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Abstract: We investigate the transverse-momentum-dependence in semi-inclusive deep
inelastic leptoproduction of hadrons. There are two different theoretical approaches to
study this dependence, one for low and one for high transverse momentum of the ob-
served hadron. We systematically investigate their connection, paying special attention
to azimuthal distributions and to polarization dependence. In the region of intermediate
transverse momentum, where both approaches are applicable, we find that their results
match for certain observables but not for others. Interpolating expressions are discussed
for the case where one has no matching. We then use power counting to determine which
mechanism is dominant in various azimuthal and spin asymmetries that are integrated over
the transverse momentum. Our findings have consequences for the extension of transverse-
momentum-dependent factorization beyond leading twist. They also shed light on the
problem of resumming logarithms of transverse momentum for azimuthal distributions.
Our results can be carried over to the Drell-Yan process and to two-hadron production in
e+e− annihilation.
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1. Introduction
Short-distance factorization is a key concept in quantum chromodynamics, providing much
of the predictive power of the theory in high-energy scattering processes. Among the sim-
plest processes to which this concept can be applied are one-particle or single jet inclusive
production in lepton-nucleon scattering, two-particle or dijet inclusive production in e+e−
annihilation, and Drell-Yan lepton pair production via a photon or electroweak gauge bo-
son in hadron-hadron collisions. Crossing of the hard-scattering subprocess closely relates
these reactions, and many results obtained for one of them carry over to the other ones. A
number of nontrivial issues for factorization arise especially when one observes the trans-
verse momentum qT and the angular distribution of the produced particle with respect to
a suitable reference direction. The problem then involves three scales, namely the scale of
nonperturbative QCD dynamics, which we represent by the nucleon mass M , the trans-
verse momentum qT , and the photon or electroweak boson virtuality Q, which throughout
this paper we require to be large compared with M .
There are two basic descriptions for the production of a particle with specified trans-
verse momentum. One of them is applicable for qT ≪ Q and involves transverse-momentum-
dependent (also called unintegrated) parton distribution and fragmentation functions. The
other one requires that qT ≫M and generates transverse momentum in the final state by
perturbative radiation, using collinear (or integrated) distribution and fragmentation func-
tions as nonperturbative input. In the following we refer to the two momentum regions
and the associated theoretical descriptions as “low-qT ” and “high-qT ”, respectively. The
low- and high-qT domains overlap for M ≪ qT ≪ Q, where both descriptions can hence be
applied. An important question is whether in this intermediate qT region they describe the
same dynamics or two competing mechanisms. Depending on the answer, one can either
try to construct a formulation that smoothly interpolates between the two descriptions, or
to add their results in a consistent manner.
For the cross section depending on q2T but integrated over the angular distribution of the
produced particle, the work of Collins, Soper and Sterman [1] showed that the descriptions
based on intrinsic transverse momentum and on hard perturbative radiation indeed match
at intermediate qT and permit a smooth interpolation at all orders in αs. A key element
of the derivation was that for sufficiently large transverse momentum one can express
unintegrated parton distributions and fragmentation functions in terms of their integrated
counterparts and of perturbatively calculable hard-scattering kernels. The matching of
the two descriptions allowed the authors of [1] to resum large logarithms ln(Q2/q2T ) to all
orders using renormalization group techniques—a procedure that remains the cornerstone
for transverse-momentum resummation in a wide range of collider processes.
For the angular distribution, however, the situation is less well understood. Both
mechanisms just mentioned give rise to nontrivial angular dependence, as has been pointed
out long ago for semi-inclusive deep inelastic scattering (SIDIS) by Cahn [2, 3] and by
Georgi and Politzer [4] for the low- and high-qT mechanism, respectively. To the best
of our knowledge, the relation between the two descriptions for the angular distribution
in unpolarized scattering has not been analyzed so far. Important progress has recently
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been made in the understanding of a particular azimuthal asymmetry for a transversely
polarized target in SIDIS or Drell-Yan production. The authors of [5–8] have shown that
the description of this asymmetry by the Sivers effect for small qT and by the Qiu-Sterman
mechanism for large qT match at order αs in the intermediate region M ≪ qT ≪ Q. It is
natural to ask if one has a similar situation for other observables as well.
In the present work we therefore present a systematic analysis of the interplay between
the low-qT and the high-qT mechanisms for angular distributions, both in unpolarized
and in polarized scattering. This provides guidance for the theoretical description of a
variety of observables, determining in particular whether or not one should add different
contributions. For definiteness we will consider the case of SIDIS, but as remarked above,
analogous studies can be performed for e+e− collisions and for the Drell-Yan process. Our
results are relevant to the possible extension of transverse-momentum resummation for
specific azimuthal distributions, which was recently considered for the case of Drell-Yan
production in [9] and [10].
A key finding of our work is that for certain observables, the leading terms of the
low-and high-qT descriptions match in the region M ≪ qT ≪ Q of intermediate transverse
momenta, whereas for others they do not match. That this may happen can be understood
already at the level of power counting. The low-qT description, which uses transverse
momentum dependent parton densities and fragmentation functions, is based on taking Q2
large compared with q2T and all nonperturbative scales. We chose qT /Q rather than M/Q
as parameter for power counting, since in the intermediate-qT region it is the larger of the
two. Taking for example an observable F with mass dimension −2, we can thus expand
F (qT , Q)
qT≪Q
=
1
M2
∑
n
[
qT
Q
]n−2
ln
(
M
qT
)
, (1.1)
where ln are dimensionless functions. In our applications, the term with index n will
correspond to twist-n accuracy in the low-qT calculation, where n ≥ 2. In the region of
intermediate qT we can further expand the functions ln(M/qT ) for small M/qT and then
have
F (qT , Q)
M≪qT≪Q=
1
M2
∑
n,k
ln,k
[
qT
Q
]n−2 [M
qT
]k
(1.2)
with coefficients ln,k. The high-qT calculation, which is based on collinear factorization,
treats both Q and qT as large compared with nonperturbative scales like M . The relevant
parameter for power counting in the intermediate region is therefore M/qT , and we have
F (qT , Q)
M≪qT
=
1
M2
∑
n
[
M
qT
]n
hn
(
qT
Q
)
(1.3)
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with dimensionless functions hn. In our applications, the term with index n will correspond
to twist n in the high-qT calculation, where again n ≥ 2. In the intermediate-qT region we
can then expand hn(qT /Q) for small qT /Q :
F (qT , Q)
M≪qT≪Q=
1
M2
∑
n,k
hn,k
[
M
qT
]n [qT
Q
]k−2
(1.4)
with coefficients hn,k. Since both (1.2) and (1.4) are valid in the intermediate region, we
can identify the coefficients ln,k = hk,n. As a consequence, a term of twist n in the low-qT
calculation will only correspond to a term of the same twist in the high-qT calculation if
n = k. We will for instance encounter observables with
M2F (qT , Q) = l2,2
[
qT
Q
]0 [M
qT
]2
+ l4,2
[
qT
Q
]2 [M
qT
]2
+ . . . , (1.5)
where the term with l2,2 = h2,2 is of leading twist in both the low- and high-qT calculations.
The term with l4,2 = h2,4 is subleading in the low-qT calculation and becomes subleading
in the high-qT when one takes the additional limit qT ≪ Q. For other observables, we will
find
M2F (qT , Q) = l2,4
[
qT
Q
]0 [M
qT
]4
+ l4,2
[
qT
Q
]2 [M
qT
]2
+ . . . . (1.6)
Here the term with l2,4 = h4,2 is leading in the low-qT calculation but subleading in the
high-qT one, whereas the reverse holds for the term with l4,2 = h2,4. The respective leading-
order terms in the two calculations will hence not match in the intermediate region of qT .
Which term in (1.6) is larger in given kinematics obviously depends on the relative size
of the two small parameters qT /Q and M/qT . We will discuss in section 6.1 how one can
construct interpolating expressions using both terms.
An important question is which terms in the expansions (1.1) and (1.3), and hence in
(1.2) and (1.4), can actually be calculated in practice. We discuss this in some detail in the
main body of the paper, but already mention here that in the high-qT framework there is a
large number of results at twist two and three. In low-qT framework factorization is rather
well understood at twist-two level, whereas its status is less clear at twist three. Little is
known about the validity of factorization at twist-four accuracy in either framework. In the
example (1.6) one can thus envisage to compute the terms l2,4 and h2,4, which are leading
in their respective power counting scheme. The simultaneous validity of the expansions
(1.2) and (1.4) in the intermediate region requires that h4,2 = l2,4 and l4,2 = h2,4, but
at present one cannot check this explicitly because a calculation of the power-suppressed
terms h4,2 and l4,2 is beyond the state of the art.
Several investigations have been performed assuming factorization for twist-three ob-
servables in the low-qT description. Detailed calculations at tree level [11–14] are found to
be self-consistent and give results with a structure similar to that of twist-two observables.
Their extension to higher orders in αs, including a proper treatment of soft gluon exchange
has not been achieved yet, and the study [15] suggests that such an extension will not be
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trivial. In sections 5.4 and 8.3 we will investigate observables where the leading terms in
the expansions (1.2) and (1.4) coincide and have the coefficient l3,2 = h2,3. The twist-two
quantity h2,3 is readily computed, and its comparison with the result for l3,2 obtained with
a candidate factorization formula will shed light on low-qT factorization at twist three.
In experimental analyses one often has to integrate over the observed qT in order
to accumulate statistics. One may simply integrate an observable over q2T or consider
weighted observables like
∫
dq2T (qT /M)
pF (qT , Q) with some power p. If in turn the mea-
surement of the qT -dependence suffers from large uncertainties, then both a differential
observable and weighted integrals will be affected with large errors, so that the simple
integral
∫
dq2T F (qT , Q) may be the best quantity to consider from an experimental point
of view. For the theoretical analysis it is important to identify the relative importance of
the different qT regions in an integrated observable, and to clarify their interplay if several
regions are important. Our results will allow us to address this question at the level of
power counting.
Our paper is organized as follows. In the next section we define the structure functions
for SIDIS, which are the observables we study in detail in this work. To set the stage, we
recall in section 3 some important results for SIDIS taken differential in qT but integrated
over the angular distribution of the observed hadron, recalling in particular the foundations
of qT resummation in this context. In section 4 we collect the well-known results of the
calculation of SIDIS with qT ≫M in collinear factorization at leading order in αs, and then
approximate these results for qT ≪ Q. In section 5 we take the opposite path, recalling the
results for SIDIS with qT ≪ Q and approximating them for qT ≫M . For this we need the
behavior of distribution and fragmentation functions at high transverse momentum, and we
will derive the corresponding power behavior of these functions based on general grounds.
In section 6 we will see for which observables the calculations of the two previous sections
match for intermediate qT and for which ones they do not. The consequences for integrated
observables are discussed in section 7. Whereas in section 5 we derive the power behavior
for all structure functions introduced in section 2, we give in section 8 explicit results
for those observables that appear at twist two in the high-qT regime. The comparison of
the high-qT with the low-qT expressions will allow us to draw some conclusions about the
unsolved problem of qT resummation for angular distributions, as well as the possibility of
extending low-qT factorization to twist three. The main results of our work are summarized
in section 9, and some technical details are given in the appendices.
2. Structure functions in semi-inclusive deep inelastic scattering
The physical process we investigate in this work is semi-inclusive DIS,
ℓ(l) + p(P )→ ℓ(l′) + h(Ph) +X, (2.1)
where ℓ denotes the beam lepton, p the proton target, and h the observed hadron, with
four-momenta given in parentheses. We allow for polarization of beam and target, but
restrict ourselves to the case of an unpolarized final state, i.e. to the situation in which
h has spin zero or where its polarization is not observed. The corresponding observables
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Figure 1: Definition of azimuthal angles for semi-inclusive deep inelastic scattering in the target
rest frame [23]. Ph⊥ and S⊥ are the transverse parts of Ph and S with respect to the photon
momentum.
cover a variety of situations with different types of power behavior we wish to discuss.
Many of them have been measured in experiment, see [16–21] and the recent review in [22].
Working in the one-photon exchange approximation, we define the photon momentum
q = l − l′ and its virtuality Q2 = −q2. We use the conventional variables for SIDIS
x =
Q2
2P · q , y =
P · q
P · l , z =
P · Ph
P · q , (2.2)
and write M and Mh for the respective masses of the proton target and the produced
hadron h. We take the limit of large Q2 at fixed x, y, z, and throughout this paper we
neglect corrections in the masses of the hadrons or the lepton.
It is convenient to discuss the experimental observables for SIDIS in a frame where P
and q collinear. We define the transverse part Pµh⊥ of P
µ
h as orthogonal with respect to the
momenta P and q. Likewise, we define the transverse part Sµ⊥ of the spin vector S
µ of the
target, as well as its longitudinal projection S‖ along P
µ. We further define the azimuthal
angles φh and φS of P
µ
h and S
µ with respect to the lepton plane in accordance with the
Trento conventions [23], as shown in Fig. 1. Covariant expressions for the quantities just
discussed can be found in [14]. Finally, we write λe for the longitudinal polarization of the
incoming lepton, with λe = 1 corresponding to a purely right-handed beam.
The lepton-hadron cross section can then be parameterized as [14]
dσ
dx dy dz dφS dφh dP
2
h⊥
=
α2
xQ2
y
2 (1 − ε)
×
{
FUU,T + εFUU,L +
√
2 ε(1 + ε) cosφh F
cos φh
UU + ε cos(2φh)F
cos 2φh
UU
+ λe
√
2 ε(1 − ε) sinφh F sinφhLU
+ S‖
[√
2 ε(1 + ε) sinφh F
sinφh
UL + ε sin(2φh)F
sin 2φh
UL
]
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+ S‖λe
[√
1− ε2 FLL +
√
2 ε(1 − ε) cosφh F cos φhLL
]
+ |S⊥|
[
sin(φh − φS)
(
F
sin(φh−φS)
UT,T + εF
sin(φh−φS)
UT,L
)
+ ε sin(φh + φS)F
sin(φh+φS)
UT + ε sin(3φh − φS)F sin(3φh−φS)UT
+
√
2 ε(1 + ε) sinφS F
sinφS
UT +
√
2 ε(1 + ε) sin(2φh − φS)F sin(2φh−φS)UT
]
+ |S⊥|λe
[√
1− ε2 cos(φh − φS)F cos(φh−φS)LT +
√
2 ε(1 − ε) cosφS F cosφSLT
+
√
2 ε(1 − ε) cos(2φh − φS)F cos(2φh−φS)LT
]}
, (2.3)
where α is the fine structure constant and ε the ratio of longitudinal and transverse photon
flux,
ε =
1− y
1− y + y2/2 . (2.4)
The 18 structure functions F on the r.h.s. depend on x, Q2, z and P 2h⊥ and encode the
strong-interaction dynamics of the hadronic subprocess γ∗ + p → h + X. Their first and
second subscript respectively specifies the polarization of the beam and the target. In the
structure functions FUU,T , FUU,L and F
sin(φh−φS)
UT,T , F
sin(φh−φS)
UT,L , the third subscript refers to
the transverse and longitudinal polarization of the photon.
To calculate the SIDIS structure functions it is convenient to use light-cone coordinates
with respect to the directions of the relevant hadron momenta. We introduce light-like
vectors n+ and n− with n+ · n− = 1 such that, up to mass corrections, n+ is proportional
to P and n− proportional to Ph. A rescaling
n+ → κn+ , n− → κ−1n− (2.5)
corresponds to boosts in the collinear direction. The off-collinearity of the process is de-
termined by the vector
qµT = q
µ + (1− r)xPµ − Pµh /z (2.6)
with r = q2T /Q
2. For ease of notation we denote the length of this vector by
qT =
(−qµT qTµ)1/2 , (2.7)
so that q2T is positive. There is a simple relation between the transverse momentum q
µ
T of
the photon with respect to the hadrons and the transverse momentum Pµh⊥ of the produced
hadron with respect to the photon and proton: Pµh⊥ = −zqµT − 2rzxPµ. The SIDIS cross
section differential in q2T instead of P
2
h⊥ is hence equal to z
2 times the r.h.s. of (2.3).
3. Factorization and qT resummation
In this section we recall some important results for the description of hard processes with
measured qT , in particular the factorization for low qT formulated by Collins and Soper [24]
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and its connection to the procedure of transverse momentum resummation by Collins, Soper
and Sterman [1]. In the following we refer to these authors as CS and CSS, respectively.
In the next two subsections we focus on the unpolarized SIDIS cross section differential in
qT but integrated over the azimuthal angle φh.
3.1 Collins-Soper factorization
In the work of CS, factorization was derived for the production of back-to-back jets in
electron-positron annihilation, or more specifically for e+e− → A+B+X, where A and B
are two hadrons belonging to opposite-side jets in the e+e− c.m. In general the momenta
PA and PB of the two hadrons are not exactly back-to-back because of their recoil against
the additional particles X produced in the process. The cross section, or equivalently the
hadron tensor, depends on the transverse momentum qµT of the virtual photon w.r.t. the
hadrons in the c.m. of A and B, which is the analog of qµT introduced for SIDIS in (2.6).
For qT ≪ Q the CS paper derived a factorized expression of the hadron tensor, which is
a convolution in transverse momentum of a soft factor U and two fragmentation functions
DA/a1 and D
B/a¯
1 for the fragmentation of a quark or antiquark into A or B. In addition
there is a hard-scattering factor H, which does not depend on any transverse momentum.
To be specific, Eq. (7.14) in [24] gives the following expression for the hadron tensor:
W µν
e+e−
∝ Tr{P/Aγµ P/Bγν} ∣∣He+e−(z−1A ζ1/2A , z−1B ζ1/2B )∣∣2 ∑
a
e2a
∫
d2pT d
2kT d
2lT
× δ(2)(pT + kT + lT − qT )DA/a1 (zA, p2T ; ζA)DB/a¯1 (zB , k2T ; ζB)U(l2T ) + . . . , (3.1)
where . . . stands for terms that either vanish after integration over the azimuthal angle of qT
or are power suppressed in 1/Q. The index a runs over flavors of quarks and of antiquarks
with fractional charge ea. For consistency within the present paper we have slightly changed
notation compared with CS.1 The individual factors H, DA/a1 , D
B/a¯
1 , and U depend on an
ultraviolet factorization scale µ, which we have not displayed for brevity. The derivation
by CS is done in an axial gauge specified by a spacelike vector v, and the dependence
of individual factors on this vector is through the parameters ζA = −(2PA · v)2/v2 and
ζB = −(2PB · v)2/v2. More generally, ζA and ζB serve as cut-offs for rapidity divergences
and in a gauge-invariant definition of the fragmentation functions arise from path-ordered
exponentials involving the vector v, see e.g. [25–27]. The hadron tensor as a whole is of
course independent of ζA and ζB , so that the dependence on these parameters has to cancel
between the fragmentation functions and the hard-scattering factor. The fact that the soft
factor defined by CS does not depend on them is less obvious.2
1We write D1 instead of P for the fragmentation functions, v instead of n for the gauge fixing vector,
and n+, n− instead of vA, vB for the light-cone directions. Our normalization condition for U differs from
the one of CS by a factor (2pi)2.
2The four-vectors entering the construction of U are v, n+, n− and lT . The gauge vector v used by
CS has a zero transverse component, so that the only scalar products involving v are v · n+, v · n− and
v2 = 2(v · n+)(v · n−). Gauges related by scaling v → κv are equivalent, which leaves only a possible
dependence on v ·n+/v ·n−. This is however excluded by boost invariance, which requires that U must not
change under the rescaling (2.5).
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In this work we will assume that the factorization of Collins and Soper also holds for
the hadron tensor in SIDIS at low qT . Such an expression, albeit with some differences, has
been obtained by Ji, Ma and Yuan [26], and another relevant investigation has recently been
made by Collins, Rogers and Stas´to [27], which gives us confidence that our assumption
can be justified. The analog of (3.1) then reads
W µνSIDIS ∝ Tr
{
P/γµ P/hγ
ν
} ∣∣HSIDIS(xζ1/2, z−1ζ1/2h )∣∣2 ∑
a
e2a
∫
d2pT d
2kT d
2lT
× δ(2)(pT − kT + lT + qT ) fa1 (x, p2T ; ζ)Da1(z, k2T ; ζh)U(l2T ) + . . . , (3.2)
where one of the fragmentation functions has been replaced by the distribution function
fa1 for quarks or antiquarks in the target. In the following we refer to the factorization
expressed in (3.2) as “CS factorization”. The result (3.2) gives rise to just one structure
function,
FUU,T =
∣∣H(xζ1/2, z−1ζ1/2h )∣∣2 ∑
a
xe2a
∫
d2pT d
2kT d
2lT
× δ(2)(pT − kT + lT + qT ) fa1 (x, p2T ; ζ)Da1(z, k2T ; ζh)U(l2T ) , (3.3)
where we recall that H, f1, D1, and U depend on a renormalization scale µ. For brevity
we omit the subscript “SIDIS” in H from now on.
In the intermediate region M ≪ qT ≪ Q, one can go further since at least one
of the momenta pT , kT , lT in (3.3) is of order qT and hence large compared with the
nonperturbative scale M . For large transverse momentum the soft factor U(l2T ) can be
calculated order by order in αs, whereas f
a
1 (x, p
2
T ; ζ) and D
a
1(z, k
2
T ; ζh) are respectively
given as convolutions of perturbatively calculable kernels with the collinear distribution
and fragmentation functions fa1 (x) and D
a
1(z). We will follow this path in sections 5
and 8. The accuracy of this procedure is however limited: up to mass corrections one has
(ζζh)
1/2 = x−1zQ2, and the power counting in the CS derivation requires both ζ and ζh
to be of order Q2, so that the perturbative expressions for fa1 (x, p
2
T ; ζ) and D
a
1(z, k
2
T ; ζh)
involve large logarithms ln(Q/qT ). Let us sketch how these logarithms are resummed in
the work of CS. The variation of D1 with ζh is described by the Collins-Soper equation,
which gives ∂D1/∂ ln ζh as a convolution in transverse momentum of an evolution kernel
with D1. Analogous considerations apply to the distribution function f
a
1 (x, p
2
T ; ζ). For the
Fourier transformed functions
f˜a1 (x, b
2; ζ) =
∫
d2pT e
ib·pT fa1 (x, p
2
T ; ζ) ,
D˜a1(z, b
2; ζh) =
∫
d2kT e
ib·kT Da1(z, k
2
T ; ζh) (3.4)
one obtains ordinary differential equations, whose solutions can be written as
f˜a1 (x, b
2; ζ) = fˆa1 (x, b
2) exp
[−Ŝ ′(xζ1/2, b)] ,
D˜a1(z, b
2; ζh) = D̂
a
1(z, b
2) exp
[−Ŝ ′(z−1ζ1/2h , b)] , (3.5)
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where the Sudakov factor Ŝ is constructed from the evolution kernel. The structure function
in (3.3) can then be rewritten as
FUU,T =
∣∣H(Q,Q;µ)∣∣2 ∑
a
xe2a
∫
d2b
(2π)2
e−ib·qT exp
[−2Ŝ ′(Q, b)] U˜(b2;µ)
× fˆa1 (x, b2;µ) D̂a1(z, b2;µ) (3.6)
with
U˜(b2;µ) =
∫
d2lT e
ib·lT U(l2T ;µ) . (3.7)
Here we have fixed the gauge parameters as x2ζ = z−2ζh = Q
2 and restored the dependence
on the renormalization scale µ. The Sudakov factor Ŝ ′ resums large logarithms of Qb, which
corresponds to large logarithms of Q/qT in FUU,T since the typical values of b in the integral
(3.6) are of order 1/qT .
For b ≪ 1/M the factors Ŝ ′, U˜ , fˆa1 and D̂a1 can be expanded in perturbation theory.
To avoid large logarithms of µb in this expansion, one should take the renormalization scale
of order 1/b. A common choice in the MS scheme is µ = b0/b with b0 = 2e
−γE ≈ 1.1, where
γE is the Euler constant. This simplifies a number of perturbative coefficients: in particular
the O(αs) term in the soft factor is then zero, and one has U˜(b
2, µ = b0/b) = 1+O(α
2
s) up
to power corrections in Mb. The small-b expansion for the distribution and fragmentation
functions reads
fˆa1 (x, b
2;µ = b0/b) =
∑
i
(
Ĉ inai ⊗ f i1
)
(x;µ = b0/b) ,
z2 D̂a1(z, b
2;µ = b0/b) =
∑
j
(
Dj1 ⊗ Ĉ outja
)
(z;µ = b0/b) , (3.8)
where the indices i and j run over quarks, antiquarks and the gluon. f i1(x;µ) and D
j
1(z;µ)
are the usual collinear distribution and fragmentation functions, and ⊗ denotes the familiar
convolution in longitudinal momentum fractions,
(
C ⊗ f)(x;µ) = ∫ 1
x
dxˆ
xˆ
C(xˆ;µ) f
(x
xˆ
;µ
)
,
(
D ⊗ C)(z;µ) = ∫ 1
z
dzˆ
zˆ
D
(z
zˆ
;µ
)
C(zˆ;µ) . (3.9)
With the scale choice µ = b0/b we find large logarithms of Qb in |H|2 = 1 +O(αs). These
can readily be resummed using the renormalization group equation for this factor, which
allows one to write |H(Q,Q;µ = b0/b)|2 = |H(Q,Q;µ = Q)|2 e− bR(Q,b). In the intermediate
region M ≪ qT ≪ Q one therefore has
FUU,T =
∣∣H(µ = Q)∣∣2 1
z2
∑
a
xe2a
∫
d2b
(2π)2
e−ib·qT exp
[−Ŝ(Q, b)] U˜(µ = b0/b)
×
∑
i
(
Ĉ inai ⊗ f i1
)
(x;µ = b0/b)
∑
j
(
Dj1 ⊗ Ĉ outja
)
(z;µ = b0/b) (3.10)
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with Ŝ = 2Ŝ ′ + R̂. Here we have used that for dimensional reasons H(Q,Q;µ) depends
on Q only in the combination Q/µ, so that the only Q-dependence in H(Q,Q;µ = Q) is
through the argument of the running coupling. An analogous statement holds for the b-
dependence in U˜(b2;µ = b0/b) at small b. The result (3.10) only involves the usual collinear
distribution and fragmentation functions, together with factors H, Ŝ, U˜ , Ĉ in, Ĉ out whose
perturbative expansions are free of large logarithms.
3.2 Collins-Soper-Sterman resummation
We now turn to the region of large qT ≫M , where one can evaluate the hadron tensor in
standard collinear factorization. To leading order in αs we have
FUU,T =
1
Q2
αs
(2πz)2
∑
a
xe2a
∫ 1
x
dxˆ
xˆ
∫ 1
z
dzˆ
zˆ
δ
(
q2T
Q2
− (1− xˆ)(1 − zˆ)
xˆ zˆ
)
×
[
fa1
(x
xˆ
)
Da1
(z
zˆ
)
C
(γ∗q→qg)
UU,T + f
a
1
(x
xˆ
)
Dg1
(z
zˆ
)
C
(γ∗q→gq)
UU,T + f
g
1
(x
xˆ
)
Da1
(z
zˆ
)
C
(γ∗g→qq¯)
UU,T
]
(3.11)
with power corrections in M/qT . The hard-scattering coefficients CUU,T for the indicated
partonic subprocesses are functions of xˆ, zˆ, and qT/Q, and will be given in section 4.
Approximating (3.11) for qT ≪ Q one obtains
FUU,T =
1
q2T
αs
2π2z2
∑
a
xe2a
[
fa1 (x)D
a
1(z)L
(
Q2
q2T
)
+ fa1 (x)
(
Da1 ⊗ Pqq +Dg1 ⊗ Pgq
)
(z)
+
(
Pqq ⊗ fa1 + Pqg ⊗ f g1
)
(x)Da1 (z)
]
(3.12)
with power corrections in qT/Q and in M/qT . The factor L is defined as
L
(
Q2
q2T
)
= 2CF ln
Q2
q2T
− 3CF , (3.13)
and Pqq, Pgq, Pqg are the DGLAP splitting functions at lowest order in αs, given in (4.29)
below. We see that a large logarithm of Q2/q2T appears in the fixed-order calculation
when qT ≪ Q. Corresponding logarithms at higher orders in αs spoil the convergence of
the perturbative series. Collins, Soper and Sterman [1] have shown that these logarithms
exponentiate and that their resummation results in a factorized expression, which we will
refer to as “CSS factorization”. The discussion in the CSS paper is given for the cross
section of Drell-Yan production differential in q2T but integrated over the azimuthal angle
of qT . The corresponding result for SIDIS is given in [28] and can be written as
FUU,T =
1
z2
∑
a
xe2a
∫
d2b
(2π)2
e−ib·qT exp
[−S(Q, b)]
×
∑
i
(
C inai ⊗ f i1
)
(x;µ = b0/b)
∑
j
(
Dj1 ⊗ Coutja
)
(z;µ = b0/b) . (3.14)
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This form is valid forM ≪ qT ≪ Q. It can be extended to the full large-qT region, qT ≫M ,
by adding the difference between (3.11) and its approximated form (3.12). For further
discussion of this matching of resummed and fixed-order terms we refer to [29]. As an aside,
we remark that at qT ∼ Q the longitudinal structure function FUU,L is parametrically of
the same order as FUU,T , whereas at qT ≪ Q it is suppressed by a relative factor q2T/Q2.
One may hence also apply the CSS prescription to FUU,T + εFUU,L or to FUU,T + FUU,L
instead of FUU,T . The term to which resummation is applied is the same in all cases, and
only the unresummed part of the fixed-order calculation is different.
Let us see how (3.14) reduces to (3.12) at leading order in αs. The Sudakov factor
S(Q, b) reads
S(Q, b) =
∫ Q2
b20/b
2
dµ2
µ2
[
A
(
αs(µ)
)
ln
Q2
µ2
+B
(
αs(µ)
)]
(3.15)
with
A (αs) =
∞∑
k=1
Ak
(αs
π
)k
, B (αs) =
∞∑
k=1
Bk
(αs
π
)k
, (3.16)
where A1 = CF and B1 = −3CF /2. The coefficient functions C in can be written as
C inai(x;µ = b0/b) = δai δ(1− x) +
∞∑
k=1
C in (k)ai (x)
(αs
π
)k
, (3.17)
and an analogous expansion holds for Cout. Using the DGLAP equation we can evolve f1
from the scale µ = b0/b to µ = Q and obtain
fa1 (x; b0/b) = f
a
1 (x;Q)−
αs
2π
(
Pqq ⊗ fa1 + Pqg ⊗ f g1
)
(x) ln
b2Q2
b20
+O(α2s) . (3.18)
Evolving D1 in the same way and putting everything together, we obtain
FUU,T =
1
z2
∑
a
xe2a
∫
d2b
(2π)2
e−ib·qT
[
1− αs
2π
CF
(
ln2
b2Q2
b20
− 3 ln b
2Q2
b20
)]
×
[
fa1 (x;Q)−
αs
2π
(
Pqq ⊗ fa1 + Pqg ⊗ f g1
)
(x) ln
b2Q2
b20
+
αs
π
∑
i
(
C in (1)ai ⊗ f i1
)
(x)
]
×
[
Da1(z;Q)−
αs
2π
(
Da1 ⊗ Pqq +Dg1 ⊗ Pgq
)
(z) ln
b2Q2
b20
+
αs
π
∑
j
(
Dj1 ⊗ Cout (1)ja
)
(z)
]
+O(α2s) . (3.19)
The running of αs is irrelevant at the accuracy of this expression. Expanding the square
brackets one obtains a term fa1 (x;Q)D
a
1 (z;Q) of order α
0
s, which is independent of b and
hence gives a contribution proportional to δ(2)(qT ) to FUU,T . Since we require qT ≫ M ,
this term must be discarded. For the same reason, the first-order coefficients C in (1)ai and
Cout (1)ja do not contribute to FUU,T at order αs. With the integrals [30]∫
d2b e−ib·qT ln2
b2Q2
b20
= −8π
q2T
ln
Q2
q2T
,
∫
d2b e−ib·qT ln
b2Q2
b20
= −4π
q2T
(3.20)
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we recover the lowest-order result (3.12) from (3.19). Going to higher orders in αs,
one finds that the term with A1 in the Sudakov factor produces the leading logarithms
αks ln
2k−1
(
Q2/q2T
)
in FUU,T , whereas the next-to-leading logarithms α
k
s ln
2k−2
(
Q2/q2T
)
also
receive contributions from the coefficient B1, from the one-loop running of αs, and from
the leading-order evolution of f1(x) and D1(z).
The αs expansion of the CSS factorization formula (3.14), which we have just performed
to leading order, allows one to determine the functions S, C in and Cout at a given order in
perturbation theory by comparing with the collinear fixed-order calculation in the high-qT
region. The functional form of (3.14) was however derived by CSS using the result of CS
factorization in the intermediate region M ≪ qT ≪ Q. This is not immediately obvious
by comparing (3.14) with (3.10), because in the former expression there is no hard and
no soft factor. As pointed out in [31], one can however introduce the hard factor into the
CSS expression. |H(µ = Q)|2 depends on Q only through the argument of αs, so that
one can use the renormalization group equation for the running coupling to rewrite it as
|H(µ = Q)|2 = |H(µ = b0/b)|2 eR(Q,b). Since C in and Cout in (3.14) are also evaluated at
µ = b0/b, we can combine factors into C
′ in = |H|−1 C in and C ′ out = |H|−1 Cout at that
scale, which gives
FUU,T =
∣∣H(µ = Q)∣∣2 1
z2
∑
a
xe2a
∫
d2b
(2π)2
e−ib·qT exp
[−S ′(Q, b)]
×
∑
i
(
C ′ inai ⊗ f i1
)
(x;µ = b0/b)
∑
j
(
Dj1 ⊗ C ′ outja
)
(z;µ = b0/b) . (3.21)
with S ′ = S + R. Identifying C ′ in = U˜1/2 Ĉ in, C ′ out = U˜1/2 Ĉ out, and S ′ = Ŝ, we finally
recognize the CS result (3.10).
The upshot of this discussion is essential in our context: the CSS derivation of trans-
verse momentum resummation for FUU,T and its analogs in e
+e− annihilation and Drell-Yan
production makes use of two facts:
1. CS factorization is valid for these observables at qT ≪ Q, and
2. in the intermediate region M ≪ qT ≪ Q its results match those obtained from
collinear factorization in the high-qT region.
In such a situation one can go further and construct expressions that interpolate between
the factorization formulae for low and for high qT and are thus valid for all qT , from qT = 0
to qT ∼ Q. A prescription for this had already been given by CSS, and a number of
different methods have been proposed later; see [32] for a discussion and references. We
shall not dwell on this issue here.
3.3 Azimuthal dependence and polarization
So far we have discussed only FUU,T . The situation for the other unpolarized structure
functions, FUU,L, F
cosφh
UU , F
cos 2φh
UU , cannot readily be inferred from the results of CSS. In
section 4 we will see that the splitting functions appearing in the analogs of (3.12) for
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these three structure functions differ from the usual ones. Since the splitting functions are
relevant at next-to-leading logarithmic accuracy, it is not clear if and how resummation
beyond the leading logarithmic approximation can be performed in this case. An analogous
observation for the angular distribution in Drell-Yan production has been made in [9].
(Resummation at leading logarithmic accuracy has recently been considered in [10].)
The extension of CSS factorization for polarized scattering is relatively straightforward
as long as one integrates over the azimuthal angle of qT . For SIDIS this concerns the struc-
ture function FLL, and a corresponding calculation in this framework has been presented
in [32]. CSS resummation for Drell-Yan production with longitudinal beam polarization
has been investigated in [33, 34]. A detailed discussion of polarization in the context of
collinear factorization can be found in [35].
In the present work we will apply CS factorization to polarized scattering and to the
SIDIS cross section depending on the azimuth φh, as has been done in [36]. The factors
P/fa1 (x, p
2
T ; ζ) and P/hD
a
1(z, k
2
T ; ζh) in the factorization formula (3.2) are then replaced
by the quark-quark correlator Φa(x,pT ; ζ) and the fragmentation correlator ∆
a(z,kT ; ζh),
which will be defined in section 5.1. The result reads
W µνSIDIS ∝
∣∣H(xζ1/2, z−1ζ1/2h )∣∣2 ∑
a
e2a
∫
d2pT d
2kT d
2lT δ
(2)(pT − kT + lT + qT )
×Tr {Φa(x,pT ; ζ)γµ∆a(z,kT ; ζh)γν} U(l2T ) (3.22)
and gives rise to a number of spin and azimuthal asymmetries at leading order in 1/Q.
It is an open question if and how CS factorization can be extended to power suppressed
observables, at least to those coming with one factor of 1/Q. The calculations of our work
are relevant to this question, as we shall see in section 8.3.
A structure function that has received much attention in the literature is F
sin(φh−φS)
UT,T ,
which arises when the initial hadron is transversely polarized. At low qT this observable
is nonzero due to the Sivers effect [37]: the CS factorization formula (3.22) gives a leading
contribution in 1/Q proportional to the Sivers function f⊥1T (x, p
2
T ) [12]. At high qT one
can describe the same observable in terms of the Qiu-Sterman mechanism [38]. The cor-
responding calculation uses collinear factorization at twist-three level, i.e., F
sin(φh−φS)
UT,T is
suppressed by 1/qT compared with FUU,T . Calculating the behavior of the Sivers function
at high transverse momentum, the analysis in [7, 8] has shown that at order αs the two
descriptions exactly match in the intermediate region M ≪ qT ≪ Q. The situation is the
same for the corresponding asymmetry in Drell-Yan production [5,6,8]. This suggests that
for F
sin(φh−φS)
UT,T and its Drell-Yan analog it should be possible to use the CSS resummation
procedure for large logarithms of Q/qT , as discussed in [39].
In the following sections we will derive the power behavior for the full set of SIDIS struc-
ture functions, both in the low-qT and in the high-qT description. This will in particular
determine whether or not one can envisage to use CSS resummation for these observables.
To determine the power behavior we can restrict our calculations to the leading order in
αs. Since we will not attempt to actually perform a resummation of large logarithms,
we need not go to b-space as in (3.10) or (3.14). We will instead directly work with the
momentum-space version (3.22) of CS factorization. In particular, we shall recover the
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fixed-order result (3.12) for the intermediate region when expanding the CS expression
(3.3) of FUU,T in the limit qT ≫M .
4. From high to intermediate qT
In this section we present the calculation of SIDIS structure functions at high transverse
momentum in terms of collinear distribution and fragmentation functions, and then take
the limit qT ≪ Q. We give explicit results for the six structure functions appearing at
leading twist and order αs. For seven of the remaining structure functions, which are of
higher twist or higher order in αs, there exist studies in the literature, which we will briefly
discuss.
In the high-qT calculation, the generation of large transverse momentum is described
by hard-scattering processes at parton level. The diagrams for the contributions at first
order in αs are shown in Fig. 2. We introduce the scaling variables
xˆ =
Q2
2pa · q , zˆ =
pa · pb
pa · q (4.1)
for the partonic subprocess, where pa is the momentum of the incoming parton and pb the
momentum of the parton which fragments into the observed hadron h. We furthermore
use the transverse momentum qµT introduced in (2.6). Neglecting mass corrections we have
xˆpa = xP and pb/zˆ = Ph/z, so that
qµT = q
µ + (1− r)xˆpµa − pµb /zˆ (4.2)
with r = q2T /Q
2. The partonic Mandelstam variables are then given by
sˆ = (q + pa)
2 =
1− xˆ
xˆ
Q2 , tˆ = (q − pb)2 = −1− zˆ
xˆ
Q2 = − zˆ
1− xˆ q
2
T ,
uˆ = (pa − pb)2 = − zˆ
xˆ
Q2 . (4.3)
(a) (c)(a′)
pbpa
q
pbpa pa pb
qq
(b) (c′)(b′)
pb
pa
q
pa
pb
pa
pbqq
Figure 2: Feynman diagrams for the processes γ∗q → qg, γ∗q → gq, and γ∗g → qq¯.
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The structure functions defined in section 2 can be written as convolutions of hard-
scattering coefficients with collinear parton distribution and fragmentation functions,
FUU,T =
1
Q2
αs
(2πz)2
∑
a
xe2a
∫ 1
x
dxˆ
xˆ
∫ 1
z
dzˆ
zˆ
δ
(
q2T
Q2
− (1− xˆ)(1 − zˆ)
xˆ zˆ
)
×
[
fa1
(x
xˆ
)
Da1
(z
zˆ
)
C
(γ∗q→qg)
UU,T + f
a
1
(x
xˆ
)
Dg1
(z
zˆ
)
C
(γ∗q→gq)
UU,T + f
g
1
(x
xˆ
)
Da1
(z
zˆ
)
C
(γ∗g→qq¯)
UU,T
]
,
(4.4)
as we have already seen in section 3.2. We recall that a runs over flavors of quarks and
of antiquarks. Analogous expressions with different kernels C give the structure functions
FUU,L, F
cosφh
UU , and F
cos 2φh
UU . At order αs (but not at higher order) one finds the relation
FUU,L = 2F
cos 2φh
UU . (4.5)
The structure functions FLL and F
cosφh
LL for longitudinal target and beam polarization
are also given by expressions analogous to (4.4), with different kernels C and with the
unpolarized parton densities fa1 and f
g
1 replaced by their polarized counterparts g
a
1 and g
g
1 .
The hard-scattering coefficients for the partonic processes γ∗q → qg, γ∗q → gq, γ∗g → qq¯
can be computed from the respective diagrams (a, a′), (b, b′), (c, c′) in Fig. 2, and those
for γ∗q¯ → q¯g, γ∗q¯ → gq¯, γ∗g → q¯q are identical to their counterparts obtained by charge
conjugation. Process by process we have
• γ∗q → qg
CUU,T = 2CF
(
(1− xˆ)(1− zˆ) + 1 + xˆ
2zˆ2
xˆzˆ
Q2
q2T
)
, (4.6)
CcosφhUU = −4CF
[
xˆzˆ + (1− xˆ)(1− zˆ)] Q
qT
, (4.7)
Ccos 2φhUU = 4CF xˆzˆ, (4.8)
CLL = 2CF
(
2(xˆ+ zˆ) +
xˆ2 + zˆ2
xˆzˆ
Q2
q2T
)
, (4.9)
CcosφhLL = −4CF (xˆ+ zˆ − 1)
Q
qT
, (4.10)
• γ∗q → gq
CUU,T = 2CF
(
(1− xˆ) zˆ + 1 + xˆ
2(1− zˆ)2
xˆzˆ
1− zˆ
zˆ
Q2
q2T
)
, (4.11)
CcosφhUU = 4CF
[
xˆ (1− zˆ) + (1− xˆ) zˆ ] 1− zˆ
zˆ
Q
qT
, (4.12)
Ccos 2φhUU = 4CF xˆ (1− zˆ), (4.13)
CLL = 2CF
(
2xˆ+ 2(1 − zˆ) + xˆ
2 + (1− zˆ)2
xˆzˆ
1− zˆ
zˆ
Q2
q2T
)
, (4.14)
CcosφhLL = 4CF (xˆ− zˆ)
1− zˆ
zˆ
Q
qT
, (4.15)
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• γ∗g → qq¯
CUU,T = 2TR
[
xˆ2 + (1− xˆ)2 ][ zˆ2 + (1− zˆ)2 ] 1− xˆ
xˆzˆ2
Q2
q2T
, (4.16)
CcosφhUU = −4TR (2xˆ− 1) (2zˆ − 1)
1− xˆ
zˆ
Q
qT
, (4.17)
Ccos 2φhUU = 8TR xˆ (1− xˆ), (4.18)
CLL = 2TR (2xˆ− 1)
[
zˆ2 + (1− zˆ)2 ] 1− xˆ
xˆzˆ2
Q2
q2T
, (4.19)
CcosφhLL = −4TR (2zˆ − 1)
1− xˆ
zˆ
Q
qT
(4.20)
with CF = 4/3 and TR = 1/2. The relation CUU,L = 2C
cos 2φh
UU holds for each individual
subprocess. Our results agree with those in [32,40].
The behavior of the above results in the region q2T ≪ Q2 can be obtained by rewriting
the δ function in Eq. (4.4) as [41]
δ
(
q2T
Q2
− (1− xˆ)(1− zˆ)
xˆ zˆ
)
= δ(1 − xˆ) δ(1 − zˆ) ln Q
2
q2T
+
xˆ
(1− xˆ)+ δ(1 − zˆ)
+
zˆ
(1− zˆ)+ δ(1 − xˆ) +O
(
q2T
Q2
ln
Q2
q2T
)
, (4.21)
where the plus-distribution is as usual defined by∫ 1
z
dy
G(y)
(1− y)+ =
∫ 1
z
dy
G(y)−G(1)
1− y −G(1) ln
1
1− z . (4.22)
We have written the hard-scattering coefficients in (4.6) to (4.20) in a way that allows for
an easy extraction of the leading power behavior at small qT /Q. The result is
FUU,T =
1
q2T
αs
2π2z2
∑
a
xe2a
[
fa1 (x)D
a
1(z)L
(
Q2
q2T
)
+ fa1 (x)
(
Da1 ⊗ Pqq +Dg1 ⊗ Pgq
)
(z)
+
(
Pqq ⊗ fa1 + Pqg ⊗ f g1
)
(x)Da1 (z)
]
, (4.23)
FUU,L = 2F
cos 2φh
UU , (4.24)
F cosφhUU = −
1
QqT
αs
2π2z2
∑
a
xe2a
[
fa1 (x)D
a
1 (z)L
(
Q2
q2T
)
+ fa1 (x)
(
Da1 ⊗ P ′qq +Dg1 ⊗ P ′gq
)
(z)
+
(
P ′qq ⊗ fa1 + P ′qg ⊗ f g1
)
(x)Da1 (z)
]
, (4.25)
F cos 2φhUU =
1
Q2
αs
2π2z2
∑
a
xe2a
[
fa1 (x)D
a
1(z)L
(
Q2
q2T
)
+ fa1 (x)
(
Da1 ⊗ P ′′qq +Dg1 ⊗ P ′′gq
)
(z)
+
(
P ′′qq ⊗ fa1 + P ′′qg ⊗ f g1
)
(x)Da1 (z)
]
, (4.26)
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and
FLL =
1
q2T
αs
2π2z2
∑
a
xe2a
[
ga1 (x)D
a
1(z)L
(
Q2
q2T
)
+ ga1(x)
(
Da1 ⊗ Pqq +Dg1 ⊗ Pgq
)
(z)
+
(
∆Pqq ⊗ ga1 +∆Pqg ⊗ gg1
)
(x)Da1(z)
]
, (4.27)
F cosφhLL = −
1
QqT
αs
2π2z2
∑
a
xe2a
[
ga1 (x)D
a
1(z)L
(
Q2
q2T
)
+ ga1(x)
(
Da1 ⊗ P ′qq +Dg1 ⊗ P ′gq
)
(z)
+
(
∆P ′qq ⊗ ga1 +∆P ′qg ⊗ gg1
)
(x)Da1(z)
]
. (4.28)
The factor L contains a logarithm of Q2/q2T and is given in (3.13), and the convolutions
are defined in (3.9). The splitting functions are given by
Pqq(xˆ) = CF
[
1 + xˆ2
(1− xˆ)+ +
3
2
δ(1 − xˆ)
]
, Pqg(xˆ) = TR
[
xˆ2 + (1− xˆ)2] ,
Pgq(zˆ) = CF
1 + (1− zˆ)2
zˆ
, (4.29)
P ′qq(xˆ) = CF
[
2xˆ2
(1− xˆ)+ +
3
2
δ(1 − xˆ)
]
, P ′qg(xˆ) = 2TR xˆ (2xˆ− 1) ,
P ′gq(zˆ) = −2CF (1− zˆ) , (4.30)
P ′′qq(xˆ) = P
′
qq(xˆ) , P
′′
qg(xˆ) = 4TR xˆ
2 ,
P ′′gq(zˆ) = 2CF zˆ (4.31)
for convolutions with unpolarized distribution or fragmentation functions, and by
∆Pqq(xˆ) = Pqq(xˆ) , ∆Pqg(xˆ) = TR (2xˆ− 1) , (4.32)
∆P ′qq(xˆ) = P
′
qq(xˆ) , ∆P
′
qg(xˆ) = 2TR xˆ (4.33)
for convolutions with polarized distributions. Similar results for the Drell-Yan process have
been obtained by Boer and Vogelsang in Ref. [9]. We note that our P ′qq and P
′′
qq correspond
to P−qq in Eq. (38) of Ref. [9], while our P
′
qg corresponds to their P˜
−
qg and our P
′′
qg to their
P ′−qg /2.
Let us remark that the 1/qT power behavior of F
cos φh
UU and F
cos φh
LL arises as qT /q
2
T ,
where 1/q2T comes from the t-channel propagators in the hard-scattering graphs of Fig. 2.
Likewise, the constant qT behavior (up to ln q
2
T terms) of FUU,L and F
cos 2φh
UU arises as q
2
T /q
2
T ,
where the 1/q2T from the hard propagators is fully canceled by numerator factors. We
emphasize that, although they do not have a power-law divergence, the above expressions
for FUU,L and F
cos 2φh
UU cannot be used for small qT , because the approximations giving
1/q2T for the hard propagators break down when qT <∼M . In fact, angular momentum
conservation requires F cos φhUU and F
cos φh
LL to vanish like qT and F
cos 2φh
LL to vanish like q
2
T for
qT → 0, as shown e.g. in [42].
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The six FUT structure functions for transverse target polarization vanish in the leading-
twist approximation at high transverse momentum, because they would require the combi-
nation of the transversity distribution function h1 with a chiral-odd collinear fragmentation
function of twist two, which does not exist for an unpolarized hadron. They are however
nonzero at twist three, where collinear quark-gluon-quark and three-gluon correlation func-
tions appear, so that many more diagrams than the ones in Fig. 2 need to be computed.
Such a computation has been performed by Eguchi, Koike and Tanaka in Refs. [43, 44].
The results for the different structure functions involve the product of D1 with GF and G˜F ,
which are chiral-even functions appearing in the decomposition of the quark-gluon-quark
distribution correlator given in (5.37). Some observables involve in addition the product of
h1 with ÊF , which is a chiral-odd function appearing in the decomposition of the quark-
gluon-quark fragmentation correlator. The structure function F
sin(φh−φS)
UT,T has also been
computed in [7]. The result differs from the one in [43,44] because both calculations were
missing certain terms. With the corrections discussed in [8], agreement between the two
groups has been achieved. We note, however, that the twist-three calculation of the FUT
structure functions is presently not complete. Terms involving ÊF are only considered
in [43], where they are found to contribute to F
sin(φh−φS)
UT,T , F
sin(φh+φS)
UT , and F
sinφS
UT . The
calculation of that work is restricted to so-called derivative terms due to soft gluon pole
contributions. The remaining soft gluon pole contributions, as well as contributions from
soft fermion poles and hard poles are evaluated in [44], but only for GF and G˜F . In [8]
it is shown that soft fermion pole contributions from further diagrams must be added to
those results. Finally, all calculations in the literature are restricted to quark-gluon-quark
functions of twist three, so that three-gluon correlators do not appear.
Using the soft gluon pole and the hard pole contributions computed in [43,44] we have
extracted the leading behavior of all FUT structure functions in the limit qT ≪ Q. The
structure of the results is listed in Eqs. (6.8) to (6.13) of section 6, both for the power
law and for the distribution and fragmentation functions appearing in each observable.
We have verified that this structure is not changed by the soft fermion pole contributions
given in [44]. Since the corrections to [44] discussed in [8] concern only soft fermion pole
contributions in F
sin(φh+φS)
UT they do not affect the structure of (6.10) either. The same
should hold for the remaining five FUT structure functions, but this has not been checked
explicitly.
The structure function F sinφhLU is nonzero at twist two and order α
2
s. Depending on a
single polarization, it is a T -odd observable and hence requires an absorptive part in the
amplitude, which in this case is provided by a loop in the hard-scattering subprocess. The
relevant graphs have been calculated in [45], and numerical estimates for specific kinematics
have been given in [45, 46]. For the structure functions F sinφhUL and F
sin 2φh
UL the situation
is similar, but no explicit calculation exists in the literature. There is no contribution to
F sinφhLU , F
sinφh
UL , F
sin 2φh
UL at twist three and order αs, because the necessary T -odd terms
would need to come from twist-three quark-gluon-quark correlators. For an unpolarized or
longitudinally polarized hadron, these are chiral-odd [43] and have no twist-two chiral-odd
partners in the other correlator. From the calculation in [45] we can extract the power
behavior of F sinφhLU for qT ≪ Q, which we will give in Eq. (6.5).
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5. From low to intermediate qT : power counting
In this section we derive the behavior of distribution and fragmentation functions at high
transverse momentum. Plugging the results into the known low-qT expressions of the
SIDIS structure functions, we will obtain their power behavior in the intermediate region
M ≪ qT ≪ Q. To begin with, we specify in the next two subsections the distribution and
fragmentation functions that will appear in our calculation.
5.1 Transverse-momentum-dependent distribution and fragmentation functions
For the discussion of distribution and fragmentation functions we use light-cone coordinates
defined with respect to the momenta P and Ph, which we already introduced at the end
of section 2. For any four-vector a we then have the plus-component a+ = a · n−, the
minus-component a− = a · n+, and the transverse part aµT = aµ − a+nµ+ − a−nµ−. The
hadron momenta read
Pµ = P+nµ+ +
M2
2P+
nµ− , P
µ
h = P
−
h n
µ
− +
M2h
2P−h
nµ+ , (5.1)
and the spin vector of the target can be decomposed into longitudinal and transverse
components as
Sµ = SL
(
P+
M
nµ+ −
M
2P+
nµ−
)
+ SµT . (5.2)
The transverse-momentum-dependent quark distributions appearing in the description of
SIDIS are defined from the quark-quark correlation function
Φ
[U ]
ij (x, pT ) =
∫
dξ−d2ξT
(2π)3
eip·ξ 〈P |ψ¯j(0)U(0,ξ) ψi(ξ)|P 〉
∣∣∣∣
ξ+=0
, (5.3)
where p+ = xP+ and summation over color indices is understood. The corresponding
correlation function for antiquarks is obtained by replacing the quark fields by their trans-
forms under charge conjugation, see Ref. [11]. The quark fields in (5.3) are renormalized
fields, and the corresponding scale dependence of the correlation function is given by a
renormalization group equation involving the quark anomalous dimension [24].
The gauge link U(0,ξ) in (5.3) is a Wilson line that connects the quark fields and thus
makes the correlation function color gauge invariant. In the factorization theorems for
scattering processes, the gauge link incorporates the exchange of gluons between partons
that move in the opposite light-cone directions n+ and n−. Consideration of gluons collinear
to the target yields Wilson lines with paths that point along n− and lead to light-cone
infinity, a− = ±∞, where they are closed by transverse segments from 0T to ξT [13, 47].
Different processes require different gauge links. In particular, the simplest links closed at
a− = ±∞, which we denote by U±, give rise to the correlators Φ[+](x, pT ) and Φ[−](x, pT )
appearing in SIDIS and Drell-Yan production, respectively. More complicated gauge links
show up in other processes [48,49].
When defined with strictly lightlike Wilson lines, the correlator (5.3) contains diver-
gences in gluon rapidity (sometimes referred to as “endpoint singularities”) and hence must
– 20 –
be modified [25]. Different schemes have been discussed in the literature. One possibility
is to use paths that point in a non-lightlike direction v instead of n− [26,27]. Up to subtle
issues we will mention in Appendix A, this is equivalent to working in axial gauge, A·v = 0,
which was used in the original scheme of Collins and Soper [24]. In a number of different
schemes, the proton matrix element in (5.3) is divided by vacuum expectation values of
suitably chosen Wilson lines [27,50–52]. The arguments in the present section use Lorentz
invariance and power counting, so that we need not specify the detailed choice of scheme.
As long as v is a linear superposition of n+ and n−, no new four-vector is introduced in
Φ(x, pT ), which therefore depends on v only via the scalar parameter ζ = −(2P ·v)2/v2 we
already encountered in section 3.1.
The correlation function (5.3) can be parameterized in terms of distributions functions
depending on x and p2T as [14]
Φ(x, pT )
=
1
2
{
f1 n/+ + f
⊥
1T
STρ ǫ
ρσ
T pTσ
M
n/+ + g1LSLγ5 n/+ − g1T
ST ·pT
M
γ5 n/+
+ h1
γ5
[
S/T , n/+
]
2
− h⊥1T
STρ p
(ρ
T p
σ)
T
M2
γ5
[
γσ, n/+
]
2
+ h⊥1LSL
γ5
[
p/T , n/+
]
2M
+ h⊥1
i
[
p/T , n/+
]
2M
}
+
M
2P+
{
e− eLSL iγ5 + eT
ST ·pT
M
iγ5 + e
⊥
T
STρ ǫ
ρσ
T pTσ
M
+ f⊥
p/T
M
+ f⊥L SL
pTρǫ
ρσ
T
M
γσ − f⊥T
STρ p
(ρ
T p
σ)
T ǫTστ
M2
γτ + fT STρ ǫ
ρσ
T γσ
+ g⊥LSL
γ5 p/T
M
+ g⊥
pTρǫ
ρσ
T
M
γ5γσ − g⊥T
STρ p
(ρ
T p
σ)
T
M2
γ5γσ + gT γ5 S/T
+ h⊥T
γ5
[
S/T , p/T
]
2M
− hT
ST ·pT
M
γ5[ n/+, n/−]
2
+ hLSL
γ5[ n/+, n/−]
2
+ h
i
[
n/+, n/−
]
2
}
+
M2
2(P+)2
{
. . .
}
, (5.4)
where the two-dimensional antisymmetric tensor is given by
ǫαβT = ǫ
αβρσn+ρn−σ (5.5)
with ǫ0123 = 1. Index pairs in parentheses indicate that the trace is subtracted in the two
transverse dimensions,
p
(ρ
T p
σ)
T = p
ρ
T p
σ
T −
1
2
(pT ·pT ) gρσT , (5.6)
where the transverse metric tensor is gαβT = g
αβ − nα+nβ−− nα−nβ+. The first eight distribu-
tions in (5.4) are referred to as twist two, and the next sixteen distributions as twist three.
The . . . stand for the remaining eight distributions of twist four, which are given in [53].
We will not need them in the following and tacitly omit them in further parameterizations.
Corresponding to the Dirac matrix structure in the decomposition (5.4), functions denoted
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target polarization
unpolarized longitudinal transverse
f1 f
⊥ g⊥ g1L g
⊥
L f
⊥
L f
⊥
1T f
⊥
T fT g1T g
⊥
T gT
ηf + + − + + − − − − + + +
n 2 2 2 2 2 2 4 4 2 4 4 2
h⊥1 h e h
⊥
1L hL eL h1 h
⊥
1T hT h
⊥
T eT e
⊥
T
ηf − − + + + − + + + + − −
n 4 2 2 4 2 2 2 4 2 2 2 2
Table 1: Behavior of distribution functions under time reversal and in the high-pT limit. The
time reversal factor ηf is defined in (5.7) and the exponent n for the high-pT behavior in (5.8).
with letters f , g or e, h are respectively referred to as chiral-even or chiral-odd. Functions
with subscripts L or T appear in the parts of Φ(x, pT ) that depend on the longitudinal
or transverse component of the spin vector. (An exception to this rule of notation is the
transversity distribution h1.)
It is understood that the correlator and each of the functions in (5.4) should carry
a label specifying the gauge link, as well as a label for the quark flavor. Time reversal
connects Φ[U ] with Φ[U
T ], and in particular Φ[+] with Φ[−]. This provides relations [54]
f [+](x, p2T ) = ηf f
[−](x, p2T ) , (5.7)
where f stands for any of the distributions in (5.4). We call a distribution T -even if ηf = +1
and T -odd if ηf = −1. The values of ηf are given in table 1. We also anticipate in the
table the power behavior
f [±](x, p2T ) ∼ 1/pnT (5.8)
of the distributions for pT ≫M , which we shall derive in section 5.3.
Fragmentation functions are defined from the correlator
∆ij(z, kT ) =
1
2Ncz
∑
X
∫
dξ+d2ξT
(2π)3
eik·ξ
× 〈0| U(∞,ξ) ψi(ξ)|h,X〉out out〈h,X|ψ¯j(0)U(0,∞)|0〉
∣∣∣∣
ξ−=0
, (5.9)
where k− = P−h /z and Nc = 3. The prefactor 1/(2Nc) comes from averaging over the
polarization and color of the fragmenting quark. The subscript ∞ in the gauge links
indicates a space-time point with plus-coordinate a+ = ∞. The precise choice of Wilson
lines involves the same issues we mentioned for the distribution correlator. Aspects specific
to the case of fragmentation functions are discussed in [49,50]. Notice that fragmentation
functions with different gauge links are not related by time reversal, because time reversal
transforms “out” states |h,X〉out into “in” states |h,X〉in, and the difference between these
states amounts in general to more than just a phase.
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For an unpolarized hadron h the decomposition of the fragmentation correlator reads
∆(z, kT ) =
1
2
{
D1 n/− +H
⊥
1
i
[
k/T , n/−
]
2Mh
}
+
Mh
2P−h
{
E +D⊥
k/T
Mh
+H
i
[
n/−, n/+
]
2
−G⊥kTρ ǫ
ρσ
T
Mh
γ5γσ
}
, (5.10)
where the functions on the r.h.s. depend on z and k2T . In a more explicit notation they
should also carry a flavor index.
5.2 Collinear distribution and fragmentation functions
In applications of collinear factorization, the structure of incoming hadrons is represented
by the light-cone distribution correlator
Φij(x) =
∫
dξ−
2π
eip·ξ 〈P |ψ¯j(0)Un−(0,ξ) ψi(ξ)|P 〉
∣∣∣∣
ξ+=0, ξT=0T
, (5.11)
where the gauge link Un−(0,ξ) connects the quark fields along a path in the n− direction. This
would simply be the integral of the pT -dependent correlator introduced in the previous
subsection,
Φ(x) =
∫
d2pT Φ
[U ](x, pT ) , (5.12)
were it not for two complications. On the one hand, the correlator (5.11) has ultraviolet
divergences due to the fact that all field operators are taken at the same transverse position.
Their regularization and subtraction gives rise to a scale dependence described by the
DGLAP equations. Correspondingly, the integrand on the r.h.s. of (5.12) diverges like 1/p2T
at high pT , as we will see in the next subsection, so that the pT -integral must be regularized.
On the other hand, the rapidity divergences of the pT -dependent correlator, which we
discussed in the previous subsection, cancel under the integral over pT [25,51]. They require
no regularization in the collinear correlation function (5.11), which hence is independent
of the parameter ζ. The different regularization procedures in the correlators Φ(x, pT )
and Φ(x) reflect the different types of subtractions required when constructing transverse-
momentum-dependent or collinear factorization theorems. We will shortly discuss how the
relation (5.12) should be understood.
The correlation function (5.11) can be parameterized as
Φ(x) =
1
2
{
f1 n/+ + g1SLγ5 n/+ + h1
γ5
[
S/T , n/+
]
2
}
+
M
2P+
{
e− eLSL iγ5
+ fT STρǫ
ρσ
T γσ + gT γ5 S/T + hLSL
γ5[ n/+, n/−]
2
+ h
i
[
n/+, n/−
]
2
}
, (5.13)
where the distributions on the r.h.s. depend only on x. They are given by
f1(x) =
∫
d2pT f1(x, p
2
T ) (5.14)
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and similarly for the other functions, with one common exception of notation,
g1(x) =
∫
d2pT g1L(x, p
2
T ) . (5.15)
Since the gauge link in (5.11) is along a finite light-like path from 0 to ξ, time reversal
relates the collinear correlator with itself, and as a consequence fT (x) = eL(x) = h(x) = 0.
This ensures that (5.12) can simultaneously hold for different links U , in particular for U+
and U−, which according to (5.7) give pT -dependent distributions f [±]T , e[±]L , and h[±] of
opposite sign.
To make the meaning of (5.12) more precise, we observe that the combination of
Eqs. (3.5) and (3.8) gives
f˜1(x, b; ζ, µ) =
∫
d2pT e
ib·pT f1(x, p
2
T ; ζ, µ) = f1(x;µ) +O
(
αs ln
2(ζb2)
)
(5.16)
for small enough b, where we have set µ = b0/b and used the perturbative expansions
Ŝ ′ = O
(
αs ln
2(ζb2)
)
and Ĉ inai = δai δ(1 − x) + O(αs). The factor eib·pT in (5.16) regulates
the logarithmic divergence of
∫
d2pT f1(x, p
2
T ) by damping the integrand for large pT > 1/b.
Alternatively one can cut off the integral at pT = b0/b, since∫
d2pT e
ib·pT f1(x, p
2
T ; ζ, µ) =
∫
d2pT θ
(
µ2 − p2T
)
f1(x, p
2
T ; ζ, µ) (5.17)
up to corrections of order b2, as we will show in appendix B. We thus see that the relation
(5.12) should be understood with a suitable regulator of the integral on the r.h.s. and as
up to corrections of order αs. The same holds for (5.14), (5.15), and for similar integral
relations in the following. Let us remark that an extension of (5.16) to the full correlation
function Φ has not been given in the literature.
As we will see in the next subsection, calculations at subleading power or those in-
volving azimuthal asymmetries lead in the collinear expansion to pT -weighted correlation
functions
Φ
α[±]
∂ (x) =
∫
d2pT p
α
T Φ
[±](x, pT ) , (5.18)
where the Lorentz index α is restricted to be transverse, and where the same remarks
about regularization apply as for (5.12). In contrast to Φ(x), the correlator Φ
α[U ]
∂ (x) does
depend on the choice of Wilson lines in Φ[U ](x, pT ) and hence contains both T -even and
T -odd distributions. Omitting the superscript [U ] for the sake of legibility, we have the
decomposition
Φα∂ (x) = −
M
2
{
f
⊥(1)
1T STρǫ
ρα
T n/+ − g(1)1T SαT γ5 n/+
+ h
⊥(1)
1L SL
γ5
[
γαT , n/+
]
2
+ h
⊥(1)
1
i
[
γαT , n/+
]
2
}
+
M2
2P+
{
. . .
}
, (5.19)
where we have only displayed the terms of leading twist and defined p2T moments
f
⊥(n)
1T (x) =
∫
d2pT
(
p2T
2M2
)n
f⊥1T (x, p
2
T ) , (5.20)
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and similarly for the other functions. The functions f
⊥(n)
1T and h
⊥(n)
1 are T -odd and thus
change sign when going from Φα[+]∂ (x) to Φ
α[−]
∂ (x).
The factor pαT in (5.18) can be converted into a derivative ∂
α acting on the matrix
element that appears in the definition (5.3) of Φ(x, pT ). One can then express Φ
α
∂ (x)
in terms of correlators with either a gluon field or a covariant derivative between the
antiquark and quark fields. The former is a collinear quark-antiquark-gluon correlation
function, whereas the latter can be rewritten in terms of the quark-quark correlator Φ(x)
using the equation of motion for the quark field. In this way, the p2T moments given in
(5.19) can be traded for functions of twist three, up to twist-two distributions multiplied
by the quark mass [14].
The kT -integrated fragmentation correlator for an unpolarized hadron has the decom-
position
∆(z) = z2
∫
d2kT ∆(z, kT ) =
1
2
D1 n/− +
Mh
2P−h
{
E +H
i
[
n/−, n/+
]
2
}
, (5.21)
where the fragmentation functions on the r.h.s. depend on z. They are given by
D1(z) = z
2
∫
d2kT D1(z, k
2
T ) , (5.22)
and similarly for the other functions. Notice the factor z2, which appears because D1(z, k
2
T )
is a probability density w.r.t. the transverse momentum k′T = −zkT of the final-state hadron
relative to the fragmenting quark [11, 55]. As already discussed, time reversal invariance
does not constrain fragmentation correlators, so that H(z) can be nonzero unlike its distri-
bution counterpart h(x). For the kT -weighted correlation function needed in calculations
at twist three and higher, we have
∆α∂ (z) = z
2
∫
d2kT k
α
T ∆(z, kT ) = −
Mh
2
H
⊥(1)
1
i
[
γαT , n/−
]
2
+
M2h
2P−h
{
. . .
}
(5.23)
with
H
⊥(n)
1 (z) = z
2
∫
d2kT
(
k2T
2M2h
)n
H⊥1 (z, k
2
T ) , (5.24)
where again α is restricted to be transverse.
5.3 Distribution and fragmentation functions at high transverse momentum
We are now ready to derive the behavior of correlation functions at high transverse mo-
mentum. We consider the distribution correlator Φ(x, pT ) for transverse momentum pT
much larger than the scale of nonperturbative interactions. The generation of the large
transverse momentum can be described in perturbation theory. Technically, we approxi-
mate Φ(x, pT ) in powers of 1/pT using a collinear expansion that leads to the factorization
of the transverse momentum dependence. To derive a formal proof of factorization, one
would use the same techniques as for, say, the production of a high-pT jet in deep in-
elastic scattering. We shall not attempt this here, but limit ourselves to determining the
power-law behavior of the distribution functions that parameterize Φ(x, pT ), using Lorentz
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Φ Φ
α
A
p p
Figure 3: Example diagrams for the calculation of the high-pT behavior of the quark-quark
correlator Φ(x, pT ). The dashed lines represent the final-state cut.
invariance and dimensional analysis as our main tools. The explicit calculation in section 8
and the one for the Sivers function f⊥1T in [6,8] provide examples for the consistency of the
collinear factorization formalism at leading order in αs and to leading and first subleading
power in 1/pT . One should, however, be aware that factorization might break down at
some higher-order or higher-power accuracy.
The evaluation of Φ(x, pT ) at lowest order in 1/pT involves diagrams as in Fig. 3a,
whereas at higher orders correlators with three or more partons appear at the bottom of
the graphs, as shown in Fig. 3b. To set up the power counting, we generically write p for
the hard scale and take
p+, p−,pT ∼ P+ ∼ l+, l+1 , l+2 ∼ p , (5.25)
lT , l1T , l2T ∼ M , (5.26)
P− ∼ l−, l−1 , l−2 ∼ M2/p , (5.27)
where the mass M represents the soft scale. In (5.27) we have used that the loop momenta
l, l1 and l2 are attached to a soft function at the bottom of the graphs and thus have virtu-
alities of order M2. Starting point of the calculation is the correlation function depending
on the full four-momentum p,
Φ
[±]
ij (p) =
∫
d4ξ
(2π)4
eip·ξ 〈P |ψ¯j(0)U±(0,ξ) ψi(ξ)|P 〉 , (5.28)
from which we obtain Φ[±](x, pT ) =
∫
dp−Φ[±](p). We omit the superscript [±] for clarity
of notation in the next few steps, and will restore it when required later on. We restrict
ourselves to the leading and first subleading order of Φ(x, pT ) in the 1/p expansion. To this
order, the relevant factorized graphs can be written as the convolution of hard-scattering
kernels and correlation functions in the form
Φ(x, pT ) =
∫
dp−d4l H(p, l)Φ(l) +
∫
dp−d4l1 d
4l2 H
α
A(p, l1, l2)ΦAα(l1, l2)
+ {terms with two- and three-gluon correlators}+ . . . (5.29)
with . . . representing terms of higher order in 1/p. It is understood that the hard-scattering
kernels H(p, l) and HαA(p, l1, l2) include δ functions putting the cut lines on shell—this
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can readily be used to perform the integration over p−. The lower blob in Fig. 3b is
parameterized by the quark-gluon-quark correlator ΦαA, which contains the gluon potential
Aα between the quark and antiquark fields. The gluon polarization index α in (5.29) is
restricted to be transverse: the contribution from A− gluons is power suppressed by at
least 1/p2, whereas the corresponding contribution of A+ gluons ends up in the gauge link
of the quark-quark correlator when the terms in the factorization formula are arranged in
a gauge-invariant manner.
We now expand the hard-scattering kernels in the small momentum components (5.26)
and (5.27). To the order we are considering, we can neglect l−1 , l
−
2 and l1T , l2T in
HαA(p, l1, l2), whereas in H(p, l) we can neglect l
− but must expand the lT -dependence
up to first order. This gives∫
dp−H(p, l) =
1
p+
xˆH2(xˆ, p
+, pT ) +
lTα
p+
xˆHα3 (xˆ, p
+, pT ) + . . . , (5.30)∫
dp−HαA(p, l1, l2) =
1
p+
xˆ1xˆ2H
α
A,3(xˆ1, xˆ2, p
+, pT ) + . . . , (5.31)
where we have introduced the plus-momentum fractions
xˆ = p+/ l+ , xˆ1 = p
+/ l+1 , xˆ2 = p
+/ l+2 (5.32)
and chosen prefactors such that H2, H
α
3 and H
α
A,3 are invariant under longitudinal boosts,
i.e. under the rescaling (2.5) of n± and the corresponding change of plus- and minus com-
ponents. The convolution (5.29) now takes the form
Φ(x, pT )
=
∫
dxˆ
xˆ
H2(xˆ, p
+, pT )
∫
dl− d2lT Φ(l) +
∫
dxˆ
xˆ
Hα3 (xˆ, p
+, pT )
∫
dl− d2lT lTα Φ(l)
+ p+
∫
dxˆ1
xˆ1
dxˆ2
xˆ2
HαA,3(xˆ1, xˆ2, p
+, pT )
∫
dl−1 dl
−
2 d
2l1T d
2l2T ΦAα(l1, l2)
+ {terms with two- and three-gluon correlators}+ . . . . (5.33)
In the first two terms we recognize the collinear quark-quark correlators from (5.12) and
(5.18),
Φ(y) =
∫
dl−d2lT Φ(l) , Φ
α
∂ (y) =
∫
dl−d2lT l
α
T Φ(l) (5.34)
with y = l+/P+, whereas the third term involves a collinear quark-gluon-quark correlation
function
ΦαA(y1, y2) =
∫
dl−1 dl
−
2 d
2l1T d
2l2T Φ
α
A(l1, l2) (5.35)
with y1 = l
+
1 /P
+ and y2 = l
+
2 /P
+. In order for these correlators to be gauge invariant
one must reshuffle certain pieces among the different terms in (5.33), as shown for instance
in [13]. On the r.h.s. of (5.34) and (5.35) this implies subtraction of terms with the gluon
– 27 –
potential Aα at light-cone infinity, which we have not displayed. One also finds that taking
the gauge link U± in Φ[±](x, pT ) leads to the corresponding path-dependent correlators
Φ
α[±]
∂ (y) and
Φ
α[±]
A (y1, y2) =
1
iP+
ΦαG(y1, y2)
y1 − y2 ± iǫ (5.36)
in the factorization formula, where
ΦαG ij(y1, y2) =
∫
dξ−1
2π
dξ−2
2π
eil1·ξ1 ei(l2−l1)·ξ2
× 〈P |ψ¯j(0)Un−(0,ξ2) gG
+α(ξ2)Un−(ξ2,ξ1) ψi(ξ1)|P 〉
∣∣∣∣
ξ+1 =ξ
+
2 =0, ξ1T=ξ2T=0T
(5.37)
does not carry a superscript [±] because, like Φ(y), it involves only Wilson lines of finite
length along n−. We now decompose the correlation functions into terms of definite twist,
Φ(y) = Φ2(y) +
M
P+
Φ3(y) + . . . , Φ
α
∂ (y) =M Φ
α
∂,3(y) + . . . ,
ΦαA(y1, y2) =
M
P+
ΦαA,3(y1, y2) + . . . , (5.38)
where the prefactors are chosen such that Φ2, Φ3 and Φ∂,3, ΦA,3 are dimensionless and in-
dependent of P+. Under a longitudinal boost Φ3 is invariant, whereas the other correlators
transform like n+. Dimensional counting readily gives H2 ∼ 1/p2 and H3,HA,3 ∼ 1/p3.
Using p+ = xP+ and (5.32) we can then rewrite (5.33) as
Φ(x, pT ) =
∫
dxˆ
xˆ
H2(xˆ, p
+, pT )Φ2
(x
xˆ
)
+M
{∫
dxˆ
xˆ
H2(xˆ, p
+, pT )
p+
xΦ3
(x
xˆ
)
+
∫
dxˆ
xˆ
Hα3 (xˆ, p
+, pT )Φ∂,3α
(x
xˆ
)
+
∫
dxˆ1
xˆ1
dxˆ2
xˆ2
HαA,3(xˆ1, xˆ2, p
+, pT ) xΦA,3α
( x
xˆ1
,
x
xˆ2
)}
+ {terms with two- and three-gluon correlators}+O(1/p4) , (5.39)
where the first term is of order 1/p2 and the terms with prefactor M are of order 1/p3.
To obtain the high-pT behavior of the individual distribution functions parameterizing
Φ(x, pT ), we need to analyze the dependence of the hard-scattering kernels on p
+ and pT .
The kernels carry four Dirac indices, so that (5.39) explicitly reads
Φij(x, pT ) =
∫
dxˆ
xˆ
H2,ijkl(xˆ, p
+, pT )Φ2,kl
(x
xˆ
)
+ . . . , (5.40)
and similarly for the terms of order 1/p3. We can decompose H2 as
H2(xˆ, p
+, pT ) =
1
p2T
[∑
mn
Γm ⊗ Γn tmn(xˆ, p+, pT ) +
∑
mn
Γm,µ ⊗ Γn,ν tµνmn(xˆ, p+, pT )
+ σλµσνρ t
λµνρ(xˆ, p+, pT )
]
(5.41)
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with Γm ∈ {1, γ5} and Γm,µ ∈ {γµ, γµγ5}, where the first matrix in the tensor products
carries Dirac indices ik and the second one indices jl. Only an even number of γ matrices
appears in this decomposition, i.e., no structures like Γm,µ ⊗ Γn or Γm,λ ⊗ Γn,µν , which
reflects that chirality is conserved in the hard scattering kernel. The scalars tmn and the
tensors tµνmn, t
λµνρ are dimensionless and invariant under longitudinal boosts, and therefore
they can be constructed from gµν , ǫλµνρ, and the vectors
pµT
|pT |
,
p+nµ+
|pT |
,
|pT |nµ−
p+
. (5.42)
Since the tensors have an even number of indices, the factors |pT | combine such that
H2(xˆ, p
+, pT ) depends only on integer powers of 1/p
2
T . The same is readily shown for
the kernels Hα3 (xˆ, p
+, pT ) and H
α
A,3(xˆ1, xˆ2, p
+, pT ), which go like 1/p
3 instead of 1/p2 but
involve one more Lorentz index in the analog of the decomposition (5.41). Analogous
arguments can be given for the kernels connected with two- or three-gluon correlation
functions at the bottom of the graphs (which have two instead of four Dirac indices and
two additional Lorentz indices for the exchanged gluons) and for the kernels that appear
when Φ(x, pT ) is evaluated to order 1/p
4 or higher.
The upshot of this argument is that the distributions parameterizing the correlator
Φ(x, pT ) behave like integer powers of 1/p
2
T for p
2
T ≫ M2. Together with the constraints
from dimensional counting and Lorentz invariance, this allows us to determine the leading
power behavior of each distribution. Matching the dependence on p+, we find for instance
that terms on the r.h.s. of (5.39) contribute to the twist-two and twist-three parts of
Φ(x, pT ) = Φ2(x, pT ) + (M/P
+)Φ3(x, pT ) + . . . as
1
p2T
→ Φ2(x, pT ) ,
pρT
p+ p2T
→ xΦ3(x, pT ) ,
M
p+p2T
→ xΦ3(x, pT ) ,
MpρT
p4T
→ Φ2(x, pT ) , (5.43)
where we have used that 1/P+ = x/p+. Comparing with the parameterization (5.4) of
Φ(x, pT ) we see e.g. that f
⊥
1T (x, p
2
T ) and g1T (x, p
2
T ) decrease as M
2/p4T . If there had been
terms going like pρT /|pT |3 on the r.h.s. of (5.39), they would instead decrease as M/|pT |3.
A number of selection rules specify which collinear distributions can contribute to
the high-pT behavior of a given pT -dependent distribution. Clearly, the dependence on
the target polarization must match. Because the hard scattering conserves chirality, the
chirality of distributions must match as well. Finally, we recall that the correlator Φ(x, pT )
depends on the gauge link and contains terms which are even or odd under the exchange
Φ[+](x, pT ) ↔ Φ[−](x, pT ). The T -odd terms in Φ[±]∂ (y) and Φ
[±]
A (y1, y2) thus contribute
to the T -odd distributions in Φ[±](x, pT ), and vice versa. The collinear correlator Φ(y)
only contains T -even terms, but it can contribute to T -odd distributions in Φ[±](x, pT )
through graphs with absorptive parts in the hard-scattering subprocess, starting at order
α2s. An example is shown in Fig. 4. Graphs involving the quark-gluon-quark correlator
(such as the one in Fig. 3b) have absorptive parts already at order αs, which provides
further contributions to the T -odd part of Φ[±](x, pT ).
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P
Φ
Figure 4: Example of a diagram at order α2s, whose absorptive part gives rise to T -odd terms in
the quark-quark correlator. The double line denotes an eikonal line originating from the gauge link
in Φ(x, pT ), as specified in appendix A.
With the time reversal properties given in table 1, we find that at order αs collinear
functions denoted by letters f , g, e, h can only contribute to the high-pT behavior of
distributions denoted by the same letter. Putting everything together we find
f1 ∼ 1
p2T
αsF
[
f1
]
, g1L ∼
1
p2T
αs F
[
g1
]
, h1 ∼ 1
p2T
αsF
[
h1
]
,
xf⊥ ∼ 1
p2T
αsF
[
f1
]
, xg⊥L ∼
1
p2T
αs F
[
g1
]
,
xhT ∼
1
p2T
αsF
[
h1
]
, xh⊥T ∼
1
p2T
αs F
[
h1
]
(5.44)
from the 1/p2 part of Φ(x, pT ), and
f⊥1T ∼
M2
p4T
αsF
[
f
⊥(1)
1T , . . .
]
, g1T ∼
M2
p4T
αsF
[
g
(1)
1T , . . .
]
,
h⊥1L ∼
M2
p4T
αsF
[
h
⊥(1)
1L , . . .
]
, h⊥1 ∼
M2
p4T
αsF
[
h
⊥(1)
1 , . . .
]
,
xf⊥T ∼
M2
p4T
αsF
[
f
⊥(1)
1T , . . .
]
, xg⊥T ∼
M2
p4T
αsF
[
g
(1)
1T , . . .
]
,
xfT ∼
1
p2T
αsF
[
f
⊥(1)
1T , . . .
]
, xgT ∼
1
p2T
αs F
[
g
(1)
1T , . . .
]
,
xhL ∼
1
p2T
αsF
[
h
⊥(1)
1L , . . .
]
, xh ∼ 1
p2T
αs F
[
h
⊥(1)
1 , . . .
]
,
xeL ∼
1
p2T
αsF
[
. . .
]
, xe ∼ 1
p2T
αs F
[
xe, . . .
]
(5.45)
from the 1/p3 part of Φ(x, pT ). The distributions on the l.h.s. depend on x and pT , and
on the right-hand side we have convolutions of the form
F[f] = Kq ⊗ fa +Kg ⊗ f g , (5.46)
where a is the quark or antiquark flavor of the pT -dependent functions on the l.h.s. of (5.44)
or (5.45). We note that at higher orders in αs one has instead a sum over all quark and
antiquark flavors, as in (3.8). The contribution from gluon distributions in (5.46) is absent
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for chiral-odd distributions. The kernels Kq and Kg are of course not the same for the
different functions in (5.44) and (5.45), and we use F in a generic sense. We have explicitly
calculated the hard-scattering kernels H2 and H3 defined by (5.30) and verified that they
give nonzero contributions for the functions given as arguments of F in (5.44) and (5.45).
By . . . we have denoted contributions from three-parton correlation functions. We have
not listed the twist-three distributions parameterizing Φ3(x) as arguments of F , because
they can (up to quark mass suppressed terms) be related to the functions in Φ∂,3(x) and
to quark-gluon-quark correlation functions, as we remarked after Eq. (5.20). An exception
is e(x), which has no counterpart in Φ∂,3(x). Furthermore, there is no distribution in Φ2
or Φ∂,3 that is multiplied by SL and both T -odd and chiral-odd. At order αs and 1/p
3 the
high-pT behavior of eL(x, p
2
T ) can hence only be generated from the ΦA,3 term in Φ(x, pT ).
The relations in (5.44) only involve collinear functions of twist two and those in (5.45)
only collinear functions of twist three, corresponding to the respective order in the 1/p
expansion of the correlation function Φ(x, pT ). On the other hand, there are pT -dependent
functions of twist two and twist three in both (5.44) and (5.45). In other words, the twist
of the collinear distributions and the pT -dependent distributions in the high-pT limit need
not be the same.
By power counting, the pT -dependent distributions f
⊥
L , g
⊥, eT , e
⊥
T can receive a con-
tribution from the 1/p2 part of Φ(x, pT ), but explicit calculation at order αs gives a zero
result. This readily follows from our discussion above (5.44) because these distributions
are T -odd. Their high-pT behavior therefore starts at order α
2
s/p
2 and reads
xf⊥L ∼
1
p2T
α2s F
[
g1
]
, xg⊥ ∼ 1
p2T
α2s F
[
f1
]
,
xeT ∼
1
p2T
α2s F
[
h1
]
, xe⊥T ∼
1
p2T
α2s F
[
h1
]
. (5.47)
There will also be contributions to these functions from Φ(x, pT ) order αs/p
4, where the
necessary T -odd effects can come from lowest-order graphs with three- or four-parton cor-
relation functions. By power counting in 1/p, these contributions are subleading compared
with ones in (5.47), although they appear at lower order in the αs expansion. We omit
them in our subsequent discussion, but they can easily be restored.
Explicit calculation also reveals that neither h⊥1T (x, pT ) nor the combination hT (x, pT )+
h⊥T (x, pT ) receives contributions at order αs and 1/p
2, although this would be allowed by
power counting. We shall not investigate the reason of this here, and simply write
h⊥1T ∼
M2
p4T
α2s F
[
h1
]
, xhT + xh
⊥
T ∼
1
p2T
α2s F
[
h1
]
. (5.48)
Again there will also be power suppressed contributions at lower order in αs, which go
like αs/p
6 for h⊥1T and like αs/p
4 for hT + h
⊥
T . We caution that without a full calculation
of the graphs with multi-parton correlators we cannot exclude that the contributions to
the distributions given in (5.45) vanish when all terms are added up. A corresponding
caveat applies to the α2s contributions in (5.47) and (5.48). For Φ(x, pT ) at order αs and
1/p2 we give complete and explicit results in section 8. As for the 1/p3 part of Φ(x, pT ),
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the explicit calculation in [6, 8] gives f⊥1T (x, p
2
T ) ∼ (M2/p4T )αsF
[
GF , G˜F
]
, where F now
denotes two-variable convolutions of the form∫
dxˆ1
xˆ1
dxˆ2
xˆ2
K(xˆ1, xˆ2)GF
(
x
xˆ1
,
x
xˆ2
)
. (5.49)
Given that f
⊥(1)[±]
1T (x) = ∓pi2 GF (x, x), the structure of our result for f⊥1T (x, p2T ) in (5.45)
is hence consistent with the full calculation.3
At this point we briefly return to the question of ultraviolet divergences in collinear
correlation functions, which we mentioned after (5.12). With the high-pT behavior given
in (5.44) and (5.45) one explicitly sees that the integral
∫
d2pT Φ(x, pT ) diverges loga-
rithmically at high pT , both for the twist-two and the twist-three part of Φ(x, pT ). The
corresponding ultraviolet subtractions in the collinear correlator Φ(x) result in a logarith-
mic dependence on the subtraction scale µ for all distributions in (5.13). This dependence
is described by DGLAP equations, whose evolution kernels are closely related to the ker-
nels appearing in the convolutions of (5.44) and (5.45). With (5.45) one also finds that
the integral
∫
d2pT p
α
T Φ2(x, pT ) diverges logarithmically. This leads to DGLAP equations
for the p2T moments of twist-two distributions in the parameterization (5.19) of Φ∂(x),
which have been investigated in [57]. In contrast, the integral
∫
d2pT p
α
T Φ3(x, pT ) diverges
quadratically in pT according to (5.44) and (5.47). In a proper definition for p
2
T -moments
of twist-three distributions, such as f⊥(1)(x) or g⊥(1)(x), one would hence have to deal with
power-like divergences.
In the dimensional analysis following (5.42) we have ignored that the hard-scattering
kernels also depend on the regularization parameter ζ, which is Lorentz invariant and has
mass dimension two. In applications of low-qT factorization one needs ζ comparable to the
large scale, as already mentioned in section 3.1, so that we can restrict our attention to
ζ ≫ p2T . Terms in the hard-scattering kernels going with a positive power of p2T/ζ are then
negligible. In contrast, terms with a positive power of ζ/p2T would lead to a faster p
2
T falloff
than derived in this section. They would correspond to power-like rapidity divergences in
Φ(x, pT ). In the explicit calculations at order 1/p
2 in section 8 we will not encounter such
terms, obtaining only a modification of the power-laws in (5.44) by logarithms ln(ζ/p2T ).
A corresponding statement holds for the calculation of f⊥1T (x, p
2
T ) in [6, 8].
The high-kT behavior of the fragmentation correlator ∆(z, kT ) can be obtained in
full analogy to the case of Φ(x, pT ). One can readily obtain results by crossing the hard-
scattering graphs calculated for the distribution functions, replacing x→ 1/z and pT → kT .
This gives
D1 ∼ 1
k2T
αsF
[
D1
]
,
D⊥
z
∼ 1
k2T
αsF
[
D1
]
,
H⊥1 ∼
M2
k4T
αsF
[
H
⊥(1)
1 , . . .
]
,
G⊥
z
∼ 1
k2T
α2s F
[
D1
]
,
3The relation between f
⊥(1)
1T and GF can be obtained by combining (5.19) in the present work with
Eq. (2) in [43] and Eqs. (29), (40) in [13]. Corresponding relations using different parameterizations have
been given in [56] and [5].
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Hz
∼ 1
k2T
αsF
[
H
⊥(1)
1 , . . .
]
,
E
z
∼ 1
k2T
αsF
[
E
z
, . . .
]
. (5.50)
Compared with their analogs (5.46), the convolutions
F[D] = 1
z2
[
Da ⊗Kq +Dg ⊗Kg
]
(5.51)
have an additional factor 1/z2, which reflects the corresponding factor in (5.21).
5.4 Results for structure functions
Let us begin this section by recalling the expressions for SIDIS structure functions at low
qT in terms of transverse-momentum-dependent distribution and fragmentation functions.
Extending earlier work in [11, 12], the study [14] has given a complete set of results at
leading and first subleading order in 1/Q, i.e., at twist-two and twist-three accuracy. A
detailed investigation of color gauge invariance and the appropriate choice of gauge links
has been given in [13]. The calculations just quoted take into account tree-level graphs,
where gluons are restricted to be collinear to the target or to the observed hadron h and
only appear when they are attached to the distribution or fragmentation correlators (see
Fig. 2 in [14]).
For a compact presentation of the results, we introduce the unit vector hˆ = −qT /|qT |
and the transverse-momentum convolution
C[wfD] =∑
a
xe2a
∫
d2pT d
2kT δ
(2)
(
pT −kT + qT
)
w(pT ,kT ) f
a(x, p2T )D
a(z, k2T ), (5.52)
where w(pT ,kT ) is an arbitrary function and the sum runs over quarks and antiquarks.
The results for the structure functions appearing in (2.3) then read [14]
FUU,T = C
[
f1D1
]
, (5.53)
FUU,L = O
(
M2
Q2
,
q2T
Q2
)
, (5.54)
F cosφhUU =
2M
Q
C
[
− hˆ ·kT
Mh
(
xhH⊥1 +
Mh
M
f1
D˜⊥
z
)
− hˆ ·pT
M
(
xf⊥D1 +
Mh
M
h⊥1
H˜
z
)]
, (5.55)
F cos 2φhUU = C
[
−2
(
hˆ ·kT
) (
hˆ ·pT
)− kT ·pT
MMh
h⊥1 H
⊥
1
]
, (5.56)
F sinφhLU =
2M
Q
C
[
− hˆ ·kT
Mh
(
xeH⊥1 +
Mh
M
f1
G˜⊥
z
)
+
hˆ ·pT
M
(
xg⊥D1 +
Mh
M
h⊥1
E˜
z
)]
, (5.57)
F sinφhUL =
2M
Q
C
[
− hˆ ·kT
Mh
(
xhLH
⊥
1 +
Mh
M
g1L
G˜⊥
z
)
+
hˆ ·pT
M
(
xf⊥LD1 −
Mh
M
h⊥1L
H˜
z
)]
, (5.58)
F sin 2φhUL = C
[
−2
(
hˆ ·kT
) (
hˆ ·pT
)− kT ·pT
MMh
h⊥1LH
⊥
1
]
, (5.59)
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FLL = C
[
g1LD1
]
, (5.60)
F cosφhLL =
2M
Q
C
[
hˆ ·kT
Mh
(
xeLH
⊥
1 −
Mh
M
g1L
D˜⊥
z
)
− hˆ ·pT
M
(
xg⊥LD1 +
Mh
M
h⊥1L
E˜
z
)]
, (5.61)
F
sin(φh−φS)
UT,T = C
[
− hˆ ·pT
M
f⊥1TD1
]
, (5.62)
F
sin(φh−φS)
UT,L = O
(
M2
Q2
,
q2T
Q2
)
, (5.63)
F
sin(φh+φS)
UT = C
[
− hˆ ·kT
Mh
h1H
⊥
1
]
, (5.64)
F
sin(3φh−φS)
UT = C
[
2
(
hˆ ·pT
) (
pT ·kT
)
+ p2T
(
hˆ ·kT
)− 4 (hˆ ·pT )2 (hˆ ·kT )
2M2Mh
h⊥1TH
⊥
1
]
, (5.65)
F sinφSUT =
2M
Q
C
{(
xfTD1 − Mh
M
h1
H˜
z
)
− kT ·pT
2MMh
[(
xhTH
⊥
1 +
Mh
M
g1T
G˜⊥
z
)
−
(
xh⊥TH
⊥
1 −
Mh
M
f⊥1T
D˜⊥
z
)]}
, (5.66)
F
sin(2φh−φS)
UT =
2M
Q
C
{
2 (hˆ ·pT )2 − p2T
2M2
(
xf⊥T D1 −
Mh
M
h⊥1T
H˜
z
)
− 2
(
hˆ ·kT
) (
hˆ ·pT
)− kT ·pT
2MMh
[(
xhTH
⊥
1 +
Mh
M
g1T
G˜⊥
z
)
+
(
xh⊥TH
⊥
1 −
Mh
M
f⊥1T
D˜⊥
z
)]}
, (5.67)
F
cos(φh−φS)
LT = C
[
hˆ ·pT
M
g1TD1
]
, (5.68)
F cosφSLT =
2M
Q
C
{
−
(
xgTD1 +
Mh
M
h1
E˜
z
)
+
kT ·pT
2MMh
[(
xeTH
⊥
1 −
Mh
M
g1T
D˜⊥
z
)
+
(
xe⊥TH
⊥
1 +
Mh
M
f⊥1T
G˜⊥
z
)]}
, (5.69)
F
cos(2φh−φS)
LT =
2M
Q
C
{
−2 (hˆ ·pT )
2 − p2T
2M2
(
xg⊥TD1 +
Mh
M
h⊥1T
E˜
z
)
+
2
(
hˆ ·kT
) (
hˆ ·pT
)− kT ·pT
2MMh
[(
xeTH
⊥
1 −
Mh
M
g1T
D˜⊥
z
)
−
(
xe⊥TH
⊥
1 +
Mh
M
f⊥1T
G˜⊥
z
)]}
. (5.70)
In the entries for FUU,L and F
sin(φh−φS)
UT,L we have indicated that these structure functions
come out to be zero when the calculation includes only terms up to order 1/Q. The
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fragmentation functions with a tilde are given by
D˜⊥
z
=
D⊥
z
−D1, (5.71)
G˜⊥
z
=
G⊥
z
− m
Mh
H⊥1 , (5.72)
E˜
z
=
E
z
− m
Mh
D1, (5.73)
H˜
z
=
H
z
+
k2T
M2h
H⊥1 . (5.74)
Using (5.50) and neglecting the small contributions proportional to the quark mass m, we
readily see that the behavior for kT ≫M is the same for corresponding functions with and
without a tilde.
The tree-level calculations in [11,13,14] do not take into account soft gluon exchange or
virtual corrections involving hard loops, so that the soft and hard factors we encountered
in (3.3) and (3.22) do not appear in the convolution (5.52). Detailed investigations of
factorization for SIDIS with measured qT have recently been given in [26, 36] and [27, 50],
extending the seminal work of Collins and Soper [24]. The factorization formulae discussed
in these papers have the form (3.22) and are valid at all orders in αs but restricted to the
leading order in 1/Q. Although a number of subtle issues remain to be fully clarified [27], we
will use (3.22) in the following. Since we aim at deriving expressions at lowest nonvanishing
order in αs, we can neglect the hard factor |H|2 = 1 + O(αs). The convolution in (5.52)
should then be extended to
C[wfD] =∑
a
xe2a
∫
d2pT d
2kT d
2lT δ
(2)
(
pT − kT + lT + qT
)
× w(pT ,kT ) fa(x, p2T )Da(z, k2T )U(l2T ) . (5.75)
At high transverse momentum lT ≫ M the soft factor behaves as U(l2T ) ∼ αs/l2T , with a
coefficient we shall give in (8.51) below. Our normalization convention is∫
d2lT U(l
2
T ) = 1 +O(αs) , (5.76)
where it is understood that the integral must be suitably regularized at large lT .
Whether Collins-Soper factorization can be extended to structure functions that are
of order 1/Q is not known. We note that the study of color gauge invariance in [13]
was limited to qT -integrated observables in this case, and that a problem with twist-three
factorization has been found in a spectator model calculation [15]. In the following we
adopt the working hypothesis that the twist-two factorization formula can simply be taken
over at twist-three accuracy, using the convolution (5.75) also for evaluating the high-qT
behavior of the 1/Q suppressed structure functions in (5.53) to (5.70). We will return to
this point at the end of section 8.3.
We now show how to calculate the high-qT behavior of the convolution (5.75). At
order αs, only one of the factors f(x, p
2
T ), D(z, k
2
T ), U(l
2
T ) can be taken at high transverse
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momentum. Let us first consider the simple case where w(pT ,kT ) = 1. In the region where
pT is large, we use the δ function in (5.75) to perform the pT integral and approximate
pT = kT − lT −qT ≈ −qT in f(x, p2T ). The remaining integrals over kT and lT can then be
carried out independently. According to (5.21) and our discussion after (5.16), the integral
over kT gives a collinear fragmentation function, up to αs-corrections that can be neglected
to our accuracy. Likewise, the integral over lT gives unity up to αs-corrections according
to (5.76). Since we are considering the region where kT and lT are small compared with qT
the integrals over these momenta should be suitably cut off, as is required for (5.21) and
(5.76) to make sense. Repeating these arguments for the cases where kT or lT are large,
we obtain ∫
d2pT d
2kT d
2lT δ
(2)
(
pT − kT + lT + qT
)
f(x, p2T )D(z, k
2
T )U(l
2
T )
≈ f(x, q2T )
D(z)
z2
+ f(x)D(z, q2T ) + f(x)
D(z)
z2
U(q2T ) . (5.77)
For nontrivial functions w(pT ,kT ) the calculation is slightly more involved. Instead of
approximating e.g. pT = kT − lT − qT ≈ −qT , we need to Taylor expand the functions of
pT around −qT . We take as an example the convolution C
[(
kT ·pT
)
h⊥1 H
⊥
1
]
appearing in
F cos 2φhUU and consider the region where pT is large. We perform the integral over pT using
the δ function and obtain∫
d2kT d
2lT H
⊥
1 (z, k
2
T )U(l
2
T )
(
k2T − kT · lT − kT ·qT
)
h⊥1
(
x, (kT − lT − qT )2
)
≈
∫
d2kT d
2lT H
⊥
1 (z, k
2
T )U(l
2
T )
× (k2T − kT · lT − kT ·qT ) [h⊥1 (x, q2T )− 2(kT ·qT − lT ·qT ) ∂∂q2T h⊥1 (x, q2T )
]
+ . . .
≈
∫
d2kT H
⊥
1 (z, k
2
T )
[
k2T h
⊥
1
(
x, q2T ) + 2
(
kT ·qT
)2 ∂
∂q2T
h⊥1
(
x, q2T )
]
+ . . .
= 2M2h
H
⊥(1)
1 (z)
z2
[
h⊥1
(
x, q2T ) + q
2
T
∂
∂q2T
h⊥1
(
x, q2T )
]
+ . . . (5.78)
where both terms in square brackets behave as 1/q4T . The . . . represent contributions from
the regions where kT or lT is large, which are of the same order in 1/qT .
As we see in (5.47), (5.48), and (5.50), the leading power behavior of some distribution
or fragmentation functions comes with a factor α2s. At this order, one must also take into
account regions of integration in (5.75) where two out of the three momenta pT , kT , lT are
large, but it turns out that these do not contribute to the α2s terms given in the following.
Using the high-transverse-momentum behavior in (5.44) to (5.48) and (5.50), we obtain
FUU,T ∼ 1
q2T
αsF
[
f1D1
]
, (5.79)
F cosφhUU ∼
1
QqT
αsF
[
f1D1
]
, (5.80)
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F cos 2φhUU ∼
M2
q4T
αsF
[
h
⊥(1)
1 H
⊥(1)
1 , . . .
]
, (5.81)
F sinφhLU ∼
1
QqT
α2s F
[
f1D1
]
, (5.82)
F sinφhUL ∼
1
QqT
α2s F
[
g1D1
]
, (5.83)
F sin 2φhUL ∼
M2
q4T
αsF
[
h
⊥(1)
1L H
⊥(1)
1 , . . .
]
, (5.84)
FLL ∼ 1
q2T
αsF
[
g1D1
]
, (5.85)
F cosφhLL ∼
1
QqT
αsF
[
g1D1
]
, (5.86)
F
sin(φh−φS)
UT,T ∼
M
q3T
αsF
[
f
⊥(1)
1T D1, . . .
]
, (5.87)
F
sin(φh+φS)
UT ∼
M
q3T
αsF
[
h1H
⊥(1)
1 , . . .
]
, (5.88)
F
sin(3φh−φS)
UT ∼
M
q3T
α2s F
[
h1H
⊥(1)
1 , . . .
]
, (5.89)
F sinφSUT ∼
M
Qq2T
αsF
[
f
⊥(1)
1T D1, h1H
⊥(1)
1 , . . .
]
, (5.90)
F
sin(2φh−φS)
UT ∼
M
Qq2T
αsF
[
f
⊥(1)
1T D1, . . .
]
, (5.91)
F
cos(φh−φS)
LT ∼
M
q3T
αsF
[
g
(1)
1T D1, . . .
]
, (5.92)
F cos φSLT ∼
M
Qq2T
αsF
[
g
(1)
1T D1, h1
E
z
, . . .
]
, (5.93)
F
cos(2φh−φS)
LT ∼
M
Qq2T
αsF
[
g
(1)
1T D1, . . .
]
. (5.94)
Here either the parton distributions or the fragmentation functions are convoluted with
kernels Ki or Li :
F[fD] = 1
z2
∑
a,i
e2a
[(
Ki ⊗ f i
)
(x)Da(z) + fa(x)
(
Di ⊗ Li
)
(z)
]
, (5.95)
where the sum runs over quarks and antiquarks for a and over quarks, antiquarks and
gluons for i. As we will see in section 8, these kernels contain logarithms of Q/qT . Their
origin is the dependence of f1(x, p
2
T ) or D1(z, k
2
T ) on ζ or ζh, which we tacitly omitted
in (5.75). When resummed to all orders in αs in the way we sketched in section 3, these
logarithms can lead to a substantial modification of the power laws in (5.79) to (5.94).
A numerical study of these effects on azimuthal asymmetries in Drell-Yan production has
been performed in [58].
We note that for the 1/Q suppressed structure functions in (5.79) to (5.94), contribu-
tions from U(l2T ) taken at lT ≈ −qT are power suppressed or have the same power behavior
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as contributions where either pT ≈ −qT or kT ≈ qT . For these structure functions, the
power behavior at high qT hence remains the same if we simply ignore the soft factor and
work with the tree-level convolution (5.52) instead of (5.75).
6. Comparing results at intermediate qT
We can now compare the results for the region M ≪ qT ≪ Q obtained in the low-qT
calculation of the previous section with those obtained in the high-qT calculation. As we
mentioned in section 4, not all structure functions have been calculated in the high-qT
picture. For the cases where results are available, we find
FUU,T ∼
1
q2T
αsF
[
f1D1
]
, (6.1)
FUU,L ∼
1
Q2
αsF
[
f1D1
]
, (6.2)
F cosφhUU ∼
1
QqT
αsF
[
f1D1
]
, (6.3)
F cos 2φhUU ∼
1
Q2
αsF
[
f1D1
]
, (6.4)
F sinφSLU ∼
1
QqT
α2s F
[
f1D1
]
, (6.5)
FLL ∼
1
q2T
αsF
[
g1D1
]
, (6.6)
F cosφhLL ∼
1
QqT
αsF
[
g1D1
]
, (6.7)
F
sin(φh−φS)
UT,T ∼
M
q3T
αsF
[
GFD1, G˜F D1
]
, (6.8)
F
sin(φh−φS)
UT,L ∼
M
Q2qT
αsF
[
GFD1
]
, (6.9)
F
sin(φh+φS)
UT ∼
M
q3T
αsF
[
h1 ÊF
]
, (6.10)
F
sin(3φh−φS)
UT ∼
M
Q2qT
αsF
[
GFD1, G˜FD1
]
, (6.11)
F sinφSUT ∼
M
Qq2T
αsF
[
GFD1, G˜F D1, h1 ÊF
]
, (6.12)
F
sin(2φh−φS)
UT ∼
M
Qq2T
αsF
[
GFD1, G˜F D1
]
. (6.13)
The symbol F in (6.1) to (6.7) has the same meaning as in (5.95), whereas for the terms
involving the three-parton correlation functions GF and G˜F we have
F[GD] = 1
z2
∑
a,i
e2a
[(
Ki ⊗Gi
)
(x)Da(z) +Ga(x, x)
(
Di ⊗ Li
)
(z)
]
, (6.14)
where the two-variable convolution
(
Ki⊗Gi
)
(x) is of the form (5.49). The terms involving
the three-parton fragmentation function ÊF in (6.10) and (6.12) are defined in analogy to
(6.14).
The results in (6.1) to (6.4) and (6.6) to (6.7) are directly taken from our expressions
(4.23) to (4.28), whereas the result for F sinφhLU in (6.5) has been extracted from the calcula-
tion in [45]. The form of the FUT structure functions in (6.8) to (6.13) can be obtained by
taking the limit qT ≪ Q of the results of Eguchi et al. [43,44], with the caveats discussed in
section 4. We note that the results of [43,44] also contain terms involving the product h1ÊF
in F
sin(φh−φS)
UT,T , as well as terms involving GFD1 or G˜FD1 in F
sin(φh+φS)
UT . However, these
contributions behave like M/(Q2 qT ) for qT ≪ Q and are thus power suppressed compared
with the terms given in (6.8) and (6.10).
Let us first discuss the unpolarized structure functions. Comparing the high-qT results
(6.1) to (6.4) with the low-qT results (5.79) to (5.81), we find that at intermediate qT the
power behavior of both FUU,T and F
cosφh
UU agrees in the two calculations. We shall see in
section 8.3 that in the case of FUU,T this agreement extends to the explicit expression of the
structure function at order αs. By contrast, the leading power behavior obtained for F
cos 2φh
UU
in the intermediate region is not the same in the low- and the high-qT calculations. In fact,
the two results (6.4) and (5.81) describe two different physical mechanisms, since the low-qT
calculation involves chiral-odd distribution and fragmentation functions, whereas the high-
qT calculation involves chiral-even ones. Finally, the longitudinal structure function FUU,L
only appears at order 1/Q2 in the low-qT calculation and is hence beyond the accuracy
of the results given in section 5.4. We remark that it is far from clear whether small-qT
factorization still holds at twist-four level, given that even the twist-three case is not fully
understood.
At this point we wish to discuss the calculation of the unpolarized structure functions at
low transverse momentum in the parton model [59], where intrinsic transverse momentum
is included in distribution and fragmentation functions and the kinematics is taken such
that the quarks in the parton-level subprocess γ∗q → q are on shell. Using Eqs. (4) and
(32) of [59] and expanding in 1/Q, we obtain FUU,T = C
[
f1D1
]
as in (5.53), whereas up to
relative corrections in 1/Q the other unpolarized structure functions read
F cosφhUU = −
2M
Q
C
[
hˆ ·pT
M
f1D1
]
,
F cos 2φhUU =
4M2
Q2
C
[
2 (hˆ ·pT )2 − p2T
2M2
f1D1
]
, FUU,L =
4M2
Q2
C
[
p2T
M2
f1D1
]
, (6.15)
with the tree-level convolution C defined in (5.52). The modulations in cosφh and cos 2φh
obtained in this calculation are often referred to as Cahn effect [2, 3]. Taking the limit
qT ≫ M of the expressions in (6.15) we find the same power behavior as in the high-qT
expressions (6.2) to (6.4). However, the high-qT behavior of (6.15) comes only from the
high-pT tail of f1 but not from the high-kT tail of D1. It hence only involves terms of
the form (Ki ⊗ f i1)Da1 , with the same kernels Ki for F cosφhUU , F cos 2φhUU , and FUU,L. This
readily implies that at intermediate qT the parton-model results (6.15) do not match with
the explicit results (4.24) to (4.26) of the high-qT calculation.
We remark that the high-qT limit of the full twist-three result (5.55) for F
cos φh
UU comes
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from the chiral-even terms
−2M
Q
C
[
hˆ ·kT
M
f1
D˜⊥
z
+
hˆ ·pT
M
xf⊥D1
]
. (6.16)
As observed in [14], this coincides with the parton model result (6.15) if one makes the
Wandzura-Wilczek approximation, i.e., if one sets to zero the functions D˜⊥ = D⊥ − zD1
and xf˜⊥ = xf⊥ − f1, which are related to quark-gluon-quark correlation functions by the
equation of motion for the quark field. We will see in section 8 that for qT ≫ M these
functions are in fact not negligible compared with D1 and f1, so that the approximations
leading to (6.15) are not adequate in this limit. In a similar way, one may understand the
parton model results for FUU,L and F
cos 2φh
UU as part of the (unknown) complete twist-four
expression in a low-qT calculation. They have the correct power behavior to match the
results (4.24) and (4.26) of the high-qT calculation, but do not reproduce all terms in these
results. We note that F cos 2φhUU has the form (1.6) discussed in the introduction. The term
with coefficient l2,4 is given by the low-qT result (5.81), the term with h2,4 by the high-qT
expression (4.26), whereas the parton-model result (6.15) contributes to the subleading
term l4,2 in the low-qT power counting scheme.
Several phenomenological analyses, for instance those in [60–64], have used the parton
model expressions for the unpolarized structure functions together with the high-qT results
(4.23) to (4.26). We point out that in these papers a Gaussian behavior f1(x, p
2
T ) ∝
exp[−ap2T ] and D1(z, k2T ) ∝ exp[−Ak2T ] is assumed for the distribution and fragmentation
functions appearing in the parton model calculation. Such an approach differs from the
one taken in the present work, where the power-law behavior of f1(x, p
2
T ) and D1(z, k
2
T ) at
large transverse momentum is retained and explicitly calculated using perturbation theory.
Turning now to polarized observables, we find that the structure functions FLL and
F cos φhLL have the same power behavior in the high- and low-qT calculations, as do their
unpolarized counterparts FUU,T and F
cos φh
UU . As in the unpolarized case, we will see in
section 8.3 that FLL matches exactly at order αs in the two calculations. Our low-qT result
(5.82) for the T -odd structure function F sinφSLU has the correct structure to match the limit
(6.5) of the calculation at high qT and order α
2
s in [45]. One may expect that our low-qT
result (5.83) for F sinφSUL would also match with a high-qT calculation at the same order, but
were are not aware of such a calculation in the literature.
For transverse polarization observables we compare Eqs. (6.8) to (6.13) with (5.87) to
(5.91) and see that four out of six structure functions have a matching power behavior,
namely F
sin(φh−φS)
UT,T , F
sin(φh+φS)
UT , F
sinφS
UT , and F
sin(2φh−φS)
UT . The distribution and fragmenta-
tion functions appearing in the respective results are compatible as well, given that f
⊥(1)
1T is
related with GF and H
⊥(1)
1 with ÊF . As already mentioned in section 3.3, the explicit low-
and high-qT calculations of F
sin(φh−φS)
UT,T in [7, 8] found exact matching at order αs for this
observable. Looking at the remaining two FUT structure functions, we see that F
sin(φh−φS)
UT,L
is beyond the accuracy of the low-transverse-momentum results. This is just as for FUU,L,
which is the only other structure function in (2.3) that involves purely longitudinal polar-
ization of the virtual photon [14]. The structure function F
sin(3φh−φS)
UT does not match in
the low- and high-qT calculations. As in the case of F
cos 2φh
UU , the low-transverse-momentum
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result involves chiral-odd functions, whereas the high-transverse-momentum expression in-
volves chiral-even ones. The low-qT result (5.89) for F
sin(3φh−φS)
UT can potentially match a
high-transverse-momentum calculation at twist three and order α2s, and the high-qT result
(6.11) could match with a low-qT calculation at twist four. Both types of calculation are
beyond the current state of the art.
To the best of our knowledge, F
cos(φh−φS)
LT , F
cos φS
LT and F
cos(2φh−φS)
LT have not been
computed in the high-qT approach. From the overall factor M in (5.92) to (5.94) we can
only conclude that these low-qT results can potentially match with those of a high-qT
calculation at twist-three accuracy.
In table 2 we collect the results for the leading power behavior of all structure functions
we have discussed. We notice that for several observables the twist of the low-qT and the
high-qT calculation is not the same, which is reminiscent of a similar observation we made
for the high-pT behavior of distribution functions in section 5.3.
6.1 Interpolating from low to high qT
Let us now see how one can practically proceed when the leading terms in the low- and high-
qT descriptions of an observable do not match in the intermediate region. As an example
we take the unpolarized structure function F cos 2φhUU . We denote its low-qT approximation
given in (5.56) by Lcos 2φhUU , and its high-qT approximation (4.26) by H
cos 2φh
UU . Since in the
intermediate region the two expressions describe distinct contributions to the cross section,
one may consider to use
F cos 2φhUU ≈ Lcos 2φhUU +Hcos 2φhUU (6.17)
as an approximation for this observable. The quality of this approximation can be assessed
from the power behavior of its terms in the different regions:
Lcos 2φhUU ∼ q2T/M4 for qT <∼M , (6.18)
Lcos 2φhUU ∼M2/q4T for qT ≫M , (6.19)
Hcos 2φhUU ∼ 1/Q2 for all qT , (6.20)
where the behavior in (6.18) reflects that Lcos 2φhUU must vanish like q
2
T for qT → 0 due to
angular momentum conservation [42]. In the intermediate regionM ≪ qT ≪ Q both terms
in (6.17) are required: together they give an approximation with relative corrections of order
M2/q2T or q
2
T/Q
2. The relative weight of the two terms in this region is Lcos 2φhUU /H
cos 2φh
UU ∼
M2/q2T ×Q2/q2T and thus varies from values above to values below 1. As an aside, let us
comment on the use of a transverse-momentum-dependence like h⊥1 (x, p
2
T ) ∝ exp[−cp2T ]
and H⊥1 (z, k
2
T ) ∝ exp[−Ck2T ], which is often taken in phenomenological analyses. Whereas
at small transverse momentum a Gaussian behavior of distribution and fragmentation
functions is found to give a good description of data in many situations, it misses the
perturbative tails of these functions. As a result it does not give a good approximation
of F cos 2φhUU at intermediate qT . For M ≪ qT <∼
√
MQ the contribution (6.19) from the
perturbative tails is actually dominant, and for
√
MQ <∼ qT ≪ Q it is only suppressed
compared with (6.20) by a factor much larger than M2/q2T .
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low-qT calculation high-qT calculation leading powers
observable twist order power twist order power match
FUU,T 2 αs 1/q
2
T 2 αs 1/q
2
T yes
FUU,L 4 2 αs 1/Q
2
F cos φhUU 3 αs 1/(QqT ) 2 αs 1/(QqT ) yes
F cos 2φhUU 2 αs 1/q
4
T 2 αs 1/Q
2 no
F sinφhLU 3 α
2
s 1/(QqT ) 2 α
2
s 1/(QqT ) yes
F sinφhUL 3 α
2
s 1/(QqT )
F sin 2φhUL 2 αs 1/q
4
T
FLL 2 αs 1/q
2
T 2 αs 1/q
2
T yes
F cos φhLL 3 αs 1/(QqT ) 2 αs 1/(QqT ) yes
F
sin(φh−φS)
UT,T 2 αs 1/q
3
T 3 αs 1/q
3
T yes
F
sin(φh−φS)
UT,L 4 3 αs 1/(Q
2 qT )
F
sin(φh+φS)
UT 2 αs 1/q
3
T 3 αs 1/q
3
T yes
F
sin(3φh−φS)
UT 2 α
2
s 1/q
3
T 3 αs 1/(Q
2 qT ) no
F sinφSUT 3 αs 1/(Qq
2
T ) 3 αs 1/(Qq
2
T ) yes
F
sin(2φh−φS)
UT 3 αs 1/(Qq
2
T ) 3 αs 1/(Qq
2
T ) yes
F
cos(φh−φS)
LT 2 αs 1/q
3
T
F cos φSLT 3 αs 1/(Qq
2
T )
F
cos(2φh−φS)
LT 3 αs 1/(Qq
2
T )
Table 2: Leading power behavior of SIDIS structure functions in the intermediate region M ≪
qT ≪ Q, corresponding to the expansions in (1.2) and (1.4), respectively. Empty fields indicate
that no calculation is available. The specification of twist 4 for FUU,L and F
sin(φh−φS)
UT,L reflects that
these observables are zero when calculated at twist-two and twist-three accuracy.
For large qT ∼ Q the ansatz (6.17) can be used as well: the low-qT calculation is
not valid in this region, but the term Lcos 2φhUU is power suppressed by M
2/Q2 compared
with the leading term Hcos 2φhUU , which itself provides an approximation of F
cos 2φh
UU up to
M2/Q2 corrections. Adding Lcos 2φhUU in this region hence does not spoil the accuracy of
the description. Likewise, the high-qT calculation is not justified for qT ∼ M , but in this
region the term Hcos 2φhUU is suppressed byM
2/Q2 compared with the correct approximation
Lcos 2φhUU . However, one cannot use (6.17) for qT → 0 since Hcos 2φhUU does not vanish like q2T .
To repair this, one may instead take
F cos 2φhUU ≈ Lcos 2φhUU + ρ
(
q2T
M2
)
Hcos 2φhUU (6.21)
with an interpolating function ρ(r) that satisfies ρ(r) ∼ r for r → 0 and ρ(r)− 1 ∼ r−1 for
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r ≫ 1. A simple choice is ρ(r) = r/(1 + r), but obviously there are other possibilities.
An often considered observable is the azimuthal asymmetry
Acos 2φhUU =
εF cos 2φhUU
FUU,T + εFUU,L
. (6.22)
Depending on qT we can approximate its denominator using the high-qT expressionHUU,T+
εHUU,L from (4.23) and (4.24) or the low-qT result LUU,T given in (5.53). Since FUU,L is
suppressed by 1/Q2 for qT ≪ Q, we do not need the unknown low-qT expression for this
structure function. Using
LUU,T ∼ 1/M2 for qT <∼M , (6.23)
LUU,T ∼ 1/q2T for qT ≫M , (6.24)
HUU,T + εHUU,L ∼ 1/q2T for all qT (6.25)
together with (6.18) to (6.20), we find that
Acos 2φhUU ≈
εLcos 2φhUU
LUU,T
+
εHcos 2φhUU
HUU,T + εHUU,L
(6.26)
gives a good approximation of the asymmetry in the full qT range. In the intermedi-
ate region, the denominators of the two terms in (6.26) coincide up to terms of order
M2/q2T or q
2
T /Q
2 and approximate FUU,T + εFUU,L with that precision. As discussed
above, both the low-qT and the high-qT contributions are important in the intermediate
regionM ≪ qT ≪ Q (where again one finds that with a Gaussian ansatz for the transverse-
momentum-dependence of distribution and fragmentation functions, the low-qT term would
not be correctly described). For qT ∼ Q the low-qT term is power suppressed and may
hence be kept in (6.26). For qT <∼M , the high-qT term in the asymmetry is suppressed
by a relative factor of M2/Q2 compared with the low-qT term and does not degrade the
quality of the approximation (6.26) in the limit qT → 0. An additional suppression factor
as in (6.21) is therefore not required. Recalling the discussion after Eq. (4.33), we can
understand why εHcos 2φhUU /(HUU,T + εHUU,L) has the correct qT → 0 limit required by
angular momentum conservation: the propagator factors 1/q2T that lead to an unphysical
behavior of the individual structure functions cancel in this ratio.
Let us finally remark that the discussion in this subsection is at the level of power
counting arguments. When using (6.21) or (6.26) in practice, one can explicitly check
whether the terms that are out of their region of validity (the L terms for qT ∼ Q and the
H terms for qT <∼M) are numerically small compared with the leading ones.
7. Integrating over qT
7.1 Behavior of integrated and weighted observables
Up to now we have focused on the qT -dependence of the structure functions F (Q, qT ).
As we mentioned in the introduction, observables that are integrated over qT , with or
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without a weighting factor (qT /M)
p, can be preferable to observables differential in qT for
experimental reasons. Without dwelling on such practical issues, we now use our results of
the previous sections for discussing the theoretical interpretation of integrated observables.
As a shorthand notation we introduce〈〈(qT
M
)p
F (Q, qT )
〉〉
= πz2
∫ q2max
0
dq2T
(qT
M
)p
F (Q, qT ) , (7.1)
where qmax is the upper kinematic limit of qT , to be treated as a quantity of order Q in the
power counting. The prefactor has been chosen for later convenience—note that πz2dq2T
corresponds to d2Ph⊥.
To make the notion of “intermediate transverse momentum” more precise, we introduce
two scales ΓM2 and γQ2 such that Γ ≫ 1, γ ≪ 1, and ΓM2 < γQ2. In the intermediate
region ΓM2 < q2T < γQ
2 the results of both the low-qT and the high-qT calculations
are then valid, and one can use their respective limiting expressions given in sections 5.4
and 6. It is easy to determine the power-law behavior of the contributions from the regions
q2T < ΓM
2 and q2T > γQ
2 to an integrated observable. For a single term in the general
low-qT and high-qT expansions (1.1) and (1.3), we obtain
1
M2
∫ ΓM2
0
dq2T
[
qT
M
]p [qT
Q
]n−2
ln
(
M
qT
)
∼
[
M
Q
]n−2
, (7.2)
1
M2
∫ q2max
γQ2
dq2T
[
qT
M
]p [M
qT
]n
hn
(
qT
Q
)
∼
[
M
Q
]n−2−p
(7.3)
from straightforward dimensional analysis. The Q-dependence of the integrals can thus
be established without knowledge of the functions ln(qT /M) and hn(qT /Q): it is directly
determined by the twist n in the low-qT case (7.2), and by the twist n and the weighting
power p in the high-qT case (7.3). We observe in particular that for p = 0, i.e. without
weighting, the twist-two terms in both the low- and high-qT calculations give contributions
to the integral that stay constant for Q → ∞, whereas higher-twist terms die out in that
limit. For p > 0 the contribution from the high-qT region is enhanced: a twist-two term in
the low-qT calculation will then only dominate the integral over all qT if for the observable
in question a sufficient number of terms with low twist in the high-qT result are zero.
As a preparation for the discussion of azimuthal and polarization asymmetries let us
first take a closer look at the familiar structure functions FUU,T and FUU,L. With the
behavior FUU,T ∼ 1/q2T in the intermediate region (obtained in both the low- and high-qT
calculations), we obtain ∫ γQ2
ΓM2
dq2T FUU,T ∼ ln
[
γ
Γ
Q2
M2
]
. (7.4)
For the integral in the low-qT domain q
2
T < ΓM
2 we have the generic power-law behavior
given in (7.2) with n = 2 and p = 0. Using in addition that FUU,T ∼ 1/q2T at the upper
end of the integration region, we have∫ ΓM2
0
dq2T FUU,T ∼ ln
Γ
Γ0
(7.5)
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with some number Γ0 ∼ 1. Likewise, we can use that FUU,T ∼ 1/q2T at the lower end of
the integration region in the high-qT domain q
2
T > γQ
2, and get∫ q2max
γQ2
dq2T FUU,T ∼ ln
γ0
γ
(7.6)
with some γ0 ∼ 1. In the complete integral 〈〈FUU,T 〉〉 all three regions in (7.4) to (7.6)
thus contribute at leading power in 1/Q, and the dependence on the artificial separation
parameters Γ and γ cancels as it should. We note that, since we are concerned with power
behavior in this section, we have not taken into account logarithms of Q/qT in the high- or
low-qT results for FUU,T , which would modify the logarithms on the r.h.s. of (7.4) to (7.6).
To calculate the integrated structure function one must not double count the contribu-
tions from the low-qT and high-qT calculations in the intermediate region. Since the results
of the two calculations coincide there, one may simply switch from one to the other descrip-
tion at a suitable point, say at q2T = γQ
2. We can now make contact with the standard
description of qT -integrated SIDIS in the collinear factorization framework, where 〈〈FUU,T 〉〉
is expressed in terms of the collinear functions f1(x) and D1(z). Let us in this framework
take µ2 = γQ2 for the factorization scale and consider the Born graph as well as the real
and virtual αs-corrections, i.e., the one-loop graphs where a gluon either does or does not
cross the final-state cut. Loosely speaking, the Born term then corresponds to the sum
of (7.4) and (7.5), and the real corrections to (7.6). The virtual corrections correspond to
the hard factor |H|2 in the Collins-Soper factorization formula (3.3), which we neglected in
section 5.3 when extracting results at lowest order in αs. The logarithm of γQ
2 in (7.4) cor-
responds to the scale dependence of the collinear distribution and fragmentation functions,
whereas the γ-dependence in (7.6) corresponds to an explicit logarithm ln(Q2/µ2) in the
real corrections. At the technical level, however, collinear factorization is typically imple-
mented by using dimensional regularization instead of a transverse-momentum cutoff. The
real corrections are then integrated down to qT = 0, whereas collinear distribution and frag-
mentation functions are defined from integrals
∫
d2−εpT f1(x, p
2
T ) and
∫
d2−εkT D1(x, k
2
T )
over the full transverse-momentum region. Subtractions defined for instance by the MS
prescription are then performed, which on one hand ensure that there is no double count-
ing and on the other hand remove terms corresponding to logarithmic divergences in the
physical limit ε→ 0. Since the incoming and outgoing parton momenta are approximated
as collinear to the associated hadron momenta, the Born term and the virtual corrections
appear with a factor δ(2)(qT ) in the calculation.
For the longitudinal structure function FUU,L the situation is quite different. Using
the same procedure as for FUU,T we obtain∫ γQ2
ΓM2
dq2T FUU,L ∼ γ
(
1− ΓM
2
γQ2
)
∼ γ , (7.7)∫ q2max
γQ2
dq2T FUU,L ∼ γ0 − γ ∼ 1 (7.8)
from the result (6.2) of the high-qT calculation. For the second step in (7.7) we have as-
sumed that (ΓM2)/(γQ2) is sufficiently small compared to 1—otherwise the corresponding
– 45 –
integral becomes small simply because its integration region shrinks to zero. After the
second step in (7.8), the dependence on γ no longer explicitly cancels in the sum of the two
integrals, but this leads to no inconsistency because (7.7) is negligible compared with (7.8).
One easily sees that the parton-model approximation (6.15), whose power behavior agrees
with the high-qT result in the intermediate region, gives a result suppressed as M
2/Q2
when integrated over the low-qT domain q
2
T < ΓM
2. We thus find that the integrated
structure function 〈〈FUU,L 〉〉 is dominated by large qT ∼ Q and can be calculated from the
high-qT result alone. Moreover, one can integrate this result down to qT = 0, since the
contribution from q2T < ΓM
2 is power suppressed by M2/Q2 and thus of the same order as
the accuracy of the result in the high-qT region. Put differently, one can use the high-qT
result extrapolated to q2T < ΓM
2 instead of the (unknown) low-qT result when evaluating
the integrated longitudinal structure function. This is just what is done in the standard
calculation using collinear factorization, where the first nonvanishing contribution to this
observable starts at order αs. The integration over all qT of the high-qT expression for
FUU,L is convergent and simply removes the δ function in the analog of (4.4). No subtrac-
tion is necessary, and correspondingly no dependence on the factorization scale µ arises at
order αs.
Let us now turn to the structure functions that describe the φh-dependence of the un-
polarized cross section. In table 3 we see that the integrated structure function 〈〈F cos φhUU 〉〉
is dominated by large transverse momenta qT , whereas the region where the low-qT cal-
culation is valid contributes only as a power correction of order M/Q. The condition
(ΓM2)/(γQ2) < 1 implies
√
ΓM/Q <
√
γ ≪ 1, so that the factor √Γ cannot compen-
sate the suppression by M/Q. An important consequence is that 〈〈F cosφhUU 〉〉 is not a good
observable to study the transverse-momentum-dependent distribution and fragmentation
functions appearing in the low-qT result (5.55). An appropriate observable for this purpose
is the structure function differential in qT . If integration over qT is required by statistics,
one should impose a suitable upper cutoff on the integral. According to table 3, the depen-
dence of the integral on this cutoff is not negligible and must hence explicitly be kept in the
theoretical calculation. Note that in order not to introduce an artificial φh-dependence, the
cutoff should be imposed on q2T , or equivalently on P
2
h⊥, but not on a transverse momentum
w.r.t. the lepton beam axis.
Integrated observables which are weighted with a suitable power of qT/M have the
desirable property that the transverse-momentum convolutions (5.52) in the low-qT results
factorize into separate integrals over either distribution or fragmentation functions [12,65].
With hˆ = −qT /qT one readily finds from (5.55) that
∫
dq2T (qT /M)F
cosφh
UU formally fac-
torizes into terms involving the p2T -moments f
⊥(1)(x) and h⊥(1)1 (x) and corresponding k
2
T -
moments of fragmentation functions. However, this deconvolution only takes place if one
integrates over all qT up to infinity. This is clearly inadequate because (qT /M)F
cosφh
UU be-
comes constant for qT ≫ M . A reflection of this is the fact that the p2T -moment f⊥(1)(x)
involves a quadratic divergence at large pT , as we already noted in section 5.3. Moreover,
we see in table 3 that the contribution from the low-qT region to 〈〈(qT /M)F cosφhUU 〉〉 is power
suppressed by M2/Q2 compared with the contribution from qT ∼ Q, so that this observ-
able is even less well suited to study small qT than the unweighted structure function.
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low qT intermediate qT high qT
f(qT )
ΓM2∫
0
dq2T f(qT )
γQ2∫
ΓM2
dq2T f(qT )
q2max∫
γQ2
dq2T f(qT )
FUU,T ln Γ ln
[
γ
Γ
Q2
M2
]
ln
1
γ
FUU,L
M2
Q2
Γ γ 1
F cosφhUU
M
Q
√
Γ
√
γ 1
qT
M
F cosφhUU
M
Q
Γ γ
Q
M
Q
M
F cos 2φhUU (low qT ) 1
1
Γ
(high qT ) γ 1
q2T
M2
F cos 2φhUU (low qT ) ln Γ ln
[
γ
Γ
Q2
M2
]
(high qT ) γ
2 Q
2
M2
Q2
M2
F
sin(φh−φS)
UT,T , F
sin(φh+φS)
UT 1
1√
Γ
1√
γ
M
Q
qT
M
F
sin(φh−φS)
UT,T ,
qT
M
F
sin(φh+φS)
UT ln Γ ln
[
γ
Γ
Q2
M2
]
ln
1
γ
F sinφSUT , F
sin(2φh−φS)
UT
M
Q
ln Γ
M
Q
ln
[
γ
Γ
Q2
M2
]
M
Q
ln
1
γ
q2T
M2
F sinφSUT ,
q2T
M2
F
sin(2φh−φS)
UT
M
Q
Γ γ
Q
M
Q
M
Table 3: Behavior of selected observables integrated over different regions of q2T . It is assumed that
Γ≫ 1, γ ≪ 1 and that (ΓM2)/(γQ2) is sufficiently small compared to 1. In cases where the low-qT
and high-qT calculations do not match in the intermediate region, their respective contributions are
given in separate rows. The low-qT entry for FUU,L corresponds to the parton-model approximation
in (6.15).
Conversely, the weighted structure function is a good observable for studying large qT . The
high-qT expression for F
cosφh
UU depends on the same collinear functions f1(x) and D1(z) as
FUU,T but involves different hard-scattering kernels, so that F
cosφh
UU provides an additional
observable if one aims, for instance, at separating the fragmentation functions for different
quark and antiquark flavors and the gluon, or at testing the adequacy of the theoretical
description. Up to corrections of order M2/Q2 one can evaluate 〈〈(qT /M)F cos φhUU 〉〉 from
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the high-qT result alone, which in addition may be integrated down to qT = 0. One then
obtains a simple expression, just as in the analogous case of 〈〈FUU,L 〉〉. The unweighted
integral 〈〈F cos φhUU 〉〉 is less attractive for studying the high-qT result since the contribution
from the low-qT region is only suppressed byM/Q. To evaluate that contribution is difficult
in practice as it contains transverse-momentum-dependent distribution and fragmentation
functions that are poorly known. If the weighted integral and the differential structure
function are affected with large experimental uncertainties, one may instead have to con-
sider the integral of F cos φhUU with a lower cutoff on qT . This was for instance done in [17]
and [62,66].
As discussed in the previous section, the structure function F cos 2φhUU receives contribu-
tions from the low-qT and high-qT calculations which do not match in the intermediate
region and have distinct dynamical origins, given that they respectively involve chiral-
odd and chiral-even distribution and fragmentation functions. As we see in table 3, both
mechanisms contribute to the integrated structure function at leading power, with only
moderate contributions from intermediate qT . For calculating the integrated structure
function it is appropriate to add the contributions from the two mechanisms. Further-
more, it is consistent to perform the qT -integral over the entire kinematical region for both
mechanisms, i.e. without introducing cutoff parameters, given that contributions from re-
gions where the approaches are not valid (low qT for the high-qT calculation and vice versa)
are power-suppressed by M2/Q2. This is similar to the case of the interpolation formula
(6.17) discussed in the previous subsection, but for the integrated structure function the
unphysical behavior of the high-qT result in the limit qT → 0 does not matter, at least at
the level of power counting. The weighted structure function 〈〈(qT /M)2F cos 2φhUU 〉〉 has been
proposed for obtaining a low-qT result in terms of the moments h
⊥(1)
1 (x) andH
⊥(1)
1 (z) of the
Boer-Mulders and the Collins functions, without any convolution of transverse-momentum-
dependent factors [12]. According to table 3 this observable is, however, dominated by
qT ∼ Q and only sensitive to h⊥(1)1 (x) and H⊥(1)1 (z) at the level of M2/Q2 corrections.
Such contributions are not under control in the integrated observable, because uncalcu-
lated corrections of the same size appear in the high-qT region as well. Neglecting M
2/Q2
corrections, one can evaluate 〈〈(qT /M)2F cos 2φhUU 〉〉 as an integral of the high-qT expression
over the full qT domain. In the same way as 〈〈(qT /M)F cos φhUU 〉〉, this provides an indepen-
dent observable sensitive to the twist-two functions f1(x) and D1(z).
7.2 Polarization dependence
Among the many observables for polarized SIDIS, the structure functions F
sin(φh−φS)
UT,T and
F
sin(φh+φS)
UT have received particular attention in the recent literature. According to the
low-qT results (5.62) and (5.64), they provide access to the Sivers function f
⊥
1T in the
first and to the transversity distribution h1 and the Collins function H
⊥
1 in the second
case [67]. Both structure functions have been found to be of significant size in HERMES
measurements on a proton target [20].
As we see in table 3, the integrated structure function 〈〈F sin(φh−φS)UT,T 〉〉 is dominated
by the low-qT region and can hence be used for extracting information about f
⊥
1T (x, p
2
T ).
The high-qT region is however only suppressed by M/Q, so that it may be of advantage to
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impose an upper cutoff on the qT integral in such analysis. The weighted structure function
〈〈(qT /M)F sin(φh−φS)UT,T 〉〉 receives contributions from both high and low qT at leading order
in M/Q. One can thus compute the weighted integral by switching from one to the other
formulation at some qT . To achieve a factorization of the transverse-momentum convolution
in the low-qT expression, one should however integrate it over all qT up to infinity. Since
(qT /M)F
sin(φh−φS)
UT,T behaves as 1/q
2
T for qT ≫M , a suitable regularization is required. This
suggests a procedure akin to the description of 〈〈FUU,T 〉〉 in collinear factorization, which
we reviewed in the previous subsection. As dimensional regularization preserves rotation
invariance in the transverse plane, the integral over all qT of the weighted low-qT result
(5.62) turns into the product
〈〈(qT /M)F sin(φh−φS)UT,T 〉〉 = −2
∑
a
xe2a f
a⊥(1)
1T (x;Q)D
a
1 (z;Q) (7.9)
of collinear functions defined in the MS scheme. One can trade f
⊥(1)
1T (x) for the twist-three
function GF (x, x), which appears in the high-qT calculation [7,8,44]. In order to integrate
the high-qT result down to qT = 0, one must extend it to 4− ε dimensions and perform the
necessary MS subtractions. Adding graphs with virtual corrections to the hard-scattering
subprocess (which give the hard factor |H|2 in the Collins-Soper formalism) one will obtain
a complete NLO result in αs. Such a procedure would be the analog of a standard NLO
computation for integrated observables within collinear factorization at twist-two level.
Note that (7.9) gives a consistent approximation of the weighted structure function at LO
in αs, in analogy to the well-known tree-level expression 〈〈FUU,T 〉〉 =
∑
a xe
2
a f
a
1 (x)D
a
1(z).
The factorization scale µ of the functions in (7.9) has been set to Q in order to avoid large
logarithms of Q/µ appearing in the αs-corrections. To leading order, the logarithmic Q
dependence of the weighted structure function then follows from the evolution equations
for D1(z) and f
⊥(1)
1T (x). The latter have been investigated in [57].
The situation for the structure function F
sin(φh+φS)
UT is the same as for F
sin(φh−φS)
UT,T since
the power behavior of these observables coincides in both the low- and high-qT calculations.
The evaluation of the weighted structure function in collinear factorization gives
〈〈(qT /Mh)F sin(φh+φS)UT 〉〉 = 2
∑
a
xe2a h
a
1(x;Q)H
a⊥(1)
1 (z;Q) (7.10)
for the Born term. The k2T -moment H
⊥(1)
1 (z) is related to the twist-three fragmentation
function ÊF appearing at order αs. We note that according to the high-qT results in [43,44]
the αs-corrections to both (7.9) and (7.10) involve each of the twist-three functions GF ,
G˜F , and ÊF .
According to table 3, the integrated structure functions 〈〈F sinφSUT 〉〉 and 〈〈F sin(2φh−φS)UT 〉〉
receive comparable contributions from all regions of qT . Weighting the structure functions
with (qT /M)
2 one obtains integrals that can be evaluated in the high-qT formalism up
to corrections of order M2/Q2, similarly to the case of 〈〈(qT /M)F cos φhUU 〉〉 we discussed
in the previous subsection. The high-qT expressions computed in [43, 44] imply that
〈〈(qT /M)2F sin(2φh−φS)UT 〉〉 is sensitive to GF and G˜F , whereas 〈〈(qT /M)2F sinφSUT 〉〉 also de-
pends on ÊF . Whether these observables are large enough to be measured in practice is,
of course, a different question.
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From (5.89) we can infer that the integral of F
sin(3φh−φS)
UT receives a contribution of
order 1 from low qT , whereas the high-qT result (6.11) is suppressed by M/Q. According
to (5.65) the integrated structure function 〈〈F sin(3φh−φS)UT 〉〉 may hence be used to extract
information on h⊥1T (x, pT ) and on the Collins fragmentation function, with the same caveat
we discussed for 〈〈F sin(φh−φS)UT,T 〉〉. To obtain an integral that is dominated by the high-qT
result up to M2/Q2 corrections, one must weight F
sin(3φh−φS)
UT with (qT /M)
3.
Let us now turn to observables that involve longitudinal polarization. Similarly to
F cos φhUU , the lepton-helicity-dependent structure function F
sinφh
LU for an unpolarized target
receives a contribution of order M/Q from low qT and of order unity from high qT . It is
therefore in principle suitable for investigating the high-qT result of Hagiwara et al. [45].
However, the contribution from large qT comes with a factor α
2
s in this case, which may not
be sufficient for neglecting power-suppressed contributions from low qT in practice. From
this point of view, it would be advantageous to weight the structure function with qT/M ,
or to integrate over qT starting from a lower cutoff.
Finally, the structure functions FLL and F
cos φh
LL have the same power behavior as their
unpolarized counterparts FUU,T and F
cos φh
UU , and their discussion is analogous to the one
in the previous subsection. In particular, the weighted integral 〈〈(qT /M)F cos φhLL 〉〉 depends
on the polarized parton densities g1 and, if measurable with sufficient accuracy, could be
used in addition to the well-known observable 〈〈FLL 〉〉 for disentangling the contributions
from different quark and antiquark flavors and from the gluon.
8. From low to intermediate qT : explicit calculation
In this section we compute the high-transverse-momentum tails of the quark distributions
in (5.44) and of the analogous fragmentation functions. These are the functions which
appear at lowest order in the 1/pT expansion of section 5.3 and are hence expressed in
terms of collinear functions of twist two. While in section 6 we identified observables
whose power behavior agrees in the low- and high-qT calculations, we will then be able
to check for selected structure functions whether agreement is also found for their explicit
expressions.
8.1 High-pT tails of distribution functions
Let us begin with the quark distribution functions. We work in the original scheme of
Collins and Soper [24], using a spacelike axial gauge with the singularities of the gluon
propagator regulated by the principal value prescription. The only Feynman diagrams
to be evaluated are then those depicted in Fig. 5a and b. For further discussion and a
comparison with the calculation in Feynman gauge, we refer to appendix A.
The contribution of the quark-to-quark term shown in Fig. 5a reads
Φq(x, pT )
∣∣∣
(5a)
=
4παs
(2π)3
CF
∫
dp−
∫
dl+ δ
(
(l − p)2) θ(l+ − p+)
× dµν(l − p; v) p/
p2
γνΦ
q
2
(x
xˆ
)
γµ
p/
p2
∣∣∣∣∣
l−=0, lT=0T
, (8.1)
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Figure 5: Diagrams for the calculation of the leading high-pT behavior of the quark-quark
correlator Φ(x, pT ) in axial gauge A · v = 0.
where it is understood that p+ = xP+ and l+ = p+/xˆ. As explained in section 5.3, the
restriction to leading order in 1/pT allows us to set l
− and lT to zero when calculating the
hard-scattering subprocess, and to retain only the twist-two part Φq2(x/xˆ) of the collinear
quark-quark correlator at the bottom of the graph. The gluon polarization sum in A ·v = 0
gauge is given by
dµν(q; v) = −gµν + q
µvν + qνvµ
q ·v −
qµqν
(q ·v)2 v
2 , (8.2)
where the singularities at q ·v = 0 are to be regulated by the principal value prescription.
Using the δ-function to perform the p− integration,
δ
(
(l − p)2) ∣∣∣
l−=0, lT=0T
=
xˆ
2p+(1− xˆ) δ
(
p− +
p2T
2p+
xˆ
1− xˆ
)
(8.3)
we obtain
Φq(x, pT )
∣∣∣
(5a)
=
αs
(2π)2
CF
1
p4T
∫ 1
x
dxˆ
xˆ
(1− xˆ) dµν(l¯ − p¯; v) p¯/ γνΦq2
(x
xˆ
)
γµ p¯/ , (8.4)
where we have introduced the notation
p¯ = p+n+ − p
2
T
2p+
xˆ
1− xˆ n− + pT , (8.5)
l¯ =
p+
xˆ
n+ (8.6)
for the approximated momenta in the hard-scattering kernel. We note that the virtuality
of the upper quark legs
p¯2 = − p
2
T
1− xˆ (8.7)
is always spacelike. The gauge fixing vector can be written as
v = v−n− − 2(P
+)2 v−
ζ
n+ (8.8)
with
ζ = −(2P ·v)
2
v2
= −2(P
+)2 v−
v+
, (8.9)
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where in the second step we have neglected M2 compared with ζ. We therefore have
(l¯ − p¯) ·v = (l¯ − p¯)+v− − 2(p
+)2
x2ζ
(l¯ − p¯)−v− = 1
xˆ
[
1− xˆ− η xˆ
2
1− xˆ
]
p+v− , (8.10)
where we have introduced the parameter
η =
p2T
x2ζ
= − p
2
T
2(p+)2
v+
v−
. (8.11)
We now decompose the gluon polarization sum as
dµν(l¯ − p¯; v) =
4∑
i=1
dµν(i)(l¯ − p¯; v) , (8.12)
with
dµν(1)(l¯ − p¯; v) =
1− xˆ
1− xˆ− η xˆ21−xˆ
dµν(l¯ − p¯;n−) , (8.13)
dµν
(2)
(l¯ − p¯; v) = η xˆ
2
1− xˆ
gµν
1− xˆ− η xˆ21−xˆ
, (8.14)
dµν(3)(l¯ − p¯; v) = −η
2xˆp+
p2T
(l¯ − p¯)µnν+ + (l¯ − p¯)νnµ+
1− xˆ− η xˆ21−xˆ
, (8.15)
dµν(4)(l¯ − p¯; v) = η
4xˆ2
p2T
(l¯ − p¯)µ (l¯ − p¯)ν[
1− xˆ− η xˆ21−xˆ
]2 . (8.16)
Notice that the first term (8.13) is proportional to the polarization sum dµν(l¯ − p¯;n−)
one would use when calculating in light-cone gauge A · n− = 0. We will see shortly that
the prefactor in (8.13) regulates the divergence at xˆ = 1 which would arise in that gauge.
From the parameterization (5.13) we readily see that the twist-two part of the quark-quark
correlator satisfies n/+Φ
q
2 = Φ
q
2 n/+ = 0, so that terms with n
µ
+ or n
ν
+ in d
µν vanish when
inserted into (8.4). With l¯ being proportional to n+, we hence need only the first two terms
and the p¯µp¯ν part of the last term in the decomposition (8.12). This gives
Φq(x, pT )
∣∣∣
(5a)
=
αs
(2π)2
CF
1
p2T
∫ 1
x
dxˆ
xˆ
×
[
1− xˆ
(1− xˆ)2 − η xˆ2
1
p2T
(1− xˆ)2 dµν(l¯ − p¯;n−) p¯/ γν Φq2
(x
xˆ
)
γµ p¯/
+
η
(1− xˆ)2 − η xˆ2
xˆ2
p2T
(1− xˆ) p¯/ γµ Φq2
(x
xˆ
)
γµ p¯/
+
η (1− xˆ)
[(1− xˆ)2 − η xˆ2 ]2 4xˆ
2Φq2
(x
xˆ
)]
. (8.17)
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To proceed we must determine the behavior of the different terms in the limit xˆ→ 1, where
p¯− ∼ (1− xˆ)−1 becomes singular. Using the form (8.2) with v replaced by n−, we obtain
(1− xˆ)2 dµν(l¯ − p¯;n−) p¯/ γν Φq2 γµ p¯/
= − (1− xˆ)2 p¯/ γµΦq2 γµ p¯/+
xˆp2T
p+
(
p¯/ n/−Φ
q
2 +Φ
q
2 n/− p¯/
)
. (8.18)
Since the minus-component of p¯ drops out in p¯/ n/− and n/− p¯/, the expression in (8.18) is
finite for xˆ→ 1. For the second term in (8.17) we have
(1− xˆ) p¯/ γµ Φq2 γµ p¯/ = −(1− xˆ) p¯/
(
f q1 n/+ − gq1SLγ5 n/+
)
p¯/ (8.19)
after plugging in the parameterization of Φq2 from (5.13). This contains a piece with two
factors of p¯−, which is proportional to the Dirac matrices n/− or γ5 n/−. According to the
decomposition (5.4) it therefore does not contribute to the twist-two or twist-three parts
of the correlator Φ(x, pT ), on which we concentrate here. In the twist-four part of (8.1)
this piece leads to a singularity at xˆ = 1, or in other words at p¯− → −∞, showing that
at twist-four level the A · v = 0 gauge is insufficient to render the integral over p− in
Φ(x, pT ) =
∫
dp−Φ(p) well defined.
In the following we take the limit p2T ≪ ζ, corresponding to η ≪ 1. The motivation
for this is that in physical processes we need the correlator Φ(x, pT ; ζ) for p
2
T ≪ Q2 and
x2ζ ∼ Q2, as discussed in section 3.1. We note that in a frame where xP+ ∼ Q this
corresponds to v+ ∼ v−. According to (8.11) the parameter √η is then proportional to the
small angle between the quark momentum p and the hadron momentum P , with a factor
of proportionality of order 1. Notice that at this point we introduce a hierarchy in size
between pT and P
+, which were not distinguished in the power counting of section 5.3.
This is similar to what we have done with the high-qT calculation of structure functions in
section 4 : we started with the result (4.4), which is derived without making a distinction
between the size of qT and Q, and in a second step we took its limit for qT ≪ Q.
For η ≪ 1 the first term in the square brackets of (8.17) can be rewritten by using
that for any function G(xˆ) which is regular at xˆ = 1
lim
η→0
PV
∫ 1
x
dxˆ
1− xˆ
(1− xˆ)2 − η xˆ2 G(xˆ) =
∫ 1
x
dxˆ
G(xˆ)
(1− xˆ)+ +
1
2
G(1) ln
1
|η | , (8.20)
where the plus-distribution is defined as in (4.22). From
lim
η→0
PV
∫ 1
x
dxˆ
η
(1− xˆ)2 − η xˆ2 G(xˆ) = 0 (8.21)
we see that the second term in (8.17) does not contribute in the small-η limit when restricted
to the twist-two and twist-three parts of Φ(x, pT ). In contrast, the third term in (8.17)
does contribute, since
lim
η→0
PV
∫ 1
x
dxˆ
η (1− xˆ)
[(1− xˆ)2 − η xˆ2 ]2 G(xˆ) = −
1
2
G(1) . (8.22)
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Therefore, our final result reads
Φq(x, pT )
∣∣∣
(5a)
=
αs
2π2
CF
1
p2T
∫ 1
x
dxˆ
xˆ
{[
1
(1− xˆ)+ +
1
2
δ(1 − xˆ) ln 1
η
]
× (1− xˆ)
2
2p2T
dµν(l¯ − p¯;n−) p¯/ γνΦq2
(x
xˆ
)
γµ p¯/− δ(1 − xˆ)Φq2
(x
xˆ
)}
(8.23)
to leading order in 1/pT , where it is understood that we have restricted ourselves to the
twist-two and twist-three parts of the correlator on the l.h.s. We note at this point that
if we work with a timelike axial gauge, i.e. with negative ζ and η in (8.8) to (8.11), we
obtain the same result as in (8.23) with ln(−η−1) instead of ln(η−1). The polarization sum
dµν(l¯ − p¯; v) is then nonsingular in the whole region x ≤ xˆ ≤ 1, and the principal value
prescription in (8.20) to (8.22) is not required. A timelike vector v was indeed used for
the construction of factorization by Ji et al. [26], whereas arguments in favor of taking v
spacelike were given by Collins and Metz in [50].
The gluon-to-quark contribution to the correlation function comes from the diagram
in Fig. 5b. Its calculation is simpler than the previous one, due to the absence of a gluon
polarization sum in axial gauge. Correspondingly, the result is independent of η. The
counterpart of the expression in (8.4) now reads
Φq(x, pT )
∣∣∣
(5b)
=
αs
(2π)2
TR
1
p4T
∫ 1
x
dxˆ
xˆ
(1− xˆ) Φg,µν2
(x
xˆ
)
p¯/ γν
(
l¯/− p¯/)γµ p¯/ , (8.24)
where the twist-two part of the collinear gluon correlation function is given by
Φg,µν2 (x) =
1
2xP+
{
− gµνT f g1 (x) + iǫµνT SLgg1(x)
}
, (8.25)
see e.g. [68]. Inserting (8.5) and (8.6) and using some Dirac algebra, one finds that the
integrand of (8.24) is finite at xˆ = 1.
From (8.23) and (8.24) we can easily project out the contributions to the individual
terms in the decomposition (5.4) of Φq(x, pT ). For the high-pT behavior of the unpolarized
distributions we obtain
f q1 (x, p
2
T ) =
αs
2π2
1
p2T
[
L(η−1)
2
f q1 (x)− CF f q1 (x) +
(
Pqq ⊗ f q1 + Pqg ⊗ f g1
)
(x)
]
, (8.26)
xf⊥q(x, p2T ) =
αs
2π2
1
2p2T
[
L(η−1)
2
f q1 (x) +
(
P ′qq ⊗ f q1 + P ′qg ⊗ f g1
)
(x)
]
, (8.27)
whereas for the polarized distributions we find
gq1L(x, p
2
T ) =
αs
2π2
1
p2T
[
L(η−1)
2
gq1(x)− CF gq1(x) +
(
∆Pqq ⊗ gq1 +∆Pqg ⊗ gg1
)
(x)
]
, (8.28)
xg⊥qL (x, p
2
T ) =
αs
2π2
1
2p2T
[
L(η−1)
2
gq1(x) +
(
∆P ′qq ⊗ gq1 +∆P ′qg ⊗ gg1
)
(x)
]
, (8.29)
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Figure 6: Diagrams for the calculation of the leading high-kT behavior of the quark-quark
fragmentation correlator ∆(z, kT ) in axial gauge A · v = 0.
and
hq1(x, p
2
T ) =
αs
2π2
1
p2T
[
L(η−1)
2
hq1(x)− CF hq1(x) +
(
δPqq ⊗ hq1
)
(x)
]
, (8.30)
xh⊥qT (x, p
2
T ) =
αs
2π2
1
2p2T
[
L(η−1)
2
hq1(x) +
(
δPqq ⊗ hq1
)
(x)
]
, (8.31)
xhqT (x, p
2
T ) = −xh⊥qT (x, p2T ) , (8.32)
where L(η−1) is defined as in (3.13). Here
δPqq(xˆ) = CF
[
2xˆ
(1− xˆ)+ +
3
2
δ(1 − xˆ)
]
(8.33)
is the leading-order DGLAP splitting function for the transversity distribution [69], and
the remaining splitting functions are given in (4.29) to (4.33). The chiral-odd quark distri-
butions in (8.30) to (8.32) receive no contribution from (8.24) because chirality is conserved
for the quark line in the graph of Fig. 5b.
The diagrams for the high-pT behavior of the antiquark correlation function Φ
q¯(x, pT )
are obtained from those in Fig. 5 by reversing the direction of the fermion lines. The
results have the form of (8.26) to (8.32), with identical splitting functions and with all
quark distributions replaced by antiquark distributions.
8.2 High-kT tails of fragmentation functions
The calculation of the high-transverse-momentum tails of quark fragmentation functions
proceeds in close analogy to the case of distribution functions. We nevertheless present the
essential steps in this subsection, so as to show that no problems occur when going from a
spacelike to a timelike situation.
The Feynman diagrams to be evaluated in A ·v = 0 gauge are drawn in Fig. 6. We first
consider the quark-to-quark contribution of Fig. 6a. The analog of the starting expression
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(8.1) now reads
∆q(z, kT )
∣∣∣
(6a)
=
4παs
(2π)3
CF
1
z
∫
dk+
∫
dl− δ
(
(k − l)2) θ(k− − l−)
× dµν(k − l; v) k/
k2
γµ
zˆ
z
∆q2
(z
zˆ
)
γν
k/
k2
∣∣∣∣∣
l+=0, lT=0T
, (8.34)
where k− = P−h /z and l
− = zˆk−. The factors 1/z and zˆ/z in (8.34) arise from the
definitions (5.9) and (5.21) of the fragmentation correlators. We perform the k+-integration
using
δ
(
(k − l)2) ∣∣∣
l+=0, lT=0T
=
1
2k−(1− zˆ) δ
(
k+ − k
2
T
2k−(1− zˆ)
)
(8.35)
and obtain
∆q(z, kT )
∣∣∣
(6a)
=
αs
(2π)2
CF
1
z2k4T
∫ 1
z
dzˆ
zˆ
(1− zˆ) dµν(k¯ − l¯; v) k¯/ γµ∆q2
(z
zˆ
)
γν k¯/ (8.36)
with
k¯ =
k2T
2k−(1− zˆ) n+ + k
−n− + kT , (8.37)
l¯ = zˆ k−n− . (8.38)
The virtuality of the fragmenting quark
k¯2 =
zˆk2T
1− zˆ (8.39)
is always timelike, in contrast to its counterpart p¯2 in the distribution correlator. For the
calculation of the fragmentation correlator, it is useful to write the gauge vector as
v = v+n+ − 2(P
−
h )
2 v+
ζh
n− (8.40)
with
ζh = −(2Ph ·v)
2
v2
= −2(P
−
h )
2 v+
v−
. (8.41)
In analogy to (8.10) and (8.11) we can then write
(k¯ − l¯) · v = (k¯ − l¯)−v+ − 2(k
−)2
z−2ζh
(k¯ − l¯)+v+ =
[
1− zˆ − ηh 1
1− zˆ
]
k−v+ , (8.42)
where we have introduced
ηh =
k2T
z−2ζh
= − k
2
T
2(k−)2
v−
v+
. (8.43)
Taking the limit k2T ≪ ζh and following similar steps as in the previous subsection, we
obtain
∆q(z, kT )
∣∣∣
(6a)
=
αs
2π2
CF
1
z2k2T
∫ 1
z
dzˆ
zˆ
{[
1
(1− zˆ)+ +
1
2
δ(1 − zˆ) ln 1
ηh
]
× (1− zˆ)
2
2k2T
dµν(k¯ − l¯;n+) k¯/ γµ∆q2
(z
zˆ
)
γν k¯/ − δ(1 − zˆ)∆q2
(z
zˆ
)}
(8.44)
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to leading order in 1/kT , where as in the case of distribution functions the result is restricted
to the twist-two and twist-three parts of the correlation function on the l.h.s. For the
quark-to-gluon contribution, the diagram of Fig. 6b gives
∆q(z, kT )
∣∣∣
(6b)
=
αs
(2π)2
CF
1
z2k4T
∫ 1
z
dzˆ
zˆ
(1− zˆ) ∆g,µν2
(z
zˆ
)
k¯/ γµ
(
k¯/− l¯/)γν k¯/ , (8.45)
where the twist-two part of the gluon fragmentation correlator is parameterized by just
one function,
∆g,µν2 (z) = −
z
2P−h
gµνT D
g
1(z) , (8.46)
because we consider an unpolarized hadron. With the parameterization (5.9) of ∆q(z, kT )
we obtain the high-kT behavior
Dq1(z, k
2
T ) =
αs
2π2
1
z2k2T
[
L(η−1h )
2
Dq1(z)− CFDq1(z) +
(
Dq1 ⊗ Pqq +Dg1 ⊗ Pgq
)
(z)
]
,
(8.47)
D⊥q(z, k2T )
z
=
αs
2π2
1
z2k2T
{
L(η−1h )
4
Dq1(z) +
∫ 1
z
dzˆ
zˆ
Dq1
(z
zˆ
)
CF
[
1
(1− zˆ)+ +
3
4
δ(1 − zˆ)
]
+
∫ 1
z
dzˆ
zˆ
Dg1
(z
zˆ
)
CF
2− zˆ
zˆ
}
(8.48)
from (8.44) and (8.45). For D˜⊥q this implies
D˜⊥q(z, k2T )
z
= − αs
2π2
1
2z2k2T
[
L(η−1h )
2
Dq1(z)− 2CFDq1(z) +
(
Dq1 ⊗ P ′qq +Dg1 ⊗ P ′gq
)
(z)
]
.
(8.49)
according to its definition (5.71). Analogous results with the same kernels are obtained for
the antiquark fragmentation functions Dq¯1, D
⊥q¯, and D˜⊥q¯.
8.3 Results for structure functions and their consequences
We are now ready to compute the behavior of the structure functions FUU,T , FLL, F
cosφh
UU ,
and F cosφhLL at intermediate transverse momentum. For FUU,T we start from the low-qT
result (5.53), with the convolution defined in (5.75). Using the expansion (5.77) we have
FUU,T =
∑
a
xe2a
[
fa1 (x, q
2
T )
Da1(z)
z2
+ fa1 (x)D
a
1(z, q
2
T ) + f
a
1 (x)
Da1(z)
z2
U(q2T )
]
(8.50)
for M ≪ qT ≪ Q. The high-transverse-momentum limits of fa1 (x, q2T ) and Da1(z, q2T ) are
respectively given in (8.26) and (8.47). For the corresponding limit of the soft factor one
obtains
U(q2T ) =
αsCF
π2
1
q2T
(8.51)
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from [24], as we show in appendix C. Given that 2P+P−h = zQ
2/x up to mass corrections,
the relations (8.9), (8.11) and (8.41), (8.43) imply√
ζζh =
zQ2
x
,
√
ηηh =
q2T
Q2
, (8.52)
where in the second equation we have set k2T and p
2
T equal to q
2
T , as appropriate for
evaluating (8.50). Putting the above results together, we obtain
FUU,T =
αs
2π2
1
z2q2T
∑
a
xe2a
×
{[
L(η−1)
2
fa1 (x)− CF fa1 (x) +
(
Pqq ⊗ fa1 + Pqg ⊗ f g1
)
(x)
]
Da1(z)
+ fa1 (x)
[
L(η−1h )
2
Da1(z)− CFDa1(z) +
(
Da1 ⊗ Pqq +Dg1 ⊗ Pgq
)
(z)
]
+ 2CF f
a
1 (x)D
a
1(z)
}
=
1
q2T
αs
2π2z2
∑
a
xe2a
[
fa1 (x)D
a
1(z)L
(
Q2
q2T
)
+ fa1 (x)
(
Da1 ⊗ Pqq +Dg1 ⊗ Pgq
)
(z)
+
(
Pqq ⊗ fa1 + Pqg ⊗ f g1
)
(x)Da1(z)
]
, (8.53)
which is identical with the result (4.23) of the high-qT calculation. The same agreement
has been found by Ji et al. [7], who used the low-qT factorization scheme specified in [26]
instead of the original Collins-Soper scheme [24]. Note that the terms with CF f
a
1 (x)D
a
1(z)
cancel among the different contributions in (8.53). By virtue of (8.52) the dependence on
the gauge parameters η and ηh also cancels, as it should. We remark that we obtain the
same final result if we take a timelike vector v instead of a spacelike one. Both η and ηh
are then negative, and L(η−1) and L(η−1h ) are replaced by L(−η−1) and L(−η−1h ), so that
they still add up to 2L(Q2/q2T ). For FLL we obtain a result analogous to (8.53), with the
parton distributions f1 replaced by g1 and the convolutions P ⊗f1 by ∆P ⊗g1. This result
exactly matches the expression (4.27) obtained in the high-qT calculation.
We now turn to the structure function F cosφhUU . According to (5.45) and (5.50) the
terms with h⊥1 and H
⊥
1 in the low-qT expression (5.55) are power suppressed compared to
the terms with f⊥ and D˜⊥ when qT ≫M . For intermediate qT we therefore have
F cos φhUU = −
2qT
Q
∑
a
xe2a
[
xf⊥a(x, q2T )
Da1(z)
z2
− fa1 (x)
D˜⊥a(z, q2T )
z
]
(8.54)
at leading power and leading order in αs. In this case there is no leading contribution
from the soft factor taken at large transverse momentum. Proceeding as we did in (5.78),
one finds that the leading term in the expansion of U(l2T ) around lT = −qT gives zero in
the convolution (5.55) because it does not depend on a direction in the transverse plane,
whereas the next terms in the expansion only give contributions that are power suppressed
compared to those in (8.54). We therefore obtain the same result (8.54) if we omit the
soft factor in the transverse-momentum convolution (5.75). Using the high-transverse-
momentum limits (8.27) and (8.49) of f⊥a(x, q2T ) and D˜
⊥a(z, q2T ), we get
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F cos φhUU = −
2qT
Q
αs
2π2
1
2z2q2T
∑
a
xe2a
×
{[
L(η−1)
2
fa1 (x) +
(
P ′qq ⊗ fa1 + P ′qg ⊗ f g1
)
(x)
]
Da1(z)
+ fa1 (x)
[
L(η−1h )
2
Da1(z)− 2CFDa1(z) +
(
Da1 ⊗ P ′qq +Dg1 ⊗ P ′gq
)
(z)
]}
= − 1
QqT
αs
2π2z2
∑
a
xe2a
[
fa1 (x)D
a
1(z)L
(
Q2
q2T
)
+ fa1 (x)
(
Da1 ⊗ P ′qq +Da1 ⊗ P ′gq
)
(z)
+
(
P ′qq ⊗ fa1 + P ′qg ⊗ f g1
)
(x)Da1(z)− 2CF fa1 (x)Da1(z)
]
, (8.55)
which is not identical to the high-qT result (4.25) because of the extra term 2CF f
a
1 (x)D
a
1(z)
in the brackets. The same situation is found for F cos φhLL , with f1 replaced by g1 and P
′⊗ f1
by ∆P ′ ⊗ g1
This disagreement has important consequences. Since the leading terms in the high-qT
and the low-qT calculation of F
cosφh
UU have the same power behavior for M ≪ qT ≪ Q,
their explicit expressions in that region must agree if both of them are calculated correctly.
This is clear, since both calculations give the same term of a double expansion in M/qT
and qT /Q, as given in (1.2) and (1.4). We have no reason to doubt the validity of the high-
qT result (4.25), which comes from a twist-two calculation in collinear factorization. The
same holds for the high-transverse-momentum behavior of the functions f⊥a(x, q2T ) and
D˜⊥a(z, q2T ) in (8.27) and (8.49). In contrast, the low-qT expression we used for F
cosφh
UU is a
twist-three result, for which no proof of factorization is available. To obtain the expression
in (8.54) we have assumed that the tree-level result (5.55) can be generalized by taking
over the convolution (5.75) established for the twist-two sector. The comparison of (8.55)
with (4.25) implies that this assumption is incorrect.
Based on our finding, one may speculate how a correct twist-three factorization formula
will look like if factorization can be established at that level. Simple modification of the
soft factor U(l2T ) can obviously not yield agreement with the high-qT result since this factor
does not appear in the limiting expression (8.54) for the reasons we explained above. The
situation would be different if the soft factor were dependent on the direction of lT , which
would require it to have a nontrivial structure in either Lorentz or Dirac space (through
factors lµT or l/T ). Such a dependence would go beyond the eikonal approximation for the
coupling of soft gluons to fast partons, which may be necessary at subleading order in
1/Q. We shall not pursue such speculations here. Clearly, the requirement to match the
high-qT result (4.25) for F
cosφh
UU at intermediate qT can be used as a consistency check for
any framework that extends Collins-Soper factorization to the twist-three sector.
It is instructive to note that the low- and high-qT results disagree by a term pro-
portional to fa1 (x)D
a
1(z), where neither the distribution nor the fragmentation function
appears in a convolution over longitudinal momentum fractions. In the calculations of the
previous subsections, such terms arise from configurations where a gluon has zero plus- or
minus-momentum. The correct treatment of this phase space region is nontrivial already
in proofs of factorization at the twist-two level [26,27], so that it is not too surprising that
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this is where problems occur in the naive extension to twist three which we have explored.
At this point we return to the issue of transverse-momentum-resummation for F cosφhUU ,
which we have briefly discussed in section 3.3. We can now understand why the splitting
functions P ′qq, P
′
qg, and P
′
gq in the high-qT result (4.25) are different from the usual DGLAP
kernels. Up to δ-function terms they describe the high-transverse-momentum behavior of
f⊥ and D˜⊥, rather than the one of the more familiar functions f1 and D1. A corresponding
remark applies to the cosφ asymmetry in Drell-Yan production investigated in [9]. If a low-
qT factorization formula for these observables can be established, it should also allow one
to adapt the original CSS procedure [1] for the resummation of large logarithms ln(Q2/q2T )
at next-to-leading logarithmic accuracy and beyond. From this point of view, resummation
for F cos 2φhUU and its analogs in Drell-Yan production or e
+e− annihilation appears rather
daunting since it would require a formulation of low-qT factorization at twist-four level,
extending the simple parton-model result in (6.15) and putting it on a rigorous footing.
9. Summary
The description of semi-inclusive deep inelastic scattering with measured transverse mo-
mentum qT involves two theoretical frameworks: at low qT one has a factorized representa-
tion in terms of transverse-momentum-dependent distribution and fragmentation functions,
whereas at high qT standard collinear factorization can be used. We have systematically
analyzed the relation between the two descriptions at intermediate transverse momentum
M ≪ qT ≪ Q, where both are applicable. Depending on the specific observable, the
leading terms in the two descriptions may or may not coincide.
Using dimensional analysis and Lorentz invariance, we have derived the general behav-
ior at high pT for all transverse momentum-dependent parton distributions of twist two or
three. The results, listed in Eqs. (5.44) to (5.48), involve the convolution of collinear parton
distributions with hard-scattering kernels, which in the simplest cases are closely related
to the well-known DGLAP splitting functions. We have computed these kernels at leading
order in αs for those cases where the collinear distributions are of leading twist, obtain-
ing the expressions (8.26) to (8.32). With these results and their analogs for transverse-
momentum-dependent fragmentation functions we could establish in Eqs. (5.79) to (5.94)
the power behavior for M ≪ qT ≪ Q of all SIDIS structure functions that appear in the
low-qT description at twist-two or twist-three accuracy, allowing for arbitrary polarization
of target and beam.
In the high-qT description at order αs one finds a considerable simplification when
taking the limit qT ≪ Q : the expressions of the structure functions then involve a convolu-
tion of either the distribution or the fragmentation functions with hard-scattering kernels,
whereas the other function is evaluated at the momentum fraction x or z fixed by the kine-
matics of the final state. For observables where the high-qT and low-qT calculations match,
these kernels can be identified with the ones describing the high-transverse-momentum be-
havior of the functions appearing in the low-qT description. In such a situation one can
use the procedure of Collins, Soper, and Sterman to resum large logarithms of Q2/q2T to
all orders in perturbation theory. A prerequisite for this is that the power behavior of
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the observable in the low- and high-qT calculations must match. We have compared the
corresponding powers for a wide range of observables, using our low-qT results (5.79) to
(5.94) and their counterparts (6.1) to (6.13) for those structure functions that have been
evaluated in the high-qT formulation. This comparison, compiled in table 2, is one of the
main results of our work.
When the two formulations give the same power law at intermediate qT for a given
observable, their explicit results must agree exactly because they describe the same term of
a double expansion in M/qT and qT /Q. This constitutes a nontrivial consistency check for
both the low- and high-qT calculations. Confirming earlier results in the literature, we have
verified that there is such an agreement for the unpolarized structure function FUU,T , as
well as for its analog FLL for longitudinal beam and target polarization. By contrast, the
structure function FUU,L for longitudinal photon polarization only appears at twist four in
the low-qT framework, where a complete result is not available. A simple calculation in the
parton model gives a power behavior which in the intermediate region matches the one of
the well-established high-qT result but fails to reproduce its exact form.
A more involved picture arises for azimuthal asymmetries, even in unpolarized scat-
tering. At low qT the structure function F
cos 2φh
UU is expressed in terms of the Boer-Mulders
function h⊥1 and the Collins fragmentation function H
⊥
1 , both of which are chiral-odd,
whereas the high-qT expression involves the usual unpolarized distribution and fragmen-
tation functions f1 and D1, which are chiral-even. The two results thus describe different
physical mechanisms, which is consistent with our finding that at intermediate qT they
have a different power behavior. In this region, the two results may hence be added. In
practice, some arbitrariness is involved in deciding what “intermediate” qT values are. We
have shown that the sum of the high-qT and the low-qT expressions gives a valid approxi-
mation for F cos 2φhUU also at large qT , where the low-qT result cannot be trusted but is power
suppressed compared with the high-qT expression. The latter, however, fails to vanish in
the limit qT → 0, as required by angular momentum conservation, and should hence not be
used at low qT . A more favorable observable in this respect is the cos 2φh asymmetry, i.e.,
the ratio of F cos 2φhUU and the φh independent part FUU,T + εFUU,L of the cross section. In
this case, the sum (6.26) of the expressions calculated for low and high qT gives a consistent
approximation for all transverse momenta, up to corrections of order M2/q2T and q
2
T/Q
2.
The result of a parton-model calculation at low qT , often referred to as Cahn effect, has the
same property for F cos 2φhUU as it has for FUU,L: its power behavior agrees with the high-qT
result in the intermediate region, but its explicit expression does not. The parton-model
result may hence only be regarded as a partial estimate for the full but unknown twist-four
correction to F cos 2φhUU at low qT .
The description of the structure function F cosφhUU is more problematic: at high qT it can
be evaluated in collinear factorization at twist-two level, but at low qT it requires a twist-
three calculation, for which transverse-momentum-dependent factorization at all orders in
αs has not been established. As a working hypothesis we have taken the well-established
result of a tree-level calculation at low qT and assumed that the soft factor which explicitly
appears in the factorization theorem for twist-two observables is also applicable at twist
three. This leads to an expression that for intermediate qT agrees with the high-qT result
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in its power behavior and in the form of the hard-scattering kernels, except for a term
proportional to f1(x)D1(z). We find this partial agreement encouraging, but it does show
that our candidate factorization formula at twist three is incorrect as it stands, and that
a proper analysis will have to devote special attention to gluons with vanishing plus- or
minus-momentum and to the precise form of soft factors. We emphasize that the correct
description of F cosφhUU at low qT is a prerequisite for applying the method of Collins, Soper,
and Sterman to resum large logarithms of Q2/q2T .
The structure function F
sin(φh−φS)
UT,T for a transversely polarized target presents a case
where the low-qT calculation is of twist two, whereas the high-qT description is at the twist-
three level. The explicit computations in [5–8] find exact agreement of the two descriptions
at intermediate qT and thus validate both frameworks. One may expect that the same is
true for F
sin(φh+φS)
UT , which at low qT is described in terms of the Collins effect.
Observables that are integrated over qT are at times preferable to differential ones from
an experimental point of view. We have shown that some of them have the added virtue of
admitting a relatively simple description at the theory level, both for the complexity of the
expressions and for the number of distribution and fragmentation functions on which they
depend. With the power-counting behavior listed in table 2 one can readily determine to
which region of qT a given integrated observable is primarily sensitive. The results for se-
lected observables are given in table 3. We find for instance that 〈〈F cos 2φhUU 〉〉 and 〈〈F sinφSUT 〉〉
receive leading contributions from both low and high qT . The integrated structure func-
tion 〈〈F cos φhUU 〉〉 is dominated by large qT , with contributions from the low-qT region being
suppressed byM/Q. Conversely, both 〈〈F sin(φh−φS)UT,T 〉〉 and 〈〈F sin(φh+φS)UT 〉〉 receive their dom-
inant contributions from low qT , whereas the high-qT domain is suppressed byM/Q. They
are hence sensitive to the Sivers function in the first case, and to the transversity distri-
bution and the Collins fragmentation function in the second. A suppression by M/Q may,
however, not be sufficient to simply neglect the corresponding contributions in an analysis
at experimentally achievable values of Q.
A theoretically cleaner access to the high-qT region is through observables that are
weighted with an appropriate power of qT /M . We find in particular that 〈〈(qT /M)F cosφhUU 〉〉,
〈〈(qT /M)2F cos 2φhUU 〉〉, and 〈〈(qT /M)2F sinφSUT 〉〉 can be evaluated from the high-qT results
alone, up to corrections of order M2/Q2, and that at the same accuracy one can extend
the integration down to qT = 0. This leads to simple expressions, similar to the one for the
integrated longitudinal structure function 〈〈FUU,L 〉〉. The observables 〈〈(qT /M)F cos φhUU 〉〉
and 〈〈(qT /M)2F cos 2φhUU 〉〉 are sensitive to the twist-two functions f1 and D1 and may for
instance be useful for separating the contributions from different quark flavors, serving as
complements to 〈〈FUU,T 〉〉. In contrast, 〈〈(qT /M)2F sinφSUT 〉〉 is sensitive to distribution and
fragmentation functions of twist three.
The weighted structure functions 〈〈(qT /M)F sin(φh−φS)UT,T 〉〉 and 〈〈(qT /M)F sin(φh+φS)UT 〉〉
play a special role in this context. They receive leading-power contributions from both low
and high qT and, as already pointed out in [12], lead to a deconvolution of the transverse-
momentum integrals in the low-qT result. We argued that they should permit a description
in terms of collinear functions of twist two and three, defined in the standard MS scheme.
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In this description, the low-qT expression gives the Born-level result, whereas the high-qT
calculation of [8, 43, 44] gives part of the αs corrections. If completed, such a description
would provide a full NLO result in αs and be an extension to twist-three level of the stan-
dard NLO calculation for 〈〈FUU,T 〉〉 within collinear factorization at twist-two accuracy.
The leading-order expressions (7.9) and (7.10) for the weighted structure functions are
analogs of the familiar tree-level formula 〈〈FUU,T 〉〉 =
∑
a xe
2
a f
a
1 (x)D
a
1(z). These expres-
sions receive corrections from the high-qT region which are of leading power but suppressed
by αs.
Let us finally remark that the results we have discussed here carry over to the analo-
gous observables in the Drell-Yan process and in e+e− annihilation. The SIDIS structure
functions F cosφhUU and F
cos 2φh
UU correspond for instance to the cosφ and cos 2φ asymmetries
in the angular distribution of the lepton pair in unpolarized Drell-Yan production, which
have been measured [70] and given rise to several theoretical investigations, see e.g. the
references in [9]. Furthermore, F cos 2φhUU corresponds to a cos 2φ asymmetry for two-pion
production in e+e− annihilation, which has been measured by BELLE [71] and provides
the possibility for an independent determination of the Collins fragmentation function [72].
For a reliable extraction, our discussion of matching low- and high-transverse-momentum
contributions should be of relevance.
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A. Distribution functions at high pT : Feynman versus axial gauge
Our calculation in section 8.1 is done in axial gauge A · v = 0. Let us see how the same
calculation proceeds in Feynman gauge. In this case one must explicitly take into account
the gauge link U in the definition (5.3) of the correlation function Φ(x, pT ), which consists
of sections pointing along v and a transverse section at infinity. The detailed path of the
gauge link reflects important physics, as shown for instance in [13,47–50,54].
Let us consider the correlation function Φ[+](x, pT ) relevant for SIDIS, whose gauge
link U+ is closed at a− = +∞. To evaluate the quark-to-quark contribution to the high-
pT behavior of Φ(x, pT ) at leading order in 1/pT , one has to take into account the four
diagrams shown in Fig. 7. The graphs with eikonal lines are due to gluons coupling to the
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Figure 7: Diagrams for the calculation of the leading high-pT behavior of the quark-quark
correlator Φ(x, pT ) in Feynman gauge.
gauge link in the operator ψ¯j(0)U(0,ξ) ψi(ξ). The corresponding Feynman rules read [24,55]
a, µ
= ig tavµ ,
l
=
i
l · v + iǫ , (A.1)
where the sign of iǫ for the eikonal line corresponds to a gauge link pointing to a− = +∞
if one takes v− > 0. In cut diagrams one must take the conjugate of these expressions for
vertices and propagators on the right of the final-state cut (indicated by the dashed lines
in Fig. 7).
After performing the integration over p− using the δ function in (8.3), we have for the
respective diagrams
Φ[+]q(x, pT )
∣∣∣
(7a)
= − αs
(2π)2
CF
∫
dxˆ
xˆ(1− xˆ) g
µν p¯/
p¯2
γν Φ
q
2
(x
xˆ
)
γµ
p¯/
p¯2
, (A.2)
Φ[+]q(x, pT )
∣∣∣
(7b)
= − αs
(2π)2
CF
∫
dxˆ
xˆ(1− xˆ)
p¯/
p¯2
v/Φq2
(x
xˆ
) 1
(l¯ − p¯) ·v − iǫ , (A.3)
Φ[+]q(x, pT )
∣∣∣
(7c)
= − αs
(2π)2
CF
∫
dxˆ
xˆ(1− xˆ)
1
(l¯ − p¯) ·v + iǫ Φ
q
2
(x
xˆ
)
v/
p¯/
p¯2
, (A.4)
Φ[+]q(x, pT )
∣∣∣
(7d)
= − αs
(2π)2
CF
∫
dxˆ
xˆ(1− xˆ) Φ
q
2
(x
xˆ
) v2[
(l¯ − p¯) ·v + iǫ][(l¯ − p¯) ·v − iǫ] (A.5)
with p¯ and l¯ given in (8.5) and (8.6). Since p¯2 is always spacelike according to (8.7), we
have omitted the iǫ in the quark propagators.
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In the calculation using axial gauge only the first of the four diagrams contributes, but
instead of gµν in (A.2) we then have to take
−dµν(l¯ − p¯; v) = gµν − (l¯ − p¯)
µvν + (l¯ − p¯)ν vµ
(l¯ − p¯) ·v +
(l¯ − p¯)µ (l¯ − p¯)ν
[(l¯ − p¯) ·v ]2 v
2 . (A.6)
Each term in (A.6) corresponds to one of the four diagrams in the Feynman gauge calcu-
lation. The correspondence between the first term and diagram 7a in Feynman gauge is
trivial. To establish the correspondence between the second term and diagram 7b we use
that
v/Φq2 ( l¯/− p¯/)
p¯/
p¯2
= v/Φq2 l¯/
p¯/
p¯2
− v/Φq2 = − v/Φq2 , (A.7)
where in the second step we have used that the twist-two part of the collinear quark correla-
tor satisfies Φq2 l¯/ = Φ
q
2 n/+ l
+ = 0. In an analogous way one establishes the correspondence
between the last two terms in (A.6) with the respective contributions of diagrams 7c and
7d in Feynman gauge.
A mismatch between the expressions in (A.3) to (A.5) and the calculation in axial gauge
is, however, the different treatment of the singularities at (l¯− p¯)·v = 0. The principal value
prescription we employed when using the spacelike axial gauge of the original Collins-
Soper paper [24] differs from the iǫ prescription for the different terms in the Feynman
gauge calculation, which arises from the structure of the Wilson line U+ in the correlation
function. We note that the integral in (A.5) is actually not well defined as it stands,
since the double pole at (l¯ − p¯) · v = 0 is pinched. The contribution from such unphysical
poles must be absent in the physical cross section and should hence cancel between the
distribution function, the fragmentation function, and the soft factor in the factorization
formula (3.22). How to implement this by regulating the individual factors has so far not
been addressed in the literature. It is also currently unknown if and how the principal-
value prescription in axial gauge can be implemented in terms of Wilson lines for Feynman
gauge. The discussion in [47] is for a light-cone rather than an axial gauge and hence does
not contain the problematic term (A.5).
We remark that corresponding problems did not appear in the Feynman gauge calcu-
lation of Ji et al. [26], where the vector v was chosen to be timelike. If we do the same in
our context, then the calculations in Feynman and axial gauge exactly coincide. This is
because (l¯− p¯) ·v remains positive in (A.3) to (A.5) according to (8.10), so that the singu-
larity at (l¯− p¯) ·v = 0 is not reached in the loop integral. As a consequence, the particular
regularization of the axial-gauge propagator does not influence our results of section 8 if
we take v timelike. Likewise, there is then no contribution from transverse segments of the
gauge link at infinity, which involve a δ function in (l¯− p¯)·v. This is not implausible, since
the distribution functions considered in section 8 are T -even and must in particular be the
same for the gauge links U+ and U−.
B. Integrated distribution functions and transverse-momentum cutoff
In this appendix we derive Eq. (5.17), which relates two different ways of regularizing the
integral over the transverse-momentum-dependent distribution f1(x, p
2
T ). More precisely
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we show that with µ = b0/b one has∫
d2p eib·p f(p2) = π
∫ ∞
0
dp2J0(bp) f(p
2) = π
∫ µ2
0
dp2 f(p2) +O(b2λ2) (B.1)
for any function that can be expanded as
f(p2) =
c2
p2
+
c4
p4
+
c6
p6
+ . . . (B.2)
for p > λ, where c2, c4, c6, etc. are constants. The intermediate scale λ can be taken just
large enough for (B.2) to be valid, since corrections going for instance like M/λ do not
appear. The power corrections in (B.1) are understood as up to logarithms in b2λ2. For
ease of notation we have written p = |p| and omitted the subscript T .
To establish (B.1) we split the integrals into the regions p < λ and p > λ. In the first
region we can write ∫ λ2
0
dp2J0(bp) f(p
2) =
∫ λ2
0
dp2f(p2) +O(b2λ2) , (B.3)
using that the Bessel function admits a Taylor expansion J0(x) = 1 − 14x2 + . . . in even
powers of x. In the region p > λ we make use of the expansion (B.2). Focusing first on the
1/p2 term, we write∫ ∞
λ2
dp2
p2
J0(bp) = 2
∫ ∞
bλ
dx
x
J0(x) = −2 ln(bλ)J0(bλ) + 2
∫ ∞
bλ
dx lnxJ1(x) , (B.4)
where in the second step we have integrated by parts. We now use that
∫∞
0 dx lnxJ1(x) =
ln 2 − γE and
∫ y
0 dx lnxJ1(x) ∼ y2 for y → 0, where the latter relation holds because
J1(x) ∼ x for x→ 0. Recalling that b0 = 2e−γE we obtain∫ ∞
λ2
dp2
p2
J0(bp) = 2
[
ln(2e−γE )− ln(bλ)]+O(b2λ2) = ∫ µ2
λ2
dp2
p2
+O(b2λ2) . (B.5)
For the 1/p4 term in (B.2) we use again integration by parts to write∫ ∞
λ2
dp2
p4
J0(bp) = 2b
2
∫ ∞
bλ
dx
x3
J0(x) =
J0(bλ)
λ2
− b2
∫ ∞
bλ
dx
x2
J1(x) . (B.6)
Since the integrand in the last term behaves like 1/x for x→ 0, we have∫ ∞
λ2
dp2
p4
J0(bp) =
1
λ2
+O(b2λ2) = ∫ µ2
λ2
dp2
p4
+O(b2λ2) . (B.7)
A similar argument can be given for terms going like 1/p2n with n > 2, which completes
the proof of (B.1).
As an illustration of our result let us consider the simple form f(p2) = 1/(p2 + λ2).
The relevant integrals then are∫ ∞
0
dp2
p2 + λ2
J0(bλ) = 2K0(bλ) ,
∫ µ2
0
dp2
p2 + λ2
= ln
(
1 +
µ2
λ2
)
. (B.8)
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With the behavior K0(x) = − lnx+ln b0+O(x2) of the modified Bessel function at small x
one readily finds that the relation (B.1) is satisfied.
As we have seen in section 8.1, a logarithmic factor ln(ζ/p2) appears in the explicit
calculation for the high-pT behavior of distribution functions at order αs. One can easily
repeat the above arguments for the case where the 1/p2 term in (B.2) is multiplied by
ln p2 and the subleading terms by some power of ln p2. Using that
∫∞
0 dx(lnx)
2J1(x) =
(ln 2− γE)2 one finds that (B.1) holds without modification also in this case.
C. One-loop expression of the soft factor
In this appendix we show how to obtain the momentum-space expression (8.51) of the
soft factor in the Collins-Soper factorization formula [24]. The corresponding expression in
b-space is given in Eq. (7.22) of [24]. With our definition (3.7) we obtain U(l2T ) from this
by setting ε = 0 and omitting
∫
d2lT e
ib·lT . The result is
U(l2T ) = −4CF αs
∫
dl+dl−
(2π)2
δ(l2) θ(l+)
l+l−
d+−(l; v)
= 4CF αs
∫
dl+dl−
(2π)2
δ
(
2l+l− − l2T
)
θ(l+)
v2
(l ·v)2
=
CF αs
π2
PV
∫ ∞
0
dl+
4l+v−/v+[
2(l+)2 v−/v+ + l2T
]2 = CF αsπ2 1l2T , (C.1)
where on the last line we have indicated that for a spacelike gauge vector we need the
principal value prescription to regulate the integral, given that v−/v+ < 0. In accordance
with our footnote on page 8, the result of the integration is independent of v. Fourier
transforming the result (C.1) to b-space in 2− ε transverse dimensions, we obtain
CF αs
π2
µε
∫
d2−ε lT
(2π)−ε
eilT ·b
1
l2T
= − CF αs
π
[
ln
(
µ2b2π eγ
)
+
2
ε
]
(C.2)
in agreement with Eq. (7.23) in [24].
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