Abstract. We study a problem of singular perturbations for a special class of nonlinear filtering problems in which the dimension of the signal process is 2 and only one of the two components of this process is observed. We propose an approximate filter of finite dimension for the observed part. Using this filter, we construct an approximate filter of infinite dimension for the nonobserved part. This filter solves a Zakai-type equation whose spatial variable dimension is 1 even though the spatial variable dimension of the Zakai equation solved by the exact filter is 2. The method used gives the order of the approximation error.
Introduction. This paper considers an asymptotic problem in nonlinear filtering when the signal observes only one component of X. In recent years, nonlinear filtering with high signal-to-noise ratio has been studied in numerous publications, some of whose fundamental results we will now recall before presenting our work.
Consider the following filtering problem:
where X t is a nonobserved vectorial process and Y t is the observation. The filtering problem consists of computing the best approximation of the law of X t using the observation of Y up to instant t: it is the conditional law of X t given Y t = σ{Y s , 0 ≤ s ≤ t}. In the nonlinear case, the solution of this problem has infinite dimension. Indeed, the unnormalized conditional law of X t given Y t satisfies a parabolic partial differential equation (PDE) called Zakai's equation (see Zakai [16] or Pardoux [5] , [6] ). As is often the case in practice, we will suppose throughout our work that ε is small. We are therefore dealing with the case of high signal-to-noise ratio.
We will often use the notationX t
Filtering with high signal-to-noise ratio.
Case where h is one to one. When ε = 0, dY t = h(X t )dt, and if h is one to one, X is perfectly observed. We expect that X t is "almost Y t -measurable" when ε is small in the sense that (X t − E[X t /Y t ]) is small in the L p -norm. In fact, suppose X t − X t = O(ε k ) (we will define the meaning of O(ε k ) rigorously in Definition 1.2). For any function ϕ smooth enough, we have ϕ(X t ) = ϕ(X t ) + ϕ ′ (X t )(X t −X t ) + 1 2 ϕ ′′ (ξ t )(X t −X t ) 2 with ξ t ∈ [X t ,X t ]. Taking the conditional expectation of this expression, we get E[ϕ(X t )/Y t ] = ϕ(X t ) + O(ε 2k ). (2) In this case we see that if we have a good approximation ofX t , we also get a good estimation of the whole conditional law since it is "concentrated" aroundX t and the filtering problem is considerably simplified as there is no need to compute the whole conditional law of X t given Y t (i.e., E[ϕ(X t )/Y t ] with ϕ varying in a large class of functions) but merely an approximation ofX t . We will therefore try to find an approximate filter forX t . There is an extensive literature on the existence of approximate filters of finite dimension in the case of a high signal-to-noise ratio, and the list of articles referenced in this paper is far from exhaustive. We have mostly used the following papers by Picard: [7] , [8] , [9] , [10] .
An approximate filter is a Y t -measurable process here denoted by M t , defined by a finite number of equations. We will use only first-order filters here, but it is possible to define second-order filters like the extended Kalman filter, which uses an approximation of the conditional variance E[(X t −X t ) 2 /Y t ], or third-order filters [12] . For example, under sufficient assumptions, the process M t defined below is an approximate filter of the process X t defined in (1):
and we get the following result:
This estimation is easily established (we will give the proof for a particular case in the proof of Lemma 1.3), and we deduce immediately that
which can be improved to getX
This new estimation is much more difficult to establish than the previous one: it will require techniques of time reversal of diffusion processes (Picard [7] ), techniques of derivation with respect to the initial condition or derivation in the Wiener space (Picard [9] ), or fine techniques of PDEs (Bensoussan [1] ). (In some particular cases, such as the semilinear case, or for higher-order filters, we get estimations of order ε 3 2 or even of order ε 2 (Picard [7] , [10] )). For regular ϕ functions we can then, using (2), estimate E[ϕ(X t )/Y t ] by ϕ(M t ) and the error is of order ε.
Case where h is not one to one. The function h can be locally, but not globally, one to one. In this work we will consider the case where h is not one to one because it observes only some of the components of X. As expected, the components of X which are nonobserved are not Y t -measurable when ε = 0. We distinguish two different cases.
1) The case where the conditional variance of any component of X converges to 0 with ε. Therefore, there exist approximate filters for X. The process X is said to be observable.
2) The case where X is not perfectly observed when ε = 0. In this case, we can construct approximate filters for the observed components of X, but no approximate filter can exist for the other components.
Zeitouni and Dembo [17] give cases of observability of the system. Picard [11] shows that the detectability of the system is a sufficient criterion for the conditional variance to converge to 0 with ε. Except for the linear detectable case where the terms of the conditional variance matrix can be estimated (the variance satisfies a Riccati equation; see [6] ), it seems that the only method to prove the convergence of the variance to 0 with ε is to construct an approximate filter for X. In [15] using a formal asymptotic development for the conditional law, Yaesh, Bobrovsky, and Schuss give detectability criteria when the dimension of X is 2 and when Y , whose dimension is 1, observes only a component of X. Approximate filters are given for the observed part of X.
In the case 2) (we can suppose without restriction that X 1 is the observed part of X, and X 2 the nonobserved one), Takeuchi and Akashi [14] , using a theorem of martingale convergence, prove that E[ϕ(X t )/Y t ] converges in probability to
) when ε converges to 0. Sachs [13] obtains the same result in the linear case. In particular,
When ε = 0, X 1 is perfectly observed and the conditional law of X 2 given X 1 t satisfies the associated Zakai equation. This equation is a parabolic PDE whose partial variable dimension is the dimension of X 2 . As seen above, approximate filters of finite dimension do not exist for X 2 , but we can expect that there exists an approximate filter which satisfies a Zakai-type equation whose spatial variable has dimension smaller than that of the exact Zakai equation satisfied by E[ϕ(X t )/Y t ]. The advantage of this filter is that the numerical computations of the Zakai equation are easier.
In this work, we give such an approximate filter for X 2 in the case dim(
To define it, we use an approximate filter of finite dimension for X 1 . The idea is to replace This paper is organized as follows: in section 1, we give the assumptions and we define the approximate filter for X 1 as well as the approximate filter for X 2 and the Zakai-type equation it satisfies. In section 2, we give an expression for the difference between the exact and the approximate filters as a function of (X 1 − M ). In section 3, we recall results about the rate of convergence of M . We deduce the order of the rate of convergence of our problem.
1. Approximate filters definitions.
1.1. Assumptions. Let (Ω, F, (F t ) t≥0 , P ) be a filtered probability space. All the filtrations we are using here are completed and right-continuous. If (X t ) t≥0 is a process, we call X t its natural completed filtration X t = σ(X s , 0 ≤ s ≤ t).
We consider the filtering problem:
where X 1 , X 2 , and Y are scalar. We note that the observation-function h only depends on X 1 . 
Assumptions
We suppose that g and its derivatives are bounded. (This is true if, for example, the support of f 1 relative to x 1 is compact.) H.6. h is C 2 b and there exists 0 < α < δ such that ∀x ∈ R, 0 < α < h ′ (x) < δ.
1.
2. An approximate filter for X 1 . We define a new process (M t , 0 ≤ t < ∞) which is an approximate filter for
Remark 1.1. The filtrations Y t and M t are equal ∀t ≥ 0. We will use the two notations interchangeably.
We will see that (
This is why we give the following definition. Definition 1.2. Let Z t be an adapted process defined on Ω. Let us suppose that Z depends on ε. We say that Z is of order ε k (and note that Z t = O(ε k )) if there exist ε 0 > 0 and r ∈ R (r could be negative) such that ∀t 0 > 0 and 1 ≤ q < ∞, ∃C > 0 such that for all ε < ε 0 ,
Let us denote by p the norm of L p (Ω, F, P ). Likewise we will say that Z t is of order ε k under the probabilityP (introduced at (10)) if (9) is true for
We will see later that M is an approximate filter of order ε for X 1 . For the moment, we only use the following result, whose proof is easier. Lemma 1.3. Under the probability P we have the following two assertions:
Proof. The conditional expectation is an L p -contraction, so i) implies ii). Using assumption H.6, i) is equivalent to h(X
Again using H.6 (h ′ (x) > α), the first term is of order e − c ε for t ≥ t 0 , the second is of order ε, and the last is of order √ ε.
Remark 1.4. We will need later the fact that X 1 0 is deterministic. In the last equation, we see that we do not need the assumption M 0 = X 1 0 to establish Lemma 1.3. The error at time t = 0 disappears because of the exponential function. The filter therefore has a "short memory."
We can define a new probabilityP on F t by dP dP (11) and apply Itô's formula to the process g(X 1 t , X 2 t ), Γ t can be rewritten in the following way:
Under this new expression of Γ we see that we can "freeze"
The assumptions on f 1 will make Γ t bounded in the L p norm. We deduce that the order of a process (in the sense of Definition 1.2) is the same under the two probabilities P andP . Lemma 1.5. Under the assumptions of the Introduction, for a fixed
Proof. We use H.4 and H.5 to show that the first exponential below is bounded for all x ∈ C([0, T ]):
c(p, T ) does not depend on the function x. The last term is an exponential martingale whose expectation is equal to 1. Lemma 1.6. Let (Z t ) t≤0 be a process defined on Ω, T > 0. The following two properties are equivalent:
Proof of Lemma 1.6. We use Lemma 1.5:
for t large enough. Remark 1.7. The results of Lemma 1.3 are true under the probabilityP . From now on, when we say that a process is of order ε k , we mean under both P andP .
1.4. An approximate filter for X 2 .
1.4.1. Definition. Let us consider the filtering problem (7) at the limit case ε = 0. Because h is one to one relative to X 1 , X 1 is perfectly observed and (7) is reduced to the filtering problem when X 1 is the observation and X 2 the nonobserved process. The last change of probability now becomes natural because we need to work under the probability which makes the observation (X 1 if ε = 0) a Brownian motion. Under the classical filtering results (see [16] and [6] 
To give a heuristic explanation about the method we use to construct the approximate filter µ t (ϕ) for E[ϕ(X t )/Y t ] to be close. This leads us to replace (12), we see from (14) thatΓ t = Γ t (M t ). Let ϕ be a function from R to R and
We will show that µ t (ϕ) is an approximate filter for E[ϕ(X 1.4.2. Equation satisfied by the filter µ t . When ϕ is twice-differentiable, the process µ t (ϕ) satisfies the Kushner-Stratonovitch-type equation, as in the following proposition.
where L is as defined in (13) . Remark 1.9. As mentioned in the Introduction, this equation no longer depends on X 1 , although the Kushner-Stratonovitch equation for the exact filter
Proof. We first derive the associated Zakai-type equation using the two following lemmas. 
We take the conditional expectationẼ[. . . /Y t ] of this equation. We use the result (see, for example, [6, Lemma 2.2.4]) to pass the conditional expectation through the integral. We obtain -Ẽ[ 
and Y t . Using the independence of these two filtrations underP , the properties of the conditional expectation allow us to writẽ
is justified by (14) .
To show Proposition 1.8, we only need to normalize the above process as is done for the exact Kushner-Stratonovitch equation (see [6, Theorem 2.3.7] ), and we get (21).
µ t (ϕ)
Then, ∀ϕ ∈ C 2 (R), we have
Proof. We will use the Kallianpur-Striebel formula [6] :
The first term of this expression is bounded by the Cauchy-Schwarz inequality:
Indeed, the last equality is true because of the Jensen inequality applied to the convex function x → (
and the last expression does not depend on ε.
Remarking thatẼ
we obtain in the same way the order of the second term of (23). The proof is now complete.
In order to compute the rate of convergence of
we have the estimation
Proof. We use assumption H.4, Gronwall's lemma, and Lemma 1.3. This first estimation shows thatX 2 t converges to X 2 t when ε converges to 0. But we will see that if we condition by Y t , the rate of convergence will be better.
Let us define the following directional derivative by
We have an exact formula for Z 2 t (x, y), given in Lemma 2.3. Lemma 2.3.
Proof. As there is no λ in the stochastic integral, the computations are easy:
We have
and the result follows. Using Lemma 1.3 and the exact formula for Z 2 t , we can deduce the following corollary.
Corollary 2.4. Let T > 0. Then, ∀t ≤ T and λ ∈ [0, 1], we have
To make the computations simpler, let us note that
For x, y ∈ C([0, T ], R) and λ ∈ [0, 1], let us note that ρ t (λ) = X 2 t (y + λ(x − y)); the difference X 2 t (x) − X 2 t (y) can be written as
Proof. Let x, y be two functions of C([0, T ], R) and let us denote γ t (l)
t (x + ly, y). Rolle's theorem (or the Taylor-Lagrange theorem) gives Lemma 2.6. Let T > 0. Then, ∀t ≤ T , we have
Proof.
Using Lemma 1.3, we see thatẼ[X
We will later improve this estimation and see that the rate of convergence is of order ε.
Order ofẼ[Γ
. Γ t (x) depends on x directly and via X 2 t (see (14) ). One can, however, write
We need to differentiate Γ t (y + λ(x − y)) with respect to λ. We have already noticed the differentiability of X 2 t . The problem will come from the stochastic integral, but using the Kunita method we can show the following result. with respect to λ exists and is given by
This result is proposed in an exercise in Kunita ([3, exercise 3.1.5]) and is proved in our specific case in Gégout-Petit [2, Part I, Appendix]. We don't give the proof here.
Then
We obtain
Lemma 2.9. Let us note that
For λ ∈ [0, 1] the following equality holds:
Thanks to Rolle's theorem, there exists
Remark 2.10. Thanks to (33) and Lemma 1.5 we can claim that for a fixed T > 0, ∀p ∈ R, there exists c(p) such that ∀t ≤ T and ∀x ∈ C([0, T ]),
We now use (29), (31), Lemma 2.9, and (34) in the case x = X 1 and y = M to write Γ t −Γ t in the following way:
We now take the Y t -conditional expectation of this formula and then propose to show that all the terms ofẼ[
is small with ε (Lemma 1.3). Without assumption H.2 and equation (8), the first term need not be small. We group the terms of order ε, using the following estimations.
Lemma 2.11. Fix T < ∞. ∀t < T, ∀λ ∈ [0, 1], we have
Sketch of the proof. We use the following results:
By the same method we get
Proposition 2.12. For a fixed T > 0 and ∀t ≤ T we havẽ
Corollary 2.13.Ẽ
For a fixed T > 0 and ∀t ≤ T , we have the following expression for the difference between the two filters:
Proof. By the method used in the previous section, we write
with σ defined by (30):
If we proceed as in the previous sections, we get the required result.
All the terms of the difference in Proposition 2.14 are clearly of order √ ε. In order to give a finer estimation of the rate of convergence we now recall other results about filtering. 
Rate of convergence of
The two terms can then be represented bỹ
where Φ t looks like Γ t (M ). In other words, Φ t is a function of the paths of M and
The function Ψ is F s -measurable and bounded.
Let us first study the convergence ofẼ[
. It seems that the order √ ε cannot be improved.
1
Nevertheless, when we integrate X 1 − M from 0 to t, we get a term of order ε. We obtainẼ
We will not show this result but a stronger one because of Φ and Ψ, which appear in term 2.
Proposition 3.6. For all 0 ≤ t ≤ T , we havẽ
The first square root is bounded.
Let us assume for a moment the following proposition. 1 This conjecture is due to J. Picard (private communication) and is based on the following considerations (the first one is proved and the last two are heuristic).
1) The order of
2) The information given by the future after s is not better than that given by the past, so as in 1) we have 
By assumption H.6 and Lemma 1.3, we have
The proof of Lemma 1.3 shows that the estimation is good for all s ≥ 0. Taking the conditional expectation given Y s underP in equation (53), we also havẽ
By Proposition 3.3 and assumption H.6, we haveẼ[
We have seen (Proposition 3.3) that the expectation of |h(
p is not bounded by Cε p for s ≥ 0 but only for s ≥ √ ε. For s ≤ √ ε, it is bounded by C( √ ε) p . We integrate an error √ ε during a time √ ε. We thus get an error of order ε. By (54) and (55) we have
We have used the assumptions on F s and the fact that
In filtering theory, the process
ds is called the innovation process, and under the probability P , ( It ε ) 0≤t≤T is a Y t -Wiener process (Pardoux [6] ). Again using the fact that Y ∨ X 1 and V 2 are independent underP , we get without difficulty the following proposition.
is a stochastic integral. We can therefore use the Burkholder-Davis-Gundy inequalities:
The result follows. Remark 3.9. In the study of (39) the conditioning by Y t is indispensable in obtaining the order ε. For (40) and (42), it is not necessary.
Estimation of term (41). Again using L (u,s) = L (0,s) (L (u,s) ) −1 , we can write (41) as
Φ is bounded in L p , and Ψ and ψ are bounded. This term is also of order ε. We use the same techniques as for the computation of terms (40) .
The first square root is bounded and, using Proposition 3.7, the second one is bounded by Cε p . 
