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Abstract. Data mining techniques allow users to discover novelty in
huge amounts of data. Frequent pattern methods have proved to be eﬃ-
cient, but the extracted patterns are often too numerous and thus diﬃ-
cult to analyse by end-users. In this paper, we focus on sequential pattern
mining and propose a new visualization system, which aims at helping
end-users to analyse extracted knowledge and to highlight the novelty ac-
cording to referenced biological document databases. Our system is based
on two visualization techniques: Clouds and solar systems. We show that
these techniques are very helpful for identifying associations and hierar-
chical relationships between patterns among related documents. Sequen-
tial patterns extracted from gene data using our system were successfully
evaluated by two biology laboratories working on Alzheimers disease and
cancer.
1 Introduction
DNA microarrays have been successfully used for many applications (diagnosis
and characterisation of physiological states). They allow researchers to compare
gene expression in diﬀerent tissues, cells, or conditions and provide some infor-
mation on the relative expression levels of thousands of genes that are compared
in a few samples, usually less than a hundred (e.g., Aﬀymetrix U-133 plus 2.0
microarrays measure 54,675 values). Nevertheless, due to the huge amount of
data available, the way to process and interpret them in order to make biomedi-
cal sense of them remains a challenge. Data mining techniques, such as [1], have
played a key role in discovering previously unknown information and shown that
they could be very useful to biologists to identify subsets of microarray data,
which could be relevant for further analysis.
However, the number of results is usually so huge that they cannot easily be
analysed by the experts concerned. In [2], the authors propose a general process,
called GeneMining, based on the DBSAP algorithm for extracting sequential
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patterns from DNA microarrays. They obtained patterns of correlated genes
ordered according to their level of expression. Although this method is useful,
the way to select relevant patterns remains ineﬃcient. For instance, depending
on the values of parameters, they extract between 1,000 and 100,000 patterns
that are not easy to interpret. Thus, the main aim of this work is to propose
new visualization techniques to help biologists to navigate through the patterns.
Biologists are also faced with the problem of locating relevant publications about
the genes involved in the patterns. Even if some tools are now available to
automatically extract information from microarray data (e.g., [3]), there are
still no user-friendly literature search tools available for analysing patterns.
In this paper, we present an eﬃcient tool to help biologists focus on new knowl-
edge by navigating through large numbers of sequential patterns (i.e., sequences
of ordered genes). Our contribution is twofold. First, we adapt two diﬀerent
techniques (i.e., point clouds and solar systems) to deal with data organized
as a sequence and to produce an eﬀective solution to the problem mentioned
above. Second, using our system, the biologist can now be automatically pro-
vided with relevant documents extracted from the PubMed repository. Although
the methods described in this paper mainly focus on sequences extracted from
DNA arrays, they could easily be adapted to any other kind of sequential data.
The paper is organized as follows. In Section 2, we present the data we are
working with and give an overview of related work. In Section 3, we describe our
proposal and the associated tool. The evaluation of our systems are discussed in
Sections 4 and 5. Section 6 concludes.
2 Preliminaries
In the framework of the PEPS-ST2I Gene Mining project1, we mined real data
produced by the analysis of DNA microarrays (Aﬀymetrix DNA U133 plus 2.0)
to study Alzheimer’s disease (AD) using the DBSAP algorithm [4]. This dataset
was used to discover classiﬁcation tools to distinguish between two classes (AD
animals and healthy animals). In [4], the authors proposed to extract patterns
of correlated genes ordered according to their level of expression. An example of
pattern is < (MRV I1)(PGAP1, GSK3B) > meaning that “the level of expres-
sion of gene MRV I1 is lower than that of genes PGAP1 and GSK3B, whose
levels are very similar”.
Although this method was interesting since they proved that sequential pat-
terns could be very useful for biologists, the way of selecting relevant patterns
remained a challenge. Actually, depending on the values of parameters, 1,000 to
100,000 patterns could be extracted and were consequently not easy to interpret.
Biologists still needed a visualization tool to enable them to navigate through
the huge amount of sequences, to select and order relevant innovative sequences
(e.g. sequences where new gene correlations may exist), and to automatically
1 This work was conducted in collaboration with the MMDN ’Molecular mechanisms
in neurodegenerative dementias’ laboratory, University of Montpellier 2, France.
http://www.mmdn.univ-montp2.fr
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query speciﬁc publications from Pubmed (or other publication database) on the
selected genes. To summarize, an appropriate visualization tool needs to explore
two kinds of data:
1. Gene sequences described by an ordered list of sets of genes and the class
supports (i.e., the number of occurrences of this class in the database respect-
ing this expression). As already mentioned, too many patterns are extracted.
By using the k-means clustering algorithm with a sequence-oriented measure
(S2MP [5]), we are able to identify groups of similar sequences and highlight
a representative sequence called the center.
2. Documents in the literature dealing with genes from sequences. The docu-
ments are obtained from the Pubmed bibliographical database with or with-
out gene synonyms [2]. We deﬁne a distance between a document and the
gene sequence taking into account the publication date as well as the num-
ber of genes mentioned in the paper. The more recent the document and the
more genes described in the paper, the closer the document will be to the
concerned sequence.
The visualization tool, which is described in the following section, combines
all these elements: Support, class, groups, and sets of documents. To facilitate
speciﬁc tasks, it proposes two diﬀerent visual representations [6]. The “Point
Cloud” representation is mainly used to show the set of sequences while the
“Solar System” is mainly used to focus on a speciﬁc sequence.
In [7], a visualization tool based on point clouds representing groups of se-
quences, is proposed. Sequences are placed according to an alignment in a 3-
dimensional space. However, this approach is not able to take into account the
hierarchy of sequences. Indeed, most previous works concerning visualization of
biological sequences mainly focus on the representation of sequence alignments
[8]. To the best of our knowledge, no method is currently available to visualize
sequences and associated documents.
3 SequencesViewer
SequencesViewer2 helps biomedical experts to browse and explore sequences of
genes. In the following we describe the main representations.
3.1 Point Cloud
The Point Cloud representation allows biologists to visualize groups of gene se-
quences (see ﬁgures 1, 2). It gives an overview of the centers of the groups, the
distance from the centers, and associated sequences. Three steps are required to
compute relevant positions of centers to limit the number of occlusions. We com-
bine three algorithms and adapt them to our problem. An eﬃcient interaction
mode is also added to help users ﬁnd the information they require.
2 All the screenshots of our system are available on the following web page:
http://www.labri.fr/perso/sallaber/publications/isvc10/SequencesViewer.
html
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Fig. 1. Point cloud without sequences Fig. 2. Point cloud with sequences and
highlighted researched items
Main placement of the centers. The basic idea is to place the centers in
such a way that the Euclidean distances between them are proportional to the
distances between the sequences given by a matrix of distances D containing
S2MP measures [5]. Let dij be the matrix value for a center i and a center j. We
want to ﬁnd the coordinates pi = (xi, yi) for each center i so that ‖pi−pj‖ ≈ dij
where ‖pi − pj‖ is the Euclidean distance between the centers i and j.
Diﬀerent techniques are described in the literature to assign a location to
items in an N-dimensional space. Multidimensional Scaling (MDS) technique [9]
is often used in information visualization. It produces representations that reveal
similarities and dissimilarities in the dataset using a matrix of ideal distances.
In our application, we want to ﬁnd positions in a 2-dimensional space. We use
a MDS optimization strategy called Stress Majorization, which consists of mini-
mizing a cost function (i.e. stress function) that measures the square diﬀerences




ωij(dij − ‖pi − pj‖)2 (1)
where ωij = d−αij and p = p1, p2, ..., pn is the actual conﬁguration. We use α = 2,
which appears to produce good results in most cases, as shown by [10].
Several techniques have been developed to minimize the stress function (see
[9] for an overview). In our application, we use a method introduced in [10] due to
its simplicity, fast convergence, and quality of results. It consists of successively
























j ‖ = 0 or s[t]ij = 0 otherwise.
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This iterative updating is performed for each node and repeated until a stable
conﬁguration is reached. At each step, σ(p)[t] ≥ σ(p)[t+1] and the stress function
converges to a local minimum [11].
Initial placement of the centers. One important aspect of these methods is
to ﬁnd an initial placement of the centers before performing the iterative process.
Random placement is not eﬃcient because every time the algorithm is executed
for the same data, the ﬁnal layout changes. Moreover, the stress majorization
converges slowly and it can fall into local minima. In our system, we use the
fold-free embedding deﬁned in [12]. The algorithm selects four centers c1, c2, c3
and c4 so that they are in the periphery of the point cloud. The pair (c1, c2) has
to be roughly perpendicular to the pair (c3, c4) in the layout. A ﬁfth center c5 is
selected so that it lies in the middle of the point cloud. A complete description
of the selection process is available in [12].
Then, let xi be dc3i − dc4i and let yi be dc1i − dc2i. We can use (xi, yi) co-
ordinates directly to place each center i. Unfortunatly, this solution disregards
the distance between i and c5. To overcome this lack, the method computes the






Removal of center overlap. The MDS method we have implemented does
not avoid overlapping of centers. Node occlusions can mislead the user by hid-
ing information. We thus run a node overlap removal algorithm after the MDS
placement step described above. Gansner and Hu [13] implemented a simple but
eﬀective solution based on a nice adaptation of the stress majorization process.
This solution is based on a Delaunay triangulation computed for the set of
centers and their current positions. A Delaunay triangulation is a triangulation
that maximizes the minimum angle of all the angles of the triangles. We can
represent the results of a triangulation on our centers as a planar graph G(V,E)
where V is the set of the centers and E is the set of the edges of triangles. The
node overlap is removed iteratively:
1. First, we compute a Delaunay triangulation on the current layout. Let
GDT (V,EDT ) be the graph produced by the triangulation.





where ai is the radius of the center i. tij = 1 if the centers i and j do not
overlap. If tij < 1, we can remove the overlap by extending the length of
the edge {i, j} by this factor. A new ideal distance matrix is then computed:
dDTij = s
DT
ij ‖pi − pj‖ where sDTij is a factor computed from tij to damp it:
sDTij = min{smax, tij}, with smax > 1 (1.5 in our implementation). smax is
the maximum amount of overlap we can remove at each step while keeping
the same global conﬁguration.
3. We now minimize the stress function using the process described above (see
equation 2) with dDTij and s
DT




ωij(dDTij − ‖pi − pj‖)2 (3)
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Interactions and navigation. The user can choose to visualize centers (ﬁgure
2) or both centers and their associated sequences using the check box labelled
Sequences. The color of the centers is of diﬀerent intensity which is proportional
to the number of sequences associated with the center. The legend on the right
helps the user evaluate the size of the groups. The research can be reﬁned by
applying diﬀerent ﬁlters. First, sequences can be hidden by clicking on a ﬁlter
button (see ﬁgure 1). An item can be searched and the sequences containing the
search term are highlighted. The screenshot in ﬁgure 2 represents a map with
the highlighted sequences (in green) resulting from a search operation.
3.2 Solar System
When the user double-clicks on a center in the point cloud view, he/she accesses
a second view (ﬁgure 3) based on a solar system metaphor [14]. This view allows
only the group of the selected center to be explored. The user can Zoom In/Out,
move the whole map, search for an item or display a tooltip. The legend is also
available. The center of the group is positioned in the middle of the visualization
area (position (0, 0)). Then, each sequence i is placed as follows: θi = i · 2πn where
n is the number of sequences.
A second solar system based view is reachable from the ﬁrst one by double-
clicking on a sequence (ﬁgure 4). This view represents the sequence and its
associated set of text documents, i.e. scientiﬁc papers dealing with the genes of
the concerned sequence. These papers are extracted from the Pubmed biomedical
library.
The sequence is positioned in the middle of the visualization as the center in
the previous view. Documents are positioned around it. The distance between
a document and the sequence is proportional to its proximity. The proximity
depends on the year of publication and on the number of genes of the sequence
referenced in the paper. The year of the publication is represented by diﬀerent
color intensities. A tooltip containing node information is displayed when the
user clicks on the sequence or on a document. The document can be opened by
double clicking on it.
Fig. 3. Group of sequences Fig. 4. Sequence of genes and its associ-
ated documents
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This type of visualization is convenient in the case of documents associated
with sequences because the position of the documents helps the user select the
sub-sets of documents that interest him/her. Of course, other ways of visualizing
text documents are described in the literature. There are two main approaches:
The visualization of speciﬁc subsections contained in large documents or the
visualization of clustered collections [15]. Here, we focus on the second situation.
4 Discussion
In this section, the complexity of the algorithms and their limitations are
discussed.
Complexity of Point Cloud. The point cloud remains the most complex view
to produce. The calculation of the positions P [t] = {p[t]1 , p[t]2 , ..., p[t]n } (see equation
2) needs O(n2) time where n is the number of centers. We tested the convergence
of the iterative process using several random datasets (see ﬁgure 5). Empirical
results indicate that no signiﬁcant improvement in the placement occurs after
15 steps for each dataset. Thus, the algorithm used for the main placement, and
the node overlap removal executes in O(n2) time.
We already mentioned that a deterministic initial placement is more appro-
priate than a random one to obtain the same ﬁnal layout for the same dataset,
to make the stress majorization converge quickly and to avoid getting trapped
in local minima. Figure 6 highlights the two last remarks. The values were com-
puted using the stress function values obtained with a random dataset of 500
centers. We chose the fold-free layout because of the quality of its results and
low time complexity (O(n), n is the number of centers).
Complexity of the Solar System. The solar system algorithm is performed
in linear time. In the point cloud view, each group is placed using this method.
Thus, it runs in O(n) where n is the total number of sequences. The com-
plexity of the solar system view is rather insigniﬁcant as the number of se-
quences/documents is small.
Fig. 5. Convergence of the stress ma-
jorization: the numbers in the legend cor-
respond to the number of the centers
Fig. 6. Convergence of the stress ma-
jorization using the inital placement fold-
free
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Limitations of the visualization. We developed our application in Action-
Script 3. The complexity of the point cloud view prevents the user from dis-
playing more than 500 groups. On the other hand, it is possible to visualize
up to 25, 000 sequences. Unfortunately, the representation of more than 5, 000
sequences makes the navigation slow and tedious.
5 Evaluation
Evaluating a visualization system is complex, but in the context of a business
application, when experts such as biologists and health professionals are involved,
the evaluation should focus not only on technical and human aspects but also
on the impact of the new system on their practice [16]. In our context, the aim
of the evaluation was to measure to what extent our tool answered the needs of
two teams of biologists. We undertook a semi-realistic evaluation in collaboration
with the potential users to check the interest of the two visualizations. We worked
with two laboratories on building the protocol and implemented it with the team
working on Alzheimer’s disease.
Our evaluation protocol is summative (i.e. the evaluation is conducted at the
end of the design stage of the tool and just before its release), experimental (the
evaluation is conducted on an usable tool), empirical (the evaluation is based
on behavioural knowledge collected when the users actually use the tool) and
non-automatic (the observations are made by a human observer). The evaluation
is based on a cooperative technique. This one is a variant of the “think aloud”
method during which an observer asks the user to use the tool and encourages
him/her to think aloud when interacting with the system. It is called coopera-
tive because the observer does not remain silent during the evaluation process
but guides, explains and questions the user. A cooperative assessment enables
1) interactions between the user and the tool to be evaluated in controlled con-
ditions and the user’s perception of the diﬀerent functionalities to be recorded;
2) Questionnaires are used to complement experimental methods. They quantify
the user’s impressions before and after using the system (satisfaction, anxiety,
etc.) and often help him to take a step back because he/she is no longer involved
in handling the tool.
Our protocol was given to the ﬁrst biologist team working on Alzheimer’s
disease to test. The interview lasted approximately three hours per biologist. At
the beginning of the test, we invited him to ﬁll in a pre-evaluation form. We
used this form to identify his proﬁle, data-processing competences and current
use of visualization tools. We then gave him only a very brief demonstration of
the tool because we wanted him to discover its functionalities on his own. We
asked him to carry out some tasks based on realistic scenarios. In so doing, he
used the functionalities just as he would do for his work. During the test, one
observer guided him and observed the way he used the functionalities. A second
observer noted down the information given orally by the user, his reactions and
his mimicries. At the end of the test, the user ﬁlled in a post-evaluation form.
542 A. Sallaberry et al.
With this evaluation, we collected 104 marks about the usefulness and the
usability of the system (actually three tools have been evaluated). Usefulness fo-
cuses on how the system answers the user’s needs. The user judges the usefulness
according to his perception of a result/eﬀort ratio. Usability focuses on the ease
with which the expert used the system: Were the functionalities easy to use and
to memorize? Did they include any errors? Did he ﬁnd the system satisfactory?
A system can succeed in fulﬁlling all the criteria of usability, but be completely
useless. On the other hand, a system can be useful but too diﬃcult to use. A
successful system should be both useful and usable. This evaluation revealed the
quality of our system, especially the solar system graded 3.75/5 for its utility
and 3.70/5 for its ease (3.00/5 and 3.17/5 respectively for the point cloud). Two
future directions are envisaged: 1) Organizing the sequences into groups accord-
ing to their similarity did not prove to be useful to the users. Other types of
organization, for example based on a discrimination measure of a sequence, may
be more useful; 2) We will integrate other criteria to identify the most relevant
documents associated with a sequence (e.g. the species involved in the studies,
or the type of the document).
We are currently working with the second team of biologists, which also use
DNA microarrays but to study breast cancer. This second evaluation will help
us to generalize these ﬁrst results. Indeed, we need to take into account the
speciﬁcity of the evaluated functionalities, their speciﬁc context of use depending
on the experts domain and the context of the evaluations themselves.
6 Conclusion
In this paper, we describe a new approach that helps the biologists to access and
interpret sequential patterns extracted from DNA microarrays. Our system was
developed in collaboration with biologists and with Pikko3 company (specialized
in information visualization). We combined and adapted two techniques from the
information visualization domain. A point cloud view provides experts with a
global representation of the sequential patterns. Combined with a ﬁrst solar
system view, it helps the biologist to navigate through groups of patterns and to
compare and evaluate the relevance of the discovery correlations. Users can also
access publications concerning each gene sequence through a second solar system
view. This functionality improves the rapidity of searches and makes them less
tedious. The algorithms we used were selected on the basis of their eﬃciency
and their low complexity.
Our future work will be aimed at analysing the tests to evaluate the eﬃ-
ciency of the application in collaboration with biologists. After which, we will
look for other applications to test its generalizability. Indeed, many data-mining
algorithms used in diﬀerent domains of application produce large amounts of
information that cannot be used directly by experts. Whether our application is
useful and adaptable to other data sets needs to be evaluated.
3 http://www.pikko-software.com/
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