Abstract. This paper is concerned with refinement equations of the type
Introduction.
We are interested in functional equations of the form
where f is the unknown function defined on the s-dimensional Euclidean space R s , a is a finitely supported sequence on Z s , and M is an s × s integer matrix such that lim n→∞ M −n = 0. Equation (1.1) is called a refinement equation, and the matrix M is called a dilation matrix . Correspondingly, the sequence a is called the refinement mask . The support of a is defined as supp a := {α ∈ Z s : a(α) = 0}. Throughout this paper we assume that the mask a satisfies We say that the subdivision scheme associated with mask a converges (uniformly) if there is a continuous function f such that
where φ 0 is the function given in (1.4) . If the subdivision scheme converges, then the limit function f is a solution of the refinement equation. In many problems arising from computer-aided geometric design, the mask is nonnegative (see [6] and [12] ). The purpose of this paper is to give a characterization for the convergence of subdivision schemes associated with nonnegative masks.
Before proceeding further we introduce some notation. Let (Z s ) denote the linear space of all real sequences on Z s , and let 0 (Z s ) denote the linear space of all finitely supported sequences on Z s . For a finite subset K of Z s , we denote by (K) the linear subspace of 0 (Z s ) consisting of all sequences supported on K. For β ∈ Z s we use δ β to denote the sequence on Z s given by
In particular, we write δ for δ 0 . For a vector y ∈ Z s we use ∇ y to denote the difference operator on (Z s ) given by For ε ∈ Z, let A ε denote the bi-infinite matrix given by
We also use A ε to denote the linear operator on 0 (Z s ) given by
We observe that the set Z s is an Abelian group under addition, and M Z s is a subgroup of Z s . Let E be a complete set of representatives of the distinct cosets of the quotient group Z s /M Z s . A necessary condition (see [2] and [9] ) for the subdivision scheme associated with mask a to converge is that a satisfies the basic sum rule:
A finite subset K of Z s is said to be admissible for A ε if (K) is invariant under A ε . For example, if s = 1, M = (2), and a is supported in [0, N] , where N is a positive integer, then the set {0, 1, . . . , N − 1} is admissible for both A 0 and A 1 . Suppose G is a finite subset of Z s . Let H := MG ∪ (−E + suppa) ∪ {0}, and let
In other words, an element α ∈ Z s belongs to K if and only if α =
Suppose K is an admissible set for every A ε , ε ∈ E, and (K) contains ∇ j δ for j = 1, . . . , s. Let r := # K and k := 2 r 2 . The following theorem gives the main result of this paper. 
As a consequence of Theorem 1.1 we have the following useful result. Proof . For ε ∈ E, let B ε be the linear operator on 0 (Z s ) defined in a way similar to (1.6). Let K be a finite subset of Z s such that (K) contains ∇ j δ for j = 1, . . . , s, and K is admissible ∀ A ε and B ε , ε ∈ E. We also use A ε and B ε to denote the matrices (A ε (α, β)) α,β∈K and (B ε (α, β)) α,β∈K , respectively. Since the subdivision scheme associated with mask a converges, for each k-tuple (ε 1 , . . . , ε k ) ∈ E k , the matrix A ε1 · · · A ε k has a positive row, by Theorem 1.1. By the assumption,
has a positive row. By using Theorem 1.1 again, we conclude that the subdivision scheme associated with mask b also converges.
Here is a brief outline of this paper. In section 2 we review some results on stochastic matrices, which will be needed later. The proof of Theorem 1.1 is given in section 3. In section 4 we provide several examples to illustrate applications of Theorems 1.1 and 1.2.
Stochastic matrices.
A square matrix (a ij ) 1≤i,j≤r is called a columnstochastic matrix if
The product of two column-stochastic matrices is column-stochastic.
A column-stochastic matrix A is called scrambling if each pair of columns of A have positive entries in some common row. In particular, if A is a column-stochastic matrix and has a positive row, then A is scrambling. Scrambling matrices have the property that the product AB is scrambling if one of A and B is scrambling. Similarly, if A and B are two column-stochastic matrices of the same order, then AB has a positive row provided one of A and B does.
We equip R r with the 1 -norm defined by
An r ×r matrix A can be viewed as a linear operator on R r . The norm of A is induced by the norm in R r :
Au .
A column-stochastic matrix A always has A = 1. Let V be the subspace of R r given by
The norm in V is inherited from the norm in R r . Clearly, for 1 ≤ j, k ≤ r, the vector
j≤r is scrambling if and only if
Proof . If A is not scrambling, then there exist j and k (j = k) such that a ij a ik = 0 for i = 1, . . . , r. Let w := e j − e k . Then w = 2 and
Since a ij a ik = 0 for i = 1, . . . , r, it follows that
Consequently, Aw / w = 1. This shows A| V = 1. Now suppose A is a scrambling matrix.
Since A is a scrambling matrix, there exists some i such that a ij a ik > 0. For this i we have |a ij − a ik | < a ij + a ik . It follows that
T from the space V . Let
Observe that r j=1 v j = 0. We have
This shows that A| V ≤ λ/2 < 1, as desired.
For a nonnegative matrix A = (a ij ) 1≤i,j≤r , its signum is the matrix of the same size defined by
For two nonnegative matrices A and B of the same size, we have σ(AB) = σ(A)σ(B).
There is a total of 2 
. . , k + 1, there exist two matrices having the same signum. In other words, there exist two integers p and q,
Since Σ is an RCP set, lim n→∞ AB n exists. Let G = (g ij ) 1≤i,j≤r be the limit matrix. Then G is a column-stochastic matrix. It follows that g i1 > 0 for some i. By our hypothesis, all the columns of G are the same. Hence, g ij = g i1 > 0 ∀ j = 1, . . . , r. In other words, row i of the matrix G is positive. But G := lim n→∞ AB n . So row i of the matrix AB n is positive for sufficiently large n. On the other hand, σ(A) = σ(AB n ). It follows that row i of the matrix A = A ε1 · · · A εp is positive. Note that p < q ≤ k + 1 implies p ≤ k. Consequently, row i of the matrix
is positive. Since this is true for all possible choices of (ε 1 , . . . , ε k ) ∈ {1, . . . , m} k , the proof of the lemma is complete.
It was pointed out in [4, Theorem 6.1] that, for a finite set Σ = {A 1 , . . . , A m } of r × r column-stochastic matrices, the following two conditions are equivalent:
(i) There exists a positive integer µ such that ∀ n ≥ µ all products A ε1 · · · A εn (1 ≤ ε 1 , . . . , ε n ≤ m) have a positive row.
(ii) There exists a positive integer ν such that ∀ n ≥ ν all products
It was shown in [15, Theorem 4] that if the statement in (ii) is true, then it holds with ν ≤ (3 r −2 r+1 +1)/2 and this bound is sharp. Thus, condition (b) in Theorem 1.1 can be replaced by the statement in (ii) with ν = (3 r − 2 r+1 + 1)/2. This reduces the complexity of computation in checking the convergence of the subdivision scheme.
Convergence of subdivision schemes.
This section is devoted to a proof of Theorem 1.1.
The joint spectral radius of matrices introduced in [16] was used in [3] to investigate refinement equations. Let us recall the definition of the joint spectral radius. Suppose A is a finite collection of linear operators on a finite-dimensional vector space V . A vector norm · on V induces a norm on the linear operators on V as follows. For a linear operator A on V , define
For a positive integer n we denote by A n the Cartesian power of A:
When n = 0, we interpret A 0 as the set {I}, where I is the identity mapping on V . Let
Then the joint spectral radius of A is defined to be
It is easily seen that this limit indeed exists, and
Now let M be a dilation matrix with m := | det M |, and let a be a refinement mask satisfying (1.2) (a is not necessarily nonnegative). For ε ∈ E, let A ε be the biinfinite matrix given in (1.5). We also view A ε as the linear operator on 0 (Z s ) defined in (1.6). Suppose K is an admissible set for every A ε , ε ∈ E, and (K) contains ∇ j δ for j = 1, . . . , s. Let
It was proved in [9, Theorem 3.3] that the subdivision scheme associated with a converges if and only if a satisfies the basic sum rule and ρ({A ε | V : ε ∈ E}) < 1.
The subdivision operator S a associated with a (see [2] ) is the linear operator on (Z s ) given by
Let Q a be the cascade operator defined in (1.3). Then for φ ∈ C(R s ) we have
This can be easily proved by induction on n.
The following lemma was first proved in [7] . For the reader's convenience, we repeat the proof given in [9] .
Lemma 3.1. Suppose that α can be written as
Proof . The proof proceeds by induction on n. For n = 1 and α = ε 1 + Mγ, we have
Suppose n > 1 and the lemma has been verified for n − 1. For α = ε 1 + Mα 1 , where
Then by the induction hypothesis we have
This in connection with (3.3) gives
thereby completing the induction procedure.
Lemma 3.2. Suppose the subdivision scheme associated with mask a converges to a limit function f on R s . Then for any sequence (ε n ) n=1,2,... in E,
Proof . For n = 1, 2, . . . , let φ n := Q n a φ 0 , where φ 0 is the function given in (1.4). By (3.2) we have
Write a n for S n a δ, n = 1, 2, . . . . Setting x = M −n α for α ∈ Z s in the above equation, we obtain
Let (ε n ) n=1,2,... be a sequence in E. By Lemma 3.1 we have
This in connection with (3.5) yields
Moreover, since the subdivision scheme associated with mask a converges to f , we have φ n − f ∞ → 0 as n → ∞. Letting n go to ∞ in (3.6), we obtain (3.4), as desired. Now let a be a nonnegative mask satisfying the basic sum rule. Suppose K is a finite subset of Z s such that K is admissible ∀ A ε , ε ∈ E. Since a satisfies the basic sum rule, we have
This shows that the matrix (A ε (α, β)) α,β∈K is a column-stochastic matrix. Lemma 3.2 tells us that {(A ε (α, β)) α,β∈K : ε ∈ E} is an RCP set. We are in a position to establish the main result of this paper.
Proof of Theorem 1.1. Suppose K is an admissible set for every A ε , ε ∈ E, and (K) contains ∇ j δ for j = 1, . . . , s. The norm on (K) is chosen to be the 1 -norm. Let V be the subspace of (K) given in (3.1). Let r := #K and k := 2 r 2 . We also use A ε to denote the matrix (A ε (α, β) ) α,β∈K . Suppose that conditions (a) and (b) in Theorem 1.1 are satisfied. In particular, for each k-tuple (ε 1 , . . . , ε k ) ∈ E k , the finite matrix A ε1 · · · A ε k has a positive row. By Lemma 2.1 we have
It follows that
Therefore, the subdivision scheme associated with mask a converges.
Suppose conversely that the subdivision scheme associated with mask a converges. Then {A ε : ε ∈ E} is an RCP set. Moreover, from (3.4) we see that, for each sequence (ε n ) n=1,2,... in E, all the columns of the limit matrix
are the same. By Lemma 2.2 we conclude that, for each k-tuple (ε 1 , . . . , ε k ) ∈ E k , the finite matrix A ε1 · · · A ε k has a positive row.
Examples.
In this section, we give four examples to illustrate applications of Theorems 1.1 and 1.2.
Our first example is concerned with the refinement equation
where N is an integer greater than 1. Suppose that the mask a is nonnegative and satisfies the basic sum rule. In [13, Corollary 5.1] , the convergence of the subdivision scheme was established under the condition that a(j) > 0 for j = 0, 1, . . . , N. In [8] this condition was relaxed to a(j) > 0 for j = 0, 1, N − 1, N. The following example gives a more general result, which was also obtained in [11, Theorem 8] by using a different method. By Theorem 1.1, it suffices to show that the matrix A ε1 A ε2 · · · A ε N has a positive row for each (ε 1 , ε 2 , . . . , ε N ) ∈ {0, 1} N . We claim that for 2 n ≥ N − 1, ε 1 = 1, and ε 2 , . . . , ε n ∈ {0, 1},
To justify our claim, we set j n := j and j k−1 := (j k + 1 − ε k )/2 for k = n, . . . , 2, where x denotes the integer part of a real number x. By our choice of j k we have
It follows that 0 ≤ j 1 ≤ 1. Consequently, A 1 (0, j 1 ) = a(1 − j 1 ) > 0. Therefore, we obtain
. . , N − 1. Indeed, set j n := j and j k−1 := (j k + 1)/2 for k = n, . . . , 2. Then j 1 = 1 and
Since the mask a satisfies the basic sum rule, there exists a positive integer l such that 2l ≤ N and a(2l) > 0. It follows that A 0 (l, 0) = a(2l) > 0 and 
