We investigate the stochastic 3D Navier-Stokes-α model which arises in the modelling of turbulent flows of fluids. Our model contains nonlinear forcing terms which do not satisfy the Lipschitz conditions. The adequate notion of solutions is that of probabilistic weak solution. We establish the existence of a such of solution. We also discuss the uniqueness.
Introduction
In this paper, we are interested in the study of probabilistic weak solutions of the 3D NavierStokes-α NS − α model also known as the Lagrangien averaged Navier-Stokes-alpha model or the viscous Camassa-Holm equations with homogeneous Dirichlet boundary conditions in a bounded domains in the case in which random perturbations appear. To be more precise, let D be a connected and bounded open subset of R 3 with C 2 boundary ∂D and a final time T > 0. We denote by A the Stokes operator and consider the system ∂ t u − αΔu ν Au − αΔ Au u · ∇ u − αΔu − α∇u * · Δu ∇p 
2.8
It follows that there exists a constant c 3 D , depending only on D, such that
2.9
We have the following results. 
and consequently,
2.14
Moreover, there exists a constant c D > 0, depending only on D, such that
2.15
Thus, in particular,
Proof. The proof is straightforward consequences of 2.7 , 2.9 , and 2.10 .
Statement of the Problem and the Main Results
We now introduce some probabilistic evolutions spaces. Let Ω, F, {F t } 0≤t≤T , P be a filtered probability space and let X be a Banach space. For r, q ≥ 1, we denote by
the space of functions u u x, t, ω with values in X defined on 0, T × Ω and such that 1 u is measurable with respect to t, ω and for almost all t, u is
where E denotes the mathematical expectation with respect to the probability measure P .
The space L p Ω, F, P; L r 0, T; X so defined is a Banach space.
3.3
We make precise our assumptions on 1.1 .
Abstract and Applied Analysis
We start with the nonlinear function F and G. We assume that
3.4
We will define the concept of weak solution of the problem 1.1 , namely, the following.
Definition 3.1.
A weak solution of 1.1 means a system Ω, F, {F t } 0≤t≤T , P, W, u such that 1 Ω, F, P is a probability space,
4 for almost all t ∈ 0, T , the following equation holds P-a.s.
Our two major results are as follows. 
3.13
On the other hand, denote
3.14
Thus it is straightforward to check that if we take
then we obtain that
3.19
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Now, let I denote the identity operator in H, and define G t, u as
I αA is bijective from D A onto H, and
Thus, for each f ∈ H,
where
3.23
Therefore,
and, consequently, taking c c
we obtain that
3.26
where V ⊗m is the product of m copies of V . Next, for each j ≥ 1, and all t, u,
3.28
Consequently, in this abstract framework, a weak solution Ω, F, {F t } 0≤t≤T , P, W, u of 1.1 is equivalently as follows.
Definition 3.4. It holds that
1 Ω, F, P is a probability space,
4 for almost all t ∈ 0, T , the following equation holds P-a.s. 
Proofs of the Main Results

Proof of Theorem 3.2
We make use of the Galerkin approximation combined with the method of compactness. We will split the proof into six steps.
Step 1. Construction of an Approximating Sequence
As the injection D A → V is compact, consider an orthonormal basis {e j } 
There exists a a maximal solution to 4.4 , that is, a stopping time T N ≤ T such that 4.4 holds for t < T N 11 . Solvability over 0, T will follow from a priori estimates for u N that we derive in the following section.
We have the following Fourier expansion: 
where C 1 is a constant independent of N.
Proof. By Ito's formula, we obtain from 3.16 and 4.4 that
4.8
Integrating 4.8 with respect to t, and using 3.13 and 3.19 , we have
4.9
Abstract and Applied Analysis 
4.11
By Gronwall's lemma, we obtain the sought estimate 4.7 .
The following result is related to the higher integrability of u N .
Lemma 4.2. It holds that
Proof. By Ito's formula, it follows from 4.4 that for p ≥ 4, we have 
4.14
Squaring the both sides of this inequality and passing to mathematical expectation, we deduce from the Martingale inequality, that is,
4.15
From Gronwall's inequality, we deduce that
for all 1 ≤ p < ∞.
We also have the following lemma.
Lemma 4.3. It holds that u N satisfies
Proof. Using 4.9 , we have
4.18
Taking the mathematical expectation and use the Burkholder-Gundy's inequality, the proof of the lemma follows from Lemma 4.2.
Lemma 4.4. It holds that
Proof. We note that the functions {λ j e j } j 1,2 
4.24
We estimate the integrals in this inequality.
We have by Hölder s inequality
ds.
4.25
Using the Hölder s inequality and the estimates of Lemmas 4.2 and 4.3, we have
4.26
By Martingale's inequality, we have
4.27
Using the assumptions on G and the estimate of Lemma 4.2, we have
Collecting the results and making a similar reasoning with θ < 0, we obtain from 4.24 that
The following lemma is from 16 , and it is a compactness results which represents a variation of the compactness theorems in 17, Chapter I, Section 5 . It will be useful for us to prove the tightness property of Galerkin solution. 
4.31
Alongside with Y μ n ,ν n , we also consider the space X p,μ n ,ν n 1 ≤ p < ∞ of random variables y such that
4.32
Endowed with the norm
18
Abstract and Applied Analysis X p,μ n ,ν n is a Banach space. The priori estimates of the preceding lemmas enable us to claim that for any 1 ≤ p < ∞ and for μ n , ν n such that the series ∞ n 1 √ μ n /ν n converges, the sequence of Galerkin solutions {u N : N ∈ N} is bounded in X p,μ n ,ν n .
Step 3. Tightness Property of Galerkin Solutions
Now, we consider the set
and B S the σ-algebra of the Borel sets of S. For each N, let φ be the map
For each N, we introduce a probability measure Π N on S, B S by
for all A ∈ B S . The main result of this subsection is the following. Proof. For ε > 0, we should find the compact subsets
The quest for Σ ε is made by taking account of some fact about the Wiener process such as the formula
For a constant L ε depending on ε to be chosen later and n ∈ N, we consider the set
Making use of Markov's inequality:
for a random variable ξ on Ω, F, P and positives variables α and k, we get
we choose
to get 4.38 . Next we choose Y ε as a ball of radius M ε in Y μ n ,ν n centered at zero and with μ n , ν n , independent of ε, converging to zero, and such that n √ μ n /ν n converges.
From Proposition 4.5, Y ε is a compact subset of L 2 0, T; V . We have further
choosing M ε 2cε −1 , we get 4.39 . From 4.38 and 4.39 , we have 4.46 this proves that
4.47 
Step 4. Applications of Prokhorov and Skorokhod Results
thus modulo the extraction of a subsequence denoted again by u N j , we have 
and thus modulo the extraction of a subsequence and for almost every ω, t with respect to the measure dP ⊗ dt:
This convergence together with the condition on F, the first estimate in 4.52 and Vitali's theorem, give
4.56
As
We also have
4.59
In fact, since 
4.63
Since
and u N j is bounded in L 2 Ω, F, P; L 2 0, T; D A , we conclude that
4.65
Again thanks to the property 3.18 of B, as 
Step 6. Existence of the Pressure
4.69
We denote h −∂ t u − αΔu − ν Au − αΔ Au − u · ∇ u − αΔu α∇u * · Δu F ·, u G ·, u dW dt .
4.70
Proof of Corollary 3.3
Proof. We will prove the pathwise uniqueness which implies uniqueness of weak solutions. Let L F and L G be two real such that
4.77
Then F and G are defined, respectively, by 3.14 and 3.20 satisfying
4.78
Let u 1 and u 2 two weak solutions of problem 1.1 defined on the same probability space together with the same Wiener process and starting from the same initial value u 0 . We denote u u 1 − u 2 . Take μ > 0 to be defined later and ρ t exp −μ 
