extra variables for Bayesian model updating with incomplete modal data. A specific hierarchical Bayesian model is constructed that promotes spatial sparseness in the inferred stiffness reductions in a way that is consistent with the Bayesian Ockham razor. To obtain the most plausible model of sparse stiffness reductions together with its uncertainty within a specified class of models, the method employs an optimization scheme that iterates among all uncertain parameters, including the hierarchical hyper-parameters. The approach has four important benefits: (1) it infers spatially sparse stiffness changes based on the identified modal parameters; (2) the uncertainty in the inferred stiffness reductions is quantified; (3) no matching of model and experimental modes is needed, and (4) 
INTRODUCTION
With the general goal of improving the safety and reducing life-cycle costs of critical civil infrastructure, structural health monitoring (SHM) has attracted increasing research interest in the structural engineering community over the last three decades [1] [2] [3] [4] [5] [6] [7] . The interest is in developing automated sensor-based systems for accurately detecting, locating and assessing earthquake-induced structural weakening (or damage from other severe loading events such as hurricanes, impacts or explosions, or from progressive structural deterioration at an early stage in its evolution). The most important objective of a damage identification algorithm is to reliably issue an alarm if damage has occurred. An alarm is generally issued if some damage features shift from their healthy state values, which usually is determined by a damage index obtained from an unknown state of the structure deviating from the healthy state beyond some threshold. Defining a proper threshold is the critical challenge to establish a timely and reliable damage alarm [8, 9] . system mode shape vector and system natural frequency of the ith mode β equation-error precision parameter ω 2 r,i ,ψ r,i MAP estimates of system natural frequency and mode shape vector of the ith mode from the rth data segment from modal identificationθ u MAP estimate of θ determined from the calibration test data Γ matrix that picks the measured degrees of freedom from the system mode shape T transformation matrix between the vectors of q sets of identified natural frequenciesω 2 and the system natural frequencies ω 2 α prior variance parameter vector for structural stiffness scaling parameters θ η, ρ measurement-error precision parameters for mode shapes and natural frequencies ν, τ i , λ, ζ rate parameters controlling the exponential prior distributions of η, ρ i , α j , λ, respectively δ α T , λ, ζ
False indication of damage falls into two types [10] : (1) false-positive damage indication, which means that the algorithm indicates damage although no real damage is present; (2) false-negative damage indication, which means that the algorithm does not detect real damaged components, i.e., reports them as undamaged. False-negative detection is usually more critical because undetected damaged elements may lead to severe consequences, even resulting in structural collapse. On the other hand, false-positive detections can needlessly heighten concern about safety, and lead to costly visual inspections by engineers. Recently, some researchers have investigated how to compute a proper threshold value in a rigorous manner in order to alleviate false-positive (false alarm) and false-negative (missed alarm) detections [8, 11] . However, novel methods still need to be explored for better damage alarm performance.
Another challenge for structural damage detection is that existing methods often require measurement information at locations corresponding to every degree of freedom (DOF) of a model of the structure, whereas, in reality, sensors are typically installed at only a limited number of locations, so the spatial distribution of the structural motion is not known completely. Therefore, it is impossible to exactly describe the current state of the structure by the limited information available in practice, and we have a state of uncertainty that can be better described probabilistically. Rather than considering only a point estimate for the model parameters, Bayesian inference considers all possible values of the parameters and explicitly treats modeling uncertainty, including quantification of parametric uncertainty, by treating the problem within a framework of plausible inference in the presence of incomplete information. Therefore, it provides a promising way to locate structural damage, which may occur away from the sensor locations or be hidden from sight. Furthermore, being able to quantify the uncertainties of the structural model parameters accurately and appropriately is essential for a robust prediction of future safety and reliability of the structure. The Bayesian framework has been used previously for damage detection and assessment [2, 3, [12] [13] [14] [15] [16] [17] [18] .
In this article, we explore recent developments in sparse Bayesian learning [19] [20] [21] [22] and Bayesian compressive sensing [23] [24] [25] to perform sparse stiffness loss inference based on changes in the identified modal parameters from the sensor data. The physical basis for exploring sparseness in this inverse problem (i.e., inferring stiffness losses due to damage based on dynamic sensor data) is that the damage induced by an earthquake typically occurs at a limited number of locations (in the absence of collapse). This is important prior information that can be exploited.
We have proposed previously to use a sparse Bayesian learning approach to tackle this stiffness inversion problem in which a specific hierarchical Bayesian model is employed that induces sparseness in order to improve the accuracy and robustness of damage detection and assessment [26] . This approach employs an optimization scheme that iterates among all uncertain parameters to obtain the most plausible values of spatially sparse stiffness reductions together with their uncertainty, based on the information in the experimentally identified modal parameters from the current unknown state and the original healthy state. In this paper, we improve the theoretical formulation and illustrate the ability of the proposed method to update a structural model during a calibration stage for an undamaged building (Example 1 taken from [18] ), and to accurately infer damage in a monitoring stage (Example 2 taken from [27] ), by applying the method to noisy incomplete modal data in both cases.
FORMULATION

Structural Model Class and Target Problem
For a structure of interest, we take a class of linear structural models that has d degrees of freedom, a known mass matrix M based on structural drawings and an uncertain stiffness matrix K that is represented as a linear combination of (n + 1) stiffness matrices K j , j = 0, . . . n, as follows:
where the nominal substructure stiffness matrices K j ∈ R d×d , j = 1, . . . , n, represent the nominal contribution of the jth substructure of the structure to the overall stiffness matrix K from a structural model (e.g., based on the finite-element method), and θ = [θ 1 , . . . , θ n ] ∈ R n are corresponding stiffness scaling parameters that represent the structural model parameter vector to be updated by dynamic data. The reduction of any θ j , j = 1, . . . , n, corresponds to damage in the jth substructure. Since structural damage induced by severe loading event, such as an earthquake, typically occurs at a limited number of locations in the absence of structural collapse, ∆θ = θ−θ u can be considered as a sparse vector with relative few non-zero components, where θ and θ u are the stiffness scaling parameters for current (possibly damaged) and undamaged states, andθ u is the MAP (maximum a posteriori) estimate of θ u determined from the calibration test data. We assume that a linear dynamic model with classical normal modes is adequate for damage detection purposes because we use low-amplitude vibration data recorded by the structural monitoring system just before and after an earthquake. Under this hypothesis, a damping matrix need not be explicitly modeled since it does not affect the model mode shapes.
Suppose that q sets of measured vibration time histories are available from the structure and m modes of the structural system have been identified for each set of time histories so that we have a vector of identified (MAP) system nat-
T ∈ R qms×1 , whereψ r,i ∈ R s gives the identified components of the system mode shape of the ith mode (i = 1, . . . , m) at the s measured DOF from the rth data segment (r = 1, . . . , q). These modal parameters are assumed to be directly estimated from dynamic data using an appropriate modal identification procedure, such as MODE-ID [15, 28] , which does not use a structural model and identifies the MAP values of the natural frequencies, equivalent viscous damping ratios and mode shape components at the observed degrees of freedom.
The target problem of interest is to use an appropriate sparse Bayesian learning technique for the inverse problem of inferring the pattern of stiffness loss ∆θ from the noisy incomplete modal dataω 2 andψ, and to then use ∆θ to decide whether to issue a damage alarm without having to set any stiffness loss thresholds. Ideally, we would like to treat each structural member as a substructure so that we can infer from the dynamic data which, if any, members have been damaged by the severe loading event. However, the information available from the structure's local network of sensors will generally be insufficient to support a member-level resolution of stiffness loss from damage, so larger substructures may be necessary in order to reduce the number of stiffness scaling parameters θ j in Eq. (1). A tradeoff is therefore required between the number of substructures (and hence the resolution of the damage locations) and the reliability of the probabilistically inferred damage state. By inducing sparseness in the inferred stiffness loss through sparse Bayesian learning, we expect higher-resolution damage localization while still producing reliable damage assessment.
One complication in applying sparse Bayesian learning is that it requires a model that gives the predicted output as a linear function of the model parameters for which sparseness is to be enforced but, despite the linearity in Eq. (1), the model for the modal parameters characterizing the modal dataω 2 andψ is a nonlinear function of the structural stiffness scaling parameter vector θ. In the following formulation, rather than directly tackling this challenging nonlinear inverse problem, we apply an efficient iterative procedure that involves a series of coupled linear regression problems and so provides an appropriate form for the sparse Bayesian learning method.
which are the maximum entropy priors with support [0, ∞) for given mean values τ
−1 i
and ν −1 of ρ i and η, respectively. Then the prior PDF for the parameter vector ρ is given to:
where
Likelihood Function for Structural Stiffness Scaling Parameters
During the calibration stage, we use Bayesian updating of the structural model based on the identified modal parameters from tests of the undamaged structure to find the MAP structural stiffness scaling parameterθ u and its corresponding uncertainty. For this stage, we assume that there is a unique MAP estimateθ u due to the large amount of time-domain vibration data and identified modal parameters that can be collected because there is no rush. During the monitoring stage, we choose the MAP valueθ u from the calibration stage as pseudo-data for θ and define a likelihood function to exploit the information that any stiffness changes ∆θ = θ−θ u should be a sparse vector (most of its components zero) for a structure in the absence of collapse. This is accomplished by incorporating the automatic relevance determination (ARD) concept [19, 22] for ∆θ:
where each of the hyper-parameters α j is the prediction-error variance for ∆θ j . This choice is motivated by the closely related sparse Bayesian learning framework which is known to provide an effective tool for pruning large numbers of irrelevant or redundant features in a linear regression model that are not supported by the data [19, 26] . In sparse Bayesian learning, the ARD concept is used in the prior but here we use it in the likelihood function for θ, along with the prior on θ in (7). This choice still leads to a sparse representation of the parameter change vector ∆θ during the optimization of the hyper-parameter vector α using the evidence maximization strategy of [31] . The likelihood function for θ based on the ARD concept is expressed as:
To promote sparseness of the parameter vector ∆θ even more strongly, we take the following exponential hyper-prior PDF for α:
Finally, we model the uncertainty in λ by an exponential hyper-prior:
Thus, a hierarchical Bayesian prior is defined for the structural stiffness scaling parameter vector θ. (11) and (12) is desirable since it leads to a Bayesian MAP estimation that is equivalent to the l 1 regularization formulation that strongly enforces sparseness [24, [32] [33] [34] . However, this Laplace likelihood is not conjugate to the Gaussian prior PDF in (7) and so the posterior PDF cannot be determined analytically from Bayes' theorem. The hierarchical Bayesian modeling of (12) - (14) [19] .
Remark 2. For Bayesian sparsity modeling, the Laplace distribution
p θ u |θ, λ = p θ u |θ, α p (α|λ) dα = λ n/2 2 n exp − √ λ θ u − θ 1 from
Joint posterior PDF for hierarchical Bayesian model
By combining all the stages of the hierarchical Bayesian model, the joint posterior PDF of all the uncertain-valued parameters conditional on the observed quantities can be constructed. From Bayes' theorem, it is expressed as:
where the PDF is constructed by combining the different levels of the hierarchical Bayesian model. Note that we have omitted the product of PDFs p(τ)p(ν)p(ζ) for notational convenience, since they are all chosen as broad uniform priors and so are constant. Hierarchical Bayesian models make use of the property of the conditional dependencies in the joint probability model and a graphical model representation is demonstrated in Fig. 1 , where each arrow denotes the generative model (conditional dependencies). Note that the key idea of the formulation is demonstrated in the first five blocks from the left, i.e., the pseudo evidence for the pseudo-dataθ u is maximized with respect to the hyper-parameters α, λ, and ζ, which forces many of the α j , j = 1, . . . , n, to approach zero during the optimization and the corresponding θ j 's become equal to their value for the undamaged state. This forces the inferred stiffness reductions to be spatially sparse in a way that is consistent with the Bayesian Ockham razor [31, 35, 36] . A stiffness scaling parameter θ j is changed from its calibration valueθ u,j only if the posterior probability of the model class with θ j fixed atθ u,j is less than a model class with θ j free to be updated.
Bayesian Inference
Approximation of the Full Posterior PDF using Laplace's Method
The structural stiffness scaling parameter θ is of key interest for damage detection, along with its associated hyperparameters δ = α T , λ, ζ T as shown in (12)- (14) . For convenience, we denote the other uncertain parameters as
The posterior PDF over all uncertain parameters is then expressed as
FIG. 1:
The acyclic graph of the hierarchical Bayesian model. 
However, this posterior PDF is nearly always intractable, since the denominator ω 2 ,ψ,θ u |a 0 , b 0 in (16) is given by an integral that cannot be computed analytically:
Nevertheless, a hierarchical Bayesian procedure combined with Laplace's asymptotic approximation can provide an effective approximation of the full posterior PDF. We treat δ as a "nuisance" parameter vector and attempt to integrate it out to get the posterior for [ξ, θ]:
where, from now on, we leave the conditioning on (a 0 , b 0 ) implicit in the PDFs. Using Bayes' theorem, we get a modified form of (15):
Assuming that the posterior p δ|ω 2 ,ψ,θ u in (18) has a unique maximum atδ (the MAP value of δ), we apply
Laplace's asymptotic approximation [14] to (18) to get: 
where we have dropped constants that do not depend on ξ and θ. successively. This strategy is similar to [18] but they fix β, ρ, and η a priori and so τ and ν are not needed. However, good values of β, η, and ρ are difficult to choose a priori.
By minimizing the function in (21) with respect to φ, η, and ν successively with all other parameters fixed at their MAP values, the MAP estimatesφ,η, andν are expressed as:
We substitute (24) into (23) and the optimal estimate ofη is
This is consistent with an iterative solution forη by iterating between (23) and (24) until convergence. Similarly, with all other parameters fixed at their MAP values, the MAP estimatesω 2 ,ρ, andτ can be found by setting the derivatives of (21) with respect to ω 2 , ρ, and τ equal to zero, respectively:
where the matrixẼ is E in (9) evaluated atρ i and
We solve forρ i using (29) in (28):
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This is consistent with an iterative solution forρ i by iterating between (28) and (29) until convergence. Following the corresponding procedure for θ, we minimize (21) with respect to θ with other parameters fixed to get the MAP estimate of structural model parameterθ:
where the matrixH and vectorb are those defined in (5) and (6), respectively, but evaluated at the MAP values,φ and ω 2 .
Finally, by minimizing (21) with respect to β for given a 0 and b 0 , we get:
The final MAP estimatesξ andθ are given by performing a sequence of iterations, in which (22), (26), (27), (32), (33) , and (34) are successively evaluated until some convergence criterion is satisfied. Notice that the MAP hyperparametersδ are involved explicitly only in (33) whereα 1 , . . . ,α n appear on the diagonal ofÃ. The determination ofδ is described in Section 2.3.3.
Posterior uncertainty quantification of ξ and θ:
The posterior uncertainty in θ and ξ = β,
can be expressed as follows. Laplace's method approximates the posterior PDF p ξ, θ|δ,ω 2 ,ψ,θ u by a Gaussian distribution with the mean at the MAP estimates ξ ,θ and covariance matrix Σ ξ, θ|δ,ω 2 ,ψ,θ u which is equal to the inverse of the Hessian of the objective function J (ξ, θ) evaluated at the MAP values ξ ,θ [14] . The covariance matrix is therefore estimated as:
where the block precision matrices are given by:
Given the joint Gaussian posterior PDF with mean ξ T ,θ
and covariance matrix given in (35) , the mean and covariance matrix for the marginal Gaussian distribution of each parameter can be readily expressed by partitioning the joint mean and covariance matrix, respectively.
Remark 3.
The above MAP estimates and uncertainty quantification strategy are similar to that in [18] . The differences are that the hyper-parameters η, ν, ρ, τ, and β are also optimized and more than one data segment (q ≥ 1) is allowed.
MAP Estimates and Uncertainty Quantification for PDF
In the next step, we find the MAP estimateδ of the hyper-parameter δ. As stated in (20) , these MAP values in Laplace's method are employed to approximate p ξ, θ|ω 2 ,ψ,θ u under the assumption that p δ|ω 2 ,ψ,θ u is sharply peaked around its mode at the MAP values.
To find the MAP value of hyper-parameters δ = [α, λ, ζ] , we maximize:
where we assume the posterior p ξ|ω 2 ,ψ,θ u has a unique maximum atξ = arg max p ξ|ω 2 ,ψ,θ u and we apply Laplace's asymptotic approximation to the integral. The last part of (42) comes from Bayes' theorem by dropping the denominator, which is independent of δ, and by noting that δ and ξ are independent a priori, so p δ|ξ = p (δ).
We approximateξ by the MAP estimatesξ obtained in Section 2.3.2. Takingξ =ξ, in (42), the evidence function p ω 2 ,ψ,θ u |ξ, δ of the model class M (δ) is given by:
Substituting the Gaussian PDFs in (7) and (12) into the last equation and integrating analytically over θ:
where D = A + βH
and the matrixH is defined by (5) , but evaluated at the MAP estimatesφ. We call p θ u |ω 2 ,φ,β, α in (44) the pseudo-evidence for the structural model provided by the pseudo-dataθ u . From (42), (43), and (44), to find the MAP valuesδ, we must maximize:
As shown in Appendix A, direct differentiation of the logarithm of (43) with respect to α and setting the derivative equal to zero, leads to:
is the covariance matrix for θ conditional onξ, which corresponds to the inverse of the block precision matrix in the bottom right corner of H (2, 2) in (37) .
A key point to note is that many of theα j approach zero during the optimization, which implies from (11) that their corresponding ∆θ j = θ j −θ j,u have negligibly small values. This is a similar procedure to sparse Bayesian learning where redundant or irrelevant features are pruned away leading to a sparse explanatory subset [19, 25] . Here, the procedure suppresses the occurrence of false damage detections by reducing the posterior uncertainty of the stiffness scaling parameter θ. To avoid the occurrence of missed alarms, an appropriate MAP value of hyper-parameters λ should be utilized.
The MAP estimates of the hyper-parameters λ and ζ are also derived in Appendix A:
We do not eliminateζ to give one equation forλ because it may happen that allα j are temporarily zero during an iteration.
The posterior PDF p δ|ω 2 ,ψ,θ u can be well approximated by a Gaussian distribution N δ|δ, H δ −1 with meanδ and covariance matrix H δ −1 [14] , where the Hessian matrix H δ is calculated as:
International Journal for Uncertainty Quantification
PROPOSED DAMAGE INFERENCE METHOD
Sparse Bayesian Learning Algorithm for Identification of Spatially Sparse Stiffness Reductions
We produce a new Bayesian learning algorithm for sparse stiffness loss inference which iterates among the MAP values of all uncertain parameters until some specified convergence criteria are satisfied. Given the modal dataω 
4.
While convergence criterion is not met.
5. Update MAPφ using (22) , and then updateη using (26); 6. Update MAPω 2 using (27), and then updateρ using (32);
7. Update MAPθ using (33);
8. Update MAPβ using (34) for given a 0 and b 0 .
9. If Algorithm 1, fix all components inα with large values (e.g.,α j = 10 9 ); 10. If Algorithm 2, updateα using (46), then updateλ andζ using (47) and (48);
11. End while (convergence criterion has been satisfied).
12. Estimate the posterior uncertainty using (35)- (41), (49), and (50) for all uncertain parameters.
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Hyper-parameters initialization:
Using (26), (32) , and (34) along with some approximations, the hyper-parameters β, η, and ρ i are initialized as:
For the initial value of the hyper-parametersᾱ j , we useᾱ j = n 2 , j = 1, . . . , n, which is inspired by [19] .
Optimization of the equation-error precision
β. An important step in the algorithm is the optimization of the equation-error precision β, where we fix the shape parameter a 0 = 1, which is chosen to produce what is considered a reasonable shape for penalizing values of β that are too large, and the rate parameter b 0 = 1 and b 0 = 0.1, which is found to scale the prior distribution in (8) appropriately for Algorithms 1 and 2, respectively.
3. Parameter fixing. When running Algorithm 2, we fix componentsθ j =θ u,j if the corresponding hyperparameter α j becomes smaller than α min (chosen as 10 −9 in the example later), because this helps to accelerate the convergence of the algorithmic optimization.
4. Convergence criterion. Algorithm 2 is terminated when the change in all log α j 's between the lth iteration and the (l−1)th iteration are sufficiently small (e.g., smaller than 0.005). For Algorithm 1, the convergence criterion is satisfied when the change of model parameters inθ is sufficiently small (e.g., smaller than 0.001).
5.
Number of data segments utilized. It is seen from (32) that the number of data-segments for modal parameter identification should be at least three (q ≥ 3) for tractable estimations of hyper-parametersρ.
Remark 4. Algorithm 2 is performed by iterating between the optimization of two groups of parameters ξ T , θ
T T and δ, which can be regarded as a generalized version of the top-down scheme from sparse Bayesian learning [19, 25] . The procedure starts by considering all substructures that are possibly damaged (α j = n 2 at the first iteration, j = 1, . . . , n) and then causes the "inactive" components θ j to be exactly equal toθ u,j from the calibration stage when optimizing over the hyper-parameters α j , so that finally only a few "active" θ j 's are changed and their corresponding substructures are considered to be damaged.
Evaluation of Damage Probability
In contrast to the deterministic sparse inversion algorithms, such as linear programming in Basis Pursuit [32, 33] and greedy algorithms in Orthogonal Matching Pursuit [34] , that provide only a point estimate of the model parameter vector to specify the sparse representation, the sparse Bayesian learning framework uses posterior probability distributions over the model parameters as an efficient way to quantify uncertainty of the sparse model. For the structural damage identification problem of interest here, the MAP estimates and the posterior uncertainty of the stiffness scaling parameters can be used to quantify the probability that the jth substructure stiffness scaling parameter has been reduced by more than a specified fraction f of the stiffness in the calibration stage. To proceed, we denote the stiffness scaling parameter of the jth substructure for the current possibly damaged state and initial undamaged state as θ d,j and θ u,j , respectively. Using a Gaussian asymptotic approximation [37] for the integrals involved, as in [2] ,
where Φ (·) is the standard Gaussian cumulative distribution function; ω 
EXAMPLES
Example 1: Simulated Ten-story Shear Building
The first example is chosen to be the same as that presented in [18] and applies only Algorithm 1 for calibration. The structure is a ten-story linear shear building in which the lumped masses of each floor are equal to 100 metric tons. The inter-story stiffness is k 0 =176.729 MN/m for all stories to give the first five modal natural frequencies as 1.00, 2.98, 4.89, 6.69, and 8.34 Hz. For system identification, one stiffness scaling parameter θ j is used for each story, j = 1, . . . , 10, where K j = θ jKj is the uncertain contribution of the jth story to the global stiffness matrix K, as in (1) with K 0 = 0, andK j is the "nominal" contribution, which, for convenience, is taken as the exact contribution so θ j = 1 gives the exact value for K j at the calibration (undamaged) stage. Zero-mean Gaussian noise is added to the exact modal parameters with a standard deviation of 1% of the exact modal frequencies and mode shapes, which is the same strategy as in the method by Yuen et al. [18] . The goal of this example is to test the performance of Algorithm 1 for identifying the structural model parameters θ at the calibration stage. As in [18] , the initial value of each θ j for starting the iterations in Algorithm 1 is selected randomly from a uniform distribution within the interval between 2 and 3 to demonstrate robustness to the initial choice.
In the first set of experiments, we study the effect of different choices of the equation-error precision β on the identification performance. First, the results of the identified MAP values of the stiffness scaling parameters θ j using four choices of hyper-parameter β and the first four measured modes (m = 4) identified from three data segments (q = 3) of complete measurements (s = 10) are tabulated in Table 1 for the method by Yuen et al. [18] . The associated posterior coefficients of variation (c.o.v.), which are calculated from the ratio of the square root of the diagonal elements of the posterior covariance matrix Σ θ given after (46) to the MAP values in (33) , are also presented in Table 1 [18] and hence proper selection of the hyper-parameter β is important for identification accuracy. It is further observed that the associated posterior uncertainty is highly dependent on the selected value of β, with coefficients of variation that can give a misleading confidence in the accuracy of the MAP estimates.
Next, we run Algorithm 1 with different choices of the initial value of β and with fixed hyper-parameters η = 10 5 and ϕ = 10 4 , . . . , 10 4 using from three to five measured modes (m) identified from three data segments (q = 3). For each set of measured modes, all runs converge to the same MAP value of β (bottom line of Table 2 ) and the same MAP vector and associated c.o.v. of the stiffness scaling parameters θ, no matter what initial values of β are chosen. The identification error for the obtained results for four measured modes is generally smaller than those for the method by Yuen et al. [18] that are shown in Table 1 . Therefore, the use of the optimization scheme for the selection of the hyper-parameters β in Algorithm 1 gives it the ability to accurately identify the stiffness scaling parameters θ. by the method by Yuen et al. [18] for β = 0.1β andβ due to the final MAP estimateβ = 17.643, whereβ = 20 is calculated using (51) with a 0 = 1 and b 0 = 1. The results in Table 2 show, as expected, that using more measured modes results in smaller identification errors and smaller associated uncertainty than the results when using less modes; while the identified MAP valueβ gets larger.
The iteration histories for convergence of the MAP values of the stiffness scaling parameters are shown in Figs. 2(a) and 2(b) corresponding to the results in Table 1 and 2. When the selected β is small, i.e., β = 0.1β, the convergence for the method by Yuen et al. [18] is very fast, occurring in the first few iterations, but the final identified MAP values have larger errors than in Algorithm 1. Larger β should be selected for more accurate identification results. However, when β is selected to be too large, i.e., β = 100β, the convergence is very slow, requiring more than 300 iterations. In contrast, Algorithm 1 produces accurate identification results in the first few iterations, no matter what the initial β is, as shown in Fig. 2(b) , which shows an advantage for employing a hierarchical Bayesian prior for β in (8) and then finding the MAP value of β from the modal data. Fig. 2(b) . This is due to the additional optimization of the hyper-parameters η and ρ.
We now consider different numbers of data segments to give multiple estimates of the identified modal parameters. The stiffness identification results using Algorithm 1 are presented in Tables 4 and 5 , for full-sensor and partial-sensor scenarios, respectively. For the full-sensor scenario, measurements at all ten floors are available (s = 10) while for the partial-sensor scenario, only measurements from five sensors are utilized which are located on the first, fourth, fifth, seventh, and top floors (s = 5). The corresponding iteration histories for the MAP values are also shown in Fig. 3 . For stiffness parameter inference, the first four measured modes (m = 4) are utilized and the initial values (51)- (53), respectively. It is not surprising to see that the MAP estimatesθ become closer and closer to their actual value with the increase of the number of the data segments. Moreover, the corresponding uncertainty also decreases, implying higher confidence in the identification results. Correspondingly, much fewer numbers of iterations are required for convergences, as seen from the observation of the iteration histories in Fig. 3 . All of these benefits come from more information in the data that are available for constraining the parameter updating. Notice that when the number of data segments is selected to be 100, the identification errors for the MAP estimates of all stiffness scaling parameters θ j become smaller than 0.3%, which is accurate enough for the MAP valuesθ to be utilized as the pseudo-data for the likelihood function in (12) in a subsequent monitoring stage. The convergence of the MAP values occurs in about 30 iterations for the full-sensor scenario, which is a much smaller number than that of the tests when only three data segments are utilized (compare Fig. 3 with Fig. 2 ). The final six rows of Tables 4 and 5 give the identified MAP estimatesβ,η, andφ. It is seen that the identifiedβ's are around 18 and 19 for full-sensor and partial-sensor scenarios, respectively, which is close to the results in Table 3 . The identified MAP estimatesη andφ i get closer and closer to the values selected in the method by Yuen et al. [18] , i.e., 10 5 and 10 4 , respectively, with the increase of the number of the data segments. However, the proposed algorithm is automatic and no user intervention is needed, which is an advantage of employing a hierarchical Bayesian prior for η and ρ in (10) and finding their MAP values from the data. 
Example 2: IASC-ASCE Phase II Simulation Benchmark Problem
Structure and Modal Data
In the second example, the proposed methodology is applied to update the stiffness parameters of the IASC-ASCE Phase II Simulated SHM Benchmark structure. The benchmark model is a four-story, two-bay by two-bay steel bracedframe finite-element structural model with 216 DOFs. A diagram for this model is shown in Fig. 4 along with its dimensions, in which the x direction is the strong direction of the columns. A description of the benchmark problem including detailed nominal properties of the structural elements in the analytical model can be found in [16, 17, 27] . For steel-frame structures, earthquake structural damage usually occurs in braces and beam-column connections due to bucking and fracture, respectively. The case studies in the Phase II Simulated SHM Benchmark problem cover detection and assessment of both damage types but in this work, we focus on the brace damage cases. For brace damage, four damage cases are considered that are simulated by reducing the Young's moduli of certain braces in the structural model: (1) DP1B: 50% stiffness reduction in br 1-11 and br 7-17; (2) DP2B: like DP1B but 25% stiffness reduction in br 1-11 and br 7-17; (3) DP3B: same as DP1B, but in addition 25% stiffness reduction in br 19-29 and br 25-35; (4) DP3Bu: 50% and 25% stiffness reduction in br 1-11 and br 19-29. Here, br X-Y denotes the brace joining the nodes X and Y in Fig. 4 . The dashed lines in Fig. 5 also indicate the corresponding damaged braces. 
FIG. 4:
The diagram of the benchmark structure [16, 17] . Both the full-sensor and partial-sensor scenarios are considered in the experiment. For the full-sensor scenario, measurements are available at the center of each side at each floor with the directions parallel to the side in either the positive x direction or y direction. For the partial-sensor scenario, only the measurements at the third floor (midheight) and the roof are available.
To generate the simulated test data, a Matlab program for the simulated Phase II Benchmark [16, 17] is utilized and measurement noise equal to 10% RMS of the signal at the measured DOFs are added. For the monitoring stage, ten time-history segments (q = 10) of duration 20 s (10,000 sampling points with sampling frequencies of 500 Hz) are generated to yield ten sets of independent MAP estimates of the experimental modal parameters (ω 2 r andψ r , r = 1, . . . , 10) for all damage cases. Ching [16] identified a total of eight modes, four in the strong (x) direction and four in the weak (y) direction, of the structure by applying the MODE-ID methodology [15, 28] to each segment of the time histories. The identified MAP modal parameters are presented in [16, 17] . For the calibration stage, in order to get more accurate inferred MAP estimates of stiffness parameters, we increase the number of time-history segments for tests of the undamaged structure to 100 (q = 100), and generate the 200 s time history by changing the "time duration" to 200 s in the Matlab program for the simulated Phase II Benchmark to identify 100 sets of independent MAP estimates of the modal parameters. In practice when performing modal identification, some lower modes might not be detected and the order of the modes might switch when damage occurs, but this is not a problem for the proposed method because it does not require matching the experimental and structural model modes.
Damage Detection and Assessment
For brace damage cases, a 3-D 12-DOF shear-building model with rigid floors and three DOF per floor (translations parallel to the x and y axes and rotation about the z axis) is employed in the damage inference procedure. The mass matrix is obtained by projecting the full mass matrix for the 216 DOF finite-element structural model onto the 12 DOF and is taken as known during the system identification procedure. To locate the faces sustaining brace damage, the stiffness matrix K is parameterized as
where u = 1, . . . , 4 refers to the story number and v = +x, −x, +y, −y indicates the direction of the outward normal of each face at each floor. TheK uv 's are the "nominal" stiffness matrices computed based on shear-building assumptions. Four stiffness scaling parameters are used for each story to give a stiffness scaling parameter vector θ with 16 components, corresponding to 16 substructures (four faces of four stories). Note that the relative stiffness loss for a particular face with 25% and 50% stiffness loss in any one brace is computed to be 5.7% and 11.3%, respectively. This corresponds to a stiffness scaling parameter of 94.3% and 88.7%, respectively, of the undamaged values. During the calibration stage, we utilize Algorithm 1 based on the identified modal parameters from tests of the undamaged structure to find the MAP structural stiffness scaling parametersθ u and their corresponding c.o.v., which are shown in Tables 6 and 7 for the two sensor scenarios. Similar with the results in Example 1, identification results for the MAP estimates of all stiffness scaling parameters θ j are accurate, i.e, errors are smaller than 0.6% and 4.2% for full-sensor and partial-sensor scenarios, respectively, when the number of data segments is selected to be 100 (q = 100). During the monitoring stage, we choose the MAP valueθ u from the calibration stage as pseudo-data for θ and run Algorithm 2 based on ten sets of identified modal parameters as the primary data. The stiffness ratios of the MAP estimates of the stiffness scaling parametersθ uv with respect to those inferred from the calibration stage and their associated c.o.v. are also tabulated in Tables 6 and 7 for the two sensor scenarios.
In Tables 6 and 7 , the actual damaged locations are made bold for comparison. It is observed that most of components with non-bold font have their stiffness ratio exactly equal to 1, showing they are unchanged by the monitoring stage data, and the corresponding c.o.v. for each of these components is zero, which means these substructures have no stiffness reduction with full confidence (conditional on the modeling) compared with that of the calibration stage. If we issue a damage alarm for a substructure when the corresponding stiffness ratio is smaller than 1 (stiffness loss is larger than 0), it is seen that no false-negative or false-positive damage indications are produced for either of the sensor scenarios. There are two stiffness scaling parameters, θ 2,+x for the DP3Bu.fs case and θ 2,−x for the DP3Bu.ps case, with the stiffness ratio larger than 1 (1.002); however, since they show a very small increase in stiffness, they are not indicative of damage. Therefore, no threshold is required for damage identification in the proposed method, at least in the simulated data case. For the identified damage extent, we observe that the identified stiffness ratios are close to their actual values (0.943 and 0.887) for both the full-sensor and partial-sensor scenarios, and it is not surprising that the identified values are more accurate for the full-sensor scenario. In Fig. 6 , the proposed Algorithms 1 and 2 are compared with the method by Yuen et al. [18] by presenting the stiffness reduction ratios for various damage cases, where these ratios are defined as the difference between each MAP valueθ uv of the stiffness scaling parameter from the calibration stage and the MAP valueθ uv from the current monitoring stage, normalized byθ uv . For the method by Yuen et al. [18] , the required hyper-parameters are not optimized based on the data but are, instead, determined a priori using judgment. By comparing the results in Fig. 6 , it is seen that Algorithm 1 gives more accurate stiffness reduction ratios than the method by Yuen et al. [18] , especially in the partial-sensor case. This shows the benefit of the hierarchical Bayesian modeling and learning of the hyper-priors. The results for Algorithm 2, which further optimizes the hyper-parameters α, λ, and ζ, show the substantial improvement in accuracy that comes from exploiting damage sparseness; there are no false or missed damage indications. Algorithm 2 therefore has the ability to allow much higher-resolution damage localization than the method by Yuen et al. [18] . Thus, it is concluded that the proposed hierarchical sparse Bayesian learning framework is a very effective strategy for structural health monitoring.
To demonstrate the effect of hyper-prior p (α|λ) in (12) on the spatial sparseness in the inferred stiffness reductions, the results of stiffness reduction ratios from running Algorithm 2 with different choices of hyper-parameter λ are given in Figs. 7(a)(i)-7(d)(i) for the partial-sensor scenario. Note that λ = 0 corresponds to the original sparse Bayesian learning formulation with a uniform hyper-prior over α as in [19] . By increasing the value of λ, fewer components or smaller values of θ show a stiffness reduction. When λ is sufficiently large, the inferred damage pattern becomes overly sparse, as shown by the third and fourth rows in Figs. 7(a)(i)-7(d)(i), which also gives the value of λ for which the change in values of the stiffness reduction ratios occurs. Recall that the actual damage can be accurately identified with no false-positive and false-negative alarms using Algorithm 2, which optimizes all hyper-parameters, and gives the results shown in the final rows of Figs. 7 (a)(i)-7(d)(i), including the optimal value of λ, that were previously shown in Fig. 6 . Therefore, the automatic estimation of λ in Algorithm 2 is reliable for inferring accurate stiffness reductions with an appropriate sparseness level. This is a very useful advantage of the proposed algorithm since no user intervention is required to select λ.
In addition, we consider another case by defining a hyper-prior p (γ|κ) over the precision parameters, γ j = α −1 j , j = 1, . . . , n, as usually used in sparse Bayesian learning [19] . The corresponding optimization of hyper-parameters γ and κ, as derived from the evidence maximization strategy, is in Appendix B. We run Algorithm 2 incorporating the alternative hyper-prior and its optimization and present the results in Figs. 7(a) (ii)-7(d)(ii). It is found that many components of θ that correspond to undamaged substructures are changed during the updating, especially when the value of κ is large. This hyper-prior on the precision parameters is therefore not as effective as the choice of hyper-prior on the variance α defined in (12) .
To further portray the damage, the probability of damage for all substructures for different severities is calculated using Eq. (51). The damage probability curves for the sixteen stiffness scaling parameters θ uv are shown in Fig. 8 for the partial-sensor scenario case. All the actual damaged substructures are clearly shown to have a damage probability of almost unity with a large damage extent. Consider the −y face of the first story as an example. For cases DP3B.ps and DP3Bu.ps, this substructure has a damage probability of almost unity for a stiffness loss ratio less than 10.0% and a probability of almost zero that the damage exceeds 12% (its actual value is 11.2%). However, for the case DP1B.ps, this substructure is inferred to have a damage probability of almost unity for a stiffness loss ratio less than 6.0% and a probability of almost zero that the damage exceeds 7%, showing an underestimation of the damage extent. For the case of DP2B.ps, this substructure has a damage probability of almost unity for a damage extent of less than 5% and a probability of almost zero when the stiffness loss ratio exceeds 6.2% (its actual value is 5.7%). For the undamaged substructures, probabilities become zero when the damage exceeds 0.5%, showing a very small plausibility that damage has happened in these substructures. Compared with existing Bayesian updating methods [2, 3, 12, [16] [17] [18] , the confidence for correct damage indication is very high in the proposed method. The reduced uncertainty for the inferred stiffness scaling parameter θ from the proposed hierarchical sparse Bayesian learning framework helps suppress the occurrence of false and missed damage indications and increases the confidence of correct damage indications.
CONCLUSION
A new hierarchical sparse Bayesian learning methodology for probabilistic structural health monitoring with noisy incomplete modal data has been proposed. The method employs system modal parameters of the structure as extra variables and a multi-level hierarchical Bayesian model is constructed. Rather than directly solving the challenging nonlinear inverse problem related to eigenvalue equation, the proposed formulation applies an efficient iterative procedure that involves a series of coupled linear regression problems and provides a tractable form for the sparse Bayesian learning. The new algorithm estimates all uncertain hyper-parameters solely from the data, giving an algorithm for which no user intervention is needed. The illustrative examples confirm the effectiveness and robustness of the new approach.
For the first example, comparison of the results with those of the state-of-the-art Bayesian updating method in [18] demonstrates the ability of the proposed method to update a structural model during a calibration stage for an undamaged building, showing the benefit of the hierarchical Bayesian modeling and learning of the hyper-parameters. The second example using the IASC-ASCE Phase II Simulated Benchmark data shows that for all cases, the simulated damage under study is reliably detected and the accuracy of the identified stiffness reduction is greatly enhanced by exploiting damage sparseness. Compared with the Bayesian updating method in [18] , the occurrence of false-positive and false-negative damage detection in the presence of modeling errors is more effectively suppressed by the proposed method. Both methods also have an important advantage for actual applications which is that they can update the structural stiffness efficiently based on the information in the modal data from dynamic testing without knowing if any significant modes are missing in the modal data set, or whether the ordering of the modes switches due to damage.
In future work, we would like to apply the proposed method to real data from a structure that was instrumented before and after damage occurred.
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A + βH Setting the derivative in (A6) to zero leads to the update formula given in (46). Following the corresponding procedure for the parameter λ, we set the derivative of the objective function in (A1) with respect to λ to be zero:
which gives the optimal estimateλ as in (47).
