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Although the paradigm of criticality is centred around spatial correlations and their anomalous
scaling, not many studies of Self-Organised Criticality (SOC) focus on spatial correlations. Often,
integrated observables, such as avalanche size and duration, are used, not least as to avoid com-
plications due to the unavoidable lack of translational invariance. The present work is a survey of
spatio-temporal correlation functions in the Manna Model of SOC, measured numerically in detail
in d = 1, 3 and 5 dimensions and compared to theoretical results, in particular relating them to
“integrated” observables such as avalanche size and duration scaling, that measure them indirectly.
Contrary to the notion held by some of SOC models organising into a critical state by re-arranging
their spatial structure avalanche by avalanche, which may be expected to result in large, non-trivial,
system-spanning spatial correlations in the quiescent state (between avalanches), correlations of in-
active particles in the quiescent state have a small amplitude that does not increase with the system
size, although they display (noisy) power law scaling over a range linear in the system size. Self-
organisation, however, does take place as the (one-point) density of inactive particles organises into
a particular profile that is asymptotically independent of the driving location, also demonstrated
analytically in one dimension. Activity and its correlations, on the other hand, display non-trivial
long-ranged spatio-temporal scaling with exponents that can be related to established results, in par-
ticular avalanche size and duration exponents. The correlation length and amplitude are set by the
system size (confirmed analytically for some observables), as expected in systems displaying finite
size scaling. In one dimension, we find some surprising inconsistencies of the dynamical exponent.
A (spatially extended) mean field theory is recovered, with some corrections, in five dimensions.
PACS numbers: 05.65.+b, 05.70.Jk
I. INTRODUCTION
Correlations functions are at the heart of critical phe-
nomena [1]. They capture spatio-temporal scaling in mi-
croscopic variables (position and time) and, via integrals,
also on the large scale (system size and duration). In the
form of propagators or response functions, they govern
most of our theoretical understanding of critical phenom-
ena, certainly all of field theory [2]. In fact, originally,
temporal correlation functions were the key-motivation
of Self-Organised Criticality (SOC) [3, 4], namely to de-
velop a theory of 1/f noise [5]. However, for a range
of reasons interest in correlation functions in SOC sys-
tems ceased very quickly [6]: Firstly, 1/f noise in the
Bak-Tang-Wiesenfeld Model was quickly repudiated [7],
secondly spatial analogues were difficult to come by nu-
merically (because necessary boundary and initial condi-
tions spoil translational invariance thereby making it im-
possible to improve estimates by taking spatial averages)
and thirdly, spatio-temporal integrals were very easily
determined and linked very nicely with established the-
ories and systems, in particular via correlation functions
[1, 8, 9]. Given modern computing resources, most of
the technical difficulties are fairly easily overcome, ex-
cept maybe for the effort needed to carefully implement
the observables, so that they can be measured efficiently.
∗Electronic address: g.pruessner@imperial.ac.uk; URL: http:
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To make further theoretical progress, indeed a more
complete understanding of correlations in SOC systems is
needed. Does the “substrate”, i.e. the lattice occupied by
immobile particles these models “live on”, self-organise
in any form? Does it develop (long-ranged, clearly vis-
ible) correlations? Those questions are part of the nar-
rative of an SOC model developing into its critical state
[10, 11]. In the active state, what does the response func-
tion look like, i.e. where, when and how much activity is
seen in a system after it is being perturbed (activated)
somewhere? What is left of the old claim of 1/f noise?
Which correlations display non-trivial scaling and how is
that related to the known scaling of avalanches [4], or, in
fact, to growth models [12, 13]? How does the behaviour
above the upper critical dimension relate to mean field
theory?
The scaling that we are primarily concerned with is
finite size scaling, and more specifically scaling of am-
plitudes and characteristic (correlation) lengths with the
system size. This has two key reasons: Firstly, in SOC
systems the finite extent should be the only finite (large
length) scale. Secondly, we expect that it is difficult to
identify the scaling of an observable (in particular in nat-
ural systems), if its amplitude is fixed and cannot be
increased by studying bigger systems. If the (effective)
lattice spacing is very small compared to the range of ob-
servations, such a feature might be indiscernible in mea-
surements. Conversely, it is easier to measure scaling of
an observable, when its amplitude scales with the system
size.
The aim of this work is twofold: On the one hand, we
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2want to confirm that many of the features to be expected
in a self-organised critical system are actually present,
i.e. correlation functions really display what is expected
according to the paradigm [3, 4, 6, 14–17], such as the
spatial correlation length scaling linearly in the system
size and the self-organisation being independent of de-
tails such as the driving. A key-objective is to provide an
overview of correlation functions that is broad in scope
as far as different correlations are concerned. To keep
the size of this work within reason we therefore focus
on a single model, namely on the Abelian Manna Model
which to us seems particularly well behaved [18, 19]. To
our knowledge, the present work is nevertheless one of
the most comprehensive surveys of correlation functions
in an SOC model to date. However, we are by far not
the first to study correlation functions in SOC, which
have received prominent attention in the past [20], most
notably in the form of important exact results [21–32]
for the Abelian Sandpile Model [3, 20] and its directed
variant [33], but also as a key-feature in SOC models gen-
erally [17, 34–36]. Moreover, correlation functions have
recently been studied at the interface between absorbing
state phase transitions and SOC [37–40].
On the other hand, we want to make contact with the-
oretical and in particular field-theoretical work, where
response and correlation functions play a central roˆle.
Some theories have been or still are being developed,
which we can compare our numerical findings to [41, 42].
We can also verify standard scaling forms [2] and relate
the scaling of correlation functions to those of observ-
ables normally investigated in SOC, such as avalanche
sizes and duration [4, 9]. Many of our findings can also
be compared to mean-field theories, which serve as a first
reference point and which (normally) become exact above
the upper critical dimension dc = 4 [9, 43, 44]. Mean-
field theories are unable to capture non-trivial scaling
and (most of) the non-trivial physics and in the past they
have often been equated with a lack of spatial structure
[10, 45–54]. However, there is no need for a mean field
theory to do away with dissipation at boundaries, which
has been suggested to be so crucial to SOC [55, 56] and
implement their average effect by way of a global dis-
sipation rate [52, 57–59]. Although we will briefly in-
troduce the relevant features of the mean-field theory in
Sec. II B, we will not dwell on the details and intricacies
of mean-field theories in general and instead leave that
for separate, future work [60].
In the following, we will first introduce the Manna
Model and our observables in some detail. We will then
present our findings for the various one, two and three-
point correlation functions, with a focus on qualitative
results, such as where scaling is found and whether it is
quantitatively consistent with the exponents reported in
the literature. We will not, however, attempt to extract
very high accuracy estimates of exponents, but rather
explore different observables and probe for consistency
mostly using data collapses. The core of this work has
been performed in d = 1 dimensions, but we have also
carried out extensive simulations in d = 3 and d = 5 di-
mensions, the latter in order to make contact with mean-
field theory. In one dimension, the system sizes consid-
ered (linear extent up to L = 4095 depending on the
observable) are small in comparison to past studies [18],
but limited by the CPU-time needed to calculate some
correlation functions. Given that transients in some ver-
sions of the Manna Model can be extremely long [37] and
show significant scaling in L, large system sizes become
computationally prohibitively expensive. This is a trade-
off between small finite size corrections on the one hand
and short transients and large statistics on the other. In
dimensions d = 3 and d = 5, where memory requirements
become a limiting factor too, system sizes were commen-
surate with the literature [19]. In the last section, we will
summarise and discuss the numerical finding in particu-
lar in the light of recent theoretical progress.
II. MODEL, OBSERVABLES AND METHODS
The Abelian variant [61] of the Manna Model [62], used
throughout the present work, is defined as follows: Sites x
of a lattice are occupied by zx particles. A site x occupied
by not more than one particle, zx ≤ 1, is said to be stable.
If all sites are stable, ∀xzx ≤ 1, the configuration is said
to quiescent, otherwise active. The system is “driven” at
times when it is quiescent by adding a particle to a site,
say x0, which may be fixed or selected at random, say,
with uniform probability, which is then called “uniform
driving”. The present study, however, focuses almost
exclusively at centre driving, where x0 is fixed and chosen
to be in the middle of the system. The fact that driving
never takes place while the system is active is known as a
separation of time scales. The succession of such particle
additions, “drivings”, is said to occur on the macroscopic
time scale.
If the particle number at a site exceeds the threshold
of unity, i.e. zx > 1, then two particles are removed from
the site and each placed randomly, independently and
with uniform probability among its nearest neighbours.
Such a redistribution is called a “toppling” and the ar-
rival of a particle at a nearest neighbour a “charge”. The
toppling of a driven site and the subsequent charge of
a nearest neighbour may give rise to the latter exceed-
ing the threshold. In each microscopic time step, every
site x that exceeds the threshold at the beginning of the
microscopic time step redistributes each of two particles
randomly, independently and uniformly among its near-
est neighbours, until zx ≤ 1, i.e. it topples bzx/2c times
in that time step. This may include some sites toppling
more than once in that time step. For example, zx = 2
topples to zx = 0 via one toppling and zx = 5 to zx = 1
via two topplings. The microscopic time step lasts until
all sites initially exceeding the threshold have completed
their toppling. Only then sites that subsequently exceed
the threshold are considered at the beginning of the next
microscopic time step. This parallel updating scheme in
3“sweeps” provides an integer-valued microscopic time t
which furnishes a convenient, well-defined and well justi-
fied way to estimate time-resolved observables. This orig-
inal scheme is sometimes replaced by random sequential
or proper Poissonian updating with random, exponen-
tially distributed waiting times, which lends itself more
naturally to a theoretical description.
For our purposes it proves most convenient for the mi-
croscopic time to be reset to t = 0 at each driving. In
that sense we will regard microscopic time as the time
passed since the last driving.
In the literature it is not always stated explicitly
whether particles are redistributed all at once (non-
Abelian, original definition [62]) or in pairs (Abelian def-
inition [61]). The latter is more commonly implemented
and has a number of theoretical advantages [4]. In partic-
ular, for a fixed (random) sequence of directions of parti-
cle redistributions, the final configuration of the Abelian
Manna Model is independent of the order in which sites
exceeding the threshold topple. This is not the case in the
non-Abelian definition, as the number of particles leaving
a site equals the number of charges it has received since
the last toppling and up to the time of its toppling.
On a lattice that naturally divides into sublattices of
sites that are mutual nearest neighbours, in particular
on hypercubic lattices with suitable boundary conditions
(see below), the scheme above has the additional advan-
tage that all sites that are active at the beginning of a
time step reside on the same sublattice. The number
of active sites can therefore never exceed the size of the
largest sublattice (which are equally or almost equally
large) and given that no two sites within the same sub-
lattice are nearest neighbours, they cannot charge each
other while toppling. More importantly, if a site toppling
during a particular time step were able become active
again during the same time step, a trail of computational
implementation problems arises, namely of keeping track
of the number of particles to topple in the present and
in the future time steps. Without such safeguards, the
number of topplings occurring at a site during a partic-
ular microscopic time step would be a function of the
order of updates of sites, as the Abelian property states
only that the distribution of final states is invariant un-
der changes of updating order (strictly, changes of the
order of initial charges), but says nothing about observ-
ables on the microscopic time scale (or, strictly, any other
observables). To avoid any form of bias against certain
sequences of events, one would probably resort to random
sequential updating. Rather than doing that, we use hy-
percubic lattices that naturally divide into sublattices as
described above.
In the description above, there is no loss of particles
anywhere, in fact, only gain of particles added by the
external driving. However, particle loss occurs at the
boundaries of the lattice. For the following discussion it
is easiest to think of such boundary sites as being situ-
ated adjacent to sink sites, where particles may accumu-
late without that site ever exceeding the threshold. The
particles are effectively lost at those sites and such sink
sites are not subject to the lattice dynamics. The only
lattices we have studied are those where each and every
regular (i.e. non-sink) site has the same number of near-
est neighbours, i.e. every boundary site is surrounded by
suitable number of sink sites. In one dimension, a sys-
tem consisting of L sites has sites x ∈ {1, 2, . . . , L} with
boundary sites x = 1 and x = L adjacent to sink sites
at x = 0 and x = L + 1. In two dimensions, a “frame”
of sink sites may be thought of surrounding the lattice.
However, in dimensions d > 1 we have applied periodic
boundary conditions in all but one direction (which we
refer to as x-direction), i.e. a site at y = 1 is adjacent
to a site at y = L′, with L′ the length of the lattice
in the periodic direction. In the following, this is re-
ferred to as hyper-cylindrical boundary conditions. Co-
ordinates in the periodic directions will be denoted by
y2, y3, . . . , yd (or just y where unambiguous), so that the
full lattice vector x = (x, y2, y3, . . . , yd), has components
x ∈ {1, 2, . . . , L} with open boundary conditions and
y2, . . . , yd ∈ {1, 2, . . . , L′} with periodic boundary con-
ditions.
In order to implement centre driving, we have chosen L
odd and the driving position x0 = (L+1)/2. However, to
maintain the segregation of toppling exclusively on either
the even or the odd sublattice in dimensions d > 1, we
had to choose an even length for the “perimeter” L′ of
the d−1 periodic directions, which we took as L′ = L+1.
The total number of sites in these systems is thus N =
L(L + 1)d−1. Below, we will discuss the Manna Model
in one dimension at length, presenting results for a large
variety of observables. Only for a selected set of these
observables we will present results from simulations in
higher dimensions, namely d = 3 (just below the upper
critical dimension dc = 4, [9, 19, 43]) and d = 5 (above
the upper critical dimension, where mean field theory
should apply).
According to the updating rules above, particle tra-
jectories are those of random walkers. The difference
between the particles in the Manna Model and a ran-
dom walker is the fact that the former may get stuck
occasionally, when they arrive at an empty site. If each
particle had attached to it a local clock that ticks only
whenever the particle moves, then the particle’s trajec-
tory with time labels of the local clock would be indistin-
guishable from that of a random walk. In the following,
we will call moving particles “active”, the local (per-site)
number of topplings “activity density” and their totality
“activity”. Strictly, for any given time t activity den-
sity is the number of topplings n(x, t;x0, L) = bzx(t)/2c
that take place during parallel update t to t + 1 at
site x after driving at site x0. Because time is reset
to t = 0 at driving, n(x, t = 0;x0, L) vanishes every-
where except possibly but not necessarily (as the driv-
ing is not bound to result in activation) at x = x0,
i.e. n(x, t = 0;x0, L) ∝ δx,x0 . It is rare that a large
fraction of sites is active in parallel, so n(x, t;x0, L) is
generally sparse in x. To distinguish different histo-
4ries n(x, t;x0, L) after driving the system for the ith
time, we use the notation ni(x, t;x0, L). The average
of ni(x, t;x0, L) over many realisations i = 1, 2, . . . ,M is
referred to as the (time-dependent) activity density (the
count per site) or response propagator G(x, t;x0, L) for
a system of size L, see Eq. (9) below.
Particles that are not moving are part of the “sub-
strate”, i.e. the “backdrop” in front of which activity
unfolds. These inactive, immobile particles may be re-
ferred to as “substrate particles” and their density, i.e.
fraction of singly occupied sites, as the substrate density
either spatially resolved as Ds(x;x0, L) or averaged as
ζL, Eq. (4), with limL→∞ ζL = ζ∞.
In each toppling, two particle moves occur. Each par-
ticle contributes (with weight 1/2) to the activity density
(only while moving away). A time integral over the ac-
tivity density hides the complicated relationship between
local time and actual microscopic time and the resulting
space-dependent density is that of a collection of random
walkers with a diffusion constant D corresponding to one
lattice spacing squared per local time step (as moves oc-
cur only when local time ticks away), D = 1/(2d) [63].
Strictly, the activity density is half the density of random
walker trajectories emanating from the driving site.
The totality of all topplings triggered by driving a qui-
escent system is called an avalanche. If the driving oc-
curs at an empty site, zx = 0, so that it remains stable
and no toppling takes place at all, an avalanche size of 0
is recorded. Otherwise, the avalanche size s is the total
number of topplings that are triggered by adding a parti-
cle as the system is driven. To indicate the instantaneous
avalanche size in an individual realisation, indexed by i,
we may use the notation si. Following from the discus-
sion above, the expected avalanche size is given by half
the escape time1 of a random walker from a lattice, which
can (depending on boundary conditions) be calculated in
closed form [63]. With hyper-cylindrical boundary con-
ditions as described above, the expected avalanche size
is simply [4]
〈s〉 = x0(L+ 1− x0)
4D
(1)
in a d−dimensional lattice (periodic in d−1 dimensions
and open in one of linear extent L) driven at distance x0
away from the open boundary.
The number of parallel updates needed to make
the system quiescent again after driving it defines the
avalanche duration T , individually denoted by Ti for the
duration of the ith avalanche. If no toppling takes place
we define Ti = 0. We may thus write
si =
Ti−1∑
t=0
ni(x, t;x0, L) . (2)
1 The escape time of a random walker gives the number of its
moves, which is half the number of topplings, as each toppling
causes two moves.
As opposed to the Oslo Model [64], where particles move
deterministically as in the (BTW) Sandpile Model [3]
but with the difference that the threshold is reset ran-
domly, the Manna Model has no strict upper bound for
the avalanche size and the avalanche duration, as parti-
cles may keep toppling back and forth indefinitely. As
we know from the mapping to random walker trajecto-
ries mentioned above, this has no serious implications as
far as the numerics are concerned (avalanches eventually
terminate just as walkers eventually dissipate), but alge-
braically, e.g. in terms of expressing the dynamics using
Markov matrices [4], a number of difficulties arise (see
also Appendix A).
Avalanche size and avalanche duration are typical
observables in the study of SOC models. Beyond a
lower cutoff, the probability density function of both ob-
servables displays scaling. Specifically, the probability
Ps(s;L) of observing an avalanche of size s large com-
pared to some lower cutoff in a system of linear size L
displays simple (finite size) scaling [14], that is, it scales
like ass
−τGs(s/(bsLD)) with metric factors as and bs,
scaling function Gs and two universal exponents τ and
D. The former, τ is known as the avalanche size ex-
ponent, the latter as the avalanche dimension D. Corre-
spondingly, the avalanche duration has probability distri-
bution PT (T ;L) = aTT
−αGT (T/(bTLz)) with avalanche
duration exponent α and dynamical exponent z.
All measurements reported below are taken in the sta-
tionary (or steady) state, which the Manna Model devel-
ops into over long times. Because of the two timescales
(microscopic and macroscopic) and an obvious depen-
dence of observables on the microscopic time passed since
driving, stationarity may appear somewhat awkward to
define properly. To do this, we introduce Pi({z}), which
denotes the probability of finding the system in a cer-
tain quiescent configuration {z} (the set {z} denoting all
particle numbers on all sites) after driving it i times and
allowing all avalanching to cease. The system is station-
ary if Pi+1({z}) = Pi({z}), i.e. in case of invariance of
Pi({z}) under further drives. We will use “stationary
state”, “steady state” and the invariant joint probability
Pi({z}) synonymously in the following. In the station-
ary state (or, equivalently, sampling initial states from
Pi({z})), the expectation of any observable taken after t
microscopic time steps after the ith drive, will be identi-
cal to that after t time steps after the i+ 1th drive. This
state is what we have attempted to characterise numeri-
cally below.
However, we do not aim to estimate or determine
Pi({z}) explicitly. Rather, as in most Markov Chain
Monte-Carlo procedures, we initialise our system once
(or a small number of times, letting multiple instances
run embarrassingly parallel) and trigger a large number
of avalanches, hoping that after passing (and dismissing
as transient) many avalanches the resulting configuration
is far more representative (i.e. likely) than the initial con-
figuration, so that all further evolution of the system may
be considered as an exploration of the stationary state,
5with each new configuration being the initial configura-
tion for the next avalanche. Rare configurations may still
occur, but with suitably low frequencies. The present
argument is inherently quantitative, as every configura-
tion (modulo a certain conserved parity in certain set-
tings, see Appendix B 2) is recurrent, i.e. configurations
transcended at (supposed) stationarity are rare ones, not
strictly transient ones.
It may appear natural to start the Manna Model from
an empty lattice [62], but because the substrate density
is close to unity at least in d = 1 dimensions, it pays off to
start from full occupation. A similar approach has been
proposed for the Oslo Model [65, 66] (and a more sophis-
ticated one recently [40]); in that case, the distribution of
configurations after a single further charge is exactly the
stationary Pi({z}). We are not aware of a similar proof
for the Manna Model. In some cases, we have initialised
the lattice with bulk density (as estimated in prelimi-
nary runs or as published [18, 19]) throughout. After
initialisation, we generally dismissed a generous number
of typically about 106 avalanches as transient.
Measurements of most relevant observables were taken
as averages over 100 or so “chunks” of about 105
avalanches each. By monitoring in particular (but not
exclusively) moments of the avalanche size we were able
to determine whether the transient was over, i.e. satisfy
ourselves that “equilibration” had been achieved. Al-
though analytically known, the first moment is a some-
what misleading indicator for that. We focused instead
on higher moments, taking as the end of the transient a
small multiple of the number avalanches from when on
the estimate of the moment is no longer monotonic in
the number of avalanches since initialisation. Increasing
the length of the transient beyond that has no noticeable
effect on the estimates (within the estimated error) and
we are therefore confident that the SOC Manna Model
is not suffering from the same dependence on the tran-
sient as recently reported for the fixed energy sandpile
version in one dimension [37]. We further verified that
our numerical findings are consistent with published data
[18, 19, 44, 67–69].
After the transient, the chunks can always be merged
to create estimates based on bigger chunks, so that each
chunk exceeds the correlation time on the macroscopic
time scale (see Sec. III C 7), which is orders of magni-
tude shorter than the transient. Chunks of that size may
be treated as statistically independent. On the basis of
about 100 such chunks statistical errors are easily cal-
culated. As a random number generator we used the
Mersenne Twister [70].
All numerical results stated in the following are based
on such chunk-averages [4]. To ease notation (and dis-
cussion) we will not distinguish numerical estimators and
exact population averages, which we may denote by 〈·〉
(usually for avalanche sizes and duration averaged across
many avalanches). Although we spend much time on
only one dimension, we will use vectors such as x and
x0 to denote positions, and use scalars such as x and x0
only if the result is either restricted to one dimension,
or if the only relevant component of the vectors in our
hyper-cylindrical lattice is the distance from the open
boundary.
Many of the results below derive from observables that
are defined for the entire lattice, which suggests that ex-
pectation values are calculated on the basis of scanning
the entire lattice. Because this is computationally very
costly, we made extensive use of stacks (that store the
list of sites active at a given time t) and “integration by
parts”, as the time series at for t = 0, . . . , T − 1 obeys [4]
T−1∑
t=0
at = TaT −
T∑
t=1
t(at − at−1) , (3)
with arbitrary aT , in particular aT = 0. The right hand
side is computationally much less costly to calculate in
cases where changes at−at−1 of at are rare and naturally
tracked (for example if at represents the occupation of
a site in the quiescent state). The computational gain
may depend on the dimensionality of the lattice; if, for
example, at − at−1 are changes in the local occupation
of the lattice, then on average ∝ L2 changes have to
be tracked between avalanches, compared to scanning a
lattice of size Ld.
A. Observables
The main objective of the present work is to charac-
terise spatio-temporal correlation functions. In field the-
oretic terms, we are considering both response functions
and correlation functions, but also, effectively, three-
point functions.
As far local degrees of freedom are concerned, the par-
ticle numbers (or densities) observed at a site naturally
divide into two “categories”. Firstly, there is the number
of immobile particles (or “substrate particles”) residing
at any site, unambiguously measured in the quiescent
state, secondly the number of particles moving, which
is always a multiple of 2, to be precise 2bzx(t)/2c for
a site carrying zx(t) particles. This latter observable is
more elegantly expressed as the number of topplings or
the “activity” occurring at any site at time t over the
course of an avalanche, n(x, t;x0, L) = bzx(t)/2c as in-
troduced above. As each toppling involves two particles
leaving the site, the activity n(x, t;x0, L) is thus half the
count of active particles. These counts of immobile (sub-
strate) particles and of the instantaneous topplings (ac-
tivity) can be correlated in time and space. We will not
mix them in the following, although that would give rise
to very interesting observables, such as the activity as a
function of local particle density. We will use the notion
of “count” (per site) and “density” synonymously.
All of these observables (the “counts”) must be con-
sidered as a function of the driving position, x0. We
will consider (almost) exclusively centre driving (for the
6definition see above). The driving position makes, effec-
tively, any local count a two-point correlation function,
namely the count somewhere as a function of the driving
somewhere else. In case of the immobile particle count,
it turns out that observables are (under certain condi-
tions) independent of the position of driving. As far as
activity is concerned, the opposite is the case, i.e. loca-
tion and time of activity is quite obviously correlated to
the position and time of driving. Driving at a site results
in activity at that site with a probability equal to the
probability of that site being occupied, which displays a
very shallow spatial profile, i.e. in the bulk, the proba-
bility of a site being occupied has very little dependence
on its position. Up to this pre-factor, the activity re-
sulting from driving the system may therefore be seen as
the response (that is the activity resulting from creating
activity somewhere else).
We will also consider higher correlation functions, such
as the immobile particle count at two different points in
space given the driving at the centre. We will usually
choose one of the two points to be the driving site. Sim-
ilarly, we will consider correlations in the activity, given
driving somewhere else and again, we will choose one site
(probed for activity possibly at a later time) to coincide
with the driving site.
The decomposition of the system into an even and an
odd sublattice, as discussed above, results in certain cor-
relation functions vanishing — if site x topples at time
t, site y may topple at time t′ only if y+ t′ has the same
parity as x+ t.
Many of the results derived below will be based on
collapses, which are often not very sensitive as far as
estimates of exponents are concerned. Rather, they give
qualitative results, indicating that scaling takes place and
whether exponents found are compatible with those in
the literature.
In the following we first present a mean field theory
before discussing the results in detail, defining the vari-
ous observables as we proceed, first through the results
in one dimension (Sec. III) and then in three and five
dimensions (Sec. IV). We will conclude with a discussion
of the results in Sec. V.
Briefly summarising the key results, we will demon-
strate that correlations in the substrate (i.e. in the dis-
tribution of immobile particles) are quite faint and that
the density profile of immobile particles that the sys-
tem adopts is (essentially) independent of the driving
and very shallow. In one dimension, we can qualify this
statement further by providing an analytical proof. In
our interpretation, this result suggests that the notion
of “self-organising to the critical state” — namely the
one and only critical state, given by the invariant ensem-
ble P ({z}) and resulting in a particular particle density
profile — is indeed justified. Further, we will show that
the activity profile (the response function) is essentially
Gaussian in space and that its spreading is governed by
the exponents as captured by the avalanches normally
analysed in SOC. Remarkably, this link seems somewhat
flawed in one dimension with inconsistencies occurring
within results presented in the following and in relation
to the literature. We believe that validating the rela-
tion between the scaling of avalanches and the scaling
of spatio-temporal correlation functions is crucial for the
understanding of SOC and the significance of avalanches
as historically studied. Notably, the correlation length
of the activity as well as of the weak correlations in the
substrate are linear in the system size, as expected in a
critical, finite system.
B. Mean Field Theory
There is surprisingly little effort in the literature to
devise any spatially extended mean field theory (MFT).
This is probably because mean field theories are designed
to ignore certain interactions and thus correlations and
fluctuations. If spatial correlations are neglected, one
may be tempted to disregard space as a whole. However,
it has been known for a long time that boundaries are
fundamental to SOC, as particles in bulk-conservative
models can only leave via the boundary [55, 56]. Some
authors have attempted to mimic their effect by intro-
ducing a bulk dissipation rate [52, 57–59].
As far as the spreading of activity is concerned, one
may think of it as a spatially extended branching pro-
cess, whereby activity (similar to active particles) moves
on a lattice, ceases upon arrival at a site with probabil-
ity 1/2 or doubles otherwise, with both “offspring” be-
ing redistributed randomly and independently at nearest
neighbours. This MFT model, a branching random walk
which arises as the tree level in a recent field-theoretic
study [42], differs from the Manna Model crucially in the
mechanism by which activity doubles — in the Manna
Model this is dependent on the occupation number at
the site, and that is in turn dependent on whether or not
activity has ceased at the site previously. The particle
number is conserved in the Manna Model, but notice-
ably activity only in the sense that its time-integral is
identical to that of the density of (bulk-conserved) ran-
dom walkers with the diffusion constant as stated above.
This last point is also captured by the MFT model. We
are planning to publish a detailed analytical study of the
MFT model soon [60]. For comparison with the numer-
ics obtained in the present study, we will occasionally
draw on this MFT model, deriving some of its features
in passing.
III. RESULTS IN ONE DIMENSION
A. Quiescent state
Because of the separation of time scales, avalanches are
instantaneous on the time scale of driving (the macro-
scopic time scale). Observing therefore the lattice at any
7given macroscopic time, it is quiescent.2 In fact, the con-
nection between macroscopic and microscopic time scale
is sometimes made by devising an infinitely slow Poisso-
nian rate [71], so that the system is almost surely quies-
cent at any randomly chosen microscopic time. It is thus
natural to attempt to identify the signature of SOC in the
quiescent state. In the following, we will study the one-
point and two-point correlations of immobile (inactive)
particles that make up those quiescent configurations.
The one-point correlation Ds(x;x0, L) is the expected
count (at site x) or density of inactive particles as a func-
tion of position x and the position x0 where the driv-
ing takes place, in a system of linear extent L. This
function is below referred to as the “density profile”.
The measurements are taken at quiescence (when no
avalanche is running) and in the stationary state. Strictly
Ds(x;x0, L) is a response function of the density of inac-
tive particles at x in response to a driving taking place
at x0 in the presence of an initial distribution of inactive
particles and in the long time limit (when the avalanche
has ceased). Because we are measuring in the stationary
state, the density of inactive particles is invariant under
further external driving, i.e. there is no time-dependence
(which does not mean that the arrangement of inactive
particles remains unchanged under driving, but only that
its joint probability distribution is not changing). Since
sites can be occupied by at most one particle, the ex-
pected particle count at a site is the probability of finding
a particle there at all.
The sum
ζL = N
−1∑
x
Ds(x;x0, L) (4)
over all N sites is the spatially averaged (expected)
density of particles in the system at stationarity (as
Ds(x;x0, L) is taken at stationarity). As can be seen
in Fig. 1(a), in large enough systems Ds(x,x0, L) shows
little variation in the bulk, as boundary effects decay, ac-
cording to Fig. 1(b), independent of the system size, so
that Ds(x,x0, L) converges as L → ∞ for fixed x and
x0, i.e. the shoulder of Ds(x,x0, L), visible for small x,
is reproduced with increasing system size.
The inset of Fig. 1(b) suggests that the deviation of
the density from the bulk value follows a power law
as a function of the distance away from the bound-
ary, Ds(x;x0, L) − ζ∞ ∝ |x|−0.72, over a characteristic
scale that is linear in the system size (probably related
to the scaling of the correlations seen below in the in-
set of Fig. 2(b)). Because the amplitude of the devi-
ation quickly converges with increasing L, this is diffi-
2 In the following we distinguish the “quiescent state”, which refers
to the system being quiescent, “quiescent configurations” which
is any of the 2N configurations that are quiescent and the “sta-
tionary state” or “steady state” which means that the probability
of any such configuration is invariant under driving (at a certain
site).
cult to confirm in the bulk of large systems, as any de-
viations eventually drown in noise. This is a common
theme in substrate features: Amplitudes do not display
finite size scaling. The inverse of the observed exponent,
1/0.72 = 1.388 . . . should be ν⊥ [9], estimated below to
be 1.395(3). Bonachela and Munoz have studied a range
of observables in the Manna Model as a function of the
distance from the boundary [72] (also [73]) and Grass-
berger, Dhar and Mohanty [40] recently found the same
scaling in the Oslo Model [64], which is thought to be in
the same universality class [74]. They found an exponent
of approximately 0.75, which is still compatible with the
present data.
The density is bounded from above and from below,
but nevertheless displays a small decrease with system
size at the boundary sites (x = 1 and x = L). Because of
the lack of scaling of the amplitude of the deviation, the
drop in the rescaled plot Fig. 1(a) from the bulk density
towards the lower density at the boundaries gets increas-
ingly sharp with system size. For very large system sizes,
the density in the bulk may therefore be approximated
nearly everywhere by ζL, Eq. (4). Numerically, the best
known estimate for its value in the limit of L → ∞ is
ζ∞ = 0.9488(5) [18], which our value of 0.94882(1) is
compatible with. We have extracted that from our data
by fitting results for L = 31, 63, . . . , 4095 against
ζ∞ + a1Lα + a2Lα−1/2 + a3Lα−1 (5)
which also produces a very good goodness of fit (about
0.64) and generates, in passing, an estimate of ν⊥ =
−1/α of 1.395(3) which compares well with previous es-
timates of 1.35(9) [9].
That the density profile shows so little structure sug-
gests that it does not even reveal the position x0 where
the driving takes place, i.e. that Ds(x,x0, L) is indepen-
dent of the driving position. Numerically, this is indeed
confirmed. The inset of Fig. 1(a) shows the difference
Ds(x/L; (L + 1)/2, L) − Ds(x/L; (L + 1)/4, L) between
the density profile of L = 511 driven at x0 = (L + 1)/2
and at x0 = (L+1)/4. This data is fully compatible with
the hypothesis that the profile does not depend on the
driving position.
The stationary state, i.e. the invariant probability of
finding a certain profile of immobile particles, could in
principle be dependent on the way (where and how) the
system is driven and also on the initialisation. For the
system sizes considered here (L ≥ 63), we do not find any
such dependence. The resulting profile is independent of
x0 and other details of the driving.
In Appendix A and more particularly Appendix B, we
discuss an analytical approach to the stationary state.
There, we show that in one dimension the stationary
state reached by driving the Manna Model at the first
site, x0 = 1, at the last site, x0 = L, or globally with pos-
itive probability at every site (such as uniform driving), is
identical and unique. This stationary state is the unique
invariant distribution of configurations that is common to
all driving sites. This is a remarkable feature that is in
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FIG. 1: The density of inactive (immobile, substrate) particles during quiescence in the stationary state, Ds(x;x0, L), for
different system sizes L and as a function of position x (full lines to guide the eye, error bars negligible unless shown). (a)
Plotting Ds(x;x0, L)− ζ∞ versus the relative position (x−1)/(L−1) with x ∈ {1, . . . , L} reveals that deviations of the density
away from the asymptotic value ζ∞ are confined to the regions close to the boundary. With increasing system size, an increasing
fraction of sites is occupied with a probability that is arbitrarily close to ζ∞. The data in the main panel is for x0 = (L+ 1)/2
(centre driving). The inset shows for L = 511 the difference between the density profile for different driving positions (marked
by arrows), Ds(x/L; (L+ 1)/2, L)−Ds(x/L; (L+ 1)/4, L), i.e. driving at x0 = (L+ 1)/2 and at x0 = (L+ 1)/4. This deviation
clearly remains within the numerical error (i.e. can be fitted against 0 with almost unity as goodness of fit). Errors are smaller
near the driven sites x0 due to better statistics. (b) The density profile close to the boundary quickly converges with increasing
L, as shown here for L = 63, 255, 1023. The “shoulder” in the profile does not scale, in the sense that densities differ visibly
among different small L only further in the bulk (as can be seen for L = 63 and L = 255, but for L = 255 and L = 1023 only
at bigger x and then much less pronounced). The inset shows the scaling of the difference Ds(x;x0, L) − ζ∞ as a function of
x, revealing an intermediate powerlaw dependence with exponent of approximately −0.72 (dashed line).
perfect agreement with the notion of self-organisation in
the Manna Model, namely that there is one and only one
stationary state (a distribution of configurations) that
the model evolves towards, irrespective of whether it is
driven at a boundary site or at all sites with positive
probability.
However, as discussed in Appendix B 3, it turns out
that the invariant probability is in fact two-fold degen-
erate (and can in principle be even more degenerate),
as there is a conserved quantity if L is odd and x0 is
even (as in the present case of odd L and centre driving).
This degeneracy was not picked up in the numerics men-
tioned above, because it is visible in the density profiles
Ds(x/L;x0, L) only in very small systems (see Fig. 28).
For systems of size 31 and bigger it seems numerically im-
possible to differentiate between the stationary states re-
sulting from these different initial conditions and one will
therefore arrive always at the (numerically) same density
profile Ds(x/L;x0, L).
B. Correlations
In the stationary state, not only the one-point den-
sity Ds(x;x0, L) is invariant, but in fact the probabil-
ity of finding the system in any of its 2N configurations.
Indeed, the analytical results mentioned above (see Ap-
pendix B) give access also to n-point correlation func-
tions (in principle even to the response function and the
“temporal shape of the avalanche” discussed below) —
unfortunately, however, only for very small system sizes.
These results are therefore not shown.
Carrying on with numerical results for systems of size
L ≥ 63, in the following we analyse two point cor-
relations in the occupation by inactive particles. If
P
(2)
s (x2,x1;x0, L) is the joint probability of finding a par-
ticle at x1 and another one, at the same (macroscopic,
quiescent) time, at x2 after driving at x0, then
Cs(x2,x1;x0, L) = P
(2)
s (x2,x1;x0, L)
−Ds(x2;x0, L)Ds(x1;x0, L) (6)
is the connected two-point correlation function. As
shown in Fig. 2, small anti-correlations are present in
the distribution of inactive particles. However, there is
clearly no finite size scaling of the amplitude of these
correlations, which cannot possibly increase indefinitely
as the density is bounded everywhere. In fact, the anti-
correlations die off very quickly in space. Despite being
slightly less pronounced for large system sizes, they seem
to converge to a finite value for increasing L, i.e. they are
not merely a finite size effect. Because the spatial scale of
the anti-correlation does not vary significantly with the
size of the system, this correlation function does not col-
lapse under any non-trivial rescaling. However, for dis-
tances |x − y| of less than about 50 sites Cs(x, y;x0, L)
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FIG. 2: The correlations in occupation (density) by inactive particles, Cs(x, y;x0, L), Eq. (6), versus the distance x−y, measured
during quiescence and at stationarity. The system is driven at the centre site x0 = (L+ 1)/2, which is also the location where
one of the densities is taken, y = x0. Correlations are in fact anticorrelations (with an amplitude decreasing with increasing
system size), because the dynamics depletes sites of particles, depositing them at neighbouring sites. (a) Correlations are
slightly more pronounced for the smaller systems, decay very quickly and are barely noticeable beyond 5 to 10 sites. (b) On
a very fine scale correlations are more discernible, and in fact might decay like a powerlaw, as shown in the inset (the dashed
line shows a powerlaw with exponent −1.4). As data for different system sizes L collapse on the same plot without rescaling,
there is no non-trivial finite size scaling in these correlations (other than possibly in the cutoff, see main text). The data in (a)
and (b) are identical but shown on different scales.
shows some noisy linear behaviour in a double logarith-
mic plot, as shown in the inset of Fig. 2(b). This may
suggest a power law dependence of Cs(x, y) ∝ |x−y|−1.4,
albeit with a very small amplitude of about one third
of the (local) variance Cs(x0,x0;x0, L), which is itself a
small quantity (as discussed below). The power law-like
behaviour persists for y 6= x0 and, as a second moment,
may be related to the exponent of−0.72 found in the scal-
ing of the deviation of the density from the bulk value,
away from the boundary Fig. 1(b) and thus expected to
be −2/ν⊥ ≈ 1.48(10) [9].
Given the small amplitude of the anti-correlations,
which seems to converge from above with increasing sys-
tem size, and the large relative statistical error, it is fair
to say that the anti-correlations are not very pronounced
and difficult to measure. There is clearly no scaling of
the amplitude with system size and no rescaling needed
to achieve the (noisy) collapse of Fig. 2(b). This lack
of scaling is similarly found in the density profile shown
in Fig. 1(b), yet the exponent roughly characterising the
scaling of the correlations is about twice that characteris-
ing the decay of the density difference from the bulk value
away from the boundary. Similar power law scaling is ob-
served in in three and five dimensions (Figs. 17(b) and
23(b) respectively), but the data is obviously plagued by
statistical noise. Future studies, in particular using more
sophisticated observables and numerical techniques, may
be more successful in identifying features in the substrate
whose amplitude scales up with increasing system size
and that (unlike, say, the shoulder in Fig. 1(a) localised
close to boundary) remain visible even when the (appar-
ent) lattice spacing is very small compared to the range
of observation.
Within statistical error the variance Cs(x0,x0;x0, L)
coincides with the Bernoullian Ds(x0;x0, L) −
Ds(x0;x0, L)
2 (which is a small quantity as Ds(x0;x0, L)
is close to unity, ζ∞ = 0.9488(5)). To explore the cor-
relations apparent in Fig. 2(b) further, we have also
measured the distribution of distances between unoccu-
pied sites, measured as the number d0 of consecutively
occupied sites between any two unoccupied ones. If
occupation is governed by a Bernoulli process, the
frequency P0(d0) of such distances d0 should follow
(1− ζL)ζd0L . As shown in Fig. 3, a semi-logarithmic plot
produces a mixed picture. On small scales (small d0 or
small system size) significant deviations are apparent,
but with increasing system size, the large scale behaviour
seems to approach the expected exponential, although
with a higher density of unoccupied sites (a steeper
slope). Very long stretches of continually occupied
sites are very rare and their statistics therefore subject
to significant noise. That barely any correlations are
visible on the large scale is nevertheless consistent with
the observation of hyperuniformity discussed in the
following.
Through a different observable, there is already clear
evidence for anti-correlations in the fixed energy variant
of the Manna Model, as Hexner and Levine [75] observed
hyperuniformity [76] in the substrate particle density and
Basu et al identified “natural long-range correlations in
the background” [37].
Hyperuniformity refers to the (fast) scaling of the vari-
ance of the particle density with the volume over which
this density is estimated. In one dimension, the instan-
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taneous density might be measured as a window average
( 12`+1
∑x0+`
x=x0−` . . .) symmetrically around the driving site
at the centre. Its variance is given by
σ2(`;L) =
1
(2`+ 1)2
x0+`∑
x1,x2=x0−`
Cs(x2,x1;x0, L) ≥ 0 ,
(7)
and so σ2(`;L) ∝ (2` + 1)−1 if sites are independently
occupied. In general, if Cs(x2,x1;x0, L) was positive ev-
erywhere, σ2(`;L) could not decay faster than `−1. If it
does, this is referred to as hyperuniformity. The variance
σ2(`;L) can always be written as
σ2(`;L) =
σ2(0;L)
(2`+ 1)
+
x0+`∑
x1,x2=x0−`
x1 6=x2
Cs(x2,x1;x0, L) (8)
with σ2(0;L) = Cs(x1,x1;x0, L), the correlation at x2 =
x1, which is bound to be non-negative. At the heart of
hyperuniformity is the behaviour of the sum in Eq. (8).
Even if Cs(x2,x1;x0, L) is negative for x2 6= x1, it might
still be subleading, resuling in σ2(`;L) ∝ `−1. However,
as illustrated in Fig. 4, we found a scaling of σ2(`;L) ∝
`−1.37, for L = 1023 in an intermediate range of the width
of about 31 < 2` + 1 ≤ 511. We believe this value of
the exponent is compatible with −1.425(25) found by
Hexner and Levine for the same quantity in the fixed
energy version of the Manna Model.
Ignoring the contributions from Cs(x2,x1;x0, L) for
small |x2 − x1| or, equivalently, assuming that the pos-
itive contributions at x2 − x1 = 0, which scale like
`−1, are cancelled by negative ones from small, posi-
tive |x2 − x1| (where it does not follow a power law),
the scaling of σ2(`;L) in large ` is due to the (interme-
diate) asymptote of Cs(x2,x1;x0, L), which means that
the exponent of −1.4 in the inset of Fig. 2(b) is to be
compared to −1.37 and −1.425(25), found for σ2(`;L)
here and in [75], respectively. Standard finite size scal-
ing indeed suggests σ2(`;L) ∝ `−2/ν⊥ [40]. Notably, the
scaling of Cs(x2,x1;x0, L), which has to be cut off when
|x2 − x1| exceeds L and the absence of finite size scal-
ing of the amplitude are compatible with hyperunifor-
mity. Our numerics indicate that the scaling of σ2(`;L)
persists up to ` ≈ L/2, which suggests that the scaling
of Cs(x2,x1;x0, L) is long-ranged, possibly of the form
|x2−x1|−1.4C(|x2−x1|/L), with a cutoff length linear in
the system size. Algebraic correlations of the substrate
have first been observed analytically in the seminal work
by Majumdar and Dhar [22] on the paradigmatic Abelian
Sandpile Model [3, 20] and thus may be considered the
fingerprint of the critical state.
C. Active state
The features in the active state, i.e. during the course
of an avalanche, are much richer not least due to the
additional time-dependence. In the following, we will
follow roughly the order of observables above. The one-
point correlation function is, as above, really the response
function G(x, t;x0, L), as defined below. It is the activity
density at x and (microscopic) time t after the system
was driven at x0 at time 0. Numerically, G(x, t;x0, L)
is the estimated number of topplings of site x at time t
after an initial charge at x0.
As explained above, this frequency is measured by
recording the number n(x, t;x0, L) of topplings that oc-
cur at each lattice site x during the tth sweep across
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FIG. 5: The activity G(x, t;x0, L) in one dimension as a function of position x, for centre driving, x0 = (L + 1)/2, at various
times and for different system sizes L (for a collapse see Fig. 11). Actual data are shown as symbols, which are connected by
a line as guide for the eye. Data points that necessarily vanish because of parity conservation (see text) have been omitted.
(a) The activity as a function of the distance from the driving site, x− x0, for fixed system size L = 511 at various times t as
indicated. The shape resembles a Gaussian (dashed line, for t = 50), but deviates clearly from it. (b) The activity rescaled by
the particle density at the driving site as a function of the distance x− x0 for different system sizes L and at fixed time t = 20.
The difference in shape cannot be caused by the activity having reached the boundary (as it cannot possibly given t), nor by
the probability Ds(x0;x0, L) by which activity is triggered. Again, a Gaussian (dashed) is shown for comparison.
all active sites, which is the tth round of parallel up-
dates. The zeroth sweep is the initial drive, and so at the
first sweep 〈n(x, 1;x0, L)〉 = Ds(x0;x0, L)δx,x0 , where
Ds(x0;x0, L) is the (expected) density of particles at the
driven site. In order to derive time-resolved estimates, for
each time t these records have to be summed over and di-
vided by the total number of drivings. If ni(x, t;x0, L) is
the record of the activity after i driving attempts (macro-
scopic time), we use the estimator
G(x, t;x0, L) =
1
M
M∑
i=1
ni(x, t;x0, L) (9)
from a sample ofM (consecutively) attempted avalanches
by driving the system at site x0. To make the estima-
tor well-defined for t > Ti, we define ni(x, t;x0, L) = 0
whenever t exceeds Ti, the duration of the ith avalanche
(Ti = 0 if no avalanche has occurred).
The time-dependence makes the numerics more diffi-
cult to handle compared to the statistics in the quies-
cent state discussed above. Indeed, the response func-
tion G(x, t;x0, L) contains more information in its space
and time-dependence than, say, Ds(x;x0, L) and even at
fixed x0 the analysis is numerically and analytically more
difficult due to the additional time-dependence. To fa-
cilitate further analysis, we will focus mostly on various
integrals of the response function G(x, t;x0, L).
By the definition of the local dynamics (toppling), the
trajectories of active particles are those of random walk-
ers. On the other hand, G(x, t;x0, L) itself does not obey
the diffusion equation,3 first of all because active particles
may become trapped for a certain microscopic time, only
to be re-activated some time later. Were those resting
times discounted, each individual active particle would
perform a random walk from the time it enters the system
by external drive to the time when it leaves the system
through an open boundary. However, regardless of how
resting-times are discounted, the density G(x, t;x0, L) is
never that of pure diffusion, as there are fluctuations and
correlations in the number of active particles at different
times.
Fig. 5 shows time slices of the activity, which is, ac-
cording to Fig. 5(a) almost a slowly broadening Gaussian.
Below we discuss briefly in what sense a plain diffusion
process is recovered, but from Fig. 5(a) it is clear that
the spatial structure is not exactly but very close to a
Gaussian, as demonstrated by the slight mismatch of the
data (full line) and an approximated Gaussian with the
same height and roughly the same width (dashed line).
One may argue that the slight deviation is due to lattice
effects or due to the parity conservation in the activity,
as the parity of the coordinate x of sites active at a given
time t is identical to that of x0 + t. The slight difference
is certainly not due to the avalanche having reached the
boundaries, as times are chosen short enough.
The activity also shows a mild dependence on the sys-
3 This does not contradict the time-integrated activity, Eq. (10), to
obey the Poisson equation D∇2Ĝ(x, t;x0, L) = −(1/2)δ(x, x0)
[20], Eq. (11).
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tem size, as shown in Fig. 5(b), but seems to converge.
One may think that this is due to the probability of activ-
ity being triggered at all, which is the occupation proba-
bility at the driving site, Ds(x0;x0, L), because the (av-
erage) activity is reduced on the whole across all sites if
the site driven is not occupied (and thus fails to topple).
However, this is not the case, as the data in Fig. 5(b)
has been rescaled accordingly. It is also not due to the
avalanche having reached the boundary, as times are cho-
sen short enough again. As the time in these figures is
chosen to confine activity to the bulk, it seems most likely
that the reduction of activity is caused by all sites in a
smaller system having a smaller occupation probability
(Fig. 1(a)), thus hindering spreading of activity some-
what. At the same time, however, stationarity is main-
tained, i.e. the hindrance in the activity spreading does
not result in an accumulation of particles. That the time
integral over all activity is nevertheless identical to that
of a random walk regardless of the system size, does not
mean that the activity in smaller systems, which is re-
duced at earlier times, must exceed that of bigger systems
at later times or last longer, because the path density of
random walkers increases with system size, as discussed
below.
We will discuss the temporal features of the response
function in further detail below. They show a very clear
departure from a diffusion process, rendering the present
behaviour superdiffusive.
The random walker nature of individual particles can
be captured by summing over all times
Ĝ(x;x0, L) =
∞∑
t=1
G(x, t;x0, L) (10)
which is the average number of topplings caused at site x
by driving at site x0. In directed sandpiles, this quantity
can be used to solve the system exactly, as higher order
responses can be written in terms of products of such two-
point functions [33, 77]. In the stationary state, every
particle added eventually leaves the system, following a
random walker trajectory until it reaches the dissipative
boundary. One may thus think of each particle added as
producing a random walker trajectory from the source x0
to a point at the boundary (even when the activity trace
is more akin to a branching process, following individual
branches of the trajectories and allowing occasional rests,
produces random walker paths).
To ease notation, we adopt mostly a continuum per-
spective in the following. Because each toppling re-
sults in two particles being moved, the total num-
ber of topplings at site x (per avalanche) is thus
half the density of Brownian paths (per particle),
Ĝ(x;x0, L) = (1/2)φˆ0(x;x0, L) where φˆ0(x;x0, L) =∫∞
0
dt φ0(x, t;x0, L) and φ0(x, t;x0, L) is the solution
of the diffusion equation, ∂tφ0 = D∇2φ0, with dif-
fusion constant D = 1/(2d) and initial condition
limt→0 φ0(x, t) = δ(x − x0). On a lattice ∇2 is the lat-
tice Laplacian and δ(x − x0) is to be replaced by δx,x0 .
Carrying on in the continuum, it follows that Ĝ(x;x0, L)
solves the Poisson equation
D∇2Ĝ(x;x0, L) = −(1/2)δ(x− x0) (11)
with x,x0 ∈ (0, L+1) and Dirichlet boundary conditions
identical to those on the lattice, Ĝ(0;x0, L) = Ĝ(L +
1;x0, L) = 0, which in one dimension produces
Ĝ(x;x0, L) =

x(L+ 1− x0)
2D(L+ 1)
for 0 ≤ x < x0 (12a)
x0(L+ 1− x)
2D(L+ 1)
for x0 ≤ x ≤ L+ 1,(12b)
a solution that holds identically on the lattice.
We note in passing that at t → 0 half the density of
walker paths is (1/2)δx,x0 and thus clearly smaller than
the response G(x, 0;x0, L) = Ds(x0;x0, L)δx,x0 because
1/2 < Ds(x0;x0, L), which means in turn that the return
probability of activity is (at some later times) less than
half of that of a random walker, as otherwise the time
integral of activity G(x, t;x0, L) cannot be exactly equal
to half the integral over φ0(x, t;x0, L).
The Poisson equation Eq. (11) and, on the lattice, the
corresponding difference equation
D∇2Ĝ(x;x0, L) = −(1/2)δx,x0 (13)
with a lattice Laplacian on the left and a Kronecker-δ
on the right equally apply in higher dimensions. It may
be interpreted and derived as a continuity equation of
particles being transported from one site to another, two
at each toppling. In the continuum it is easily solved in
higher dimensions by
Ĝ(x;x0, L) =
1
2
(
1
L′
)d−1
2
L+ 1
∞∑
n=1
(∞,...,∞)∑
m=(−∞,...,−∞)
sin(qnx) sin(qnx0) exp (˚ıkm · (y − y0))
D(q2n + k
2
m)
(14)
where y ∈ [0, L′]d−1 are the d − 1 components of x in
the periodic directions and x ∈ (0, L′) is its component
in the open direction, correspondingly for x0. The d− 1
dimensional vector km has components kmi = 2pimi/L
′
with mi ∈ Z for i = 2, 3, . . . , d, whereas qn = pin/(L+ 1)
is a scalar with 0 < n ∈ N+. The solution of Eq. (13) is
correspondingly
Ĝ(x;x0, L) =
1
2
(
1
L′
)d−1
2
L+ 1
L∑
n=1
(L′−1,...,L′−1)∑
m=(0,...,0)
sin(qnx) sin(qnx0) exp (˚ıkm · (y − y0))
2D
(
(1− cos(qn)) +
∑d
i=2(1− cos(kmi))
)
(15)
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with y ∈ {1, 2, . . . , L′}d−1, x ∈ {1, 2, . . . , L}, kmi =
2pimi/L
′ with mi ∈ {0, 1, . . . , L′− 1} for i = 2, . . . , d− 1,
and qn = pin/(L+ 1) with n ∈ {1, 2, . . . , L}.
The continuum solution Eq. (14) still carries the signa-
ture of the lattice: there are L′ sites in the periodic direc-
tion with site y = 0 being identical to site y = L′ but only
L sites in the open direction, with activity on both sites
x = 0 and x = L+ 1 = L′ vanishing. The only quantities
with the dimension of a length on the right hand side
of Eq. (14) are therefore L′−d from the pre-factors and
L′2 from k2m + q
2
n in the denominator. Anticipating the
(simplified) scaling form Eq. (25) we therefore notice that
Eq. (14) can be written as ab−z|x − x0|−(d−2)F˜
(
x−x0
L′
)
with dimensionless a, b and F˜ . In case of the time-
integrated activity, Ĝ(x;x0, L), which is a two-point re-
sponse function, one can therefore identify L′ as the cor-
relation length analytically.
Integrating Eq. (14) over the periodic directions (sheets
of constant x), as used later in Eq. (50), gives L′d−1 times
the integrand at km = 0,∫ L′
0
dd−1y Ĝ(x;x0, L) = L′d−1G˜(x;x0, L)
=
1
2
2
L+ 1
∞∑
n=1
sin(qnx) sin(qnx0)
Dq2n
(16)
and on the lattice
(L′,...,L′)∑
y′2,...,y
′
d=(1,...,1)
Ĝ(x;x0, L) = L
′d−1G˜(x;x0, L)
=
1
2
2
L+ 1
∞∑
n=1
sin(qnx) sin(qnx0)
2D(1− cos(qn)) (17)
from Eq. (15), which recovers exactly Eq. (12) with
D = 1/(2d) dependent on the dimension. This is not
surprising as integrating over sheets of constant x cor-
responds to considering hopping of particles only as far
as their x-coordinate is concerned. Given the period-
icity of Ĝ(x;x0, L), the integral L
′d−1G˜(x;x0, L) obeys
D∂2xL
′d−1G˜(x;x0, L) = −(1/2)δ(x− x0), the differential
equation in one dimension with the reduced diffusion con-
stant of D = 1/(2d), as hops in only one of d directions
results in a change of sheets.
Fig. 6 confirms the triangular shape of the time-
integrated activity Eq. (12). As discussed above, the
origin of the profile is somewhat trivial, but it has two
important implications: Firstly, the activity is shaped by
the boundaries. As opposed to the nearly featureless den-
sity profile of the inactive particles, Fig. 1, the activity
is very strongly affected by the presence of the bound-
ary, as all activity ceases there. Every particle added is
eventually transported to the boundary [56]. Secondly,
because time integrals of the response are exactly random
walker profiles, the k-dependence of a (suitable) propa-
gator in a field theory will not renormalise. A non-trivial
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FIG. 6: The time integrated activity Ĝ(x;x0, L) according to
Eq. (10) is in fact half the number of times a random walker
starting at x0 passes through a particular site x before leaving
at the boundary. The activity (the response G(x, t;x0, L) to
driving at x0) has a complicated dependence on time, because
of its frequent stops and restarts, but once that is integrated
out, the resulting densities are those of random walkers. The
exact solution, Eq. (12), shown as a white line, is virtually
indistinguishable from the numerical results (L = 511 driven
at x0 = 256 or x0 = 128 as indicated by the arrows).
dynamical exponent z, which is often obtained through
the renormalisation of the diffusion constant, will have
to be obtained through the renormalisation of the time-
dependence. At frequency ω = 0, the full propagator
in a field theory reads exactly 1/(Dk2), whereas the
frequency-dependence may deviate from the tree-level
−˚ıω in almost arbitrary form, provided only that it van-
ishes at ω = 0. Anticipating some of the discussion be-
low, we note that the propagator being 1/(Dk2) implies
η = 0.
1. Spatially integrated activity
Instead of integrating the response function over time,
to reduce the number of independent variables, one may
just as well integrate in space. The simplest version of
this quantity is the spatial integral of the activity
R(t;x0, L) =
∑
x
G(x, t;x0, L) , (18)
i.e. the total (spatially integrated) activity at time t,
which in a numerical implementation corresponds to the
height of the stack of active sites with each entry be-
ing weighted by bzx(t)/2c, the activity at that site. The
spatial activity integral is closely related to the order pa-
rameter of many absorbing state phase transitions [9], the
spatially averaged activity density ρa = R(t;x0, L)/L
d.
In fact R(t;x0, L) is the area under the activity “slices”
shown in Fig. 5. Numerical results, shown in Fig. 7(a),
clearly differ across system sizes on the large time scale.
Even on the very short time scale (t = 1, . . . , 10, not
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(a)Total activity as a function of time.
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(b)Collapse of the total activity as a function of time.
FIG. 7: The total (spatially integrated) activity R(t;x0, L) as a function of time t for various system sizes L in one dimension,
driven at x0 = (L + 1)/2. (a) Activity as a function of absolute (microscopic) time (symbols, pruned) and comparison to the
(badly matching) mean field theory Eq. (19) (full lines). Error bars (not shown) are much smaller than symbols. (b) Collapse
of R(t;x0, L) for a range of systems sizes L (as indicated) according to Eq. (23). The dashed line in the main panel shows a
powerlaw with exponent 0.27, the apparent behaviour of R(t;x0, L) in small t. The dotted lines show the expected behaviour
(2 − z)/z = 0.384(10) with z = 1.445(10) from literature [18] and (2 − z)/z = 0.325 from z = 1.51 used in the collapse. The
white lines on top of the symbols show the data for L = 63 and L = 1023 to allow for an easier assessment of the quality of
the collapse. The inset shows the same plot for the literature value z = 1.445.
shown separately) R(t;x0, L) appears to differ system-
atically for all system sizes considered (although dis-
playing some convergence). If this is solely due to the
slightly decreased occupation density by inactive parti-
cles, Ds(x;x0, L), then the effect is cumulative and highly
non-linear, as R(t = 0;x0, L) barely varies between dif-
ferent system sizes. For large t the activity eventually
reaches the boundary of the system. As is clear from
the collapse in Fig. 7(b) and further discussed below, the
position of the maximum total activity, R(tmax;x0, L),
scales with the dynamical exponent, tmax ∝ Lz.
Employing again a continuum approximation (where
we identify L = L′ to ease notation), in an MFT,
the spatially integrated activity R(t;x0, L) is given by
the propagation of the activity profile of a single ac-
tive particle, which undergoes a Poissonian branch-
ing or extinction with equal rates, subject to Dirich-
let boundary conditions. In one dimension the re-
sulting profile is the spatial integral of the den-
sity (1/2) 2L+1
∑L
n=1 sin(x0qn) sin(xqn) exp
(−Dq2nt), see
Eqs. (16) and (17), with momenta qn = npi/(L+ 1) [63],
as discussed above, which gives4
RMFT(t;x0, L) =
2
pi
L∑
n=1,odd
sin(x0qn)
n
e−Dq
2
nt . (19)
Fig. 7(a) shows this profile as well. The mean field the-
4 The integral
∫ L+1
0 dx sin(qnx) = 2/qn for odd n needs to be
replaced by
∑L
x=1 sin(qnx) = sin(qn)/(1−cos(qn)) on the lattice.
ory differs very clearly from the one-dimensional Manna
Model in a number of points: Firstly, the tail of the mean
field activity drags out for very long times, even for mod-
erately large systems, not least as to make up for Eq. (24)
below, the “sum rule” relating the mean avalanche size
and the time integral over the (total) activity. In com-
parison, avalanches in the Manna Model are “short and
sharp”. Secondly, by construction, the activity in the
mean field theory never exceeds 1/2, whereas the maxi-
mum activity in the Manna Model seems to increase with
system size, clearly exceeding unity even for the smallest
system sizes studied. This is particularly clear at t = 0
where the simple mean field assumes an activity of 1/2,
whereas in the Manna Model activity is triggered with
the occupation probability at the driven site.
The scaling of R(t;x0, L) can be determined by mak-
ing the usual (Ornstein-Zernike-like) scaling ansatz of the
response [2, 78],
G(x, t;x0, L) = a|x− x0|−(d−2+η+z)
×F
(
x− x0
L
,
x− x0
bt1/z
)
, (20)
where we assume, for simplicity, translational invariance,
even when our systems are not translationally invariant
in the x-direction. Eq. (20) may be regarded of the defi-
nition of the anomalous dimension η and the dynamical
exponent z. The dimensionless scaling function F(u, v)
turns off correlations beyond the system size and con-
fines them to a region of linear extent proportional to
t1/z at the short time scale. Dimensional consistency
is restored by metric factors a and b. Taking the limit
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L → ∞ in Eq. (20), the spatial integral of G gives
R(t;x0, L) ∝ t(2−η−z)/z. We expect this scaling be-
haviour to hold for t  Lz; in fact, re-writing Eq. (20)
as
G(x, t;x0, L) = a|x− x0|−(d−2+η+z)
× F˜
(
t
b′Lz
,
x− x0
bt1/z
)
(21)
and integrating over x at finite L gives
R(t;x0, L) = a
(
t
b
)(2−η−z)/z
F˜0
(
t
b′Lz
)
(22)
even for finite L, or alternatively
R(t;x0, L) = a˜L
2−η−zF˜ ′0
(
t
b˜Lz
)
(23)
with suitable metric factors and scaling function, as used
in Fig. 7(b).
It turns out that η in fact vanishes, as suggested in
the discussion after Eq. (16). Firstly, this is implied
by the sum rule arising from the temporal integral over
R(t;x0, L), which is the average avalanche size,
〈s〉 (x0, L) =
∞∑
t=0
R(t;x0, L) '
∫ ∞
0
dtR(t;x0, L) (24)
written as an integral for convenience. In the present case
of centre driving, the average avalanche size scales in L
like 〈s〉 ∝ L2 and η = 0 follows from using the scaling
form Eq. (23) in the integrand of Eq. (24).
A more subtle demonstration that η = 0 follows from
the time integral of the activity, which reduces the ac-
tivity to random walker trajectories. Taking the time
integral of Eq. (20) gives
Ĝ(x;x0, L) = ab
−z|x− x0|−(d−2+η)Fˆ
(
x− x0
L
)
(25)
with a new, suitably defined scaling function Fˆ . This
observable, Ĝ, is the average number of topplings at site
x per particle added at site x0, as discussed at the be-
ginning of Sec. III C, see Eq. (10). An Ornstein-Zernike
correlation function [78], as the one generated by the den-
sity of Brownian paths has η = 0 and must coincide with
Eq. (25), so η = 0 follows. Alternatively, one may con-
sult Ĝ in Eq. (12) and Eq. (14), which indeed behave like
x2−dFˆ(x/L) for fixed x0.
Taking η = 0 henceforth, Fig. 7(b) shows a good col-
lapse on the basis of Eq. (23) with z = 1.51, in poor agree-
ment with the literature value of z = 1.445(10) based
on the scaling of avalanche durations [18]. The collapse
based on z = 1.445 is shown in the inset of Fig. 7(b).
White lines for the data of L = 63 and L = 1023 have
been added on top of the symbols to assess the quality of
the collapse, which, away from the tail, is clearly worse
for z = 1.445 than for z = 1.51.
Apart from the collapse in L, according to Eq. (22),
there is also scaling in t at large enough but early times.
Clearly, for fixed t the total activity R(t;x0, L) converges
in large L, as for sufficiently large L the activity no
longer reaches the boundaries, which therefore become
irrelevant. Apart from small (but possibly cumulative)
effects due to the density of inactive particles, for fixed
t a regime exists where R(t;x0, L) ∝ t(2−z)/z indepen-
dent of (large) L, so that F˜0 in Eq. (22), which carries
all L-dependence, is constant, or equivalently, that F˜ ′0 in
Eq. (23) behaves like a power law itself, F˜ ′0(u) ∝ u(2−z)/z.
Therefore in Eq. (22) t(2−z)/z shapes R(t;x0, L) on the
short time scale, and the scaling function F˜0 on the long
time scale.
The initial power law regime is clearly visible in
Fig. 7(b), which suggests (2 − z)/z ≈ 0.27 and thus
z ≈ 1.574 . . ., again quite off the expected value of
(2 − z)/z = 0.384(10) from z = 1.445(10) [18], also
shown in the plot. A third slope shown in Fig. 7(b),
(2− z)/z ≈ 0.325 is determined by z giving the best col-
lapse, z ≈ 1.51. However, measuring exponents by fitting
a section of the data against a straight line in a double
logarithmic plot ignores the roˆle of the scaling function
and is generally prone to errors [79–81]. The significance
of the slopes shown in Fig. 7(b) is therefore that both
slopes of 0.27 and 0.325 (corresponding to z = 1.574 and
z = 1.51 respectively) seem to be consistent with the
data, whereas the literature value of z = 1.445(10) fails,
producing a slope of 0.384, which is clearly off.
2. Temporal shape of the avalanche
The Manna Model differs from the MFT above in
that particles and thus activity display some compli-
cated “resting”, but otherwise trajectories are random
walks. Time integrals over the activity therefore remove
any non-trivial behaviour, whereas space integrals retain
it. It is thus worthwhile to look for ways of extracting
universal features from R(t;x0, L) or similar quantities.
Because R(t;x0, L) is bound to scale in order to ac-
commodate the average avalanche size, no convergence of
R(t;x0, L) can be expected in large L at large t ∝ Lz. To
observe convergence for all t, the profile has to be rescaled
by the duration of the avalanche and the mean activity.
Theory has access (at least at MFT level) to an approx-
imation of the spatial integral of the activity conditional
to a certain time of termination, T , the duration of the
avalanche, but it is difficult to condition in addition to a
certain avalanche size. Numerically, on the other hand,
this would be trivial: If Ri(t;x0, L) =
∑
x ni(x, t;x0, L)
is an individual measurement of the space-integrated ac-
tivity at time t of an avalanche that has size si and du-
ration Ti, then Ri(t;x0, L)/(si/Ti) would be the relevant
quantity to consider. Instead we note that
si =
Ti−1∑
t=0
Ri(t;x0, L) (26)
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FIG. 8: The rescaled activity R̂(τ ;x0, L) (“temporal shape
of the avalanche”), Eq. (27), in one-dimensional systems of
size L = 63, 127, 255, 511 driven at the centre, x0 = (L+1)/2.
The rescaling (see main text) maps the times of each (spatially
integrated) activity time series to the interval τ ∈ [0, 1] and
the data is normalised so that the integral under the curve
is unity. The numerical data are shown as full lines, as the
error bars are exceedingly small. The thick arrows point in
the direction of increasing system size. The data seems to
suggest that there is slow convergence to a shape one might
suspect to be universal. It is noticeably lopsided compared
to the mean-field theory (MFT) shown as a dashed line. The
mean-field theory is based on a branching random walk on a
(finite) lattice (L = 255). Numerical data for larger systems
are computationally prohibitively expensive, see Sec. II B.
is the avalanche size if Ti is the duration and averaging
over the rescaled measurements Ri(τTi;x0, L),
f(τ) =
1
M
M∑
i=1
Ri(bτTic ;x0, L)
gives
∫ 1
0
dτ f(τ) = 1M
∑M
i=1 si/Ti, so that normalising by
(the estimate of) 〈s/T 〉 produces
R̂(τ ;x0, L) =
1
〈s/T 〉
1
M
M∑
i=1
Ri(bτTic ;x0, L) , (27)
a quantity that has a unit-integral and may therefore be
expected to converge. Closely related to this is a quan-
tity sometimes referred to as the “temporal shape of the
avalanche” [82, 83], first studied by Kuntz and Sethna
[84] (see also [85]), and closely connected to the (1/f)
power spectrum [86]. To make 〈s/T 〉 in Eq. (27) well-
defined in case of Ti = 0 (and thus si = 0), one may con-
sider the above derivation with Ti replaced by Ti+ > Ti
and take the limit → 0.
Fig. 8 shows R̂(τ ;x0, L) for different system sizes L,
demonstrating the expected convergence. Notably, the
graph displays a slight, unexpected asymmetry that is
absent in the mean-field theory of a branching process.
Because the time averaged total activity 〈s/T 〉 diverges
(slowly) for L → ∞ and Ri(t;x0, L) at t = 0 is ex-
actly the finite occupation density at x0 and expected
to be small at t = Ti, in the thermodynamic limit,
R̂(τ ;x0, L) is expected to vanish at τ = 0 and τ = 1
(and one may speculate that the MFT gives asymptoti-
cally R̂(τ) = 6τ(1 − τ)). In a suitable theory, one may
redefine time and observables such that Ri(t;x0, L) is ex-
actly unity at these points.
3. Width of the response
In the following we want to characterise further the
deviation of the activity density from plain diffusion. In
Fig. 5 we have demonstrated that the spatial distribution
of activity G(x, t;x0, L) at (x, t) in response to driving at
x0 at t = 0 is very close to Gaussian. We may proceed
by determining the kurtosis etc, but as mentioned above,
it is difficult to attribute any deviation correctly, because
there are several sources for corrections: finiteness of the
lattice, boundaries, discretisation in space, discretisation
in time and separation into even and odd sublattices.
Only the time integral of the activity can be mapped ex-
actly to a random walk, which is approximated by a Gaus-
sian in the continuum. It turns out that the temporal
evolution of the spatial distribution of activity is strongly
superdiffusive. To see this more clearly, we may calculate
the spatial variance of the normalised G(x, t;x0, L), us-
ing the spatial integral R(t;x0, L), Eq. (18). The width
of the response G(x, t;x0, L) may be defined as
∆2(t;x0, L) = R
−1(t;x0, L)
∑
x
(x− x0)2G(x, t;x0, L) .
(28)
In the present definition, ∆2(t;x0, L) looks very much
like a mean squared displacement, except that many par-
ticles contribute to G(x, t;x0, L) simultaneously and only
very few have actually been displaced starting from x0,
the origin. In fact, many may have been moved towards
x0 and most may have moved only a couple of sites.
Fig. 9(a) shows a very clear power law dependence of
∆2(t;x0, L) on (small) time t, scaling faster than linear in
t for intermediate times (below a cutoff set by the system
size), thus rendering the process superdiffusive. To relate
this to the results above, we integrate |x − x0|2G using
Eq. (21) over x, which gives
∆2(t;x0, L) =
(
t
b
)2/z F˜2 ( tb′Lz )
F˜0
(
t
b′Lz
) , (29)
using Eq. (22), regardless of η = 0.
If ∆2(t;x0, L) ∝ t2/z (expected for t  Lz but
not guaranteed as the scaling function may contribute,
Eq. (29)), Fig. 9(a) suggests 2/z ≈ 1.28 and thus
z ≈ 1.5625 rather than z = 1.445(10) of [18]. This
is confirmed by a collapse, Fig. 9(b). The value of
z ≈ 1.5625 from the t-dependence of ∆2(t;x0, L) is rea-
sonably consistent with the value of z ≈ 1.574 from
the t-dependence of R(t;x0, L) ∝ t(2−z)/z in Fig. 7(b)
((2 − 1.574)/1.574 ≈ 0.27). The literature value of
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FIG. 9: Width ∆2(t;x0, L) of the response propagator G(x, t;x0, L), as defined in Eq. (28), in one dimension for centre drive,
x0 = (L+ 1)/2, and for different system sizes L. (a) The apparent scaling in time t suggests 2/z ≈ 1.28 and thus a dynamical
exponent z = 1.5625 very different from z = 1.445(10) determined from the moments of the avalanche duration [18]. The
scaling is confirmed by the collapse shown in (b). The inset of that figure shows the same collapse with the latter literature
value of z = 1.445(10).
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driving site using z = 1.59, see also Fig. 11.
FIG. 10: The activity G(x0 + qL, t;x0, L) in one dimension for fixed q = 0 and q ≈ 1/8 collapsed by plotting G(x0 +
qL, t;x0, L)t
(z−1)/z against t/Lz, using two different exponents, (a) z = 1.445 (literature [18]) and (b) z = 1.59 (larger than
any estimate above, but see Fig. 11).
z = 1.445(10) produces a rather dissatisfying collapse
shown in the inset of Fig. 9(b), that improves in the
tail (large t) only because ∆2 converges to L2 and so
∆2/t2/z
′
plotted versus (L2/t2/z
′
)−z
′/2 = t/Lz
′
produces
a straight line in a double logarithmic plot with slope
−z′/2 for any z′. We will discuss the range of results for
z further in Sec. V.
4. Further spatial scaling of the response
A quantitative test for scaling is to extract “moments”
by integrating out all but one independent variable. This
procedure leads to the measurements normally taken in
SOC [87], such as moments of the avalanche size (for ex-
ample, the temporal integral ofR(t;x0, L) gives 〈s〉). The
usual caveats apply, in particular finite size corrections,
which we have largely ignored in the present analysis. A
qualitative test of scaling is to attempt a collapse of the
data, such as the one for R(t;x0, L) in Fig. 7(b). How-
ever, for G(x, t;x0, L) this is difficult to attain in the
form (20) as there are at least three independent param-
eters, |x− x0| (assuming translational invariance), t and
L, listed in order of increasing sparseness. In principle
such a collapse can be done in three-dimensional plots,
but the small range of L compared to the high density of
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FIG. 11: Attempt of a collapse of the activity (response)
G(x, t;x0, L) with L = 511, according to Eq. (20) using
z = 1.59 (see Fig. 10(b)) in the main panel and z = 1.445 in
the inset. The data were selected so that apparently Lz  t,
except for t = 2000 marked by “off”. The dashed lines shows
the Gaussian of Fig. 5(b).
points in |x−x0| and the still fairly large range and num-
ber of measurements in t, makes it difficult to assess the
quality of such a collapse, which becomes nearly useless
when projected into two dimensions.
To investigate further the spatial dependence of the
activity G(x, t;x0, L), we consider fixed (x − x0)/L = q,
so that according to Eq. (20) with η = 0,
G(x0 + qL, t;x0, L) = a|qL|−(d−2+z)F
(
|q|, t
b|qL|z
)
,
(30)
which for fixed q ought to collapse when plotting G(x0 +
qL, t;x0, L)L
d−2+z against t/Lz (for the earliest to the
latest times t). Fig. 10 shows a collapse for x = x0
(q = 0) as well as x = (L + 1)/8 (q ≈ 1/8) with cen-
tre driving, x0 = (L + 1)/2. While the literature value
of z = 1.445 works fairly well, Fig. 10(a), the collapse
is relatively insensitive against different choices of the
dynamical exponent (z = 1.59 is shown in Fig. 10(b), ex-
ceeding even z = 1.574 above, see Fig. 7(b), but identical
to the z used in Fig. 11).
Assuming instead Lz  t produces a collapse of G
on the basis of Eq. (20) when plotting G(x, t;x0, L)|x−
x0|−(d−2+z) against |x − x0|z/t for different t and L,
Fig. 11. The main panel shows a fairly neat collapse in
the tail, while the inset shows a somewhat broader tail
which, however, seems to cover a wider range of data,
incorporating even the data marked by “off”. Picking,
however, the data as to exclude those that do not pro-
duce a collapse, presumably on the basis that Lz  t is
violated, is a form of biased selection.
In summary, the scaling of the response G(x, t;x0, L)
is exactly as expected in a critical finite system: on the
short time scale the characteristic length is set by the
time t1/z, Eqs. (20) and (22) (demonstrated in Fig. 7(b)),
and on the long time scale by the system size L in the
form Lz, as discussed in Sec. III C 1 (Eq. (22) and discus-
sion towards the end). Indeed, with the time-dependence
integrated out, activity has all characteristics of a ran-
dom walk (Fig. 6), so that all the non-trivial features are
to be found in the time-dependence. While collapses such
as Fig. 7(b) and Fig. 9 confirm the presence of scaling, the
exponent z we found in one dimension varied: In Fig. 7(b)
z ≈ 1.51 from the collapse but z ≈ 1.574 from the scal-
ing in t of R(t;x0, L), in Fig. 9(a) z ≈ 1.5625 from the
collapse and the scaling in t of the width ∆2(t;x0, L) and
in Fig. 10 no clear outcome (z = 1.445 but also z = 1.59)
for the scaling of the activity G(x, t;x0, L). On the other
hand, the dynamical exponent determined in the litera-
ture from the scaling of the cutoff of the avalanche dura-
tion is z = 1.445(10) [18]. We will discuss this discrep-
ancy further in Sec. V.
5. Activity-activity correlations
There are very little spatial correlations in the density
of the inactive particles (Fig. 2). This is very different
for the activity. The correlation function to be consid-
ered next is, strictly speaking, a three-point function, as
it measures the correlations of activity at different sites
x1 and x2 in a system driven at x0. Although we have
also considered data where all three sites are distinct,
generally statistics is better for x0 = x1 (or x0 = x2,
which amounts to the same), so we have focused on that
case.
This correlation function is also a function of two times
relative to the time of driving. We decided to consider
only equal time correlations, with the aim to extract in-
teresting spatial behaviour. The estimators for the un-
connected activity-activity correlation function
Cu(x2,x1, t;x0, L) =
1
M
M∑
i=1
ni(x2, t;x0, L)ni(x1, t;x0, L)
(31)
and the connected correlation function
Cc(x2,x1, t;x0, L) =
1
M
M∑
i=1
ni(x2, t;x0, L)ni(x1, t;x0, L)
− 1
M
M∑
i=1
ni(x2, t;x0, L)
1
M
M∑
i=1
ni(x1, t;x0, L) (32)
are based on the same measurements of local activity
as Eq. (9). Choosing x1 = x0 still leaves us with
four independent variables. To capture the tempo-
ral evolution, we chose to take samples only at t =
1, 2, 3 . . . , 9, 10, 20, . . . , 90, 100, 200, . . . 9000 for a range of
different system sizes, all driven at the centre. However,
as mentioned in Sec. II A, activity vanishes on sites whose
distance to the driven site x0 has a parity different from
that of t, and in particular ni(x0, t;x0, L) = 0 strictly
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FIG. 12: Spatial correlations of the activity. (a) Activity-activity correlation function Cu(x2, x0, t;x0, L), Eq. (31), at different
(equal) times and for various system sizes L and with centre drive, x0 = (L+1)/2. The main panel shows a collapse for L = 511
by rescaling both axes by a suitable power of the time t, here λ = 0.585. The collapse Eq. (33), however, works only up until
some saturation time t∗ from when on Cu(x2, x0, t;x0, L) displays essentially the same shape with a time-dependent pre-factor,
Eq. (34). This is shown in the inset, where data for different times and system sizes (t = 3000, 5000, 7000 for L = 511 as well as
t = 2000 for L = 255 and t = 500 for L = 127) is made to collapse by plotting Cu(x2, x0, t;x0, L) divided by a suitable amplitude
A(t, L) against x/L. That amplitude drops roughly exponentially in time (shown are A(t, 511) = 0.59(t−1000)/2000, but also
A(2000, 255) = 0.513 and A(500, 127) = 1.35); it is, for fixed system size L, to large part given by the fraction of avalanches
that last until t. The set marked “off” shows data for L = 511 and t = 1000, before the saturation. (b) Collapse Eq. (39) of the
time-averaged spatial correlation function Cu(x2,x0;x0, L), Eq. (37), on a double logarithmic scale using µ = 0.58. That the
distance has to be rescaled by the system size, is a reminder of the latter coinciding with the correlation length. The straight,
dashed line shows a power law with exponent −0.4. Inset: Correlation function on a linear scale. Because of the parallel
update, ni(x2, t;x0, L)ni(x1, t;x0, L) vanishes for all t if x1 and x2 are on sublattices of different parity resulting in vanishing
Cu(x2,x0;x0, L), thus not shown in the logarithmic main panel.
for all x0 at odd t, so that both Cu(x2,x0, t;x0, L) and
Cc(x2,x0, t;x0, L) vanish at odd t. From the data shown
in Fig. 12(a), it is clear that the unconnected correlation
function Cu(x2,x1, t;x0, L) collapses in one dimension
for different, early t t∗(L) according to
Cu(x2, x0, t;x0, L) = A0t
−λC
(
t
b|x2 − x0|1/λ
)
(33)
with some amplitude A0, exponent λ (here λ = 0.585
similar to the exponent µ in Eq. (39) below, whereas
1/z = 0.692(5) [18]) and scaling function C, but “satu-
rates” for t t∗(L) like (inset of Fig. 12(a))
Cu(x2, x0, t;x0, L) = A(t, L)C′(|x2 − x0|/L) (34)
where A(t, L) is no longer a power-law in t (as effectively
in (33)), but is instead dominated by an exponential in
t. For fixed L, that amplitude is essentially the frac-
tion of “survivors”, i.e. the probability of an avalanche
lasting at least until t. Data for t & t∗(L) is shown in
the inset of Fig. 12(a), together with data of the corre-
lation function not quite at saturation (labelled “off” as
opposed to “collapse”). The evolution of the activity-
activity correlation function is therefore compatible with
the classic narrative of correlations spreading throughout
the system as the avalanche unfolds [34–36], until the ef-
fective correlation length (the cutoff length tλ in Eq. (33))
reaches the boundaries, suggesting λ = 1/z (see below).
For essentially all the time thereafter and thus most of
the time, the correlation function has the form (34), al-
though numerical data for very long times becomes very
noisy.
We are unable to offer an explanation for the scaling
form Eq. (33), because of the many different variables
and scales involved. It depends on at least two differ-
ent points in space and on a time that needs to be small
enough so that Eq. (33) applies, determining t∗(L) im-
plicitly. The most striking feature of the scaling form
is that the exponent in the pre-factor t−λ is identical to
the exponent in the argument of the scaling function,
which we expect to be 1/λ = z. However, 1/λ ≈ 1.71
(based on λ = 0.585 in Fig. 12(a)) is greater than any z
measured above. Below we will derive the scaling of the
time-averaged correlation function Cu, but it is difficult
to relate it to the scaling of (33), as the latter requires
t t∗(L).
Repeating the analysis for the connected correlation
function Cc, Eq. (32), shows rather poor collapses. It
remains somewhat unclear why that happens. The sec-
ond term in (32) has a fairly small contribution, yet big
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enough to spoil most collapses. A collapse like Fig. 12(a)
for Cc is rather noisy and dissatisfying, producing no rea-
sonable estimate of λ according to Eq. (33).
If the activity correlations can be regarded as “almost
stationary” (or quasi-stationary as in fixed energy sand-
piles [9, 35, 88]), it is justified to take their time average.
If Ti is the duration of the ith avalanche, then
G(x;x0, L) =
1∑M
i=1 Ti
M∑
i=1
Ti∑
t=1
ni(x, t;x0, L) (35)
estimates the time-averaged activity at site x conditional
to activity (somewhere) [89], as otherwise time stops
passing. Because
〈∑M
i=1 Ti
〉
= M 〈T 〉, the time-average
G(x;x0, L) 〈T 〉 is the average number of topplings of site
x per avalanche, i.e.
G(x;x0, L) 〈T 〉 = Ĝ(x;x0, L) (36)
see Eqs. (9) and (10). Correspondingly, the unconnected
time-averaged correlation function may be written as
Cu(x2,x1;x0, L)
=
1∑M
i=1 Ti
M∑
i=1
Ti∑
t=1
ni(x2, t;x0, L)ni(x1, t;x0, L) (37)
and the connected one as
Cc(x2,x1;x0, L)
=
1∑M
i=1 Ti
M∑
i=1
Ti∑
t=1
ni(x2, t;x0, L)ni(x1, t;x0, L)
−G(x2;x0, L)G(x1;x0, L) . (38)
The unconnected time-averaged correlation function for
x1 = x0 (in one dimension) is shown in Fig. 12(b) and
displays a remarkably good collapse
Cu(x2, x0;x0, L) = L
−µG
( |x2 − x0|
L
)
(39)
for different system sizes with µ ≈ 0.58 (for an earlier
estimate of µ = 0.658 based on uniform driving see [17]).
The denominator in the argument of the scaling func-
tion G(|x2−x0|/L) should be regarded as the correlation
length, which is in fact proportional to the system size,
exactly as expected for a finite system at the critical point
[3, 4, 6, 9, 14]. The exponent µ that scales the amplitude
in Eq. (39) can be related via a sum-rule to known scal-
ing exponents, such as the scaling of the activity variance
∆ρa/L
d [9, 17] (see Eq. (2.36) in [9], ∆ρaL
−d is the vari-
ance of the density ρa and ∆ρa is the spatial integral of
the variance),
∆ρa
Ld
=
1
L2d
∫
ddx1d
dx2 Cu(x2,x1;x0, L) ∝ Lγ′/ν⊥−d
(40)
where we have used the notation of [9], except that we use
d for the spatial dimension (denoted by D in [9]). If the
scaling of Cu(x2,x1;x0, L) is essentially translationally
invariant, as suggested in Eq. (39), then ∆ρaL
−d ∝ L−µ
from Eq. (40) and thus µ = d−γ′/ν⊥ = 2β/ν⊥. The esti-
mate µ ≈ 0.58 above (Fig. 12(b)) is perfectly in line with
literature values of 1− γ′/ν⊥ = 0.59(4) in one dimension
[9].
Alternatively, one may relate Cu to the second mo-
ment of the avalanche size. Given that the instantaneous
avalanche size is Eq. (26), the estimator for the second
moment
〈
s2
〉
= M−1
∑M
i=1 s
2
i is exactly equivalent to
〈
s2
〉
=
1
M
M∑
i=1
Ti∑
t1,t2=1
∑
x1,x2
ni(x2, t2;x0, L)ni(x1, t1;x0, L)
(41)
resulting in a corresponding sum rule on the unconnected
correlation function. It requires, however, the two (three)
point, two time correlation function. Assuming that it
follows essentially Eq. (39) with x1/x2 and t1/t2 as ad-
ditional arguments in the scaling function, gives〈
s2
〉 ∝ 〈T 〉L2d+zL−µ (42)
where 〈T 〉 undoes the normalisation in Eq. (37) compared
to Eq. (41), L2d is due to the double space integral (or
sum, Eq. (41)), Lz is due to the additional time integral
in Eq. (41) compared to Eq. (37) and, finally, L−µ is due
to Eq. (39). Given that
〈
s2
〉 ∝ LD(3−τ), 〈T 〉 ∝ Lz(2−α)
and D(1 − τ) = z(1 − α) (all exponents explained in
detail in [4]), one arrives at µ = 2(d + z − D) which
is in line with µ = d − γ′/ν⊥ = 2β/ν⊥ because what
is denoted D here is Df + z in [9] and so d + z − D
here is in fact β/ν⊥ there. However, µ = 2(d + z − D)
gives µ = 0.38(5) using the values of z = 1.445(10) and
D = 2.253(14) of [18]. The mismatch with µ = 0.59(4)
mentioned above cannot be explained by the dynamical
exponent of z = 1.393(37) measured in [9], which gives
an even smaller value of 2(d + z −D). Rather, it is the
poor match of Df + z = d − β/ν⊥ in [9], which gives
D = 2.11(4) based on measurements in the fixed energy
sandpile (FES) version of the Manna Model, and D =
2.253(14) of [18] taken in the SOC mode.
The slope of G(q), Eq. (39), that is so clearly visible
in Fig. 12(b) (dashed line) may be captured by fitting
against a power law with a cutoff, so that G(q) ∝ q−0.4
for small z. For sufficiently small x2−x0 and sufficiently
large L, the correlation function Cu(x2, x0;x0, L) thus
behaves like L−µ+0.4|x2 − x0|−0.4. It is difficult to see
how to relate this behaviour to known exponents through
scaling relations.
The connected time-averaged correlation function
Cc(x2,x1;x0, L) collapses as well, but is much less sen-
sitive to a change of the exponent µ in Eq. (39). While
it is compatible to µ = 0.58, with some small deviations,
its tail (|x2−x1|/L close to unity) still collapses even for
µ = 0.3. That the tail collapses so easily is of course un-
surprising, as Cc(x2,x1;x0, L) vanishes as sites become
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FIG. 13: The two-time correlation functions Kc,u(t, t + τ ;x0, L), Eqs. (44) and (45), for a range of times t = 25, 50, . . . , 175
against the time lag τ (pruned) for centre driving of a one-dimensional system of size L = 63. (a) For t ≥ 50 and t ≤ 150 the
connected correlation functions are very similar. About 52% of avalanches have a duration of T ≥ 50. (b) For t ≥ 50 the shape
of correlation functions differ very little, while their amplitude clearly does.
uncorrelated, i.e. when |x2 − x1| approaches L, and a
sharp drop is very insensitive to rescaling.
6. Two-time activity correlations and 1/f-noise
Historically, SOC was introduced as an “explanation
for 1/f noise” [3], even when that notion quickly took a
less prominent place [4, 6]. The initial measurement [3]
of the power-law characteristics of the power spectrum of
the BTW Model was soon revised by Jensen et al [7], who
had to made a number of drastic assumptions in order
to link the power spectrum to the avalanche duration
distribution. A more recent, detailed numerical analysis
by Laurson et al [86] found non-trivial 1/fα noise in both
the BTW and the Manna Model.
In the following, we analyse the correlations in the spa-
tially integrated activity signal
nˆi(t;x0, L) =
∑
x
ni(x, t;x0, L) (43)
of avalanche i with duration Ti, which, of course, varies
among avalanches. That makes the calculation of corre-
lations somewhat ambiguous,5 in particular when taking
averages over ensembles. We intend to carry out the fol-
lowing analysis in the spirit of the original link of SOC
and 1/f spectra. To arrive at a single time series, we ef-
fectively concatenate consecutive nˆi(t;x0, L) by inserting
an infinite trail of zeros.
5 Apart from allowing for vanishing ni (see below), one may, for
example, rescale time to the unit interval or weight avalanches
of different durations differently.
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FIG. 14: Double logarithmic plot of the (pruned) power spec-
trum Su(ω;x0, L), Eq. (47), of the unconnected correlation
function Ku, Eq. (44), in a the centre-driven one-dimensional
Manna Model of size L as indicated. There is a possibly
increasing (with L) intermediate regime that displays some
power law scaling ∝ ω−2 (dashed line).
We will make use of the estimators (cf. Eqs. (31) and
(32))
Ku(t2, t1;x0, L) =
1
M
M∑
i=1
nˆi(t2;x0, L)nˆi(t1;x0, L) ,
(44)
and
Kc(t2, t1;x0, L)
= Ku(t2, t1;x0, L)−R(t2;x0, L)R(t1;x0, L) , (45)
where the second term makes use of R(t;x0, L), which
is the expectation of nˆi(t;x0, L), Eqs. (9) and (18).
To make nˆi(t;x0, L) well-defined for all t, we take
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nˆi(t;x0, L) = 0 for t > Ti. This together with
Eq. (44) that never mixes different avalanches, amounts
to analysing correlations in concatenated activity histo-
ries as if each was succeeded by an infinite trail of zeros,
thereby implementing separation of time scales. Other
choices have been made in the literature, notably by
Laurson et al who suggest the effect of trailing zeros is
negligible [86].
As the process is not time-homogeneous,
Kc,u(t2, t1;x0, L) are functions of two times t1 and
t2. In the past, this feature was to large extent ignored.
In [7] the authors assume that nˆi is a top-hat function
with duration Ti and height si/Ti, approximating Ku
by a suitably weighted integral of convolutions of that
top-hat.
From Fig. 7 it is clear that in the Manna Model, nˆi
is not overly well approximated by a top-hat. In the
following, we want to explore the shape of the uncon-
nected and connected correlation functions Ku and Kc.
The first question that arises is whether it is justified
to assume that Ku and Kc are essentially functions of
the time lag |t2 − t1|, but otherwise independent of t1.
Fig. 13(a) shows that this is indeed the case for a range
of t1 at least as far as the connected correlation function
is concerned. This feature is clearly less pronounced for
the unconnected correlation function, Fig. 13(b), which,
however, is closer to the one studied in the past with re-
gard to its 1/f characteristics in the BTW Model [7, 86].
Carrying on along the lines of Jensen et al [7] but also
Laurson et al [86], the unconnected two-time correlation
function is time-integrated (not time-averaged, as usual,
e.g. [90]) over t,
Ku(τ ;x0, L) =
∞∑
t=0
Ku(t, τ ;x0, L) (46)
and Fourier-transformed,
Su(ω;x0, L) = 2
∞∑
τ=0
cos(ωτ)Ku(τ ;x0, L) (47)
which resembles a sigmoidal shape, as shown in Fig. 14,
quite different to what Laurson et al [86] obtain using a
different concatenation scheme. The intermediate drop
may be approximated by a power law, ω−2, consistent
with similar findings in the BTW Model [7], but it is dif-
ficult to trace that behaviour back to the decay of tem-
poral correlations.
In fact, there is little non-trivial, asymptotic long-time
behaviour in Ku or Kc at all. What displays scaling in
these quantities is their cutoff (because of the scaling of
durations), but not the correlation functions themselves,
Fig. 13(a). The approach by Laurson et al [86] has clearly
been more successful in that respect.
One might be tempted to repeat the above analy-
sis for the connected correlation function Kc as defined
in Eq. (45). However, taking an average like Eq. (46)
over the unconnected part R(t2;x0, L)R(t1;x0, L) re-
mains ambiguous. It is arguably to be replaced by the
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FIG. 15: Scaling of the macroscopic avalanche-avalanche cor-
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sizes considered. Inset: The negative of the actual correlation
function K(j;L) for L = 31, 63, . . . , 1023 with the exponential
fits, AL exp (−j/τL) shown as dashed lines.
square of the average activity 〈s〉 / 〈T 〉, in which case,
however, the time averaged Kc no longer drops to 0 for
t→∞ as normally expected for a connected correlation
function. Given that our main interest in the present cor-
relation functions was to make contact with the historic
research focus, namely 1/f -noise as studied in [7], we did
not pursue this approach any further.
7. Macroscopic time correlations
We finally consider the correlations in the size si of
consecutive avalanches, 〈sisi+j〉− 〈s〉2 as a function of j,
estimated via [91]
K(j;L)
=
1
M − j
M−j∑
i=1
sisi+j− 1
M − j
M−j∑
i=1
si
1
M − j
M−j∑
i=1
si+j .
(48)
In the Oslo Model [64] the avalanche size can be inter-
preted as the displacement of an interface pulled on one
end over a rough surface [4, 12, 13] and the macroscopic
correlation time is, in this model, therefore related to the
interface’s roughness, which scales like Lχ with χ = D−d.
In the present case, neither the mapping exists nor can
the driving be interpreted easily as a pulling force. Fol-
lowing nevertheless the same argument as in [12], the typ-
ical total number of topplings needed to avoid an overlap
between initial and final interface configuration scales like
Lχ+d. The number of avalanches to be triggered to reach
essentially independence is therefore of order Lχ+d/ 〈s〉,
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FIG. 16: A histogram of the deviation of the local density
Ds(x;x0, L) from the average Ds(x;x0, L) in a sheet of con-
stant x, in units of standard deviations of the density within
a sheet, for a three dimensional system of size 63 × 64 × 64.
Within numerical error, the data follows a normal distribution
shown as a dashed line.
which in the present case scales like Lχ+d−2 as 〈s〉 ∝ L2,
Eq. (1) with x0 = (L+ 1)/2. In other words, the macro-
scopic correlation time should scale like D−2 = 0.253(14)
[18].
It is difficult to extract good estimates of the macro-
scopic correlation time from the data. As observed in
directed models [92], correlations for j > 0 are anti-
correlations, K(j;L) < 0, as large avalanches are nor-
mally followed by smaller ones and vice versa. Fig. 15
shows −K(j;L) in a semi-logarithmic plot in the inset,
suggesting an exponential decay of correlations, which
are quite short-lived in one dimension (and obviously or-
ders of magnitude shorter than the transient). Fitting
them (by eye), K(j;L) = AL exp (−j/τL) with ampli-
tude AL, and plotting the resulting estimates for the
correlation times τL yields a scaling of approximately
τL ∝ L0.256, as shown in Fig. 15, compatible with D − 2
quoted above.
IV. HIGHER DIMENSIONS
We have repeated many of the measurements discussed
above in three and five dimensions. Because the upper
critical dimension of the Manna Model is dc = 4 [9, 43,
44], d = 3 is expected to be much closer to mean-field
results (and in that sense better behaved), whereas d = 5
is expected to reproduce them at least as far as universal
quantities are concerned.
As the most interesting observables to consider in
higher dimensions, we have selected the density of in-
active particles in the quiescent state (cf. Sec. III A), the
spatially integrated activity (cf. Sec. III C 1), the tempo-
ral shape of the avalanche (cf. Sec. III C 2), the width
of the response (cf. Sec. III C 3), the spatial activity-
activity correlation function (cf. Sec. III C 5), and the
macroscopic time avalanche-avalanche correlations (cf.
Sec. III C 7).
Numerically, dimensions greater than one pose the dis-
advantage of high memory requirements for compara-
tively “small” system sizes as far as linear extent is con-
cerned. In particular in five dimensions, lattices of linear
extent beyond L = 63 are difficult to realise. The largest
lattice we used in five dimensions therefore was L = 95.
We have avoided scanning lattices as much as possible
(see discussion before Eq. (3)), so that CPU-time require-
ments are mostly determined by the average avalanche
size ∝ L2. The largest lattice in three dimensions was
L = 511. As discussed above, periodic boundary condi-
tions were applied in all but one (open) direction.
The periodic boundary conditions may suggest that
observables do not depend on the coordinates y2, . . . , yd
orthogonal to the open direction (parameterised by x).
We will indeed consider in the following certain observ-
ables with respect to their sheet-average (spatial aver-
age at constant x) and their deviation from it. Yet,
given centre driving at one single site x0 = (L + 1)/2,
y2,...,d = 0, translational invariance is broken in every
direction.6 This is expected to be reflected in the ob-
servables, for example the response function: Periodic
boundary conditions or not, activity that begins in a
point will not spread instantaneously across entire sheets
of constant x (which are of size L′d−1).
A. Three dimensions
It turns out, however, that even with (non-
translational invariant) centre driving the density of in-
active particles displays translational invariance within
sheets of constant x. It is rather futile to attempt to
visualise that by plotting the density profile for con-
stant y2, y3 (coordinates within a sheet). Fig. 16 shows
instead a histogram of the number of standard devia-
tions by which the (estimated) density at each and every
point within the sheets deviates from the average within
a sheet,
Ds(x;x0, L) =
∑
y2,y3
Ds(x;x0, L) , (49)
where x = (x, y2, y3). The result is a distribution very
close to a normal distribution (also shown), suggest-
ing that the small deviations of local densities from the
sheet average Ds(x;x0, L) are possibly random and in-
dependent rather than systematic. However, confirm-
ing that by direct measurements of correlations is diffi-
cult, firstly because of the statistical noise (as seen in
6 If one is not interested in the particular symmetries of the system,
this can be cured by driving (randomly) across entire sheets of
constant x.
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FIG. 17: The sheet-averaged density of inactive particles in three dimensions, Ds(x;x0, L), as deviation from the bulk value
(ζ∞ = 0.622325 [19]) in the quiescence state at stationarity in three dimensions, cf. Fig. 1. Lines to guide the eye. (a) Plotting
Ds(x;x0, L) − ζ∞ versus the relative position (x − 1)/(L − 1) shows that the deviation of the density from the bulk value
decays quickly away from the boundaries, producing an increasingly sharp shoulder with increasing system size. (b) Close
to the boundary, on an absolute scale x (distance from the boundary), the density profile shows very quick convergence with
increasing L. There is no noticeable difference between different L. However, as shown in the inset, the deviation from the
bulk density ζ∞ shows a (noisy) power law decay away from the boundary, roughly with exponent −1.5 (dashed line) and with
a cutoff linear in L.
Fig. 2(b)) and secondly because of the wide range of cor-
relations to consider. For example the two point function
Cs(x2,x1;x0, L), Eq. (6), depends on the positions rel-
ative to the open ends, x1 and x2, as well as the d − 1
displacements in the periodic direction, y1 − y2. Again,
integrated observables, such as the window-averaged den-
sity Eq. (7), might be better suited to reveal (anti-) cor-
relations.
Given the (observed) translational invariance in the
periodic directions, Fig. 17 shows the sheet-averaged
density profile Ds(x;x0, L) across the open direction in
three-dimensional systems as the deviation from the bulk
value ζ∞ = 0.622325 [19]. This data shows little qualita-
tive difference compared to Fig. 1, except that the density
remains much closer to the bulk value throughout, even
close to the boundaries and even for comparatively small
systems. The range of the ordinate of Fig. 17(a) is about
an order of magnitude smaller than in one dimension.
Fig. 17(b) shows that the profile close to the boundary
displays no discernible difference among the system sizes
considered; there is certainly no finite size scaling of the
amplitude of the profile. However, similar to one dimen-
sion, Fig. 1, boundary effects decay like a power law. We
estimate the exponent to be around −1.5 (as shown in
the inset of Fig. 17(b)), but a reliable estimate is ham-
pered by the high level of noise in the data and does not
improve much when the data is binned. For comparison
(see discussion in Sec. III A) 1/ν⊥ = 1.7(4) [9], compati-
ble with the exponent estimated here.
Integrating the local activity over the entire lattice
produces the total activity, R(t;x0, L), as defined in
Eq. (18). As discussed in Sec. III C 1, we expect plot-
ting L2−zR(t;x0, L) against t/Lz to produce a collapse.
In d = 3 dimensions this is indeed the case and works
very well using 2 − z = 0.223, based on the dynamical
exponent z = 1.777(4) as obtained in [19]; Fig. 18 shows a
corresponding collapse like the one obtained in Fig. 7(b)
in d = 1 dimensions.
Also shown in this figure is the slope of the rescaled
total activity in rescaled time, which we expected to
display an exponent of (2 − z)/z (see the discussion in
Sec. III C 1). While this was not fully confirmed in one
dimension, it is perfectly in line with the findings in three
dimensions.
Normalising the activity profile in the form intro-
duced in Eq. (27) produces the “temporal shape of the
avalanche” shown in Fig. 19 together with the mean field
theory introduced in Sec. III C 1 and Sec. III C 2. The
curves are remarkably close given that the mean field
theory should apply only in dimensions of d ≥ dc = 4.
The data still shows a slight skew which is difficult to
see by naked eye. The mean field data displays a simi-
lar slant (possibly a finite size effect), but in the oppo-
site direction. The collapse thus improves when plotting
R̂(1− τ ;x0, L) against the MFT.
The width of the response propagator, ∆2(t;x0, L), as
defined in Eq. (28) produces a collapse if rescaled suit-
ably, as shown for d = 1 in Fig. 9(a). In Sec. III C 3 it
was demonstrated that in one dimension the collapse re-
quires a dynamical exponent, z ≈ 1.5625, that deviates
quite clearly from the expected value of z = 1.445(10)
from the literature. In Fig. 20 we show that the data in
three dimensions is compatible with the expected value,
z = 1.777(4) [19], apparently validating the scaling argu-
ments in Sec. III C 3. The possible causes of the mismatch
in one dimension is discussed further in Sec. V.
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FIG. 18: Collapse of the spatially integrated activity,
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the curve is unity. The data is remarkably close to that of
the mean-field theory, shown as a dashed line, (L = 255, see
Fig. 8).
As mentioned above, the propagation of activity (the
response function) is certainly not expected to be trans-
lationally invariant, as activity surely is correlated to the
position of the initial driving. However, it is numerically
very challenging to analyse spatial data as a function of
all d components. We have therefore decided to study ac-
tivity and its correlations after spatially averaging in the
periodic direction. This way we obtain enough statistics
and yet can still test for the expected scaling behaviour.
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FIG. 20: Collapse of the width ∆2(t;x0, L) (Eq. (28)) in
the three-dimensional, centre driven Manna Model. Data
is binned. Both axes have been rescaled using the dynam-
ical exponent z = 1.777(4) found in the literature [19], with
2/z ≈ 1.1255.
As indicated in Eqs. (16) and (17), averaging (or, for
that purpose, summing) the time-integrated activity over
the periodic direction reproduces the one-dimensional
profile Eq. (12). The resulting profiles of the time-
integrated activity summed over the periodic direction
look therefore up to a pre-factor exactly like Fig. 6.
Activity-activity correlations on the other hand show
some clear non-trivial scaling as a function of space.
Defining the time-integrated, sheet-averaged activity in
terms of the numerical observable ni(x, t;x0, L) as
G˜(x;x0, L) =
1∑M
i=1 Ti
M∑
i=1
Ti∑
t=1
1
L′d−1
∑
y′2,...,y
′
d
ni(x, t;x0, L)
(50)
produces a function of essentially only one variable, x,
the position in the open direction with the shape shown
in Fig. 6, see Eq. (17). The activity-activity correlation
functions may be defined in the same vein,
C˜u(x2, x1;x0, L) =
1∑M
i=1 Ti
M∑
i=1
Ti∑
t=1
1
L′d−1
×
∑
y′′2 ,...,y
′′
d
ni(x2, t;x0, L)
∑
y′2,...,y
′
d
ni(x1, t;x0, L) (51)
and
C˜c(x2, x1;x0, L) =
1∑M
i=1 Ti
M∑
i=1
Ti∑
t=1
1
L′d−1
×
∑
y′′2 ,...,y
′′
d
ni(x2, t;x0, L)
∑
y′2,...,y
′
d
ni(x1, t;x0, L)
− G˜(x2;x0, L)G˜(x1;x0, L) , (52)
with x1 = (x1, y
′
2, y
′
3, . . . , y
′
d) and x2 =
(x2, y
′′
2 , y
′′
3 , . . . , y
′′
d ). Noticeably, x1 and x2 have
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FIG. 21: Collapses according to Eq. (39) of the two point spatial correlation function C˜u and C˜c as defined in Eqs. (51) and (52)
respectively for different three-dimensional system sizes as indicated. The exponent µ used is largely consistent with literature
values. The insets show the correlation function on linear scales, however rescaled by the size of a sheet, (L + 1)2, so that
different system sizes L can be shown simultaneously. See also Fig. 12(b).
each d − 1 dashed components which are summed
over independently, with the intention to render C˜c,u
correlation functions of spatial averages rather than
spatially averaged correlation functions. This is a matter
of choice, motivated by the independence of the two
coordinates in Eq. (40).
Both correlation functions collapse very nicely under
suitable rescaling, similar to Fig. 12(b). Fig. 21 shows
the collapses by plotting C˜u,c(x2, x1;x0, L)L
µ against
|x2− x1|/L, Eq. (39), with µ = 2.92 for the unconnected
correlation function C˜u and µ = 2.79 for C˜c. Just like in
one dimension, we have chosen x1 = x0, i.e. one sheet in
the two-point correlation function is the one where the
driving takes place. The exponent µ should be compared
to 1− γ′/ν⊥ = 2.74(3) from [9] or 2(d+ z−D) = 2.81(3)
[19], see the discussion after Eq. (39). These two values
from scaling relations do not fully agree, but not as signif-
icantly as in one dimension, where they suggest 0.59(4)
and 0.38(5) respectively. Moreover, the collapses with
µ = 2.92 and µ = 2.79 are relatively better compatible
with these literature values in both cases (in contrast to
µ = 0.58 in one dimension, which is much less compatible
with 0.38(5) than with 0.59(4)). One may wonder that
the unexpectedly inconsistent scaling is a feature of one
dimension (see also [93]).
Finally we consider correlations of avalanche sizes on
the macroscopic time scale. Compared to one dimen-
sion, where correlation “times” (measured in number of
avalanches attempted) are fairly short and do not in-
crease dramatically with system size, correlations in three
dimensions last much longer and rise significantly. Fig. 22
shows the correlation function (in the inset, Eq. (48))
and the estimated correlation times, which change from
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FIG. 22: Scaling of the macroscopic avalanche-avalanche cor-
relation time τL with the system size L. The power law fitted
(dashed line), τL ∝ L1.40 is compatible with the prediction
τL ∝ LD−2 with D = 3.370(11) [19]. In three dimensions,
correlation times are very long and rise quickly compared to
one dimension (cf. Fig. 15). The inset shows the negative of
the actual correlation function K(j;L) for L = 15, 31, . . . , 255
with the exponential fits (by eye), AL exp (−j/τL), shown as
dashed lines.
around 35 avalanches at L = 15 to about 1680 avalanches
at L = 255. Fitting the correlation time against the sys-
tem size results in an exponent of 1.40, which is not too
far off the expected value of D − 2 = 1.370(11) [19] (see
discussion after Eq. (48)).
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B. Five dimensions
Five dimensions are supposedly above the upper crit-
ical dimension and so the Manna Model should display
the same asymptotes and, in particular, the same scal-
ing, as its Mean Field Theory [60], where z = 2 and
D = 4 [9]. Because of the high dimensionality, the lin-
ear extent of the systems studied numerically is rather
limited. The largest lattice we used was thus L = 95
with 95 · 964 ≈ 8 · 109 sites. With a particle density of
ζ∞ ≈ 0.55 that means one cannot reasonably expect the
system to equilibrate within 107 avalanches when start-
ing from an empty lattice. For these very large systems,
we decided to determine the bulk density on a smaller
lattice (starting from L = 15, having 983040 < 106 sites)
over the course of 108 avalanches, and use that density
uniformly as the initialisation for the next bigger lattice.
In each case, we dismissed 2 ·107 avalanches as transient.
As seen already in the sharpening of the density profile
from one dimension, Fig. 1, to three dimensions, Fig. 17,
in five dimensions, Fig. 23, the density across different
four-dimensional sheets of constant x is nearly the same
everywhere in the system. Only around x = 1, 2, 3 and
x = L,L− 1, L− 2 a deviation from the bulk density ζ∞
is actually noticeable but still is minute. To determine
ζ∞, we have fitted ζL against ζ∞+ aL− with fitting pa-
rameters ζ∞, a and . From L = 15, 31, 63, 95 we found
ζ∞ = 0.559780(5) (and  = 0.94(1)) with a goodness of
fit of 0.70, which is to some extent owed to the small
number of data points and the comparatively large num-
ber of fitting parameters. In the inset of Fig. 23(b) we
used ζ∞ = 0.55975 instead, as it produced a more sys-
tematic dependence of the apparent cutoff on the system
size. In that figure, we show that the small deviations
of the substrate density from the bulk value close to the
boundaries is reproduced for different system sizes and
may display some power law dependence on the distance
(similar to Figs. 1(b) and 17(b)). Unfortunately the data
is too noisy to extract a reliable estimate of the exponent.
Fig. 23(b) shows exponent −2 for comparison.
While the particle density is non-universal and diffi-
cult to capture theoretically, the total activityR(t;x0, L),
Eq. (18) (Sec. III C 1), as shown in Fig. 24 and its
normalised form R̂(τ ;x0, L), Eq. (27) (Sec. III C 2), as
shown in Fig. 25, display universal scaling, as shown in
Figs. 7(b) and 8, in one dimension and in Figs. 18 and
19 in three dimensions. The former, R(t;x0, L), is based
on the collapse of the rescaled activity as a function of
suitably rescaled time, the latter, R̂(τ ;x0, L) on the uni-
versal shape of the activity profile averaged after scaling
it to the interval [0, 1].
Fig. 24 shows the activity R(t;x0, L) as a function of
rescaled time using the exponent z = 2, Eq. (23). In-
deed, no initial slope ∝ t(2−z)/z is visible in R(t;x0, L),
as expected for z = 2, Eq. (22) (see Sec. III C 1). Ac-
cordingly, the collapse occurs when time is rescaled by
L2. The inset shows a comparison to the MFT as intro-
duced in Sec. II B. While the match is far from perfect, it
shows a noticeable improvement over the data for d = 3,
Fig. 18, and the data for d = 1, Fig. 7. It could surely
be improved further by rescaling the activity so that it
matches, initially, the density of immobile particles, ζ∞,
as the activity at t = 0 is exactly the probability of the
initial particle (supplied by the external drive) arriving at
an occupied site. A qualitative difference to the situation
in d = 3 and d = 1 (Fig. 18 and Fig. 7(a) respectively)
is the fact that the activity drops almost monotonically,
apart from a very slight initial increase. In d = 3 and
d = 1 it shows a very clear maximum, that exceeds unity
in both cases.
Fig. 25 shows a comparison of the (specially nor-
malised) activity profile R̂(τ ;x0, L) according to Eq. (27)
and the profile expected from mean field theory, i.e. the
branching random walk (Sec. III C 1), which are expected
to share the same universal shape. The data for the five-
dimensional lattice is in good agreement with the MFT.
Because of the large avalanche duration exponent α = 2
and avalanche size exponent τ = 3/2 [4] in five dimen-
sions, relatively many avalanches are short in time and
small in size, so that the data used for R̂(τ ;x0, L) in
Eq. (27) is mostly rather stepped. That results in visi-
ble artefacts as seen in Fig. 25, made worse by the fact
that the artefacts align for different system sizes. The
situation can be improved by using Poissonian updating
which smears out the steps or by introducing a cutoff to
suppress avalanches below a certain size.
Comparing the data in Fig. 25 to that in Fig. 19 sug-
gests that the mean-field theory works better or applies
at least as well in three dimensions as in five. One pos-
sible explanation is that system sizes in five dimensions
are much smaller and so the coincidence between mean
field theory and data in five dimensions would actually
be significantly better, if bigger system sizes were avail-
able. Inspecting the data in Fig. 19 suggests that the
data may display convergence away from the mean-field
curve, whereas the data in Fig. 25 is still compatible with
a convergence towards it. However, even the mean-field
data is based on a comparatively small lattice (L = 255,
see Sec. III C 1) and might change slightly as bigger lat-
tices are considered. As in three dimensions, there is a
slight slant in opposite directions in the MFT data and
the data from the Manna Model. Plotting R̂(1−τ ;x0, L)
against the MFT significantly improves the collapse.
We expected the mean squared displacement
∆2(t;x0, L), Eq. (28), to be almost perfectly linear
in time t in five dimensions, corresponding essentially
to the behaviour of a random walker, so that the
data collapses under rescaling of time by L2 and
∆2(t;x0, L) by t, Fig. 26. The data in three dimensions,
Fig. 20, displayed a near-perfect collapse and very clear
asymptotics. It turns out, however, that the data for the
five-dimensional system, Fig. 26, is not as clear and clean
as in three dimensions, although it collapses nicely under
the rescaling expected. Two issues might play an impor-
tant roˆle: Firstly, the linear extent of the lattices, which
effectively limit the maximum mean-square displacement
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FIG. 23: The density of inactive particles in the quiescent state at stationarity in five dimensions as the deviation from the bulk
density ζ∞ = 0.559780(5), cf. Figs. 1 and 17. As in three dimensions, the observable has been taken as a spatial average in the
periodic direction (sheets of constant x). (a) The shoulder of the density close to the boundary is even sharper than in three
dimensions, Fig. 17(a). (b) Different system sizes show essentially identical shoulders (spatial scale identical to Fig. 1(b) and
Fig. 17(b)). As shown in the inset, we were unable to detect a clear power law decay away from the boundary of the deviation
of the density from its bulk value ζ∞, because the deviations are minute, the data comparatively noisy and any estimate for the
exponent clearly dependent on the estimate of ζ∞, which we adjusted here to 0.55975. The line for −2 is shown for comparison
to Fig. 17(b). The numerical data is shifted by 1 on the x-axis to produce a cleaner power law.
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FIG. 24: Collapse of the spatially integrated activity,
R(t;x0, L), for the centre driven Manna Model in five dimen-
sions (see Fig. 7 and Fig. 18 for the data in one and three di-
mensions respectively), plotting R(t;x0, L)L
2−z against t/Lz
using the literature value of z = 2 [9]. The dashed line shows
the expected slope (2 − z)/z = 0, the full line the collapse
(L = 63, 127) of the MFT (labelled). The inset shows the
(pruned) data on a linear scale together with the MFT as in
Fig. 7(a).
from above and the finite size corrections from below.
These are small in five dimensions (maximum L = 95)
compared to three (maximum L = 255). Secondly, the
exponents used in the collapse in five dimensions are the
analytical values expected. Allowing them to deviate
slightly from that (thus becoming effective exponents
for the given range of system sizes) improves the quality
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FIG. 25: The rescaled activity R̂(τ ;x0, L) in five-dimensional
systems of size L = 15, 31, 63, 95 driven at the centre, x0 =
(L + 1)/2, to be compared to the behaviour in one (Fig. 8)
and three dimensions (Fig. 19). The thick arrows point in
the direction of increasing system size. The rescaling of time
maps the spatially integrated activity to the interval τ ∈ [0, 1].
Normalisation is applied so that the integral under the curve
is unity. The numerical data for five dimensions is somewhat
“rugged” (mostly for small system sizes) because of the many
small avalanches which produce stepped activity profiles. The
mean-field theory is shown as a dashed line, (L = 255, see
Fig. 8).
of the collapse by compensating for some of the finite
size corrections, something that was not needed in three
dimensions (possibly because of the larger linear extents
used there), which was based on the literature value.
Finally, Fig. 27 shows a collapse of the unconnected
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and the connected activity-activity correlation functions,
Eq. (51) and (52) respectively. Again, the collapse
is based on the analytical value of the exponent µ =
2(d+ z−D) (see Eq. (39) and the discussion thereafter),
which gives µ = 6 because z = 2 and D = 4 at d = 5.
This is not equivalent to µ = d−γ′/ν⊥ which gives µ = d
as γ′ is expected to vanish for all d ≥ dc = 4 [44]. The
reason for the mismatch is that in dimensions above the
upper critical dimension, the variance of the total ac-
tivity no longer follows ∆ρa ∝ Lγ′/ν⊥ with γ′ = 0 as
suggested in Eq. (40), but, rather, drops off like L4−d, so
that ∆ρaL
−d ∝ L−µ produces µ = 2d − 4 (see also the
discussion around Eq. (40)). This is because activity is
confined to a volume of size L4 whenever d ≥ 4, while
the variance of the activity density drops like L−d, so the
space integrated variance is ∆ρa ∝ L4−d.
However, the collapses in Fig. 27 are surprisingly poor
compared to the three-dimensional counterpart (Fig. 21).
The same qualifications as above apply (small system
sizes in five dimensions and the exponents in five dimen-
sions not chosen to optimise the collapse as in d = 1,
Fig. 12, but not in d = 3). In the present case µ = 6.2
works best for C˜u and µ = 6.1 works best for C˜c.
Moreover, one may argue that space is more accurately
rescaled by |x2−x0|/(L−1), because |x2−x0| ranges from
0 to (L− 1)/2. However, even at the small linear system
sizes used, this makes only a very small visible difference
and does not improve the collapse significantly.
Considering finally the avalanche-avalanche correla-
tions on the macroscopic time scale in five dimensions,
it turns out that correlation times are extremely long
and the signal prohibitively noisy. It is virtually impossi-
ble to fit an exponential against the correlation function,
even when allowing for very large error bars. After some
window-averaging, the smallest system size L = 15 gives
a correlation time (measured in number of attempted
avalanches) of about 4000, but the next larger, L = 31
has one at around 20000 avalanches. Data for L = 63
does not produce any reasonable results even after taking
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FIG. 26: Collapse of the width ∆2(t;x0, L) (Eq. (28)) in the
five-dimensional, centre driven Manna Model. Data is binned.
window averages. This result is all the more lamentable,
as it would have been interesting to verify the scaling
∝ LD−2 of the correlation time above the upper critical
dimension. This will require, however, many more than
the 8 · 107 avalanches that we considered.
V. DISCUSSION AND CONCLUSION
The key-objective of the present numerical study was
to provide an extensive survey of spatio-temporal corre-
lations in SOC. They are frequently overlooked as the
hallmark of criticality, as the vast majority of numeri-
cal studies focuses on integrated observables, such as the
space-time integral of the activity during an avalanche
(avalanche size) or its duration. As most clearly seen
in one dimension, this is to large extent justifiable by
the complications that arise from the additional inde-
pendent variables (such as distances in time and space),
the often noisier numerics and the less convincing scaling
behaviour, even when modern computing resources can
compensate for some of these disadvantages.
On the other hand, much of what “self-organised crit-
icality” ought to display, in particular self-organisation
and spatio-temporal self-similarity [6], is very well cap-
tured and in fact confirmed by the correlation functions
studied above. Among the numerical results presented,
the independence of the density profile of the substrate
from the driving position, further supported by the calcu-
lations in the appendix, stands out as one of the clearest
signs of self-organisation [40]. Interestingly, correlations
in the substrate (Fig. 2) have a small amplitude, which
does not scale with the system size. This is very much
in contrast to other models, such as the OFC Model [94],
where correlations are very visible and part of the evolu-
tion towards a (supposedly) scale invariant steady state
[36, 95]. The lack of correlations is apparently also in
sharp contrast to the fixed energy version of the Manna
Model, as Basu et al refer to “the natural long-range
correlations in the background” [37] and the hyperuni-
formity found by Hexner and Levine [75], which we con-
firmed above Sec. III B. In fact, Grassberger, Dhar and
Mohanty [40] have successfully used periodic initial con-
ditions in the closely related Oslo Model to reduce tran-
sients. In other words, there are clear indications of cor-
relations, but they are not easily measured in the density
autocorrelation function studied above.
The effect of the boundary on the substrate particle
density further in the bulk is discernible only for a small,
fixed number of sites (a number of sites that does not
increase with system size), because the amplitude of the
deviation from the bulk density does not scale in L. Yet,
there is a visible power law decay of the boundary effect,
cut off by the system size, see Figs. 1(b), 17(b) and 23(b).
As that data is rather noisy and the amplitude does scale
up with system size, at a large scale the boundary will
barely be noticeable in the density of immobile particles
in the bulk. In contrast, it is very clearly visible in the
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FIG. 27: Collapses according to Eq. (39) of the two point spatial correlation function C˜u and C˜c as defined in Eqs. (51) and (52)
respectively for different five-dimensional systems as indicated. The exponent µ = 6 is the theoretical value (see main text).
The insets show the correlation function on linear scales, however rescaled by the size of a sheet, (L + 1)4, so that different
system sizes L can be shown simultaneously. See also Fig. 12 and Fig. 21.
activity, Fig. 6 and Eq. (12), which is dissipated at the
open boundaries of the system [55, 56]. The triangu-
lar shape of the time-integrated activity is certainly not
“guided” by the almost featureless density of particles in
the substrate. The activity throughout would surely be
affected by a change in substrate density, but the latter
self-organises such that the time integral of the former
displays the behaviour of mere random walkers, which at
stationarity have no sinks or sources in the bulk other
than by driving.
That the environment organises visibly only as far as
a scalar density is concerned is different to the seem-
ingly more complicated picture emerging from experi-
ments, say the ricepile [96], where particles appear to ar-
range so a newly added one finds itself in a system that
mediates long range interaction. In the Manna Model,
self-organisation manifests primarily in a scalar density
of substrate particles and during avalanches, when large
correlations of active particles arise whose amplitude
scales with system size. One may test this hypothesis
further by destroying the spatial correlations explicitly,
while leaving the densities profile unchanged [97]. This is
probably best done in dimensions d > 1, because of the
uniformity of the density in the periodic directions.
In summary, the self-organisation on the macroscopic
time scale affects almost exclusively the bulk density of
immobile particles and does not seem to result in them
being significantly correlated. As far as self-organisation
towards the critical state is concerned, in the present
study we have not encountered significant effects in the
system, other than the critical scaling in the active state
itself. Even, the algebraic scaling of the density away
from the boundary, as shown in Figs. 1(b), 17(b) and
23(b), has no discernible effect on the bulk, even when
the correlation length seems to be of order L. None of
the features in the bulk of the substrate (can) have an
amplitude that scales with the system size and therefore
may easily be overlooked in natural systems. Although
self-organisation to the critical density takes place, at
quiescence we were unable to detect an unambiguous fin-
gerprint of criticality.
The substrate particle density displays a noisy power
law decay of the (small) deviation from the bulk value
away from the boundaries, see Figs. 1, 17 and 23. The
amplitude of that deviation cannot possibly increase in-
definitely with system size and thus may, again, be diffi-
cult to detect in real systems in particular without a well-
defined lattice spacing. Otherwise, the space-dependence
of the substrate particle density is rather trivial and al-
most featureless. One may be tempted to say the same
about the time-integrated response function (Fig. 6), al-
though a characteristic scale, i.e. a correlation length,
can be (analytically) identified as the system size and
the amplitude scales linearly in L. The time-resolved re-
sponse has some significant spatial structure (Fig. 5, also
Fig. 10) and the characteristic length scale, a correlation
length, is indeed the system size, as can be seen vividly in
Fig. 6. However, without time-dependence, the response
function is that of a random walker with η = 0 and no
renormalisation of the diffusion constant.
The scaling of the correlation function of the activ-
ity, on the other hand, confirms the picture that spa-
tial correlations build up over microscopic time (such as
t ∝ |x − x0|z in Fig. 11 and t∗(L) in Fig. 12(a)) but
are eventually curbed by the system size L (e.g. inset
of Fig. 12(a), Fig. 12(b)). As a result, the scaling that
is ultimately (in the long-time limit) displayed by the
Manna Model is finite size scaling. For the correlation
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functions, this result is far from trivial — as the process
takes place on the lattice, there is no dimensional reason
for the correlation length not to be a non-trivial power
of the system size. Nevertheless, the correlation length
(i.e. the decay length of the correlation functions) is in-
deed proportional to the system size (as demonstrated in
Fig. 12), so that standard finite size scaling applies.
For quantities such as the time-integrated response
Ĝ(x;x0, L), the scaling with (x − x0)/L′ can be deter-
mined analytically, Eqs. (12) and (14). This is a general
theme: the scaling in space of the response is to large ex-
tent determined by the particles’ trajectories being ran-
dom walks. No such mapping exists for higher order cor-
relation functions. Scaling in time, on the other hand,
is generally non-trivial. For example, the mean squared
displacement ∆2(t;x0, L) ∝ t2/z (for t  Lz, see dis-
cussion after Eq. (20)) displays strongly superdiffusive
behaviour as activity ceases only at low local (immobile)
particle densities, i.e. where it has not ceased in the past.
Only above the upper critical dimension, where z = 2,
does the mean squared displacement slow down to reach
∆2(t;x0, L) ∝ t, Fig. 26. In that sense, the temporal
behaviour is richer than the spatial behaviour.
On the other hand, higher correlation functions (tech-
nically, three-point correlation functions) display a highly
non-trivial spatial structure, e.g. Fig. 12, Fig. 21 and
Fig. 27. The presence of spatio-temporal scaling of the
activity (including its amplitude) is reassuring and has to
be seen in contrast to the absence of finite size scaling of
the amplitude of the (weak) anti-correlations in the (im-
mobile) substrate particles, Fig. 2, which are bounded
just as the density is. Summarising these findings, one
might be tempted to generalise that the substrate, the
“backdrop” of the activity, is not the best place to search
for correlations and scaling in SOC. At least our direct
measurements of the one-point and two-point correlation
functions did not reveal any scaling of the amplitude with
system size. In the Manna Model, interesting behaviour
is most easily found in the activity.
We have also considered temporal correlations on the
macroscopic timescale, not least in order to validate and
generalise the mapping of SOC to interfacial growth [12].
This seems to work well in one and three dimensions, but
in five dimensions was hampered by the enormously long
correlation times. If valid, the correlation time between
avalanche sizes on the macroscopic time scale scales like
LD−2, i.e. avalanches separated by ∝ LD−2 avalanche at-
tempts may be considered as independent. As the aver-
age number of topplings scales like L2 and determines the
CPU-time needed to perform the avalanches, the average
amount of CPU-time for independent events scales like
LD, to be considered when selecting observables (possi-
bly in the presence of self-averaging [4, 98]).
The most concerning result above is the significant de-
viation from the literature value of the dynamical expo-
nent z in one dimension, as estimated in the collapses
above. Worse, some of the exponents are inconsistent
even for the same observable. The problem is confined
to one dimension, with data for d = 3 producing all the
expected behaviour, while d = 5 shows some deviations,
likely to be caused by finite size effects. In the following,
we focus on the problems in one dimensions and discuss
possible explanations.
The dynamical exponents in one dimension that we
found were z = 1.51 for the collapse of the spatially inte-
grated activity (Fig. 7(b)), but also z = 1.574 from the
slope in small t in the same plot (which however assumes
constant F˜0, see discussion at the end of Sec. III C 1).
Further, we found z = 1.5625 from the scaling of the
mean squared displacement (Fig. 9(a)), z = 1.445 to
z = 1.59 for the scaling of the response propagator in
time at fixed spatial coordinates (Fig. 10), z = 1.59
(but not z = 1.445) for the scaling of the response in
space at short times (Fig. 11) and finally z = 1.71 if
λ−1 = z for the spatial scaling of the unconnected cor-
relation function in Fig. 12(a). The scaling of the time
averaged correlation function can be related to the dy-
namical exponent through two different scaling relations
which are not fully consistent. Choosing the one based
on SOC observables (see discussion after Eq. (42)) gives
z = µ/2 + D − d = 1.543(14) for the data shown in
Fig. 12(b) and using D = 2.253(14) from [18]. The
alternative scaling relation µ = d − γ′/ν⊥ produces
µ = 0.59(4) [9], validating the scaling found in Fig. 12(b),
but seems to clash with µ = 2(d+ z −D).
To acknowledge the significance of the disparity of the
dynamical exponents in one dimension, it is worth com-
paring to three dimensions, where results are quite con-
sistent: The spatially integrated activity collapses nicely
with the literature value z = 1.777(4) (Fig. 18) even
for the slope in small t, as does the mean squared dis-
placement (Fig. 20). The average spatial activity-activity
correlation function shows some variability, Fig. 21, as
z = µ/2+D−d = 1.830(11) for the unconnected correla-
tion function (Fig. 21(a), µ = 2.92) and z = µ/2+D−d =
1.765(11) for the connected on (Fig. 21(b), µ = 2.79),
based on D = 3.370(11) in the literature [19]. The col-
lapse of the unconnected correlation function is not as
good as for the connected one and may generally be ex-
pected to display slightly worse scaling. In all, it seems
that the numerics in three dimensions validate the meth-
ods and the scaling proposed. Further support comes
from the numerics in five dimensions, if one accepts that
the scaling was spoilt to some extent by finite size cor-
rections.
The results in one dimension (i.e. the value of the dy-
namical exponent z) are worrying firstly because they
clash with the literature values obtained in traditional
SOC simulations. This is put in perspective by the va-
riety of results reported, ranging from 1.393(37) [93] to
1.66(7) [99]. However, all literature values known to us,
except z = 1.445(10) in [18] were taken in variants of the
Abelian Manna Model; z = 1.47(7) [74] was obtained in
the non-Abelian version of the Manna Model, z = 1.66(7)
[99] in the FES version, z = 1.45(3) and z = 1.54(5)
[100] in different versions of the height-restricted FES
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version, z = 1.393(37) [93] in the non-Abelian version
and 1.50(4) [101] in the FES version with height restric-
tion. We would expect that as a matter of universal-
ity, the exponents found for these models should coincide
with the measurements of correlation functions obtained
above. In fact, some traditional SOC observables such
as the avalanche size are “coarse grained” variations of
observables used above, such as the spatial integral of the
activity, R(t;x0, L).
Secondly, as seen above, estimates for the dynamical
exponent in one dimension found in the present work are
inconsistent across different observables. This is partic-
ularly worrying in cases when the exponent is not mea-
sured by finding a collapse whose quality is difficult to
assess, but when it is determined by measuring an “ob-
vious” slope. Such a slope may, however, be obscured
by the presence of a lower cutoff and a scaling function
[79–81]. In case of R(t;x0, L), shown in Fig. 7(b), a good
collapse was obtained using z = 1.51. A less good one was
obtained from z = 1.445. On the other hand, the initial
slope ought to be (2−z)/z ≈ 0.325 for z = 1.51, but turns
out to be much closer to 0.27, suggesting z ≈ 1.574. Al-
though the exponents characterising the slope are small,
close inspection leaves little doubt about the latter. A
similar clash of the dynamical exponents used in the col-
lapse versus the one used in the initial time-dependence
was not found for the width of the propagator Fig. 9(a).
To reconcile these results, one may revisit the scaling
form Eq. (20) and relax it to
G(x, t;x0, L) = a|x− x0|−(d−2+η+z′)
×F
(
x− x0
Lσ
,
x− x0
bt1/z
)
, (53)
with additional exponents z′ and σ. The time inte-
gral gives Ĝ(x;x0, L), whose scaling is known exactly,
Eq. (12), ∝ x2−dF˜(x/L) leading to Eq. (25) with η = 0.
The corresponding result for the form (53) is η + z′ = z
and σ = 1, reproducing Eq. (20). The pre-factor of
L2−z in Eq. (23) then follows from the spatial integral
of Eq. (53) which gives −(d−2+η+z′)+dσ = 2−z. As
for the scaling in small t  Lz, integrating Eq. (53) in
space to produce R(t;x0, L) gives necessarily the scaling
form Eq. (22) with η = 0,
R(t;x0, L) = a
(
t
b
)(2−z)/z
F˜0
(
t
b′Lz
)
.
The only possible reason why R(t;x0, L) scales in small t
not as t(2−z)/z is that F˜0(. . .) is itself a power law. That,
however, implies that limL→∞R(t;x0, L) is not finite, i.e.
either diverges or vanishes, which cannot possibly hap-
pen, because the total activity across the entire system
at fixed time must be monotonically increasing in L, yet
is bounded from above (for example by 2t).
The exponent describing the initial slope is rather
small, we found (2 − z)/z ≈ 0.27 as shown in Fig. 7(b),
whereas the collapse was done with z = 1.51, so that
(2−z)/z ≈ 0.325 as if F˜0(u) ∝ u−0.055. However, the nu-
merics giving (2−z)/z ≈ 0.27 is very reliable, suggesting
that one should much rather consider z = 2/1.27 ≈ 1.575
as the “correct” value of z That value of z produces a
good collapse in small t, but a comparatively poor one in
the tail. The picture thus remains dissatisfying: As far as
the collapse Fig. 7(b) is concerned, the powerlaw of the
initial slope ∝ t(2−z)/z cannot be made consistent with
the exponents needed for a satisfactory collapse. Both
exponents are larger than what we think is the most reli-
able literature value, z = 1.445(10), which is close to the
conjectured value of z = 10/7 = 1.42857 . . . for the Oslo
Model [40].
Based on our data we conclude that the scaling form
Eq. (20) must be suffering from very significant correc-
tions. One might wonder whether this is a matter of, say,
the assumption of translational invariance mentioned af-
ter Eq. (20). This assumption could be relaxed by al-
lowing x0/L (in one dimension) as an argument of the
scaling function. However, x0/L = 1/2 + 1/(2L) was
essentially constant for the different L considered.
A more daunting explanation for the poor consistency
of the exponents is the definition of the time scale. We
have repeated some of the simulations in one dimen-
sion using a Poissonian waiting time between topplings
and found that the picture does not change significantly.
While a collapse like Fig. 7(b) works well with z = 1.48
(cf. 1.51 above), the initial slope still suggests z = 1.59
(cf. 1.575 above).
Another observable that, in one dimension, displays
unexpectedly poor scaling with exponents from the lit-
erature is the width of the propagator ∆2(t;x0, L),
Eq. (28), as shown in Fig. 9 (with z = 1.5625). Like
the total activity R(t;x0, L), this is essentially a spatial
integral of the propagator. In this case, the initial slope,
∝ t2/z, which features very clearly, and the exponent to
collapse can be chosen consistently. However, z = 1.5625
is well away from the expected value of z = 1.445(10).
In fact, further inspection suggests that the collapse and
the match of the initial slope may possibly be further im-
proved by taking z as large as z = 1.59. An exponent of
z = 1.445 looks very poor in comparison, certainly for the
initial slope, which is more clearly visible for ∆2(t;x0, L)
in Fig. 9(a) than for R(t;x0, L) in Fig. 7(b).
A possible explanation for the inconsistencies with the
literature values for the exponents are the corrections
that were allowed for in the latter, but are difficult to cap-
ture in a collapse. According to Eq. (29) ∆2(t;x0, L)L
2
collapses when plotted against t/Lz. Instead of taking
any specific z, one may use an estimate of the character-
istic time scale Tc(L), which scales like L
z only to leading
order, to rescale time by 1/Tc(L) rather than 1/L
z. The
characteristic time scale is proportional to the moment
ratio
〈
T 2
〉
/ 〈T 〉 (the second moment of the duration over
the first). A collapse is therefore expected by plotting
∆2(t;x0, L)L
2 against t 〈T 〉 / 〈T 2〉.
However, there is no improvement of the collapse in
comparison to using Lz with z = 1.445. Even when con-
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sidering only very small system sizes,
〈
T 2
〉
/ 〈T 〉 clearly
scales with an exponent of less that z = 1.5, while the
collapse clearly needs a dynamical exponent larger than
z = 1.55.
In comparison with three dimensions, the one dimen-
sional collapses display many inconsistencies. It was ar-
gued by Lu¨beck and Heger [93] that the Manna universal-
ity class splits in one dimension into two distinct ones, at
least as far as absorbing state phase transitions are con-
cerned. Basu et al [37] suggested that such fixed energy
sandpiles (FES) belonged “generically to [the] directed
percolation” universality class, although they studied in
fact only the Manna Model and only in one dimension.
Interestingly, Lee [102] pointed out that the observations
made by Basu et al are confined to one dimension. In
two dimensions, the scaling of the FES Manna Model
clearly differs from that of directed percolation. The
original claim by Basu et al was based on the observation
that under improved numerical conditions five exponents
studied (α, β, ν⊥, ν‖ and z) were closer to directed per-
colation than previously reported in the literature [9].7
Their finding of z = 1.51(5) is within the range of some
of the findings above and remarkably far from their own
estimate of ν⊥ = 1.095(5) and ν‖ = 1.75(5), which gives
ν‖/ν⊥ = 1.60(5), supposedly equal to z. One may specu-
late whether their de facto observation of an inconsistent
z (in one dimension only) is linked to ours. As far as
the dynamical exponent is concerned, in one dimension
many of the findings above for the Manna Model are not
incompatible with directed percolation, z = 1.580745(10)
[103]. However, many others are incompatible. One may
speculate whether this is due to an interplay of two micro-
scopic timescales, the other one characterising avalanche
durations, one characterising correlations, or the two mi-
croscopic length scales, namely finite distances on the
lattice and its size.
Another surprise was the unexpectedly poor scaling
in five dimensions. While the collapses worked (mostly)
with exponents as expected from theory, their quality
was not as good as most of those in three dimensions.
In Fig. 24 the collapse worked essentially as expected,
but Fig. 25 showed visible artefacts and produced re-
sults seemingly further away from MFT than the corre-
sponding ones in three dimensions, Fig. 19. Similarly,
the collapse of the width, Fig. 26, was good given the
(expected) MFT exponent, yet somewhat disappointing
for early times t/L2. The worst behaviour was found
for the correlation function, Fig. 27, which showed clear
deviations from the expected exponents. As mentioned
above, the system sizes are bound to be very small in five
dimensions — observables like the width are necessarily
7 Closer inspection reveals, however, that both α and ν‖ had al-
ready been reported [93] within one standard deviation of those
by Basu et al, i.e. there has not been a claim that α or ν‖ were
much different from those in directed percolation.
bounded from above by the system size, while corrections
are bounded from below. However, it seems somewhat
inconsistent to accept finite size corrections as an expla-
nation for the poor behaviour in d = 1 and d = 5 in
the light of the very convincing results in three dimen-
sions (which, nevertheless, validates many of the scaling
assumptions).
To put the inconsistencies in perspective, one should
keep in mind that collapses are a comparatively poor tool
to extract exponents and as a result, to some extent also
a poor test for scaling. Firstly, there are the corrections
alluded to above. While these are well understood for
the finite size scaling of individual moments [104, 105],
we are not aware of a systematic way of introducing and
assessing them in a data collapse, say
G(x, t;x0, L) =
a|x− x0|−(d−2+z)F˜
(
t
b′Lz
,
x− x0
bt1/z
)
+ a2|x− x0|−(d−2+z+ω)F˜2
(
t
b′Lz
,
x− x0
bt1/z
)
(54)
with ω > 0, cf. Eq. (21). Secondly, the range within
which the collapse is supposed to “work” is cut off to-
wards the smaller scale, yet it is difficult to assert the
value of that cutoff. Thirdly, statistical errors are difficult
to estimate, other than via the range of exponents that
seem to result in an acceptable collapse (whatever that
may be). Finally, even a very simple form like (Eq. (29))
∆2(t;x0, L) = a
′t2/zF˜4
(
t
b′Lz
)
, (55)
suggests a collapse of ∆2(t;x0, L)t
q−2/zL−qz versus t/Lz
for any value of q. Technically, different q should make
little difference, but a choice that makes the resulting
range of the ordinate large, will blur displacements in
that direction. Depending on the choice of q some de-
viations are more readily identified than others. For ex-
ample, q = 0 (Fig. 9(b)) is more forgiving for deviations
in the tail, whereas q = 2/z is more forgiving for de-
viations in small t (cf. Fig. 9(a)). We used this choice
consciously when we collapsed R(t;x0, L) in Fig. 7(b),
Fig. 18 and Fig. 24 by rescaling it by a power of L ac-
cording to Eq. (23) (and “read off” the t-dependence ac-
cording to Eq. (22)) rather than collapsing by Eq. (22).
In response to this ambiguity, and in light of the fact
that a data collapse is best regarded as a tool to illus-
trate and possibly test for scaling, our initial decision
was to plot all collapses with what is expected from the
SOC literature [18, 19]. However, in one dimension, this
led to very poor results, which could be improved eas-
ily by using different exponents, namely those shown. In
contrast, in three and five dimensions, we mostly used lit-
erature values and the results were mostly good or satis-
factory (mild but clear deviations were visible in the spa-
tial activity-activity correlation function shown in Fig. 21
and Fig. 27).
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In summary, we see scaling of spatio-temporal correla-
tions confirmed in the Manna Model of SOC. As far as
self-organisation and scaling of activity and its correla-
tions with system size go, the behaviour is as expected.
In contrast, scaling in the substrate has small, fixed am-
plitudes and is difficult to detect. Some results in one
dimension are inconsistent, but this is in line with other
findings for the Manna Model in the FES mode [37, 93].
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Appendix A: Markov matrices of the
one-dimensional Manna Model
In the appendices we determine properties of the
distribution of quiescent or “relaxed” configurations of
the one-dimensional Manna Model in the stationary (or
steady) state. A configuration is said to be quiescent or
relaxed if none of the sites carries more than one parti-
cle. Given that the particle number at each site is non-
negative, there are therefore N = 2L relaxed configura-
tions in a system with L sites.
The distribution of quiescent configurations will be
captured in a (column) probability vector |p〉 ∈ RN , with
each component pi ≥ 0 corresponding to the probabil-
ity to find the system in configuration i ∈ {1, 2, . . . , N}.
The evolution of this probability vector is due to N ×N
Markov matrices ax, “charging” the system at site x ∈
{1, 2, . . . , L} and fully relaxing it. The elements (ax)ji
of these matrices are the probability with which relaxed
configuration j goes over to relaxed configuration i after
charging the system at x. The distribution of final con-
figurations after charging an ensemble of systems given
by |p〉 on site x is thus given by ax |p〉. The steady state is
described by a distribution |p0,x〉, not necessarily unique
and initially expected to depend on x, which is invariant
under the application of ax, i.e. ax |p0,x〉 = |p0,x〉.
Further below, we will make extensive use of the
equation a2x = (1/4)(ax−1 + ax+1)
2 due to Dhar [61],
Eq. (B1), which encapsulates the toppling rules of the
Manna Model by relating the charging of x to the charg-
ing of its neighbours (subject to boundary conditions).
For illustration purposes, we will occasionally distinguish
ax0 , the charging at a particular initial position x0 and
ax, the charging at any other x.
Much of the calculations in the present section are
more straight forward in the Oslo Model [64], where
(in one dimension) two particles are moved away from
the toppling site by moving one particle to each neigh-
bour (corresponding to a downhill movement of height-
units). In contrast to the Manna Model, in the Oslo
Model avalanches cannot last indefinitely. As we will
see, this is related to a certain nil-potency of matrices
(which is not found in the Manna Model) and thus leads
to a simplification of the Markov matrices ax which have
been determined in the Oslo Model for systems up to
size L = 8 [66]. The nil-potency, however, also has the
consequence of certain configurations being inaccessible
[106].
In the following, we briefly outline how the Markov
matrices ax can be determined in closed form, using com-
puter algebra and some simple enumeration. As set out
above, there are precisely N = 2L relaxed configurations
in a system with L sites. After charging site x the config-
uration may no longer be relaxed, i.e. the number of par-
ticles residing at site x (and in the course of the avalanche
at other sites) may exceed 1. We will refer to a config-
uration that may still decay into a relaxed configuration
as an “excited configuration”. In a slight abuse of ter-
minology, the set of excited configurations contains all
relaxed configurations but not vice versa. While there is
in principle no “height restriction” in the Manna Model,
given we allow only single charges, there are at most
M = (L+2)L excited configurations, because after being
charged once, a system cannot contain more than L + 1
particles, which may be distributed among the L sites
in all possible ways during the course of an avalanche.
In other words, the M excited configurations are cer-
tainly closed under the evolution of the Manna Model.
In fact, M is a rather generous over-estimate, as many of
those (L+2)L excited configurations may not be accessi-
ble from any relaxed configuration, because they contain
more than L+ 1 particles.
To construct the Markov matrices ax (for all x at once),
we will first construct the rectangular N ×M matrix E
which contains the probabilities with which each config-
uration (mostly, however, non-relaxed ones) decays to a
particular relaxed one. The entries of ax are those N
columns of E (which has M columns) which correspond
to initial configurations that are relaxed configurations
except for one additional particle added at site x. For
example, to extract the resulting distribution of config-
urations after charging the relaxed configuration (1, 0, 1)
at the first site, one has to consult the entries for (2, 0, 1)
in E.
To construct E, we first introduce the (column) vectors
|ei〉 ∈ RN , with i ∈ {1, 2, . . . ,M}, whose entries are the
probabilities for an excited configuration i to end up in a
particular relaxed configuration k ∈ {1, 2, . . . , N}. These
eki can be determined implicitly as
|ei〉 = |ri〉+ E |i〉 (A1)
where E is the N ×M matrix that maps each excited
configuration to a relaxed configuration, i.e.
E =
(
|e1〉 |e2〉 . . . |eM 〉
)
(A2)
is made up of the M column vector |ei〉 ∈ RN . The
vector |i〉 ∈ RM is a column vector where each entry
ji is the probability with which the non-relaxed config-
uration i goes over into the non-relaxed configuration j,
by toppling, at least one active site. The column vector
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|ri〉 ∈ RN , i = 1, 2, . . . ,M is the vector of probabilities
rji that excited configuration i goes over into relaxed con-
figuration j. If i is a relaxed configuration then |ri〉 and
|ei〉 have a single non-vanishing entry and |i〉 vanishes
everywhere. Each relaxation (or “decay channel”) is to
be accounted for exactly once in Eq. (A1) either by |ri〉
or by E |i〉. No overcounting ought to take place, even
when |ri〉 and E |i〉 both evolve excited configuration
i to a relaxed configuration; |ri〉 does it directly while
E |i〉 does it via non-relaxed configurations not consid-
ered in |ri〉. To simplify accounting, |ri〉 may account
for relaxations to a relaxed configuration in exactly one
step (or none, namely when i is relaxed already) and |i〉
for the transition to another non-relaxed configuration in
exactly one step.
Combining Eq. (A1) and Eq. (A2) gives the implicit
equation
E = R+ EE (A3)
and thus
E = R(1− E)−1 (A4)
with
R =
(
|r1〉 |r2〉 . . . |rM 〉
)
(A5)
the N ×M matrix of relaxations of M excited configura-
tions to N relaxed configurations directly (via relaxation
of at least one site) and
E =
(
|1〉 |2〉 . . . |M 〉
)
(A6)
the M×M matrix of transitions from one excited config-
uration to another excited configuration (by relaxation of
at least one site). One may read Eq. (A3) as indicating
that the decay of any configuration into a relaxed one
happens either within one step (R) or by the decay of a
configuration that has evolved by one step (E).
If R is easy to populate and all decay channels are con-
sidered at once, then E vanishes and E = R. In general,
however, this is not the case and both R and E contain
single topplings (mostly, as R may contain entries corre-
sponding to no toppling at all). Because the probabilities
involving single relaxations are integer multiples of 1/4,
the matrices E and R, which are easily determined by
automated enumeration, can be represented as (sparse)
matrices containing integers, preceded by a factor 1/4.
Once R and E are determined for a given system size in
such an exact enumeration scheme, a computer algebra
system (such as Mathematica [107]) can derive E in ex-
act form and extract all ax. Other successful methods to
characterise the transition matrices, in particular for the
Manna Model by Sadhu and Dhar [108], can be found in
the literature [66].
In the following we discuss a number of numerical im-
plementation details. Given that memory requirements
become a significant constraint, the matrices are best
kept small, which can be achieved by considering only
those excited configurations, which are actually encoun-
tered in the decay channels of every singly charged (ini-
tially relaxed) configuration. In other words, in a nu-
merical implementation, all N relaxed configurations are
generated first and charged at the L different sites to
generate precisely LN/2 excited configurations (namely
those L times N configurations which carried 1 particle
at the site that is being charged, which is the case for
precisely N/2 of the configurations). Those excited con-
figurations must be part of the following considerations,
as are all excited configurations that appear as interme-
diate configuration in the various decay channels.
These initially excited configurations are placed on a
stack, which in the following contains one entry for each
excited configuration not considered yet. In addition,
a lookup-table of all possible excited configurations is
maintained. That list contains an index for each excited
configuration that indicates their position in the matri-
ces, with −1 signalling that the configuration has not
been considered yet. The indices for the relaxed configu-
rations are most easily determined by interpreting their
binary representation as the occupation; for example the
index 3 indicates the first two sites occupied and the rest
empty. However, in general, configurations are best rep-
resented as an L digit number with base L+2 (namely up
to L+ 1 particles per site). The first two sites singly oc-
cupied therefore translates to 1+(L+2). Because not all
excited configurations will be generated, not all indices
are used and therefore maps are needed from indices to
configurations and vice versa.
For simplicity and to reduce memory requirements, the
size of the matrices is determined first by relaxing all
LN/2 initially excited states and all excited states ap-
pearing in their decay channels. Only then the matrices
are allocated and populated, by repeating this process,
as described in the following.
Taking an element off the stack of unprocessed excited
states, it is processed by, say, finding the leftmost excited
site, generating three (two for boundary sites) excited
states, and putting them on the stack if they have not
been considered already. Repeating this process until
the stack is empty provides the total number M ′ ≤M of
excited configurations to be considered.
After reserving memory for the M ′ excited configu-
rations (or, rather, for the matrices of size M ′ ×M ′ ),
the matrices described above can be generated. They
are populated by repeating the process above (filling the
stack with singly excited configurations and updating
those) using the lookup-table described above to deter-
mine rows and columns of R and E , which in an actual
implementation may better be realised as parts of a big-
ger, joint matrix, as they share the number and indexing
of the columns. After determining and outputing those
two matrices, E can be calculated in closed form using
Eq. (A4) in a computer algebra system.
In principle, one could generate the relevant matrix at
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the time of determining the indices (each configuration
on the stack has been assigned an index at the time it
enters the stack, so in principle, at the time of deter-
mining possible new configurations, all their indices are
known). However, the memory to be reserved for the
matrix M ′×M ′ is significantly smaller than for M ×M ,
so M ′ should be determined first. This is not a compu-
tationally costly exercise.
Further code is needed to extract the correct data to
compile the Markov matrices ax0 for each of the driving
sites x0. In line with the notation above, each row of the
Markov matrix corresponds to a particular target config-
uration, i.e. the probabilities to make the transition from
i to j is stored in row j and column i. This is the same
for E. The Markov matrix for a particular driving site
x0 is compiled column by column or line by line,
8 half
of which contain a single entry (unity) for a transition
from one relaxed configuration to another relaxed config-
uration, as the driven site x0 is empty. The other half
contain the entries from the matrix E for those excited
configurations, which actually feature as those reached
from driving any of the relaxed configurations at site x0.
All other elements of E may be thought of as “stepping
stones” to compile the entries that make up the Markov
matrix ax0 .
Finally, some more code may be needed to determine
observables from the eigenvectors of the Markov matrix,
for example a suitable density matrix, that translates
each relaxed configuration to an occupation for each site.
The procedure above may appear rather cumbersome,
in particular in comparison to similar procedures for, say,
the Oslo Model [64–66]. The reason for the extra compli-
cation, embodied in Eq. (A4) is the appearance of decay
channels of arbitrary duration in the Manna Model for
any L > 1: In principle a pair of particles might move
back and forth indefinitely, therefore requiring the im-
plicit determination of decay probabilities. This cannot
possibly happen in the Oslo Model, where particle trans-
port is deterministic (even when the decision whether or
not it takes place is stochastic) and so each system size
has a finite maximum avalanche size. In the Oslo Model,
determining the Markov matrices is therefore a “mere”
counting exercise, which may be tedious, but is finite.
The Manna Model necessitates the solution of an addi-
tional set of linear equations, Eq. (A4).
To see the difference between Oslo and Manna Model
mathematically we note that the excited-excited relax-
ation matrix E is nilpotent in the Oslo Model, i.e. a finite
number of relaxations produces a relaxed configuration.
This is not the case in the Manna Model. The problem
8 Most easily done so that each line corresponds to a particular
initial state, which requires some transpose operations.
is vividly expressed in Eq. (A4), as
(1− E)−1 =
∞∑
i=0
E i (A7)
assuming convergence. In the Oslo model, the right hand
side contains a finite number of terms, because E is nilpo-
tent.
Appendix B: Eigenstates
In the following we carry on with the characteri-
sation of operators and their eigenvectors in the one-
dimensional Manna Model. We will call an eigenvector
|e〉 of ax with eigenvalue unity, ax |e〉 = |e〉, an eigenstate.
An eigenstate is thus a distribution of configurations that
is invariant under the action of ax. By normalisation, a
row of unities is a left eigenvector with eigenvalue unity of
any Markov matrix, and a corresponding right eigenvec-
tor exists. We will call a “joint eigenstate” any eigenstate
that is common to all operators ax.
As prominently pointed out by Grassberger, Dhar and
Mohanty [40] (also [108]), the Abelianess (in particular
the commutation property) of the ax guarantees that a
joint eigenstate exists. For many applications, it may
be enough to know of the existence of a joint station-
ary state, that is the same eigenstate independent of the
site driven. However, eigenstates may be degenerate and
different ones reached depending on the site driven and
the initial condition. Yet, by the Perron-Frobenius theo-
rem, the eigenstate is unique provided all final (recurrent)
states are “accessible” from every initial state; otherwise
the set of all final states may be decomposable into dis-
joint subsets. As shown explicitly in Appendix B 2 ac-
cessibility is easily demonstrated for any global, random
drive operator a [109], driving randomly with finite prob-
ability on every site, as defined in Eq. (B5). As any such
operators commute, their eigenstates are thus identical
and unique.
However, accessibility is much more difficult to demon-
strate for an individual, single ax0 , i.e. if driving takes
place at only one site x0. In Appendix B 1, we show that
all eigenstates of a1 and aL are common to all operators,
including any random drive, which has a unique eigen-
state. It follows that a1 and aL have the same unique
eigenstate as any random drive. The proof does not hinge
on accessibility by a1 and aL, but on the operator equa-
tion Eq. (B1), due to Dhar [61] as mentioned above.
That accessibility is a non-trivial hurdle is shown in
Appendix B 3, as the eigenstates of ax are not unique if
L is odd and x is even. The argument presented applies
to other models, such as the Oslo Model [64]. Conse-
quently, the (degenerate) eigenstates of some operators
do not coincide with those obtained for random drive,
but depend on initial conditions.
39
1. Joint eigenstates
The key insight (to be proved in the following) is that
every eigenstate of a1, that is the Markov matrix (or
operator) controlling the evolution of the system after
charging the first site once (the left-most site, x0 = 1)
is also an eigenstate of all other operators ax0 (which is
what we call a “joint eigenstate”) [110]. The argument
can obviously be inverted to demonstrate the same for
aL for driving the right-most site. What makes these
two sites, x0 = 1 and x0 = L, special are the bound-
ary conditions. To show that every eigenstate of a1 and
aL is an eigenstate of all ax goes beyond demonstrating
that there is a common eigenstate of all ax, because the
uniqueness of the latter implies the uniqueness and thus
the identity of the eigenstates of a1, aL and the common
one. In other words, the unique eigenstate that is com-
mon to all ax is the only eigenstate of a1 and aL and
so boundary drive always arrives at the same stationary
state as any global drive, irrespective of initial condi-
tions. As shown in Appendix B 3, in general, the same
does not apply to ax0 for x0 /∈ {1, L}, i.e. the eigen-
states of, say, a2 may be degenerate and thus may not
coincide with the unique, common one, even when the
numerics (Fig. 28) suggests that asymptotically the den-
sity profile at stationarity is independent of the driving
position. All that follows for the eigenstates of ax from
their Abelianess and the uniqueness of the eigenstate of
random drive, is that one particular linear combination
of their eigenstates coincides with the unique, common
one.
Squared Markov matrices of the Manna Model have
the important property [61]
a2x =
1
4
(ax−1 + ax+1)
2
, (B1)
for all x ∈ {1, 2, . . . , L} with boundary conditions a0 =
1 = aL+1, identities, as charging the system outside the
boundary sites x = 1 and x = L leaves it invariant.
Abelianess of the Manna Model means that ax and ay
commute, so that the crossterm of Eq. (B1) may be writ-
ten as 2ax+1ax−1.
In the following, we will show that if |e〉 is an eigenstate
of ax−1 and ax, i.e. for charging the left two sites, then
it is also an eigenstate of ax+1, the rightmost site of the
three consecutive ones at x− 1, x and x+ 1. A proof by
induction then starts by considering an eigenstate of a1
and using a0 = 1.
If ax′ |e〉 = |e〉 for both x′ = x− 1 and x′ = x, then it
follows from a2x |e〉 = |e〉 and (B1) that
|e〉 = 1
4
(|e〉+ 2ax+1 |e〉+ a2x+1 |e〉) . (B2)
If we define |δ〉 such that ax+1 |e〉 = |e〉 + |δ〉, i.e.
the deviation of ax+1 |e〉 from |e〉, we have a2x+1 |e〉 =
ax+1(|e〉+ |δ〉) = |e〉+ |δ〉+ ax+1 |δ〉 and therefore
ax+1 |δ〉 = −3 |δ〉 , (B3)
i.e. |δ〉 is either an eigenvector of ax+1 with eigenvalue
−3 or it vanishes. Because ax+1 is a Markov matrix,
its spectrum is bounded by the unit circle and it follows
that |δ〉 vanishes and thus ax+1 |e〉 = |e〉, i.e. |e〉 is an
eigenstate of ax+1. In summary, if ax′ |e〉 = |e〉 for x′ =
x − 1 and x′ = x, then ax+1 |e〉 = |e〉. By induction it
follows that if ax′ |e〉 = |e〉 for x′ = 0 and x′ = 1 then
ax′ |e〉 = |e〉 for x′ ∈ 0, . . . , L+ 1. The base case is easily
established for x′ = 1 and |e〉 an eigenstate of a1, because
a0 |e〉 = |e〉 follows trivially from a0 = 1. This concludes
the proof.
The proof can obviously be applied “in reverse” to
demonstrate that an eigenstate |e〉 with aL |e〉 = |e〉 must
be an eigenstate of all ax′ . This is no longer possible if
boundary conditions are modified, for example to reflect-
ing ones, aL+1 = aL, so that
a2L =
1
4
(aL−1 + aL−1)
2
= a2L−1 . (B4)
One might think that means the proof above no longer
applies in the presence of reflecting boundaries, because
they imply that Eq. (B1) does not apply for x = L. How-
ever, to prove that ax |e〉 = |e〉 for x ∈ {0, . . . , L} (no
longer including the “irrelevant” site x = L+1) Eq. (B1)
is only ever invoked for x ≤ L − 1, i.e. the modification
of Eq. (B1) for a2L, Eq. (B4), never enters. It follows that
all eigenstates of a1 are eigenstates of all operators. The
proof can even be generalised to systems with anisotropy,
but not to those with ballistic motion, i.e. when all parti-
cles moved during a toppling are moved to one side only,
which makes perfect sense, as that dynamics excludes
evolution of sites upstream, so charging there or charging
downstream produces a different sequence of configura-
tions and thus a different eigenstate.
A similar proof is available for the Oslo Model [64]
where a3x = ax+1axax−1 [65] replaces Eq. (B1) above,
again in the presence of Abelianess. To arrive at a state-
ment about the independence of the steady state from
the driving or the uniqueness of the joint eigenstate [40]
by invoking Perron-Frobenius, one has to consider acces-
sibility, as done below for the Manna Model.
2. Uniqueness of eigenstate
Above, we have shown that every eigenstate of a1 and
aL remains invariant under the application of any of the
operators ax (for any x ∈ {1, 2, . . . , L}). However, we
have also shown that any eigenstate of a1 and aL is an
eigenstate of all ax. This is specific to a1 and aL. We
have no proof of that property for any other operator
ax. In the following, we show that the eigenstates of a1
and aL are unique, which follows from them being joint
eigenstates of all ax. In Appendix B 3 we will demon-
strate that eigenstates of ax for even x are degenerate if
L is odd, so that not all of their eigenstates are also joint
eigenstates.
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In the following, we will consider the operators ax
in a linear combination to make them amenable to the
Perron-Frobenius theorem in its simplest form: if a is
an irreducible Markov matrix, i.e. there exists a power
kfi > 0 for each initial configuration i and each final con-
figuration f , such that (akfi)fi > 0, then the eigenvector
with eigenvalue 1 is unique [111].
If |e〉 is an eigenstate of all operators ax0 , with x0 ∈
{1, 2, . . . , L}, then
a =
L∑
x0=1
px0ax0 , (B5)
which is the operator of “random drive” with probabilis-
tic weights px0 > 0 so that
∑
x0
px0 = 1, has obviously
also that eigenstate, a |e〉 = |e〉. The Markov matrix a
is what is referred to above as random drive and what
is being studied in the following. We will show that its
eigenstate is unique, by demonstrating accessibility ex-
plicitly. Because every joint eigenstate is necessarily an
eigenstate of a, it follows that joint eigenstates (simul-
taneous eigenstates of all ax) are unique. Because all
eigenstates of a1 and aL are joint eigenstates, it follows
that a1, aL and a have the same, unique eigenstate.
To determine the positivity of the entries of a positive
power of a, all that matters is whether a decay channel
exists, that connects initial configuration i and final con-
figuration f within a finite number of relaxations, which
therefore occur with a finite probability.9 By demonstrat-
ing that such a channel exists for each of the N2 pairs
of initial and final states, we also demonstrate that all
are recurrent. In the following, we may consider very un-
likely decay channels, yet that suffices for the argument.
Unlike the Abelian Sandpile [4], not all recurrent states
appear with the same frequency.
The relevant decay channels are easily constructed ex-
plicitly: Any initial quiescent configuration containing in
total ni particles can be emptied by applying a repeat-
edly and choosing the decay channel whereby each site
containing a particle already is charged and the resulting
pair of particles moved to a boundary until it is dissi-
pated by leaving the system. This procedure requires
ni charges, i.e. a
ni contains entries indicating that the
empty configuration is obtained with finite probability
starting from a configuration containing ni particles. To
reach any configuration with nf particles from there, a
is repeatedly applied and the “decay” channel is cho-
sen whereby each site to be occupied is charged, requir-
ing nf further charges. It takes therefore never more
than ni +nf charges to go from one quiescent configura-
tion to another, i.e. kfi = ni + nf and (a
ni+nf )fi > 0.
9 If some final states are accessible only from some particular ini-
tial states (and thus not all are recurrent), it may happen that
several distinct stationary states exist, which may be reached
depending on initialisation or, given not all are recurrent, are
accessed depending on the initial (random) sequence of charges.
Given that ni = L is a unique state and nf = L from
ni = L therefore reached trivially,
10 the maximum num-
ber of charges to access a particular quiescent configura-
tion from another, given, quiescent configuration is 2L−1
for L > 1 (it is 2 for L = 1).
It follows that a is irreducible and thus, by Perron-
Frobenius, has a unique eigenvector with eigenvalue
unity.11 By construction, Eq. (B5), one eigenstate of a
is known, namely the eigenstate |e〉 of x0 = 1 or x0 = L
studied in Appendix B 1, which turned out to be a joint
eigenstate such that ax |e〉 = |e〉 for all x ∈ {1, 2, . . . , L}.
With the present accessibility argument, we know that
any such joint eigenstate |e〉 is unique (there exists at
most one joint eigenstate) and that it is also the eigen-
state of random drive, in particular uniform drive. Be-
cause all 2L states are accessible for a from all initial 2L
states, the eigenstate |e〉 has strictly positive elements
(all states recur with positive frequencies).
This concludes the proof that there is exactly one sta-
tionary state |e〉 that is reached by either driving only at
site x0 = 1, or only at site x0 = L or randomly through-
out the lattice, Eq. (B5). In the next section we consider
the question whether the same can be said about driving
only at site x0 = 2, 3, . . . , L − 1. It turns out, that this
is not the case. There are certain x0 (namely even x0
in lattices with odd L), that reach different stationary
states depending on initial conditions. Their degenerate
eigenstates form a subspace such that the eigenstate |e〉
of a1, aL and a is only one particular linear combina-
tion of their eigenstates. In other words, driving at these
sites x0 generally leads to a different stationary state.
However, as far as density profiles are concerned, in rea-
sonably large systems, these different stationary states
are numerically indiscernible, as shown below.
3. Degeneracy
In the proof above, the uniqueness of the stationary
state hinges on the positivity of the elements of the
Markov matrix a raised to some power k. In contrast to
random drive Eq. (B5), this positivity cannot be shown
for individual ax0 . In the following, we will demon-
strate that certain configurations are inaccessible from
certain other configurations for certain ax0 , i.e. that some
10 Of course, we cannot allow kfi = 0 as a valid number of ap-
plications of a to go from i to f , but from the completely full
lattice ni = L the completely full nf = L is accessed within two
charges, namely by emptying one site and refilling it. The same
argument applies to to ni = 0 = nf .
11 In fact, one can show, taking a route via the completely filled
lattice, that a for L > 1 is primitive (there is a single power
k = 2(L + 2) such that (ak)fi > 0 for all i and f), so that
periodic behaviour can be excluded as well, i.e. all eigenvalues
other than 1 have magnitude strictly less than unity. For L = 1
that is not the case, as is easily seen by the periodic behaviour
of that system.
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FIG. 28: Density profiles observed in a range of system sizes L, for driving at x0 = 1 (black, full line) and driving at x0 = 2
(red and blue, dashed lines), lines to guide the eye. The only degeneracy we observed was for odd L and driving at even x0.
Analytically, the profiles were obtained for L ≤ 7 by summing over the weights in the eigenstate vector which correspond to
configurations that had a given site occupied. Numerically, they were obtained for L ≥ 9 by driving (typically 107 times) at
a given site, starting from an empty lattice and, in a separate run, from a lattice occupied initially only at x0 + 1, thereby
enforcing the other parity (see main text).
of the ax0 are decomposable [112] (the chain not irre-
ducible [111]). As a result, these operators have (at least)
two distinct, i.e. degenerate eigenstates, whose equally
weighted superposition is in fact the unique eigenstate
|e〉 of a1, aL and a, Eq. (B5), discussed above.
It is generally very difficult to demonstrate which set
of states is accessible by driving the system only at one
particular site (but, as seen above, very straight forward
to show that all states are accessible when the system is
driven randomly at all sites). All we can demonstrate
in the following is that the eigenstate of some ax0 are at
least two-fold degenerate (although we have convinced
ourselves numerically that no higher degeneracy occurs).
From the proof in Appendix B 1 eigenstates of a1 and
aL are common to all ax0 and from Appendix B 2 we
also know that this eigenstate is unique, i.e. we know
that a1 and aL have unique eigenstates, so they they do
not possess a degenerate eigenstate. We show now that
the ax0 with even x0 have a degenerate eigenstate if L
is odd (we know already that aL never has a degenerate
eigenstate).
The degeneracy is due to parity conservation, namely
the inaccessibility of the set of configurations with an
even number of particles on the odd sublattice (which
is the set of sites with odd coordinates 1 ≤ x ≤ L)
from those with an odd number of particles there and
vice versa: Focusing on bulk-dynamics and thus ignoring
boundaries and driving site for a moment, the number
of particles transferred in a toppling from one sublattice
to the other is always even, i.e. under bulk dynamics the
parity of the particle number on each sublattice is con-
served. As far as boundaries and driving is concerned,
topplings at boundary sites break that symmetry when-
ever one particle is lost. Driving at site x0 changes the
parity of its sublattice.
One boundary site is always odd, x0 = 1, i.e. the par-
ity of the particle number on the even sublattice is never
conserved. The second boundary site is x0 = L. If L
is even the parity on the odd sublattice is also not con-
served, i.e. none of them are conserved. If L is odd, then
the parity on the odd sublattice is conserved, unless the
driving site itself if odd.12 In other words, when driv-
ing odd L at even x0, the phase space divides into two
mutually inaccessible regions. We conclude that for odd
L and even x0 degeneracy is at least two-fold. With the
findings above (joint eigenstate of all operators and the
12 In fact, for odd L, driving on a site on the odd sublattice flips the
parity of the particle number of the odd sublattice and because
for odd L this is the only mechanism by which the parity can be
changed, one may expect one eigenvalue of −1.
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lack of parity conservations for even L or odd x0), we
suspect that this is in fact the only situation when the
phase space becomes disjoint, i.e. there is at most two-
fold degeneracy. Unfortunately, L is odd and x0 is even
for the centre driving used above.
We were able to verify exactly two-fold degeneracy
up to the largest system we could analyse analytically,
L = 7, driving at sites x0 = 2 and at x0 = 4. On
each even site, the pair of eigenstates can obviously be
written so that they are orthogonal. In fact, the two
eigenstates on each (even) site can always be chosen so
that they correspond to the stationary states where all
recurrent configurations have either even or odd parity
of the odd sublattice, setting components corresponding
to states with the other parity to 0. The eigenstates for
a given parity found on different (even) sites must be the
same, because the linear combination of the two eigen-
states must result in the (same) unique joint eigenstate.
The pair of eigenstates can, in fact, be constructed by
taking all components in the common, unique eigenstate
corresponding to one particular parity of the odd sublat-
tice, setting the others to 0. In other words, if there is
indeed only ever at most two-fold degeneracy at even x0
for odd L, then the pairs of eigenstates at those driving
sites x0 can be chosen to be identical among different x0.
To see that the unique joint eigenstate is an equally
weighted sum of the two eigenstates containing only con-
figurations of a single parity on the odd sublattice, we
consider (any) global drive where even and odd parity of
the odd sublattice occur with equal frequencies, because
it changes only when odd sites are driven. As a result,
configurations with odd and even parity on the odd sub-
lattice appear with equal frequencies in the unique joint
eigenstate, which must therefore be made up from the
two eigenstates of opposite parity with equal weights.
As we were unable to identify any degeneracy in even
L or for driving at odd x0, the further analysis focuses
on odd L and even driving x0. In L ≤ 7, we were able
to calculate matrices ax0 and their eigenstates explicitly
using the techniques discussed in Appendix A and the
computer algebra system Mathematica [107]. We con-
firmed that the equally weighted sum of the two degen-
erate eigenstates (for even and odd parity) reproduces
the unique eigenstate |e〉 and that there was two-fold de-
generacy of the eigenstate only when driving even sites
and not when driving odd sites. For larger L we have
determined numerically the density profile (i.e. the prob-
ability for a site to be occupied in the stationary state) as
a “fingerprint” of the stationary state, Fig. 28. In these
systems, we could only ever see two-fold degeneracy for
driving at even x0 in odd L resulting in the same pair of
density profiles for all even x0. With increasing system
size the (in total three) different density profiles become
less and less different. Fig. 28(f) shows the profiles ob-
tained for L = 15 which are virtually indistinguishable
from the unique density profile of odd x0 = 1. In rea-
sonably large systems as those studied above, observing
the degeneracy in the density profile may be beyond nu-
merical reach. We expect similar caveats to apply in the
Oslo Model [40, 64].
