Non-robust phase transitions in the generalized clock model on trees by Kuelske, Christof & Schriever, Philipp
NON-ROBUST PHASE TRANSITIONS IN THE
GENERALIZED CLOCK MODEL ON TREES
C. KU¨LSKE, P. SCHRIEVER
Abstract. Pemantle and Steif provided a sharp threshold for the ex-
istence of a RPT (robust phase transition) for the continuous rotator
model and the Potts model in terms of the branching number and the
second eigenvalue of the transfer operator, where a robust phase tran-
sition is said to occur if an arbitrarily weak coupling with symmetry-
breaking boundary conditions suffices to induce symmetry breaking in
the bulk. They further showed that for the Potts model RPT occurs at
a different threshold than PT (phase transition in the sense of multiple
Gibbs measures), and conjectured that RPT and PT should occur at
the same threshold in the continuous rotator model.
We consider the class of 4- and 5-state rotation-invariant spin mod-
els with reflection symmetry on general trees which contains the Potts
model and the clock model with scalarproduct-interaction as limiting
cases. The clock model can be viewed as a particular discretization
which is obtained from the classical rotator model with state space S1.
We analyze the transition between PT=RPT and PT 6=RPT, in terms
of the eigenvalues of the transfer matrix of the model at the critical
threshold value for the existence of RPT. The transition between the
two regimes depends sensitively on the third largest eigenvalue.
Mathematics Subject Classifications (2010). 82B26 (primary); 60K35
(secondary)
Key words. Trees, Gibbs measures, phase transition, robust phase transi-
tion, clock model, XY-model.
1. Introduction
We consider spin models on locally finite trees T = (V,E) where the
spin variables σx, x ∈ V , take values in the finite local state space Ω0 =
{0, ..., q − 1}, q ∈ N. The interaction between the spin variables will be
given by a transfer matrix which is circulant, i.e. possesses discrete rotation-
invariance, and which can therefore be uniquely described by its eigenvalues.
An interesting question is whether or not there exists more than one extremal
Gibbs measure, i.e., if there is a phase transition for this model. A little bit
more involved is the question if it is possible to identify precise values for the
free parameters of the transfer matrix at which a phase transition occurs.
For background and recent results see [1, 2, 11,14,16,17,21–23,28,32].
Another interest in spin models on trees comes from network theory, where
random graphs are used to describe the interaction between different agents.
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In these models the random graphs are often assumed (or proven in the large-
graph limit) to be locally tree-like. To understand the behavior of these
systems it is important to understand the situation on the tree first [4–7].
For the Ising model on an arbitrary infinite tree with constant interaction
strength J the exact critical inverse temperature βc of phase transition is
well-known and is given by Jβc = k coth
−1(brT ), where k is Boltzmann’s
constant and brT is the branching number of the tree which captures the
average number of edges per vertex [25]. Similarly, the critical value for the
existence of infinite clusters under independent Bernoulli percolation and
the critical value for recurrence of random walks on the tree are given in
terms of brT as well [26].
One way to determine whether or not the spin model exhibits a phase
transition is to exploit the recursion formula for the marginal distributions
of the finite-volume Gibbs measures under boundary condition, see (3.1).
For such models there is no phase transition, if and only if all the single-site
marginals of the finite-volume Gibbs measures converge to the equidistri-
bution for every boundary condition ω ∈ Ω (Proposition 3.1). For some
models which are stochastically increasing in the boundary condition, in a
sense described below, it is even enough to prove that the marginals of the
finite-volume Gibbs measure under plus boundary condition converge to the
equidistribution. This is for example the case in the Ising and the contin-
uous rotator model, but also in the generalized clock model which will be
introduced shortly (Proposition 3.2).
Showing that the Gibbs marginals converge under the tree recursion is in
general a challenging problem: Along the leaves of the finite subtree we have
to fix a boundary condition, which means that we are starting from a Dirac
distribution, i.e., far away from the equidistribution, and the recursion, in
general, lacks any convexity.
In [29] Pemantle and Steif introduced the notion of a robust phase transi-
tion (or RPT) which makes the tree recursion for the Gibbs marginals easier
to analyze. Such a robust phase transition is said to occur when even for an
arbitrary weakening of the interaction along the spins at the boundary of a
sequence of finite sub-volumes Λn b V , we still retain information about the
spins at a single site in the thermodynamic limit n → ∞, i.e., even under
this stronger condition the single-site Gibbs marginals are not converging to
the equidistribution. For more background on phase-transitions in systems
with weak boundary couplings see also [9,10]. The question whether or not
there is a robust phase transition is easier to answer as one can make use
of local arguments around the equidistribution. To be more specific: Un-
der the assumption that there is a robust phase transition it is possible to
start the recursion in a distribution which is already arbitrarily close to the
equidistribution. Then, we only have to make sure that under the recursion
we are repelled from the equidistribution. The behavior is heuristically un-
derstood in terms of the linearization of the recursion, but to control the
non-linearities along relevant directions is delicate.
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Pemantle and Steif provided a sharp threshold for the existence of a RPT
for the continuous rotator model (also called classical Heisenberg model) in
any dimension, as well as for the Potts model. Similarly to the threshold for
regular phase transitions in the Ising model, it is given in terms of the branch-
ing number of the tree and an effective coupling parameter, which turns out
to be the second eigenvalue of the transfer operator. Furthermore they
showed that for the Potts model RPT occurs at a different threshold than
the regular phase transition, but conjectured that RPT and regular phase
transition should occur at the same threshold in the continuous Heisenberg
models [29]. It is therefore interesting to investigate generalized clock models
as interpolations between the Potts model and the model of plane rotators
(XY-model, Heisenberg model on S1), from the perspective of the study
of RPTs. (For more results around the issue of differences and similarities
between continuous spin-models and clock models see e.g. [12, 13,19,27].)
This paper consists of two main parts:
Applicability of Pemantle-Steif theory :
We consider a class of finite-state spin models on general trees and show
that for a wide range of circulant transfer matrices the sharp threshold for
the existence of RPT given by Pemantle and Steif holds in these cases as
well (Proposition 2.5). More precisely, this result holds under the assump-
tion that the matrix elements of the transfer matrix are non-increasing in
the distance to the diagonal. This is equivalent to saying that the pair
potential describing the interaction of two neighboring spins along the tree
is non-decreasing in the difference of the spin values along the discrete circle.
Bifurcation analysis on binary tree for q = 4, 5:
For q = 4, 5 we show that in these models, which we call generalized clock
models, RPT and regular phase transition are in general not equivalent and
we determine the transition point between both scenarios in terms of the
third eigenvalue of the corresponding transfer operator for two examples
on the binary tree (Theorem 2.6). For a visualization of the regions of
the different regimes see Figures 5, 6 in Section 4. In the standard clock
model with cosine-potential it turns out that there are no non-robust phase
transitions (unlike q = 3).
The non-equivalence is shown by studying the tree recursion on the level
of the Fourier coefficients α1, α2 of the marginal distributions of the finite-
volume Gibbs measures. This leads us to a two-dimensional fixed-point
equation which turns out to be polynomial. The number of solutions to this
fixed-point equation can then be given by analytic arguments.
2. The generalized clock model: Definitions and main results
Let T = (V,E) be a locally finite tree with vertex set V and edge set
E which is rooted at some vertex o ∈ V . The number of neighbors of the
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vertices is assumed to be bounded by a finite constant B throughout. Let
dG : V ×V → N be the graph distance on T , i.e., dG(x, y) equals the number
of edges in the shortest path from x to y for each pair x, y ∈ V . Also, let
|x| := dG(x, o) for any x ∈ V . Two vertices v and w are called nearest
neighbors if dG(v, w) = 1, i.e., if there exists an edge e ∈ E connecting
them. We use the notation e = {v, w}. We write v → w if dG(v, w) = 1 and
|w| = |v|+1, i.e., v is the parent of w. Finite subsets Λ of V will be denoted
by Λ b V .
Every vertex v ∈ V will be equipped with a spin variable σv taking
values in the finite metric space (Ω0, d), where Ω0 := {0, ..., q − 1} and
d(k, l) := 1 − cos (2pi(k − l)/q). Let G := Zq be the cyclic group acting
transitively on Ω0. Some |Ω0| × |Ω0| probability transition matrix M is
chosen, s.t.
M(k, l) = M(g ◦ k, g ◦ l) ∀k, l ∈ Ω0, ∀g ∈ G,
and M(0, j) = M(0, k) if d(0, j) = d(0, k). We will further assume that M
is non-increasing, i.e., M(i, j) ≤ M(k, l) if d(i, j) ≥ d(k, l). Due to the
Perron-Frobenius theorem the stochastic matrix M has the distinguished
eigenvalue λ0 = 1 with the following properties: First, |λ| < λ0 for all
eigenvalues λ 6= λ0 of M , and secondly, λ0 is simple. We note that because
M is invariant under the G-action the matrix is circulant and can hence be
completely described by its first row, which will be denoted by r.
As M is a transfer matrix (which even happens to be a stochastic matrix
the way we have defined it) we can define an associated potential Φ(i, j) by
letting
Φ(i, j) := − logM(i, j)
and define the corresponding formal infinite-volume Hamiltonian by
H(ω) =
∑
{v,w}∈E
Φ(ωv, ωw).
We call a spin model with such a Hamiltonian a generalized clock model.
Using inverse discrete Fourier transformation we can describe the circulant
transfer matrix M (and the potential Φ accordingly) also by its eigenvalues.
Remember that the eigenvalues λj of M are given by
λj =
q−1∑
k=0
rke
−2piijk/q, j ∈ {0, ..., q − 1}
and the first row of M is then recovered by
rl =
1
q
q−1∑
k=0
λke
2piilk/q, l ∈ {0, ..., q − 1}.
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If the eigenvalues are chosen such that M is of the form
Mi,j =
{
eJ/Z, if i = j
1/Z, if i 6= j
where J > 0 suitable and Z > 0 is a normalizing constant, we recover the
Potts model. If M is given by
Mi,j =
1
Z
eJ cos(2pi(i−j)/q),
for some J > 0 and normalizing constant Z > 0, we recover the standard-
clock model with scalarproduct-interaction.
A cutset C is a finite set of vertices such that every self-avoiding infinite
path starting from the root o intersects C such that there are no vertices
x, y ∈ C with |x| < |y| and x lies in the shortest path from o to y. For
a cutset C the graph T \ C consists of some infinite components and one
finite component. The finite component will be denoted by Ci and the union
of the infinite components of T \ C will be denoted by Co. A sequence of
cutsets {Cn}n∈N is said to exhaust V, if for every vertex v ∈ V there exists
a N ∈ N s.t. v ∈ Cin for every n ≥ N . We define the configuration space by
Ω = ΩV0 .
Definition 2.1. Let C be a cutset of the tree T and δ ∈ Ω a spin configura-
tion which serves as a boundary condition to the interior. The finite-volume
Gibbs measure on ΩC
i
0 under boundary condition δ is defined by
(2.1) µΦ,δC (ωCi) =
1
ZΦC (δ)
exp
(
−HΦ,δC (ωCi)
)
,
where
HΦ,δC (ωCi) =
∑
{x,y}∈E:
x,y∈Ci
Φ(ωx, ωy) +
∑
{x,y}∈E:
x∈Ci,y∈C
Φ(ωx, δy)
and
ZΦC (δ) =
∑
ω˜Ci∈ΩC
i
0
exp
(
−HΦ,δC (ω˜Ci)
)
is a normalizing constant or partition function. If the second summand
in the Hamiltonian H is left out, i.e., if there is no interaction with the
boundary, we call this the free Gibbs measure.
Note that the family of finite-volume Gibbs measures as we have defined
them above can also be interpreted as a (local) Gibbsian specification γΦ [18,
Definition 1.23] which is given by
(2.2) γΦCi(f | δ) =
∫
µΦ,δC (dωCi)f(ωCiδ(Ci)c).
This specification is a family of probability kernels with the property that
γΦ
Ci
(· | δ) ∈M1(ΩV0 ) for every δ ∈ Ω and s.t. γΦCi(A | ·) is measurable w.r.t.
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the sigma-algebra generated by the spin variables {σv, v ∈ (Ci)c} for every
A ∈ (P(Zq))V .
Let a measure space (X,FX , µ), a measurable space (Y,FY ) and a prob-
ability kernel pi from FX to FY be given. Then the push-forward of µ under
pi is defined by
µpi(A) =
∫
µ(dω)pi(A | ω) ∀A ∈ FY .
A measure µ ∈ M1(ΩV0 ) is called a Gibbs measure w.r.t. a specification
(γΛ)ΛbV if
µ = µγΛ ∀Λ b V.
The probability kernels given by (2.2) are only defined for finite sub-volumes
Λ b V of the specific form Λ = Ci where C is a cutset, but this is not an
issue w.r.t. identifying the set of Gibbs measures:
Lemma 2.2. Suppose γ is a specification and µ a measure on ΩV0 . Then
the following statements are equivalent:
(i) µ is a Gibbs measure.
(ii) µγΛ = µ for every Λ b V .
(iii) µγCi = µ for every cutset C b V .
For a proof, see [18, Remark 1.24]. This lemma allows us to give an
alternative characterization of Gibbs measures (in the infinite volume) as
follows:
Lemma 2.3. A probability measure µ in the infinite volume ΩV0 is called
a Gibbs measure for the potential Φ if for any cutset C the conditional
distribution on Ci given a boundary configuration δ ∈ ΩV0 is given by µΦ,δC ,
i.e.,
µ(ωCi | δC∪Co) = µΦ,δC (ωCi).
Given an interaction potential Φ, a cutset C and a boundary condition δ,
let pΦ,δC,o denote the marginal distribution of the finite-volume Gibbs measure
µΦ,δC at the root o. We now come to the key definition of a robust phase
transition, which is said to occur if a “plus” boundary condition retains
its influence on the root even when the interaction along the edges at the
boundary is made arbitrarily small: Given Φ and u ∈ (0, 1] and a cutset C
of T , let Φ¯(u,C) be the potential which is Φ on edges in Ci and uΦ on edges
connecting C to Ci. Let δ0 be a boundary configuration which is all 0, i.e.,
(δ0)v = 0 for all v ∈ V . Let pu,Φ,+C,o denote the marginal distribution at the
root o of the measure µu,Φ,+C := µ
Φ¯(u,C),δ0
C . In the following we will always
denote the equidistribution on Ω0 by 1.
Definition 2.4. A generalized clock model on the tree T is said to exhibit
a robust phase transition for the interaction Φ if for every u ∈ (0, 1],
inf
C
||pu,Φ,+C,o − 1||∞ 6= 0,
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δ
C
o
v
uΦ
Φ
where the infimum is taken over all cutsets C of T .
We will show that under a positivity assumption on the eigenvalues of
the transfer matrix M , which is chosen such that M is non-increasing, the
existence of a robust phase transition is a geometric property of the under-
lying tree T . The decisive parameter in this regard is the branching number,
which in some sense captures the average number of edges per vertex of the
tree. It is defined by
(2.3) brT := sup{λ : inf
C
∑
v∈C
λ−|v| > 0},
where the infimum is once more taken over all cutsets C.
The branching number has been introduced in this form by Lyons [26] and
it can be interpreted as the exponential of the Hausdorff dimension of the
boundary ∂T of the tree which has been studied previously by Furstenberg
[15]. For percolation and symmetric root-biased random walks on trees
it is known that there exist sharp thresholds for the existence of infinite
clusters and positive recurrence respectively that are given by the branching
number [26].
The definition of robust phase transitions goes back to a paper by Pemantle
and Steif [29], in which they showed that under certain “ferromagneticity”
assumptions, amongst others regarding the positivity of the Fourier coeffi-
cients of the Gibbs marginals, there exists a sharp threshold for the existence
of such RPTs which is given by
λ1 brT = 1,
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where λ1 denotes the first non-trivial Fourier coefficient of the transfer op-
erator. By establishing applicability of the results of Pemantle and Steif we
prove that this threshold holds also for certain types of generalized clock
models:
Proposition 2.5. Let T be a tree and M the transfer matrix of a gener-
alized clock model with state space Ω0 = {0, 1, ..., q − 1}. Assume that all
eigenvalues of M are non-negative and such that M is non-increasing. Let
λ1 be the second largest eigenvalue of M . If
λ1 brT > 1
then there is a robust phase transition and if
λ1 brT < 1
there is no robust phase transition.
Remember that for suitably chosen eigenvalues for the transfer matrix M
we recover the Potts model and the standard-clock model with the potential
Φ(i, j) = cos
(
2pi
q (i − j)
)
respectively from the generalized clock model. In
both of these two models the same sharp threshold for the existence of a
RPT as given in Theorem 2.5 holds.
The existence of a robust phase transition always implies phase transition
(Proposition 3.2). However for the Potts model it is known that the existence
of regular phase transitions does not solely depend on the second largest
eigenvalue and the existence of a regular phase transition does not imply
the existence of a RPT. For the classical Heisenberg model it has been only
conjectured that robust and non-robust phase transitions do coincide [29].
We show that in the generalized clock model there is no equivalence of
PT and RPT in general: For q = 4, 5 on the binary tree we provide the
exact transition point between the two regimes PT=RPT and PT6=RPT at
criticality, i.e., for λ1 = 1/2, in terms of the third largest eigenvalue λ2. For
q = 4 we give the transition points for every λ1 ∈ (0, 1/2) (see Figure 5).
Theorem 2.6. Consider the generalized q-state clock model on the binary
rooted tree. For q = 4 and q = 5 there exists a non-empty region for the
eigenvalues λ1, λ2 of the transfer matrix M , such that the spin system ex-
hibits a phase transition but no robust phase transition.
3. RPT is a geometric property: Applicability of
Pemantle-Steif theory for the generalized clock model on
possibly irregular trees
An important property of Gibbs measures for spin models on trees is the
recursive nature of their marginal distributions pΦ,δC,v: Let w1, ..., wk be the
children of v. Then
(3.1) pΦ,δC,v(i) =
1
ZΦ,δC,v
k∏
l=1
q−1∑
j=0
M(i, j)pΦ,δC,wl(j)
 ,
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where
ZΦ,δC,v =
q−1∑
k=0
k∏
l=1
q−1∑
j=0
M(k, j)pΦ,δC,w(j)

is a normalizing constant [29, Lemma 2.2]. We like to note that equation
(3.1) is the defining property of so-called boundary laws or entrance laws
[18], [33]. It is known that every Gibbs measure which is a tree-indexed
Markov chain can be uniquely represented in terms of a boundary law (up
to a positive pre-factor), and conversely that every boundary law can be used
to construct a Gibbs measure which is a Markov chain [33]. Furthermore,
the extremal elements of the set of Gibbs measures are necessarily Markov
chains (see [18, Theorem 12.6]), and therefore spin models on trees exhibit
a phase transition if and only if there exists more than one boundary law.
Note that we always have the free solution, i.e., the equidistribution 1. For
a recent paper showing the connection between gradient Gibbs measures
and periodic boundary laws for models with non-compact local state space,
see [23].
In the following we will work towards an equivalent definition of phase
transition. For every neighboring pair of vertices v, w ∈ V we get two
infinite trees when we remove the edge {v, w} from E. Let us denote the
tree containing v by Tv and the other by Tw. For any cutset Cn on the whole
tree T we define cutsets Cvn := Cn∩Tv and Cwn := Cn∩Tw on the two subtrees
Tv, Tw. For any configuration δ ∈ Ω we introduce boundary conditions δv
and δw on Tv and Tw by setting δv := δ ∩ Tv and δw := δ ∩ Tw respectively.
Note that in the following we denote the marginal distributions of the finite-
volume Gibbs measures on the infinite subtrees Tv and Tw by p
Φ,δv
Cvn,v
and
pΦ,δwCwn ,w respectively. These are not to be confused with the marginals of the
finite-volume Gibbs measure on the whole tree T . Let the inner boundary of
a subset Λ ⊂ V be defined by ∂iΛ := {v ∈ Λ : ∃w ∈ ∂Λ with {v, w} ∈ E}.
Proposition 3.1. Let (αi)i∈V be a family of measures on Ω0 and let {Cn}n∈N
be a sequence of cutsets that exhausts V . Suppose that for every v ∈ V
and every δ ∈ Ω the marginal distribution pΦ,δvCvn,v converges to the distribu-
tion αv. Then the thermodynamic limit of the finite-volume Gibbs measure,
µ := limn→∞ γCin(· | δ), exists for any choice of δ and is given by
µ(σΛ = ωΛ) =
1
ZΛ
∏
k∈∂iΛ
αk(ωk)
∏
b⊂Λ
Mb(ωb)
where Λ b V is any finite connected set, ωΛ ∈ ΩΛ0 , and ZΛ is a normalizing
constant.
Proof. The proof is done by induction on |Λ|. First, let Λ = {v, w} with v ∼
w. Remove the edge connecting v to w from the tree to get the two subtrees
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Tv and Tw which contain v and w respectively. Note that by assumption
pΦ,δvCvn,v(ωv) =
∑
ω
C
v,i
n \v
exp(−H
Cv,in
(ωv, ωCv,in \v, δ
v
(Cv,in )c
))∑
ωv ,ω
C
v,i
n \v
exp(−H
Cv,in
(ωv, ωCv,in \v, δ
v
(Cv,in )c
))
→ αv(ωv)
for n→∞. Let g be some test-function on Λ = {v, w}. Then
γCn(g(ωv, ωw) | δv, δw)
=
∑
ωv ,ωw
1
ZδCn
g(ωv, ωw)Mvw(ωv, ωw)
×
 ∑
ω
C
v,i
n \{v}
exp
(
−H
Cv,in
(
ωv, ωCv,in \v, δ
v
(Cv,in )c
))
×
 ∑
ω
C
w,i
n \{w}
exp
(
−H
Cw,in
(
ωw, ωCw,in \w, δ
w
(Cw,in )c
))
=
1
Zv,w
∑
ωv ,ωw
g(ωv, ωw)Mvw(ωv, ωw) p
Φ,δv
Cvn,v
pΦ,δwCwn ,w
→ 1
Zv,w
∑
ωv ,ωw
g(ωv, ωw)Mvw(ωv, ωw)αv(ωv)αw(ωw)
for n → ∞. This proves the claim for volumes Λ that consist of only two
sites.
Now suppose the claim holds for any sub-volume ∆ ⊂ V with |∆| = n.
Let Λ := ∆∪{w} with w ∈ ∂∆ and v := ∂w∩∆. Let g be some test-function
NON-ROBUST PHASE TRANSITIONS ON TREES 11
on Λ. Then
γCn(g(ωΛ) | δv, δw) = γCn(g(ω∆, ωj) | δv, δw)
=
∑
ω∆,ωj
1
ZδCn
g(ω∆, ωw)Mvw(ωv, ωw)
×
 ∑
ω
C
v,i
n \∆
(
exp
(
−H
Cv,in
(ω∆, ωCv,in \∆), δ(Cv,in )c
))
×
 ∑
ω
C
w,i
n \{w}
(
exp
(
−H
Cv,in
(ωw, ωCv,in \w), δ(Cw,in )c
))
=
1
ZδCn
∑
ω∆,ωj
g(ω∆, ωj)Mvw(ωv, ωw) γCv,in (ω∆ | δv) p
Φ,δw
Cwn ,w
→ 1
ZΛ
∑
ω∆,ωj
g(ω∆, ωj)Mvw(ωv, ωw)
 ∏
k∈∂i∆\{w}
αk(ωk)
∏
b⊂∆
Mb(ωb)
αw(ωw).
The last equation follows from the induction assumption. Note that γ
Cv,in
(· |
δv) is the measure on the subtree Tv and not on the whole tree. Hence the
inner boundary of ∆ in Tv is not containing w. This completes the proof. 
Note that Proposition 3.1 readily implies that there is no phase transi-
tion under the given assumptions: Every extremal Gibbs measure µ can be
given as a thermodynamic limit of a finite-volume Gibbs measure prepared
with some boundary configuration which is typical for µ (see [8, Proposi-
tion 2.23]). As these limits are assumed to be the same for any boundary
configuration ω, we find that there can only exist one extremal Gibbs mea-
sure. Therefore the spin model exhibits a phase transition if and only if the
recursion equation (3.1) has more than one solution. It is even enough to
study the recursion under “plus” boundary condition:
Proposition 3.2. In the generalized clock model a phase transition occurs
if and only if there exists a vertex v and a sequence of cutsets {Cn}n∈N such
that
inf
n
‖pΦ,δ0Cn,v − 1‖∞ 6= 0.
Proposition 3.2 also holds for the Ising, Potts and continuous rotator mod-
els. The proof for the generalized clock model is analogous to the one for the
rotator model [29, Proposition 1.4]. The crucial property in these models is
the positivity of the Fourier coefficients of the marginal distributions pΦ,δ0Cn,v
(3.4) and of the transfer operator r (3.5) which we will discus later.
Observe that the r.h.s. of (3.1) is a convolution of the different distribu-
tions of the children over the vectors in the circular matrix representing the
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interaction, followed by an ordinary product. We will make use of conse-
quences of this structure regarding monotonicity below.
In the following we will show that in the generalized clock model, where
we assume that the eigenvalues of the transfer matrix M are restricted by
1 ≥ λj > 0, ∀j ∈ {0, ..., q − 1},
and such that M is non-increasing, the existence of a RPT is determined by
the branching number of the underlying tree and the second largest eigen-
value of the transfer matrix.
To understand the recursion (3.1) for the Gibbs marginals, it is important
to note that it preserves the natural class of symmetric probability vectors
which have positive Fourier (cosine-)coefficients, as we will explain now.
By P (Ω0/0) we denote the vectors on Ω0 that are symmetric to 0, i.e., f(j) =
f(k) if d(0, j) = d(0, k) for any f ∈ P (Ω0/0). Note that dim(P (Ω0/0)) =
b q2c + 1. It will be convenient to work with the non-normalized basis B ={φj}j=0,...,b q
2
c, where
φj(k) := cos(2pijk/q), k ∈ {0, 1, ..., q − 1}.
This basis has the properties
(3.2) φiφj =
1
2
φi+j +
1
2
φi−j
and
(3.3) φi ∗ φj = zjδijφj ,
where φi ∗ φj(k) :=
∑
l φi(k− l)φj(l) and zj =
∑
k∈E φ
2
j (k). We introduce a
new norm || · ||A on the space of symmetric vectors P (Ω0/0), which is defined
as the sum of the absolute values of the Fourier coefficients, i.e.,
||f ||A :=
b q
2
c∑
j=0
|aj(f)|,
where aj(f) := z
−1
j 〈f, φj〉.
For any two distributions f, g ∈ P (Ω0/0), we clearly have fg ∈ P (Ω0/0)
and
||fg||A ≤ ||f ||A||g||A.
This submultiplicativity can be seen by developing f and g w.r.t. B and
using property (3.2). As any f ∈ P (Ω0/0) can be developed w.r.t. B,
property (3.3) gives us
aj(f ∗ g) = zjaj(f)aj(g) ∀f, g ∈ P (Ω0/0).
Note that
(3.4) aj(Me1) = aj(r) = λj/zj > 0
for all j ≥ 0.
We define the class P+(Ω0/0) ⊂ P (Ω0/0) as the smallest class of sym-
metric probability vectors which contains the canonical basis vector e1 =
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(1, 0, ..., 0) and which is closed under the recursion given by (3.1). Note that
this class contains all possible marginal distributions of any finite-volume
Gibbs measure under “plus” boundary condition. By the recursion formula
it follows, that all the Fourier coefficients of any marginal g ∈ P+(Ω0/0) of
a Gibbs measure are strictly positive:
(3.5) aj(g) > 0 ∀j ∈ {0, ..., q − 1}.
Remember that this is only the case since we have chosen the eigenvalues of
the transfer matrix M to be positive. Another important property is that
the Fourier coefficients of higher order are dominated by the first one: Let
f ∈ P+(Ω0/0). Then∣∣∣∣∣∣∣1 + 2
b q2c∑
k=0
f(k) cos
(
2pi
q
jk
)∣∣∣∣∣∣∣ ≤ 1+2
b q2c∑
k=0
f(k) cos
(
2pi
q
k
)
, ∀j ∈ {0, ..., bq/2c},
which is equivalent to say that z1a1(f) ≥ |zjaj(f)| for all j ∈ {0, ..., bq/2c}.
For r being the first row of the transfer matrix M of a generalized clock
model with M being non-increasing this implies that λ1 is the second largest
eigenvalue:
λ1(M) = z1a1(f) ≥ |zjaj(f)| = |λj |, ∀j ∈ {0, ..., bq/2c}.
We come to an important lemma which establishes an upper bound for the
distance of the convoluted distributions to their linearization.
Lemma 3.3. There exists a function o with limh→0(o(h)/h) = 0 such that
for all h1, ..., hk ∈ P+(Ω0/0),
‖ 1
Z
k∏
i=1
hi − 1−
k∑
i=1
(hi − 1)‖A ≤ o(max
i
||hi − 1||A),
provided maxi ||hi−1||A ≤ 1. Here the product is understood to be pointwise
and Z > 0 is a normalizing constant turning
∏k
i=1 hi into a probability
vector.
This lemma is similar to Lemma 2.7 from [29] and the proof works sim-
ilarly. We like to point out that the proof requires a bound on the term∑q−1
j=0
∏k
i=1 hi(j) from below. This is where the non-negativity of the eigen-
values λi of the transition matrix enters. We have seen that under this condi-
tion all Fourier coefficients of the vectors hi are positive. This and property
(3.2) imply that
∑q−1
j=0
∏k
i=1 hi(j) ≥
∑q−1
j=0
∏k
i=1 a0(hi)φ0(j) = 1/q
k−1.
Remark 3.4. Consider the q-state generalized clock model with q = 4 or
q = 5 on the binary tree. Assume that M is a non-increasing circulant
matrix which may even have negative eigenvalues. Let h1 and h2 be any
elements of P+(Ω0/0) with hi =
1
qφ0 + a1(hi)φ1 + a2(hi)φ2. For q = 4 we
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(a) q = 4.
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(b) q = 5.
Figure 1. Region of the coeffcients a1(h), a2(h) for a prob-
ability vector h ∈ P+(Ω0/0), where M is allowed to have
non-positive eigenvalues.
get by the orthogonality of the basis functions that
q−1∑
j=0
h1(j)h2(j) =
1
q
+
q
2
a1(h1)a1(h2) + q a2(h1)a2(h2).
For q = 5 we get
q−1∑
j=0
h1(j)h2(j) =
1
q
+
q
2
(
a1(h1)a1(h2) + a2(h1)a2(h2)
)
.
For probability vectors h ∈ P+(Ω0) there are of course restrictions on the
values of the Fourier modes a1,2 that come from 0 ≤ h(j) ≤ 1 for all j ∈ Ω0
and from the fact that h is non-increasing. For the region of values the
coefficients a1,2 can attain in this case, see Figure 1. It can be easily checked
that
∑q−1
j=0 h1(j)h2(j) is always bounded from below for any choice of h1, h2.
Therefore Lemma 3.3 holds for the generalized clock model with q = 4, 5
even for transfer matrices with non-positive eigenvalues.
We come to the proof of Proposition 2.5 regarding robust phase transi-
tions on trees in the generalized clock model.
Proof of Proposition 2.5. We will check the necessary conditions for Theo-
rems 3.1 and 3.2 from the paper by Pemantle and Steif [29]:
(i) From Lemma 3.3 follows the upper bound for the distance of the con-
voluted distributions to their linearization.
(ii) Note that as P (Ω0/0) is finite-dimensional all norms are equivalent, in
particular the A-Norm || · ||A and the supremum norm || · ||∞.
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(iii) Let Φ be a potential that corresponds to some circulant transfer ma-
trix M . For u ∈ (0, 1] we define Mu to be the transfer matrix that
corresponds to the potential uΦ, i.e., the first row of Mu is given by
ru(j) = exp
(− uΦ(0, j)).
Clearly ||ru − 1||∞ → 0 and hence ||ru − 1||A → 0 for u→ 0.
(iv) The transfer matrix M is bounded by 1 in the operator norm:
||M ||A = sup
||f ||A=1
||Mf ||A = sup
||f ||A=1
||r ∗ f ||A
= sup
||f ||A=1
bq/2c∑
j=0
|aj(r ∗ f)| = sup
||f ||A=1
bq/2c∑
j=0
|γjaj(r)aj(f)|
= sup
||f ||A=1
bq/2c∑
j=0
|λjaj(f)| ≤ sup
||f ||A=1
bq/2c∑
j=0
|aj(f)| = 1.
(v) The next inequality shows that the convolution is in some sense a
contraction w.r.t. to the A-norm:
||Mf − 1||A = ||r ∗ f − 1||A =
bq/2c∑
j=0
|aj(r ∗ f − 1)|
=
bq/2c∑
j=0
|aj(r ∗ f)− aj(1)| =
bq/2c∑
j=1
|aj(r ∗ f)|
=
bq/2c∑
j=1
|γjaj(r)aj(f)| =
bq/2c∑
j=1
|λjaj(f)|
≤ λ1
bq/2c∑
j=1
|aj(f)| = λ1||f − 1||A.
Therefore all the conditions for Theorem 3.1 from [29] are met. Hence we
can already conclude that in the generalized clock model λ1 br(T ) < 1 im-
plies the absence of a RPT.
In the following we check the conditions for Theorem 3.2 of [29]:
(i) First we like to note that for all f ∈ P+(Ω0/0)
f(0) = max
k∈Ω0
f(k) and f
(⌈q + 1
2
⌉)
= min
k∈Ω0
f(k).
(ii) If f is non-increasing, it is easy to see that Mf = r ∗ f is also non-
increasing. Therefore, as a consequence of the recursion (3.1), all f ∈
P+(Ω0/0) are non-increasing.
Define the functional L : P (Ω0/0) → R that captures the weighted
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absolute value of the first Fourier coefficient by
L(g) :=
q−1∑
k=0
g(k)φ1(k) = z1a1(g).
Let f ∈ P+(Ω0/0). Then
L(Mf − 1) = z1a1(Mf − 1) = z1a1(r ∗ f − 1)
= z1a1(r ∗ f) = z21a1(r)a1(f)
=
( q−1∑
k=0
r(k)φ1(k)
)( q−1∑
l=0
f(l)φ1(l)
)
=
( q−1∑
k=0
r(k)φ1(k)
)( q−1∑
l=0
(f(l)− 1)φ1(l)
)
= λ1L(f − 1).
(iii) Note that L(f) can be bounded from above by the A-norm of f :
|L(f)| ≤ z1||f ||A
for all f ∈ P+(Ω0/0).
(iv) Now, we want to find a constant d > 0 s.t. L(f) ≥ d||f − 1||A for all
f ∈ P+(Ω0/0). We already know that |a1(f)| = a1(f) ≥ |aj(f)| for all
j ≥ 2. Therefore we can choose d := z1/
⌊ q
2
⌋
.
Therefore all the prerequisites for Theorem 3.2 in [29] are met as well.
Hence we get that in the general clock model λ1 brT > 1 implies the exis-
tence of a RPT and we have finished the proof of Proposition 2.5. 
Remark 3.5. Let us once more consider the q-state generalized clock model
with q ∈ {4, 5} on the binary tree. We have already seen in Remark 3.4
that Lemma 3.3 also holds for the case of transition matrices with negative
eigenvalues as long as they are non-increasing. One can easily check that all
the other prerequisites for Theorem 3.1 from [29] are also met in this case
and therefore λ1 brT < 1 still implies the absence of robust phase transitions.
For the verification of the conditions of Theorem 3.2 from [29] note that
the space P+(Ω0/0) is three-dimensional and |a1(f)| = a1(f) ≥ |a2(f)| for
every f ∈ P+(Ω0/0). It is then easily seen that for suitably chosen constant
c4 indeed L(f) ≥ c4||f−1||A for all f ∈ P+(Ω0/0). For q = 4, 5 the constant
can be chosen to be c4 = 2/z1. All the other conditions of Theorem 3.2 are
clearly met as well.
We conclude that for q = 4, 5 the sharp threshold for the existence of a
RPT holds even for transition matrices with negative eigenvalues as long as
the transfer matrix M is non-increasing.
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4. Non-robust phase transitions in the generalized clock
model on the binary tree
4.1. Case q=5. In this section we will take a closer look at the generalized
clock model with local state space Ω0 = {0, ..., 4}. Furthermore we will
assume that T is the binary tree, i.e., the Cayley tree CT (2). The first row
of the transfer matrix M is given by
r = (r0, r1, r2, r3, r4) = (a, b, c, c, b),
where a+ 2b+ 2c = 1. As M is symmetric there are five eigenvalues λi, i =
0, ..., 4, that are given by
λm =
4∑
k=0
rk exp
(− 2piimk/5).
This gives us
λ0 = 1, λ1 = a+ 2b cos(2pi/5) + 2c cos(4pi/5) = λ4
and
λ2 = a+ 2b cos(4pi/5) + 2c cos(2pi/5) = λ3.
In the following we will assume that λ1 ≤ 12 and 1 = λ0 > λ1 ≥ λ2 are given
in such a way that M is non-increasing. The assumption λ1 ≤ 12 is made as
this is the known critical value for the existence of a robust phase transition
in the generalized clock model on the binary tree. The inequality λ1 ≥ λ2
is necessary for M being non-increasing. By the Fourier inversion formula
the eigenvalues determine the first row of M . We have
rl =
1
5
4∑
m=0
λm exp
(
2piilm/5
)
and therefore
r0 =
1
5
(1 + 2λ1 + 2λ2),
r1 =
1
5
(1 + 2λ1 cos(2pi/5) + 2λ2 cos(4pi/5)) = r4,
r2 =
1
5
(1 + 2λ1 cos(4pi/5) + 2λ2 cos(2pi/5)) = r3.
The recursion for the marginal distributions of the Gibbs measure can now
be seen as acting on the orthogonal space of the constant function, that is
the set of symmetric mass zero measures, {p ∈ P (Ω0/0) |
∑q−1
k=0 pk = 0}.
For q = 5 this space is two-dimensional with basis {φ1, φ2}, where
φ1 := c
−1(1, cos(2pi/5), cos(4pi/5), cos(4pi/5), cos(2pi/5))T
and
φ2 := c
−1(1, cos(4pi/5), cos(2pi/5), cos(2pi/5), cos(4pi/5))T
with
c :=
√
1 + 2 cos2(2pi/5) + 2 cos2(4pi/5)
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being a normalizing constant. For a probability distribution α ∈ M1(Ω0)
given by
α(j) =
1
q
+
2∑
k=1
αkφk(j),
with αk being the Fourier coefficients, we have
Mα(j) =
1
q
+
2∑
k=1
λkαkφk(j).
Let F5 be the non-linear map which represents the recursion. As we are
operating on the binary tree, recursion equation (3.1) boils down to
α(j) = F5α(j) :=
(
1
q +
∑2
k=1 λkαkφk(j)
)2
∑4
j=0
(
1
q +
∑2
k=1 λkαkφk(j)
)2 .
For the summands in the numerator we have
(Mα(j))2 =
1
q2
+
2
q
2∑
k=1
λkαkφk(j) +
2∑
k=1
2∑
l=1
αkαlλkλlφk(j)φl(j).
By the addition theorem for the cosine follows
φk(j)φl(j) = v(φk+l(j) + φk−l(j))
and
φk(j)
2 = vφ2k(j) + w,
where v := 12c and w :=
1
2c2
= 2v2 = 1q . This gives us
(Mα(j))2 =
1
q2
+
2
q
2∑
k=1
λkαkφk(j) + v
∑
1≤k,l≤2,k 6=l
αkαlλkλl(φk+l(j) + φk−l(j))
+ v
∑
1≤k≤2
α2kλ
2
kφ2k(j) + w
∑
1≤k≤2
α2kλ
2
k
and by orthogonality of the basis functions φ1, φ2 the normalization is just∑
1≤j≤q
(Mα(j))2 =
1
q
+ wq
∑
1≤k≤2
α2kλ
2
k.
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Therefore the recursion can be written as
F5α(j) =
1
q
+
1
1
q + wq
∑
1≤k≤2 α
2
kλ
2
k
(2
q
2∑
k=1
λkαkφk(j)
+ v
∑
1≤k,l≤2,k 6=l
αkαlλkλl(φk+l(j) + φk−l(j)) + v
∑
1≤k≤2
α2kλ
2
kφ2k(j)
)
=
1
q
+
2∑
m=1
α′mφm(j).
(4.1)
For q = 5 this gives
1
1
q + wq
∑
1≤k≤2 α
2
kλ
2
k
(2
q
2∑
k=1
λkαkφk(j)
+
∑
1≤k,l≤2,k 6=l
αkαlλkλlv(φk+l(j) + φk−l(j)) + v
∑
1≤k≤2
α2kλ
2
kφ2k(j)
)
=
2∑
m=1
α′mφm(j).
Rewriting these last equations produces two fixed-point equations for the
Fourier modes α1 and α2:
(4.2) α1 =
1
1
5 + α
2
1λ
2
1 + α
2
2λ
2
2
(
2
5
λ1α1 + 2λ1λ2vα1α2 + vλ
2
2α
2
2
)
and
(4.3) α2 =
1
1
5 + α
2
1λ
2
1 + α
2
2λ
2
2
(
2
5
λ2α2 + 2λ1λ2vα1α2 + vλ
2
1α
2
1
)
.
We set λ1 =
1
2 as this is the critical value for the existence of RPT on the
binary tree. Note that α1 = 0 if and only if α2 = 0. We define
A := 20λ22α
2
2.
From the first of these equations we get
α1(4 + 5α
2
1 +A) = 4α1 + 20λ2vα1α2 + vA
and hence
(4.4) A =
20λ2vα1α2 − 5α31
α1 − v
for α1 6= v. In the case where α1 = v we find α2 = v4λ2 . Plugging these
values into the second fixed-point equation shows that this solution only
appears for λ2 = (
1
5v +
1
4v
3 + 116v
3)/(25v + 2v
3) ≈ 0.385417.
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Continuing with the second equation for α1 6= v we may use (4.4) to
reduce the order of α2 repeatedly. This leads to
α2 =
8λ2α2 + 20λ2vα1α2 + 5vα
2
1
4 + 5α21 +
20λ2vα1α2−5α31
α1−v
=⇒ α2
(
4α1 + 5α
3
1 − 4v − 5vα21 + 20λ2vα1α2 − 5α31
)
= (α1 − v)(8λ2α2 + 20λ2vα1α2 + 5vα21)
=⇒ 4α2(α1 − v)− 5vα21α2 +
vα1
λ2
(20λ2vα1α2 − 5α31
α1 − v
)
= (α1 − v)(8λ2α2 + 20λ2vα1α2 + 5vα21)
=⇒
(
4λ2(α1 − v)2 − 5λ2vα21(α1 − v) + 20λ2v2α21 − 8λ22(α1 − v)2
− 20λ22vα1(α1 − v)2
)
α2 = 5vα
4
1 + 5vλ2α
2
1(α1 − v)2.
For P3(α1) 6= 0 we have
α2 = f(α1) =
P4(α1)
P3(α1)
,(4.5)
where
P3(α1) = 4λ2(α1 − v)2 − 5λ2vα21(α1 − v) + 20λ2v2α21
− 8λ22(α1 − v)2 − 20λ22vα1(α1 − v)2
and
P4(α1) = 5vα
4
1 + 5vλ2α
2
1(α1 − v)2.
If P3(α1) = 0 there is only the trivial solution. Substituting (4.5) for the
first fixed-point equation leaves us to solve
5α31P
2
3 (α1) + 20λ
2
2P
2
4 (α1)α1 − 20λ2vα1P3(α1)P4(α1)− 20vλ22P 24 (α1) = 0,
which is equivalent to
α31(α1 − v)2
[
α41
(
125λ22
2
+ 200λ32 + 250λ
4
2
)
+ α31
(
−20
√
10λ22 − 75
√
10λ32 + 125
√
10λ42
)
+ α21
(
140λ22 − 345λ32 + 75λ42
)
+ α1
(
−16
√
10λ22 + 64
√
10λ32 − 125
√
5
2
λ42
)
+ 8λ22 − 36λ32 + 40λ42
]
=: α31(α1 − v)2qλ2(α1).
(4.6)
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Let us write for the quartic function qλ2(α1) = aα
4
1 + bα
3
1 + cα
2
1 + dα1 + e.
Looking at the discriminant ∆ of qλ2 , i.e.,
∆ = 256a3e3 − 192a2bde2 − 128a2c2e2 + 144a2cd2e− 27a2d4
+ 144ab2ce2 − 6ab2d2e− 80abc2de+ 18abcd3 + 16ac4e
− 4ac3d2 − 27b4e2 + 18b3cde− 4b3d3 − 4b2c3e+ b2c2d2,
it can be shown by numerical calculations that there exists no non-trivial
solutions for α1 if 0 ≤ λ2 < λc2, where λc2 is a real root of ∆ with λc2 ≈
0.370748. Indeed, in this regime we have ∆(λ2) > 0 and P (λ2) > 0, where
P := 8ac− 3b2.
This is a well-known sufficient condition for the non-existence of any real
roots of the quartic function qλ2 . For the critical value λ
c
2 we have that
∆(λc2) = 0, P (λ
c
2) > 0 and D(λ
c
2) 6= 0, where
D := 64a3e− 16a2c2 + 16ab2c− 16a2bd− 3b4.
This means that for λ2 = λ
c
2 a double real root for qλ2 appears. For
λ2 ∈ (λc2, λ˜c2) where ∆(λ˜c2) = 0 with λ˜c2 ≈ 0.494119 we see by numerical
computations that ∆(λ2) < 0 and hence there exist exactly two distinct
real roots for qλ2 . In the regime where λ2 > λ˜
c
2 we have that ∆(λ2) > 0,
P (λ2) < 0 and D(λ2) < 0. Hence there exist four distinct real roots in this
case. In the situation where λ2 = λ˜
c
2 we get that ∆(λ2) = 0, P (λ2) < 0,
D(λ2) < 0 and ∆0(λ2) 6= 0, where ∆0 := c2 − 3bd+ 12ae. This means that
there exists one real double root and two simple real roots in this case [30].
All the solutions to the polynomial equation (4.6) can be calculated by
numerical techniques. For a plot of the derived coefficients α1 and α2 re-
spectively against the corresponding value of λ2, see Figures 2a and 2b. It
can be checked by simple numerical calculations that all of these solutions
correspond to a probability distribution.
In accordance with our previous investigation we find that there only
exists the trivial solution to the fixed-point equations if λ2 < λ
c
2. At the
critical value λc2 an additional solution away from the trivial one appears,
which then undergoes a pitchfork bifurcation. For λ2 = 0.4 the lower branch
then becomes 0, which happens when
e = 8λ22 − 36λ32 + 40λ42 = 0.
As we have predicted, an additional solution appears when λ2 = λ˜
c
2. This
solution then also undergoes a bifurcation for increasing values of λ2 and the
lower branch becomes 0 for λ2 = 0.5, which is again where e = 0. So we have
exactly four different solutions to our two-dimensional fixed-point equation
when λ2 = 0.5 which is of course when our generalized clock model turns
into the Potts model with no external magnetic field. In this situation there
are three additional solutions s1, s2, s3 to the trivial one. The symmetries
of the corresponding boundary laws are visualized in Figure 3.
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s1
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0.38 0.40 0.42 0.44 0.46 0.48 0.50
λ2
-0.2
-0.1
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0.2
0.3
0.4
0.5
α1
(a) The values of α1 on the vertical axis plotted against the corresponding values
of the third largest eigenvalue λ2 on the horizontal axis.
s2
s3
s1
0.38 0.40 0.42 0.44 0.46 0.48 0.50
λ2
-0.2
-0.1
0.1
0.2
0.3
0.4
0.5
α2
(b) The values of α2 on the vertical axis plotted against the corresponding values
of the third largest eigenvalue λ2 on the horizontal axis.
Figure 2. The solutions to the boundary law equations
(4.2), (4.3) for q = 5 in terms of the Fourier modes α1,2
depending on the third largest eigenvalue λ2 of the transfer
matrix M .
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Figure 3. Symmetry of the solutions s1, s2, s3 in the Potts model.
In the Potts model the transition matrix can be written in the form
Mi,j =
{
eβ/Z, if i = j
1/Z, if i 6= j
with β > 0 and Z = eβ + q − 1 being a normalizing constant. Then λ1 =
λ2 =
eβ−1
eβ+q−1 . Note that 2λ1 = 1 if and only if θ := e
β = q + 1.
Let us comment on this value. Recall that in the 5-state Potts model the
translation-invariant states are described by the translation-invariant solu-
tions for the boundary law equation [21]: There is always the free solution
(corresponding to open boundary conditions), and each boundary law has
the property that its 5 components take only two values. There are two dif-
ferent one-dimensional fixed-point equations for the case of a decomposition
into either 1 + 4 or 2 + 3 components. Each of these fixed-point equations
have different critical inverse temperatures at which solutions appear and
bifurcate into an upper and a lower branch. It is a property of the recur-
sion that on the binary tree at θ := eβ = q + 1 the lower branches of these
recursions become equal to the free solution. This behavior is similar for all
Potts models on Cayley trees of any degree and the corresponding value θcr
is known [21]. As we will see shortly in Proposition 4.1 this critical value is
identical with the critical value for the existence of RPT for Cayley trees of
any degree.
This is remarkable. Robust phase transition is caused by local instabil-
ity of the equidistribution, that is small perturbations won’t be attracted
by the equidistribution but will converge to (one of) the stable symmetry
breaking fixed points. On the other hand, the degeneration of the lower
branches of the m-indexed boundary laws (with m singled out components)
is indicated by the same equation. Let θRPT denote the critical value of θ
for the existence of RPT in the Potts model.
Proposition 4.1. Let T be a Cayley tree of degree d ∈ N. In the Potts
model with q ∈ N states we have
θRPT = θcr.
Proof. It is known that θcr =
d+q−1
d−1 [21]. As θ = θRPT iff
λ1 =
θ − 1
θ + q − 1 =
1
d
the claim is obviously true. 
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4.2. Case q=4. We still consider the generalized clock model on the binary
tree T . Let the local state space be given by Ω0 = {0, ..., 3}. Again we
assume M to be non-increasing. The entries of the first row of the transfer
matrix are given by
r0 =
1
4
(1 + 2λ1 + λ2),
r1 =
1
4
(1− λ2) = r3,
r2 =
1
4
(1− 2λ1 + λ2),
where λi, i = 0, 1, 2 denote the eigenvalues of M . For the basis of the mass-
zero measures we choose
ϕ1 := c
−1
1 (1, cos
pi
2
, cospi, cos
3pi
2
) = c−11 (1, 0,−1, 0), c−11 :=
√
2,
ϕ2 := c
−1
2 (1, cospi, cos 2pi, cos 3pi) = c
−1
2 (1,−1, 1,−1), c−12 := 2.
The symmetric probability distributions can be represented as
α(j) =
1
4
+ α1ϕ1(j) + α2ϕ2(j).
The recursion F4 of the distributions on the binary tree T is then given by
α(j) = F4α(j) :=
(
1
4 +
∑2
k=1 λkαkϕk(j)
)2
∑3
j=0
(
1
4 +
∑2
k=1 λkαkϕk(j)
)2 .
The summands in the numerator are given by
(Mα(j))2 =
1
42
+
1
4
(
α21λ
2
1 + α
2
2λ
2
2
)
+
(1
2
λ1α1 + α1α2λ1λ2
)
ϕ1(j)
+
(1
2
λ2α2 +
1
2
α21λ
2
1
)
ϕ2(j).
By orthogonality the normalization is just
3∑
j=0
(Mα(j))2 =
1
4
+ α21λ
2
1 + α
2
2λ
2
2
and hence
F4α(j) =
1
4
+
1
2λ1α1 + α1α2λ1λ2
1
4 + α
2
1λ
2
1 + α
2
2λ
2
2
ϕ1(j) +
1
2λ2α2 +
1
2α
2
1λ
2
1
1
4 + α
2
1λ
2
1 + α
2
2λ
2
2
ϕ2(j).
This leads to the two fixed-point equations
α1 =
1
2λ1α1 + α1α2λ1λ2
1
4 + α
2
1λ
2
1 + α
2
2λ
2
2
,
α2 =
1
2λ2α2 +
1
2α
2
1λ
2
1
1
4 + α
2
1λ
2
1 + α
2
2λ
2
2
.
(4.7)
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Figure 4. The solutions to the boundary law equations
(4.2), (4.3) for q = 4 in terms of the Fourier modes α1,2
depending on the third largest eigenvalue λ2.
For the critical value λ1 = 1/2 it follows from the first of these equations
that α1 = 0 or
α1 = ±
√
2λ2α2 − 4λ22α22.(4.8)
In the case where α1 = ±
√
2λ2α2 − 4λ22α22, it follows from the second fixed-
point equation that
α2 =
3λ2 − 1
2(λ2 + λ22)
.
Plugging this value for α2 into (4.8), we get that ±
√
2λ2α2 − 4λ22α22 only
takes real values if and only if λ2 ∈ (1/3, 1). Hence the critical value for λ2
for the existence of a phase transition is λc2 :=
1
3 . An easy calculation shows
that all the solutions to (4.7) correspond to a probability distribution. We
have thereby shown the following theorem.
Theorem 4.2. Consider the 4-state generalized clock model on the binary
tree where the critical value for RPT is λ1 = 1/2. Then the spin model has
Gibbs measures with single-site marginals different from the equidistribution
if and only if λ2 ∈ (1/3, 1/2).
We have seen that there exist non-robust phase transitions in the general-
ized clock model on the binary tree for q ∈ {4, 5}. It is not difficult to prove
that for a generalized clock model on a tree T which exhibits no RPT there
always exists another tree T ′ s.t. brT = brT ′ and T ′ does not exhibit a PT.
This is very much done by the same techniques proving the absence of RPT
under the condition λ1 brT < 1. The tree T
′ is constructed by adding edges
in series with sufficient length to the tree T , where the adding of these edges
must be done sufficiently sparse such that brT = brT ′. The recursion along
these added series of edges then replaces the weakening of the coupling along
the cutset in the notion of RPT (see the proof of Theorem 1.14 in [29]).
Let us map our solutions to the known solutions of the Potts model [21].
Note that at λ1 = 1/2 there is a bifurcation of the m = 2 branches from the
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free solution α = 1, where both branches exist only for bigger values of λ1.
Hence the only available solution is of type m = 1, and here we only find the
solution of the upper branch of the form, written in boundary law language,
(a, 1, 1, 1), a 6= 1. Also, our recursion acts in the subspace of these solutions
which are symmetric w.r.t. 0. Hence only two of the possible permutations
persist, namely (a, 1, 1, 1), (1, 1, a, 1). These solutions are mapped to the
upper and lower end of the pitchfork type branches in Figure 4.
In the Potts model the transfer matrix is given by M(i, j) = exp[β1{i=j}]
with inverse temperature β > 0. It is known that the effective inverse tem-
perature for the existence of a PT in the Potts model is given by βc =
1
2 log(1 + 2
√
q − 1). As the second largest eigenvalue is given by λ2 =
eβ−e−β
eβ+(q−1)e−β we get for the critical value λ
c
2 =
2
√
q−1
q+2
√
q−1 . For q = 4, 5 we
have given the exact transition point for the existence of (non-robust) phase
transitions at criticality, i.e. for λ1 = 1/2. For the case q = 4 we can even
calculate the critical value λc2 for the existence of non-robust phase transi-
tions for any value of λ1 ∈ [0, 1/2]: For α1 6= 0 we get from the first equation
of (4.7) that
α21λ
2
1 =
1
2
λ1 + λ1λ2α2 − 1
4
− λ22α22 =: P1(α2).(4.9)
The second equation of (4.7) gives us
α21λ
2
1 = −λ2α2 + λ1α2 + 2λ1λ2α22 =: P2(α2).(4.10)
The critical line in (λ1, λ2)-space for the existence of multiple solutions to
(4.7) are given by the two equations P1(α2) = P2(α2) and P
′
1(α2) = P
′
2(α2).
They are derived by the requirement that the parabolas described by P1
and P2 as a function of α2 have precisely one touching point described by a
critical α2. It can be shown by elementary computations eliminating the α2
that the solutions to this system are given by λ1 = 4λ2
1−λ2
(1+λ2)2
. The critical
points are given by the dashed line in Figure 5.
For q = 5 the task to determine the transition line between the two
regimes becomes more difficult. However, it is possible to use the implicit
function theorem to prove the existence of non-robust phase transitions. In
the Potts regime with λ1 = λ2 = λ and λ ∈ (4/9, 1/2) there exist two b.l.
solutions of the form l = (a±, 1, 1, 1, 1) with
a± =
(
1− eβ
2(q − 1) ±
√
5− 4q − 2eβ + e2β
2(q − 1)
)−1
(4.11)
where eβ = 1+λ(q−1)1−λ . Here, λ is the only non-trivial eigenvalue of the transfer
matrix M . The Fourier modes α±1 , α
±
2 of the solutions a± are then given by
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Figure 5. The generalized clock model for q = 4 can be de-
scribed by the two eigenvalues λ1,2 of the transfer matrix M .
The region for the existence of non-robust phase transitions
is given by the area above the dashed line inside the quad-
rangle. Note that the transition point in the Potts model is
given by λ1 = λ2 =
2
√
q−1
q+2
√
q−1 ≈ 0.4641 and the transition
point at the critical value for RPT in the generalized clock
model on the binary tree is given by λ1 = 1/2 and λ2 = 1/3.
The eigenvalues of the transition matrix for the standard-
clock model with scalarproduct-interaction are given by the
dotted line. There are no non-robust PTs in the standard
clock model.
α±1 = α
±
2 =
2(1−a±)
5 . Let T : R
2 → R2 be defined by
(4.12) T (α1, α2) =
(
α1 − 11
5
+α21λ
2
1+α
2
2λ
2
2
(
2
5λ1α1 + 2λ1λ2vα1α2 + vλ
2
2α
2
2
)
α2 − 11
5
+α21λ
2
1+α
2
2λ
2
2
(
2
5λ2α2 + 2λ1λ2vα1α2 + vλ
2
1α
2
1
)) .
To apply the implicit function theorem we need to compute and discuss
the Jacobian. We don’t give details, but provide a plot of the Jacobian
of T for λ1 = λ2 and α1 = α2 = α± which is given in Figure 7. Note
that the Jacobi matrix becomes non-invertible right at the critical value for
the existence of RPT, i.e., λ1 = λ2 = 1/2. This is the point where the
lower branch of the b.l. solutions, i.e. a−, turns into the free solution. For
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Figure 6. The generalized clock model for q = 5 can be de-
scribed by the two eigenvalues λ1,2 of the transfer matrix M .
The region for the existence of non-robust phase transitions
is given by the area above the dashed line inside the triangle.
The eigenvalues for the standard-clock model are given by
the dotted line.
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Figure 7. In the Potts regime the values of the determinant
of the Jacobi matrix of (4.12) for α1 = α2 = α± are plotted
against λ = λ1 = λ2.
λ1 = λ2 ∈ (4/9, 1/2) the Jacobian is always invertible at the Potts solution.
Hence for every λ1 = λ2 there exists an open neighborhood around that point
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in which there exist non-robust phase transitions. Even though we did not
give an analytic argument to show the form of the transition line between
the regimes PT=RPT and PT6=RPT, we can compute it numerically. The
transition line for the case q = 5 is given by the dashed line in Figure 6.
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