Abstract-This paper deals with the optimal allocation of MPEG-2 encoding and media-independent forward error correction (FEC) rates under a total given bandwidth. The optimality is defined in terms of minimum perceptual distortion given a set of video and network parameters. We first derive the set of equations leading to the residual loss process parameters. That is, the packet loss ratio (PLR) and the average burst length after FEC decoding. We then show that the perceptual source distortion decreases exponentially with the increasing MPEG-2 source rate. We also demonstrate that the perceptual distortion due to data loss is directly proportional to the number of lost macroblocks, and therefore decreases with the amount of channel protection. Finally, we derive the global set of equations that lead to the optimal dynamic rate allocation. The optimal distribution is shown to outperform classical FEC scheme, thanks to its adaptivity to the scene complexity, the available bandwidth and to the network performance. Furthermore, our approach holds for any standard video compression algorithms (i.e., MPEG-x, H.26x).
I. INTRODUCTION

S
TREAMED digital video has already begun its penetration in the market. Transmitting video in digital form is the direct result of the benefits offered by digital compression. The purpose of compression is data rate reduction, which results in lower transmission costs. Although many compression schemes have been studied, a standard was necessary for widespread communications. For digital video, attention is now being focused on the MPEG-2 standard. MPEG-2 aims at diverse applications such as television broadcast over satellite, cable and other broadcast channels (DVB), and digital storage media (DVD).
In general, the distortion the end-user perceives results from compression artifacts, packet losses, delays, and delay jitters. All lossy compression schemes distort and delay the signal. Degradation mainly comes from the quantization, which is the only irreversible process in a coding scheme. Moreover, delays and packet losses are inevitable during transfers across today's networks. The delay is generally due to propagation and queuing. Information loss is mainly caused by multiplexing overloads of high magnitude and duration that lead to buffer Manuscript received December 17, 1999 ; revised May 14, 2001 . The associate editor coordinating the review of this manuscript and approving it for publication was Prof. Henning G. Schulzrinne. overflow in the nodes. Data loss is particularly annoying in video streaming applications due to the predictive structure of MPEG-2 compression, as described in the next section.
Interactive video delivery can significantly be improved by providing sender-side mechanisms [1] . These include 1) structuring techniques [2] - [4] and scalable coding [5] , [6] to reduce data loss sensitivity, and 2) forward error correction (FEC) mechanisms to lower the probability of loss at the application layer. FEC means that redundancy is added to the data so that the receiver can recover from losses or errors without any further intervention from the sender. This paper explores the media-independent FEC scheme [7] . That is, video packets are protected by FEC packets within a total of , regardless of the underlying video sensitivity [8] .
Clearly, under a given channel rate, the addition of FEC packets reduces the available rate for source coding. The aim of this paper is to determine the optimal tradeoff between source coding and FEC rates. The optimal distribution changes along the sequence because of varying video and network parameters. A similar problem was addressed in [9] for wavelet-coded images.
The problem is stated in the following manner. Let denote the channel rate available for transmission at time for a given time slot. Let and further denote the MPEG-2 source rate and the rate of FEC packets. Given a set of video and network parameters, the problem is then to find the optimal values of and at time that minimize the end-to-end video distortion 1 under the constraint . The paper is organized as follows: Section II briefly describes the transmission of MPEG-2 video streams over packet networks. The source perceptual distortion-rate function is empirically computed in Section III. Section IV then analyzes the FEC efficiency. The residual video loss patterns after FEC reconstruction are computed in the case of a Gilbert-model loss process. Section V studies the error propagation and derives the degradation due to loss from the video loss patterns after FEC recovery. The optimal rate distribution is the topic of Section VI. Section VII shows how our algorithm behaves in different conditions, and compares it to classical FEC schemes in terms of end-to-end distortion. Finally, concluding remarks are given in Section VIII.
II. MPEG-2 OVER PACKET NETWORKS
In this section, we briefly present the MPEG-2 encoding algorithm. We then explain why data loss is particularly annoying in MPEG-2 streaming applications. 
A. MPEG-2 Backgrounder
An MPEG-2 video stream is hierarchically structured, as illustrated in Fig. 1 . The stream consists of a sequence composed of several frames. The MPEG-2 video standard defines three different types of frames: intra-coded (I-), predicted (P-) and bidirectional (B-) frames. The use of these three frame types allows MPEG-2 to be robust as I-frames provide error propagation reset points and efficient as B-and P-frames allow a good overall compression ratio. Each frame is composed of slices which are series of macroblocks. Each macroblock ( pixels) contains four blocks ( pixels) of luminance and two, four, or eight blocks of chrominance depending on the chroma format. Motion estimation is performed on macroblocks while the discrete cosine transform (DCT) is calculated on blocks. The resulting DCT coefficients are quantized and variable length coded. The quantizer results from the multiplication of a quantizer scale, MQUANT, and the corresponding element of a quantizer matrix. In general, the higher the MQUANT value, the lower the bit rate but also the lower the quality (well known from the rate-distorsion theory). The resulting video stream finally feeds a packetizer for network transmission (i.e., packet video). Fig. 2 illustrates how network losses map onto visual information losses in different types of pictures. Data loss spreads within a single picture up to the next resynchronization point (e.g., picture or slice headers) mainly due to the use of differential coding, run-length coding and variable length coding. This is referred to as spatial propagation and may damage any type of picture. When loss occurs in a reference picture (intra-coded or predictive frame), the damaged macroblocks will affect the non intra-coded macroblocks in subsequent frame(s), which reference the errored macroblocks. This is due to inter-frame predictions and known as temporal propagation.
B. MPEG-2 Sensitivity to Data Loss
However, the error visibility may be dramatically reduced by means of error concealment techniques [10] . These error concealment algorithms include, for example, spatial interpolation, temporal interpolation, and early resynchronization techniques [11] . The MPEG-2 standard proposes an elementary error concealment algorithm based on motion compensation. Basically, it estimates the motion vectors for the lost macroblock by using the motion vectors of neighboring macroblocks in the affected picture (provided that these have not also been lost). This improves the concealment in moving picture areas. However, there is an obvious problem with errors in macroblocks whose neighboring macroblocks are intra-coded, because there are ordinarily no motion vectors associated with them. To circumvent this problem, the encoding process can be extended to include motion vectors for intra macroblocks. 2 In general, error concealment techniques may efficiently decrease the sensitivity to data loss. However, none of these techniques is perfect. Data loss may still involve annoying degradation in the decoded video.
III. MPEG-2 PERCEPTUAL DISTORTION-RATE FUNCTION
Several studies have already been conducted on the analysis of the rate-distortion curve for MPEG codecs [12] - [14] . They lead to the conclusion that the distortion evolves somehow exponentially with the decreasing source rate [15] . However, video distortion was measured by means of pure mathematical metrics such as the MSE.
Experimental results (see Fig. 3 ) shows that the perceptual video distortion varies exponentially with the quantizer scale factor (i.e.,
). The TV-resolution video sequence was encoded in open-loop VBR mode (OL-VBR) using a TM-5 MPEG-2 video coder [16] . The video distortion was measured by means of the perceptual distortion metric (PDM) tool [17] , which proved to behave consistently with human judgments [18] . This tool relies on a model of the human visual system (HVS) [19] , [20] . We can indeed see that the exponential fitting perfectly matches the experimental data.
Moreover, the average source rate is also evolving exponentially with the [21] . Therefore, the source perceptual distortion-rate function can be expressed as (see Fig. 4) (1) where the parameter is related to the encoding complexity of the set of frames under consideration. The parameter is a constant used for accurate fitting. Indeed, (1) can be rewritten as (2) Extremely low values of must lead to a constant distortion (i.e., independent of the video sequence). Therefore, from (2), may indeed be represented by a constant while can be measured off-line, or picked from a set of values estimated from a catalog of test sequences. Details of the interpretation of (1) can be found in [22] . This relation holds at the sequence, group of pictures, and even frame level.
Finally, it is important to note that Fig. 4 exhibits an important, though trivial, behavior: for MPEG-2 source rates below 10 Mb/s, a small increase in source rate leads to a great decrease in perceptual distortion.
IV. LOSS PROCESS PARAMETERS AFTER FEC RECOVERY
A. Packet-Level FEC
FEC techniques are the preferred error-control scheme for multicast, interactive, or broadcast applications [23] . In this paper, a very simple media-independent FEC mechanism is used. Due to the low bit error rates associated with the modern communication media, the assumption is made that decoding is mainly impeded by packet loss. Either the packet is present and correct or it is lost. These losses are mainly caused by network congestion and the resultant buffer overflow and queuing delay. In this case, packet-level FEC schemes [24] - [27] provide an efficient way to fight against losses, although perfect recovery cannot be guaranteed. The description of the FEC algorithms is outside the scope of this paper but can be found in [28] . Recall, however, that common FEC schemes based on Reed-Solomon codes or X-OR functions can generally correct as many losses as the number of redundancy packets.
Assume every block of video packets are protected by FEC packets as represented in Fig. 5 . This is referred to as media-independent FEC. If at least out of packets are correctly received, the underlying video information can be cor- rectly decoded. Otherwise, none of the lost packets can be recovered by the receiver. Hence, the packet loss pattern experienced at the video level is quite different from the loss pattern observed on the lossy channel.
The purpose of this section is to compute the video loss process parameters after FEC recovery. These parameters are the packet loss ratio (PLR) and the average burst length . They directly drive the final video quality. The PLR simply represents the ratio between lost and sent video packets, or equivalently the probability for a video packet to be lost. The average burst length is the average length of consecutively lost video packets.
B. FEC Performance in Renewal Error Process
Several studies have been performed to compute the FEC efficiency or the probability for data to be recovered in case of loss [29] - [31] . The probability of recovery is simply given by the probability to have less than losses in a block of packets. However, this parameter does not bring enough information about the loss process after FEC recovery. To correctly model the video quality, at least two parameters (i.e, and ) should be computed.
First, assume any packet takes a binary value zero or one, where a zero is for a correctly received packet, and, a one means the packet has been lost or equivalently represents an error. We further assume that the loss process matches a renewal error process. That is, the lengths of consecutive inter-error intervals (also called gaps) are assumed to be independently and uniformly distributed. This assumption appears to be limitative but is extensively used in practice [32] - [35] .
Following the development of [29] , let denote the probability that a gap length is , i.e., , where is a shorthand for successive zeros. Similarly, let denote the probability that at least zeros follow a given error, i.e., . Order is irrelevant because of the independence among gap lengths of a renewal process. The events and are therefore equiprobable. From this property, the probability that errors occur in the next packets following an error can be easily computed by recurrence [29] . Thus for and for (3) As mentioned earlier, this probability is not sufficient to model the video loss process. Let denote the probability that errors occur in the packets between two errors for and for (4) Finally, let represent the probability that errors occur in the packets following an error and preceding a zero (5) Let denote the probability that a burst is of length , and denote the probability that at least ones follow a zero. These probabilities are given by the loss process or can even be deduced from the above variables. The dual of , namely, , represents the probability to have zeros in the next packets following a zero. This probability is obtained by recurrence from for and for (6) The video packet loss rate after FEC recovery is now easy to compute. Two cases are considered with respect to the state of the last video packet of an FEC block. Its loss or its presence directly drives the loss process into the next FEC block. By the renewal process properties, is thus computed by (7) where the notation represents the positive part of and represents the global PLR. The average video burst length after FEC recovery, is also computed from the previous development. Since bursts of errors do not have the same probability to start on any packet of the FEC block, each position has to be considered separately. The probability that a burst starts at the th position of the FEC block is given by (8) where denotes the binary state of packet (i.e., either lost or not after FEC recovery). The average length of a burst starting at position in an FEC block is then written as (9) where only video packets are considered. Indeed FEC packets obviously do not impact the video burst length. The video average burst length is finally given by the following probability-weighted summation: (10) Details of the computation appeared in [36] . They are repeated in Appendix I for sake of completeness.
C. FEC Performance in a Gilbert-Model Loss Process
Assume now that the channel loss process can be characterized by the Gilbert model [32] - [35] . Notice that our goal here is not to validate the Gilbert model, but rather to show how, given a channel model, the video loss pattern can be computed. The Gilbert model is a two-state Markovian model [37] with geometrically distributed residence times (see Fig. 6 ). States 0 and 1 correspond, respectively, to the correct reception and loss of a packet. The transition rates and between the states control the lengths of the error bursts.
The global PLR corresponds to the stationary probability to be in the loss state:
. The average error burst length is given by the average residence time in the loss state:
. These loss process parameters and can be sensed through control protocols (e.g., RTCP) or delay measurements [38] .
The loss patterns and are easily computed in this case. They obviously depend on both the model parameters and The probabilities , , , and can be computed by recurrence from (3)-(6), respectively. The video PLR and average burst length are then computed from (7) and (18), respectively. For the remaining of the development, the parameters will be written as and to explicit their dependence on and .
Figs. 7 and 8 represent the evolution of the video loss parameters and for different network loss patterns. The analytical values perfectly fit the experimental data. Moreover, obviously increases with as the amount of protection decreases for a given . FEC protection becomes also less efficient for bursty loss traffic (i.e., large values of ) for a given . Moreover, the average length of lost video packets clearly exhibits a maximum. This can be explained as follows. When the amount of protection is very large, stays close to . When the amount of protection decreases, the video loss pattern gets closer to the channel loss pattern. In between there is a maximum which is less pronounced for bursty process. These behaviors still hold for different FEC block lengths.
V. PERCEPTUAL DISTORTION UNDER DIFFERENT LOSS PATTERNS
We now investigate the impact of different packet loss patterns, such as those experienced after FEC recovery, onto video distortion. Recall that an MPEG-2 macroblock may be damaged in any of the three following cases: 1) it belongs to a video packet that has been lost during transmission; 2) it belongs to a slice that has been affected by a packet loss (spatial propagation); 3) it is temporally dependent on a damaged area of a previous reference frame (temporal propagation). Intuitively, the perceptual distortion of the received video is in average proportional to the number of lost macroblocks, hence to the number of lost pixels. To emphasize this, an MPEG-2 transmission system has been simulated using a 400-frame long sequence and a very large set of network loss patterns. Fig. 9 shows the video distortion as a function of the number of lost pixels. The linear proportionality of this result has a correlation factor lying around 0.992. Video distortion is thus indeed directly related to the number of spatially lost macroblocks. Equivalently, the distortion is directly proportional to the number of spatially lost pixels, since macroblocks can only be entirely lost. Hence the perceptual distortion is driven by spatial error propagation. Temporal error propagation is indeed also induced by spatially lost macroblocks in reference frames. It is therefore clearly a direct consequence of the lost macroblocks, hence pixels. The number of spatially lost pixels drives the average distortion due to transmission losses.
Let us now further study the spatial error propagation in order to establish a relation between the video loss patterns (i.e., and ) and the video distortion. The loss of a single packet can be sufficient to induce the loss of a complete slice due to error propagation.
As an example, Fig. 10 shows how data loss propagates spatially for two different loss patterns (i.e., and ). Due to differential coding within slices, both cases lead to the same loss length. All bytes between the loss impact byte and the next slice headers are indeed useless. However, in the second case ( ), two lost packets have been absorbed by the spatial error propagation. Therefore, since an entire slice can be fully lost with the loss of a single packet, it is preferable that a burst of lost packets damages the same slice. Accordingly, under a given PLR, bursts of lost packets damage fewer pixels than individual lost packets. Thus the average number of lost pixels, which is directly driven by the rate of lost video bytes and the source rate , decreases inversely proportionally to (see Appendix II). Thus we draw the important conclusion that a uniform and independent loss process corresponds to the worst case with respect to the amount of degradation due to data loss. The probability for pixels to be lost is given by (24) in Appendix II (11) where represents the video packet size (i.e., generally 184 bytes of MPEG-2 video data) and represents the average number of MPEG-2 slices per second. Now the effect of network losses has to be analyzed in terms of distortion. It has been shown here above that, for a given source rate, the perceptual distortion is proportional to the number of spatially lost pixels (see Fig. 9 ). Showing the dependence of and from and , (11) leads to the distortion due to data loss (12) where is a constant depending on the spatio-temporal complexity of the sequence and the error concealment scheme. It captures the effects of both spatial and temporal error propagation phenomenons whose incidence depends on the nature of the sequence. These parameters can be measured off-line, or picked from a set of values estimated from a catalog of test sequences. The residual loss process parameters and directly depends on the FEC algorithm and the global loss process (see Section IV).
The variation of on and as given by (12) is shown in Fig. 11 , for a given source rate. It can be seen that the distortion indeed increases linearly with along the logarithmic-scaled x-axis. Also, under a given , the distortion decreases inversely proportionally to . Note that the same behavior has also been observed with the MSE distortion metric. It can be shown that the slope of the perceptual distortion increase varies accordingly to the complexity of the sequence, as expected from (12) .
Interestingly, the mapping between the distortion and the number of spatially lost macroblocks (i.e., the value of ) is almost independent of the source rate [22] . In other words, the relative distortion of concealed areas is similar in low and high source rates, within the range of MPEG-2 target rates (i.e., 3.5-15 Mb/s). The quality of reconstructed areas through error concealment depends on the accuracy of surrounding video elements, and thus on the source rate. For larger source rate, the reconstructed areas are better approximation of the original data. At the same time the quality of the lossless transmission also increases with the source rate. Hence the relative channel distortion is assumed to be independent of the source rate.
VI. JOINT SOURCE/CHANNEL PERCEPTUAL DISTORTION
We now address the initial problem stated in Section I, namely, to find the optimal and at time that minimize the end-to-end video distortion under the constraint given a set of video and network parameters. The total bit rate is one of the inputs to our system. It must be noted that this input may very well be adjusted to conform to any network policy (e.g., using the flow control algorithm of TCP [39] ). Our rate allocation scheme then optimally uses the entire available rate . From the FEC scheme structure, the source rate is expressed as and the rate of FEC packets as (see Fig. 5 ). Recall that the distortion as given by (12) represents the average distortion between a losslessly and packet-lossily transmitted versions of the same MPEG-2 bit stream. We need however a total end-to-end distortion measure between the original and received video. Consider now only the video elements (e.g., macroblocks) that are lost but replaced by error concealment at the receiver. Let be the average distortion between these elements and their original version. The end-to-end average distortion can then be written as (13) where represents the average probability for a video element (e.g., macroblock) to be lost. Equation (13) holds for MSE-like distortion metrics. Assume that it is also verified in average for perceptual distortion. In this case, we can interpret the second-term in the right-hand side of (13) as the average distortion due to data loss (14) where is directly related to the number of lost pixels from (12) . Notice that (14) holds thanks to our definition of the distortion . Our problem becomes now the following: At time , find the optimal FEC scheme parameters that minimize the end-to-end distortion (15) given the total bandwidth , the channel state (i.e., and in the Gilbert model) and the scene-dependent parameters . The constraint simply imposes a maximum reconstruction time for the FEC decoding.
Since the parameters only take integer values, (15) can be solved easily through numerical methods. The optimal values of and then lead to the optimal rate distribution between source and FEC rates. They define the media-independent FEC parameters that minimize the end-to-end distortion. These two parameters are adapted along the sequence, according to the transmission parameter changes. Such a dynamic adaptation thus ensures and optimal end-to-end quality.
VII. EXPERIMENTAL RESULTS
The optimal FEC parameters are given in Table I for several network conditions and video scenes of different spatio-temporal complexities. The FEC reconstruction delay is set to approximately 6.5 ms (i.e, at 4 Mb/s and at 6 Mb/s). Optimal FEC parameters and hence rate distribution are then numerically computed from (15) . It is shown that the FEC rate [i.e., ] decreases when the global loss ratio (PLR) decreases. Moreover, the required FEC rate is lower for the Foot sequence (i.e., high spatio-temporal complexity) than for the News video scene (i.e., low spatio-temporal complexity), at least for . This intuitive result clearly exhibits the joint role of both the source and FEC rates onto the end-to-end distortion. The evolution of the optimal parameters with the increasing global loss burstiness (ABL) is less straightforward. They indeed result from a tradeoff between the decreasing FEC efficiency and decreasing error propagation effect.
Let us now observe the behavior of our algorithm on an complex video sequence. The sequence is composed of 5 different scenes and is encoded with 12 frame-long GOPs. The available rate is set to 4 Mb/s for the 204 first frames, and to 6 Mb/s for the 196 last frames. The temporal evolution of the perceptual distortion through a five-scene sequence is given in Figs. 12 and 13. The distortion averaged over sliding windows through Minkowski summation is compared to the one obtained from classical FEC schemes. Thanks to its adaptivity features, our rate distribution algorithm outperforms the common schemes, as reported also by the PSNR evolution (see Figs. 14 and 15) . The proposed algorithm indeed adapts to the scene complexity, to the available bandwidth and to the network conditions. It has to be noted that large loss ratio values have been chosen since the length of the sequence is relatively short. However, even if these values seem relatively high compared to usual mean ratios on today's network, they are likely to happen during small time intervals.
VIII. CONCLUSIONS
In this paper, we considered a joint source and channel coding problem. More specifically, we proposed a low complexity algorithm for computing the optimal rate distribution between MPEG-2 and media-independent FEC. The optimality has been defined in terms of minimal end-to-end perceptual video distortion. The efficiency of a media-independent FEC algorithm has been studied first. The residual video loss patterns after FEC recovery have been computed for a Gilbert-model global loss process. The exponential source perceptual distortion-rate function has then be derived from empirical results. Finally, the distortion due to loss has been shown to be directly proportional to the number of lost pixels. From this set of equations, the optimal rate distribution, as well as the optimal FEC scheme are obtained by solving a simple optimization problem. Finally, the proposed allocation scheme has been shown to outperform classical FEC schemes due to its adaptivity to the video scene, to the available bandwidth and to the network state. Note that the same study directly holds for other video compression schemes (e.g., H.263, MPEG-4).
APPENDIX I AVERAGE VIDEO BURST LENGTH
In a renewal error process, the probability for a burst to start on the th packet of an FEC block (i.e., ) is given by if if (16) where is the probability that all packets in an FEC block are recovered given that the first packet is missing. It can be written as Moreover, let and denote the probability to loose all the video packets of an FEC block and that the first video packet of the next FEC block is respectively erased or not (before FEC recovery). These probabilities can be written as and Similarly, and denote the probability that the last video packet (i.e., the packet ) of the first FEC block is lost and the first video packet of the second block is respectively erased or not (before FEC recovery). It is assumed that all video packets between packets and are lost. These probabilities are expressed as and Finally, the average length of a burst of lost video packets starting on the th video packet of an FEC block is given by (17) where is the probability to have a video packet burst of length starting at . The conditional probability for bursts starting with the first video packet of the FEC block (i.e., ) can be written as if , otherwise. Finally, is given from (16) and (17) by (18) APPENDIX II NUMBER OF SPATIALLY LOST PIXELS The aim of this section is to compute the number of lost pixels when the video loss patterns (i.e., and ) are known. Let denote the byte position within a video slice where the loss starts (see Fig. 10 ). The distribution of is assumed uniform in the interval . Let then and , respectively, represent the size of the transmission packet and the average slice length, in bytes. Recall that represents the average number of consecutively lost packets. We can now compute the maximal number of slices that can be impaired by a loss of consecutive packets (19) As shown in Section II-B, bytes within a slices are useless for the decoder if previous bytes of the slices have been lost. Therefore, scanning the complete range of , the number of lost video bytes per lost packet burst is given by the following piecewise linear relation:
This behavior is illustrated in Fig. 16 . Assuming a uniform distribution of , the average number of lost video bytes per burst is given by (21) where represents the source rate and denotes the number of slices per time unit and is used here to explicit in the formulation of . Now that we have define the average number of lost pixels per burst, we want finally to compute the pixel loss probability. To this aim, let define the mean rate of packet loss bursts (22) Therefore, from (21) and (22), the rate of lost video bytes is simply given by (23) Finally, since in average the number of lost pixels is proportional to the number of lost video bytes, the ratio of lost pixels is equivalent to (24) Equivalently, represents also the probability for a pixel to be lost. The expected behavior of the number of lost pixels versus the average burst length is illustrated in Fig. 17 . It represents the number of spatially damaged pixels versus the video average burst length and the PLRs . The number of lost pixels is clearly decreasing in . Moreover, the phenomenon is more visible for low values (i.e., typical values). Finally, it has to be noted that the influence of the Average Burst Length decreases when the encoding bit rate decreases, since the slice size decreases.
Finally, it has to be noticed that the computed value of is very close to experimental data. The correlation factor computed between simulation results and analytic value from (24) lies around 0.995 for a large set of source rates.
