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Abstract
Context: A radial temperature difference together with an inhomogeneous radial electric field gradient is applied to a dielectric fluid
confined in a vertical cylindrical annulus inducing thermal electro-hydrodynamic convection.
Aims: Identification of the stability of the flow and hence of the line of marginal stability separating stable laminar free (natural)
convection from thermal electro-hydrodynamic convection, its flow structures, pattern formation and critical parameters.
Methods: Combination of different measurement techniques, namely the shadowgraph method and particle image velocimetry, as
well as numerical simulation are used to qualify/quantify the flow.
Results: We identify the transition from stable laminar free convection to thermal electro-hydrodynamic convective flow in a wide
range of Rayleigh number and electric potential. The line of marginal stability found confirms results from linear stability analysis.
The flow after first transition forms a structure of axially aligned stationary columnar modes. We experimentally confirm critical
parameters resulting from linear stability analysis and we show numerically an enhancement of heat transfer.
Keywords: thermal convection, vertical annulus, cylindrical enclosures, thermal electro-hydrodynamic convection,
dielectrophoretic force, experiments, flow visualisation, shadowgraph, PIV, heat transfer
PACS: transition, coherent structures, regime diagram, heat transfer
1. Introduction
Planetary flows are subjected to a conservative central force
field and heat transfer due to several mechanisms like radiation,
thermic conduction or convection. Containment in engineering
often provides thermal insulation. An encapsulated set-up is
the cask for storage and transport of radioactive material ’cas-
tor’. Another example of such enclosures is a heat exchanger
system. There, an improvement of heat transfer via efficient
enhancement is of general interest due to its benefits by low op-
erational costs and due to sustainable use of energy. In order to
model those flows in the laboratory, we want to focus here on
the method of applying a radially inhomogeneous electric field
superposed on a radial temperature difference, known as ther-
mal electro-hydrodynamic ’TEHD’ driven convection (Bergles,
1998; Marucho and Campo, 2013; Yoshikawa et al., 2013; Fut-
terer et al., 2016).
When an electric field E = −∇Φ, with electric potential Φ,
is applied a dielectric fluid is subjected to the electric body
force (see, for example, Stratten, 1941; Landau and Lifshitz,
1960; Pohl, 1978; Landau et al., 1984)
FE = FC + FDEP + FES (1)
= ρEE − 12E
2∇ + 1
2
∇
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,
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where ρE is the free charge density,  = 0 f is the dielec-
tric constant, the product of the permittivity of free space 0
and fluid’s relative permittivity  f , and ρ is the density of the
fluid. The first term is identified as Coulombic, the second
as dielectrophoretic and the third as the electrostrictive force.
In general, the gradient force FES has no contribution to the
flow field and will be considered in the momentum equation
as an additional term in the pressure gradient force (Yoshikawa
et al., 2013; Mutabazi et al., 2016; Zaussinger et al., 2018). Ap-
plying a direct current (d.c.) electric field exerts the Coulomb
force. On the other hand, applying an inhomogeneous alternat-
ing current (a.c.) electric field with a frequency much higher
than the inverse of the charge relaxation time of the dipole
molecules prevents from free charges accumulation. Dielectric
fluids have relaxation times of about 10-100s. Therefore, in an
a.c. electric field with 60 Hz or higher frequency the Coulomb
force vanishes and the dielectrophoretic force FDEP is domi-
nant. Thus the dielectrophoretic (DEP) force has been remained
in focus up to now, e.g. very recently in Laohalertdecha et al.
(2007); Marucho and Campo (2013); Dahley (2014); Travnikov
et al. (2015, 2016); Futterer et al. (2016); Meyer et al. (2017,
2018); Meier et al. (2018); Zaussinger et al. (2018). The dielec-
trophoretic force depends on E2 instead of E and is therefore
independent of the direction of E. If the frequency of the elec-
tric potential Φ is high enough it can be time-averaged over a
period of the electric field. Then the imposed electric potential√
2V0 sin(2pi f t) can be replaced by its effective value V0. Turn-
bull and Melcher (1969) found this assumption predicts suc-
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cessfully the onset of the thermal electro-hydrodynamic con-
vection.
The problem of onset of convective instability of a di-
electric fluid confined in a concentric vertical annulus sub-
jected to Archimedean buoyancy force due to a radial temper-
ature difference and Earth’s gravity, and to dielectrophoretic
force due to a radial alternating electric field has been stud-
ied by many authors experimentally (Smylie, 1966; Chandra
and Smylie, 1972; Dahley, 2014; Futterer et al., 2016; Meyer
et al., 2017), theoretically (Takashima, 1980; Takashima and
Hamabata, 1984; Stiles and Kagan, 1993; Meyer, 2017) and
numerically (Takashima and Hamabata, 1984; Smieszek et al.,
2008). Consider a vertical cylindrical annulus with an in-
ner heated cylinder maintained at temperature T1 and an outer
cooled cylinder maintained at temperature T2. The vertical
annulus is of height h with adiabatic top and bottom bound-
aries. Without an electric field gradient, the temperature differ-
ence ∆T = T1 − T2 induces laminar free (natural) convection
in the gap. Superposing an a.c. electric field to the dielec-
tric fluid presenting an electric permittivity gradient (Stratten,
1941; Pohl, 1978; Landau et al., 1984) the dielectrophoretic
force is induced. The inhomogeneity of the a.c. electric field
gradient is provided by the curvature of the cylindrical annu-
lus. Consequently there exists a radial directed central force
field acting on the dielectric fluid which can be seen as re-
sulting from the effect of an electric gravity (see, for example,
Chandra and Smylie, 1972; Travnikov et al., 2015; Mutabazi
et al., 2016; Futterer et al., 2016; Meyer, 2017). Comparable to
Archimedean buoyancy acting in axial direction it leads to ’di-
electrophoretic’ buoyancy acting in the radial direction. Depen-
dent on the strength of the electric gravity and hence on electric
potential there is a competition between Archimedean and di-
electrophoretic buoyancy. Yoshikawa et al. (2013) investigated
DEP force-driven convection in annular geometry and showed
the basic electric gravity is centripetal for a warm inner cylinder
and a cold outer cylinder. They found that, except for cylindri-
cal annulus with low curvature, where perturbation of electric
gravity plays a significant stabilising role, the critical parame-
ter remains in the vicinity of its value for the classical Rayleigh
Be´rnard problem (RaC = 1708). This suggests the instability is
driven by the same mechanism as in the gravity-driven ordinary
thermal convection. Meyer et al. (2017) reported the flow after
the first transition is axially aligned and consists of stationary
columnar modes. Meier et al. (2018) demonstrated experimen-
tally the existence of those columnar modes for a few tuple of
(∆T,V0).
The present study focuses on the identification of the line of
marginal stability where the flow undergoes a transition from
stable laminar free (natural) convective flow to thermal electro-
hydrodynamic convection. Furthermore, we want to identify
flow patterns and their spatial and temporal properties. In or-
der to achieve the objectives, we use different experiment cells
described in section 2. Combination of two different measure-
ment techniques, namely the shadowgraph method and parti-
cle image velocimetry (PIV), gains a better understanding of
flow pattern and its stability. Both are described in detail
in section 3. When PIV is applied to a dielectric fluid sub-
jected to the DEP force the question arises if the used tracer
particles are able to follow the flow field. The influence of
the DEP force on particle movement is considered in detail
in section 3.2.1. The numerical model used to obtain three-
dimensional flow properties is introduced in section 4 followed
by section 5 explaining how-to collect data and how we do post-
processing. Section 6 is devoted to results. We show exper-
imentally a regime diagram spanned by the non-dimensional
Rayleigh number and electric potential. We experimentally
identify the line of marginal stability for the experiment cells
of different aspect ratio and confirm linear stability analysis
from Meyer et al. (2017). The flow structure in the stable lam-
inar free convective and in the thermal electro-hydrodynamic
convective regime will be described in section 6.1. A discus-
sion of pattern formation and growth follows in section 6.2.
Furthermore, we derive a regime diagram based on azimuthal
wavenumber spanned by non-dimensional Rayleigh number
and electric potential. We also confirm critical parameters like
vertical, azimuthal wavenumber and critical frequency found by
linear stability analysis (Meyer et al., 2017). The enhancement
of heat transfer is described in section 6.3.
2. Experimental set-up
This section briefly describes the laboratory experiment. A
detailed description is written in Meyer et al. (2017) and Meier
et al. (2018). The experiment consists of two concentric axially
aligned cylinders (see figure 1). The gap in-between is filled
with silicone oil Elbesil B5, physical properties see table 1. The
inner cylinder has radius R1 = 5 mm, the outer cylinder has ra-
dius R2 = 10 mm and both have a height of h = 100 or 300 mm,
resulting in a gap width of d = R2 − R1 = 5 mm, a radius ratio
of η = R1/R2 = 0.5, an aspect ratios of Γ = h/d = 20 or 60 and
a curvature of β = (R2 − R1)/R1 = 1/η − 1 = 1. For the use
of the shadowgraph method inner and outer cylinder is made
out of aluminium and both are anodised to suppress parasitic
reflections. Particle image velocimetry requires a transparent
outer cylinder made out of borosilicate glass (wall thickness 2
mm). The glass surface provides a wafer-thin semiconductor
layer with resistance R = 103 − 106 Ω. The cylinder is cross-
edge coated on both sides with ’transparent conductive oxide’
(TCO). TCO is electrically conductive, invisible, antistatic and
usually consists of indium tin oxide (ITO), antimony tin oxide
(ATO) or aluminium zinc oxide (AZO). An alternating high-
voltage electric potential
√
2V0 sin(2pi f t) with f = 200 Hz and
0.5 ≤ V0 ≤ 7 kV is applied to the inner cylinder whilst the
outer cylinder is connected to the ground. The annulus is placed
and centred in a transparent acrylic glass-box and closed by a
lower/upper lid also made of acrylic glass. Cooling of the outer
cylinder is realised by pumping silicone oil Elbesil B5 into the
glass-box via in- and outlets, additionally it avoids optical dis-
tortions due to different refraction indices and curvature of the
cylinders. Heating of the inner cylinder is realised by pump-
ing silicone oil Elbesil B5 via in/outlets into the inner cylinder.
For experiments with the shadowgraph method applied we heat
and cool with a custom-built technique very detailed described
2
inner cylinder
outer cylinder
cooling loop
with thermocouple
heating loop
with thermocouple
fluid inlet
spacer
research cavity
reservoir
cooling-loop
heating loop
HV-connector
ground
acrylic glass-box
h
a) b)
Figure 1: (a) Schematic representation of the geometry of the experiment cell and the direction of applied forces. The inner cylinder is heated and electric potential
is applied to it. The outer cylinder is cooled and connected to ground. (b) 3D mechanical drawing of the experimental set-up.
in Meyer et al. (2017) and Meier et al. (2018). For experiments
using particle image velocimetry, we heat and cool with two
thermostats. We control and measure the applied temperature
difference ∆T = T1 − T2 with thermocouples integrated into
the inlet of the loops. All fluid loops and in/outlets have been
sealed against thermal radiation.
3. Measurement techniques
3.1. Shadowgraph method
Visualisation of the flow of cell with aspect ratio Γ = 20 is re-
alised with the shadowgraph method (Merzkirch, 1987; Scho¨pf
et al., 1996; Meyer et al., 2017; Meyer, 2017; Meier et al.,
2018). Shadowgraph is a very simple technique and provides
flow visualisation of very high quality. It is a non-disturbing
method using the fact that the refractive index of a fluid de-
pends on the density and hence on temperature. An applied
temperature difference to the fluid implies an inhomogeneous
variation of the refractive index inside the fluid. Monochro-
matic red (635 nm) telecentric light originating from a LED
panel illuminates the annulus from below. The intensity of the
transmitted light is altered with respect to the incoming light, it
is refracted towards colder regions resulting in a new pattern of
light intensity at the top level of the annulus. A mirror mounted
on top of the experiment cell redirects the light. A camera fo-
cused on top level of the annulus captures the density changes.
The µEye camera (IDS UI-5550SE) has a CMOS sensor with a
resolution of 1600 × 1200 px, a rolling shutter and a dynamic
range of 12 bit. Additionally, we mounted an Edmund Optics
59-872 lens with focal length f = 35 mm. We record snap-
shots as well as time-series’ with a framerate of 10 fps. Only
the red channel of the RGB images is used for post-processing.
To enhance the contrast (i) the measurement is normalised with
a reference image captured with temperature difference applied
which leads to the state of natural convection and (ii) we use
a false colour representation. Since refractions are integrated
over the height of the cell and the method requires global vari-
ations in the refractive index the shadowgraph method is more
qualitative. Furthermore, telecentric rays emitted below the an-
nulus are refracted dependent on fluid properties and applied
temperature difference more or less towards colder regions. A
region without light intensity around the inner cylinder appears,
whose radial extent depends on the vertical extent of the annu-
lus. Therefore, the shadowgraph method is only applicable to
the experiment cell with aspect ratio Γ = 20.
3.2. Particle image velocimetry (PIV)
A second measurement technique we use is the well known
PIV technique to measure flow velocities (Tropea et al., 2007;
Adrian and Westerweel, 2011; Westerweel et al., 2013). We
mix Potters hollow glass sphere (HGS) particles made of
borosilicate glass with density ρp = 1100 kg/m3, averaged ra-
dius Rp = 5 µm and relative permittivity p = 4.6 into the fluid.
Furthermore, the setup consists of a continuous monochromatic
green (532 nm) diode-laser. The 50 mW laser module has a lens
(divergence angle 110◦) with fix and uniform focus producing
a very homogeneous laser line that fades out towards the ends
(Gaussian light distribution), resulting in a so-called ’power-
line’ of about 90◦and thickness of 1.4 mm. We adjusted the
laser module carefully, with the result that the laser illuminates
particles in an (r,z)-plane. The GigE camera (Imaging Source
DMK 33GX174) has a CMOS pregius sensor with a resolution
of 1920 × 1200 px (2.3 MP) up to 50 fps, a global shutter and a
dynamic range of 12 bit. Additionally, we mounted an Imaging
Source 5MP lens with focal length f = 12 mm and iris range
1:1.4. The camera is placed and centered at mid-height nor-
mal to the laser plane. We kept the distance between lens and
laser plane as short as possible to optimise the vertical resolu-
tion which depends on the used experiment cell. The motion of
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property unit Elbesil B5
density ρ0 kg/m3 923±1.5
kinematic viscosity ν m2/s 5.54 ± 0.06 · 10−6
thermal diffusivity κ m2/s 7.74 · 10−8
thermal expansion coefficient α (0 . . . 150◦C) 1/K 1.08 · 10−3
thermal conductivity λ W/(mK) 0.133
specific heat capacity cp J/(kgK) 1630
electrical conductivity σ (Ωm)−1 > 10−12
rel. permittivity  f (100 Hz) − 2.7
dielectric variability γ 1/K 1.065 · 10−3
permittivity of free space 0 A2s2/(Nm2) 8.8543 · 10−12
Earth’s gravity g m/s2 9.80665
Table 1: Physical properties of silicon oil Elbesil B5 at 25◦C and some physical constants.
illuminated particles is recorded as 15-minute time-series with
a framerate of 10 fps and stored in compressed movie files with
the help of the software package IC Capture 2.4. There is an ad-
vantage within the software to adjust/optimise the field of view
in order to reduce the movie file size. Therefore, recorded im-
ages have resolution 200×1920 px in case of the cell with aspect
ratio Γ = 20 and 100 × 1920 px in case of the cell with aspect
ratio Γ = 60.
We calibrated the field of view with a chessboard pattern
placed and adjusted to the laser-light sheet. From each record,
we extract grey scale images using a Unix command line tool to
convert multimedia files between formats called ’ffmpeg’. Dis-
tortions appearing due to refraction, perspective view and cam-
era’s lens distortion we correct by applying a ’Polynomial’ dis-
tortion method. The polynomial distortion maps pairs of source
control points (XS ,YS ) basically the checkerboard pattern nodes
to destination control points (XD,YD) using a standard polyno-
mial equation of order five. Destination grid points have been
chosen to achieve a radial/vertical resolution of 20/17 px/mm.
The method uses all the control point pairs given to calculate
the appropriate coefficients (CiX ,CiY ), being i = 0, . . . , 21,
XD = C21XX5S + C20XY
5
S + . . . + C3XXS YS + C2XXS
+C1XYS + C0X ,
YD = C21Y X5S + C20YY
5
S + . . . + C3Y XS YS + C2Y XS
+C1YYS + C0Y . (2)
For efficiency we use the library ’convert’ of ’ImageMag-
ick’s’ software package. The velocity is analysed in three it-
eration steps using the MatPIV 1.6 toolbox (Sveen, 2004) with
an interrogation window size of 32 × 128 px, 16 × 64 px and
8 × 32 px, respectively. The interrogation windows have an
overlap of 50%. It results in a radial resolution of approxi-
mately 0.2 mm for both cells and a vertical resolution of ap-
proximately 0.9 or 2.6 mm in case of the experiment cell with
aspect ratio Γ = 20 or 60.
3.2.1. Ability of tracer particles to follow the flow field
Without electric potential, the weight force or gravitational
force of particles suspended in a fluid is balanced by buoyancy
force, due to particles density relative to the fluid and frictional
force due to viscosity. If one considers spherical particles of
radius Rp the Stokes’ theorem describes the frictional force.
Rearranging the equation describing the equilibrium of forces
results in the density contrast sedimentation velocity
vp = −29
gR2p
ν
(
ρp
ρ f
− 1
)
ez, (3)
where g is Earth’s gravity, ρ is the density whereas the in-
dex p denotes a particle and the index f the surrounding fluid
and ν is the kinematic viscosity. Because ρp > ρ f is valid, the
force leads to a relative movement of the particle in direction
of Earth’s gravity. For a given temperature we measured the
density and the kinematic viscosity with a viscosimeter (Anton
Paar SVM3000) and summarised some particular values, valid
for a typical temperature difference ∆T = 7 K, in table 2. With
the used particles with density ρp = 1100 kg/m3 we calculate
the sedimentation velocity for two different particle radii, the
averaged size Rp = 5 µm and maximum size Rp = 10 µm. Val-
ues are also shown in table 2. The values let us conclude that
sedimentation velocity due to the density contrast of a particle
relative to the fluid is negligible in a wide range of temperature
and they are compatible with silicone oil.
Particles suspended in a dielectric fluid ’feel’ an additional
force, mainly due to particle polarisation relative to the fluid.
With a few assumptions, this effect can be expressed with the
permittivity difference of particle material and fluid as shown
in the following. The dipole part of the dielectrophoretic force
FDEP, acting on a particle with volume Vp, can be written as
FDEP = −2pi0 f R3p<( fCM)∇ | E |2, (4)
where 0 is the permittivity of free space,  f the relative per-
mittivity of the medium, Rp the particle radius,<( fCM) the real
part of the relative particle polarization given by the frequency-
dependent Clausius-Mosotti factor and ∇ | E |2 the gradient of
the (squared) electrical field. For the derivation of eq. (4)
see Pohl (1978) or Jones (1995). The Clausius-Mosotti factor
is defined as
fCM =
∗p − ∗f
∗p + 2∗f
, (5)
4
temperature ϑ (◦C) density ρ f (kg/m3) kinematic viskosity ν (m2/s) sedimentation velocity (mm/s)
Rp = 5 µm Rp = 10 µm
21.66 925.8±1.5 5.9484±0.0678·10−6 1.7·10−3 6.9·10−3
25.78 923.0±1.5 5.5363±0.0631·10−6 1.9·10−3 7.5·10−3
28.30 920.9±1.5 5.3001±0.0604·10−6 2.0·10−3 8.0·10−3
Table 2: Density and kinematic viscosity of silicon oil Elbesil B5 as function of temperature.
With ∗ the complex permittivity ∗ = −iσω−1 of the partic-
ular material is expressed. There i2 = −1 is the imaginary unit,
σ the electrical conductivity and ω = 2pi f the field frequency.
Ideally, the electric field should have frequencies f high enough
to suppress the influence of the Coulomb force (Travnikov,
2004) and so that of the electrical conductivity. Thus the di-
electrophoretic force FDEP caused by an alternating high volt-
age field acting on a spherical particle with radius Rp and per-
mittivity p suspended in a medium with permittivity  f is given
by
FDEP = 2piR3p0 f
p −  f
p + 2 f
∇ | E |2. (6)
The sign of the force depends only on the sign of the term
p −  f , the difference of the permittivities. If p >  f is valid,
the force leads to a relative movement of the particle in direc-
tion of the field gradient. If the permittivity of the particle is
less than the permittivity of the surrounding medium, the rel-
ative movement takes place in the opposite direction, contrary
to the field gradient. The particular formulation of FDEP for the
cylindrical geometry can be found in the subsequent sections.
As the eq. (6) tells, the optimal case would be the usage
of particles with a permittivity equal to that of the surround-
ing medium, because no relative movement due to the dielec-
trophoretic force would occur and particles could be regarded as
frozen into the fluid. Because this is most likely not reachable
in practice, the difference should be as small as possible. On a
first glance also a reduction of the particle radius Rp seems to
be helpful to reduce the force. However, if the size is reduced,
also the mass of the particle will be reduced and the force per
particle (the acceleration) does not change. Both expressions
depend on the same power of Rp. Hence the permittivity is the
only free parameter for optimizations.
All experiments use an (inhomogeneous) alternating electri-
cal field that can be described with the following expression
E = −
√
2V0 sin(2pi f t)
r ln(η)
er, (7)
where
√
2V0 is the amplitude of the alternating high voltage
with its effective value V0.
Combining eq. (6) for the dielectrophoretic force and eq. (7)
for the electrical field, the expression for the dielectrophoretic
force in cylindrical geometry can be concretised and results in
FDEP = −2pi
R3p
r3
0 f
p −  f
p + 2 f
 √2V0ln(η)
2 sin2(2pi f t)er. (8)
A time-averaged description is valid when the frequency
is high compared to the inverse of the viscous time scale
(R2 − R1)2/ν which is true indeed. Then the time- and
frequency-dependent electric potential in eq. (8) is replaced by
its effective value V0.
In addition to the DEP force, a spherical particle undergoes
viscous friction which is modelled by the Stokes law. Neglect-
ing the transient phase of the particle velocity, the DEP force
is balanced by the drag force, which leads to a radial velocity
dependent on the radial position only:
vp =
FDEP(r)
6piρ f νRp
er. (9)
For the used spherical particles we have an averaged size
Rp = 5 µm, density ρp = 1100 kg/m3 and relative permittiv-
ity p = 4.6. They are suspended in silicone oil Elbesil B5
(physical properties, see table 1) in a cylindrical gap with radii
R1 = 5 mm and R2 = 10 mm. Applying a typical tempera-
ture difference in the experiment of ∆T = 7 K and a typical
electric potential of 7 kV, the particle sedimentation velocity is
6.3 ·10−6 mm/s at the inner cylinder where the electric gravity is
the largest. Here we used kinematic viscosity and density of the
fluid at ϑ ≈ 28.5 ◦C, the temperature at the warm inner cylinder
(see table 2). We, therefore, assure that the particle sedimenta-
tion velocity due to the additional DEP force is negligible for
PIV measurements. Hence the tracer particles are suitable for
use also in the high voltage a.c. environment to measure the
fluid flow.
4. Numerical model
The experimental situation described above can be modelled
through the TEHD Boussinesq equations, which are based on
the standard Boussinesq approximation for natural convection
and augmented by DEP force and Gauss’s law for describing
the electric field inside the fluid as a function of temperature.
These equations for fluid velocity v, pressure p, temperature T
and electric potential Φ are given by
∂
∂t
v + (v · ∇)v − ν∆v + 1
ρ0
∇p = αE(∇Φ)2∇T − αgez(T − T0)
∇ · v = 0
∂
∂t
T + (v · ∇)T − κ∆T = 0 (10)
−∇ · (0r[1 − γ(T − T0)]∇Φ) = 0,
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with reference temperature T0 and αE = 0 fγ/(2ρ0). The cor-
responding boundary conditions are given by
v = 0 on Λ
T = Ti on {r = Ri}, i = 1, 2
∇T · ~n = 0 on {z = 0} ∪ {z = h}
Φ = δi2V0 on {r = Ri}, i = 1, 2
∇Φ · ~n = 0 on {z = 0} ∪ {z = h},
with Λ denoting the complete boundary (see also Yoshikawa
et al. (2013)). The second term of the electrical body
force (1) enters the momentum equation in (10), whereas
the third term in (1) is contained in the generalised pressure
p = phyd − 12ρ0
(
∂
∂ρ
)
T=T0
E2 .
Our method for approximately solving this sys-
tem of partial differential equations is based on the
Finite Element Method (FEM) for discretization in both
space and time. For the spatial discretization, (10) is refor-
mulated in cylindrical coordinates and continuous Lagrange
finite elements are used on a hexahedral mesh. In order to
obtain a stable discretization for the incompressible flow part
of (10), (v, p) is approximated by means of the Taylor-Hood
element Q2 × Q1 (Girault and Raviart, 2011). The Q2 element
is used for both T and Φ. The temporal discretization is im-
plemented by a Petrov-Galerkin formulation with continuous
trial and discontinuous test functions (Schieweck, 2010). In
this way, the resulting discretised problem can be addressed
in a time-stepping manner, similar to the well-known Crank
Nicolson method. There, the arising set of nonlinear algebraic
equations for each time step is solved by the Newton-Raphson
method. For solving the associated linear systems, the GMRES
method (Saad, 2003) is applied with block-wise incomplete
LU factorization as a preconditioner.
The implementation of the method is based on the open
source FEM package HiFlow3 (Gawlok et al., 2017). Depend-
ing on the specific experimental configuration, the presented
numerical results are obtained for meshes consisting of 96,000
to 768,000 hexahedrons, resulting in approximately 4 · 106 to
2.7 · 107 spatial degrees of freedom respectively. For the tem-
poral discretization, the time domain [0,T ] is split into sub-
intervals of length τ = 0.05 s or τ = 0.1 s. Both spatial and tem-
poral discretization parameters are chosen such that decreasing
the average cell width and the time step size by a factor of 2 do
not yield significantly different results. As the initial condition,
we use the stationary solution for the natural convection case,
i.e., αE = 0 and ∂∂tv,
∂
∂t T are neglected in (10). Against the
background of a transient solution converging towards a sta-
tionary state, the final time T of each simulation is chosen such
that the residual of the stationary version of (10) is below a tol-
erance of 10−3 times the initial residual and significant change
in the solution vector is no longer observed. In the precise sim-
ulations considered on page 9 in figure 5(a) and 6, there holds
T = 650 s, whereas T = 250 s for the data visualized in 5(b).
Nusselt numbers are computed by integrating the radial tem-
perature gradient over a thin, vertical annulus and taking the av-
erage w.r.t. r, as an approximation to the surface integral over
 T
V0
time
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acquire data
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30 min
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Figure 2: Realization of experiments and data acquisition.
the inner wall,
Nu = ht(T )
ht(Tcond)
(11)
with
ht(T ) =
1
0.05d
∫ r1+0.05d
r1
∫ 2pi
0
∫ h
0
∂
∂r
T (r, φ, z)rd(r, φ, z).
Here, Tcond denotes the temperature field that is present in
the pure conduction case, i.e. without DEP force and natu-
ral gravity. Computing the finite element based heat transfer
by means of a volume integral over a thin annulus turned out
to yield more accurate results than an integral over the inner
cylinder surface. For this investigation, we considered the case
of periodic boundary conditions on top and bottom plate and
compared both types of integrals with the (surface) heat trans-
fer calculated from the known analytical solution, given e.g.
in Yoshikawa et al. (2013, eq. (13)). This might be due to
the fact that volume integrals are typically less sensitive w.r.t.
discretisation errors of the finite element scheme than surface
integrals.
5. Experimental procedure and post-processing
Each experimental day began in an isothermal state at room
temperature 21 − 22◦C. We set the cylindrical walls to its op-
erating temperature needed to achieve the appropriate temper-
ature difference ∆T = T1 − T2 between the outer wall of the
inner cylinder and inner wall of the outer cylinder maintain-
ing the reference temperature at T0 = 25◦C (q.v. figure 2).
We kept the temperature difference constant for the whole day.
Due to different heat conductivity of the cylinders in case of
PIV measurements we took thermal losses into account. The
inner cylinder is made of aluminium, an excellent heat con-
ductor (λ1 at 25◦C ≈ 235 W/(mK)). With its thickness of 2
mm the thermal resistance is very low and negligible, there-
fore we applied no correction. The outer cylinder is made of
borosilicate glass, a material with a high thermal resistance (λ2
at 20◦C ≈ 1.2 W/(mK)). For calculation of the corrected tem-
perature at the outer wall of the outer cylinder, we used the
formula given in Futterer et al. (2016, eq. 5). They derived the
equation from Fourier’s law for heat conduction. In modified
form it reads
T2,o = (T2 − T1) λd
λ2d2
+ T2,i, (12)
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Figure 3: Regime diagram spanned by V0/Vre f and thermal Rayleigh number Ra. The symbols indicate Shadowgraph experiments with Γ = 20. Red crosses
and black circles stand for unicellular flow and indifferent flow. Blue diamonds outside/inside the dark-grey region stand for stationary/time-dependent columnar
vortices. The thin solid line shows the stability diagram obtained by linear stability analysis (Γ = ∞, Meyer et al. (2017)). The thick solid and the dot-dashed line
is the line of marginal stability obtained for the shadowgraph and PIV measurements (Γ = 20), respectively. The dashed line is the experimental transition line for
Γ = 60 (PIV). The dark- and light-grey regions indicate experiments where oscillatory modes have been observed for Γ = 20 and Γ = 60, respectively. The two
horizontal lines visualise the criterion found by Lopez et al. (2015, eq. (9) and (10)) for the transition from conductive to convective regime of the unicellular flow
for Γ = 20 (dot-dashed line: RaC = 6587) and for Γ = 60 (dashed line: RaC = 1.963 · 104).
where T2,o is the absolute temperature at the outer wall of the
outer cylinder and d2 = 2 mm its thickness. We waited 1 hour to
attain a thermally well-balanced state. Afterwards, we started
recording data. The first 10 seconds at the base state of natural
convection. Then, we switched on the voltage. An experiment
ended after 15 minutes switching of high voltage followed by a
resting time of 30 minutes where the system attains back to its
thermally balanced state. We repeated the procedure whereat
the voltage was increased stepwise from one experiment to the
next. The thermal and electric Rayleigh number Ra and L,
namely
Ra = αg∆Td
3
νκ
and L =
αge∆Td3
νκ
, (13)
with electric gravity of the base state (Mutabazi et al., 2016)
ge = F(γ∆T, η, r)
0 fγ
ραr3
(
V0
ln(η)
)2
(14)
and
F(γ∆T, η, r) =
[
γ∆T
ln(1 − γ∆T )
]2 [
1 − γ∆T
(
ln(r/R2) + 1
ln η
)]
×
×
[
1 − γ∆T ln(r/R2)
ln(η)
]−3
(15)
are calculated by considering the fluid properties at the refer-
ence temperature (see table 2). In the following, we refer the
electric Rayleigh number to the midgap radius r = 7.5 mm. For
each tuple (∆T ,V0) a Hovmøller-diagram from PIV at midgap
(r = 7.5 mm) has been estimated. Similar diagrams for shadow-
graph measurements have been estimated either fixing the an-
gle ϕ or the radius r = 7.5 mm. Ernest Aabo Hovmøller (1912–
2008), a Danish meteorologist, first introduced in 1949 this kind
of diagram which shows data in a space-time plot (Hovmøller,
1949). In order to prove whether the flow is axially aligned and
columnar, we calculated the radial average of the axial gradient
of velocity at the final time where the flow is stationary〈
∂
∂z
sgn(vz) ‖ v(r, z) ‖
〉
r
(z) =
∫
r
∂
∂z sgn(vz)(v
2
r + v
2
z )
1/2dr∫
r dr
.(16)
Additionally, in order to obtain information regarding the on-
set of instability, we estimated at midheight the radial average
of the radial velocity component
〈vr(h/2)〉(t) =
∫
r v(r, z = h/2, t)dr∫
r dr
. (17)
6. Results
An overview of the experiments is shown in figure 3. We
chose different values of cylinder height h, temperature dif-
ference ∆T and electric potential V0. This gives a range of
non-dimensional parameters Γ, Ra and V0/Vre f . For non-
dimensionalisation of electric potential we used the reference
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Figure 4: Composition of PIV and shadowgraph measurement (left and right in each subfigure (a),(b)). The flow in the cavity with aspect ratio Γ = 20 is caused by a
temperature difference ∆T = 7 K (Ra = 23946). Shadowgraph images show the top view of (a) the reference light intensity I0 (red channel) and (b) the normalised
light intensity I/I0 of the axially integrated flow in the radial-azimuthal plane. Blue/red colour refers to denser/lighter fluid. PIV images show the velocity field in
the meridional plane. Blue/red colour refers to down/upward flow. (a) Flow without electric potential V0. The velocity field shows the typical base flow for natural
convection (azimuthal wavenumber n = 0 in shadowgraph image). (b) Flow with electric potential V0 = 7 kV (L = 15220). The flow undergoes a transition to a
stationary and axially aligned columnar structure (velocity field) of azimuthal wavenumber n = 6 (shadowgraph image). The black solid line refers to the plane for
measurements in figure 7.
electric potential Vre f = (ρκν/0 f )1/2 suggested by Yoshikawa
et al. (2013). The regime diagram is spanned byRa, V0/Vre f but
it should be kept in mind that aspect ratio Γ, radius ratio η and
Prandtl number Pr may also vary. For our investigation η and
Pr have been fixed. Experiments with shadowgraph technique
applied (aspect ratio Γ = 20) have been marked with crosses,
diamonds and circles. Red crosses indicate stability where uni-
cellular laminar (natural) free convection dominates the flow.
Blue diamonds indicate thermal electro-hydrodynamic convec-
tion, where we found a pattern with azimuthal wavenumber
n 6= 0. Black circles stand for indifferent flows. Based on
shadowgraph measurements we delineated the line of marginal
stability (thick solid line) separating stable from the unstable
flow. Due to the fact that shadowgraph shows global variations
of the flow we validate/substantiate those results with PIV mea-
surements. In case of aspect ratio Γ = 20 we found the line
of marginal stability plotted as dot-dashed line and in case of
aspect ratio Γ = 60 as the dashed line. The thin solid line
was computed by using a linear theoretical model used before
in Meyer et al. (2017). This model solves a set of linearized
equations, namely the continuity equation, the Boussinesq ap-
proximated momentum equation, the energy equation and the
Gauss’ law of electricity. The model has been adapted to the
experimental geometry, i.e. it has a rigid inner and outer cylin-
der but it is considered to be infinite in the axial direction and
hence neglects top and bottom lids.
For Ra< 6800 transition from stable unicellular laminar free
convective flow to thermal electro-hydrodynamic convection is
independent on aspect ratio. The theoretically predicted line of
marginal stability is validated reasonably good. For Ra > 6800
and considering aspect ratio Γ = 20 we observe a slight off-
set of marginal stability regarding the measurement techniques
(thick solid and dot-dashed line). In case of Γ = 20 the line
of marginal stability found with shadowgraph and PIV show a
slight offset. The transition found with PIV lags behind shad-
owgraph technique. The material used for the outer cylinder
could be a source of the slight difference in the measured thresh-
old of the transition. Also, the azimuthal position of the laser
plane plays an important role, in order to detect the radial ve-
locity with an amplitude high enough.
Next, we consider destabilisation of the flow regarding aspect
ratio (figure 3, Γ = 20 - dot-dashed line and Γ = 60 - dashed
line). A comparison of the lines of marginal stability which
are obtained with PIV shows, when Ra > 6800, the larger the
aspect ratio is, the more unstable the flow is. In the case of as-
pect ratio Γ = 60, the line of marginal stability tends towards
theoretical prediction for a cylinder with infinite axial direc-
tion. It substantiates the transition to be linear in an interval
(V0/Vre f ,Ra) where the Boussinesq approximation is valid (i.e.
for Ra/ 2.5 · 104 ≡ ∆T / 7.3 K). For Ra high enough non-
linear processes have to be considered which influence also the
transition from stable to unstable flow.
Additionally, we draw the region where the flow undergoes
a second transition and becomes time-dependent, e.g. the ver-
tical wavenumber k > 0 and the vertical frequency component
ωk 6= 0, for aspect ratio Γ = 20 (light-grey) and aspect ratio
Γ = 60 (dark-grey). But however, this will not be discussed.
6.1. Regimes
As a first step, we investigated the flow with PIV caused
by a radial temperature difference without electric potential.
Elder (1965a) found the critical thermal Rayleigh number of
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Figure 5: Radial average of the axial gradient of velocity at the final time where
the flow is stationary. ∆T = 2 K (Ra = 6842), V0 = 6 kV (L = 3173) (a) and
∆T = 7 K (Ra = 23946), V0 = 7 kV (L = 15220) (b). Blue and black symbols
correspond to the experiment and numerical simulation, respectively.
RaC ≈ 3 · 105 ± 30% where unicellular laminar (natural) free
convection in a vertical slot undergoes a transition to a station-
ary secondary flow. A second set of streamlines appear, called
cat-eye pattern, with one short vortice at the lower region and
one large vortex that reaches the upper-end region. The uncer-
tainty of RaC is large caused by the difficulty to detect the onset
of the very weak secondary flow, especially when the vertical
wavelength is large. For the used apparatus with aspect ratio
Γ = 19, he found RaC = 3.6 · 105 which is related to a radial
temperature difference ∆T = 27 ± 2 K. The critical Rayleigh
number implies for our setup with Γ = 20 and 60 a radial tem-
perature difference ∆T ≈ 88 K. The destabilising effect of ra-
dius ratio η for high Prandtl numbers is very small (see Choi
and Korpela, 1980, fig. 6). Therefore we conclude, a maximal
applicable Rayleigh number of 2.053 · 105 (∆T = 60 K) to both
of the experiment cells is too small to find the cat-eye pattern.
Meyer et al. (2017) (fig. 3, thin solid line) found with linear
stability analysis in case of absence of electric potential critical
modes in the form of oscillatory axisymmetric vortices (verti-
cal wavenumber kC ≈ 2.5) of the thermal instability (see also
Bahloul et al. (2000)). In fact and contrary to previous litera-
ture, we did not observe a stationary secondary flow superposed
on the unicellular base flow. Hence, the initial condition and
base flow we start with is the unicellular laminar (natural) free
convection. Figure 4(a) shows the base flow measured with PIV
(left) and shadowgraph (right). Obviously, in PIV the unicellu-
lar pattern can be observed. Down/upward flow (denser/lighter
fluid) is represented in blue/red colour. In the shadowgraph im-
age, the false colour representation of the reference light inten-
sity I0 shows no variation in azimuthal direction (wavenumber
n = 0) and a linear decrease of light intensity in the radial direc-
tion, whereat blue/red colour refers to denser/lighter fluid. Tele-
centric light rays emitted in close proximity to the warm inner
cylinder are refracted towards regions of cooler fluid inducing
a region of ’no light’ (dark blue region in close proximity to the
a) b)
Figure 6: Flow caused by a temperature difference ∆T = 2 K (Ra = 6842) and
an electric potential V0 = 6 kV (L = 3173). Experiment: Shadowgraph mea-
surement (a). Numerical simulation: isosurface of the background temperature
T0 = 25◦C (middle) and 3D temperature distribution (b).
warm inner cylinder).
Next, we study the flow with an electric potential applied.
Exemplarily, we consider the flow caused by a temperature
difference ∆T = 7 K (Ra = 23946) and an electric potential
V0 = 7 kV (L = 15220) (figure 4(b)). Immediately after switch-
ing on electric potential convective instability sets in. Warmer
fluid adjusts to regions with the less intense electric field and
cooler fluid to regions with the more intense electric field. The
transient state converges to a stationary state, where the flow
saturates/establishes. In the radial-azimuthal plane, the insta-
bility forms convective plumes with azimuthally alternating ra-
dially in/outward directed jets. The jets transport cool/warm
fluid. The plumes are equidistantly distributed showing an az-
imuthal wavenumber n = 6. Along the z-axis, there is no ax-
ial gradient of velocity (figure 5(b)), except in close vicinity to
the end-plates where the boundary layer circulation dominates.
Therefore, we argue the plumes are axially aligned and show a
stationary columnar structure trapped between upper and lower
boundary layer circulations. The vertical extent of the upper
and lower boundary layer circulation depends on temperature
difference, electric potential and aspect ratio. A stabilising ef-
fect due to adiabatic upper and lower boundaries was previously
found by Gill and Davey (1969) for natural convection between
vertical concentric cylinders when Ra > 300Γ (cf. also Choi
and Korpela, 1980). This fact reflects also in TEHD flow. Gen-
erally, it may be said (if Pr = const.), the lower the aspect
ratio of the experiment cell the larger the vertical extent of the
boundary layer and the higher its stabilising effect on the flow
(see e.g. figure 3).
Figure 6 shows another example of axially aligned convec-
tive plumes having a stationary columnar structure trapped be-
tween upper and lower boundary layer circulations. The flow
caused by a temperature difference ∆T = 2 K (Ra = 6842) and
an electric potential V0 = 6 kV (L = 3173) develops in close
proximity to the line of marginal stability. The experimental
shadowgraph image (figure 6(a)) shows the top view of light
intensity I/I0. We identify equidistantly distributed convec-
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Figure 7: Experiments with a temperature difference ∆T = 7 K (Ra = 23946) and electric potential V0 = 7 kV (L = 15220) in the cavity with aspect ratio Γ = 20 (cf.
figure 4(b)). PIV measurement is performed in a plane along the black line in figure 4(b). (a) Hovmøller-diagram spanned by height and time shows sgn(vz) ‖ v ‖
at midgap r = 7.5 mm. Colour same as in PIV image in figure 4(b). The instability occurs first in the lower part of the gap and develops upward. (b) Hovmøller-
diagram spanned by radius and time shows normalised light intensity I0 (along black line fig. 4(b)). Blue/red colour refers to denser/lighter fluid. Instability sets in
almost at same time like in PIV measurement and shows density/temperature inversion. (c) Snapshots of sgn(vz) ‖ v ‖ (colour) in a plane spanned by radius and
height superposed by associated streamlines at t = [30, 50, 100, 250] s. Colour same as in (a).
tive plumes with azimuthal wavenumber n = 5. Nevertheless,
due to axially integrated light intensity, it is speculative to as-
sume a columnar structure of the convective plumes although
the axial gradient of velocity, for the most part, vanishes (fig-
ure 5(a)). Numerical simulation substantiates our hypothesis. A
solution converging towards a stationary state is shown in fig-
ure 6(b). The 3D isosurface of the background temperature
T0 = 25◦C (figure 6(b), left) and the 3D temperature distribu-
tion (figure 6(b), right) apparently shows the stationary colum-
nar nature of the axially aligned convective plumes. Indeed,
we found the stationary columnar structure of the convective
plumes for numerical simulations covering an area of tuples
(∆T ,V0) ranging from (2 K, 0 kV) to (20 K, 7 kV).
6.2. Pattern formation and growth
After the first transition, in the interval of (V0/Vre f ,Ra) where
the flow is columnar and stationary, the flow measured in the
azimuthally fixed PIV-plane destabilises and evolves always in
the same manner. Exemplary, we study in more detail the flow
caused by a temperature difference ∆T = 7 K (Ra = 23946)
and electric potential V0 = 7 kV (L = 15220) in the cavity with
aspect ratio Γ = 20 (black line fig. 4(b)). When the electric po-
tential is switched on the electric gravity of the base state ge (cf.
eq. 14) is normal to Earth’s gravity g and proportional to 1/r3.
If we refer the radius to midgap then dielectrophoretic accel-
eration has a value of 0.6356g. The resultant effective gravity
has a value of 1.1849g and Earth’s gravity and effective gravity
draw an angle of 32.44◦. Figure 7 show Hovmøller-diagrams
obtained from two independent measurements, one performed
with PIV and the other with the shadowgraph technique ap-
plied. The first, spanned by height and time (figure 7(a)) shows
sgn(vz) ‖ v ‖ at midgap r = 7.5 mm. Colour is the same as the
Figure 8: Radial velocity at midheight averaged over gap as function of time.
A property we used to define quantitative if the flow is stable/unstable. We
applied a temperature difference of ∆T = 7 K (Ra = 23946) in the cavity of
aspect ratio Γ = 20 and varied electric potential.
PIV image in figure 4(b). The second (figure 7(b)), spanned by
radius and time shows normalised light intensity I/I0. Blue/red
colour refers to denser/lighter fluid. Additionally, figure 7(c)
shows snapshots of sgn(vz) ‖ v ‖ (colour same as in figure 7(a))
and associated streamlines at t = [30, 50, 100, 250] s. Af-
ter electric potential is switched on it takes some seconds to
destabilise the base flow. Destabilisation starts first in the lower
and midheight part (see also snapshot at t = 30 s). The inter-
face separating up/downward directed base flow becomes wavy,
whereat more pronounced amplitude is visible in the lower part
of the gap. Obviously, the lower part wins the competition and
instability completely evolves, down here (see also snapshot at
t = 50 s). During the transient state, the structure grows up-
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Figure 9: Hovmøller-diagram at midgap (r = 7.5 mm) of the flow measured
with shadowgraph technique. The flow is caused by a temperature difference
∆T = 2 K (Ra = 6842) in the cavity of aspect ratio Γ = 20. Electric potential
is continuously increased over 120 minutes from V0 = 3.5 kV (L = 1080) to
V0 = 7 kV (L = 4319). Blue/red colour refers to denser/lighter fluid. The flow
undergoes a transition to a stationary and axially aligned columnar structure of
azimuthal wavenumber n = 5 (see also fig. 6) at V0 ≈ 5.5 kV (L = 2667).
The azimuthal position of the columnar structure strongly depends on electric
potential. An increase of electric potential shifts the pattern counterclockwise.
ward (see also snapshot at t = 100 s) and reaches its maximal
vertical extent when the columnar plume-like instability equals
the state of equilibrium (see also snapshot at t = 250 s). Never-
theless, thin boundary layers remain at vertical sidewalls. The
evolution of the pattern in shadowgraph (fig. 7(b)) is visible as
density/temperature inversion.
The growth of perturbation might also be considered by look-
ing on the temporal behaviour of the radial velocity at mid-
height averaged over gap (figure 8), being negative/positive is
referred to radially outward/inward velocity. Also, we used the
time-series of 〈vr(h/2)〉 to define more quantitative if the flow
is stable/unstable (cf. figure 3). In case of stable base flow there
is no radial velocity, cf. flow with electric potential V0 = 4 kV
(L = 4970) applied. Increasing the electric potential, such as
V0 = 4.5 kV (L = 6290), we easily distinguish the flow from
being stable.
Dependent on the Rayleigh number we investigated the tran-
sition from stable unicellular laminar free convective flow
to thermal electro-hydrodynamic convection in more detail
with the shadowgraph technique (cf. also fig. 3 thick solid
line). Again, we exemplary applied a temperature difference of
∆T = 2 K (Ra = 6842). In order to achieve a quasi-stationary
variation of electric potential, it was continuously increased
over 120 minutes from V0 = 3.5 kV (L = 1080) to V0 = 7
kV (L = 4319). Figure 9 shows the normalised light intensity
I/I0 in a Hovmøller-diagram at midgap (r = 7.5 mm) spanned
by azimuth and electric potential. Blue/red colour refers to
denser/lighter fluid. The flow undergoes a transition to thermal
electro-hydrodynamic convection with azimuthal wavenumber
n = 5 (see also fig. 6) at V0 ≈ 5.5 kV (L = 2667). Inter-
estingly, the azimuthal position of the columnar structure de-
pends strongly on electric potential. An increase in electric po-
tential shifts the pattern counterclockwise. If electric potential
and therefore electric gravity is high enough the pattern gets ar-
rested in its azimuthal position. The azimuthal shift is approx-
imately pi/2. It depends on Ra, the azimuthal shift decreases
rapidly with increasing Ra (not shown).
We considered also the case of inverse quasi-stationary varia-
tion of electric potential, hereby it was continuously decreased
over 120 minutes from V0 = 7 kV (L = 4319) to V0 = 3.5
kV (L = 1080). On startup such as V0 = 7 kV (L = 4319), we
Figure 10: Diagram spanned by dimensionless electric potential V0/Vre f and
thermal Rayleigh number. It shows the azimuthal wavenumber n estimated
from shadowgraph measurements in the cavity with aspect ratio Γ = 20. Blue
circles: n = 5; yellow diamonds n = 6, red squares n = 7.
found the pattern on the same azimuthal position than compared
to the experiment with increasing electric potential. Contrary,
a decrease of electric potential shifts the pattern clockwise over
a range of V0 ≈ 1 − 1.5 kV ending in an azimuthally arrested
pattern before the transition to stable unicellular laminar free
convective base flow (here not shown).
In the range of (V0/Vre f ,Ra) after the first transition, where
the flow is columnar and stationary, we identified with shadow-
graph technique the azimuthal wavenumber n of the instability.
We draw this quantity in a diagram, spanned by dimensionless
electric potential V0/Vre f and thermal Rayleigh number. Fig-
ure 10 shows flow with azimuthal wavenumber n = 5 as blue
circles, n = 6 as yellow diamonds and n = 7 as red squares,
respectively. Obviously, there is no change in wavenumber
when electric potential increases up to V0/Vre f = 1900. Once
evolved, the azimuthal structure is stable regarding an increase
in electric potential. Only for the largest Ra = 4.7893 · 104 for
which we are able to count the azimuthal wavenumber, we ob-
serve an increase of n if electric potential increases. Here, elec-
tric gravity is high enough to modify the azimuthal structure.
If Ra increases one might also expect an increase of azimuthal
wavenumber. Indeed, this behaviour is observed. Azimuthal
wavenumber increases from n = 5 to n = 7. But surprisingly,
in the range in which one expects the wavenumber to be sta-
ble at n = 5 in a small range of Ra ≈ 1 · 104, it increases to
wavenumber n = 6. With linear stability analysis Meyer et al.
(2017) calculated the critical azimuthal wavenumber (their fig.
2(c)) along the line of marginal stability (cf. also fig. 3, thin
solid line). In an interval of 425 ≤ V0/Vre f ≤ 3800 the crit-
ical azimuthal wavenumber is nc = 5. Aside from the fact
that experimentally in a small range of Ra, around 1 · 104 the
azimuthal wavenumber surprisingly increases to n = 6, we
hereby validate the prediction of the critical wavenumber up
to Ra = 2.0526 · 104. This is almost the Rayleigh number
at which the line of marginal stability found by shadowgraph
(fig. 3, thick solid line) and PIV for Γ = 60 (fig. 3, dashed line)
diverges strongly from theoretical prediction.
11
Figure 11: Heat transfer in a vertical annulus of gap width 0.05 ·d, covering the
area next to the inner wall. Between the inner and outer cylinder, a temperature
difference of ∆T = 7 K (Ra = 23946) is applied. Numerical results are obtained
for the experiment cell of aspect ratio Γ = 20 (black circles) and aspect ratio
Γ = 60 (blue circles).
6.3. Heat transfer
The effectiveness of heat transfer is considered in terms of the
Nusselt number. We computed the Nusselt number in a vertical
annulus of gap width 0.05 ·d, covering the area next to the inner
wall (see also eq. (11)). This choice turned out to yield results
being numerically more stable than surface integrals over the
inner wall. We applied a temperature difference between the in-
ner and outer cylinder of ∆T = 7 K (Ra = 23946) and increased
the electric potential stepwise. The empirical linear relation be-
tween Nusselt number and dimensionless electric potential for
aspect ratio Γ = 20 (black line) and Γ = 60 (blue line) is shown
in figure 11. In the case of the experiment cell with an aspect
ratio of Γ = 20 within the range of 1100 ≤ V0/Vre f ≤ 1900
(5480 ≤ L ≤ 15220) where we found stationary axially aligned
columnar structures we observed a linear dependency
Nu = 1.29 · 10−3V0/Vre f + 0.403, R2 = 0.998, (18)
where R2 is the correlation coefficient. In the case of the exper-
iment cell with an aspect ratio of Γ = 60 and taking only into
account larger values of V0/Vre f ≥ 1290 (L ≥ 7765), a linear
dependency might also be appropriate
Nu = 1.3 · 10−3V0/Vre f + 0.6858, R2 = 0.987, (19)
although it does not predict the threshold of instability. The fact
that the aspect ratio plays an important role in the onset of DEP
force-driven convection if the flow is in the convective regime
is also visible in the Nusselt number. It is valid that(
V0,C
Vre f
)
Γ=20
>
(
V0,C
Vre f
)
Γ=60
>
(
V0,C
Vre f
)
Γ=∞
. (20)
7. Summary and Conclusions
In the present paper, we studied dielectrophoretic force-
driven convection in annular geometry under Earth’s gravity.
Initially, to clarify the question if PIV is applicable to the flow,
we investigated in a theoretical approach the influence of the
dielectrophoretic force on particle movement. The theoretical
study reveals that the movement of particles relative to the fluid
is driven by two processes. Firstly, due to the density difference
and secondly due to the permittivity difference of the tracer par-
ticle and its surrounding fluid. The sedimentation velocity due
to the density difference is in the order of O(10−3) mm/s. The
sedimentation velocity due to the permittivity difference is in
the order of O(10−6) mm/s. Both are negligible. Therefore, PIV
measurements with tracer particles of type Potters (HGS) are
possible when they are mixed into a non-polar dielectric sili-
cone oil and influenced by a high voltage a.c. electrical field.
With two experiment cells of different aspect ratio and a
combination of two measurement techniques, shadowgraph (in
case of apect ratio Γ = 20) and PIV, we investigated the
flow (i) without and (ii) with an electric potential applied.
In the first case, it is well known from experiments (Elder,
1965a) that the flow in a vertical slot undergoes a transition
from unicellular laminar (natural) free convection to a sec-
ondary flow (cat-eye pattern) for RaC = 3.6 · 105. Sub-
stitution of the fluid and geometrical properties into the crit-
ical Rayleigh number, implies for our setup a radial temper-
ature difference of about ∆T ≈ 88 K. Additionally, there is
a destabilising effect of radius ratio η for high Prandtl num-
bers (see Choi and Korpela, 1980, fig. 6). A maximal applica-
ble Rayleigh number of 2.053 · 105 (∆T = 60 K) for both of the
experiment cells and the weakly destabilising effect of aspect
ratio for high Pr seems to small to find cat-eye pattern. Meyer
et al. (2017) (fig. 3, thin solid line) performed linear stability
analysis for a cylindrical annulus of infinite length and consid-
ered the same physical and geometrical properties as we use
in this study. In absence of an electric potential, they found
for Ra = 5.009 · 104 (∆T = 14.64 K) critical modes in the
form of oscillatory axisymmetric vortices (vertical wavenum-
ber kC ≈ 2.5) of the thermal instability (see also Bahloul
et al., 2000). They considered the temperature profile and the
vertical velocity profile, which corresponds to the conductive
regime (Choi and Korpela, 1980; Lopez et al., 2015; Meyer
et al., 2017). Near the midheight the flow is parallel to the
vertical sidewalls. Heat is transferred across the gap by con-
duction alone. The flow is said to be in the conductive regime.
The parallel flow extends towards the end-plates the smaller
the Rayleigh number or the higher the aspect ratio (Choi and
Korpela, 1980). de Vahl Davis and Thomas (1969) showed,
if the Prandtl number is sufficiently large and the aspect ratio
low the vertical flow begins to take the form of boundary lay-
ers near the side walls. ’The flow enters the convective regime
in which, in addition to the boundary layers, a stable vertical
temperature gradient develops in the core of the flow’ (Choi
and Korpela, 1980). Referring to Gill and Davey (1969), the
conductive regime is realised if RaC < 300Γ. Lopez et al.
(2015) recently extended the criterion to RaC(η,Γ) < a(η)Γ,
with a(η = 0.5) = 329.375. The criterion determines whether
the model used for linear stability analysis considering an infi-
nite extend in the axial direction is a good approximation of the
laboratory flow. For our experimental setup with aspect ratio
Γ = 20 or 60 the criterion gives RaC < 6587 or 1.963 · 104,
(cf. also fig. 3 horizontal dot-dashed and dashed line). Elder
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(1965b) found the empirical relation RaC = 8 ·108Pr1/2/Γ. Re-
arranging the relation and substitution of RaC found with the
criterion from Lopez et al. (2015) yields to ΓC ≥ 66.5. From
all the considerations we draw the following conclusions. The
flow is in the convective regime, which modifies the base tem-
perature as well as the base vertical velocity profile and hence
stabilises the flow. The aspect ratio is too small to find the sec-
ondary flow superposed on the unicellular base flow. Indeed,
we did not observe a secondary flow. Hence, initial condition
for experiments with an electric potential applied is the unicel-
lular laminar (natural) free convection.
We also investigated experiments with an electric potential
applied in a wide range of tuples of (V0/Vre f ,Ra) and drew a
regime diagram regarding their stability. We identified lines
of marginal stability regarding aspect ratio and measurement
technique and compared them with the marginal curve found by
linear theory (Meyer et al., 2017). In a range of Ra < 6800 we
found the transition from stable to unstable flow independent
of aspect ratio. Hence we validate theoretical prediction of the
linear stability analysis.
We showed that the larger the aspect ratio is, the closer the
transition is to the prediction of linear stability analysis. It sub-
stantiates the transition to be linear in an interval (V0/Vre f ,Ra)
where the Boussinesq approximation is valid and may also give
a threshold, i.e. for Ra ≈ 2.5 · 104 ≡ ∆T ≈ 7.3 K, where
the break-up occurs and adiabatic end-plate effects and/or non-
linear processes have to be considered.
Since stable flow is referred to unicellular laminar (natural)
free convection the criterion found by Gill and Davey (1969)
and recently extended by Lopez et al. (2015) seems also valid.
Interestingly, the break-up of the line of marginal stability oc-
curs in close proximity to the criterion. The break-up in case
of Γ = 20 is at RaC ≈ 6800 and in case of Γ = 60 at
RaC ≈ 2.4 · 104. There the conductive regime enters the con-
vective regime. Once the convective regime sets in, the transi-
tion from unicellular laminar free convection to thermal electro-
hydrodynamic convection is independent of electric potential.
After the first transition, the flow converges during a tran-
sient phase upon switching on electric potential always to a sta-
tionary 3D structure/flow. We identified by the combination
of shadowgraph technique, PIV and numerical simulation the
structure as axially aligned stationary columns. They consist of
equidistant, azimuthally alternating radially in/outward directed
convective plumes trapped between upper and lower boundary
layer circulations.
The transient phase develops always in the same manner. In
the radial-vertical plane, the flow destabilises first in the lower
and midheight part of the gap. The shear-layer interface sep-
arating downward flow (colder fluid) from upward (warmer
fluid) flow becomes wavy. The perturbation in the lower part
wins the competition and the structure grows upward until it
reaches a new equilibrium state.
The study concerning quasi-stationary increase/decrease of
electric potential reveals the azimuthal position of radially in-
ward/outward directed plumes depends strongly on electric po-
tential. An increase of electric potential shifts the instabil-
ity counterclockwise until electric potential and hence electric
gravity is high enough and the pattern becomes arrested in its
azimuthal position. The shift is approximately pi/2 and de-
creases rapidly when Ra increases. Contrary, if electric po-
tential quasi-stationary decreases the pattern first shifts its az-
imuthal position clockwise ending in an arrested state before
the transition to stable unicellular laminar free convection. The
transition itself is not subjected to hysteresis.
From shadowgraph measurements, we finally drew a regime
diagram in terms of azimuthal wavenumber n spanned by di-
mensionless electric potential and Rayleigh number. In the
range of (V0/Vre f ,Ra) after the first transition, where the flow
is columnar and stationary and where we are able to count
the azimuthal wavenumber, n once evolved is insensitive re-
garding an increase of electric potential. Only at the largest
Ra = 4.7893 · 104 we observe an increase of n when electric
potential increases. In a diagram spanned by dimensionless
electric potential and Rayleigh number each tuple (V0/Vre f ,Ra)
is equidistantly spaced. Taking into account that the electric
Rayleigh number depends on the temperature difference as well
as on the electric potential (cf. eq. (14)), then there appears non-
uniform spacing between tuples. The artificial electric grav-
ity and hence L increase with Ra. For Ra sufficiently small,
this suggests that the azimuthal wavenumber is insensitive to
an increase of the electric potential. Contrary, the azimuthal
wavenumber continuously increase with Ra. But surprisingly,
in a range expecting a stable wavenumber n = 5 it increases
to n = 6 in a small band of Ra ≈ 1 · 104. Its origin is spec-
ulative and remains an open question. Meyer et al. (2017, fig
2(c)) found in an interval 425 ≤ V0/Vre f ≤ 3800 the critical az-
imuthal wavenumber nc = 5 along the line of marginal stability.
Aside from the fact that experimentally in a small range of Ra,
the azimuthal wavenumber surprisingly jumps, we hereby val-
idate not only the prediction of the critical wavenumber up to
Ra = 2.0526·104 but also the prediction of the stationary axially
aligned columnar structure (Meyer et al. (2017), fig. 2(b,e) crit-
ical vertical wavenumber kc = 0 and critical frequency ωc = 0).
The analysis of heat transfer in terms of the Nusselt number
reveal, as long as the flow is unicellular, an increase of elec-
tric potential has a weak effect on heat transfer. Obviously, the
closer the aspect ratio to the infinite vertical length approxima-
tion, the closer the Nusselt number to the pure conduction case.
Once the flow enters the regime of stationary columnar vortices
(V0/Vre f ≥ 1100, L ≥ 5480) a linear dependency for Nu on
electric potential was found for aspect ratio Γ = 20. In case
of aspect ratio Γ = 60 the flow enters the first regime when
V0/Vre f ≥ 780, L ≥ 2796. The Nusselt number grows in close
proximity to the critical value. Taking only into account larger
values of V0/Vre f a linear dependency might be appropriate.
Both curves show a significant enhancement of the heat transfer
through the inner cylindrical annulus. The critical values can
also be used for comparison with their experimental counter-
parts, V0/Vre f ≈ 1000 (Γ = 20, shadowgraph), V0/Vre f ≈ 1150
(Γ = 20, PIV) and V0/Vre f ≈ 780 (Γ = 60, PIV).
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