The reanalysis of the adiabatic theorem initiated by Berry and leading to the discovery of the unexpectedly elegant geometric phase shift, has been broadened in scope by many authors; most recently, to dissipative classical dynamical systems. I review this work with an emphasis on the fundamental characteristics underlying all instantiations of geometric phase shifts.
Introduction
The adiabatic theorem of classical dynamics! is of interest both aesthetically and for its great utility, having been instrumental in the flowering of celestial mechanics. It is concerned with the behavior of integrable dynamical systems whose Hamiltonian depends on a slowly-varying set of parameters. In such a system, one can transform to action-angle variables for each point in the parameter space.
1 The theorem states that these actions do not change as one moves slowly around in the parameter space. In other words, the system remains confined to an invariant torus Tn. But the theorem says nothing about the dynamics on this torus. The adiabatic theorem gained renewed attention after the advent of quantum mechanics, which quickly adopted its own version. The quantum adiabatic theorem, which has become one of the standard tools of physics,2 sinlilarly distinguishes an invariant torus embedded in the system's Hilbert space, but again says nothing about the phases. Given the practical importance and venerability of these methods, it is at first glance surprising that an "adiabatic theorem" for the phases, i.e. for the dynamics on the invariant torus, had to wait until Berry's discovery, in 1983, of the quantum geometric phase. 3 ,4 On the other hand, the flavor of geometric phases is so unnlistakably modern that its neglect by earlier researchers with a less geometric orientation may be less than shocking after all.
Consideration of an elementary exercise may clarify the issue. Suppose we have a dynanlical system on the n-torus Tn, that it depends on the vector of parameters p, and that for each value of p, there is a coordinate system in which the dynamical equations take the simple form (1.1) with each w bounded away from zero for all values of p. The overdot indicates a time derivative. Now suppose we allow p to vary along some closed curve C in parameter space, but we vary the time required to complete the circuit, so that p = p(el), and p(O) = p(1). IT the coordinate transformations are smooth in p, the dynamical equations pick up "non-inertial" terms
where primes denote differentiation. The central question is: What are the values of the <p at the end of the circuit, in the limit as € ---+ 07 A reasonable first guess is to write simply
This dynamic phase is indeed the leading term in a perturbation expansion in powers of e, and is order l/e. But the next term, of order 1, cannot be neglected, even in the limit, because as angles, only values mod21l" are of interest. The "anomalous" phase shift, o<p, is therefore just as significant as the dynamic phase. Now since the variation in j.l is very slow, each of the angle variables will complete many revolutions for any given finite change in j.l, so under certain ergodicity assumptions,S we may angle-average the functions fi to obtain the connection one-form
where R is any simply connected surface with boundary C. is obtained using Stokes' theorem.
(1.5)
The last equality
What makes this interesting is that all reference to time has disappeared. One can traverse the path C in any way at all, slow down along this section, speed up around that one, o<p does not change; o<p is a geometric object. It is appealing, then, to ascribe the effect to a twist in the manifold, or more precisely, to an anholonomy of a principle fiber bundle over the parameter space with fiber 5 n , the symmetry group of Tn. This elegant interpretation is due to Simon,6 who specifically treated the quantum case.
Fiber bundles generalize the notion of topological product, and have become an important tool within particle physics, relativity and several other fields. 7 ,s The most familiar non-trivial fiber bundle is the Mobius strip, with fiber [-1, +1] and base T 1 (the circle). Locally, the Mobius strip is just T 1 x [-1, +1]' but globally it is twisted, so that an initially "downward" pointing arrow points "upward" after being transported around the circle. A principle fiber bundle has as its fiber a symmetry group. In our case this group is the group of phase shifts, 51. In the simplest case of a geometric phase shift, the manifolds for the parameter space (the base) and for the symmetries of the limit cycle (the fiber) are both circles, so that locally the fiber bundle looks like a 2-torus. In moving around the parameter space circle, we perform coordinate transformations to put the dynamical system on the fiber in the standard form of Eq.(1.1). Only now, part of this transformation is interpreted as an active rotation of the fiber; the torus acquires a twist, or anholonomy. This is easily generalized to the case where the fiber is sn and the base is some arbitrary parameter space.
The investigation of geometric phase shifts in various dynamical systems reduces, indirectly at least, to the identification of the invariant torus and the formulation of the induced dynamics on that torus. In the quantum case, for example, we expand solutions of the Schriidinger equation in eigenfunctions, <Pn(fL) of the instantaneous Hamiltonian (1.6) n After differentiation of Eq.(1.6) and some algebraic manipulation, one arrives at the quantum adiabatic theorem 2 identifying the invariant tori as those manifolds on which pn = constant for all n. But one also gets an expression for the dynamics on the tori and, after angle averaging, one obtains the Berry expression
where En(fL) is the nth energy eigenvalue of the instantaneous Hamiltonian and the connection is given by
The scope of this treatment has been broadened by several authors. Aharonov and Anandan 9 circumvented the quantum adiabatic theorem by taking as base the projective space of rays in the Hilbert space and thus generalized to any cyclic evolution, whether adiabatic or not. Garrison and Wright 10 dropped the unitarity condition and thus generalized to phenomenologically described dissipative quantum systems. Chu et alP explored complex geometric phases for dissipative quantum systems described by a density matrix formalism. Samuel and Bhandari 12 extended the theory to include non-cyclic and non-unitary evolutions by adopting a metric devised by Pancharatnam 13 for the study of interference between beams of polarized light. Quite recently, Robbins and Berry14 have investigated the geometric phases for quantum systems whose classical limit is chaotic. In a remarkable extension of the basic ideas, Anandan and Aharonov 15 showed that the integral of the energy uncertainty under arbitrary quantum evolutions is a geometric quantity treatable analogously to the Berry phase.
Hannay15 rectified the corresponding omission within classical mechanics, discovering the classical counterpart to the Berry phase for integrable Hamiltonian systems. Again, the classical adiabatic theorem identified the invariant tori as the constant-action manifolds. The dynamics on these tori are found by differentiating the generating function for the transformation to action-angle variables.
A theoretical study of geometric phases in dissipative dynamical systems was carried out by Kepler and Kagan 17 and independently by Ning and Haken. 1s , 19 The former pair, with 1. R. Epstein, applied their techniques to chemical oscillators,20,21 while the investigations of the latter arose in the context of laser dynamics. 22 The formulation of the induced dynamics on the invariant tori in these cases is somewhat and is treated in detail below.
The notion of geometrical phases has recently been expanded in a extraordinary way by Landsberg, who considers geometric phases associated with dissipative field theories having continuous symmetries. 23 I will discuss this development, although a detailed mathematical treatment lies somewhat outside the scope of this brief review.
Dissipative Classical Systems
Many dynamical systems of current interest are not usefully described as Hamiltonian systems, but have relevant phenomenological descriptions in sets of non-linear ordinary differential equations. These systems do not generally have conserved quantities, and are termed dissipative. They commonly exhibit attractol's: stable points, limit cycles or chaotic attractors to which nearby trajectories converge. Limit cycles are naturally parametrized by angle variables, and the stability of the orbit suggests an appropriate "adiabatic theorem"; geometric phase shifts within such systems are therefore candidates for study. Rather different approaches have been developed and have natural applicability to different kinds of dissipative systems. These will be treated in succession.
Simple Limit Cycles, Non-Autonomous Dynamics
The approach developed by Kepler and Kagan is appropriate for non-autonomous dynamical systems with simple limit cycle solutions, such as are used in the modeling of chemical oscillators, neurons, predator-prey systems and nonlinear electronic devices, among much else. We will, for simplicity, treat a two-dimensional system, though the extension to higher dimensions is straightforward. We have, in polar coordinates,
Suppose there is, locally, an asymptotically stable limit cycle given by r=R(O,jl).
Now, if jl(t) varies sufficiently slowly, then the limit cycle will remain at least uniformly stable. This is the "adiabatic theorem" for dissipative dynamical systems. In this case, however, we must proceed carefully in formulating the induced dynamics on the invariant circle, because the fluctuations about the limit cycle orbit, though small, may have correlations. Therefore, we will parametrize these fluctuations as the sum of a term that carries the 0-correlations which we will write as j J, • ((0, jl), and a term z that carries all other time dependence, We will transform to the local preferred coordinate frame -that one in which the angular velocity is locally constant -by writing
Eq.(2.7) now becomes, written suggestively in terms of differentials,
dep = w(p,)dt + o"if!(O(ep,p,),p,)
. dp,.
Finally we perform the angle average to get the connection (2.8) (2.9) (2.10)
X( II.)=dll.. [2"dO[((0,p')Orif!(0,P,)+O,,(0,p,)] ( ) r r J o 21r0(R(0,p,),p,) 2.11
and oep is then given, as before, by Eq.(1.5).
As an example, consider the artificial system 21 given by giving for the phase-shift two-form
(2.14)
This has been verified by comparison with numerical simulations. 21 Computer simulations of chemical oscillators have also shown geometric phase shifts by finding the total phase shift after traversing the parameter space circuit in one direction and subtracting it from that obtained traversing the same circuit in the other direction. 20 ,21 The dynamic phase is the same in either direction and so cancels, while the geometric phase changes sign; the result is just twice the geometric phase. Figure 1 shows a test of the geometric nature of this phase shift for the Brusselator model oscillatory reaction. 21 In three separate simulations, the parameters were varied along paths bounding either one of two contiguous regions or bounding their union. As the rate of variation decreases, one sees that the sum of the geometric phase shifts obtained by transport about the separate regions equals that obtained by transport about their union, as expected if the phase shift is genuinely "geometric".
Multiple Limit-Cycles, Autonomous Dynamics
Ning and Haken were motivated to examine geometric phases by consideration of oscillatory phenomena in detuned lasers. 22 ,24,25 Their formulation 19 is appropriate for autonomous Hilbert-space systems with attractors on a multi-dimensional torus. Such dynamics may be written ,ji = F(Iji). Ning and Haken have applied this analysis to the phenomenon of phaseslope seen in one-and two-photon detuned lasers. 18 ,22,24,25 Fig. 2 shows the phases for a one-photon detuned laser calculated with these techniques. 18 
Continuum Systems
So far we have been discussing phase shifts as members of the group 8 1 of rotations. But the underlying language is that of principle fiber bundles for which any symmetry group can act as fiber. Can the ideas of geometric phase shifts be extended to cover these more general cases? At any fixed point in parameter space, the dynamical system of (Eq. 1) is invariant under the additive group R" (time translation), but this symmetry is broken by the limit cycle solution, which is only invariant under the additive group Zl.
The quotient group R 1 /Z" is precisely 8", which is the group of phase shifts. With this observation, it is possible to generalize the notion of phase shift, as was done very recently in a delightful paper by Landsberg.
23
Landsberg considers field equations (2.23) where .1' is a non-linear differential operator, invariant under some continuous one-parameter Lie group g, with generator g. The local dissipatively erates a sequence of wave patterns (which we will suppose to be smooth). When the parameter space circuit is completed, because of dissipation of the transient modes, the final solution will belong to the same equivalence class as the initial solution, but will be displaced by some action exp{ b<p g} of the quotient group gNs. This "phase shift" is given by Eq.(1.5), with
where Va is the null vector to the adjoint Jacobian of .1', satisfying D.1'('l/J) tVa = 0, and giving the unique direction of dissipation-free growth. This connection is independent of both time and choice of gauge, and hence is geometric. The analysis can easily be applied to traveling waves by transforming them to rest.
Conclusions
Geometric phase shifts have been demonstrated to exist in a wide variety of dynamical systems, including, as emphasized here, dissipative systems with simple or multiple oscillatory behavior and dissipative continuum systems with stationary or traveling wave solutions. For simple oscillations, the geometric phase shifts can be explicitly calculated from the dynamical equations and the equations for the limit cycle orbits, giving good agreement with numerical simulations. At this time, however, geometric phase shifts have not yet been distinguishably measured in physical experiments. One problem is that without time-reversal invariance, it is very difficult to eliminate the dynamic phase to leave only the geometric phase. One possible strategy is to average over a number of trials in which the adiabatic circuit is traversed in slightly different times. The dynamic phase, which will be be essentially random, will vanish in the average, leaving precisely the geometric phase shift, which is invariant under these manipulations. The problem of contamination by the dynamic phase does not exist in the application to stationary wave patterns in dissipative field theories. Thus the pool of potential experimental realizations is significantly enlarged by this development.
It remains wonderful and surprising that the ostensibly simple analysis initiated by Berry nearly ten years ago continues to find elegance underlying such homely physics. 
