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SOFT MATRIX MODELS AND CHERN-SIMONS PARTITION
FUNCTIONS
M. TIERZ
Abstract. We study the properties of matrix models with soft confining po-
tentials. Their precise mathematical characterization is that their weight func-
tion is not determined by its moments. We mainly rely on simple considera-
tions based on orthogonal polynomials and the moment problem. In addition,
some of these models are equivalent, by a simple mapping, to matrix mod-
els that appear in Chern-Simons theory. The models can be solved with q
deformed orthogonal polynomials (Stieltjes-Wigert polynomials), and the de-
formation parameter turns out to be the usual q parameter in Chern-Simons
theory. In this way, we give a matrix model computation of the Chern-Simons
partition function on S3 and show that there are infinitely many matrix models
with this partition function.
Keywords: Chern-Simons theory, Matrix models, q-orthogonal polynomials, Mo-
ment problem.
PACS numbers: 11.10.Kk, 11.15.Tk, 02.30.-f, 02.10.Kn.
1. Introduction
Random matrix models [18, 5] ([8] for a review) have attracted great amount
of interest both due to its mathematical structure and for its manifold physical
applications as well. When studying matrix models, one is especially interested in
the solution of matrix models in the large N approximation, which corresponds to
the planar Feynman diagrams [5, 8]. These models are characterized by the N by
N matrix variable M and by an Hamiltonian H = TrV (M) . After diagonalization
of the matrix, one is able to work in the eigenvalue space, and to consider the
following expression for the partition function:
(1.1) ZM =
∫ λ∏
i=1
dλi exp (−V (λi))
∏
i<j
(λi − λj)β ,
with β = 1, 2 or 4, depending on the symmetry. Equivalently, from the perspective
of random matrix theory one studies the joint probability distribution function for
the N eigenvalues of the matrix [18]. It has the well-known general form:
P (x1, ..., xN ) = CN
∏
i<j
|xi − xj |β
N∏
i=1
ω (xi) =
= CN
∏
i<j
|xi − xj |β exp[−
N∑
i=1
V (xi)],(1.2)
1
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ω (x) and V (x) are named weight function and confining potential, respectively. If
the elements of the random matrix are believed to be statistically independent from
each other, one obtains the quadratic confinement potential V (x) = x2, leading to
the Gaussian ensembles of random matrices [18]. In the usual physical applications
of matrix models [8], the confining potentials V (x) are such that the weight function
ω (x) = exp [−V (x)] is determined by the knowledge of all of its positive integer
moments {γn}∞n=0 , where γn ≡
∫
xnω (x) dx. In this paper, we want to study some
general properties of matrix models with a weight function that does not satisfy
this property. Interestingly enough, a very particular model in this category shows
considerable interest in the context of Chern-Simons theory [23, 14] and topological
strings [24, 11, 16].
We briefly remind now the formalism of orthogonal polynomials. Recall that the
relevant quantities, such as the density of states and the correlation functions, are
obtained from the two-point kernel [18]:
(1.3) KN (x, y) =
N−1∑
k=0
ϕk (x)ϕk(y),
with ϕk (x) = ω (x) pk (x), where pk (x) are the orthogonal polynomials associated
to the weight function ω (x) .This is the fundamental object, due to the following
classical result [18]:
(1.4) Rk(x1, x2, ..., xk) = det [KN (xp, xq)]q,p=1,2,...,n .
where the correlation functions are defined as:
(1.5) Rk(x1, x2, ..., xk) ≡ N !
(N − k)!
∫ ∞
−∞
dxk+1...
∫ ∞
−∞
dxNP (x1, x2, ..., xN ) .
For Hermitian ensembles (β = 2), the density of states is the kernel at the origin:
ρ(x) =
N−1∑
k=0
ϕk(x)
2(1.6)
= ω (x)
(
pN(x)p
′
N−1(x)− p′N (x) pN−1 (x)
)
,(1.7)
the second expression follows when applying the Christoffel-Darboux formula [21,
18]. For Gaussian ensembles for example, this quantity tends to the well-known
semi-circle law in the limit N →∞ [18]. In this work we shall consider Hermitian
ensembles, and this expression for the density of states will be useful to understand
relevant conceptual points in our discussion.
As mentioned, we are concerned with the special properties of matrix models
with an indeterminate weight function. Our discussion is mainly based on the
classical moment problem [2] (see [19] for a recent review, that we will follow). The
connection with random matrix theory can be readily guessed by the fact that only
the moments play a role in the orthogonalization procedure. Therefore the two
sets, the moments and the orthogonal polynomials, are essentially equivalent.
The paper is organized as follows: In the next Section, we give a short introduc-
tion to Chern-Simons theory and, focussing on these recent developments, we show
how the matrix models in [1, 15] are directly related with an Hermitian matrix
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model with a log-normal weight function. In this way, one can do exact computa-
tions through the associated orthogonal polynomials. To illustrate this, we com-
pute the partition function of Chern-Simons theory on S3 with gauge group U(N).
Interestingly enough, the use of q-deformed orthogonal polynomials readily leads
to the natural parameter of Chern-Simons theory q = e−gs = e
2pii
N+k . Therefore,
the orthogonal polynomials approach is a method for non-perturbative solutions
in Chern-Simons theory. In Section 3, we show that there are actually infinitely
many matrix models with the same partition function. Finally, we show that this
is a general feature of models with very weak confining potential. To conclude, we
present a summary and possible directions for further research.
2. Chern-Simons theory on S3: Matrix Model formulation
We begin by outlining basic and well-known facts about Chern-Simons theory,
emphasizing recent results and trends that connect Chern-Simons theory with ma-
trix models [1, 15]. As it is well-known, Chern-Simons theory is a topological
quantum field theory whose action is built out of a Chern-Simons term involving
as gauge field a gauge connection associated to a group G on a three-manifold M .
The action is:
(2.1) S(A) =
k
4pi
∫
M
Tr
(
A ∧ dA+ 2
3
A ∧ A ∧A
)
,
with k an integer number. The natural associated observables are the correlators of
Wilson loops, and its main interest come from the fact that these correlators lead
to quantum-group polynomial invariants of knots and links [23]. For a review of
the field since the seminal work [23], see [14].
We mention now some few developments related to Chern-Simons theory. As
advanced in [24], Chern-Simons gauge theory has a string description in the sense
of ’t Hooft [13]. Indeed, as it is well-known, gauge theories with the SU(N) group
admit a large N expansion. In these expansions, correlators are expanded in powers
of 1/N while keeping the ’t Hooft coupling fixed t = xN , with x the coupling
constant of the gauge theory. In the case of Chern-Simons theory, this large N
expansion is reminiscent of a string theory expansion. This connection between
Chern-Simons and topological strings was first pointed out by Witten [24] and has
been extended in [11]. For example, in [24] it is shown that if one wraps N D-branes
on M in T ∗M , then the associated topological A-model is a U(N) Chern-Simons
theory on the three manifold M .
On the other hand, regarding matrix models, in [10] it was already pointed out
that the structure of the partition function of Chern-Simons theory on S3 with
gauge group SU(N), resembles the usual expression for the partition function of a
one matrix model in terms of its associated orthogonal polynomials. Moreover, in
[15], it is shown that the partition function of Chern-Simons theory on S3 and with
gauge group U(N), is given by:
(2.2) Z =
e−
gs
12N(N
2−1)
N !
∫ ∏
i<j
(
2 sinh
ui − uj
2
)2 N∏
i=1
e−u
2
i/2gs
dui
2pi
,
that describes open topological A strings on T ∗S3 with N branes wrapping S3 (see
the details in [15]). These type of models have been further considered in [1, 12]. In
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[7], it was shown that topological strings for B-branes are equivalent to Hermitian
matrix models, then the idea in [1] is to obtain the results in [15], by applying
mirror symmetry to obtain B-brane matrix models. We will comment further on
the results in [1] later on. Now, we mainly focus on the study of (2.2). For recent
reviews along these lines see [16].
We remind that, as usual in Chern-Simons theory, the string coupling constant
gs is related with the k in (2.1) by:
(2.3) gs =
2pii
k +N
.
As explained in [15], the limit of the parameter gs → 0, lead to the usual Gaussian
Unitary ensemble. One can argue, for example, that in this limit, the Gaussian
becomes a Dirac delta function, and therefore the results are independent of the
correlation factor, or level repulsion. In [1, 15], this model is essentially studied
through the consideration of averages (in a Gaussian Unitary ensemble) of the
following quantities:
(2.4) e−
∑
∞
k=1 akσk(u), with ak =
B2k
k (2k)!
and σk (u) =
∑
i<j
(ui − uj)2k .
This method leads to a great amount of perturbative information. Nevertheless, we
note that the connection with the usual Hermitian matrix models -that is, of the
type given by (1.1) - is much simpler. Let us consider the following simple change
of variables:
(2.5) eui = xi,
then, (2.2), reads:
(2.6) Z =
e−
gs
12N(N
2−1)
N !
∫ ∏
i<j
(xi − xj)2
N∏
i=1
x−Ni e
− log2 xi/2gs dxi
2pi
.
The factor
∏
i x
−(N−1)
i can be readily absorbed by considering a simple but
remarkable property of the log-normal function ω (x) = e− log
2 xi/2gs :
(2.7) ω (xq) =
√
qxω (x) ,
Note that this functional equation is just a particular case of the following elemen-
tary identity:
e
−k2 log2
(
e(−α/2k
2)x
)
= e−k
2(log2 x+α2/4k4− α
k2
log x)(2.8)
= e−α
2/4k2xαe−k
2 log2 x.
Therefore, the Chern-Simons matrix model is directly related to an ordinary
Hermitian ensemble with log-normal weight function ω (x) = e− log
2 xi/2gs . Equiv-
alently, one could have used the change of variables exp (ui +Ngs) = xi. Notice
that the term Ngs is necessary to cancel, together with the term coming from the
Jacobian, the contribution
∏
i x
−(N−1)
i =
∏
i<j
1
xixj
. Actually, this method was al-
ready employed in [9], where the same matrix model seems to appear in a very
different context. One of our goals is to make contact between this model and
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Chern-Simons theory. As we shall see, this will comes out rather easily, due to the
existence of a closed system of orthogonal polynomials associated to the log-normal
weight. These polynomials are q-deformed polynomials known as Stieltjes-Wigert
polynomials [21]. This opens the possibility of a complete solution for the model
(2.2) of [1, 15] (see also [9]), using the classical results for Hermitian ensembles and
these polynomials. Secondly, we shall show -giving explicit examples- that there
exists infinitely many matrix models -deformations of (2.6)- with exactly the same
(Chern-Simons) partition function.
2.1. Chern-Simons partition function through the matrix model compu-
tation. Using the previous results and the Stieltjes-Wigert orthogonal polynomials
[21], we can find a complete solution of the matrix model considered in [15], and, in
particular, for the partition function. For this, we can use the following well-known
result for the partition function in terms of the orthogonal polynomials [8]:
(2.9)
Z =
∫
...
∫ N∏
i=1
ω (xi) dxi
∏
i<l
(xi − xl)2 = N !∏N−1
i=0 a
2
i
= N !a−2N0
N−1∏
i=1
((
ai−1
ai
)2)N−i
.
where the coefficient ai is:
(2.10) pi (x) = aix
i + ...
The first step is to compute the Z associated to the Stieltjes-Wigert orthogonal
polynomials. The coefficients are given by [21]:
(2.11) aj = q
(j+1/2)2
{
(1− q) ... (1− qj)}−1/2 ,
then
(2.12)
(
aj−1
aj
)2
= q−4j
(
1− qj) ,
and a0 = q
1/4. Therefore:
Zsw = N !q
−N/2
N−1∏
j=1
q−4j(N−j)
(
1− qj)N−j(2.13)
= N !q−
1
6N(2N−1)(2N+1)
N−1∏
j=1
(
1− qj)N−j ,
but we are interested in :
Zsinh =
∫ N∏
i=1
dui
2pi
e−
u2i
2gs
∏
i<j
(
2 sinh
(
ui − uj
2
))2
(2.14)
= (2pi)−N e
−N3gs
2
∫ N∏
i=1
dxie
− log
2(xi)
2gs
∏
i<j
(xi − xj)2 .
Making the identification k2 = 12gs , and therefore q = e
−gs . It is remarkable
that we have naturally obtained, from this q deformed orthogonal polynomials, the
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usual q parameter in Chern-Simons theory. The partition function with the usual
Stieltjes-Wigert weight, corresponds to:
Zsw =
∫ N∏
i=1
dxipi
−1/2ke−k
2 log2(xi)
∏
i<j
(xi − xj)2(2.15)
= (2pigs)
−N/2
∫ N∏
i=1
e−
log2(xi)
2gs dxi
∏
i<j
(xi − xj)2 .
Therefore:
(2.16) Zsinh =
( gs
2pi
)N/2
N !e
1
6 gsN(N
2−1)
N−1∏
j=1
(
1− qj)N−j .
To make explicit contact with the typical expressions for the Chern-Simons partition
functions (as in [10] for example) we make some transformations on the product
term.
N−1∏
j=1
(
1− qj)N−j = N−1∏
j=1
(
2 sinh
gsj
2
)N−j
e−
gsj(N−j)
2
= e
−1
12 gsN(N
2−1)e
ipi
4 N(N−1) ·
N−1∏
j=1
(
2 sin
gsj
2i
)N−j
.(2.17)
The final expression for the partition function is [15]:
Z =
e−
1
12 gsN(N
2−1)
N !
Zsinh(2.18)
=
( gs
2pi
)N/2
e
ipi
4 N(N−1)
N−1∏
j=1
(
2 sin
gsj
2i
)N−j
,
and since gs =
2pii
k+N , we finally find:
(2.19) Z = e
1
4 ipiN
2
(k +N)
−N/2
N−1∏
j=1
(
2 sin
pij
k +N
)N−j
.
It was already mentioned in [10], that the structure of the partition function
resembled very much the general expression for the partition function of a one ma-
trix model in terms of the associated orthogonal polynomials. Here, based on the
result in [15], we are making this statement precise through the explicit computa-
tion. Notice that the differences between the SU(N) and U(N) comes essentially
from the contribution of the partition function of U(1) (see, for example, the first
reference in [16] for more details).
3. Infinitely many matrix models with the same Chern-Simons
partition function
In this second part we shall show that the matrix models involved that appear in
Chern-Simons theory present a novelty in comparison with most of known matrix
models (like the ones that are relevant in 2D quantum gravity). Broadly speaking,
its weight function is so broad that there is a non-uniqueness issue that leads to
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very practical and concrete results for the matrix model: there are infinitely many
models with identical properties. In particular, identical (Chern-Simons) partition
function. We begin by briefly reviewing some introductory results in the theory of
the moment problem.
3.1. Relevant results from the moment problem. The two basic moment
problems are [19]:
3.1.1. Hamburger moment problem. Given a sequence of reals γ0,γ1, ... , when is
there a measure, dρ, on (−∞,∞) so that
(3.1) γn =
∫ ∞
−∞
xndρ (x)
and if such measure exists, is it unique ?
3.1.2. Stieltjes moment problem. Given a sequence of reals γ0,γ1, ... , when is there
a measure, dρ, on (0,∞) so that
(3.2) γn =
∫ ∞
0
xndρ (x)
and if such measure exists, is it unique ?
In our case, we are not concerned with the question regarding existence, since
we always refer to the weight function ω (x) and its associated moments. Then,
the main point is to know whether we are in the determinate or indeterminate
case. To fix ideas, let us mention that there is a natural boundary for functions
of the form e−V (x), with V (x) of polynomial form. In the Hamburger case, the
boundary is given by V (x) = |x|α with α = 1, while in the Stieltjes case it is given
by V (x) = |x|α with α = 1/2.
Then, in the usual matrix models considered (as reviewed in [8] for example),
one is essentially always in the determined case.
Consider now the following generalization of the log-normal weight:
(3.3) fθ(x) = e
− log2 x(1 + ϑ sin (2pi log x)) , with ϑ ∈ [−1, 1] .
The moments of this function are [20]:
(3.4) γn =
∫ ∞
0
fθ(x)x
ndx =
√
pie
1
4 (n
2+1).
Note that all the integer moments are completely independent of the parameter
ϑ. This means that all the functions in the family fθ(x) have the same moments.
Thus, they are all undetermined by them. Conversely, one can say that the set of
moments γn =
√
pie
1
4 (n
2+1), is an indeterminate set. We present now a detailed
consideration of this family of functions. The main point is the computation of its
Mellin transform.
First, note that for θ = 0 we have the log-normal distribution e− log
2(x). Its Mellin
transform is:
(3.5) M [f (x) ; s] = epi
2/4Erf
(
−s
2
)
.
The other part of the Stieltjes function is e− log
2 x sin (2pi lnx). From (3.4), we
know that all of its integer moments are zero. The most enlightening possibility is
to compute its Mellin transform:
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x
543210
0.8
0.6
0.4
0.2
0
-0.2
-0.4
-0.6
-0.8
Figure 1. The oscillatory term in fθ(x)
(3.6) I ≡
∫ ∞
0
xs−1e− log
2(x) sin (2pi log x) dx.
We use the change of variables y = − s+12 + log x. The integral becomes:
I =
∫ ∞
−∞
e−y
2+ 14 (s
2+1) sin
[
2pi
(
y +
s+ 1
2
)]
dy(3.7)
=
√
pie
1
4 (s
2+1) sin (pi (1 + s)) .
The change of variables is the one employed by Stieltjes [20], with a generic,
complex s instead of an integer k. Clearly, after the change of variables, since sin
is a periodic and odd function, its value is zero at s = k. Nevertheless, the result
is even clearer when looking at the full Mellin Transform: the contribution of the
additional function is zero only for integer values of s.
As a consequence, for example, we have that any of the following functions have
the same integer moments.
x
543210
1.4
1.2
1
0.8
0.6
0.4
0.2
0
Figure 2. θ = 1/2
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Figure 3. θ = 1 (solid) and θ = −1 (dashed)
Consequently, it is manifest now that there are infinitely many matrix models
with exactly the same partition function. Therefore, it turns out that the partition
function of U (N) Chern-Simons theory on S3 can be given by an infinitely many
different matrix models. From what we have seen, one possibility is:
(3.8) ZN =
∫ N∏
i=1
e−u
2
i /2gs (1 + θ sin (2pi (ui/gs +N)))
dui
2pi
∏
i<j
(
2 sinh
ui − uj
2
)2
,
as always, with θ ∈ [−1, 1] . Notice that due to the correspondence between (2.2)
and (2.6) through (2.5), the density of states of (3.8) does not satisfy the property:
(3.9)
∫ ∞
−∞
ρθ (u)u
ndu = γn,
(that is, the moments are different for each matrix model). But rather:
(3.10)
∫ ∞
−∞
ρθ (e
u) e(n+1)(u+Ngs)du = γ˜n, with n ∈ Z.
To extract further physical consequences of these results and its implications
for the connection between matrix models and topological quantum field theories
seems an interesting open question.
4. On matrix models with soft potentials
In this concluding Section we show that the properties exhibited by the Chern-
Simons matrix model are typical of models with weakly confining -soft - potentials.
The mathematically precise description is that the potential is such that e−V (x) is
a function that is not determined by its moments. This feature has already been
discussed in the context of random matrix theory and also in the particular case of
q-deformed matrix models [17]. In this last case, the one we are mainly interested,
the non-uniqueness is strong since the potentials are asymptotically V (x) ∼ log2 x
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for x→∞ [17] and we have already mentioned that we are in the soft regime when
the confinement provided by the potential is weaker than V (x) ∼ x.
Employing basic results on indeterminate functions w (x) , and the classical ran-
dom matrix formulae, one can prove that the density of states of a matrix model is
an indeterminate function if its weight function is indeterminate by its moments.
This can be readily shown if we consider the expression for the density of states (for
anyN) (1.6) and Krein proposition [19], that essentially says that if
∫∞
−∞
logQN (x)
1+x2 dx
is convergent, then the corresponding moment problem is undetermined. An anal-
ogous case holds for the Stieltjes case.
From (1.6) we have:
log ρ(x) = logω (x) + log
(
pN (x)p
′
N−1(x)− p′N (x) pN−1 (x)
)
= logω (x) + logQN (x).(4.1)
with QN(x) a polynomial. We write the expression in the second way, to emphasize
that we just have the addition of a polynomial term. Then:
(4.2)
∫ ∞
−∞
logQN(x)
1 + x2
dx <∞,
and
(4.3)
∫ ∞
0
logQN (x)√
x (1 + x)
dx <∞.
Therefore, the convergence or divergence of
∫∞
−∞
log ρ(x)
1+x2 dx and
∫∞
0
log ρ(x)√
x(1+x)
dx is ex-
clusively given by the convergence or divergence of
∫∞
−∞
log ω(x)
1+x2 dx and
∫∞
0
log ω(x)√
x(1+x)
dx,
respectively. Then, taking into account Krein proposition, it turns out that the ma-
trix models characterized by an indeterminate weight function, have different (but
indeterminate) density of states but the same partition function. Thus, we have
seen that the density of states is an indeterminate function. Let us show explicitly
that their moments are all equal:
(4.4) ρθ(x) = ωθ (x)QN (x) ,
that is clearly θ dependent and the moments:
(4.5) δn,θ =
∫
xnωθ (x)QN (x) dx = δn.
are θ−independent, since the polynomial QN (x) is always the same and then we
are lead to a sum of moments of the indeterminate function ωθ (x), each one of
them θ−independent. Now, we can show that the partition functions are identical.
We use the following expression:
(4.6) ZN,θ =
∫
ρN (x) dx =
∫
ωθ (x)QN (x)dx = ZN .
That is, the partition function as the 0-moment of the density of states. Alterna-
tively, the usual expression for the partition function in terms of the orthogonal
polynomials can be used [8]:
(4.7) ZN =
N !∏N−1
i=0 a
2
i
,
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where ai are the following coefficients of the associated orthogonal polynomials:
PN (x) = aNx
N + ... This expression is valid for any weight function and only
depends on the associated orthogonal polynomials, that are the same for any θ.
Then, for example, all matrix models with the weight functions (3.3), have the
same orthogonal polynomials (essentially the Stieltjes-Wigert [21], see above). Nev-
ertheless, it is plain that each one will have a different density of states, since we
have a different weight function (as we have seen in the previous figures).
In any case, it is clear that approaching matrix models only from the perspec-
tive of orthogonal polynomials, there is no a priori reason to choose the log-normal
weight, since any member of the infinite family has identical orthogonal polyno-
mials. Furthermore, the family of functions above discussed is by no means the
only one. From our analysis with the Mellin transform, is clear that many other
functions instead of sin, can lead to the same phenomena. In addition, examples
such as [3]:
(4.8) ω (x) =
x−5/2
(−x; q)∞ (−q/x; q)∞
, 0 < x <∞,
can be relatively easily found in the literature. This weight function also leads to the
Stieltjes-Wigert polynomials, that are actually terminating basic hypergeometric
series and have intimate relationships with theta functions [3]. In this work, we have
discovered their remarkable connection with Chern-Simons theory and quantum
topological invariants. In general, it turns out that the set V of solutions to an
indeterminate moment problem contains very different types of measures: measures
µ ∈ V with a C∞−density, discrete measures and measures which are continuous
singular [4]. Explicit cases of these last types are found in [6].
5. Conclusions and outlook
We have seen that the matrix models that appear in Chern-Simons theory are
exactly solvable and that have many interesting properties, which are novel in
comparison with the matrix models that appear in 2D quantum gravity. Therefore,
the orthogonal polynomials technique constitute an interesting non-perturbative
method. We have checked this for the simple case of S3 and gauge group U(N) and,
interestingly enough, the use of q-deformed orthogonal polynomials readily leads
to the usual parameter of Chern-Simons theory. It seems feasible, and certainly an
interesting task, to try to extend this result to other geometries -like lens spaces-
and to other gauge groups as well [12].
On the other hand, the non-uniqueness property that we have established does
not only seem to be interesting from a mathematical perspective, but it may have
some physical meaning as well. We have emphasized the fact that the original
Chern-Simons matrix model can be deformed in infinitely many ways, leaving the
partition function always unmodified. Since this is a Chern-Simons partition func-
tion, we know it is a topological invariant. A well-known result in topology says
that the topological invariant of a three-manifold is independent of the triangula-
tion employed to compute the invariant. Thus, one is tempted to try to interpret all
these matrix models as representing different triangulations of the manifold. Thus,
in a sense, it would be interesting to try to obtain an analogous interpretation to
the role of more ordinary matrix models in 2D quantum gravity, but in three di-
mensions. This is a bit speculative line of research, but it may still be worth. In
12 M. TIERZ
any case, the non-uniqueness properties are a distinctive mathematical feature of
the models and the way the it appears seems also rather interesting in itself, since
the resulting logarithmic oscillations are quite typical of physical models where a
quantum group structure is present. A more detailed account of this will appear
elsewhere.
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