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We develop the formalism of quantum mechanics on three dimensional fuzzy space and solve the
Schro¨dinger equation for a free particle, finite and infinite fuzzy wells. We show that all results
reduce to the appropriate commutative limits. A high energy cut-off is found for the free particle
spectrum, which also results in the modification of the high energy dispersion relation. An ultra-
violet/infra-red duality is manifest in the free particle spectrum. The finite well also has an upper
bound on the possible energy eigenvalues. The phase shifts due to scattering around the finite fuzzy
potential well have been calculated.
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2I. INTRODUCTION
Since the observation by Doplicher et al.[1] that non-commutative space-time may be a scenario for space-
time at short length scales that take into account quantum gravitational effects, the formulation of quantum
mechanics [2, 3] and quantum field theories [4] on such space-times has become a very active field of research.
The effects of non-commutative space-time are, however, only expected to show up at extremely high energies,
temperatures and densities. This motivates the study of the thermodynamic behaviour of non-commutative
gases of fermions under these extreme conditions with the hope of establishing some benchmarks for possible
experimental observation. Using earlier results for the spectrum of a two-dimensional spherical well [5],
the thermodynamics of Fermi gases confined by such a potential were investigated in [6, 7] as a first step.
This clearly showed sharp deviations from commutative behaviour at high density and pressure. Most
noteworthy of these results was the appearance of a high-energy cut-off in the spectrum, which resulted
in incompressibility and non-extensive behaviour of thermodynamic quantities, such as entropy, at high
densities [6, 7].
A natural question is how these observations manifest themselves in three dimensions. Here the most naive
form of non-commutativity, i.e. [xi, xj ] = iθij , proves to be problematic as it leads to a breaking of rotational
symmetry due to emergence of a preferred commutative direction associated with the vanishing eigenvalue
of the matrix θij . The preservation of the rotational symmetry was a key element for solving the spectrum
of a non-commutative well in two-dimensions and the absence of rotational symmetry is a big stumbling
block in generalising these results to three dimensions. In addition, the thermodynamics of this scenario was
already investigated in [7] and found to lead to unwanted physical behaviour, which can in fact be taken as
an argument against this simple form of non-commutativity.
A way out of this dilemma is to start with a different model of non-commutativity in three dimensions that
does not violate rotational symmetry. The best known and simplest commutation relations that satisfy this
condition, and that we adopt here, are the fuzzy sphere commutation relations defined by [xi, xj ] = iijkxk.
For brevity we refer to this as the three dimensional (3D) fuzzy space. To pursue the program above in this
setting, one has to define and solve for the spectrum of the spherical well in three dimensions. Some work in
this direction was already undertaken in [8] where the Coulomb problem in 3D fuzzy space was investigated.
The aim of this paper is to formulate quantum mechanics on 3D fuzzy space, solve the free particle problem,
define the notion of a non-commutative well (referred to as the 3D fuzzy well) and, finally, to solve for
the spectrum of the well. These results will be used in a forthcoming publication [9] to compute the
thermodynamics of a Fermi gas confined to such a well and explore the physical consequences.
This paper is organised as follows: In section II we briefly list some results for the free particle problem in
three dimensional commutative space that are useful and of relevance to the non-commutative formulation
pursued in section III. Section IV is devoted to solving the non-commutative free particle problem in 3D
fuzzy space. The resulting spectrum is analysed in section V. Section VI discusses the problem of a spherical
fuzzy potential well, which is defined, solved and analysed in this section. Section VII presents a useful
complimentary treatment of the 3D fuzzy well based on the technique developed in [8, 12], which is then
used to solve the infinite well. Some useful results and their derivations are listed in the appendices.
3II. COMMUTATIVE FREE PARTICLE
Although a text book problem, it is useful to collect here, for future reference and comparison, some results
for the commutative free particle problem. In radial coordinates the Hamiltonian is given by
H0 =
1
2m0r2
(
L2 + ~2
)
, (1)
where L2 =
∑
i L
2
i and Li are the standard orbital angular momentum operators. Furthermore  is a second
order differential operator given in terms of the radial variable by
 = −∆(∆ + 1), ∆ = r ∂
∂r
. (2)
The simultaneous eigenfunctions of L2 and L3 are the well-known spherical harmonics Ylm(θ, φ) satisfying:
L2Ylm = l(l + 1)~2Ylm, L3Ylm = m~Ylm, ` = 0, 1, 2 . . . , m = −`,−`+ 1 . . . `. (3)
The free particle time independent Scho¨dinger equation is
H0ψ = Eψ. (4)
Setting
ψ = gk,l(r)Ylm, (5)
yields the equation for the radial part of the wave function gk,l(r):
r2g′′k,l(r) + 2rg
′
k,l(r) +
{
k2r2 − l(l + 1)} gk,l(r) = 0, k = 1~√2m0E. (6)
One can write the solutions of the above equation in terms of Bessel polynomials [10]
gk,l(r) =
e±ikr
kr
yl
(
± i
kr
)
. (7)
When expanded in powers of x they read
yl(x) =
l∑
s=0
(l + s)!
(l − s)!s!
(x
2
)s
. (8)
These polynomials satisfy the differential equation
x2y′′l + 2(x+ 1)y
′
l − l(l + 1)yl = 0. (9)
Note that each of the solutions given by (7), i.e.,
g
(1)
k,l (r) =
eikr
kr
yl
(
i
kr
)
, g
(2)
k,l (r) =
e−ikr
kr
yl
(
− i
kr
)
, (10)
is not well behaved at the origin. However, one can construct a linear combination such that it is well
behaved everywhere. These are the spherical Bessel functions:
gk,l(r) = jl(kr) =
i−l−1
2
g
(1)
k,l (r)−
il+1
2
g
(2)
k,l (r). (11)
4In terms of these, the appropriate eigenfunctions of the full time-independent Schro¨dinger equation (4) reads
ψklm(r, θ, φ) = jl(kr)Ylm(θ, φ), (12)
with corresponding eigenvalue E = ~
2k2
2m0
.
In the non-commutative case it turns out that the mixed spherical harmonics Ylm defined by
Ylm = rlYlm (13)
are the more natural quantities. They satisfy
L2Ylm = l(l + 1)~2Ylm, L3Ylm = m~Ylm, (14)
as well as
Ylm = −l(l + 1)Ylm, H0Ylm = 0. (15)
Writing the wave function as
ψk,l,m = hk,l(r)Ylm, (16)
or, in terms of gk,l(r),
gk,l(r) = r
lhk,l(r) (17)
the equation for hk,l(r) is found to be
rh′′k,l(r) + 2(l + 1)h
′
k,l(r) + k
2rhk,l(r) = 0. (18)
The two independent solutions are
h
(1)
k,l (r) =
eikr
krl+1
yl
(
i
kr
)
, h
(2)
k,l (r) =
e−ikr
krl+1
yl
(
− i
kr
)
. (19)
The well-behaved solution is a linear combination of the above two solutions and is given in terms of the
spherical Bessel functions by
hk,l(r) =
jl(kr)
rl
=
i−l−1
2
h
(1)
k,l (r)−
il+1
2
h
(2)
k,l (r). (20)
A notion that appears quite naturally in the non-commutative three dimensional space based on fuzzy sphere
commutations relations is that of the Hopf fibration, which is a map from C2 ∼ R4 to R3 given by
Xi =
1
2
z¯ασ
i
αβzβ . (21)
One can easily verify that
r2 = XiXi = X
2
1 +X
2
2 +X
2
3 =
(
ρ2
2
)2
, (22)
ρ being the radial distance in C2
ρ2 = z¯αzα = |z1|2 + |z2|2. (23)
One can check that the operator 12
(
z¯α
∂
∂z¯α
+ zα
∂
∂zα
)
in C2 corresponds to the radial “scaling” operator ∆
in R3, i.e.,
∆ = r
∂
∂r
=
1
2
(
z¯α
∂
∂z¯α
+ zα
∂
∂zα
)
. (24)
5III. NON-COMMUTATIVE FORMALISM
To set up the quantum formalism for a particle moving in 3D fuzzy space, we follow the approach of [2].
In this approach the first step is to identify an appropriate Hilbert space Hc (referred to as configuration
space in [2]), which carries a representation of the coordinate algebra. In the next step the quantum Hilbert
space Hq, in which the pure states (‘wave-functions’) of the system are presented, is identified with the
Hilbert-Schmidt operators on the configuration space that are generated by the coordinate operators. The
rationale behind this identification is the analogy with the standard formulation of quantum mechanics on
the Hilbert space of square integrable wave-functions, i.e., we require the ‘wave-functions’ to be functions
of coordinates only and therefore to be generated by the coordinate operators, while the condition that the
‘wave-functions’ are Hilbert-Schmidt is analogous to square integrability.
The three dimensional fuzzy sphere is described by operators Xˆi satisfying the SU(2) commutation relations
[Xˆi, Xˆj ] = iθijkXˆk, (25)
where θ is the non-commutative parameter with units of a length. The Casimir Xˆ2 = XˆiXˆi commutes with
each Xˆi and is naturally identified with the radius of the fuzzy sphere and obviously determined by the
SU(2) representation under consideration.
It should now be clear how to identify the configuration space. Since we wish to describe the fuzzy R3, which
can be thought of as a collection of spheres, the natural non-commutative configuration space is a Hilbert
space that carries each allowed SU(2) representation exactly once, i.e., we imagine non-commutative R3 as
an ‘onion’ structure consisting out of a collection of fuzzy spheres:
Hc = span
{
|j,m〉, j = 0, 1
2
, 1, . . . , m = −j,−j + 1, . . . , j
}
(26)
and the linear span is over the field of complex numbers.
It is now easy to identify the quantum Hilbert space: the operators acting on Hc are elements of Hc ⊗H∗c
(H∗c denotes the dual of Hc) and in bra-ket notation a general linear combination of |j′,m′〉〈j,m|. However,
to be an element of the quantum Hilbert space, these operators must be generated from coordinate operators
only and, since these commute with the Casimir, the elements of the quantum Hilbert space must in addition
commute with the Casimir, i.e., must be diagonal in j. The quantum Hilbert space is therefore
Hq =
ψ = ∑
j,m′,m
cj,m′,m|j,m′〉〈jm| : trc
(
ψ†
(
Xˆ2 +
θ2
4
)1/2
ψ
)
<∞
 , (27)
where trc denotes the trace over configuration space. In bra-ket notation, we denote the elements of Hq by
|ψ) to distinguish them from elements of Hc and the inner product on Hq is given by
(ψ|φ) = 8piθ2 trc
(
ψ†
(
Xˆ2 +
θ2
4
)1/2
φ
)
. (28)
The factor of
(
Xˆ2 + θ
2
4
)1/2
, which commutes with all the elements of Hq plays an important role in the
hermiticity of the free particle Hamiltonian defined later in this section. Observables are identified with
6self-adjoint operators acting on the quantum Hilbert space. Obvious observables are the coordinates with
actions defined by left multiplication:
Xˆi|ψ) = |Xˆiψ), (29)
and the angular momentum operators with actions defined adjointly:
Lˆi|ψ) = |~
θ
[Xˆi, ψ]) ≡ |~
θ
adXˆiψ). (30)
They satisfy the SU(2) algebra commutation relations and obey the Leibnitz rule
Lˆi|ψˆφˆ) = |ψˆ(Lˆiφˆ)) + |(Lˆiψˆ)φˆ). (31)
In what follows it will turn out to be very useful to have a concrete realisation of the above Hilbert spaces
and operators. A particularly useful realisation is the Schwinger realisation of SU(2). Introducing the boson
creation and annihilation operators a†α, aα, α = 1, 2, this reads [8]
Xˆi=
θ
2
a†ασ
i
αβaβ (normal ordered) (32)
Xˆ ′i= −
θ
2
aασ
i
αβa
†
β (anti− normal ordered) (33)
with σi Pauli matrices. Configuration space Hc then becomes the boson Fock space
Hc = span{|n1, n2〉 = 1√
n1!n2!
(a†1)
n1(a†2)
n2 |0, 0〉}. (34)
Since the Casimir is given by
Xˆ2 = Xˆ
′2 = Rˆ(Rˆ+ θ), Rˆ =
θ
2
Nˆ , Nˆ = a†αaα, (35)
it is clear that each SU(2) representation occurs precisely once, as desired. The quantum Hilbert space Hq
is then identified with the space of states
Hq =
{
ψˆ =
∞∑
m1,m2,n1,n2=0
cm1m2n1n2
(
a†1
)m1 (
a†2
)m2
an11 a
n2
2 : m1 +m2 − n1 − n2 = 0, trc
(
ψ†
(
Rˆ+
θ
2
)1/2
ψ
)
<∞
}
,
(36)
equipped with the inner product (see (28))
(ψ|φ) = 8piθ2 trc
(
ψ†
(
Rˆ+
θ
2
)
φ
)
. (37)
Note that
[Rˆ, ψˆ] = 0 (38)
as required for operators generated by the coordinates only. In what follows, we denote the basis elements
of Hc by |n1, n2〉 = |j,m〉, where j = 12 (n1 + n2), m = 12 (n1 − n2) and the elements of Hq by |ψ). Here
|n1, n2〉 and |j,m〉 denotes the same state of Hc written in the notations of Fock and SU(2) representations,
respectively.
7As described above, observables are identified with self-adjoint operators on Hq, the most important ones
being the angular momentum operators Lˆi with action defined adjointly as in (30) as well as:
Lˆ′i|ψ) = |
~
θ
adXˆ′i
ψ). (39)
Note that Lˆ2 = Lˆ
′2. For later reference, it is useful to have an explicit form for the ladder operators:
Lˆ+ψˆ =
(
Lˆ1 + iLˆ2
)
ψˆ = ~
(
a†1[a2, ψˆ] + [a
†
1, ψˆ]a2
)
, Lˆ−ψˆ =
(
Lˆ1 − iLˆ2
)
ψˆ = ~
(
a†2[a1, ψˆ] + [a
†
2, ψˆ]a1
)
.
(40)
It should be clear that there is a close connection between the Schwinger representation of the 3D fuzzy space
and the Hopf fibration discussed earlier. Indeed, the connection follows quite straightforwardly through the
introduction of coherent states on Boson Fock space introduced in (34). The most important features of this
correspondence that we need are the following: The operator 12
(
z¯α
∂
∂z¯α
+ zα
∂
∂zα
)
in C2 corresponds to two
different choices in the non-commutative case
∆ˆψˆ=
1
2
(
a†α[aα, ψˆ]− [a†α, ψˆ]aα
)
(normal ordered), (41)
∆ˆ′ψˆ=
1
2
(
[aα, ψˆ]a
†
α − aα[a†α, ψˆ]
)
(anti− normal ordered). (42)
These operators are related by
∆ˆ− ∆ˆ′ = ada†αadaα = adaαada†α = [∆ˆ, ∆ˆ′]. (43)
When applied to a product of operators they give
∆ˆ
(
ψˆφˆ
)
= ψˆ
(
∆ˆφˆ
)
+
(
∆ˆψˆ
)
φˆ+
[
a†α, ψˆ
] [
aα, φˆ
]
, ∆ˆ′
(
ψˆφˆ
)
= ψˆ
(
∆ˆ′φˆ
)
+
(
∆ˆ′ψˆ
)
φˆ−
[
aα, ψˆ
] [
a†α, φˆ
]
. (44)
Furthermore, these operators commute with the angular momentum operators (30) and (39) and can therefore
at most involve (functions of) the radial coordinate Rˆ and the Lˆ2. They are therefore the closest non-
commutative analogues to the radial derivative introduced in the commutative case. Indeed, when applied
to an operator depending only on Rˆ they give
∆ˆψˆ(Rˆ) =
2
θ
Rˆ
(
ψˆ(Rˆ)− ψˆ
(
Rˆ− θ
2
))
, ∆ˆ′ψˆ(Rˆ) =
2
θ
(
Rˆ+ θ
)(
ψˆ
(
Rˆ+
θ
2
)
− ψˆ(Rˆ)
)
. (45)
Also note from (38) that (41) and (42) can be reduced to
∆ˆψˆ = a†α[aα, ψˆ], ∆ˆ
′ψˆ = [aα, ψˆ]a†α. (46)
We can now proceed to write the Hamiltonian for a particle moving in 3D fuzzy space. We start with the
free particle Hamiltonian, which is given by
Hˆ0 =
~2
θm0
(
Rˆ+ θ2
) (∆ˆ− ∆ˆ′) = ~2
θm0
(
Rˆ+ θ2
)ada†αadaα . (47)
This Hamiltonian is hermitian with respect to the inner product (37) as can be easily verified. It can also
be easily checked that it is a non-negative operator. It is important to note that the operators ∆ˆ and ∆ˆ′
are not separately hermitian with respect to this inner product, but only the combination introduced above.
Finally, it can be checked that the angular momentum operators Lˆi are also hermitian with respect to this
inner product. We now proceed to solve the time independent free particle Schro¨dinger equation:
Hˆ0ψˆ = Eψˆ (48)
8IV. SOLVING THE FUZZY FREE PARTICLE SCHRO¨DINGER EQUATION
We start by introducing the non-commutative analogues of the mixed spherical harmonics introduced for
the commutative case in section II:
Yˆlm = clmLˆl−m− Yˆll, Yˆll =
(
a†1
)l
al2, (49)
Yˆ ′lm = clmLˆ′l−m− Yˆ ′ll, Yˆ ′ll = Yˆl,−l = (−1)l
(
a†2
)l
al1. (50)
They satisfy
Lˆ2Yˆlm = l(l + 1)~2Yˆlm, Lˆ3Yˆlm = m~Yˆlm, (51)
Lˆ′2Yˆ ′lm = l(l + 1)~2Yˆ ′lm, Lˆ′3Yˆ ′lm = m~Yˆ ′lm. (52)
The action of ∆ˆ and ∆ˆ′ on them is given by
∆ˆYˆlm = ∆ˆ′Yˆlm = lYˆlm, ∆ˆYˆ ′lm = ∆ˆ′Yˆ ′lm = lYˆ ′lm, ⇒ (∆ˆ− ∆ˆ′)Yˆlm = (∆ˆ− ∆ˆ′)Yˆ ′lm = 0. (53)
It follows that
Hˆ0Yˆlm = Hˆ0Yˆ ′lm = 0, (54)
in line with (15). Another important feature of the non-commutative mixed spherical harmonics is the
following:
Yˆlm|n1, n2〉 = 0 for n = n1 + n2 < l. (55)
This result, as well as a more extensive discussion of the non-commutative mixed spherical harmonics can
be found in appendix B.
The next step is to write the wave function, as is usually done, as the product of a radial function and Yˆlm
ψˆk,l,m = hˆk,l(Rˆ) Yˆlm (56)
with k given in (6). Substituting it in the Schro¨dinger equation (48) gives the equation for hˆk,l(Rˆ):(
Rˆ− lθ
2
)
hˆk,l
(
Rˆ− θ
2
)
− 2
(
1− θ
2k2
8
)(
Rˆ+
θ
2
)
hˆk,l(Rˆ) +
(
Rˆ+
(l + 2)θ
2
)
hˆk,l
(
Rˆ+
θ
2
)
= 0. (57)
Here we have used (47), (44), (45), (53), (A14) and (A15). As the operator on the right hand side of (56)
vanishes when applied to states |n1, n2〉 with n1 +n2 < l (see (B8)), the above constraint is required only in
the domain of the configuration space spanned by the states |n1, n2〉 with n1 + n2 ≥ l. Writing
Rˆ =
θ
2
Nˆ , hˆk,l(Rˆ) = hˆk,l
(
θ
2
Nˆ
)
→ hˆk,l(Nˆ), (58)
we get (
Nˆ − l
)
hˆk,l(Nˆ − 1)− 2ξ
(
Nˆ + 1
)
hˆk,l(Nˆ) +
(
Nˆ + l + 2
)
hˆk,l(Nˆ + 1) = 0 (59)
9with
ξ = 1− θ
2k2
8
= 1− θ
2m0E
4~2
. (60)
The projection operator
Pˆj =
j∑
m=−j
|j,m〉〈j,m| =
n∑
n1=0
|n1, n− n1〉〈n1, n− n1| (61)
projects, in the configuration Hilbert spaceHc, onto the eigenspace of the number operator Nˆ with eigenvalue
n. Recalling the relation (35) between the radial coordinate Rˆ and Nˆ , this operator has the physical meaning
of projecting onto a shell of fixed radius in configuration space. A function of Nˆ now can be expanded as
hˆ(Nˆ) =
∞∑
n1,n2=0
h(n1 + n2)|n1, n2〉〈n1.n2|
=
∑
j=0, 12 ,1,...
h(2j)Pˆj
=
∞∑
n=0
h(n)Pˆn/2. (62)
Substituting this form for hˆk,l(Nˆ) in (59) and using the properties of the projection operators we get, for
n ≥ l, the difference equation:
(n− l)hk,l(n− 1)− 2ξ(n+ 1)hk,l(n) + (n+ l + 2)hk,l(n+ 1) = 0. (63)
Let us first solve (63) for the case of l = 0, in which case it reads:
nhk,0(n− 1)− 2ξ(n+ 1)hk,0(n) + (n+ 2)hk,0(n+ 1) = 0, n ≥ 0. (64)
The solutions are given by
hk,0(n) =
µn
n+ 1
(65)
where µ satisfies
µ2 − 2ξµ+ 1 = 0, (66)
and is explicitly given by
µ = ξ ±
√
ξ2 − 1. (67)
Note that the solution (65) satisfies the equation (64) for n ≥ 1, but not for n = 0. A general solution (for
ξ 6= ±1) is given by
hk,0(n) = A1h
(1)
k,0(n) +A2h
(2)
k,0(n), (68)
10
with
h
(α)
k,0 (n) = α0
µnα
n+ 1
, α = 1, 2, (69)
µ1, µ2 being the two solutions of (66) given by (67). α0, an arbitrary constant, has been introduced so that
the solution matches exactly the solution for general integral l, which is discussed next, when we set l = 0.
The solution (68) satisfies (64) even for n = 0, i.e.,
hk,0(1) = ξhk,0(0), (70)
provided the constants A1 and A2 are related as
A2 = −
h
(1)
k,0(1)− ξh(1)k,0(0)
h
(2)
k,0(1)− ξh(2)k,0(0)
A1 = −µ1 − 2ξ
µ2 − 2ξA1 = −
µ2
µ1
A1. (71)
Next we solve (63) for any positive integer l. To do so we use a suitable adaptation of the standard technique
described in [11]. Replacing n→ n− 1 in the (63) we get, for n ≥ l + 1,
(n− l − 1)hk,l(n− 2)− 2ξn hk,l(n− 1) + (n+ l + 1)hk,l(n) = 0. (72)
Let us introduce the notations
Eu(n) = u(n+ 1),
E−1u(n) = u(n− 1),
δu(n) = (E − 1)u(n) = u(n+ 1)− u(n),
δ(−1)u(n) =
(
1− E−1)u(n)= u(n)− u(n− 1), (73)
to define operators ρ and pi as
ρu(n) = (n− l)E−1u(n) = (n− l)u(n− 1),
piu(n) = (n− l)δ(−1)u(n) = (n− l) [u(n)− u(n− 1)] . (74)
For any positive integer k we then have
ρku(n) =
Γ(n− l + 1)
Γ(n− l − k + 1)E
−ku(n) =
Γ(n− l + 1)
Γ(n− l − k + 1)u(n− k), (75)
and we define ρk for any complex k through analytic continuation. Setting
hk,l(n) = µ
n vk,l(n) (76)
in (72) yields
(n− l − 1) vk,l(n− 2)− 2ξµn vk,l(n− 1) + µ2(n+ l + 1) vk,l(n) = 0. (77)
Multiplying with (n − l) and writing (n − l) vk,l(n − 1) and (n − l)(n − l − 1) vk,l(n − 2) as ρvk,l(n) and
ρ2vk,l(n), respectively, the above equation can be recast in the form[
ρ2 − 2µξnρ+ µ2(n− l)(n+ l + 1)] vk,l(n) = 0. (78)
11
Observing that
(pi + ρ+ l)u(n) = nu(n), (79)
one can replace n by pi + ρ+ l and using
ρpi = piρ− ρ, (80)
leads to [
(µ2 − 2ξµ+ 1)ρ2 + 2µ(µ− ξ)piρ+ 2lµ(µ− ξ)ρ+ µ2pi (pi + 2l + 1)] vk,l(n) = 0. (81)
As µ satisfies (66), this equation becomes
[f1(pi)ρ+ f0(pi)] vk,l(n) = 0, (82)
where
f1(pi) = 2µ(µ− ξ)(pi + l), f0(pi) = µ2pi(pi + 2l + 1). (83)
Consider the factorial functions
ρ˜k = ρk1 =
Γ(n− l + 1)
Γ(n− l − k + 1) . (84)
For different integral values of k we have
ρ˜k =

(n− l)(n− l − 1)...(n− l − k + 1) for k > 0,
1 for k = 0,
1
(n−l+1)(n−l+2)...(n−l−k) for k < 0.
Again these factorial functions are defined for complex k by analytic continuation. The following relations
can be readily checked:
ρmρ˜k = ρ˜m+k,
ρ˜0 = 1,
piρ˜k = kρ˜k,
pimρ˜k = kmρ˜k,
f(pi)ρ˜k = f(k)ρ˜k, (85)
where f(pi) is any polynomial in the operator pi. Taking the solution to be an inverse factorial series
vk,l(n) =
∞∑
s=0
αsρ˜
k−s, (86)
substituting in (82) and using the above results, yield
α0f1(k + 1)ρ˜
k+1 +
∞∑
s=0
{αs+1f1(k − s) + αsf0(k − s)} ρ˜k−s = 0. (87)
12
The ρ˜k’s for different k’s are linearly independent. Indeed, the Casorati’s determinant for two of them are
given by
W (ρ˜k, ρ˜k
′
) =
∣∣∣∣∣ ρ˜k ρ˜k
′
ρ˜k+1 ρ˜k
′+1
∣∣∣∣∣
= (k − k′)ρ˜kρ˜k′
6= 0 for k 6= k′. (88)
Equating the coefficients of different ρ˜k’s yields
α0f1(k + 1) = 0 ; indicial equation, (89)
αs+1f1(k − s) + αsf0(k − s) = 0. (90)
The indicial equation gives
k = −l − 1 for ξ 6= ±1, (91)
while the other equation gives
αs+1 = p(s)αs, p(s) = −f0(k − s)
f1(k − s) =
µ(l + s+ 1)(s− l)
2(µ− ξ)(s+ 1) . (92)
αs (for s > 0) is given by
αs = α0
s−1∏
r=0
p(r) =
(
µ
2(ξ − µ)
)s
(l − s+ 1)(l − s+ 2)...(l + s)
s!
α0. (93)
Note that αs vanishes for all s > l. Thus
αs =

(
µ
2(ξ−µ)
)s
(l+s)!
(l−s)!s!α0 for 0 ≤ s ≤ l,
0 for s > l.
We therefore get
hk,l(n) = µ
n
l∑
s=0
α0
(
µ
2(ξ − µ)
)s
(n− l)! (l + s)!
(n+ s+ 1)! (l − s)! s! . (94)
Note that this solution for hk,l(n) is well defined for n ≥ l. On the other hand it satisfies (72) only for
n > l + 1, but not for n = l + 1. A general solution is given by
hk,l(n) = A1h
(1)
k,l (n) +A2h
(2)
k,l (n), (95)
where
h
(α)
k,l (n) = µ
n
α
l∑
s=0
α0
(
µα
2(ξ − µα)
)s
(n− l)! (l + s)!
(n+ s+ 1)! (l − s)! s! , α = 1, 2, (96)
and µ1, µ2 are the two solutions of (66) given by (67). The solution (95) satisfies (72) even for n = l+ 1, i.e.
hk,l(l + 1) = ξhk,l(l), (97)
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if the constants A1 and A2 are related by
A2 = −
ξh
(1)
k,l (l)− h(1)k,l (l + 1)
ξh
(2)
k,l (l)− h(2)k,l (l + 1)
A1. (98)
As a consistency check, we investigate the commutative limit of these solutions. This can be done on
two levels, firstly one can check that the radial equation (57) has the appropriate commutative limit and,
secondly, one can check that the solutions above reduce to the commutative solutions. let us first consider
the commutative limit of the radial equation (57). Expanding hˆk,l
(
Rˆ− θ2
)
and hˆk,l
(
Rˆ+ θ2
)
in θ yields
hˆk,l
(
Rˆ− θ
2
)
= hk,l(r)− θ
2
h′k,l(r) +
θ2
8
h′′k,l(r) + ...,
hˆk,l
(
Rˆ+
θ
2
)
= hk,l(r) +
θ
2
h′k,l(r) +
θ2
8
h′′k,l(r) + ... . (99)
Substituting in (57) indeed yields the commutative radial equation (18). Next we turn to the commutative
limit of the solutions. Substituting (60) in (67) yields
µ = 1− θ
2k2
8
± θk
2
√
θ2k2
16
− 1 = 1− θ
2m0E
4~2
± θ
~
(
m0E
2
)1/2√
θ2m0E
8~2
− 1 (100)
Upon setting (see (58)) r = n θ2 one readily finds:
lim
θ→0
µn = exp{ lim
θ→0
n lnµ} = e±ikr, (101)
µ
ξ − µ ≈ ±
2i
θk
+ higher orders in θ, (102)
(n− l)!
(n+ s+ 1)!
=
1
(n+ s+ 1)(n+ s)...(n− l + 1)
=
1(
2r
θ + s+ 1
) (
2r
θ + s
)
...
(
2r
θ − l + 1
)
≈
(
θ
2r
)l+s+1
+ higher orders in θ, (103)
from which it follows that (94) reduces in the commutative limit to
hk,l(r) =
(
θ
2r
)l+1
αθ→00 e
±ikryl
(
± i
kr
)
, (104)
where αθ→00 denotes the commutative limit of α0 and the Bessel polynomials yl(x) appearing here are given
in (8). Upon choosing α0 such that its commutative limit satisfies
θl+1αθ→00 =
2l+1
k
, (105)
the solution goes to the correct limit as given in (19).
V. INTERPRETING THE SPECTRUM OF THE FUZZY FREE PARTICLE
In this section we analyse the spectrum of the fuzzy free particle in more detail. For this purpose, it is
convenient to define a dimensionless energy
ε =
θ2m0E
8~2
=
θ2k2
16
, (106)
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in terms of which (60) and (67) read
ξ = 1− 2ε, µ = 1− 2ε± 2
√
ε(ε− 1). (107)
As already pointed out in section III, the free particle Hamiltonian is non-negative and subsequently the
energy E and hence ε are also non-negative as indicated in (106).
We start by considering the range of energies 0 < ε < 1. In this case µ is complex:
µ = 1− 2ε± 2i
√
ε(1− ε). (108)
Since −1 < 1− 2ε < 1, one can always choose an angle 0 < ϕ < pi such that
ξ = 1− 2ε = cosϕ,
√
1− ξ2 = 2
√
ε(1− ε) = sinϕ. (109)
In terms of this, we get
µ1 = e
iϕ, µ2 = e
−iϕ, ε = sin2
(ϕ
2
)
(110)
and
k =
1
~
√
2m0E =
4
θ
√
ε =
4
θ
sin
(ϕ
2
)
. (111)
The solution (96) becomes
h
(1)
ϕ,l(n) =
1
2
(
2
θ
)l
csc
(ϕ
2
)
einϕ
l∑
s=0
eis(ϕ+
pi
2 )
(2 sinϕ)s
(n− l)! (l + s)!
(n+ s+ 1)! (l − s)! s! ,
h
(2)
ϕ,l(n) = h
(1)∗
ϕ,l (n) =
1
2
(
2
θ
)l
csc
(ϕ
2
)
e−inϕ
l∑
s=0
e−is(ϕ+
pi
2 )
(2 sinϕ)s
(n− l)! (l + s)!
(n+ s+ 1)! (l − s)! s! . (112)
Here we have chosen α0 =
(
2
θ
)l+1 1
k =
1
2
(
2
θ
)l
csc
(
ϕ
2
)
(see (105) and (111)). Also the quantum number k has
been replaced by ϕ as they are related by the bijection (111) for the energy range 0 < ε < 1 with 0 < ϕ < pi.
The property h
(2)
ϕ,l(n) = h
(1)∗
ϕ,l (n) simplifies the relation (98) to
A2 = −
cosϕh
(1)
ϕ,l(l)− h(1)ϕ,l(l + 1)
cosϕh
(1)∗
ϕ,l (l)− h(1)∗ϕ,l (l + 1)
A1 = −e2iδϕ,lA1, δϕ,l = arg
[
cosϕ h
(1)
ϕ,l(l)− h(1)ϕ,l(l + 1)
]
. (113)
The full fuzzy free particle solution can now be written down:
ψˆϕ,l,m = hˆϕ,l(Nˆ) Yˆlm, (114)
where hˆϕ,l(Nˆ) is expanded as in (62) with the coefficients being given by
hϕ,l(n) = A1
[
h
(1)
ϕ,l(n)− e2iδϕ,l h(1)∗ϕ,l (n)
]
, n ≥ l. (115)
Note that in order to get the action of ψˆϕ,l,m on an arbitrary Fock state |n1, n2〉, one does not need to know
hϕ,l(n) for n < l, as Yˆlm (and hence ψˆϕ,l,m) annihilates the states |n1, n2〉 with n = n1 + n2 < l. Taking
eiδϕ,l out of the bracket and absorbing it into the arbitrary coefficient we get for n ≥ l
hϕ,l(n) = A =
[
e−iδϕ,l h(1)ϕ,l(n)
]
=
A
2
(
2
θ
)l
csc
(ϕ
2
) l∑
s=0
sin
[
nϕ+ s
(
ϕ+ pi2
)− δϕ,l]
(2 sinϕ)s
(n− l)! (l + s)!
(n+ s+ 1)! (l − s)! s! ,
(116)
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where
A = 2ieiδϕ,lA1, (117)
and =(z) denotes the imaginary part of the complex number z. As the hϕ,l(n) in (116) is pure real (up to the
complexity of the normalization constant A), it represents a standing wave. The constant A is determined
by requiring the wave function ψˆϕ,l,m to be normalized in the following way(
ψˆϕ,l,m , ψˆϕ′,l′,m′
)
= δ(ϕ− ϕ′) δll′ δmm′ (118)
Note that the orthogonality of the wave functions is ensured by the hermiticity of the Hamiltonian (47).
For the purposes of a scattering and phase analysis, it is useful to find the asymptotic behaviour of these
solutions. The leading asymptotic behaviour of the inverse factorial function for n→∞ is:
(n− l)!
(n+ s+ 1)!
=
1
(n− l + 1)(n− l + 2)...(n+ s+ 1) →
1
nl+s+1
, s ≥ 0. (119)
Hence
h
(1)
ϕ,l(n)
∣∣∣
n→∞
=
1
2
(
2
θ
)l
csc
(ϕ
2
) einϕ
nl+1
, (120)
representing an outgoing spherical wave, while h
(1)∗
ϕ,l (n) represents an incoming spherical wave. hϕ,l(n)
represents an incident incoming spherical wave of energy E getting fully reflected at the origin to produce
an outgoing spherical wave of the same energy with a phase difference of 2δϕ,l. The energy dependence of
the frequency of the spherical wave ϕ is different from the commutative case, reflecting a modified dispersion
relation. Modified dispersion relations have important thermodynamic consequences that have been studied
extensively (see for example [14–16]). Note that in the commutative limit (see (111))
ϕ|θ→0 ∼ θk
2
⇒ einϕ → eikr, (121)
and subsequently that h
(1)
ϕ,l(n) reduces to the appropriate outgoing spherical wave in the commutative limit:
h
(1)
ϕ,l(n)
∣∣∣
n→∞,θ→0
=
eikr
krl+1
. (122)
Finally, for consistency, we also check the commutative limit of the phase difference. In this regard, note
that the phase difference between incoming and outgoing spherical waves for a free particle as given in (113)
depends on both the ϕ−value (and hence energy) and the l−value (i.e., the angular momentum) in contrast
with the commutative case where it is given by lpi2 and does not depend on the energy or momentum. Using
(106) and (109) we write
cosϕ = 1− θ
2k2
8
(123)
and expand h
(1)
ϕ,l(l) and h
(1)
ϕ,l(l + 1) in θ:
h
(1)
ϕ,l(l + 1) = h
(1)
ϕ,l
(
r =
(l + 1)θ
2
)
= h
(1)
ϕ,l(r = 0) +
(l + 1)θ
2
h
(1)′
ϕ,l (r = 0) + O(θ2),
h
(1)
ϕ,l(l) = h
(1)
ϕ,l
(
r =
lθ
2
)
= h
(1)
ϕ,l(r = 0) +
lθ
2
h
(1)′
ϕ,l (r = 0) + O(θ2), (124)
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to obtain
cosϕ h
(1)
ϕ,l(l)− h(1)ϕ,l(l + 1) = −
θ
2
h
(1)′
ϕ,l (r = 0) + O(θ2). (125)
Using (8) and (19) one finds
h
(1)′
ϕ,l (r)
∣∣∣
r→0
∼ − (2l + 1)!
2lkl+1r2l+2 l!
ei
lpi
2 . (126)
The relation between the coefficients, i.e., (113) in the commutative limit then becomes
A2 = −eilpiA1, ⇒ δϕ,l|θ→0 =
lpi
2
. (127)
Next we consider ε = 0 in which case ξ = 1 and the difference equation (72) becomes (n ≥ l + 1)
(n− l − 1)hk,l(n− 2)− 2nhk,l(n− 1) + (n+ l + 1)hk,l(n) = 0. (128)
Multiplying with (n− l), writing (n− l)hk,l(n−1) and (n− l)(n− l−1)hk,l(n−2) as ρhk,l(n) and ρ2hk,l(n),
respectively, replacing n by pi + ρ+ l and using ρpi = piρ− ρ yield
pi(pi + 2l + 1)hk,l(n) = 0. (129)
A general solution to the above equation is given by
hk,l(n) = A+Bρ˜
−2l−1 = A+
B
(n− l + 1)(n− l + 2)...(n+ l + 1) . (130)
The equation (128) for n = l + 1 gives hk,l(l + 1) = hk,l(l), which requires B = 0. Subsequently we
get hk,l(n) = A with A a constant. This solution is not normalisable unless A = 0, yielding a vanishing
wave-function. This is not different from the commutative free particle with zero energy, for which the wave-
function is also just a constant and hence not normalisable unless the wave-function vanishes everywhere.
The case ε = 1 is very similar to ε = 0. In this case ξ = −1 and the difference equation (72) becomes
(n ≥ l + 1)
(n− l − 1)hk,l(n− 2) + 2nhk,l(n− 1) + (n+ l + 1)hk,l(n) = 0. (131)
Set
hk,l(n) = (−1)n vk,l(n) (132)
to obtain
(n− l − 1) vk,l(n− 2)− 2n vk,l(n− 1) + (n+ l + 1) vk,l(n) = 0, (133)
which is the same as (128). Hence a general solution is given by
hk,l(n) = (−1)n
[
A+
B
(n− l + 1)(n− l + 2)...(n+ l + 1)
]
. (134)
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The difference equation for n = l + 1 becomes hk,l(l + 1) = −hk,l(l), which requires B = 0 to yield
hk,l(n) = (−1)nA with A a constant. This solution is again not normalisable unless we set A = 0 and the
wave-function vanishes.
Finally we consider ε > 1. The two values of µ are
− 1 < µ1 = 1− 2ε+ 2
√
ε(ε− 1) < 0, µ2 = 1− 2ε− 2
√
ε(ε− 1) = 1
µ1
< −1. (135)
A general solution is given by (95, 96). The asymptotic behaviours of the two solutions are
h
(α)
k,l (n)
∣∣∣
n→∞
≈ α0µ
n
α
(n− l + 1)(n− l + 2)...(n+ 1) , α = 1, 2. (136)
Clearly the solution corresponding to µ2 < −1 is not well-behaved in the asymptotic limit and not normal-
isable unless we require A2 = 0 in (95). The difference equation (72) at n = l+ 1 reads hk,l(l+ 1) = ξhk,l(l),
which implies
A1α0 µ
l
1
l∑
s=0
(
µ1
2(ξ − µ1)
)s
(l + s)!
(l + s+ 2)! (l − s)! s! [µ1 − ξ(l + s+ 2)] = 0. (137)
Noting that for ε > 1
µ1 < 0, ξ = 1− 2ε < 0, ξ − µ1 = −2
√
ε(ε− 1) < 0,
µ1 − ξ(l + s+ 2) = (l + s+ 1)(2ε− 1) + 2
√
ε(ε− 1) > 0, (138)
for non-negative s and l, we conclude that each term in the LHS of (137) is positive. The sum is therefore
non-zero and A1 = 0, yielding a trivial solution.
We therefore obtain the rather remarkable result that the free particle energy is bounded by ε = 1 or
E = 8~
2
θ2m0
. Note that the presence of the high energy cut-off for a free particle in 3D fuzzy space will
certainly affect the spectrum of a particle in some external potential and modify the scattering data. This
result will clearly also have drastic physical implications at high energies (temperatures) and densities of
Fermionic gases. Such an upper bound on the energy of a particle also appears in DSR (Doubly/Deformed
Special Relativistic) theories where a well-motivated presence of an invariant energy (generally regarded as
the high energy cut-off of the theory) paves the way for deformations of usual relativity [18, 19]. These
theories also include the discussion of modified dispersion relations and in particular [16] gives a robust
treatment of the thermodynamics of an ideal gas in such a scenario. These theories have also been related
to certain kinds of non-commutative algebras [20].
A more remarkable consequence is the existence of a complete duality between the high energy (ultra-violet)
and low energy (infra-red) sectors on which we elaborate more below. As observed above the energy spectrum
of the fuzzy free particle is bounded both from the below and above. The two boundaries correspond to the
values ε = 0 and ε = 1 or ϕ = 0 and ϕ = pi, respectively. Consider the transformation (we call it the energy
reversal transformation)
E : ϕ→ pi − ϕ, (139)
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which relates the two boundaries. This transformation actually relates a state with dimensionless energy
parameter ε to that with 1− ε and therefore turns the energy spectrum of the free particle upside down. We
note that
E2 = 1. (140)
The eigenvalues of the operator E are ±1. The action of the energy reversal operator on a state in the Hilbert
space is given by
E : ψˆϕ,l,m → ψˆpi−ϕ,l,m. (141)
The eigenstates are simply found as:
Eψˆ± = E 1√
2
[
ψˆϕ,l,m ± ψˆpi−ϕ,l,m
]
= ± 1√
2
[
ψˆϕ,l,m ± ψˆpi−ϕ,l,m
]
= ±ψˆ±. (142)
One can check that
h
(1)
pi−ϕ,l(n) = tan
(ϕ
2
)
einpi h
(1)∗
ϕ,l (n), (143)
implying
cos(pi − ϕ)h(1)pi−ϕ,l(l)− h(1)pi−ϕ,l(l + 1) = − tan
(ϕ
2
)
eilpi
[
cosϕh
(1)∗
ϕ,l (l)− h(1)∗ϕ,l (l + 1)
]
, (144)
which in turn yields
e2iδpi−ϕ,l =
cos(pi − ϕ)h(1)pi−ϕ,l(l)− h(1)pi−ϕ,l(l + 1)
cos(pi − ϕ)h(1)∗pi−ϕ,l(l)− h(1)∗pi−ϕ,l(l + 1)
=
cosϕh
(1)∗
ϕ,l (l)− h(1)∗ϕ,l (l + 1)
cosϕh
(1)
ϕ,l(l)− h(1)ϕ,l(l + 1)
= e−2iδϕ,l , (145)
and subsequently
δpi−ϕ,l = −δϕ,l. (146)
The standing wave solution (116) for ϕ→ pi − ϕ gives
hpi−ϕ,l(n) = −(−1)n A
′
A
tan
(ϕ
2
)
hϕ,l(n). (147)
Note that the normalisation constant A depends on ϕ and hence goes to A′. As Yˆlm remains invariant we
have
ψˆpi−ϕ,l,m = −(−1)Nˆ A
′
A
tan
(ϕ
2
)
ψˆϕ,l,m, (148)
where (−1)Nˆ is defined as:
(−1)Nˆ =
∞∑
n=0
(−1)nPˆn/2. (149)
Using (148) gives (
ψˆpi−ϕ,l,m, ψˆpi−ϕ′,l′,m′
)
=
∣∣∣∣A′A
∣∣∣∣2 tan2 (ϕ2 ) (ψˆϕ,l,m, ψˆϕ′,l′,m′) . (150)
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On the other hand the orthogonality relation (118) implies(
ψˆpi−ϕ,l,m, ψˆpi−ϕ′,l′,m′
)
=
(
ψˆϕ,l,m, ψˆϕ′,l′,m′
)
. (151)
Hence we must have ∣∣∣∣A′A
∣∣∣∣2 tan2 (ϕ2 ) = 1. (152)
This in turn gives the transformation of the wave functions under energy reversal as
E : ψˆϕ,l,m → ψˆpi−ϕ,l,m = eiη (−1)Nˆ ψˆϕ,l,m, (153)
η being a real phase. From linearity this extends to any element ψˆ in the quantum Hilbert space Hq
E : ψˆ → Eˆ ψˆ = eiη (−1)Nˆ ψˆ. (154)
Let us calculate the commutator of Eˆ with the Hamiltonian (47)
[Eˆ , Hˆ0]ψˆϕ,l,m = EˆHˆ0ψˆϕ,l,m − Hˆ0Eˆψˆϕ,l,m
= Eˆ 8~
2ε
θ2m0
ψˆϕ,l,m − Hˆ0ψˆpi−ϕ,l,m
=
8~2ε
θ2m0
ψˆpi−ϕ,l,m − 8~
2(1− ε)
θ2m0
ψˆpi−ϕ,l,m
=
8~2(2ε− 1)
θ2m0
ψˆpi−ϕ,l,m
= Eˆ
(
2Hˆ0 − 8~
2
θ2m0
)
ψˆϕ,l,m
=
(
8~2
θ2m0
− 2Hˆ0
)
Eˆψˆϕ,l,m. (155)
Since the ψˆϕ,l,m forms a complete orthonormal basis, this implies the operator relation:
[Eˆ , Hˆ0] = Eˆ
(
2Hˆ0 − 8~
2
θ2m0
)
=
(
8~2
θ2m0
− 2Hˆ0
)
Eˆ , (156)
from which the anti-commutator can be read off:
{Eˆ , Hˆ0} = 8~
2
θ2m0
Eˆ . (157)
VI. THE 3D FUZZY WELL
We first consider the piecewise constant potential of the form
Vˆ (Rˆ) =
∞∑
n=0
V (n)Pˆn/2, V (n) =
{
Vin for 0 ≤ n ≤M
Vout for n ≥M + 1.
(158)
The Schro¨dinger equation
Hˆψˆ =
(
Hˆ0 + Vˆ (Rˆ)
)
ψˆ = Eψˆ (159)
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has the solution of the form ψˆk,l,m = Gˆk,l(Rˆ) Yˆlm. Writing Gˆk,l(Rˆ) =
∑∞
n=0 Gk,l(n)Pˆn/2 we get the equation
for Gk,l(n) as
(n− l − 1)Gk,l(n− 2)− 2n ζ(n− 1) Gk,l(n− 1) + (n+ l + 1)Gk,l(n) = 0; n ≥ l + 1 (160)
with
ζ(n) = 1− θ
2m0
4~2
(E − V (n)) =
{
ζin = ξ +
θ2m0
4~2 Vin for 0 ≤ n ≤M
ζout = ξ +
θ2m0
4~2 Vout for n ≥M + 1.
(161)
Thus we get the following two equations for the two different regions:
(n− l − 1)Gk,l(n− 2)− 2n ζin Gk,l(n− 1) + (n+ l + 1)Gk,l(n) = 0; l + 1 ≤ n ≤M + 1 (162)
(n− l − 1)Gk,l(n− 2)− 2n ζout Gk,l(n− 1) + (n+ l + 1)Gk,l(n) = 0; n ≥M + 2. (163)
The domains of Gk,l(n) in (162) and (163) are n ∈ {l − 1, l, l + 1, ...,M + 1} and n ∈ {M,M + 1,M + 2, ...}
respectively. Thus if G(in)k,l (n) and G(out)k,l (n) are solutions of (162) and (163) respectively, the radial part of
the wave function for the whole space is given by
Gk,l(n) =
{
G(in)k,l (n) for l ≤ n ≤M + 1,
G(out)k,l (n) for n ≥M
(164)
with G(in)k,l (n) and G(out)k,l (n) matching at n = M and at n = M + 1, i.e.,
G(in)k,l (M) = G(out)k,l (M), G(in)k,l (M + 1) = G(out)k,l (M + 1). (165)
Let us now consider a fuzzy spherical well with radius R = θM/2 and depth V0. Here M is an integer. This
corresponds to
Vin = −V0, Vout = 0, V0 > 0 (166)
which implies
ζin = ξ − 2υ0 = 1− 2εin, ζout = ξ = 1− 2ε, υ0 = θ
2m0
8~2
V0, εin = ε+ υ0. (167)
Since −V0 is the minimum value of the potential, E ≥ −V0 ⇒ ε ≥ −υ0.
We start by assuming the υ0−value in the range 0 < υ0 < 1. In this case the energy values satisfying
−1 < −υ0 < ε < 0 corresponds to 0 < εin < υ0 < 1. Thus the solution for G(in)k,l (n) is given by
G(in)k,l (n) = A1
[
G(1in)k,l (n)− e2iδϕin,l G(1in)∗k,l (n)
]
, n ≥ l (168)
with
ϕin = 2 sin
−1
(
ε
1/2
in
)
, δϕin,l = arg
[
cosϕin G(1in)k,l (l)− G(1in)k,l (l + 1)
]
(169)
and
G(1in)k,l (n) =
1
2
(
2
θ
)l
csc
(ϕin
2
)
einϕin
l∑
s=0
eis(ϕin+
pi
2 )
(2 sinϕin)s
(n− l)! (l + s)!
(n+ s+ 1)! (l − s)! s! . (170)
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A general solution to the equation for G(out)k,l (n), i.e., (163) is given by
G(out)k,l (n) = B1 G(1out)k,l (n) +B2 G(2out)k,l (n) (171)
with
G(αout)k,l (n) = µnα
l∑
s=0
α0
(
µα
2(ξ − µα)
)s
(n− l)! (l + s)!
(n+ s+ 1)! (l − s)! s! ;α = 1, 2 (172)
the two values of µα being given by
µ1 = 1− 2ε+ 2
√
−ε(1− ε) > 1, 0 < µ2 = 1− 2ε− 2
√
−ε(1− ε) = 1
µ1
< 1. (173)
G(1out)k,l (n) at n→∞ goes to infinity and hence we must have B1 = 0 and we get
G(out)k,l (n) = B2 µn2
l∑
s=0
α0
(
µ2
2(ξ − µ2)
)s
(n− l)! (l + s)!
(n+ s+ 1)! (l − s)! s! . (174)
The matching conditions (165) quantizes the energy eigenvalues by the following equation
G(1in)k,l (M)− e2iδϕin,lG(1in)∗k,l (M)
G(1in)k,l (M + 1)− e2iδϕin,lG(1in)∗k,l (M + 1)
=
G(2out)k,l (M)
G(2out)k,l (M + 1)
. (175)
These are the bound states and they vanish exponentially as
µn2
n with µ2 < 1 for n→∞.
Next the energy values satisfying 0 < ε < 1 − υ0 < 1 corresponds to 0 < υ0 < εin < 1. The solution for
G(in)k,l (n) is again given by (168), (169) and (170). On the other hand G(out)k,l (n) is given by
G(out)k,l (n) = B1 G(1out)k,l (n) +B2 G(1out)∗k,l (n) (176)
with
G(1out)k,l (n) =
1
2
(
2
θ
)l
csc
(ϕ
2
)
einϕ
l∑
s=0
eis(ϕ+
pi
2 )
(2 sinϕ)s
(n− l)! (l + s)!
(n+ s+ 1)! (l − s)! s! (177)
and ϕ = 2 sin−1
(
ε1/2
)
. The matching condition (165) gives
B1 = BA1, B2 = −B∗e2iδϕin,l A1 (178)
with
B =
[
G(1out)∗k,l (M) G(1in)k,l (M + 1)− G(1in)k,l (M) G(1out)∗k,l (M + 1)
+ e2iδϕin,l
{
G(1in)∗k,l (M) G(1out)∗k,l (M + 1)− G(1out)∗k,l (M) G(1in)∗k,l (M + 1)
}]/
[
G(1out)∗k,l (M) G(1out)k,l (M + 1)− G(1out)k,l (M) G(1out)∗k,l (M + 1)
]
. (179)
We can write B2 = −e2iβlB1 with βl = δϕin,l − arg(B). The asymptotic form of (177) is given by
G(1out)k,l (n)|n→∞ =
1
k
(
2
θ
)l+1
einϕ
nl+1
. (180)
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Thus the wave function represents a scattering state describing an incident incoming spherical wave of energy
E getting fully reflected at the origin to produce an outgoing spherical wave of the same energy with a phase
difference of 2βl. If the potential is identically zero everywhere, one would get Vˆ (Rˆ) = 0⇒ βl|Vˆ (Rˆ)=0 = δϕ,l.
Hence the phase shift is given by
∆l = 2
(
βl − βl|Vˆ (Rˆ)=0
)
= 2 (δϕin,l − δϕ,l − arg(B)) . (181)
The deviation in the phase shift from the commutative case will result in the corresponding deviation in the
cross section of the scattering experiment.
Let us now consider the energy values 0 < 1 − υ0 < ε < 1 which corresponds to εin > 1. The solution for
G(in)k,l (n) is given by
G(in)k,l (n) = A1 G(1in)k,l (n) +A2 G(2in)k,l (n) (182)
with
G(αin)k,l (n) = µnαin
l∑
s=0
1
k
(
2
θ
)l+1(
µαin
2(ξ − 2υ0 − µαin)
)s
(n− l)!(l + s)!
(n+ s+ 1)!(l − s)!s! ;α = 1, 2. (183)
The two values of µαin are
− 1 < µ1in = 1− 2εin + 2
√
εin(εin − 1) < 0, µ2in = 1− 2εin − 2
√
εin(εin − 1) = 1
µ1in
< −1. (184)
The equation for G(in)k,l (n) for n = l + 1 gives (see (162)) G(in)k,l (l + 1) = ζin G(in)k,l (l) which relates A1 and A2
by A2 = −AA1 with
A = G
(1in)
k,l (l + 1)− ζin G(1in)k,l (l)
G(2in)k,l (l + 1)− ζin G(2in)k,l (l)
, (185)
and we get
G(in)k,l (n) = A1
[
G(1in)k,l (n)−AG(2in)k,l (n)
]
. (186)
On the other hand G(out)k,l (n) is given by (176) and (177). The matching condition (165) gives
B1 = BA1, B2 = B∗A1 (187)
with
B =
[
G(1in)k,l (M) G(1out)∗k,l (M + 1)− G(1out)∗k,l (M) G(1in)k,l (M + 1)
+ A
{
G(1out)∗k,l (M) G(2in)k,l (M + 1)− G(2in)k,l (M) G(1out)∗k,l (M + 1)
}]/
[
G(1out)k,l (M) G(1out)∗k,l (M + 1)− G(1out)∗k,l (M) G(1out)k,l (M + 1)
]
. (188)
Here we have used the fact that G1in(n), G2in(n) and A are real. Writing B2 = −e2iβlB1 with βl = pi2−arg(B)
gives the phase shift as
∆l = 2
(
βl − βl|Vˆ (Rˆ)=0
)
= pi − 2 (δϕ,l + arg(B)) . (189)
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Finally the energy values ε > 1 corresponds to εin > 1. The solution for G(in)k,l (n) is given by equations (182
- 186). On the other hand the solution for G(out)k,l (n) is given by
G(out)k,l (n) = B1 µn1
l∑
s=0
1
k
(
2
θ
)l+1(
µ1
2(ξ − µ1)
)s
(n− l)!(l + s)!
(n+ s+ 1)!(l − s)!s! (190)
with
− 1 < µ1 = 1− 2ε+ 2
√
ε(ε− 1) < 0. (191)
The matching conditions (165) quantizes the energy eigenvalues by the following equation
G(1in)k,l (M)−AG(2in)k,l (M)
G(1in)k,l (M + 1)−AG(2in)k,l (M + 1)
=
G(out)k,l (M)
G(out)k,l (M + 1)
. (192)
These unusual bound states at ultra-high energy values seems quite counter-intuitive and their existence may
have certain unphysical implications. In fact numerical evidences suggest that there is no real energy value
for which the matching condition (192) is satisfied. The difference between the LHS and the RHS of (192)
remains positive in the region ε > 1 and it increases monotonically with the increase in ε. It never equals
zero and hence there does not exist any bound state for ε > 1 (see figure 1 for a typical plot of this difference
with the dimensionless energy ε). We also note that there is an upper bound on the energy eigenvalues of the
scattering states, i.e., ε = 1 beyond which there is no state possible. This is a direct result of the presence
of the high energy cut-off in the spectrum of the free particle found in section V.
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FIG. 1. Typical plots of the difference between the LHS and the RHS of the matching conditions (192) and (193)
with the dimensionless energy ε. The left one corresponds to the case υ0 < 1 while the right one corresponds to
υ0 > 1. Various parameters for the plots shown are M = 100; υ0 = 0.5 (left), 2 (right); l = 10. Note that the effect of
non-commutative parameter θ is hidden inside the dimensionless potential depth υ0.
Let us now consider the other case when υ0 > 1. For this choice of υ0 we get the following solutions:
1. For −υ0 < ε < −υ0 + 1 < 0, we have 0 < εin < 1. The analysis follows that of the case of 0 < υ0 < 1
and we get quantized bound states.
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2. For −υ0 + 1 < ε < 0, we have εin > 1. The solution for G(in)k,l (n) is given by equations (182 - 186). The
solution for G(out)k,l (n) is given by equations (171 - 174). The matching condition quantizes these bound
states by the following condition:
G(1in)k,l (M)−AG(2in)k,l (M)
G(1in)k,l (M + 1)−AG(2in)k,l (M + 1)
=
G(out)k,l (M)
G(out)k,l (M + 1)
. (193)
As in the case of the equation (192) numerical evidence suggests that there exists no real energy value
for which the above condition is satisfied (see figure 1) and hence these are not bound states as one
may naively expect. Indeed, the spectrum is simply empty in this energy region.
3. For 0 < ε < 1, we have εin > 1. The analysis again follows that of the case of 0 < υ0 < 1 and we get
scattering states with a phase shift.
4. For ε > 1, we have εin > 1. Again the analysis follows that of the case of 0 < υ0 < 1 and the numerical
evidences suggest no presence of any state in this regime.
VII. AN ALTERNATIVE APPROACH: DESCRIPTION IN TERMS OF HYPERGEOMETRIC
FUNCTIONS
This section gives a useful complimentary solution to the problem of the 3D fuzzy well using the technique
invented by Ga´likova´ et al [8, 12]. This alternative approach gives the free particle wave functions in
terms of well-known Hypergeometric functions, which turns out to be useful for solving the infinite well as
demonstrated below.
First we introduce some notations. Consider a function g(n) defined on the non-negative integers via the
series expansion g(n) =
∑∞
k=0 ckn
k. Associated with g(n) is the function g¯(n) =
∑∞
k ckn!/(n − k)! which
satisfies
g(n) = e−n
∞∑
k=0
g¯(k)
nk
k!
. (194)
The motivation for this definition of g¯(n) is that, on the operator level, g¯(Nˆ) = : g(Nˆ) : where : : denotes
normal ordering of each power of Nˆ with respect to the bosonic vacuum of the Schwinger representation.
This follows from the fact that : Nˆk : = Nˆ !/(Nˆ − k)!, which can be easily proved using induction. In what
follows we will abuse notation and simply write g¯(n) = : g(n) :, understanding this to imply the operator
relation above.
As before we will factorise the state of interest into an angular and radial part. The latter is a function of
Nˆ and may be represented as g¯(Nˆ) = : g(Nˆ) :. Following [12] we write
ψˆlm =
∑
(lm)
(aˆ†1)
m1(aˆ†2)
m2
m1!m2!
g¯(Nˆ)
(aˆ1)
n1(−aˆ2)n2
n1!n2!
(195)
where the summation is restricted to non-negative integers (m1,m2, n1, n2) satisfying m1 +m2 = n1 +n2 = l
and m1 −m2 − n1 + n2 = 2m. As before ψˆlm is an eigenstate of Lˆ2 and Lˆ3. However, due to its placement
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in the expression, the radial function g¯(Nˆ) is now related to the original hˆkl(Nˆ) in (56) via a shift in its
argument. We return to this point shortly. It is clear that the functions g(n) and g¯(n) encode the same
information and may be used interchangeably to describe the radial wave function. Our strategy will be
to convert the fuzzy Schro¨dinger equation, which is fundamentally a difference equation for g¯(n), into a
differential equation for g(n) which is solvable using standard techniques. We then transform back to g¯(n)
and impose the appropriate boundary conditions. This step is necessary since in the g(n) description these
conditions are non-local in nature. To determine the action of the Laplacian
∆ˆθψˆlm = − 2
θ(Rˆ+ θ2 )
[aˆ†α, [aˆα, ψˆlm]] (196)
on g(Nˆ) we take note of two results from [12], namely:
− [aˆ†α, [aˆα, ψˆlm]] =
∑
(lm)
(aˆ†1)
m1(aˆ†2)
m2
m1!m2!
:[Nˆ g′′(Nˆ) + 2(l + 1) g′(Nˆ)] :
(aˆ1)
n1(−aˆ2)n2
n1!n2!
(197)
and
Nˆψˆlm =
∑
(lm)
(aˆ†1)
m1(aˆ†2)
m2
m1!m2!
:
[
(Nˆ + l) g(Nˆ) + Nˆ g′(Nˆ)
]
:
(aˆ1)
n1(−aˆ2)n2
n1!n2!
. (198)
Using these identities the free particle Scho¨dinger equation − ~22m0 ∆θψˆlm = Eψˆlm can be reduced to
:
[
Nˆ g′′(Nˆ) + [2(l + 1) + κ2Nˆ ] g′(Nˆ) + κ2[Nˆ + l + 1] g(Nˆ)
]
: = 0 (199)
where κ = θk/2 and E = ~2k2/(2m0). This result may be read as a differential equation for g(n) or can
be converted into a difference equation for g¯(n) by performing the normal ordering. The latter is easily
accomplished as follows. Consider, for example, the Nˆg′(Nˆ) term. From (194) we see that ng′(n) =
exp[−n]∑∞k=0 k[g¯(k)− g¯(k−1)]nk/k! which translates into Nˆ [g¯(Nˆ)− g¯(Nˆ −1)] = : Nˆg′(Nˆ) : on the operator
level. Here, by definition, g¯(−1) = 0. Treating the other terms in a similar way produces
(n+ 2(l + 1))g¯(n+ 1) + (κ2 − 2)(n+ l + 1)g¯(n) + ng¯(n− 1) = 0 n ≥ 0, (200)
which matches (63) upon identifying g¯(n) with hkl(n+ l). Our goal is to solve for g¯(n) by using the solutions
of the associated differential equation
ng′′(n) + (2(l + 1) + κ2n) g′(n) + κ2(n+ l + 1) g(n) = 0 n ≥ 0. (201)
To better understand how the solutions of (200) and (201) are related we write g(n) as g(n) = exp[−n]∑∞k=−∞ pknk
where negative powers of n are now included. Direct substitution into (201) reveals that the pn coefficients
satisfy
(n+ 2(l + 1))(1 + n)pn+1 + (κ
2 − 2)(n+ l + 1)pn + pn−1 = 0 n ∈ Z, (202)
which indeed reduces to (200) for n > 0 when we set pn = g¯(n)/n!. However, for (200) and (202) to agree
when n = 0 requires that p−1 = 0 since g¯(−1) = 0 by definition. In fact, p−1 = 0 implies that pn = 0 for
all n < 0 as well. The conclusion is therefore as follows: Solutions of the differential equation (201) which
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are non-singular at n = 0 provide, through {g¯(n) = pnn! : n ≥ 0}, a complete solution to the difference
equation in (200) for all n ≥ 0. However, singular solutions of (201) only produce a solution of (200) for
n > 0. To deal with singular solutions efficiently in what follows it is useful to extend the normal ordering
procedure to negative powers of n. Since n−m = exp[−n]∑∞k=−m nk/(k +m)! and we are interested only in
pn for n ≥ 0, it is therefore natural to define :n−m : = n!/(n+m)!.
Returning to the differential equation for g(n) we find two linearly independent solutions
gJ(n) = n
−(l+1/2)e−κ
2n/2Jl+ 12
(
κn
√
1− κ2/4
)
and gY (n) = n
−(l+1/2)e−κ
2n/2Yl+ 12
(
κn
√
1− κ2/4
)
.
Here Jν(x) and Yν(x) are Bessel functions of the first and second kind respectively. The latter is known to
be singular at the origin. To find g¯J(n) = : gJ(n) : and g¯Y (n) = : gY (n) : we use
Jν(x) = (x/2)
ν
∞∑
k=0
(−x2/4)k
k! Γ(ν + k + 1)
and Yl+1/2 = (−1)l+1J−(l+1/2), (203)
together with the identity : exp[−an]nk : = (1− a)n−k :nk : from [12] to obtain
g¯J(n) =
(
1− κ
2
2
)n+l′ (γ
2
)l′ 1
Γ(l′ + 1) 2
F1
[
1− n
2
,−n
2
; l′ + 1;−γ2
]
, (204)
g¯Y (n) = (−1)l+1
(
1− κ
2
2
)n+l′ (γ
2
)−l′ Γ(1 + n)
Γ(1− l′)Γ(2 + 2l + n) 2F1
[
−l′ − n
2
,−l − n
2
; 1− l′;−γ2
]
, (205)
where l′ = l+ 1/2, γ = κ
√
1− κ2/4/(1− κ2/2) and 2F1 is the hypergeometric function [13]. In the absence
of a potential g¯J(n) is therefore the global solution to the radial free particle equation (200). It can be
simplified further using identities (15.3.21) and (15.4.6) in [13] to obtain
g¯J(n) ∝ n!
Γ(n+ l + 3/2)
P (l+1/2,l+1/2)n
(
1− κ
2
2
)
, (206)
where P
(α,β)
n is the Jacobi polynomial. This result will be useful in what follows, and also allows us to
easily verify a number of earlier results. For example, consider the asymptotic behaviour of P
(α,β)
n (x) as
n → ∞. It is known from theorems 8.21.7 and 8.21.8 in [17] that unless x ∈ [−1, 1], P (α,β)n (x) will diverge
exponentially, thereby rendering g¯J(n) of (206) inadmissible as a wave function. This places an upper bound
of two on κ, which translates into an energy bound of E < 8~2/(θ2m0); in agreement with the discussion
above. Furthermore, by applying identity (22.15.1) in [13] one can easily verify that in the commutative
limit g¯J reduces to the standard expression in terms of a spherical Bessel function.
When dealing with piecewise constant potentials we typically need to solve the same free particle equation
as in (200) but with the energy E shifted by a constant (say V ). For bound states with E < V we define
κ′ =
θ
2
√
2m0(V − E)
~2
(207)
in which case the general local solution to (200) is a linear combination of g¯J(n) and g¯Y (n) with κ replaced
by iκ′. Both these solutions diverge as n→∞, but the combination g¯H(n) = g¯J(n)+ ig¯Y (n) is exponentially
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decaying. It is the analogue of the Hankel function of the first kind. The two terms in g¯H(n) be combined into
a single hypergeometric function by first applying (15.3.21) from [13] to each term and then using (15.3.9)
to combine them. This produces
g¯H(n) = C
(4 + κ′2)−nΓ(1 + n)
Γ(2 + l + n)
2F1
(
3
2
+ l + n , 2 + 2l + n ; 3 + 2l + 2n ;
4
4 + κ′2
)
(208)
with C a constant.
Finally, let us consider the problem of the fuzzy spherical potential well of radius θM2 . As already pointed
out the Schro¨dinger equation (159) can be recast as a difference equation as was done to obtain (200). If we
take the potential to be equal to zero inside the well and V outside, the resulting equations for the bound
states (E < V ) are
[n+ 2(l + 1)] g¯(n+ 1) + (κ2 − 2)(n+ l + 1)g¯(n) + ng¯(n− 1) = 0 0 ≤ n ≤M, (209)
[n+ 2(l + 1)] g¯(n+ 1) + (−κ′2 − 2)(n+ l + 1)g¯(n) + ng¯(n− 1) = 0 n >M (210)
with κ′ as in (207) andM = M− l. We note thatM acts as the effective radius of the well in the expressions
above. The shift M → M − l occurs when the potential operator Vˆ (Rˆ) is moved past the (aˆ†1)m1(aˆ†2)m2
factors appearing in ψˆlm in order to act on g¯(Nˆ). The above set of equations are same as the ones given in
(162) and (163) with g¯(n) = Gk,l(n+ l). Based on the results obtained earlier we can immediately conclude
that
g¯(n) = α1g¯J(n) for n = 0, . . . ,M,M+ 1 (211)
and g¯(n) = α2g¯H(n) for n =M,M+ 1, . . . (212)
with α1,2 normalisation constants. The two solutions overlap at n =M,M+ 1 which implies the matching
condition
g¯J(M+ 1)
g¯J(M) =
g¯H(M+ 1)
g¯H(M) . (213)
This constraint determines the possible values of the energy E which enters through κ = θ
√
2m0E/(2~) on
the left and κ′ = θ
√
2m0(V − E)/(2~) on the right. In the case of an infinitely deep well the form of g¯H
given in (208) can be used to determine the behaviour of the right hand side of (213) as V, κ′ →∞. We find
that
g¯H(M+ 1)
g¯H(M) =
1−M
(M+ l + 2)κ′2 +O(κ
′−4). (214)
In this limit the right hand side of (213) therefore vanishes, and so too must g¯J(M + 1). Using (206) this
condition can be expressed as
P
(l+1/2,l+1/2)
M−l+1
(
1− κ
2
2
)
= 0 (215)
and so the spectrum is determined by the zeros of the Jacobi polynomials. In stark contrast to the com-
mutative case each angular momentum sector contains only a finite number of M − l + 1 bound states.
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Furthermore, there are no bound states with an angular momentum greater than M = 2R/θ. Note that
for an infinitely deep well the wave function outside the well vanishes and the wave function inside satisfies
(209). Existence of a non-trivial solution to such an equation requires M ≥ 0 ⇒ l ≤ M . The combina-
tion of non-commutativity and a finite system size therefore introduces cut-offs in both energy and angular
momentum and renders the quantum mechanical state space finite dimensional.
VIII. SUMMARY AND CONCLUSIONS
The aim of this paper was to establish a formalism for quantum mechanics on fuzzy 3D spaces and to solve
the Schro¨dinger equation for the free particle, 3D fuzzy finite and infinite wells. As a consistency check it
was verified that all the results had the appropriate commutative limits. The most important result was
that the spectra of the fuzzy free particle exhibit a high energy cut-off. This also results in the presence of
an upper bound on the possible energy eigenvalues for the fuzzy potential well of finite depth. In addition
the free particle spectrum showed a remarkable duality between the high and low energy sectors. The
dispersion relation of the free particle got modified in order to accommodate the presence of the high energy
cut-off. The phase difference between the incoming and the outgoing spherical waves in the free particle
wave functions get an extra energy dependence unlike the commutative case where they depend only on the
angular momentum of the waves. The phase shifts for the scattering around a 3D fuzzy spherical potential
well have been calculated. For the well of (dimensionless) potential depth υ0 > 1 there exists a range of
energy values sandwiched between the bound states at the bottom and the scattering states at the top of the
spectrum where there does not exist any state at all. In case of infinite potential well, the finiteness of the
system size introduces an upper cut-off (given by the radius of the system) for the angular momentum values.
The next step is to investigate further the physical consequences of these results and in particular the effect
of the high energy cut-off. Clearly, the latter must have profound consequences for the thermodynamics of
Fermi gases at high densities and temperatures. These issues will be the theme of a forthcoming paper.
Appendix A: Some useful results
It is straightforward to prove the following result by mathematical induction for a non-negative integer n[
aα, Rˆ
n
]
= aα
(
Rˆn −
(
Rˆ− θ
2
)n)
. (A1)
Thus for any Taylor series expandable function gˆ(Rˆ) we get[
aα, gˆ(Rˆ)
]
= aα
(
gˆ(Rˆ)− gˆ
(
Rˆ− θ
2
))
. (A2)
In essentially similar manner we can also prove[
a†α, gˆ(Rˆ)
]
=
(
gˆ
(
Rˆ− θ
2
)
− gˆ(Rˆ)
)
a†α. (A3)
Lˆ± = Lˆ1 ± iLˆ2 given by (40) satisfies Leibnitz rule (see (31)) which gives(
Lˆ−φˆ
)
aα = Lˆ−
(
φˆaα
)
+ ~δα2φˆa1, aα
(
Lˆ−φˆ
)
= Lˆ−
(
aαφˆ
)
+ ~δα2a1φˆ. (A4)
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Using the Leibnitz rule again and again we get(
Lˆn−φˆ
)
aα = Lˆ
n
−
(
φˆaα
)
+ n~δα2
(
Lˆn−1− φˆ
)
a1, aα
(
Lˆn−φˆ
)
= Lˆn−
(
aαφˆ
)
+ n~δα2a1
(
Lˆn−1− φˆ
)
. (A5)
Now, using the definition of Yˆlm, i.e., equation (49) and the above results we get[
aα, Yˆlm
]
= clmLˆ
l−m
−
[
aα, Yˆll
]
+ (l −m)~δα2 clm
cl,m+1
[
a1, Yˆl,m+1
]
. (A6)
In particular, for m = l [
aα, Yˆll
]
= lδα1
(
a†1
)l−1
(a2)
l
, (A7)
and we get [
aα, Yˆlm
]
= lδα1clmLˆ
l−m
−
(
a†1
)l−1
(a2)
l
+ (l −m)~δα2 clm
cl,m+1
[
a1, Yˆl,m+1
]
(A8)
For α = 1 and m→ m+ 1 [
a1, Yˆl,m+1
]
= lcl,m+1Lˆ
l−m−1
−
(
a†1
)l−1
(a2)
l
(A9)
Putting this back in (A8) gives[
aα, Yˆlm
]
= lclm
(
δα1Lˆ
l−m
−
(
a†1
)l−1
(a2)
l
+ (l −m)~δα2Lˆl−m−1−
(
a†1
)l−1
(a2)
l
)
(A10)
Multiplying (A3) on the left gives [
a†α, gˆ(Rˆ)
] [
aα, Yˆlm
]
=
lclm
(
gˆ
(
Rˆ− θ2
)
− gˆ(Rˆ)
)(
a†1Lˆ
l−m
−
(
a†1
)l−1
(a2)
l
+ (l −m)~a†2Lˆl−m−1−
(
a†1
)l−1
(a2)
l
)
(A11)
We note [
a†1, Lˆ−
]
= −~a†2,
[
a†2, Lˆ−
]
= 0 ⇒
[
a†1, Lˆ
n
−
]
= −n~a†2Lˆn−1− (A12)
In particular for n = l −m
a†1Lˆ
l−m
− = Lˆ
l−m
− a
†
1 − (l −m)~a†2Lˆl−m−1− (A13)
We put this in equation (A11) to get[
a†α, gˆ(Rˆ)
] [
aα, Yˆlm
]
= l
(
gˆ
(
Rˆ− θ
2
)
− gˆ(Rˆ)
)
Yˆlm (A14)
In an essentially similar manner one can also prove[
aα, gˆ(Rˆ)
] [
a†α, Yˆlm
]
= l
(
gˆ(Rˆ)− gˆ
(
Rˆ+
θ
2
))
Yˆlm (A15)
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Appendix B: Properties of the mixed spherical harmonics Yˆlm
From (40) we see
Lˆ− = Aˆ+ Bˆ (B1)
with
Aˆψˆ = ~a†2[a1, ψˆ], Bˆψˆ = ~[a
†
2, ψˆ]a1 (B2)
One can check that
[Aˆ, Bˆ] = 0 (B3)
Hence we get
Lˆn− =
(
Aˆ+ Bˆ
)n
=
n∑
s=0
(
n
s
)
AˆsBˆn−s (B4)
Now it is easy to show (try mathematical induction)
BˆnYˆll = (−1)nl(l − 1)...(l − n+ 1)~n
(
a†1
)l
al−n2 a
n
1 (B5)
and further
AˆmBˆnYˆll = (−1)n l(l − 1)...(l − n+ 1) l(l − 1)...(l −m+ 1)~n+m
(
a†2
)m (
a†1
)l−m
al−n2 a
n
1 (B6)
Thus we get
Yˆlm = clmLˆl−m− Yˆll
= clm
l−m∑
s=0
(
l −m
s
)
(−1)l−m−s l(l − 1)...(m+ s+ 1)
l(l − 1)...(l − s+ 1)~l−m
(
a†2
)s (
a†1
)l−s
am+s2 a
l−m−s
1
= clm
min(l−m,l)∑
s=max(0,−m)
(−1)l−m−s (l −m)! l! l!
s!(l −m− s)!(m+ s)!(l − s)!~
l−m
(
a†2
)s (
a†1
)l−s
am+s2 a
l−m−s
1
= (−~)l−m(l −m)! clm
min(l−m,l)∑
s=max(0,−m)
(−1)s
(
l
m+ s
)(
l
s
)(
a†2
)s (
a†1
)l−s
am+s2 a
l−m−s
1
(B7)
It’s easy to see that
Yˆlm|n1, n2〉 = 0 for n = n1 + n2 < l (B8)
Also note that Yˆlm does not change the value of n1 + n2 when acting on |n1, n2〉.
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