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A statistical methodology for the construction and comparison of gene co-expression
networks.
Abstract: Statistical methods are used in scientific research to study complex networks
such as gene coexpression networks (GCNs). These networks show how genes take part
of cellular processes coordinately. GCNs depict the biological systems by means of nodes
(genes) and edges (functional relationships between genes), based on experimental data.
In this work, some shortcomings of current methodologies for construction and comparison
of GCNs are studied. Several methods were evaluated and the most suitable were selec-
ted to propose a novel enhanced statistical methodology. This thesis makes the following
contributions:
• To the construction of GCNs:
– A similarity measure that takes into account nonlinear relationships on data is
used.
– A novel method based on clustering coefficients was adapted with the aim of
defining the network’s edges.
• To the comparison of GCNs:
– New variables that summarize topological and biological information of the
GCNs were proposed.
– A principal component analysis and the non-hierarchical classification method
of K-Means were applied with the aim of studying the GCNs based on multi-
variate analyses.
This methodology was applied using gene expression data that were obtained from
immunity experiments of the plants: rice, soybean, tomato, cassava and Arabidopsis. The
results show that many important edges were included in GCNs, but also the noise of
data was reduced to avoid non-significant edges. The variables used to characterize GCNs
are nondependent on networks’ size and revealed new information to understand the
biological system. Finally, the GCNs classification on the principal component’s space,
allowed the finding of similar networks and of dependences among variables.
Keywords: Gene coexpression networks, similarity measures, mutual information, simi-
larity threshold, clustering coefficient, principal component analysis, non-hierarchical clas-
sification, network comparison, plant immunity
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T́ıtulo en español
Desarrollo de una metodoloǵıa estad́ıstica aplicada a la construcción y comparación de
redes de coexpresión génica.
Resumen: Diversos métodos estad́ısticos son aplicados a la investigación de redes comple-
jas, por ejemplo en la construcción y comparación de redes de coexpresión génica (RCG).
Las RCG muestran de forma gráfica cómo los genes de un ser vivo participan coordina-
damente en los procesos celulares. Las RCG esquematizan el funcionamiento global del
sistema biológico por medio de nodos (genes) y aristas (relaciones funcionales entre genes),
con base en datos experimentales. En este trabajo se identifican varias limitaciones previa-
mente reportadas en las metodoloǵıas de construcción y comparación de RCG. Se evalúan
y seleccionan los métodos más indicados para mejorar desde un enfoque estad́ıstico las
estrategias empleadas actualmente. La tesis hace los siguientes aportes:
• En la construcción de RCG:
– Se emplea una medida de similitud que considera las asociaciones no lineales
entre los datos de expresión.
– Se adapta un método basado en coeficientes de agrupamiento para establecer
las aristas de la red.
• En la comparación de RCG:
– Se proponen nuevas variables capaces de capturar información topológica y
biológica intŕınseca en la red.
– Se comparan las redes aplicando un análisis en componentes principales seguido
de una clasificación no jerárquica.
La metodoloǵıa se evaluó con datos obtenidos en experimentos de inmunidad en las
plantas: arroz, soya, tomate, yuca y Arabidopsis. Los resultados demuestran que las RCG
construidas con esta metodoloǵıa contienen aristas valiosas para entender el sistema. Se
encontró una forma objetiva y confiable de construir la red, con la cual se reduce el ruido
de los datos y se evitan aristas no significativas. Con el objetivo de caracterizar las redes,
se demostró que las nuevas variables son independientes del tamaño de la red y aportan
información valiosa para comprender los sistemas en estudio. Finalmente, al hacer la
clasificación de las redes en el espacio factorial, se encontraron patrones de similitud entre
las redes, al igual que asociaciones entre las variables que las describ́ıan.
Palabras clave: Redes de coexpresión génica, medidas de similitud, información mutua,
umbral de similitud, coeficiente de agrupamiento, análisis en componentes principales,
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E.1. Bases de bioloǵıa celular y molecular . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
E.2. Técnicas de microarreglos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 80
E.3. Anotaciones funcionales de PFAM y GO . . . . . . . . . . . . . . . . . . . . . . . . . 81
E.4. Arabidopsis y los dominios de inmunidad en plantas . . . . . . . . . . . . . . . . . 81
F. Productos académicos 85
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E.1. Figuras de apoyo al apéndice de términos biológicos . . . . . . . . . . . . . . . . . 83
Introducción
Planteamiento del problema
Los grafos o redes son empleados frecuentemente en distintas ciencias para representar
sistemas complejos. Ejemplo de ello es el uso de redes para estudiar los sistemas de trans-
porte, las agrupaciones sociales, las epidemias, los ecosistemas, las interacciones génicas,
entre otros (Newman; 2003; Solé & Pastor-Satorras; 2003) . Una red permite reconstruir
las interacciones que acontecen entre los elementos del sistema; su organización, funciona-
miento e importancia dentro del mismo. Las redes facilitan el entendimiento de los sistemas
y con ello, la posibilidad de predecir cambios en su conformación frente a perturbaciones
internas o externas (Albert & Barabasi; 2001; Costa et al.; 2005).
En las ciencias biológicas se usan Redes de Coexpresión Génica (RCG) para compren-
der los procesos celulares en los organismos (Markowetz & Spang; 2007; Allen et al.; 2012).
Las RCG muestran cómo se relacionan funcionalmente los genes de un ser vivo cuando
éste es sometido a un tratamiento o cualquier tipo de condición ambiental. El objetivo de
las RCG es plasmar por medio de nodos y aristas, la expresión coordinada de los genes en
respuesta al tratamiento (Mutwil; 2010; Ponnamblam; 2011). Se emplea para ello datos
de expresión obtenidos experimentalmente, que cuantifican el grado de actividad de cada
gen. Debido al número tan alto de genes en los seres vivos1 y al nivel de ruido en los datos,
la construcción de RCG demanda metodoloǵıas estad́ısticas espećıficas, que comprome-
tan eficazmente la información recopilada sobre el sistema y que generen representaciones
acertadas de las interacciones.
Actualmente las metodoloǵıas de construcción de RCG se centran en calcular medidas
de similitud entre pares de genes. El coeficiente de correlación de Pearson (CCP) es de
uso generalizado para el cálculo de dichas similitudes. Desde este enfoque, la similitud es
la correlación lineal de los datos de expresión de los dos genes (Mao et al.; 2009). Luego,
si la similitud supera un valor dado (umbral de similitud), el par de genes se considera
relacionado funcionalmente y da lugar a la formación de una arista en la red (Ficklin &
Feltus; 2011).
Esta metodoloǵıa de construcción de RCG presenta sin embargo varias deficiencias.
Primero, existen pares de genes que participan activamente durante el tratamiento pero
cuyos datos de expresión tienen una relación no lineal. El CCP resulta ineficiente captu-
rando tales asociaciones y muchas de las relaciones funciones no son incluidas en la red
final. Segundo, el umbral de similitud se fija arbitrariamente y sin fundamentos estad́ısti-
1Las plantas estudiadas en este trabajo tienen un número aproximado de genes de 49.000 en arroz, 51.000
en soya, 35.000 en tomate, 31.000 en yuca y 27.000 en Arabidopsis. (Fuente: http://www.phytozome.net/)
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XII INTRODUCCIÓN
cos definidos. Se obtienen aśı redes con muchas aristas erróneas, provenientes de relaciones
funcionales inexistentes y que dificultan el análisis del sistema subyacente.
Además de la construcción de redes, otra área de investigación se enfoca hacia la carac-
terización y comparación de redes (Jamakovic; 2008; Zarrineh et al.; 2011). Con el objetivo
de analizar la estructura la red, se aplican métodos desarrollados por la f́ısica estad́ıstica y
la teoŕıa de grafos. Se emplean variables capaces de caracterizar cuantitativamente aspec-
tos topológicos del grafo, tales como el coeficiente de agrupamiento o el grado promedio
de los nodos. Las redes son descritas por múltiples variables topológicas y posteriormente
comparadas aplicando métodos de análisis multivariado (Costa et al.; 2005). El Análisis
en Componentes Principales (ACP) se usa regularmente en la reducción de la dimensiona-
lidad de los datos, permitiendo diferenciar las redes proyectadas sobre los primeros planos
factoriales (Elo et al.; 2007).
En el caso de las RCG, esta metodoloǵıa permite comparar redes obtenidas con da-
tos de expresión de diversos tratamientos. Sin embargo, su aplicabilidad es limitada dado
que las variables topológicas sólo describen la morfoloǵıa del grafo, mas no reflejan la
información biológica contenida en el mismo. Por consiguiente, resulta dif́ıcil encontrar di-
ferencias en las respuestas a diversos tratamientos y extraer conclusiones relevantes acerca
del funcionamiento del sistema.
Justificación
Existe la necesidad de desarrollar una metodoloǵıa estad́ıstica para construir y com-
parar RCG, con la cual se corrijan aquellas deficiencias encontradas en las aproximaciones
actuales. Una metodoloǵıa en donde se usen medidas de correlación no lineal para el cálcu-
lo de la similitud, se seleccione el umbral de similitud de manera objetiva y se empleen
variables no topológicas en la comparación de las RCG, permitirá solventar las deficiencias
antes planteadas.
Con la metodoloǵıa presentada en este trabajo se quiere reconstruir redes que repre-
senten con mayor exactitud los sistemas de co-expresión génica. Se busca incluir aristas
relevantes, pero normalmente obviadas debido a la naturaleza de los datos; aśı como eli-
minar aristas no informativas y que son fuente de error en los análisis posteriores. La
inclusión de nuevas variables en la etapa de comparación, permite diferenciar mejor las re-
des y confrontar tratamientos aplicados a distintos organismos. Se espera que los métodos
aqúı propuestos, se conviertan en una herramienta para futuras investigaciones con da-
tos genómicos y que sirvan de base para ampliar el conocimiento biológico en organismos
menos estudiados.
Objetivos
El objetivo general del trabajo es desarrollar una metodoloǵıa estad́ıstica destinada
a la construcción y comparación de RCG. Se usan datos de expresión provenientes de
experimentos de inmunidad en plantas para evaluar la metodoloǵıa. Por consiguiente,
el primer objetivo espećıfico es conformar bases de datos de expresión relacionadas con
inmunidad en arroz, tomate, soya, yuca y Arabidopsis.
Como segundo objetivo espećıfico se evaluan métodos de correlación lineal y no lineal
aplicados al cálculo de la similitud entre genes. Aqúı se evalua el desempeño del CCP res-
pecto a otras dos medidas de similitud: Coeficiente de información mutua (CIM) (Numata
et al.; 2008) y la similitud del residuo medio normalizado (SRMN) (Mahanta et al.; 2012).
XIII
El tercer objetivo espećıfico es el de construir RCG estableciendo un umbral de corte
apropiado sobre la medida de similitud. Se estudia la conveniencia de dos métodos para
seleccionar el umbral de corte. El primero basado en la Teoŕıa de Matrices Aleatorias
(TMA) (Luo et al.; 2007) y el segundo basado en el coeficiente de agrupamiento de la red
(Elo et al.; 2007).
El cuarto y último objetivo espećıfico, es el de implementar un método de compa-
ración de redes que permita diferenciar las redes construidas por cada especie. Se hace
la caracterización de las redes usando tanto variables topológicas, como nuevas variables
no topológicas que capturan información biológica. Luego se aplica un ACP seguido de
un análisis de clasificación no jerárquico para encontrar grupos de redes con propiedades
similares.
Descripción del documento
La tesis consiste de dos caṕıtulos. Después del caṕıtulo introductorio, en el caṕıtulo 1
se describen los métodos usados comúnmente en cada etapa de la construcción y compa-
ración de redes. Se hace referencia a un art́ıculo de revisión escrito y publicado durante la
maestŕıa, el cual se anexa en el apéndice G. Este art́ıculo recopila las distintas estrategias
para construir RCG usando datos de expresión en plantas.
En el caṕıtulo 2 se muestran y discuten los resultados del trabajo. Dentro del caṕıtulo
se cita material suplementario: métodos, figuras y tablas que se adjuntan en los apéndices
A, B y C. Los resultados del método TMA para la selección del umbral de similitud
se anexan en el apéndice D. Además, se incluye el apéndice E, el cual hace una breve
introducción a los conceptos biológicos manejados en el documento.
Finalmente se enuncian las conclusiones del trabajo, las perspectivas y futuras inves-




Este caṕıtulo presenta el estado del arte relacionado con las metodoloǵıas de construc-
ción y comparación de redes. En la sección 1.1 se definen las RCG. En la sección 1.2 se
exponen las etapas para construir RCG empleando medidas de similitud. En la sección
1.3 se citan los trabajos realizados en torno a la comparación de RCG. Las temáticas se




















































Figura 1.1. Metodoloǵıa general para la construcción y comparación de RCG. Se señalan las
cuatro etapas principales:
(1) Recopilación de datos de expresión, preprocesamiento y construcción de matrices
de expresión (sección 1.2.1).
(2) Evaluación de medidas de similitud sobre las matrices de expresión y cálculo de
las matrices de similitud (sección 1.2.2).
(3) Evaluación de métodos para escoger un umbral de similitud y cálculo de las
matrices de adyacencia para las RCG (sección 1.2.3).
(4) Caracterización de las RCG y comparación de las mismas usando métodos de
análisis multivariado (Sección 1.3).
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1.1. Las redes de coexpresión génica
Las redes de coexpresión génica (RCG), al igual que cualquier tipo de red, son la
representación de un sistema de elementos interactuantes (Christensen et al.; 2007). Las
redes están compuestas por un conjunto de nodos que simbolizan los elementos del sistema,
y que para el caso de las RCG corresponden a los genes de un organismo vivo (ver apéndice
E.1) (Zhang & Horvath; 2005; Lehner & Lee; 2008). Las relaciones o interacciones entre
los elementos se representan por aristas que conectan los nodos de la red. Las aristas en
una RCG explican por tanto, cuáles genes se encuentran relacionados funcionalmente en
el organismo (figura 1.2). Cada arista revela cómo un par de genes depende mutuamente
y/o participa coordinadamente dentro del sistema vivo (Allen et al.; 2012).















Figura 1.2. RCG construida a partir de datos de expresión en humanos. Se detallan los módulos

















Figura 1.3. Ejemplo de niveles de expresión de cuatro genes a varias condiciones experimentales
dentro de un mismo tratamiento. Adaptado de (Claverie, 1999).
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El objetivo de las RCG es reconstruir dichas relaciones funcionales entre genes a partir
de mediciones experimentales de expresión o actividad de los genes, aqúı denominados
datos de expresión. Estos datos provienen de experimentos de laboratorio donde se somete
al organismo a un tratamiento o est́ımulos externos (Miller & Tang; 2009). En ellos se
cuantifica qué tanto participa un gen en la respuesta al tratamiento. Por ejemplo, qué tanto
se expresa un gen de una planta cuando ésta es atacada por un agente patógeno. De esta
forma se obtienen las intensidades o niveles de expresión para cada gen a lo largo de las
condiciones del tratamiento y se conforma un perfil de expresión (figura 1.3) (Prieto et al.;
2008).
Las metodoloǵıas para la construcción de RCG se basan principalmente en medidas de
similitud, modelos Gaussianos y aproximaciones Bayesianas (Markowetz & Spang; 2007;
Christensen et al.; 2007). El art́ıculo de revisión: “Biostatistical approaches for the recons-
truction of gene coexpression networks based on transcriptomic data” (López-Kleine, L.,
Leal, L. & López, C.; 2013), presenta los resultados más importantes en trabajos publi-
cados sobre RCG. Expĺıcitamente, trabajos que reconstruyen las redes usando datos de
expresión de plantas y donde se aplican tales metodoloǵıas. La publicación se anexa en el
apéndice G.
Las RCG construidas con una metodoloǵıa u otra difieren principalmente en el nivel
de detalle con que se representa el sistema biológico en la red. Se pueden usar meto-
doloǵıas de baja complejidad matemática como las basadas en medidas de similitud, o
metodoloǵıas más elaboradas que involucran mayor costo computacional como las aproxi-
maciones Bayesianas (Husmeier; 2003; Werhli & Husmeier; 2007; Dondelinger et al.; 2011)
o los métodos gaussianos (Schäfer & Strimmer; 2005; Ingkasuwan et al.; 2012). La meto-
doloǵıa seleccionada deberá por tanto, guardar un balance adecuado entre complejidad y
costo computacional dependiendo de la aplicación (Mao et al.; 2009; Mentzen et al.; 2008).
En algunos estudios la construcción de la red es solo una etapa intermedia dentro del
proyecto y no se necesita detallar a profundidad el fenómeno biológico observado (Mutwil
et al.; 2011; Ficklin & Feltus; 2011). En tales casos es común estudiar la actividad génica
desde una visión global, incluyendo un gran número de genes en las redes y extrayen-
do patrones generalizados del sistema. En ese escenario es recomendable desarrollar una
metodoloǵıa basada en medidas de similitud (Markowetz & Spang; 2007). Sin embargo,
si dentro de los objetivos de la investigación se plantea estudiar en detalle los mecanis-
mos moleculares y el sentido de la regulación génica para un conjunto reducido de genes,
será apropiado construir la red bajo una aproximación bayesiana (Needham et al.; 2009;
Dondelinger et al.; 2011).
Dados los objetivos espećıficos de este trabajo y el volumen de datos de expresión
por analizar, la metodoloǵıa propuesta procura un bajo costo computacional, a la vez que
integra métodos robustos al ruido de los datos. Para efectos de la comparación de las redes,
solo se requieren representaciones generalizadas de los datos, es decir, se buscará que las
RCG capturen a nivel macro los sistemas de coexpresión. Es por ello que la construcción
de RCG por medidas de similitud, es la estrategia que mejor se adecúa a las necesidades
del proyecto. Las secciones siguientes abordan los métodos concernientes a dicho enfoque.
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1.2. Construcción de RCG desde el enfoque de medidas de
similitud
La construcción de RCG basada en medidas de similitud se viene aplicando de forma
generalizada en trabajos recientes (Alvarez-Buylla et al.; 2007; Fukushima et al.; 2012;
Mahanta et al.; 2012; Ouyang et al.; 2012). Desde este enfoque, se selecciona y pre-procesa
una base de datos que contiene información sobre la expresión de genes a varias condiciones.
Luego se procede a medir la similitud entre los perfiles de expresión. Si la similitud entre
un par de genes está por encima de un umbral escogido, dichos genes estarán conectados
en la red (Markowetz & Spang; 2007). A continuación se presenta formalmente el estado
del arte referente a este enfoque. Inicialmente se describen los métodos utilizados en el
preprocesamiento y adecuación de los datos de expresión. Luego se muestran las medidas de
similitud de mayor uso y finalmente, las técnicas para la selección del umbral de similitud.
1.2.1. Los datos de expresión
El nivel de expresión de un gen es una medida adimensional que toma valores continuos
mayores o iguales a cero, cuantificando indirectamente el grado de participación de un gen
en los procesos celulares (ver apéndice E.2) (Mutwil et al.; 2011). Los niveles de expresión
de los genes se miden mediante experimentos (tratamientos) usando técnicas como los
microarreglos y RNAseq (Wang et al.; 2009; Miller & Tang; 2009). En los experimentos se
somete al organismo a varias condiciones y se mide la expresión de los genes. Dentro de
las condiciones, se distinguen tanto condiciones experimentales como condiciones control.
Generalmente, hay varias réplicas por cada condición experimental y control.
Existen repositorios de libre acceso como GEO DataSets de NCBI (http://www.ncbi.
nlm.nih.gov/geo/) y ArrayExpress de EBI (http://www.ebi.ac.uk/arrayexpress/)
que almacenan los datos de expresión obtenidos en experimentos usando microarreglos.
Los datos de cada experimento se presentan en una matriz de expresión En×p, donde las
n filas corresponden a genes y las p columnas o samples corresponden a condiciones y
sus réplicas (figura 1.4). Sin embargo, los datos de expresión originales contienen ruido de
diversas fuentes y requieren de un preprocesamiento (Wu; 2009):
• En primer lugar hay fuentes de variación propias de las técnicas, por ejemplo distintos
protocolos y equipos para la preparación de muestras y su medición. Además los
datos provienen de imágenes escaneadas que incluyen defectos de lectura o ruido de
fondo. Se necesita entonces de una normalización para hacer comparables los niveles
de expresión entre condiciones (Irizarry et al.; 2003).
• Otro fenómeno observado es la dependencia de la varianza del nivel de expresión
con su media. Se acostumbra a transformar los datos para reducir esta dependencia
(Huber et al.; 2002).
• En cada condición, el nivel de expresión de un gen se mide varias veces por medio de
sondas o probes cuando se usan microarreglos. Consecuentemente, las mediciones se
deben resumir a un único valor que constituya la expresión del gen en esa condición
(Wu; 2009).
• Es común encontrar genes con datos faltantes en muchas condiciones, genes con poca
variación en el nivel de expresión y réplicas at́ıpicas o que no se asemejan a otras
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réplicas dentro de una misma condición. En estos casos se aplican distintos filtros
para eliminar datos at́ıpicos y genes poco representativos dentro del experimento
























Figura 1.4. Ejemplo de matriz de expresión En×p para un experimento. Esta matriz de expresión
tiene n genes y p = 6 columnas de condiciones y sus réplicas.
A continuación se revisan en detalle los métodos más empleados en las etapas de
preprocesamiento.
1.2.1.1. Normalización y transformación de los datos
Bolstad et al. (2003) presentan una revisión de los métodos para normalizar datos
de expresión y encuentra que la normalización cuant́ılica tiene el mejor desempeño. La
normalización cuant́ılica es un método no lineal ampliamente aceptado por su rapidez y
pocos supuestos (Baber et al.; 2011; Gallón et al.; 2013). Con el método se busca que la
distribución de niveles de expresión en las condiciones sea la misma.
Irizarry et al. (2003) proponen corregir el ruido de fondo previo a la normalización
cuant́ılica y luego aplicar una transformación log2 a los datos. Este método denominado
RMA (Robust Multi-Array Average) es el más empleado actualmente (Welsh et al.; 2013).
Otras estrategias de normalización y transformación conocidas son el método VSN (Va-
riance Stabilization and calibration) (Huber et al.; 2002) y el método adaptativo (Zhao
et al.; 2005).
1.2.1.2. Conversión de niveles de expresión por sonda a niveles de expresión
por gen
Como se mencionó anteriormente, el nivel de expresión de un gen se mide varias veces
por medio de sondas o probes. Las asociaciones entre sondas y genes dependen del expe-
rimento y la tecnoloǵıa de microarreglos empleada. Estas asociaciones vienen dadas por
una tabla que relaciona cada sonda con uno o varios genes (Wu; 2009). Es común fijar dos
reglas para obtener el nivel de expresión de un gen a partir de los niveles de expresión en
las sondas:
1. Eliminar las sondas que tengan asociados más de un gen (Atias et al.; 2009).
2. Si un gen tiene asociada más de una sonda se le asigna el nivel de expresión máximo
entre sus sondas (De Jong et al.; 2012).
De esta forma se asegura que el nivel de expresión de cada gen sea único y esté ligado
a la sonda con la mejor medición (Dozmorov et al.; 2011).
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1.2.1.3. Filtrado de los datos
En esta etapa se utilizan combinaciones de criterios para eliminar genes y condiciones
no representativas. A juicio de cada investigador se fija un percentil Pg de genes y se
eliminan las condiciones que tienen menos de Pg genes con datos de expresión (Atias
et al.; 2009). Aśı mismo, se fija un percentil Pc de condiciones y se eliminan genes con
datos de expresión en menos de Pc condiciones. También se pueden eliminar genes cuya
varianza en el nivel de expresión sea inferior a un percentil, con el fin de aumentar la señal
y disminuir el ruido (Tritchler et al.; 2009; Childs et al.; 2011).
Algunos autores hacen un filtrado adicional: eliminan los genes que no tienen cambio
significativo en el nivel de expresión (Weston et al., 2011) y construyen las RCG únicamente
con los genes expresados diferencialmente (DEG) en cada experimento. Es decir, genes que
tienen cambios en su nivel de expresión en la condición experimental respecto a la condición
control. Se busca con esto incluir únicamente genes informativos del proceso biológico en
la RCG. La expresión diferencial entre condiciones se detecta, por ejemplo, aplicando una
prueba estad́ıstica. Se evalúa la prueba de hipótesis de diferencia de medias de expresión
entre la condición experimental y la condición control usando el estad́ıstico t (Dudoit et al.;
2002). Luego se controla el error tipo I por múltiples pruebas. Como los datos no siguen
siempre una distribución normal se han propuesto métodos no paramétricos (Dinu et al.;
2007). Este es el caso del análisis de significancia de microarreglos (SAM), donde se define





En la ecuación 1.1, di es la diferencia relativa entre los niveles de expresión del gen i, xi,e
es el nivel de expresión promedio del gen entre las réplicas de la condición experimental,
xi,e es el nivel de expresión promedio del gen entre las réplicas de la condición control, si
es la desviación estándar de los niveles de expresión (ecuación 1.2) y so es una constante
positiva que minimiza el coeficiente de variación de di.
si =
√√√√( 1pe + 1pc










En la ecuación 1.2, pe y pc son el número de réplicas de las condiciones experimental
y control respectivamente, y xi,k es el nivel de expresión del gen i en la réplica k.
Los di se comparan con sus valores esperados dE,i. Estos últimos resultan de permutar
los replicas entre condiciones experimental y control, calcular nuevos di y promediarlos.
Los DEG serán aquellos que cumplen: |di − dE,i| > ∆. El valor de delta (∆) se selecciona
a juicio para reducir la tasa FDR (False Discovery Rate) (Tusher et al.; 2001).
Además del SAM, los métodos LIMMA (Linear Analysis of Microarray Data) (Smyth;
2005) y GSEA (Gene Set Enrichment Analysis) (Subramanian et al.; 2005) son usados
comúnmente para encontrar DEG. Al finalizar la etapa de filtrado se obtienen datos más
limpios e informativos para proceder con la construcción de la red.
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1.2.2. Las medidas de similitud
Una etapa cŕıtica dentro de la construcción de las RCG es la selección de la medida
de similitud. Esta debe capturar el grado de concordancia entre los perfiles de expresión
de cada par de genes. La similitud si,j entre los genes i y j depende de Xi y Xj , donde
Xi es una variable aleatoria continua denotando el nivel de expresión del i-ésimo gen con
i = 1, . . . , n (Meyer et al.; 2008). De esa forma, la medida de similitud se usa en conjunto
con la matriz de expresión para calcular la matriz de similitud Sn×n = {si,j} (figura 1.1).
El coeficiente de correlación de Pearson (CCP) se usa frecuentemente para calcular la
similitud ya que muchos perfiles de expresión se correlacionan linealmente (Daub et al.;
2004; Mutwil; 2010; Mochida et al.; 2011). Sin embargo, la correlación entre las variables
que describen los niveles de expresión no es siempre lineal (Bandyopadhyay & Bhatta-
charyya; 2011). Se han buscado entonces medidas de similitud que capturen mejor las
pequeñas diferencias entre los perfiles, sean más robustas frente al ruido de los datos y
detecten cualquier tipo de asociación entre variables (Soranzo et al.; 2007). Entre ellas se
destaca el coeficiente de información mutua (CIM) que no tiene supuestos sobre la dis-
tribución que genera los datos y no se ve afectada por transformaciones (Numata et al.;
2008; De Matos Simoes & Emmert-Streib; 2011). Otros desarrollos en la materia inclu-
yen la similitud del residuo medio normalizado (SRMN) (Mahanta et al.; 2012), métodos
no paramétricos de correlación local (Huerta et al.; 2008; Chen et al.; 2010) y medidas
que cuantifican las desviaciones angulares de los vectores de expresión (Bandyopadhyay
& Bhattacharyya; 2011). A continuación se presentan las medidas de similitud de mayor
interés (CCP y CIM), junto con la SRMN que es la última publicada en literatura.
1.2.2.1. Coeficiente de correlación de pearson (CCP)
Las RCG basadas en CCP fueron propuestas inicialmente por Dahaeseleer et al. (2000).
El CCP se usa frecuentemente en la reconstrucción de RCG de plantas (Faccioli et al.;
2005; Edwards et al.; 2010; Ouyang et al.; 2012). En este contexto, el CCP cuantifica
la tendencia de dos genes a tener perfiles de expresión correlacionados linealmente entre
condiciones (Soranzo et al.; 2007). El CCP para las dos variables aleatorias Xi y Xj toma
valores en el intervalo [−1, 1] (ecuación 1.3).
CCP (Xi, Xj) =
∑p
k=1 (xi,k − xi) (xj,k − xi)√∑p
k=1 (xi,k − xi)
2∑p
k=1 (xj,k − xj)
2
(1.3)
En la ecuación 1.3, xi es la media de los niveles de expresión del gen i sobre las p
condiciones y sus réplicas.
El valor absoluto del CCP se usa también como medida de similitud, ya que las corre-
laciones negativas son entendidas como asociaciones funcionales entre genes y reflejan una
coordinación en la expresión génica (Zhang & Horvath; 2005). De esta forma, la similitud
toma valores en el intervalo [0,1], donde 0 significa que no hay asociación lineal entre Xi
y Xj , y 1 indica asociación total o máxima similitud (ecuación 1.4).
sACCPi,j = |CCP (Xi, Xj)| (1.4)
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1.2.2.2. Coeficiente de información mutua (CIM)
La información mutua (I) es una medida de asociación no lineal entre perfiles de
expresión (Butte & Kohane; 2000). Diferentes estudios sobre redes biológicas han trabajado
con esta medida (Steuer et al.; 2002; Margolin et al.; 2006; Soranzo et al.; 2007; Luo et al.;
2007; De Matos Simoes & Emmert-Streib; 2011). La información mutua toma valores en






pXi,Xj (xi, xj) ln
(
pXi,Xj (xi, xj)
pXi(xi) · pXj (xj)
)
dxidxj (1.5)
En la ecuación 1.5, pXi,Xj (xi, xj) es la función de distribución de probabilidad conjunta
de Xi y Xj , y pXi(xi) y pXj (xj) son respectivamente las funciones de distribución de
probabilidad marginal de Xi y Xj .
Puesto que I es una función no lineal de pXi,Xj (xi, xj), que a su vez es desconocida, la
estimación de I se obtiene por discretización de los datos de expresión (Paninski; 2003).
Esta estrategia aproxima pXi,Xj (xi, xj) a las frecuencias por intervalo de las dos variables
aleatorias discretizadas (De Matos Simoes & Emmert-Streib; 2011) . Luego la I se calcula
en términos de las entroṕıas de las variables (H(Xi)) y de la entroṕıa conjunta (H(Xi, Xj))
(ecuaciones 1.6, 1.7 y 1.8) (Dionisio et al.; 2004).















Se han propuesto varios estimadores para encontrar soluciones rápidas y que reduzcan
el sesgo en el cálculo de las entroṕıas (Meyer et al.; 2008). El estimador más simple
es el estimador emṕırico, calculado directamente sobre las frecuencias observadas de la
distribución discretizada (Paninski; 2003). Sin embargo, se demostró que este estimador
subestima la entroṕıa cuando el número de intervalos aumenta (Hausser; 2006). Entre los
estimadores que enfrentan dicho problema se encuentran el estimador de Miller-Madow, el
estimador de Hausser (Hausser; 2006) y el de Schurmann-Grassberger. De Matos Simoes &
Emmert-Streib (2011) demostraron que los tres estimadores tienen rendimientos cercanos
en la inferencia de redes simuladas.
El estimador de entroṕıa propuesto por Hausser (2006) (ecuaciones 1.9 y 1.10), es el
más adecuado cuando el la cantidad de datos de expresión es pequeña, pues combina a la
vez dos estimadores, uno con baja varianza y otro con bajo sesgo por medio del parámetro




p̂Xi(xki) ln (p̂Xi(xki) (1.9)








En la ecuaciones 1.9 y 1.10, nb es el número de intervalos en los que se dividió el rango
de la variable, ki es el intervalo de la variable discretizada donde se observan los datos,
np,ki es el número de datos observados en el intervalo ki, Bi es un vector que indica el
número del intervalo sobre el cual se estima pXi(xki).

















La estimación de I se hace en conjunto con un método de discretización de las varia-
bles aleatorias. De Matos Simoes & Emmert-Streib (2011) concluyeron que el método de
discretización tiene más efecto en la reconstrucción de las redes que el mismo estimador
de la entroṕıa. Sugieren usar la discretización de igual ancho global, la cual consiste en
dividir el rango de las variables aleatorias Xi en nb intervalos de igual tamaño. El número
de intervalos se selecciona normalmente con la regla de Sturges: nb = 1 + log2(p) (Scott &
Sain, 2005) o la heuŕıstica: nb = (p)
0.5 (Meyer et al.; 2008).
Con el fin de poder efectuar comparaciones con otras medidas de similitud, se usa la
siguiente transformación que da origen al coeficiente de información mutua ajustado al
rango [0,1] (ecuación 1.12) (Dionisio et al.; 2004; Numata et al.; 2008).
sCIMi,j =
√
1− exp(−2 · I(Xi, Xj)) (1.12)
1.2.2.3. Similitud del residuo medio normalizado (SRMN)
La medida de similitud formulada en la ecuación 1.13 mide el nivel de concordancia
entre los perfiles de expresión de dos genes (Mahanta et al.; 2012).
SRMN(Xi, Xj) = 1−
∑p
k=1 |xi,k − xi − xj,k + xj |
2 ·máx{
∑p
k=1 |xi,k − xi|,
∑p
k=1 |xj,k − xj |}
(1.13)
El SRMN asume valores en el rango [0,1] y satisface las propiedades de no negatividad,
simetricidad e inequidad triangular de una métrica. Mahanta et al. (2012) demostraron
que el SRMN supera en rendimiento al CCP y al coeficiente de rango de Spearman, dado
que detecta la proximidad entre los perfiles de expresión y no solo sus tendencias.
1.2.3. Selección de un umbral de similitud y cálculo de la matriz de
adyacencia
Una segunda etapa cŕıtica en la construcción de RCG es la selección de un umbral de
similitud (τ∗). El umbral se usa para transformar la matriz de similitud en una matriz
de adyacencia An×n, donde se codifican los nodos conectados de la RCG y el peso de las
aristas que los unen (figura 1.1) (Margolin et al.; 2006). Es común encontrar metodoloǵıas
10 CAPÍTULO 1. MARCO TEÓRICO
de construcción de RCG que omiten dicho peso de las aristas (Mao et al.; 2009; Mahanta
et al.; 2012; Fukushima et al.; 2012). Estos procedimientos utilizan en conjunto el umbral
de similitud y la función de adyacencia descrita en la ecuación 1.14 para calcular An×n
(Zhang & Horvath; 2005). Ya que las RCG tienen aristas no direccionadas, la matriz de
adyacencia es simétrica (Markowetz & Spang; 2007).
A = [ai,j ] donde ai,j =
{
1 si si,j ≥ τ∗
0 si si,j < τ
∗ (1.14)
Se han propuesto varias metodoloǵıas para determinar τ∗. Hay enfoques sin una fun-
damentación matemática estricta, como la selección arbitraria de τ∗ o la selección del
percentil Ps de similitudes más altas para conformar las aristas de la red (Freeman et al.;
2007). Otros enfoques procuran una selección objetiva de τ∗, asumiendo que las redes
aleatorias y las redes biológicas tienen estructuras diferenciables. Ejemplos de ello son los
métodos basados en teoŕıa de matrices aleatorias (TMA) (Luo et al.; 2007), en coeficientes
de agrupamiento (Gupta et al.; 2006; Elo et al.; 2007) y en la teoŕıa de grafos espectrales
(Perkins & Langston; 2009; Borate et al.; 2009). También existen métodos que utilizan
estad́ısticos sobre la distribución de similitudes, como el test de permutación (Carter et al.;
2004) y el test de Fisher de homogeneidad (Nayak et al.; 2009).
Las siguientes secciones presentan los métodos de TMA y coeficientes de agrupamiento;
ambos usados en publicaciones recientes (Elo et al.; 2007; Ficklin & Feltus; 2011; Gibson
et al.; 2013).
1.2.3.1. Selección del umbral por teoŕıa de matrices aleatorias (TMA)
El método TMA detecta transiciones asociadas con ruido y aleatoriedad de los sistemas
(Luo et al.; 2007). Consiste en variar los umbrales τv y encontrar la transición de una red
aleatoria a una red que representa el sistema real. El método TMA caracteriza las matrices
en dos estructuras: estructura ortogonal Gaussiana (EOG) y estructura Poisson. Se define
una matriz de adyacencia ponderada Cn×n por la ecuación 1.15. Si a un umbral dado,
la matriz Cn×n tiene estructura EOG, entonces la red construida representa una sistema
aleatorio, afectado por ruido y aristas inexactas. Si la matriz Cn×n tiene una estructura
Poisson, se dice que la red es una representación no aleatoria y real del sistema subyacente.
(Gibson et al.; 2013).
C = [ci,j ] donde ci,j =
{
si,j si si,j ≥ τv
0 si si,j < τv
(1.15)
Para decidir si Cn×n tiene estructura EOG o Poisson, se ordenan de menor a mayor los
valores propios de Cn×n y se calculan sus espaciamientos e (ecuación 1.16). La estructura
EOG se presenta cuando los espaciamientos siguen la distribución Wigner-Dyson (ecuación
1.17). En caso contrario, siguen la distribución Poisson (ecuación 1.18) (Luo et al.; 2007).
ei = λ
d
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PPoisson = exp(−e) (1.18)
Donde λdi+1 y λ
d
i son los valores propios de Cn×n que han sido ordenados y transfor-
mados para tener distribución uniforme; ei es el espaciamiento entre dos valores propios
transformados.
Puesto que la distribución de los valores propios de una matriz Cn×n no es uniforme,
el método requiere que se efectúe previamente una transformación de los valores propios.
La transformación se logra calculando la función de densidad integrada D(λ) (ecuación
1.19) y ajustando una trazador cúbico (función spline) a D(λ). Luego, los valores propios







En las ecuaciones 1.19 y 1.20, λdi es el valor propio transformado al evaluar el valor
propio inicial λi en el spline cúbico D
∗(λi).
El umbral de similitud se obtiene calculando matrices Cn×n a diferentes valores de τv
(ecuación 1.15), y se selecciona el menor τv para el cual los espaciamientos e siguen una
distribución Poisson (Luo et al.; 2007).
1.2.3.2. Selección del umbral usando coeficientes de agrupamiento
Este método compara el coeficiente de agrupamiento (C(τv)) de la RCG con el coefi-
ciente de agrupamiento esperado (Cr(τv)) para una red aleatoria, a medida que el umbral
de similitud aumenta (τv) (Elo et al.; 2007). El C(τv) cuantifica la proporción de aristas
en la vecindad de cada nodo y lo promedia en toda la RCG (ecuación 1.21) (Gupta et al.;
2006). Respecto al Cr(τv), este depende únicamente de las propiedades de la RCG cons-
truida, pues se calcula en función de la distribución de los grados de los nodos en la RCG









En la ecuación 1.21, ki es el grado del nodo i (número de nodos conectados o vecinos
al nodo i); Di denota el número de aristas que conectan mutuamente a los vecinos de i;







En la ecuación 1.22, k = (1/N)
∑N




i y N es el número de
nodos en la RCG.
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Para escoger el umbral de similitud, se contruyen RCG a distintos umbrales. Se se-




{τv : (C(τv)− Cr(τv+1)) > (C(τv+1)− Cr(τv+1))} (1.23)
En la ecuación 1.23, τv+1 = τv + 0.01 y τv ∈ [0.01, 0.99].
1.3. Comparación de RCG aplicando métodos multivariados
La comparación de RCG tiene normalmente dos objetivos: analizar las redes obtenidas
por diferentes metodoloǵıas de construcción (Werhli et al.; 2006; Skinner et al.; 2011;
Allen et al.; 2012) y estudiar las propiedades particulares de los sistemas que representan
(van Leeuwen et al.; 2007; Mutwil et al.; 2011; Zarrineh et al.; 2011). En cualquiera de
los casos, la comparación se puede efectuar por medio de variables que caracterizan la
topoloǵıa de la red. Es decir, variables que describen cómo los nodos estan conectados entre
śı. Variables como la distribución del grado, el coeficiente de agrupamiento, entre otros,
puntualizan las caracteŕısticas topológicas globales de una red (Horvath & Dong; 2008).
Otras aproximaciones al problema de comparación de redes son: el análisis de subgrafos
o motivos internos que se encuentren sobrerrepresentados (Przulj; 2007), la medición de
propiedades estructurales a nivel local (Middendorf et al.; 2005) y el uso algoritmos de
alineamiento de redes (Liao et al.; 2009; Zaslavskiy et al.; 2009; Ficklin & Feltus; 2011).
Estos métodos son informativos de las propiedades locales de la red, pero a la vez más
costosos de ejecutar computacionalmente conforme aumenta el tamaño de la red (Li &
Yang; 2009).
Las comparaciones basadas en propiedades topológicas de la red tienen como ventaja
que las variables son fáciles de calcular y describen apropiadamente un atributo del grafo
(Li & Yang; 2009). Costa et al. (2005) presentan 31 variables de caracterización de redes,
las cuales se clasifican en la tabla 1.1.
Algunos autores comparan las redes usando una variable a la vez (Wu & Li; 2007;
Lancichinetti et al.; 2010). En otros casos el número de redes y de variables demanda
métodos de análisis multivariados. Por ejemplo, Jamakovic (2008) aplicó un ACP a la
comparación de redes simuladas y descubrió grupos de variables redundantes respecto a la
información topológica que suministraban. Otros autores han usado el ACP para comparar
redes tomando como variables el grado de los nodos (Elo et al.; 2007; Li & Yang; 2009; Luo
et al.; 2011). Li & Yang (2009) observaron los nodos de la red en un espacio p-dimensional
y luego usaron el ACP para extraer la estructura dominante de la nube de nodos. Elo
et al. (2007) usaron los grados de nodo estandarizados para caracterizar varias RCG.
Encontraron que las RCG construidas con datos de expresión de distintos experimentos
pod́ıan analizarse sobre las proyecciones de un ACP.
El análisis canónico de variables seguido de un método de clasificación Bayesiana es
otra estrategia de clasificación de redes (Costa et al.; 2005). También se usan algoritmos de
agrupamiento jerárquico para extraer información adicional y clasificar redes de naturaleza
desconocida (Costa & Silva; 2004).
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Tabla 1.1. Clasificación de variables usadas en la caracterización de redes (Costa et al., 2005).
Clasificación Variables
Variables relacionadas con
la distancia entre nodos
Distancia geodésica media, eficiencia global, distancia harmóni-
ca media, vulnerabilidad, radio de convergencia y de divergen-
cia.
Variables que describen el
agrupamiento de los nodos
en la red
Coeficiente de agrupamiento, coeficiente de agrupamiento pon-
derado, coeficiente ćıclico, coeficiente de agrupamiento jerárqui-
co.
Variables que diferencian
los tipos de nodos y su dis-
tribución
Asortatividad, grado de bipartición, ı́ndice de conexión, reci-
procidad de las aristas, grado máximo del nodo, grado máximo
en la vecindad, coeficiente de correlación entre grados.
Variables que miden la cen-
tralización de los nodos
Centralidad, centralización, dominancia del punto central.
Variables basadas en pro-
piedades espectrales




Modularidad, modularidad local, coeficiente de participación,
significancia del subgrafo, centralidad del subgrafo.
Variables relacionadas con
la facilidad para acceder a
la información en la red
Entroṕıa de la distribución del grado, información necesaria
para identificar rutas de conexión, información accesible, infor-
mación oculta, entroṕıa objetivo del nodo, entroṕıa en las rutas
de conexión.
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CAPÍTULO 2
Aplicación de la metodoloǵıa a datos de expresión
en plantas
Las etapas de construcción y comparación de redes introducidas en el caṕıtulo anterior,
son implementadas, evaluadas y mejoradas en este caṕıtulo. Aqúı se presenta un estudio
de aplicación a datos de expresión en plantas. La aplicación tiene como objetivo plantear
la metodoloǵıa estad́ıstica y presentarla como un instrumento para la investigación en
bioloǵıa, espećıficamente, al estudio de las respuestas de inmunidad en arroz, soya, tomate,
yuca y Arabidopsis.
Hay dos enfoques desde los que se muestran los resultados y que corresponden a dos
tipos de RCG construidas. El primero es el estudio de las RCG construidas con base en
múltiples experimentos (tratamientos) realizados en una misma planta, aqúı abreviadas
M-RCG. Las M-RCG son el resultado de combinar todos los conjuntos de datos recopi-
lados para una misma planta. El segundo enfoque es el estudio de las RCG basadas en
experimentos individuales, abreviadas como S-RCG. Desde este enfoque se construye una
red por cada experimento (réplicas de una misma condición biológica). Es decir, se crean
varias redes para la misma especie de planta.
En este caṕıtulo se describen incialmente las matrices de expresión obtenidas tras el
preprocesamiento de los datos. Se resaltan las diferencias en calidad y cantidad de datos
de las especies de plantas estudiadas. Luego, se hace un comparativo de las matrices
de similitud calculadas usando ACCP, CIM y SRMN (ver sección 1.2.2). Se analiza el
desempeño de las medidas detectando asociaciones no lineales entre perfiles de expresión
de genes.
En la selección del umbral de similitud, se aplica el método basado en el coeficiente
de agrupamiento (sección 1.2.3.2). Se propone una modificación al método y se discute su
confiabilidad en la construcción de redes con diversa topoloǵıa. También se evalua el méto-
do basado en teoŕıa de matrices aleatorias (sección 1.2.3.1), pero sus resultados se incluyen
en el apéndice D, ya que se eligió el método basado en el coeficiente de agrupamiento.
En última instancia, se exponen las variables usadas para caracterizar las redes, la
aplicación del ACP y del método de clasificación de medias móviles para encontrar redes
similares (Jolliffe; 2002; Jombart et al.; 2010). Se analiza la incidencia del tamaño de las
redes en los análisis, se describen los ejes más informativos y las redes proyectadas en
los primeros planos factoriales. Las agrupaciones de las redes se comparan con conoci-
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miento biológico previo, discutiendo sus aciertos y errores en el marco de la propuesta
metodológica.
La discusión contenida en este caṕıtulo aborda tanto los aspectos estad́ısticos, resaltan-
do las dificultades y alcances de la metodoloǵıa propuesta, como su utilidad para generar
predicciones biológicas de interés.
A partir de los resultados del proyecto, se elaboró el manuscrito titulado: Construction
and comparison of gene co-expression networks reveals complex plant immune responses.
El manuscrito fue sometido a la revista Genomics el 19 de septiembre de 2013.
2.1. Antecedentes
Diversas técnicas de bioloǵıa molecular han permitido generar una enorme cantidad
de datos de expresión génica, los cuales están actualmente disponibles en bases de datos
públicas. Estos datos, si se analizan adecuadamente, conducen a un mejor entendimiento
de los procesos biológicos en los organismos vivos. Las redes génicas construidas a partir
de datos de expresión se denominan redes de coexpresión génica (RCG), y reflejan las
relaciones funcionales entre los genes (y/o entre las protéınas que los genes codifican).
Es decir, indican la participación coordinada de los genes en un proceso biológico o ruta
metabólica común (Atias et al.; 2009; Hwang et al.; 2011). Las RCG permiten predicir
funciones (anotaciones funcionales) para aquellas protéınas que carecen de una función
conocida (Mao et al.; 2009; Ficklin & Feltus; 2011). Algunos estudios han confirmado por
medio de validación experimental que las predicciones son acertadas (Lee et al.; 2011; Seo
et al.; 2011).
Se han empleado varias metodoloǵıas en la construcción de RCG en plantas (López-
Kleine et al.; 2013), tratando de representar la mayor cantidad de datos de expresión
posible (Atias et al.; 2009; Mao et al.; 2009). La mayoŕıa de las metodoloǵıas tienen en
común cuatro etapas principales que son abordadas de diferentes maneras: 1) selección de
los datos de expresión y construcción de matrices de expresión, 2) selección de una medida
de similitud y construcción de matrices de similitud entre genes (Butte & Kohane; 2000;
Mahanta et al.; 2012), 3) selección de un umbral de similitud (Elo et al.; 2007; Luo et al.;
2007), 4) comparación de las RCG obtenidas de diversos experimentos y especies (Werhli
et al.; 2006; Mutwil et al.; 2011; Skinner et al.; 2011; Allen et al.; 2012).
La validez de las RCG construidas, depende de la fiabilidad y la objetividad de los
métodos empleados en cada una de las etapas. Además, cuando se usan en conjunto da-
tos de expresión heterogéneos o de diversas condiciones experimentales, hay que tener
especial cuidado en reducir el ruido de los datos. La primera decisión cŕıtica dentro de
la metodoloǵıa, es la selección de una medida de similitud que capture las asociaciones
entre los perfiles de expresión de los genes (ver sección 1.2.2)(Zhang & Horvath; 2005).
El coeficiente de correlación de Pearson (CCP) es la medida más empleada debido a su
fácil implementación (Faccioli et al.; 2005; Edwards et al.; 2010; Ouyang et al.; 2012). Sin
embargo, puesto que los perfiles de expresión pueden correlacionarse de forma no lineal,
muchos genes coexpresados no se muestran en la red final (Bandyopadhyay & Bhatta-
charyya; 2011). Igualmente, el CCP es afectado por observaciones extremas originándose
pares de genes coexpresados de manera incorrecta (Mutwil; 2010). Algunos estudios han
confirmado que el CCP puede ser alto inclusive si los genes no tienen expresión diferencial
entre condiciones (Bandyopadhyay & Bhattacharyya; 2011) y que falla en la detección
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de proximidad entre perfiles (Mahanta et al.; 2012). Se han propuesto varias medidas de
similitud para detectar cualquier tipo de asociación entre perfiles de expresión, siendo a
la vez medidas robustas frente al ruido de los datos (Huerta et al.; 2008; Numata et al.;
2008; Chen et al.; 2010; Bandyopadhyay & Bhattacharyya; 2011; Mahanta et al.; 2012).
La medida de similitud del coeficiente de información mutua (CIM), la cual está basada
en la teoŕıa de la información, tiene buen desempeño con datos genómicos debido a que
no asume distribuciones (Numata et al.; 2008; De Matos Simoes & Emmert-Streib; 2011).
Recientemente, la similitud del residuo medio normalizado (SRMN) mostró buen desem-
peño detectando perfiles de expresión cercanos (Mahanta et al.; 2012). Una evaluación de
estas medidas de similitud es esencial para definir sus ventajas y desventajas capturando
asociaciones lineales y no lineales entre los datos de expresión.
Una vez se ha seleccionado y aplicado la medida de similitud, la segunda decisión cŕıtica
es definir un umbral de similitud (sección 1.2.3). En ocasiones la decisión recae en criterios
subjetivos o en conocimiento biológico previo (Freeman et al.; 2007; Ala et al.; 2008).
También se han propuesto aproximaciones más elaboradas para seleccionar objetivamente
el umbral (Carter et al.; 2004; Nayak et al.; 2009). Hay métodos basados en coeficientes de
agrupamiento de la red (Elo et al.; 2007), teoŕıa espectral de grafos (Perkins & Langston;
2009; Borate et al.; 2009) y teoŕıa de matrices aleatorias (Luo et al.; 2007), los cuales
buscan diferenciar la verdadera coexpresión del ruido de los datos. En estos métodos se
obtienen las RCG de una manera sistemática y sin intervención subjetiva (Luo et al.; 2007).
Entre ellos, los métodos basados en coeficientes de agrupamiento son los más robustos al
ruido y tienen baja complejidad computacional (Elo et al.; 2007).
Respecto a la comparación de redes en la etapa final (sección 1.3), algunas estrategias
tienen como objetivo comparar la forma en que se organizan los nodos y las aristas (to-
poloǵıa de la red) (van Leeuwen et al.; 2007; Mutwil et al.; 2011; Zarrineh et al.; 2011).
Otros trabajos comparan las redes para revelar las ventajas de una o varias metodoloǵıas
de construcción de RCG (Werhli et al.; 2006; Skinner et al.; 2011; Allen et al.; 2012). Tam-
bién se ha hecho comparación de redes empleando variables de caracterización de grafos
y métodos de análisis multivariado de datos (Costa et al.; 2005; Elo et al.; 2007; Jama-
kovic; 2008; Li & Yang; 2009). Sin embargo, se usan únicamente variables topológicas o
espectrales para caracterizar las redes. Por consiguiente, la información genómica no se
ve reflejada en las variables y no se obtienen conclusiones biológicas relevantes. Aún no
hay disponible una estrategia para caracterizar y comparar las redes, que permita a los
investigadores incluir y extraer información genómica valiosa e inferir similitudes entre
RCG.
2.2. El estudio de la inmunidad en plantas
Las plantas son una fuente importante de nutrientes para la mayoŕıa de los organismos.
Para tener acceso a esos nutrientes, los patógenos tienen que ser capaces de superar la
respuesta de inmunidad o defensa de las plantas.
La inmunidad en plantas se ha clasificado en dos ramas o tipos de respuesta, de acuer-
do a las moléculas involucradas en el reconocimiento de los patógenos (Jones & Dangl;
2006). La primera rama se deriva del reconocimiento que hacen las plantas de Patrones
Moleculares Asociados a Microorganismos (MAMPs) por medio de receptores (PRRs).
Esta respuesta se conoce como Inmunidad Activada por MAMPs (PTI o MTI) (Chisholm
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et al.; 2006; Zipfel; 2009). La segunda rama de la inmunidad en plantas se deriva del reco-
nocimiento de protéınas efectoras de los patógenos, por medio de protéınas de resistencia
en la planta. Esta respuesta se conoce como Inmunidad Activada por Efectores (ETI)
(Jones & Dangl; 2006). Ambas respuestas, PTI y ETI, inducen la Resistencia Sistemáti-
ca Adquirida (SAR) que confiere resistencia frente a un amplio espectro de patógenos
(Durrant & Dong; 2004). Las plantas, al hacer el reconocimiento de los MAMPs o de las
protéınas efectoras, activan una serie de mecanismos o procesos biológicos que incluyen:
flujos iónicos, producción de especies reactivas de ox́ıgeno (ROS) y activación de las rutas
metabólicas de las MAP quinasas. De esa forma se desencadena y regula la expresión de
los genes de la planta (Dodds & Rathjen; 2010). La expresión génica permite la inducción
de genes que codfican protéınas con actividad antimicrobiana. Los cambios en la expre-
sión de los genes durante la respuesta inmune han sido estudiados en diferente sistemas
de interacción planta-patógeno (Glazebrook; 2005; Birkenbihl & Somssich; 2011), siendo
el principal modelo de estudio aquel concerniente a Arabidopsis thaliana-Pseudomonas
syringae (Nishimura & Dangl; 2010).
2.3. Planteamiento de la metodoloǵıa
Con el objetivo de mejorar los procedimientos actuales de construcción y comparación
de RCG (ver figura 1.1), se realizaron las siguientes etapas metodológicas (figura 2.1):
1. Recopilación de datos de expresión, preprocesamiento y construcción de matrices de
expresión.
2. Evaluación de tres medidas de similitud sobre las matrices de expresión y cálculo de
las matrices de similitud.
3. Evaluación y adaptación de dos métodos para escoger el umbral de similitud y cálculo
de las matrices de adyacencia para las RCG.
4. Caracterización de las RCG y comparación de las mismas usando métodos de análisis
multivariado.
2.3.1. Obtención de los datos de expresión
En este trabajo se recolectan datos de expresión génica en plantas. Los datos provienen
de experimentos donde se estudia la resistencia de las plantas a patógenos, y se mide el nivel
de expresión de los genes por la técnica de microarreglos. Los conjuntos de datos de Arabi-
dopsis thaliana, arroz [Oryza sativa], soya [Glycine max ] y tomate [Solanum lycopersicum],
provienen de los repositorios de GEO DataSet http://www.ncbi.nlm.nih.gov/geo/. Los
conjuntos de datos de yuca [Manihot esculenta] provienen de trabajos previos (López
et al.; 2005). Cada conjunto de datos corresponde a un experimento, y por consiguiente
a un tratamiento con un patógeno o una sustancia qúımica asociada a la actividad de los
patógenos.






























































































































Figura 2.1. Etapas globales en la construcción y comparación de RCG. (A) Los datos de ex-
presión de diversos experimentos se preprocesan e integran en una única matriz de
expresión. Luego, se usa una medida de similitud para calcular la matriz de simili-
tud. Se escoge un umbral de similitud y se calcula la matriz de adyacencia. La red
resultante se denomina RCG a partir de múltiples experimentos (M-RCG). (B) Los
datos de expresión de cada experimento fueron preprocesados individualmente y se
conforma la matriz de expresión. Las etapas posteriores son las mismas que en (A).
La red resultante se denomina RCG a partir de experimentos individuales (S-RCG).
(C) Se calculan variables de caracterización para cada red tomando sus matrices de
adyacencia. Se construye una matriz de caracterización que recopila los valores de las
variables por red. Se aplica un ACP para reducir la dimensionalidad de la matriz de
caracterización y aśı comparar las redes en el espacio de los componentes principales.
Se aplica el algoritmo de clasificación K-Means para encontrar agrupaciones de redes.
2.3.2. Preprocesamiento y obtención de niveles de expresión por gen
Los conjuntos de datos de expresión son pre-procesados en etapas consecutivas de
reducción de ruido, normalización cuant́ılica y transformación log2. El método RMA (Ro-
bust Multiarray Average) se usa para normalizar y transformar los datos (Irizarry et al.;
2003). Para los datos obtenidos por microarreglos de oligonucleótidos, el preprocesamiento
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se hace con la libreŕıa affy de R (Gautier et al.; 2004). Mientras que los datos obtenidos por
microarreglos punteados son preprocesados con las libreŕıas marray y Agi4x44PreProcess
(Dudoit & Yang; 2003; López-Romero; 2012). Para información adicional acerca de la
tecnoloǵıas de microarreglos, ver el apéndice E.2.
Los niveles de expresión por sonda se transforman a niveles de expresión por gen.
En este procedimiento se usan tablas que asocian cada sonda con uno o varios genes,
dependiendo del tipo de microarreglo. Aquellas sondas asociadas a más de un gen son
removidas (Atias et al.; 2009). Entre las sondas asociadas a un único gen, se selecciona el
nivel de expresión máximo y se le asigna al gen, como recomienda Dozmorov et al. (2011).
2.3.3. Filtrado y construcción de las matrices de expresión
Con el objetivo de reducir datos faltantes y eliminar genes poco informativos, se aplica
un filtro de genes a cada conjunto de datos. Para ello se obtiene una lista de genes comunes
a todos los experimentos y se remueven aquellos genes presentes en menos del 75 % del
total de condiciones.
En esta etapa se construyen dos tipos de matrices de expresión (En×p). El primer grupo
de matrices de expresión se obtiene integrando todos los datos de expresión de una sola
especie. Las RCG construidas a partir de estas matrices de expresión se denominan RCG
basadas en múltiples experimentos (M-RCG) (figura 2.1A). El segundo grupo de matrices
de expresión se obtiene tomando el conjunto de datos de cada experimento de manera
independiente. Las RCG construidas con dichas matrices se denominan RCG basadas en
experimentos individuales (S-RCG) (figura 2.1A).
Del segundo tipo de matrices, se remueven los genes no informativos, es decir genes
que no se expresan diferencialmente entre condiciones. Por cada matriz, se identifica el
20 % de genes con la mayor expresión diferencial usando el método SAM (Tusher et al.;
2001) (ver marco teórico, sección 1.2.1.3). Los genes por debajo de dicho percentil son
removidos de la matriz de expresión.
2.3.4. Selección de una medida de similitud
Se calcula una matriz cuadrada de similitud (Sn×n) con cada matriz de expresión
(En×p). Los elementos de Sn×n o similitudes (si,j) entre pares de genes i and j son cal-
culadas usando una medida de similitud (sección 1.2.2). Se evalua el ACCP (Zhang &
Horvath; 2005; Soranzo et al.; 2007), el CIM (Butte & Kohane; 2000; Margolin et al.;
2006; Soranzo et al.; 2007; Numata et al.; 2008) y el SRNM (Mahanta et al.; 2012).
Las matrices de similitud se contrastan visualmente en gráficos de dispersión. Por
inspección de los gráficos se selecciona la medida de similitud que mejor detecta las aso-
ciaciones lineales y no lineales entre perfiles de expresión.
2.3.5. Selección de un umbral de similitud
Entre las Sn×n calculadas con la mejor medida de similitud, se selecciona un umbral
(τ∗) para cada una. El τ∗ permite encontrar las aristas de las RCG siguiendo la función de
adyacencia dada por la ecuación 1.14 (Zhang & Horvath; 2005). Cada RCG se representa
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por una matriz de adyacencia An×n, cuyos elementos ai,j , toman el valor de 1 cuando los
genes o nodos i y j están conectados por una arista.
En este trabajo se utiliza un método basado en las propiedades topológicas de la red
para seleccionar τ∗ (Elo et al.; 2007). El coeficiente de agrupamiento observado en la RCG
(C(τv)) es comparado con el coeficiente de agrupamiento esperado para una red aleatoria
(Cr(τv)), conforme el umbral de similitud aumenta (ecuaciones 1.21 y 1.22).
De acuerdo con Elo et al. (2007), el umbral de similitud será el mı́nimo τv para el cual
se cumple la diferencia entre coeficientes de agrupamiento formulada en la ecuación 1.23.
Aunque esta ecuación es aplicable a un amplio número de redes, no es aplicable a casos
donde (C(τv)−Cr(τv)) < 0. Por este motivo, se propone usar la diferencia absoluta entre
coeficientes de agrupamiento (ecuación 2.1). El umbral de similitud será el primer máximo
local de la curva |C(τv+1)− Cr(τv+1)|.
τ∗ = mı́n
v
{τv : |C(τv)− Cr(τv+1)| > |C(τv+1)− Cr(τv+1)|} (2.1)
En la ecuación 2.1, τ∗ es el umbral de similitud seleccionado; τv+1 = τv + 0.01 con
τv ∈ [0.01, 0.99]
Por medio de redes simuladas se evalua la adaptación al método original. Los pasos
de la simulación se describen en el apéndice A.1. Brevemente, se obtiene la M-RCG de
Arabidopsis usando la ecuación 2.1. Se calcula el coeficiente de variación del grado del
nodo CV (k), el coeficiente de agrupamiento C(τv) y la distribución del grado del nodo
(P (k) ∼ k−2) para la M-RCG de Arabidopsis. Esta información es usada para crear tres
grupos de cien redes simuladas cada uno. Los umbrales de similitud de las redes simuladas
se conocen previamente y se denominan umbrales teóricos (τ∗t ). Luego los umbrales teóricos
se comparan con los umbrales calculados por la ecuación 2.1. En cada grupo de redes





∣∣τ∗i − τ∗t,i ∣∣ (2.2)
En la ecuación 2.2, η es la diferencia absoluta entre los umbrales teóricos τ∗t,i y los
umbrales calculados τ∗i para las ns redes simuladas.
2.3.6. Caracterización y comparación de las RCG aplicando un análisis
en componentes principales (ACP)
Todas las RCG son caracterizadas por ocho variables y luego comparadas aplicando
un ACP. Las RCG se proyectan en el plano formado por los componentes principales y se
identificaron RCG similares.
2.3.6.1. Caracterización de las RCG
Se caracterizan las RCG a partir de sus matrices de adyacencia. Para ello se selec-
cionan y calculan ocho variables de caracterización (figura 2.1C). Se seleccionan variables
que no se ven influidas por el tamaño de la red como sugiere Van Wijk et al. (2010).
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Las ocho variables seleccionadas son: el coeficiente de agrupamiento, la centralización, la
heterogeneidad, la densidad, el coeficiente de asortatividad por anotaciones funcionales de
Gene Ontology, el coeficiente de asortatividad por anotaciones funcionales de PFAM, la
tolerancia a los ataques y la correlación entre el grado del nodo y la presencia de dominios
de inmunidad. Una descripción detallada de las variables se incluye en el apéndice A.2.
2.3.6.2. Comparación de las RCG
Las M-RCG y las S-RCG se comparan por separado después de la caracterización,
como se describe a continuación. Se conforma una matriz de caracterización Tg×t de g
redes por t variables para las M-RCG, y una segunda matriz para las S-RCG. En seguida,
se aplica un ACP para cada Tg×t. El ACP permite reducir la dimensionalidad de la matriz
de datos original; se seleccionan los componentes principales más informativos y se analizan
las redes proyectadas en el nuevo espacio factorial.
En el análisis de las S-RCG se tienen en cuenta dos etapas adicionales:
1. Por cada S-RCG se identifica el estrés biológico estudiado en el experimento. El
estrés es el patógeno o la sustancia qúımica asociada a la actividad del patógeno.
Aquellos estreses con caracteŕısticas similares se ubican en un mismo grupo de estrés
(ver tabla anexa C.4). El grupo de estrés se usa como variable suplementaria para
comparar las redes.
2. Su usa el algoritmo de agrupamiento no jerárquico de medias móviles para encontrar
clases entre las S-RCG. El número óptimo de clases se define con base al criterio
de información bayesiana (BIC). Se usa la libreŕıa adegenet de R para este procedi-
miento (Jombart; 2008).
2.4. Resultados
2.4.1. Construcción de las matrices de expresión
Se obtuvieron un total de 59 conjuntos de datos de microarreglos provenientes de
experimentos con plantas infectadas por patógenos. Estos se distribuyen aśı: 40 conjuntos
de datos de Arabidopsis thaliana, 8 de arroz, 5 de soya, 3 de tomate y 3 de yuca 1(tabla
2.1). En Arabidopsis los experimentos con Botrytis cinerea and Pseudomonas syringae pv.
tomato fueron los más abundantes. En arroz, los experimentos que involucran Magnaporthe
oryzae yXanthomonas oryzae pv. oryzae son los más comunes. La soya, el tomate y la
yuca son plantas menos estudiadas, y por tanto, el número de experimentos obtenidos
para dichas plantas es menor.
Los datos se preprocesaron y se conformaron las matrices de expresión. Las matrices
de expresión usadas para la construcción de M-RCG se resumen en la tabla 2.2. En el
caso de las S-RCG, las matrices de expresión se resumen en la tabla anexa C.1. En ambos
1La tabla 2.1 incluye v́ınculos a los datos no procesados y al resumen de los experimentos. Cada conjunto
de datos tiene un número de serie GEO que lo identifica dentro de la base de GEO. Se definió un estrés
y un grupo de estrés para cada experimento. Los estreses similares se agruparon en grupos de estrés de
acuerdo con la tabla anexa C.4.
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casos el número de condiciones y de genes por matriz fue mayor para las plantas con más
información genómica (Arabidopsis y arroz).
Tabla 2.1. Conjuntos de datos de expresión recopilados.
Id. Serie GEO Planta Grupo de estrés Estrés Enlace






















5 GSE16471 Arabidopsis PTI PTI Datos.
Resumen.
6 GSE16472 Arabidopsis PTI PTI Datos.
Resumen.






8 GSE17382 Arabidopsis PTI PTI Datos.
Resumen.
9 GSE17875 Arabidopsis Hongos Botrytis cinerea Datos.
Resumen.
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Tabla 2.1 – continúa de la página anterior
Id. Serie GEO Planta Grupo de estrés Estrés Enlace



































26 GSE6176A Arabidopsis PTI PTI Datos.
Resumen.










29 GSE8319 Arabidopsis PTI PTI Datos.
Resumen.












33 GSE15880 Arabidopsis Hongos Botrytis cinerea Datos.
Resumen.
34 GSE15881 Arabidopsis Hongos Botrytis cinerea Datos.
Resumen.




36 GSE25838 Arabidopsis Hongos Botrytis cinerea Datos.
Datos.

































Tabla 2.1 – continúa de la página anterior
Id. Serie GEO Planta Grupo de estrés Estrés Enlace


























50 GSE29740B Soya Hongos Roya de la soya Datos.
Resumen.
51 GSE33410 Soya Hongos Roya de la soya Datos.
Resumen.












55 GSE14637 Tomate Hongos Botrytis cinerea Datos.
Resumen.











2.4.2. Selección de una medida de similitud y cálculo de las matrices de
similitud
En esta etapa se seleccionó una medida de similitud y se calcularon matrices de si-
militud por cada matriz de expresión. Para seleccionar la mejor medida, se calcularon
las similitudes por ACCP (sACCPi,j ), CIM (s
CIM
i,j ) y SRMN (s
SRMN
i,j ), y se compararon los







La figura 2.2 presenta los gráficos de dispersión de las similitudes entre genes de Arabi-
dopsis. En el ejemplo de la figura 2.2 se usó la matriz de expresión de Arabidopsis descrito
en la tabla 2.2. Las similitudes produjeron una dispersión de sACCPi,j vs s
CIM
i,j con forma
de V (figura 2.2A). Esta forma fue reportada previamente en el trabajo de Daub et al.
(2004), e indica que para correlaciones de Pearson bajas, en donde no se aprecia corre-
lación lineal, el CIM es capaz de detectar una correlación no lineal. Los pares de genes
cuyos perfiles de expresión se correlacionan linealmente se ubican en la esquina superior
derecha (figura 2.2A), mientras que los genes con perfiles de expresión con correlación no
lineal se encuentran en la esquina superior izquierda. Un ejemplo de estos genes, es decir,
un par de genes con bajo sACCPi,j y alto s
CIM
i,j , se presenta en la figura anexa B.1A y B.
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En el ejemplo, la expresión del gen 1 (ĺınea negra) fue inferior que la del gen 2 (ĺınea gris)
durante las primeras condiciones. En las condiciones siguientes, ambos genes se coexpre-
saron y muestran perfiles de expresión cercanos. Dicho comportamiento es muy común
en las matrices de expresión que combinan condiciones de múltiples experimentos. Por
consiguiente, aquellos casos en los cuales sACCPi,j < s
CIM
i,j , corresponden a pares de genes









Figura 2.2. Evaluación de las medidas de similitud. Dispersiones de similitud para los datos de






i,j . Los puntos
negros (•) corresponden a dos ejemplos analizados en la figura anexa B.1.
Las comparaciones entre sACCPi,j y s
SRMN
i,j produjeron una dispersión menos curvada
hacia la izquierda (figura 2.2B). También hay puntos donde sACCPi,j < s
SRMN
i,j ya que
el SRMN es una medida que identifica la proximidad entre perfiles. Es decir, el SRMN
puede identificar perfiles de expresión cercanos en magnitud para unas pocas condiciones.
Por otra parte, hay casos donde sACCPi,j > s
SRMN
i,j . Por ejemplo, los perfiles de expresión
mostrados en la figura B.1C y D. En este caso, ambos genes tienen las mismas tendencias
en sus perfiles de expresión, pero los niveles de expresión en cada condición son distintos.
Es de esperar que la similitud entre ambos genes no sea tan alta como lo refleja el ACCP.
Se advierte entonces, que las diferencias en la proximidad de los perfiles fueron mejor
penalizadas por el SRMN y el CIM, que por el ACCP.
Basado en estos resultados, se concluyó que el SRMN y el CIM son medidas de similitud
útiles en la detección de correlaciones lineales y no lineales. No obstante, las correlaciones
no lineales se valuaron mejor con el CIM. Este resultado es importante cuando un umbral
de similitud τ∗ se selecciona sobre la matriz de similitud, porque asegura que los genes
con correlación no lineal sean incluidos. Por ejemplo, para τ∗ > 0.5, el número pares de
genes con correlación no lineal será mayor al usar sCIMi,j que al usar s
SRMN
i,j . Dado que el
objetivo es construir RCG que incluyan tanto asociaciones lineales como no lineales, se
decidió que el CIM era la mejor medida de similitud entre las tres opciones evaluadas.
Hay que señalar además, que en la construcción de las matrices de similitud por CIM,
influyó el número de intervalos usados para discretizar los datos de expresión. Esto debido
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a que un número de intervalos bajo conduce a pérdida de información, en tanto que
muchos intervalos producen malas estimaciones de la entroṕıa (Paninski; 2003). Aqúı se
comparó la regla de Sturge (Scott & Sain; 2005) y la regla propuesta por Meyer et al.
(2008) para seleccionar el número de intervalos. Se encontró que las similitudes tienden
a valores altos cuando se usa la regla de Meyer et al. (2008) (ver figura anexa B.2A).
Se empleó finalmente la regla Sturge, puesto que una distribución de similitudes con cola
derecha delgada, facilita el desempeño del método para seleccionar el umbral de similitud
(Elo et al.; 2007).
2.4.3. Selección de un umbral de similitud y construcción de las RCG
En esta etapa se calcularon las matrices de similitud usando el CIM y se evaluó el
método de coeficientes de agrupamiento para seleccionar el umbral. La figura 2.3 muestra
los resultados del método en la construcción de M-RCG. Se observa la diferencia entre el
coeficiente de agrupamiento esperado para una red aleatoria (Cr(τv)) y el coeficiente de
agrupamiento real de la red que se quiere construir (C(τv)) (Elo et al.; 2007).
Las curvas exhiben una primera fase de crecimiento continuo, donde las aristas no
relevantes son removidas gradualmente de la red (figura 2.3). La máxima diferencia se
alcanza cuando en la red emergen agrupaciones de nodos altamente conectadas (módulos).
El coeficiente de agrupamiento de la red aleatoria debe ser menor que el coeficiente de la








Figura 2.3. Aplicación del método de coeficientes de agrupamiento para seleccionar el umbral de
similitud en M-RCG. Se presentan las diferencias entre los coeficientes de agrupa-
miento de la red (C(τv)) y los coeficientes esperados para una red aleatoria (Cr(τv)),
conforme el umbral de similitud τv aumenta.
2.4.3.1. Evaluación del método de coeficientes de agrupamiento
La curva de Arabidopsis (figura 2.3) indica que la metodoloǵıa de Elo et al. (2007)
no es apropiada en redes donde (C(τv) − Cr(τv)) < 0, es decir cuando Cr(τv) > C(τv).
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En este trabajo, se propuso una adpatación al método de coeficientes de agrupamiento
(ver ecuación 2.1 en la sección de métodos 2.3.5). Inicialmente, se construyó la M-RCG de
Arabidopsis con la ecuación 2.1. Luego se simularon tres grupos de redes de coexpresión
y se usaron para evaluar el método propuesto (ver apéndice A.1 y figura anexa B.3).
Durante la simulación de las redes se controló: 1) el coeficiente de variación del grado del
nodo CV (k) (también conocido como la heterogeneidad de la red), 2) el coeficiente de
agrupamiento de la red C(τv) y 3) el parámetro gamma en la distribución del grado del
nodo (P (k) ∼ k−γ). Los resultados de la simulación comprobaron que el valor absoluto
de la diferencia entre coeficientes (C(τv) − Cr(τv)) es aplicable a la selección del umbral
(ecuación 2.1).
El método demostró buena precisión para la selección de umbrales de similitud (figura
2.4). En los tres grupos de redes simuladas (figuras 2.4A, B and C), el umbral calculado
τ∗ fue cercano al umbral teórico τ∗t . El error absoluto fue menor en las redes simuladas del
grupo 2 (η = 1, 43) y se incrementó ligeramente en las redes simuladas con mayor CV (k)
(grupos 1 y 3). Las simulaciones además demostraron que las redes con mayor CV (k)
tienen Cr(τv) > C(τv), de ah́ı que el método original de Elo et al. (2007) no sea aplicable
en esos casos (ver figura anexa B.3B and D). Por consiguiente, el método aqúı propuesto
puede usarse en redes con distintas topoloǵıas, especialmente cuando los CV (k) son altos.
































Figura 2.4. Comparativo entre umbrales calculados y teóricos para tres grupos de redes simula-
das. El error absoluto (η) se muestra por grupo. (A) Grupo 1: Redes simuladas con
las misma propiedades de la M-RCG de Arabidopsis (CV (k) = 2, 86; C(τv) = 0, 02
y distribución del grado del nodo P (k) ∼ k−2). (B) Grupo 2: Redes simuladas con
CV (k) = 1, 00; C(τv) = 0, 02 y distribución del grado del nodo P (k) ∼ k−2. (C)
Grupo 3: Redes simuladas con CV (k) = 3, 10; C(τv) = 0, 02 y distribución del grado
del nodo P (k) ∼ k−2.
Considerando estos resultados, se aplicó el nuevo método (ecuación 2.1) para seleccio-
nar los umbrales de todas las redes construidas.
2.4.3.2. Umbrales de similitud
El umbral de similitud obtenido para la M-RCG de Arabidopsis fue 0,91. Esta red fue
la más grande (mayor número de nodos) entre las M-RCG de las cinco plantas (ver tabla
2.2 y figura 2.5). En el caso de las S-RCG, los umbrales vaŕıan en un amplio rango para
todas las especies (0,27 a 0,93)(ver tabla anexa C.1). Las S-RCG más grandes (ids: 8, 44, 6,
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13 y 40), tienen más de 1.500 nodos y pertenecen a experimentos con Arabidopsis y arroz.
Las S-RCG más pequeñas (ids: 30, 1, 51 y 34) tienen menos de 200 nodos y pertenecen
a experimentos con Arabidopsis, soya y arroz. Es decir, las S-RCG tuvieron diferentes
tamaños independientemente de la planta.
Tabla 2.2. Principales resultados en la construcción de M-RCG: Dimensiones de las matrices de




Tamaño de la M-RCG
Condiciones Genes Nodos Aristas
Arabidopsis 560 21.122 0,91 1.563 4.489
Arroz 136 32.475 0,89 744 3.065
Soya 385 13.853 0,92 762 6.356
Tomate 33 7.405 0,92 674 5.794
Yuca 87 3.736 0,94 307 739
De la tabla 2.2 y la figura 2.5 se deduce que las especies con más datos de expresión
tienen M-RCG más grandes. Efectivamente, se encontró una asociación entre el número
de nodos y el número de condiciones incluidas en la matriz de expresión (CCP=0,98, p-
valor=0,002). Por consiguiente, el tamaño de las M-RCG se debe a la inclusión de diversos
experimentos. Cuando un gran número de conjuntos de datos se integran en la misma
matriz de expresión, será mayor el número de nodos o genes requeridos para represen-
tar el sistema de coexpresión subyacente. Esto se debe a que los datos contendrán más
información sobre los procesos biológicos conforme el número de experimentos aumenta.
Para las S-RCG, sin embargo, no se encontró asociación entre la cantidad de datos
de expresión y el tamaño de la red. La correlación es baja entre el número de nodos y el
número de condiciones por S-RCG (CCP=-0,24 p-valor=0,004). Es decir, el tamaño de las
S-RCG es altamente variable y no se asocia al número de condiciones experimentales o a
la especie de planta.
2.4.4. Comparación de RCG aplicando un análisis en componentes prin-
cipales
En esta etapa se compararon por separado los dos grupos de RCG: 59 S-RCG (resu-
midas en la tabla anexa C.1) y 5 M-RCG (resumidas en la tabla 2.2). Las redes fueron
caracterizadas con ocho variables: el coeficiente de agrupamiento, la centralización, el
coeficiente de variación del grado del nodo (heterogeneidad), la densidad de la red, los
coeficientes de asortatividad, la tolerancia a los ataques y la correlación entre grado del
nodo y presencia de dominios de inmunidad (correlación grado-inmunidad).
Se obtuvieron matrices de caracterización para las M-RCG y las S-RCG (ver tablas
anexas C.1 y C.2). Se aplicó un ACP sobre cada matriz de caracterización y las redes se
proyectaron en el espacio factorial.





Figure 5. The M-GCNs from (A) arabidopsis, (B) rice, (C) soybean, (D) tomato and (E) cassava. 
The nodes that have high clustering coefficients are mapped to dark colors.
Figura 2.5. Las M-RCG de (A) Arabidopsis, (B) arroz, (C) soya, (D) tomate y (E) yuca.
Los nodos con mayor coeficiente e agrupamiento (ecuación 1.21) tienen colores más
oscuros. Las redes fueron dibujadas con la herramienta Cytoscape (Shannon et al.;
2003)
2.4.4.1. ACP de las S-RCG: Selección y análisis de los componentes principales
Los primeros tres componentes fueron seleccionados y usados para representar las redes
en gráficos de dos y tres dimensiones (figura 2.6A y B, figura anexa B.5). Los componen-
tes CP1, CP2 y CP3 explican el 33 %, 20 % y 14 % de la varianza total, respectivamente.
De acuerdo con ello, el 67 % de la información total se representó en la figura 2.6A y B.
El componente CP1 (33 %) explica principalmente la información contenida en las varia-
bles de heterogeneidad, densidad y el coeficiente de agrupamiento (tabla 2.3), es decir,
predominantemente las variables topológicas. El componente CP2 (20 %) explica ambos
coeficientes de asortatividad y la centralización, principalmente información biológica rela-
cionada con las anotaciones funcionales de los genes. Y el componente CP3 (14 %) explica
la tolerancia a los ataques y la correlación grado-inmunidad. Este componente se asocia a



































Figura 2.6. Diferenciación de las S-RCG en las cinco plantas aplicando un análisis en componen-
tes principales.
(A) (B) Proyección de las S-RCG en los planos factoriales (A) Plano formado
por los componentes principales CP1-CP2 (B) Plano formado por los componentes
principales CP1-CP3. Las etiquetas de los ejes indican el porcentaje de varianza ex-
plicada (VE) por cada componente principal. (C) (D) Ćırculos de correlación de
variables en los planos formados por los componentes: (C) CP1-CP2 y (D) CP1-
CP3. El gráfico de barras muestra los valores propios. Las variables están referen-
ciadas con las siguientes etiquetas: coeficiente de agrupamiento (CA), centralización
(Cen), heterogeneidad (Het), densidad (Den), coeficiente de asortatividad tomando
las anotaciones funcionales de GO (AsG), coeficiente de asortatividad tomando las
anotaciones funcionales de PFAM (AsP), tolerancia a los ataques (Tol) y correlación
grado-inmunidad (CGI).
El ćırculo de correlación del plano CP1-CP2 (figura 2.6C) confirma las conclusiones
mencionadas previamente. La heterogeneidad tiene una correlación negativa con otras
variables topológicas, lo cual puede explicarse porque la heterogeneidad es alta cuando las
redes son poco densas, sin nodos centralizados y sin módulos.
La posición de las S-RCG en los planos puede explicarse a partir de sus variables.
En el cuadrante II del plano CP1-CP2 (figura 2.6A), se encuentran las S-RCG con altos
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Tabla 2.3. Resultados del análisis en componentes principales de las S-RCG. Se presenta el por-
centaje de varianza explicada (VE) por cada componente principal (CP1, CP2, CP3)
respecto a las variables. Además, se incluye la correlación de Pearson (CCP) entre las









Coeficiente de agrupamiento 0,22 48,5 0,5 7,9 57
Centralización 0,2 23,3 41,6 0,7 66
Heterogeneidad -0,12 64,5 2,1 4,1 71
Densidad 0,32 66,6 13,9 0,9 82
Coef. de asortatividad GO 0,41 21,6 46,7 1 69
Coef. de asortatividad PFAM 0,34 40,2 40,5 0,1 81
Correlación grado-inmunidad 0,01 0,1 4,2 59,8 64
Tolerancia a los ataques 0,18 1,9 14,4 37,9 54
coeficientes de agrupamiento, centralización y densidad. En el cuadrante III del mismo
plano, la separación de las S-RCG no es tan evidente, pero alĺı se ubican redes con altos
coeficientes de asortatividad. En el cuadrante IV se encuentran redes poco densas y cen-
tralizadas, y a su vez con alta heterogeneidad. En el cuadrante I se observan unas pocas
redes con coeficientes de asortatividad negativos y altos valores de heterogeneidad. Res-
pecto al plano CP1-CP3 (figura 2.6B), las redes más tolerantes a los ataques y con mayor
correlación grado-inmunidad, se ubican en los cuadrantes I y II.
Se encontró también que no hay asociación entre las ocho variables y el tamaño de la
red. El CCP entre el número de nodos y cada variable es bajo (tabla 2.3). Aśı, la separación
de las redes en el espacio de los componentes principales no se vio influida por diferencias
en el tamaño.
2.4.4.2. Diferenciación de las S-RCG entre especies
Los planos factoriales permitieron diferenciar las redes de cada especie. Las S-RCG
de Arabidopsis están esparcidas sobre los dos planos CP1-CP2 y CP1-CP3 (figura 2.6).
Debido a esta dispersión, se deduce que las S-RCG de Arabidopsis tienen diferentes valores
en las variables dependiendo del experimento. En contraste, las S-RCG de otras plantas
fueron más parecidas de acuerdo con las ocho variables, y por tanto, se agruparon en zonas
espećıficas de los planos (figura 2.6). Por ejemplo, hay diferencia apreciable en la topoloǵıa
de las redes de tomate y yuca dada su posición sobre el componente CP1 (figura 2.6A).
Pero por otra parte, las redes de las dos plantas se ubican en el cuadrante I del plano
CP1-CP3. Esto sugiere que son muy tolerantes a los ataques y tienen mayor correlación
grado-inmunidad que las redes de otras especies.
Otro ejemplo de diferenciación se encontró en las redes de arroz. Hay un grupo de
seis S-RCG de arroz próximas al centro del plano CP1-CP2 (figura 2.6A y B). Para esas
redes, la mayoŕıa de las variables tienen valores promedio, sin embargo sus coeficientes
de asortatividad son ligeramente mayores. Esto demuestra que los genes coexpresados en
arroz comparten más anotaciones funcionales que los genes de las demás plantas.
Adicionalmente, se calculó el porcentaje de genes comunes entre pares de redes y su
distancia Euclideana en el espacio factorial formado por CP1-CP2-CP3 (ver tabla anexa
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C.3). En Arabidopsis, las redes menos distantes en el espacio y con mayor porcentaje de
genes comunes son las redes con id. 6 y 8; dichas redes comparten el 24 % de los genes.
En las demás plantas las redes más cercanas no comparten más del 16 % de los genes. De
aqúı se concluye que las S-RCG de una misma especie comparten un porcentaje muy bajo
de genes, inclusive si son similares respecto a las ocho variables y por tanto cercanas en el
espacio de los componentes principales.
2.4.4.3. Diferenciación de las S-RCG entre grupos de estrés
En los planos factoriales se encontraron S-RCG similares de acuerdo al tratamiento que
originó los datos de expresión. Se definieron un total de cinco grupos de estrés (ver tabla
anexa C.4). Los grupos de estrés se resaltaron en los planos factoriales usando diferentes
śımbolos (figura 2.7). Los grupos de estrés más frecuentes corresponden a experimentos
relacionados con bacterias, hongos y resistencia inducida (ver tabla anexa C.5). A partir
de la figura 2.7 se identificaron varias redes de interés biológico, las cuales se analizan a
continuación.
Un primer análisis se realizó sobre redes asociadas a estudios con bacterias en Ara-
bidopsis (ids 13, 27, 32, 37; Pseudomonas syringae pv. tomato) y arroz (ids 41, 43, 48;
Xanthomonas oryzae pv. oryzae y Xanthomonas oryzae pv. oryzicola). Se encontró que
únicamente las redes 27, 41, 43 y 48 fueron cercanas y se agruparon cerca al origen en
ambos planos. Estas redes mostraron variables de caracterización similares y pueden re-
presentar procesos de inmunidad cercanos en las dos plantas.
Se identificaron algunas S-RCG que comparten los mismos grupos de estrés en el cua-
drante I del plano CP1-CP2 (figura 2.7A). Las redes están asociadas a experimentos con
hongos en soya (id 51; roya), Arabidopsis (ids 14, 34; Golovinomyces cichoracearum, Botry-
tis cinerea) y arroz (id 47; Magnaporthe oryzae). En el plano CP1-CP2, estas redes forman
dos pares cercanos: 34-47 y 14-51. Ambos pares no tienen mayor separación en el CP1; por
tanto su variables topológicas son análogas. Debido a su posición en el CP2, se concluye
que dichas redes son disortativas y sus genes no comparten anotaciones funcionales. Las re-
des 34-47 también aparecen cerca en el plano CP1-CP3; sin embargo, el par 14-51 aparece
separado. A partir de este análisis, se infiere que los procesos de inmunidad representados
por las redes 34 y 47 podŕıan compartir algunas similitudes. En este caso, se trata de
las interacciones planta-patógeno de arroz-Magnaporthe oryzae y de Arabidopsis-Botrytis
cinerea.
Algunas redes que comparten el mismo grupo de estrés aparecen separadas en el espacio
factorial. Un ejemplo es el par de redes 9 y 39. Estas redes provienen de experimentos con
hongos (Botrytis cinerea, Plasmodiophora brassicae) en Arabidopsis. Ambas redes aparecen
en total oposición en los tres componentes principales. Mientras la red 9 es tolerante a los
ataques y asortativa, la red 39 es disortativa y de alta heterogeneidad. Es decir, inclusive
cuando dos redes están asociadas al mismo grupo de estrés, sus variables de caracterización
pueden ser diferentes y por tanto su ubicación en el espacio factorial.
2.4.4.4. Clasificación de S-RCG usando el algoritmo de medias móviles
Con el objetivo de encontrar clases entre S-RCG, se aplicó el algoritmo de medias
móviles. Se seleccionó un óptimo de 10 clases cuando el BIC alcanzó un valor estable (ver
figura anexa B.6).



































Figura 2.7. Diferenciación de las S-RCG entre grupos de estrés. (A) (B) Proyección de las S-
RCG en los planos (A) CP1-CP2 y (B) CP1-CP3. Las redes fueron numeradas con
el mismo identificador (id.) de la tabla 2.1 y se resaltan con distintos śımbolos de
acuerdo al grupo de estrés. Las etiquetas de los ejes indican el porcentaje de varianza















Figura 2.8. Resultados del agrupamiento de S-RCG usando el algoritmo de medias móviles. Gráfi-
cos de las tablas de contingencia que comparan las clases (cls) y (A) los grupos de
estrés o (B) las especies. El tamaño de los cuadrados es mayor conforme aumenta el
número de redes en la celda.
Los experimentos asociados al grupo de estrés PTI se agruparon en la clase 7 y los
asociados resistencia inducida en la clase 8. Los experimentos con bacterias y hongos están
presentes en casi todas las clases.
Se revelaron posibles asociaciones entre las clases y los grupos de estrés (ver figura
anexa B.7). La clase 9 agrupó algunas redes de Arabidopsis, arroz y tomate. En dicha clase,
se encontraron redes del mismo grupo de estrés, tales como las redes 9 y 36 asociadas a
experimentos con hongos, las redes 27 y 32 de experimentos con bacterias, y las redes 7, 18
y 45 de experimentos asociados con resistencia inducida. Los resultados demuestran que
para algunas redes, su proximidad en el espacio factorial puede tener significado biológico
en concordancia con el experimento que originó los datos.
En otro ejemplo, las redes relacionadas con la PTI se agruparon preferencialmente con
redes de resistencia inducida al ácido salićılico. Además, la clase 8 agrupó redes relacio-
nadas con la PTI en Arabidopsis (ids. 6, 7 y 9). Este resultado sugiere que para algunos
grupos de estrés, tales como la PTI y la resistencia inducida, hay comportamientos de
coexpresión potencialmente cercanos.
Algunas clases están enriquecidas con S-RCG de determinadas plantas (figura 2.8B).
Por ejemplo, la clase 3 es interesante para comparar redes de soya y yuca. Por otro lado,
las clases 4, 5 y 6 son conformadas exclusivamente por redes de Arabidopsis. Tomando en
conjunto todos los ejemplos citados, se concluye que la clasificación de las S-RCG usando
el algoritmo de medias móviles permitió indentificar redes teóricamente similares en el
espacio factorial.
2.4.4.5. ACP de las M-RCG
Se aplicó un ACP para comparar las M-RCG (figura anexa B.4). Solo los dos primeros
componentes fueron retenidos para el análisis, pues explicaban el 92 % de la información
total (CP1: 58 % y CP2: 34 %). Las variables de heterogeneidad y tolerancia a los ataques se
correlacionan negativamente con el coeficiente de agrupamiento, mientras los coeficientes
de asortatividad se correlacionan con la centralización (figura anexa B.4B). La densidad y
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la correlación grado-inmunidad fueron explicadas principalmente por el componente CP1.
Las demás variables están explicadas por ambos componentes CP1 y CP2.
Se encontró que las redes con bajo coeficiente de agrupamiento tuvieron alta hete-
rogeneidad. Además, ambos coeficientes de asortatividad revelaron información que es
diferente a la que aportan las variables topológicas. En términos generales, la M-RCG de
Arabidopsis es una red con alta heterogeneidad, tal como se advirtió previamente, pero es
una red más tolerante a los ataques. La M-RCG de yuca es disortativa y no centralizada,
mientras que las M-RCG de arroz, tomate y soya son redes altamente agrupadas y densas.
2.5. Discusión
Con el objetivo de obtener una representación general de los eventos desencadenados
durante las respuesta inmune en plantas, se construyeron RCG con datos de microarre-
glos de Arabidopsis, arroz, soya tomate y yuca. Se efectuó una cuidadosa selección de la
metodoloǵıa en cada etapa, buscando mejorar la extracción de información de los datos
de expresión. La aplicación de la metodoloǵıa permitió comparar la respuesta inmune en
diferentes plantas y contra diversos patógenos o est́ımulos.
Las RCG obtenidas tuvieron una topoloǵıa diferenciable para la mayoŕıa de las espe-
cies (figura 2.7). Se encontró también que las redes son entidades dinámicas, puesto que
su topoloǵıa vaŕıa cuando las condiciones experimentales cambian. Gracias a los análisis
comparativos de las redes, se descubrieron algunos elementos comunes en la respuesta in-
mune (figura anexa B.7). Esto sugiere que existe algún tipo de relación o comunicación
cruzada entre las señales de respuesta frente a los patógenos.
A continuación se discuten algunos factores inherentes a la metodoloǵıa; estos deben
tenerse en cuenta cuando se usen las redes para emitir hipótesis biológicas o predicciones.
Para algunas especies de plantas, tanto el número de experimentos como el total de genes
identificados en el genoma son deficientes. Estos factores redujeron la representatividad de
los datos, especialmente para tomate, yuca y soya, plantas para las cuales no hab́ıa datos
de expresión en todos los genes del genoma. Se observó que el número de genes en las
matrices de expresión de dichas plantas era reducido, comparado con el número de genes
reportado para sus genomas. En yuca, por ejemplo, los datos de expresión obtenidos por
López et al. (2005) comprend́ıan 3.736 genes de los 30.666 genes predichos en su genoma
(Prochnik et al.; 2012). Por otra parte, los datos de expresión de Arabidopsis y arroz
fueron de mejor calidad, y las matrices de expresión conteńıan información para casi todos
los genes conocidos. Esas diferencias en la disponibilidad de los datos se reflejaron en las
redes finales, ya que la información representada en las redes de yuca, tomate y soya fue
también escasa.
La asociación vista entre el tamaño de las redes y el número de condiciones, ha si-
do observada previamente. Por ejemplo, una M-RCG de Arabidopsis construida por Atias
et al. (2009) tiene 5.438 nodos e integra 857 condiciones. Otra M-RCG de arroz construida
por Ficklin & Feltus (2011) tiene 2.257 nodos y 508 condiciones. Estas cifras son compa-
rables con las de este trabajo (tabla 2.2), lo cual confirma que al integrar experimentos
heterogéneos se originan redes más grandes.
A pesar de las diferencias en la cantidad y la calidad de los datos, los experimentos
cubrieron un amplio espectro de condiciones. Los experimentos incluyen ambas ramas de la
inmunidad en plantas (ETI, PTI) frente a patógenos como bacterias, hongos y oomycetes,
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además de estudios sobre resistencia inducida. Los 59 experimentos ofrecieron un buen
balance entre la representatividad de los procesos de inmunidad y un número suficiente de
condiciones para aplicar los métodos estad́ısticos. Esto último es importante en el cálculo
de la similitud, pues se ha reportado que el número de datos requeridos para detectar
asociaciones por CIM, debe ser en lo posible alto y aśı lograr buenas estimaciones de la
entroṕıa (Steuer et al.; 2002).
La conformación y el tamaño final de las redes dependen exclusivamente del umbral
de similitud escogido. Si bien en la etapa de filtrado se eliminan genes poco informativos,
la exclusión final de genes y aristas ruidosas se logra al fijar el umbral. Esto se debe a que
el método de coeficientes de agrupamiento tiene alta efectividad distinguiendo las aristas
aleatorias de aquellas no aleatorias. Algunos estudios demostraron que los métodos de
filtrado de genes en etapas preliminares, no afectan el tamaño final de la red (Childs et al.;
2011), ni su relevancia para explicar la expresión génica (Weston et al.; 2011). Con esto
se concluye que el filtrado de genes aunque recomendable durante el preprocesamiento, no
es esencial si se aplica un buen método de selección de umbral.
La metodoloǵıa estad́ıstica se planteó desde el enfoque de medidas de similitud (López-
Kleine et al.; 2013), pues se procuró que las etapas fueran de fácil implementación, bajo
consumo de recursos computacionales y resultados que resumieran el sistema de coexpre-
sión. En cada etapa se seleccionaron los mejores métodos entre las opciones disponibles,
por lo cual se pueden recomendar los siguientes métodos:
1. El CIM como medida de similitud. Aunque el cálculo del CIM es más complejo
comparado con el ACCP o el SRMN, el CIM tiene la ventaja de detectar datos
de expresión correlacionados no linealmente y cualquier tipo de asociación. Además
distingue y penaliza la proximidad entre perfiles de expresión.
2. El método del coeficiente de agrupamiento para seleccionar el umbral de
similitud. Entre los métodos propuestos para seleccionar objetivamente un umbral,
aqúı se usó un método basado en las propiedades topológicas de los grafos (Elo
et al.; 2007), el cual es fácil de implementar y encierra desarrollos matemáticos más
sencillos que otros métodos (Luo et al.; 2007; Gibson et al.; 2013). Sin embargo, se
encontró que el método original de Elo et al. (2007) no es aplicable a redes con alta
heterogeneidad y bajos coeficientes de agrupamiento. Con los resultados del proyecto
se ampĺıa la aplicabilidad del método original y se recomienda usar el valor absoluto
de la diferencia entre coeficientes de agrupamiento.
3. La caracterización de las redes usando variables no topológicas y poste-
rior comparación por ACP. La comparación de redes usando variables tales como
densidad, centralización o heterogeneidad hab́ıa permitido el descubrimiento de pa-
trones globales en la morfoloǵıa de las redes. En este trabajo se agregaron cuatro
variables no topológicas, las cuales son además independientes del tamaño de la red:
Tolerancia al ataque de patógenos, coeficientes de asortatividad asociados a las ano-
taciones funcionales de los genes, y la correlación grado-inmunidad. Estas variables
produjeron una mejor diferenciación de las RCG en el espacio de los componentes
principales y revelaron conclusiones biológicas acerca de los sistemas de coexpresión
estudiados.
La metodoloǵıa permitió analizar las redes obtenidas y también, extraer nuevo co-
nocimiento biológico al comparar el comportamiento de las respuestas inmune dentro y
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entre especies. Como se planteó previamente, la mayoŕıa de los experimentos corresponden
al estudio en la planta Arabidopsis. Hay un amplio espectro de datos de expresión para
esta planta (Schenk et al.; 2000; Tao et al.; 2003; Zipfel; 2009). Igualmente, el modelo
desarrollado para explicar la evolución en la inmunidad de plantas fue construido a partir
del sistema planta-patógeno Arabidopsis-Pseudomonas (Jones & Dangl; 2006; Nishimura
& Dangl; 2010). Por consiguiente, las RCG construidas con datos de Arabidopsis y que
reflejan la ETI y la PTI, han contribuido significativamente a un mayor entendimiento de
los fenómenos biológicos en la respuesta inmune (Schenk et al.; 2000; Wang et al.; 2006;
Dempsey & Klessig; 2012).
Se compararon las S-RCG de una planta ampliamente estudiada como Arabidopsis y
de una planta con escasos datos de expresión como yuca. La comparación de esas redes
mostró que hay algunos elementos en común y que la clasificación agrupó redes de ambas
plantas en la clase 10. Este resultado es importante, porque para algunos genes cuya
función es desconocida en yuca, se puede asignar un rol en los procesos de inmunidad
a partir de las redes. Varios estudios han demostrado las ventajas de esta estrategia en
la asignación de funciones putativas a genes desconocidos (Mao et al.; 2009; Fukushima
et al.; 2012; Ouyang et al.; 2012). Por medio de experimentación adicional se han validado
esas predicciones y se ha determinado la función de los genes en inmunidad.
Se observó que las S-RCG que representan la interacción Arabidopsis-Pseudomonas
syringae pv. tomato se ubicaron en posiciones distantes en los planos factoriales (ids. 13,
27, 32, 37 en la figura 2.7). Aunque los tres experimentos estudiaron la misma interacción
planta-patógeno, en algunos de ellos se usaron plantas o patógenos con mutaciones en
determinados genes. Además, cada experimento aborda la respuesta inmune a diferentes
tiempos después de iniciada la infección con el patógeno. Tomando en conjunto estos fac-
tores, se observa de manera general que cambios menores tales como la mutación de genes,
producen redes diferentes. Igualmente, las redes deben ser consideradas como entidades
dinámicas, ya que se observaron cambios importantes en su topoloǵıa dependiendo del
tiempo en que fue estudiada la respuesta. Estos resultados indican que las redes cons-
truidas representan la expresión génica en un momento dado, y que no se pueden hacer
generalizaciones sobre todos los fenómenos presentados durante el ataque de los patógenos.
Las redes asociadas a respuestas PTI y ETI no se agruparon a pesar de que ambas
respuestas comparten procesos biológicos similares (flujos iónicos, producción de ROS y
activación de MAP quinasas). Se puede sugerir que la no asociación entre redes se debe a
la naturaleza dinámica de las respuestas celulares, algo que ya se ha puesto en evidencia
experimentalmente. Además se sabe que pocos genes tienen el mismo nivel de expresión
en la PTI y la ETI (Navarro et al.; 2004).
También se observó que las redes asociadas a la respuesta PTI se agruparon a pesar
de que cada experimento involucra diferentes MAMPs (por ejemplo las redes con ids. 5,
6 y 8). Estudios anteriores ratifican este resultado y la semejanza que hay en la respuesta
inmune frente a distintos MAMPs (Zipfel; 2009). Una situación análoga se observó en las
redes asociadas a resistencia inducida y PTI, las cuales se agruparon en las clases 5 y
7. Esto sugiere que ambos grupos de estrés son robustos y no se ven influenciados por
condiciones ambientales, tal como ha sido reportado por Tao et al. (2003) y Tsuda et al.
(2008).
Las redes de arroz en respuesta a dos bacterias diferentes X. oryzae pv. oryzae y X.
oryzae pv. oryzicola mostraron alta similitud (ids. 41, 43, 48, figura 2.7A). Este resulta-
do es interesante dado que las dos bacterias emplean estrategias de infección distintas, y
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en consecuencia, los śıntomas vaŕıan (Hajri et al.; 2012). El hecho de que las variables
topológicas y no-topológicas sean cercanas, sugiere que, aunque dichas bacterias no tie-
nen la misma forma de colonización, las respuestas moleculares de la planta y los genes
involucrados están relacionados.
Se observó que frente a patógenos semejantes, las plantas activan señales de respuesta
parecidas o conservadas. Por ejemplo, se observó que dos plantas como Arabidopsis y
arroz, que aunque evolutivamente están distantes, reaccionan de forma similar frente a
varias bacterias (ids. 27, 41, 43 y 48, figura 2.7). Ello no indica que los genes sean los
mismos, pero que si existe algún grado de conservación en la función de los genes. Por
consiguiente, es factible que algunas repuestas inmune de ciertas plantas a un determinado
grupo de patógenos esten más conservadas.
Considerando todos los ejemplos mencionados, el análisis de los resultados del ACP
debe hacerse en conjunto con conocimiento biológico previo. En este trabajo, por ejemplo,
confluyeron conceptos sobre interacciones planta-patógeno, tipo de relación evolutiva entre
las especies, modo de colonización de los patógenos, tiempos post-infección y presencia de
mutaciones. Aśı se aseguró que el análisis de los resultados fuera consistente con trabajos
previos en la materia y además, permitió la interpretación de concordancias o disimilitudes
entre los sistemas biológicos representados.
En relación a las M-RCG, los resultados del ACP demuestran que las M-RCG son
diferentes entre śı y que también tienen diferentes caracteŕısticas respecto a las S-RCG de
cada planta. Las diferencias entre las S-RCG son más apreciables en Arabidopsis, lo cual
cuestiona la validez que tendŕıa una red global (M-RCG) que integre todos los experimen-
tos. Una M-RCG que generalice los procesos de inmunidad es muy dif́ıcil de construir y
resumiŕıa precariamente la información de esos procesos biológicos tan complejos. Además,
el alto grado de diversidad encontrado en las S-RCG revela que, dependiendo del tipo de
patógeno y el tipo de respuesta inmune activada, la red obtenida puede ser diferente. Por
consiguiente, se concluye que las M-RCG construidas previamente por Atias et al. (2009),
Pop et al. (2010), Mutwil (2010) , entre otros, podŕıan enmascarar interacciones que son
caracteŕısticas de procesos biológicos particulares. Inclusive, prod́ıan resaltar interacciones
que no son comunes a todos los procesos biológicos.
El estudio de la coexpresión génica usando RCG, es una forma de obtener conocimien-
to sensible de los procesos biológicos. Como se demostró en los ejemplos, hay un gran
potencial en el uso de las RCG para comprender los procesos de inmunidad en plantas y
emitir hipótesis o predicciones. Estas podŕıan corroborarse más adelante en experimentos
de laboratorio.
Ya que no se usaron algoritmos que demandaran muchos recursos computacionales,
la aplicabilidad de este trabajo es amplia, permitiendo el análisis de datos de expresión
de cualquier experimento y organismo vivo, sin comprometer la significancia biológica.
Finalmente, la metodoloǵıa permite extraer información relevante de las redes y asegura
que el conocimiento actual sobre organismos modelo, como por ejemplo Arabidopsis, pueda
extrapolarse a plantas de cultivo de interés económico.
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Conclusiones
• En este trabajo se propuso una metodoloǵıa para construir y comparar redes de coex-
presión génica, que resuelve desde un enfoque estad́ıstico las deficiencias encontradas
en las estrategias existentes y donde se involucran métodos propios del análisis de
datos genómicos. La metodoloǵıa se ajusta a casos en donde la cantidad y calidad
de los datos de expresión es baja, como por ejemplo para algunas plantas de impor-
tancia económica nacional (tomate, soya y yuca); y a casos donde hay plenitud de
información en bases públicas (arroz y Arabidopsis).
• Tanto el método de análisis de significancia de microarreglos (SAM), como los demás
criterios empleados en el preprocesamiento, disminuyeron el ruido de los datos y los
tiempos de ejecución durante las etapas posteriores del trabajo (ver sección 2.3.3).
El método SAM seleccionó los genes expresados diferencialmente (DEG), pero no
todos los DEG conformaron las redes finales. Aśı se concluye que los métodos de
filtrado no son definitivos en la conformación de la red. El ruido remanente, visto
como nodos y aristas erróneas, se elimina aplicando un buen método de selección de
umbral, más que con un método de filtrado previo.
• La evaluación de las medidas de similitud del residuo medio normalizado (SRMN),
el coeficiente de información mutua (CIM) y el coeficiente de correlación de Pearson
absoluto (ACCP), indicó que el CIM valora mejor las relaciones no lineales entre los
perfiles de expresión (sección 2.4.2). El CIM detectó asociaciones entre perfiles que el
ACCP y el SRMN fallaron en encontrar. El uso conjunto del estimador de entroṕıa
de Hausser, el algoritmo de discretización de igual ancho global y la regla de Sturges,
fue adecuado para el cálculo del CIM en todas las matrices de expresión. Aunque la
SRMN resultó útil detectando la proximidad entre perfiles, esta medida no otorga
similitudes altas cuando la correlación es no lineal. Puesto que la detección de dichas
correlaciones es primordial al representar un sistema de coexpresión, el CIM es más
adecuado que el SRMN y el ACCP en la construcción de RCG.
• Se demostró que el método de selección del umbral de similitud propuesto por Elo
et al. (2007), no se puede usar cuando el coeficiente de agrupamiento de una red
aleatoria es mayor al coeficiente de la red que se quiere construir (sección 2.4.3). Se
verificó que dicho comportamiento ocurre cuando el coeficiente de variación del grado
del nodo es lo suficientemente alto, como en el caso de la M-RCG de Arabidopsis.
• Usando redes simuladas, se comprobó que la diferencia absoluta entre coeficientes
de agrupamiento se puede tomar como regla de decisión para seleccionar el umbral
de similitud (sección 2.4.3.1). Aśı se solventó la deficiencia del método de Elo et al.
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(2007) y se amplió su aplicabilidad a redes con CV (k) altos y C(τv) bajos. Esta
modificación es un aporte novedoso a la definición del umbral sobre matrices de
similitud.
• El método de teoŕıa de matrices aleatorias no fue aplicable a las matrices de similitud
aqúı calculadas (apéndice D). La distribución de los espaciamientos (NNSD) no se
asemeja a una distribución Poisson en el rango de umbrales evaluado. Es claro que
existen deficiencias que limitan el uso del método a cualquier conjunto de datos de
expresión.
• Se realizó un aporte importante en cuanto a las variables que caracterizan las redes,
las cuales son independientes del tamaño de la red (apéndice A.2). Las ocho variables
propuestas para la caracterización no se correlacionaron con el número de nodos.
Estas variables pueden usarse para comparar RCG de cualquier tamaño y sirven
además como ejemplo para incluir nuevas variables en la matriz de caracterización.
• El ACP permitió diferenciar y comparar las redes a partir de sus propiedades to-
pológicas y no topológicas (sección 2.4.4.1). Se observó que los tres componentes
principales seleccionados en el análisis de S-RCG, estaban asociados respectivamen-
te a información topológica, funciones biológicas e información de los procesos de
inmunidad en plantas.
• Las diferencias topológicas y no topológicas entre redes se resumen en el espacio fac-
torial obtenido. Sin embargo, la interpretación final de los planos debe acompañarse
de conocimiento biológico previo, tal como se hizo en la discusión del documento.
• Las deficiencias del método de medias móviles, formalmente en la definición de cen-
troides y del número de clases, no afectaron la metodoloǵıa de comparación de redes
(sección 2.4.4.4). Se verificó tras sucesivas ejecuciones del algoritmo que no hubo
cambios en la conformación de las clases y el criterio de información bayesiana,
permitió seleccionar diez clases con baja varianza-intra y alta varianza-entre. Igual-
mente, cada clase reunió un número adecuado de redes que facilitó la interpretación
biológica de los resultados.
• La metodoloǵıa presentada en este trabajo permite construir RCG, aśı como redes de
cualquier tipo con base en medidas de similitud de manera objetiva asegurando un
resultado confiable. Esta metodoloǵıa permite reconstruir e interpretar un sistema
de elementos interactuantes, tal y como se hizo en el presente trabajo, donde las
redes reflejan relaciones funcionales entre genes implicados en inmunidad vegetal.
Trabajo futuro
Los resultados obtenidos, además de satisfacer los objetivos propuestos, han abierto
diversos interrogantes relacionados con la aplicabilidad y posibles mejoras a la metodoloǵıa
de construcción de RCG en cada una de las etapas.
Uno de los temas que justifica el desarrollo de futuros estudios, es el uso del método de
teoŕıa de matrices aleatorias para seleccionar el umbral de similitud. Aqúı se demostró que
la distribución de espaciamientos no se ajusta siempre a la distribución Poisson de acuerdo
con la teoŕıa del método. En ese sentido se podŕıa profundizar en por qué el método no tiene
una aplicación generalizada, qué condiciones se deben cumplir para su aplicación, qué otras
distribuciones diferentes a la Poisson representan un sistema no aleatorio y si el umbral
de similitud puede seleccionarse tomando únicamente las desviaciones al modelo EOG.
Puesto que el método TMA arrojó buenos resultados en otros trabajos, seŕıa importante
estudiar en detalle si la estructura de los datos tanto en la matriz de expresión como en
la matriz de similitud incide en su desempeño.
Convendŕıa evaluar la modificación propuesta al método del coeficiente de agrupa-
miento en otros conjuntos de datos de expresión, donde se ratifique su uso o se propongan
nuevas adaptaciones. Aunque la diferencia absoluta entre coeficientes de agrupamiento
funcionó muy bien como regla de decisión, cabe la opción de usar otras variables como
por ejemplo el coeficiente de variación del grado del nodo o la centralización. Inclusive, se
pueden explorar reglas de decisión alternativas para detectar mejor las desviaciones entre
redes biológicas y redes aleatorias. Sobre esta misma temática, seŕıa interesante reajus-
tar el método a la definición de umbrales en redes dirigidas y redes ponderadas donde la
función de adyacencia (ecuación 1.14) difiera de la aqúı empleada.
En relación al coeficiente de información mutua, es evidente que tanto el método de
discretización de los datos de expresión como el estimador de entroṕıa inciden en el re-
sultado final de la medida de similitud. Hacen falta investigaciones en donde se evalúen
combinaciones adicionales de estimadores y métodos de discretización por medio de simu-
lación. La búsqueda de estimadores insesgados que funcionen muy bien con pocos datos
de expresión es un campo que también necesita de estudio.
Respecto a la comparación de redes, los trabajos debeŕıan dirigirse hacia dos temáticas.
Primero, la ampliación del conjunto de variables usadas en la caracterización de redes.
Nuevas variables podŕıan crearse para capturar conocimiento biológico intŕınseco en la
red, tomando como principio la descripción no topológica. Introducir variables categóricas
a la matriz de caracterización es una alternativa aún no explorada. Variables afines a las
aqúı mostradas, como los coeficientes de asortatividad, pero conteniendo datos genómicos
de diversa ı́ndole, complementaŕıan también la diferenciación de las redes.
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En segunda instancia, dentro de la comparación de redes, queda abierta la posibilidad
de usar estrategias de análisis multivariado alternas al análisis en componentes principa-
les y a la clasificación no jerárquica por medias móviles. Frente a un mayor número de
variables en la tabla de caracterización, habrá que ahondar en el uso de métodos como el
análisis factorial múltiple que permitan separar las variables (topológicas y no topológi-
cas) en grupos y que ponderen su contribución de varianza al análisis (Lebart et al.;
1995). Otras oportunidades de investigación surgen si las redes se comparan usando varia-
bles descriptivas sobre los nodos, en lugar de variables globales. Finalmente, habŕıa interés
en abordar métodos multivariados que extraigan las diferencias a nivel local; por ejemplo,
comparando módulos o agrupaciones de nodos entre redes.
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New York, pp. 73–101.
URL: http://www.maths.usyd.edu.au/u/jeany/
Dudoit, S., Yang, Y., Callow, M. & Speed, T. (2002). Statistical methods for identifying
differentially expressed genes in replicated cDNA microarray experiments, Statistica
sinica (August): 1–38.
URL: http://www2.imperial.ac.uk/ das01/BioinformaticsMSc/Papers/sinica.final.pdf
Durrant, W. E. & Dong, X. (2004). Systemic acquired resistance., Annual review of
phytopathology 42: 185–209.
URL: http://www.ncbi.nlm.nih.gov/pubmed/15283665
Edwards, K. D., Bombarely, A., Story, G. W., Allen, F., Mueller, L. A., Coates, S. A. &
Jones, L. (2010). TobEA: an atlas of tobacco gene expression from seed to senescence,
BMC genomics 11(1): 142.
URL: http://www.dspace.cam.ac.uk/handle/1810/237861
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A.1. Construcción de redes simuladas
La precisión del método de selección del umbral de similitud (ecuación 2.1) se evalúa
por medio de redes simuladas. A continuación se presenta el procedimiento para crear
dichas redes:
1. Se construye la M-RCG de Arabidopsis calculando el umbral de similitud con la
ecuación 2.1. Para dicha red se obtiene el coeficiente de variación del grado del nodo
CV (k), el coeficiente de agrupamiento C(τv) y el parámetro γ de la distribución del
grado del nodo (P (k) ∼ k−γ).
2. Se crean tres grupos de cien redes simuladas cada uno. Se usa la libreŕıa igraph de
R para crear las matrices de adyacencia de dichas redes (Csardi & Nepusz; 2006).
Cada grupo de redes simuladas tiene las siguientes propiedades:
• Grupo 1: iguales propiedades que la M-RCG de Arabidopsis: CV (k), C(τv) y
parámetro γ en la distribución del grado del nodo.
• Group 2: menor CV (k) que la M-RCG de Arabidopsis. Igual C(τv) y parámetro
γ.
• Group 3: mayor CV (k) que la M-RCG de Arabidopsis. Igual C(τv) y parámetro
γ.
No se restringe el número de nodos (n) y el número de aristas (nE) en las redes.
3. Se crea una matriz de similitud (Sn×n) para cada red simulada: primero, se genera
un arreglo de similitudes (si,j). Luego, el arreglo de similitudes es ordenado descen-
dentemente. Las primeras nE similitudes son asignadas aleatoriamente a los pares
de nodos conectados en la red. El umbral de similitud teórico τ∗t de la red, es el
nE-ésimo elemento del arreglo de similitudes ordenado. Las similitudes restantes y
menores a τ∗t son asignadas aleatoriamente a los pares de nodos no conectados.
4. Se usa la ecuación 2.1 para calcular el umbral de la red simulada τ∗. La presición
del método se analiza gráficamente comparando τ∗ vs. τ∗t en cada grupo de redes
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simuladas. Finalmente se calcula el error absoluto de las diferencias entre umbrales
con la ecuación 2.2.
A.2. Variables de caracterización
A continuación se presenta la definición y las ecuaciones de las ocho variables empleadas
en la caracterización de las RCG:
A.2.1. Coeficiente de agrupamiento
El coeficiente de agrupamiento es el mismo que se definió en la sección 1.2.3.2. Éste se
calcula por la ecuación 1.21.
A.2.2. Densidad de la red
La densidad de la red se define como el número promedio de aristas. Es una medida








En la ecuación A.1, n denota el número de nodos y ai,j denota la adyacencia entre los
nodos i y j. La adyacencia está dada por la ecuación 1.14, sección 1.2.3.
A.2.3. Centralización
La centralización es una medida de qué tan central es el nodo más central de la red
en relación a los demás nodos. Por tanto, la centralización es un puntaje basado en la
centralidad de los nodos (Freeman; 1979). En este trabajo se calculó la centralidad inter-
media de cada nodo, definida como el número de rutas más cortas que pasan por el nodo,
dividida entre el número de total de rutas más cortas (Brandes; 2001). La ruta más corta
entre dos nodos es el camino que interconecta dos nodos con el mı́nimo número de aristas.








, i 6= l 6= k (A.2)
En la ecuación A.2, ε(i, l, j) denota el número de rutas más cortas entre los nodos i y
j que pasan por el nodo l; ε(i, j) denota el número rutas más cortas entre los nodos i y j.




(n3 − 3n+ 2)
(A.3)
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En la ecuación A.3, Bmax denota el nodo con maxima centralidad en la red. CB es
normalizada por el tamaño de la red.
A.2.4. Heterogeneidad
La heterogeneidad de la red se conoce también como el coeficiente de variación del
grado del nodo (CV (k)). Esta variable mide la varianza de la conectividad entre los nodos






















En la ecuación A.4, ki denota el grado del nodo, es decir, el número de nodos conectados
al nodo i.
A.2.5. Coeficientes de asortatividad que integran otros datos genómicos
El coeficiente de asortatividad es una medida de que tanto los nodos con iguales carac-
teŕısticas se conectan entre śı (Newman; 2002). Los nodos son caracterizados o descritos
por variables categóricas o continuas. De esa forma, los nodos comparten categoŕıas o va-
lores de las variables. El coeficiente de asortatividad cuando los nodos se caracterizan por










En la ecuación A.5, fcd denota la fracción de aristas que conectan los nodos con ca-
tegoŕıas c y d; qc =
∑
d qctd y td =
∑
c qctd. Los coeficientes de asortatividad asumen
valores continuos entre -1, para una red totalmente disortativa donde los nodos conecta-
dos no comparten las mismas categoŕıas, y 1 para una red totalmente asortativa cuando
los nodos conectados comparten las mismas categoŕıas.
Se formulan dos coeficientes de asortatividad a partir de información genómica adicio-
nal:
• Coeficiente de asortatividad basado en anotaciones funcionales de Gene ontology
(GO): Las anotaciones fueron descargadas de Phytozome (http://www.phytozome.
net) y Gramene (http://www.gramene.org). Los genes o nodos fueron descritos
por una o varias categoŕıas de GO.
• Coeficiente de asortatividad basado en anotaciones funcionales de PFAM: Las anota-
ciones se obtuvieron de las mismas bases de datos públicas de Phytozome y Gramene.
Los genes o nodos fueron descritos por una o varias categoŕıas de PFAM.
En el apéndice E.3 se ampĺıa la definición de anotaciones funcionales.
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A.2.6. Tolerancia a los ataques
Ya que las RCG construidas son una aproximación a las interacciones planta-patógeno,
es importante analizar la tolerancia de las redes a los ataques. En este contexto, el ataque
a la red es la acción de protéınas efectoras provenientes de los patógenos. Tales protéınas
suprimen la respuesta immune en las plantas. Recientemente se demostró que las protéınas
efectoras se dirigen preferencialmente a nodos altamente conectados o hubs (nodos con
mayor grado en la red). (Mukhtar et al.; 2011). En consecuencia, la tolerancia a tales
perturbaciones es una variable informativa de la respuesta inmune.
Para calcular la tolerancia de las RCG a los ataques, se sigue la metodoloǵıa propuesta
por Albert & Barabasi (2001). Se empieza por la red original y aquellos nodos con mayor
grado son removidos secuencialmente, simulando un ataque dirigido. Para calcular la tole-
rancia, se mide la ruta promedio entre los nodos de la red (lav) (ecuación A.6), conforme
la fracción de nodos removidos de la red (f) aumenta. La tolerancia a los ataques se define
como la fracción de nodos cŕıtica (fc) a la cual lav es máxima, justo antes de que la red se







A.2.7. Correlación entre el grado del nodo y la presencia de dominios de
inmunidad (Correlación grado-inmunidad)
Con esta variable se quiere entontrar una asociación entre el grado del nodo y la
presencia de dominios de inmunidad en las proteinas que codifican los genes 1. Inicialmente,
por cada planta se crea un listado de genes de referencia. En el listado se incluyen los genes
que codifican protéınas directamente relacionadas con inmunidad. Para ello, se descargan
los dominios de inmunidad (WRKY, TIR, NBS, LRR, kinase and LysM) de la base de
PFAM (http://pfam.sanger.ac.uk/). Luego se usa la herramienta HMMsearch para
encontrar estos dominios en la secuencia de las protéınas de cada planta (Finn et al.; 2011).
Aquellos genes que codifican protéınas con los dominios de inmunidad mencionados, son
incluidos en el listado. Al listado de genes en Arabidopsis, se agregan los genes de la red
de inmunidad publicada por Mukhtar et al. (2011).
La variable binaria b se usa para describir la presencia o ausencia de dominios de
inmunidad en la protéına (ecuación A.7):
b =
{
1 Si el gen i pertenece al listado de genes de referencia
0 Si el gen i no pertenece al listado de genes de referencia
(A.7)
La variable usada para caracterizar las redes, es la correlación no paramétrica del tao
de Kendall, entre el grado del nodo y b (Kendall & Gobbons; 1990).


























































Nivel de expresión del gen 2
Figura B.1. Perfiles de expresión de dos pares de genes identificados por ćırculos negros (•) en
la figura 2.2.
(A)(B) Ejemplo de dos perfiles de expresión con correlación no lineal (El ejemplo
es tomado de la figura 2.2A).
(A) Nivel de expresión del gen 1 (ĺınea negra) y del gen 2 (ĺınea gris) a través de las
condiciones.
(B) Dispersión de los niveles de expresión de ambos genes. Las medidas de similitud
calculadas para este par de genes son sCIMi,j = 0.78, s
SRMN
i,j = 0.39 y s
ACCP
i,j = 0.05.
(C)(D) Ejemplo de dos perfiles de expresión correlacionados linealmente (El ejem-
plo es tomado de la figura 2.2B).
(C) Nivel de expresión del gen 1 (ĺınea negra) y del gen 2 (ĺınea gris) a través de las
condiciones.
(D) Dispersión de los niveles de expresión de ambos genes. Las medidas de similitud
calculadas para este par de genes son sSRMNi,j = 0.72, s
CIM
i,j = 0.82 y s
ACCP
i,j = 0.89














Figura B.2. Similitudes calculadas por el CIM tomando la matriz de expresión de Arabidopsis.
Los histogramas corresponden a las similitudes obtenidas por dos métodos de dis-
cretización de los datos: (A) Usando la regla de Meyer et al. (2008). (B) Usando la
regla de Sturge (Scott & Sain; 2005) descritas en la sección 1.2.2.2



































































Umbral de similitud Umbral de similitud
Umbral de similitudUmbral de similitud
Figura B.3. Coeficientes de agrupamiento C(τv) (ĺınea negra) y Cr(τv) (ĺınea gris) para las si-
guientes redes:
(A) M-RCG de Arabidopsis
(B) Red simulada en el grupo 1 (CV (k) = 2.86, C(τv) = 0.02, P (k) ∼ k−2).
(C) Red simulada en el grupo 2 (CV (k) = 1.00, C(τv) = 0.02, P (k) ∼ k−2).
(D) Red simulada en el grupo 3 (CV (k) = 3.10, C(τv) = 0.02, P (k) ∼ k−2).
La metodoloǵıa seguida en la simulación de las redes se explica en el apéndice A.1.




















Figura B.4. Comparación de las M-RCG aplicando un ACP.
(A) Proyección de las M-RCG en el plano CP1-CP2. Las etiquetas de los ejes indi-
can el porcentaje de varianza explicada (VE) por cada componente principal. (B)
Ćırculo de correlación de variables en el plano factorial. El gráfico de barras muestra
los valores propios. Las variables están referenciadas con las siguientes etiquetas:
coeficiente de agrupamiento (CA), centralización (Cen), heterogeneidad (Het), den-
sidad (Den), coeficiente de asortatividad tomando las anotaciones funcionales de GO
(AsG), coeficiente de asortatividad tomando las anotaciones funcionales de PFAM







































Figura B.5. S-RCG proyectadas en el espacio tridimensional formado por CP1-CP2-CP3. Las
redes están coloreadas de acuerdo con (A) la especie de planta y (B) el grupo de
estrés.




















Figura B.6. Cambio en el criterio de información bayesiana (BIC) conforme el número de clases
aumenta. Se seleccionó un óptimo de 10 clases (BIC=107) para agrupar las S-RCG




























Figura B.7. Clases de S-RCG en el espacio de los componentes principales. (A)(B) Proyección
de las S-RCG en los planos (A) CP1-CP2 y (B) CP1-CP3. Las redes se numeran
con el mismo identificador (id.) de la tabla 2.1. Además están representadas con un
śımbolo de acuerdo a la clase (cls) en la tabla anexa C.1. Las etiquetas de los ejes
indican el porcentaje de varianza explicada (VE) por cada componente principal.
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APÉNDICE C
Tablas suplementarias
En la tabla C.1, se presentan algunos resultados de la metodoloǵıa de construcción y
comparación de S-RCG. Las S-RCG se numeran con el mismo identificador (id.) de la tabla
2.1. La tabla incluye las dimensiones de la matriz de expresión: número de condiciones
(Con) y número de genes (Gen). Se muestra también el umbral de similitud seleccionado
para la red (τ∗), el número de nodos o genes en la red final (Nod), el número de aristas
(Ari) y las variables de caracterización: coeficiente de agrupamiento (CA), centralización
(Cen), heterogeneidad (Het), densidad (Den), coeficiente de asortatividad tomando las
anotaciones funcionales de GO (AsG), coeficiente de asortatividad tomando las anotaciones
funcionales de PFAM (AsP), tolerancia a los ataques (Tol) y correlación grado-inmunidad
(CGI). La última columna identifica la clase (Cls) en donde fue agrupada la S-RCG.
En la tabla C.2 se presenta información sobre las M-RCG. Las columnas tienen los
siguientes encabezados: el número de nodos o genes en la red final (Nod), el número de
aristas (Ari) y las variables de caracterización: coeficiente de agrupamiento (CA), cen-
tralización (Cen), heterogeneidad (Het), densidad (Den), coeficiente de asortatividad to-
mando las anotaciones funcionales de GO (AsG), coeficiente de asortatividad tomando
las anotaciones funcionales de PFAM (AsP), tolerancia a los ataques (Tol) y correlación
grado-inmunidad (CGI).
En la tabla C.3 se presentan por cada planta los pares de S-RCG que tienen menor
distancia Euclideana en el espacio CP1-CP2-CP3. Las S-RCG se numeran con el mismo
identificador (id.) de la tabla 2.1.
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Tabla C.1. Principales resultados en la construcción y comparación de S-RCG: Dimensiones de
las matrices de expresión, umbrales de similitud, tamaños de las redes, variables de
caracterización y clases en las que fueron agrupadas las redes
id. Planta Con Gen τ∗ Nod Ari CA Cen Het Den AsG AsP Tol CGI Cls
1 Arab. 4 4.224 0,83 112 908 0,707 0,586 0,81 7,30E-02 -8,11E-03 -1,33E-02 0,07 0,124 2
2 Arab. 12 4.224 0,43 852 10.656 0,637 0,229 1,522 1,47E-02 2,53E-03 -3,35E-03 0,35 0,083 6
3 Arab. 56 4.224 0,57 1.439 513.484 0,998 0,554 0,591 2,48E-01 -8,77E-04 -9,39E-04 0 0,022 4
4 Arab. 5 4.224 0,46 378 731 0,88 0,198 1,656 5,13E-03 -9,87E-03 -3,62E-03 0,01 -0,065 7
5 Arab. 16 4.224 0,29 1.400 161.715 0,985 0,806 0,687 8,26E-02 8,32E-04 -4,68E-04 0,01 -0,028 8
6 Arab. 6 4.224 0,3 1.554 188.162 0,957 0,735 0,946 7,80E-02 -1,56E-03 -1,22E-03 0,03 0,04 8
7 Arab. 6 4.224 0,28 522 35.473 0,898 0,366 0,614 1,30E-01 -1,95E-03 -2,60E-03 0,2 -0,059 9
8 Arab. 6 4.224 0,3 1.688 244.171 0,963 0,741 0,88 8,57E-02 -6,40E-05 -7,59E-04 0,05 0,028 8
9 Arab. 6 4.224 0,52 338 6.969 0,998 0,198 0,745 6,12E-02 -5,34E-03 -4,11E-03 0,87 0,044 1
10 Arab. 6 4.224 0,4 920 9.945 0,649 0,271 1,597 1,18E-02 1,71E-03 -2,21E-03 0,23 0,044 6
11 Arab. 27 4.224 0,86 324 2.811 0,858 0,334 1,154 2,69E-02 -5,75E-03 -2,86E-03 0,07 -0,016 7
12 Arab. 8 4.224 0,69 535 4.852 0,915 0,214 1,291 1,70E-02 1,45E-03 -4,29E-03 0,17 -0,055 7
13 Arab. 12 4.224 0,62 1.508 51.101 0,83 0,277 1,275 2,25E-02 1,24E-02 -5,38E-04 0,38 0,02 6
14 Arab. 24 4.224 0,9 215 1.911 0,799 0,571 1,172 4,15E-02 -9,56E-03 -1,14E-02 0,23 -0,02 2
15 Arab. 32 4.224 0,69 437 13.954 0,987 0,226 0,747 7,32E-02 -5,01E-03 -3,23E-03 0,29 -0,038 7
16 Arab. 6 4.224 0,89 352 1.310 0,901 0,156 1,158 1,06E-02 1,64E-02 -3,50E-03 0,05 -0,008 5
17 Arab. 12 4.224 0,45 1.043 18.383 0,953 0,376 1,548 1,69E-02 3,42E-03 -3,14E-03 0,17 0,091 6
18 Arab. 16 4.224 0,28 708 95.194 0,99 0,589 0,368 1,90E-01 5,43E-05 -1,36E-03 0 -0,002 9
19 Arab. 6 4.224 0,43 684 8.998 0,718 0,241 1,613 1,93E-02 -5,46E-03 -5,49E-03 0,32 -0,015 7
20 Arab. 17 4.224 0,58 274 1.175 0,983 0,124 1,479 1,57E-02 -4,64E-03 -1,06E-02 0,23 0,017 7
21 Arab. 16 4.224 0,45 673 4.088 0,834 0,201 1,756 9,04E-03 1,07E-02 -5,22E-03 0,13 -0,02 5
22 Arab. 17 4.224 0,45 785 8.566 0,797 0,184 1,64 1,39E-02 -3,14E-03 -4,78E-03 0,26 0,046 6
23 Arab. 17 4.224 0,47 784 3.067 0,917 0,079 1,538 5,00E-03 2,03E-03 -3,56E-03 0,13 0,007 7
24 Arab. 17 4.224 0,48 749 13.831 0,954 0,27 1,426 2,47E-02 -1,97E-03 -3,72E-03 0,13 0,022 7
25 Arab. 17 4.224 0,64 276 1.212 0,846 0,145 1,36 1,60E-02 -2,24E-03 -8,13E-03 0,03 0,041 7
26 Arab. 15 4.224 0,62 668 5.191 0,723 0,157 1,371 1,17E-02 1,36E-02 -3,75E-03 0,24 -0,031 5
27 Arab. 21 4.224 0,5 853 35.655 0,999 0,19 0,526 4,91E-02 1,91E-03 -1,17E-03 0 0,031 9
28 Arab. 6 4.224 0,69 507 14.164 0,979 0,304 1,246 5,52E-02 -5,85E-03 -4,93E-03 0,26 -0,028 7
29 Arab. 9 4.224 0,66 395 3.312 0,963 0,162 1,193 2,13E-02 -3,75E-03 -4,38E-03 0,17 0,008 7
30 Arab. 12 4.224 0,83 104 555 0,903 0,868 1,022 5,18E-02 -1,29E-02 -1,91E-02 0,03 0,085 2
31 Arab. 8 4.224 0,67 512 6.190 0,979 0,208 1,062 2,37E-02 -5,01E-03 -4,49E-03 0,38 0,005 7
32 Arab. 12 4.224 0,27 662 58.645 0,884 0,421 0,68 1,34E-01 -1,61E-03 -2,09E-03 0,35 0,038 9
33 Arab. 6 4.224 0,86 389 4.768 0,887 0,427 1,052 3,16E-02 8,97E-03 -4,40E-03 0,13 0,017 5
34 Arab. 10 4.224 0,86 180 1.710 0,971 0,737 1,205 5,31E-02 -3,99E-03 -1,25E-02 0,01 0,006 2
35 Arab. 8 4.224 0,58 670 3.807 0,799 0,689 2,19 8,49E-03 -9,41E-03 -8,69E-03 0,01 0,047 2
36 Arab. 12 4.224 0,67 560 53.182 0,999 0,833 0,146 1,70E-01 -2,76E-03 -1,82E-03 0 0,009 9
37 Arab. 3 4.224 0,67 738 9.251 0,791 0,855 1,814 1,70E-02 -3,51E-03 -4,18E-03 0,29 -0,034 7
38 Arab. 24 4.224 0,53 573 7.517 0,994 0,428 1,346 2,29E-02 1,85E-03 -5,47E-03 0,17 -0,021 7
39 Arab. 10 4.224 0,52 551 969 0,728 0,25 2,888 3,20E-03 -2,38E-02 -1,70E-02 0 -0,086 10
40 Arab. 20 4.224 0,48 1.505 375.424 0,997 0,546 0,748 1,66E-01 -8,30E-04 -1,02E-03 0,55 0,011 4
41 Arroz 24 6.495 0,67 782 24.078 0,934 0,307 1,204 3,94E-02 -2,85E-03 -2,90E-03 0,35 -0,02 7
42 Arroz 12 6.495 0,33 885 96.638 0,905 0,634 0,672 1,24E-01 -1,33E-03 -1,62E-03 0,79 0,03 1
43 Arroz 9 6.495 0,68 1.056 56.671 0,86 0,54 1,057 5,09E-02 -1,13E-03 -1,79E-03 0,47 -0,039 1
44 Arroz 45 6.495 0,68 1.582 227.671 0,93 0,439 0,911 9,10E-02 -1,07E-03 -1,10E-03 0,59 0,032 1
45 Arroz 8 6.495 0,49 1.221 68.353 0,998 0,202 0,474 4,59E-02 -9,86E-04 -4,87E-04 0 -0,019 9
46 Arroz 6 6.495 0,89 214 1.005 0,779 0,134 0,791 2,21E-02 -1,16E-02 -9,65E-03 0,17 0,026 7
47 Arroz 18 6.495 0,82 274 3.863 0,978 0,76 1,167 5,16E-02 -1,09E-02 -9,11E-03 0,01 -0,01 2
48 Arroz 8 6.495 0,69 538 14.234 1 0,154 0,656 4,93E-02 -3,41E-03 -1,79E-03 0 0,046 9
49 Soya 6 2.771 0,52 966 10.196 0,542 0,242 1,399 1,09E-02 7,90E-04 -9,90E-05 0,33 -0,027 3
50 Soya 36 2.771 0,64 773 6.909 0,51 0,272 1,478 1,16E-02 -2,15E-03 -1,27E-03 0,38 0,027 3
51 Soya 36 2.771 0,68 142 924 0,727 0,356 0,946 4,62E-02 -1,49E-02 -1,10E-02 0,36 0,112 2
52 Soya 24 2.771 0,67 473 2.992 0,573 0,221 1,315 1,34E-02 -3,72E-03 -3,14E-03 0,23 0,032 3
53 Soya 27 2.771 0,42 440 3.883 0,66 0,305 1,406 2,01E-02 -3,12E-03 -5,71E-04 0,3 -0,012 3
54 Tomate 160 1.481 0,61 684 53.759 0,982 0,535 0,761 1,15E-01 -2,33E-03 -2,28E-03 0,19 -0,016 9
55 Tomate 8 1.481 0,65 894 98.969 0,847 0,67 0,731 1,24E-01 -1,78E-03 -1,71E-03 0,75 -0,014 1
56 Tomate 18 1.481 0,43 432 21.099 0,998 0,481 0,888 1,13E-01 -4,07E-03 -4,18E-03 0 0,033 9
57 Yuca 7 747 0,93 363 1.649 0,481 0,118 1,036 1,26E-02 -5,98E-03 -6,32E-03 0,3 0,005 3
58 Yuca 33 747 0,7 456 459 0,341 0,031 0,844 2,21E-03 -1,08E-02 -5,19E-03 0 0,024 3
59 Yuca 54 747 0,42 261 403 0,007 0,316 1,975 5,94E-03 -1,72E-02 -1,54E-02 0,07 0,007 10
Tabla C.2. Matriz de caracterización de las M-RCG
Planta Nod Ari CA Cen Het Den AsG AsP Tol CGI
Arabidopsis 1.563 4.489 0,023 0,199 2,86 1,84E-03 -1,15E-03 -8,66E-03 0,07 2,99E-02
Arroz 744 3.065 0,622 0,204 1,67 5,55E-03 2,80E-03 6,58E-03 0,11 1,77E-03
Soya 762 6.356 0,622 0,239 1,61 1,10E-02 1,80E-03 5,17E-03 0,29 2,54E-03
Tomate 674 5.794 0,816 0,169 1,27 1,28E-02 -3,81E-03 -3,81E-03 0,29 2,79E-03
Yuca 307 739 0,434 0,118 1,33 7,03E-04 -3,73E-02 -3,05E-02 0,01 1,18E-02
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Tabla C.3. Porcentaje de genes comunes y distancia Euclideana para los pares de S-RCG más
cercanas en el espacio factorial.
Planta Id. red 1 Id. red 2 Distancia Genes comunes %
Arabidopsis 8 6 0.4 24 %
Arroz 45 43 0.9 8 %
Soya 53 51 0.7 9 %
Tomate 55 54 1.9 16 %
Yuca 58 57 0.8 10 %
Tabla C.4. Estrés y grupos de estrés en los experimentos
Estrés Grupo de estrés
Pseudomonas syringae Bacterias
Pseudomonas syringae pv. tomato Bacterias
Ralstonia solanacearum Bacterias
Xanthomonas axonopodis pv. manihotis Bacterias
Xanthomonas oryzae pv. oryzae Bacterias











Roya de la soya Hongos
Resistencia Inducida (Áfidos) Resistencia Inducida
Resistencia Inducida (Celulasa) Resistencia Inducida
Resistencia Inducida (Otras sustancias qúımicas) Resistencia Inducida
Resistencia Inducida (Exudados) Resistencia Inducida
Resistencia Inducida (Insecticidas) Resistencia Inducida
Resistencia Inducida (ISR, Brarhyzobium) Resistencia Inducida
Resistencia Inducida (Ácido jasmónico) Resistencia Inducida
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Tabla C.5. Número de S-RCG por especie, grupo de estrés y clase (cls)
Bacterias Hongos Res.Inducida Oomycetes PTI
Arabidopsis 7 10 17 0 6
Arroz 3 3 1 1 0
Soya 0 4 0 1 0
Tomate 0 2 0 1 0
Yuca 3 0 0 0 0
Total 13 19 18 3 6
Cls.1 Cls.2 Cls.3 Cls.4 Cls.5 Cls.6 Cls.7 Cls.8 Cls.9 Cls.10
Arabidopsis 1 5 0 2 4 5 14 3 5 1
Arroz 3 1 0 0 0 0 2 0 2 0
Soya 0 1 4 0 0 0 0 0 0 0
Tomate 1 0 0 0 0 0 0 0 2 0
Yuca 0 0 2 0 0 0 0 0 0 1
Total 5 7 6 2 4 5 16 3 9 2
APÉNDICE D
Resultados del método TMA para la selección del
umbral de similitud
Tomando los planteamientos expuestos en la sección 1.2.3.1, se aplicó el método TMA
dentro de la metodoloǵıa de construcción de RCG con el fin de definir de manera objetiva
el umbral de similitud. Se obtuvieron las matrices de correlación (Cn×n) a diferentes um-
brales (ecuación 1.15) y se calcularon los valores propios. Puesto que la densidad de los
valores propios de cada matriz Cn×n no fue constante, se efectuó una transformación de
los mismos para obtener densidad constante (Luo et al.; 2007). La figura D.1 registra un
ejemplo de transformación de valores propios pertenecientes a una matriz Cn×n de yuca.
Los valores propios transformados śı tuvieron distribución uniforme y avalan el método de
transformación recomendado por Luo et al. (2007).
A B C
Figura D.1. Ejemplo de transformación de valores propios usando la matriz de similitud de yuca
y τv = 0.5. (A) Histograma de valores propios originales. (B) Función de densi-
dad integrada de valores propios D(λ) y spline cúbico ajustado a los puntos. (C)
Histograma de valores propios transformados.
Los histogramas del espaciamiento e se contrastaron con las funciones de densidad
teóricas de Wigner-Dyson y Poisson. La figura D.2 presenta los histogramas para los da-
tos de Arabidopsis a distintos umbrales. Cuando los umbrales de similitud son bajos, la
distribución de los espaciamientos (NNSD) se asemeja a una distribución Wigner-Dyson
caracteŕıstica de una red aleatoria. Esto significa que los valores propios describen el mo-
delo EOG. Además, demuestra que las matrices Cn×n tienen un componente mayoritario
de ruido o de relaciones aleatorias entre genes.
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Figura D.2. Aplicación del método TMA a la matriz de similitud de Arabidopsis. Los histo-
gramas de espaciamientos (e) son comparados contra las distribuciones de Wigner-
Dyson (ĺınea punteada) y Poisson (ĺınea continua). Se presentan cuatro umbrales de
similitud (A) 0.60 (B) 0.81 (C) 0.85 (D) 0.89
Conforme el umbral aumenta, la NNSD empieza a divergir del modelo EOG (figura
D.2B). A umbrales altos se forma una distribución NNSD con cola derecha más alargada
y ligeramente sesgada a valores de espaciamiento bajos (figura D.2D). Esta distribución
no se asemeja a las distribuciones de Wigner-Dyson y Poisson.
Contrario al desarrollo teórico del método TMA, en este trabajo no se observó una
transición de la distribución Wigner-Dyson (modelo EOG) a la distribución de Poisson
para ninguna de las matrices de similitud. Para el caso de Arabidopsis (figura D.3), la
NNSD se ajusta a una Wigner-Dyson hasta τv = 0.81 donde el estad́ıstico chi-cuadrado
muestra un primer pico y supera el valor cŕıtico a un nivel de significancia de α = 0.05. Si
bien la NNSD dejó de parecerse completamente a la distribución Wigner-Dyson, y esto es
un indicio de que la red no contendŕıa aristas aleatorias, la transición a una distribución
Poisson es necesaria para corroborar que al umbral seleccionado se construye una red
representativa del sistema biológico (Luo et al.; 2007).
Como se observa en la figura D.3B, la distribución NNSD no se ajusta a una Poisson en
ninguno de los umbrales evaluados. Aunque hubo una ligera disminución en los valores del
estad́ıstico de prueba cuando el umbral fue alto (τv = 0.81), no alcanzaron el valor cŕıtico
para concluir que el espaciamiento sigue una distribución Poisson. Se aplicó también la
prueba no paramétrica de Kolmogorov-Smirnov para evaluar la bondad de ajuste y se
obtuvieron resultados similares.
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Figura D.3. Resultados de la prueba de bondad de ajuste a diferentes umbrales tomando la matriz
de similitud de Arabidopsis. Estad́ıstico chi-cuadrado de la prueba que compara la
NNSD con (A) la distribución de Wigner-Dyson y (B) la distribución de Poisson.
La distribución NNSD se aleja totalmente de la forma Wigner-Dyson en τ = 0.81.
La ĺınea punteada indica el valor cŕıtico (α = 0.05).
Se concluye entonces que, aunque la NNSD se alejó de la distribución Wigner-Dyson a
un umbral dado, esto no es evidencia suficiente para sustentar la selección del umbral de
similitud. La transición a una distribución Poisson es obligatoria según la argumentación
teórica del TMA. Como resultado, el método TMA no fue aplicable a las matrices de
similitud obtenidas y por consiguiente a los sistemas que se quieren representar en este
trabajo.
Por lo anterior, los umbrales de similitud se seleccionaron aplicando el método del coe-
ficiente de agrupamiento descrito en la sección 1.2.3.2 y con las modificación mencionada
en la sección 2.3.5, haciéndolo más flexible a las matrices de similitud aqúı construidas.
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APÉNDICE E
Conceptos de la bioloǵıa
En este apéndice se definen brevemente algunos conceptos de la bioloǵıa mencionados
dentro del documento. Las definiciones se presentan en orden de temas; primero se dan
algunos conceptos fundamentales para entender la bioloǵıa celular y molecular, luego se
aborda el tema de microarreglos, las anotaciones funcionales y los dominios de inmunidad.
E.1. Bases de bioloǵıa celular y molecular
Célula: la célula es la unidad estructural y funcional fundamental de los seres vivos.
Los componentes de la célula son agua (75 a 85 %), sales inorgánicas (2 a 3 %) y compuestos
orgánicos (12 a 23 % de ĺıpidos y poĺımeros). Los tres poĺımeros más importantes que
componen la célula son los ácidos nucleicos, los polisacáridos y las protéınas (Robertis;
2010).
Ácidos nucleicos (ADN y ARN): los seres vivos contienen dos tipos de ácidos
nucleicos llamados ácido desoxirribonucleico (ADN) y ácido ribonucleico (ARN). El ADN
está conformado por cuatro bases nitrogenadas o nucleótidos: timina (T), citosina (C),
adenina (A) y guanina (G). Los nucleótidos se unen en una doble cadena o hélice formando
los cromosomas (figura E.1A). Los nucleótidos citosina y guanina son complementarios (se
unen preferencialmente entre las dos cadenas) al igual que la timina y la adenina. El ARN
contiene uracilo (U) en lugar de timina y su molécula está formada por una sola cadena
de nucleótidos. Hay varias clases de ARN, una de ellas es el ARN mensajero (ARNm) el
cual lleva la información genética para producir las protéınas (Robertis; 2010).
Protéınas: las protéınas son cadenas de aminoácidos (ácidos orgánicos donde el car-
bono del grupo carboxilo (-COOH) está unido a un grupo amino (-NH2)). Hay veinte tipos
de aminoácidos entre las distintas protéınas (Robertis; 2010).
Gen: un gen es un fragmento de ADN que contiene la información necesaria para
generar (codificar) un ARNm y posteriormente una protéına (figura E.1B) (Alberts &
Bray; 2004).
Genoma: el genoma es toda la información genética de un organismo codificada en el
ADN o en el ARN para el caso de los virus. El genoma incluye los genes y las regiones de
ADN que no codifican ARNm (Alberts & Bray; 2004).
79
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Transcripción del ADN y traducción del ARNm: la información genética de los
seres vivos se almacena en el ADN como una secuencia lineal y ordenada de las cuatro
bases nitrogenadas. La información genética en el ADN es copiada en moléculas de ARNm,
en un proceso conocido como transcripción del ADN (figura E.1B). A partir del ARNm se
sintetizan las protéınas (traducción del ARNm). La secuencia de nucleótidos del ARNm
determinará la secuencia final de aminoácidos en las protéınas (Robertis; 2010).
E.2. Técnicas de microarreglos
Nivel de expresión: el nivel de expresión de un gen en una condición experimental,
se mide a partir de la cantidad de ARNm que este haya transcrito. Aquellos genes cuyo
nivel de expresión aumente (overexpressed) o disminuya (underexpressed) en la condición
experimental respecto a la condición control es probable que tengan asociada una función
biológica parecida (Mount; 2004).
Microarreglos: los microarreglos son cientos de millares de moléculas de ADN (son-
das o probes), inmovilizadas y ordenadas sobre una superficie sólida. El principal uso que
se le da a los microarreglos es el de detectar niveles de ARNm en células y tejidos. Puesto
que los genomas de algunos organismos son tan grandes, la tecnoloǵıa de microarreglos
se desarrolló para medir la expresión de miles de genes al mismo tiempo. Los dos tipos
de microarreglos empleados para medir la expresión génica son el microarreglo puntea-
do o spotted y el microarreglo de oligonucleótidos de alta densidad. Algunas empresas
que producen microarreglos son Affymetrix (www.affymetrix.com) y Agilent technologies
(www.chem.agilent.com) (Baldi & Hatfield; 2002).
Hibridación: es un proceso en el que una cadena sencilla de ADN se une selectivamen-
te a una segunda cadena de ADN (cuyas secuencias de nucleótidos son complementarias)
para formar la doble hélice (Alberts & Bray; 2004).
ADN complementario (ADNc): es una molécula de ADN producida a partir de
una copia del ARNm. El ADNc es más fácil de manipular que el ARNm original (Alberts
& Bray; 2004).
Microarreglos punteados: los microarreglos punteados son soportes en donde han
sido fijados fragmentos amplificados de ADN (sondas) mediante PCR (figura E.1C). Las
sondas se ubican en agrupaciones o spots dentro de la placa. Para medir la expresión de
los genes, el ARNm se extrae de dos muestras biológicas (células o tejidos). Cada muestra
proviene de una condición diferente, por ejemplo, de una condición control y una condición
experimental a la que fue sometido el organismo. A continuación, se sintetiza el ADNc por
cada muestra de ARNm. El ADNc de las muestras se marca con un nucleótido marcado
con fluorescencia y se hibridan en la misma placa. La placa es escaneada para medir la
cantidad de fluorescencia en cada spot. La intensidad de color en el spot es un indicativo
de la cantidad de ARNm original en la muestra y por tanto del nivel de expresión del gen
en esa condición (Mount; 2004).
Microarreglos de oligonucleótidos de alta densidad: estos microarreglos con-
sisten de secuencias cortas de ADN (oligonucleótidos) o sondas que han sido sintetizados
sobre un soporte sólido (figura E.1D). Para cada gen expresado en el organismo se sinte-
tizan uno o varias sondas. En la construcción del microarreglo es imperativo conocer la
secuencia completa del genoma. Para medir la expresión de los genes, se extrae el ARNm
de una muestra biológica y la secuencia se copia para crear ADNc. El ADNc se marca
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con fluorescencia y se hibrida en el soporte de oligonucleótidos. La cantidad de ADNc
hibridado se mide por escaneo de las sondas. Para comparar dos o más muestras, se usa
un nuevo soporte con cada muestra (Mount; 2004).
E.3. Anotaciones funcionales de PFAM y GO
Anotación funcional: una anotación funcional es la asignación de una función pu-
tativa a un gen o a una protéına (Ruepp et al.; 2004).
PFAM: es una base de familias de protéınas. Una familia de protéınas es un grupo de
protéınas relacionadas evolutivamente, es decir, protéınas que descienden de un ancestro
común. Se usan métodos de alineamiento de secuencias de protéınas para establecer si
una protéına es miembro de una familia. Aśı mismo, cada familia tiene una anotación
funcional asociada (Punta et al.; 2012). La base de PFAM está disponible en: http:
//pfam.sanger.ac.uk/
Proceso biológico: un proceso biológico es una operación o conjunto de eventos
moleculares con un inicio y fin espećıfico, pertinentes al funcionamiento de las células,
tejidos, órganos u organismos (Gene & Consortium; 2000).
Gene ontology (GO): es un proyecto que tiene como objetivo estandarizar la re-
presentación de genes y productos génicos (por ejemplo protéınas) entre organismos. Una
de las actividades del proyecto GO es anotar funcionalmente genes y productos géni-
cos. Los términos ontológicos usados en la anotación cubren varios aspectos, entre ellos
los procesos biológicos (Gene & Consortium; 2000). La base de GO está disponible en:
http://www.geneontology.org/
E.4. Arabidopsis y los dominios de inmunidad en plantas
Organismo modelo: los organismos descienden de un antepasado común y las propie-
dades fundamentales de las células se mantienen a través de la evolución. Por consiguiente,
el conocimiento obtenido al estudiar un organismo es útil para entender otros organismos.
Hay organismos más fáciles de estudiar que otros en el laboratorio, por ejemplo aquellos
que se reproducen y crecen rápidamente facilitando la manipulación genética. Dichos or-
ganismos son seleccionados como organismos modelo para estudiarlos a profundidad. Por
ejemplo, entre las plantas con flores, los biólogos estudian el organismo modelo Arabidopsis
thaliana (Alberts & Bray; 2004).
Arabidopsis thaliana: Arabidopsis es una hierba pequeña (figura E.1E), con un
genoma de aproximadamente 110 millones de pares de bases de nucleótidos. Como los genes
de Arabidopsis tienen equivalentes en especies agŕıcolas, su estudio aporta conocimiento
sobre el desarrollo y fisioloǵıa de cultivos que si tienen importancia para el ser humano
(Alberts & Bray; 2004).
Fitopatógenos: los patógenos de las plantas (fitopatógenos) son organismos que du-
rante su ciclo de vida adquieren los nutrientes y sustancias para su crecimiento en las
plantas, deteriorando las células vegetales. Dentro de los fitopatógenos están los virus,
bacterias, hongos y nematodos (López; 2008).
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Dominios: los dominios son subregiones en la secuencia de aminoácidos de las pro-
téınas (figura E.1F). Los dominios tienen asociada una función biológica. La presencia de
varios dominios da origen a la diversidad de las protéınas, por tanto la identificación de
dichos dominios suministra información acerca de la función de la protéına (Zhi et al.;
2006).
Dominios de inmunidad en plantas: la activación de los procesos biológicos de
inmunidad en plantas depende del reconocimiento que hace la planta de los patógenos. En
las protéınas de las plantas se han encontrado dominios conservados que están asociados
al reconocimiento de los patógenos. Ejemplos de dominios de inmunidad son: WRKY,
NBS (Nucleotide Binding Sites), LRR (Leucine Rich Repeats) y TIR (Toll Interleukin
1 Receptor). La existencia de estos dominios conservados sugiere que hay procesos de
inmunidad comunes entre plantas (López; 2008).




Figura E.1. Figuras de apoyo al apéndice de términos biológicos. (A) Cadena de ADN for-
mando un cromosoma y su ubicación en el núcleo de la célula (Fuente: http://
www.sciencelearn.org.nz/). (B) Transcripción del ADN a ARNm y posterior tra-
ducción a una secuencia de aminoácidos o protéına (Fuente: http://tfscientist.
hubpages.com/). (C, D) Medición del nivel de expresión usando microarreglos pun-
teados (spotted) y microarreglos de oligonucleótidos de alta densidad (Adaptado de
Falciani (2007)). (E) Imágen del organismo modelo Arabidopsis thaliana (Fuente:
http://delta-intkey.com/). (F) Imágenes de cuatro protéınas que contienen el
dominio LRR (color cyan) en su secuencia de aminoácidos (Adaptado de Kobe &
Kajava (2001)).
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Biostatistical approaches for the
reconstruction of gene co-expression
networks based on transcriptomic data
Liliana Lo¤ pez-Kleine, Luis Leal and Camilo Lo¤ pez
Abstract
Techniques in molecular biology have permitted the gathering of an extremely large amount of information relating
organisms and their genes. The current challenge is assigning a putative function to thousands of genes that have
been detected in different organisms.One of the most informative types of genomic data to achieve a better know-
ledge of protein function is gene expression data. Based on gene expression data and assuming that genes involved
in the same function should have a similar or correlated expression pattern, a function can be attributed to those
genes with unknown functions when they appear to be linked in a gene co-expression network (GCN). Several
tools for the construction of GCNs have been proposed and applied to plant gene expression data. Here, we
review recent methodologies used for plant gene expression data and compare the results, advantages and disadvan-
tages in order to help researchers in their choice of a method for the construction of GCNs.
Keywords: gene co-expression networks; microarray datasets; transcriptomics; plants; gene functional prediction
INTRODUCTION
In the past 15 years, molecular biology has
experienced a new way to approach the understand-
ing of biological processes, primarily due to the
sequencing of complete genomes and the generation
of high-throughput data derived from transcrip-
tomics, proteomics, interactomics and metabolomics.
These ‘-omics’ areas of research represent a major
challenge in the integration of information and the
generation of a real understanding of living beings.
The current challenge is assigning a putative function
to thousands of genes that have been detected in
different organisms. Data mining from a holistic per-
spective can contribute significantly to this objective.
The construction of biological networks based on
‘-omics’ data can describe the various functional
interactions between genes and consequently,
potential functions can be assigned to genes with
an unknown function based on their interactions
with genes of known functions. Based on gene ex-
pression data and assuming that genes involved in the
same function should have similar or correlated ex-
pression patterns, a function can be attributed to
those genes with unknown functions. The quickly
accumulating information on gene expression based
on microarray and RNA-sequencing (RNA-seq) ex-
periments is a valuable tool that can be exploited to
create gene co-expression networks (GCNs).
Although GCNs have so far been constructed
based on microarray experiments, the new sequen-
cing technologies provide a new opportunity to gain
information on gene expression.
A graph or network is a mathematical represen-
tation of a system of elements. It consists of a set of
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nodes or vertices of elements and links or edges be-
tween nodes. The edges can signify different types of
relationships, for example, the coordinated action of
elements or their direct interaction. Depending on
the system, these edges can be directed or form
loops, or be undirected or acyclic. In the case of
plants or any biological system at the cellular level,
the definition of the elements and the significance of
the edges depend on the available biological data.
A very clear partition of different biological
networks is provided by Christensen et al. [1], who
separated these networks into five main categories as
follows:
(i) Metabolic networks represent metabolite dy-
namics to uncover the biochemical properties
of a cell and the phenotypic results of gene ex-
pression [2, 3]. In this type of network, metab-
olites, reactions or enzymes are the nodes, and
their regulation and mass flow are depicted by
the edges.
(ii) Signal transduction networks are models that
show how cells convert signals retrieved from
the external environment to mediate biological
responses [4]. Here, the nodes are proteins and
the edges represent the signal propagation.
(iii) Transcriptional regulatory networks describe
how transcription factors (TFs) control the ex-
pression of target genes [5, 6]. The nodes are
TFs or mRNAs, and the edges illustrate the
regulation between them.
(iv) Protein–protein interaction networks integrate
knowledge regarding protein function derived
from experimental or computational methods
[7]. The nodes are proteins linked by the
edges, which represent functional relationships.
(v) Functional gene networks (FGNs) and GCNs
present information based on relationships be-
tween genes (and/or the proteins they code for)
that indicate a coordinated participation in a
common biological process or pathway [8, 9].
In these types of networks, genes are the nodes
and their functional associations (which are not
necessarily physical) are represented by the
edges. For FGNs, the edges are obtained from
integration of diverse compendiums of data,
such as gene expression data (microarrays and
RNA-seq gene expression experiments), biolo-
gical process annotations, protein interaction
databases and similarity of phylogenetic profiles,
etc. [10–12]. For GCNs, the edges are obtained
from gene expression data that combine several
experiments [13–15].
GCNs allow for the summarizing of systemic
knowledge regarding all the cellular processes of an
organism, summarizing the appropriate molecular in-
formation. Moreover, the mere construction of
GCNs can contribute to the discovery of novel func-
tional relationships, leading to biological hypotheses.
The reliability of GCNs is, of course, dependent on
the quality of the available information and on the
method of construction. GCNs have been con-
structed for almost all organisms of interest with
sequenced genomes and are often stored in specia-
lized databases [16–18]; the more complex the or-
ganism is, the more complex the network will be.
Nevertheless, several attempts to construct GCNs
have been made in plants [19–21].
In this review, we will focus on the efforts that
have been made toward the construction of GCNs
in plants. As Arabidopsis thaliana has been, until re-
cently, the plant with the most available microarray
experiments, it is not surprising to find that much of
the network construction done for plants so far has
been in this species [22]. We will emphasize the
GCN construction techniques that have been used
and the major results obtained. Moreover, we will
highlight the advantages and disadvantages of these
techniques to obtain a global picture. Finally, we will
summarize the global and systemic knowledge that




Currently, the most widely used computational
method involves calculating the standard Pearson
correlation coefficient (PCC) between the expres-
sion values of pairs of genes. The PCC is a metric
that scores the tendency of two genes to show similar
expression levels across samples [18, 23]. As this ten-
dency could be in either the opposite or the same
direction, the PCC ranges from 1 to 1 [24].
Consequently, the absolute value of the PCC is
commonly used as a similarity measure ranging
from 0 to 1 [18]. The expression levels from pairs
of genes with a larger correlation value than a pre-
selected threshold are considered to reveal a potential
interaction, influence, dependence or coordinated
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participation in the same function (i.e. a functional
relationship based on co-expression).
Numerous studies have constructed GCNs based
on the PCC in plants. For Arabidopsis, Mao et al. [13]
used 1094 ATH1 arrays to calculate PCCs. This net-
work was constructed and partitioned into modules
that were analyzed for biological processes [gene
ontology (GO) enrichment terms in modules].
Atias et al. [9] followed a similar methodology; they
assessed the PCCs for pairs of genes within each
microarray experiment separately. Thus, they
proposed a scoring system to merge the PCCs
from different experiments. Another work using
the PCC as a similarity measure was conducted by
Mutwil etal. [14], who used the PCC as a first step to
test a novel cluster algorithm (Heuristic Cluster
Chiseling Algorithm), which allowed them to
divide a network of weighted edges. Similarly, in
rice, Childs et al. [21] constructed a weighted gene
co-expression network from PCCs. The modules
were identified and used to provide functional an-
notations for genes. Moreover, small networks such
as those modeled by Ouyan et al. [25] are also im-
portant applications of the PCC. Here, the modeled
GCNs were useful in inferring a biological role of
the OsWD40 family of genes, which are involved in
various important cellular pathways, such as chroma-
tin modification, reproduction and developmental
processes. In other plants, including maize [26],
tomato [27] and barley [28], the PCC has been
applied to gene expression data.
Graphical Gaussian models
The graphical Gaussian model (GGM) is an alterna-
tive method to the Pearson correlation. GGM-based
methods are undirected probabilistic graphical
models that describe the conditional independence
relationship among nodes (here, genes) under the
assumption of a multivariate Gaussian distribution
of the data [29]. In the GGM networks, each node
represents a gene and an edge connects two genes if
they are partially correlated [30]. Different from the
Pearson correlation, which records correlation be-
tween gene pairs without taking into account any
information regarding other genes, in the GGM, a
partial correlation between two genes measures the
degree of correlation remaining after removing the
effects of other genes. In statistical terms, the GGM
calculates the empirical covariance matrix from a
dataset that is then inverted, after which the partial
correlations are computed. Toh and Horimoto [31]
were the first to apply the GGM to infer relationships
between genes based on microarray data from
Saccharomyces cerevisiae. Since then, several articles
have been published on the application of these
methods for microorganisms, animals and plants.
The GGM is one of the most popular methods to
model genetic networks employing data from micro-
arrays. Under certain circumstances, this technique
works better than other methods [29]. Although
the GGM has several advantages (e.g. it considers
the effect of other genes and is simple), the main
disadvantage is that it is best suited for cases in
which the number of samples (N) is relatively large
compared with the number of variables (p). This
situation is not common for microarray data, where
the number of different experiments (N) is much
smaller than the number of genes (p), resulting in
the correlation matrix not having a full rank and
not being able to be inverted [30]. However, several
alternatives have been proposed to tackle this prob-
lem. Schäfer and Strimmer [32] proposed as alterna-
tives (i) the use of bootstrap re-sampling and the
application of the Moore–Penrose pseudoinverse
and false discovery rate multiple testing or (ii) the
inference of the GGM from regularization and mod-
eration [33]. Other options have been based on the
estimation of the GGM with a limited-order partial
correlation function, which estimates correlations
conditional on one or two, but not all, other
genes. This technique has been developed to infer
gene networks from Arabidopsis and yeast transcript
profiles [34, 35]. More recently, new strategies based
on the application of regularized high dimensional
regression for covariance selection have been imple-
mented [36].
Ma et al. [37] adapted a previously proposed
method [32] and applied it to Arabidopsis transcrip-
tome data comprising 2045 chips, including a large
spectrum of conditions (biotic and abiotic stress, tis-
sues, development stages, etc.). The authors classified
the global network into several subnetworks of
functional groups. In a more recent work, as men-
tioned above, Mao et al. [13] reconstructed an
Arabidopsis network based on 1094 microarrays, em-
ployed a standard PCC to measure the degree of co-
expression between two genes and connected them
in the network if their PCC was above a cutoff value
of 0.75. This network was compared with the
GGM-based GCN [37] and found that the photo-
synthesis, protein biosynthesis and cell cycle modules
identified in the GGM network had smaller module
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sizes [13]. Another Arabidopsis network based on gene
co-expression employing the GGM was constructed
for more than 7000 genes, which permitted the
identification of the regulation of the biochemical
and stress response pathways, including in particular
the trehalose-6-phosphate phosphatase [22]. Another
GGM-based GCN was also constructed in
Arabidopsis with a focus on the starch metabolism in
leaves [38]. The grouping of genes according to their
oscillating day/night expression was carried out to
identify particular patterns of co-regulation with
starch biosynthesis and degradation, indicating a re-
lationship between TFs targeting starch metabolic
genes [38].
The impact and potential future use of the GGM
approach in plants is high, as has been demonstrated
by previous results. The expansion to other applica-
tions is possible, for example, to develop new stra-
tegies for inferring a gene–SNP (single-nucleotide
polymorphism) network in an integrative genomic
setting [39] or for the reconstruction of metabolomic
networks from metabolomics data [40].
Bayesian approaches to construct
networks
A different approach for GCN construction is based
on Bayesian theory to represent the probabilistic re-
lationships between all genes. This methodology leads
to static or dynamic Bayesian networks (BNs) [41].
Due to their probabilistic nature, these networks can
identify relevant indirect interactions between genes.
These methods are better suited to tackle the noise
present in expression data than other deterministic
methods, such as Boolean networks [42].
A BN is structured by a directed acyclic graph
whose nodes represent random variables. These
random variables are linked to the gene expression
values [43]. Consequently, the directed edges indi-
cate the conditional dependence relationship among
genes [44]. Additionally, a BN is defined by a family
of conditional probabilistic distributions and their
parameters. BNs can be viewed as probabilistic
models for the joint distribution of a set of random
variables [29].
Although in static BNs the edges are strictly acyc-
lic [41], dynamic BNs (DBNs) extend the model to
allow for the inclusion of self-regulated genes and
time-dependent expression data [44]. Given that a
gene affects the expression level of a second gene
after a period of time, here, the edges represent the
interaction through time [45]. In this way, the DBNs
are a sequence of temporal steps where genes only
interact from step to step. These attributes make
DBNs especially useful to model regulatory net-
works from microarray time series data [46, 47].
The use of BNs has allowed the integration of
prior biological knowledge, such as Kyoto
Encyclopedia of Genes and Genomes (KEGG) path-
ways [48,49].
Although Bayesian approaches were first used for
the construction of gene networks by Friedman et al.
[43], these methods have only been applied to a
small number of a couple of sets of plant gene ex-
pression data for gene network reconstruction. The
first of these applications was a novel algorithm used
to construct a gene regulatory network (GRN) for
Arabidopsis from microarray experiments [50]. The
purpose of this work was to place an initial set of
genes into a larger network. In this way, a small
graph was inferred with the initial key genes, and
the network was grown by the iterative addition of
new genes. The most accurate GRN was identified
using the Bayesian Information Criterion score. This
strategy also reduced the number of sets to be eval-
uated, making the problem tractable.
A recent study using DBNs with plant gene
expression data was led by Dondelinger et al. [51],
who presented a model to infer the structure of a
GRN associated with nine circadian genes from the
Arabidopsis circadian clock. The authors proposed a
solution to infer the DBN from microarray datasets
belonging to different experimental conditions. In
this approach, an individual network was developed
for each dataset, and a novel information sharing
method was applied to merge the networks. A simu-
lation was implemented to produce a time series of
data points preceding the application to real
Arabidopsis data. Under the assumption that network
structures do not change over time, it is remarkable
to observe how the information based on this
method originated less dense and highly accurate
networks. The main conclusion of this work was
that the methodology works well for data from het-
erogeneous experimental conditions that share some
similarity in gene expression behavior, which is not
suitable for a very long time series.
Methods based on similarity (mutual
information, clustering)
Coulibaly and Page [52] present some tools that
implement approaches to reverse-engineer GRNs
based on the detection of similarity between
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expression profiles. The first approach reviewed by
the authors is based on ‘mutual information’, defined
as a measure of correlation between gene expression
patterns [53]. A higher mutual information between
a pair of genes means that they are nonrandomly
associated [54]. In this method, the regulatory inter-
action between two genes is established if the mutual
information on their expression patterns is signifi-
cantly larger than a P-threshold value calculated
from the mutual information between random per-
mutations of the same patterns. Unlike Bayesian
theory, which analyzes whole networks and selects
the one that best explains the observed data, the
mutual information method constructs a network
by selecting or rejecting regulatory interactions be-
tween pairs of genes. This method does not provide
the direction of regulatory interactions, but only in-
dicates if a possible relationship exists between genes.
In addition to methods that search by estimating
the similarity between genes, bioinformatics app-
roaches based on similarity detection have also
been applied to plants. One of these approaches is
the gene coordination approach devoted to the iden-
tification of specific or multiple microarray data seg-
ments (called cues), in which there is a positive or
negative coordination between pairs of genes [55].
This approach combines t-testing of differentially ex-
pressed genes in different biological perturbations as a
first step toward detecting co-expression for each pair
of genes with significantly different expression.
Significant positive coordination and non-significant
negative coordination in biological perturbations are
compared to construct the final network [55].
Another alternative approach is clustering. These
algorithms identify groups of genes that are similar
and group them together in a cluster. The genes of
each cluster are similar to each other and different
from genes of other clusters. These methods have
also been used to find co-regulated genes based on
gene co-expression properties. An example of a gen-
eral cluster method is ‘Cluster cutting’, an analytical
tool available on the PRIME website (Platform for
RIKEN Metabolomics, http://prime. psc.riken.jp/).
This web-based tool gives the results of hierarchical
clustering for all Arabidopsis genes calculated for all of
the available transcriptome data at AtGenExpress.
The results of applying these methods that meas-
ure co-expression through linear and nonlinear cor-
relation or distances have been stored in a database
for A. thaliana (ATTED-II, http://atted.jp). These
stored networks are enriched with additional
information regarding position and metabolic path-
way, among others [56].
STRATEGIES TO INCLUDE
ADDITIONALGENOMIC DATA
Several studies have attempted to integrate various
types of genomic data in order to reconstruct gene
networks in plants in specialized databases. A success-
ful example is the CoP database, which has been
constructed using a large dataset (10 022 assays) ob-
tained from public plant microarray databases. It as-
sociates co-expressed gene modules with biological
information, such as GO terms and, if available,
metabolic pathway names. Following the analysis
of 21 000 Arabidopsis genes in 43 datasets and
2 108 gene pairs, Mutwil et al. [57] identified a
globally co-expressed gene network enriched with
GO terms. This method allows for the identification
of gene clusters and the integration of diverse micro-
array experiments from many sources. The analysis
reveals that part of the Arabidopsis transcriptome is
globally co-expressed and can be further divided
into known as well as novel functional gene mod-
ules. The proposed methodology is sufficiently gen-
eral to apply to any set of microarray experiments,
using any scoring function [9]. Going beyond the
integration of genomic data, some authors have pro-
posed the integration of metabolomic data in the
construction of gene networks [58, 59]. Moreover,
several studies [12, 26] have demonstrated
that including heterogeneous genomic information
is useful in obtaining global and reliable functional
relationships between genes and proteins.
Nevertheless, in the Arabidopsis plant model, the
types of heterogeneous data are limited, making it
difficult to apply a systematic approach integrating
additional genomic data to construct gene
networks [60].
In addition to GCNs, other strategies have been
applied with the aim to gain general information
about physical interactions between the product of
genes: proteins. Experimentally and employing the
yeast two-hybrid technique, a protein–protein inter-
action map for the interactome network of
Arabidopsis was recently established [61]. This allowed
also assigning novel hypothetical links between pro-
teins and pathways [61]. Additionally, a detailed
interactome protein network was constructed be-
tween Arabidopsis proteins and effectors proteins
from two different pathogens Pseudomonas syringae
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and Hyaloperonospora arabidopsidis [62]. This
study found that pathogen proteins have preference
to interact with highly connected plant proteins,
which in most of the cases are related with
immune responses [62]. The information based on
protein–protein interaction obtained employing
yeast two-hybrid, chromatin immunoprecipitation
or RNA, DNA–protein interactions will be valuable
to get a more realistic figure of the cell functioning.
STRATEGIES COMPARING
NETWORKS IN SEVERAL SPECIES
Even if the co-expression networks provide a way to
infer gene function and connect genes in a related
way, the question remains as to whether these rela-
tionships can be extrapolated to other organisms.
This question is particularly interesting because the
networks are, in most cases, constructed for model
organisms. Some authors suggest that to be extrapo-
lated, the gene co-expression observed in one species
should be confirmed in other evolutionarily close
species [63]. Tools have been developed that make
use of the large sample size available in these data-
bases to identify more reliable concerted changes in
transcript levels as well as to examine the coordinated
change of gene expression levels [52].
The cross-species comparison of relevant co-
expressed gene groups is also useful, as shown in
the database GeneCAT [57], which provides a com-
parative analysis of Arabidopsis and barley co-expres-
sed genes, including information regarding sequence
similarity. The Confeito algorithm is used to calcu-
late the interconnectivity between genes in
co-expressed gene networks. The database includes
the gene modules for Arabidopsis and seven crops:
Glycine max (soybean), Hordeum vulgare (barley),
Oryza sativa (rice), Populus trichocarpa (poplar),Triticum
aestivum (wheat), Vitis vinifera (grape) and Zea mays
(maize).
Recently, the comparison between GCNs in dif-
ferent plant species has been presented [64, 65],
which is an important aspect toward transferring in-
formation and functional annotation for plants with
scarce genomic information. Through the use of
IsoRankN tool [66], a global network alignment
was constructed to compare a newly constructed
maize network and a previously reported rice
co-expression network [64]. This strategy allowed
the identification of conserved subgraphs and pre-
served co-expression edges, which is the first step
to translate functional gene information between
these two species [64]. In a second work, the
GCNs for Arabidopsis and six crops species (barley,
poplar, rice, soybean and wheat) were compared.
A novel algorithm was implemented to combine
gene sequences with the co-expression network
structure. In this way, similar network vicinities
within and across species were inferred which
allowed to predict functional homologs between
these species [65]. Both works open new possibilities
to attribute a putative function to unknown genes
and to transfer the knowledge from model plant spe-
cies to crop species with limited genetic resources.
BEYONDTHE PREDICTIVE
FUNCTIONOF UNKNOWNGENES
GCNs have been useful to provide functional anno-
tations for genes whose function was previously un-
known. An Arabidopsis GCN was portioned into
different modules employing a graph-clustering al-
gorithm. The deep analysis according to the GO
terms, pathway information and gene expression
data of one particular module allowed to classify it
as photosynthesis module [13]. Based on its module-
level annotation, 173 of the 1381 genes belonging to
this module and lacking of annotation were
hypothesized to be linked to photosynthesis [13].
In maize, Ficklin and Feltus [64] evidenced the pos-
sibility to infer a function for 193 of the 391 genes of
unknown function based on co-functional gene
clusters. A recent study in rice identified gene mod-
ules in a GCN based on condition-dependent and
condition-independent data. Gene modules identi-
fied by condition-dependent experiments were more
useful to assign functional annotation to rice genes
allowing additional expression-based annotation for
13 537 genes, 2980 of which lack a functional anno-
tation description [21].
Although the assignment of a function for a par-
ticular gene based on the reconstruction of networks
is merely predictive, some studies have demon-
strated, through experimental validation, that in
some cases this prediction is correct. Although not
based on GCN, two rice networks were constructed:
one at genome-scale [10] and the other related spe-
cifically to abiotic and biotic stress responses [67]. In
both cases, several genes with unknown function
were predicted to be involved in rice stress responses.
The function of some of these proteins was validated
employing mutants and it was found that some
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regulate positively or negatively the resistance to bac-
terial disease and tolerance to submergence [10, 67].
Similarly, the function of the unknown proteins that
were predicted to be involved in immunity based on
their interactions with immunity-related proteins in
the protein–protein Arabidopsis interactome were
validated employing plants mutated in the corres-
ponding genes. Some of these mutant plants were
more susceptible to the infection of the pathogens
confirming the prediction [62].
CONCLUSIONS
The correlation between genes based on their gene
expression is a useful strategy to assign a putative
function to unknown genes. In this way, microarray
experiments provide an excellent source of data to
identify this type of relationship. In addition, based
on patterns of gene co-expression, networks that
allow for greater comprehension of cell behavior
are constructed. Biostatistical analyses should be car-
ried out to correlate with these complex representa-
tions of relationships. In recent years, different
statistical methods have been developed to accom-
plish this goal. To our knowledge, no in-depth com-
parative studies have been performed regarding the
methods employed to construct these types of net-
works for plants. A strict comparison is difficult when
each method provides different information and is
even more so when thousands of interactions
remain hypothetical and experimental validation is
not available for most of the interactions.
The GCNs obtained using the methods reviewed
here differ primarily in the detailed representation of
the gene network viewed as a system; however, the
resulting GCNs are very similar. Nevertheless, the
most significant difference is the method used to
construct the network. These methods can be very
simple, such as those based on the PCC and mutual
information, or they can be more elaborate and in-
volve more statistical and mathematical complexity,
such as the GGM, BNs and DBNs. For DBNs,
high-level computational resources and precise algo-
rithms are mandatory, which limits their application.
The tradeoff between accurate results and computa-
tional cost/complexity depends on the application
[13, 51].
Consequently, the choice of method is different
for each problem. In many studies, the construction
of GCNs is not the main goal, but only an inter-
mediate step. In this case, a simple GCN construc-
tion methodology based on the PCC should be used
[14, 64, 65]. Nonetheless, if a GCN will be deeply
studied and the functional prediction of a molecular
mechanism needs to be studied in detail, the direc-
tion of regulations could be desirable and a Bayesian
approach should be selected.
Based on applications to microarray data from
several species, some advantages and disadvantages
can be considered for each method. As Table 1 sum-
marizes, one disadvantage of the PCC is that the
similarity between genes relies only on linear rela-
tionships, whereas nonlinear relationships remain un-
detected. However, it is known that complex
nonlinear relationships are less frequent than linear
relationships. Therefore, the PCC remains a general
and useful method [68].
Another problem with the PCC is its sensitivity to
outlying observations; it could originate pairs of
genes co-expressed erroneously [24]. More problems
Table 1: Summary of the advantages and disadvantages of the methods reviewed
Method Summary References
Pearson correlation Only linear relationships are detected [13, 30, 64, 65, 69, 70]
No need for large datasets
Makes assumptions based on distribution
Very sensitive to outliers
High number of false-positive relationships
Confusion between indirect and direct relationships
No loops or feedbacks as in BNs
Graphical Gaussian models More complex and computationally costlier than PCC-based methods [22, 23, 30, 71]
Eliminates the effect of other genes when similarity is calculated
Bayesian networks Directionality of relationships and loops is depicted [16, 44, 72]
Computationally costly
Other similarity metrics No assumptions based on distribution [3, 24, 71, 73]
More samples needed than for PCC
No loops or feedbacks as in BNs
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appear when the expression levels of genes are very
low; again, the method cannot produce reliable
results [69]. Finally, with the PCC, many pairs of
genes have the tendency to show similar behavior
in expression profiles by chance even though there
is not a biological relationship. This random similar-
ity makes it difficult to calculate the significance of
the results [30].
GCNs based on the GGM compared with
networks based on the PCC have allowed the de-
termination that correlation alone by PCC is not
strong enough and cannot distinguish between
direct and indirect interactions [23]. The GGM-
based approaches are more complex than PCC
approaches, but they still require fewer assumptions
and parameters than BNs [71]. It is also evident that
GGM-based approaches do not undergo loss of in-
formation by discretization, as occurs in some meth-
ods based on similarity (i.e. mutual information) [74].
Perhaps, the most attractive feature of the GGM is its
ability to eliminate the effects of other genes over the
pairs analyzed. This method can also enhance the
detection of genes with poor direct correlation but
with highly partial correlations through the neigh-
boring genes [30].
In contrast with PCC methods, the use of GGM
requires a larger number of samples compared with
the number of genes [13]. Otherwise, this method
could produce an indefinite sample covariance
matrix that cannot be inverted [32]. Some disadvan-
tages of the PCC method are also present in the
GGM, such as the assumption of linear relationships
among the expression levels and the limitation to
evaluate only pairwise interactions [71].
In terms of modeling GCNs, the BNs and
especially the DBNs are the more suitable
approaches. These methods are the only ones that
allow the investigators to identify the direction of a
regulatory relationship. They also better handle bio-
logical and experimental noise [72]. However, very
high noise levels reduce the performance of BNs
[29].
In addition to extracting interactions between
more than two genes, DBNs are unique in the mod-
eling of self-loops and regulatory effects in time,
which are always present in co-expression [44]. It
has also been demonstrated that BNs tend to outper-
form GGM- and PCC-based approaches regarding
interventional data (i.e. gene knockouts) [29],
whereas the high computational cost of BNs is not
justified when data originate from passive
observations. An important difficulty appears when
the number of included genes is high, although
several algorithms have emerged to overcome this
problem [50, 71]. Large-scale networks are still
more difficult to study because the number of pos-
sible networks grows exponentially as the number of
genes increases [72]. Accordingly, BNs are better
suited for small networks because of low computa-
tional costs [16]. As this situation is not usually the
case in plants, which have very large genomes,
BNs are not a good choice for these types of
organisms when global networks need to be con-
structed, but they could be very useful for
subnetworks.
In addition to the previously mentioned advan-
tages and disadvantages, it is known that the results of
GCNs are stored in databases gathering relationships
obtained via only one method. As databases are very
useful for the preliminary investigation of genes of
interest, they would be more informative if they re-
ported a consensus GCN based on several methods.
This shortcoming remains unexplored and could
reveal solid arguments for the choice of an appropri-
ate method or combination of methods for specific
expression data.
Sequences obtained directly from RNA (its copy
cDNA) by Illumina or 454 have allowed the gathering
of expression information in a fast, deep and less tech-
nically variable manner than classical microarray tech-
niques. Consequently, in upcoming years, an
explosion of information regarding gene expression
data in specialized databases will be available for experi-
mentation. RNA-seq data analysis can be treated the
same way as microarray data analysis once it has been
transformed using the reads per kilobase of exon per
million mapped reads (RPKM) transformation [75]. It
is expected that data quality and information gathered
from these type of data will be higher than for micro-
array data (depending on sequence depth and technical
variability). Nevertheless, still not enough RNA-seq
data are available in order to make conclusions on
this subject and detailed comparison of available
models applied on microarray and RNA-seq data
needs to be undertaken. As no GCN construction
method is ‘the best’, algorithms that allow a simple,
fast and accurate construction of GCNs based on all
of these data and that allow a choice of GCN construc-
tion method depending on the researcher’s interest
need to be developed. Moreover, databases for GCN
storage allowing for comparison and consensus
searches in plants are needed.
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 Network theoryhasbeen successfullyemployed to studygenetic
co-expression in plants through GCNs, allowing for predictions
and the discovery of functionally relatedgenes from theunderly-
ing data.
 Statistical methods for the construction of GCNs in plants are
mainly centered on the PCC approach, but other approaches,
such as GGM, BNs, DBNs and mutual information, although
harder to implement, have shown better accuracy in extracting
detailed networks.
 The integration of heterogeneous genomic data and the transfer
of genetic knowledgebetween plants are two significant applica-
tions derived from GCNs, leading comparative analyses to un-
cover functionally conserved genes.
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