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 1．確率過程としての物理現象
 物理現象の中には，確率過程と見たせるものが多い．確率過程は通常，平均的行動とそのま
わりの“ゆらぎ”からなるが，“ゆらぎ”にはその系の特性が反映する．中性子束の“ゆらぎ”か
ら原子炉の動作特性を測定したり，熱雑音から電気回路のインピーダンスを求めるなど，広く
利用されている．本稿では，物理現象を確率過程としてとらえる手法について解説する．
 物理における確率過程の典型的な例として，ブラウン運動を考えよう．よく知られているよ
うに，これは液体中の微粒子が，熱運動している液体分子と衝突することによって行うランダ
ムた運動のことである．微粒子の質量をM，ゴ番目の液体分子が微粒子に衝突することによっ
て及ぼす力をハ，液体分子の総数をN，微粒子の位置をr（才），才を時間とすると，ニュートンの
運動方程式は，
                     a2r（C）                   〃     ＝F                     a才2 （！．1）
                     〃                   F＝Σハ
                     ｛＝1
となる．微粒子の軌跡r（∠）を精密に求めるには（1．1）を解かなければならたい．いま，（1．1）
r（’）
a）
b）
C） 〆’
図1．1 ミクローマクロの時間尺度
   a） ミクロな時間尺度
   b）マクロた時間尺度（O－U過程）
   c） bよりマクロた時間尺度（ウィーナー過程）
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 304              統計数理 第34巻 第2号 1986
を解くことができたとすると，例えば図1．1a）のようだ時間発展のグラフが得られるであろ
う．
 しかし，実際問題としてNは非常に大きい（1モルの液体ではN～1024）ので，（1．1）を解
くことはほとんど不可能である．しかし，このように各液体分子との衝突を1つ1つ細かく見
ること（ミクロた時間尺度上での観察）は，実はあまり重要ではたい．たぜならば，私達は衝
突と衝突の間の時間間隔よりも充分長い時間尺度を使って微粒子の運動を見ることが多いから
である（マクロた時間尺度上での観察）．このようたマクロた時間尺度で見ると，微粒子の時間
発展は，図1．1b）のようにたるであろう．すたわち，微粒子の運動は規則性をもった平均的行
動と，そのまわりの“ゆらぎ”に分解できる．このことを運動方程式で表すには，力Fを規則
的部分Kとラソダムカξに分けて，
                    a2r（才）＿ （12）                  M     －K＋ξ                     a才2
と書けばよい．（1．1）におけるFは周囲の液体分子多数から受ける力であった．これに対して
（1．2）のKは微粒子1個だけの力学変数に依存する力であり，ξはある統計的性質をもったラ
ンダム強制力であって，各液体分子の力学変数は完全に消されている．これはミクロからマク
ロヘの時間尺度の変更，すたわち粗視化によって可能にだったのである．多くの場合，Kは速
度に比例したまさつ力
                    伽 （1－3）           K＝一！万 （！：まさつ定数）
を重要な部分として持つ．この他に外力などが加わる．（1．2）のように，ラソダムカをもつ運
動方程式をランジュバン方程式といい，（1．2）が記述する確率過程をO－U過程（Omstein－
Uh1enbeck process）と呼ぶ．
 さて，図1．1b）よりもさらに粗い時間尺度で同じ運動を見たらどうたるか．充分長い時間尺
度で見ると，微粒子の速度の変化（加速度）は見えたくたり（図1，1c）参照），（1．2）の左辺は
無視できて，ランジュバン方程式は，Kが（1．3）の場合
                     か（1・4）        ！万＝ξ
とたる．このようた確率過程をウィーナー過程（Wiener process）と呼ぶ．
 ここで微粒子と液体分子との衝突を力学的に扱って，微粒子に対するランジュバン方程式を
導出してみよう．予備知識としては，「高校物理」だけで充分である．
 一次元のブラウン運動を考える．ブラウン運動をする微粒子の質量をMとし，まわりに質量
mをもつ多数の液体分子が線密度mで分布しているとする．微粒子が初めに速度。で右向き
に動いていたとし，まわりの分子は左方向には速度一m。，右方向には速度m一で動いていたと
する．砥粒子が左方向に動いている液体分子のひとつと正面衝突をして，図1．2のように両者
の速度がそれぞれ〆，m’になったとしよう．衝突が弾性衝突だったとすれば，o，m。，〆，m’に
っし・て
ビニご：灘
   図1．2 微粒子と分子の衝突
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 （1．5a）         運動量保存：〃。＋（一mm＋）＝M〆十mm’
 （！．5b）       弾性衝突：に（一m。）＝一（0Lm’）
という式が成立するので，これより
                 、 2M’   〃一m （1．6）          m＝   o＋   m。                   〃十m  M＋m
を得る．従って，正面衝突を！回することにより1個の分子が微粒子に与える運動量ψは，
 （1．7）          ∠力＝一（mmL（一mm＋））
                 2m〃               ＝一    （o＋m＋）                 m＋〃
である．分子は線密度nで分布しているので粒子は単位時間当り（に（一m・））×m回正面衝突
をすることになり，これによって受けるカハは
 （1．8）       ハ＝ψ（o一（一m。））m
              ＝一m（2m〃）（m＋M「）一1（o＋m＋）2
で与えられる．同様にして右方向に動いている分子の後追い衝突によって受ける力は，
 （1．9）              凡＝m（2mM「）（m＋M）一1（o－m一）2
となる．したがって，微粒子が周囲の液体分子から受ける力は全部で
 （1．10）       F＝八十F。
               ＝一m・（2mM）（〃十m）’12（m＋＋m＿）o
               －m・（2m〃）（〃十m）一五（m＋2－m－2）
である．M》mと仮定し，m・十m一竺2n（πはm・の平均値）とおいて，
 （1．11）        F≒一8mm励一4nm（mドm一）π
を得る．いま，微粒子の運動の記述に関しては，ミクロ時間尺度からマクロ時間尺度に移行す
る中問段階にいる．すでに平均操作を導入したので，ミクロ時間尺度から離れたが，液体分子
の熱運動の特性を取り入れて，この移行を完成させなければならたい．分子の線密度mが充分
大きい場合，衝突と衝突の間の平均時間間隔左。が極めて小さくたるので，私達は必然的にマク
ロた時間尺度で観察することになる．この場合，液体分子の速度を温度で表す統計法則によっ
て扱う方がよい．
 液体分子の右向きの速度の平均と左向きの速度の平均は等しいはずだから，＜…〉を平均を表
わす記号とすれば，
 （ユ．12）           〈m。〉＝〈m一〉＝π
のはずである．すなわち，nは液体分子の平均の速度である．したがって
 （ユ．13）           ＜m。一m一〉＝O
となる．この性質を使ってFの内容をしらべる二
 さて，（1．11）において
 （！．14）      ！＝8mmn
             ξ＝一4mm（m＋一m一）π
とおこう．すプよわち
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 （1．15）           F＝一カ十ξ
ここで，ξの統計的性質を調べる．まず，
 （1．16）                     ＜ξ〉＝一4mmπ＜m＋一m＿〉＝0
が成立する．次に＜ξ2〉について考える．液体分子の平均間隔を7。とすれば，線密度はm＝1／Z。
であり，衝突と衝突の間の平均時間間隔は才。＝Z。／πである．〈ξ2〉にエネルギー等分配の法則
＜（m、一m一）2〉＝々τ／m（々はボルツマン定数，Tは絶対温度）を導入すれば直ちに
 （1．17）        〈ξ2〉＝（16mmπ）mm＜（m＋一m＿）2〉π
             ＝2席丁〃。
が得られる．
 以上の経過を辿ってミクロからマクロヘ時間尺度変換を行ない（1．14）～（1．17）を得た．こ
れは，微粒子と液体分子との衝突の力学と液体分子の熱運動の統計法則をもとにして，微粒子
の時間発展を記述するランジュバン方程式
                  ao（チ）                 〃     ＝一ノわ（才）十ξ（オ）                   励 （1，18）
                    aκ（∠）                 o（広）＝                     雄
を導出したことを意味する．κ（才）は微粒子の位置座標，o（オ）はその速度であった．ここで，ま
さつ係数！は（1．14）で与えられ，ラソダムカξは（1．16），（1．17）のような統計的性質をも
つ．（1．17）は散逸定数とラソダムカの関係を与えるナイキストの定理（揺動散逸定理）として
よく知られている．ランジュバン方程式とナイキストの定理がこのような初歩的な考察から導
けたことに注意してほしい．荒筋だけであるが，本質はこれで十分理解できよう．次節では，こ
のナイキストの定理と確率過程の定式化について述べる．
2．ナイキストの定理
 一般にブラウン運動をしている微粒子の位置のようだランダムな時間変化を確率過程とい
う．確率過程はランジュバン方程式によって記述され，それはラソダムカの項ξ（≠）を含んでい
る．このラソダムカの統計的性質をナイキストの定理によって定式化していこう．
 ランジュバン方程式
                  ao（左） （21）                    M     ＝一ノわ（C）十ξ（左）
                   〃
において，ラソダムカξは通常，平均値〈ξ〉＝0とそのまわりの2乗平均＜ξ2＞（キO）をもつガウ
ス型の確率分布
                      ユ（2．2）         列7ξ（z）＝（2π＜ξ2〉）一万exp〔一z2／2＜ξ2〉〕
に従う．時間的た相関は，多くの場合，
 （2．3）                  ＜ξ（オ）ξ（〆）〉＝＜ξ2〉exP〔一1Z一〆1／τo〕
という形をとる．右辺がけ一〆1のみの関数とたっているのは，ξ（才）が定常過程であることを現
している．τ。はミクロた緩和時間である．時間的相関が持続するのはτ。程度の時間であるか
ら，τ。を無視できるようたマクロ的時間尺度上ではexp［一1≠一〆1／τ。ト2τ。δ（左一〆）とおくこ
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とができる．また，／と〈ξ2〉の間には，ナイキストの定理
 （2．4）           2τ。＜ξ2〉＝2〃T
が成立する（前節の（1．17）においては，τ。が平均衝突時間間隔’。にたっていた．（2．4）の方
が一般的である）．従って，ラソダムカξの統計的性質は，まとめると，
 （2．5a）                    〈ξ（オ）〉＝0
 （2．5b）                    〈ξ（才）ξ（〆）〉＝2ノ治下δ（才一〆）
とたる．（2．5b）をナイスキトの定理と言うこともある．（2．5b）が成立する場合，時間相関が
ないので，ξ（プ）によって生起される確率過程はマルコフ過程である．
 ナイキストの定理（2．5b）の意味をフーリエ変換を用いて調べてみよう．o（オ），ξ（才）を
（2．6a）
（2．6b）
州一（・π）一夫∫二…（一1ωf）σ（ω）・ω
1（1）一（・π）→∫二…（一〃）ξ（ω）・ω
のようにフーリエ分解すると，（2．1），（2．5）はフーリエ成分σ（ω），ξ（ω）に対する方程式
 （2．7）               （一ゴω〃十！）σ（ω）＝ξ（ω）
 （2．8a）                 くξ（ω）〉二0
 （2．8b）             ＜ξ（ω）ξ（ω’）〉＝2沸丁δ（ω十ω’）
に移行する．また，o（才）は速度であるから，実数条件
 （2．9）                 σ＊（ω）＝σ（一ω）
が成立する．ξ（ω）についても同様．ゆえに，（2．8b）は
 （2．10）             ＜ξ（ω）ξ＊（ω’）＞＝2〃Tδ（ω一ω’）
と書くこともできる．これがナイキストの定理のフーリエ表示である．
 いま，「インピーダンス」を
 （2．11）               Z（ω）＝（一ゴω〃十！）■1
によって定義すると，ランジュバン方程式（2，7）は
 （2．12）                σ（ω）＝Z（ω）ξ（ω）
と書ける．この式は，「ラソダムカξ（ω）によって速度σ（ω）が生じた」と読むことができる．ま
た，（2．10）と（2．！2）より，σ（ω）に対するナイキストの定理
 （2．13）            ＜σ（ω）σ＊（ω’）〉；2尾r［Re Z（ω）］δ（ω一ω’）
を得る．ここでは，インピーダンスの実部がデルタ関数の係数として右辺に現われている．
 ところで，インピーダンスというのは元来電気回路の言葉である．しかし，かたり一般的な
概念であって，力学の問題に適用することもできる．ときには，力学の問題を等価回路の言葉
で語る方が便利なこともある．そこで，当分の間，回路の言葉で話を進めていくことにしよう．
 図2．1のような回路を考える．端子間に電圧。（C）を与えると，それによって電流ブ（左）が流れ
る．この場合，キルヒホッフの法則
 （2．14a）                       ノ（広）＝γ（jワf）o（C）
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図2112端子回路
が成立する．γ（D‘）は回路の構造によって決まる時間についての微分演算子で，（そのフーリエ
成分が）アドミッタンスと呼ばれる．oを印加したときの応答ノを与えるのがアドミッタンス
である．逆の見方として，電流〃）が流れるようた電位差。（∠）を求める問題，すたわちプに対
する応答。を求める問題の解は
 （2．14b）                        o（才）＝Z（jDf）ノ（左）
であり，Z（ハ）（のフーリエ成分）をインピーダンスという．γ（D。）とは
 （2．15）          Z（ル）＝γ一1（D。）
という関係にある．
 さて，電圧。（左）と電流〃）の積は，単位時問当りのエネルギー損失を与える．
                   aw（オ） （216）            ＝o（C）フ（左）                    励
（2．14）を満足するようだ変数の組はいろいろあるが，その中で（2．16）を満足するようだ組の
ことを熱力学的状態変数と呼ぶ．o（C）とノ（左）は熱力学的状態変数であり，（2，14a）の見方をし
たとき，o（≠）を熱力学的駆動力，ノ（≠）を熱力学的流れということがある．
 さて，回路が温度丁の熱溜の中にあって熱平衡状態にあるとしよう．このとき，端子問に外
部から電圧をかけたくても，回路の抵抗を作っている物資内の荷電粒子のランダムな運動によ
り，平均値ゼロの雑音電流ブ（≠）が流れ，それによって端子間にはやはり平均値ゼロの雑音電圧
。（∠）が生じる．このようた回路のナイキスト定理について考えて見よう．回路は定常状態にあ
るから，電流や電圧の相関関数は時刻の差τ＝左一〆のみの関数である．それぞれを
 （2．17a）         9”（τ）＝〈o（≠）o（〆）＞
 （2．17b）                       ψ5（τ）＝〈ブ（≠）ブ（〆）＞
と書けば，g。（τ）とgゴ（τ）はτの偶関数である．これらのフーリエ表示をとれば，以前と同様に
 （2．18a）            〈σ（ω）σ＊（ω’）〉＝πG砂（ω）δ（ω一ω’）
 （2．18b）              〈ア（ω）7＊（ω’）〉＝πG5（ω）δ（ω一ω’）
と書ける．ここで，G”（ω）とGゴ（ω）は，この式で定義されるωの偶関数であって，各々電圧
と電流の単位電ガスペクトルという．この名称の由来は次式から明らかであろう．
／州・・一（・π）一1逑?Eω∫二・〆…（洲
・exP（一ゴω’≠）・πG砂（ω）δ（ω一ω’）
   一ズ肌（ω）
／州・／一ズ州（ω）
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G。とGjを使ってvとノに対するナイキストの定理を書けば
 （2．19a）             G”（ω）＝2π一1尾T（ReZ（ω））
 （2．19b）             ’G5（ω）＝2π■1尾r（Reγ（ω））
となる．この式は，定常雑音のスペクトルが回路のインピーダンスにより完全に決定されてい
るということを示している．雑音起電力の白いスペクトルが回路によってフィルターされたも
のがvまたはノのスペクトルなのである．
 3．回路のインピーダンスと定常雑音
 前節で述べたように，回路のインピーダンスと定常雑音には極めて密接た関係がある．3節で
は，この関係を用いてインピーダンスを測定する方法の一般論と具体例を述べる．
 前節で（2．18）を導き出した方法と同様の計算を行なうことにより，相関関数g砂（τ）と単位
電ガスペクトルG口（ω）の間の関係式
（3，1）
を得る．
（3．2）
とたる．
（3．3）
州立・口（ω）…（ω1）・ω
これにナイキストの定理（2．19）を代入すると，
ここで，
ψ口（1）一・ズWr…（ω）…（ω1）・ω
インピーダンスの実数性条件
           Z＊（ω）二Z（一ω）
はRe Z（ω）がωの偶関数，Im Z（ω）がωの奇関数であることを意味するから，（3．2）を
（3．4）
と変形できる．
（3．5）
・・（1）一π一1〃∫1・（ω）…（ω1）・ω
さらに，受動回路の因果律（後で説明する）
∫二・（ω）…（1ω1）・ω一・（1・・）
を用いると，
（3．6） 州一（・πジW∫1・（ω）・二・（一1ω1）・ω
が得られる．（3．6）は相関関数とインピーダンスがそれぞれお互いのフーリエ変換にたってい
ることを示している．（3．6）の逆変換は
（3．7） ・（ω）一（州一1逑?E砂（1）…（1ω1）・1
である．同様な式が雑音電流プ（才）の相関関数”とアドミッタンスについても成立する．
 我々が到達した（3．7）はナイスキトの定理（2．19）の言い換えにすぎない．しかし「雑音電
圧。（f）の相関関数g砂（τ）をフーリエ変換することにより回路のインピーダンスが求まる」とい
う重要た事実を教えてくれる．ふつう，回路のインピーダンスというのは，その回路を構成し
ている抵抗，コンデノサー，コイルだとの素予の組合せを与えて求められるものである．しか
し，回路が絶対に開けられない箱の中に入っている場合，それらの組合せを見るわけにはいか
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スイソチ．才＝Oで。n－off
電源
図3．1受動回路の因果律：o（C）＝0（才＜O）
たい．そんたときでも，回路の雑音電圧（電流）を測定すれば，インピーダンスがわかるとい
うのである．同様た手法は原子炉の動作特性の測定に広く用いられている．作動中の原子炉は，
まさに絶対に開けるわけにはいかない箱であるが，その動作特性は中性子束のゆらぎを測定す
ることによって知ることができる．
 ここで，少し寄り道をして（3．5）が受動回路の因果律を表わすことを説明しておこう．図3．1
の回路で，時刻文＝Oでスイッチを瞬間的にオソーオフさせたとする．すると回路に一瞬電流が
流れる．デルタ関数型の電流である．このとき，デルタ関数δ（C）のフーリエ表示がδ（ω）＝1で
あることと，電流と電圧の関係
 （3．8）                 σ（ω）＝Z（ω）7（ω）
より，o（左）は
（3，9） 州一（・π）一 逑?c（一1ω1）・（ω）・ω
と表される．一方，時刻左＝0でスイッチをオソーオフさせたのだから，オ＜0では回路に電圧は
生じていたいはずである（因果律）．すたわち
 （3．10）           o（C）＝0
である．（3．9）と（3．10）より
（3．11）
（左＜0）
∫二…（一州・（ω）・ω一・（1・・）
を得る．（3．11）で左を一τにおきかえると（τ＞O），（3．5）を得る．
 話をもとに戻して（3．7）からインピーダンスを求める具体例を示そう．図3，2のように，抵
抗Rと誘導係数工の直列回路の端子に電圧計をつたぎ，雑音電圧を測定する．
R ・／㍑
図3．2R一ム直列回路の雑音電圧
我々の目的は，この雑音電圧からインピーダンスを求めることである．電圧計の内部抵抗をπ，
雑音起電力をξ’とすると，回路方程式は，
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（・。1・）   叫）・（用・）〃）一1（1）・舳
              ＜ξ（オ）〉＝＜ξ’（C）〉＝O
 （3．13）                   〈ξ（才）ξ（プ）〉＝2ノ～冶丁δ（オーブ）
              〈ξ’（才）ξ’（〆）〉＝2R’々Tδ（C一〆）
              ＜ξ（才）ξ’（〆）〉＝0
となる．抵抗πを流れる電流ノ（τ）は，（3．12）のようだ「ランジュバン方程式」を満足するわ
けである．（2．12）との対応はムごM，R（又はπ）ご！，o（ナ）ごノ（左）である．（3．12）を解くと，定
常状態の解として
（3．14） 1（1）寸∫…［一（・・π）l／・1・1ξト1）・ξ’（1－1）／・1
を得る．一方，端子電圧。（才）は図3．2より
 （3．！5）         o（C）＝一π〃）十ξ’（C）
だから，（3．13）と（3．14）より
 （3．ユ6）      ψ”（τ）＝〈o（オ）o（才十τ）〉＝沢’后7’［2δ（τ）一児’工■ユexp（一（沢十R’）τ／L）］
となる．これを（3．7）に代入すると，
                    沢一ゴωム    五㌧。。 （3．17）             Z（ω）＝π         →R－zωL                   五十R’一クω工
を得る．これは確かに回路のインピーダンスである．π→○○としたのは，電圧計の内部抵抗が
非常に大きいという理想的な場合を想定してのことである．このように，雑音電圧の相関関数
から，回路のインピーダンスを求めることができる．
 4．非定常状態の記述
 回路が一定温度丁の大きな熱溜の中におかれているとする．このとき，回路に含まれる抵抗
Rには雑音起電力ξ（c）が生じるが，それは次のようだ統計的性格を持っている．
 （4．1a）                     〈ξ（〆）〉＝O
 （4．1b）                          ＜ξ（才）ξ（〆）〉二γδ（C一〆）
 （4．1c）                    γ：2児冶τ
今，何らかの原因で回路の平衡が乱されたとしよう．このときξ（c）が引き起す雑音電流ブ（才）は
沢
（a）
短絡   R
（b）
C一“oo
図4．1沢一五直列回路
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非定常な変化をする．回路は非定常状態になるわけである．しかし，この乱れは回路特有の緩
和時間の間に静まって，回路の平衡が回復する．この節ではそのような非定常た変化について
調べてみよう．
 まず，図4．1（a）のようだ抵抗沢と誘導係数ムの直列回路を考える．端子を短絡したとき流
れる電流ノ（才）の時間変化は，回路のランジュバン方程式，
（4．2）
で与えられる．これを初期条件
 （4．3a）
のもとで解くと
（4，3b）
五舳）。舳）一ξ（才）
 〃
ノ（0）＝プ。
1（1）一加・・（一β1）・五一1…（一β1）∫‘…（β・）ξ（・）・プ
を得る．ただし，β二κ’1である．β■1は回路の「時定数」と呼ばれる．（4．3b）からわかるよ
うに，回路が非定常状態から定常状態に移行するのに要する緩和時間はだいたいβ■1ぐらいで
ある．（4．1）と（4．3b）より，ブ（才）の統計的性格は
 （4．4a）          〈ブ（才）〉＝ノ。exP（一βオ）
 （4．4b）         〈ノ（∠）ブ（オ十τ）〉＝〈ノ（才）2〉exP（■β■τ■）
 （4．4c）          〈ブ（〆）2〉＝ノ8exp（一2β才）十γ（2工2β）一1［1－exp（一2β才）］
となる．ここで，τを一定に保ったまま長時間極限ト○oをと’ると，定常状態の式
 （4．5a）       〈ノ（C）〉＝0
 （4．5b）             ＜ノ（オ）プ（C＋τ）〉＝γ（2L2β）■1exp（一β1τ1）
を得る．
 さて，この回路を途中で切って容量Cを持ったコンデンサーを挿入してみる（図4．1（b）参
照、）．このコンデンサーに貯えられる電荷σ（≠）はノ（才）と
（4．6）       州一州）                        励
という関係にある．（4．3b）のノ（広）との関係は，R－C回路のランジュバン方程式
              a2〃） 勿（才） 1             La去・十R励十で州＝ξ（1）
において，C→○oとし，（4．6）を代入することによって得られる．すたわち，図4．1（b）の回路
のランジュバン方程式は（4．2），あるいはσ（広）を使って
（4．7）
のように書ける
 （4．8）
のもとで解くと
 （4．9）
．これを初期条件
，初期値からのずれ
工㍗・吋8）一／（1）
σ（O）＝σ。
Q（ゴ）＝σ（C）一0。
は，
 （4．10）
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Q（Z）＝ノ。β皿1［1－exP（一β左）］
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・（山1轤秩m1一…（β（・一1））1ξ（・）・・
であることがわかる．簡単な計算によって
 （4．11a）          ＜Q（才）〉＝ノ。β■1［1－exp（一βZ）］
 （4．11b）    〈Q（オ）Q（才十τ）〉＝（ノ。β一1）2［1－exp（一βC）］
                x［1－exP（一β（才十τ））］十γ乙■2β一2C
                 ＋γ（2工2β3）…1［一2＋2exp（一β6）
                 一exP（一βτ）一exP（一βτ）｛exp（一2β≠）
                 一2exP（一β才）｝］
 （4．11c）          ＜Q2（才）〉＝（ノ。β…1）2［1－exp（一β広）］2＋γL－2β一2オ
                十γ（2工2β3）一1［一3＋4exp（一β≠）一exp（一2β左）］
を得る．ここでβ才》1，つまり回路の時定数β一1に比べて充分時間才が大きくたれば，
 （4．！2）                     ＜Q（才）2〉…。≡γL皿2β…2本
となる．時間間隔才についての平均電流を∫（z）とすると，
（4．13） 州一1一¥（用H－1舳）
であるから，この自乗平均は，
 （4．14）             ＜∫（ア）2〉≒グ1＜Q（Z）2〉＝γム『2β一2オー1 （β才》1）
である．よって（4．12）と（4．13）より，
 （4，15）                  〈Q（Z）2＞＜∫（左）2〉≒（γム■2β■2）2
が得られる．この式で右辺は一定なので，電流の揺動をおさえようとする電荷の揺動が大きく
たる．これは量子力学における不確定性関係に類似していて面白い．
 さて，ここで1節で述べたO－U過程からWiener過程への時間尺度変換を行なってみよう．
LR回路のランジュバン方程式（4．7）は，時間τについての2階微分の項を含んでおり，した
がってO－U過程型の確率過程を記述している．このO－U過程を時定数β’ユに比べて充分大き
た時間尺度で見ることにする．すなわち，β■’程度の時間の間の電荷σ（才）の細かた変化に見ず
に，その間の平均のみを見たい．そのため，（4．7）の両辺を重みβexp卜β（トプ）1をかけて時
間平均しよう．この重みはβI1≧1ト〆1でゼロでない値を持っている．したがって，この重み
をかけて区間（一○O，C）で積分すれば，時定数β11より小さい時間の間の細かた変化が平均され
ることになる．
（4．16）
一（4．17）
（4．18）
平均を実行する際，β一1＝L片I≒Oとみなせることに注意すれば
       荷（才）＿          一η（c）        励
州一β∫1・・…［一β（1－1・）1州
1（H－1β∫1・・…［一β（H・）1ξ（プ）
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を得る．η（≠）の統計的性質は，
 （4．19a）        〈η（才）〉＝0
 （4．19b）      ＜η（広）η（オ十τ）〉＝γβ（2R2）一1exp（一β1τ1）一一世→γ沢一2δ（τ）
である．（4．16）と（4．19）はウィーナー過程のランジュバン方程式に他だらたい．このことは，
β一’が無視できるようた欠きた時間尺度へ移行した場合，O－U過程の。ランダム変数σ（左）が
                          1ウィーナー過程型に見えてくることを意味している．α＝一γR－2＝后Tr’は拡散定数である．                          2
 5．フォッカー・プランク方程式
 熱平衡状態への接近を調べるのに，これまではランジュバン方程式を用いてきた．これは，確
率変数σ（オ）自身の時間発展を記述する方程式であった．この節では，σ（c）の確率分布関数
P（α，c）の時間発展を記述するフォッカー・プランク方程式を用いて，熱平衡状態への接近を調
べる．
 まず，ランジュバン方程式からフォッカー・プランク方程式を導こう．次のようなランジュ
バン方程式で記述されるウィーナー型確率過程を考える．
（5．！）
（5．2a）
（5．2b）
（5．2c）
舳）一ユ肌）一η（≠）
 励  ！
＜η（広）〉η＝O
〈η（≠）η（〆）〉η＝2αδ（才一〆）
α≡〃／！
ここで，K（σ）はブラウン運動粒子に作用する外力などを表すαの関数である．またく…＞ηの添
字ηは，ηについての集合平均であることを明示するため用いた．以後，これと区別して，時
刻。での確率分布関数P（σ，左）を重みとして計算した平均値を〈…〉。と書くことにする．我々，
の目標は，確率過程の記述においてランジュバン方程式（5．1）と等価なP（σ，広）に対する方程
式をつくることである．それには，σの任意の関数F（σ）の期待値に対して，
（5．3）
（5．4）
〈F（σ（c））〉η＝〈F（σ）〉f
／F（σ）／l≡∫F（σ）P（σ，1）吻
を満足するようだP（σ，才）を与える方程式を作ればよい．
 （5．1）をIto型の差分方程式に書きかえると
（5．5） ∠σ（c）≡σ（広十〃）一σ（左）
   ＝！■1K（σ（左））〃十η（左）〃
                              1となる．これと，〈η（≠）2〉η二2αδ（0）～（〃）一，つまりη（才）は（〃）一万程度，η（≠）〃は（〃）1／2程
度の大きさであることを考慮して，F（α）をテーラー展開すると，
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F（σ（才十〃））＝F（α（才）十∠σ（c））
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一・（州）・∂Fﾊ才））州）
・÷等左））（州戸・・（〃舳）
すたわち
                         ∂F （56）         F（α（才十∠C））＝F（σ（才））十  げ一1K（σ）∠才十η∠才］’
                         ∂σ
                     1∂2F                    ＋丁∂〆（η（オ）”2
を得る．両辺の平均をとり，〃→Oとすると
         a      ∂F     ∂2F（σ（’）） （57）    〈F（σ（チ））＞η＝∫■1＜ K（σ（C））〉η十α＜   〉η         〃        ∂σ        ∂σ2
という方程式が得られる．ここで，
            ／∂午））1（1）／η一／∂Ψ））／η／1（1）／η一・
であることを用いたこれは1・・型方程式によ汕其州および∂?j）は時刻1川∠はで
のηだけに依存し，η（C）とは独立だからである．さて，（5．3）を要求すれば，（5．7）に対応し
て，任意のF（σ）を与えたとき，
（・。・） ∫・（／）∂㍗）・／一ルユ∂｛；σ）・（／）1｝）勿
                     ・α∫∂祭）・（パ）伽
                    一∫・（1）［一ブ1老舳）・α票1・（1，1）吻
が成立しなければたらない．F（σ）は任意の力学量だから，（5．8）は
（・・）   ∂Ψ）一［α茅寸ユ音・（1）1・（パ）
を与える．これがフォッカー・プランクの方程式であり，確率過程の記述としては（5．1）と等
価な方程式である．
 フォッカー・プランク方程式（5．9）の解P（σ，C）の熱平衡状態への接近の様子を調べるには，
フォッヵ一・プランク演算子
（・・1・）   ・一α・・寸恢（・一音）
の自有値一λ、のスペクトルについて調べる必要がある．そこで，固有値方程式
 （5．11）           ymη＝一λ〃。
を考えよう．たお，以下演算子にはくをつげてふつうの数と区別する．（5．11）の両辺に左か
らexp（一G）をかけて相似変換を行なう．すなわち，
 （5．12）          矛πη＝一λ〃
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 （5．！3a）                      矛≡exp（一（1；＝）y exp（G＝）
 （5．！3b）                     π’、≡exp（＿G＝）m，、
（5．12）は，yを相似変換して作った演算子グがyと同じ固有値を持つことを意味する．
 一般に演算子Fの相似変換が
 （5．14）             exp（＿G＝）F exp（G）＝F＋［F，G＝］
                       十（2！）一’［［F，G1，G1
                       ＋（3！）一’［［［F，G1，G1，G1
                       ＋・
で与えられることを思い出そう．ただし，［λ，B］＝λB－Bλ．いま，Gが微分演算子Dを含
まず，σの単なる関数G（σ）であるとすると，（5．14）より，
                 ＾     ＾  ＾     ＾ ∂G（σ） （5．15）            exp（一G）ノ）exp（G）＝D＋［D，G（o）］＝D＋                                  ∂α
                             ∂Gを得る・（！（α）をσの任意の関数とすると・［D，G（σ）］ル）＝∂σル）・この意味で（515）の
2番目の等号が成立する．）これを用いると，夕の相似変換グは，
（5．16）     房＝。。P（G（σ））［αガ2－F一’ガK（α）1・xP（G（σ））
                 ＾ ∂G          ∂K              ＝α（D＋ 一（2α！）■’K）2一（2！）’’ 一（4〃2）一’K2                   ∂σ         ∂α
ここで，
                   ∂G（σ） （517）            ＝（2α！）一1K（σ）                    ∂σ
となるようにG（α）を選ぶと，（5116）の右辺において，Dの1次の項は消えて，
（・・1・）  茅一一αトガ・・（・α片1∂苓1α）・（・竹ユ山1
             ＝一αλ十λ
を得る．ただし
 （5．19）     λ≡一D＋（2α！）一’K（σ），λ†≡D＋（2α！）’’K（σ）
である．λ十はλの共役演算子であり，
 （5．20）         （λ†！，σ）＝（！，地）
によって定義される．ただし，
（＾）一∫aα！・（σ）9（σ）、
 したがって，（5．12）の両辺に砿をかけて内積をつくると，
 （5．21）       （π，、，一αλ十ルチ、）＝一λ、（n、，π、）
すたわち，
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（。。2）    λ”一、（紅λ†舳）一、■■机II2．0
                   （m，、，n、）  llπ、l12
が得られる．ここでll！ll≡πはノルムである．（5．22）から多（したがって多）の固有値
一λ，、はゼロか負であることがわかる．当分の間，最大固有値一λ。＝0が離散的ゼロであると仮
定しておこう．固有値ゼロに属する固有関数をπ。とすれば，π。は
                    λn。＝O，
または
 （5，23）         （一D＋（2α！）一1K（σ））n。＝O
を満足する．（5．23）はただちに解けて，その解は
 （5．24）                  no（σ）＝const・exp［一（2α！）I1γ（σ）］，
となる．ただし，γ（σ）は
                        ∂γ（σ） （5．25）           K（σ）＝一                         ∂σ
で与えられる関数である．物理的には，K（σ）を力とすればγ（σ）はそのポテンシャルである．
yと〃の固有値は共通であるが，同じ固有値λ、に属するyとκの固有関数m、とπ、の間には
（5．13b）の関係があることに注意してほしい．したがって離散的ゼロ固有値の固有関数m。は，
 （5．26）                mo＝exP（G＝）πo＝cOnst’exP（一（α！）■1γ（σ））
である．
 さて，フォッカー・プランク方程式
                   ∂     ＾ （527）          P（0，広）＝yp（α，f）                   ∂ご
の形式解は
 （5．28）                       p（σ，C）＝exp（6y）po（σ）
と書ける．P。（σ）は6＝Oでの初期分布である．いま，yの固有関数列／m、｝が完全系を張ると仮
定する．P。（σ）をこのm，、（σ）で展開する．
 （5．29）              Po（σ）＝Σ oア、m、（σ）；o手，＝（π，、，exP（一G）Po）
                 η＝o
これを（5．28）に代入すると，P（σ，≠）の展開式
 （5．30）        p（σ，広）＝Σc，exp（＿λ、才）m、正（σ）
                    〃＝0
を得る．したがって，∠→○・での熱平衡分布は，
 （5．31）            P，q（σ）≡1im P（σ，C）二〇〇mo（σ）
                   f一■oo
                  ＝COnSt・exP（一（α！）■1γ（σ））
となる．熱平衡状態での期待値は，このP、。を重み関数として計算すればよい．なお，α∫＝〃
である一（5．2c）を見よ．固有値一λ、、が，区間（一・・，O）の連続スペクトルをとり，離散的ゼ
ロをもたないとき，（5．30）は
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（5．32） ・（・，1）一∫・λ・1…（一肌1（σ）」㌻・
とたる．単純拡散過程はこの場合である．
6．確率過程の演算子表示
確率変数σ（c）の任意の関数F（σ（オ））の時刻オでの期待値は，確率分布関数P（σ，才）を用い
て
（6．1） ／・（σ）／F∫二炉（σ）・（σ，1）
と書ける．そしてP（α，∠）は，フォッカー・プランク方程式
（6．2） ∂      ＾ P（σ，≠）＝yp（σ，広）
∂≠
を満足する．ランジュバン方程式のかわりに，このフォッカー・プランク方程式によってα（c）
の確率過程を記述してもよい．（6．2）は量子力学におけるシュレーディンガー方程式と形がよ
く似ている．しかし，（6．2）の解P（σ，≠）はそれ自身が確率分布関数を与えるが，シュレーディ
ンガー方程式の解（波動関数）はその絶対値自乗が確率分布関数とたる点が違う．とはいえ，シュ
レーディンガー方程式とフォッカー・プランク方程式の数学的構造の類似は，量子力学で用い
られる手法が確率過程の計算に使えることを示唆している．この節では，量子力学で用いられ
る演算子を用いた計算手法を確率過程に応用することを考えよう．
 期待値（6．1）では，その時問的変動を確率分布関数P（σ，才）が与える．これは，量子力学で
いえば，シュレーディンガー方程式の解である波動関数に，系の時間変化の記述を受け持たせ
る方式「シュレーディンガー描像」と似ている．量子力学の場合，系の時間変化を力学量演算
子に受け持たせる方式「ハイゼンベルグ描像」もある．両者はもちろん同じ期待値を与える．問
題に応じて便利な描像を選べばよいのである．
 期待値（6．1）において，F（σ）の方に時間的変動を受け持たせてみよう．（5．28）より，（6．1）
は，
（6．3） ／・（α）／F∫二州σ）・（σ，1）
    一∫二吻…（12）…（一12）・（σ）…（12）舳）
    一∫二価・・（12）鮎（＾
となる．ここでP。（σ）は才＝0での初期分布，φとハは，
 （6．4a）                   グf≡exP（一C y）σexP（左y）
 （6．4b）                   ハ≡exp（一彦y）F（σ）exp（広y）
で定義される演算子である．ハはF（α）においてσをあて置きかえたものにたっている．なぜ
たらば，（6．4b）中のF（σ）を中級数に展開すると，
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 （6．5）           exP（一左y）F（σ）exP（C y）
            ＝exp（一≠y）（αo＋αユσ十α2σ2… ）exp（広y）
            ＝αo＋α！exp（一オy）αexP（左y）
             十α2exP（一才y）σexP（才y）exP（一玄y）σexP（6y）
             十…
            ＝伽十α1ゐ十α。砺十…
            ＝F（グf）
となるからである．すなわち，
 （6．6）                  F±＝exP（一≠y）F（α）exP（C夕）＝F（グf）
である．
 また，P（σ，オ）は確率分布であるから，確率保存則は
（・．・）   〃・（1，f吻一∫柵，1吻一・
を満足しなければならない したがって，フォッカー・プランク演算子yは必ず一番左側に微
         ＾  ∂分演算子を持ち，y＝一（・・）という形をしている．このことより（6．3）はさらに，           ∂σ
（…）   ／舳／吉一∫1・／（1・1・・÷1・・・・…）
                   ×F（あ）Po（σ）
                  一∫1・l／l・£（・・）1舳舳）
                  一∫二・肌）舳）
と書き直せる．すなわち
（・．・）    ／・（σ）／F∫二・舳）舳）
たしかに，確率過程の時間発展はFFF（ωによって記述されている．これを「ハイゼンベル
グ描像」といってもよかろう．ハ＝F（クォ）の運動方程式は（6．4b）を直接微分することによっ
てえられる：
            a＾      ＾    ＾ ＾       ＾           粉ハー…（一州F（σ）夕一yF（σ）｝…（剛
              ＝F吉y－yハ，
すなわち
                      a＾  ＾ ＾（6・10）       aオハ＝［ハ｛］
（6．10）は量子力学のハイゼンベルグ方程式に対応するものである．ここで幻は
 （6．11a）                  y土＝exp（＿才y）y（σ，D）exp（広y）
                  ＝y（ゐ，D士）
 （6．11b）                 ノ）‘＝exp（＿τy）jワexp（才夕）
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によって与えられるが，巧＝yでもある．たお，
 （6．12）         ［D。，グ。1＝［D，σ1＝1
が成立する．これは量子力学の正準交換関係に相当する．
 簡単な具体例を考えよう．ウィーナー過程のランジュバン方程式
                    a （6！3）            α（才）＝η（オ）                    栃
を考える．η（才）の統計的性質は（5．2）で与えられる．対応するフォッカー・プランク演算子は
（5．10）より，
 （6．14）           y＝αD2
                      ＾ ∂ （6．15）            D≡一                       ∂σ
である．σ（C）の初期条件をσ（0）＝伽とする．このとき，初期分布は
 （6．16）                   Po（σ，広）＝δ（α一σo）
である．この初期条件のもとで任意の時刻才でのF（σ）の期待値（6．9）を求めよう．（6．14）と
（6．10）より
           a     ＾      ＾  ＾    ＾    ＾（617）   杯＝［グ1・到＝…（一剛［σ・到…（ly）＝一2αDl
を得る．ルの時間発展は
            a ＾   ＾  ＾       ＾ ＾ ＾     ＾（6・18）   7DF［Dl・y］＝…（一1y）［D・y］…（ly）＝O
で記述される．（6，17）と（6．18）は簡単に解ける．広＝0であ＝σ，D。＝Dであるから解は，
 （6．19a）                       」つ‘＝」⊃
 （6．19b）                        φ＝α一2α≠D
とたる．よって
（・．・・）  ／σ／F∫二洲一・α1ガ）舳）
              一∫二価δ（け）
              ＝αo
（・．・1）  ／σ・／F∫二洲一・α1ガ）・舳）
              一∫二舳・一・州ガ・ガσ）・・α・1・ガ・1舳）
              一∫二舳・一・αω仁1）・・α・1・ガ・1舳）
              一∫二舳…α11δ（け）
              ＝σ8＋2α左
だとの期待値がえられる．たお，’ i6．21）の3番目の等号では交換関係（6．12）を用いた．（6．20）
と（6．21）は確かにウィーナー過程における平均と分散を与えている．
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 もうひとつ具体例を示そう．ランジュバン方程式
                   a （622a）                       σ（才）＝∫一K（σ）十η（才）
                  〃
 （6，22b）                    ノ（（σ）＝一ασ，α＞0
 （6．22c）              α（0）二σo
によって記述される確率過程を考える．K（σ）二一mはフックの力を表す．対応するフォッ
カー・プランク演算子は
 （6．23）          y＝αD2＋α∫一’〃
とたる．ゐ及びハの時間発展は（6．10）により微分方程式
                  a （624）          φ十α∫一’グF－2αル                  励
                  a＾    ＾ （6．25）          DFα∫一工D‘                  励
で言己述される．これらの解は
 （6．26a）        ノ）±＝D exp（α∫一1才）
 （6．26b）        あ＝σexp（一α！■1≠）一αプ611D［exp（α！I16）一exp（一α∫I16）］
である．したがって，平均と2乗平均はそれぞれ
 （6．27a）           ＜α＞亡＝σo exp（一α∫一1τ）
 （6．27b）           ＜σ2〉土＝σ8exp（一2α！11C）十αプ6I1［1－exp（一2α∫」1左）］，
である．（6．27b）より，熱平衡状態では
                 ＜σ2〉rTτ→α力一’
である．（5．2c）に従ってα二灯／！とおけば，ポテンシャルの期待値は
 σ〃＝σ   c
@ σM－1’l   l  －1  ’  1 ’ lll  ’ ’  1■I ’ Ill ’’  I ’  1＝’σ！’ll
@σH■ 1オ、1   ■』  lll ’  1■1！ Ill ’   1’   lIσ 1！ll  ’左
ﾐ0   6   ‘
c＝広〃
〃一1
丘一1
O
σ
図7．1径路積分における特定の径路
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 （6．28）一          〈ασ2／2〉F灯／2
となる．これは統計力学でおたじみのエネルギー等分配則に他ならたい．
 最後に交換関係（6．12）についてもう少し説明しておきたい．（6．12）は量子力学の正準交換
関係に対応する．量子力学では，正準交換関係の要請によって量子力学的ゆらぎの効果が取り
入れられた．同様に確率過程論では（6．12）によって乱雑さが与えられるとも言える．この事
実は，「ハイゼンベルグ方程式」（6．17）や（6．24）が元のランジュバン方程式（6．13）と（6．22a）
において，η（c）をルに取り換えた形をしているところにも反映している．
 7．確率過程の径路積分表示
 前節で，確率過程は量子力学に極めて類似した形式で記述できることを見た．そこでは演算
子形式の量子化法，つまり「正準量子化法」の理論形式を借用して確率過程を記述したわけで
ある．ところで，量子化法には正準量子化法の他に「径路積分量子化法」があった．この節で
は「径路積分量子化法」の理論形式を用いて確率過程を記述することを考える．
 時刻才における確率変数σの確率分布関数P（σ，才）はマルコフ過程の場合，次のように書け
る．
・（σ，1）一∫・（σ，～・，1・）・（軌，舳・
ここで，P（σ。，才。）は時刻≠。（＜才）での確率分布関数，T（σ，左1o。，C。）は時刻オ。にσ。という値
をもっていた確率変数が時刻才にσという値を取る確率（遷移確率）である．マルコフ過程で
あるから，オと才。の間をさらに細かくわけて，次の様に遷移確率を表現することができる：
 （7．1）    T（σ，左1σ。，広。）
           一担∫・・∫・（卯，1・1σ・一・，1・一1）・・（σ・，1・1σ1，l1）
                     M－1            xT（σ1，≠、1σ。，≠。）1］1伽
                     ｛＝1
                      （σ＝ω，オ＝≠W＞広M一。…＞≠。＞左1＞左。）．
この式の意味は図7．1を参照するとわかりやすい．（7．1）の被積分関数は各σ。（ゴ＝1，2，…，M
－1）を固定したとき，α。→σ1→σ。→…→ωというσ。からωに至るひとつの径路が実現する確
率を表している．そして，各のの値を変化させると途中の径路が変わる．したが？て，（7．1）の
右辺の積分はあらゆる径路について，その径路が実現する確率を足し合わせたものにたってい
る．
 いま，ランジュバン方程式
                 a （72）          σ（彦）＝ブ’K（σ（左））十η（左）                 祈
で記述される確率過程を考える．これは時間について一階の微分方程式であるから，ある時刻
広。のσ（左。）が与えられれば時刻広でのσ（彦）は（η（左）の関数として）一意的に求まる．この確率
過程において，T（の，オゴ1σH，6。一1）を求めよう．ランジュバン方程式（7．1）を差分化すると，
 （7．3）         の＝σゴー、十ブ’〃KH＋ユ
 （7．4a）                     αゴ≡α（れ）
 （7．4b）                     ノ（｛…K（σ（れ））
（7．4c）
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 （7．4d）                    ∠〃…ん＿れ＿1
となる，つまり，時刻オ、において確率変数σがとる値α、は時刻広ゴ．1におけるσの値α、．、と互，
の値によって決まる．したがって，のとσゴー。の値を指定したとき，（σ｛一、，左。一。）→（の，6ゴ）とい
う遷移確率は，ランジュバン方程式（7．3）によればaがちょうど
 （7．5）         の一σトr∫■エ〃K－1≡兄
という値xゼをとる確率に等しい．工はガウス型雑音の和（積分）であるから，やはりガウス
型雑音である．その統計的性格は，（7．4c）とηの統計的性質（5，2）より，
 （7．6a）                        〈E｛〉：O
 （7．6b）                         〈8～〉＝2α∠π
となる．したがって，変化（σゴー1，ボ1）→（ψ，才ゼ）が起る遷移確率は
 （7．7）       r（の，広山ゴー1，れ．。）
                     1               ＝（2π＜互～〉）I万exP（一X；／2＜互～〉）
                    1       ：（4πα∠け）■すexP（一X葦／4α∠〃）
で与えられる．ただし，X｛は（7，5）で与えられた値をとらなければならない．なお，ヤコピ
ヤソは∂（兄）／∂（σ｛）＝1．（7．7）を（7．1）に代入すると，
 （7，8）    T（σ，左1σ。，c。）
一担∫・・∫岨（・π肘去伽1…［一（・α〃1
 MXΣ（（σrの一1）∠グL！一1凡一1）2〃2］
 ゴ＝1
とたる．
（7．9）
      一・…t・∫剛）…［一（・α吋川～（州
ここで∫列1）は州のすべての関数形（径路）についての和を表す記号・λは
             λ≡［秀一ブ・舳）1・／・
である．（7．8）が確率過程の径路積分表示を与える．
 量子力学における遷移振幅の径路積分表示と比べると，次の様た対応が成立する．
                      量子力学  確率過程
 （7．10）      一 ラグランジュアン   ェ（σ，ク）←λ（α，ク）
                         ゴ    1
                         売    2α
量子力学の場合に工からハミルトン演算子を与える手続きを，確率過程の場合に適用してみよ
              ∂L                   ∂λう・すたわち・H＝カザエ（力＝怐jに対応する「ハミ／レドニャ川い＝∂σ＝ザ∫I’Kを
用いると
 （7．11） ∬＝力（力十∫一ユK）一力2／2
 ＝（力十2！■’K）力／2
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となる．ここで，量子条件［五グ］＝あ／ゴに対応するr乱雑化条件」［五グ］＝一2αを導入すれば，
力は力＝一2αDという演算子になり，「ハミルトニヤソ」はH＝2αyという演算予になる．y
は（5．10）に等しい．この場合，「シュレーディンガー方程式」は
                      ∂ψ  ＾ （712）           2α ＝HΨ                      ∂オ
どたり，フォッカー・プランク方程式そのものを与える．
 本稿は昭和60年度に統計数理研究所で著者が行なった講義をもとにしている．本稿を作成す
るにあたっては，統計数理研究所教授松縄規氏，早稲田大学大学院生田中覚氏，柴田浩行氏の
協力を得た．深く感謝したい．
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   We study typica1stochastic processes in physics and formu1ate mathematica1ways of
describing them．
    First，we consider a simp1e mode1of one－dimensionaI Brownian－motion．Based on
eIementary dynamics，it is shown that position of a Brownian－motion partic1e is regarded
as a random variab1e in our observation on macroscopic sca1e，and it obeys a Langevin
equation with friction and random forces subject to the Huctuation－dissipation theorem．
    Next，the Nyquist theorem（Huctuation－dissipation theorem）is genera11y formu1ated
in terms of“impedancF’’，which enables us to obtain the impedance from corre1ation
functions and vice versa．
    Based on the月uctuation－dissipation theorem，we dea王with a few examp1es of e1ectric
circuits with random noises in stationary and transient states．
    Fina11y，we discuss the Fokker－P1anck equation which describes stochastic processes
as wen as the Langevin equation．Based on the Fokker－P1anck equation，we formu1ate an
operator representation of stochastic processes．This representation is ana1ogous to the
forma1ism of canonical quantizat三〇n in quantum mechanics．The path－integra1represen－
tation of stochastic processes is a1so presented．
