Abstract
Introduction
Given a set of strings P = {s 1 , s 2 , ..., s n } the goal is to find the shortest string S * such that each s i ∈ P is a substring of S * . This string is known as the shortest common superstring (SCS) of P . Finding S * arises in a variety of applications, including DNA assembling [7, 20] and data compression [14, 9] .
The SCS problem is NP-hard [9] , furthermore it is MAX-SNP-hard [4] . Arora [3] showed that problems in MAX-SNP-hard do not admit polynomial time approximation schemes unless P = N P , which implies that obtaining an algorithm with approximation factor of 1 + for any > 0 is very unlikely.
Many approximation algorithms for the SCS have been proposed. Tarhio and Ukkonen [17] , and Turner [19] established performance guarantees for the GREEDY algorithm with respect to the overlap measure. However, this result does not imply a performance guarantee over the optimal length. Blum et al. [4] , who were the first to achieve a constant factor for this problem, proved a factor 4 over the optimal length for the same algorithm. They also proposed other variants known as MGREEDY and TGREEDY with approximation factors of 4 and 3, respectively. After these results the approximation factors were reduced to 2.89 by Teng and Yao [18] . Czumaj et al. [6] gave a factor of 2.83, Armen and Stein achieved a factor of 2.6 [2] , Breslauer et al. gave factors of 2.67 and 2.596 [5] . Up to date the best guarantee is of 2.5 and was achieved by Sweedyk [15] .
Although a great amount of work was done in trying to find better and better bounds, less attention was paid to the performance analysis of these algorithms over a set of instances of the problem. The work proposed here goes in this direction. In this paper, we present an implementation of factor 3 and 4 approximation algorithms for the SCS problem. We also propose variants to improve them. In spite of their poor worst case approximation guarantees the experiments show that the algorithms generate extremely high quality solutions.
The remainder of the paper is organized as follows. Section 2 presents some preliminary definitions. Section 3 describes the implemented algorithms. Section 4 presents the experimental setup and results. Finally, section 5 states the conclusions and points out some future research.
Preliminaries
An instance of the SCS problem is represented by a set of strings P = {s 1 , s 2 , ..., s i , ..., s n } ⊆ Σ * over a finite alphabet Σ, where Σ * is the set of all strings constructed from Σ. Without loss of generality let us assume that P is a free subset, i.e. no string s i is a substring of s j for all i = j ∈ {1, 2, ..., n}. A feasible solution for this problem, a superstring of P , is a string S, which contains each string s i ∈ P as a substring. The objective is to find a superstring S * with the shortest length over all superstrings that can be generated. An example of this problem is given as follows. Given a set P = { acacg, ataga, cacgt, gtaat }, a superstring for P is S =acacgtaataga of length 12.
For any string s, |s| denote the length of s. Given two strings s and t, assume that y is the longest string such that s = xy and t = yz for |x|, |z| ≥ 1. That is, |y| is the length of overlap existing between s and t, and it is denoted by |over (s, t)|. Then, x is the proper prefix of s with respect to t and is represented by pref (s, t). |pref (s, t)| = |s| − |over (s, t)|, |pref (s, t)| is denominated the distance from s to t.
Let us clarify the definitions by giving some examples. Given s = acacta and t = actaggt, the overlap y between these two strings is acta with length |over (s, t)| = 4. The proper prefix of s is pref (s, t) = ac with length |ac| = 2.
The distance graph and the cycle cover problem
The SCS problem can be modeled as a minimization problem with respect to the prefix distance or as a maximization problem with respect to the total overlap [18] . All implemented algorithms in this article are based on the first model. A complete digraph G = (V, A) can be constructed from P as follows: a string s i ∈ P represents a vertex v i ∈ G. The arc cost c(v i , v j ) is defined by |pref (s i , s j )|. This graph is denominated the distance graph. Finding the shortest common superstring from P is equivalent to finding the minimum cost Hamiltonian path in G(V, A). Let π * = π * 1 , ..., π * n be the permutation of vertices of V which define this path. The shortest common superstring S * (P ) is a string containing all the strings of P , therefore its length is given by |S 
) represents a lower bound for the optimum of the SCS S * (P ):
The best approximation known for ATSP is O(log(N )) times c(AT SP * (G)) [8] . Blum and colleagues [4] proposed approximations based on the assignment problem in bipartite graphs, also known as cycle cover. A cycle cover is a collection of disjoint cycles, i.e. each vertex v i ∈ V belongs to a single cycle. The cost of a cycle cover is given by the sum of the costs of each of its cycles. Computing a cycle cover is equivalent to finding a minimum weighted perfect matching in the bipartite graph G (U, V, E) obtained from G(V, A) (distance graph). This problem is reduced to finding the set of edges of G , where the cost of this set is minimum and covers all the vertices in G . It is known that this solution can be computed in O(n 3 ) time by using the Hungarian algorithm [13] . The optimum cycle cover cost c(C * (G)) represents a lower bound for the optimum tour in the ATSP, and therefore a lower bound to the optimum of the SCS problem, i.e.,
Approximation Algorithms for the SCS Problem
An algorithm is a ρ−approximation algorithm for the SCS if it runs in polynomial time and always finds a superstring of length at most ρ|S * (P )|; ρ is the approximation factor. In this work, we implement two approximation algorithms 4 Arb [4] and 3 Arb [4] . We also propose two variants for theses algorithms and we call them 4 All and 3 All , respectively. The algorithms are detailed as follows:
A 4-approximation algorithm for the SCS
Input: Set of strings P . Output: A superstring S(P ) of the set P .
1 Compute the distance graph G(V, A) from the set P (see preliminaries). 2 Find the minimum length cycle cover of G. Let us denote this cycle cover as
1 . where v i1 ∈ c i is the cycle break point vertex which is arbitrarily selected, and s i1 ∈ P is the string associated to vertex v i1 . Let T = {ŝ c1 , ...,ŝ c |C * (G)| } be the set of superstrings obtained from these cycles. 4 S(P ) is a common superstring of P , obtained by the arbitrary concatenation of strings in T .
Clearly, S(P ) is a superstring of P , since each stringŝ ci is a superstring of the strings associated to each vertex of cycle c i ∈ C * (G), and C * (G) is a cycle cover. This means that each string s k is included in some cycle c i , therefore, it is a substring ofŝ ci which is, at the same time, a substring of S(P ). 4] Input: Set of strings P . Output: A common superstring S(P ) of P . 
In the rest of the paperŝc
i = pref (s i 1 , s i 2 )•, ..., • pref (s i |c i |−1 , s i |c i | ) • s i |c i | , is denoted asŝc i = s i 1 •, ..., •s i |c i | .
A 3-approximation algorithm for the SCS
be the set of superstrings obtained from this cycles. 4 Obtain the distance graph G (V , A ) from the set T = {ŝ c1 ,ŝ c2 , ...,ŝ c |C * (G)| }. 5 Find the non trivial cycle cover C * (G ) of minimum length of G . A non trivial cycle cover is the one where all cycles have at least two vertices. That is, selfcycles are not allowed.
where v i1 ∈ c i is the cycle breaking point vertex andŝ v i 1 ∈ P is the string associated to vertex v i1 ∈ V which originates the shortest superstring that can be generated among all |c i | vertices. Let T = {ŝ c 1 , ...,ŝ c i , ...,ŝ c |C * (G )| } be the set of derived superstrings from these cycles. 7 S(P ) is a common superstring of P , obtained by arbitrarily concatenating the superstrings in T . Figure 1 shows an example to compare algorithms 4 Arb and 3 Arb in terms of procedures and solution qualities. Each numbered box is associated to the corresponding step of the algorithms. The first three steps are the same for both algorithms. The output of 4 Arb S(P ), is indicated on the right of box 3. The following boxes show the procedures for 3 Arb . Box number 5 shows how to select the cycle breaking point. For this example the cycle has only two vertices (0,1), therefore only two superstrings 0, 1 and 1, 0 can be constructed, the one with the shortest length is S1. Then it is selected as a representative cycle. Box 6 shows the output of the algorithm 3 Arb S(P ), this superstring is shorter than the one obtained by 4 Arb .
Cycle Cover C*(G)=<0,2,0><1,3,1>
Cycle Cover C*(G')=<0,1> S(P) = S1 . S2 = pref(S1,S2)S2 S(P) = cctccga cctcctcc 4
T'={cctcctccga}

Output 4arb
Select the shortest superstring obtained among the shifts.
Arbitrarly concatenate the strings in T'. In this example T has only one string. S(P)=T.
Output 3arb
Obtain the cycle cover for G(V,A) Get the superstrings from the cycles of C*(G).
Arbitrarily concatenate the strings of T.
Construct the superstrings from all shifts of the cycles in C*(G'). 
∈ c i is the cycle breaking vertex that originates the shortest superstring among all the |c i | superstrings generated starting at each vertex. Let T = {s c1 , ..., s ct } be the set of superstrings derived from these cycles.
Notice that step 3 of algorithm 4 Arb decides to break each cycle c i in an arbitrary point (vertex), while we propose to select this point so as to generate the shortest superstringŝ ci . This will allow us to have a final superstring S(P ) which is a concatenation of the shortest superstringŝ s ci generated from each cycle c i . Therefore, the superstring generated by our variant is shorter than the one generated by the 4 Arb algorithm.
This variant is similar to the MGREEDY algorithm [4] . Both algorithms find disjoint cycles and cut the cycles at optimum positions. The difference is that MGREEDY uses a greedy strategy to find the disjoint cycles and the break-ing points, while our algorithm uses the cycle cover for finding the disjoint cycles, and the optimum position is obtained trying all possible shifts.
Proposed variant for the 3-approximation algorithm ALGORITHM 4. 3 All
Input: Set of strings P . Output: A common superstring S(P ) of P .
We propose to replace step 3 of 3 Arb by step 3 of 4 All . The remaining steps are as in 3 Arb . The main motivation for introducing this change is the same as the one for introducing the change in 4 Arb . ctccga S1 = s0 . s2 = pref(s0,s2)s2 = cctccg
S2 = s1 . s3 = pref(s1,s3)s1 = cctcct tcctcc
Construct the superstrings from all shifts of the cyles in C*(P). Select the shortest superstring obtained among the shifts.
Select the superstring obtained from first cycle shift. Cycle 1 <0,2>.
Shift 2.
Cycle 2 <1,3>.
S1 = s2 . s0 = pref(s2,s0)s0 = ctccga cctccg vs Output of 4arb |cctccgacctcctcc|=15 S(P)= tcctcct cctccga |tcctcctccga|=11
T={cctccga,tcctcct}
Figure 2. Proposed variants for 4 Arb and 3 Arb
The modification proposed for algorithm 4 Arb is shown in Figure 2 . The modified part is on step 3, where all possible shifts of the cycle are performed. For the superstring constructed from cycle 1, vertex 0 is selected as the breaking point. For the superstring of cycle 2, the breaking point is vertex number 3. After concatenating superstrings 1 and 2, a superstring of length 10 is obtained, saving, in this way five characters with respect to 4 Arb .
Experimental Setup and Results
The main point of comparison for these approximation algorithms is the solution quality (superstring length). All algorithms are implemented in ANSI C using an implementation of the Hungarian algorithm available in [12] .
Generation of Input Instances
Since there are not available benchmarks for the SCS problem we propose to generate them in three different ways:
1. Method D DN A . Set of strings derived from a fragment of an original DNA sequence.
2. Method D RAN D . Set of strings derived from a randomly generated sequence with uniform distribution over a finite alphabet Σ = {A, C, G, T }.
3. Method I RAN D . Set of strings generated randomly with uniform distribution over a finite alphabet Σ = {A, C, G, T }.
Method D DN A
The input instances are obtained as follows:
1. Obtain a DNA sequence S of length N 2 from GenBank (see Appendix).
2. Derive a set E of strings of equal length from the sequence S by shifting the characters one by one.
3. Modify E by randomly eliminating a given number of strings (percentage of error) so that some of the resulting strings do not necessarily overlap in exactly − 1 characters. In these experiments E has a 20% of error. Let us denote the new set as E .
4.
Ensure that E is a free subset P which becomes the input of the algorithm. 1. Generate randomly and uniformly a sequence S of length N with characters from Σ = {A, C, G, T }.
Apply steps 2-4 of D DN
A to the sequence S generated at step 1.
Method I RAN D
The instances for this method are generated following the procedure known as "memoryless source" [16] . A number of n strings of length are generated, where each character w i ∈ Σ of string s i is generated independently with probability 1/|Σ|. The generation of characters is modeled as a Bernoulli process. The main idea of using this method is to have a variation in the length of overlaps among the strings and to see whether the length of overlaps has any influence on the algorithm performance.
Solution Quality
In order to evaluate the solution quality produced by each algorithm, the Held-Karp (HK) bound also known as the subtour elimination polytope is computed. This is a solution to the relaxation of the integer programming formulation of the Symmetric Traveling Salesman Problem (STSP) [11, 10] . Remember that a lower bound for the shortest common superstring is the optimum cost tour in the ATSP. There exists a polynomial time transformation which maps an instance A of ATSP into an instance A of STSP, and the cost of the optimum tour in A equals the cost of the optimum tour in A , that is, c(AT SP * (A)) = c(ST SP * (A )). Therefore HK is a lower bound for A and for A. As it is also the case with the cycle cover cost c(C * (G)), HK is a lower bound for the AT SP * (G), however, according to experimental results [10] it is closer to AT SP * (G) than to c(C * (G)). Since ATSP is a lower bound for the SCS then we have that:
The HK bound is calculated based on the following procedures:
1. The distance graph G = (V, A) is transformed into an undirected graph G = (3V, E). Details of this transformation can be found in [10] .
2. A publically available code (the concorde program) [1] is run over the transformed instances.
Results
The instance sizes are in the range of 100 to 1,000 with increments of 100. The length ( ) of the strings are 10 and 50. All the experiments are run on 100 different instances and the mean values are taken for each of them. Figure 4 (a) shows a comparison in the approximation ratio between the solutions of algorithms 4 Arb and 3 Arb for = 10. The results are very close to the optimum, all of them are in an approximation range of 100% to 108% which is far away from the 400% worst case guarantee. Instances given the highest approximation ratio are those generated by the D DN A method while the ones with the best approximation ratios are mainly those generated by the I RAN D method. In this figure, we can clearly see that the approximation percentage of algorithm 4 Arb is similar to that of algorithm 3 Arb , for all methods D ADN , D RAN D and I RAN D . This behavior indicates that the quotient between them is in the range of 1.000 to 1.002 far from the worst case quotient of 4/3 = 1.333. Note that as the instance size increases the approximation ratio approaches 100%.
The results for = 50 are shown in Table 1 , the row D DN A (600, 50) shows results obtained for an input instance of 600 strings all of length 50, derived from a DNA sequence (D DN A Method). Our goal here is to analyze the influence of on the algorithms performance. Notice that there is an increasing difference between the algorithms Arb and All, while the first starts to produce worse approximations reaching 128.175%, the second stays low with the worst approximation of only 100.015%. The algorithms approximation quotients remains close to one.
In Figure 4 (b) we can observe the high quality solution of our variant 4 All . For = 10 they delivered solutions no more than 101%. When the length of increases to 50, the quality solution is better and it is not more than 100.20%. In contrast we can see that the approximation ratio of the algorithm 4 Arb is affected with this increase in . The solution quality of our other variant 3 All is very similar to that produced by 4 All .
We also performed experiments (no presented here) for = 100 and = 500. In these cases the Arb version continues with an increasing tendency in the approximation ratio (the highest reaches 128.175%). For the Arb algorithms, the worst scenario is given when the set of instances is de- 108   100  200  300  400  500  600  700  800  900  1000  100   105   110   115   120   125   130   100  200  300  400  500  600  700  800  900  1000 Approximation ratio (%) Approximation ratio (%)
Instance size ( = 10) Instance size rived from a real DNA sequence or from a randomly generated sequence. However, the All variants continue to be close to the optimum. For these values of , the instances generated by methods D RAN D and D DN A generate only one cycle in the cycle cover problem. Then the shortest cycle among all shifts (n) represents the optimum for ATSP and therefore for the SCS [10] . This results is very interesting because the solution quality is not only good, but is the optimum. Figure 5 shows computational times in seconds for some instances for the algorithms 3 All and 3 Arb . We can see that the variant 3 All needs a little more computational effort to get its improved results over 3 Arb . We can also observed an increase in the execution time when the length of strings is increased. 
Conclusions
An experimental comparison of two approximation algorithms for the Shortest Common Superstring Problem have been presented. The algorithms have worst case performance guarantee of three times the optimum and four times the optimum, respectively. A variant for both algorithms is presented to increase the solution quality.
Extensive experimental computations on different sets of instances show that the average case behavior of the algorithms does not follow the 4/3 worst case quotient but it is very close to one. This allows us to think that algorithms with better bounds will not produce solutions with a significant improvement in the solution quality. The experiments also reveal that the proposed variants generate extremely high quality solutions of at most 1.4% over the optimum in a short computational time.
These results motivate a future research in the direction of finding average case approximation bounds that can better predict the algorithm behavior on real size instances. Another line of research has to do with the extension of these algorithms to deal with real DNA sequencing problems.
