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Introduction
Intelligent environments are made up of multiple pervasive or ubiquitous devices that provide a service to the user. One key feature of such environments is the ability to adapt to changes. The changes are implied by external or internal influences like the introduction or removal of devices or changing application goals [SALEHIE,M. 2009 ]. We expect that intelligent environments react to such changes and adapt themselves in a way that the services provided are still available for the users. More than a decade ago R.J. Sternberg [STERNBERG,R. 1986] already emphasizes this by specifying that intelligence is the ability to adapt to changes in environments [to distinguish between the environments and the change occurring in it we refer to the current state of the environment as context]. This point of view implies that an environment becomes more intelligent if it can cope with more or bigger changes in the context. The problem at hand is the lack of adaptiveness of such environments. One can distinguish two types of contextual information: The defined context and the derived context [HENRICKSEN, K. 2004] . In both cases, the devices making up the intelligent environment have to agree on a language to interpret the data collected by the sensing devices. In a defined context [e.g., a specific application] this language can be given to the environment by a domain model. Another approach is to use semantic languages to annotate contextual information and use reasoner that derive knowledge or facts from these annotations. This approach is called derived context. Here every device has its own local model of the environment, without having to agree on a global context model providing information about all devices. Derived context is created by finding patterns in raw data from the sensing devices of an intelligent environment and annotating them with a given semantic language. A reasoner then reasons upon this annotated information to transform the information into a local domain model of the device. Sharing information between devices and with that between services emphasizes the requirement of identifying similar concepts in the annotation languages used, because different developers use different conceptualizations because of their different point of views. Furthermore, it underlines why no model of the whole context is needed. [GODDARD,C. 1994 ] (NSM). The theory of the NSM states that every naturally developed language is based on 63 semantic concepts. We dive deeper into NSM in Section 2. One approach to create adaptiveness in an intelligent environment is the use of service matcher which can -given a service requestfind a fitting service and with that a device providing this service. By using such a service matcher the environment is enable to find alternative services if a service is no longer available or find new service to be used. By integrating a service matcher the environment thus becomes more failsafe, adaptable and extendable. To find interchangeable service, we need to have equivalent classes of services. Thus the service matcher needs to find alternative service for a request. This means that the effect and purpose of a service needs to be understood. This leads to the need to understand the description of a service, which again this leads 1 For further information the interested reader is refereed to: http://lists.w3.org/Archives/Public/wwwwebont-wg/2001Dec/0169.html 2 For further information the interested reader is also refereed to: http://www.cs.yale.edu/homes/dvm/ to a need to understand the components of a description, the concepts making up the description. Here we postulate that a reduction of concepts to simple concepts, a so called decomposition, helps to create equivalence classes among concepts and with that the identification of fitting services in an intelligent environment. The emerging dictionary is an Explanatory Combinatorial Dictionary (ECD) which can be part of a meaning-text linguistic model but not for natural rather then for artificial languages [MELCUK,I. 2006] .
Formal Language Decomposition into
The approach of semantic decomposition postulates that the semantic primes form NSM do have a predefined meaning [FÄHNDRICH, J. 2013] . This meaning is then used to reason the meaning of more complex concepts, which are decomposed. This decomposition will then be used to classify concepts within their meaning and create equivalence classes. The paper is structured in the following way: In Section 2 we introduce NSM and the basic concept of semantic primes in a nutshell. Section 3 takes such insights into three different meta languages and compares the languages in a more detailed way. Section 4 compares the categories of the semantic primes with primes used in the languages and analyses the usefulness of the primes in each category for formal language. Furthermore examples are given for the use of those primes in other research areas. Section 6 describes a decomposition algorithm which is the main contribution of this paper. An example of the decomposition is given and the remaining challenges of the algorithm are discussed. Afterwards, Section 7 wraps-up the paper with a discussion of the results.
NSM -Natural Semantic Metalanguage
The Natural Semantic Metalanguage (NSM) is a linguistic theory originated in the early 1970s [WIERZBICKA,A. 1996] . The theory states that each meaning of a concept created in a natural language can be represented using a set of atomic terms -so-called universal semantic primes. These primes have an indefinable wordmeaning and can be identified in all natural languages looked at [GODDARD,C. 2008 ). This leads to the implication that the concepts defined in artificial languages are semantic primes, as they are used to describe more complex concepts by applying construction rules or in other words, grammatical rules/properties. Thus, on the conceptual level, artificial and natural languages can be compared using the primes that exist in the different languages. Since the bag of semantic primes presented by NSM is empirically well-researched, this work tries to compare three artificial languages utilizing this bag of primes. For this comparison, we take the purpose and concepts of the languages into account and match the available primes with each other as foundation to discuss potentially missing primes in the languages. Before comparing the primes we want to take a more detailed look at the set of semantic primes presented by NSM and how this set is build up. First of all we can notice that some of the primes have their antonym included in the set of primes. One could argue that this is redundant because of the prime NOT, which could be used to negate the meaning of every prime and with that semantically describe its antonym. This argument can be contended with a simple example: DEATH and LIVE are at the first glance such antonyms. NOT DEATH could be LIVE. But to describe the difference between a stone that was never alive and an animal that died is not possible without the notion of LIVE.
Thereby a stone is not dead because it was never alive. Or in other words, something that is dead has died sometime before, but something that is not alive is not implicitly dead since it has never died. This can also be traced to the definition of live: the ability to reproduce, the need to metabolize. The other way around dead is defined as 'no longer alive' [WLATER,E. 2008] thus the prime LIVE is needed to define death. This leads to the conclusion that the prime LIVE cannot be removed from the list of primes and be replaced with NOT DEAD and on the other hand DEATH can not be removed, since not everything is dead which is not alive. Further in the meaning of concepts we do not assume a binary logic. Thus not everything that is NOT BAD is automatically good. Examples for antonyms are discussed in The Meta Object Facility (MOF) has been introduced by the Object Management Group and is formally defined, e.g., by Smith et al. [SMITH,J. 2000] . MOF has been developed to model the structure and behaviour of entities in software development and is an international standard. 4 It is intended to be used to model the syntax of domain-specific languages such as UML. Since MOF is quite abstract it introduces mostly structural semantic primes and is thus closer to OWL than to PDDL. Table 4 . List of semantic primes and equivalents found in MOF.
One might already have noticed that not all primes introduced in NSM can be matched with the concepts that exist in the considered artificial languages. The ones that are not matching with any artificial concept are listed in Table 5 . List of semantic primes with no equivalent found in the other languages.
In the following we will discuss the implications of the comparison.
Comparison of Primes
The compared languages introduce additional concepts that are domain-specific and not part of the semantic primes, e.g. <owl:versionInfo>. Depending on the purpose of the language those additional concepts change. OWL, for example, was created to describe shared conceptualizations where versioning and backward compatibility is an important issue. Using NSM, those concepts could be described using the available semantic primes. This also applies for the other domain-specific languages. Hence, such additional concepts are merely domain-specific shortcuts. That means they do not influence the expressiveness of the language at all. Substantives are the first category. In natural language these semantic primes are used to distinguish actors and to separate humans from other things. To describe meaning, humans often reduce a description of properties of things to the relation to humans, or more precisely to the relation to themselves [WIERZBICKA,A. 2009] . In formal ontologies, to compare this to a standard engineering task, one of the main objectives is to describe substantives (entities, facts, processes) using their properties, nature and relationship to each other, to create a theory for the explanation of nature [GRUBER,T. 2008] . It is not surprising that all three analyzed languages have a concept for 'THING' to start a
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And Artificial Intelligence Journal description from. Furthermore the 'THING' is seen at the top of each taxonomy (a partial order) introduced by an ontology, meaning that everything is a 'THING'. Additionally, 'PEOPLE' or humans are modeled as such and described explicitly. For example, to describe the concept 'mouse' a semantic description that is context-independent most likely relies on a degree in Biology regarding the taxonomy of a mouse as illustrated in Figure 1 This objective description will contain a vast amount of information that is irrelevant to most contexts. We argue that a domain-specific description is easier to create and to reason upon. More details about a semantic decomposition are discussed in Section 6. Describing a mouse so that a naïve 5 reader of the description can understand it, the description must refer to the potential context of the reader. In natural languages these readers are other humans, which implies that most descriptions in NSM are in the context of a human and their relation to things. This leads to the requirement to ground descriptions, which is also named 'Common Ground' [BRENNAN, S. 1998 ] and presumes mutual knowledge, mutual beliefs and mutual assumptions between the provider of the description and the recipient. 
Figure 1 Taxonomy of a mouse
5 By naïve we refer to a reader with only special knowledge of the domain he acts in.
We postulate that the grounding can be established by the decomposition into semantic primes from NSM (see section 6 for more details). However, in the introduced formal languages, which are usually applied for communication between software agents, the descriptions have little common ground. Indeed the missing grounding is one of the major obstacles for interoperability in this area. For artificial agents, the common ground has to be established by sharing contextual and semantic information. Sharing ontologies of beliefs, knowledge and contextual information can do this. Such information can be conceptualized in ontologies describing substantives and their relations in a domainspecific manner. This leads to different descriptions of the same entity in different domains, which leads to mismatches in the common ground [GAL,A. 2005 ] . Thus a description should take into account the context of the agent using the description. This can be illustrated by the concept 'I': except in passive voice and citations, 'I' refers to the speaker themselves. This works fine as long as the identity of the speaker is known. For the identification most humans have names, virtual resources have IRIs and communication devices have IPs. Identifying in this case means to resolve the reference introduced by the 'I' with a concrete instance of the entity to identify. The distinction of 'YOU' and 'I' is required if roles are described, e.g. in negotiation or contracting. None of the reviewed languages has a concept for 'PEOPLE'. On the one hand semantic descriptions in these languages are thought for artificial reasoners and there a concept of 'PEOPLE' is not needed to describe most concepts. On the other hand, in the area of HCI the distinction of artificial agents and human agents can be of some concern and with that the concept of 'PEOPLE' and 'SOMEONE' might be required.
The category of relational substantives is well represented in two of the languages, except PDDL as it does only use a type hierarchies based on 'KIND' to define domains. The relationship 'PART OF' is described in OWL as '<owl:topObjectProperty >". In MOF on the other hand the parthood relation is defined in In relation to some reference or as constants the semantic primes 'A LONG TIME' and 'A SHORT TIME' can be used to describe relations in e.g. size, intensity, power or time. This makes the descriptors part of the Quality category of Aristotles.
We can imagine that for example a timeout can be explained by defining 'A LONG TIME' as the maximum timeout. We argue that if the semantic description is used by a reasoner to create a heuristic, a metric needs to be defined and with that semantic descriptors are needed that classify the values which is subject to the metric. Furthermore we argue that 'LONG' and 'SHORT' should be part of the descriptors since they are descriptors that could be used in addition to time with other concepts like spatial distances.
Mental predicates are represented in non of the three languages due to the fact that these predicates are based on the senses of human beings. We separate mental predicates in two groups: The first group is based on human cognition, containing: 'FEEL', 'SEE' and 'HEAR'. First of all, there are two of the senses missing: 'SMELL' and 'TASTE'. Additionally for the domain of intelligent environments and in other domains where sensors need to be described, such predicates can be used. This is not specific for humans, since every agent involved in an intelligent environment could have such cognitive functions (i.e. gas sensors, heat sensors). Additionally there could be sensors which extend the human cognitional like a barometer, altimeter or localization like GPS, which should then be incorporated in the . 2006 ]. In the BDI paradigm 'believe' can be mapped to the semantic prime 'KNOW', since it represents the knowledge of the agent, and 'desire' can be mapped to 'WANT', since it describes the internal goals of the agent. But in our analyzed languages, all of these concepts are missing.
Speech is -at first -the category, which holds one of the basic logical operators 'TRUE'. All three languages use an implicit representation of the concept 'TRUE' since they assume that a reasoner interprets an axiom as fundamentally true. PDDL for instance 'define a model to be an interpretation of a domain's language that makes all its axioms true' [MCDERMOTT,D. 2003] p. 5. Here again it can be argued to explicitly describe such truth values and with that add a semantic prime to the metalanguage. But we think that 'TRUE' should be keept in the category 'Logical concepts'. Further we use 'WORDS' as basic building blocks for our description, and thus need a semantic prime for them. 'SAY' has been represented in a formal way as agent communication speech acts [COLOMBETTI,M. 2002] and could be directly part of the metalanguage.
Semantic primes in the category Action are often defined in a context-dependent manner, where the semantic is given by the reasoner that evaluates the axioms. In PDDL for example the blocks world defines 'MOVE[A,B,T]' [GUPTA, N. 1992] . NSM proposes to add such primes to the metalanguage, to be able to describe events, movement and actions with the primes: HAPPEN, MOVE and DO.
The semantic primes in the category possession (e.g., 'HAVE') can be seen as the specialization of composition and aggregation of the semantic prime 'PART'. The specification 'BE' denotes a location where something is located and at the same time to be of a certain type.
Life and death is a category, which is not subject to research in formal languages because computer systems rarely need a concept of death or living. Semantically there are many concepts that can not be described without the concept of 'LIVE' and 'DEATH'. In agent communication for example agents send 'alive messages' to other agents, where the interpretation is left to the programmer of the agent. But if one would want to describe the meaning of an alive message, one would need a notion of 'LIVE'. With a broad definition of live [RUIZ- MIRAZO, K. 2004 ] the termination of a software and with that for instance the nonfunctional requirement of computer systems for availability could be described as a goal of the system to stay alive. Formally death has been modeled in the SUMO ontology 6 . Since there is no use case of those two concepts known to the authors we postpone the in-depth analysis of the concepts of LIVE and DEATH.
Time has found its way into almost every formal language. Even an own logic -the temporal logic -which is a kind of modal logic has been created to model something like: 'I am hungry until I eat something'. In formal languages time has often been included into the language; e.g., PDDL from version 2.1.
The category space is subject to research and is formulated in contextual models like the CORBA-ONT [CHEN.H. 2003 ]. Nevertheless none of the surveyed languages presents primitive elements to describe special properties. The fact that an OWL ontology is required, shows that such semantic primes are necessary for the modeling of contexts. The same can be argued for the semantic primes 'BE [SOMEWHERE]' of the category location.
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Other fuzzy primes like 'NEAR' or 'FAR' are again hard to grasp in a formal language. In this section we have seen that most of the 65 primes can be interpreted by an artificial reasoner. We have analyzed the need of formalizing the primes and come to the conclusion that some of them are already used in artificial languages in computer science and some of them are not as important yet. If a prime is needed in an artificial language depends heavily on the domain as we can imagine by looking at the vast amount of OWLderivations and domain-specific languages in use.
Fuzzy Primes
As we have seen; some of the primes have no true or false evaluation but rather a degree of some quality. This leads to the problem of not being able to define a sharp meaning. Such concepts are called Fuzzy Primes and are based on an extension of set theory, the so-called fuzzy sets, probability or a theory of evidence. Since those qualities are fuzzy we can utilize fuzzy descriptions like fuzzy sets including a membership function [KLIR, G. 1995] to describe the extend of the quality and help to defuzzify. An example membership function is presented in Figure 2 . Here the Primes BIG and SMALL are explained with the property size. This is simplified since the Figure 2 uses a length measure, which of course must be grounded. In this case the common ground comprises the knowledge about a cm. This example shows how fuzzy sets can
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The list of fuzzy primes can be found in Table  6 .
Category Semantic Prime Quantifiers MUTCH/MANY, SOME Evaluators GOOD, BAD Descriptors BIG, SMALL Time A LONG TIME, A SHORT TIME, FOR SOME TIME, MOMENT Space FAR, NEAR Logical MAYBE Table 6 List of fuzzy primes as part of the set of primes of NSM.
For more formal details the interested reader is advised to read the work of Novák [NOVAK,V. 2001] .
Semantic Decomposition
In this section we will propose a semi-automatic decomposition of meaning starting from a more complex concept and ending up with a description build upon semantic primes. The idea behind this decomposition is to structure the creation of ontologies and to specify a granularity of detail to which a concepts needs to be decomposed to be finegrained enough for an artificial reasoner. The description is build up on less complex concepts which themselves are decomposed in less complex concepts until the level of semantic primes is reached. Here an inherent assumption from the theory of NSM is that those semantic primes are the most basic concepts which build up meaning of the words in an language (its concepts). This is how monolingual dictionary work, meta languages like MOF and OWL and how Wierzbicka [WIERZBICKA,A. 2009 ] describes a mental lexicon. Further Mel'čuck calls this kind of dictionary an Explanatory combinatorial dictionary (ECD) [MELCUK,I. 2006 ]. We will build a hierarchical structure made up from concepts also referred to as lexical units. Those concepts include a lexical representation, the textual representation of a lexeme and a decomposition. Furthermore a concept includes all its inflections (all concepts which can be created by applying grammatical forms to a concept like eating, ate, eaten), all lexical paradigms for this concept (all concepts rooting from the same word stem like to dine, dinner) and all sub-categorization frames (like the valence which is the amount of parameters like ask, ask X, ask X for Y).
It is important to notice that this is not meant for natural language processing. The languages decomposed here are formal languages like OWL. Thus the ECD only contains concepts of this language and thus has the goal to be computer readable.
The task of building a concept even if it is composed of multiple words and the search for lexical paradigms and inflections is leaved to linguists and will not be subject to our work. Since the semantic primes are part of the metalanguage, an interpretation of those primes is not necessary as we have argued in a previous publication [FÄHNDRICH, J. 2013] . The prime 'KIND' for example is part of OWL and MOF. In both languages such a prime has the same interpretation 7 of tagging the inheritance of an object. Inheritance means that all properties, attributes and methods of the parent object are available to the child objects. This means that if we tell a reasoner that object B is a sub class of object A, the reasoner knows what to do, since the abstract prime 'KIND' is part of its language. 
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With decompositions we want to decompose every concept into those entities, which are known to the reasoner in a way that the meaning of the concept can be distilled from the meaning of the primes. One example of a decomposition could be the explanation of 'to go'. We take the English dictionary [WLATER,E. 2008] as reference for this decomposition: the meaning of 'to go' is defined as: 'to move from one place to another'. Figure 3 
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We now have a look on how such decomposition can be created and how automatisms might help. We identified the steps for a decomposition as described in the recursive Algorithm 1. The algorithm takes as input the concept that is subject to the decomposition and the set of primes. The decomposition is held in a knowledge base, which can be queried and is denoted 'concept.decomposition'. As a successful decomposition will always build a tree, the semantic primes are the leaves of such a tree and at the same point the termination criterion for the recursion.
The algorithm 1 reads as follows: Line 5 stores the definition of a word. Here we use a monolingual dictionary with additional intelligence, where the same definition is not used twice since, if multiple definitions exist, and on can not be decomposed another one is used. This is done until one definition is successfully decomposed or all fail and the algorithm asks for a manual decomposition. The choice of a definition can be left to the user. The manual choice of the definition to use for the decomposition overcomes the problem of ambiguity and is not modeled in this algorithm due to complexity reasons but is considered as part of the indeterministic choice of the definition. Such a dictionary can be an online dictionary like [WLATER,E. 2008] or DBPedia or some domain-specific dictionary like a medical encyclopedia.
Lines 6 to 9 validate whether one of the synonyms is a semantic prime or whether the concept itself is a prime (the set of synonyms always contains the concept itself). If so, the prime is added to the decomposition and the algorithm terminates.
Lines 10 to 13 checks if the concept of a synonym has already be decomposed. If so we add this decomposition instead of creating a new one. In this way we optimize the calculation effort by the means of memory and prevent to ask the user for a manual decomposition over and over again. Lines 14 to 17 is similar to line 6 to 9 for synonyms but instead with antonyms. If there is no synonym with a decomposition or which is a synonym of a prime, we can have a look at the antonyms. If we find an antonym which has a decomposition, or is itself a prime, we can add this prime or the decomposition of the antonym with a negation. In this way we
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Lines 17 to 21 are similar to line 10 to 13 but with antonyms.
Lines 22 to 27 complete the decomposition with additional facts. We can take the hypernyms and hyponyms as additional information sources. If we have a generalization, we can count on everything being true for the more general concept, on being true for our concept as well. Meaning that if a hypernym of the concept that is subject to decomposition has a decomposition we might add this decomposition since it applies to our concept as well. Thus, in the algorithm (lines 22 to 23) we add the decompositions of the hypernyms to our decomposition with the preamble 'ALL' since our 'KIND' relation is symmetric and with that, for example, all mice are rodents. If we have a specialization of a concept, which has a decomposition, we might add this decomposition to ours, with the preamble 'SOME' since this adds additional information for the reasoner regarding the classification of a concept (lines 24-27). In the example of our mouse we could add something like 'some rodents are mice' to the decomposition of rodents. The same argumentation can be done with hyponyms. If we have no decomposition yet, we need to start to create one by using a definition of the concept. Here we see a definition of a concept 'as an statement of the exact meaning of a [concept]' [WLATER,E. 2008] which we interpret in the following as: describing a complex concept with multiple less complex onse. By this interpretation at one point the decomposition becomes highly find-grained, consisting of very simple concepts, which can be decomposed using semantic primes.
Lines 28 to 34 describe the recursion of the algorithm. The use of the definition is done by the recursion in lines 28 to 34, where we again look at every concept of the definition and check if the concept is a prime or if we need to decompose it further. The main point to notice here is that the order of words of the definition is not change. The grammar is thus untouched and does not yet influence the decomposition. Further this means the decomposition is highly influenced by the quality of the dictionary.
Manual Decomposition
Now we want to analyze the manual parts of the algorithm: Those concepts which cannot be decomposed automatically need a manual decomposition. This part is not modeled due to simplicity reasons of this paper. There are multiple points, which can be handled semi-automatically. First the selection of the concept type. Here the word type needs to be specified. This parameter influences the definition selection as well as the search for synonyms, antonyms hpernyms and hyponyms. Second the selection of the definition. Here the sense of a word is selected. The user can select here which definition to use. In the example of 'well' this could be the meaning of 'in an satisfactory way' or 'a hole in the ground with water in it'. Third the decomposition of a concept which has no definition or where the definition is circular. This can be the case, if the word is not described in the dictionary. In this case, the decomposition stops at this prime and might only continue with the decomposition if a manual definition or decomposition is introduced. Fourthly the breadth of the recursion needs to be defined. This parameter specifies how many synonyms and antonyms are searched for in each decomposition step. Fifthly the amount of additional information included. This parameter specifies how many examples of hypernyms and hyponyms are included in the decomposition. Further the information sources need to be specified which includes the used dictionary and a mapping of the information sources to the information retrieval parts of the algorithm (line 1 to 5).
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Termination conditions
The termination of the algorithm 1 has been chosen in a way that the decompositions are kept as short and precise as possible. For some tasks this might be advantageous and the order of steps in the algorithm need to be changed appropriately. Algorithm 1 does not terminate if there are cyclic definitions in the used dictionary. Terminal behavior and a recognition when to ask for a manual decomposition will be discussed later.
The manner in which a decomposition is created depends -as always in ontology engineeringon the skills of the engineer, his domain and cultural background. Thus even with this strict framework of decomposition we might get different results for the same concepts. We postulate that those results differ in such a way that an artificial reasoner can create equivalence classes from those decompositions. This means that the decompositions might vary in different domains, by syntax and order of primes, which is irrelevant to the meaning the decomposition represents.
Example Decomposition
Now we will have a look at an example. In Figure 4 we illustrate an example of a decomposition of the concept to use in the sense of putting something to a purpose. In this example we decompose the concept use as verb and selected a definition out of the [WLATER,E. 2008 ].Here we neglect the modal particles like 'to'. The decomposition has been created by recursively applying the decomposition algorithm. The result is a relative short decomposition, because we did select the definitions which are used for the decomposition. Further we selected the words to use from the definition by hand.
The example from Figure 4 shows the feasibility of the decomposition. But there are still challenges, which need to be addressed. Next we will have a look at the remaining challenges:
The selection of the definition to be used, for the decomposition influences the meaning which is decomposed. Here the different information sources must use the same sense of the word, for the decomposition. In this way ambiguities are neglected. Circular definition in the dictionary lead to a non terminating behavior. There are many parameters, which need specification reaching from the depth of the search for i.e. synonyms and the recursion depth for crawling through the dictionary. Further manual decompositions are needed in case of a deadlock in the recursion of the algorithm. Here we need to find a way on how a human can be queried for his input.
Integration of context dependent meaning is not yet considered by our algorithm. If context dependent meaning needs to be described, or if the decomposition is context dependent, then context needs to be integrated into the recursion. Finally, we want to stress the need for an extension of a reasoner using those concepts to be able to interpret the primes. Here a context dependent meaning can be defined for the primes so that the decomposition can be reasoned upon. 
Conclusion
We have analyzed three common semantic description languages and compared their meta languages with the set of semantic primes taken from NSM. We have found that already many of the semantic primes are part of the three formal description languages depending on their focus. The semantic primes that are not yet part of the description languages have been collected in Table 5 . We have discussed the usefulness and potential interpretations of the different categories of the semantic primes, which broad forth that most categories are subject to research for artificial intelligence. Even so the languages for semantic descriptions do not include concepts for those categories like for instance probability. Then we introduced an algorithm for a semantic decomposition and illustrated in an example how the decomposition can be used to create structured ontologies.
The algorithm uses external data sources like domain specific dictionaries or DBPedia that are used to enrich a concept used in the description with additional semantic information. This can be seen as a step towards a language in which an artificial intelligence might 'think' to process for instance the planning step of an agent planner. Future work will include an in-depth analysis of those primes and their influence on the Description Logic of the language OWL. Here we want to examine which primes are useful for formal languages and define a set-theoretic semantic for each of them. Further, a practical evaluation of the decomposition algorithm will be analyzed to determine fitting parameters.
