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Abstract
Up to now a gap is evident in object systems of functional and procedural programming
languages. The most expressive object system developed in the family of functional lan-
guages is CLOS with its outstanding metaobject protocol. Its performance, however, does
not meet the users' needs. In the family of procedural languages the most ecient object
system developed is C++. But its support of central concepts of object-oriented program-
ming, such as specialization and generalization of object classes, is not sucient. This also
applies in some degree for Java.
Using Lisp as an example this thesis shows how ecient object systems can be designed
and implemented so that simple constructs have no overhead because of the presence of
complex concepts such as the metaobject protocol or the redenition of classes. In contrast
to former assumptions, this thesis proofs for the rst time that the above mentioned
concepts can be realized without embedding an interpreter or an incremental compiler in
the run-time environment. Therefore, they can also be supported in traditional compiler-
oriented programming languages such as Ada, Pascal, Eiel, C
++
, and Java.
Keywords: object systems, concepts of object-oriented programming, specialization,
generalization, metaobject protocol, redenition of classes, functional and procedural pro-
gramming languages, performance, interpreter, incremental compiler.
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Kurzfassung
Bisherige Objektsysteme funktionaler und imperativer Programmiersprachen weisen eine
L

ucke auf. Aus der funktionalen Tradition wurde das ausdrucksst

arkste Objektsystem
CLOS entwickelt, das insbesondere durch sein Metaobjektprotokoll hervorsticht, dessen
Performanz aber zu w

unschen

ubrig l

at. Auf der anderen Seite zeichnet sich C++ als
besonders ezient aus, unterst

utzt aber zentrale Konzepte objektorientierter Program-
mierung wie Spezialisieren und Generalisieren von Objektklassen nur unzureichend, was
abgeschw

acht auch f

ur Java gilt.
In dieser Arbeit wird am Beispiel von Lisp gezeigt, wie man eziente Objektsysteme un-
ter Ber

ucksichtigung des Verursacherprinzips so entwirft und implementiert, da einfache
Konstrukte keinen Overhead durch die Pr

asenz aufwendiger Konzepte, wie des Metaob-
jektprotokolls oder des Redenierens von Klassen, mittragen m

ussen. Entgegen bisherigen
Annahmen wird hier erstmals nachgewiesen, da diese Konzepte auch ohne Quellcode-
interpretation bzw. -kompilation zur Laufzeit realisiert und somit auch in traditionellen,
compiler-orientierten Programmiersprachen, wie Ada, Pascal, Eiel, C
++
und nat

urlich
Java, unterst

utzt werden k

onnen.
Schlagw

orter: Objektsystem, Konzepte objektorientierter Programmierung, Speziali-
sieren, Generalisieren, Metaobjektprotokoll, Redenieren von Klassen, funktionale und
imperative Programmiersprachen, Performanz, Quellcodeinterpretation, Kompilation zur
Laufzeit.
vi
Zusammenfassung
Objektorientierte Sprachkonstrukte kann man inzwischen in fast allen Programmierspra-
chen nden. Bei genauerer Betrachtung stellt man jedoch fest, da es weder einen Konsens

uber die zu unterst

utzenden Konzepte noch eine einheitliche Terminologie gibt.
Im Spektrum objektorientierter sowie funktionaler und imperativer Programmiersprachen
mit entsprechenden objektorientierten Erweiterungen lassen sich zwei Entwicklungsstr

ange
identizieren. Der eine Strang ist vom Bem

uhen um problemad

aquate Ausdrucksmit-
tel gepr

agt, oft unter Vernachl

assigung des Performanzaspekts. Hierzu z

ahlen Sprachen
wie Smalltalk und CLOS. Der andere Strang stellt Ezienzfragen in den Vordergrund
und ber

ucksichtigt Erkenntnisse und Anforderungen aus der objektorientierten Wissens-
repr

asentation nur unzureichend. Hier ist vor allem C++, aber auch Java zu nennen. Es
stellt sich daher die Frage, ob die L

ucke zwischen den beiden Str

angen geschlossen und der
Gegensatz zwischen Erfordernissen einer problemad

aquaten und somit anwendungsnahen
objektorientierten Sprache und den Restriktionen einer f

ur die gegenw

artige Rechnerge-
neration ezient implementierbaren Sprache

uberwunden werden kann.
Das Ziel dieser Arbeit ist also der Entwurf und die Implementierung von Objektsystemen
f

ur funktionale und imperative Programmiersprachen, die den Anforderungen komplexer
Anwendungen bez

uglich konzeptueller Klarheit, Flexibilit

at und Ezienz standhalten. Am
Beispiel von Lisp mit seinen bekanntesten Objektsystemen Flavors und CLOS wird
hier schrittweise gezeigt, wie man die Ezienz dieser Objektsystemen verbessern kann,
ohne ihre wesentlichen objektorientierten Konzepte aufzugeben und auf das Niveau von
C++ zur

uckzufallen. Allerdings mu signikanten Ezienzverbesserungen eine kritische
Reektion dieser Konzepte vorausgehen.
Ausgehend von den Deziten existierender Objektsysteme sowie den Anforderungen kom-
plexer, insbesondere wissensbasierter, Systeme habe ich 12 Kriterien formuliert, an denen
alle Entwurfsentscheidungen zu messen sind: Abstraktion, Klassikation, Spezialisierung,
Komposition, Modularisierung, Orthogonalit

at, Einfachheit, Reektion, Erweiterbarkeit,
Robustheit, Ezienz und das Verursacherprinzip.
Diese Kriterien m

ussen auf unterschiedliche Weise ber

ucksichtigt werden. Die Un-
terst

utzung der Klassikation, der Spezialisierung, der Reektion und der Erweiterbar-
keit ist die ureigenste Aufgabe eines Objektsystems. Komposition und Modularisierung
stellen dazu orthogonale Prinzipien dar. Ein Modulkonzept sollte zus

atzlich zum Objekt-
system vorhanden sein und es sollte benutzt werden, um das Objektsystem zu modularisie-
ren. Orthogonalit

at und Einfachheit beziehen sich auf die Gestaltung der Grundkonzepte
und entsprechender Sprachkonstrukte. Ein Objektsystem mu robust gegen

uber seinen
Erweiterungen sein. Reektions- und Spezialisierungsmittel d

urfen die Integrit

at des Ob-
viii
jektsystems und seiner Anwendungen nicht gef

ahrden. Die Ezienz eines Objektsystems
bezieht sich vor allem auf die statische und dynamische Objekterzeugung, auf Feldzugrie
und den generischen Dispatch einschlielich der Methodenkombination. Um ein ezientes
Verhalten komplexer Systeme zu erreichen, brauchen Programmierer ein transparentes Ef-
zienzmodell der Programmiersprache. Die Sprachkonstrukte des Objektsystems m

ussen
daher das Verursacherprinzip einhalten und dieses dem Programmierer bewut machen.
Schlielich mu das Sprachdesign verschiedene Implementierungstechniken unterst

utzen,
um eine umfassende Ezienz zu erm

oglichen.
Auf der Grundlage dieser Kriterien und der bisherigen Objektsysteme habe ich objektori-
entierte Sprachkonzepte f

ur TEO entwickelt, die zum einen bessere Ausdrucksm

oglich-
keiten schaen und zum anderen ezienter implementierbar sind, z. B. im Vergleich zu
CLOS.
Objektorientierte Sprachkonzepte lassen sich unter vier Aspekten diskutieren: der
Objektstruktur, dem Objektverhalten, der Vererbung und der Reektion. Die ersten drei
Aspekte k

onnen in einer Ebene behandelt werden, der sogenannten Objektebene. Die Ob-
jektstruktur und das Objektverhalten sind der Gegenstand von Vererbungskonzepten.
Mit der Reektion wird eine weitere Ebene betreten, die sogenannte Metaobjektebene.
Zusammen erh

alt man eine metareektive Systemarchitektur. Auf der Metaobjektebene
werden Metaobjekte zu Objekten erster Ordnung. Wie man auf der Objektebene seine
Anwendungsklassen erweitert und spezialisiert, so kann man auf der Metaobjektebene das
Objektsystem der Programmiersprache erweitern und spezialisieren. Diese neue Dimen-
sion objektorientierter Programmierung wurde bisher nur in CLOS richtig unterst

utzt.
Irrt

umlicherweise glaubte man bisher, als Voraussetzung daf

ur die Quellcodeinterpretation
bzw. -kompilation zur Laufzeit zu ben

otigen. Mit dieser Arbeit habe ich erstmals nachge-
wiesen, da dies nicht der Fall ist. Damit sind die Grundlagen geschaen worden, um die
Konzepte der Spracherweiterungsprotokolle auch in traditionellen, compiler-orientierten
Programmiersprachen, wie Ada, Pascal, Eiel, C
++
und nat

urlich Java, zu unterst

utzen.
Die Klassikation der Struktur und des Verhaltens von Objekten steht im Mittelpunkt
objektorientierter Programmierung. Mit der Unterst

utzung des Generalisierens und Spe-
zialisierens von Objektklassen wird die Hauptaufgabe eines Objektsystems angesprochen:
 Um die Objektstruktur spezialisieren zu k

onnen, m

ussen die Felder der Superklas-
sen ererbt und ihre Annotationen wie z. B. der Default-Wert spezialisiert werden
k

onnen. Dies ist weder in Smalltalk noch in C
++
noch in Java m

oglich. In diesen
Sprachen k

onnen nur neue Felder deniert werden, ererbte Felder werden unspezia-
lisiert

ubernommen.
 Um das Objektverhalten spezialisieren zu k

onnen, m

ussen Methoden der Superklas-
sen ererbt und speziellere Methoden deniert werden k

onnen. Dabei mu es m

oglich
sein, die ererbte Methode auf abstrakte Weise wiederzuverwenden und zu erg

anzen.
Dazu braucht man mindestens die einfache (explizite) Methodenkombination mit
callNextMethod als die Generalisierung von super() aus Smalltalk sowie inner
aus BETA. Dies ist in C
++
nicht gegeben. Im Unterschied zu CLOS unterschei-
de ich in TEO zwischen expliziter und impliziter Methodenkombination, um z. B.
Java-Konstruktoren nicht als Einzelfall, sondern als Methoden mit impliziter Me-
thodenkombination zu subsumieren.
ix
Die Vererbung regelt, wie das Generalisieren und Spezialisieren von statten geht. Als ein
wesentliches Resultat dieser Arbeit wurde die Mixin-Vererbung entwickelt, um die Nach-
teile der einfachen und (allgemeinen) multiplen Vererbung zu

uberwinden. Dabei wird
zwischen wesentlichen und zus

atzlichen Aspekten von Objekten unterschieden. Letztere
k

onnen mehrfach ererbt werden, in Analogie zur Aneinanderreihung mehrerer Adjektive
in der nat

urlichen Sprache:
 Basisklassen, die wesentliche Aspekte repr

asentieren, bilden untereinander eine ein-
fache Vererbungshierarchie.
 Mixin-Klassen, die zus

atzliche Aspekte repr

asentieren, k

onnen mehrfach geerbt wer-
den. Allerdings kann eine Basisklasse nur disjunkte Mixin-Klassen erben.
Eziente Implementierungen von Objektsystemen setzen ein entsprechendes Sprach-
design voraus. Dieses sollte idealerweise f

unf Implementierungstechniken unterst

utzen:
 Modul-Kompilation,
 Applikations-Kompilation,
 inkrementelle Kompilation,
 Bytecode-Kompilation bzw. -Interpretation und
 Einbettungstechnik.
Dabei kann die Bytecode-Kompilation auch unter der Modul-Kompilation subsumiert
werden. Auerdem protiert die Einbettungstechnik von allen Formen der Kompilation
der Basissprache. Da auch Sprachen der Lisp-Familie von der Modul- und Applikations-
Kompilation protieren k

onnen, wurde im Projekt APPLY nachgewiesen. Der daf

ur not-
wendige Verzicht auf Quellcodeinterpretation und -kompilation zur Laufzeit reicht im Prin-
zip aus, um traditionelle Kompilationstechniken erfolgreich anzuwenden. Im Verzicht auf
Quellcodeinterpretation liegt auch der Schl

ussel f

ur die Ezienz meiner Implementierung.
Im Unterschied zuCLOS, da mit seinen Redenitionsm

oglichkeiten prim

ar auf inkremen-
telle Kompilation ausgerichtet ist, unterst

utzt TEO alle genannten Implementierungs-
techniken. Insbesondere tr

agt die strikte Unterscheidung zwischen Sprachkonstrukten der
Objekt- und der Metaobjektebene sowie die Modularisierung des Metaobjektprotokolls
dazu bei, auch die Modul- und Applikations-Kompilation zu unterst

utzen, was ein Novum
f

ur metareektive Objektsysteme darstellt.
Aber selbst mit der Einbettungstechnik und ohne explizite Verwendung des inkremen-
tellen Compilers ist meine TEO-Implementierung insgesamt ezienter als die derzeit
besten kommerziellen CLOS-Realisierungen. Dies ist das Resultat eines konsequenten
Sprachdesigns und einer einfachen Implementierungstechnik unter Beachtung des Ver-
ursacherprinzips. Dies hat insbesondere am Beispiel des Redenitionskonzepts in TEO
dazu beigetragen, den entsprechenden Overhead auf Objekte zu beschr

anken, die diese
Funktionalit

at auch wirklich ben

otigen. Dar

uberhinaus konnte die Objekterzeugung und
die Methodenkombination in TEO wesentlich ezienter realisiert werden als in CLOS.
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Kapitel 1
Einleitung
A complex system that works is invariably found to have
evolved from a simple system that worked. ... A complex sy-
stem designed from scratch never works and cannot be patched
up to make it work. You have to start over, beginning with a
working simple system.
Gall, J. 1986. Systemantics: How Systems
Really Work and How They Fail. 2. Au.,
Ann Arbor, MI: The General Systemantics
Press, S. 65.
[
Booch, 1991
]
.
1.1 Motivation
Objektorientierte Sprachkonstrukte kann man inzwischen in fast allen Programmierspra-
chen nden. Leider gibt es immer noch keinen Konsens dar

uber, was ihre Essenz ausmacht,
welche Aufgaben sie unterst

utzen sollen und wie sie gegen

uber anderen Paradigmen ab-
gegrenzt werden k

onnen. Bei genauerem Hinsehen stellt man schnell fest, da es keine
einheitliche Terminologie objektorientierter Sprachkonstrukte gibt. F

ur gleiche Konzepte
werden unterschiedliche Begrie verwendet und dieselben W

orter bezeichnen unterschied-
liche Konzepte in verschiedenen Programmiersprachen.
Historisch gesehen kann man auch bei objektorientierten Programmiersprachen zwei Ent-
wicklungsstr

ange identizieren. Der eine Strang war vom Bem

uhen um problemad

aquate
Ausdrucksmittel gepr

agt, oft unter Vernachl

assigung des Performanzaspekts. Der andere
Strang stellte Ezienzfragen in den Vordergrund und lie Erkenntnisse und Anforderungen
aus der objektorientierten Wissensrepr

asentation unber

ucksichtigt. Beispielsweise w

urde
man Smalltalk dem ersten Strang zuordnen, w

ahrend C++ eindeutig zum zweiten Strang
geh

ort.
In Lisp, das klar dem ersten Strang zuzuordnen ist, haben Objektsysteme eine lange Tra-
dition, weil Lisp besonders einfach erweiterbar ist und nahezu uneingeschr

ankte M

oglich-
keiten zur Programm- und Datenabstraktion bietet. Dadurch konnte man mit Lisp als
Basissprache sehr schnell ein breites Spektrum objektorientierter Konzepte, bis hin zu
m

achtigen Wissensrepr

asentationssprachen, erforschen und praktisch validieren. Den Sta-
tus eines Standards hat hier CLOS als Nachfolger der Systeme loops und Flavors
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erreicht. Das innovative an CLOS im Vergleich zum Smalltalk-

ahnlichen Flavors ist die
bessere Integration objektorientierter und funktionaler Sprachmittel sowie sein Spracher-
weiterungsprotokoll, auch Metaobjektprotokoll genannt. Beim Entwurf von CLOS wurde
jedoch zu wenig auf die semantische Klarheit und die Orthogonalit

at der Sprachkonstrukte
geachtet, was einen schlechten Programmierstil beg

unstigt und zu schwer verst

andlichen
Programmen f

uhren kann. Die Funktionalit

at von CLOS, wie auch von CommonLisp
insgesamt, wurde zu stark auf die Programmentwicklung ausgerichtet, so da keine siche-
ren statischen Programmanalysen und nur wenige globale Optimierungen durch Compiler
m

oglich sind. Im Vergleich zu objektorientierten Programmiersprachen des zweiten Strangs
wie C++, die viel leichter traditionelle Compilerbautechniken einsetzen k

onnen, f

uhrt dies
im Ergebnis zu inh

arenter Inezienz der Anwendungen. Laufzeit kann nur auf Kosten der
Robustheit verbessert werden und der Speicherbedarf des Laufzeitsystems ist immens, weil
es den Compiler und den Interpreter mitenthalten mu.
Auf der anderen Seite stellen Sprachen wie C++ f

ur viele Anwendungsbereiche, wie
z. B. wissensbasierte Systeme, keine akzeptable Alternative dar. Die Gr

unde hierf

ur sind
vielf

altig: es beginnt mit der fehlenden automatischen Speicherverwaltung, setzt sich fort
mit dem Erbe aus C wie der M

oglichkeit, Pointer zu manipulieren mit allen negativen
Konsequenzen, und endet mit der unzureichenden Unterst

utzung des Spezialisierens und
Generalisierens von Softwarebausteinen, des Hauptmerkmals objektorientierter Program-
mierung. Mit dem Boom des Internets und der einhergehenden Etablierung von Java gibt
es zwar eine C++-

ahnliche Alternative bzgl. der beiden erstgenannten Probleme. Weite-
re Anforderungen an eine problemorientierte Programmiersprache wie syntaktische und
funktionale Erweiterbarkeit der Sprache werden jedoch auch von Java nicht erf

ullt. Und
auch die objektorientierten Konzepte von Java weisen deutliche Dezite auf. Insbesonde-
re ist hier die Vermischung der Mittel zur Modularisierung mit denen zur Klassizierung,
das Shadowing von Instanzvariablen und der Methodendispatch zu nennen. Auch wenn in
der

uberarbeiteten Sprachversion JDK1.1 die reektiven Sprachmittel deutlich erweitert
wurden, ist ihre Spezialisierung jedoch nicht m

oglich. Das Java-Objektsystem ist somit
nicht spezialisierbar und f

ur die Einbettung h

oherer Modellierungssprachen ungeeignet.
Es stellt sich somit die Frage, ob die L

ucke zwischen den beiden Str

angen geschlossen
und der Gegensatz zwischen Erfordernissen einer problemad

aquaten und somit anwen-
dungsnahen objektorientierten Sprache und den Restriktionen einer f

ur die gegenw

artige
Rechnergeneration ezient implementierbaren Sprache

uberwunden werden kann.
Als Antwort auf diese Frage wurde ein neuer Lisp-Dialekt EuLisp entwickelt. EuLisp
verbindet traditionelle St

arken von Lisp als einer funktional-imperativen, syntaktisch er-
weiterbaren Sprache mit bew

ahrten Konzepten anderer Programmiersprachen. Es bietet
ein Modulkonzept und weist selbst eine modulare Architektur auf. Es stellt einfache Me-
chanismen f

ur nebenl

auge und verteilte Berechnungen sowie ihre Synchronisation zur
Verf

ugung. Ein Konzept f

ur die Ausnahmebehandlung unterst

utzt die Realisierung aus-
fallsicherer Software. Sein Objektsystem TEO, das ich als Resultat dieser Arbeit pr

asen-
tiere, ist integraler Bestandteil der Sprache. Es greift die objektorientierten Grundideen
aus CLOS auf und stellt eine vergleichbare Funktionalit

at unter Ber

ucksichtigung des Ver-
ursacherprinzips zur Verf

ugung. Im Gegensatz zu CLOS enth

alt TEO keine Sprachkon-
strukte, die den Einsatz traditioneller Compilerbautechniken verhindern. Durch Modul-
und Komplettkompilation kann f

ur objektorientiert implementierte Applikationen in Eu-
Lisp schlielich die gleiche Laufzeit- und Speicherezienz erreicht werden, wie in C++.
1.1 Motivation 3
Aber auch die portable Implementierung von TEO in CommonLisp weist eine deutlich
bessere Performanz als CLOS auf. Abbildung 1.1 zeigt den Kontext dieser Arbeit im Ab-
stammungsbaum funktionaler, imperativer und objektorientierter Programmiersprachen.
Funktionale Sprachen Imperative Sprachen
Objektorientierte Sprachen
1960
1970
1980
1990
2000
1960
1970
1980
1990
2000
Fortran
Algol 60Lisp 1.5 
Smalltalk-72
Smalltalk-80
Simula 67
Common Lisp
Scheme
ML
ISWIM
Modula-2
Flavors
Interlisp
EuLisp
Dylan
C ++
Algol 68
BCPL
CLOS
ΤΕΛΟΣ
MCS
MCS
Java
MCF
PMFS
MFS
λ
C
CPL
ANSI C
Common Lisp C++
C++
C++
Actors
MacLisp
Loops
ObjVLisp
EuLisp
Pascal
PL/I
Beta
Eiffel
Oberon
Ada
Ada 95
Miranda
Haskell
Hope
SML
Scheme
Ilog-Talk
Zetalisp
Scheme
Abbildung 1.1: Abstammungsbaum funktionaler, imperativer und objektorientierter Pro-
grammiersprachen.
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1.2 Ziel und Arbeitshypothese
Das Ziel dieser Arbeit ist der Entwurf von Objektsystemen f

ur funktionale und imperati-
ve Programmiersprachen sowie ihre portable Implementierung als Erweiterung von Lisp,
die den Anforderungen komplexer Anwendungen bez

uglich konzeptueller Klarheit, Flexibi-
lit

at und Ezienz standhalten. Ausgehend von Flavors undCLOS werde ich schrittweise
zeigen, wie man die Ezienz von Objektsystemen verbessern kann, ohne die wesentlichen
objektorientierten Konzepte aufzugeben. Allerdings gehe ich in meiner Arbeitshypothe-
se davon aus, da signikanten Ezienzverbesserungen eine kritische Reektion dieser
Konzepte vorausgehen mu.
Ausgehend von den Anforderungen komplexer Anwendungen in ihrem Software-
Lebenszyklus sind klare Entwurfskriterien f

ur das Objektsystem zu erarbeiten. Es mu
diskutiert werden, welche Analyse- Design- und Programmiertechniken durch konkrete
Sprachkonstrukte unterst

utzt werden sollen. Als das wichtigste Konzept objektorientier-
ter Sprachen sehe ich die Vererbung an. Hierf

ur soll eine L

osung gefunden werden, die das
Spezialisieren und Generalisieren von Softwarebausteinen unterst

utzt und den Gegensatz
zwischen einfacher und multipler Vererbung

uberwindet.
Als weitere Annahme meines Ansatzes lege ich die Erkenntnis zugrunde, da problem-
orientierte Sprachen nicht ein f

ur alle mal und f

ur alle Problemklassen entworfen werden
k

onnen. Mit dem Versuch, ein vollst

andiges und abgeschlossenes Objektsystem zu entwer-
fen, k

onnen die gesetzten Ziele daher nicht erreicht werden. Vielmehr kommt es darauf an,
einen einfachen und ezienten Objektsytemkern zu konstruieren, der f

ur die jeweiligen
Bed

urfnisse spezialisiert werden kann. Dies ist die Grundidee eines Spracherweiterungs-
protokolls (engl. metaobject protocol).
Bisherige Spracherweiterungsprotokolle wie das CLOS MOP verhinderten aber die Kom-
plettkompilation sie nutzender Anwendungen. In dieser Arbeit soll gezeigt werden, wie
man Spracherweiterungsprotokolle so entwirft, da sie mit der Komplettkompilation ver-
tr

aglich sind und deshalb die Performanz komplexer Anwendungen signikant verbessern.
Den experimentellen Rahmen dieser Arbeit bildet die Familie der Lisp-Sprachen. Vor dem
Hintergrund konkreter Anforderungen einer realen Anwendung, der KI-Werkbank BA-
BYLON in ihrer Entwicklung vom Forschungsprototypen zum kommerziellen Produkt
babylon, habe ich zwei Objektsysteme f

ur CommonLisp entworfen und implementiert:
MCS 0.5 und MCS 1.0. Aus den gewonnenen Erfahrungen und Erkenntnissen wurde
unter meiner Federf

uhrung das Objektsystem TEO f

ur EuLisp deniert. Dabei mu-
te keine R

ucksicht auf die Kompatibilit

at mit einer existierenden Sprache wie bei MCS,
CLOS oder auch bei C++ genommen werden. Daher spiegeln die Sprachkonstrukte von
EuLisp die von mir erarbeiteten objektorientierten Konzepte am besten wider. Diese
Konzepte sind das wichtigste und auf andere funktionale und imperative Sprachen

uber-
tragbare Ergebnis, das ich im Vergleich mit Java diskutieren werden. Ohne den Fundus
an durchgef

uhrten Experimenten h

atte es jedoch nicht erzielt werden k

onnen.
Schlielich mu eine vielleicht trivial erscheinende Grundhypothese dieser Arbeit genannt
werden, die oensichtlich nicht von allen geteilt wird, wenn man die Spezikation von
CLOS betrachtet. Es ist die

Uberzeugung, da einfache Sprachmittel letztlich besser als
komplizierte sind, weil sie das Software-Engineering von der Analyse bis zur Wartung
besser unterst

utzen und erleichtern. Nur wenn die Grundbausteine und -mechanismen
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von Programmiersprachen einfach sind, kann die inh

arente Komplexit

at von Software-
Systemen beherrschbar werden. Damit verbunden ist das Verursacherprinzip: aufwendige
Funktionalit

at, die nicht in Anspruch genommen wird, darf auch nichts kosten. Und wenn
sie in Anspruch genommen wird, sollen auch nur an dieser Stelle h

ohere Kosten entstehen.
Dies wird auch als die Forderung nach einem f

ur Programmierer transparenten Ezienz-
modell der Sprachkonstrukte bezeichnet. Das Verursacherprinzip soll unter anderem am
Beispiel der aus CLOS bekannten Redenitionsm

oglichkeiten demonstriert werden.
1.3 Hintergrund und Aufbau der Arbeit
Diese Arbeit ist im Kontext meiner Projektt

atigkeit im Forschungsbereich K

unstliche In-
telligenz der GMD - Forschungszentrum Informationstechnik GmbH entstanden. Gerade
beim Design einer Programmiersprache sorgt die unmittelbare Umgebung, in der der Be-
darf an objektorientierten Sprachkonstrukten entsteht, f

ur ihre bewute Ausrichtung auf
die praktisch relevanten Fragen. Damit ist auch klar, welche Klasse von Anwendungen im
Fokus meiner Arbeit stand: Im Unterschied zu C
++
mit seiner N

ahe zu Betriebssyste-
mentwicklungen waren es hier Systeme der K

unstliche Intelligenz. Die unterschiedlichen
Resultate d

urfen daher nicht verwundern.
Da Lisp eine starke Tradition in der K

unstliche Intelligenz Forschung hat, ist hinl

ang-
lich bekannt. Die meisten gr

oeren KI-Systeme wurden in Lisp implementiert. Als die auf
Lispmaschinen entwickelte KI-Werkbank BABYLON auf andere Rechner- und Betriebs-
systemplattformen portiert werden sollte, stellte sich die Frage nach einem portablen und
ezienten Objektsystem, das mit Flavors kompatibel war. Bei der sp

ateren Entwicklung
des kommerziellen Produkts babylon war dann die Kompatibilit

at mit CLOS gefragt. Mit
MCS 0.5 gelang es mir, die Laufzeitezienz von BABYLON gegen

uber vorher benutzten
Objektsystemen wieWFS undMCF bis zu einem Faktor 100 zu verbessern, und zwar bei
gleichzeitig geringerem Speicherbedarf. Die Verbesserung betraf sowohl die Entwicklungs-
als auch die Ausf

uhrungszeiten von BABYLON-Wissensbasen. Im n

achsten Schritt wurde
eine zu CLOS kompatible Version von MCS realisiert, die dann auch im Produktprojekt
babylon eingesetzt wurde, weil sie ezienter als verf

ugbare kommerzielle Systeme war.
Im Rahmen des APPLY-Projekts habe ich sp

ater intensiv mit Kollegen aus dem Compi-
lerbau der Universit

at Kiel und der FhG ISST Berlin zusammengearbeitet. Dabei ging es
um die Komplettkompilation von Lisp
[
Bretthauer et al., 1994
]
.
Neben der Entwicklung von MCS habe ich mich intensiv an der Denition von EuLisp
beteiligt. Unter meiner Federf

uhrung und unter Beteiligung weiterer Kollegen in der Eu-
Lisp Working Group konnte eine

uberarbeitete Version von TEO als Teil von EuLisp
0.99 speziziert und in
[
Bretthauer et al., 1992
]
sowie
[
Padget et al., 1993
]
ver

oentlicht
werden.
Meine Referenzimplementierung von TEO in CommonLisp, genannt Celos, diente als
Implementierungsbasis f

ur das Wissensrepr

asentationssystem TINA. J

urgen Kopp hat in
seiner Dissertation
[
1996a
]
die Vorteile der Realisierung von TINA durch Wiederverwen-
den und Erweitern von TEO ausf

uhrlich dargestellt. Die von EuLisp bereitgestellten
Sprachmittel wurden dabei theoretisch und praktisch

uberpr

uft und best

atigt.
Meine Arbeit ist in zwei Teile gegliedert. Der erste Teil enth

alt diese Einleitung, das Sze-
nario, den Stand der Technik und die entwickelten Konzepte f

ur den Entwurf und die
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Implementierung ezienter Objektsysteme. Dies sind die Kapitel 1 bis 5. Danach kommt
der experimentelle Teil der Arbeit, in dem drei konkrete Objektsysteme mit entsprechen-
den Performanzmessungen vorgestellt werden (Kapitel 6 bis 8). Abschlieend folgt eine
Zusammenfassung der Ergebnisse und der Ausblick auf k

unftige Arbeiten auf diesem Ge-
biet.
Nun k

onnte die Frage aufkommen, warum es drei Objektsysteme sein m

ussen? Kann
man die relevanten Ergebnisse nicht schon mit einem Objektsystem zeigen? Und worin
unterscheiden sich die drei Systeme?
Ich habe mich f

ur diese Darstellung entschieden, weil sie den tats

achlichen Weg vom Pro-
blem zum L

osungsansatz und schlielich zum Endergebnis am besten trit. Das Design
und die Implementierung ezienter Objektsysteme k

onnen am besten als ein inkrementel-
ler Proze verstanden werden. Dabei habe ich mich bem

uht, Redundanzen zu vermeiden
und gleichzeitig jedes Kapitel als eigenst

andige Einheit lesbar zu machen.
Kapitel 2
Wie entwirft man eziente
Objektsysteme?
I will assert that the hardest part in any design is deciding what
it is you want to design.
Frederick P. Brooks, Jr. 1993. Keynote ad-
dress: Language Design as Design, The Se-
cond History of Programming Languages
Conference (HOPL-II),
[
Brooks, 1996
]
.
Den

ubergeordneten Rahmen f

ur diese Arbeit bilden der Entwurf und die Implementie-
rung von universellen h

oheren Programmiersprachen im Hinblick auf die Anforderungen
komplexer, insbesondere wissensbasierter Systeme. Performanz ist dabei ein besonders
wichtiges Kriterium. Das Komplexit

atsproblem stellt sich hier nicht nur im engeren al-
gorithmischen Sinn, vielmehr ist es umfassend im Blick auf die Aufgaben der Software-
Entwickler zu verstehen. Entsprechend ist auch Ezienz ein vielschichtiges Ziel. Ich gehe
von der Grundannahme aus, da universelle Sprachen, die nicht nur einen Programmierstil
unterst

utzen, eine deutlich h

ohere praktische Relevanz f

ur wissensbasierte Systeme sowie
f

ur komplexe Anwendungen generell besitzen, als puristische Ans

atze, die prim

ar zu einer
fundierten Theoriebildung beitragen.
Im Mittelpunkt meiner Betrachtungen stehen die objektorientierten Sprachanteile einer
Programmiersprache, die man zusammenfassend auch als das Objektsystem einer Program-
miersprache bezeichnet. Dazu orthogonale Sprachaspekte m

ussen nat

urlich auch ber

uck-
sichtigt und aufeinander abgestimmt werden; sie bilden jedoch nicht den Schwerpunkt die-
ser Arbeit. Die generellen Fragen des Designs und der Implementierung objektorientierter
Sprachmittel werden f

ur die Familie der Lisp-Sprachen konkretisiert. Die gewonnenen Er-
kenntnisse gelten jedoch generell f

ur funktionale und imperative Programmiersprachen.
Lisp habe ich gew

ahlt, weil es als eine problemorientierte Sprache immer noch eine her-
ausragende Stellung bei der Konstruktion wissensbasierter Systeme hat. Andere Sprachen,
die traditionell eher als maschinenorientiert zu bezeichnen sind, wie C und C++, erf

ullen
von ihren Ausdrucksm

oglichkeiten her nur unzureichend die Anforderungen dieser Anwen-
dungsklasse. Ausgehend von CommonLisp mit Flavors und CLOS wird eine Alternati-
ve f

ur EuLisp entwickelt, die einfacher, zuverl

assiger und ezienter implementierbar ist.
Abschlieend wird die Programmiersprache Java an den hier gesetzten Entwurfskriterien
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gemessen und mit EuLisp verglichen.
Will man Sprachkonstrukte zielgerichtet entwickeln und ein optimales Kosten-/Nutzen-
verh

altnis erreichen, so mu ber

ucksichtigt werden, da sie von Programmierern in einem
Handlungskontext verwendet werden. Dieser bestimmt die Kriterien und Leitlinien f

ur
ihren Entwurf und ihre Implementierung. Jede Phase im Software-Lebenszyklus komplexer
Anwendungen mu ihre besondere Ber

ucksichtigung nden.
Die Erfahrungen mit der Entwicklung und dem Einsatz von Software lehren, da die
Beherrschung der Komplexit

at ein zentrales Problem darstellt. Objektorientierte Sprach-
mittel sind ein Beitrag zur L

osung dieses Problems, sie sind der Gegenstand dieser Arbeit.
Nat

urlich sind sie nicht das Allheilmittel, um das ganze Problem zu l

osen, wie es auch
andere Ans

atze, wie z.B. CASE, nicht sind.
Die Wiederverwendung von Software ist ein vielzitiertes Schlagwort bei der Suche nachWe-
gen aus der sogenannten Software-Krise
[
Wirth, 1994
]
. Diese Arbeit zeigt, welchen Beitrag
objektorientierte Sprachmittel zur Wiederverwendbarkeit leisten k

onnen, wo ihre Grenzen
diesbez

uglich liegen und welche Aspekte an anderer Stelle, z.B. von Betriebssystemen
oder sogenannter middleware, aufgegrien und gel

ost werden m

ussen. Eine objektorien-
tierte Sprache sollte so entworfen werden, da nicht nur damit realisierte Anwendungen
wiederverwendet werden k

onnen, sondern auch die Programmiersprache selbst bzw. ihr
Objektsystem. Dazu m

ussen zun

achst immer wiederkehrende Aufgabenstellungen bei der
Realisierung komplexer Anwendungen identiziert werden. Dann k

onnen entsprechende
L

osungsmuster in einer Programmiersprache angeboten werden, die erweiterbar und an
ein konkretes Problem anpabar sind.
Gesichtspunkte des Software-Engineering (SE) spielen bei den folgenden Diskussionen und
Entwurfsentscheidungen eine wichtige Rolle, sind aber selbst nicht Gegenstand dieser Ar-
beit. Vielmehr werden die allgemeinen Grunds

atze des Software-Engineering im konkreten
Kontext pragmatisch angewandt. Dabei beziehe ich mich auf
[
Jalote, 1997
]
, was die all-
gemeinen SE-Methoden angeht, und auf
[
Booch, 1994
]
, wenn es um die speziellen objekt-
orientierten SE-Methoden geht.
Im Zusammenhang mit der Komplexit

at von Anwendungen stellt sich auch immer wieder
die Frage nach ihrer Performanz. Die Sprachmittel einer Programmiersprache garantieren
noch nicht die Ezienz von Anwendungen, aber sie erm

oglichen und unterst

utzen bzw.
erschweren oder verhindern sie. Oft entscheidet auch nicht die prinzipielle, sondern die
praktische Machbarkeit bzw. eine bestimmte Tradition des Compiler- und Interpreterbaus
f

ur eine Sprachfamilie

uber den Grad ihrer Speicher- und Laufzeitezienz.
Als Implementierungstechnik habe ich die portable und inkrementelle Spracherweiterung,
auch Spracheinbettung genannt, gew

ahlt. Dennoch werden die Techniken des traditionellen
Compilerbaus den Sprachentwurf signikant beeinussen, weil sie wesentlich weiterreichen-
de Programmoptimierungen erlauben. Insbesondere soll Modul- und Komplettkompilation
erm

oglicht und unterst

utzt werden. Das Ergebnis m

undet in die Spezikation von TEO
in EuLisp sowie in seine Referenzimplementierung Celos.
Um die Anwendungen zu charakterisieren, die von den hier entwickelten L

osungen pro-
tieren sollen, stelle ich zun

achst drei Beispiele vor. Anschlieend werden die verschiedenen
Phasen des Software-Lebenszyklus im Hinblick auf ihre Sprachanforderungen diskutiert.
Daraus werden dann die Kriterien f

ur objektorientierte Programmiersprachen abgeleitet,
die sp

ater als Melatte zur Bewertung der L

osungen dienen werden.
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2.1 Beispiele komplexer Softwaresysteme: BABYLON, TI-
NA, KIKon
Als begleitendes Referenzbeispiel f

ur diese Arbeit dient haupts

achlich die KI-Werkbank
BABYLON. Sie liefert die experimentelle Basis f

ur die Performanzmessungen und Ver-
gleiche mit anderen Objektsystemen. Dar

uberhinaus wurde das Endergebnis Celos zur
Realisierung des Wissensrepr

asentationssystems TINA verwendet. Als weiteres Beispiel
stelle ich KIKonL vor, das der ressourcenorientierten Modellierung von Telekommunika-
tionsdiensten und -komponenten dient.
Am Beispiel BABYLONwird der gesamte Softwarelebenszyklus einer komplexen An-
wendung betrachtet. Alle drei Beispiele machen deutlich, welche Vorteile man erlangt,
wenn eine objektorientierte Modellierungssprache als Erweiterung und Spezialisierung ei-
ner objektorientierten Programmiersprache realisiert werden kann. Dar

uberhinaus k

onnen
nat

urlich weitere komplexe Softwaresysteme genannt werden, die von Ergebnissen dieser
Arbeit protieren k

onnen, z. B. Verbmobil
[
Wahlster, 1997
]
.
2.1.1 KI-Werkbank BABYLON
Babylon ist ein Softwaresystem, mit dem wissensbasierte Anwendungen entwickelt und be-
trieben werden k

onnen. Es basiert auf der Grundidee von Franco di Primio, verschiedene
Wissensrepr

asentationsformalismen zu kombinieren, um beim Aufbau anwendungsspezi-
scher Wissensbasen m

oglichst ad

aquate Mittel verwenden zu k

onnen
[
di Primio, 1993
]
.
Man machte die Erfahrung, da schon f

ur nur eine realistische Anwendung mehr als ein
Formalismus notwendig war, um eine f

ur den Modellierer kognitiv ad

aquate L

osung zu
erm

oglichen. Wie man die Schnittstellen zwischen den Formalismen wie Objekte (Fra-
mes), Logik und Produktionsregeln sinnvoll festlegt, war zun

achst alles andere als trivial.
Auf jeden Fall sollte der Wissensingenieur von diesem Problem entlastet werden. Die Her-
ausforderung bestand darin, die Formalismen f

ur den Wissensingenieur zu integrieren,
um ihm eine uniforme Sicht auf seine Wissensbasis zu erm

oglichen, aber gleichzeitig eine
modulare Architektur und Realisierung des Systems beizubehalten. Die L

osung wird in
Abbildung 2.1 dargestellt. Sie zeigt den Daten- und Kontrollu zwischen den drei In-
terpretierern, die den drei Formalismen entsprechen, und dem Metainterpretierer, der die
Gesamtverantwortung f

ur die Interpretation von Ausdr

ucken der Wissensbasis hat. Der
Metainterpretierer delegiert die Interpretation von Teilausdr

ucken an den zust

andigen In-
terpretierer. Kann dieser nicht den ganzen Teilausdruck bearbeiten, tut er so viel er kann
und gibt den Rest wieder an den Metainterpretierer zur

uck. Dieser sorgt dann daf

ur, da
ein anderer Formalismus den restlichen Teil

ubernimmt, das entsprechende Teilergebnis
berechnet und an den Metainterpretierer zur

uckliefert, der es dann weiterleitet - und so
weiter bis alle Sprachausdr

ucke abgearbeitet sind.
Die Entwicklung von BABYLON
1
begann 1984 in der GMD, setzte sich fort in verschie-
denen Verbundprojekten mit externen Partnern in der Forschung und in der Industrie
und fand im ver

oentlichten Forschungsprototypen
2
zun

achst seinen Abschlu
[
Christal-
ler et al., 1989
]
. Anschlieend wurde der Forschungsprototyp gemeinsam von der VW
1
Diese Schreibweise verwende ich im folgenden f

ur den Forschungsprototypen.
2
ftp://ftp.gmd.de/GMD/ai-research/Software/Babylon/
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Gedas GmbH und der GMD zu einem kommerziellen Produkt babylon
3
weiterentwickelt
[
VW-Gedas, 1991
]
.
Die wissenschaftlich-technische Herausforderung bestand darin, eine integrierende und
erweiterbare Architektur f

ur unterschiedliche Wissensrepr

asentationsformalismen zu n-
den. So wurde die Oenheit f

ur neue Formalismen z. B. dadurch nachgewiesen, da ein
Constraint-System zu einem sp

ateren Zeitpunkt hinzugef

ugt wurde, ohne da bereits vor-
handene Formalismen (Frames, Produktionsregeln und Prolog) ge

andert werden muten.
Aber auch bestehende Formalismen wurden um zus

atzliche Funktionalit

at erweitert.
Metainterpretierer
Frame-
Interpretierer
Prolog-
Interpretierer
Produktionsregel-
Interpretierer
unbekanntes Konstrukt
Instanzzugriff
Attribut-
wert
Wert
Abbildung 2.1: Architektur von BABYLON
Die softwaretechnische Aufgabe bestand darin, das Architekturkonzept so zu realisieren,
da das Gesamtsystem verst

andlich, wartbar, kongurierbar, erweiterbar und portabel ist.
Allein an der softwaretechnischen Entwicklung des Forschungsprototypen waren

uber einen
Zeitraum von 5 Jahren mit unterschiedlichem Zeitaufwand etwa 25 Personen beteiligt.
F

ur die Produktentwicklung wurden in 2 Jahren ca. 30 Personenjahre aufgewendet. Diese
Zahlen lassen an der Komplexit

at des Softwaresystems in seinem Lebenszyklus keinen
Zweifel aufkommen.
Realisierung von BABYLON
BABYLON wurde von Anfang an objektorientiert implementiert. Zun

achst in ZetaLisp
auf Symbolics Lisp-Maschinen unter Verwendung von Flavors begonnen, wurde BA-
BYLON bald auf CommonLisp portiert. Dabei beschr

ankte man sich bewut auf solche
Sprachkonstrukte, die einfach und problemlos portierbar waren. Da nicht alle Common-
Lisp-Systeme

uber eigene Realisierungen von Flavors verf

ugten, wurden die Objektsy-
steme WFS
[
de Buhr und Friederich, 1987
]
als Weiterentwicklung von MFS
[
Christal-
ler, 1986
]
, MCF
[
di Primio, 1988
]
und schlielich MCS verwendet. Dadurch wurde es
m

oglich, BABYLON in verschiedenen Lisp-Dialekten
4
, auf verschiedenen Rechnern
5
und
unter verschiedenen Betriebssystemen
6
quellcode-identisch zu benutzen. Die objektorien-
tierten Spracheigenschaften von CommonLisp und Flavors werde ich sp

ater ausf

uhrlich
behandeln. Um die Relevanz eines ezienten Objektsystems anzudeuten, sei hier der Hin-
weis erlaubt, da mit dem

Ubergang auf MCS der Speicherplatzbedarf von BABYLON
3
Diese Schreibweise verwende ich im folgenden f

ur das kommerzielle Produkt.
4
Le-Lisp von ILOG; CommonLisp von Apple, DEC, Franz Inc., Gold Hill Computers, Lucid Inc.,
Symbolics Inc., Texas Instruments, Xerox PARC und von den Universit

aten Texas und Carnegie Mellon
5
Macintosh, VAX, IBM-AT, Cadmus 9000, Siemens MX-2, Sun, Symbolics, TI-Explorer
6
MacOS, micro-VMS, MS-DOS, MUNIX, SINIX, UNIX
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einschlielich seiner Applikationen um 30 Prozent verringert und die Laufzeiten der For-
malismen um den Faktor 10 bis 100 verk

urzt wurden. Sollte jetzt jemand meinen, die
Performanz von Softwaresystemen spiele heute keine Rolle mehr, so m

ochte ich aus Er-
fahrung entgegnen, da schon die jeweils aktuelle Systemsoftware den Leistungszuwachs
der neuesten Hardware voll f

ur sich beansprucht, und dadurch f

ur Anwendungen nicht
unbedingt eine Verbesserung eintritt.
Der Frame-Formalismus in BABYLON
Das Flavors-System diente nicht nur als Systemimplementierungssprache, sondern war
auch der Ausgangspunkt f

ur den objektorientierten Wissensrepr

asentationsformalismus in
BABYLON. Dieser Frame-Formalismus unterscheidet zwischen den eigentlichen Frames
und ihren Instanzen. Entsprechend wurden Frame-Denitionen auf Flavor-Denitionen ab-
gebildet und die Erzeugung von Frame-Instanzen auf die Erzeugung von Flavor-Instanzen.
Das operationale Wissen

uber Frames wurde mit Behaviors modelliert, die auf Flavor-
Methoden abgebildet wurden. Da Flavors kein Erweiterungsprotokoll bereitstellte, mu-
te die zus

atzliche Funktionalit

at, z. B. komplexere Zugrie auf Slots bzw. Instanzvariablen,
relativ umst

andlich implementiert werden. Dies f

uhrte in der Folge zu einer L

osung, die
auch konzeptuell erst in sp

ateren Versionen verbessert werden konnte.
Von BABYLON 2.1 zu babylon 3.0
Bei dem Schritt zum kommerziellen Produkt wurde die Software komplett reimplementiert.
Als Systemimplementierungssprache wurde wieder CommonLisp gew

ahlt. Statt Flavors
entschied man sich aber f

ur den angek

undigten neuen Standard CLOS.
Die Funktionalit

at der Wissensrepr

asentationsformalismen wurde im wesentlichen beibe-
halten, ihre konkrete Auspr

agung und Aufteilung wurden aber gr

undlich

uberarbeitet.
So wurde sowohl die Syntax der Wissensrepr

asentationssprache als auch das Implemen-
tierungskonzept ge

andert. Neu hinzu kamen komfortable Entwicklungswerkzeuge f

ur den
Wissensingenieur.
Gleichzeitig war es aber aus Marketinggr

unden erforderlich, zumindest in einer

Ubergangs-
zeit alte Wissensbasen mit dem neuen System verarbeiten zu k

onnen. Schon w

ahrend der
Entwicklung des kommerziellen Produkts mute das halbfertige System in halbj

ahrlichem
Rhythmus auf Messen (CeBit und Systems) pr

asentiert werden. Man mute also software-
technisch in der Lage sein, Teile des alten Systems in Flavors-Syntax und neue Software-
komponenten inCLOS-Syntax in k

urzester Zeit miteinander zu integrieren. So kompliziert
das war, so einfach war die L

osung mit Hilfe des verwendeten Metaklassensystems inMCS.
Dieses erlaubte eine uniforme Sicht auf die verschiedensten Arten vorkommender Klassen:
Flavors-Klassen als alte Implementierungsklassen, alte Frames als Wissensrepr

asentati-
onsobjekte, CLOS-Klassen als neue Implementierungsobjekte und schlielich neue Frames
als neue Wissensrepr

asentationsklassen. Dadurch konnten die neuen Entwicklungswerk-
zeuge schon w

ahrend ihrer Implementierungsphase mit alten und neuen Wissensbasen
demonstriert werden.
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2.1.2 TINA
TINA ist ein objektorientierter Wissensrepr

asentationsformalismus, der auf der Konzept-
sprache KL-ONE beruht und in EuLisp als eine objektorientierte Programmiersprache
integriert bzw. eingebettet ist
[
Kopp, 1996a
]
. Man kann TINA auch als Weiterentwicklung
der Frames aus dem alten BABYLON und dem neuen babylon sehen. F

ur meine Arbeit
ist TINA deshalb besonders interessant, weil seine Realisierung zu einem Zeitpunkt be-
gann, als meine Implementierung von TEO in einer Vorversion bereits verwendet werden
konnte. Auf der anderen Seite konnte der Entwurf von TEO noch beeinut werden, um
die Anforderungen einer wiederverwendenden Implementierung von TINA weitgehend zu
ber

ucksichtigen.
2.1.3 KIKon
Im KIKon-Projekt wird ein Softwaresystem entwickelt, mit dem Kundenberater eines Te-
lekommunikationsunternehmens, wie z.B. der Deutschen Telekom AG, komplexe Telekom-
munikationssysteme interaktiv kongurieren k

onnen
[
Emde et al., 1996
]
. Das System bietet
an der Benutzerober

ache einen graphischen Kongurationseditor und einen komforta-
blen Tabellenauswahlmechanismus (FOCUS) an. Der ressourcenorientierte Kongurator
(ROK) pr

uft, ob die Benutzeraktionen zul

assig sind und stellt die lokale und globale Kon-
sistenz einer Konguration sicher. Das dom

anenspezische Wissen ist im Produktkatalog
und im abstrakten Modell der Produkte zusammengefat.
KIKonL
Um Telekommunikationsdienste und -komponenten zu beschreiben, wurde eine ressourcen-
orientierte ModellierungsspracheKIKonL deniert. Diese erlaubt, von konkreten Produk-
ten mit sehr vielen Merkmalen zu abstrahieren und nur kongurationsrelevante Eigenschaf-
ten (Ressourcen) zu erfassen. F

ur Ressourcen und Komponenten k

onnen Generalisierungs-
und Spezialisierungsbeziehungen ausgedr

uckt werden.
Zwei Komponenten (z.B. ein Telefon und eine Dose) sind dann miteinander verbindbar,
wenn die eine Ressourcen bietet, die die andere ben

otigt. Aufgabe des Kongurators ist
es:
 die Konsistenz einer gegebenen Konguration von verbundenen Komponenten zu

uberpr

ufen und
 f

ur gegebene Ressourcenforderungen automatisch eine Konguration zu nden, die
diese erf

ullt.
Die Implementierung von KIKonL mu also insbesondere daf

ur sorgen, da die Anfrage
des Kongurators, ob zwei Komponenten verbindbar sind oder nicht, m

oglichst schnell
beantwortet wird. Sowohl die Konsistenzpr

ufung als auch das automatische Kongurieren
beinhalten das Aufspannen groer Suchr

aume. Daraus folgt f

ur das zugrundeliegende Ob-
jektsystem, da die Instanzerzeugung m

oglichst schnell und speicherplatzsparend erfolgen
mu.
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Das KIKon-System wurde zun

achst in Prolog und C++ implementiert. Danach wurde es
in Java reimplementiert. Dabei hat sich gezeigt, da das Objektsystem von Java nicht
geeignet ist, die Anwendungsdom

ane angemessen zu modellieren. Auf der anderen Seite
sind die ben

otigten Mechanismen denen einer objektorientierten Programmiersprache sehr

ahnlich. Um so bedauerlicher ist es, da man in Java weder das Objektsystem speziali-
sieren noch die Syntax erweitern kann. In EuLisp kann KIKonL als Erweiterung und
Spezialisierung von TEO realisiert werden.
Am Beispiel KIKonL wird deutlich, da die f

ur Lisp aufgestellten Anforderungen und
erzielten Resultate auch auf andere, insbesondere funktionale oder imperative, Program-
miersprachen unmittelbar

ubertragbar sind.
2.2 Anforderungen aus dem Softwarelebenszyklus komple-
xer Anwendungen
Komplexe Anwendungen werden

ublicherweise von Teams

uber einen l

angeren Zeitraum
entwickelt und gewartet. Alle Phasen im Softwarelebenszyklus solcher Anwendungen stel-
len ihre spezischen, teilweise entgegengesetzten Anforderungen. Am bekanntesten ist ei-
nerseits das Wasserfallmodell
[
Boehm, 1981
]
und andererseits das Spiralenmodell
[
Boehm,
1988
]
, worauf ich mich in dieser Arbeit beziehe.
Bei ihrer Betrachtung wird klar, da die Verwendung von Sprachkonstrukten auch eng mit
den zur Verf

ugung stehenden Entwicklungswerkzeugen wie Editor, Compiler, Interpreter,
Debugger, Inspektor, Browser, Proler, Projektmanager, etc. zusammenh

angt. Dieser Zu-
sammenhang wurde schon in
[
Sandewall, 1984
]
,
[
Goldberg, 1984
]
etc. behandelt.
Doch zun

achst stellt sich die Frage, was macht eigentlich die Komplexit

at von Software-
systemen aus?
2.2.1 Komplexit

at von Softwaresystemen
Vielleicht haben die oben genannten Beispiele bereits eine intuitive Vorstellung hervorgeru-
fen, worin die Komplexit

at von Softwaresystemen besteht. Systematisch und ersch

opfend
diese Frage zu beantworten, hiee das Problem zumindest theoretisch nahezu gel

ost zu
haben.
In erster N

aherung kann man sagen, da alle groen Systeme, die von vielen Beteiligten

uber lange Zeitr

aume entwickelt und genutzt werden, auch komplex sind. Dar

uberhin-
aus geh

oren explorative Softwaresysteme dazu, die neuartige Forschungshilfsmittel bereit-
stellen oder selbst Gegenstand der Forschung sind. Und schlielich sind hier interaktive
Systeme zu nennen, deren Komplexit

at vor allem aus dem unvorhersehbaren Interaktions-
ablauf herr

uhrt. Daraus ergeben sich drei Hauptgr

unde f

ur die inh

arente Komplexit

at von
Softwaresystemen:
 die Probleme der Anwendungsdom

ane sind komplex,
 die Interaktionsm

oglichkeiten sind komplex,
 es ist schwierig, den Entwicklungsproze zu organisieren.
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Wie auch in anderen wissenschaftlichen und technischen Disziplinen beruht ein grundle-
gender L

osungsansatz darauf, ein einfaches Architekturprinzip zu nden, das die Dekom-
position des Gesamtproblems in l

osbare Teilaufgaben erlaubt. Es gibt berechtigte Zweifel,
ob dies f

ur alle komplexen Probleme m

oglich ist.
Ein prinzipiell anderer Ansatz leitet sich aus dem Einganszitat dieser Arbeit ab: Bevor man
damit beginnt, ein komplexes System zu realisieren, sollte man ein einfaches funktionie-
rendes System konstruieren, das bereits die wesentlichen Eigenschaften des angestrebten
komplexen Systems besitzt.
7
Nat

urlich kann es bei diesem Ansatz passieren, da eini-
ge der wesentlichen Eigenschaften erst in der groen Version sichtbar werden. Dies trit
insbesondere f

ur Performanzeigenschaften zu.
H

alt man die heutigen Programmiersprachen und Entwicklungswerkzeuge dagegen, so ist
man

uberrascht, wie wenig die o. g. Prinzipien befolgt werden. Gleichzeitig verwundert
es nicht mehr, da Softwareentwicklungsprojekte kaum kalkulierbar und ihre Ergebnisse
alles andere als robust sind.
8
Als unverzichtbare Mittel zur Komplexit

atsreduktion in technischen und nat

urlichen Sy-
stemen sind Abstraktion, Klassikation, Komposition, Modularisierung und Hierarchiebil-
dung zu nennen
[
Booch, 1991
]
.
2.2.2 Anforderungen aus Analyse und Design
Um die Analyse einer Anwendungsdom

ane und das Design eines Softwaresystems zu un-
terst

utzen, werden spezielle problemnahe formale und semiformale Sprachen entwickelt.
Dabei haben sich die objektorientierten Methoden einerseits und Entity-Relationship-
Modelle andererseits als besonders n

utzlich erwiesen.
Die von einer Programmiersprache bereitgestellten Mittel k

onnen f

ur die Analyse und
das Design nicht direkt verwendet werden. Daher werden in der Regel Methoden und
Entwicklungswerkzeuge eingesetzt, die mehr oder weniger auf eine Problemklasse und auf
eine oder mehrere Programmiersprachen ausgerichtet sind. Bei dem sp

ateren Schritt zur
Implementierung kann es dann zu Br

uchen kommen, wenn die Konzepte des Designs keine
nat

urliche Entsprechung in der Implementierungssprache nden.
Um solche Br

uche zu vermeiden, wurden in der K

unstlichen Intelligenz operationale Wis-
sensrepr

asentationssprachen entwickelt, die es erlauben, die Dom

ane auf einem hinrei-
chend abstrakten Niveau zu beschreiben. Gleichzeitig stellen sie geeignete Datenstruktu-
ren bereit, um spezische, auch alternative Probleml

oser sowie Entwicklungswerkzeuge zu
implementieren
[
Karbach, 1994
]
. Ihre Performanz und Integrationsf

ahigkeit in Standard-
Softwareumgebungen stellen jedoch oft ein Problem dar.
Objektorientierte Programmiersprachen sollten daher Mittel bereitstellen, um eziente
und integrierte problemnahe operationale Sprachen als Erweiterung und Spezialisierung
ausgew

ahlter Sprachkonstrukte realisieren zu k

onnen. Daf

ur ist es notwendig, nicht nur
zus

atzliche Sprachkonstrukte realisieren zu k

onnen, sondern auch ungeeignete auszublen-
den.
7
Die methodische Vorgehensweise, sogenannte Mikrosysteme zu bauen, habe ich bei Thomas Christaller
auf der KIFS 1986 gelernt. Siehe auch
[
Schank und Riesbeck, 1981
]
.
8
Als kleines Beispiel m

oge man sich die Funktionsweise des Methodendispatches in Java klar machen
oder gar die Handhabung dynamischer und lexikalischer Variablenbindungen in Common Lisp.
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2.2.3 Anforderungen aus Implementierung, Evolution und Wartung
W

ahrend der Implementierung komplexer Software-Systeme w

unschen sich Programmierer
ein H

ochstma an Flexibilit

at und Ausdrucksm

achtigkeit der Programmiersprache und der
Entwicklungswerkzeuge. Deshalb ist rapid prototyping so beliebt. Geht eine Anwendung in
die Test- und Nutzungsphase, so r

ucken Robustheit und Ezienz der Ausf

uhrungsumge-
bung (Laufzeitsystem) in den Vordergrund. Sp

ater bekommen Portabilit

at, Wartbarkeit,
Erweiterbarkeit und Anpabarkeit ein h

oheres Gewicht.
Wird ein System nur von einer Person entwickelt und gewartet, so spielen

Uberlegungen
zur Modularisierung und Kapselung eine untergeordnete Rolle. Programmier- und Doku-
mentationsstil k

onnen dabei sehr individuell sein. Wird jedoch im gr

oeren Team ent-
wickelt, so wird es unvermeidlich, Namensr

aume zu trennen, unerw

unschte Interaktionen
auszuschlieen, Schnittstellen zu vereinbaren,

Anderungen systematisch und geordnet vor-
zunehmen, Versionsmanagement zu betreiben, Programmier- und Dokumentationsrichtli-
nien festzulegen und zu befolgen. Sp

atestens bei kommerziellen Systemen kommt auch das
Qualit

atsmanagement hinzu. Dabei m

ussen nicht unbedingt Zwangsjacken als Werkzeuge
zum Einsatz kommen. Ist die Einsicht da, k

onnen einfache Konventionen sehr weit tragen.
Aber leider mu man zu oft die Erfahrung machen,
\da man nicht mit der Einsicht der Leute rechnen darf."
[
Kopp, 1996b
]
Um so wichtiger ist dann eine Programmiersprache, die eine einfache und transparente
Semantik besitzt und bei aller Flexibilit

at f

ur verst

andliche Programme sorgt.
Auch bei mittelgroen Software-Entwicklungsprojekten wechseln die beteiligten Personen.
Dabei m

ussen halbfertige Module

ubernommen, verstanden und weiterentwickelt werden.
Selbst wenn es schneller ist, etwas neues from scratch zu programmieren, mu man so eine
Entscheidung begr

unden und folglich auch das

ubernommene Programm zumindest im
Prinzip verstanden haben. Wenn nun schon die (Programmier-) Sprache schwer verst

and-
lich ist, wie soll man dann die Botschaft in Abwesenheit des Programmierers verstehen?
9
Aufgaben wie Integration von Teilsystemen, Portierung auf andere Soft- und Hardwareum-
gebungen verlangen ebenfalls, da man Programme anderer versteht, auftretende Fehler
ggf. nach R

ucksprache beseitigen oder vermeiden kann.
In der Test- und Wartungsphase eines komplexen Systems kommt es darauf an, Fehler
schnell zu erkennen und zu beseitigen, Anpassungen vorzunehmen, ohne dabei neue Feh-
ler zu produzieren. Nat

urlich sind Programmfehler von Menschen gemachte Fehler und
deshalb auch nicht nur technisch zu betrachten. Aber eine Programmiersprache ist das
Kommunikationsmedium von Programmierern, sie mu daher als solches gesehen und auch
entsprechend entworfen werden.
2.3 Designkriterien f

ur objektorientierte Programmierspra-
chen
Nachdem nun der Verwendungskontext von objektorientierten Programmiersprachen an-
hand der Beispiele und anhand der verschiedenen Phasen des Softwarelebenszyklus skiz-
9
Siehe hierzu
[
Christaller, 1997
]
.
16 Kap. 2. Wie entwirft man eziente Objektsysteme?
ziert wurde, k

onnen die Designkriterien plausibler und genauer formuliert werden.
Alle unten genannten Designkriterien sind so allgemein, da sie inzwischen weitgehend kon-
sensf

ahig und auf fast alle Sprachen und Systeme anwendbar sind
[
Kiczales et al., 1991
]
.
Grundlegende Prinzipien zur Beschreibung und Konstruktion technischer und nat

urli-
cher komplexer Systeme wie Abstraktion, Klassikation, Komposition, Modularisierung
und Hierarchiebildung
[
Booch, 1991
]
nden sich hier wieder. Generelle Designkriterien f

ur
Programmiersprachen sind aus der Perspektive des Stands der Technik z. B. in
[
Louden,
1994, S. 47 .
]
und
[
Fischer, 1994, S. 22 .
]
zu nden. Hier werden die Kriterien immer
wieder aufgegrien, um Design- und Implementierungsentscheidungen zu treen.
Im folgenden geht es mir um eine erste spezische Interpretation bezogen auf den Entwurf
und die Implementierung ezienter Objektsysteme f

ur komplexe Softwareanwendungen.
Dabei wird deutlich, da die Designkriterien selbst verschiedene, auch konkurrierende Fa-
cetten aufweisen, je nachdem f

ur welche Phase des Softwarelebenszyklus und je nachdem
f

ur welche T

atigkeit ein Kriterium betrachtet wird. Beispielsweise kann man die Ezi-
enz des Entwicklungsprozesses im Unterschied oder gar im Widerspruch zur Ezienz des
Entwicklungsergebnisses sehen.
Andererseits h

angen die Kriterien auch so miteinander zusammen, da das eine nicht ohne
das andere erf

ullt werden kann. So sorgen angemessene Abstraktionen f

ur eine einfache-
re Benutzung der Sprachkonstrukte, Modularisierung sichert schnellere Kompilation und
somit k

urzere Entwicklungszyklen usw.
2.3.1 Abstraktion
Abstraktion ist ein grundlegendes Mittel, wie Menschen mit Komplexit

at umgehen. Man
reduziert die betrachteten Eigenschaften eines Gegenstandes auf das Wesentliche. Alles
Unwesentliche wird zun

achst vernachl

assigt. Was wesentlich ist, legt der Betrachter spe-
zisch f

ur den Zeitpunkt und den Zweck der Betrachtung fest. Im Kontext von Program-
miersprachen ist man besonders an sicherer Abstraktion interessiert: alle Eigenschaften,
die wir f

ur das Abstraktum nachweisen, sollen auch f

ur das Konkrete gelten.
Typisch f

ur prozedurale Sprachen ist die algorithmische Abstraktion. Bei abstrakten Da-
tentypen werden Datenstrukturen abstrahiert. In strikt objektorientierten Sprachen ist
man immer gezwungen, beides gleichzeitig zu tun. Funktionale Sprachen abstrahieren ge-
nerell von Zust

anden bzw. Zustands

anderungen. Bestrebungen, von Implementierungsde-
tails zu abstrahieren, f

uhren zur Separierung von Spezikation und Implementierung oder
gar zu strikt deklarativen Sprachen wie Logik
10
, in denen man nur noch das Was und nicht
das Wie ausdr

uckt. Sprachen mit automatischer Speicherverwaltung (engl. garbage collec-
tion) erlauben, von expliziter Speicheranforderung und Speicherfreigabe im Programm
generell zu abstrahieren.
Abstrahiert man nur bis zu einem gewissen Grad von Entit

aten, so ist es sinnvoll, die
Zahl der Abstraktionsschritte nicht auf einen zu beschr

anken. Dann erh

alt man mehrere
Abstraktionsebenen mit schrittweise abnehmender Granularit

at. Dieser Aspekt der Ab-
straktion ist f

ur meinen Entwurf besonders wichtig, damit das Objektsystem so speziell
10
Prolog ist zwar die wichtigste logische Programmiersprache, ist aber aus praktischen

Uberlegungen
nicht strikt deklarativ.
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wie n

otig und so allgemein wie m

oglich wiederverwendet werden kann. Die Spracher-
weiterungsprotokolle m

ussen f

ur die verschiedenen Spezialisierungsaufgaben angemessene
Granularit

atsstufen anbieten.
2.3.2 Klassikation
Klassikation ist ein weiteres grundlegendes Mittel, um mit Komplexit

at umzugehen. Da-
bei werden Objekte mit

ahnlichen Eigenschaften in entsprechende Klassen eingeteilt. Die
Klassen selbst k

onnen anschlieend in Generalisierungs- und Spezialisierungs- oder auch
Aggregationsbeziehung gesetzt werden, was zu entsprechenden Klassenhierarchien f

uhrt.
Eine gute Klassikation ist eine wichtige Voraussetzung f

ur jede gute Theorie.
11
Eine systematische Wiederverwendung von Softwarebausteinen kann erst dann erfolgen,
wenn man sie f

ur die jeweiligen Aufgaben geeignet klassiziert und wenn eine Klassikation
eine hinreichend breite Akzeptanz ndet. Hier liegt aber auch das Hauptproblem, warum
es in der Softwareproduktion so schwierig ist, zu einem hohen Wiederverwendungsgrad
zu kommen. Das Klassizieren ist inh

arent subjektiv und zweck-orientiert. Die eine allge-
meing

ultige, objektive Klassikation gibt es nicht. Und auch f

ur genau ein Individuum gibt
es keine endg

ultige, perfekte Klassikation. So lange sich Gegenstandsbereiche

andern und
die Erfahrungen der Menschen damit, m

ussen auch ihre Klassikationen st

andig angepat
werden.
Im Kontext der objektorientierten Programmierung kann man zwei grunds

atzlich ver-
schiedene F

alle unterscheiden. Im einfachen Fall sind die Klassikationskriterien statischer
Natur, d. h. die interessierenden Klassen sind zum Zeitpunkt der Programmspezikation
bekannt und k

onnen unmittelbar als solche im Programm deniert werden. Im schwieri-
geren Fall sind die Klassikationskriterien dynamischer Natur, d. h. die interessierenden
Klassen sind zum Zeitpunkt der Programmspezikation noch nicht bekannt. Sie k

onnen
erst zur Ausf

uhrungszeit eines Programms berechnet werden. Will man das Klassizieren
umfassend unterst

utzen, so m

ussen auch entsprechende Sprachkonzepte und syntaktische
Konstrukte sowohl f

ur statisches als auch f

ur dynamisches Klassizieren angeboten wer-
den.
2.3.3 Spezialisierung und Generalisierung
Als

ubergeordnetes Prinzip, wie man Softwarebausteine klassiziert, betrachte ich das
Generalisieren und Spezialisieren von Objektklassen. Ihre Unterst

utzung ist daher die
wichtigste Forderung f

ur meinen Entwurf. Legt man sich in diesem Punkt nicht ein-
mal auf so einem abstrakten Niveau fest, wie bei C++ zum Beispiel, so wird schnell
unklar, was man eigentlich unterst

utzen will. Versuche, zu viel zu unterst

utzen, f

uhren
unweigerlich zur

Uberfrachtung, zu Mibrauch, Miverst

andlichkeit und letztlich zu ei-
ner geringeren Wiederverwendbarkeit entsprechender Softwarebausteine. Erfahrungen von
Praktikern und Untersuchungen zu objektorientierten Softwaremetriken best

atigen diese
Einsch

atzung
[
Lorenz, 1995, S.60
]
.
11
Nach neueren Erkenntnissen aus der Hirn- und Kognitionsforschung k

onnen Menschen ihre Umgebung
nur kategorisierend und klassizierend wahrzunehmen
[
Poeppel, 1985
]
.
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Die Unterst

utzung der Klassikation sowie des Spezialisierens und Generalisierens ist das
auszeichnende Merkmal objektorientierter Programmiersprachen. Sie bildet einen Schwer-
punkt dieser Arbeit.
2.3.4 Komposition
Die Komposition ist als Modellierungsprinzip deutlich von der Klassikation zu unterschei-
den. Komposition beschreibt die Teil/Ganzes- bzw. die Aggregationsbeziehung, w

ahrend
die Klassikation

Ahnlichkeitsbeziehungen ausdr

uckt. Die Miachtung dieses Unterschieds
f

uhrt zu verwirrenden Konstruktionen, wenn beispielsweise Vererbung als ein syntaktisches
Konstrukt einer Programmiersprache f

ur beide Arten von Beziehungen verwendet wird.
Eine objektorientierte Programmiersprache sollte die Komposition von Struktur und Ver-
halten von Objekten unterst

utzen, indem komplexe Objekte aus einfacheren zusammen-
gesetzt werden k

onnen. Dabei mu aber der oben genannte Unterschied beachtet werden.
Komposition als ein allgemeines Kriterium f

ur Programmiersprachen verlangt, da Aus-
dr

ucke exibel zusammensetzbar sind. Beispielsweise sollten an Argumentstellen bei
Funktions- oder Prozeduraufrufen nicht nur Variablen, sondern beliebige auszuwerten-
de Ausdr

ucke stehen d

urfen. Dies ist in Java nicht gegeben, da man z. B. Array-Literale
eben nicht an Argumentstelle verwenden darf.
2.3.5 Hierarchiebildung
Nach Booch
[
1991
]
spielen in komplexen Systemen zwei Hierarchiearten eine wichtige Rolle:
die Klassenhierarchie und die Objekthierarchie. Wie schon oben erw

ahnt, wird die erste
aus den

Ahnlichkeitsbeziehungen abgeleitet, w

ahrend die zweite sich aus der Teil/Ganzes-
Beziehung ergibt.
Im Mittelpunkt meiner Betrachtung werden Klassenhierarchien stehen. Dabei werden ins-
besondere einfache Vererbung, multiple Vererbung und die Mixin-Vererbung behandelt.
Nat

urlich k

onnen auch Module hierarchisch aufgebaut werden. Man spricht dann auch
von geschachtelten Modulen (siehe n

achstes Kriterium).
Im Kontex meines Sprachdesigns wird die Hierarchiebildung von den Kriterien Klassika-
tion und Komposition subsumiert, siehe Abbildung 2.2.
2.3.6 Modularisierung
Auch wenn einige Programmiersprachen keine Unterscheidung zwischen Klassen und Mo-
dulen vornehmen, so ist es doch oensichtlich, da Klassikation und Modularisierung
unterschiedliche Modellierungskonzepte sind
[
Szyperski, 1992
]
. Eine Klassikation von
Objekten liefert zwar eine m

ogliche Modularisierung; und auch Module kann man klassi-
zieren. In der Regel dienen sie jedoch einem unterschiedlichen Zweck. Nach Booch
[
1991
]
dr

ucken Klassen die logische Struktur eines Systems aus, w

ahrend Module die physische
Architektur darstellen. Als Beispiel nennt er elektronische Bauteile: es werden nicht alle
NAND- bzw. NOR-Gatter zu jeweils einem Modul (Baustein) zusammengefat, sondern
beide Gatterarten werden in verschiedenen Schaltkreisen zusammengeschaltet.
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In Programmiersprachen dienen Module der Schnittstellenbildung; sie bilden die mittel-
groen

Ubersetzungseinheiten, spezizieren Import/Export-Beziehungen, unterst

utzen das
information hiding und
"
gehen Hand in Hand mit der Datenkapselung\
[
Booch, 1991
]
. Auf
der technischen Seite der Sprachkonstrukte regeln Module die Sichtbarkeits- und G

ultig-
keitsbereiche von Konstanten- und Variablenbindungen. Auf der konzeptuellen Seite rea-
lisieren sie einen vom Programmierer eingegrenzten Funktionskomplex.
So wurde f

ur EuLisp die Designentscheidung getroen, da das Modul- und das Objektsy-
stem orthogonale Sprachkonzepte darstellen. Das Kriterium der Modularisierung bedeutet
hier sogar, da das Objektsystem modular aufgebaut werden soll. Dadurch wird u. a. die
eziente

Ubersetzung von Anwendungen und die Erzeugung ezienter schl

usselfertiger
Applikationen unterst

utzt. Da die Benutzung einiger Sprachkonstrukte, insbesondere der
Spracherweiterungsprotokolle, seinen Preis hat, sollte nur derjenige ihn bezahlen m

ussen,
der die Leistung auch nutzt. Die Nutzungsabsicht wird in Modulen durch entsprechende
Importangaben speziziert.
2.3.7 Reektion
Unter der Reektion in Programmiersprachen
[
Smith, 1984
]
versteht man die F

ahigkeit,
Elemente ihrer Realisierung selbst zum Gegenstand der Betrachtung zu machen. Im ein-
fachsten Fall bedeutet dies, da man z. B. in einer funktionalen Sprache eine Funktion an
Argumentstelle eines Funktionsaufrufs verwenden kann. Hier spricht man auch von Funk-
tionen h

oherer Ordnung. Am anderen Ende des Reektionsspektrums steht die M

oglich-
keit, die Ausf

uhrung des Programms selbst zu beeinussen. Letzteres bringt nat

urlich
einige semantische Schwierigkeiten mit sich, w

ahrend das erste in Lisp und anderen funk-
tionalen Programmiersprachen so selbstverst

andlich ist, da kaum jemand es als Reektion
wahrnimmt.
Reektion liegt in Programmiersprachen dann vor, wenn man Programme

uber Program-
me schreiben m

ochte, wie z. B. Compiler oder Debugger. An diesen Beispielen sieht man
auch die unterschiedlichen Arten der Reektion in Programmiersprachen. Ein Compiler
reektiert zur

Ubersetzungszeit

uber den Quellcode eines Programms. Ein Debugger re-
ektiert zur Ausf

uhrungszeit

uber das dynamische Verhalten eines Programms. Meistens
wird nur letzteres als Reektion bezeichnet.
F

ur Objektsysteme heit das, da man beispielsweise

uber Klassen als Objekte reektieren
k

onnen mu, wenn man neue Arten von Klassen mit erweiterter Funktionalit

at realisieren
m

ochte ohne schon vorhandene Funktionalit

at nochmal selbst implementieren zu m

ussen.
Die oben genannten Beispiele komplexer Softwaresysteme ben

otigen genau dieses.
Reektive Sprachmittel sollten so entworfen werden, da sie die Robustheit und Ezienz
des Objektsystems insgesamt nicht beeintr

achtigen. Hierin liegt ein Schwerpunkt meiner
Arbeit.
2.3.8 Erweiterbarkeit und Wiederverwendbarkeit
Die Forderung nach Erweiterbarkeit ist vor allem f

ur komplexe Softwaresysteme unver-
zichtbar. Glaubt man Statistiken, so machen Erweiterungen von vorhandenen eingesetzten
Systemen 80 % der gesamten Softwareproduktion aus, w

ahrend Neuimplementierungen
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nur 20 % ausmachen
[
BMFT, 1994, S.12
]
. Grund genug sich um die Erweiterbarkeit zu
k

ummern!
Auch wenn die Grundideen zur Objektorientierung in der Informatik schon etwa 30 Jahre
alt sind und in den letzten 10 Jahren sich durchaus etabliert haben, gibt es immer noch
keine allgemein akzeptierte Theorie und Praxis objektorientierter Konzepte und Sprach-
konstrukte. Und selbst wenn es sie g

abe, sind die spezischen Anforderungen verschiedener
Anwendungsdom

anen so unterschiedlich, da eine Programmiersprache nicht jeden Aspekt
unterst

utzen kann. Wichtiger als eine vollst

andige Abdeckung anzustreben, sind deshalb
erweiterbare Konzepte und wiederverwendbare Realisierungen. Dann kann ein Systempro-
grammierer die Systemimplentierungssprache an die Anwendungsprobleme anpassen, so
da Anwendungsprogrammierer ihre Designmodelle in der Implementierung wiedernden
k

onnen.
Voraussetzung f

ur die Erweiterbarkeit und Wiederverwendbarkeit von Objektsystemen
sind oene Erweiterungsprotokolle. Dies steht zun

achst im Widerspruch zu Forderungen
nach maximaler Ezienz und Robustheit, denn jede Oenlegung einer Implementierung
von Sprachkonstrukten erschwert interne Optimierungen und erleichtert unerw

unschte Ef-
fekte von auen. Auf der anderen Seite ist die Erweiterbarkeit ein gutartiges Mittel auf dem
Weg zur Anpabarkeit im Unterschied zur Modizierbarkeit, die in CLOS den Vorrang
erhielt.
2.3.9 Einfachheit
Schon bei der Charakterisierung komplexer Softwaresysteme wurde deutlich, da man
Komplexit

at nur mit einfachen Mitteln in den Gri bekommt. Ob etwas einfach ist oder
kompliziert, kann man leider nicht so eindeutig beantworten. Und f

ur wen soll etwas ein-
fach sein? F

ur den Benutzer oder f

ur den Anbieter? Welche Werkzeuge darf man f

ur die
Benutzung voraussetzen, und welche Hilfsprimitive f

ur den Anbieter? Ob z. B. die Syntax
einer Programmiersprache als einfach empfunden wird, h

angt weitgehend von Gewohnhei-
ten und vom benutzten Editor ab.
Zun

achst meine ich mit Einfachheit, da die Konzepte leicht verst

andlich sind. Eine einfa-
che formale Semantik garantiert nocht nicht, da der Sachverhalt auch leicht zu verstehen
und ezient zu implementieren ist. Daher m

ussen die Konzepte auf verst

andliche Weise
auch informell beschrieben werden k

onnen. Ebenso mu der Implementierungsaufwand
sowie die algorithmische Komplexit

at des Ergebnisses absch

atzbar sein.
Die Semantik von Sprachkonstrukten in Programmfragmenten sollte lokal und ohne
Testl

aufe erschliebar sein. F

ur eine gegebene Denition sollte z. B. auch sicher sein,
da sie an keiner anderen Stelle im Programm zunichte gemacht werden kann, wie dies
in CommonLisp Anwendungen h

aug der Fall ist. Insofern bedeutet einfache Benutzung
nicht, da man \mal eben schnell" alles Beliebige redenieren kann, ohne

uber Zusam-
menh

ange nachgedacht zu haben. Einfache Benutzung ist das Gegenteil von quick and
dirty, sie darf nicht auf Kosten der Robustheit erreicht werden.
Mit der Einfachheit ist auch die Forderung nach Uniformit

at verbunden.

Ahnliche Aufga-
ben sollten auf gleiche Weise gel

ost werden. Ausnahmen und Sonderf

alle sollten vermieden
werden. Dies beginnt mit der Syntax und endet mit Erweiterungsprotokollen, die es er-
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lauben, Objekte der Anwendungsdom

ane auf gleiche Weise zu behandeln, wie die Objekte
der Programmiersprache.
Es mu sorgf

altig unterschieden werden, welche Flexibilit

at von der Programmentwick-
lungsumgebung zu erbringen ist, und welche Manipulationsm

oglichkeiten zur Laufzeit ei-
nes Programms erforderlich sind. Und diese Dierenzierung mu f

ur den Programmierer
transparent sein.
2.3.10 Orthogonalit

at
Mit der Einfachheit ist eng die Forderung nach Orthogonalit

at der Sprachkonstrukte ver-
bunden. Damit ist gemeint, da die einzelnen Konstrukte nicht mit Aufgaben

uberfrachtet
werden sollten, die von anderen Konstrukten schon erledigt werden k

onnen. Nat

urlich mu
es nicht unbedingt nur einen Weg geben, etwas zu tun. Man sollte aber das Rad nicht im-
mer wieder neu ernden. Bew

ahrte Konzepte der strukturierten Programmierung, wie
funktionale Komposition, explizite Schnittstellenbildung zwischen Programmteilen, z. B.
mit Modulen, sollten nicht mit aller Gewalt in das objektorientierte Paradigma hinein in-
terpretiert werden. Das Kriterium der Orthogonalit

at bildet ein Gegengewicht gegen

uber
dem Hang zur

Ubergeneralisierung in der Informatik. M

oglichst allgemeine L

osungen sind
nach meiner Auassung nicht immer n

utzlich. Zum Beispiel dann nicht, wenn dadurch
einfache Probleme kompliziert gel

ost werden m

ussen. Darunter leidet meistens die Ezi-
enz.
Will man orthogonale Sprachkonstrukte entwerfen, so mu nicht nur sorgf

altig generali-
siert, sondern auch pragmatisch dierenziert werden.
2.3.11 Robustheit
Unter Robustheit eines Systems versteht man im allgemeinen seine F

ahigkeit, auf unvor-
hersehbare Eingbaben bzw. St

orungen gutartig zu reagieren und dabei noch brauchbare
Resultate zu liefern. Im Kontext komplexer Softwaresysteme beinhaltet Robustheit auf
jeden Fall Korrektheit , geht aber dar

uber hinaus. F

ur objektorientierte Sprachkonstrukte
bedeutet Robustheit insbesondere, da Klassen, die spezialisiert werden, sich unver

andert
verhalten. Mehrere Subklassen einer Klassen d

urfen sich gegenseitig nicht st

oren. Die In-
tegrit

at der Superklassen und der Nachbarklassen mu beim Spezialisieren gew

ahrleistet
sein.
Robustheit ist f

ur komplexe Anwendungen noch wichtiger als Ezienz. Robuste Program-
me kann man leichter optimieren, als man schnelle Programme robust machen kann. Eine
m

aige Performanz kann von Anwendern noch hingenommen werden, nicht aber uner-
kl

arliches Verhalten oder gar Programmabst

urze.
Um Robustheit zu erreichen, mu das zugesicherte Verhalten von Programmbausteinen
auch garantiert werden k

onnen. Hier ist die Stelle, an der Software-Verikation beginnt.
Formale Software-Verikation reicht aber alleine nicht aus. Sie ist oft auch nicht mit an-
gemessenem Aufwand vollst

andig zu erreichen. Andere Techniken der Qualit

atssicherung,
insbesondere bei Realzeitsystemen und kritischen Anwendungen, m

ussen hinzukommen.
Will man Anpabarkeit unterst

utzen, so mu dies dann

uber den Weg von Erweiterun-
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gen geschehen. Erweiternde Klassen d

urfen das Verhalten der erweiterten Klasse, von der
andere Programmteile abh

angen k

onnen, nicht ver

andern.
In CommonLisp wird die Forderung nach Robustheit nur unzureichend ber

ucksichtigt.
Methoden k

onnen f

ur beliebeige Klassen hinzukommen und andere ersetzen. Klassen
k

onnen redeniert werden, und ob die automatischen Anpassungen abh

angiger Klassen
ausreichen ist nicht gesichert.
Erweiterungsprotokolle sollte man m

oglichst funktional spezizieren, um eine h

ohere Ro-
bustheit der Erweiterungen zu erreichen. Das bedeutet, da Eingangsgr

oen f

ur das Ob-
jektverhalten als Parameter von Methoden speziziert und bei Bedarf auch

uber eine Kette
von Methodenaufrufen durchgereicht werden sollten. Dadurch kann man vermeiden, Zwi-
schenzust

ande zu spezizieren und unn

otige Sequentialisierungen festzulegen.
Konzepte wie Redenieren in CLOS m

ussen sorgf

altig

uberdacht werden, um nicht in
Konikt mit der Forderung nach Robustheit zu geraten. Auf Sprachkonstrukte, die mit
der Robustheit unvereinbar sind, mu sp

atestens bei Programmauslieferung verzichtet
werden.
Die Forderung nach Einfachheit tr

agt auch direkt zur h

oheren Robustheit bei.
2.3.12 Ezienz
F

ur viele komplexe Anwendungen ist ein gewisses Mindestma an Ezienz eine not-
wendige Voraussetzung, um

uberhaupt einsetzbar zu sein. Meistens steckt in komplexen
Anwendungen viel Optimierungspotential. Insbesondere dann, wenn nach der Methode
rapid prototyping entwickelt wurde, ohne die Bereitschaft, Module, die im Prinzip funk-
tionieren, nochmal zu

uberarbeiten. Unabdingbare Werkzeuge f

ur Performanzanalysen
komplexer Softwaresysteme sind sogenannte Proler, die genaue Daten liefern, in welchen
Programmteilen wieviel Zeit verbraucht wird.
Ist das Objektsystem der verwendeten Programmiersprache nicht ezient genug, panzt
sich das Problem fort, und es bleibt nur der Ausweg, auf objektorientierte Sprachmit-
tel zu verzichten oder die Programmiersprache ganz zu wechseln. So wurden viele KI-
Werkzeugsysteme von CommonLisp nach C
++
portiert, weil es Performanz- und Integra-
tionsprobleme gab.
Wie schon oben erw

ahnt, steht die Erweiterbarkeit zun

achst imWiderspruch zur Ezienz,
weil ein optimierender Compiler weniger Annahmen

uber den Verwendungskontext machen
darf, wenn z. B. Methoden auch auf Instanzen potentieller Subklassen angewandt werden
k

onnen. Ebenso negativ wirkt die Forderung nach Robustheit, weil ggf. mehr Typpr

u-
fungen zur Laufzeit durchgef

uhrt werden m

ussen.
Um eine h

ohere Ezienz zu erreichen, mu man zun

achst zwischen der

Ubersetzungs-
, Lade- und Ausf

uhrungszeit einer Anwendung unterscheiden. L

angere Ladezeiten sind
weniger kritisch als schlechte Ausf

uhrungszeiten. Das Wissen dar

uber kann man im Ent-
wurf und in der Implementierung ausnutzen, um ein angemessenes Gesamtverhalten zu
erreichen.
Der Entwicklungsproze wird durch die Erweiterbarkeit und Wiederverwendbarkeit des
Objektsystems deutlich beschleunigt. Die reektiven Sprachanteile mit den oenen Erwei-
terungsprotokollen werden vor allem f

ur groe und komplexe Anwendungen konzipiert.
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Daher kommen auch nur f

ur solche ihre St

arken voll zum Tragen. Werden sie unbedacht
verwendet, k

onnen ihre Kosten den tats

achlichen Nutzen

ubersteigen.
2.3.13 Verursacherprinzip
Im Zusammenhang mir der Forderung nach Ezienz soll das Verursacherprinzip gelten,
d. h. da nur die Programmteile, die kostentr

achtige Sprachkonstrukte verwenden, ent-
sprechende Performanznachteile in Kauf nehmen m

ussen. Andere Teile, die z. B. ohne
Redenieren von Klassen auskommen oder auf reektive Sprachmittel ganz verzichten,
sollten auch so optimierbar sein, wie in statisch analysierbaren Sprachen. Hier kann das
Modularisierungsprinzip auf den eigenen Entwurf angewendet werden, um sparsame von
kostentr

achtigen Sprachmitteln zu separieren und um dem Benutzer transparent zu ma-
chen, was er benutzt und mit welchen Konsequenzen.
2.3.14 Zusammenfassung der Kriterien
In der Abbildung 2.2 fasse ich die Diskussion der Designkriterien graphisch zusammen.
Die Pfeile zeigen, wie die Kriterien andere verst

arken. Kanten ohne Pfeile dr

ucken ein
gewisses Spannungsverh

altnis aus. Nat

urlich gibt es im Prinzip zwischen allen Kriterien
Wechselwirkungen. Hier werden nur die wichtigsten Beziehungen f

ur mein Sprachdesign
ausgedr

uckt.
Dabei wird deutlich, da der Entwurf und die Implementierung ezienter Objektsy-
steme eine komplexe Optimierungsaufgabe darstellen, die kaum ein f

ur allemal optimal
gel

ost werden kann. Neue Anforderungen oder auch Hilfsmittel k

onnen zu neuen L

osun-
gen f

uhren. Diese Arbeit zeigt aber, wie die teilweise entgegengesetzten Ziele in Einklang
gebracht werden k

onnen und so, gemessen an den heute verwendeten objektorientierten
Sprachen, ein wichtiger Schritt nach vorn gemacht werden kann.
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Klassifikation
Erweiterbarkeit
Reflektion
Spezialisierung
EffizienzRobustheit
Komposition
Modularisierung
Orthogonalität
Einfachheit
Abstraktion
Verursacherprinzip
verstärkende Wirkung
Spannungsverhältnis
Abbildung 2.2: Wechselwirkungen zwischen den Kriterien.
Kapitel 3
Stand der Technik
Language design is one of the most dicult and poorly under-
stood areas of computer science.
Louden, Kenneth C. 1993. Programming
Languages - Principles and Practice, PWS-
KENT, p. 47.
The names derived and base were chosen because I never could
remember what was sub and what was super . . .
Stroustrup, Bjarne 1994. The Design and
Evolution of C++, Addison-Wesley, S. 49.
In diesem Kapitel gebe ich einen

Uberblick

uber den Stand der Technik bei objektorien-
tierten Programmiersprachen. Dabei werden zun

achst die grundlegenden Sprachkatego-
rien gegeneinander abgegrenzt, die auf unterschiedlichen Verarbeitungsmodellen beruhen
und einen entsprechenden Programmierstil nach sich ziehen. Allerdings f

uhren diese Ka-
tegorien nicht zu einer disjunkten Klassikation der Programmiersprachen. Anschlieend
werden die g

angigen Begrie und Konzepte aus der Objektorientierung erl

autert. Im letz-
ten Abschnitt werden exemplarisch einige der wichtigsten und f

ur diese Arbeit relevanten
objektorientierten Programmiersprachen vorgestellt. Dabei gehe ich auch auf die jeweilige
historische Entwicklung und die getroenen Designentscheidungen ein.
3.1 Programmiersprachen, Verarbeitungsmodelle und Pro-
grammierstil
Das auszeichnende Merkmal universeller Rechenmaschinen, im Unterschied zu speziellen,
ist die M

oglichkeit, sie beliebig zu programmieren. Was und wie eine Maschine berechnen
soll, wird ihr in Form einer Befehlssequenz mitgeteilt. Der Befehlssatz, die Sprachkon-
strukte, sind unmittelbar durch die Konstruktion der Maschine vorgegeben und legen
die Maschinensprache fest. So wurden die ersten digitalen Computer unmittelbar in der
jeweiligen Maschinensprache programmiert. Ein Programm war demnach eine Folge von
Bitmustern { eine Repr

asentation, die nicht zu den St

arken menschlicher kognitiver F

ahig-
keiten z

ahlt. So wurden im n

achsten Schritt Befehlen und Speicheradressen \sprechende"
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Symbole zugeordnet
1
, so da Programme in Assemblersprache notiert werden konnten.
Vor der Ausf

uhrung eines Programms durch eine Maschine, mute es nun erst in Ma-
schinensprache

ubersetzt werden. Da nun die physikalische Realisierung der Maschine in
den Hintergrund trat, r

uckte der Gegenstand einer Berechnung, das zu l

osende Problem,
in den Vordergrund. Es lag also nahe, von maschinennahen zu aufgabenad

aquaten Pro-
grammiersprachen zu abstrahieren, so da es einfacher wurde, Programme zu schreiben,
zu verstehen und mit Menschen zu kommunizieren. Mit fortschreitender Abstraktion der
Sprachkonstrukte wurde der

Ubersetzungsschritt in Maschinensprache immer aufwendiger
und komplexer. Mit dem Design von h

oheren Programmiersprachen ist also auch unmit-
telbar der Compilerbau verbunden.
H

ohere Programmiersprachen
[
Horowitz, 1983
]
beginnend mit Fortran, Lisp und Cobol
haben inzwischen eine vierzigj

ahrige Geschichte hinter sich. Etwa zehn bis zwanzig Jah-
re j

unger sind die ersten objektorientierten Programmiersprachen wie Simula
[
Dahl und
Nygaard, 1966
]
und Smalltalk
[
Goldberg und Robson, 1983
]
. Zur gleichen Zeit wurden
auch objektorientierte Wissensrepr

asentationssprachen wie semantische Netze
[
Quillian,
1967
]
, Frames
[
Minsky, 1975
]
, ACTOR
[
Hewitt et al., 1973
]
u. a. entwickelt, die auch
objektorientierte Programmiersprachen beeinuten. Zur Geschichte der Programmier-
sprachen enth

alt
[
Bergin und Gibson, 1996
]
sehr aufschlureiche Beitr

age der beteiligten
Sprachdesigner.
Zusammenfassend kann man sagen, da f

ur die Entwicklung h

oherer Programmiersprachen
zwei

ubergeordnete Ziele mageblich sind: erstens soll der Software-Entwicklungsproze
anwendungsorientiert unterst

utzt werden und zweitens mu das Entwicklungsergebnis auf
einem physikalischen Rechner ezient ausf

uhrbar sein. Es ist oensichtlich, da diese
Ziele miteinander konkurrieren. Welche Gewichtung man nun f

ur eine konkrete Sprache
vornimmt und in welcher Reihenfolge man versucht, die Ziele zu erreichen, kann durchaus
unterschiedlich sein.
3.1.1 Abstraktion in Programmiersprachen
Nach Louden
[
1994
]
k

onnen Abstraktionen in Programmiersprachen in zwei Kategorien
eingeteilt werden: Datenabstraktion und algorithmische Abstraktion. Je nach Abstrakti-
onsgrad k

onnen verschiedene Abstraktionsebenen unterschieden werden. Ob die Abstrak-
tionsebenen fest vorgegeben sind oder vom Programmierer selbst deniert werden k

onnen,
macht im wesentlichen die Flexibilit

at und Ausdrucksm

achtigkeit einer Programmierspra-
che aus.
Datenabstraktion abstrahiert von konkreten Eigenschaften der Daten und ihrer internen
Repr

asentation. Speicherzellen werden mit Namen assoziiert und Variablen genannt. Un-
terschiedliche Datenarten werden zu Datentypen abstrahiert, Variablen k

onnen dann auch
typisiert werden. Konsequente Datenabstraktion f

uhrt zum Konzept abstrakter Datenty-
pen
[
Liskov, 1974
]
,
[
Bishop, 1986
]
. Typisch hierf

ur sind Module in Modula-2
[
Wirth, 1985a
]
oder Packages in Ada
[
Nagl, 1982
]
.
2
Algorithmische Abstraktion abstrahiert den Kontroll-
u im Programm, wie zum Beispiel Zuweisungen, Schleifen, Fallunterscheidungen oder
1
Was letztlich auch die symbol hypothesis ausmacht
[
Newell und Simon, 1972
]
.
2
Dabei f

allt auf, da Abstraktion von Datentypen hier sehr eng, auf Sichtbarkeit beschr

ankt, verstanden
wird, die Datentypen als solche bleiben wie sie sind, n

amlich konkret. Oder anders ausgedr

uckt, das einzige
Mittel zur Datenabstraktion ist die Programm-Modularisierung.
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Prozeduren. Schon die goto-Anweisung stellt eine, wenn auch keine hinreichende, Abstrak-
tion von konkreten Sprunganweisungen einer Maschine dar. Prozeduren und Funktionen
erlauben, Berechnungen auf einer beliebigen Abstraktionsebene zu beschreiben. Abstra-
hiert man Aspekte der Nebenl

augkeit und Parallelit

at, so erh

alt man Konzepte wie Co-
routinen in Modula-2 oder Prozesse in Ada.
In strikt objektorientierten Programmiersprachen ist Datenabstraktion und algorithmische
Abstraktion eng gekoppelt. Man kann nicht das eine ohne das andere tun.
3.1.2 Verarbeitungsmodelle und Programmierstil
Bemerkenswerterweise verschwindet die Vorstellung dar

uber, wie die Maschine Konstruk-
te h

oherer Programmiersprachen ausf

uhrt keineswegs. Sie wird zum kognitiven Verarbei-
tungsmodell
[
Christaller, 1986
]
, das sich nicht nur von der konkreten Maschine, sondern
auch von abstrakten, formal spezizierten Maschinenmodellen
[
Stoyan und G

orz, 1984
]
un-
terscheidet. Letztere werden im Compilerbau auch als virtuelle Maschine bezeichnet und
erh

ohen die Portabilit

at von Programmiersprachen
[
Goldberg und Robson, 1983
]
,
[
Gos-
ling et al., 1996
]
. Nimmt man als Verarbeitungsmodell zum Beispiel die von Neumann-
Rechnerarchitektur an, so werden bestimmte Abstraktionsarten in einer Programmier-
sprache beg

unstigt, n

amlich die der imperativen oder prozeduralen Sprachen. Und selbst,
wenn eine Programmiersprache mehrere Verarbeitungsmodelle zul

at, was im Prinzip f

ur
alle universellen (Turing-

aquivalenten) Programmiersprachen zutrit, f

uhrt das kognitive
Verarbeitungsmodell im Kopf der Programmierer zu einem bestimmten Programmierstil.
Insofern ist es mehr der Programmierstil, den man als imperativ oder funktional klas-
sizieren kann, als die Sprache. Dennoch unterscheiden sich die Sprachen sehr deutlich
darin, welchen Programmierstil sie besser unterst

utzen. In diesem Sinne ist die folgende,
allgemein etablierte, Klassikation in
 imperative,
 funktionale,
 deklarative und
 objektorientierte
Sprachen zu verstehen. Andere Sprachaspekte f

uhren zur Bildung weiterer Kategorien,
wie
 regel-orientierte,
 constraint-orientierte,
 parallele,
 echtzeit-f

ahige
Sprachen etc., die hier nicht weiter ausgef

uhrt werden.
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Der imperative Programmierstil zeichnet sich dadurch aus, da globale Speichervariablen
deklariert werden, deren Werte durch Zuweisungen ge

andert werden, die in sequentiel-
len Befehlsfolgen ausgef

uhrt werden. Berechnungsergebnisse entstehen als Seiteneekte
in Speicherzust

anden. Dem ist als Verarbeitungsmodell unmittelbar die von Neumann-
Architektur zugrundegelegt bzw. die Turingmaschine. Typische imperative Sprachen sind
Fortran, Pascal, C, Ada, Cobol und Basic.
Nachteil der vorgeschriebenen sequentiellen Anweisungsspezikation bei imperativen Pro-
grammiersprachen ist die dadurch bedingte

Uberspezikation eines L

osungswegs. Oft sind
Teile komplexer Berechnungen voneinander unabh

angig. Da sie aber in einer Reihenfol-
ge hingeschrieben werden m

ussen, kann die M

oglichkeit ihrer nebenl

augen Ausf

uhrung
nicht ausgedr

uckt und vom Compiler im allgemeinen auch nicht abgeleitet werden. Ob-
wohl generell

Uberspezikationen auch das Verstehen von Programmen erschweren, wei
man jedoch aus der Praxis, da es Programmierern (und Menschen

uberhaupt) wesentlich
leichter f

allt, sequentiell als parallel zu denken
3
.
Der funktionale Programmierstil gr

undet auf der mathematischen Theorie rekursiver Funk-
tionen
[
Hudak, 1989
]
,
[
Hughes, 1990
]
. Berechnungen werden in Form von Funktionsde-
nitionen und Funktionsanwendungen beschrieben. Funktionale Sprachen werden daher
auch als applikative Sprachen bezeichnet. Komplexe Funktionen werden aus einfachen
durch Kombination, Fallunterscheidung und Rekursion zusammengesetzt. Die Semantik
von funktionalen Sprachen kann ohne Transformationen von Speicherzust

anden deniert
werden, sondern durch Vorschriften, wie Ausdr

ucke in eine Normalform reduziert wer-
den k

onnen. Man spricht daher auch von Reduktionsmaschinen
[
Hommes et al., 1980
]
,
[
Zimmer, 1991
]
. Auf Speichervariablen und Zuweisungsanweisungen kann ganz verzichtet
werden. Stattdessen gibt es formale Parameter von Funktionen, die bei Funktionsanwen-
dung an entsprechende Werte konkreter Argumente gebunden werden. Als Argumente
k

onnen wiederum zusammengesetzte Ausdr

ucke verwendet werden. Anstelle von Schleifen
gen

ugt das Mittel der Rekursion, das wesentlich st

arker die algorithmische Abstraktion
unterst

utzt als Schleifen.
Das Verarbeitungsmodell bei funktionalen Sprachen unterscheidet sich also deutlich von
dem bei imperativen Sprachen. Es entspricht weitgehend der mathematischen Sicht von
Funktionen. Dies erleichtert, beweisbare Eigenschaften von Programmen zu erhalten
[
Goe-
rigk, 1993
]
. Da funktionale Programme implizit parallele Berechnungen zulassen, kann dies
auf entsprechenden Rechnern auch ausgenutzt werden. Typische funktionale Sprachen sind
Lisp, Scheme, ML bzw. Standard ML
[
Milner et al., 1990
]
,
[
Paulson, 1991
]
Miranda
[
Tur-
ner, 1990
]
, Haskell
[
Hudak und Wadler, 1992
]
. Da die zwei letzten g

anzlich auf imperative
Sprachkonstrukte verzichten, werden sie auch strikt funktional genannt.
Da das Verarbeitungsmodell funktionaler Sprachen nicht der von Neumann-Architektur
entspricht, gab es zun

achst das Problem, sie ezient f

ur verf

ugbare Rechner bereitzustel-
len. Dieses Problem ist inzwischen beseitigt
[
Bretthauer et al., 1994
]
,
[
Kluge, 1997
]
, wenn
auch das Vorurteil sich immer noch h

alt.
Der deklarative Programmierstil leitet sich aus der mathematischen Logik und insbeson-
dere aus der Aussagenlogik und der Pr

adikatenlogik erster Stufe ab. Er wird daher auch
der logische Programmierstil genannt. Ein logisches Programm dr

uckt aus, was berechnet
3
Der Grund liegt darin, da Denken internes Sprechen ist und sprechen fordert eine Sequenzialisierung
der Vorstellungen (Imagination), die selbst eher assoziativ, distribuiert und parallel sind
[
Poeppel, 1985
]
.
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werden soll, nicht wie es berechnet werden soll. Es besteht aus einer Menge von logischen
Ausdr

ucken (Formeln). Das prim

are Ergebnis seiner Ausf

uhrung bzw. seines Beweises ist
die Mitteilung, ob die Formeln wahr oder falsch sind. Da man als Programmierer aber nicht
nur wissen m

ochte, ob eine L

osung existiert, sondern auch wie sie aussieht, benutzt man
logische Variablen, die eine oder mehrere L

osungen repr

asentieren und als Seiteneekt der
Beweisf

uhrung an Werte gebunden werden.
Prinzipiell ist das Verarbeitungsmodell ein beliebiger maschineller Beweiser. Welches Be-
weisverfahren ein Beweiser verwendet, ist f

ur das Ergebnis irrelevant. Algorithmische Ab-
straktion spielt in logischen Sprachen keine Rolle, weil bereits eine maximale Abstraktion
bei der Formulierung des Programms erfolgen mu. In der Praxis ist dies jedoch nur ei-
ne Idealvorstellung. Prolog als wichtigste logikorientierte Programmiersprache speziziert
zumindest, da Backtracking als Kontrollstruktur des Beweisverfahrens eingesetzt wird.
Zus

atzliche Konstrukte erm

oglichen, Einu auf die Programmausf

uhrung zu nehmen. Bei-
spielsweise k

onnen Zweige des Backtracking-Baums mit dem Operator cut abgeschnitten
werden. Ihr unvorsichtiger Gebrauch kann jedoch die Vorteile deklarativer Programmie-
rung ins Gegenteil verkehren. Deklarative Programmiersprachen spielen in der K

unstlichen
Intelligenz, insbesondere in der Wissensrepr

asentation und im Maschinellen Lernen, eine
wichtige Rolle. Neuere Konzepte aus diesem Bereich integrieren bereits im Kern ihres
Verarbeitungsmodells die Paradigmen der funktionalen, logischen, nebenl

augen, objekt-
orientierten und der Constraint-Programmierung. Hier ist die am DFKI in Saarbr

ucken
entwickelte Sprache Oz
[
Smolka, 1995
]
zu nennen.
Die Meinungen, was denn eigentlich den objektorientierten Programmierstil ausmacht, ge-
hen immer noch auseinander. Ebenso die Vorstellungen vom Verarbeitungsmodell. Objek-
torientierte Konzepte werden im

ubern

achsten Abschnitt ausf

uhrlich behandelt, hier soll
lediglich eine generelle Einordnung versucht werden.
Fischer und Grodzinky
[
1994
]
sehen objektorientierte Sprachen als Erweiterung bzw. Ge-
neralisierung streng (und disjunkt) typisierter Sprachen, also solcher, die die Typkonfor-
mit

at eines Programms zur

Ubersetzungszeit pr

ufen, so da (die meisten) Laufzeitobjekte
keine Typinformation ben

otigen. Die Erweiterung betrit die Typen, die nicht mehr dis-
junkt sein m

ussen: ein Typ kann Subtyp eines anderen Typs sein. Damit verbunden ist
die Vererbung von Funktionen (Simula) bzw. Methoden (Smalltalk) und der dynamische
Methodendispatch zur Laufzeit in Abh

angigkeit vom Argumenttyp. Alle Laufzeitobjekte
ben

otigen somit potentiell ihre Typidentit

at. Diese Sicht formuliert Stroustrup in
[
1988
]
etwas abstrakter: objektorientierte Programmierung entsteht aus der Kombination ab-
strakter Datentypen mit der Vererbung.
Eine grunds

atzlich andere Sicht lag der Entwicklung von Smalltalk zugrunde. Alan Kay
beschreibt es so:
\I spent a fair amount of time thinking about how objects could be charac-
terized as universal computers without having to have any exception in the
central metaphor."
[
Kay, 1996, S. 528
]
Seine Bestrebung hat zum Kommunikationsmodell gef

uhrt. Jedes Objekt ist eigenst

andig,
es erh

alt von anderen Objekten Nachrichten, f

uhrt Berechnungen durch und sendet Nach-
richten an andere Objekte. Meistens wird aus dieser Vorstellung abgeleitet, da Objekte
einen ver

anderbaren Zustand besitzen und somit Objektorientierung im Gegensatz zu
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funktionaler Programmierung st

unde
[
Louden, 1994
]
. Prinzipiell kann man sich aber auch
vorstellen, da Objekte keinen Zustand besitzen bzw. konstant sind und da Ver

ande-
rungen in der Welt nur durch das Entstehen neuer Objekte und das Verschwinden alter
Objekte modelliert werden, wie in strikt funktionalen Sprachen. In so einem Modell spielt
die Identit

at von Objekten keine Rolle mehr, sondern nur noch ihre

Aquivalenz.
3.2 Objektorientierung: Ein Sammelsurium von Begrien
und Konzepten
Die wesentlichen Merkmale objektorientierter Programmiersprachen wurden oben bereits
angesprochen. Vereinfacht kann man zwei Fraktionen im Streit um die objektorientierte
Wahrheit identizieren. Die eine (gem

aigte) sieht objektorientierte Programmierung als
Weiterentwicklung vorheriger Paradigmen, insbesondere der Idee abstrakter Datentypen
erg

anzt um Typsubsumption bzw. Vererbung
[
Stroustrup, 1988
]
. Die (radikale) Fraktion
bricht mit der Tradition und erkl

art die Welt aus einer neuen Sicht: alles ist ein aktives
selbst

andiges Objekt, Objekte tauschen miteinander Nachrichten aus
[
Kay, 1996
]
.
4
Innerhalb des Kommunikationsmodells f

uhrt die Entscheidung, ob man zwischen Klassen
und Instanzen unterscheidet oder nicht, zu zwei- oder einstugen Objektsystemen. Letztere
folgen der Metapher des Delegierens, d. h. wenn ein Objekt eine Nachricht nicht behandeln
kann, leitet es sie an seine Delegierten weiter. Vererbung im Sinne des Delegierens wird in
der Regel dynamisch zur Programmausf

uhrungszeit durchgef

uhrt. In zweistugen Objekt-
systemen geht man davon aus, da es viele gleichartige Objekte (Instanzen) gibt, die man
zu Klassen zusammenfat und deren Gemeinsamkeiten man in sogenannten Klassenobjek-
ten repr

asentiert. Vererbung dr

uckt hier meistens Unter- und Oberklassenbeziehungen aus
und wird in der Regel zur

Ubersetzungs- oder zur Ladezeit eines Programms durchgef

uhrt.
Setzt man den Klassenbegri in Analogie zum traditionellen Typkonzept in Programmier-
sprachen, so werden Smalltalk, das dem Kommunikationsmodell mit Klassen/Instanzen
folgt, und C++, das ohne das Kommunkationsmodell auskommt, doch sehr

ahnlich.
Objektorientierung geht

uber Programmierung im engeren Sinn weit hinaus. Sie hat
inzwischen den gesamten Softwareentwicklungsproze erfat. Es wurden spezielle ob-
jektorientierte Software-Engineering-Methoden (OOSE) entwickelt, die objektorientierte
Analyse (OOA), objektorientiertes Design (OOD) und objektorientierte Programmierung
(OOP) und Wartung umfassen. Besonders bekannt sind die Methoden von Booch
[
1994
]
,
Coad/Yourdon
[
1994
]
, Jacobson
[
1994
]
, Rumbaugh
[
1991
]
. Ein Vergleich dieser Metho-
den ist in
[
Fichman und Kemerer, 1992
]
zu nden. Ich beziehe mich in dieser Arbeit im
wesentlichen auf
[
Booch, 1991
]
bzw.
[
Booch, 1994
]
.
In den folgenden Abschnitten werden die verschiedenen Konzepte bzw. Sprachkonstruk-
te bottom-up erl

autert. Eine deutschsprachige Begriskl

arung zur objektorientierten Pro-
4
Allerdings werden radikale Versprechen selten eingel

ost: solange Aspekte wie Parallelit

at und Synchro-
nisation unber

ucksichtigt bleiben, hat man nicht mehr als syntaktischen Zucker geschaen. Oder anders
ausgedr

uckt, solange Parallelit

at und Synchronisation keine Rolle spielen, ist die Selbst

andigkeit und der
Nachrichtenaustausch zum Beispiel zwischen zwei Zahlen nur eine (m. E. eher hinderliche) Metapher. Par-
allelit

at und Synchronisation wurde aber z. B. in den Arbeiten von Hewitt und Agre behandelt
[
Hewitt et
al., 1973
]
.
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grammierung ist in
[
Stoyan und G

orz, 1983
]
zu nden. Nun werden zun

achst die

uberge-
ordneten Motive f

ur objektorientierte Sprachkonzepte in Erinnerung gerufen.
3.2.1 Wiederverwendbarkeit und Wartbarkeit als Motivation
Als Motivation f

ur objektorientiertes Programmieren wird immer wieder die h

ohere Wie-
derverwendbarkeit von Software-Komponenten auf der Nutzer-Seite und die bessere Wart-
barkeit auf Anbieter-Seite versprochen.

Ahnliche Fortschritte im Software-Engineering wurden schon vom Konzept abstrakter Da-
tentypen und vom Modulkonzept erwartet. Ein Problem (disjunkter) abstrakter Daten-
typen war, da die bereitgestellte Funktionalit

at entsprechender Module meist nicht hun-
dertprozentig pat, so da Anpassungen erforderlich sind. Louden
[
1994
]
nennt f

unf Wege,
um Software-Komponenten wiederverwendbar zu machen: Erweiterung, Einschr

ankung,
Redenition, Abstraktion und Polymorphisierung.
Um die Wartbarkeit von Software-Komponenten zu erh

ohen, versucht man den Zugri auf
Implementierungsdetails von auen zu verhindern. Entsprechende Konzepte zur Modula-
risierung, Datenkapselung und Information-Hiding gab es bereits in nicht objektorientier-
ten Sprachen wie Modula-2 oder Ada. Diese Errungenschaften will man nun in objekt-
orientierten Sprachen, die sich zun

achst um die Anpabarkeit sorgten, nicht aufgeben. Es
entsteht der Konikt, nur so viele Details oenzulegen, wie f

ur die Anpabarkeit n

otig,
und gleichzeitig m

oglichst viele Details zu verbergen, um Implementierungs

anderungen
schnittstellenneutral vornehmen zu d

urfen.
Die Verquickung beider Bestrebungen in einem einzigen Sprachkonzept und einem syntak-
tischen Konstrukt in C++, Eiel, Java u.a. hat m. E. nicht zu klaren L

osungen beigetragen.
3.2.2 Objekte, Klassen und Instanzen
Booch
[
1991, Seite 77
]
deniert ein Objekt folgendermaen:
\An object has a state, behavior, and identity; the structure and behavior of
similar objects are dened in their common class; the terms instance and object
are interchangeable."
Diese Vorstellung von Objekten wird als das klassenbasierte (engl. classical) Objektmodell
betrachtet
[
Coplien, 1992, S. 280
]
. Sie liegt auch dieser Arbeit zu Grunde. Weitere

ahnliche
Denitionen des Objektbegris ndet man in
[
Cox, 1991, S. 54
]
,
[
Martin und Odell, 1992,
S. 241
]
,
[
Rumbaugh, 1991
]
,
[
Shl, , S.14
]
. Die Struktur von Objekten wird

uber seine In-
stanzvariablen (bzw. Attribute, Slots, Felder oder Members) deniert, das Verhalten

uber
Methoden.
Objektsysteme, die zwischen Klassen und Instanzen unterscheiden werden auch als zwei-
stug bezeichnet, im Gegensatz zu sogenannten einstugen Systemen, die diese Unter-
scheidung nicht vornehmen. Letztere folgen dem Modell des Delegierens, dessen bekann-
teste Vertreterin die Sprache Self ist
[
Chambers et al., 1989
]
(s. 3.2.5). Werden Klassen als
Objekte erster Ordnung gef

uhrt, so sind sie selbst Instanzen einer Klasse, die dann als
Metaklasse bezeichnet wird. Man kann sich nun vorstellen, da die Instanziierungsrelation
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beliebig tief ist und man somit ein n-stuges Modell bzw. eins mit unendlich vielen Stufen
erh

alt. In Smalltalk werden drei Stufen unterschieden: (terminale) Instanzen, Klassen und
Metaklassen, wobei jeder Klasse eine eigene Metaklasse zugeordnet wird. In CLOS sind
Klassen zwar auch Objekte erster Ordnung, man kommt aber mit zwei Stufen aus, weil
Klassen und Metaklassen uniform behandelt werden und man den Trick einer selbstin-
stantiierten Klasse anwendet, d. h. es gibt eine ausgezeichnete Klasse, die Instanz von sich
selbst ist und somit sowohl als einfache Klasse als auch als Metaklasse gesehen werden
kann. Erweiterbare objektorientierte Programmiersprachen wie CLOS MOP und TEO
erlauben auch benutzerdenierte Metaklassen. Dies ist aber bisher eher die Ausnahme.
3.2.3 Kapselung, Information-Hiding und Modularisierung
Der Wunsch nach Kapselung von Objekten leitet sich unmittelbar aus den Vorstellungen
des Kommunikationsmodells ab. Objekte als selbst

andig agierende Einheiten brauchen
eine sch

utzende, nach auen abgrenzende H

ulle. Nach
[
Booch, 1991, Seite 77
]
bedeutet
Kapselung folgendes:
\Encapsulation is the process of hiding all of the details of an object that do
not contribute to its essential characteristics."
Mit dieser Denition wird gleich deutlich, da Kapselung hier auf Datenstrukturen bzw.
Objekte bezogen wird. Streng genommen m

ute man also von Datenkapselung sprechen.
Diese ist abzugrenzen von wohl bekannten Mitteln der Programmkapselung oder auch
Blockstrukturierung mit entsprechenden Sichtbarkeitsregeln, G

ultigkeitsbereichen und der
Lebensdauer von Variablen- und Konstantenbindungen. Letztere fanden eine konsequente
Realisierung in der Sprache Modula-2
[
Wirth, 1985a
]
. Dort wurde auf den Punkt gebracht,
worum es prim

ar geht, n

amlich um die funktionale Modularisierung von Programmen in
mittelgroe Einheiten, die

uber wohldenierte Schnittstellen miteinander interagieren. Die
Schnittstellen enthalten genaue Import- und Exportspezikationen. Will man diese Kon-
zepte und L

osungen in einer Programmiersprache beibehalten, so ist es naheliegend den
objektorientierten Teil dazu orthogonal zu entwerfen und ihn nicht zus

atzlich mit Kapse-
lungsaspekten zu

uberfrachten. Diese Position wurde konsequent in EuLisp vertreten.
Wichtiger Streitpunkt der Sprachdesigner ist die Frage, ob Sichtbarkeitsbeschr

ankungen
von der Programmiersprache erzwungen werden sollen oder ob nur unbeabsichtigte Zugrie
durch zuf

allig gleiche Namen vermieden werden sollen. Noch allgemeiner manifestiert sich
hier der Gegensatz, ob eine Sprache prim

ar etwas Negatives verbieten soll (Mibrauch,
Fehler etc.) oder etwas Vern

unftiges erm

oglichen soll. Lisp folgt traditionell dem letzteren
Prinzip, die meisten statischen Programmiersprachen dem ersten.
Da der Durchbruch objektorientierter Ideen im wesentlichen mit Smalltalk kam und man
dort in einem gewissen

Ubergeneralisierungseifer alles zum Objekt und vom Objekt her er-
kl

aren wollte, muten Aspekte der Modularisierung sowie Sichtbarkeitsregeln und Sprach-
konstrukten zur Klassizierung von Objekten verschmolzen werden. So sind denn auch die
Kapselungsmechanismen eher einfach ausgepr

agt: Instanzvariablen sind nur in Methoden
der denierenden Klasse und in Methoden der Subklassen sichtbar, nicht aber in Methoden
anderer Klassen. Alle Methoden einer Klasse sind nach auen sichtbar, jedoch sollen sol-
che, die als privat deklariert sind, nicht von auerhalb der Klasse aufgerufen werden. Da
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Smalltalk hier nur einfache Mittel bereitstellt h

angt aber auch damit zusammen, da es als
dynamische Sprache im Unterschied zu C++ keine Typpr

ufungen von Operationsaufrufen
(Sendeereignissen) zur

Ubersetzungszeit vornimmt.
C++, Eiel
[
Meyer, 1992
]
und auch Java
[
Gosling et al., 1996
]
folgen Smalltalk in der
Entscheidung, da Klassen gleichzeitig auch die Rolle von Modulen spielen sollen. C++
stellt einen allgemeinen Mechanismus zur Datenkapselung bereit, der es erlaubt zwischen
den Kategorien public, protected und private zu unterscheiden. Dabei bedeutet public,
da solche Klassenelemente (engl. members) von

uberall sichtbar sind, protected bedeutet,
da solche Elemente in der Klasse und in Subklassen sichtbar sind, und die als private
gekennzeichneten Elemente sind schlielich nur in der Klassendenition selbst sichtbar.
Man mu aber erw

ahnen, da Stroustrup selbst deutlich zwischen Klassen und Modulen
dierenziert:
. . . Data hiding and a well-dened interface can also be obtained through a
module concept. However, a class is a type; to use it, one must create objects
of that class, and one can create as many such objects as are needed. . . .
[
Stroustrup, 1987
]
Und auch Wegner
[
1987
]
sieht das Innovative der Objektorientierung eher in ihrer Ei-
genschaft, das Klassizieren zu unterst

utzen, als in der Erweiterung des Modulkonzepts.
Ebenso pl

adiert Szyperski
[
1992
]
f

ur die Dierenzierung und Beibehaltung beider Konzep-
te: der Module und der Klassen.
3.2.4 Vererbungskonzepte
Die sogenannte Vererbung ist ein Schl

usselkonzept objektorientierter Programmierung.
So werden in
[
Wegner, 1987
]
Programmiersprachen, die zwar Klassen und Methoden zur
Verf

ugung stellen, aber keine Vererbungsmechanismen, als objektbasiert und nicht als
objektorientiert bezeichnet.

Ahnlich sieht es
[
Stroustrup, 1988, S. 13,18
]
und auch Booch
[
1991, Seite 96
]
:
\Inheritance is perhaps the most powerful of these relationships and may be
used to express both generalization and association."
So einig man sich in der Einsch

atzung der Bedeutung von Vererbungskonzepten ist, so
unterschiedlich sind die konkreten Mechanismen und ihr intendierter Verwendungszweck
in verschiedenen Programmiersprachen. Begriich gehen Vererbungskonzepte auf Vor-
stellungen aus der Genetik und des Zivilrechts zur

uck, also auf das Erben von Genen,
Konventionen, Eigentum, Verpichtungen, die von den Eltern auf die Kinder

ubergehen
bzw.

ubertragen werden. So fallen im Zusammenhang mit Vererbungskonzepten in Pro-
grammiersprachen auch immer wieder Begrie wie \Vaterklasse", \Sohnklasse" oder, we-
niger patriarchalisch, parent und child; und das an Stellen, wo man die Oberklasse bzw.
Unterklasse meint. In meinen Augen zeigt die \Vererbung" besonders deutlich, da die
unreektierte Verwendung von Metaphern auch verwirrend sein kann.
Neben Simula
[
Dahl und Nygaard, 1966
]
hat die objektorientierte Programmierung ihre
Wurzeln in der objektorientierten Wissensrepr

asentation, insbesondere den semantischen
34 Kap. 3. Stand der Technik
Netzen
[
Quillian, 1967
]
,
[
Carbonell, 1970
]
,
[
Winston, 1975
]
, den Frame-Sprachen
[
Mins-
ky, 1975
]
,
[
Bobrow und Winograd, 1977
]
,
[
Roberts und Goldstein, 1977
]
und den Aktor-
Sprachen ACTOR
[
Hewitt et al., 1973
]
, Act1
[
Lieberman, 1981
]
. Bei
[
Quillian, 1967
]
ging
es um die Frage der Modellierung des Wissens im Ged

achtnis eines Menschen. Daran orien-
tierte sich auch der Vererbungsmechanismus von Begriseigenschaften, der eher das Asso-
ziieren von Wissenselementen als die Generalisierung und Spezialisierung von Begrien un-
terst

utzte. So gehen einstuge Objektsysteme (ohne die Klasse/Instanz-Unterscheidung)
sowie das Konzept der shared slots in klassenbasierten Programmiersprachen letztlich auf
die Ideen der Ged

achtnismodellierung zur

uck, ohne da man sich heute dessen im allge-
meinen bewut ist.
Der Hauptstrang der verschiedenen Vererbungskonzepte rankt sich jedoch um die

Ahnlich-
keitsbeziehung zwischen Klassen. Dies f

uhrt auf der Modellierungsseite zu einem besseren
Verst

andnis von Anwendungsdom

anen und ihrer Komplexit

atsreduktion sowie auf der Im-
plementierungsseite zur Wiederverwendung, Erweiterung und einfacheren Anpassung von
Softwarebausteinen. Darauf ausgerichtete Vererbungskonzepte zielen also direkt auf eine
signikante Verbesserung und Beschleunigung der Software-Entwicklungsprozesse.
Beim Modellieren geht man

ublicherweise bottom-up vor, d. h. man geht von konkreten
Objekten mit ihren Eigenschaften aus, bildet Klassen, analysiert die Klassen auf

Ahn-
lichkeiten, generalisiert gemeinsames in Oberklassen usw. Beim Implementieren ist es,
zumindest bei der Ergebnisbetrachtung eines Programms als sequentieller Text, eher um-
gekehrt. Zun

achst werden einfache und generelle Objekteigenschaften in Klassendenitio-
nen speziziert, dann werden speziellere Klassen mit mehr und speziellerer Funktionalit

at
als Subklassen der Ausgangsklassen deniert. Schlielich werden, angestoen durch das
Hauptprogramm, konkrete Instanzen einiger Klassen erzeugt und manipuliert.
Je nach dem, welchen Akzent Sprachdesigner setzen m

ochten, w

ahlen sie eine entsprechen-
de Terminologie im Zusammenhang mit der Vererbung:
 superclass vs. subclass in Smalltalk, CLOS, Java etc.;
 base class vs. derived class in C++;
 ancestor vs. descendant in Eiel;
 parent vs. child in einstugen Objektsystemen;
Das Denieren einer Subklasse wird oft als Spezialisieren, Erweitern oder auch neutral als
Subclassing bezeichnet, w

ahrend der umgekehrte Vorgang des (Heraus-) Faktorisierens von
Gemeinsamkeiten in eine Superklasse als Generalisieren bezeichnet wird. Das Overriding
wird im Deutschen oft nicht ganz zutreend mit

Uberschreibung

ubersetzt und bedeutet,
da eine in der Superklasse bereits denierte Methode in der Subklasse nochmal deniert
wird, was dazu f

uhrt, da beim Anwenden dieser Operation auf eine Instanz der Sub-
klasse auch die Methode der Subklasse zum tragen kommt und nicht die der Superklasse.
Dies auch dann, wenn der speziellste Typ (oder Klasse) eines Objekts (einer Instanz) zur

Ubersetzungszeit nicht ableitbar ist. Hier spricht man auch vom Laufzeitdispatch.
Bez

uglich der Instanzvariablen ist in vielen Sprachen wie Smalltalk, C++, Java ein Over-
riding nicht m

oglich. In Smalltalk ist es ein Fehler, eine Instanzvariable mit dem gleichen
3.2 Objektorientierung: Ein Sammelsurium von Begrien und Konzepten 35
Namen wie in einer Superklasse zu spezizieren. In C++ und Java f

uhrt dies zu einer
zweiten Instanzvariablen mit dem gleichen Namen. F

ur speziellere Methoden ist nur die
zweite sichtbar, w

ahrend f

ur die Methoden der Superklasse nur die erste Instanzvariable
sichtbar ist. Diese Strategie wird in Java Shadowing genannt. Das Overriding, als ein Me-
chanismus, die speziellsten Eigenschaften eines Objekts zur Laufzeit wirken zu lassen, ist
aber eine notwendige Voraussetzung, um Struktur und Verhalten von Objekten ad

aquat
und m

oglichst deklarativ zu spezialisieren.
Je nachdem ob eine Klasse nur eine oder mehrere direkte Superklassen haben darf, spricht
man von einfacher Vererbung oder von multipler Vererbung. Eine spezielle Form der mul-
tiplen Vererbung ist die Mixin-Vererbung
[
Bretthauer et al., 1989a
]
. Dabei werden Eigen-
schaften substantivischen Charakters nach einfacher Vererbung klassiziert. Zus

atzliche
adjektivische Eigenschaften k

onnen nach multipler Vererbung in sogenannten mixins oder
Mixin-Klassen klassiziert werden. Eine substantivische Klasse kann also mehrere Mixin-
Klassen und genau eine substantivische Klasse spezialisieren.
Eine Formalisierung der Vererbungskonzepte ndet man in
[
Touretzky, 1986
]
. Praktische
Probleme multipler Vererbung werden in
[
Ducournau und Habib, 1991
]
,
[
Ducournau et al.,
1992
]
und
[
Bretthauer et al., 1989b
]
diskutiert. Vererbungskonzepte werden im n

achsten
Kapitel noch ausf

uhrlicher behandelt.
3.2.5 Delegieren
Vereinfacht kann man sagen, da Delegieren in einstugen Objektsystemen, wo es keine
Unterscheidung zwischen Klassen und Instanzen gibt, dem entspricht was Vererbung in
zweistugen Objektsystemen ausmacht. In letzteren organisiert man ein Programm in einer
Generalisierungs- bzw. Spezialisierungshierarchie, w

ahrend man in Self
[
Smith und Ungar,
1995
]
zun

achst allgemein eine Arbeitsteilung zwischen verschiedenen Objekten mit jewei-
ligen Verantwortlichkeiten vornimmt. Bestimmte Aufgaben werden an bestimmte Objekte
delegiert. Implizit kann man in Self nat

urlich auch Spezialisierungshierarchien ausdr

ucken,
diese werden aber nicht syntaktisch und semantisch unterst

utzt. Da Delegierungssprachen
nicht zur Klassen-/Instanz-Trennung zwingen, werden sie h

aug als m

achtiger und aus-
drucksst

arker im Vergleich mit zweistugen Objektsystemen bezeichnet. Dem ist aber
entgegenzusetzen, da ein exibleres bzw. universelleres Konzept nicht notwendigerweise
einen bestimmten Programmierstil unterst

utzt. In der Regel l

at es mehr zu, unterst

utzt
aber weniger. Insofern sehe ich im Konzept des Delegierens keine Alternative zu zweistu-
gen Objektsystemen, die das Klassizieren, Spezialisieren und Generalisieren von Objekten
unterst

utzen. Delegieren unterst

utzt vielmehr eine spezielle Auspr

agung des Kommunika-
tionsmodells.
3.2.6 Senden von Nachrichten
Wie schon oben erw

ahnt liegt dem objektorientierten Programmierstil nach Smalltalk das
Kommunikationsmodell zugrunde. In diesem Modell tauschen die Kommunikationspart-
ner, genannt Objekte, Informationen durch Versenden von Nachrichten aus. Berechnun-
gen erfolgen dadurch, da Objekte Nachrichten, die sie erhalten, verarbeiten, wobei sie
weitere Nachrichten an andere Objekte oder an sich selbst versenden. Jedes Objekt hat
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in der Regel einen inneren Zustand, der von auen nicht direkt einsehbar ist, auer

uber
Nachrichten. Es gibt also ein Sprachkonstrukt der Art:
receiver method-name argument
1
...
mit der Semantik, da zuerst die Klasse (Typ) von receiver bestimmt wird
5
und dann die
dieser Klasse bez

uglich method-name zugeordnete Methode auf die gegebenen Argumente
angewendet wird.
Solange Parallelit

at keine Rolle spielt und das Nachrichtenversenden sequentiell erfolgt
entspricht ein Sendeereignis einem Prozeduraufruf in imperativen Programmiersprachen
bzw. einer Funktionsapplikation in funktionalen Sprachen. So wird der obige Ausdruck in
Java folgendermaen notiert:
receiver.method-name(argument
1
, ...);
In CLOS, das auf dem prim

ar funktionalen CommonLisp gr

undet, hat man daher das
Nachrichtenversenden unter der Funktionsapplikation subsummiert, mit folgender Syntax:
(method-name receiver argument
1
...)
Die mit method-name assoziierte Operation bekommt einen eigenst

andigen Charakter und
wird als generische Funktion bezeichnet, der Empf

anger wird zum ersten Argument, das
urspr

unglich erste Argument wird zum zweiten Argument usw. CLOS geht noch einen
Schritt weiter und erlaubt, die Methodenauswahl von allen Argumente bzw. deren Klasse
abh

angig zu machen. Man spricht daher auch von Multimethoden. Generische Operationen
und Methodenauswahl werden im n

achsten Kapitel noch ausf

uhrlicher behandelt.
3.2.7

Uberladen von Operatoren und Polymorphie
Schon die ersten h

oheren Programmiersprachen erlaubten, einige Operatoren auf Argu-
mente mehrerer Typen anzuwenden. Typischerweise k

onnen die vordenierten arithmeti-
schen Opertoren +, - etc. sowohl auf ganze als auch auf reelle Zahlen angewandt werden
6
.
Dabei mu der

Ubersetzer schon syntaktisch erkennen, welche Operation gemeint ist, und
diese einsetzen. In Ada
[
Nagl, 1982
]
wurde die M

oglichkeit, Operatoren zu

uberladen (engl.
operator overloading), auch dem Benutzer einger

aumt. F

ur benutzerdenierte Typen A
und B kann er folgende Funktionen denieren:
function + (x, y in A) return A;
function + (x, y in B) return B;
Es wird also ein Name (hier +) mit mehreren Operationen assoziiert. Aus dem Verwen-
dungskontext mu aber schon zur

Ubersetzungszeit eindeutig hervorgehen, welche Opera-
tion gemeint ist. Overloading ist ein rein syntaktisches Konzept und wird auch als ad-hoc
Polymorphie bezeichnet.
Ein eher semantisches Konzept ist das der polymorphen Operationen. Dabei kann eine
Operation auf Argumente mehrerer Typen angewandt werden. Die genauen Argumentty-
pen m

ussen zur

Ubersetzungszeit nicht notwendigerweise bekannt sein. Solche Operationen
5
Dies entf

allt in einstugen Objektsystemen.
6
Nat

urlich sind hier streng genommen nicht die mathematischen Begrie gemeint, sondern ihre Ent-
sprechungen in einer Programmiersprache.
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werden auch generisch genannt. Auch Datentypen bzw. Klassen k

onnen generisch bzw.
parametrisiert sein, z. B. template classes in C++ und Eiel oder Typen in Ada:
In C++: template<class T> class Queue ...T item; ...
In Ada: type Stack(Size: POSITIVE) is record ...
F

ur generische Operationen und Datentypen wird auch der Begri der parametrisier-
ten Polymorphie verwendet, wenn explizit oder implizit ein Typparameter die konkrete
Operationsanwendung bzw. den konkreten Datentyp bestimmt. Generell geht der in der
Informatik verwendete Begri der Polymorphie auf Strachey
[
1967, S.xx
]
zur

uck:
\Parametric polymorphism is obtained when a function works uniformly on a
range of types; these normally exhibit some common structure. Ad-hoc poly-
morphism is obtained when a function works, or appears to work on several
dierent types (which may not exhibit a common structure) and may behave
in unrelated ways for each type."
Bezogen auf objektorientierte Sprachen verdeutlicht Booch mit folgender Denition, da
dieses Konzept eng mit der obligatorischen Typisierung von Variablen in traditionellen
h

oheren Programmiersprachen zusammenh

angt
[
1991, S.517
]
:
\. . . A concept in type theory, according to which a name (such as a variable
declaration) may denote objects of many dierent classes that are related by
some common superclass; thus, any object denoted by this name is able to
respond to some common set of operations in dierent ways . . . ,"
Meyer
[
1988
]
bringt es mit seiner Bemerkung noch spitzer auf den Punkt:
\. . . there is no way the type of an object can ever change. Only a reference
can be polymorphic . . . "
Meyer l

at aber auer Acht, da in dynamischen objektorientierten Sprachen wie CLOS
Objekte auch ihre Typ- bzw. Klassenzugeh

origkeit

andern k

onnen (mit change-class).
Schon in CLOS erfordert diese M

oglichkeit spezielle Vorkehrungen in der Sprachspezi-
kation und in ihrer Implementierung. Mit Compile-Time-Type-Checking-Sprachen d

urfte
change-class im allgemeinen kaum vereinbar sein. Klassenwechsel m

uten auf solche vom
Allgemeinen zum Speziellen entlang der Spezialisierungsbeziehungen beschr

ankt bleiben.
Eine ausf

uhrliche Diskussion von Aspekten der Polymorphie ist in
[
Cardelli und Wegner,
1985
]
zu nden.
3.2.8 Methodenkombination
Alle objektorientierten Programmiersprachen bieten die M

oglichkeit Methoden der Su-
perklassen zu erben, die meisten erlauben auch, speziellere Methoden in Subklassen zu
denieren, was dann als Redenition bezeichnet wird. Soweit k

onnen auch Module aus
Modula-2 mithalten. Prinzipiell neu ist bei objektorientierten Sprachen die dynamische
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(zur Laufzeit) Auswahl der speziellsten Methode gem

a der speziellsten Klasse des aktu-
ellen Empf

angers (oder Parameters in CLOS), was auch dynamic binding genannt wird.
Dies kann mit Modulen aus Modula-2 oder Packages aus Ada nicht erreicht werden.
Oft m

ochte man nicht alles reimplementieren, was in der Supermethode schon imple-
mentiert ist, sondern nur einige Erg

anzungen bzw. Modikationen vornehmen. Aus einer

ubergeordneten Sicht m

ochte man das Gesamtverhalten (bzgl. einer Operation) so entlang
der Superklassenhierarchie konstruieren, da nichts doppelt oder mehrfach implementiert
und gewartet werden mu, sondern an genau einer Stelle. Daf

ur reicht das herk

ommliche
Mittel der prozeduralen Dekomposition, auf die sich C++ an dieser Stelle zur

uckzieht
7
,
nicht aus. Daher bieten z. B. Smalltalk, Java und CLOS einen abstrakteren Mechanismus,
in einer spezielleren Methode die n

achst allgemeinere Methode auszuf

uhren. Beispielkon-
strukte sind call-next-method in CommonLisp, run-super in Smalltalk und super() in
Java. Die Sprache BETA
[
Madsen et al., 1993, S. 94
]
bietet einen umgekehrten Mechanis-
mus an: das Konstrukt inner erlaubt, in einer Methoden die n

achst speziellere Methode
aufzurufen.
In CLOS wurde das ausdrucksst

arkste Konzept der Methodenkombination entwickelt, das
zus

atzlich zu Prim

armethoden sogenannte Before-, After- und Around-Methoden an-
bietet. Dabei werden, falls vorhanden, zuerst alle Before-Methoden (die spezielleren zu-
erst), dann die speziellste Prim

armethode (

uber call-next-method evtl. auch weitere)
und schlielich alle After-Methoden (die speziellste zuletzt) ausgef

uhrt. Around-Methoden
sind eine Art Schlinge, die sich um die gewachsene Zwiebel aus Before-, Prim

ar-, und
After-Methoden legen k

onnen, um die Kontrolle

uber die Zwiebel zu erhalten und sie ggf.
unwirksam werden zu lassen. Siehe hierzu auch Abschnitt 3.4.3 in diesem Kapitel.
3.2.9 Reektion und Metaobjektprotokolle
Grundlegende Arbeiten zur Reektion in Programmiersprachen begannen mit
[
Smith,
1982
]
,
[
Smith, 1984
]
. Im Prinzip kann man auch Rekursion als eine Form des Selbstbezugs
und somit der Reektion ansehen.

Uber Programmiersprachen hinaus wurden reektive
Systeme insbesondere in der K

unstlichen Intelligenz untersucht
[
Maes, 1987
] [
Maes und
Nardi, 1988
]
,
[
Karbach, 1994
]
. Aktuelle Arbeiten aus beiden Str

angen wurden in
[
Yoneza-
wa und Smith, 1992
]
und
[
Kiczales, 1996
]
vorgestellt.
Metaobjektprotokolle (MOPs) verfolgen ein spezielles Ziel im Rahmen der Reektion
in Programmiersprachen und Systemen. W

ahrend Vererbungskonzepte objektorientier-
ter Programmiersprachen die Wiederverwendung (durch Spezialisierung) von erstellten
Anwendungen unterst

utzen, zielen Metaobjektprotokolle auf die Wiederverwendung der
Programmiersprache selbst
[
Kiczales et al., 1991
]
,
[
Bretthauer et al., 1993
]
, indem die
Sprache spezialisiert wird. Diesen qualitativen Sprung kann man mit dem Schritt von
fest programmierten Automaten zu programmierbaren universellen Rechnern vergleichen.
Allerdings ist damit zu rechnen, da diese zugegeben provokative These erst in einigen
Jahren, wenn nicht Jahrzehnten, erh

artet werden kann. Immerhin sprieen inzwischen di-
verse Ableger von CLOS MOP und TEO im Umfeld von Oberon
[
Templ, 1994
]
, BETA
[
Brandt, 1995
]
, ja sogar von C++
[
Buschmann et al., 1992
]
.
7
Nach dem Motto, was k

ummert mich objektorientierte Programmierung? Wenn man schon zu Fu den
dynamischen Speicherbedarf verwaltet, dann ist man dankbar, auch weiterhin strukturiert programmieren
zu m

ussen. Dann f

allt es auch leichter, sich an das neue Paradigma zu gew

ohnen!
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Java hat mit JDK1.1 den ersten Schritt in Richtung MOP getan und stellt ein umfassen-
des Introspektionsprotokoll im Reection package zur Verf

ugung. Introspektionsprotokolle
erlauben, ein beliebiges Objekt, seine Klasse und somit alle wesentlichen Elemente, die die
Struktur und das Verhalten des Objekts bestimmen, zu inspizieren. Klassen, Methoden
und Felder (Klassen- und Instanzvariablen in Java) sind somit auch Objekte, sie wer-
den als Metaobjekte bezeichnet. Generische Werkzeuge wie Klassenbrowser, Inspektoren,
Debugger etc. k

onnen somit portabel implementiert werden.
Metaobjektklassen sind in Java nal und k

onnen nicht spezialisiert werde, wie in CLOS
MOP und TEO, wo neuartige Klassen, z. B. mit multipler Vererbung, oder multiple
Methoden, deren Argumente den Methodendispatch mitsteuern, oder spezielle Annotatio-
nen von Instanzvariablen als Spracherweiterung realisiert werden k

onnen. Entsprechende
Teilprotokolle legen oen,
 wie die Erzeugung und Initialisierung systemdenierter Metaobjekte zu geschehen
hat und wie diese gezielt spezialisiert werden k

onnen;
 wie die Linearisierung der Vererbungshierarchie durchgef

uhrt wird;
 wie Instanzvariablen mit ihren Annotationen vererbt werden;
 wie Instanzvariablenzugrie realisiert werden, bzw. wie entsprechende Lese- und
Schreiboperationen generiert werden;
 wie f

ur eine gegebene Signatur die Auswahl der anwendbaren Methoden geschieht,
wie sie sortiert werden, und welche schlielich in welcher Reihenfolge auszuf

uhren
sind.
Diese Aspekte werden am Beispiel CLOS MOP und in sp

ateren Kapiteln ausf

uhrlich
behandelt und bilden einen Schwerpunkt dieser Arbeit.
3.3 Ausgew

ahlte verwendete Objektsysteme
In diesem Abschnitt werden exemplarisch einige der wichtigsten und f

ur diese Arbeit
relevanten objektorientierten Programmiersprachen vorgestellt:
 Smalltalk als das Original, das die Entwicklung mageblich beeinut hat,
 C++ als die heute am meisten verwendete objektorientierte Sprache,
 Java, als die modernere, internet-taugliche Variante von C++ und
 CLOS, MFS und ObjVLisp als die konkrete Ausgangsbasis f

ur diese Arbeit.
Man k

onnte sagen, da sich Java zu C
++
so verh

alt, wie TEO zu CLOS, jedenfalls was
den objektorientierten Teil der Sprachen angeht.
Exemplarisch gehe ich auch auf die jeweilige historische Entwicklung und die getroenen
Designentscheidungen ein. Punktuell werden nat

urlich auch weitere Programmiersprachen
angesprochen wie dylan
[
Shalit, 1996
]
, BETA
[
Madsen et al., 1993
]
, Oberon
[
Wirth,
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1985b
]
, Eiel
[
Meyer, 1992
]
etc. Ihre ausf

uhrliche Darstellung w

urde aber den Rahmen
dieser Arbeit sprengen.
Ein konzeptueller Vergleich der wichtigsten objektorientierten Programmiersprachen ist
in
[
Kristensen, 1996
]
zu nden. Diskussionsbeitr

age aus der Sicht der Entwickler von An-
wendungen der K

unstlichen Intelligenz wurden in
[
Vo, 1995
]
zusammengestellt.
3.3.1 Smalltalk
Smalltalk
[
Goldberg und Robson, 1983
]
,
[
Goldberg und Robson, 1989
]
entstand im Rahmen
des Forschungsprojekts Dynabook, das unter der Leitung von Allen Kay Anfang der 70er
Jahre bei Xerox PARC durchgef

uhrt wurde. Mageblichen Einu auf das Sprachdesign
hatten neben anderen Adele Goldberg und Daniel Ingalls. Das vision

are Ziel des Gesamt-
projekts war das personal computing, in Abkehr vom damals vorherrschenden mainframe
computing. Dabei wurden grundlegend neue Konzepte wie Fensterober

achen, graphische
Displays und Benutzerschnittstellen, Zeigeinstrumente und objektorientiertes Program-
mieren entwickelt. So kann auch Smalltalk im Ergebnis weniger als eine Programmierspra-
che im bis dahin

ublichen Sinn verstanden werden, sondern vielmehr als ein Gesamtsystem,
das Adele Goldberg und David Robson
[
1983, S. vii
]
kurz so charakterisieren:
 Smalltalk is a vision,
 Smalltalk is based on a small number of concepts, but dened by unusual termino-
logy,
 Smalltalk is a graphical, interactive programming environment,
 Smalltalk is a big system.
Auch das folgende Zitat von Allen Kay
[
1996, S. 596
]
betont den Systemcharakter von
Smalltalk und nennt retrospektiv sein auszeichnendes Merkmal:
\I think the thing . . . that was the most important reason to use a language
like Smalltalk or Lisp, is the meta-denition facility. You should not take the
language any more as a collection of features done by some designer, but you
should take it as a way of enabling the language that you actually need, to
write a system."
Dieser Gesichtspunkt ist aber in Lisp, insbesondere in CLOS MOP und TEO noch
wesentlich bewuter und gezielter ber

ucksichtigt worden als in Smalltalk, das weder eine
syntaktische Erweiterung zul

at, noch beispielsweise die Spezialisierung der Vererbung
oder des Methodendispatches.
Zum Gesamtsystem Smalltalk geh

oren der Compiler, der Interpretierer, das Laufzeitsy-
stem und die Programmentwicklungsumgebung mit einem Browser, Inspektor, Editor und
GUI-Werkzeug. Wie weit Smalltalk damit seiner Zeit voraus war zeigt folgende Episode
[
Kay, 1996, S.560
]
:
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\. . . it was already 1979, and we found ourselves doing one of our many demos,
but this time for a very interested audience: Steve Jobs, . . . from Apple. They
had started a project called Lisa . . . Thus, more than eight years after over-
lapping windows had been invented and more than six years after the ALTO
8
started running, the people who could really do something about the ideas -
nally got to see them . . . Steve Jobs said he did not like the blt-style
9
scrolling
we were using and asked if we could do it in a smooth continuous style. In less
than a minute Dan
10
found the method involved, made the (relatively major)
changes, and scrolling was now continuous! This shocked the visitors, especi-
ally the programmers among them, as they had never seen a really powerful
incremental system before."
Neben der Inkrementalit

at des Entwicklungsprozesses hat die Portabilit

at von Smalltalk-
Anwendungen einschlielich ihrer Benutzerschnittstellen mageblich zur hohen Popula-
rit

at des Systems beigetragen. In beiden Aspekten hat Java, im Kontext von Internet-
Anwendungen, sich Smalltalk zum Vorbild genommen.
Zu den grundlegenden Sprachdesignentscheidungen geh

oren folgende:
 Als Verarbeitungsparadigma dient das Kommunikationsmodell mit nachrichtenaus-
tauschenden Objekten.
 Es wird zwischen Klassen und Instanzen unterschieden.
 Es gib nur einfache Vererbung zwischen Klassen; alle Instanz- und Klassenvariablen
sowie alle Methoden einer Klasse werden an die Subklassen vererbt.
 Klassen ersetzen vollst

andig das Typkonzept, es gibt keine primitiven Typen auer-
halb der Klassenhierarchie.
 Keine statische Typisierung von tempor

aren sowie von Instanz- und Klassenvaria-
blen, auer der speziellen Variable self, die in Methoden immer an das Empf

anger-
objekt gebunden ist. Daraus ergibt sich entsprechend die dynamische Typpr

ufung
und der Methodendispatch zur Laufzeit.
 Einfache Methodenkombination

uber die spezielle Variable super.
 Metaklassen und Reektion, auch Quellcode-Interpretation, inkrementelle Kompila-
tion, lazy evaluation von Bl

ocken.
 Kein Metaobjektprotokoll, keine syntaktische Erweiterbarkeit (keine Makros).
Zusammenfassend kann man festhalten, da Smalltalk eine herausragende Rolle bei der
Etablierung objektorientierter Programmierkonzepte gespielt hat. Durch die ganzheitli-
che Sicht hat Smalltalk nicht nur im Sprachdesign, sondern auch im gesamten Software-
Entwicklungsproze neue Mast

abe gesetzt. Auch sein Model-View-Controller-Konzept
11
8
Der bei Xerox PARC entwickelte PC.
9
Die Bedeutung ist hier irrelevant.
10
Dan Ingalls, Hautimplementierer von Smalltalk bei Xerox PARC.
11
Danach werden Softwaresysteme mit Benutzerinteraktionskomponenten grunds

atzlich nach drei As-
pekten strukturiert und entworfen: dem funktionalen Modell, seiner Visualisierung und der Steuerung
von Benutzerinteraktionen. Nicht alle Smalltalk-Systeme unterst

utzen aber das Model-View-Controller-
Konzept.
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ist beispielgebend f

ur den modernen Entwurf von Softwaresystemen. Die k

unftige Ent-
wicklung und Verwendung von Smalltalk f

ur komplexe Anwendungen wird nach meiner
Einsch

atzung am st

arksten davon beeinut, wie erfolgreich Java letztlich sein wird. Im
Vergleich mit dynamischen objektorientierten Sprachen wie CLOS, dylan und TEO
fehlen Smalltalk die syntaktische Erweiterbarkeit, die Unterst

utzung anderer Program-
mierstile und das erweiterbare Metaobjektprotokoll. Im Vergleich mit C++ wird Smalltalk
in performanzkritischen Bereichen schw

acher bleiben. Java bietet gegen

uber Smalltalk die
Vorteile, da es Compile-Time-Type-Checking und Internet-Anwendungen unterst

utzt.
3.3.2 C++
C++ wurde von Bjarne Stroustrup seit 1979 bei AT&T Bell Labs, wo auch C entstand,
entwickelt. Sein anf

angliches Ziel war es, die objektorientierten Sprachmittel aus Simu-
la mit der Ezienz und Flexibilit

at von C f

ur den Bereich der Systemprogrammierung
zu verbinden. Er beabsichtigte, das Ergebnis innerhalb eines halben Jahres f

ur konkrete
Projekte nutzen zu k

onnen. Stroustrup beschreibt es retrospektiv in
[
1994, S.1
]
:
\At the time, mid-1979, neither the modesty nor the preposterousness of that
goal was realized. The goal was modest in that it did not involve innovation, and
preposterous in both the time scale and its Draconian demands on eciency
and exibility. While a modest amount of innovation did emerge over the years,
eciency and exibility have been maintained without compromise. . . . C++
as used today directly reects its original aims."
Der Erfolg gibt ihm recht. Heute ist C++ die meistverwendete (objektorientierte) Pro-
grammiersprache

uberhaupt. Die wichtigsten Meilensteine der Entwicklung waren:
 1979: C with Classes;
 1983: erste verwendete C++ Implementierung;
 1985: erste externe C++ Version, The C++ Programming Language
[
Stroustrup,
1987
]
, CFront 1.0 als kommerzielle Version;
 1986: What is Object-Oriented Programming
[
Stroustrup, 1988
]
,
 1989: CFront 2.0, Beginn der ANSI Standardisierung;
 1990: Borland C++ release, The Annotated C++ reference Manual
[
Ellis und Strous-
trup, 1990
]
 1991: CFront 3.0 (mit templates), The C++ Programming Language
[
Stroustrup,
1991
]
;
 1994: Draft ANSI/ISO Standard;
Aus der Diskussion seines Beitrags zur HOPL-2
[
Strousrup, 1996
]
konstatiert Stroustrup,
da es keine allgemein akzeptierte Vorstellung

uber Wesen und Hauptzweck von Pro-
grammiersprachen gibt. Aus seiner Sicht mu eine universelle Programmiersprache viele
Aspekte ber

ucksichtigen, um die verschiedenen Benutzergruppen zu unterst

utzen. Eine
Sprache ist:
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 ein Tool, um Maschinen zu steuern;
 ein Kommunikationsmittel f

ur Programmierer;
 ein Ausdrucksmittel f

ur high-level Design;
 ein Notationsformalismus f

ur Algorithmen;
 dr

uckt Beziehungen zwischen Konzepten aus;
 ein Experimentierwerkzeug.
Nach Stroustrups Auassung
[
1994, S.7
]
mu die Informatik allgemein und die Designer
von Programmiersprachen insbesondere sich verschiedener Mittel aus der Mathematik, den
Ingenieurwissenschaften, der Architektur, der Kunst, der Biologie, der Soziologie und der
Philosophie bedienen. Eine Programmiersprache wird entworfen, damit bestimmte Pro-
blemklassen in einem gegebenen zeitlichen Kontext von bestimmten Menschengruppen
gel

ost werden k

onnen. Ausgehend vom ersten Entwurf w

achst sie mit dem neu entstehen-
den Bedarf, der sich aus neuen Problemen und L

osungsmethoden ergibt.
Diese Sicht teile ich voll und ganz. Wundert man sich nun

uber die Divergenz der De-
signergebnisse in TEO und C++, so liegt dies zum groen Teil am unterschiedlichen
Kontext (KI-Programmierung vs. Betriebssystemprogrammierung) und Traditionen der
jeweils beteiligten Gruppen. Um so wichtiger erscheint ein Blick

uber den Tellerrand eines
Teilgebiets. Die Integration verschiedener Traditionen kann aber noch l

anger dauern als
ihre Etablierung.
Stroustrup dierenziert zwischen Designregeln und Prinzipien. Regeln lassen im Unter-
schied zu Prinzipien Ausnahmen zu. Er nennt folgende vier Gruppen von Designregeln,
die f

ur C++ angewandt wurden
[
Stroustrup, 1994, S.109
]
:
 allgemeine Regeln:
{ \C++'s evolution must be driven by real problems.
{ Don't get involved in a sterile quest for perfection.
{ C++ must be useful now.
{ Every feature must have a reasonably obvious implementation.
{ Always provide a transition path.
{ C++ is a language, not a complete system.
{ Provide comprehensive support for each supported style.
{ Don't try to force people."
 Unterst

utzung des Software-Designs:
{ \Support sound design notions.
{ Provide facilities for program organization.
{ Say what you mean.
{ All features must be aordable.
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{ It is more important to allow a useful feature than to prevent every misuse.
{ Support composition of software from separately developed parts."
 sprachtechnische Regeln:
{ \No implicit violations of the static type system.
{ Provide as good support for user-dened types as for built-in types.
{ Locality is good.
{ Avoid order dependencies.
{ If in doubt, pick the variant of a feature that is easiest to teach.
{ Syntax matters (often in perverse ways).
{ Preprocessor usage should be eliminated."
 Unterst

utzung maschinennaher Programmierung:
{ \Use traditional (dumb) linkers.
{ No gratuitous incompatibilities with C.
{ Leave no room for a lower-level language below C++ (except assembler).
{ What you don't use, you don't pay for (zero-overhead rule).
{ If in doubt, provide means for manual control."
Vor diesem Hintergrund wurden konkrete Sprachdesignentscheidungen getroen:
 als Verarbeitungsmodell dient das Konzept abstrakter Datentypen, nicht das Kom-
munikationsmodell,
 es wird zwischen Klassen und Instanzen unterschieden; Klassen sind gleichzeitig auch
Module und regeln die Sichtbarkeit von Variablen und Methoden von auen (public,
protected, private);
 multiple Vererbung zwischen Klassen; alle Instanz- und Klassenvariablen sowie alle
Methoden einer Klasse werden an ihre Subklassen (derived classes) vererbt;
 Klassen sind in das Typkonzept integriert; es gibt primitive Typen auerhalb der
Klassenhierarchie;
 statische Typisierung von tempor

aren sowie von Instanz- und Klassenvariablen und
von Funktionsergebnissen; Methodendispatch zur Compilezeit oder zur Laufzeit bei
virtual functions;
 Templates und Exception Handling;
 keine Methodenkombination,
 keine Metaklassen und keine Metaobjektprotokolle, nur minimale Typinformationen
zur Laufzeit: Run-Time-Type-Info (RTTI).
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Stroustrup hat sich bewut gegen Metaobjekte mit der Begr

undung entschieden
[
1994,
S.324
]
:
\. . . In essence, having a meta-object mechanism embeds an interpreter for the
complete language in the run-time environment."
Dieses Vorurteil aus den Erfahrungen mit CLOS und Smalltalk, wird mit TEO aber
eindeutig widerlegt. Methodenkombination wurde verworfen, weil sie gegen die Regel der
Vermeidung von Reihenfolgeabh

angigkeiten verst

ot und weil das Konzept von CLOS als
zu komplex eingesch

atzt wurde
[
Stroustrup, 1994, S. 268
]
. Da Vererbung nicht nur zur
Spezialisierung und Generalisierung von Klassen verwendet werden darf und soll, kann
es auch keine \nat

urliche" Linearisierung der Vererbungshierarchie geben. Daher kann es
auch keine \n

achstallgemeinere" Methode geben.
Insgesamt kann man zweifellos anerkennen, da der Erfolg von C++ sich nicht zuf

allig
eingestellt hat, sondern auf die richtige Designstrategie f

ur die gew

ahlten Ziele zur

uck-
zuf

uhren ist. Wesentlich ist die realistische Einsch

atzung, mit welchen Problemen sich
80 % der betriebssystemnahen Software-Entwickler t

aglich herumschlagen. Insbesondere
die Lisp-Gemeinde sollte von C++ gelernt haben, da man die L

osung von Ezienzpro-
blemen nicht auf die

ubern

achste Rechnergeneration vertagen darf, will man nicht in die
Nischen der Bedeutungslosigkeit geraten. Der technisch und kognitiv begr

undete Bedarf
nach einer h

oheren problem- und anwendungsorientierten Sprache, im Unterschied zu ma-
schinenorientierten, kann C++ jedoch nicht abdecken. Es bleibt also Raum f

ur weitere
Sprachentw

urfe, zumal die heutigen PCs um Gr

oenordnungen leistungsf

ahiger sind als
beispielsweise die museumsreifen
12
Lispmaschinen.
3.3.3 Java
Kn

upft man an das eben gesagte an, so ist Java
[
Gosling et al., 1996
]
eher ein Beispiel f

ur
unvorhergesehenen Markterfolg. Java wurde zun

achst f

ur eingebettete Software-Systeme
zur Steuerung von elektronischen Haushaltsger

aten entwickelt. Dabei mu die Software
in k

urzester Zeit auf neue Hardwarebausteine portiert werden. Ebenso entscheidend ist
die hohe Zuverl

assigkeit der Ger

ate und somit der Software. Ein kleines Team bei Sun
Microsystems unter der Leitung von James Gosling kam schnell zu dem Schlu, da exi-
stierende Programmiersprachen wie C und C++ diesen Anforderungen nicht standhalten.
1990 begann James Gosling daher, eine neue Programmiersprache zu entwickeln. Mit der
Ausbreitung des World Wide Web im Internet wurde deutlich, da dort sehr

ahnliche Ei-
genschaften einer Programmiersprache gefragt sind. Die Einf

uhrung von Applets (kleiner
Programme, die

uber das Netz transportiert werden k

onnen, um auf einem Client-Rechner
ausgef

uhrt zu werden) brachte Java schlielich den Durchbruch.
Java wird von Sun schlagwortartig mit den Eigenschaften
 einfach,
 objektorientiert,
12
Es gibt tats

achlich eine lesenswerte Web-Seite, die sich Lispmaschinen-Museum nennt:
http://home.brightware.com/~rwk/symbolics/
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 verteilt,
 interpretiert,
 robust,
 sicher,
 architekturunabh

angig,
 portabel,
 ezient,
 nebenl

aug und
 dynamisch
charakterisiert. Java ist einfacher als C und C++, weil fehlertr

achtige, unsichere und
maschinennahe Sprachkonstrukte wie manuelle Speicherverwaltung, Pointer, Sprungan-
weisung, Prekompiler (Makros), multiple Vererbung und

Uberladen von Operatoren nicht
in die Sprachdenition aufgenommen wurden.
Im Unterschied zu C++ wurde Java von Grund auf objektorientiert entworfen. Es mu-
ten keine Kompatibilit

atskompromisse mit einer bereits existierenden Programmiersprache
eingegangen werden. Aus didaktischen Gr

unden sollte Java nur syntaktisch weitgehend C
und C++

ahneln. Objektorientierung wird grunds

atzlich wie in C++ als Datenabstraktion
mit Vererbung verstanden. Es wird zwischen Klassen und Instanzen unterschieden, Klassen

ubernehmen zudem die Rolle von Modulen. Alle Denitionen und Anweisungen benden
sich syntaktisch innerhalb von Klassendenitionen. Es gibt spezielle abstrakte Klassen,
genannt interfaces, die der Schnittstellenspezikation dienen und multiple Vererbung zu-
lassen. Spezikationen kann man daher mehrfach wiederverwenden, Implementierungen
aber nur einfach. Im Unterschied zu Smalltalk wird zwischen primitiven Datentypen und
Klassen bzw. zwischen primitiven Werten und Objekten unterschieden. Primitiv sind boo-
lean, char, byte, short, int, long, oat und double. Diese werden nach der Wertsemantik
behandelt, w

ahrend alle (anderen) Objekte der Referenzsemantik folgen. Aus praktischer
Sicht der Implementierer mag diese Mischung beider Prinzipien in einer Sprache als eine
vertretbare Designentscheidung erscheinen. Sie erschwert aber betr

achtlich das Program-
mieren.
Java ist ausdr

ucklich als verteilte Sprache entworfen worden, um die Entwicklung von
Netzanwendungen zu unterst

utzen. Dies schliet Client-Server-Konzepte ein, direkte Rech-
nerkommunikation

uber Sockets und die Integration mit Web-Browsern. Eine Schl

usselrolle
spielen dabei Applets. Sie k

onnen direkt in HTML-Dokumente eingebunden werden, um
beim Betreten einer Web-Seite auf dem Client-Rechner ausgef

uhrt zu werden. Auch die
verteilte Programmentwicklung wird in Java dadurch unterst

utzt, da Klassen in Byte-
codeformat

uber das Netz dynamisch geladen werden k

onnen. Spezielle Vorkehrungen
wurden getroen, um die Kompatibilit

at und Integrit

at abh

angiger Klassen bei Versi-
ons

anderungen ohne ihre Recompilation sicherzustellen.
3.4 Objektsysteme f

ur Lisp 47
Java wird, wie Smalltalk, insofern interpretiert als Quellcode zun

achst in Bytecode

uber-
setzt wird, der dann von einer virtuellen Maschine ausgef

uhrt (interpretiert) wird. Da-
durch, da alle wichtigen Rechner- und Betriebssystemplattformen einen Interpretierer f

ur
Java-Bytecode bereitstellen, wird ein sehr hohes Ma an Portabilit

at erreicht. Insbesonde-
re alle g

angigen Web-Browser enthalten inzwischen einen Java-Interpretierer. Wie schon
bei Smalltalk
[
Deutsch, 1989
]

ubersetzen die neuesten Interpretierer Just-In-Time (JIT)
den Bytecode zun

achst in Maschinencode, der dann genauso ezient ausgef

uhrt wird, wie
C++ Bin

arcode. Diese Technik verbindet die Vorteile der Bytecode-Interpretierer mit der
Ezienz optimierender Compiler.
Java ist robust und sicher, weil auf maschinennahe Sprachkonstrukte verzichtet wurde
(s.o.), Typfehler weitgehend zur

Ubersetzungszeit gemeldet werden und m

ogliche Lauf-
zeitfehler durch entsprechende Pr

ufungen wie Indexgrenzen von Arrays kontrolliert und
signalisiert werden. Das Exception-Konzept tr

agt auch dazu bei, da m

ogliche Fehler in An-
wendungen abgefangen und behandelt werden k

onnen. Ferner wird der Bytecode vor seiner
Ausf

uhrung auf m

ogliche Verletzungen von Zugrisbeschr

ankungen

uberpr

uft. Insbeson-
dere in Verbindung mit Applets wird dadurch Mibrauch und Manipulation weitgehend
ausgeschlossen.
Java unterst

utzt Nebenl

augkeit in Programmen durch Threads und Locks. Wie die virtu-
elle Javamaschine mehrere Threads ausf

uhrt, ob auf mehreren Hardware-Prozessoren oder
auf einem Prozessor durch Time-Slicing bleibt oen. Dies erh

oht ebenfalls die Architektur-
unabh

angigkeit und Portabilit

at.
Die Ezienz von Java lie zun

achst viel zu w

unschen

ubrig. Im Vergleich zu C und C++
war Java 50 bis 100 mal langsamer und ben

otigte das mehrfache an Hauptspeicher. Mit der
Etablierung der Just-In-Time-Compiler (JIT) ist dieser Abstand f

ur die meisten Anwen-
dungen nahezu aufgeholt. Im Vergleich zu Smalltalk, oder auch Lisp, l

at sich Java wegen
der statischen Typisierung ezienter realisieren. Gegen

uber C++ tr

agt die Einfachheit zu
prinzipiell besseren L

osungen bei.
Die Dynamik von Java ergibt sich aus seiner Objektorientierung, der M

oglichkeit Klassen
(in Bytecode-Format) zur Laufzeit bei Bedarf nachzuladen, Klassen als Objekte erster Ord-
nung zu behandeln und entsprechende Introspektions-Sprachmittel zu benutzen (reection
package). Im Vergleich zu Smalltalk ist die Dynamik durch die statische Typisierung von
Variablen eingeschr

ankt. Im Vergleich zu Lisp und Dylan fehlt dar

uberhinaus die M

oglich-
keit der syntaktischen Erweiterung der Sprache. Erweiterbare Metaobjektprotokolle wie
in CLOS und TEO wurden in Java auch noch nicht aufgenommen.
Ein interessantes Konzept, das f

ur eine bessere Interoperabilit

at von Softwarebausteinen
auf Betriebssystemebene sorgt, stellen sogenannte Java-Beans dar. Sie k

onnen ebenso als
Modularisierungsmittel angesehen werden.
Abgesehen von TEO, entspricht Java insgesamt am ehesten den Designkriterien aus
Kapitel 2. Ein detaillierter Vergleich mit TEO erfolgt in Kapitel 8.4.
3.4 Objektsysteme f

ur Lisp
Lisp ist neben Fortran und Cobol eine der

altesten noch verwendeten Programmierspra-
chen. Sie wurde Ende der 50er Jahre von John McCarthy am MIT f

ur Forschungsexpe-
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rimente der K

unstlichen Intelligenz erfunden. Von Beginn an zeichnete sich Lisp durch
vier charakteristische Eigenschaften aus: durch die Ausrichtung auf die symbolische Infor-
mationsverarbeitung, im Unterschied zur numerischen in Fortran, durch die theoretische
Fundierung im Lambda-Kalk

ul
[
Barendregt, 1984
]
und dem daraus folgenden applikati-
ven Programmierstil, im Unterschied zum prozeduralen in Fortran, sowie durch die Re-
pr

asentation von Programmen als Liste - der origin

aren Lisp-Datenstruktur. Insbesondere
diese letzte Eigenschaft l

oste einen Schub von innovativen Konzepten des interaktiven
Programmierens mit Entwicklungsumgebungen, des Compilerbaus und nicht zuletzt von
zahlreichen in Lisp eingebetteten Wissensrepr

asentationssprachen aus. Gleichzeitig f

uhrte
dies zu auseinanderlaufenden Sprachdialekten, was die kommerzielle Benutzung von Lisp
erschwerte. Die wichtigsten Lisp-Dialekte sind heute CommonLisp
[
Steele Jr., 1990a
]
im
kommerziellen und im Forschungsbereich sowie Scheme
[
IEEE Std 1178-1990, 1991
]
im
Ausbildungsbereich.
Es ist bemerkenswert, da Scheme und CommonLisp im Prinzip durchaus

ahnlich sind,
auf der anderen Seite gibt es aber Unterschiede wie sie gr

oer kaum sein k

onnten: der
ANSI Scheme Standard umfat rund 50 Seiten, ANSI Common Lisp hingegen rund 1500
Seiten! In diesem Zusammenhang stellen Steele und Gabriel fest
[
1996, S. 309
]
:
. . . you can put together a working Lisp interpreter in less than a day if you
know what you are doing. . . . And, if you want to put together a fairly decent,
but not outstanding, Common Lisp system, you should plan on 20 to 30 man-
years.
Angesichts dieser Extreme ist es vielleicht verst

andlich, wenn in Europa nach einem Mit-
telweg gesucht wurde
[
Padget et al., 1986
]
. Das Ergebnis gemeinsamer Anstrengung in der
EuLisp-Working-Group ist ein moderner Lisp-Dialekt EuLisp
[
Padget et al., 1993
]
, den
Steele und Gabriel mit den Worten kommentieren
[
1996, S. 257
]
:
The denition of EuLisp took a long time . . . Nevertheless, the layered deni-
tion, the module system and the object-orientedness from the start demonstra-
te that new lessons can be learned in the Lisp world.
Als kommerzielle Lisp-Implementierung, die wesentliche Konzepte von EuLisp aufgegrien
hat, ist IlogTalk
[
IlogTalk, 1994
]
als Weiterentwicklung des Lisp-Dialekts Le-Lisp
[
Chail-
loux et al., 1991
]
,
[
LeLisp, 1992
]
zu nennen. Es darf auch erw

ahnt werden, da die von
Apple entwickelte dynamische objektorientierte Programmiersprache dylan
[
Shalit, 1996
]
gleiche Ziele und Designprinzipien aufweist wie EuLisp. Aus Marketinggr

unden vermeiden
aber Apple und Digitool
13
jegliche Hinweise auf die (Eu)Lisp-Herkunft von dylan.
Ich verzichte an dieser Stelle bewut auf eine weitere Darstellung von Lisp insgesamt
und beschr

anke mich auf entsprechende Literaturhinweise.
14
Eine Einf

uhrung in Lisp mit
einer kurzen Geschichtsdarstellung, den Grundelementen der Sprache und dem Schwer-
punkt auf objektorientierter Programmierung in Lisp ist in
[
Christaller, 1988
]
zu nden.
13
Wegen wirtschaftlicher Probleme hat Apple das dylan-Entwicklungsteam aufgel

ost. Die von ehemali-
gen Mitarbeitern dieses Teams neu gegr

undete Firma Digitool hat dylan

ubernommen.
14
Bei der Diskussion der Implementierungstechniken in Kapitel 5 werden die wichtigsten Sprachkon-
strukte eingef

uhrt.
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Ausf

uhrlich wird die Geschichte von Lisp in
[
Stoyan, 1980
]
,
[
McCarthy, 1981
]
und
[
Stee-
le und Gabriel, 1996
]
behandelt. Techniken des Interpreter- und Compilerbaus f

ur Lisp
aus den 70ern ndet man in
[
Allen, 1978
]
. Ausf

uhrlich und theoretisch sehr fundiert dis-
kutiert Queinnec
[
1996
]
alle wichtigen Sprachkonzepte von Lisp aus heutiger Sicht. Ein
Klassiker der Einf

uhrung in allgemeine Konzepte der Informatik auf der Grundlage von
Scheme ist
[
Abelson und Sussman, 1985
]
. Ebenso empfehlenswert zur funktionalen Pro-
grammierung in Scheme ist
[
Springer und Friedman, 1989
]
sowie
[
Friedman et al., 1992
]
f

ur
Interpretierer-Konstruktion und Continuation-Passing-Style (CPS). Interessant ist auch
die Einsch

atzung verschiedener Entwicklungstendenzen um Lisp aus der Sicht Anfang der
90er
[
Gabriel, 1993
]
und ein gegenw

artiger

Uberblick in
[
Laddaga und Veitch, 1997
]
.
Nun komme ich zu den objektorientierten Erweiterungen von Lisp, die eine lange Tra-
dition haben, weil Lisp besonders einfach erweiterbar ist. Die gr

ote Verbreitung haben
hier die Systeme loops
[
Bobrow und Stek, 1981
]
und Flavors
[
Weinreb und Moon,
1981
]
erreicht, die schlielich zur Denition von CLOS
[
Bobrow et al., 1988
]
gef

uhrt ha-
ben. Das innovative an CLOS im Vergleich zu Flavors ist die bessere Integration ob-
jektorientierter Sprachmittel mit dem funktionalen Kern von CommonLisp, sowie sein
Spracherweiterungsprotokoll, auch Metaobjektprotokoll genannt.
In der folgenden Darstellung beschr

anke ich mich auf eine Teilsprache von Flavors,
n

amlich das Micro Flavor System (MFS)
[
Christaller, 1988
]
, den reexiven Kern von
ObjVlisp
[
Cointe, 1987
]
sowie auf das Common Lisp Object System (CLOS). Als wei-
tere Objektsysteme f

ur Lisp und Scheme seien kurz erw

ahnt:
 Poor Mans Flavor System (PMFS)
[
di Primio und Christaller, 1983
]
,
 Micro Common Flavors (MCF)
[
di Primio, 1988
]
,
 MEROON
[
Queinnec, 1993
]
, MEROONET
[
Queinnec, 1996
]
,
 OakLisp
[
Lang und Pearlmutter, 1986
]
,
[
Lang und Pearlmutter, 1988
]
.
Im Hinblick auf die neuesten Entwicklungen ist dabei MEROON besonders hervorzuheben.
Einen

Uberblick zu Objektsystemen f

ur Scheme ndet man in der von mir betreuten
Diplomarbeit
[
Lange, 1993
]
. Nat

urlich m

ussen an dieser Stelle auch die Systeme MCS
und Celos genannt werden, die in den folgenden Kapiteln als Resultat dieser Arbeit
vorgestellt werden.
3.4.1 MFS: Micro Flavor System
Das Micro Flavor System
[
Christaller, 1988
]
ist eine sogenannte Mikroversion des f

ur die
MIT-Lispmaschinen entwickelten Flavors
[
Weinreb und Moon, 1981
]
. Zuvor wurde schon
das Poor Mans Flavor System (PMFS) als ein portables Objektsystem f

ur Lisp realisiert
[
di Primio und Christaller, 1983
]
. Der Entwurf und die Implementierung von MFS hatte
prim

ar didaktische Ziele und eignet sich daher besonders gut, um die Kerngedanken von
Flavors hier darzustellen. Ebenso gut kann an MFS die Implementierungstechnik der
Spracheinbettung gezeigt werden.
DemMFS liegt wie Smalltalk das Kommunikationsmodell zu Grunde. Objekte f

uhren Be-
rechnungen durch, indem sie Nachrichten austauschen und verarbeiten. Man unterscheidet
50 Kap. 3. Stand der Technik
auch zwischen generischen Objekten, die Flavors genannt werden, und ihren Konkretisie-
rungen, die Instanzen genannt werden. Es handelt sich also um ein zweistuges Objekt-
system. Die generischen Objekte sind jedoch wie in Flavors und C++ keine Objekte
erster Ordnung. Sie werden aber

ahnlich wie Instanzen implementiert, so da das MFS
entsprechend leicht erweitert werden kann.
Der Austausch von Nachrichten zwischen Objekten geschieht

uber ein spezielles Sprach-
konstrukt send:
15
(SEND instanz selektor argument
1
...)
Es dr

uckt ein Sendeereignis aus, wobei an das Objekt instanz die Nachricht mit dem Inhalt:
selektor argument
1
. . . gesendet wird. Der selektor bestimmt, welche Methode ausgew

ahlt
und auf argument
1
. . . angewandt wird. In Methoden ist das Empf

angerobjekt impli-
zit

uber die Variable self sichtbar. SEND kann hier als Funktion angesehen werden, die
auf die Argumente instanz, selektor, argument
1
. . . angewandt wird. An jeder Argument-
stelle kann ein beliebiger Ausdruck stehen, auch ein Sendeereignissen. Bei geschachtelten
Sendeereignissen spricht man auch von fortgesetztem (oder kaskadiertem) Nachrichtenver-
senden.
Instanzen werden

uber den Konstruktor create-instance erzeugt:
(CREATE-INSTANCE avor instanzvariable
1
aktueller-wert
1
...)
Dabei k

onnen optional die f

ur avor denierten Instanzvariablen (einschlielich der geerb-
ten) aktuelle Initialisierungswerte erhalten.
16
Bezogen auf die Programmausf

uhrung, mu
zum Zeitpunkt der Instanzerzeugung das entsprechende Flavor bereits deniert worden
sein.
17
Eine Flavor-Denition bestimmt die Struktur und das Verhalten seiner Instanzen.
(DEFCLASS avor (instanzvariable
1
...) (superklasse
1
...))
Dabei werden die Instanzvariablen textuell innerhalb einer Flavor-Denition angegeben.
ImMFS werden f

ur jede Instanzvariable automatisch entsprechende Lese- und Schreibme-
thoden erzeugt, Instanzvariablen k

onnen nur

uber entsprechende Sendeereignisse gelesen
bzw. geschrieben werden.
18
Weitere Methodendenitionen erfolgen textuell auerhalb der Flavor-Denition:
(DEFACTION (avor selektor) (parameter
1
...) methodenrumpf)
15
Hier benutze ich bereits die sehr einfache Lisp-Syntax. Alle zusammengesetzten Ausdr

ucke werden ge-
klammert, es gilt die Pr

axnotation von Operationen, d. h. die erste Stelle nach einer

onenden Klammer
wird als Anwendung eines vordenierten bzw. benutzerdenierten syntaktischen Konstrukts (Konditio-
nal, Konstruktor) oder einer vordenierten bzw. benutzerdenierten Funktion interpretiert. In der Regel,
insbesondere bei Funktionsanwendungen, werden alle folgenden Stellen zun

achst ausgewerten und dann
als aktuelle Argumente an die formalen Parameter der anzuwendenden Funktion gebunden. Syntaktische
Konstrukte (auch benutzerdenierte Makros) regeln die Interpretation der folgenden Stellen selbst.
16
Streng genommen gilt f

ur die Mikroimplementierung, da hier auch andere Name-Wert-Paare vorkom-
men d

urfen, sie haben aber keine Auswirkung auf den von auen beobachtbaren Zustand einer Instanz.
17
F

ur die Mikroimplementierung gilt diese Einschr

ankung nicht. Hier gen

ugt es, wenn das Flavor vor
dem ersten Nachrichtenereignis f

ur eine seiner Instanzen deniert wird.
18
In Flavors k

onnen Instanzvariablen der Empf

anger-Instanz innerhalb eigener Methoden wie freie
Variable referiert werden. Welche von ihnen entsprechende Lese- und Schreibmethoden erhalten, um auch
von auen benutzbar zu werden, kann bei der Flavor-Denition spezisch gesteuert werden.
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Damit wird diese neue Methode im sogenannten Protokoll (Methodenverzeichnis) des a-
vor mit dem selektor assoziiert. Folgendes kleines Beispiel soll die Verwendung der ein-
gef

uhrten Sprachkonstrukte verdeutlichen:
(defclass pair ; name des flavor
(left right) ; liste der instanzvariablen
()) ; liste der superklassen
(defaction (pair first) ()
(send self 'left))
(setf pair1 (create-instance 'pair 'left 0))
(send pair1 'first) ; ==> 0
Das MFS untert

utzt wie Flavors die allgemeine multiple Vererbung, d. h. ein Flavor
kann von einem oder mehreren Flavors Informationen erben, wenn in der Liste der Su-
perklassen entsprechende Flavors speziziert werden. Die Superklassenbeziehung indu-
ziert einen gerichteten azyklischen Flavor-Graphen. F

ur ein gegebenes Flavor wird die
transitive H

ulle der direkten Superklassenbeziehung auch als seine Komponenten bezeich-
net. Um die Mehrdeutigkeiten bzgl. der Methodenauswahl und bzgl. der Ersatzwerte f

ur
Instanzvariablen
19
aufzul

osen, werden die Komponenten linearisiert. Dabei wird der Algo-
rithmus Depth-First-Left-to-Right verwendet. Leider liefert dieser Algorithmus f

ur einige
ausgefallene Vererbungshierarchien keine intuitiv gew

unschten Komponentenlisten
[
Brett-
hauer et al., 1989a
]
.
Da es sich bei MFS um eine Mikroversion handelt, wurde auf folgende Sprachkonstrukte
aus dem groen Flavor-System verzichtet: Methodenkombination, Ersatzwerte f

ur Instanz-
variablen etc. Die didaktisch besonders gelungene und extrem kurze Implementierung von
MFS auf nur zweieinhalb Seiten kommentierten Lisp-Codes
[
Christaller, 1988, S.31-33
]
enth

alt aber entsprechende Ankerstellen f

ur Erweiterungen. Darauf werde ich in Kapitel
6 und 7 ausf

uhrlich eingehen.
3.4.2 ObjVLisp
Die Nachteile der unterschiedlichen Behandlung von Flavors und ihrer Instanzen wurden
mit dem Hinweis auf eine bessere L

osung mit Hilfe von Metaklassen bereits in
[
Christaller,
1988, S.17
]
genannt. In OBJTALK
[
Laubsch, 1982
]
,
[
Rathke und Laubsch, 1983
]
wurde
ein minimaler Kern eines zweistugen Objektsystems f

ur Wissensrepr

asentationszwecke
vorgestellt. Im Prinzip die gleiche L

osung schl

agt
[
Cointe, 1987
]
,
[
Cointe, 1988
]
als reek-
tive Lisp-Architektur vor, um ein uniformes Objektsystem einer Programmiersprache zu
denieren. Cointe kritisiert das Metaklassenkonzept von Smalltalk, weil Klassen und (ter-
minale) Instanzen dort nicht uniform behandelt werden. Klassen seien zwar Objekte erster
Ordnung und somit selbst (nicht-terminale) Instanzen einer (Meta-)Klasse, jedoch werden
sie nicht uniform erzeugt und initialisiert. Metaklassen k

onnen in Smalltalk explizit gar
19
Nur in Flavors, nicht in MFS.
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nicht erzeugt werden, sie entstehen implizit als Folge einer Klassendenition. Zwei Klas-
sen sind daher auch nie Instanzen ein und derselben Metaklasse, d. h. jede Metaklasse hat
genau eine Instanz. Hier wird es wirklich fragw

urdig, ob man

uberhaupt noch von Klassen
sprechen sollte.
Cointe gr

undet sein Modell auf sechs Postulaten
[
Cointe, 1988, S. 159-160
]
:
1. Ein Objekt besteht aus Daten und Prozeduren.
2. Objekte werden nur

uber Sendeereignisse (message passing) aktiviert.
3. Jedes Objekt geh

ort einer Klasse an, die seine Daten (Instanzvariablen) und sein
Verhalten (Methoden) speziziert.
4. Jede Klasse ist auch ein Objekt, instanziiert durch eine andere Klasse, seine Meta-
klasse genannt. Die Ur-Metaklasse ist die Klasse class, die Instanz von sich selbst
ist.
5. Eine Klasse kann als Subklasse einer (oder mehrerer) anderen Klasse(n) deniert
werden, was Vererbung von Instanzvariablen und Methoden erm

oglicht. Die Klasse
object legt das Verhalten aller Objekte fest, sie ist die Wurzel der Vererbungshier-
archie.
6. Klassenvariablen eines Objekts sind Instanzvariablen seiner Klasse (als Objekt).
Abbildung 3.1 verdeutlicht den reektiven Kern von OBJTALK und ObjVlisp bestehend
aus object und class sowie seine potentielle Beziehungen zu benutzerdenierten Klassen
und Instanzen (hier der Metaklasse person-class, der Klassen window, person und der
terminalen Instanzen Joe und Mary).
object class
person-class
person
Joe Mary
window
: Instanzbeziehung
: Subklassenbeziehung
Abbildung 3.1: Reektiver Kern in OBJTALK und ObjVlisp.
Der reektive Kern von ObjVlisp besteht im wesentlichen aus zwei systemdenierten Klas-
sen mit einigen wenigen Methoden
[
Cointe, 1987
]
. F

ur object sind es die Methoden:
 class, um die Klasse des Objekts festzustellen,
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 initialize, um ein Objekt zu initialisieren.
 ? und ?<-, um beliebige Instanzvariablen zu lesen und zu schreiben.
Und f

ur class sind es die Methoden:
 new, um neue Objekte zu erzeugen,
 basicnew, um neue Objekte zu allozieren,
 initialize, um Klassen zu initialisieren und dabei den statischen Anteil der Ver-
erbung durchzuf

uhren, d. h. die Vereinigung der f

ur die zu initialisierende Klasse
direkt spezizierten Instanzvariablen mit den Instanzvariablen ihrer Superklassen.
 name, supers, i v, methods, um Klassen zu inspizieren,
 understand, um neue Methoden hinzuzuf

ugen.
Im

ubrigen ist ObjVlisp eingebettet in LeLisp und enth

alt zus

atzlich das als Funktion
realisierte Konstrukt send zum Nachrichtenversenden. Methoden sind keine Objekte erster
Ordnung, k

onnen also auch keine Nachrichten empfangen. Diese Einschr

ankung ist aber
nicht prinzipiell notwendig. Sie vereinfacht jedoch die Implementierung und das Verstehen.
3.4.3 CLOS: Common Lisp Object System
CommonLisp
[
Steele Jr., 1984
]
ist Anfang der 80er Jahre im wesentlichen aus den Dia-
lekten ZetaLisp, MacLisp und Interlisp
20
entstanden. Zun

achst enthielt CommonLisp
keine objektorientierten Sprachkonstrukte,
21
da Flavors aus ZetaLisp und loops aus
Interlisp zu unterschiedlich waren. W

arend der ANSI-Standardisierung (Gruppe X3J13)
in der zweiten H

alfte der 80er Jahre
[
Steele Jr., 1990b
]
wurde CommonLisp doch um
ein weitgehend integriertes Objektsystem CLOS erweitert. CLOS stellt nach
[
Steele und
Gabriel, 1996, S. 266
]
die wichtigste technische Entwicklung der letzten Zeit dar. 1986
konkurrierten vier Gruppen um den besten Entwurf eines Objektsystems f

ur Common-
Lisp: NewFlavors (Symbolics)
[
Symbolics Inc, 1985
]
, CommonLoops (Xerox)
[
Bobrow et
al., 1986
]
, Object Lisp (LMI)
[
Drescher, 1987
]
und Common Objects (HP)
[
Kempf und
Stelzner, 1987
]
. Schlielich w

ahlte man NewFlavors und CommonLoops als Basis f

ur ein
neues Objektsystem, das von einem siebenk

opgen Team
. . . of the most talented members of X3J13 . . .
[
Gabriel, 1993, S. 32
]
speziziert werden sollte. Die beiden ersten Teile des Entwurfs
[
Bo-
brow et al., 1988
]
wurden nahezu unver

andert f

ur den ANSI-Standard

ubernommen. Das
Metaobjektprotokoll (MOP)
[
Kiczales et al., 1991
]
f

ur CLOS als dritter Teil des Ent-
wurfs blieb im ANSI-Standard bisher unber

ucksichtigt. Dennoch stellen einige Common-
Lisp-Anbieter es zur Verf

ugung. Dar

uberhinaus kann die portable Implementierung PCL
20
Diese Reihenfolge dr

uckt die Kompatibilit

atspriorit

at aus.
21
Bis auf defstruct, das Typerweiterungen mit einfacher Vererbung unterst

utzt, aber keine Methoden
bzw. generische Funktionen und auch keine Spezialisierung von Slots.
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[
Kiczales et al., 1991
]
verwendet werden. Als einf

uhrende Literatur zu CLOS sind
[
De-
Michiel, 1993a
]
und
[
Keene, 1989
]
zu nennen. Vergleiche mit anderen objektorientierten
Sprachen ndet man in
[
DeMichiel, 1993b
]
(mit C++),
[
Schmidt und Omohundro, 1993
]
(mit Eiel und Sather) sowie
[
Cointe, 1993
]
(mit Smalltalk). Im Vergleich von
[
Kristensen,
1996
]
wurde auch CLOS miteinbezogen.
W

ahrend des Designs von CLOS
[
Bobrow et al., 1993
]
stellten sich drei wichtige Aufgaben
[
Kiczales et al., 1991, S. 3-6
]
:
 Es sollte eine weitgehende Kompatibilit

at bestehender unterschiedlicher Objektsy-
steme erreicht werden, weil es bereits umfangreiche Anwendungen gab.
 Die Erweiterbarkeit sollte sichergestellt werden, weil die Objektsysteme auch als
Grundlage f

ur spezielle Wissensrepr

asentationssprachen verwendet wurden und man
nie alle potentiellen Anforderungen im voraus erfassen kann.
 Ezienz sollte f

ur ein breites Spektrum von Anwendungen erreicht werden. Dies ist
nicht durch eine einzige Optimierungsstrategie einer Implementierung zu erreichen.
Um diese Probleme zu l

osen, wurde ein neuer Weg des Designs und der Implementierung
beschritten: f

ur die eigentliche objektorientierte Programmiersparche CLOS hat man ein
Implementierungsmodell (CLOS MOP) mit den Sprachmitteln von CLOS selbst spe-
ziziert. Nimmt man beides zusammen (CLOS und CLOS MOP), so erh

alt man ein
reektives, spezialisierbares Objektsystem, das nach auen und nach innen erweitert und
wiederverwendet werden kann. Mit dem Gelingen dieses Ansatzes, so
[
Kiczales et al., 1991,
S.
]
, k

onne gezeigt werden, da entgegen der landl

augen Meinung in problemorientier-
ten Sprachen ezientere Programme als in maschinenorientierten Sprachen geschrieben
werden k

onnen.
Im folgenden werde ich nur noch von CLOS sprechen und nur bei Bedarf explizit zwischen
der Objekt- und der Metaobjektebene dierenzieren, zumal die Grenze in CommonLisp
insgesamt ohnehin nicht konsequent gezogen wird.
Klassen und Instanzen
Im Prinzip enth

alt CLOS

ahnliche Sprachkonstrukte wieMFS und den gleichen Klassen-
kern wie ObjVlisp. Folgendes fortlaufendes Beispiel soll dies verdeutlichen.
(defclass point ()
((x :initarg :x
:initform 0
:accessor point-x)
(y :initarg :y
:initform 0
:accessor point-y)))
(defvar point1 (make-instance 'point :x 5))
(point-x point1) ; ==> 5
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(point-y point1) ; ==> 0
(setf (point-y point1) 9)
(point-y point1) ; ==> 9
Zun

achst wird eine Klasse point als Subklasse der Default-Superklasse standard-object
speziziert (da die Liste der direkten Superklassen leer ist). Es werden f

ur sie zwei Slots
(Instanzvariablen) x und y mit den Slot-Optionen :initarg, :initform und :accessor
speziziert. Die Slotoption :initarg und :initform bestimmen das Initialisierungsver-
halten, wenn eine Instanz der Klasse point mit Hilfe des generellen Konstruktors make-
instance erzeugt wird. Dabei k

onnen die Schl

usselw

orter :x und :y verwendet werden,
um konkrete Initialisierungsargumente anzugeben. Anderenfalls wird der unter :initform
spezizierte Ersatzwert-Ausdruck ausgewertet. point1 erh

alt daher den Wert 5 f

ur den
Slot x und den Wert 0 f

ur den Slot y. Die Slotoption :accessor bewirkt, da generi-
sche Lese- und Schreiboperationen bzw. entsprechende Methoden f

ur den betroenen Slot
erzeugt werden.
Vergleicht man andere Sprachen mit CLOS, so fallen deren deutliche Nachteile gegen

uber
CLOS auf: Da es in Java keine optionalen Parameter gibt, m

ussen dort meistens mehrere
Konstruktoren deniert werden. In Smalltalk gibt es keine Slotoptionen, es m

ussen f

ur alle
Instanzvariablen explizite Zugrismethoden erzeugt werden und ihre Initialisierung mu

uber benutzerdenierte Initialisierungsmethoden erfolgen.
Vererbung
CLOS unterst

utztmultiple Vererbung der Struktur (Slots) und des Verhaltens (Methoden)
von Objektklassen. Potentielle Mehrdeutigkeiten werden durch eine topologische Sortie-
rung der Klassenhierarchie (alle direkten und indirekten Superklassen) aufgel

ost. F

ur jede
Klasse wird die sogenannte class precedence list berechnet. Diese enth

alt die Klasse selbst,
gefolgt von der n

achstallgemeineren Superklasse usw. einschlielich der Klasse T, der Su-
perklasse aller Klassen. Dabei gilt, da die Ordnung der direkten Superklassenbeziehun-
gen nicht verletzt werden darf und da bei mehreren direkten Superklassen die spezielleren
links stehen. Allerdings werde ich im n

achsten Kapitel zeigen, da der CLOS-Algorithmus
nicht immer ein intuitiv gew

unschtes Resultat liefert.
Wie Slotoptionen vererbt werden zeigt folgende Fortsetzung des obigen Beispiels.
(defclass colored-mixin ()
((color :initform 'black
:accessor color-of)))
(defclass blue-point (colored-mixin point)
((color :initform 'blue)))
(defvar point2 (make-instance 'blue-point))
(color-of point2) ; ==> BLUE
Der Farbaspekt von Objekten wird generalisiert und in einer sogenannte Mixin-Klasse
colored-mixin deniert. Sie enth

alt einen Slot color mit dem Ersatzwert black und
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dem Accessor color-of. In der Subklasse blue-point wird der Ersatzwert spezialisiert.
22
Instanzen von blue-point erhalten f

ur den Slot color also den Initialwert blue, und zwar
als Auswertungsergebnis des Ausdrucks 'blue. Wichtig ist hierbei, da der Slot color
nur einmal in Instanzen von blue-point enthalten ist und nicht zweimal wie in C++
oder Java. Somit unterst

utzt nur CLOS eine spezialisierende Vererbung von Slotoptionen.
Dabei gilt, da
 die :initarg-Werte vereinigt werden,
 der speziellste :initform-Wert die allgemeineren

uberdeckt,
 die :accessor-, :reader-, und :writer-Werte vereinigt werden,
 der speziellste :allocation-Wert die allgemeineren

uberdeckt,
 alle :type-Werte mit der logischen Operation and verkn

upft werden.
Generische Funktionen und Methoden
Ein wesentlicher Unterschied, auch zu Smalltalk, ist der Verzicht auf die Metapher des
Nachrichtenversendens, und somit auf das Konstrukt send. Die Begrie Sendeereignis
und Funktionsanwendung verschmelzen. Statt
(send empf

anger selektor argument
1
...)
schreibt man:
(selektor empf

anger argument
1
...)
Auf diese Weise bekommen die Selektoren (Methoden-Namen) eine objekt- bzw. klas-
sen

ubergreifende Bedeutung. Man kommt schlielich zum Konzept der generischen Funk-
tionen. Dabei verliert der empf

anger seinen besonderen Status und wird zum (ersten) Ar-
gument. Gleichzeitig bekommen die Argumente argument
1
, . . . potentiell auch die M

oglich-
keit, die Methodenauswahl mitzubestimmen. Wenn nun einige hierin eine Abkehr von der
Objektorientierung bzw. einen R

uckschritt zur Prozedurorientierung sehen, so ist dies m.
E. eine Fehleinsch

atzung. Warum soll der Fokus auf nur ein Objekt erzwungen werden, wo
es doch genug Problemstellungen gibt, bei denen zwei oder mehr Objekte gleichberechtigt
zusammenwirken? Die Probleme der Kritiker r

uhren wohl auch aus den Beschr

ankun-
gen in Smalltalk, C++ und Java, da eine Methodendenition sich innerhalb genau einer
Klasse benden mu. Dies h

angt wiederum mit der Doppelrolle von Klassen als Typ und
als Modul in diesen Sprachen zusammen. In CLOS haben Klassen nur die Rolle eines
Typs, Generische Funktionen und Methoden werden textuell auerhalb von Klassen de-
niert. Es ist daher durchaus nat

urlich, Multimethoden einzuf

uhren. Sie bieten eine bessere
Integration objektorientierter und funktionaler bzw. applikativer Sprachkonstrukte.
Eine generische Funktion fat Methoden mit dem gleichen Namen und kongruenten Para-
metern zusammen.
23
In CLOS gibt es daher die Kontrukte defmethod und defgeneric.
22
Man sagt auch

uberschrieben, was aber eine seiteneektorientierte Vorstellung von Vererbung
suggeriert.
23
Man k

onnte auch von Signaturen sprechen, nur wird in CLOS der Ergebnistyp einer generischen
Funktion bzw. einer Methode nicht speziziert.
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Letzteres ist optional, d. h. da die erste Auswertung eines defmethod Ausdrucks implizit
eine neue generische Funktion erzeugt, falls sie noch nicht existiert.
Hier ist ein Beispiel f

ur Multimethoden, wobei die Verbindung zwischen zwei Punkten
angezeigt wird:
(defgeneric display-connection (object1 object2))
(defmethod display-connection ((p1 point) (p2 point))
(print "point<=>point"))
(defmethod display-connection ((p1 blue-point) (p2 point))
(print "first-is-blue")
(call-next-method))
(defmethod display-connection ((p1 point) (p2 blue-point))
(print "second-is-blue")
(call-next-method))
(defmethod display-connection ((p1 blue-point) (p2 blue-point))
(print "both-are-blue")
(call-next-method))
(display-connection point1 point1)
; ==> "point<=>point"
(display-connection point2 point1)
; ==> "first-is-blue"
; "point<=>point"
(display-connection point1 point2)
; ==> "second-is-blue"
; "point<=>point"
(display-connection point2 point2)
; ==> "both-are-blue"
; "first-is-blue"
; "second-is-blue"
; "point<=>point"
Methodenkombination
Die Auswahl der anwendbaren Methoden f

ur einen gegebenen Aufruf einer generischen
Funktion und die Reihenfolge ihrer Anwendung richtet sich nach den Superklassenlisten
der Klassen der aktuellen Argumente, nach der Art der Methodenkombination und nach
der Argumentreihenfolge der generischen Funktion. Den einfachsten Fall haben wir im obi-
gen Beispiel: es handelt sich um die Standardmethodenkombination, es gibt nur Prim

arme-
thoden und die Argumentreihenfolge geht von links nach rechts. Dabei wird jeweils die
speziellste Methode zuerst ausgef

uhrt, dann ausgel

ost durch den expliziten Aufruf von
call-next-method die n

achstallgemeinere Methode usw. Die Standardmethodenkombi-
nation l

at neben Prim

armethoden auch mit :before, :after oder :around qualizierte
Methoden zu, siehe Seite 59.
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Abbildung 3.2: Methodenkombination in CLOS.
3.4 Objektsysteme f

ur Lisp 59
Abbildung 3.2 zeigt am Beispiel von drei Klassen A, B und C, wobei A Subklasse von B
und B Subklasse von C ist, und einer generischen Funktion f(x), in welcher Reihenfolge
die Methoden f

ur eine Instanz der Klasse A ausgef

uhrt werden m

ussen. Dabei wird un-
terstellt, da f

ur jede Klasse alle vier Methodenarten deniert wurden und da in allen
Around-Methoden und in zwei Prim

armethoden (f

ur die Klassen A und B) die jeweilige
n

achst allgemeinere Methode aufgerufen wird. Der allgemeine Mechanismus der Standard-
methodenkombination von CLOS wird in Kapitel 6.2.2 auf Seite 157 genau beschrieben.
Mit Hilfe der Methodenkombination kann man abstrakter und deklarativer die Rolle von
Methoden ausdr

ucken. Allerdings kann sie im Zusammenhang mit der in CLOS bereitge-
stellten allgemeinen multiplen Vererbung und der M

oglichkeit, gleich mehrere Methoden
f

ur eine Klasse zu denieren, auch zu undurchschaubaren Programmen f

uhren
[
Bretthauer
et al., 1989c
]
. In Kapitel 8.3.4 wird das Konzept der Methodenkombination erneut aufge-
grien.

Uber die Standardmethodenkombination hinaus unterst

utzt CLOS weitere vordenierte
(+, and, append, list, max, min, nconc, or und ) sowie benutzerdenierte Metho-
denkombinationen mittels define-method-combination.
Klassen- vs. instanzspezische Methoden
Methoden sind in CLOS in der Regel klassenspezisch, d. h. f

ur alle direkten Instanzen
einer Klasse gelten die gleichen Methoden. Es gibt aber auch instanzspezische Metho-
den, die nur dann anwendbar sind, wenn das entsprechende aktuelle Argument und die
spezizierte Instanz, der sogenannte Eql-Specializer, identisch bzw. gleich sind.
So kann beispielsweise eine Eql-Methode color-of speziell der Zahl 7 zugeordnet werden:
(defmethod color-of ((object (eql 7))) 'seven-color)
(color-of 7) ; ==> SEVEN-COLOR
Die textuelle Trennung von Klassen- und Methodendenitionen erlaubt es, neue Protokolle
f

ur bereits denierte Klassen zu denieren ohne den m

oglicherweise gar nicht zug

anglichen
Quellcode zu

andern. Beispielsweise kann das Protokoll aller Objekte um den Farbaspekt
durch eine einfache Methodendenition erweitert werden:
(defmethod color-of (object) 'default-color)
(color-of point1) ; ==> DEFAULT-COLOR
Lese- und Schreiboperationen
Die Tatsache, da Lese- und Schreiboperationen generisch sind, und die Standardmetho-
denkombination unterst

utzen, kann dazu genutzt werden, z. B. vor dem Setzen eines Slots
den neuen Wert auf seine Zul

assigkeit zu

uberpr

ufen. Dies l

at sich am besten als Before-
Methode realisieren:
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(defmethod (setf color-of) :before (new-color ((p blue-point))
(unless (possible-color-p new-color)
(error "Setting wrong color ~S for ~S."
new-color
p)))
(defun possible-color-p (color) (eq color 'blue))
(setf (color-of point2) 'black) ; ==> ERROR
Zus

atzlich zu den generischen Lese- und Schreiboperationen f

ur spezische Slots gibt es
ein (primitiveres) allgemeines Konstrukt slot-value, das den Zugri auf beliebige Slots
erlaubt wie das folgende Beispiel zeigt:
(defmethod print-object ((p point) stream)
(format stream
"#<~S ~S ~S>"
(class-name (class-of p))
(slot-value p 'x)
(slot-value p 'y)))
point1 ; ==> #<POINT 0 0>
point2 ; ==> #<BLUE-POINT 0 0>
Im Methodenrumpf von print-object tauchen zwei weitere CLOS-Operationen auf:
class-of und class-name. Im Prinzip geh

oren beide in die Metaobjektebene, sie stehen
aber inCLOS schon auf der Objektebene zur Verf

ugung. Die Verwendung von slot-value
ist nicht auf Methoden beschr

ankt. Die Semantik und Implementierung von generischen
Zugrisoperationen wird

uber slot-value speziziert, d. h. color-of besitzt eine Metho-
de, die folgender Denition entspricht:
(defmethod color-of ((object colored-mixin))
(slot-value object 'color))
slot-value selbst ist eine komplexere Operation, die ihrerseits die MOP-Operation slot-
value-using-class (siehe Seite 66) aufruft. Aus Ezienzgr

unden darf und mu eine
CLOS-Implementierung die Standardslotzugrie daher optimieren.
Erzeugung und Initialisierung von Objekten
Objekte, die in der Regel terminale Instanzen sind, aber auch Klassenobjekte sein k

onnen,
werden in CLOS mittels make-instance erzeugt, das
1. die Zul

assigkeit der angegebenen Initialisierungsargumente pr

uft und ggf. Default-
Initialisierungsargumente hinzuf

ugt,
2. allocate-instance aufruft, um ein uninitialisiertes neues Objekt zu allozieren,
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3. initialize-instance aufruft, das das neue Objekt mittels shared-initialize
und/oder benutzerdenierter Initialisierungsmethoden initialisiert, und
4. schlielich das neue Objekt als Ergebnis zur

uckliefert.
Alle eben genannten generischen Funktionen k

onnen vom Benutzer spezialisiert werden,
d. h., es k

onnen f

ur benutzerdenierte Klassen eigene Methoden deniert werden, die
mittels call-next-method auf systemdenierte Standardmethoden zur

uckgreifen k

onnen.
Dies ist ein sehr m

achtiger und exibler Mechanismus im Vergleich zu anderen Sprachen
und Objektsystemen. Nachteil ist aber, da man wegen vieler M

oglichkeiten, dasselbe zu
bewirken, leicht den Durchblick verlieren kann. Hierzu ein kleines Beispiel:
(defclass point ()
((x :initarg :x
:initarg :y
:initform 1
:accessor point-x)
(y :initarg :y
:initarg :x
:initform 2
:accessor point-y)
(z :initform 3
:accessor point-z))
(:default-initargs :x 11 :y 22))
(defmethod initialize-instance ((p point) &key (x 111) (y 222))
(call-next-method))
(defvar point11 (make-instance 'point))
(point-x point11) ; ==> ?
(point-y point11) ; ==> ?
Beide Slots von point1 x und y erhalten den Initialwert 11.
24
Oensichtlich hat man beim
Design des Initialisierungsprotokolls nicht ausreichen f

ur die Orthogonalit

at der Sprach-
konstrukte gesorgt.
Redenieren von Klassen
Bei den letzten Programmzeilen k

onnte die Frage aufgekommen sein, ob es sich noch um
das fortlaufende Beispiel handelt. Schlielich wurde die Klasse point bereits fr

uher deni-
er. In der Tat stellt CLOS einen Mechanismus zur Verf

ugung, der es erm

oglicht, Klassen
zu redenieren. Dabei wird die Klasse unter Beibehaltung ihrer Identit

at so ver

andert, da
sie der neuen Denition entspricht. Alle abh

angigen Objekte, also die direkten Instanzen,
24
Alle Leser, die nicht sofort die L

osung parat hatten, seien getr

ostet: als ich dieses Beispiel Gregor
Kiczales zeigte, ging es ihm nicht anders. ;-)
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die direkten und indirekten Subklassen sowie ihre Instanzen, werden automatisch ange-
pat. Der Zeitpunkt der Anpassung ist nicht genau speziziert, sp

atestens jedoch wenn
ein abh

angiges Objekt auf irgendeine Weise aktiviert wird, also bei Aufruf einer gene-
rischen Operation oder bei einem Slotzugri. F

ur unser Beispiel heit das, da point1
automatisch einen weiteren Slot z mit dem Wert 3 erh

alt:
(point-z point1)
; ==> 3
Der Benutzer hat die M

oglichkeit, die vom System automatisch durchgef

uhrte Anpassung
der Instanzen zu beeinussen bzw. zu erg

anzen, indem er eine spezielle Methode der ge-
nerischen Funktion update-instance-for-redefined-class f

ur die redenierte Klasse
(hier point) hinzuf

ugt. In der Regel wird dies eine After-Methode sein.
(defmethod update-instance-for-redefined-class :after
((p point) added deleted plist &rest initargs)
(format t "~S has been updated." p))
(point-z point2)
; #<BLUE-POINT 0 0> has been updated.
; ==> 3
Zu beachten ist, da die denierte Anpassungsmethode auch f

ur Instanzen der Subklas-
sen von point, hier blue-point, ausgef

uhrt wird. Die systemdenierte Primary-Methode
von update-instance-for-redefined-class ruft die generische Funktion shared-
initialize auf, um neu hinzugekommene Slots gem

a ihren Default-Werten zu initia-
lisieren. Slots, die das Redenieren

uberdauern, behalten ihre aktuellen Werte.
Der Mechanismus des Redenierens von Klassen sorgt f

ur ein gewisses Mindestma an
konsistenter Anpassung der betroenen Instanzen. Meistens ist eine anwendungsspezische
Anpassung erforderlich. Es ist oensichtlich, da dieses Konzept den Einsatz traditioneller
Kompilationstechniken erschwert, ja sogar verhindert. So n

utzlich es im Programmentwick-
lungsproze erscheint, so problematisch ist es im Hinblick auf die Ezienz und Robustheit
schl

usselfertiger Applikationen. Es ist daher zu fragen, ob Redenieren von Klassen wie in
CLOS wirklich zur Standardfunktionalit

at eines Objektsystems z

ahlen soll.
Reklassizieren von Instanzen
In den meisten objektorientierten Programmiersprachen beh

alt jedes Objekt seine Klas-
senzugeh

origkeit w

ahrend seiner gesamten Lebensdauer. Erfordert eine Anwendung die
dynamische Zuordnung von Objekten zu bestimmten Anwendungsklassen zur Laufzeit
des Programms, so k

onnen solche Klassen nicht auf Klassen der Programmiersprache ab-
gebildet werden bzw. kann die (Anwendungs-)Klassenzugeh

origkeit solcher Objekte nicht

uber ihre Instanz-von-Beziehung der Programmiersprache ausgedr

uckt werden. In CLOS
gelten solche Beschr

ankungen nicht. Erleichtert wird dies dadurch, da es keine strenge
Typisierung von Variablenbindungen in CommonLisp gibt. CLOS bietet die M

oglichkeit,
die Klassenzugeh

origkeit eines Objekts durch expliziten Aufruf der generischen Funktion
change-class zu

andern, wie die folgende Beispielsfortsetzung zeigt:
3.4 Objektsysteme f

ur Lisp 63
(class-name (class-of point1))
; ==> POINT
(color-of point1)
; ==> DEFAULT-COLOR
(change-class point1 'blue-point)
(color-of point1)
; ==> BLUE
Das Objekt point1 war bisher direkte Instanz der Klasse point, seine Farbe war default-
color. Nun wurde sie unter Beibehaltung ihrer Identit

at zur direkten Instanz von blue-
point und ihre Farbe wechselte entsprechend auf blue. Auch hier stellt CLOS eine gene-
rische Funktion update-instance-for-different-class zur Verf

ugung, die vom Benut-
zer spezialisiert werden kann, um den Klassenwechsel auf konsistente Weise abschlieen
zu k

onnen. Die systemdenierte Primary-Methode sorgt daf

ur, da die Struktur des Ob-
jekts der neuen Klasse entspricht. Slots, die den Klassenwechsel

uberdauern, behalten ihre
aktuellen Werte, alle anderen neuen Slots werden gem

a ihren Ersatzwerten initialisiert.
(defmethod update-instance-for-different-class :after
((copy-with-previous-values point) changed-point &rest args)
(format t "Changed class from ~S to ~S."
(class-name (class-of copy-with-previous-values))
(class-name (class-of changed-point))))
(change-class point2 'point)
; ==> Changed class from BLUE-POINT to POINT.
; #<POINT 0 0>
(color-of point2)
; ==> DEFAULT-COLOR
Das Beispiel zeigt, da Objekte nicht nur spezieller werden k

onnen (point1 weiter oben),
sondern auch allgemeiner: aus einem blauen Punkt ist ein einfacher Punkt geworden, auch
seine Farbe hat sich ge

andert.
CLOS-Metaobjektprotokoll
Nachdem nun die wesentlichen Elemente der Objektebene von CLOS vorgestellt wurden,
kann die Metaobjektebene betreten werden.
[
Kiczales et al., 1991, S. 13
]
vergleichen ih-
re Systemarchitektur (metalevel architecture) mit einem Theater: die Objektebene ist die
f

ur die Zuschauer sichtbare B

uhne, w

ahrend die Metaobjektebene all das beinhaltet, was
hinter den Vorh

angen und Kulissen passiert, um das auf der B

uhne Sichtbare und H

orba-
re stattnden zu lassen. Die Objektebene stellt objektorientierte Sprachmittel f

ur den
Anwendungsprogrammierer zur Verf

ugung, die Metaobjektebene

onet dem Systempro-
grammierer eine abstrakte Sicht auf die Realisierung dieser Sprachmittel. Ein in der Infor-
matik

ublicher Trick dabei ist, die Realisierung selbst objektorientiert zu entwerfen, d. h.,
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mit Mitteln der Objektsprache zu beschreiben. Da man auf diese Weise einen zirkul

aren
Schlu (engl. meta-circularity) konstruiert hat, mu man besondere Vorkehrungen treen,
wie man das System an den eigenen Haaren aus dem Sumpf zieht (engl. bootstrapping). In
diesem Zusammenhang spricht man auch von reektiven oder metazirkul

aren Systemen,
die in Lisp eine lange Tradition haben
[
Smith, 1982
]
,
[
Smith, 1984
]
,
[
Yonezawa und Smith,
1992
]
und bzgl. anderer Aspekte aus der Programm-Daten-

Aquivalenz schon sehr fr

uh
abgeleitet wurden.
Prinzipiell k

onnen die Objektsprache und die Metaobjektsprache v

ollig unterschiedlich
sein. Hier werden beide Sprachen in Lisp eingebettet, sie sind syntaktisch und semantisch
uniform. Um so wichtiger ist es, sie als Programmierer dennoch auseinander halten zu
k

onnen und dies auch zu tun, was in CommonLisp nur schlecht gelingt.
Elemente der Objektebene sind Denitionen von Klassen, generischen Funktionen und Me-
thoden sowie Klasseninstanzen (Objekte) und Funktionsanwendungen. Auf der Metaebene
wird nun eine Klassendenition durch ein Klassenobjekt, eine generische Funktionsdeni-
tion durch ein generisches Funktionsobjekt, eine Methode durch ein Methodenobjekt usw.
repr

asentiert. Diese werden Metaobjekte genannt. Sie bestimmen die Ausf

uhrung objekt-
orientierter Programme, also z. B. wie auf Slots einer Instanz zugegrien wird.
Das CLOS MOP ist funktional in drei Schichten eingeteilt. Die obere Schicht behandelt
die syntaktischen Sprachkonstrukte der Objektebene: defclass, defgeneric und def-
method. Die mittlere Schicht sorgt f

ur die Assoziierung von Namen mit Metaobjekten:
ensure-class und ensure-generic-function
25
. Die dritte Schicht macht den eigentli-
chen Kern des MOP aus. Hier stellen systemdenierte Metaobjekte ihre Funktionalit

at
direkt zur Verf

ugung.
Bei der Betrachtung der MOP-Funktionalit

at werden statische und dynamische Aspekte
unterschieden
[
Paepcke, 1993, S. 66
]
. Statische Aspekte umfassen die denierte Klassen-
hierarchie mit den Strukturanteilen von Metaobjektklassen. Dynamische Aspekte machen
das Verhalten von Metaobjekten aus und werden in Form von Protokollen beschrieben.
Diese spezizieren, welche generischen Funktionen mit welchen Methoden f

ur bestimmte
Klassen vordeniert sind, wie ihre dynamischen Aufrufstrukturen sind und welche Unter-
gruppen sie bilden. Die kognitive Komplexit

at eines MOP ergibt sich aus den zirkul

aren
Abh

angigkeiten und der Schwierigkeit, unabh

angige Untergruppen zu bilden bzw. geeig-
nete Schnittstellen zwischen den Untergruppen zu spezizieren.
Die vereinfachte Klassenhierarchie des CLOS MOP kann durch Einr

uckung wie folgt
dargestellt werden:
T
standard-object
metaobject
class
built-in-class
forward-referenced-class
standard-class
structure-class
25
Wie schon einige andere Operationen, die der Metaobjektebene zuzuordnen w

aren (z. B. class-of,
class-name etc.), werden diese in CLOS zur Objektebene gez

ahlt.
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funcallable-standard-class
slot-definition
standard-slot-definition
standard-direct-slot-definition
standard-effective-slot-definition
generic-function
standard-generic-function
method
standard-method
standard-accessor-method
standard-reader-method
standard-writer-method
method-combination
Es werden also im wesentlichen f

unf Arten von Metaobjekten unterschieden: Klassen, Slot-
denitionen, generische Funktionen, Methoden und Methodenkombinationen. In ObjvLisp
waren es nur Klassen. Alle Metaobjektklassen auer built-in-class k

onnen vom Benut-
zer spezialisiert werden. Nun komme ich zum dynamischen Teil des Metaobjektprotokolls,
das sich in folgende Subprotokolle einteilen l

at.
Das Introspektionsprotokoll erlaubt den lesenden Zugri auf die jeweiligen Metaobjekte
und stellt entsprechende generische Funktionen zur Verf

ugung. Ein schreibender Zugri
wurde nicht speziziert. Ob die mit Metaobjekten assoziierten Informationen als Slots re-
pr

asentiert werden oder nicht, ist nicht speziziert. Insgesamt mu wegen der M

oglichkeit,
Klassen zu redenieren und Methoden zu entfernen, relativ viel der im Quellcode spe-
zizierten Information in den Metaobjekten gespeichert werden. Beispielsweise br

auchte
man in einem Klassenobjekt, nachdem es initialisiert wurde, nur noch die Ergebnisse der
dabei durchgef

uhrten Vererbungsberechnungen zu speichern. Die direkt f

ur eine Klasse
spezizierten Optionen wie die direkten Superklassen, die direkten Slotannotationen usw.
k

onnte man vergessen. Da sich aber eine Superklasse dynamisch

andern k

onnte, indem sie
redeniert wird, mu ein Klassenobjekt in der Lage sein, sich erneut zu initialisieren, als
ob ihr Quellcode erneut ausgewertet w

urde, ohne da dies aber tats

achlich geschieht.
Das Initialisierungsprotokoll von Metaobjekten hat also als erstes daf

ur zu sorgen, da die
vom Introspektionsprotokoll ben

otigten Daten gespeichert werden. Anschlieend mu die
Funktionsf

ahigkeit anderer Subprotokolle hergestellt werden. Bei Klassen bedeutet dies,
da alle vererbungsrelevanten Berechnungen durchzuf

uhren sind. Da Superklassen nicht
unbedingt vor ihren Subklassen deniert sein m

ussen, wird dies hinausgez

ogert und im
Vererbungsprotokoll zusammengefat, das erst bei Bedarf durch die generische Funktion
finalize-inheritance angestoen wird.
Im ersten Schritt des Vererbungsprotokolls wird die Vererbungshierarchie f

ur die betroene
Klasse linearisiert (compute-class-precedence-list). Im zweiten Schritt werden alle
Slots f

ur die Instanzen dieser Klasse bestimmt (compute-slots). Dabei m

ussen auch die
geerbten Slots und ihre Slotoptionen ber

ucksichtigt werden. Im letzten Schritt wird die
Klassenoption default-initargs behandelt: die generische Funktion compute-default-
initargs f

uhrt ihre Vererbung durch.
Nach Abschlu des Vererbungsprotokolls m

ussen alle abh

angigen Objekte, z.B. Subklas-
sen, benachrichtigt werden (update-dependent). Gegebenenfalls m

ussen Instanzen, die
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vor dem letzten Abschlu des Vererbungsprotokolls erzeugt wurden, als obsolet markiert
werden (make-instances-obsolete), da ihre Klasse wegen des Redenierens ggf. erneut
initialisiert wurde und z. B. die Anzahl der Slots in den Instanzen nicht mehr mit der
Slotanzahl in der Klasse

ubereinstimmt.
Das Slotzugrisprotokoll benutzt die Ergebnisse der Berechnungen von compute-slots
aus der Klasseninitialisierung und Vererbung. Dort wurde ermittelt, wie und wo der Slot
alloziiert wird, z. B. in der Instanz oder in der Klasse und an welcher Position. Die all-
gemeinen Slotzugrisoperationen der Objektebene slot-value und (setf slot-value)
rufen zum Anwendungszeitpunkt die generischen Funktionen der Metaebene slot-value-
using-class bzw. (setf slot-value-using-class) auf. Diese nden entsprechende In-
formationen in den Slotdenitionsobjekten der Klasse und lesen bzw. schreiben den Slot-
wert einer Instanz. Da diese Vorgehensweise an so einer zeitkritischen Stelle zu aufwendig
ist, m

ussen gute Implementierungen Optimierungen vornehmen. Eine Standardtechnik ist
dabei, den Protokollpfad f

ur eine Klasse (und Slot) nur beim ersten mal voll zu durchlaufen
und beim n

achsten mal m

oglichst viel abzuk

urzen (caching). Im Zusammenhang mit dem
Redenieren von Klassen mu aber ggf. wieder deoptimiert werden, was eine aufwendige
Abh

angigkeitsverwaltung erfordert.
Der generische Dispatch und dieMethodenauswahl unterliegen ebenso einem spezizierten
Protokoll. Jeder generischen Funktion wird in Abh

angigkeit von den mittels add-method
hinzugef

ugten Methoden eine sogenannte Dispatch-Funktion zugeordnet. Diese wird aus-
gef

uhrt, wenn die generische Funktion ausgef

uhrt werden soll. Der Dispatch-Funktion wer-
den dabei alle aktuellen Argumente des Aufrufs der generischen Funktion

ubergeben. In
Abh

angigkeit von den aktuellen Argumenten mu die Dispatch-Funktion die anwendbaren
Methoden ausw

ahlen, ausf

uhren und das Ergebnis zur

uckliefern. Die Dispatch-Funktion
wird mittels compute-discriminating-function berechnet. Da Methoden einer gene-
rischen Funktion mit remove-method auch entfernt werden k

onnen, mu die Dispatch-
Funktion ggf. mehrmals berechnet werden. Die Methodenauswahl erfolgt

uber compute-
applicable-methods und compute-applicable-methods-using-classes. Die anwend-
baren Methoden werden mit compute-effective-method zu einer ausf

uhrbaren Methode
so zusammengefat, da die jeweilige Methodenkombinationsart beachtet wird. Auch hier
mu wie beim Slotzugri optimiert werden
[
Kiczales und Rodriguez, 1990
]
.
Alle genannten generischen Funktionen des CLOS MOP k

onnen vom Metaprogrammierer
spezialisiert werden. Dabei sind gewisse Richtlinien und Einschr

ankungen zu beachten.
Diese konnten leider nur in Form verbaler Beschreibungen
[
Kiczales et al., 1991, S. 143
]
speziziert werden, ein Nichtbeachten f

uhrt zu unspeziziertem Verhalten. Besser w

are es,
schon durch die Konstruktion f

ur gutartige Eigenschaften zu sorgen. Dieser Weg wurde in
TEO gew

ahlt.
3.5 Zusammenfassung
Vergleicht man die vorgestellten objektorientierten Programmiersprachen zusammenfas-
send miteinander, so ergibt sich das Verwandschaftsbild in Abbildung 3.3. Dabei habe
ich im Vorgri auf die folgenden Kapitel breits TEO und dylan in die Darstellung
aufgenommen. Letztere zeigen eine gewisse Konvergenz der bereitgestellten Konzepte.
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dynT
statT 
GC 
singlI 
multI 
mixI 
extSyn 
basicL 
classOS
dynamische Typisierung
statische Typisierung
Garbage Collection
einfache Vererbung
multiple Vererbung
Mixin-Vererbung
erweiterbare Syntax
Basissprache
klassenbasiertes Objektsystem
fixSyn nicht-erweiterbare Syntax
MP 
GF 
supMC 
mopR
singlD 
multD 
specF 
introR
extF
Message Passing
generische Funktionen
einfache Methodenkombination
einfacher Dispatch
mehrfacher Dispatch
Metaobjektprotokoll
Introspektionsprotokoll
spezialisierbare Felder
erweiterbare Felder
demMC Demon-Methodenkombination
basicL
basicL
basicL
basicL
Syn
fixSyn
mixI
dynT GC
GC
classOS
classOSclassOS
GF
multD
demMC
multI
MP
MP
singlI
statT
statTmultI
GF
multD
supMC
supMC
supMC
fixSyn
extF
specF
classOS
classOS
classOS
singlD
singlD
introR
mopR
specF
GF
multD introR
classOS
fixSyn
specF
extSyn
extSyn
extSyn
Simula
C++
Java
Flavors
Loops
CLOS
DylanΤΕΛΟΣ
Lisp
Lisp Lisp
C
Algol 60
Algol 60Smalltalk
Abbildung 3.3: Konzeptuelle Verwandschaft objektorientierter Programmiersprachen.
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Alle vorgestellten Sprachen sind dem Beispiel Simula folgend klassenbasiert, im Unter-
schied zu Actors und Self, auf die ich nicht n

aher eingegangen bin. C
++
kommt als einzige
Sprache ohne automatische Speicherbereinigung aus. Und auch sonst f

allt auf, da C
++
die wenigsten Konzepte aus anderen Sprachen

ubernommen hat. Au

allig ist, da Java
zwar syntaktisch C
++

ahnlich ist, seine objektorientierten Konzepte jedoch

uberwiegend
von Smalltalk stammen.
Die Tabelle 3.1 zeigt eine qualitative Bewertung der Sprachen anhand der Designkriterien
aus Kapitel 2.
Kriterium Smalltalk C++ Java CLOS
Abstraktion + { { { ++
Klassikation + + + ++
Spezialisierung + { { { ++
Komposition + { { { +
Modularisierung { { { {
Orthogonalit

at { { { { {
Einfachheit { { { + { {
Reektion + { { + ++
Erweiterbarkeit { { { { ++
Robustheit { { + {
Ezienz { ++ { {
Verursacherprinzip { + + {
Tabelle 3.1: Vergleich der Sprachen anhand der Designkriterien.
Gemessen an meinen Designkriterien bietet CLOS im Vergleich zu Smalltalk, C
++
und
Java die besten Abstraktions-, Klassikations- und Spezialisierungsmittel. Hier sind die
spezialisierbaren Felder, generische Funktionen mit mehrfachem Dispatch und die Metho-
denkombination zu nennen. Sowohl die syntaktische als auch die funktionale Erweiter-
barkeit wird in CLOS mit Makros und mit dem Metaobjektprotokoll am besten un-
terst

utzt. Smalltalk und Java bieten zwar Mittel zur Introspektion, sind aber syntaktisch
nicht erweiterbar und bieten kein Metaobjektprotokoll. C
++
f

allt hier noch weiter zur

uck.
Die Schw

achen von CLOS liegen bei den Kriterien Modularisierung, Orthogonalit

at und
Einfachheit, worunter fast zwangsl

aug die Robustheit und Ezienz der Sprache leidet.
Auch Smalltalk ist hierbei schw

acher als C
++
und Java. Zwar gilt C
++
als unschlag-
bar in der Ezienz, seine Robustheit kann jedoch ohne automatische Speicherverwaltung
und mit den erlaubten Pointermanipulationen nicht zufriedenstellen. Ebenso unzul

anglich
wird das Generalisieren und Spezialisieren der Struktur und des Verhaltens von Objek-
ten unterst

utzt, weil weder spezialisierbare Felder, noch mehrfacher generischer Dispatch
noch Methodenkombination bereitgestellt werden. Smalltalk und Java bieten zwar ein-
fache Methodenkombination (das Konzept super()), aber keinen mehrfachen Dispatch.
Insbesondere die Dispatch-Regeln von Java sind kontraintuitiv und erschweren das Ge-
neralisieren und Spezialisieren von Verhalten. Dies liegt zum Teil auch an der statischen
Typisierung von Variablen in Java, was in Smalltalk nicht gegeben ist. Auf der ande-
ren Seite erh

oht das Compile-Time-Type-Checking in Java nat

urlich die Robustheit von
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Programmen.
Es stellt sich nun die Frage, ob und wie die besseren Konzepte von CLOS so realisiert
werden k

onnen, da es m

oglich wird seine Schw

achen zu

uberwunden. In den folgenden
Kapiteln werde ich die Konzepte so

uberarbeiten, da darauf eine positive Antwort gegeben
werden kann.
Abschlieend zeigt die Tabelle 3.2 die bereitgestellten Sprachkonzepte im

Uberblick.
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K

urzel Sprachkonzept Smalltalk C++ Java CLOS
Vererbung
singlI einfache Vererbung ja nein ja nein
multI multiple Vererbung nein ja nein ja
mixI Mixin-Vererbung nein nein nein nein
Struktur
instF instanzspezische Felder ja ja ja ja
classF klassenspezische Felder ja ja ja ja
extF erweiterbare Felder ja ja ja ja
specF spezialisierbare Felder nein nein nein ja
Verhalten
MP Message Passing ja ja ja ja
GF generische Funktionen nein nein nein ja
singlD einfacher Dispatch ja ja ja ja
multD mehrfacher Dispatch nein nein nein ja
MC Methodenkombination super nein super super/demon
classD klassenspezischer Dispatch ja ja ja ja
instD instanzspezischer Dispatch nein nein nein ja
Dynamik
dynC Klassenwechsel ja nein nein ja
redC redenierbare Klassen ja nein nein ja
Reektion
funR funktionale Objekte ja nein nein ja
introR Introspektion ja nein ja ja
mopR Metaobjektprotokoll nein nein nein ja
Orthogonale Aspekte
Syn Syntax speziell C C++ Lisp
extSyn erweiterbare Syntax nein nein nein ja
GC automatische Speicherbereinigung ja nein ja ja
Mod Modularisierung Klasse Datei Klasse Datei
Klasse Package Package
Hid Sichtbarkeit Klasse Datei Klasse Package
Klasse Package
bindMod Modularisierung des Bindungsraums Block Block Block Block
nameMod Modularisierung des Namensraums - Klasse Package Package
Tabelle 3.2: Vergleich der bereitgestellten Konzepte objektorientierter Programmierspra-
chen.
Kapitel 4
Objektorientierte Sprachkonzepte
Design a language; don't just hack one up!
Frederick P. Brooks, Jr. 1993. Keynote ad-
dress: Language Design as Design, The Se-
cond History of Programming Languages
Conference (HOPL-II),
[
Brooks, 1996
]
.
Nach der Diskussion des Stands der Technik m

ochte ich nun meine Sicht objektorien-
tierter Sprachkonzepte formulieren und den Entscheidungsspielraum beim Entwurf ent-
sprechender Sprachkonstrukte aufspannen. Im n

achsten Kapitel werden dann die Imple-
mentierungstechniken diskutiert, bevor in den darauolgenden Kapiteln drei konkrete
Objektsysteme schrittweise entwickelt und die jeweils getroenen Designentscheidungen
begr

undet werden. Als Notation f

ur die Sprachkonzepte wird in diesem Kapitel eine Java-

ahnliche Syntax
1
verwendet, um ihre

uber Lisp hinausgehende generelle G

ultigkeit zu
unterstreichen. Die von mir entwickelten Konzepte k

onnen f

ur eine traditionell kompilativ
implementierte objektorientierte Sprache ebenso umgesetzt werden wie f

ur Lisp. Selbst
die Konzepte der Metaobjektprogrammierung k

onnen durch eine Erg

anzung des Lauf-
zeitsystems traditioneller Sprachen um einen kleinen Metaobjektkern mit Objekten und
Operationen einfach integriert werden. Der Compiler kann dann den entsprechenden Co-
de aus Anwendungen der Metaobjektprogrammierung erzeugen, der sich auf den Kern
des Laufzeitsystems st

utzt. Die konkrete Auspr

agung der Metaobjektprotokolle, wie sie
hier vorgestellt werden, setzt lediglich funktionale Objekte erster Ordnung voraus, wie sie
in allen funktionalen Sprachen vorhanden sind. Aber selbst darauf k

onnte im Prinzip
verzichtet werden.
Das Kapitel beginnt mit einer kurzen Diskussion orthogonaler Sprachaspekte. Dabei soll
zum einen klargemacht werden, warum einige, m

oglicherweise erwartete, Sprachkonzepte
nicht als objektorientiert im Sinne dieser Arbeit eingesch

atzt werden. Zum anderen sollen
einige Voraussetzungen bzw. Erg

anzungen von Objektsystemen genannt werden.
Die Darstellung meiner Sicht objektorientierter Sprachkonzepte intendiert bereits ihre
Strukturierung und Modularisierung. Objekt- und Metaobjektebenen werden strikt ge-
trennt.
1
Die genaue Syntaxspezikation ist in
[
Shalit, 1996
]
zu nden.
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4.1 Orthogonale Sprachaspekte
Um Miverst

andnissen vorzubeugen sei ausdr

ucklich erkl

art, da folgende orthogonale
Sprachkonzepte ihre eigenst

andige Bedeutung f

ur eine Programmiersprache haben. Ihre
Pr

asenz in einer objektorientierten Sprache erfordert eine sorgf

altige Abstimmung der
Konzepte aufeinander. Ihre Abgrenzung vom Objektsystem l

at das Objektsystem selbst
schlanker werden, weil einige Sprachaspekte an einer passenderen Stelle schon behandelt
werden.
4.1.1 Verteilte Systeme und Kommunikation
Eine moderne universelle Programmiersprache sollte geeignete Mittel f

ur verteilte Syste-
me und Kommunikation bereitstellen. Dies kann von einfachen Konzepten wie Coroutinen,

uber Prozesse und Semaphore, Monitore etc. bis hin zu Message Passing und Netzprotokol-
len reichen. In einer objektorientierten Programmiersprache k

onnen solche Konzepte auch
objektorientiert zur Verf

ugung gestellt werden
[
Christaller, 1987
]
, z. B. durch entsprechen-
de Systemklassen. Daraus mu aber nicht folgen, da alle Objekte die Komplexit

at und
die Kosten verteilter Systeme aufgeb

urdet bekommen sollen. Insofern lassen sich Aspekte
der Nebenl

augkeit und Synchronisation so eingrenzen, da die Wechselwirkungen mit den
objektorientierten Sprachmitteln, wie sie hier gesehen werden, eher gering sind. In Kapitel
8 werden die Wechselbeziehungen am Beispiel EuLisp er

ortert. Genauer geht dieser Fra-
gestellung Queinnec in
[
1995
]
nach. Auch Java
[
Gosling et al., 1996
]
kann als Beispiel f

ur
eine arbeitsteilige Konzeption von Sprachmitteln zur Objektorientierung (Klassizierung)
und solcher zur Nebenl

augkeit und Synchronisation angesehen werden.
Die Metapher des Nachrichtenversendens bzw. das Kommunikationsmodell wird nicht als
Ausgangsparadigma f

ur das Objektsystem verwendet. Aspekte verteilter Systeme und ih-
rer Kommunikation betrachte ich als orthogonal zur Objektorientierung im Sinne der
Klassizierung, Spezialisierung und Generalisierung von Objekten. F

ur die meisten Ob-
jekte spielen Verteiltheit, Kommunikation und Synchronisation keine Rolle. Daher soll der
Spezialfall nicht zur Regel erkl

art werden. Nat

urlich k

onnen spezielle Anwendungen auch
durchgehend nach dem Kommunikationsmodell organisiert sein.
4.1.2 Dynamische Speicherverwaltung
Dynamische Speicherverwaltung stellte f

ur viele Anwendungen lange Zeit ein groes Pro-
blem dar. F

ur einige Sprachen wie Lisp stellten die entsprechenden Laufzeitsysteme zwar
schon fr

uh eine automatische Speicherverwaltung (engl. garbage collection) bereit. Die ur-
spr

unglichen einfachen Mark&Sweep-Algorithmen reichten in ihrer Performanz aber f

ur
zeitkritische, insbesondere echtzeitf

ahige System, zun

achst nicht aus. Andererseits ist
die manuelle Verwaltung des dynamischen Speichers in gr

oeren Anwendungen sehr feh-
leranf

allig und erschwert ihre Wartung: ca. 60 Prozent aller Fehler in C-Programmen sind
Pointer-Fehler, wovon ein Groteil mit manueller Verwaltung des dynamischen Speichers
zusammenh

angt. Objektorientierte Sprachmittel versch

arfen das Problem, weil auf der
einen Seite der Speicherbedarf wegen zur Laufzeit ben

otigter Typinformation und vieler
zur Laufzeit erzeugter Instanzen ansteigt. Auf der anderen Seite steigt in objektorientier-
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ten Sprachen der Verkn

upfungsgrad von unterschiedlichen Objekten, so da eine manuelle
Speicherverwaltung kaum noch fehlerfrei programmiert werden kann.
Dank der Fortschritte im Hardwarebereich und der entwickelten Speicherbereinigungsver-
fahren (engl. Garbage-Collection oder abgek

urzt GC)
[
Ungar, 1988
]
,
[
Moon, 1984
]
,
[
Boehm
und Weiser, 1988
]
,
[
Kriegel, 1992
]
besteht aber immer weniger Grund auf automatische
Speicherverwaltung zu verzichten. Smalltalk, Lisp, Eiel, Java und Dylan machen es mit
Erfolg vor. Und selbst Stroustrup schliet die Integration eines Garbage-Collectors in C++
nicht mehr aus
[
Stroustrup, 1994, S. 220
]
. Beispielsweise ist der Garbage-Collector f

ur Eu-
Lisp aus dem Projekt APPLY in Wirklichkeit sprachunabh

anig und kann unver

andert
auch f

ur C
++
benutzt werden
[
Kriegel, 1992
]
.
4.1.3 Persistenz
Von persistenten Objekten spricht man, wenn bestimmte Objekte eine l

angere Lebensdauer
haben sollen, als die durch die Programmausf

uhrung und Terminierung vorgegebene Zeit-
spanne. Wenn das Programm erneut gestartet wird, soll es nicht erneut erzeugt werden
m

ussen, sondern es soll wieder so vorgefunden werden, wie es bei der Programmtermi-
nierung war. Hier ist der Bezug zu Datenbanken oensichtlich. Nun sind traditionelle
Datenbanken in der Regel relational, also nicht objektorientiert. Die Kopplung einer ob-
jektorientierten Programmiersprache mit einer Datenbank ist technisch nicht ganz trivial.
Deshalb wurden ad hoc einfachere L

osungen f

ur persistente Objekte entwickelt, indem
diese auf Dateien geschrieben und sp

ater eingelesen werden. Doch inzwischen bieten auch
viele Datenbanksysteme objektorientierte Schnittstellen an, so da nicht nur Persistenz
von Objekten erreicht werden kann, sondern auch exible Abfragesprachen zur Verf

ugung
stehen. Auf der Objektsystemseite kann Persistenz am besten mit Hilfe des Metaobjektpro-
tokolls realisiert werden
[
Paepcke, 1988
]
,
[
Paepcke, 1990
]
. In meiner Arbeit wird Persistenz
zwar nicht weiter thematisiert, es ist aber sichergestellt, da das Metaobjektprotokoll von
TEO seine Bereitstellung unterst

utzt
[
Broadbery und Burdorf, 1993
]
.
4.1.4 Modularisierung und Sichtbarkeit
Klassische Modulkonzepte unterst

utzen die Aufteilung gr

oerer Programme in kleine bis
mittlere Bausteine (Blockbildung) mit strikten Import- und Export-Schnittstellen. Typi-
scherweise kann auch zwischen Spezikation und Implementierung unterschieden werden.
Sichtbarkeit und G

ultigkeit von Bezeichnern bzw. Variablen- und Konstantenbindungen
beziehen sich auf Module. Modulgrenzen d

urfen nur durch die Import-/Export-Tore

uber-
schritten werden. Kapselung kann man als dual zur Sichtbarkeit auassen: was nicht sicht-
bar ist, ist gekapselt. Weiterhin bilden Module eigenst

andig

ubersetzbare Einheiten und
k

onnen zu sogenannten Bibliotheken (libraries) zusammengefat werden. Als Beispiele f

ur
Sprachen, die modulares Programmieren unterst

utzen, sind Modula-2 und Ada zu nennen.
Der Streit dar

uber, ob Klassen gleichzeitig auch die Rolle von Modulen

ubernehmen
k

onnen und sollen, ist noch nicht entschieden. In Smalltalk und Eiel m

ussen Klassen
weitgehend auch Aspekte von Modulen (wie in Modula-2) abdecken. Allerdings gelingt
dies nicht vollst

andig. So gibt es in Smalltalk auch noch sogenannte Pools, um klassen

uber-
greifend sichtbare Variablen zu erm

oglichen. In Eiel gibt es daf

ur sogenannte Units. C++
74 Kap. 4. Objektorientierte Sprachkonzepte
und Java nehmen eine pragmatische Zwitterstellung ein: Klassen m

ussen regeln, was sie
nach auen sichtbar machen, aber sie importieren nichts. Da helfen in C++ die aus C
bekannten Konventionen mit den sogenannten Header-Dateien mit Include-Anweisungen,
w

ahrend Java zus

atzlich das Konzept der Packages einf

uhrt, um Sichtbarkeit f

ur Gruppen
von Klassen zu regeln, und zwar zus

atzlich zu dem, was in der Klassendenition schon
geregelt ist. Import-Anweisungen sind aber auch nicht auf Packages bezogen, sondern auf
die Quellcode-Datei, also

ahnlich wie in C++.
EuLisp und dylan teilen die Auassung von
[
Szyperski, 1992
]
, wonach man beides
braucht: Klassen und Module als orthogonale Konzepte. Auch
[
Booch, 1994
]
vertritt diese
Sicht, obwohl er Kapselungsaspekte (also Sichtbarkeit) dann doch den Klassen zuschreibt.
Konsequenter ist es, das Objektsystem g

anzlich von Sichtbarkeits- und Modularisierungs-
aspekten zu entlasten, da dies das Modulkonzept besser regeln kann. Diese Sicht lege ich
dieser Arbeit zugrunde. Dies mu nicht unbedingt dogmatisch gesehen werden. Es ist aber
eine so grunds

atzliche Entscheidung, da sie am besten von vornherein getroen werden
sollte, weil man sonst zu viele Fallunterscheidungen bei spezielleren Fragen machen m

ute.
Ob die eine oder die andere Entscheidung getroen wird, h

angt wohl auch davon ab, ob
es in einer Sprache Multimethoden gibt oder nicht. Alle genannten Sprachen ohne Mul-
timethoden ordnen Sichtbarkeitsaspekte den Klassen zu. Methoden benden sich dort
lexikalisch (und textuell) innerhalb einer Klassendenition und sind daher auch genau ei-
ner Klasse zugeordnet, obwohl es weitere Parameter anderer Klassen geben kann. CLOS,
EuLisp und dylan unterst

utzen Multimethoden. Da diese

uber mehrere Argumente dis-
kriminieren k

onnen, kann es auch nicht immer eine plausible Zuordnung zu genau einer
Klasse geben. Konsequenterweise enthalten Klassendenitionen hier keine Methodende-
nitionen, auer Lese- und Schreiboperationen. Es ist daher naheliegend, eine H

ulle um
ggf. mehrere Klassen und ihre Methoden zu legen, die aber selbst keinen neuen Objekttyp,
und somit eine Klasse, konstituiert.
So kann man auch in Java typische Klassen identizieren, die reinen Modulcharakter ha-
ben. Dazu geh

oren die sogenannten Hauptprogramm-Klassen (main class) mit der obliga-
torischen Haupt-Methode (main method) oder auch alle Klassen, die nur Klassenvariablen
bzw. Klassenmethoden (static) besitzen und die nie instanziiert werden. Die Java-Klasse
java.lang.Math ist zum Beispiel so eine Klasse, die

ubrigens auch nicht spezialisiert wer-
den darf. Es gibt also gute Gr

unde zwischen Klassen- und Modulbildung zu unterscheiden,
selbst wenn es in einer Sprache nur ein syntaktisches Konstrukt f

ur beides gibt.
Auf jeden Fall mu eine objektorienterte Programmiersprache beides unterst

utzen: Mo-
dularisieren mit klaren Sichtbarkeitsregeln sowie Klassizieren mit klarer Semantik aus
Modellierungs- und Sprachimplementierungssicht. Hier setze ich ein zum Objektsystem
orthogonales Modulsystem voraus. Das heit nicht, da das zu entwerfende Objektsystem
ohne ein Modulsystem nicht funktionsf

ahig w

are. Vielmehr werden bestimmte Anforderun-
gen aus dem Software-Engineering wie das Modularisierungskriterium aus Abschnitt 2.3.6
oder Informationskapselung (information hiding und encapsulation) an ein hoentlich vor-
handenes Modulsystem delegiert. Dadurch kann man sich beim Entwurf des Objektsystems
auf das Essentielle konzentrieren. Die konkrete Annahme

uber das Modulkonzept ist, da
Variablen und Konstanten lexikalisch bezogen auf ein Modul gebunden werden. Bindungen
werden von Modulen importiert und exportiert. Dabei k

onnen die jeweiligen Bezeichner
umbenannt werden, um Namenskonikte zu vermeiden.
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Das Objektsystem selbst soll modular aufgebaut sein, insbesondere um eine klare Un-
terscheidung zwischen der Objekt- und der Metaobjektebene vorzunehmen. Aber auch
innerhalb der Metaobjektebene ist es sinnvoll, die Unterprotokolle in entsprechende Mo-
dule aufzuteilen.
4.1.5 Ausnahmebehandlung
Ausnahmebehandlung (exception handling) dient dazu, auf selten auftretende Ereignis-
se w

ahrend der Programmausf

uhrung auf einem angemessen abstrakten Niveau reagieren
zu k

onnen. Insbesondere erzeugen Laufzeitfehler Ausnahmen. Dabei unterbricht so ein
Ereignis den normalen Kontrollu, die Ausnahmesituation (exception) wird gemeldet.
Eine potentielle Reaktion darauf wird durch die Deklaration eines Exception-Handlers
vorbereitet. Der Zusammenhang zwischen einer Ausnahmemeldung und ihrer Ausnahme-
behandlung ist nicht durch die lexikalische Programmstruktur bestimmt, sondern ergibt
sich aus dem dynamischen Programmablauf. In einer objektorientierten Sprache bietet es
sich an, die verschiedenen Ausnahmesituationen zu klassizieren. Einige Klassen werden
vom System vordeniert und k

onnen vom Benutzer spezialisiert werden. Ebenso kann die
Reaktion objektorientiert erfolgen, indem man eine generische Operation aufruft, die

uber
das Ausnahmeobjekt diskriminiert und so die spezisch gew

unschten Aktionen ausl

ost.
F

ur den Entwurf und die Implementierung des Objektsystems hat ein zu unterst

utzen-
des Konzept der Ausnahmebehandlung die Konsequenz, da die Methodenausf

uhrung
dynamisch unterbrechbar sein mu. Dies ist aber nichts neues im Vergleich zu funktio-
nalen oder prozeduralen Aspekten einer Programmiersprache, die ebenso diese Forde-
rung erf

ullen m

ussen. Auf das konkrete Zusammenwirken von TEO mit der EuLisp-
Ausnahmebehandlung
[
Padget et al., 1993
]
wird in Kapitel 8 eingegangen.
4.2 Klassizieren der Struktur und des Verhaltens von Ob-
jekten
Wie im letzten Kapitel gezeigt wurde, gehen die meisten objektorientierten Program-
miersprachen davon aus, da die Identizierung

ahnlicher Objekte und ihre normative
Beschreibung in Klassendenitionen ein zentrales Sprachkonzept darstellen. Dabei werden
Sprachkonstrukte ben

otigt, um die in der Regel statische Struktur und das meist vom
aktuellen Objektzustand abh

angige dynamische Verhalten zu beschreiben. Beide Aspekte
fasse ich zu Objekteigenschaften zusammen. Die selteneren Situationen, da die Struktur
dynamisch ist bzw. das Verhalten statisch, sollen keineswegs ausgeschlossen werden. Aber
sie d

urfen die Regelf

alle sowohl konzeptuell als auch von der zu erwartenden Performanz
her nicht beeintr

achtigen.
Man kann die Objekteigenschaften auch danach unterscheiden, ob sie instanzspezisch
oder klassenspezisch sind. W

urde man beispielsweise alle blauen, kreisf

ormigen Objekte
zu einer Klasse zusammenfassen, so w

are ihre Farbe oder die Vorschrift zur Fl

achenberech-
nung klassenspezisch, w

ahrend die Mittelpunktkoordinate und der Radius instanzspezi-
sch w

aren. Meistens sind die Verhaltensbeschreibungen (Methoden) klassenspezisch
und die Zustandswerte (Felder, Attribute, Slots, Instanzvariablen etc.) instanzspezisch.
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Auch hier sollen die selteneren F

alle wie Klassenvariablen oder instanzspezische Me-
thoden (Eql-Methoden in CLOS oder Singleton-Methoden in dylan) konzetionell nicht
ausgeschlossen sein, aber sie d

urfen ebenfalls den Regelfall nicht erschweren.
Die Einteilung von Objekteigenschaften in Struktur und Verhalten spiegelt die Sicht auf
das Innere eines Objekts wider. Die interne Zustandsrepr

asentation wird im Laufe der
Programmentwicklung h

auger ge

andert und sollte daher nach auen verborgen bleiben.
Um die externe Schnittstelle eines Objekts m

oglichst unver

andert lassen zu k

onnen, ist es
ratsam, Lese- und Schreibzugrie syntaktisch uniform mit Methodenaufrufen zu gestalten.
Dann m

ussen im sie benutzenden Client-Code viel seltener Anpassungen vorgenommen
werden, falls Felder hinzugef

ugt bzw. entfernt werden.
Da die Struktur und das Verhalten von Objekten klassizierend beschrieben wird, be-
kommt das Vererbungskonzept eine zentrale Bedeutung. Alternative Vererbungskonzepte
werden im n

achsten Abschnitt ausf

uhrlich behandelt. An dieser Stelle sei aber schon fest-
gelegt, da
 es eine systemdenierte Klasse aller Objekte mit dem Namen Object geben soll,
 jeder Klasse eine Klassenpr

azedenzliste zugeordnet wird, die mit der Klasse selbst
beginnt und mit Object endet; ihre Reihenfolge legt fest, welche Klassen spezieller
und welche genereller sind;
 die Klassenpr

azedenzliste die Vererbung von Struktur und Verhalten steuert, d. h.
das Initialisierungsprotokoll von Klassen (statische Vererbung von Feldern) sowie den
Methoden-Dispatch bei Anwendung generischer Operationen (dynamische Vererbung
von Methoden).
Diese Festlegung ist speziell genug, um alle Objekte aus Systemsicht einheitlich zu behan-
deln, also z. B. systemdenierte generische Operationen auf beliebige Objekte anzuwen-
den. Sie ist gleichzeitig allgemein genug, um ganz andere objektorientierte Konzepte als
Spracherweiterung zu realisieren, also z. B. solche, die nicht eine Linearisierung der Ver-
erbungshierarchie vornehmen und den Methoden-Dispatch auf andere Weise durchf

uhren.
Deren Klassenpr

azedenzliste k

onnte dann nur aus der jeweiligen Klasse selbst und Object
bestehen.
4.2.1 Struktur von Objekten
Die Struktur eines Objekts dient der Repr

asentation seines Zustands. Sie impliziert eine
entsprechende Art der Allozierung, Initialisierung sowie der Lese- und Schreiboperatio-
nen auf einem Objekt. Es wird deutlich, wie eng die Struktur und das Verhalten zusam-
menh

angen.
2
In den meisten objektorientierten Programmiersprachen geht die Programm-
konstruktion bottom-up vor sich, d. h. zuerst werden kleinere Bausteine deniert und dann
werden sie f

ur gr

oere verwendet. In deklarativen Sprachen geht man h

auger umgekehrt,
also top-down vom Ziel aus. Dies mag erkl

aren, warum man im sequentiellen Text mit der
Struktur anf

angt und sp

ater zum Verhalten kommt, obwohl beides aufeinander bezogen
2
In der K

unstlichen Intelligenz spricht man in diesem Zusammenhang von Repr

asentation und Inferenz.
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ist und obwohl man sich als Programmierer schon vor der Wahl einer konkreten Struktur
Gedanken

uber das gew

unschte Verhalten macht.
Im einfachsten Fall beschreibt man die Objektstruktur durch Aufz

ahlen seiner Felder in
der Klassendenition:
define class Point (Object)
field x;
field y;
...
end class Point;
Felder werden indirekt

uber Bezeichner, die an vom System generierte Namen gebunden
werden, identiziert. Im obigen Beispiel bedeutet dies, da es im Modul M1, das die Klasse
Point enth

alt, eine konstante Bindung gibt, die wie folgt deniert sein k

onnte:
define x = newName(); // ==> M1.Point.x z.B.
Der Wert von x in Modul M1 k

onnte anschlieend das Symbol M1.Point.x sein
3
. In der
Schnittstellenspezikation von M1 kann dann z. B. x exportiert, y aber verborgen werden.
Ein exportierter Feldname kann nur dem Zweck dienen, in einem anderen Modul M2 bei
der Denition einer Subklasse von Point spezialisiert zu werden:
define class myPoint (Point)
specialize field x ...;
field y;
...
end class myPoint;
Bei Feld x w

urde es sich nun in beiden Klassen, Point und myPoint, um dasselbe Feld
handeln. Das Feld y in der Klasse myPoint hat jedoch nichts mit dem von Point geerb-
ten Feld, das im Module M1 auch mit y bezeichnet wurde, zu tun. Somit nutze ich das
Modulkonzept, um Kapselung der Objektstruktur zu unterst

utzen und Namenskonik-
te, insbesondere bei Feldern, zu vermeiden. Dies ist

ubrigens eine

ahnliche L

osung wie
in Oz, wo generierte Namen als Werte lexikalischer Bindungen zur Identizierung von
Record-Feldern benutzt werden, um den Zustand von Objekten zu repr

asentieren.
Will man nun Objekte um strukturbezogene Verhaltensaspekte anreichern, so f

uhrt man
sogenannte Feldannotationen (Slotoptionen in CLOS) ein. Hierbei ist zu beachten, da
einige dieser Annotationen nicht unabh

angig voneinander sind.
Um Objekte auf syntaktisch uniforme Weise anzusprechen (Operationsanwendung),
k

onnen die Feldannotationen reader:, writer: und accessor: speziziert werden. Sie
bewirken, da mit der Klassendenition automatisch entsprechende Lese- und Schreib-
operationen erzeugt und an die spezizierten Namen gebunden werden. Die Annotation
3
Welcher Wert es ist, spielt eigentlich keine Rolle. Es mu nur sichergestellt sein, da alle Ergebnisse
der Operation newName verschieden sind,

ahnlich wie die von gensym in Lisp. Diese konstante Bindung
stellt lediglich eine Hilfskonstruktion dar. Ein optimierender Compiler k

onnte sie wieder entfernen und alle
Referenzen auf x durch den konstanten Wert ersetzen.
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accessor: bewirkt, da eine Leseoperation mit dem angegebenen Namen und eine Schreib-
operation mit dem gleichen Namen, erg

anzt um das Pr

ax \set", generiert werden. Der
auf \set" folgende Buchstabe ist dann in jedem Fall gro, also z. B. setPointX.
define class Point (Object)
field x accessor: pointX;
field y reader: pointY, writer: writePointY;
...
end class Point;
pointX(setPointX(99, make(Point))); // ==> 99
Auf der Objektebene gibt es keine andere M

oglichkeit auf Felder zuzugreifen als

uber
spezizierte Lese- und Schreiboperationen. Diese unterliegen den Sichtbarkeitsregeln des
Modulkonzepts, k

onnen also auch importiert und exportiert werden. Insofern ist auch die
Forderung nach Kapselung von Struktur voll erf

ullt.
Um die Felder bei der Objekterzeugung mit Ersatzwerten zu initialisieren, wenn keine
expliziten Initialisierungsargumente angegeben werden, k

onnen die Feldannotationen in-
itValue:, initFunction: und initExpression: speziziert werden, aber f

ur ein und
dasselbe Feld h

ochstens eine von ihnen:
initialPosition := 0
define method computeVerticalPosition () 2; end method;
define class Point (Object)
field x initValue: initialPosition + 1, reader: pointX;
field y initFunction: computeVerticalPosition, reader: pointY;
field z initExpression: initialPosition + 3, reader: pointZ;
...
end class Point;
initialPosition := 5;
pointX(make(Point)); // ==> 1 (0 + 1)
pointY(make(Point)); // ==> 2 (computeVerticalPosition())
pointZ(make(Point)); // ==> 8 (5 + 3)
Die Annotation initValue: bewirkt, da der spezizierte Ausdruck (hier: initialPo-
sition + 1) genau einmal ausgewertet wird und zwar zur Klassendenitionszeit. Bei In-
stanzerzeugung wird immer derselbe Wert genommen. F

ur initExpression: wird der
spezizierte Ausdruck (hier: initialPosition + 3) bei jeder Instanzerzeugung ausge-
wertet, so da der jeweils aktuelle Wert von initialPosition zum Tragen kommt. F

ur
initFunction: gilt das gleiche wie f

ur initExpression:, nur da die spezizierte Funk-
tion ausgef

uhrt wird.
Will man dem allgemeinen Konstruktor make Initialisierungsargumente mitgeben, so
k

onnen die Feldannotationen initKeyword: oder requiredInitKeyword: in der Klassen-
denition speziziert werden. Initialisierungsargumente werden also

uber Initialisierungs-
Schl

usselw

orter identiziert:
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define class Point (Object)
field x initKeyword: x:, initValue: 1, reader: PointX;
field y requiredInitKeyword: y:, reader: PointY;
...
end class Point;
(make(Point);
// ==> ERROR: missing required argument y:
pointX(make(Point, y: 22)); // ==> 1
pointX(make(Point, x: 11, y: 22)); // ==> 11
pointY(make(Point, y: 22)); // ==> 22
Die Annotation initKeyword: erm

oglicht, optionale Initialisierungsargumente anzugeben.
Dagegen bewirkt requiredInitKeyword:, da ein Initialisierungsargument gefordert wird,
anderenfalls wird ein Fehler gemeldet. Ist ein gefordertes Initialisierungsargument spezi-
ziert, so wird ein Ersatzwert

uber initValue:, initFunction: oder initExpression:

uber

ussig.
Weiterhin kann es sinnvoll sein, den Typ m

oglicher Feldwerte einzuschr

anken, wof

ur es die
Annotation type: gibt. Dabei stellt sich hier die Frage, ob es in der Programmiersprache
nur Klassen als Repr

asentationstypen gibt, oder auch z. B. Aufz

ahlungs-, Bereichs- und
Pr

adikationstypen sowie andere abgeleitete Typen unterst

utzt bzw. erm

oglicht werden
sollen, um eine h

ohere Programmsicherheit zu erreichen. Um entsprechende Erweiterungen
zun

achst oen zu halten, heit das Schl

usselwort auch type: und nicht class:. Wichtig
f

ur die Robustheit und Ezienz von Programmen ist die Angabe, ob ein Feld seinen
Wert

andern darf oder ob es nach seiner Initialisierung konstant bleibt, was man mit dem
Schl

usselwort constant field ... zum Ausdruck bringt.
Eine weitere Feldannotation kann die Allokationsart sein. Dabei wird speziziert, ob das
Feld eine Instanzvariable oder eine Klassenvariable (shared slot inCLOS) sein soll. Im letz-
teren Fall kann man auch noch unterscheiden, ob jede Subklasse eine eigene Speicherzelle
alloziert (dies entspricht echten Klassenvariablen in ObjVLisp) oder ob sie alle dieselbe
teilen. Da auf Felder aber ohnehin mit Operationsaufrufen zugegrien wird, kann ein zu
shared slots

aquivalentes Verhalten schon mit anderen Mitteln einfacher erreicht werden,
n

amlich durch explizite Methodendenitionen, z. B.
define class C1 (Object)
end class C1;
define constant sharedX = 99;
define method getX (obj :: C1) => (n :: Integer);
sharedX;
end method getX;
getX(make(C1)); // ==> 99
Dabei werden auch die semantischen Unklarheiten von CLOS vermieden. Die Designkri-
terien Einfachheit und Ezienz sprechen hier deutlich gegen das Konzept von shared slots.
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Wenn man es aber unbedingt haben m

ochte, dann sollte auf jeden Fall die Einschr

ankung
gelten, da es beim

Ubergang von einer Klasse zu einer Subklasse keinen Wechsel geben
darf: weder von instance slot zu shared slot noch umgekehrt. Handelt es sich um echte Klas-
senvariablen (jede Subklasse besitzt eine eigene Speicherzelle), so ist es eher irref

uhrend
so zu tun, als ob man sie aus einer Instanz liest. Hier hat man ein deutliches Indiz daf

ur,
da es sich um eine Instanzvariable des Klassenobjekts handelt.
Auch bei den vorher aufgef

uhrten Feldannotationen mu man sich fragen, ob ein konkretes
Objektsystem wirklich alle unterst

utzen sollte. Ich komme auf diese Frage zur

uck, nachdem
die Implementierungsaspekte im n

achsten Kapitel diskutiert wurden.
4.2.2 Verhalten von Objekten
Das Verhalten von Objekten wird durch die Gesamtheit aller auf sie anwendbaren Opera-
tionen bestimmt. Es wird auch als ihr Protokoll bezeichnet. Unter dem Begri Operation
subsumiere ich Funktionen und Prozeduren, da es oft irrelevant ist, ob ein Ergebnis gelie-
fert wird oder nicht.
4
An den relevanten Stellen wird dann explizit unterschieden. Dieselbe
Operation kann f

ur unterschiedliche Objektklassen unterschiedliche Realisierungen erfor-
dern. Dabei mu man gemeinsame Verhaltensanteile als solche explizit machen k

onnen und
sie genau einmal spezizieren. Man tut dies, indem man f

ur die jeweiligen Objektklassen
entsprechende Methoden deniert. Methoden sind also die Bausteine von Verhaltensbe-
schreibungen. Generische Operationen fassen Methoden, die logisch verwandtes Verhalten
beschreiben, zusammen. Sie dienen dazu Verhalten zu abstrahieren, weil man bei Ope-
rationsanwendung (Sendeereignis in Smalltalk) nicht genau wissen mu, welche Methode
tats

achlich ausgef

uhrt werden soll. Es reicht zu wissen, da es eine anwendbare Methode
gibt.
Operationen werden oft nicht nur auf ein, sondern auf mehrere Argumente angewandt.
Dabei sind meistens ein oder zwei Argumente f

ur die Auswahl der anwendbaren Metho-
den verantwortlich. Ein diskriminieren

uber mehr als zwei Parameter ist eher selten, soll
aber nicht ausgeschlossen werden. Objektorientiertes Programmieren mit Multimethoden
hilft, eine unnat

urliche Singularisierung und somit einen

Uberblicksverlust zu vermeiden.
Multimethoden schaen einen ieenden

Ubergang von strikt komponentenorientierten
zu prozeorientierten Beschreibungen, weil nicht mehr nur ein einzelnes Objekt, sondern
mehrere gleichzeitig in die Betrachtung einbezogen werden k

onnen.
Multimethoden f

uhren schlielich auch dazu, da generische Operationen

uber ihre Namen

uber Klassengrenzen hinweg, aber innerhalb eines Moduls, sichtbar werden. Sie werden
daher auch auf der gleichen Ebene wie Klassen deniert:
define generic colorOf (object :: Object) => (color :: Color)
Mit dem Namen einer generischen Operation werden auch die Parameter und der Ergeb-
nistyp festgelegt. Alle Methoden, die mit dem gleichen Namen deniert werden und somit
4
In Lisp liefert jeder Ausdruck ein Ergebnis, auch wenn er ignoriert wird. Traditionell spricht man in
Scheme von Prozeduren, um zum Ausdruck zu bringen, da Operationen Seiteneekte ausl

osen k

onnen,
w

ahrend man in allen anderen Lisp-Dialekten von Funktionen spricht, um der als Regel empfohlenen
seiteneektfreien Programmierung das Wort zu reden.
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zur selben generischen Operation geh

oren, m

ussen mit ihr kongruente Signaturen haben,
d. h.
1. die Parameterlisten m

ussen die gleiche Anzahl formaler Parameter haben,
2. falls die generische Operation einen Restparameter hat, m

ussen auch alle Methoden
einen Restparameter haben;
3. die Parameter jeder Methode m

ussen vom gleichen oder spezielleren Typ sein wie
die der generischen Operation,
4. der Ergebnistyp jeder Methode mu gleich oder spezieller dem der generischen Ope-
ration sein.
Restparameter erlauben optional eine beliebige Anzahl von Argumenten. Kompliziertere
Parameterlisten wie in CLOS oder dylan k

onnen als Erweiterung bereitgestellt werden.
Da es sie aber im funktionalen Teil von EuLisp nicht gibt, werden sie von TEO nicht
unmittelbar unterst

utzt.
Eine wichtige Einschr

ankung gegen

uber CLOS ist die Forderung, da es h

ochstens eine
Methode mit einem gegebenen Anwendungsbereich (domain) geben darf. In CLOS k

onnen
es mehrere sein und es h

angt von der Reihenfolge der Methodendenitionen ab, welche als
letzte kommt und bleibt. Dies mag ein bequemer Weg w

ahrend der Programmentwicklung
sein, nicht aber eine tragbare L

osung f

ur wiederverwendbare Software-Bausteine. Ebenso
problematisch ist die M

oglichkeit, Methoden zur Laufzeit durch Aufruf der Operation
remove-method zu entfernen. Es ist n

utzlich w

ahrend der Programmentwicklung, steht
aber im Gegensatz zu den Kriterien Robustheit und Ezienz.
Folgende Methodendenitionen w

aren aus meiner Sicht ein vern

unftiges Beispiel:
define method colorOf (object :: Object) => (color :: Color);
gray;
end method colorOf;
define method colorOf (object :: Point) => (color :: Color);
black;
end method colorOf;
Dabei wird angenommen, da die Klassen Color und Point, sowie die Instanzen von Color
black und gray bereits deniert wurden. Object ist die Wurzel der Superklassenhierar-
chie. Dies ist

ubrigens ein Beispiel f

ur statisches Verhalten, weil das Methodenergebnis

uberhaupt nicht vom Zustand des konkreten Arguments abh

angt, sondern nur von der
statisch denierten Klasse.
Methodenkombination
In praktischen Anwendungen

uberwiegen Methoden, die von Objektzust

anden abh

angige
Berechnungen durchf

uhren. Diese sind f

ur speziellere Objetkte meistens nur anzupassen
oder zu erg

anzen. Um dieses abstrakt auszudr

ucken, braucht man ein Sprachkonstrukt,
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das in einer spezielleren Methode die n

achstallgemeinere ausf

uhrt. Ich nenne es

ahnlich
wie in CLOS callNextMethod. Wichtig ist jedoch, da die n

achstallgemeinere Methode
auch tats

achlich auf dieselben Argumente angewandt wird, wie die aktuelle Methode.
Anderenfalls kann kein robustes Verhalten vom System garantiert werden. CLOS und
dylan, die hier groz

ugig sind und andere Argumente zulassen, verlangen vom Benutzer,
da f

ur die anderen Argumente die gleichen Methoden anwendbar sein m

ussen. Sonst
sei das Verhalten undeniert. Dies ist jedoch mit meinen Designkriterien wie Robustheit
und Ezienz (man k

onnte ja auch jedesmal eine Pr

ufung einbauen) nicht vereinbar. Und
auch vom Modellierungsstandpunkt entspricht callNextMethodmit anderen Argumenten
eher dem Delegieren einer Aufgabe an andere Objekte. Aber dann sollte man auch die
generische Operation als ganzes anwenden und nicht ihre m

oglicherweise unvollst

andigen
Versatzst

ucke

uber callNextMethod.
Mit dem einfachen Mittel callNextMethod lassen sich alle gutartigen Verwendungsvarian-
ten der Standardmethodenkombination ausCLOS realisieren. So plausibel das abstraktere
Konzept der Methodenkombination von CLOS f

ur einfache Beispiele erscheint, in prakti-
schen Anwendungen verliert man leicht die

Ubersicht bzw. man erlangt sie gar nicht, weil
man sich das Puzzle m

uhsam zusammensuchen mu, wenn man versucht, Programme
anderer zu verstehen. Ferner kann das in CLOS erlaubte Hinzuf

ugen von weiteren Metho-
den im Client-Code die Semantik verwendeter (und abgeschlossener) Programmbausteine
ver

andern. Somit sprechen die Designkriterien Einfachheit, Robustheit und Ezienz gegen
das Methodenkombinationskonzept von CLOS. Es braucht daher vom Systemkern auch
nicht unterst

utzt zu werden. Allerdings spricht nichts dagegen, es als Spracherweiterung
mit Hilfe des Metaobjektprotokolls zu erm

oglichen. In Kapitel 8.3.4 stelle ich ausgehend
von CLOS ein revidiertes Konzept der Methodenkombination vor, das

uber callNextMe-
thod hinausgeht.
Generischer Dispatch
Eines der wichtigsten Konzepte, die Objektsysteme bieten, ist der automatischeMethoden-
Dispatch. In rein prozeduralen oder auch funktionalen Sprachen mu er manuell und
zwar an vielen Stellen programmiert werden. Hier deniert das Objektsystem einen
Standardmechanismus. Spracherweiterungen mit Hilfe des Metaobjektprotokolls erm

ogli-
chen weitere Mechanismen, z. B. solche, die auch instanzspezische Methoden (Eql-
Methoden in CLOS bzw. Singleton-Methoden in dylan) unterst

utzen. Der systemde-
nierte Methoden-Dispatch einer generischen Operation f mit dem Bereich D
1
...D
m
[D
rest
] f

ur einen gegebenen Aufruf f(a
1
...a
m
[a
m+1
...a
n
]) erfolgt in folgenden
Schritten:
1. w

ahle die auf a
1
. . . a
m
[a
m+1
. . . a
n
] anwendbaren Methoden von f aus;
2. ordne die anwendbaren Methoden gem

a ihrer Spezizit

at (die speziellste zuerst);
3. falls callNextMethod in einer der Methoden verwendet wird, sorge daf

ur, da die
entsprechende Methode gerufen werden kann;
4. wende die speziellste Methode auf die Argumente a
1
. . . a
m
[a
m+1
. . . a
n
] an und
liefere ihr Ergebnis zur

uck.
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Nun mu man genau denieren, wann eine Methode anwendbar ist und wann eine Methode
spezieller ist als eine andere.
Eine Methode mit dem Bereich D
1
. . .D
m
[D
rest
] ist auf die Argumente a
1
. . . a
m
[a
m+1
...a
n
] genau dann anwendbar, wenn die jeweilige Klasse C
i
eines Arguments a
i
Subklasse
von D
i
ist f

ur alle i 2 (1 . . .m), d. h. wenn D
i
in der Klassenpr

azedenzliste von C
i
enthalten
ist.
Eine Methode M
1
mit dem Bereich D
11
. . .D
1m
[D
rest
] ist spezieller als eine Methode M
2
mit dem Bereich D
21
. . .D
2m
[D
rest
] bez

uglich der Argumente a
1
. . . a
m
[a
m+1
...a
n
]
genau dann, wenn ein i 2 (1 . . .m) existiert, so da D
1i
in der Klassenpr

azedenzliste von
C
i
, der Klasse von a
i
, vor D
2i
steht und f

ur alle j 2 (1 . . . i  1) D
2j
nicht vor D
1j
in der
Klassenpr

azedenzliste von C
j
, der Klasse von a
j
steht.
Leider ist die letzte Denition etwas kompliziert. Ihr Nachteil ist auch, da man zwei Me-
thoden nicht generell f

ur alle Argumente ordnen kann. Grund daf

ur ist, da man im Fall
multipler Vererbung im allgemeinen keine global konsistenten Klassenpr

azedenzlisten an-
nehmen darf. Weiterer Schwachpunkt ist, da f

ur Multimethoden die Parameterreihenfol-
ge herangezogen werden mu, um Mehrdeutigkeiten aufzul

osen. Dies ist eine konservative
Entscheidung in der Tradition von Lisp-Objektsystemen
5
. Einfachmethoden, also solche,
die nur

uber einen Parameter diskriminieren, lassen sich bzgl. gegebener Argumente leicht
sortieren. Im n

achsten Abschnitt werde ich im Zusammenhang mit den Vererbungsstrate-
gien Vereinfachungen diskutieren.
4.2.3 Allozieren und Initialisieren von Objekten
Oben wurde bereits gesagt, da die denierte Struktur eines Objekts auch seine Allozierung
und Initialisierung beeinut. So werden in der Klassendenition die Anzahl der Felder,
ggf. auch ihre Ersatzwerte und Initialisierungs-Schl

usselw

orter festgelegt. Die Erzeugung
eines neuen Objekts erfolgt in der Regel in zwei Schritten:
1. Es wird ein uninitialisiertes Objekt als Instanz der angegebenen Klasse alloziert.
allocate(C, initargs)
2. Das neue Objekt wird initialisiert.
initialize(object, initargs)
Ein systemdenierter allgemeiner Konstruktor fat beide Schritte zusammen:
define function make (cl :: Class, #rest initargs) => (ob-
ject :: Object);
let object = allocate(cl, initargs);
initialize(object, initargs);
object;
end function make;
5
In dylan werden Mehrdeutigkeiten nicht aufgel

ost. Dort gen

ugt es, wenn mindestens eine Methode
spezieller ist als alle anderen (anwendbaren). Ein Fehler w

are aber, wenn aus so einer Methode callNext-
Method aufgerufen w

urde, weil dann die Mehrdeutigkeit relevant w

urde.
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Daneben k

onnen spezielle Konstruktoren f

ur konkrete Klassen deniert werden. Dies kann
durch eine entsprechende Option in Klassendenitionen veranlat werden.
define class Point (Object)
field x initKeyword: x:, initValue: 1, reader: pointX;
field y requiredInitKeyword: y:, reader: pointY;
constructor makePoint (x:, y:);
end class Point;
pointX(makePoint(11, 22)); // ==> 11
pointY(makePoint(11, 22)); // ==> 22
Die Klassenannotation constructor bewirkt im obigen Beispiel, da automatisch ein Kon-
struktor im Prinzip wie folgt deniert wird:
define function makePoint (x, y) => (object :: Point);
let initargs = list(x:, x, y:, y);
let object = allocate(Point, initargs);
initialize(object, initargs);
object;
end function makePoint;
W

ahrend der Diskussion der Implementierungstechniken wird hierzu eine ezientere
L

osung entwickelt.
Beide Operationen, allocate und initialize, sollten dem Benutzer direkt zur
Verf

ugung stehen. Somit kann er auch selbst einen speziellen Konstruktor f

ur eine
gew

unschte Klasse denieren oder die Einzelschritte in Eigenregie durchf

uhren, also z.
B. die Initialisierung zu einem sp

ateren Zeitpunkt durchf

uhren. Spezialisieren darf er aber
zun

achst nur initialize, d. h. neue Methoden denieren. Benutzerdenierte allocate
Methoden bleibt der Metaobjektebene vorbehalten (siehe Abschnitt 4.4.6).
Diese L

osung ist im Prinzip

ahnlich wie in CLOS. Sie unterscheidet sich von Java dar-
in, da dort die Initialisierungsmethoden als Konstruktoren bezeichnet werden und new
ein syntaktisches Schl

usselwort ist, keine regul

are Operation wie make hier. Es gibt dort
zwar auch eine allgemeine Konstruktor-Operation newInstance, ihr kann man aber keine
Intitialisierungsargumente mitgeben. In Java kann man auch nicht verhindern, da alle
anwendbaren Initialisierungsmethoden
6
automatisch ausgef

uhrt werden. Aus meiner Sicht
soll der Benutzer entscheiden k

onnen, ob die allgemeineren initialize Methoden

uber
callNextMethod zum Zuge kommen sollen oder nicht.
Ferner sollen optionale Initialisierungsargumente unterst

utzt werden, wie auch in CLOS,
und im Unterschied zu Java, wo man f

ur jeden potentiellen Fall einen speziellen Konstruk-
tor (d. h. eine Initialisierungsmethode) mit geforderten Parametern spezizieren mu. Die
Java-L

osung zieht es nach sich, da das Initialisierungsverhalten selbst innerhalb einer
Klasse auf mehrere Konstruktoren aufgeteilt ist, was das Programmverstehen und die
Programmwartung erschwert.
Die Initialisierung von Objekten erfolgt in der systemdenierten initialize Methode in zwei
Schritten:
6
Dies sind alle Konstruktoren mit der gleichen Parameterliste.
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1.

Uberpr

ufe die Zul

assigkeit der Initialisierungsargumente anhand der Initialisierungs-
schl

usselw

orter der Klasse.
7
2. Initialisiere jedes Feld eines Objekts falls vorhanden gem

a seinem Initialisierungs-
argument, sonst gem

a seinem Ersatzwert; fehlt ein gefordertes Initialisierungsargu-
ment, melde einen Fehler.
Die Zul

assigkeit der Initialisierungsargumente ist durch die direkten und geerbten Feldan-
notationen initKeyword: und requiredInitKeyword: bestimmt. Es k

onnen auch noch
zus

atzliche Initialisierungsschl

usselw

orter als Klassenannotation hinzukommen, so da ent-
sprechende Initialisierungsargumente dann in selbstdenierten initialize Methoden be-
handelt werden k

onnen.
Einige Felder k

onnen zun

achst uninitialisiert bleiben. Sie m

ussen jedoch vor ihrem ersten
Lesezugri einen Wert erhalten.
4.2.4 Lesen und Schreiben von Feldinhalten
Wie schon bei den Ausf

uhrungen zur Struktur von Objekten gesagt, sollen Feldzugrie aus
Uniformit

atsgr

unden wie regul

are Operationsaufrufe notiert werden. Wegen Multimetho-
den kommt die Notation von Feldzugrien wie auf lokale Variablen (Smalltalk, Flavors)
nicht in Frage, da nicht eindeutig w

are, welches Objekt (Parameter) gemeint sei. Es soll
keine anderen Primitive f

ur Feldzugrie geben, als die in Klassendenitionen spezizierten.
Will man m

oglichst schnelle Feldzugrie, so d

urfen sie nicht generisch sein. Das zieht eine
Beschr

ankung der Funktionalit

at nach sich, z. B. nur einfache Vererbung, keine explizite
Methodendenitionen f

ur Lese- und Schreiboperationen usw.
Auf der Metaobjektebene gibt es dann ein Protokoll, wie die Lese- und Schreiboperationen
generiert werden und wie dieses Verhalten vom Benutzer spezialisiert werden kann (siehe
Abschnitt 4.4.5 auf Seite 104).
4.3 Spezialisieren und Generalisieren von Objektklassen
In diesem Abschnitt werden die wichtigsten Vererbungsstrategien im Kontext des Entwurfs
einer objektorientierten Programmiersprache diskutiert. Ein weitgehend klares Konzept
stellt die einfache Vererbung dar. Hierf

ur stehen ausgereifte und eziente Implemen-
tierungstechniken zur Verf

ugung. Nachteilig wirkt sich die Beschr

ankung auf h

ochstens
eine Superklasse dann aus, wenn es mehrere orthogonale Generalisierungskriterien gibt,
also z. B. wenn man Fahrzeuge einerseits nach ihren Bestandteilen kategorisiert (parto-
nomisch) und andererseits nach den Verwendungsm

oglichkeiten (funktional). Es kommt
dann zwangsl

aug zu redundantem Code und der Wiederverwendungsgrad von Software-
bausteinen sinkt. Multiple Vererbung unterst

utzt modulares Generalisieren bzgl. mehre-
rer orthogonaler Kriterien, was auch den Wiederverwendungsgrad erh

oht. Ohne weitere
Beschr

ankungen k

onnen jedoch die Vorteile multipler Vererbung auch ins Gegenteil um-
schlagen. Beispielsweise dann, wenn man eben nicht auf die Orthogonalit

at bei mehreren
7
Dieser Schritt kann in weniger dynamischen Sprachen immer, und hier im Rahmen von Optimierungen
in vielen F

allen, in die

Ubersetzungsphase verlagert werden.
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direkten Superklassen achtet und es zwangsl

aug zu Konikten
8
und Mehrdeutigkeiten
bei der Vererbung kommt. Ihre implizite Au

osung durch Linearisierungsverfahren der
Vererbungshierarchie sind nicht immer intuitiv oder gar transparent und vorhersehbar f

ur
den Programmierer
[
Bretthauer et al., 1989c
]
. Explizite Au

osung von Konikten und
Mehrdeutigkeiten durch Umbenennen oder Auswahl durch den Programmierer bricht die
Abstraktion und f

uhrt zwangsl

aug zu weniger generischen und schlechter verfeinerbaren
Bausteinen
[
Carre und Geib, 1990
]
. Entsprechend aufwendiger sind auch die Implementie-
rungstechniken und weniger ezient die Laufzeitsysteme bzw. die

Ubersetzungsresultate
bei multipler Vererbung.
Bemerkenswert ist auch die nahezu weltanschauliche Spaltung der Gem

uter, wenn es um
die Frage multipler vs. einfacher Vererbung geht. Da dieser Religionsstreit noch nicht ent-
schieden
[
Queinnec, 1996, S. 418
]
ist, beziehe ich als Sprachdesigner eine pragmatische
Position. Was einfach zu l

osen ist, sollte auch mit einfachen Mitteln gel

ost werden. An
performanzkritischen Stellen, wie den systemdenierten Klassen und Operationen, sollte
die Laufzeitezienz ein h

oheres Gewicht erhalten als die Vermeidung von Coderedun-
danz. Das heit, der Objektsystem-Kern sollte mit Hilfe einfacher Vererbung organisiert
sein. Als Standardfunktionalit

at sollte vom System ebenfalls einfache Vererbung angebo-
ten werden. Es sollten aber auch systemdenierte Erweiterungsmodule f

ur multiple und
Mixin-Vererbung bereitgestellt werden. Dar

uberhinaus soll es dem Benutzer erm

oglicht
werden, eigene Vererbungskonzepte als Spracherweiterung zu realisieren und zu benutzen.
Nun pr

asentiere ich die drei wichtigsten Vererbungskonzepte unter den Gesichtspunkten
des Spezialisierens und Generalisierens von Struktur und Verhalten von Objektklassen.
Zun

achst folgen noch einige Denitionen, die allen Vererbungskonzepten gemeinsam sind.
Als direkte Superklassen einer Klasse werden solche bezeichnet, die in ihrer Denition ex-
plizit als Superklassen speziziert wurden oder, falls die Angabe von Superklassen optional
ist, die angenommene Default-Superklasse Object. Jede Klasse bis auf Object hat min-
destens eine direkte Superklasse. Sei K die Menge aller denierten Klassen. Die Relation
ds := f(k
1
; k
2
) j k
2
ist direkte Superklasse von k
1
g spannt die Klassenhierarchie auf. Von
ds verlange ich, da sie irreexiv ist. Auch die transitive H

ulle von ds,
~
ds, sei irreexiv.
Daraus folgt auch schon, da der induzierte Vererbungsgraph G = (K; ds) azyklisch ist.
4.3.1 Einfache Vererbung
Einfache Vererbung liegt dann vor, wenn eine Klasse h

ochstens eine direkte Superklasse
besitzt. Da oben auch schon festgelegt wurde, da sie auch mindestens eine direkte Su-
perklasse haben soll, hat die Klassenhierarchie die Form eines Baumes B = (K; ds
 1
) mit
der Wurzel Object. Die Klassenpr

azedenzliste cpl f

ur eine Klasse k ergibt sich als Liste
der Klassen, die auf dem Pfad von k zu Object liegen: cpl = (k; : : : Object).
Ob eine Klasse k
1
spezieller ist als eine andere Klasse k
2
, l

at sich leicht und intuitiv
bestimmen: (k
1
; k
2
) mu in
~
ds enthalten sein bzw. k
2
mu in der Klassenpr

azedenzliste
von k
1
enthalten sein. Alle Klassenpr

azedenzlisten sind global konsistent, d. h. wenn k
1
in einer Klassenpr

azedenzliste vor k
2
kommt, gilt diese Reihenfolge auch in allen anderen
8
Hier sind nicht unbeabsichtigte Namenskonikte gemeint. Solche werden vom Modulkonzept erkannt
und ggf. durch Umbenennung gel

ost.
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Klassenpr

azedenzlisten, in denen k
1
und k
2
gemeinsam vorkommen. Diese Eigenschaft
wird auch als Monotonie bezeichnet
[
Ducournau und Habib, 1991
]
.
Die Berechnung der Klassenpr

azedenzliste cpl ist auch sehr einfach und kann rekursiv wie
folgt deniert werden:
9
define function computeCPL (k :: Class) => (l :: List) ;
if k == Object
then list(Object);
else cons(k, computeCPL(ds(k))); // ds(k) liefert die direkte
end if; // Superklasse von k
end function computeCPL;
Spezialisieren und Generalisieren von Struktur
Wird eine Klasse als direkte Subklasse einer anderen Klasse deniert, so erbt sie alle Felder
der Superklasse. Da Vererbung zur Spezialisierung verwendet wird, macht eine selektive
Vererbung keinen Sinn. W

urden der Subklasse Felder der Superklasse fehlen, k

onnte sie
auch nicht als ihre Spezialisierung angesehen werden. Insofern ist die Sprechweise eini-
ger Programmiesprachen, private Felder w

urden nicht vererbt, irref

uhrend. Man kann
h

ochstens ihre Sichtbarkeit beschr

anken.
Ein Feld zu spezialisieren bedeutet vor allem, da sein Wert von einem spezielleren Typ
sein soll und da der Ersatzwert entsprechend spezieller sein mu als in der Superklasse.
Dies betrit also die Feldannotationen type:, initValue:, initFunction: und initEx-
pression:. Dabei sollen die generellen Methoden der Superklasse mit dem spezielleren
Feld problemlos umgehen k

onnen. In C++ und Java ist dies leider nicht der Fall. Spezi-
ellere Felder mit dem gleichen Namen f

uhren zu Feldduplikaten, die nur aus spezielleren
Methoden referiert werden k

onnen.
Dar

uber hinaus k

onnten auch die Annotationen accessor:, reader: und writer: in einer
Subklasse f

ur ein ererbtes Feld speziziert werden. Im Fall der Zugrisoperationen halte
ich es jedoch f

ur sinnvoll, an genau einer Lese- und genau einer Schreiboperation f

ur ein
Feld festzuhalten. Werden diese Annotationen mehrfach speziziert, so sollen keine neuen
Operationen generiert werden, sondern die einmal vorhandenen an weitere Bezeichner
gebunden werden. Dies ist anders als in CLOS, wo f

ur jeden neuen Bezeichner auch eine
neue generische Operation generiert wird.
Die Annotationen initKeyword: und requiredInitKeyword: k

onnten ebenso f

ur ererbte
Felder speziziert werden. In CLOS kann es auf diese Weise zu mehreren Initialisierungs-
schl

usselw

ortern f

ur ein Feld kommen. Dies verlangsamt jedoch die Initialisierung von
Objekten. Auch hier kann dasselbe Prinzip wie bei Zugrisoperationen angewandt wer-
den, um eine konzeptuell klare und eziente L

osung zu erhalten. Sie werden als Bezeichner
aufgefat, die f

ur ein und dasselbe Feld alle an denselben Wert gebunden sind. F

ur die
interne Verarbeitung spielt nur dieser Wert eine Rolle. Da es pro Feld h

ochstens einer ist,
kann die Implementierung einfach und ezient sein. Da es mehrere Bezeichner geben darf,
f

allt es dem Benutzer leicht geeignete Abstraktionen auszudr

ucken.
9
Nat

urlich wird man in der realen Implementierung eine endrekursive Variante w

ahlen.
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Wenn Felder der Superklasse spezialisiert werden, so mu der Programmierer dies explizit
machen, wie man oben schon gesehen hat:
define class myPoint (Point)
specialize field x initValue: 37;
field z;
...
end class myPoint;
Das heit nicht, da man alle Felder der Superklasse kennen mu. Man sollte nur die-
jenigen kennen, die man spezialisieren will. Sie m

ussen nat

urlich auch sichtbar sein. Die
Sichtbarkeit von Feldnamen bedeutet noch nicht, da man auf einen entsprechenden Wert
in einem Objekt zugreifen kann. Daf

ur m

ussen die Zugrisoperationen sichtbar sein.
In CLOS ist dies anders. Dort kann es daher leichter zu Konikten bzw. unbeabsichtigter
Spezialisierung von Feldern der Superklasse kommen. Objektkapselung kann durch die
Kenntnis von Slotnamen durchbrochen werden, indem man die Operation slot-value
aufruft.
Zusammenfassend kann man festhalten, wie die Annotationen f

ur ein Feld f der Klasse k
1
in der Subklasse k
2
spezialisiert werden, und zwar auf die explizite Direktive specialize
hin:
 ist eine Annotation in k
1
unspeziziert
10
, so gilt die Angabe in k
2
;
 f

ur die Annotationen type:, initValue:, initFunction:, initExpresseion: gilt
die Angabe in k
2
(Overriding); f

ur die Typangabe mu aber gelten, da der Typ
dem in k
1
gleich oder spezieller ist;
 f

ur die Annotationen reader:, writer:, accessor:, initKeyword:, requiredInit-
Keyword: gilt die Vereinigung aller Angaben aus k
1
11
und k
2
. Hierbei ist zu beachten,
da es f

ur ein Feld h

ochstens ein Initialisierungsschl

usselwort-Objekt, h

ochstens eine
Lese- und h

ochstens eine Schreiboperation gibt. Die Vereinigung bezieht sich auf die
Bezeichner, von denen es beliebig viele f

ur ein und dieselbe Annotation eines Feldes
geben kann. Die Bezeichner haben somit eine rein syntaktische Funktion, die aber
wichtig f

ur die Verst

andlichkeit von Programmen ist.
Ein wesentlicher Vorteil einfacher Vererbung ist ihr lokaler Charakter. Wurde f

ur eine
Klasse k
1
die Vererbung durchgef

uhrt, so braucht man f

ur ihre Subklassen nichts mehr

uber die Superklassen von k
1
zu wissen. F

ur die Subklassen von k
1
ist es auch irrelevant,
ob bestimmte Annotationen direkt in k
1
speziziert oder ob sie von den Superklassen von
k
1
geerbt wurden.
Spezialisieren und Generalisieren von Verhalten
Zum Spezialisieren und Generalisieren von Verhalten ist bereits alles wesentliche oben
erw

ahnt worden. Die entscheidenden Merkmale sind derMethoden-Dispatch (potentiell zur
10
Das heit, sie wurde weder in k
1
noch in einer der Superklassen von k
1
speziziert.
11
Das heit, der f

ur k
1
direkt spezizierten und der von Superklassen von k
1
geerbten Angaben.
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Laufzeit) sowie das Konstrukt callNextMethod. Letzteres ist im Unterschied zu CLOS
und dylan parameterlos, um sicherzustellen, da die n

achstallgemeinere Methode auch
tats

achlich auf dieselben Argumente angewandt wird wie die aktuelle Methode. Die Be-
schr

ankung auf einfache Vererbung liee aber eine einfachere Beschreibung des Methoden-
Dispatches zu, als sie oben gegeben wurde. Insbesondere kann bei der Bestimmung f

ur
Einfachmethoden, welche der anwendbaren Methoden spezieller ist, der Bezug auf aktu-
elle Argumente eines Aufrufs entfallen. In Programmen, die keine neuen Methoden zur
Laufzeit erzeugen, w

are f

ur Einfachmethoden sogar statisch entscheidbar, welche Metho-
de mit einem Aufruf von callNextMethod gemeint ist, ohne da der Programmierer die
Abstraktion brechen mu. Leider ist dies f

ur Multimethoden im allgemeinen nicht m

oglich.
Abbildung 4.1 verdeutlicht den Zusammenhang zwischen einfacher Vererbung und dem
Methoden-Dispatch bei Einfach- und Multimethoden. Sei A die direkte Superklasse von B
und C, und seien f(A), f(B) und f(C) Einfachmethoden. Dann ist statisch entscheidbar,
welche Methode spezieller ist als eine andere. Ein callNextMethod in f(B) oder in f(C)
w

urde f(A) referieren. Vergleichbare Methoden bilden eine lineare Ordnung.
F

ur die Multimethoden g(AA), . . . g(CC) erh

alt man ohne Ber

ucksichtigung der Para-
meterreihenfolge nur noch eine partielle Ordnung, so da ein callNextMethod in g(BB)
zwischen g(BA) oder g(AB) ausw

ahlen m

ute. Ein callNextMethod in g(BA) deutet
zun

achst auf g(AA). Falls aber der urspr

ungliche Aufruf g(bc) lautete (mit b direkte In-
stanz von B und c direkte Instanz von C), so m

ute vor g(AA) noch die Methode g(AC)
ber

ucksichtigt werden, die spezieller ist. In der Abbildung 4.1 wurden jeweils alle m

oglichen
Methoden f

ur die gegebenen Klassen A, B und C aufgef

uhrt.
A
B C
a) Klassenhierarchie
f(A)
f(B) f(C)
b) Einfachmethoden
g(A A)
c) Ambiguität bei Multimethoden
g(B A) g(A B) g(A C) g(C A)
g(B B) g(C B) g(B C) g(C C)
Abbildung 4.1: Einfache Vererbung und Methoden-Dispatch
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Ausgehend von den Designkriterien in Kapitel 2 w

are es w

unschenswert, eine einfache
und intuitive Einschr

ankung von Methodenkonstellationen zu nden, die den R

uckgri
auf die Parameterreihenfolge

uber

ussig macht. Solange dies nicht gelungen ist, bleibe ich
bei der f

ur Lisp traditionellen L

osung und sortiere Methoden gem

a der Spezizit

at ihrer
Parameter von links nach rechts, d. h. g(BA) kommt vor g(AB).
4.3.2 Multiple Vererbung
Multiple Vererbung liegt dann vor, wenn eine Klasse mehr als eine direkte Superklasse be-
sitzt. Multiple Vererbung ist notwendig, wenn man bzgl. mehrerer Kriterien generalisieren
m

ochte. Dann tr

agt sie zu besseren Abstraktionen in Programmen bei. Das Klassizieren
wird modularer. Schwierigkeiten treten dann auf, wenn die Kriterien nicht orthogonal sind
und als Folge unbeabsichtigte bzw. unerw

unschte Eekte auftreten, weil z. B. das gleiche
Feld in mehreren direkten Superklassen deniert ist oder f

ur dieselbe generische Operation
nun Methoden geerbt werden sollen.
Zun

achst soll auch f

ur multiple Vererbung gelten, da eine Klasse mindestens eine direkte
Superklasse haben soll. Da zyklische Abh

angigkeiten ausgeschlossen werden, bekommt die
Klassenhierarchie die Form eines gerichteten azyklischen Graphen (DAG) G = (K; ds
 1
)
mit dem kleinsten Knoten Object. Die Klassenpr

azedenzliste cpl f

ur eine Klasse k ergibt
sich als Linearisierung einer partiellen Ordnung, beginnend mit k und Object am Ende.
Ob eine Klasse k
1
spezieller ist als eine andere Klasse k
2
, l

at sich nicht mehr leicht und
intuitiv bestimmen. Die Klassenpr

azedenzlisten sind per Konstruktion weder global kon-
sistent noch monoton
[
Ducournau und Habib, 1991
]
. Diese Eigenschaften lassen sich f

ur
beliebige Klassenhierarchien auch nicht durch geschickte Linearisierungsverfahren herstel-
len
[
Bretthauer et al., 1989c
]
. Um all diesen Problemen aus dem Weg zu gehen und nicht
von der Reihenfolge direkter Superklassen abh

angig zu sein, wird in C++ eine Lineari-
sierung erst gar nicht versucht. Im Koniktfall wird ein

Ubersetzungsfehler gemeldet. Der
Programmierer mu dann z. B. bei Operationsaufrufen (bei virtual functions) explizit an-
geben, welche Methode genommen werden soll. Dies bricht jedoch die Abstraktion, so da
Programme weniger generisch und schwerer wartbar werden
[
Carre und Geib, 1990
]
.
Die Berechnung der Klassenpr

azedenzliste cpl kann nur dann nachvollziehbar und intui-
tiv speziziert werden, wenn man problematische Hierarchiearten ausschliet. Auch diese
Einschr

ankung mu nat

urlich m

oglichst einfach und plausibel sein. In CLOS werden nur
solche Hierarchien ausgeschlossen, in denen die direkten Superklassen einer zu denie-
renden Klassen jeweils umgekehrte Reihenfolgen ihrer direkter Superklassen aufweisen.
Monotonie oder gar globale Konsistenz der Klassenpr

azedenzlisten wird dadurch noch
nicht sichergestellt.
In dylan sind zwei Klassen k
1
und k
2
zwangsweise disjunkt, wenn es in ihren Klassen-
pr

azedenzlisten Elemente k
i
und k
j
gibt, die umgekehrt geordnet sind. Das heit, da keine
neue Klasse von beiden Klassen, k
1
und k
2
, direkt oder indirekt erben darf. Auf diese Wei-
se wird zwar die Monotonie der Klassenpr

azedenzlisten als eine Art lokaler Konsistenz
sichergestellt, nicht aber die globale Konsistenz aller Klassenpr

azedenzlisten.
In Oz ist eine Klassendenition nicht zul

assig, wenn f

ur irgendein Feld oder irgendeine
Methode die induzierte partielle Ordnung aus der Superklassenrelation und den jeweili-
gen Reihenfolgen direkter Superklassen in Klassendenitionen kein kleinstes (speziellstes)
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Element existiert. Diese L

osung hat den Nachteil, da erst auf der untersten Granula-
rit

atsstufe entschieden werden kann, ob eine Klassendenition zul

assig ist. Sie ist auch
sehr empndlich, was Programm

anderungen angeht. Als Programmierer mu man den
gesamten Kontext kennen, um z. B. vorherzusehen, ob durch Hinzuf

ugen oder Entfernen
einer Methode, einige Klassen unzul

assig werden.
Bevor ich hierzu meine Designentscheidung tree, sollen die Auswirkungen multipler Ver-
erbung auf Struktur und Verhalten diskutiert werden.
Spezialisieren und Generalisieren von Struktur
Als erstes Problem taucht bei multipler Vererbung die Frage auf, wie man mit Feldern
gleichen Namens aus mehrerern direkten Superklassen umgeht. Angenommen, es wird
eine Klasse A als direkte Subklasse von B und C deniert:
define class A (B, C)
end class A;
Hier kann es zur Spezialisierung von Feldannotationen kommen, auch ohne da dies expli-
zit in der Denition von A veranlat wird. Dies trit dann zu, wenn B und C ein Feld f von
einer gemeinsamen Superklasse D geerbt haben (\Diamant"-Struktur). Falls auf keinem
der Vererbungspfade von D nach B und von D nach C Spezialisierungen vorgenommen
wurden, k

onnte A dieses Feld unver

andert durchgereicht bekommen. Anderenfalls mu
man festlegen, wie die Feldannotationen von f in A aus denen in B und C zusammenge-
setzt werden sollen. Dabei k

onnte man annehmen bzw. festlegen, da direkte Angaben in
B spezieller als diejenigen in C seien. Dies w

are aber nur ein Spezialfall. Im allgemeinen
kann bei multipler Vererbung die Betrachtung der gesamten Vererbungshierarchie ausge-
hend von A notwendig werden. Will man die Betrachtung auf B und C beschr

anken d

urfen
(Lokalit

atseigenschaft), so m

ussen Restriktionen

uber deren Superklassenhierarchien ange-
nommen werden. Somit stellt sich wieder die Entscheidungsfrage nach der Linearisierung
der Vererbungshierarchie.
Um die Designentscheidungen m

oglichst modular treen zu k

onnen, nehme ich hier ein-
fach an, da es eine Linearisierung in Form der Klassenpr

azedenzliste gibt. Wie man zu
einer ad

aquaten Linearisierung kommt, behandele ich sp

ater im Abschnitt 4.2. Zun

achst
habe ich das Problem reduziert, um es handhabbar zu machen. Das Ergebnis stellt dem-
zufolge zun

achst auch noch keine vollst

andige L

osung dar. Ich st

utze die Beschreibung der
Vererbung von Struktur auf die Klassenpr

azedenzliste. Dadurch werden m

ogliche Spra-
cherweiterungen besser vorbereitet. Selbst wenn jemand eine eigene Berechnungsmethode
der Klassenpr

azedenzliste deniert, sorgt das System f

ur eine vern

unftige Vererbung der
Felder, ohne da diese Basismethode auch neu gemacht werden m

ute.
Im Prinzip ist der Algorithmus

ahnlich wie bei einfacher Vererbung, nur reichte es dort
aus, genau eine (direkte) Superklassen zu betrachten. Hier mu man alle Superklassen
(direkte und indirekte) in der Reihenfolge der Klassenpr

azedenzliste betrachten.
Sei die Klassenpr

azedenzliste mit (k
1
, . . . k
n
) gegeben. Dann werden die Annotationen f

ur
ein Feld f wie folgt vererbt:
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 ist eine Annotation in keiner der Klassen k
1
, . . . k
n
speziziert, so bleibt sie unspe-
ziziert;
 f

ur die Annotationen initValue:, initFunction:, initExpression: gilt die spe-
ziellste Angabe, also die in k
i
, so da in den Klassen k
1
, . . . k
i 1
keine dieser Anno-
tationen speziziert wurde (Overriding);
 f

ur die Annotation type: gilt ebenfalls Overriding, allerdings mu f

ur die gem

a der
Klassenpr

azedenzliste speziellste Angabe T in k
i
gelten, da T Subtyp aller anderen
Typangaben in k
i+1
, . . . k
n
ist. Anderenfalls m

ute entweder ein Fehler gemeldet
werden oder es m

ute ein neuer Typ als Durchschnitt aller Typangaben in k
i
, . . . k
n
vom System gesucht bzw. automatisch erzeugt werde.
 f

ur die Annotationen reader:, writer:, accessor:, initKeyword:, requiredInit-
Keyword: gilt die Vereinigung aller Angaben aus k
1
. . . k
n
. Hier

andert sich nichts
im Vergleich zur einfachen Vererbung.
F

ur die Annotation type: w

urde man eigentlich den mengentheoretischen Durchschnitt
aller Angaben zugrundelegen wollen, d. h. da die Werte f

ur f in Instanzen von k
1
alle
Typangaben in k
1
, . . . k
n
erf

ullen. Eine solche Klasse, die diesen Durchschnitt induziert,
wird aber m

oglicherweise im Programm gar nicht explizit deniert. Es stellt sich daher
die Frage, ob so eine Klasse bzw. Typ implizit vom System erzeugt werden soll und wie
die Einhaltung so einer Typrestriktion erfolgen soll. Will man zur

Ubersetzungszeit die
Korrektheit von Feldzuweisungen zusichern (compile time type checking), so m

ussen auch
mindestens die f

ur die Typpr

ufungen ben

otigten Klassen zur

Ubersetzungszeit bekannt
sein. Es kann aber auch g

ultige (bzgl. Typkorrektheit) Programme geben, die erst zur
Laufzeit entsprechende Klassen sowie ihre Instanzen erzeugen.
Die Typannotation in Verbindung mit multipler Vererbung zum Zweck der Spezialisierung
von Struktur hat also sehr weitreichende Konsequenzen auf eine Programmiersprache, will
man es richtig machen
12
. Im Kontext einer dynamischen Sprache wie Lisp (ohne strenge,
zur

Ubersetzungszeit

uberpr

ufbare Typisierung) k

onnte man akzeptieren, wenn Typfehler
erst zur Laufzeit festgestellt werden, zumal die Erzeugung von Klassen zur Laufzeit nicht
grunds

atzlich ausgeschlossen wird. Nicht akzeptabel ist meiner Meinung nach die CLOS-
L

osung, wonach das Programmverhalten undeniert ist, wenn Typrestriktionen vom Pro-
grammierer nicht sichergestellt werden. Die von mir gew

ahlte Vorgehensweise stellt einen
Kompromi zwischen der gew

unschten Flexibilit

at und Robustheit dar.
Spezialisieren und Generalisieren von Verhalten
F

ur das Spezialisieren und Generalisieren des Verhaltens von Objekten bringt multiple
Vererbung weitere Mehrdeutigkeiten. Konnte bei einfacher Vererbung wenigstens f

ur Ein-
fachmethoden eine statische Au

osung von callNextMethod Aufrufen gegeben werden,
so ist dies bei multipler Vererbung im allgemeinen nicht mehr m

oglich. G

abe es f

ur die
Klassen B und C jeweils die Methoden m
B
und m
C
:
12
Es verwundert daher nicht, da Sprachen wie C++ und Java die Spezialisierung von Feldannotationen

uberhaupt nicht unterst

utzen. Felder werden dort unver

andert geerbt. Braucht man etwas spezielleres, mu
ein neues Feld angelegt werden.
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define method m (x :: B);
...
callNextMethod();
...
end method m;
define method m (x :: C);
...
callNextMethod();
...
end method m;
so kann erst im Kontext eines konkreten Aufrufs von m, z. B. f

ur eine Instanz von A, ent-
schieden werden, da callNextMethod m
B
zur Ausf

uhrung der Methode m
C
f

uhrt. Als
Programmierrichtlinie sollte man nat

urlich versuchen, in Programmen so wenig Reihen-
folgeabh

angigkeiten wie m

oglich zu haben. Dennoch kann man sie nicht v

ollig vermeiden.
Daher ist die Forderung nach Monotonie der Klassenpr

azedenzlisten f

ur das Verhalten von
Objekten besonders wichtig. Nur so k

onnen Methoden verl

alich spezialisiert und genera-
lisiert werden. Die Reihenfolge (m
B
,m
C
) f

ur A darf f

ur Subklassen von A nicht umgekehrt
werden. In CLOS ist dies nicht garantiert
[
Bretthauer et al., 1989c
]
.
Die Suche nach eingeschr

ankter multipler Vererbung mit den gew

unschten Eigenschaften
wie Monotonie, globaler Konsistenz und Lokalit

at f

uhrt schlielich zur Mixin-Vererbung,
die im n

achsten Unterabschnitt beschrieben wird.
4.3.3 Mixin-Vererbung
Die Begrie Mixin und Flavor entstanden am MIT als Metaphern aus Steves Eisdiele in
Cambridge, Massachussetts, wo auf Wunsch Nu- und Schokoladenst

ucke in eine Porti-
on Vanilleeis hineingemischt (Mixin) wurden, um ein Eis mit individuellem Geschmack
(Flavor) zu bekommen. Im Kontext objektorientierter Programmierung bedeuten diese
Metaphern, da man neue Klassen als Mixtur
13
aus vorhandenen deniert, wobei einige
davon eine Art Grundlage bilden, die mit verschiedenen Ingredienzien angereichert wer-
den. Entwirft man Klassenbibliotheken nach dieser Metapher, so entstehen in der Regel
achere Klassenhierarchien mit klareren Beschreibungen, sei es als Dokumentation, welche
Klassen zusammengemischt werden k

onnen und welche nicht. Es m

ussen auch nicht alle
Kombinationen von Klassen einer Klassenhierarchien im voraus deniert werden. Vielmehr
geschieht dies durch den Benutzer nach Bedarf, der die Bausteine wiederverwendet ohne sie
reimplementieren zu m

ussen. Oft ist dies ohne weitere Verfeinerungen (Spezialisierungen
von Feldern und Methoden) m

oglich.
13
Ich verwende hier bewut nicht den Begri Komposition, um die irref

uhrende Vorstellung zu vermeiden,
im Ganzen seien die Bestandteile bzw. Ingredienzien noch als etwas eigenst

andiges identizierbar. Aus
dieser Vorstellung leiten sich dann solche syntaktische Konfusionen ab, da man analog zu this.display()
pl

otzlich super.display() notieren mu, als w

urde ein anderes Objekt angesprochen; dabei soll nicht ein
anderes Objekt, sondern die n

achstallgemeinere Methode auf demselben Objekt ausgef

uhrt werden, also
w

are z. B. die Notation this.nextMethod() viel klarer. Das Gegenteil soll assoziiert werden: das Ergebnis
ist ein Ding mit verschiedenen Eigenschaften.
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In Flavors wurden Mixins als Namenskonvention verwendet. Es gab daf

ur keine syntak-
tische oder semantische Unterst

utzung seitens des Objektsystems. Dies wurde nach meiner
Kenntnis erstmals in
[
Bretthauer et al., 1989c
]
gefordert und inMCS realisiert
[
Bretthauer
und Kopp, 1991
]
. Bracha und Cook
[
Bracha und Cook, 1990
]
haben die Metapher etwas
verk

urzt und ein Vererbungskonzept entwickelt, bei dem es nur noch Mixins (ohne Fla-
vors) gibt, die ach zusammengesetzt werden. Auf der Strecke bleibt dabei das Konzept
des Spezialisierens und Generalisierens von Objektklassen.

Ubrig bleibt die explizit lineare
Komposition von Programmbausteinen mit der M

oglichkeit der Bausteinduplizierung, falls
ein Mixin explizit oder implizit mehrfach vorkommt. Komposition pat aber viel eher zur
Modularisierung als zur Klassikation, und so kommt Bracha auch zur Sicht der Mixins
im Sinne von Modulen
[
Bracha, 1992
]
bzw. der Vererbung im Sinne der Modularisierung
[
Bracha und Lindstrom, 1992
]
. Diese Einsch

atzung wird auch in
[
Flatt et al., 1998
]
ver-
treten, wo ein spezielles Konzept der Mixins f

ur Java vorgeschlagen wird. Aber auch hier
stehen die Aspekte des Spezialisierens und Generalisierens von Objektklassen sowie ih-
re eziente Implementierung nicht im Vordergrund. Insbesondere d

urfte das sogenannte
View-Konstrukt mit Ezienzproblemen verbunden sein.
Das in dieser Arbeit favorisierte Mixin-Konzept greift die urspr

ungliche Metapher wieder
auf. Sie soll helfen, gezielt und auf systematische Weise klare und erweiterbare Klassenhier-
archien zu entwerfen. Der bereitzustellende Mechanismus soll die Vorteile einfacher und
multipler Vererbung verbinden sowie deren Nachteile m

oglichst vermeiden. Insbesondere
soll er ezient implementierbar sein.
Es sollen zwei Arten von Klassen unterschieden werden. Sogenannte Basisklassen re-
pr

asentieren Dinge und werden umgangssprachlich mit Substantiven benannt, z. B. win-
dow. Mixin-Klassen explizieren aditive Eigenschaften von Dingen und werden mit Adjek-
tiven benannt, z. B. bordered, titled etc. Auf diese Weise erh

alt man eine Richtlinie f

ur
den Aufbau einer Ontologie einer Dom

ane. Betrachtet man die Dinge allein, so werden
diese nach dem Prinizip einfacher Vererbung klassiziert. Eine Basisklasse kann also von
h

ochstens einer Basisklasse erben (bzw. sie spezialisieren)
14
. Mixin-Klassen k

onnen nach
dem Prinzip multipler Vererbung klassiziert werden.

Ahnlich wie man in der nat

urlichen
Sprache mehrere Adjektive einem Substantiv voranstellen darf, k

onnen auch Basisklassen
von mehreren Mixin-Klassen erben.
Dieses Konzept der multiplen Vererbung ist im wesentlichen auch f

ur dylan

ubernommen
worden, wenn auch unter anderem Namen. Basisklassen werden dort als Prim

arklassen
(engl. primary), Mixin-Klassen als freie Klassen (engl. free) bezeichnet
[
Shalit, 1996, S.
134
]
. Genau wie hier, bilden Prim

arklassen in dylan eine einfache Vererbungshierarchie.
Abbildung 4.2 zeigt an einem in der Literatur immer wieder aufgef

uhrtes Beispiel
[
Kopp,
1996a, S. 28
]
die Unterschiede in der Modellierung mit allgemeiner multipler und Mixin-
Vererbung. Die explizite Denition der beiden Mixin-Klassen framed und titled wird
auch als Faktorisierung bezeichnet und f

uhrt zu einer modularen Generalisierung der Funk-
tionalit

at.
14
Diese Einschr

ankung gilt auch weitgehend f

ur Begrie der nat

urlichen Sprache, also z. B. Deutsch. In
zusammengesetzten Substantiven hat fast immer nur ein Teilsubstantiv die Rolle eines Dings, w

ahrend alle
anderen, meist vorangestellten, Teilsubstantive beschreibende Funktion haben, z. B. Eisbecher, Vanilleeis,
etc.
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Object
Window
FramedWindow TitledWindow
FramedTitledWindow
multiple Vererbung
Object
Window
FramedWindow TitledWindow
FramedTitledWindow
framed titled
multiple Spezialisierung von Mixin-Klassen
einfache Spezialisierung von Basisklassen
Abbildung 4.2: Multiple und Mixin-Vererbung
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Die Mixin-L

osung wird oft kritisiert, weil die Klasse FramedTitledWindow weder Sub-
klasse von FramedWindow noch von TitledWindow ist. Dem kann man entgegnen, da
dieser Sachverhalt uninteressant ist, wenn man konsequent generalisiert hat. Die relevan-
ten Fragen sind dann nur, ob FramedTitledWindow Subklasse von framed, titled oder
von Window ist, und zwar jeweils einzeln. Gibt es eine Stelle im Programm, wo gleichzeitig
alle drei Fragen gestellt werden, ist dies ein Indikator f

ur den Bruch der Abstraktionen.
Eine andere Frage bei Mixin-Klassen ist, ob sie

uberhaupt in die Klassenhierarchie unter
Object eingeh

angt werden sollen. Schlielich werden sie nicht f

ur sich allein instanziiert,
sondern nur ihre Basis-Subklassen. Daher w

urde es reichen, wenn nur die Basisklassen
von Object erben, nicht aber die Mixin-Klassen. Noch viel wichtiger ist aber die Frage,
welche Beschr

ankungen f

ur die Mixin-Klassenhierarchie gelten sollen, um die gew

unsch-
ten Eigenschaften zusichern zu k

onnen. Sonst h

atte man ja alle Probleme der allgemeinen
multiplen Vererbung hier wieder. Am konsequentesten ist die Forderung, da alle geerbten
Mixin-Klassen disjunkt sein m

ussen, sowohl f

ur erbende Mixin-Klassen wie f

ur erbende
Basisklassen. Manchmal ist diese Einschr

ankung jedoch zu hart, weil es unm

oglich wird,
f

ur eine Reihe von Mixin-Klassen ein gewisses Mindestma gemeinsamen Verhaltens vorzu-
geben. Andererseits kann derselbe Zweck auch dadurch erreicht werden, da man f

ur eine
Mixin-Klasse speziziert, welches Mindestverhalten eine Basisklasse bereitstellen mu, um
vern

unftigerweise von dieser Mixin-Klasse zu erben.
In Flavors gibt es daf

ur die Optionen :required-class, :required-instance-
variables und :required-methods. Im Prinzip w

urde :required-class schon ausrei-
chen. Aus Programmierersicht kann dies als eine Aussage dar

uber gedeutet werden, f

ur
welche (in der Regel abstrakte) Basisklasse eine Mixin-Klasse konstruiert ist. Dabei kann
nat

urlich auch eine Subklasse der (abstrakten) Basisklasse von dieser Mixin-Klasse erben.
Aus implementierungstechnischer Sicht dienten die genannten Angaben in Flavors dazu,
Mixin-Klassen auch ohne sie spezialisierende Basisklassen

ubersetzen zu k

onnen.
Einem

ahnlichen Zweck dient das sogenannte inheritance interface in
[
Flatt et al., 1998
]
.
Dort wird zwischen atomaren und zusammengesetzten Mixins unterschieden, wobei ein
atomares Mixin nur ein Interface spezialisieren darf. In einer Interface-Denition werden
Methoden speziziert, nicht implementiert. Erbende Mixins m

ussen alle vom Interface
geerbten Methoden implementieren. M

ogliche andere Methoden des Mixins werden nicht
an seine Subklassen vererbt. Dadurch wird nicht nur das Mindestverhalten, sondern ein
genaues Verhaltensprotokoll festgelegt. Zusammengesetzte Mixins entsprechen unseren Ba-
sisklassen, d

urfen aber keine eigenen Feld- oder Methodenspezikationen enthalten.
Zusammenfassend komme ich zu der Schlufolgerung, da Mixin-Klassen wie Basisklassen
direkt oder indirekt von Object erben und da man nur disjunkte Mixin-Klassen erben
darf, d. h. solche, die h

ochstens Object als gemeinsame Superklasse besitzen. Diese Ent-
scheidung impliziert auch, da alle geerbten Felder disjunkt sind und nur explizit in einer
Subklasse (Mixin- oder Basisklasse) spezialisiert werden k

onnen, im Unterschied zur allge-
meinen multiplen Vererbung. Falls diese einfache L

osung nicht alle Bed

urfnisse befriedigen
sollte, kann das Metaobjektprotokoll verwendet werden, um sie zu erweitern oder andere
Konzepte zu realisieren.
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4.4 Reektion und Spracherweiterungsprotokolle
Nachdem die Konzepte der Objektsprache ausf

uhrlich diskutiert und bestimmte Desi-
gnentscheidungen getroen wurden, sollen nun Sprachmittel zur Reektion (in Program-
men) und zur Erweiterung der Objektsprache pr

asentiert werden. Als Ausgangsbasis die-
nen die Konzepte des CLOS MOP. Unter den gesetzten Designkriterien werden jedoch
andere Akzente gesetzt und abweichende Entscheidungen getroen, die zu einer Verbes-
serung von Objektsystemen beitragen. Die Strategie besteht in der Vereinfachung des
Metaobjektsystemkerns und der Vermeidung von Sicherheits- und Performanznachteilen
f

ur die Objektsprache sowie ihre Erweiterungen.
4.4.1 Metaobjektklassen
Die vereinfachte Hierarchie von Metaobjektklassen kann durch Einr

uckung wie folgt dar-
gestellt werden:
Object
MetaObject
Class
SimpleClass
Field
SimpleField
GenericFunction
SimpleGenericFunction
Method
SimpleMethod
Es werden also im wesentlichen vier Arten von Metaobjekten unterschieden: Klassen, Fel-
der, generische Operationen und Methoden. Diese werden durch die abstrakten Klassen
Class, Field, GenericFunction und Method repr

asentiert. InObjVLisp sind es nur Klas-
sen, in CLOS gibt es zus

atzlich Methodenkombinationsobjekte. Letztere k

onnen hier als
Erweiterung deniert werden. Die Metaobjektklassenhierarchie soll m

oglichst so entworfen
werden, da Subklassen wirklich als Spezialisierungen ihrer Superklassen gesehen werden
k

onnen. Diese Richtlinien w

are verletzt, wenn man z. B. f

ur Class einfache Vererbung
spezizieren w

urde und in einer ihrer Subklassen multiple Vererbung. F

ur systemdenier-
te Standard-Metaobjekte, die aus konzeptuellen und aus Ezienzgr

unden mit einfacher
Funktionalit

at ausgestattet werden sollen, werden daher spezielle Metaobjektklassen mit
dem Pr

ax Simple in ihren Namen deniert.
Alle Metaobjektklassen soll der Benutzer spezialisieren k

onnen. Dies steht aber im Konikt
mit gew

unschten Optimierungen f

ur Standard-Metaobjekte. Entscheidungen, ob auch sie
vom Benutzer spezialisierbar sein sollen, werden erst nach der Diskussion der Implemen-
tierungstechniken getroen. Denn erlaubt man ihre Spezialisierung, so wird es schwierig,
die Einhaltung f

ur die Optimierungen notwendiger Annahmen zu garantieren.
Das Verhalten von Metaobjekten l

at sich nicht in den einzelnen Klassen isolieren, weil im-
mer mindestens zwei Metaobjektklassen beteiligt sind, z. B. die Klassen Class und Field
am Feldzugrisprotokoll. Die Modularisierung ihres Verhaltens erfolgt daher bez

uglich
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verschiedener Aspekte ihrer Funktionalit

at in Form von Subprotokollen. Dabei entsteht
die Funktionalit

at in der Regel aus dem Zusammenspiel mehrerer Klassen. Es bestehen
auch Wechselwirkungen zwischen den Subprotokollen, die aufeinander abgestimmt werden
m

ussen.
4.4.2 Introspektionsprotokoll
Das Introspektionsprotokoll stellt f

ur die unterschiedlichen Objekte entsprechende Le-
seoperationen bereit. Die meisten dieser Operationen werden vom Objektsystem selbst
ben

otigt, insbesondere f

ur die folgenden Subprotokolle. Hier stellt sich die Frage, ob die
Leseoperationen als einfache oder als generische Operationen speziziert und realisiert wer-
den. Eine weitere Frage ist, ob die entsprechenden Informationen durch spezizierte Felder
(dann w

are das Objektsystem voll reektiv) oder auf andere implementierungsabh

angige
Weise repr

asentiert werden. Bei beiden Fragen stehen die Forderungen nach Flexibilit

at
und Uniformit

at vs. Sicherheit und Ezienz gegen

uber. Die Speicherung interner Zust

ande
von Metaobjekten als Feldwerte erschwert es, die Integrit

at des Objektsystems zu garan-
tieren, weil Schreiboperationen dem Benutzer zug

anglich werden k

onnen.
Dar

uber hinaus wird die Implementierung des Objektsystemkerns komplizierter, weil noch
mehr zyklische Abh

angigkeiten entstehen. Konzeptuell m

ussen dann alle Metaobjektklas-
sen in einem Schritt in die Welt gesetzt werden, bevor ihre Protokolle funktionieren.

Ahn-
liche Probleme ziehen auch generische Leseoperationen f

ur Metaobjekte nach sich, weil
z. B. die Ausf

uhrung einer generischen Operation schon f

ur ihren generischen Dispatch die
Ausf

uhrung anderer generischer Lese-Operationen erfordert. Ein potentieller Endloszy-
klus mu aufgebrochen werden, was nur f

ur systemdenierte Metaobjekte ezient gelingt.
Benutzerdenierte Metaobjekte erleiden deutliche Ezienznachteile.
Um den Speicherbedarf zu reduzieren, sollte nur die unbedingt notwendige Information
mit den Metaobjekten assoziiert werden. Dies wird um ca. 30 % verbessert, wenn das
Redenieren von Standard-Klassen nicht unterst

utzt zu werden braucht.
Introspektion beliebiger Objekte
Allen Objekten ist gemeinsam, da man ihre Klassenzugeh

origkeit abfragen kann. Dies
geschieht mittels der Operation classOf. Mit jedem Objekt wird daher:
 die speziellste Klasse,
deren Instanz es ist, assoziiert. Da der systemdenierte generische Dispatch klassenbasiert
ist, mu classOf besonders ezient realisiert werden. Aus diesem und den oben genannten
Gr

unden wird classOf auf jeden Fall als nichtgenerische Operation speziziert, selbst
wenn alle anderen Introspektionsoperationen generisch w

aren.
Introspektion von Klassen und Feldern
Mit Klassenobjekten werden mindestens folgende Informationen assoziiert:
 die Klassenpr

azedenzliste,
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 die Liste der Felder,
 die Liste der Initialisierungsschl

usselw

orter,
 die Instanzgr

oe.
Je nachdem, ob man das Redenieren von Klassen oder das Debuggen von Programmen
unterst

utzen will, werden dar

uberhinaus folgende Angaben ben

otigt:
 der Name der Klasse,
 die Liste der direkten Superklassen,
 die Liste direkt spezizierter Felder,
 die Liste direkt spezizierter Initialisierungsschl

usselw

orter.
Auch die Instanzgr

oe k

onnte als optional betrachtet werden, weil sie prinzipiell aus der
Liste der Felder ableitbar ist. Ob man sie aus Ezienzgr

unden als notwendig betrachtet,
h

angt im wesentlichen vom Entwurf des Objekterzeugungs- und Initialisierungsprotokolls
ab.
Die in der Feldliste einer Klasse enthaltenen Feldobjekte m

ussen folgende Informationen
liefern k

onnen:
 den Namen des Feldes,
 einen Ersatzwert,
 eine Ersatzwertfunktion,
 eine Leseoperation,
 eine Schreiboperation,
 ein Initialisierungsschl

usselwort.
Gegebenefalls mu ein Feld auch die Information enthalten, ob die Feldwerte konstant sind
oder nicht.
Zu beachten ist, da zwischen den Klassennamen und den Bezeichnern der Objektebene
kein semantischer Zusammenhang besteht. Bezeichner spielen im Metaobjektprotokoll kei-
ne relevante Rolle, es sei denn, man w

urde Module zu Objekten erster Ordnung machen
und entsprechende Introspektionsoperationen anbieten.
Introspektion von generischen Operationen und Methoden
Mit generischen Operationen werden mindestens folgende Informationen verkn

upft:
 der Anwendungsbereich (Domain),
 die Liste der Methoden,
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 die Dispatchfunktion.
Der Denitionsbereich einer generischen Operation schr

ankt die Anwendungsbereiche ih-
rer Methoden ein: sie m

ussen spezieller sein. Die Liste der Methoden enth

alt diejenigen
Methoden, die zur generischen Operation geh

oren, also z. B. mit define method auf der
Objektebene oder mit addMethod auf der Metaobjekteben hinzugef

ugt wurden.
Die Introspektion von Methoden mu mindestens ihren Anwendungsbereich (Domain)
umfassen. Ob man einen weiteren Einblick in die innere Zusammensetzung einer Methode
gew

ahrt, bleibt noch oen. Dies wird im Zusammenhang mit Implementierungsfragen noch
diskutiert.
Im Vergleich mit CLOS MOP f

allt das Introspektionsprotokoll restriktiver aus. Das
erm

oglicht eine kompaktere Repr

asentation der Metaobjekte, um den Speicherplatz ef-
zienter zu nutzen. Dar

uber hinaus wird eine h

ohere Programmsicherheit erzielt, da keine
Schreiboperationen f

ur Metaobjekte speziziert werden.
4.4.3 Initialisierung von Klassen und Feldern
Die Initialisierung von Klassen und Feldern beinhaltet im wesentlichen die statisch be-
rechenbaren Vererbungsanteile. Die Eingangsparameter der Berechnungen werden

uber
folgende Initialisierungs-Schl

usselw

orter f

ur Klassen identiziert:
 name:
 specifiedSuperclasses:
 specifiedFields:
 specifiedKeywords:
Die Initialisierungs-Schl

usselw

orter der Felder sind:
 name:
 type:
 initFunction:
 initValue:
 reader:
 writer:
 initKeyword:
 requiredInitKeyword:
Auf der h

ochsten Abstraktionsstufe lassen sich acht Schritte der Klasseninitialisierung
identizieren:
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1. Pr

ufe, ob die direkten Superklassen kompatibel mit der zu initialisierenden Klasse
sind.
2. Berechne die Klassenpr

azedenzliste.
3. Berechne die Initialisierungs-Schl

usselw

orter, einschlielich der geerbten.
4. Berechne die Felder, einschlielich der geerbten.
5. Berechne die Instanzgr

oe.
6. Berechne die Lese- und Schreiboperationen f

ur alle Felder und stelle sicher, da auch
die geerbten Lese- und Schreiboperationen auf Instanzen der zu initialisierenden
Klasse korrekt funktionieren.
15
7. Berechne ggf. die Konstruktoren.
8. Speichere die berechneten Informationen so, da sie f

ur die Introspektionsoperatio-
nen zug

anglich sind.
F

ur die jeweiligen Schritte werden entsprechende generische Operationen deniert, die vom
Benutzer spezialisiert werden k

onnen. Sie bilden eigenst

andige Subprotokolle. Die Schrit-
te 1 bis 5 stellen das Vererbungsprotokoll im engeren Sinn dar und werden im n

achsten
Abschnitt behandelt. Die Schritte 6 und 7 bilden eigenst

andige Subprotokolle und werden
in den darauf folgenden Abschnitten diskutiert. Wichtig ist, da die spezizierten Proto-
kolloperationen m

oglichst seiteneektfrei sind. Die Operationen der Schritte 1 bis 5 und 7
sind seiteneektfrei. Es interessiert nur, welche Werte sie zur

uckliefern. Alle Gr

oen, die sie
f

ur die Berechnung ben

otigen, sollten als Parameter

ubergeben werden. So kann auch von
der Ausf

uhrungsreihenfolge abstrahiert werden. Ebenso sollte in diesen Schritten ohne Be-
lang sein, ob einige Introspektionsoperationen auf dem zu initialisierenden Klassenobjekt
bereits funktionieren.
Schritt 6 ver

andert m

oglicherweise die Feldobjekte. Bei Bedarf werden hier neue Lese- und
Schreiboperationen erzeugt und mit den Feldobjekten assoziiert. Falls notwendig, werden
den bereits assoziierten Lese- und Schreiboperationen weitere Methoden hinzugef

ugt. Dies
ist z. B. dann erforderlich, wenn die geerbten und m

oglicherweise optimierten Methoden
nicht f

ur Instanzen der zu initialisierenden Klasse verwendet werden d

urfen.
Schritt 8 l

ost denitiv einen Seiteneekt aus: er ver

andert den Zustand des zu initialisie-
renden Klassenobjekts. Ein Problem, das sich hier wie in Schritt 6 stellt, ist, da man aus
Sicherheitsgr

unden keine Schreiboperationen f

ur Metaobjekte oenlegen m

ochte. Daraus
folgt aber, da die systemdenierte Initialisierungsmethode f

ur Klassen auf jeden Fall als
ganzes ausgef

uhrt werden mu, um Schritt 8 zu erledigen. In benutzerdenierten Initiali-
sierungsmethoden mu also unbedingt ein callNextMethod ausgef

uhrt werden, weil sonst
die Integrit

at von Metaobjekten gef

ahrdet w

are.
16

Ahnliches gilt auch f

ur die Operation
computeAndEnsureFieldAccessors, die Schritt 6 umfat.
15
Bei generischen Lese- und Schreiboperationen m

ussen ggf. neue Methoden hinzugef

ugt werden.
16
Wohl aus einer

ahnlichen

Uberlegung werden in Java die dort sogenannten Konstruktoren aller Su-
perklassen automatisch ausgef

uhrt. Ich w

urde sie lieber als Initialisierungsmethoden bezeichnen. In CLOS
MOP sollen vom Benutzer entsprechend nur After-Methoden deniert werden.
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compatibleSuperclasses? cl directSuperclasses ! boolean
compatibleSuperclass? cl superclass ! boolean
computeCPL cl directSuperclasses ! (cl

)
computeInheritedKeywords cl directSuperclasses ! ((keyword

)

)
computeKeywords cl directKeywords inheritedKeywords ! (keyword

)
computeInheritedFields cl directSuperclasses ! ((eld

)

)
computeFields cl eldSpecs inheritedFields ! (eld

)
entweder
computeNewField cl eldSpec ! eld
computeNewFieldClass cl eldSpec ! eldClass
oder
computeSpecializedField cl inheritedFields eldSpec ! eld
computeSpecializedFieldClass cl inheritedFields eldSpec ! eldClass
computeInstanceSize cl elds ! integer
computeAndEnsureFieldAccessors cl elds inheritedFields ! (eld

)
...
Abbildung 4.3: Aufrufstruktur der Klasseninitialisierung
Abbildung 4.3 zeigt die logische Aufrufstruktur von generischen Operationen w

ahrend der
Initialisierung von Klassenobjekten. Durch Einr

uckung wird dabei angezeigt, wenn eine
Operation von der dar

uberstehenden aufgerufen wird. Die Schritte 1 bis 8 werden nun
genauer erl

autert.
4.4.4 Vererbungsprotokoll
Auf der Objektebene von Programmiersprachen wurden verschiedene Vererbungskonzep-
te bereits ausf

uhrlich diskutiert. Ein Ergebnis dieser Diskussion war, dass es noch keine
endg

ultige und alle befriedigende Antwort auf die Frage gibt, welches das beste Verer-
bungskonzept sei. Einen Ausweg aus diesem Dilemma bietet das Vererbungsprotokoll auf
der Metaobjektebene. Dieses erlaubt und unterst

utzt nicht nur ein, sondern mehrere, auch
benutzerdenierte Vererbungskonzepte. Dabei existieren diese nicht nur nebeneinander,
sondern sie stehen sozusagen unter einem gemeinsamen Dach. Ein guter Entwurf des Verer-
bungsprotokolls sollte auf verschiedenen Granularit

atsstufen eine einfache Spezialisierung
bereits denierter Teilkonzepte unterst

utzen.
Zul

assigkeit direkter Superklassen
F

ur die

Uberpr

ufung der Kompatibilit

at der direkten Superklassen (Schritt 1) werden
zwei generische Operationen in zwei Stufen deniert: compatibleSuperclasses? auf der
oberen Ebene, um auch multiple bzw. Mixin-Vererbung zu erfassen. Sie ruft seinerseits
compatibleSuperclass? auf der n

achstniedrigeren Ebene auf, um die paarweise Kom-
patibilit

at zu pr

ufen. Der generische Dispatch erfolgt bei compatibleSuperclasses? al-
lein anhand des ersten Parameters (einfacher Dispatch). Die Klasse des zu initialisieren-
den Klassenobjekts bestimmt also die Methodenauswahl. Bei der paarweisen Pr

ufung in
compatibleSuperclass? bestimmen beide Parameter die Methodenauswahl. Dies ist ein
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typisches Beispiel f

ur multiplen Dispatch. Dadurch wird es m

oglich, orthogonale Erwei-
terungen modular zu organisieren, z. B. dann, wenn weitere Arten von Superklassen f

ur
eine Klassenart als kompatibel erkl

art werden sollen.
Berechnung der Klassenpr

azedenzliste
Die Berechnung der Klassenpr

azedenzliste (Schritt 2) in der generischen Operation com-
puteCPL stellt die Verbindung zur Methodenauswahl und dem generischen Dispatch her.
Dort ist dann nur noch die Klassenpr

azedenzliste mageblich. Die direkten Superklassen-
beziehungen m

ussen nicht mehr betrachtet werden. Der generische Dispatch erfolgt an-
hand des ersten Parameters, also der zu initialisierenden Klasse. Die spezizierten direkten
Superklassen werden als zweiter Parameter

ubergeben. Die Berechnung der Klassenpr

aze-
denzliste kann daher ohne die Annahme einer bereits durchgef

uhrten Teilinitialisierung des
neuen Klassenobjekts erfolgen. In CLOS MOP werden die direkten Superklassen nicht
als Argument durchgereicht, so da in benutzerdenierten compute-class-precedence-
list-Methoden die entsprechende Introspektionsoperation class-direkt-superklasses
aufgerufen werden mu. Schon durch diese Designentscheidung mu in CLOS mehr Spei-
cherplatz f

ur die Klassenrepr

asentation vorgesehen werden. Ebenso hat man die sonst
unn

otige Einschr

ankung bewirkt, da die Berechnung der Klassenpr

azedenzliste nicht vor
der Teilinitialisierung passieren darf.
Berechnung der Initialisierungs-Schl

usselw

orter
Die Berechnung der Initialisierungs-Schl

usselw

orter (Schritt 3) erfolgt in den generischen
Operationen computeInheritedKeywords und computeKeywords. computeInherited-
Keywords berechnet die zu erbenden Schl

usselw

orter, computeKeywords berechnet aus-
gehend von den geerbten und den neu spezizierten die magebliche (engl. eective) Liste
aller Initialisierungs-Schl

usselw

orter f

ur die zu initialisierende Klasse. Beide Operationen
diskriminieren

uber den ersten Parameter: das zu initialisierende Klassenobjekt. Der zwei-
te Parameter von computeInheritedKeywords ist die Liste der direkten Superklassen, wie
bei computeCPL. Der zweite Parameter von computeKeywords ist die Liste der neu spezi-
zierten Initialisierungs-Schl

usselw

orter.

Uber den dritten Parameter wird das Ergebnis von
computeInheritedKeywords

ubergeben. So kann in benutzerdenierten Spezialisierungen
z. B. eine Filterung der zu erbenden Initialisierungs-Schl

usselw

orter einfach realisiert wer-
den: Es mu nur eine speziellere computeInheritedKeywords-Methode deniert werden.
Berechnung der Felder
F

ur die Berechnung der Felder (Schritt 4) stehen in drei Stufen die generischen Operationen
computeInheritedFields, computeFields, computeNewField, computeNewFieldClass,
computeSpecializedField und computeSpecializedFieldClass zur Verf

ugung. Ana-
log zu computeInheritedKeywords bei den Initialisierungs-Schl

usselw

ortern berechnet
computeInheritedFields die zu erbenden Felder, ausgehend von den gleichen Parame-
tern. Analog zu computeKeywords berechnet computeFields die magebliche Feldliste f

ur
die zu initialisierende Klasse. Ihr erster Parameter ist diese Klasse selbst, der zweite ist
die Liste der neuen Feldspezikationen und der dritte sind die zu erbenden Felder, welche
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von computeInheritedFields berechnet wurden. computeFields unterscheidet zwischen
neuen und spezialisierten Feldern und ruft f

ur jedes Feld jeweils die generische Operati-
on computeNewField bzw. computeSpecializedField auf. Felder werden eindeutig

uber
ihre Namen identiziert. Die Parameter von computeNewField sind das Klassenobjekt,

uber das diskriminiert wird, und die Feldspezikation als Liste mit Schl

usselw

ortern und
korrespondierenden Werten. computeSpecializedField erh

alt zus

atzlich als Parameter
die Liste der zu erbenden Felder, die im Fall der einfachen und der oben vorgeschlagenen
Mixin-Vererbung aus einem Element besteht. Das Protokoll soll aber auch die allgemei-
ne Verbung wie in CLOS erm

oglichen bzw. in Erweiterungen unterst

utzen k

onnen. Um
festzulegen, von welcher Feldklasse ein Feldobjekt erzeugt werden soll, wird die generi-
sche Operation computeNewFieldClass bzw. computeSpecializedFieldClass aufgeru-
fen. Die systemdenierten Methoden liefern als Ergebnis die Klasse SimpleField zur

uck.
Auf diese Weise kann der Benutzer sehr einfach und gezielt das Protokoll spezialisieren.
Im n

achsten Abschnitt wird Schritt 6, im

ubern

achsten Abschnitt Schritt 7 diskutiert.
Zuletzt wird die Rolle von Schritt 5 f

ur das Allokationsprotokoll behandelt. Schritt 8 wird
in der Spezikation nicht oengelegt, das Schreiben von Metaobjektinformationen ist ein
Implementierungsdetail.
4.4.5 Feldzugrisprotokoll
Im Unterschied zu CLOS MOP, dessen Feldzugrisprotokoll so speziziert ist, da zeit-
aufwendige Berechnungen zur Laufzeit erfolgen m

ussen, wird hier ein Konzept entwickelt,
da solche Berechnungen in die Klasseninitialisierungsphase verlagert. Diese erfolgt in der
Regel zur Programmladezeit. Die

uber

ussige Erzeugung mehrerer Lese- und Schreibope-
rationen f

ur dieselben Felder wird vermieden. Intern wird f

ur jedes Feld genau eine Lese-
und eine Schreiboperation berechnet. Will man das Feldzugrisverhalten spezialisieren, so
m

ussen speziellere Methoden deniert werden, welche entsprechende Zugrisoperationen
berechnen. Dies ist ein grundleger Unterschied zuCLOS MOP, wo die Zugrisoperationen
selbst generisch sind und spezialisiert werden k

onnen.
In meinem Entwurf m

ussen die Zugrisoperationen nicht unbedingt generisch sein. Ins-
besondere die einfache Vererbung im Objektsystemkern erlaubt es, mit nichtgenerischen
Lese- und Schreiboperationen auszukommen. Generisch und somit spezialisierbar sind aber
die Operationen, die die Zugrisoperationen berechnen. Diese L

osung setzt allerdings vor-
aus, da Funktionen bzw. Prozeduren Objekte erster Ordnung sind und da es m

oglichst
auch sogenannte Closures gibt. Letztere sind funktionale Objekte, die ihre lexikalische Um-
gebung zum Zeitpunkt ihrer Erzeugung einschlieen. Man kann sie auch als funktionale
Objekte mit eigenem Ged

achtnis bzw. Zustand ansehen.
Die das Feldzugrisprotokoll umfassende generische Operation ist computeAndEnsure-
FieldAccessors. Als Parameter werden ihr die zu initialisierende Klasse, die f

ur diese
Klasse bereits berechneten Felder sowie die geerbten Felder

ubergeben. Diskriminiert wird

uber den ersten Parameter, also

uber die Klasse des Klassenobjekts. Abbildung 4.4 zeigt
den Ausschnitt der Klasseninitialisierung, der das Feldzugrisprotokoll ausmacht.
Dieses Protokoll ist komplexer, als es f

ur einfache Vererbung notwendig w

are. Sein Vor-
teil ist die einfache Erweiterung und Spezialisierung auf verschiedenen Granularit

atsstu-
fen durch den Benutzer. Insbesondere die Realisierung der multiplen bzw. der Mixin-
4.4 Reektion und Spracherweiterungsprotokolle 105
computeAndEnsureFieldAccessors cl elds inheritedFields ! (eld

)
computeFieldReader cl eld elds ! function
computeFieldWriter cl eld elds ! function
ensureFieldReader cl eld elds reader ! function
ensureFieldWriter cl eld elds writer ! function
Abbildung 4.4: Berechnung der Feldzugrisoperationen
Vererbung ist sehr einfach m

oglich. Zun

achst geht es hier nat

urlich nicht um die Frage
der einfachen vs. multiplen Vererbung, sondern mehr um die Frage, ob die Zugrisopera-
tionen generisch sein sollen oder nicht. Davon h

angt aus Benutzersicht ab, ob sie auf der
Objektebene, und aus Sprachimplementierersicht, ob sie auf der Metaobjektebene spezia-
lisierbar sind. Allerdings ergeben sich aus der Entscheidung

uber das Vererbungskonzept
entsprechende Pro- und Kontra-Argumente, wie die Zugrisoperationen berechnet werden.
Da Zugrisoperationen vererbt werden, mu sichergestellt werden, da sie auch auf In-
stanzen der Subklassen korrekt und ezient funktionieren. Daher teilen sich die Berech-
nungsoperationen des Feldzugrisprotokolls in zwei Arten auf: solche, die neue Lese- und
Schreiboperationen berechnen (computeFieldReader und computeFieldWriter), und sol-
che, die sicherstellen, da sie auf Instanzen der zu initialisierenden Klasse anwendbar wer-
den (ensureFieldReader und ensureFieldWriter).
computeFieldReader und computeFieldWriter erhalten als Parameter die zu initialisie-
rende Klasse, das Feld, f

ur das die Zugrisoperation berechnet werden soll, sowie die Liste
aller Felder. Der letzte Parameter ist wichtig, weil bei der Berechnung der Zugrisope-
rationen nicht nur die lokalen Eigenschaften eines Felds selbst, sondern auch alle Felder
gemeinsam betreende Eigenschaften, relevant sind. Beispielsweise ergeben sich die Posi-
tionen von Feldwerten in Instanzen aus den Positionen der Felder in der Feldliste. Jeden-
falls solange alle Felder instanzspezisch alloziert werden, also z. B. wenn es keine shared
slots gibt.
Die ersten drei Parameter von ensureFieldReader und ensureFieldWriter sind die glei-
chen wie eben. Sie erhalten dar

uberhinaus einen weiteren Parameter, n

amlich die schon
berechnete Zugrisoperation. Wenn diese nichtgenerisch ist, dann kann sie auch nicht wei-
ter angepat werden. Es kann nur gepr

uft werden, ob sie pat, und falls nicht, mu ein
Fehler gemeldet werden. Wenn es eine generische Operation ist, kann es sein, da noch
keine Methoden hinzugef

ugt wurden oder da die f

ur Instanzen der Superklassen hinzu-
gef

ugten Methoden auf Instanzen der zu initialisierenden Klasse nicht anwendbar sind. In
beiden F

allen mu eine neue Methode hinzugef

ugt werden.
Im Falle einfacher Vererbung k

onnen auch nichtgenerische, optimalerweise mit einem fe-
sten Index zugreifende Lese- und Schreiboperationen so realisiert werden, da sie im-
mer auch f

ur Instanzen der Subklassen g

ultig bleiben. Die ensureFieldReader- und
ensureFieldWriter-Methoden f

ur Klassenobjekte der Klasse SimpleClass brauchen da-
her nichts zu tun. Die n

achsten Granularit

atsebenen spielen sich daher innerhalb der
generischen Operationen computeFieldReader und computeFieldWriter ab. Dies zeigt
Abbildung 4.5.
Mit den generischen Operationen computePrimitiveReaderUsingField, computePrimi-
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computeAndEnsureFieldAccessors cl elds inheritedFields ! (eld

)
computeFieldReader cl eld elds ! function
computePrimitiveReaderUsingField eld cl elds ! function
computePrimitiveReaderUsingClass cl eld elds ! function
computeFieldWriter cl eld elds ! function
computePrimitiveWriterUsingField eld cl elds ! function
computePrimitiveWriterUsingClass cl eld elds ! function
ensureFieldReader cl eld elds reader ! function
ensureFieldWriter cl eld elds writer ! function
Abbildung 4.5: Berechnung der Feldzugrisoperationen bei einfacher Vererbung
tiveWriterUsingField, computePrimitiveReaderUsingClass und computePrimitive-
WriterUsingClass will man gezielt Aspekte eines Felds bzw. Aspekte der zu initialisie-
renden Klasse in die Berechnung der Lese- und Schreiboperationen einieen lassen.
Im Standardfall, d. h. wenn das Klassenobjekt Instanz von SimpleClass ist und das
Feldobjekt Instanz von SimpleField ist, gibt computePrimitiveReaderUsingField das
Ergebnis von computePrimitiveReaderUsingClass einfach weiter. Analog verhalten sich
im Standardfall computePrimitiveWriterUsingField und computePrimitiveWriterU-
singClass.
Beispielsweise kann computePrimitiveWriterUsingField die Feldannotation type: in
die Berechnung der Schreiboperation einbringen, w

ahrend computePrimitiveReaderU-
singClass die primitive Allokationsart und die Feldposition bzw. den primitiven Zugri
(z. B.

uber einen Index) realisiert. Hier bendet sich die Schnittstelle des Feldzugrispro-
tokolls zum Allokationsprotokoll 4.4.6.
Im Falle allgemeiner multipler Vererbung und der Mixin-Vererbung kann sich die Position
eines Feldes von Klasse zu Subklasse

andern. Daher bietet es sich an, die Zugrisoperatio-
nen als generische Operationen zu realisieren. Dabei werden f

ur die Klassen mit verschiede-
nen Positionen desselben Feldes jeweils unterschiedliche Methoden deniert, die den Zugri
jeweils mit einem festen Index durchf

uhren. Der ohnehin vorhandene Mechanismus des ge-
nerischen Dispatches wird ausgenutzt, um f

ur eine aktuelle Instanz die richtige Methode
f

ur den Feldzugri auszuw

ahlen. Je seltener sich die Feldpositionen

andern, um so weni-
ger Methoden m

ussen f

ur eine Zugrisoperation deniert werden und um so besser kann
der generische Dispatch optimiert werden. Hier greife ich der Diskussion der Implementie-
rungstechniken im n

achsten Kapitel vor, weil die Konzepte des Metaobjektprotokolls eng
mit Implementierungs- und Optimierungsfragen zusammenh

angen.
Entscheidet man sich nun f

ur generische Lese- und Schreiboperationen, so verschiebt sich
der Berechnungsaufwand von der Erzeugung generischer Zugrisoperationen in compu-
teFieldReader und computeFieldWriter hin zur Sicherstellung ihrer Anwendbarkeit in
den Protokoll-Opertionen ensureFieldReader und ensureFieldWriter. Dies verdeut-
licht Abbildung 4.6.
Eine angemessenere Aufgabenverteilung erh

alt man, wenn computeFieldReader und com-
puteFieldWriter leere generische Zugrisoperationen (ohne assoziierte Methoden) er-
zeugen und als Ergebnis zur

uckliefern. Zugrismethoden werden erst in den Protokoll-
Operationen ensureFieldReader und ensureFieldWriter bei Bedarf erzeugt und den
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computeAndEnsureFieldAccessors cl elds inheritedFields ! (eld

)
computeFieldReader cl eld elds ! function
computeFieldWriter cl eld elds ! function
ensureFieldReader cl eld elds reader ! function
computePrimitiveReaderUsingField eld cl elds ! function
computePrimitiveReaderUsingClass cl eld elds ! function
ensureFieldWriter cl eld elds writer ! function
computePrimitiveWriterUsingField eld cl elds ! function
computePrimitiveWriterUsingClass cl eld elds ! function
Abbildung 4.6: Berechnung der Feldzugrisoperationen bei multipler Vererbung
vorher berechneten Zugrisoperationen hinzugef

ugt. Daher werden auch erst hier ggf. die
Protokoll-Operationen computePrimitiveReaderUsingField und computePrimitiveR-
eaderUsingClass bzw. computePrimitiveWriterUsingField und computePrimitive-
WriterUsingClass aufgerufen. Falls es sich um geerbte Felder handelt, sind die bereits
vorhandenen Methoden m

oglicherweise auch f

ur Instanzen der zu initialisierenden Klasse
g

ultig. Dann brauchen keine neuen Methoden berechnet und hinzugef

ugt werden.
Zusammenfassend kann man sagen, da es nat

urlich schwierig ist, ein Feldzugrisprotokoll
zu entwerfen, das einen breiten Design- und Erweiterungs-Raum abdeckt: von einfacher
bis hin zur Mixin-Vererbung, von nichtgenerischen Zugrisoperationen der Objektebene
bis hin zu generischen Zugrisoperationen, die auch vom Benutzer der Objektebene er-
weiterbar sind, wie in CLOS MOP. Das hier entwickelte Protokoll ist nat

urlich nicht als
ein letztes Wort zu diesem Thema zu verstehen. Es ist eine Kombination aus einer einfa-
chen und ezienten L

osung auf der einen Seite sowie einer oenen L

osung, die prinzipiell
beliebige Konzepte als Erweiterungen zul

at, auf der anderen Seite. Dabei kann man aber
nicht gleichermaen alle beliebigen W

unsche potentieller Nutzer unterst

utzen. Auch die
Oenheit mu seine Grenzen haben, um noch Zuverl

assigkeitsgarantien f

ur den Objektsy-
stemkern und seine Erweiterungen sowie f

ur deren Anwendungen geben zu k

onnen. Dieser
Aspekt wird im Abschnitt 4.5 aufgegrien.
4.4.6 Allokations- und Initialisierungsprotokoll
Die h

oheren Operationen des Allokations- und Initialisierungsprotokolls sind
 allocate, die auf der Objektebene als nichtgenerische und somit nichterweiterbare
Operation speziziert wurde,
 initialize, die schon auf der Objektebene als generische und somit erweiterbare
Operation speziziert wurde, und
 make als Zusammenfassung der beiden ersten Operationen.
Hier gibt es wie beim Feldzugrisprotokoll zwei alternative Konzepte. In der ersten Alter-
native diskriminieren allocate und initialize, wie in CLOS, zur Instanzerzeugungs-
zeit. Dies entspricht der Diskriminierung in slot-value-using-class im Feldzugrispro-
tokoll von CLOS MOP. Die Vereinfachung gegen

uber CLOS ist, da die Operation make
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make cl initarg

! object
allocate cl initargs ! object
initialize object initargs ! object
computeInstanceSize cl elds ! integer
classInstanceSize cl ! integer
computeConstructor cl initkeywords ! function
computeAllocator cl initkeywords ! function
computeInheritedInitializer cl directSuperclasses ! list
computeInitializer cl directInitMethod inheritedInitMethods ! list
Abbildung 4.7: Abstrakte Allokationsoperationen
primitiveAllocate cl ! primitiveAllocatedObject
primitiveClassOf primitiveAllocatedObject ! class
setPrimitiveClassOf primitiveAllocatedObject cl
primitiveRef primitiveAllocatedObject index ! value
setPrimitiveRef primitiveAllocatedObject index newValue
Abbildung 4.8: Primitive Allokationsoperationen
nicht generisch ist. Sie fat nur beide generische Operationen allocate und initialize
zusammen. Auf diese Weise ist das generische Objekterzeugungsverhalten modular und
orthogonal. Es gibt im Unterschied zu CLOS genau eine Operation, um den gew

unschten
Verhaltensaspekt spezialisieren zu k

onnen.
Die zweite Alternative greift die Idee aus dem Feldzugrisprotokoll auf. Dabei werden
die generischen Operationen computeAllocator, computeInheritedInitializer, com-
puteInitializer und computeConstructor bereitgestellt, die zur Klasseninitialisie-
rungszeit ausgef

uhrt werden. Alle drei Operationen allocate, initialize und make sind
dann nichtgenerisch. Ihre Aufgabe ist nur, die mit der Klasse assoziierten und schon vorher
berechneten Operationen auszuf

uhren. Auf der Objektebene mu eine Klassenannotation
initialize: eingef

uhrt werden, um benutzerdenierte Initialisierungsmethoden trotzdem
zu unterst

utzen. Vorteil dieser L

osung ist die weitere Ezienzverbesserung des Laufzeit-
verhaltens. Sie wird in den n

achsten Kapiteln weiter diskutiert.
Abbildung 4.7 zeigt die abstrakteren Operationen im

Uberblick.
Nun werden zun

achst die primitiveren Operationen des Allokationsprotokolls vorgestellt.
Die folgenden Allokationsprimitive werden ben

otigt, um andere als die systemdenierte
Art zu unterst

utzen, wie man Objekte im Speicher repr

asentiert. Beispiele von Syste-
merweiterungen, die dieses ben

otigen, sind persistente Objekte, reklassizierbare Objekte
oder auch redenierbare Klassen mit automatischer Anpassung bereits erzeugter Instan-
zen. Dabei m

ussen Sicherheitsaspekte besonders ber

ucksichtigt werden.
Im Prinzip geht es darum, typisierte Vektoren zur Verf

ugung zu stellen, deren Typ gelesen,
gesetzt und ver

andert werden kann. Nat

urlich wird auch das Lesen und Schreiben der
Felder mittels eines Index ben

otigt. Abbildung 4.8 zeigt die entsprechenden Operationen.
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Um eine unzul

assige Introspektion oder gar Destruktion von Instanzen systemdenierter
sowie benutzerdenierter Klassen zu unterbinden, mu der Objektsystemkern die Ver-
wendung der Allokationsprimitive sorgf

altig kontrollieren. Dies wird dadurch erreicht, da
die mittels primitiveAllocate erzeugten Objekte von allen anderen unterscheidbar sein
m

ussen. Die primitiven Lese- und Schreiboperationen d

urfen nur auf mittels primiti-
veAllocate erzeugten Objekte angewandt werden. Anderenfalls meldet das System einen
Fehler. Die Gr

oe, d. h. die Anzahl der Vektorfelder, primitiv allozierter Objekte ist impli-
zit durch das Klassenobjekt, den einzigen Parameter von primitiveAllocate, festgelegt.
Alle direkten Instanzen einer Klasse haben aus Systemsicht dieselbe Gr

oe. Sie wird mit-
tels computeInstanceSize berechnet und mittels classInstanceSize abgefragt. Da es
keine entsprechende Schreiboperation gibt, liefert classInstanceSize f

ur eine Klasse im-
mer denselben einmal berechneten Wert. Objekte mit einer anderen Gr

oe, als der von
der Klasse vorgegebenen, k

onnen erst gar nicht entstehen. Wird die Klasse eines primitiv
allozierten Objekts mit setPrimitiveClassOf ver

andert, so wird gepr

uft, ob classIn-
stanceSize f

ur die neu zu setzende Klasse den gleichen Wert
17
liefert wie die alte Klasse
des primitiv allozierten Objekts. Nur bei positivem Testausgang wird die

Anderung vorge-
nommen. Auf diese Weise kann auch das Reklassizieren von Objekten unter Einhaltung
minimaler Anforderungen an die Typsicherheit realisiert werden. M

ogliche Typinferenzen
des Compilers k

onnen durch das Metaobjektprotokoll, insbesondere die primitive Alloka-
tion von Objekten, nicht konterkariert werden.
4.4.7 Initialisierung generischer Operationen und Methoden
Die Sprachmittel der Objektebene lassen nur eine statische Denition von Klassen, ge-
nerischen Operationen und Methoden zu. Das heit beispielsweise, da man durch sta-
tische Analyse schon zur

Ubersetzungszeit alle Methoden einer generischen Operation
kennt. Bedenkt man jedoch, da es w

unschenswert ist Software-Komponenten auch im
Objektcode-Format zu spezialisieren, so macht es Sinn, auf der Metaobjektebene von einer
inkrementellen Erweiterung generischer Operationen um neue Methoden auszugehen. Eine
M

oglichkeit, dem Rechnung zu tragen, ist, die Initialisierung von generischen Operationen
bei jeder Erweiterung erneut durchzuf

uhren. Auf der anderen Seite sollten

uber

ussige
bzw. sich wiederholende Berechnungen vermieden werden.
Dar

uber hinaus stellt sich die prinzipielle Frage, ob Programmcode zur Laufzeit generiert,

ubersetzt und dynamisch hinzugebunden werden soll. Dies kann zu gravierenden Perfor-
manznachteilen f

uhren. In meinem Sprachdesign soll daher keine Entscheidung letzteres
erzwingen. Darin liegt ein wichtiger Unterschied zu CLOS. Allerdings mu das Kind nicht
mit dem Bade ausgesch

uttet werden.
In der Tradition funktionaler Sprachen wei man die Grenze scharf zu ziehen. Funktiona-
le Objekte k

onnen sehr wohl dynamisch, also zur Laufzeit, erzeugt werden, ohne da es
dabei notwendig ist, Quellcode zu

ubersetzen. Daf

ur mu das Funktionsmuster zur

Uber-
setzungszeit feststehen. Zur Laufzeit k

onnen also funktionale Objekte erzeugt werden,
deren Berechnungsvorschrift identisch, aber deren eingeschlossene Umgebung unterschied-
lich ist. Dies kann z. B. ausgenutzt werden, um Lese- und Schreiboperationen auf der
17
Geht es nur darum, Zugrie mit unzul

assigen Indexwerten auszuschlieen, k

onnte die Bedingung auf
>= gelockert werden.
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Metaobjekteben dynamisch zu berechnen, wobei die Position eines Felds eingeschlossen
wird und somit nicht als Parameter zum Zeitpunkt des Aufrufs der berechneten Opera-
tion

ubergeben werden mu. Die entsprechenden Sprachmittel auf der Metaobjektebene
sind analog zur syntaktischen Spezialform lambda aus Scheme:
 method lambda, um anonyme Methoden zu erzeugen, und
 generic lambda, um anonyme generische Operationen zu erzeugen.
Als systemdenierte Initialisierungs-Schl

usselw

orter sind f

ur Methoden
 domain: und
 methodClass:
sowie f

ur generische Operationen
 domain:,
 methodClass: und
 methods:
zu nennen. Weitere benutzerdenierte Initialisierungs-Schl

usselw

orter werden an die Initi-
allisierungsmethodenweitergereicht und k

onnen dort benutzerspezisch behandelt werden.
Falls die Programmiersprache Makros zur Verf

ugung stellt, k

onnen die Spezialformen me-
thod lambda und generic lambda prinzipiell auf die einfachere Form lambda zur

uck-
gef

uhrt werden. Weitere Aspekte hierzu werden im n

achsten Kapitel behandelt.
4.4.8 Methodenauswahl und generischer Dispatch
Die Methodenauswahl und der generische Dispatch, wie sie vom Objektsystem-Kern be-
reitgestellt werden, sind klassenbezogen. Das heit, da Methoden klassenspezisch de-
niert werden. Bei einer Operationsanwendung (oder Aufruf) bestimmen die Argument-
klassen, welche der mit der generischen Operation assoziierten Methoden anwendbar sind,
wie sie gem

a ihrer Spezizit

at geordnet werden sollen und welche Methode (zuerst) aus-
gef

uhrt wird. Methodenkombination sowie instanzspezische Methoden (eql-Methoden)
wie in CLOS werden vom Objektsystem-Kern nicht direkt untert

utzt. Diese Konzepte
k

onnen jedoch unter Ausnutzung des hier beschriebenen Protokolls als Erweiterung rea-
lisiert werden, siehe Seite 265. Abbildung 4.9 zeigt die entsprechenden Operationen im

Uberblick.
Die generische Operation addMethod f

ugt dem ersten Argument, einer generischen Ope-
ration, das zweite Argument, eine Methode, hinzu. Die Spezikation dieser Operation
erfordert besondere Vorsicht. Soll es z. B. erlaubt sein, eine neue Methode hinzuzuf

ugen,
wenn bereits eine mit demselben Bereich hinzugef

ugt wurde? Falls ja, wie kann man dann
noch die Integrit

at des Objektsystemkerns garantieren? Die gesetzten Kriterien der Ro-
bustheit und Ezienz sprechen eindeutig dagegen. Im Unterschied zu CLOS mu der
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addMethod genericOp method ! genericOp
computeMethodLookupFunction genericOp domain ! function
computeDiscriminatingFunction genericOp domain lookupFn methods ! function
callMethod method nextMethods arg

! result
applyMethod method nextMethods arg

args ! result
Abbildung 4.9: Operationen auf generischen Operationen und Methoden
Bereich der hinzuzuf

ugende Methode spezieller oder gleich dem der generischen Operati-
on sein; eine Methode mit demselben Bereich darf noch nicht hinzugef

ugt worden sein
18
.
Die Klasse der hinzuzuf

ugende Methode mu spezieller oder gleich der entsprechenden
Spezikation methodClass: der generischen Operation sein. Das Hinzuf

ugen einer neuen
Methode verlangt, da bei einer anschlieenden Anwendung der generischen Operation
auf entsprechende Argumente die neue Methode auch zur Anwendung kommt.
Je nach Optimierungsansatz mu die Dispatch-Funktion daf

ur neu berechnet werden. Dies
geschieht durch Aufruf der generische Operation computeDiscriminatingFunction. Ihr
Resultat wird bei jedem Aufruf der erweiterten generischen Operation zuerst ausgef

uhrt.
computeMethodLookupFunction berechnet f

ur eine gegebene generische Operation (er-
stes Argument) sowie einen gegebenen Bereich (zweites Argument) eine nicht-generische
Lookup-Funktion, die mit der generischen Funktion bzw. mit der Dispatch-Funktion asso-
ziiert wird. Angewandt auf gegebene Argumente eines generischen Funktionsaufrufs liefert
sie eine geordnete Liste der darauf anwendbaren Methoden. Sowohl computeMethodLoo-
kupFunction als auch computeDiscriminatingFunction k

onnen vom Benutzer speziali-
siert werden. Um neue Dispatch-Konzepte portabel unter Ausnutzung des Metaobjektpro-
tokolls implementieren zu k

onnen, werden die speziellen Operationen bzw. Spezialformen
callMethod sowie applyMethod zur Verf

ugung gestellt. Die erste entspricht der normalen
Operationsanwendung, w

ahrend die zweite der Scheme-Funktion apply entspricht. Diese
l

at im Unterschied zu CommonLisp Quellcode in Listenform als Argumente nicht zu. Die
Kritierien der Ezienz und der Robustheit verlangen diese Einschr

ankung. Man ben

otigt
callMethod und applyMethod (

uber das einfache apply hinaus), um die Realisierung des
callNextMethod Konzepts zu verstecken. Dies wird im n

achsten Kapitel noch ausf

uhrlich
behandelt.
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Es mag einige Leser verwundern, da in einer objektorientierten Programmiersprache mit
einem Metaobjektprotokoll gleichzeitig nach Abschlueigenschaften der Sprachkonstrukte
gefragt wird. Hier kommt erneut meine Grundhypothese zum Ausdruck, da man bei an-
wendungsorientierten universellen Programmiersprachen nicht ein Ziel unter Vernachl

assi-
gung aller anderen anstreben sollte. Vielmehr kommt es auf die Verh

altnism

aigkeit der
Mittel an. Der Programmierer mu die Wahl haben, welchen Grad an Oenheit seine
18
Diese Beschr

ankung mu nat

urlich nicht zur Programmentwicklungszeit f

ur entsprechende Entwick-
lungswerkzeuge gelten. Hier geht es jedoch um die Semantik der Programmiersprache, die klar vom Ver-
halten der Programmierumgebung zu trennen ist.
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Software-Bausteine haben sollen. Der Compilerbauer braucht eine klare Sprachsemantik,
um

uber Zul

assigkeit und Grad von Optimierungen einfach entscheiden zu k

onnen. Vor der
ausf

uhrlichen Behandlung von Implementierungstechniken im n

achsten Kapitel sollen die
Abschlueigenschaften der Sprachkonstrukte aus Sicht des Anwendungsprogrammierers
diskutiert werden.
Neben der besseren Performanz sichern wohldenierte Abschlueigenschaften ein wesent-
lich h

oheres Ma an Robustheit von Software-Systemen. Auch Aspekte des Information-
Hiding nden hier Eingang. Sp

atestens mit den Konzepten der strukturierten Program-
mierung wurden angemessene Abschl

usse von Programmteilen angestrebt. Herausgebildet
haben sich die Konzepte der Sichtbarkeit und Lebensdauer von Bindungen.
4.5.1 Abschlueigenschaften von Bindungen
Man unterscheidet die lexikalische und die dynamische Bindungsart. Wurde fr

uher in der
Lisp-Gemeinde noch dar

uber gestritten, welche die richtige sei, so ist es heute keine Frage,
da man als Regelfall lexikalische Bindungen bevorzugt, w

ahrend dynamische Bindungen
eher die Ausnahme bilden. Weiterhin unterscheidet man zwischen lokalen und globalen
Bindungen. Lokale Bindungen haben in der Regel eine k

urzere Lebensdauer. Sie werden
f

ur die Dauer der Ausf

uhrung des n

achstumschlieenden Blocks angelegt und anschlieend
wieder aufgel

ost. Bl

ocke regeln die Sichtbarkeit von Konstanten- und Variablenbindungen.
Sie haben einen lexikalischen Anfang und ein Ende und schlieen somit Bindungen ab. Ent-
sprechend werden Prozeduren, Funktionen bzw. Methoden als implizite Bl

ocke aufgefat.
Die n

achstgr

oeren Einheiten bilden Module. In einigen Sprachen, wie Java, auch Klassen,
dann aber in der Rolle als Module.
In strikt modularen Sprachen gibt es auer Modulbindungen keine globalen Bindungen.
Es sind die Modulbindungen, die zwischen Modulen importiert und exportiert werden
sollten. Die Lebensdauer von Modulbindungen bzw. globalen Bindungen erstreckt sich

uber die gesamte Programmausf

uhrung. Die Lebensdauer von lokalen Bindungen ist an
die Ausf

uhrungsdauer des entsprechenden Blocks gebunden. Eine Besonderheit bilden so-
genannte Closures. Dies sind funktionale Objekte, die zum Zeitpunkt ihrer Erzeugung
lokale oder Modulbindungen einschlieen und

uber die Aktivationsdauer des lexikalisch
umschlieenden Blocks hinweg aufrechterhalten. Dabei k

onnen auch mehrere funktionale
Objekte dieselben Bindungen einschlieen und somit gemeinsam nutzen
19
.
Eine wichtige Eigenschaft von Bindungen ist die, ob sie konstant oder ver

anderbar sind.
In strikt funktionalen Sprachen sind alle Bindungen konstant, das Konstrukt der Zuwei-
sung gibt es nicht. Hier gehe ich von einer hybriden Sprache mit Zuweisungskonstrukten
aus. Deshalb ist es um so wichtiger, da konstante Bindungen unterst

utzt werden. Jeder
Versuch, diese durch Zuweisungen zu modizieren, f

uhrt zu einer Fehlermeldung.
F

ur die Sprachkonstrukte des Objektsystems mu genau

uberlegt werden, welche de-
nierenden Konstrukte zu konstanten und welche zu ver

anderbaren Bindungen f

uhren.
19
In Java gibt es keine Closures, wohl aber einen ironisch-inversen Sonderfall: die Lebensdauer von Klas-
senvariablen (das Analogon zu Modulbindungen) ist im allgemeinen nicht an die Programmausf

uhrung
gebunden und kann schon vorher enden. Der Versuch eines Zugris f

uhrt dann zur erneuten Bindungs-
erzeugung und -initialisierung mit m

oglicherweise fatalen Folgen f

ur die abh

angigen Programmteile, siehe
Kapitel 8.4.1.
4.5 Abschlueigenschaften der Sprachkonstrukte 113
Ausgehend von den gesetzten Kriterien, insbesondere Robustheit und Ezienz, erhalten
konstante Bindungen den Vorzug. Alle Konstrukte, die mit define beginnen, erzeugen
konstante Modulbindungen:
 define class,
 define generic und
 define function.
Nur define method erzeugt keine neue Modulbindung, sondern erweitert die entsprechen-
de generische Operation um eine weitere Methode.
4.5.2 Abschlueigenschaften von Objekten
Neben Eigenschaften von Bindungen spielen gerade in objektorienierten Programmier-
sprachen die Abschlueigenschaften von Objekten eine besondere Rolle. Zusammen bilden
sie die Grundlage f

ur entsprechende Analyse- und Optimierungsverfahren, um die Ro-
bustheit und Ezienz von Software-Systemen zu verbessern. W

ahrend EuLisp
[
Padget et
al., 1993
]
, darauf gesetzt hat, Abschlueigenschaften von Objekten durch entsprechende
Analysen des Compilers abzuleiten
[
Kind und Friedrich, 1993
]
, verfolgte man in dylan
ein Konzept des expliziten Abschlieens von Objekte f

ur ihre Benutzung bzw. Spezialisie-
rung auerhalb der Bibliothek (Gruppe von Modulen), in der sie deniert werden
[
Shalit,
1996, S. 131 .
]
. Dieses Konzept wird in dylan Sealing genannt. Dabei k

onnen nur solche
Objekte (Klassen und generische Operationen) abgeschlossen werden, die

uber denieren-
de Konstrukte wie define class, define generic und define method erzeugt wurden.
Klassen und generische Funktionen, die explizit

uber die Operation make erzeugt werden,
k

onnen nicht abgeschlossen werden.
Das Abschlieen von Klassen bedeutet, da sie auerhalb der Bibliothek nicht spezialisiert
werden darf. Das Abschlieen einer generischen Operation bedeutet, da sie auerhalb der
Bibliothek nicht um weitere Methoden erweitert werden darf. Zus

atzlich k

onnen generische
Operationen f

ur bestimmte Bereiche abgeschlossen werden. Dann d

urfen keine weiteren
Methoden f

ur diese Bereiche hinzugef

ugt werden. Die Bibliothek wurde in dylan als Bezug
des Abschlieens gew

ahlt, weil man sie als separate

ubersetzbare Einheiten sieht.
Im Prinzip kann das Sealing-Konzept von dylan hier

ubernommen werden. Allerdings
sollten die Abschl

usse meiner Meinung nach generell wirken und nicht nur auerhalb ei-
ner Bibliothek, zumal ich Bibliotheken in meinem Entwurf nicht betrachte, sondern nur
Module.
Auch Java unterst

utzt das Abschlieen von Programmeinheiten
[
Gosling et al., 1996
]
. So
k

onnen Klassen als nal deklariert werden, was ihre Spezialisierung unterbindet. Damit
sind automatisch auch alle Methoden einer abgeschlossenen Klasse abgeschlossen, da es
keine Methoden auerhalb der syntaktischen Klammer einer Klassendenition geben darf.
Ein ebenso wichtiger Abschluaspekt von Objekten ist die Konstanz ihrer Felder. Auch
hier k

onnen die Konzepte von dylan bzw. Java

ubernommen werden.
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Sprachkonstrukte, die explizit die Abschlueigenschaften von Programmen betreen, er-
lauben dem Programmierer gezielt den Grad der Oenheit f

ur Erweiterungen seiner Pro-
grammbausteine zu w

ahlen. Sie erlauben dem Sprachimplementierer auf transparente Wei-
se die zul

assigen Optimierungen zu bestimmen. Im folgenden Kapitel werden im Zusam-
menhang mit den Implementierungstechniken auch Fragen der Optimierung behandelt.
Dabei werde ich die Abschlueigenschaften aus Implementierungssicht diskutieren.
4.6 Zusammenfassung
In diesem Kapitel habe ich die wesentlichen Konzepte objektorientierter Programmierung
unter Ber

ucksichtigung ihrer systematischen Erweiterbarkeit bzw. Spezialisierbarkeit ent-
worfen. Abbildung 4.10 zeigt die verschiedenen Sprachaspekte im

Uberblick.
Sprachaspekt
Objektsystem
ModularisierungSyntaxNebenläufigkeit Exceptions
Objektstruktur Objektverhalten
erweiterbar fix
Reflektion
Introspektion
Metaobjektprotokoll
Vererbung
Bindungsräume Namensräume
MessagePassing
Generischer Dispatch
einfach mehrfachMethodenkombination
mixin mehrfacheinfach
synchron asynchron
super inner erweiterbarerweiterbar spezialisierbar
erweiterbar spezialisierbar
explizit implizit
Abbildung 4.10: Sprachaspekte im

Uberblick.
Ein Hauptmerkmal objektorientierter Programmiersprachen mu die Unterst

utzung der
Klassikation bzw. des Generalisierens und Spezialisierens der Struktur und des Verhaltens
von Objekten sein. Entsprechende Vererbungskonzepte bilden daher einen Schwerpunkt
dieser Arbeit. Mit der vorgestellten Mixin-Vererbung liegt ein Resultat vor, das die Vorteile
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einfacher und multipler Vererbung nutzt und die jeweiligen Nachteile weitgehend vermei-
det. Die Richtlinie, zwischen wesentlichen und zus

atzlichen Aspekten von Objekten zu
unterscheiden, sie textuell getrennt zu notieren sowie die Wechselwirkungen zwischen ver-
schiedenen Aspekten nur auf eine explizite Art und Weise zuzulassen, tr

agt auch deutlich
zu einem besseren Programmierstil bei.
Das entworfene Objektsystem ist nicht endg

ultig auf eine \dogmatische" Linie xiert.
Es ist oen f

ur neue Ausdrucksmittel und unterst

utzt ihre einfache und systematische
Realisierung durch die Bereitstellung eines Spracherweiterungsprotokolls.
Die strikte Unterscheidung zwischen Sprachkonstrukten der Objekt- und der Meta-
objektebene sowie die Modularisierung des Spracherweiterungsprotokolls in Teilprotokol-
le verbessert den Programmierstil und sie erm

oglicht und unterst

utzt die Modul- und
Applikations-Kompilation unter Verwendung traditioneller Compilerbautechniken. Kon-
stante Modulbindungen bei der Denition von Klassen und generischen Funktionen, die
Eindeutigkeit von Methodendenitionen sowie die garantierte Integrit

at von Metaobjek-
ten liefern dar

uberhinaus die notwendigen Abschlueigenschaften. Dies ist nur unter der
Voraussetzung m

oglich, da Redenieren aus dem Standardverhalten herausgenommen
und in speziellen Erweiterungsmodulen bereitgestellt wird. Auf diese Weise ist insgesamt
die gleiche Funktionalit

at und Ausdruckskraft gegeben wie in CLOS, allerdings unter
Ber

ucksichtigung des Verursacherprinzips. Dabei gelingt es, sowohl die Ezienz als auch
die Robustheit des Objektsystems signikant zu verbessern.
In den folgenden Kapiteln werden nach der allgemeinen Diskussion der Implementierungs-
techniken drei konkrete Objektsystem vorgestellt, die schrittweise zur Umsetzung der hier
beschriebenen Konzepte f

uhren und in TEO schlielich ihren Abschlu nden. Bezogen
auf die konkreten Objektsysteme gehe ich auch auf exemplarische Spracherweiterungen
ein.
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Kapitel 5
Implementierungstechniken und
Optimierungen
The only applicable research method is to accumulate experience
by implementing a system, synthesize the experience, think for
a while, and start over.
Sandewall, Erik 1984. Programming in an
Interactive Environment: The LISP Experi-
ence. In: Interactive Programming Environ-
ments, McGraw-Hill, S. 33.
In diesem Kapitel gebe ich zun

achst einen

Uberblick

uber die verschiedenen Implementie-
rungsalternativen und vertiefe anschlieend den von mir gew

ahlten Weg der portablen und
inkrementellen Spracherweiterung nach dem sogenannten Einbettungsmodell
[
Christaller,
1987
]
. Aber auch Techniken des traditionellen Compilerbaus beeinussen den Sprachent-
wurf signikant, weil sie wesentlich weiterreichende Programmoptimierungen erlauben.
Insbesondere wird Modul- und Komplettkompilation erm

oglicht und unterst

utzt. Dies ist
f

ur Sprachen der Lisp-Familie ein Novum.
Die Herausforderung besteht darin, so viele Optimierungen zu erm

oglichen, wie notwen-
dig, ohne die relevanten Ausdrucksmittel eines dynamischen Objektsystems mit einem
Metaobjektprotokoll zu verlieren. Kosten und Nutzen von Sprachmitteln m

ussen in ein
ausgewogenes Verh

altnis unter Ber

ucksichtigung des Verursacherprinzips gebracht wer-
den.
5.1

Uberblick
Zun

achst gebe ich einen

Uberblich

uber die grundlegenden Alternativen der Implementie-
rung von Programmiersprachen und diskutiere insbesondere ihre Vor- und Nachteilen bei
der Implementierung von Objektsystemen.
5.1.1 Interpretation vs. Kompilation
Die Implementierung von Programmiersprachen beinhaltet in der Regel zwei Aufgaben: die
Realisierung eines Compilers, der syntaktisch korrekte und semantisch zul

assige Program-
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me der Quellsprachen in

aquivalente Programme einer zu w

ahlenden Zielsprache trans-
formiert sowie eines speziellen Laufzeitsystems, falls das Laufzeitsystem der Zielsprache
f

ur die Resultate der

Ubersetzung ungeeignet ist. Letzteres ist dann der Fall, wenn der
Zielsprache ein anderes Verarbeitungsmodell zugrunde liegt als der Quellsprache. F

ur die
Ausf

uhrung von Programmen h

oherer Programmiersprachen auf physikalischen Maschinen
erfolgt die

Ubersetzung in der Regel

uber mehrere Zwischensprachen bis man schlielich
beim Befehlssatz der Maschine angekommen ist.
Eine Alternative zum

Ubersetzen in eine Zielsprache ist die direkte Interpretation von
Programmen der Quellsprache mit Hilfe eines Interpretierers (engl. interpreter). In wel-
cher Sprache der Interpretierer implementiert ist, spielt im Prinzip keine Rolle. Oft kann
der Interpretierer f

ur eine h

ohere Programmiersprachen am besten in dieser Sprache selbst
implementiert werden. Dies gilt auch f

ur die Implementierung von

Ubersetzern. Dabei ist
dann am Anfang das sogenannte Bootstrap-Problem zu l

osen. Der gravierende Nachteil
von Interpretierern ist ihre im Vergleich mit Compilern geringere Ezienz. Optimierende
Programmtransformationen w

urden, da sie zur Ausf

uhrungszeit stattnden m

uten, auch
zu lange dauern. Zu den Pluspunkten von Interpretierern z

ahlen der geringere Aufwand,
sie zu realisieren, sowie ihre idealen Voraussetzungen f

ur die interaktive Programment-
wicklung.
Welche Alternative man w

ahlt, h

angt nicht zuletzt von der Art der Quellsprache ab. F

ur
Programmiersprachen mit ausgepr

agten statischen Eigenschaften wird man eher einen
Compiler realisieren, um schon vor der Programmausf

uhrung m

oglichst viele Analysen
durchzuf

uhren, z. B. Typpr

ufungen von Variablen. F

ur dynamische Sprachen mit optiona-
ler Typisierung von Variablen liegt es nahe, einen Interpretierer und komfortable Debugger
bereitzustellen.
Nat

urlich kann man auch beide Konzepte kombinieren. Hierbei sind die sogenannten
Bytecode-Compiler bzw. Bytecode-Interpretierer zu nennen
[
Kind, 1998
]
. Ein Bytecode-
Compiler

ubersetzt die Quellsprache in eine Bytecode-Sprache, die speziell f

ur die je-
weilige Quellsprache zugeschnitten ist und die sich ezienter interpretieren l

at als die
Quellsprache. Typische Beispiele f

ur diesen hybriden Ansatz sind Systeme f

ur die Spra-
chen Smalltalk, Java und nat

urlich EuLisp. Insbesondere kann man mit diesem Ansatzt
ein hohes Ma an Portabilit

at der Anwendungen erreichen, weil z. B. ein in C implemen-
tierter Bytecode-Interpretierer auf fast allen Rechner- und Betriebssystem-Plattformen
lau

ahig ist.
Einen weiteren Ansatz, Interpretation und Compilation zu verbinden, stellen sogenann-
te inkrementelle Compiler dar. Hier verkleinert man die

Ubersetzungseinheiten bis auf
die Ebene von Ausdr

ucken, so da f

ur den Programmierer der Eindruck entsteht, man
w

urde mit einem Interpretierer arbeiten. Tats

achlich wird jedoch jeder auszuf

uhrende
Ausdruck zuerst

ubersetzt, m

oglicherweise bis auf die Ebene der Maschinenbefehle. An-
schlieend wird das

Ubersetzungsergebnis dynamisch gebunden und ausgef

uhrt. Die reinen
Ausf

uhrungszeiten sind dann vergleichbar mit Maschinencode-Compilern. Hinzu kommt
die Zeit f

ur die

Ubersetzung des Ausdrucks.
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5.1.2 Schichtenmodell vs. Einbettungsmodell
Bei der Abbildung einer Sprache in eine andere werden zwei Modelle unterschieden
[
Chri-
staller, 1987, S.39 
]
. Das Schichtenmodell geht von einer strikten Trennung beider Spra-
chen aus. Alle Konstrukte der Quellsprache m

ussen in solche der Zielsprache

ubersetzt
werden. Das Einbettungsmodell sieht eine Erweiterung der Zielsprache um neue Konstruk-
te der Quellsprache. Die meisten Konstrukte der Zielsprache werden von der neuen Sprache
unver

andert

ubernommen. Die neuen Sprachkonstrukte werden mit Hilfe der Basissprache
(Zielsprache) implementiert. Voraussetzung ist nat

urlich, da die Basissprache ausdrucks-
stark genug ist, um die neuen Konstrukte ezient zu realisieren. Beide Modelle haben ihre
Vor- und Nachteile.
Die strikte Trennung der Quellsprache von der Zielsprache im Schichtenmodell sorgt daf

ur,
da die Semantik der Quellsprache explizit festgelegt und beschrieben werden mu. Dar-
aus lassen sich dann nachpr

ufbare Eigenschaften der Quellsprache ableiten. Dabei stehen
potentiell beliebig groe Quellcode-Einheiten als Eingabe f

ur die

Ubersetzung, so da auch
globale Optimierungen leicht realisiert werden k

onnen. Einen Nachteil stellt der betr

acht-
liche Aufwand dieser Methode dar. Dies schliet auch die Notwendigkeit ein, fast alle
Entwicklungswerkzeuge f

ur die Quellsprache neu implementieren zu m

ussen.
Umgekehrt macht die fehlende explizite Trennung der Quell- und Zielsprache beim Einbet-
tungsmodell es schwerer, eine saubere Semantikdenition der eingebetteten Sprache sicher-
zustellen. Besondere Vorkehrungen m

ussen getroen werden, um unerw

unschte Br

uche der
Abstraktion zu vermeiden. Fehlt in der Basissprache die M

oglichkeit, bestimmte Sprach-
konstrukte auszublenden, so ist man auf die Einsicht der Benutzer der Quellsprache ange-
wiesen, da keine Implementierungsprimitive in ihren (h

oheren) Programmen verwendet
werden. Am einfachsten l

at sich das Einbettungsmodell mit Hilfe von syntaktischen Er-
weiterungskonstrukten (Makros) realisieren. Diese unterst

utzen aber meistens nur eine
lokale Eingabe, nicht zuletzt um Programme inkrementell entwickeln zu k

onnen.
Der groe Vorteil des Einbettungsmodells ist die Einfachheit der Implementierung und
die M

oglichkeit fast alle Entwicklungswerkzeuge der Basissprache wiederzuverwenden, oh-
ne sie neu implementieren zu m

ussen. F

ur komplexe wissensbasierte Systeme ist es ein
besonderer Vorteil, da man mehrere Wissensrepr

asentationssprachen in ein und dieselbe
Basissprache einbetten kann. Dadurch lassen sich f

ur die jeweiligen Aufgaben die am be-
sten geeigneten Sprachmittel bereitstellen, die zudem

uber die Basissprache miteinander
kombiniert werden k

onnen. Ob die Basissprache interpretiert oder kompiliert wird, die
Implementierung nach dem Einbettungsmodell protiert von beidem gleichermaen.
Sieht man ein Objektsystem als Teil bzw. als Erweiterung einer universellen Program-
miersprache, so stellt das Einbettungsmodell f

ur den experimentellen Teil meine Arbeit
die bessere Alternative dar. Der Sprachentwurf ber

ucksichtigt jedoch auch andere Imple-
mentierungstechniken. Im Rahmen des Projekts APPLY wurde insbesondere die Kom-
plettkompilation realisiert
[
Bretthauer et al., 1994
]
. Letztere soll daher im Vergleich mit
inkrementeller und mit der Modulkompilation im n

achsten Unterabschnitt diskutiert wer-
den.
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5.1.3 Inkrementelle, Modul- und Komplettkompilation
Die gr

ote und kleinste Kompilationseinheit in Lisp bildete traditionell die Funktion, wie
Abbildung 5.1 zeigt. So vorteilhaft dies f

ur die schrittweise Programmentwicklung ist, so
problematisch ist es im Hinblick auf die Generierung von schl

usselfertigen Applikationen.
Heit die Alternative ausschlielich inkrementelle Kompilation, so k

onnen Optimierungen,
die

uber die einzelne Funktion hinausgehen, nicht durchgef

uhrt werden. Auch Typpr

ufun-
gen zur

Ubersetzungszeit k

onnen nur begrenzt stattnden. Traditionell enth

alt die Lisp-
Laufzeitumgebung auch die gesamte Entwicklungsumgebung oder Teile davon. Daf

ur sind
inkrementelle Compiler nat

urlich am besten geeignet, weil zur Laufzeit in der Regel nur
kleine Programmeinheiten dynamisch hinzukommen, n

amlich Funktionen.
Fn0
Funktions-Compiler
Laufzeitsystem + Fn0          
Abbildung 5.1: Inkrementelle Funktionskompilation
Datei-Compiler
f0.lisp
f0.fasl
Abbildung 5.2: Datei-Kompilation
Da die Notwendigkeit f

ur globale Optimierungen auch in Lisp oensichtlich war, hat man
zun

achst die Datei-Kompilation realisiert, siehe Abbildung 5.2. Dabei tragen jedoch Datei-
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en keinerlei semantische Bedeutung. Sie k

onnen aus Programierersicht als Mittel zur manu-
ellen Modularisierung von Programen verwendet werden, die Wechselwirkungen zwischen
Dateien k

onnen jedoch nicht speziziert werden. Die einzelnen Dateien werden separat
kompiliert, so da keine

ubergreifenden Optimierungen durchgef

uhrt werden k

onnen. Und
selbst innerhalb einer Datei stehen Optimierungen auf wackeligen F

uen, weil es keinen
syntaktischen und semantischen Abschlu gibt. Denitionen in einer Datei k

onnen durch
solche in anderen Dateien erweitert und sogar

uberschieben werden, so da datei-interne
Optimierungen schnell obsolet werden k

onnen.
W

unscht man mittelgroe Kompilationseinheiten f

ur Konsistenzpr

ufungen und Optimie-
rungen, so braucht man ein Modulkonzept, wie es sich in anderen Sprachen bew

ahrt hat.
Wie in Abbildung 5.3 zu sehen ist, liest der Modul-Compiler nicht nur das zu

uberset-
zende Modul als Eingabe, sondern auch die entsprechenden Denitionsdaten der Module,
von denen das zu

ubersetzende Modul abh

angt. Darin sind relevante Zusicherungen

uber
Eigenschaften der exportierten Teile enthalten, die bei der

Ubersetzung dieser Module
vom Compiler bereits abgeleitet wurden. Insbesondere lassen sich aus den Imports und
Exports der Module auch einige Abschlueigenschaften f

ur Optimierungen ableiten.
M0.lisp
Modul-Compiler
M0.obj
M1.def Mn.def...
M0.def M0.h
Abbildung 5.3: Modul-Kompilation
Das Ergebnis der

Ubersetzung eines Moduls ist also nicht nur der Zielcode, sondern auch
Denitionsinformationen

uber die exportierten Programmelemente. Anschlieend kann ein
Modul samt allen Modulen, von denen es abh

angig ist (das ist die transitive H

ulle der
Import-Relation), zu einer Applikation gebunden und ausgef

uhrt werden.
Im n

achsten Schritt k

onnen vollst

andige Applikationen als kompilierbare Einheiten be-
trachtet werden. Hier spricht man von Komplettkompilation oder auch Applikationskom-
pilation. Wie in Abbildung 5.4 zu sehen ist, bilden alle Module, die zu einer Applikation
geh

oren, die Eingabe f

ur den Compiler, und zwar im Quellcode. Das Ergebnis der Kom-
pilation ist dann ein ausf

uhrbares Programm (engl. executable).
Bei der Applikations-Kompilation k

onnen nun maximale Abschlueigenschaften zu-
verl

assig abgeleitet werden, weil von auen denitiv kein Einu auf die Interna einer
Applikation ausge

ubt werden kann. Je nach Gestaltung der Fremdfunktionsschnittstelle
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M0.lisp
Applikations-Compiler
M1.lisp Mn.lisp...
M0.exe
Abbildung 5.4: Applikations-Kompilation
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(engl. foreign function interface) k

onnen nur noch Zeichenketten als Dateneingabe die
Berechnungen beeinussen.
Alle drei Arten, Funktions-, Modul- und Applikations-Kompilation habe ihre speziellen
St

arken und Schw

achen, je nachdem wof

ur sie verwendet werden. Idealerweise sollte eine
ausgereifte Programmentwicklungsumgebung alle drei Kompilationsarten zur Verf

ugung
stellen. Dabei kommt es auch darauf an, da sie miteinander zusammenarbeiten k

onnen,
so da die

Uberg

ange schrittweise erfolgen k

onnen. So k

onnen w

ahrend der Bearbeitung
eines Moduls Funktionsdenitionen oder auch anderer Sprachkonstrukte innerhalb dieses
Moduls inkrementell

ubersetzt und getestet werden. Einige Module k

onnen sich schon
in einem stabileren Entwicklungszustand benden, sie werden seltener modiziert und
k

onnen somit bei Bedarf als Einheit

ubersetzt werden. Und schlielich gibt es in der Regel
auch viele Module, die kaum mehr ver

andert werden m

ussen, vielleicht auch nur von ei-
nem anderen Entwicklerteam ge

andert werden d

urfen, und daher als Einheit bereits durch
Applikations-Kompilation

ubersetzt vorliegen. Entsprechend unterschiedlich ist dann auch
der Optimierungsgrad der

Ubersetzungsergebnisse. Fertige Applikationsteile sind

uber Mo-
dulgrenzen hochoptimiert, selten zu

andernde Module sind intern optimiert, verwenden
jedoch nur die Schnittstellenbeschreibungen andere Module. Das aktuell zu entwickelnde
Modul wird so

ubersetzt, da die Edit-Compile-Test-Zyklen m

oglichst kurz sind.
5.1.4 Laufzeitsystem vs. Entwicklungssystem
Eine wichtige Entscheidung, die man bei der Implementierung eines Objektsystems treen
mu, ist die, inwiefern Aspekte der Programmentwicklung speziell unterst

utzt werden sol-
len. Diese d

urfen aber nicht die gew

unschte Semantik und Ezienz der Sprachkonstrukte
zur Laufzeit generell beeintr

achtigen. In dieser Arbeit unterscheide ich daher zwischen den
Anforderungen zur Laufzeit und zur Entwicklungszeit. Im Koniktfall wird die Entschei-
dung zugunsten der Laufzeiteigenschaften getroen.
5.1.5 Optimierungen zur

Ubersetzungs-, Lade- und Laufzeit
Neben den bekannten Optimierungsverfahren aus dem Compilerbau f

ur prozedurale und
funktionale Sprachen, wie Inline-Kompilierung, Restrekursionsau

osung und Last-Call-
Optimierungen, Typinferenz und Speicherplatzoptimierung
[
Bretthauer et al., 1994, S. 47

]
sollen vor allem spezielle objektsystembezogene Optimierungen diskutiert werden.
Letztere k

onnen auf drei Aspekte konzentriert werden:
 die Erzeugung und Initialisierung von Objekten,
 die Feldzugrisoperationen und
 den generischen Dispatch.
Dabei ersch

opfen sich die Optimierungsm

oglichkeiten nicht in statischen Analysen
w

ahrend der

Ubersetzungszeit, wie Datenu- und Kontrolluanalyse. Auch dynamische
Analysen zur Lade- und Laufzeit sind f

ur dynamische Sprachen der Lisp-Familie m

oglich.
Insbesondere erlauben inkrementelle Compiler, die Ergebnisse solcher Analysen in Form
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von neu generiertem Code unmittelbar in die laufende Applikation hinzuzubinden und
auch auszuf

uhren. Nat

urlich wird das Laufzeitsystem dadurch komplexer.

Ahnliche Tech-
niken werden auch in den neuesten Java-Laufzeitsystemen eingesetzt, wenn sogenannte
Just-In-Time-Compiler (JIT) integriert sind und daf

ur sorgen, da der Bytecode vor der
Ausf

uhrung in Maschinencode

ubersetzt wird. Siehe hierzu Abbildung 5.5.
Quellcode
Bytecode-Compiler
Bytecode
JIT-Compiler
Maschinencode
Bytecode-Interpretierer
Abbildung 5.5: Just-In-Time-Kompilation
Ziel des Sprachentwurfs ist es, weder eine bestimmte Art der Implementierung noch einen
bestimmten Zeitpunkt der Optimierungen zu erzwingen. Vielmehr sollte ein Spektrum
von Implementierungstechniken erm

oglicht und unterst

utzt werden. So interessant und
eektiv Optimierungen zur Laufzeit sein m

ogen, insbesondere dann, wenn die statischen
Analyseverfahren wenig Aufschlu

uber das zu erwartende dynamische Verhalten geben,
so unangemessen sind sie im umgekehrten Fall. Welchen Sinn sollte es machen, Dinge, die
zur

Ubersetzungszeit entscheidbar und optimierbar sind, bis zur Programmausf

uhrung
aufzuschieben und Ezienznachteile in Kauf zu nehmen?
Es besteht auch ein umgekehrt proportionaler Zusammenhang zwischen dem Aufwand,
der jeweils n

otig ist, um die Berechnungen zu den anderen Zeitpunkten zu verk

urzen. Will
man die Laufzeiten maximal verk

urzen, so m

ussen m

oglichst viele Optimierungen zur

Ubersetzungs- und Ladezeit erledigt werden. In CommonLisp lassen sich diese Phasen
nicht v

ollig separieren, weil auch zur Laufzeit weitere

Ubersetzungen sowie Nachladen
m

oglich sind. Das heit, da

Ubersetzen, Laden und Ausf

uhren ineinander geschachtelt
sein k

onnen.
Statische Optimierungen
Untersucht man, wie die verschiedenen Sprachkonstrukte sich auf die jeweilige Phase be-
ziehen lassen, so stellt man fest, da statische Denitionen von Klassen, generischen Ope-
rationen und Methoden weitgehend zur

Ubersetzungszeit analysiert und bzgl. der oben
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genannten Aspekte optimiert werden k

onnen. Dies gilt insbesondere dann, wenn keine
Spracherweiterungen der Metaobjektebene verwendet werden. Anderenfalls mu man zur

Ubersetzungszeit in der Lage sein benutzerdenierte Module der Metaobjektebene, zu-
mindest zum Teil, auszuf

uhren. Diese Optimierungstechnik wird partial evaluation ge-
nannt. Die Idee ist dabei, da man solche Ausdr

ucke, die zur

Ubersetzungszeit das gleiche
Ergebnis liefern wie zur Lade- oder Laufzeit, durch das Auswertungsergebnis ersetzen
darf. Dadurch k

onnen erhebliche Ezienzverbesserungen f

ur die Programmausf

uhrung er-
reicht werden. Dies betrit nicht nur die Laufzeit, sondern auch den Speicherbedarf, weil
die Spracherweiterungsmodule unter g

unstigen Voraussetzungen w

ahrend der Programm-
ausf

uhrung nicht mehr ben

otigt werden. Solche Optimierungen k

onnen am besten durch
die Applikations-Kompilation erreicht werden, weil dann am ehesten entschieden werden
kann, ob die entsprechenden Optimierungsvoraussetzungen vorliegen oder nicht
[
Brett-
hauer et al., 1994, S. 47 
]
. Typinferenz zur Reduktion von Typpr

ufungen zur Laufzeit
ndet hier ihren Einsatz
[
Kind und Friedrich, 1993
]
.
Dynamische Optimierungen
Eine entgegengesetzte Optimierungsstrategie besteht darin, Berechnungen erst dann an-
zustoen, wenn ihre Ergebnisse ben

otigt werden. Dies wird mit lazy evaluation bezeichnet.
So k

onnen umfangreiche Initialisierungen ggf. eingespart werden, wenn w

ahrend einer kon-
kreten Programmausf

uhrung bestimmte Pfade des potentiellen dynamischen Programm-
verhaltens gar nicht betreten werden. Zum Beispiel m

ussen Klassen nur dann initialisiert
werden, wenn sie oder eine ihrer Subklassen auch instanziiert werden.

Ahnlich verh

alt es
sich mit dem generischen Dispatch. Eine generische Operation kann auf Objekte mehrerer
Klassen anwendbar sein, tats

achlich kann es sein, da sie nur auf Objekte genau einer
Klasse angewandt wird. Entsprechend kann der generisch Dispatch auch gezielt auf diese
Klasse hin optimiert werden.
Damit einher geht die Technik des Caching, wobei man immer wiederkehrende Berechnun-
gen nur dann tats

achlich durchf

uhrt, wenn durch gewisse

Anderungen ein anderes Ergebnis
als bei der letzten Berechnung, deren Ergebnis man gespeichert hat, m

oglich w

are. F

ur ge-
nerische Operationen lassen sich z. B. die anwendbaren Methoden f

ur h

aug vorkommende
Klassen in kleinen Tabellen so speichern, da sie sehr schnell gefunden werden
[
Kiczales
und Rodriguez, 1990
]
. Gerade in dynamischen Sprachen wie Lisp sind diese Techniken sehr
beliebt. Sie harmonieren am besten mit inkrementeller Kompilation. Nachteil dynamischer
Optimierungen ist, da sie besonders wertvolle Zeit kosten, n

amlich Ausf

uhrungszeit.
Einen Kompromi zwischen statischen Optimierungen zur

Ubersetzungszeit und dyna-
mischen Opotimierungen zur Ausf

uhrungszeit stellen Optimierungen zur Ladezeit eines
Programms dar. Welche Technik am angemessensten ist, h

angt nicht zuletzt von der Art
einer Applikation ab. Entsprechend kongurierbare Compiler sowie Laufzeitsysteme, die
das gesamte Spektrum m

oglicher Performanzoptimierungen abdecken, fehlen jedoch.
In den n

achsten Abschnitten diskutiere ich speziell diejenigen Implementierungstechniken,
die im experimentellen Teil dieser Arbeit verwendet wurden.
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5.2 Voraussetzungen f

ur die Einbettungs- und Erweite-
rungstechnik
Wie schon oben erw

ahnt, stellt die Einbettungs- und Erweiterungstechnik bei der Im-
plementierung von h

oheren bzw. abstrakteren Programmier- und Wissensrepr

asentations-
sprachen gewisse Anforderungen an die Basissprache, die erweitert werden soll. Einige
Sprachkonstrukte und -Konzepte, wie Makros m

ussen von der Basissprache bereitgestellt
werden, andere sind n

utzlich und w

unschenswert, wie benutzerdenierte Datentypen, aber
nicht unbedingt notwendig. Schlielich gibt es einige Konstrukte, die sehr m

achtig und bei
Lisp-Programmierern beliebt sind, aber eher mit groer Vorsicht benutzt werden sollten,
wenn

uberhaupt, z. B. die Funktion eval in CommonLisp, die oft die Hauptursache f

ur
schlechte Performanz darstellt.
5.2.1 Syntaktische Erweiterbarkeit: Makros
Die syntaktische Erweiterbarkeit ist die wesentliche Voraussetzung einer Programmierspra-
che, um noch h

ohere bzw. andere Sprachen in diese einzubetten. Nat

urlich kann man die
Funktionalit

at einer Sprache erweitern, indem weitere Module, Klassen bzw. Bibliotheks-
funktionen bereitgestellt werden. Dadurch

andert sich aber nicht die Art der Ausdrucks-
mittel. Eine rein prozedurale Sprache kann auf diese Weise nicht deklarativ werden. So
wie in der Mathematik st

andig neue Notationen eingef

uhrt und verwendet werden, so mu
man auch in einer universellen Programmiersprache in der Lage sein, neue syntaktische
Konstrukte zu denieren und zu benutzen. Auf diese Weise k

onnen

uber

ussige Implemen-
tierungsdetails versteckt und alternative Implementierungsstrategien ausprobiert werden,
ohne st

andig neue Parser etc. schreiben zu m

ussen. Eine ausf

uhrliche Darstellung des
Makro-Konzepts ndet man in
[
Queinnec, 1996, S. 311 
]
.
In Lisp gibt es traditionell zwei Arten von Makros, die nach dem Zeitpunkt ihrer Expansion
unterschieden werden. Einlesemakros (engl. read macros) werden vom Parser expandiert,
also w

ahrend das Quellprogramm eingelesen wird, und beziehen sich auf ein einzelnes
Token. Beispielsweise kann man ein Einlesemakro verwenden, um eine syntaktische Nota-
tion in Form eines dem Feldnamen vorangestellten Fragezeichens f

ur lesende Feldzugrie
bereitzustellen:
(defun field-access-reader (stream char)
`(cdr (assoc ',(read stream t nil t) field-values :test #'eq)))
(set-macro-character #\? #'field-access-reader)
Ein Vorkommen im Programmtext w

urde dann wie folgt ersetzt:
?x ==> (cdr (assoc 'x field-values :test #'eq))
Der Funktionsrumpf von field-access-reader besteht aus einem sogenannten
Backquote-Ausdruck. Wird die Funktion angewandt, z. B. wenn der Lisp-Parser auf das
Zeichen ? st

ot, so liefert sie das dem Backquote folgende Textmuster zur

uck, in dem
die mit Komma beginnenden Teilausdr

ucke ausgewertet und durch ihre Ergebnisse ersetzt
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wurden. In diesem Beispiel wurde angenommen, da die Feldwerte in einer Assoziationsli-
ste gespeichert werden und mit dem Feldnamen als Schl

ussel zugegrien werden k

onnen.
Entscheidet man sich sp

ater f

ur eine andere L

osung, mu nur die Funktion field-access-
reader ge

andert werden.
Mit Einlesemakros k

onnen aber keine zusammengesetzten syntaktischen Sprachkonstrukte
geschaen werden, die neue Daten- oder Kontrollstrukturen realisieren. Letzteres erlau-
ben sogenannte Textmakros oder einfach Makros, die erst nach der lexikalischen Analyse
expandiert werden. Die Denition eines Textmakros erfolgt syntaktisch

ahnlich der ei-
ner Funktion. Eine Anwendung eines Textmakros f

uhrt aber nicht nur zur Berechnung
eines Ergebnisses, sondern das Ergebnis wird zun

achst als neuer Programmtext an Stel-
le der Makroanwendung eingesetzt. Man spricht daher auch vom Expansionsergebnis.
Kommt ein Compiler zum Einsatz, so werden Makros zur

Ubersetzungszeit expandiert. Zur
Ausf

uhrungszeit wird dann das entsprechende Makro-Expansionsergebnis ausgef

uhrt. Ein
einfaches Beispiel f

ur Textmakros ist das Konditional if, da man in Lisp typischerweise
auf das allgemeinere, aber nicht so gut leserliche Konditional cond abbildet:
(defmacro if (condition if-true if-false)
`(cond
((,condition) ,if-true)
(t ,if-false)))
Ein Vorkommen von if wird dann vom Compiler oder Interpretierer zun

achst textuell
ersetzt und das Ergebnis wird dann im umgebenden Programmkontext ausgef

uhrt:
(if (= x 0)
't
(error "...")) ==>
(cond
((= x 0) 't)
(t (error "...")))
Zur Berechnung des Expansionsergebnisses steht dem Programmierer im Prinzip der ge-
samte Sprachumfang von Lisp zur Verf

ugung. Allerdings mu man sich dar

uber im kla-
ren sein, da die Makroexpansion in der Umgebung der Compiler-Ausf

uhrung erfolgt,
w

ahrend das Expansionsergebnis in der Umgebung des

ubersetzten Programms ausgef

uhrt
wird. Dieser Unterschied wird oft

ubersehen, wenn man mit einem Interpretierer arbeitet.
Schlimmer noch, einige Interpretierer trennen die beiden Umgebungen nicht, so da sich
Programme interpretiert anders verhalten als kompiliert. Derartige Erfahrungen ermuti-
gen einen nicht dazu, Makros zu benutzen. F

ur den Zweck der Spracherweiterung sind sie
aber unverzichtbar.
Ein anderes bekanntes Problem mit Makros entsteht auf Grund der sogenannten nicht-
hygienischen Makroexpansion
[
Kohlbecker et al., 1986
]
,
[
Bawden und Rees, 1988
]
,
[
Clinger
und Rees, 1991
]
. Dabei geht es darum, da im expandierten Quellcode Namenskonik-
te entstehen k

onnen, wenn die verwendeten Bezeichner vom Compiler nicht systematisch
umbenannt werden. Auf der anderen Seite will man in gewissen Situationen gerade die
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nicht-hygienische Makroexpansion ausnutzen, um z. B. callNextMethod zu implementie-
ren. Darauf werde ich sp

ater noch zur

uckkommen.
Ohne auf den ewigen Streit

uber das F

ur und Wider Makros in der Lispgemeinde einzu-
gehen, m

ochte ich mit den Worten von Christian Queinnec festhalten, worauf es eigentlich
ankommt
[
1996, S. 311
]
:
\While functions abstract computations and objects abstract data, macros
abstract the structure of programs"
In diesem Sinne sollte jede moderne universelle Programmiersprache entsprechende Mittel
bereitstellen, um neue problembezogene Abstraktionen der Programmstruktur denieren
und benutzen zu k

onnen. Dies gilt um so mehr, wenn man wissensbasierte Systeme ent-
werfen und implementieren will.
5.2.2 Erweiterbarkeit der Datentypen
Will man ein Objektsystem nach dem Einbettungsmodell implementieren, so stellt sich die
Frage, auf welchen Datentyp man die Objekte des Objektsystems abbilden kann. Im Prin-
zip kann dies ein beliebiger vordenierter Typ sein, z. B. Liste oder Vektor. Ein Problem
dabei ist, da man den unerw

unschten Durchgri auf die innere Struktur so implementier-
ter Objekte nicht verhindern kann. Dies beeintr

achtigt die Robustheit und Zuverl

assigkeit
von Programmen. Ein weiteres Problem stellt sich im Zusammenhang mit der Notwendig-
keit, Objekte des Objektsystems schnell zu erkennen bzw. von allen anderen unterscheiden
zu k

onnen. Im Fall von Listen oder Vektoren ist der Test, ob es sich um ein Objekt des
Objektsystems handelt, zu langsam. Insbesondere deshalb, weil er bei jedem generischen
Dispatch durchgef

uhrt werden mu.
Was man eigentlich braucht, ist ein neuer Vektortyp, der disjunkt von allen anderen Typen
der Programmiersprache ist und dessen Zugrisoperationen

uber den Index nach auen
verborgen werden k

onnen. Weder CommonLisp noch Scheme bieten diese M

oglichkeit. In
CommonLisp kann man sogenannte Strukturen denieren, die disjunkt von allen anderen
Typen sind und deren Felder wie Record-Felder behandelt werden. Somit kann man ein
Feld f

ur die Referenz auf die Klasse eines Objekts und ein weiteres Feld f

ur den Vektor
mir den Feldwerten des Objekts verwenden. In Scheme gibt es leider keine Strukturen, so
da man dort auf systemdenierte Vektoren zur

uckgreifen mu, was mit den genannten
Nachteilen verbunden ist.
Benutzerdenierte Funktionstypen
F

ur die Repr

asentation generischer Operationen br

auchte man einen eigenen Funktions-
typ, damit man sie von allen anderen Funktionen unterscheiden und damit man in ihnen
weitere Zustandsinformationen ablegen kann. Im Englischen werden solche Objekte fun-
callable instances genannt. Diese M

oglichkeit bietet weder CommonLisp noch Scheme.
Konkrete Lisp-Systeme haben zwar ihre implementierungsspezischen Konstrukte daf

ur.
Ihre Verwendung f

ur die Implementierung meines Objektsystems h

atte aber den Verlust
der Portabilit

at zur Folge, so da ich darauf verzichtet habe.
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5.2.3 Zirkul

are Datenstrukturen
Zirkul

are Datenstrukturen braucht man, um den Kern der Metaobjektebene auf uniforme
Weise zu implementieren. Jedes Objekt ben

otigt einen Verweis auf seine Klasse, ebenso
die Klasse Class, die dabei auf sich selbst zeigt. Nat

urlich kann man die Zirkularit

at
aufbrechen, indem man auf einen Namen oder eine Nummer verweist und in einer globalen
Tabelle unter dem Namen oder der Nummer die eigentliche Klasse ndet. Dies ist aber
dann problematisch, wenn man auch anonyme Klassenobjekte erlauben will, die von der
automatischen Speicherverwaltung freigegeben werden sollen, wenn kein Verweis auf sie
mehr besteht. Werden sie in eine globale Tabelle eingetragen, k

onnen sie nie freigegeben
werden.
So selbstverst

andlich es erscheinen mag, da man in Lisp zirkul

are Datenstrukturen ver-
wendet, um so

argerlicher ist es, wenn konkrete Lisp-Systeme in Schwierigkeiten kommen,
falls eine Liste oder ein Vektor sich selbst als Element enth

alt. Zum Beispiel:
(setf l (list 1 2 3))
(setf (car l) l)
Meistens tritt das Problem dann auf, wenn ihre externe Repr

asentation ausgegeben wird.
Oder aber wenn sie als konstante bzw. statische Objekte als Ergebnis der Kompilation in
eine Datei geschrieben werden m

ussen.
5.2.4 Funktionen h

oherer Ordnung
Unter Funktionen h

oherer Ordnung werden solche Funktionen verstanden, die auf andere
Funktionen als Argumente angewandt werden k

onnen. Anders betrachtet, verwendet man
einen entgegengesetzt klingenden Begri f

ur denselben Sachverhalt: Man sprich von Funk-
tionen als Objekten erster Ordnung und meint damit, da Funktionen generell wie alle
anderen Werte, also z. B. Zahlen oder Zeichenketten, behandelt werden und somit auch
als aktuelle Parameter durchgereicht werden d

urfen, um schlielich explizit angewandt zu
werden. Diese Eigenschaft ist in Lisp eine Selbstverst

andlichkeit. Nat

urlich bringt sie eine
Dynamik mit sich, so da im Programm nicht

uberall mehr entscheidbar, welche Funktion
an einer Stelle tats

achlich zur Anwendung kommt.
Im Prinzip br

auchte man f

ur die Objektebene, wie sie in Kapitel 4 beschrieben wurde,
keine Funktionen h

oherer Ordnung. Vom Konzept her w

are die Objektebene auch auf
andere Programmiersprachen ohne Abstriche

ubertragbar. In Lisp spricht nat

urlich nichts
dagegen, Funktionen wie alle anderen Objekttypen in das Objektsystem einzubeziehen.
Die Metaobjektebene nutzt allerdings explizit Funktionen h

oherer Ordnung, um z. B.
Lese- und Schreiboperationen zu generieren und ihre Berechnung zu spezialisieren. Insofern
stellen Funktionen h

oherer Ordnung auch auf der Implementierungsebene eine notwendige
Voraussetzung dar.
5.2.5 Closures
Closures sind in Lisp Funktionen mit eigenem Zustand, weil sie bei ihrer Erzeugung,
die lexikalische Umgebung einschlieen. Da ihre Lebensdauer die Lebensdauer des sie
130 Kap. 5. Implementierungstechniken und Optimierungen
erzeugten Blocks

uberdauern kann, m

ussen auch die eingeschlossenen Bindungen weiter
bestehen bleiben. Sie sind an die Lebensdauer der sie einschlieenden Funktion gebunden.
In Lisp k

onnen auch mehrere Funktionen dieselben Bindungen einschlieen. Wird der
Wert einer Variablen aus einer Funktion heraus ver

andert, so sind auch die anderen davon
betroen. Folgendes Beispiel aus CommonLisp soll dies verdeutlichen:
(defun create-closures (index)
(list #'(lambda (vector) (svref vector index))
#'(lambda () (setf index 0))))
(setf my-closures (create-closures 1))
(funcall (first my-closures) (vector 1 2 3)) ==> 2
(funcall (second my-closures))
(funcall (first my-closures) (vector 1 2 3)) ==> 1
Das Konzept der Closures erm

oglicht es, dynamisch (also zur Ausf

uhrungszeit eines Pro-
gramms) sich unterschiedlich verhaltende Funktionen zu erzeugen ohne zur Laufzeit jeweils
neuen Quellcode generieren zu m

ussen, der dann erst

ubersetzt und hinzugebunden werden
m

ute. Mit anderen Worten stellen Closures einen gutartigen Weg dar, Code zur Laufzeit
zu erzeugen und auszuf

uhren, im Unterschied zu den Lisp-Funktionen eval und compile
(siehe unten). Da das Funktionsmuster der Closures bereits zur

Ubersetzungszeit bekannt
ist, mu zur Laufzeit nicht erneut

ubersetzt werden, sondern nur ein neues funktionales
Objekt mit eigener Identit

at, der aktuellen Umgebung und dem gleichen Codemuster er-
zeugt werden. Diese Eigenschaft kann man ausnutzen, um Lese- und Schreiboperationen
zu berechnen, die sich jeweils merken, auf welche Position in einem Vektor sie zugreifen
m

ussen. Anderenfalls m

ute zur Ausf

uhrungszeit einer Lese- bzw. Schreiboperation die
entsprechende Position erst bestimmt werden. Das h

atte signikante Ezienznachteile.
Anonyme Lambda-Ausdr

ucke, funargs und Closures sind im Lambda-Kalk

ul von Anfang
an gesehen worden
[
Weizenbaum, 1968
]
. Doch nur in Lisp haben sie auch eine sehr produk-
tive praktische Bedeutung bekommen. Vom theoretischen Standpunkt kann man sagen,
da eine Programmiersprache mit Closures bereits objektorientiert ist. Der Zustand einer
Umgebung wird funktional gekapselt, er ist von auen nicht einsehbar. Das funktionale
Objekt reagiert, wenn man es aufruft in Abh

angigkeit von den aktuellen Argumenten und
vom Zustand der eingeschlossenen Umgebung. Nennt man das Aufrufen eines Closures ein
Sendeereignis und die Argumente die Botschaft, so ist das Kommunikationsmodell perfekt.
Die M

oglichkeit, alle Objekte des Objektsystems als Closures zu implementieren wird im
Abschnitt 5.4 diskutiert.
5.2.6 Interpretierer und Inkrementeller Compiler oder eval und compile
Nach weitverbreiteter Meinung ist es notwendig, einen Interpretierer oder einen (inkre-
mentellen) Compiler zu Laufzeit einzusetzen, um reektive Objektsysteme mit einem Me-
taobjektprotokoll zu realisieren. Dieses Vorurteil wird hier widerlegt. Nat

urlich kann es
Vorteile haben, Quellcode explizit interpretieren bzw. kompilieren zu k

onnen. Setzt man
diese Mittel gezielt ein, k

onnen sie einem eine Menge Arbeit ersparen.
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Die Kunst besteht aber eher darin, zu erkennen, wann die Funktionen eval und compile
fehl am Platz sind. Denkt man z. B. an hochoptimierte schl

usselfertige Applikationen, so
sollten sie m

oglichst ohne eval und ohne compile auskommen. Der Interpretierer sollte
nur dann zum Einsatz kommen, wenn tats

achlich die Notwendigkeit besteht, zur Laufzeit
neuen Quellcode zu verarbeiten bzw. auszuf

uhren. Der inkrementelle Compiler sollte nur
dann zur Laufzeit verwendet werden, wenn er auch f

ur entsprechende Randbedingungen
konzipiert ist.
Leider kann der Aufruf der Funktion compile zur Laufzeit zu unvorhersehbaren Perfor-
manzproblemen f

uhren, wenn z. B. die Prozessgr

oe pl

otzlich drastisch ansteigt und auch
nach dem Abschlu des Compiler-Aufrufs nicht mehr kleiner wird. Nat

urlich sind dies
in gewissem Sinne nur technische M

angel konkreter Lisp-Systeme, die nicht grundlegend
gegen ihre Konzepte sprechen. Aus praktischer Sicht m

ussen in dieser Arbeit aber auch
solche Probleme ber

ucksichtigt werden.
Ein weiterer Grund, auf eval und compile zu verzichten, liegt darin, da das Objektsystem
selbst und auch seine Anwendungen komplettkompilierbar sein sollen. Die zur Verf

ugung
stehenden Komplett-CompilerCLiCC undEu2C unterst

utzen aber weder eval noch com-
pile
[
Bretthauer et al., 1994
]
. Geht man von der in CommonLisp spezizierte Semantik
dieser Funktionen aus, so sprechen prinzipielle Gr

unde gegen ihre Unterst

utzung durch
Komplett-Compiler. Die Probleme liegen hier in der potentiell destruktiven Wirkung
 der Interpretation unbekannten (zur

Ubersetzungszeit) Quellcodes zum einen sowie
 der Generierung kompilierten Codes und seiner Ausf

uhrung zum anderen.
Es ist jedoch auch klar, da z. B. die von CLiCC unterst

utzte Teilsprache CommonLisp0
ausdrucksstark genug ist, eine abgeschw

achte Variante von eval zu implementieren - eine,
die die Annahmen des Komplett-Compilers nicht umgehen und in der Laufzeitumgebung
nichts zerst

oren kann. Entsprechendes gilt auch f

ur eine semantisch unbedenkliche Variante
der inkrementellen Kompilation zur Ausf

uhrungszeit. Will man also das Kind nicht mit
dem Bade aussch

utten, so kann man den Funktionen eval und compile eine Semantik
geben, die mit der Komplett-Kompilation vertr

aglich ist. Nat

urlich sind es dann nicht
mehr die Funktionen aus CommonLisp.
5.3 Systemarchitektur und Bootstrapping
Bei der Diskussion objektorientierter Konzepte wurde zwischen der Objekt- und der Meta-
objektebene unterschieden. W

urde man zun

achst nur die Sprachkonstrukte der Objekt-
ebene implementieren wollen, so k

onnte man diejenigen Konstrukte mit speziellen Aus-
wertungsvorgaben als Makros realisieren und alle anderen als regul

are Funktionen. Die
Gesamtheit dieser Makros und Funktionen kann man dann als einen partiellen Interpre-
tierer objektorientierter Sprachmittel ansehen. Partiell deswegen, weil der gr

ote Teil der
Aufgaben vom zugrundeliegenden Lisp-System erledigt wird
[
Christaller, 1987, S. 40
]
. Der
Begri Interpretierer sollte hier aber nicht zu dem Miverst

andnis f

uhren, es m

usse sich um
Direktinterpretation objektorientierten Quellcodes handeln. In der Regel steht mit dem
Lisp-System auch ein Compiler zur Verf

ugung. Es kommt nun bei der Implementierung
des Objektsystems darauf an, vom Lisp-Compiler maximal zu protieren.
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Das Prinzip der Einbettungstechnik stellt sicher, da objektorientierte Programme Lisp-
Programme im herk

omlichen Sinn sind und deshalb vom Lisp-Compiler

ubersetzbar sind.
Das Ergebnis der Lisp-Kompilation kann im Idealfall so ezient sein, wie es auch eine
nur lokal optimierende direkte Kompilation objektorientierter Sprachkonstrukte in Ma-
schinencode nicht besser leistet. Der wesentliche Vorteil der Quellcode-Kompilation ist die
M

oglichkeit, globale Optimierungen vorzunehmen. Und es ist praktisch immer noch so, da
spezielle handcodierte Optimierungen des Laufzeitsystems auf der Maschinencode-Ebene
(dies kann auch C sein) im Hinblick auf konkrete objektorientierte Konstrukte, wie z. B.
generische Funktionen, zu h

oherer Ezienz f

uhren.
Die Implementierung der Metaobjektebene ist komplizierter, weil sie inherent reektiv
ist. Soll auch die Implementierung diese Tatsache wiederspiegeln, steht man vor dem
Henne/Ei-Problem. Was setzt man an den Anfang? Und wie schliet man den Zirkel? Die
L

osungen des Problems werden schrittweise in den n

achsten Kapiteln entwickelt, indem
immer mehr Aspekte der Objektebene der Reektion auf der Metaobjektebene unterstellt
werden. Im Prinzip ist aber die Vorgehensweise in allen drei Systemen die gleiche. Sie
besteht aus f

unf Schritten:
1. Man deniert eine Schnittstelle elementarer Operationen zur Erzeugung von Objek-
ten, einschlielich der primitiven Lese- und Schreiboperationen.
2. Man deniert vorl

auge syntaktische und funktionale Konstrukte, um den minimalen
Objektsystemkern, quasi in einem Sch

opfungsakt, kreieren zu k

onnen.
3. In einer Bootstrap-Phase kreiert man manuell den minimalen Systemkern, beste-
hend aus den Kernklassen und einigen wenigen generischen Operationen sowie den
erforderlichen Lese- und Schreiboperationen.
4. Anschlieend k

onnen die endg

ultigen syntaktischen Sprachmittel als Makros imple-
mentiert werden, indem sie auf die Funktionalit

at des minimalen Kerns abgebildet
werden.
5. Zum Schlu k

onnen die bisher oenen Metaobjektprotokoll-Teile objektorientiert
implementiert werden, d. h. unter Nutzung des Objektsystems selbst.
5.4 Repr

asentation von Objekten
Wie wir in Kapitel 4 gesehen haben, werden im Objektsystemkern im wesentlichen f

unf
Arten von Objekten unterschieden: Klassen, Felder, generische Operationen, Methoden
und terminale Instanzen benutzerdenierter Klassen. Da ich mich f

ur das Einbettungsmo-
dell als Implementierungstechnik entschieden habe, brauche ich mich zun

achst nur um die
neu hinzukommenden Objekttypen zu k

ummern. Die meisten in Lisp schon vorhandenen
Typen k

onnen vorausgesetzt und benutzt werden, insbesondere Listen, Vektoren, Funk-
tionen, Symbole, Hashtabellen etc. Sie m

ussen nur in das Objektsystem derart integriert
werden, da sie wie benutzerdenierte Klassen des Objektsystems benutzt werden k

onnen.
Die neuen Objekte sollen m

oglichst uniform repr

asentiert werden. Dabei stellen sie eigene
spezische Anforderungen an die Repr

asentation. Zum einen sollten alle m

oglichst wenig
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Speicherplatz beanspruchen, zum anderen m

ussen die auf den Objekten h

aug ausgef

uhr-
ten Operationen m

oglichst schnell sein. Der generelle Ansatz, um den Speicherbedarf zu
minimieren, besteht darin, alles, was Objekte einer Klasse gemeinsam haben im Klassen-
objekt zu halten. In den Instanzen einer Klasse sollten nur die wirklich instanzspezischen
Daten stehen. Daraus ergibt sich die H

augkeit der Zugrie vom Objekt zu seiner Klasse,
der besonders optimiert werden mu.
Generell kann man zwei Arten der Objektrepr

asentation unterscheiden. Bei der funktiona-
len Objektrepr

asentation werden alle Objekte als Funktionen mit Zustand, also im Prinzip
als Closures, implementiert
1
. Diese L

osung liegt vor allem dann nahe, wenn man vom Kom-
munikationsmodell ausgeht. Jedes einzelne Objekt wird als selbst

andig agierende Einheit
gesehen, enth

alt also auch ein eigenes Programmst

uck, das es steuert. Geht man jedoch
vom Konzept abstrakter Datentypen aus, so sind es nur die generischen Operationen und
Methoden die als funktionale Objekte fungieren. Alle anderen Objekte, wie Klassen, Fel-
der und terminalte Instanzen, k

onnen als passive statische Objekte, also z. B. Vektoren,
repr

asentiert werden.
Ohne es jedesmal explizit zu erw

ahnen, verwende ich im folgenden CommonLisp. Exem-
plarisch wird auf abweichende L

osungen in Scheme bzw. EuLisp hingewiesen.
5.4.1 Statische Objektrepr

asentation
Wie bereits oben erw

ahnt, brauchen Objekte eine H

ulle, die von auen erkennen l

at, da
es sich um ein deniertes Objekt der Erweiterungssprache und nicht um einen primitiven
Wert, wie eine Zeichenkette oder eine Zahl, handelt. Gleichzeitig soll die H

ulle verhindern,
da die innere Struktur eines Objekts von auen unkontrolliert eingesehen werden kann.
CommonLisp bietet hierf

ur die M

oglichkeit einen Strukturtyp (vergleichbar einem Record
in anderen Sprachen) zu denieren:
(defstruct object
;; innere Struktur
)
Bereits auf der Konzeptebene haben wir festgelegt, da alle Instanzen einer Klasse die glei-
chen Felder besitzen und da auf ihnen dieselben Operationen ausf

uhrbar sein sollen. In
der inneren Struktur eines jeden Objekts m

ussen daher der Verweis auf die eigene Klasse
sowie die eigenen Feldwerte untergebracht werden. Die Feldnamen und alle Feldannotatio-
nen k

onnen in der Klasse abgelegt werden. Nat

urlich gibt es in Lisp viele M

oglichkeiten
die Feldwerte zu repr

asentieren, sie k

onnten
 in einer Liste mit den Feldwerten als Elemente der Liste,
 in einer Assoziationsliste als Name-Wert-Paare,
 in einer Eigenschaftsliste mit alternierenden Namen und Werten,
 in einer Hashtabelle mit dem Feldnamen als Schl

ussel oder
1
Im Prinzip deswegen, weil es einen Trick gibt, Datenstrukturen quasi als Konstanten in eine Funktion
einzuschlieen, ohne da die Funktion zum Closure wird
[
Christaller, 1988
]
.
134 Kap. 5. Implementierungstechniken und Optimierungen
 in einem Array bzw. einfachen Vektor
2
stehen.
Entsprechend der Datenstruktur ergeben sich unterschiedliche Zugrisprimitive. Unter
den genannten Randbedingungen bieten Vektoren oensichtlich die ezienteste L

osung,
sowohl vom Speicherbedarf als auch von der Zugrisgeschwindigkeit. Dies haben auch sy-
stematische Messungen ergeben. W

urde man f

ur jede Klasse einen eigenen Strukturtyp
denieren, so k

onnte man auch die Felder der Klasse auf die sogenannten Slots des Struk-
turtyps abbilden. Dies h

atte allerding zur Folge, da man anonyme Klassen nur unter
Anwengung von eval erzeugen kann, was unbedingt vermieden werden sollte. Und selbst
wenn in Kapitel 4 auf der Objektebene keine anonymen Klassen vorgesehen wurden, sollte
diese M

oglichkeit in der Implementierung nicht ohne Grund verbaut werden.
Vektor
Struktur
<class>
<field-0-value> <field-n-value>
...
Abbildung 5.6: Statische Objektrepr

asentation
Man kann die Objektrepr

asentation nun graphisch, wie in Abbildung 5.6, darstellen oder
mit folgender Lisp-Denition pr

azisieren:
(defstruct object
class ; die eigene Klasse
fields) ; Vektor mit den eigenen Feldwerten
Mit dieser Denition stehen einem automatisch ein Konstruktor, ein Typzugeh

origkeits-
Pr

adikat sowie Lese- und Schreiboperationen zur Verf

ugung:
(setf test-object (make-object :class 'dummy :fields (vector 1 2 3)))
(object-p test-object) ==> T
(object-class test-object) ==> dummy
(object-fields test-object) ==> #(1 2 3)
(setf (object-class test-object) ...)
(object-class test-object) ==> #S(object ...)
Lese- und Schreiboperationen
Um nun auf die Feldwerte zuzugreifen, mu man die Position eines Felds bestimmen. Mit
der Initialisierung einer Klasse stehen alle Feldpositionen fest, so da bei Generierung einer
Lese- und einer Schreiboperation f

ur jedes Feld ein ebenso schneller Zugri gesichert ist,
wie der Zugri auf ein Vektorelement. Folgende Funktionen k

onnten benutzt werden, um
f

ur einen gegebenen Index die primitive Lese- bzw. Schreibfunktion zu erzeugen:
2
In CommonLisp werden eindimensionale, nicht-verl

angerbare Arrays Vektoren genannt; nicht zu ver-
wechseln mit Vektoren in Java, die den Listen in Lisp entsprechen.
5.4 Repr

asentation von Objekten 135
(defun make-primitive-reader (index)
#'(lambda (object)
(svref (object-fields object) index)))
(defun make-primitive-writer (index)
#'(lambda (object new-value)
(setf (svref (object-fields object) index) new-value))
Hier erm

oglichen Closures eine elegante Realisierung der Zugrisprimitive. Nat

urlich kann
man auch einfache Funktionen, z. B. f

ur die ersten 20 Feldpositionen, statisch denieren
und f

ur eine gegebene Position

uberall dasselbe Funktionsobjekt verwenden. Letztere Va-
riante verbessert die Ezienz bzgl. Laufzeit und Speicher noch weiter. Bei entsprechenden
Compiler-Optimierungen, inkl. Inline-Kompilation, k

onnen diese Lese- und Schreibprimi-
tive auf eine einzige Maschineninstruktion reduziert werden.
Leider k

onnen solche primitive Funktionen im allgemeinen nicht direkt als Zugrisopera-
tionen der Objektebene verwendet werden. Das Hauptproblem stellt hierbei die multiple
Vererbung dar. Erbt eine Klasse Felder von zwei Superklassen, so k

onnen zwangsl

aug in
der neuen Klasse nicht alle Feldpositionen aus den Superklassen

ubernommen werden. Die
Lese- und Schreiboperationen der Superklassen sollen aber wie alle anderen Operationen
auch auf Instanzen aller Subklassen ausf

uhrbar sein. Man wird also sorgf

altig darauf ach-
ten m

ussen, ob eine Klasse nur als einzige oder als eine von mehreren Klassen spezialisiert
werden kann. Im letzteren Fall, bietet es sich an, generische Lese- und Schreiboperationen
zu verwenden, so da f

ur die jeweilige Klasse eine entsprechende Methode ausgef

uhrt wird.
In der jeweiligen Methode wird dann die oben beschriebene primitive Zugrisfunktion aus-
gef

uhrt.
Sollen die Lese- und Schreiboperationen typsicher sein, so m

ussen sie ggf. einen Typcheck
durchf

uhren. Verwendet man generische Operationen, so wird dies automatisch miterle-
digt. Anderenfalls mu der Typcheck der primitiven Zugrisfunktion hinzugef

ugt werden.
Da der Typcheck ggf. auch einen Subtypcheck erfordert, kann dies im allgemeinen (un-
ter Annahme der multiplen Vererbung) vier Maschineninstruktionen kosten
[
Vitek et al.,
1997
]
. Vergleicht man diesen Aufwand mit nur einer Maschineninstruktion f

ur den eigent-
lichen Zugri, so wird deutlich, wie wichtig statische Analyse, Typinferenz und Typcheck-
Elimination sind (siehe Abschnitt 5.5.1).
Vorkehrungen f

ur das Redenieren
Will man von vornherein das Redenieren von Klassen und die automatische Anpassung
ihrer Instanzen vorsehen, so w

urde man aus einem Objekt nicht direkt auf die Klasse
verweisen, sondern auf eine H

ulle, die die Klasse enth

alt:
(defstruct &object
wrapper ; die Hulle mit der eigenen Klasse
fields) ; Vektor mit den eigenen Feldwerten
Es k

onnte auch eine Zahl als Index f

ur eine globale Tabelle sein, was aber dazu f

uhren
w

urde, da auch anonyme Klassen von der automatischen Speicherverwaltung nicht mehr
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freigegeben werden k

onnten (sie w

aren nicht mehr garbage collectable), weil sie in einer
Tabelle eingetragen sind.
5.4.2 Funktionale Objektrepr

asentation
Die funktionale Objektrepr

asentation umh

ullt den inneren Zustand eines Objekts mit
einer Funktion. Dadurch ist es auch von auen nicht einsehbar. Das einzige, was man
mit einer Funktion machen kann, ist, sie auszuf

uhren. Nun stellt sich die Frage, welches
Funktionsmuster jedes Objekt bekommen soll bzw. welche Aufgabe die Funktion

uber die
Einh

ullung des Objekts hinaus haben soll? Eine plausible Antwort ergibt sich im Kontext
eines einstugen Objektsystems ohne Klassen. Dabei ist jedes einzelne Objekt autonom, es
hat seine eigenen Felder und Methoden. Wird es mit einem Nachrichtenschl

usselwort und
ggf. weiteren Argumenten aufgerufen, so w

ahlt es gem

a dem Schl

usselwort die passende
Methode und f

uhrt sie, ggf. auf den durchgereichten Argumenten, aus. Folgendes Beispiel
zeigt so ein handcodiertes Objekt:
(setf cons-cell
(let ((left 1) ; Initialisierung der Felder
(right 2))
(let ((car #'(lambda () left)) ; Initialisierung der Methoden
(cdr #'(lambda () right)))
;; die funktionale Hulle
#'(lambda (selector &rest args)
;; message handler
(case selector
((:car) (funcall car))
((:cdr) (funcall cdr))
(t (error "No applicable method.")))))))
(funcall cons-cell :car) ; ==> 1
(funcall cons-cell :cdr) ; ==> 2
Dabei wird deutlich, unter welchen Voraussetzungen Closures, wie sie in CommonLisp
oder Scheme zur Verf

ugung stehen, die angemessene Implementierung f

ur Objekte darstel-
len. Alle Methoden m

ussen zum Zeitpunkt der Erzeugung textuell eingeschlossen werden.
Anderenfalls k

onnen die Felder bzw. Objektvariablen nicht wie sonstige lokale Variablen
verstanden und benutzt werden. Nachtr

aglich k

onnen auf diese Weise keine neuen Metho-
den hinzukommen. Es wird auch klar, da man auf diese Weise keine neuartigen Objekte
zur Laufzeit erzeugen kann, ohne eval oder compile aufzurufen. Diese Einschr

ankung
w

urde in zweistugen Objektsystemen der Restriktion entsprechen, da alle Klassen sta-
tisch deniert werden m

ussen.
Um diese Nachteile zu vermeiden, mu man nun das Herzst

uck der Closure-L

osung aufge-
ben, da der Zustand von Objekten als lexikalische Umgebung einer Funktion repr

asen-
tiert wird und Instanz- bzw. Objektvariablen in Methoden wie regul

are Variablen in Lisp-
Funktionen verwendet werden. Stattdessen wird man die Instanzvariablen bzw. Felder

ahnlich repr

asentieren wie bei der statischen Objektrepr

asentation und die Methoden in
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einem zweistugen Objektsystem ebenfalls mit der Klasse assoziieren. Dann ergibt sich im
Prinzip folgendes Muster:
(setf test-object
(let ((class 'dummy) ; Initialisierung der Klasse
(fields (vector 1 2))) ; Initialisierung der Felder
;; die funktionale Hulle
#'(lambda (selector &rest args)
;; rufe klassenspezifisch die passende Methode auf
)))
Um in Methoden auf die Feldwerte zuzugreifen, mu ihnen schlielich der Vektor mit den
Feldwerten zug

anglich gemacht werden, so da man an der Stelle auch nichts gewinnt.
Zusammenfassend ziehe ich die Schlufolgerung, da f

ur zweistuge Objektsysteme die
statische Objektrepr

asentation angemessener ist. Dabei blieb die Frage nach der Repr

asen-
tation von generischen Operationen noch unber

ucksichtigt. Diese werden nun im n

achsten
Abschnitt behandelt.
5.5 Realisierung generischer Operationen
Bei der Realisierung generischer Operationen stellt sich nat

urlich auch die Frage nach ihrer
Repr

asentation als Lisp-Objekt. Wie schon oben erw

ahnt, gibt es weder in CommonLisp
noch in Scheme die M

oglichkeit, auf portable Weise neue Funktionstypen zu denieren.
Dennoch besteht die Anforderung, da generische Operationen wie alle anderen Funktio-
nen in Lisp bzw. Prozeduren in Scheme aufrufbar sein sollen. Sie haben jedoch auch einen
Zustand, der sich z. B. durch das Hinzuf

ugen neuer Methoden

andern kann. Da generische
Operationen Objekte erster Ordnung sein sollen, mu jede auch Instanz einer Klasse sein.
Man mu also mindestens den Verweis auf die Klasse, die Parameterliste bzw. den Bereich
der Operation sowie die assoziierten Methoden repr

asentieren.
Der Vorteil der Integration des Konzepts des Nachrichtenversendens und der Funktionsap-
plikation oder noch allgemeiner gesehen des objektorientierten und des funktionalen Pro-
grammierstils besteht vor allem darin, da es an einer verwendenden Stelle im Programm
irrelevant ist, ob eine Operation generisch, d. h. objektorientiert, oder nicht-generisch, d.
h. herk

omlich funktional, ist:
(defun f (x) ...)
(defgeneric g (x) ...)
(f (g 42))
Unterschieden werden mu nur dort, wo es darum geht, das Verhalten einer Operation zu
spezialisieren, was eben nur f

ur generische Operationen m

oglich ist. Ohne diese Integration
mit der funktionalen Notation k

onnten generische Operationen genau so repr

asentiert wer-
den, wie alle anderen Objekte des Objektsystems. Die ausf

uhrbare Lisp-Funktion ist dann
einfach ein Bestandteil des zusammengesetzten Objekts. Man m

ute sie etwas umst

and-
licher aufrufen, n

amlich

uber ein spezielles Konstrukt, wie funcall-generic-function
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bzw. apply-generic-function, was bis zu einem gewissen Grad wieder dem send Kon-
strukt aus Flavors entspricht. Diese L

osung wird im ersten Experiment verfolgt, das auf
Message-Passing beruht. Dabei werden generische Operationen nicht explizit eingef

uhrt.
Sie manifestieren sich implizit bzgl. eines Methoden-Namen entlang den Vererbungsbezie-
hungen (siehe n

achstes Kapitel).
Funktionen k

onnen in Lisp global oder lokal, benannt oder anonym sein. W

unschenswert
ist es, auch f

ur generische Operationen keine dieser M

oglichkeiten zu verbauen.
(defun f (x) ...) ; globale, benannte Funktion
(let ((fn #'(lambda (x) ...))) ; lokale, anonyme Funktion
...)
F

ur die Objektebene des Objektsystems stellt die Beschr

ankung auf globale, benannte ge-
nerische Operationen keine signikante Einschr

ankung dar. Programme, die nur Sprach-
konstrukte der Objekteben nutzen, sollen ja gerade statisch analysierbar sein. F

ur die
Metaobjektebene, wie sie in Kapitel 4 beschrieben wurde, braucht man die M

oglichkeit,
generische Funktionen lokal und anonym zu erzeugen, um die Lese- und Schreiboperationen
zu berechnen. Letztlich h

angen Klassen und generische Operationen so miteinander zu-
sammen, da man anonyme generische Operationen ben

otigt, wenn man anonyme Klassen
zulassen will. Beschr

ankt man sich darauf, alle Klassen statisch zu denieren, so k

onnte das
Metaobjektprotokoll so gestaltet werden, da eine statische Denition generischer Opera-
tionen auch akzeptabel w

are. Dadurch liee sich die Implementierung des Objektsystems
vereinfachen, insbesondere die Repr

asentation generischer Operationen, womit der Faden
dieses Abschnitts wieder aufgegrien werden kann.
Wieder stellt sich die Frage, ob nicht Closures das passende Implementierungsmittel w

aren.
Das Problem dabei ist, da die eingeschlossene Umgebung von auen nicht zug

anglich
ist, jedenfalls nicht mit portablen Sprachmitteln. Nun k

onnte man den Trick anwenden,
da eine generische Funktion, implementiert als Closure, auf zwei verschiedene Weisen
aufgerufen werden kann. Zum einen in ihrem eigentlichen Sinne auf solche Argumente,
f

ur die es auch entsprechende Methoden gibt. Und zum anderen ohne Argumente, um die
Zustandsrepr

asentation zu erhalten.
(defun make-funcallable-object (state)
#'(lambda (&rest args)
(if (null args)
;; liefere die innere Zustandsreprasentation
state
;; fuhre den generische Dispatch durch und
;; rufe die passende Methode auf
...)))
(setf f (make-funcallable-object (vector 1 2 3)))
(funcall f) ==> #(1 2 3)
(funcall f 88 99) ==> ein argumentspezifisches Ergebnis
Nachteil dieser L

osung ist der einhergehende Ezienzverlust f

ur den regul

aren Aufruf
generischer Funktionen. Ebenso nachteilig ist es, einen sogenannten Rest-Parameter ver-
wenden zu m

ussen. Der Aufruf solcher Funktionen ist in der Regel langsamer als nur mit
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geforderten Parametern. Dar

uberhinaus f

uhren Rest-Parameter in den meisten F

allen da-
zu, da bei jedem Aufruf mit Rest-Argumenten tempor

are Listen alloziert werden und die
automatische Speicherverwaltung dadurch zus

atzlich belastet wird.
Will man eine portable L

osung, so bleibt schlielich nichts anderes

ubrig, als eine globale
Tabelle f

ur alle generischen Operationen anzulegen, in der dem ausf

uhrbaren Teil einer
generischen Operation die Zustandsdaten zugeordnet werden.
(let ((generic-function-table (make-hash-tabel ...)))
(defun find-generic-function (fn)
(gethash fn generic-function-table))
(defun add-generic-function (fn state)
(setf (gethash fn generic-function-table) state)))
Man beachte, da dabei keine globale Variable angelegt wird, die Tabelle bleibt hinter
den Funktionen find-generic-function und add-generic-function, die in Wirklich-
keit Closures sind, verborgen. Nachteil dabei ist, da generische Funktionen nicht mehr
von der automatischen Speicherverwaltung erfat werden k

onnen. Tempor

are anonyme ge-
nerische Operationen verbleiben daher in der Tabelle bis zur Beendigung des Programms.
Sie k

onnen nicht vorher freigegeben werden. Dies k

onnte nur vermieden werden, falls es
sogenannte week pointer in der Tabelle g

abe, die nur solange bestehen, wie es noch einen
weiteren Verweis auf eine generische Operation gibt. Diese M

oglichkeit steht aber weder
in CommonLisp noch in Scheme zur Verf

ugung. Unter der Annahme, da in typischen
objektorientierten Programmen eher wenige tempor

are generische Operationen erzeugt
werden, hat die Portabilit

at an dieser Stelle Vorrang vor der Optimierung des Speicherbe-
darfs.
5.5.1 Generischer Dispatch
Bei der Implementierung des generischen Dispatchs mu zun

achst gekl

art werden, unter
welchen Randbedingungen er durchzuf

uhren ist. Auf der Objektebene sind alle Klassen,
generische Funktionen und Methoden eines Moduls, einschlielich der importierten Mo-
dule, zur

Ubersetzungszeit bekannt. Der Applikations-Compiler kann also unter der An-
nahme, da keine weiteren Subklassen sowie Methoden hinzukommen, diverse Analysen,
insbesondere Typinferenz, durchf

uhren und die meisten Aufrufe generischer Funktionen so
optimieren, da nur noch wenige und einfachere Fallunterscheidungen

ubrigbleiben. Mit
anderen Worten, der Laufzeitdispatch kann an vielen Stellen ganz eliminiert und an den

ubriggebliebenen Stellen optimiert werden. Der Modul-Compiler kann die obige Abschlu-
Annahme nur f

ur nicht exportierte Klassen und generische Operationen treen. Exportier-
te Klassen und generische Operationen k

onnen in importierenden Modulen spezialisiert
werden, so da bestimmte Optimierungen zur

Ubersetzungszeit nicht zul

asig sind, oder
aber sie m

uten im tats

achlichen Spezialisierungsfall wieder r

uckg

angig gemacht werden.
Grundlage der Optimierungen beider Compiler sind globale Analysen.
Bei der Einbettungstechnik ist das Sichtfenster f

ur potentielle Analysen auf das einzelne
Sprachkonstrukt beschr

ankt. D

urfen Methodendenitionen f

ur eine generische Operation
textuell verteilt sein, so mu die Optimierung des generischen Dispatchs inkrementell er-
folgen. Auch die Implementierung der Objektebene erfordert somit ein Konzept wie f

ur
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die Metaobjektebene bzw. f

ur voll dynamische objektorientierte Programmiersprachen,
wo neue Klassen, generische Operationen und Methoden auch zur Laufzeit kreiert wer-
den k

onnen. Daher mu auch der generische Dispatch in so einem Kontext dynamisch
zur Laufzeit erfolgen. Hierf

ur liegen bereits verschiedene Optimierungskonzepte vor
[
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auf die ich aber hier nicht weiter eingehen werde. Stattdessen
stelle ich zwei ganz einfache L

osungen vor, die leicht zu implementieren sind und dennoch
konkurrenzf

ahige Resultate erzielen, wie wir sp

ater sehen werden. Das Ziel dieser Arbeit
besteht ja nicht darin, die dynamischen Optimierungen zu verbessern, sondern durch das
entsprechende Sprachdesign grunds

atzlich

uberlegenere statische Analyse- und Optimie-
rungstechniken des traditionellen Compilerbaus zu erm

oglichen. Gleichzeitig sollen die
Konzepte auf einfache Weise mit der Einbettungstechnik ezient genug implementierbar
sein.
Einfacher Methoden-Dispatch beim Message-Passing
Wie in Kapitel 3 schon ausgef

uhrt wurde, kann das send-Konstrukt aus Objektsystemen
mit Message-Passing direkt auf generische Operationen, die

uber einen Parameter diskri-
minieren, abgebildet werden. Die naheliegenden Implementierungsans

atze unterscheiden
sich aber deutlich. Bei zweistugen Objektsystemen mit Message-Passing ist jede Me-
thode genau einer Klasse zugeordnet. Auf Grund der Vererbung ist eine Methode nicht
nur auf direkte Instanzen einer Klasse anwendbar, sondern auch auf die aller Subklassen.
Gibt es entlang den Vererbungsbeziehungen mehrere denierte Methoden, so k

onnen bei
einem konkreten Sendeereignis ggf. mehrere Methoden in einer bestimmten Reihenfolge
zur Anwendung kommen. L

at man kompliziertere Methodenkombinationsarten erst ein-
mal auer Acht und beschr

ankt sich auf die M

oglichkeit, aus spezielleren Methoden, die
n

achstallgemeinere aufzurufen (mittels callNextMethod), so liegt folgende Implementie-
rung von send nahe:
(defun send (object selector &rest args)
;; usage: (SEND <object> <selector> <arg_{1}> ... <arg_{n}>)
(let ((applicable-methods
(find-applicable-methods (class-of object) selector)))
(if (null applicable-methods)
(error t
"No applicable method: ~S in class: ~S."
selector
(class-of object))
(apply-method (first applicable-methods)
applicable-methods
object
args))))
Der Methoden-Dispatch besteht also aus zwei Schritten:
1. der Suche nach den anwendbaren Methoden und
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2. der Anwendung der speziellsten anwendbaren Methode falls vorhanden, und einer
Fehlermeldung anderenfalls.
Um die anwendbaren Methoden bei gegebenem Selektor (Methoden-Namen) f

ur eine gege-
bene Klasse m

oglichst schnell zu nden, kann man jeder Klasse eine Hashtabelle zuordnen
mit Methodennamen als Schl

ussel und den sortierten Listen aller anwendbaren Methoden
als Eintrag. Dann mu die Suche nach allen anwendbaren Methoden in der Vererbungs-
hierarchie jeweils nur einmal durchgef

uhrt werden und das Ergebnis in der Hashtabelle
eingetragen werden. Dies ist das

ubliche Caching. find-applicable-methods k

onnte wie
folgt deniert werden:
(defun find-applicable-methods (class selector)
(let ((cached-methods (fast-lookup (class-methods class) selector)))
(if (null cached-methods)
;; slow case first time, must traverse class hierarchy
(let ((new-entry (collect-applicable-methods class selector)))
(unless (null new-entry)
(add-to-cache (class-methods class) new-entry))
new-entry)
;; fast (usual) case, just a hash table lookup
cached-methods)))
Um den langsamen Fall zur Laufzeit ganz zu vermeiden, k

onnte man das Caching nach
dem Laden eines Programms auch explizit entweder f

ur alle Klassen oder selektiv, z. B.
nur f

ur die instanziierbaren Klassen, anstoen.
Die Methodentabelle kann man gleichzeitig auch f

ur die denierten Methoden einer Klasse
verwenden. Der Eintrag ist dann ein zusammengesetztes Objekt bestehend aus den direkt
denierten Methoden und den Listen aller anwendbaren Methoden. Auf diese Weise wird
sowohl f

ur eine angemessene Anzahl von Hashtabellen als auch f

ur angemessene Gr

oen der
Methodentabellen gesorgt. Als Faustregel kann man von durchschnittlich zehn Methoden
pro Klasse ausgehen, so da eine anf

angliche Hashtabellengr

oe von sechzehn potentiel-
len Eintr

agen selten

uberschritten wird, aber auch nicht zu viel unn

otiger Speicherplatz
verbraucht wird.
Dispatch-Cache mit Assoziationslisten
W

urde man nun das Konstrukt send auf generische Operationen abbilden, so w

are der
eben skizzierte Implementierungsweg weniger angemessen. Man kann von durchschnitt-
lich 1,5 Methoden pro generische Operation und etwa drei instanziierten Klassen, auf die
eine generische Operation anwendbar ist, ausgehen. Daher w

urde eine Hashtabelle pro
generische Operation mit der Klasse als Schl

ussel viel zu viel unn

otigen Speicher kosten.
Ist die Implementierungstechnik aus Objektsystemen mit Message-Passing schon f

ur ge-
nerische Operationen mit einfachem Dispatch nicht nutzbar, so mu f

ur den mehrfachen
Dispatch erst recht eine andere L

osung gefunden werden. Die grundlegende Technik ist
wieder Caching. Wird eine generische Operation aufgerufen, so sucht man f

ur gegebene
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Argumente zun

achst im Cache-Speicher nach den bereits sortierten anwendbaren Metho-
den. Falls man da keinen Eintrag ndet, pr

uft man jede der assoziierten Methoden, ob sie
anwendbar ist oder nicht. Falls mehrere anwendbar sind, m

ussen sie nach ihrer Spezizit

at
sortiert werden. Methoden werden hier jeweils mit der generischen Operation assoziiert,
nicht mit einer Klasse. Wie sollte man auch bei mehreren Dispatch-Parametern eine Klasse
zur Besitzerin der Methode erkl

aren? Da eine generische Operation im Schnitt nur eine
bis zwei Methoden hat, macht es keinen Sinn, daf

ur eine Hashtabelle anzulegen. Eine ein-
fache Liste ist ezienter. Geht man von h

ochstens f

unf Eintr

agen im Cache aus, so w

are
auch hier eine Hashtabelle

uberdimensioniert. Stattdessen kann man eine Assoziationsli-
ste verwenden, wobei die Klasse als Schl

ussel fungiert. Wird nur

uber einen Parameter
diskriminiert, ist die Assoziationsliste ach, bei Mehrfach-Dispatch ist sie geschachtelt:
((C1 . (m1 m0 ...)) ; Einfach-Dispatch
(C2 . (m2 m1 m0 ...))
...)
((C1 . ((C2 . (m1 m0 ...)) ; Zweifach-Dispatch
(C3 . (m0 ...))
...))
(C2 . ((C1 . (m2 m1 m0 ...))))
...)
Die Dispatch-Funktionen k

onnen entsprechend optimiert werden, je nachdem

uber welchen
Parameter diskriminiert wird. Die Berechnung des Diskriminators k

onnte z. B. f

ur eine
generische Operation mit zwei Parametern, wobei nur

uber den ersten diskriminiert wird,
folgendermaen aussehen:
(defun compute-dp1-p2-discriminator (methods)
(let ((cache (list '()))) ; allocate new cache as closed variable
;; return a closure as a new discriminator
#'(lambda (arg1 arg2)
(let ((cached-methods ; lookup for cached methods
(cdr (assoc (class-of arg1) cache :test #'eq))))
(if (null cached-methods)
;; bad case, slow lookup
(let ((applicable-methods
(slow-lookup methods (class-of arg1))))
(if (null applicable-methods)
(error t "No applicable methods ..." ...)
(progn
;; add new entry to cache
(setf (rest cache)
(cons (cons (class-of arg1) applicable-methods)
(rest cache)))
;; finally apply the first method
(funcall (first applicable-methods)
applicable-methods
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arg1
arg2))))
;; good case, already cached
(funcall (first cached-methods)
cached-methods
arg1
arg2))))))
Hier kann man sich auch eine Variante vorstellen, ohne Closures zu benutzen. Dann w

urde
man entweder die generische Operation als Parameter oder die Methoden-Liste und die
Cache-Assoziationsliste jeweils als Parameter der Diskriminator-Funktion durchreichen.
Inkrementelle Generierung von Dispatch-Funktionen
Steht ein ezienter inkrementeller Funktions-Compiler zur Verf

ugung, so kann man die
Assoziationsliste auch in Quellcode, z. B. mit folgendem Muster gieen:
(lambda (arg1 arg2)
(case (class-of arg1)
((C1) (case (class-of arg2)
((C2) (funcall m1 '(m1 m2 ...) arg1 arg2))
...))
...
(t (error "No applicable methods ..." ...))))
Anschlieend kann dieser Lambda-Ausdruck mittels der CommonLisp Funktion compile

ubersetzt und verwendet werden. Die Quellcode-Berechnung und seine

Ubersetzung dauern
nat

urlich l

anger, als die Erg

anzung einer Assoziationsliste. Auf der anderen Seite wird
damit ein Minimum an Dispatch-Zeit ben

otigt. Da dies eine sehr eziente L

osung ist,
best

atigt auch
[
Zendra et al., 1997
]
f

ur die Sprache Eiel.
Wie aber oben schon ausgef

uhrt, hat diese L

osung auch ihre Nachteile. Ist der inkremen-
telle Compiler zu langsam oder ben

otigt er zu viel Speicher, kann sie v

ollig inakzeptabel
sein. Ebenso problematisch ist sie im Hinblick auf die Applikations-Kompilation eines so
realisierten Objektsystems
[
Bretthauer et al., 1994
]
.
5.6 Sparsamer Speicherverbrauch
Im Zusammenhang mit der Objektrepr

asentation und dem generischen Dispatch wurde
schon die Speicherezienz angesprochen. Dabei ging es vor allem um die Minimierung
des mittel- bis langlebigen Speicherbedarfs. Klassenobjekte und Methodentabellen bzw.
-assoziationslisten werden in der Regel f

ur die Dauer der gesamten Programmausf

uhrung
angelegt. Dies gilt auf jeden Fall f

ur Programme, die nur die Objektebene nutzen: Klassen
und Methoden sind statisch, d. h. zur

Ubersetzungszeit bekannt. Ein Applikations- oder
ein Modul-Compiler kann den entsprechenden Speicher im statischen Bereich allozieren.
Bei der Einbettungstechnik werden Klassen und Methoden im Sinne der Basissprache zwar
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dynamisch angelegt, ihr Speicherbedarf geht aber als eine konstante Gr

oe zur Ladezeit
ein. Zur eigentlichen Ausf

uhrungszeit wird nur der Cache f

ur den generischen Dispatch
erweitert, aber auch hier gibt es eine Obergrenze. Im Prinzip k

onnte auch der Cache zur
Ladezeit vollst

andig aufgebaut werden.
Kritisch ist vor allem das dynamische Speicherverhalten. Dieses wird mageblich durch
die Instanzerzeugung und in Lisp auch durch die sogenannte Cons-Zellen-Allokation be-
stimmt. Auch wenn es eine automatische Speicherverwaltung (GC) gibt, gibt es sie nicht
umsonst. Die Entbindung von manueller Speicherverwaltung entbindet nicht vom sparsa-
men Umgang mit Speicherressourcen. Dies wird h

aug

ubersehen.
Neben dem Speicher f

ur die direkte Instanzrepr

asentation sollte m

oglichst kein tempor

arer
Speicher bei der Instanzerzeugung alloziert werden. Ebensowenig darf w

ahrend des ge-
nerischen Dispatchs tempor

arer Speicher verbraucht werden. Dies kostet erstens Alloka-
tionszeit und zweitens Bereinigungszeit (GC). An zeitkritischen Stellen mu man daher
sogenannte Restparameter vermeiden. Dies gilt nicht nur f

ur die Einbettungstechnik. Auch
Compiler-Analysen erlauben nicht immer, den entsprechenden Overhead zu eliminieren.
Als konkrete Schlufolgerung ist festzuhalten, da die Operationen allocate und initia-
lize keine Restparameter haben sollen. Die Dispatchfunktionen m

ussen ebenso nur mit
geforderten Parametern realisiert werden. F

ur h

aug vorkommende Parameterkonstellati-
on generischer Funktionen braucht man spezische Dispatchfunktionen.
Folgendes Beispiel aus einer Referenzimplementierung von TEO
[
Bradford, 1996
]
, deren
prim

ares Ziel die Validierung der Sprachspezikation war, zeigt, wie man es nicht machen
darf, wenn es auf Ezienz ankommt:
; cache, c-n-m
; cf compute-discriminating-function
; takes same args as the gf
(defun compute-primitive-discriminating-function (gf lookup-fn)
(let* ((cache (generic-function-cache gf))
(domain (generic-function-domain gf))
(nargs (length domain)))
#'(lambda (&rest values)
(check-nargs gf (length values) nargs)
(let ((applicable (cache-lookup
values
(discriminating-domain values domain)
cache
lookup-fn)))
(if (null applicable)
(error-no-applicable-methods gf values)
(apply (car applicable) ; apply-method-function
(cdr applicable)
values
values))))))
Die Performanzmessungen zu TEO, siehe Kapitel 8.2.6 und Anhang 8.28, zeigen, welche
Ezienzsteigerung spezielle Dispatchfunktionen bringen. Eine Faustregel lautet also: Kei-
ne Restparameter verwenden und m

oglichst mit funcall statt mit apply zu arbeiten, weil
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die Funktion apply mit einem Restparameter deniert ist und bei ihrem Aufruf tempor

are
Listen alloziert werden.
Diese Richtlinien haben aber auch ihre Grenzen. Will man bei der Instanzerzeugung optio-
nale Initialisisrungsschl

usselw

orter in beliebiger Reihenfolge unterst

utzen, so kommt man
nicht dran vorbei, sie in einer tempor

aren Datenstruktur zwischenzuspeichern. Deshalb ist
es angemessen f

ur die Einstiegsoperation make bzw. make-instance einen Restparameter
vorzusehen. Sonst m

ute man f

ur die Initialisierungsargumente explizit eine Datenstruktur
erzeugen, z. B. eine Liste. Dies w

are aber inezienter, weil die implizite Allozierung von
Restparameterlisten vom Compiler besser optimiert werden kann. Bei den Folgestationen,
wie allocate und initialize, die vom Benutzer seltener explizit aufgerufen werden,
kann auf den Restparameter verzichtet werden. Stattdessen werden die Initialisierungsar-
gumente hier an einen geforderten Parameter gebunden.
5.7 Vermeidung der Quellcode-Interpretation
Will man eine hohe Ezienz des Objektsystems erreichen, so mu jede direkte Interpreta-
tion von Quellcode zur Laufzeit unterbleiben. Dies gilt

ubrigens nicht nur f

ur Objektsyste-
me, sondern grunds

atzlich f

ur alle Lisp-Anwendungen, auch wenn viele diese Erkenntnis
nicht einsehen (wollen). Es gibt wohl kaum Programme in CommonLisp, die nicht hier
und da die kleine, eektive Funktion eval aufrufen, was man im folgenden Beispiel aus
einem realen Objektsystem, n

amlich MCF, sehen kann:
(defun create-object (a_class init-plist)
`(let ((new-object
(make-empty-object (length (get-all-slots ',a_class)))))
,@(compute-init-plist 'new-object a_class (kwote-second init-plist))
(setf (get-slot new-object 'class) ',a_class)
(send-if-handles new-object :init ',init-plist)
new-object))
(defun make-instance (a_class-name &rest args)
(eval (create-object (eval a_class-name) args)))
(make-instance 'C1 :x 88 :y 99) ==> #<C1 instance: ...>
Dabei soll make-instance der generelle Laufzeitkonstruktor f

ur terminale Instanzen sein.
Das ist es ja gerade, was Lisp von anderen Programmiersprachen unterscheidet: die
M

oglichkeit, Programme als Daten anzusehen, sie einfach als Listen zu erzeugen und ex-
plizit auszuf

uhren. Dagegen m

ochte ich im Prinzip nichts einwenden. Doch der Preis, der
h

aug daf

ur bezahlt werden mu, ist zu hoch: Programme sind dadurch nicht komplett-
kompilierbar, das Laufzeitsystem aus der Entwicklung mu im Laufzeitsystem der Anwen-
dung enthalten sein, etc. Eine einfache Frage, die vor Benutzung von eval immer zu stellen
ist, lautet: Wird an dieser Stelle im Programm wirklich ein neuer Algorithmus zur Laufzeit
konstruiert, der nicht schon zum Zeitpunkt der Programm-

Ubersetzung bekannt ist bzw.
bekannt sein k

onnte? Lautet die Antwort \Nein", dann sollte man kritisch abw

agen, ob
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Ezienz an so einer Programmstelle wirklich keine Rolle spielt und ob dieses Programm
nie zu einer eigenst

andigen Applikation (ohne die Lisp-Entwicklungsumgebung) kompiliert
werden soll?
Eine

ahnliche Betrachtung mu man mit der Funktion compile inCommonLisp anstellen,
die, angewandt auf einen sogenannten Lambda-Ausdruck als Quellcode, eine kompilierte
Funktion zur

uckliefert:
(defun compute-constructor (class-name field-names)
(compile nil
`(lambda (&key ,@field-names)
(send (make-object :class ,class
:fields (vector ,@field-names))
:init ,(compute-init-list field-names)))))
(setf make-C1
(compute-constructor 'C1 '(x y)) ==> #<Compiled function: ...>
(funcall make-C1 :x 88 y: 99) ==> #<C1 instance: ...>
Wie wir sp

ater sehen werden, kann compile gerade zur Laufzeit eingesetzt werden, um
Optimierungen zu realisieren. Der Vorteil gegen

uber der Verwendung von eval ist hier,
da zwar einmal eine teure Operation ausgef

uhrt wird, anschlieend aber eine sehr schnel-
le Funktion als Ergebnis zur Verf

ugug steht. Andererseits bleibt der Nachteil, da das
Laufzeitsystem der Anwendung auch den inkrementellen Compiler enthalten mu.
5.7.1 Abstimmung syntaktischer und funktionaler Sprachkonstrukte
Ob man bei der Implementierung eingebetteter Sprachen auf eval und compile verzich-
ten kann und es stattdessen gelingt, die entsprechende Arbeit auf den Datei-, Modul-
bzw. Applikations-Compiler (oder den entsprechenden Interpretierer) \abzuw

alzen", h

angt
nicht zuletzt vom gelungenen Sprachentwurf ab. Folgende Regeln m

ussen beachtet werden:
 Sprachkonstrukte, die globale Bindungen erzeugen, d

urfen im Programm nur auf
Toplevel stehen (hier: defclass und defgeneric).
 Sprachkonstrukte, die zur

Ubersetzungszeit eingesammelt und f

ur Optimierungs-
zwecke kombiniert werden sollen, d

urfen nur auf Toplevel stehen (hier: defclass,
defgeneric und defmethod).
 Voll funktional verwendbare Sprachkonstrukte, die also als Argument von funcall
oder apply auftauchen d

urfen, m

ussen sorgf

altig von den nur syntaktisch verwend-
baren Sprachkonstrukten unterschieden werde.
 Teilausdr

ucke syntaktischer Sprachkonstrukte, die ausgewertet werden sollen,
m

ussen vor ihrem Durchreichen an funktionale Sprachkonstrukte ausgewertet wer-
den. Funktionale Sprachkonstrukte erhalten nur Auswertungsergebnisse von Aus-
dr

ucken, sie selbst werten keine Ausdr

ucke aus, denn dazu m

uten sie eval aufrufen.
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 Sprachkonstrukte, die zur

Ubersetzungszeit syntaktische Vereinfachungen zulassen,
sollten als Makros implementiert werden d

urfen. Sie sollten daher nicht voll funktio-
nal benutzbar sein.
 Sprachkonstrukte, die Quellcode erzeugen, sollten als Makros konzipiert und imple-
mentiert werden, so da der Quellcode zur Makroexpansions- und somit zur

Uberset-
zungszeit berechnet werden kann, der dann vom Datei-, Module- oder Applikations-
Compiler gleich mit

ubersetzt wird.
 Ist Codeberechnung zur

Ubersetzungszeit nicht m

oglich, mu sie zur Laufzeit auf
die Generierung von Closures oder einfachen Funktionen mit zur

Ubersetzungszeit
bekanntem Code-Muster beschr

ankt werden.
Ich greife das obige Beispiel nochmals auf, um zu zeigen, wie dabei die aufgef

uhrten Regeln
verletzt werden:
1 (defun create-object (cl init-plist)
2 `(let ((new-object (make-empty-object (length (get-all-slots ',cl)))))
3 ,@(compute-init-plist 'new-object cl (kwote-second init-plist))
4 (setf (get-slot new-object 'class) ',cl)
5 (send-if-handles new-object :init ',init-plist)
6 new-object))
7 (defun make-instance (a_class-name &rest args)
8 (eval (create-object (eval a_class-name) args)))
9 (make-instance 'C1 :x 88 :y 99) ==> #<C1 instance: ...>
Beginnt man mit der letzten Zeile, so sieht man, da die Funktion make-instance als
erstes Argument einen Klassennamen, also ein Symbol, erwartet. In den meisten F

allen
wei man im Programm, welche Klasse man instanziieren will. Da der Name somit fest-
steht, mu seine Auswertung unterbunden werden. Das macht der syntaktische Ausdruck
quote (abgek

urzt '). In der Implementierung hat man sich aber oensichtlich daf

ur ent-
schieden, Klassenobjekte an ihre Namen in der globalen Bindungsumgebung zu binden.
Der Zugri

uber den Klassennamen k

onnte also auch einfach

uber symbol-value er-
folgen. Stattdessen wird ein wesentlich generelleres Konstrukt verwendet, n

amlich der
Quellcode-Interpretierer, der beliebige Lisp-Ausdr

ucke auswerten kann. Dabei macht schon
der Parameter-Name deutlich: was da als aktuelles Argument ankommen soll, ist ein Na-
me, kein beliebiger Ausdruck, der zu einem Klassenobjekt ausgewertet werden mu. Hier
kann man auf einen Schlag die Verwendung vereinfachen und die Implementierung be-
schleunigen:
7 (defun make-instance (a_class &rest args)
8 (eval (create-object a_class args)))
9 (make-instance C1 :x 88 :y 99) ==> #<C1 instance: ...>
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Um es mit einer Metapher zu beschreiben: Warum soll man Ketten anlegen, die anschlie-
end m

uhevoll gesprengt werden m

ussen? Also, weg mit quote und eval! Nat

urlich ist das
keine semantikerhaltende Transformation. Im Gegenteil, es ist ein Eingri in den Sprach-
entwurf und in die Implementierung.
Jetzt steht da aber noch ein zweites eval. Was ist seine Aufgabe? Nun, man sieht, da
create-object in Wirklichkeit eine Liste konstruiert und diese als Ergebnis zur

ucklie-
fert, kein Objekt im Sinne des Objektsystems. Insofern ist die Namensgebung an dieser
Stelle irref

uhrend. Die Liste, die f

ur den obigen Aufruf (erst zur Laufzeit) berechnet wird,
repr

asentiert ein Code-St

uck mit folgendem Muster:
2 (let ((new-object (make-empty-object
(length (get-all-slots '<C1-OBJEKT>)))))
3a (setf (get-slot new-object 'X) '88)
3b (setf (get-slot new-object 'Y) '99)
...
4 (setf (get-slot new-object 'class) '<C1-OBJEKT>)
5 (send-if-handles new-object :init '(:X 88 :Y 99))
6 new-object)
Die Idee hinter dieser L

osung war oensichtlich, die Instanzerzeugung dadurch zu opti-
mieren, da man f

ur jeden Aufruf von make-instance speziell berechnete Code-St

ucke
einsetzt, statt dies von einem generellen Algorithmus tun zu lassen, der z. B. in einer
Schleife die Initialisierung der Felder vornimmt. Dies w

are eine sehr eziente L

osung,
wenn man solche Code-St

ucke schon zur

Ubersetzungszeit berechnen und statt der Aufru-
fe von make-instance einsetzen w

urde. So aber wird der Quellcode zur Laufzeit langsam
interpretiert, mit der Folge, da die Instanzerzeugung zu langsam wird.
Will man wirklich eine eziente L

osung, mu auch das zweite eval weg, und make-
instance mu ein Makro werden:
(defmacro make-instance (class-name &rest initargs)
(compute-let-exp (symbol-value class-name) initargs))
(make-instance C1 :x 88 :y (+ 11 88))
=> ZUR

UBERSETZUNGSZEIT expandiert zu:
(let ((new-object (make-empty-object N))))
(setf (get-slot new-object 'X) 88)
(setf (get-slot new-object 'Y) (+ 11 88))
...
(setf (get-slot new-object 'class) C1)
(send-if-handles new-object :init (list :X '88 :Y '99))
new-object)
=> ZUR LAUFZEIT ausgewertet zu:
#<C1 instance: ...>
F

ur diese Variante m

ussen allerdings einige Voraussetzungen erf

ullt bzw. Einschr

ankungen
hingenommen werden:
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 Die Klassenobjekte m

ussen zur

Ubersetzungszeit bekannt und initialisiert sein.
 In Aufrufen von make-instance m

ussen die Klasse und die Initialisierungs-
schl

usselw

orter bekannt sein.
 make-instance kann nicht als Funktion verwendet werden, d. h. es darf nicht als
Argument von apply oder funcall auftauchen.
5.8 Zusammenfassung
Will man die L

ucke zwischen dynamischen und ausdrucksstarken Objektsystemen auf
der einen Seite und den eher statischen und compiler-orientierten Objektsystemen auf
der anderen Seite schlieen, so mu vom Sprachdesign daf

ur gesorgt werden, da ein
ganzes Spektrum von Implementierungstechniken anwendbar wird. Idealerweise sollte ein
Programmentwicklungssystem drei Compilationsarten bereitstellen:
 Modul-Kompilation,
 Applikations-Kompilation und
 inkrementelle Kompilation.
Da auch Sprachen der Lisp-Familie von der Modul- und Applikations-Kompilation pro-
tieren k

onnen wurde im Projekt APPLY
[
Bretthauer et al., 1994
]
nachgewiesen. Der
Verzicht auf Quellcodeinterpretation und -kompilation zur Laufzeit reicht im Prinzip aus,
um traditionelle Kompilationstechniken erfolgreich anzuwenden.
Der hier gew

ahlte Weg der Einbettungstechnik nutzt die Dateikompilation von Common-
Lisp, die konzeptionell zwischen der inkrementellen und der Modul-Kompilation liegt.
Aber er nutzt auch implizit die inkrementelle Kompilation, falls das CommonLisp-System
grunds

atzlich bei jeder Interpretation zun

achst inkrementell

ubersetzt und dann das

Uber-
setzungsergebnis ausf

uhrt. Auch bei der Einbettungstechnik mu die eingebettete Sprache
somit nicht interpretiert werden, falls es f

ur die Basissprache einen Compiler gibt. Es ist
aber ratsam, diesen nicht explizit zur Ausf

uhrungszeit aufzurufen, weil es dann Proble-
me mit der Dateikompilation geben kann und die Applikations- und Modul-Kompilation
g

anzlich unm

oglich wird.
Als notwendige Voraussetzung der Basissprache f

ur meine Realisierung sind Funktionen
als Objekte erster Ordnung und Closures zu nennen. Dar

uberhinaus sind Makros als ein
Mechanismus f

ur syntaktische Erweiterungen der Basissprache praktisch unverzichtbar,
aber prinzipiell nicht unbedingt notwendig. Schlielich braucht man die M

oglichkeit, einen
neuen Typ der Basissprache zu denieren, um das Objektsystem sicher und robust einzu-
betten. Anderenfalls mu dies mit Vektoren simuliert werden
[
Lange, 1993
]
.
Die speicherezienteste Objektrepr

asentation bieten typisierte Vektoren, was man in
CommonLisp indirekt mit einer Struktur (entspricht einem Record) aus zwei Feldern
erreicht. Ein Feld dieser Struktur verweist auf die Klasse des Objekts und das zweite Feld
verweist auf einen Vektor, in dem die Feldwerte des Objekts repr

asentiert werden. Feldna-
men und -annotationen liegen im Klassenobjekt. Diese Objektrepr

asentation erm

oglicht
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auch schnelle Lese- und Schreiboperationen auf Objekten. Objekte d

urfen der automa-
tischen Speicherverwaltung nicht entzogen werden, etwa dadurch, da im Klassenobjekt
Verweise auf alle ihre Instanzen gehalten werden. Wenn schon nicht unbedingt Klassen,
generische Funktionen und Methoden, so m

ussen mindestens terminale Instanzen garbage-
collectable sein.
Der generische Dispatch kann in einer portablen Implementierung in CommonLisp ei-
ne gewisse Schallmauer nicht durchbrechen. Die Einbettungstechnik wird an dieser Stelle
einer vergleichbaren Implementierung auf Maschinensprachebene immer unterlegen blei-
ben. Dennoch erzielt die einfache L

osung mit Assoziationslisten bei weniger als ca. f

unf
Eintr

agen im Cache ein akzeptables Ergebnis.
Die eziente Objekterzeugung und -initialisierung h

angt im wesentlichen von konzep-
tionellen Festlegungen ab. Optionale Initialisierungsargumente in beliebiger Reihenfolge
haben ihren Preis, den man aber in Kauf nehmen sollte. Ein Compiler kann Aufrufe von
make mit zur

Ubersetzungszeit bekannten Argumenten optimieren, so da dieser Over-
head entf

allt. Aber auch bei dynamischer Abarbeitung aller Schritte zur Laufzeit kann ein
ezientes Resultat erzielt werden, wenn die Allozierung tempor

aren Speichers minimiert
wird (kein &rest, kein cons). Dies gilt auch f

ur den generischen Dispatch.
Zuletzt ist der f

ur Lisp wichtigste Punkt zu nennen. Will man eine vergleichbare Ezienz
wie in compiler-orientierten Programmiersprachen erreichen, so darf es keine Quellcodein-
terpretation zur Laufzeit geben (kein eval). Dies gilt erst recht f

ur die Einbettungstechnik.
Im n

achsten Kapitel wird im Zusammenhang mit der ersten Version von MCS noch deut-
licher, welche Folgen f

ur die Ezienz eines Objektsystems die eben diskutierten Design-
und Implementierungstechniken haben.
Kapitel 6
Der Einstieg: MCS nach dem
Modell des Nachrichtenaustauschs
I would assert there is no hope of getting our complex designs
right the rst time.
Frederick P. Brooks, Jr. 1993. Keynote ad-
dress: Language Design as Design, The Se-
cond History of Programming Languages
Conference (HOPL-II),
[
Brooks, 1996, S.
13
]
.
In diesem Kapitel stelle ich das erste von mir realisierte Objektsystem MCS vor, das
auf dem Kommunikationsmodell bzw. dem Konzept des Nachrichtenaustauschs beruht.
Ausgangspunkt ist dabei das f

ur die MIT-Lispmaschinen entwickelte System Flavors
[
Weinreb und Moon, 1981
]
,
[
Moon, 1986
]
. Mein praktisches Ziel ist nat

urlich nicht, die
Systemsoftware der Lispmaschinen zu verbessern, sondern den unter Flavors entwickel-
ten Werkzeugen zur Konstruktion wissensbasierter Systeme auch auf anderen Hard- und
Software-Plattformen zu akzeptabler Performanz zu verhelfen. Dieses praktische Ziel wird
nicht durch eine besonders ausgekl

ugelte Programmierung erreicht, sonder haupts

achlich
durch ein gr

undliches Verst

andnis objektorientierter Sprachkonzepte, gefolgt von ihrer
einfachen, portablen Implementierung. Als konkrete Anwendung f

ur MCS dient die an
der GMD entwickelte KI-Werkbank BABYLON
[
Christaller et al., 1989
]
, siehe Kapi-
tel 2.1.1. Konkrete Zielplattformen sind Unix-Arbeitsplatzrechner, Apple Macintosh und
IBM-kompatible PCs mit der Programmiersprache CommonLisp. MCS wird daher als
portablesCommonLisp Programm nach demModell der Spracheinbettung implementiert.
Ich beginne dieses Kapitel mit der Diskussion von Flavors bzw. der darauf gr

undenden
Objektsysteme Micro Flavor SystemMFS
[
Christaller, 1988
]
, Werex Flavor SystemWFS
[
de Buhr und Friederich, 1987
]
und Micro Common Flavors MCF
[
di Primio, 1988
]
sowie
von ObjVLisp
[
Cointe, 1987
]
. Anschlieend stelle ich den ersten Entwurf und die Im-
plementierung von MCS vor, pr

asentiere die Performanzmessungen f

ur BABYLON als
Anwendung und bewerte das Gesamtergebnis.
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6.1 Diskussion von Flavors
In Kapitel 3.4.1 wurde bereits das Micro Flavor System MFS vorgestellt. Es enth

alt nur
die wesentlichsten Sprachkonstrukte von Flavors und wurde aus didaktischer Sicht mit
Hilfe der Einbettungstechnik in CommonLisp implementiert. Im Rahmen des WEREX-
Verbundprojekts wurde daraus bei ADV-ORGA das WFS entwickelt. Letzteres diente
unter anderen als objektorientierte Basis f

ur BABYLON. Im Sprachgebrauch und zum
Teil in der Literatur wurde zwischen MFS und WFS nicht unterschieden und f

ur beide
der NameMFS benutzt. Da es aber zwei verschiedene Systeme sind, verwende ich in dieser
Arbeit auch unterschiedliche Namen.
Doch zun

achst m

ochte ich einen kurzen

Uberblick

uber die Sprachkonstrukte aus Flavors
geben, die in BABYLON verwendet wurden.
6.1.1 BABYLON-Schnittstelle zu Flavors
Um von einem konkreten Objektsystem unabh

angig zu werden, wurde f

ur BABYLON
eine abstrakte Schnittstelle zu einem Flavors-

ahnlichen Objektsystem deniert. Ih-
re ausf

uhrliche Beschreibung ndet man in
[
Walther et al., 1989
]
. Hier m

ochte ich sie
kurz erw

ahnen, weil die verwendeten Benchmarks in dieser abstrakten Syntax formu-
liert wurden. Im Prinzip ist diese Schnittstelle direkt aus einer Teilmenge der Flavors-
Sprachkonstrukte hervorgegangen. Zur syntaktischen Unterscheidung hat man die abstrak-
ten Sprachkonstrukte mit einem \$" versehen, also z. B. def$flavor statt defflavor. Um
als Basis f

ur BABYLON zu dienen, mute das jeweilige Objektsystem diese Schnittstelle
auf ihre eigenen Konstrukte abbilden, was f

ur Flavors selbst nat

urlich trivial war. Auf
die MCS-Abbildung komme ich in Abschnitt 6.5 zu sprechen.
Statt die formale Spezikation der Schnittstelle aus
[
Walther et al., 1989
]
zu wiederholen,
gebe ich ein kurzes Beispiel in Abbildung 6.1, in dem die wesentlichen Sprachkonstrukte
vorkommen.
Im Vergleich zu MFS (siehe Seite 49) kommen im wesentlichen Default-Werte f

ur In-
stanzvariablen in der Flavor-Denition, Demon-Methodenkombination in der Methoden-
denition und einige vordenierte Methoden auf allen Instanzen wie :init, :operation-
handled-p, :send-if-handles, :describe etc. hinzu.
6.1.2 Dezite vorhandener Objektsysteme
Das Hauptproblem der vorhandenen Objektsysteme lag in ihrer unzureichenden Ezi-
enz f

ur die Anwendung BABYLON. In WFS waren die Instanzvariablenzugrie und das
Versenden von Nachrichten besonders zeitkritisch. Bei MCF war die Instanzerzeugung
zu langsam und das dynamische Speicherverhalten kritisch. PCL el durch den enor-
men Speicherbedarf f

ur sich selbst als auch f

ur Anwendungen auf, so da ein Laden des
gesamten BABYLON-Systems auf einem Apple Macintosh seinerzeit nicht m

oglich war
[
Walther et al., 1989
]
.
Eine erste Analyse der Systeme l

at auch die Hauptursachen der Ezienzprobleme schnell
erkennen:
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(def$flavor Graphical-Object
()
())
(defvar *graphical-objects* '())
(def$method (Graphical-Object :after :init) (init-args)
(push self *graphical-objects*))
(def$method (Graphical-Object :display) ()
(print "Graphical-Object"))
(def$flavor Point
((x 0) (y 0))
(Graphical-Object)
:gettable-instance-variables
:settable-instance-variables)
(def$method (Point :move) (x-pos y-pos)
(setf x x-pos)
(setf y y-pos)
($send self :display))
(def$method (Point :before :display) ()
(print "Displaying Point at x = ~S, y = ~S." x y))
(compile-$flavor-$methods Point)
(setf p1 (make-$instance 'Point :x 2))
($send p1 :display)
==> Displaying Point at x = 2, y = 0.
Graphical-Object
($send p1 :operation-handled-p :move)
==> T
($send (make-$instance 'Graphical-Object) :send-if-handles :move)
==> NIL
Abbildung 6.1: Beispiel der Verwendung von Flavors-Konstrukten in BABYLON.
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 Es wurde h

aug die Funktion eval verwendet.
 Die Repr

asentation von Feldwerten in Assoziations- bzw. Eigenschaftslisten l

at kei-
ne schnellen Zugrie zu und ben

otigt zu viel Platz.
 Die funktionale Objektrepr

asentation erschwert schnelle Instanzvariablenzugrie.
 Die Objektrepr

asentation mit Symbolen macht alle Instanzen permanent, sie entge-
hen der automatischen Speicherverwaltung.
 Die Verwendung von Hashtabellen f

ur generische Funktionen in PCL ist enorm
speicherplatzaufwendig.
Konzeptuelle Probleme liegen darin, da Klassen und terminale Instanzen nicht uniform
behandelt werden. Selbst wenn Klassen inMCF auch Objekte sind, werden sie nicht

uber
die gleichen Methoden erzeugt
[
di Primio, 1988, S. 15
]
. Bis auf PCL sind die Objektsy-
steme nicht reektiv bzw. nicht erweiterbar, sie bieten kein Metaobjektprotokoll an. Hier
stellt das Konzept von ObjVLisp (siehe Kapitel 3.4.2) eine interessante Alternative. Sei-
ne Implementierung war aber nicht auf Ezienz ausgerichtet. Aus diesen Beobachtungen
wurde die erste Version von MCS entworfen und implementiert.
6.2 Entwurf von MCS 0.5
Den Entwurf vonMCS 0.5 beginne ich mit seiner Gesamtarchitektur, den Designkriterien
und der methodischen Vorgehensweise. Anschlieend werden die Sprachkonstrukte entwor-
fen. Zun

achst wird die Objektebene betrachtet, dann die Metaobjektebene und schlielich
die Aspekte der Programmentwicklungsumgebung. Diese Strukturierung ist allerdings nur
ein Beschreibungsmittel, sie kann wegen eines fehlenden Modulkonzepts in CommonLisp
nicht semantisch unterst

utzt werden.
6.2.1 Ziele, Systemarchitektur und Vorgehensweise
Das Meta-Klassen-System MCS soll als ein erweiterbarer Objektsystemkern entworfen
und implementiert werden. Die Sprachkonstrukte und ihre Implementierung sollen:
 minimal,
 reektiv,
 erweiterbar,
 uniform,
 orthogonal,
 ezient und
 portabel
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sein. Die Forderungen nach Minimalit

at, Reektivit

at und Erweiterbarkeit sind dabei
weniger im theoretischen Sinne, sondern eher aus der Sicht des angewandten Software-
Engineerings zu verstehen. Im Objektsystemkern sollen die essentiellen Sprachmittel be-
reitgestellt werden. Die Gesamtfunktionalit

at des Objektsystems sollte m

oglichst objekt-
orientiert, also mit den eigenen Sprachmitteln selbst beschrieben und implementiert wer-
den. Erweiterungen des Systemskerns sollen durch das bereitgestellte Metaobjektprotokoll
unterst

utzt werden.
Die Uniformit

at dr

uckt aus, da man alle Objekte, Klassen und ihre Instanzen, in gleichen
Aspekten auch gleich behandeln soll. Dies h

angt auch mit der Reektivit

at zusammen.
Klassen werden wie inObjVLisp als Objekte repr

asentiert, sie sind somit selbst Instanzen
einer Klasse. Eine ausgezeichnete Klasse, hier standard-class, ist Instanz von sich selbst
(siehe Kapitel 3.4.2) und bildet die Wurzel der Instanziierungshierarchie.
Orthogonalit

at meint, da die Sprachkonstrukte in vern

unftiger Arbeitsteilung organisiert
werden sollen. Nicht jedes Konstrukt bzw. Objekt soll alles k

onnen, vielmehr soll durch
Komposition aller Teilaspekte die gew

unschte Ausdruckskraft der Sprache insgesamt er-
reicht werden.
Die Ezienz und Portabilit

at des Objeksystems soll durch Vereinfachung der Sprachkon-
strukte auf die praktischen Erfordernisse sowie ihre schn

orkellose Implementierung mit
Hilfe der Einbettungstechnik in CommonLisp gesichert werden. Dar

uber hinaus sollte
eine einfache Portierung von MCS in andere Lisp-Dialekte m

oglich sein.
Sprachumfang und -Funktionalit

at orientieren sich zwar an der BABYLON-Schnittstelle,
die konkreten Konstrukte k

onnen jedoch durchaus abweichen, um konzeptuell keine Kom-
promisse eingehen zu m

ussen. Es gen

ugt, wenn die BABYLON-Schnittstelle auf Kon-
strukte von MCS abgebildet werden k

onnen.
6.2.2 Sprachkonstrukte der Objektebene
Auf der Objektebene werden folgende Konzepte unterst

utzt:
 Klassen mit multipler Vererbung nach der Linearisierungsstrategie depth-rst-left-
to-right-up-to-joins.
 Slots mit spezialisierbaren Default-Initialisierungswerten und automatisch generier-
ten Lese- und Schreibmethoden. Neben diesen gibt es eine allgemeine Zugrisfunk-
tion slot-value, die auch auerhalb von Methoden verwendet werden kann. Der
Zugri auf Slots in Methoden

uber ihren Namen, wie auf eine regul

are Lisp-Variable
wird nicht unterst

utzt. Daf

ur gibt es ein explizites Zugrisprimitiv. Alle Slots sind
initialisierbar.
 Nachrichtenversenden mit Methodennamen als Nachrichtenschl

ussel.
 Einfacher Methoden-Dispatch

uber die Klasse des Empf

angerobjekts.
 Methodenkombination mit Prim

ar-, Before-, After- und Around-Methoden.
 Regul

are Lisp-Objekte wie Listen, Zahlen, Symbole etc. werden nicht in das Objekt-
system integriert, man kann ihnen keine Nachrichten schicken. Es k

onnen auch keine
Methoden f

ur die Lisp-Basistypen denieren werden.
156 Kap. 6. Der Einstieg: MCS nach dem Modell des Nachrichtenaustauschs
Obwohl sich MCS 0.5 an der Funktionalit

at von Flavors orientiert, verwende ich die
Begrie Klasse f

ur Flavor und Slot f

ur Instanzvariable, die Syntax ist entsprechend. Anson-
sten kann das Beispiel aus Abbildung 6.1 auch als Beispiel f

ur MCS 0.5 gesehen werden.
Nachrichtenversenden
MCS 0.5 folgt dem Kommunikationsmodell als einem objektorientierten Paradigma in-
sofern, als die Aktivierung von Methoden

uber das Versenden von Nachrichten erfolgt.
Das allgemeine Sprachprimitiv hierf

ur ist send-message. Es kann an jeder Stelle eines
Lisp-Programms, innerhalb und auerhalb von Methodenr

umpfen, mit folgender Syntax
aufgerufen werden:
(send-message receiver method-name fargumentg

)
Da send-message als Funktion speziziert ist, kann es auch voll funktional verwendet wer-
den, also z. B. als Argument von apply. Als erstes,

uberpr

uft send-message, ob receiver
ein Objekt im Sinne des Objektsystems ist. Falls ja, wird

uber seine Klasse nach Metho-
den mit dem Namen method-name gesucht, die im Erfolgsfall auf dem Empf

angerobjekt
und den Argumenten ausgef

uhrt werden. Wird keine passende Methode gefunden, wird
an receiver die Nachricht :default-handler mit dem Methodennamen und denselben
Argumenten geschickt. Falls receiver kein Objekt ist, wird ein Fehler gemeldet.
Um den aufwendigen Objekt-Test bei mehrfachem Nachrichtenversenden an dasselbe Ob-
jekt nicht wiederholen zu m

ussen, steht die Funktion send-fast zur Verf

ugung. F

ur wei-
tere Nachrichten an das Empf

anger-Objekt innerhalb von Methoden, das dort als self
referiert werden kann, wird das Makro send-self mit folgender Syntax bereitgestellt:
(send-self method-name fargumentg

)
Es verh

alt sich semantisch wie send-fast, kann aber noch ezienter implementiert wer-
den. Ein Compiler kann nat

urlich durch statische Analyse herausnden, welche Aufrufe
von send-message im Programm optimiert werden k

onnen. Dann k

onnte auf send-fast
und send-self verzichtet werden. Einfache Analysen in Methodenr

umpfen k

onnen aber
auch mit Hilfe der Einbettungstechnik realisiert werden.
Klassendenition
Klassen werden auf der Objektebene mit dem syntaktischen Konstrukt defclass deniert,
das als Makro implementiert wird. Auf der Metaobjektebene k

onnen Klassenobjekte wie
alle anderen Objekte mit make-instance erzeugt werden. In der Implementierung der
Objektebene und in ihrer kontrollierten Oenlegung (der Metaobjektebene) werden Klas-
sen und ihre Instanzen entsprechend uniform behandelt. Bei einer Klassendenition gibt
man den Namen der neuen Klasse an, ihre Slots und ihre direkten Superklassen. Optional
kann man angeben, welcher Klasse die neue Klasse als Instanz geh

ort. Dies dr

uckt die
Klassenoption :metaclass aus. Die Default-Metaklasse ist die Klasse standard-class.
Als Ergebnis der Klassendenition wird im Unterschied zu Flavors ein neues Klassen-
objekt an den angegebenen Klassennamen gebunden. Eine Klasse ist somit ein Objekt
erster Ordnung und kann

uber ihren Namen, wie auch sonstige Lisp-Objekte referiert
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werden. Bei der Spezikation der Slots kann man ihre Namen und optionale Initialisie-
rungswerte als Lisp-Ausdr

ucke angeben. Letztere dienen der Slot-Initialisierung, falls beim
Aufruf von make-instance keine expliziten Initialisierungswerte angegeben werden. Die
Auswertung der Initialisierungsausdr

ucke erfolgt zur Instanzerzeugungszeit in der lexika-
lischen Umgebung der Klassendenition
1
. Ist die Liste der direkten Superklassen leer, so
wird automatisch die Oberklasse aller Klassen standard-object als direkte Superklasse
angenommen. Die genaue Syntax von defclass ist in Abbildung 6.2 beschrieben.
(defclass class-name (slot-spec

) (superclass-name

)
[ :metaclass metaclass-name ])
slot-spec ::= slot-name | (slot-name lisp-form)
Abbildung 6.2: Syntax der Klassen-Denition in MCS 0.5.
Methodendenition und Methodenkombination
Methoden werden mit dem syntaktischen Konstrukt defmethod deniert. Methoden sind
hier keine Objekte im Sinne des Objektsystems. Sie sind daher auch auf der Metaobjekt-
ebene verborgen. Der einzige Weg, Methoden zu aktivieren, geht

uber das Versenden von
Nachrichten. Methodennamen k

onnen im Unterschied zu Klassen-Namen nicht als Be-
zeichner verwendet werden, weil das Konstrukt defmethod keine Bindung erzeugt. Sie
dienen nur als Schl

usselw

orter in der internen Methodentabelle einer Klasse.
Wie die Syntax der Methodendenition in Abbildung 6.3 deutlich macht, hat das
Empf

angerobjekt eine Sonderstellung. Seine Klasse wird in der Methodendention als erste
genannt, dann erst der Name der Methode und schlielich ihre Parameter. Im Methoden-
rumpf kann das Empf

anger-Objekt

uber den Sonderbezeichner self referiert werden.
MCS 0.5 unterst

utzt die sogenannte Standard-Methodenkombination aus CLOS, die in ih-
rer Funktionalit

at der Demon-Methodenkombination und sogenannten Whopper-Methoden
in Flavors entspricht. Dabei kann es mehrere Methoden mit dem gleichen Namen geben,
auch f

ur ein und dieselbe Klasse. Die Methoden unterscheiden sich dann aber in ihrer
Rolle, die in der Denition

uber den qualier zwischen dem Klassen- und dem Methoden-
namen zum Ausdruck gebracht werden kann. Fehlt ein qualier, so handelt es sich um
eine Prim

armethode. Das Ergebnis der Prim

armethode stellt in der Regel (ohne Around-
Methoden) auch das Ergebnis eines Sendeereignisses dar. Mit dem Schl

usselwort :before
qualizierte Methoden spezizieren zus

atzliche Aktionen, die vor der Prim

armethode aus-
zuf

uhren sind. Mit dem Schl

usselwort :after qualizierte Methoden spezizieren Aktio-
nen, die nach der Prim

armethode auszuf

uhren sind. Typisches Beispiel f

ur After-Methoden
sind benutzerdenierte Initialisierungsmethoden (mit dem Namen :init). Before- und
After-Methoden werden auch als demons oder als Zwiebel-Schalen, mit der Prim

armetho-
de in der Mitte, bezeichnet. Eine Around-Methode umklammert dann eine ganze Zwiebel.
Im Methodenrumpf von Prim

ar- und Around-Methoden kann das syntaktische Konstrukt
1
Faktisch ist dies in CommonLisp die globale Lisp-Umgebung, die in CommonLisp zudem dynamisch
ist.
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call-next-method aufgerufen werden. Findet nun ein Sendeereignis statt, so kommen die
anwendbaren Methoden, d. h. die direkten und die ererbten, wie folgt zur Auf

uhrung:
 Falls es Around-Methoden gibt, wird die speziellste Around-Methode ausgef

uhrt.
Wird in ihr call-next-method aufgerufen, so wird die n

achst-allgemeinere Around-
Methode ausgef

uhrt. Das Ergebnis der speziellsten Around-Methode wird zur

uckge-
liefert.
 Falls es keine Around-Methoden gibt oder falls in der allgemeinsten Around-Methode
call-next-method aufgerufen wird, kommen folgende Schritte zur Ausf

uhrung:
1. Falls vorhanden, werden alle Before-Methoden ausgef

uhrt, die spezielleren zu-
erst.
2. Die (obligatorische) speziellste Prim

ar-Methode wird ausgef

uhrt. Wird in
ihr call-next-method aufgerufen, so wird die n

achst-allgemeinere Prim

ar-
Methode ausgef

uhrt. Wird in der allgemeinsten Prim

ar-Methode call-next-
method aufgerufen, wird ein Fehler gemeldet.
3. Falls vorhanden, werden alle After-Methoden ausgef

uhrt, die allgemeineren zu-
erst.
4. Das Ergebnis der speziellsten Prim

ar-Methode wird zur

uckgeliefert.
Andere Methodenkombinationen bzw. benutzerdenierte Methodenkombinationen werden
in MCS 0.5 nicht unterst

utzt. Die eben gelieferte Beschreibung der Standardmethoden-
kombinationen ist etwas kompliziert, weil das zugrundeliegende Konzept zu komplex ist. In
Kapitel 8.3.4 auf Seite 265 stelle ich ein einfacheres und gleichzeitig abstrakteres Konzept
der deklarativen Methodenkombination vor.
(defmethod (class-name [ qualier ] method-name) lambda-list
[ :documentation string ]
body)
lambda-list ::= ( f parameter g

[ &rest parameter ] )
qualier ::= :before | :after | :around
body ::= method-form

method-form ::= lisp-form | next-method-form | slot-access-form | send-self-form
next-method-form ::= (call-next-method f argument g

)
slot-access-form ::= (get-slot slot-name) |
(setf (get-slot slot-name) method-form)
send-self-form ::= (send-self method-name f argument g

)
Abbildung 6.3: Syntax der Methodendenition in MCS 0.5.
Aus der Syntax der Methodendenition (Abbildung 6.3) geht eine weitere Restriktion
gegen

uber Flavors bzw. CommonLisp hervor: In der lambda-list werden geforderte und
Rest-Parameter erlaubt, aber keine &key-, &optional-, &allow-other-keys oder &aux-
Parameter. Aus Kompatibilit

atsgr

unden zu Flavors besitzt das Konstrukt call-next-
method optionale Parameter. Von ihrer Benutzung wird jedoch abgeraten.
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Instanzerzeugung und Initialisierung
Instanzen werden inMCS 0.5 mit dem Konstrukt make-instance erzeugt, das aus Ezi-
enzgr

unden als Makro deniert wurde. Es kann aber auch als Funktion realisiert werden.
Als Makro kann es nicht voll funktional verwendet werden, was auf der Objektebene
akzeptabel ist. Auf der Metaobjekteben gibt es ohnehin die M

oglichkeit, Instanzen voll
dynamisch zu erzeugen, auf die ich sp

ater zur

uckkomme. Abbildung 6.4 zeigt die Syntax
von make-instance:
(make-instance class-expr f init-keyword lisp-form g

)
class-expr ::= class-name | quoted-class-name | lisp-form
quoted-class-name ::= (quote class-name) | 'class-name
Abbildung 6.4: Syntax der Instanz-Erzeugung in MCS 0.5.
Das Konstrukt make-instance erzeugt eine neue Instanz des ersten Arguments und ini-
tialisiert jeden Slot entweder gem

a dem expliziten Initialisierungsargument oder gem

a
dem Default-Initialisierungsausdruck aus der Klassendenition, der bei jeder Instanzer-
zeugung ausgewertet wird, oder mit nil, falls es keinen Default-Ausdruck gibt. Anschlie-
end wird dem neuen Objekt die Nachricht :init mit allen Initialisierungsargumenten
geschickt, so da benutzerdenierte Initialisierungsmethoden zum tragen kommen k

onnen.
Die systemdenierte Prim

armethode der Klasse standard-object, die alle Klassen erer-
ben, ist leer und sorgt nur daf

ur, da es zu keiner Fehlermeldung kommt, falls es kei-
ne benutzerdenierte Prim

armethode gibt. In der Regel denieren Benutzer nur After-
Initialisierungsmethoden.
Aus Kompatibilit

atsgr

unden zu Flavors ist die Syntax etwas komplizierter als sie sonst
sein m

ute. Da Klassenobjekte in MCS 0.5 an ihre Namen gebunden werden, mu ihren
Namen in einem Aufruf von make-instance auch kein quote vorangestellt werden. Man
darf es aber, wie in Flavors

ublich, tun. Das erste Argument kann auch ein beliebiger
Lisp-Ausdruck sein, dessen Auswertung ein Klassenobjekt liefert. Als weitere Argumente
k

onnen alternierend Schl

usselw

orter und Lisp-Ausdr

ucke speziziert werden. Insbesondere
k

onnen alle Slotnamen beginnend mit einem Doppelpunkt als init-keyword verwendet wer-
den, um den jeweiligen Slot mit dem Auswertungsergebnis der entsprechenden lisp-form
zu initialisieren.
Slotzugri
In Flavors gibt es zwei Alternativen auf Slots (bzw. Instanzvariablen) zuzugreifen. Der
abstraktere Zugri erfolgt

uber das Versenden entsprechender Nachrichten. In Metho-
denr

umpfen k

onnen Slots des Empf

angerobjekts wie normale Lisp-Variablen referiert wer-
den. Daf

ur mu man aber den Methodenrumpf parsen, analysieren (code walking) und ent-
sprechende Substitutionen vornehmen. Will man es richtig machen, so ist dies sehr aufwen-
dig, weil man unz

ahlige Besonderheiten von CommonLisp beachten mu und schlielich
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ein halbes Compiler-Oberteil realisieren w

urde. Das w

are nicht im Sinne der Einbettungs-
technik. Daher wird in MCS 0.5 an Stelle der zweiten Alternative, auf Slots zuzugreifen,
ein explizites Konstrukt get-slot als Makro bereitgestellt, da nur in Methodenr

umpfen
verwendet werden darf:
(get-slot slot-name)
(setf (get-slot slot-name) new-value)
Das Objekt des Zugris ist implizit das Empf

angerobjekt der Nachricht. Fehlt dem Objekt
ein mit slot-name benannter Slot, so wird ein Fehler gemeldet.
Zus

atzlich gibt es die aus CLOS bekannte Funktion slot-value, die auch auerhalb von
Methoden verwendet werden darf, um auf Slots zuzugreifen:
(slot-value object slot-name)
(setf (slot-value object slot-name) new-value)
Diese verhalten sich genau so, wie get-slot bzw. (setf get-slot) in Methodenr

umpfen.
InMCS 0.5 gibt es kein spezialisierbares Feldzugris-Protokoll, wie in CLOS MOP oder
TEO.
Systemdenierte Klassen und Methoden
Um allen Objekten des Objektsystems ein gemeinsames Mindestverhalten zu geben,
wird die systemdenierte Klasse standard-object bereitgestellt. Direkte Instanzen von
standard-object, die man mit make-instance erzeugen kann, haben keine Slots, auer
dem speziellen Slot f

ur die Referenz auf die eigene Klasse. Entsprechende Zugrisme-
thoden werden auf der Metaobjektebene bereitgestellt. F

ur standard-object sind keine
Initialisierungs-Schl

usselw

orter deniert. Folgende Prim

armethoden legen das Standard-
verhalten aller Objetke fest:
 :init f argument g

Systemdenierte Default-Methode, die nichts tut. Sie kann in benutzerdenierten
Klassen spezialisiert werden, in der Regel als After-Methoden.
 :default-handler method-name f argument g

Falls bei einem Sendeereignis keine anwendbare Methode gefunden wird, wird
:default-handler mit ihrem Namen und den urspr

unglichen Argumenten aufgeru-
fen. Die systemdenierte Methode ruft unmittelbar :error-handler mit den glei-
chen Argumenten auf. Sie kann in benutzerdenierten Klassen spezialisiert werden.
 :error-handler method-name f argument g

Systemdenierte Methode unterbricht die Programmausf

uhrung und produziert eine
Fehlermeldung. Sie kann in benutzerdenierten Klassen spezialisiert werden.
 :describe
Systemdenierte Methode produziert eine Objektbeschreibung mit der Angabe sei-
ner Klasse und seiner Slotwerte.
 :class-name
Liefert den Klassennamen des Objekts. Wird ben

otigt, um z. B. benutzerspezische
:describe Methoden zu implementieren.
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 :operation-handled-p method-name
Testet, ob eine eigene oder ererbte Methode mit dem Namenmethod-name vorhanden
ist. Liefert entsprechend t oder nil zur

uck.
 :send-if-handles method-name f argument g

Testet, ob eine eigene oder ererbte Methode mit dem Namen method-name vorhan-
den ist. Falls ja, wird diese mit den Argumenten aufgerufen und das entsprechende
Ergebnis zur

uckgeliefert. Sonst ist das Ergebnis nil.
Streng genommen k

onnen alle eben genannten Methoden, bis auf :init, als reektiv ein-
gestuft werden. Konsequenterweise geh

oren sie mehr in die Metaobjektebene. Aus Kom-
patibilit

atsgr

unden mit Flavors werden sie hier der Objektebene zugerechnet.
6.2.3 Sprachkonstrukte der Metaobjektebene
Die Sprachkonstrukte der Metaobjektebene m

ussen Mittel f

ur die Erzeugung, Initialisie-
rung, Introspektion etc. von Metaobjekten bereitstellen. Entsprechend dem syntaktischen
Konstrukt defclass auf der Objektebene gibt es hier zus

atzlich das Konstrukt defme-
taclass. Es unterscheidet sich von defclass nur dadurch, da als Default-Superklasse
die Klasse standard-class dient statt standard-object.
Reektive Standardmethoden
Zus

atzlich zu den Standardmethoden auf der Objektebene (siehe oben) werden folgende
reektive Methoden der Klasse standard-object bereitgestellt:
 :isit
Liefert die Klasse des Objekts.
 :class-p
Liefert t, falls das Objekt ein Klassenobjekt ist, sonst nil.
 :metaclass-p
Liefert t, falls das Objekt ein Metaklassenobjekt ist, sonst nil.
Metaobjektklassen und Methoden
Als einzige Metaobjektklasse wird die Klasse standard-class als Subklasse von
standard-object zur Verf

ugung gestellt. Von standard-object erbt standard-class
den Slot isit, die Referenz auf die eigene Klasse, sowie alle o. g. Methoden.
Die Struktur von Klassenobjekten ist durch folgende Slots deniert:
 isit, die Referenz auf die eigene Klasse.
 name, der Name der Klasse, wird direkt initialisiert.
 supers, die Liste der direkten Superklassen, wird direkt initialisiert.
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 cplist, die Klassenpr

azedenzliste.
 all-slots, die Liste aller Slot-Namen.
 all-slot-defaults, die Liste von zweielementigen Listen aus dem Slotnamen und
dem Default-Ausdruck.
 own-slots, die Liste der direkten Slotnamen, wird direkt initialisiert.
 methods, die Methoden-Hashtabelle.
 basicnew-fn, die Konstruktor-Funktion, die von make-instance aufgerufen wird,
um eine neue Instanz zu erzeugen.
 slot-accessor-fn, die Slotpositionsfunktion, die zu gegebenem Slotnamen die Slot-
position f

ur alle direkten Instanzen dieser Klasse zur

uckliefert.
 subclasses, die Liste der direkten Subklassen.
Auf der Metaobjektebene k

onnen Instanzen von standard-class mit make-instance
erzeugt werden. Dabei m

ussen folgende Initialisierungs-Schl

usselw

orter angegeben werden:
 :name class-name
 :supers direkt-superclasses-list
 :own-slots direkt-slot-specications-list
Die entsprechenden Slots werden direkt bei der Allozierung eines neuen Klassenobjekts mit
den angegebenen Werten initialisiert, so da sie anschlieend gelesen werden k

onnen. In
benutzerdenierten Initialisierungsmethoden k

onnen die entsprechenden Initialisierungs-
argumente

uber diese Schl

usselw

orter zugegrien werde, z. B. mit (getf arguments :na-
me).
Klasseninstanzen k

onnen nicht nur

uber die Operation make-instance, sondern auch

uber
die Nachricht :new an das entsprechende Klassenobjekt erzeugt werden. Dabei gelten die
gleichen Initialisierungs-Schl

usselw

orter wie f

ur make-instance. Die folgenden Methoden
von standard-class sorgen f

ur die vollst

andige Initialisierung von Klassenobjekten:
 :new f init-keyword value g

Liefert eine neue Instanz der Klasse. Die systemdenierte Default-Methode ruft daf

ur
die mit Hilfe von compute-basicnew-fn berechnete Konstruktor-Funktion (siehe
unten) auf. :new kann in benutzerdenierten Metaklassen spezialisiert werden, in
der Regel als After-Methoden.
 :init f init-keyword value g

Systemdenierte Prim

ar-Methode f

uhrt die Initialisierung des Klassenobjekts durch.
Daf

ur ruft sie die unten aufgef

uhrten Methoden auf. Sie kann in benutzerdenierten
Klassen spezialisiert werden, in der Regel als After-Methoden.
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 :compute-cplist
Berechnet die Klassenpr

azedenzliste nach der Strategie depth-rst-left-to-right-up-to-
joins
[
Bretthauer et al., 1989c
]
. Sie kann in benutzerdenierten Klassen spezialisiert
werden.
 :inherit-slots-with-defaults
Berechnet alle Slots einer Klasse, mit ihren Defaults, gem

a der Klassenpr

azedenz-
liste. Doppelte Vorkommen von Slots mit dem gleichen Namen werden entfernt, so
da der speziellste

ubrigbleibt. Sie kann in benutzerdenierten Klassen spezialisiert
werden.
 :compute-slot-accessor-fn
Berechnet eine Slotpositionsfunktion, die zu gegebenem Slotnamen seine Position
als Integer-Wert zur

uckliefert. Sie kann in benutzerdenierten Klassen spezialisiert
werden.
 :extend-subclasses-of-supers
Tr

agt die Klasse als direkte Subklassen in den direkten Superklassen ein. Benutzer
sollten diese Methode nur in After-Methoden spezialisieren.
 :compute-slot-access-methods
Berechnet die Lese- und Schreibmethoden. Sie kann in benutzerdenierten Klassen
spezialisiert werden.
 :compute-basicnew-fn
Berechnet die Konstruktor-Funktion, die von make-instance und von der Methode
:new aufgerufen wird. Die berechnete Konstruktor-Funktion erwartet als geforderten
Parameter diese Klasse und als optionale Schl

usselwort-Parameter (&key) alle Slot-
namen dieser Klasse mit einem Doppelpunkt am Anfang. :compute-basicnew-fn
kann in benutzerdenierten Klassen spezialisiert werden.
Um die Spezialisierung dieser Methoden von standard-class zu erm

oglichen, muten
in der Spezikation einige Implementierungsdetails oengelegt werden, insbesondere alle
Slots sowie die Struktur ihrer Werte. Das liegt auch daran, da Slotannotationen und
Methoden keine Objekte des Objektsystems sind. Um sie zu benutzen und zu erweitern,
mu man auf die Implementierungsebene absteigen.
6.2.4 Hilfsmittel der Programmentwicklungsumgebung
Um eine spezielle Unterst

utzung bei der Verwendung objektorientierter Sprachkonstrukte

uber die

ublichen Lisp-Entwicklungswerkzeuge hinaus zu bieten, werden einige weitere
Methoden und Funktionen bereitgestellt. F

ur alle Objekte, repr

asentiert durch die Klasse
standard-object, sind die Methoden :describe und :which-operations deniert. Die
erste liefert eine Zustandsbeschreibung eines Objekts, zeigt also seine Slots. Die zweite
gibt eine Liste der Methodennamen zur

uck, die f

ur ein Objekt

uber Nachrichtenereignisse
aufgerufen werden k

onnen, zeigt also sein Protokoll.
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Eine

ahnliche Aufgabe haben die Methoden :get-protocol und :get-local-protocol,
die auf allen Klassenobjekten ausf

uhrbar sind. Die erste liefert alle Methodennamen, ein-
schlielich der geerbten, w

ahrend die zweite die f

ur eine Klasse direkt denierten Metho-
dennamen liefert.

Uber die eben genannten statischen Programmaspekte hinaus wird das dynamische Ver-
halten von Klassen und Instanzen durch sogenannte Trace-Operationen unterst

utzt:
(mcs-trace class method-name)
(mcs-untrace class method-name)
Wurde das tracing einer Methode der Klasse class mit dem Namen method-name aktiviert,
so werden bei ihrem Aufruf entsprechende Ausgaben generiert, die den internen Ablauf
der Aufrufe von Before-, Prim

ar-, After- und Around-Methoden sowie ihrer Ergebnisse
transparent machen. Das Tracing kann auch

uber die Methoden :trace-methods und
:untrace-methods ein- bzw. ausgeschaltet werden.
6.3 Implementierung von MCS 0.5
Die Implementierung vonMCS 0.5 erfolgte weitgehend nach den Richtlinien aus Kapitel 5.
Dabei bilden die Schritte 1 bis 5 aus dem Abschnitt 5.3 das Implementierungsger

ust. Auf
Abweichungen werde ich explizit eingehen und sie in der zusammenfassenden Bewertung
ber

ucksichtigen.
Da das Bootsrapping des Kerns ohne die Hilfe von syntaktischen Konstrukten erfolgt,
k

onnen die Schritte 2 (vorl

auge Syntax) und 4 (endg

ultige syntax) zusammengefat
werden. Dies ist m

oglich, weil der Objektsystemkern, bestehend aus den zwei Klassen
standard-object und standard-class klein genug ist. Ebenso h

alt sich die Zirkularit

at
des Kerns noch in Grenzen. Erstens ist die Klasse standard-class Instanz von sich selbst.
Der zweite Zyklus ist indirekt: standard-class ist Subklasse von standard-object und
standard-object ist Instanz von standard-class. Bevor die eine Klasse vollst

andig ini-
tialisiert werden kann, mu die andere schon da sein und umgekehrt. Methoden und Slotan-
notationen sind keine Instanzen von Objektsystem-Klassen. Sie m

ussen daher nicht in die
Bootsrapping-Phase einbezogen werden. Die Implementierung entsprechender Konstrukte
kann daher vorgezogen werden.
6.3.1 Schritt 1: Objektrepr

asentation und elementare Operationen
Alle Objekte werden in MCS 0.5 als Lisp-Strukturen mit genau einem Struktur-Slot
repr

asentiert. Mit der folgenden Denition wird ein neuer Strukturtyp mit dem Namen
mcsobject deniert:
(defstruct (mcsobject (:conc-name mcs-)
(:print-function print-mcs))
env)
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Der einzige Struktur-Slot env von mcsobject ist ein Platzhalter f

ur einen Vektor mit den
zu repr

asentierenden Slot-Werten von Objekten des Objektsystems. Die Referenz eines
jeden Objekts auf seine Klasse wird dabei ebenfalls als Slot-Wert des Objektsystems rea-
lisiert. An dieser Stelle wird die Uniformit

at und Reektivit

at auf die Spitze getrieben.
Dies darf aber nicht dar

uber hinwegt

auschen, da die Referenz auf die eigene Klasse ei-
ne Sonderstellung einnimmt. Der Zugri auf die eigene Klasse kann eben nicht genauso,
wie auf alle anderen Slot-Werte

uber Nachrichtenversenden erfolgen. Um eine Nachricht
zu verarbeiten, ben

otigt ein Objekt bereits die eigene Klasse. Eine uniforme Implemen-
tierung w

urde an dieser Stelle eine Endlosschleife produzieren. Um sie abzufangen und
aufzubrechen, sind besondere Vorkehrungen erforderlich. Daher wird inMCS 1.0 die spe-
zielle Stellung der Klassen-Referenz in einem Objekt gleich in der Strukturtyp-Denition
ber

ucksichtigt, wie schon in Kapitel 5 beschrieben wurde.
[Bild wie Abb. 5.6]
Die spezizierte Option conc-name in der obigen Dention hat nur eine optische Funktion.
Sie bewirkt, da die automatisch generierten Lese- und Schreiboperationen mit dem Pr

ax
mcs- beginnen und nicht mit mcsobject. Wichtiger ist die Option :print-function,
um die externe Repr

asentation eines Objekts zu kontrollieren, was wegen der inherent
zirkul

aren Struktur von standard-class notwendig ist.
Mit der Strukturtyp-Denition stehen nun folgende Operationen zur Verf

ugung:
(make-mcsobject :env slot-value-vector)
(mcsobject-p object)
(mcs-env object)
(setf (mcs-env object) slot-value-vector)
Nun wird festgelegt, wie der Vektor der Slotwerte aufgebaut werden soll. An erster Position
steht in jedem Objekt seine eigene Klasse. Also wird ein Makro index-of-isit deniert,
das als Ergebnis der Makroexpansion den konstanten Wert 0 liefert
2
. Der primitive Zugri
auf die Klasse eines Objekts sieht dann folgendermaen aus:
(svref (mcs-env object) (index-of-isit))
(setf (svref (mcs-env object) (index-of-isit)) class)
Um generell auf einen Slot mit bekannter Position zuzugreifen wird das Implementierungs-
primitiv mcs-slot-value als Makro eingef

uhrt:
(defmacro mcs-slot-value (object slot-position)
`(svref (mcs-env ,object) ,slot-position))
Dadurch k

onnen m

oglich

Anderungen der Objektrepr

asentation mit weniger Quellcode-
Modikationen umgesetzt werden. F

ur (setf mcs-slot-value) ist weiter nichts erfor-
derlich, weil es in Lisp f

ur den Operator des Makroexpansionsergebnisses svref eine ent-
sprechende setf-Denition schon gibt.
2
Statt einem Makro kann man hier auch eine Konstante denieren. Mit einem Makro beh

alt man sich
gr

oere Implementierungsfreiheiten oen. Beispielsweise kann ein Makro in unterschiedlichen Kontexten
verschiedene Expansionsergebnisse liefern.
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Implementierung von Klassen
Bei der Implementierung von Klassen werden ebenso feste Positionen der systemdenierten
Slots in Klassenobjekten vorgegeben. Ohne diese Annahme fester Positionen und entspre-
chender primitiver Zugrie w

urde man wieder mit Endlosschleifen konfrontiert. Um z. B.
auf einen Slot eines Objekts zuzugreifen, mu die Slotposition

uber die Klasse des Objekts
bestimmt werden, was seinerseits einen Slotzugri auf das Klassenobjekt erfordert usw.
Die klassenspezische Slotpositionsfunktion, die zu gegebenem Slotnamen seine Position
zur

uckliefert, mu also auf primitive Weise im Klassenobjekt gefunden werden k

onnen. Ihr
konstanter Wert wird mit dem Makro index-of-slot-accessor-fn festgelegt:
(svref (mcs-env object) (index-of-slot-accessor-fn))
Aus Ezienzgr

unden werden auch die anderen Slots von Klassenobjekten mit festen Posi-
tionen versehen, ohne da es konzeptionell, wie bei den Slots isit und slot-accessor-fn,
erforderlich w

are. Die Annahme fester Positionen und die Verwendung eines primitiven Zu-
gris schr

ankt nat

urlich die m

oglichen Spezialisierungen der Klasse standard-class bzgl.
der Repr

asentation von Klassenobjekten grunds

atzlich ein. Sie d

urfen nur erweiternd sein
und sie d

urfen an den Positionen der Systemslots nicht r

utteln.
Implementierung von Methoden
Methoden werden nicht als Objekte des Objektsystems realisiert, sondern als anononyme
Funktionen. Jede Klasse besitzt eine Methoden-Hashtabelle, in der einemMethodennamen
ein Methodeneintrag zugeordnet wird. Der Methodeneintrag mu den Methodenkombina-
tionstyp, die denierten Methoden und ggf. die kombinierte Methode (nur f

ur direkte
Instanzen einer Klasse) aufnehmen. Der Methodeneintrag wird als ein weiterer Struktur-
typ deniert:
(defstruct method-entry
type
method-list
combined-method)
Auch wenn nur ein einziger Methodenkombinationstyp realisiert wurde, sieht die Imple-
mentierung mit dem Struktur-Slot type eine m

ogliche Erweiterung vor. Die Assoziati-
onsliste method-list enth

alt maximal vier Elemente, je nachdem ob eine Before-, eine
Prim

ar-, eine After- oder eine Around-Methode f

ur die gegebene Klasse deniert wurde.
Bei der Implementierung von Methoden mu daf

ur gesorgt werden,
 da man in Methodenr

umpfen ezient auf die Slots des Empf

angerobjekts zugreifen
kann,
 da man das Empf

angerobjekt

uber den speziellen Bezeichner self referieren kann
und
 da man den Aufruf der n

achst-allgemeineren Methode in Prim

ar- bzw. in Around-
Methoden

uber call-next-method erm

oglicht.
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Die anonymen Funktionen, die Methoden repr

asentieren, erhalten daher, neben den be-
nutzerdenierten, zus

atzliche Parameter:
(lambda (self &class-env &inst-env &caller &next-methods &args fargg

)
...)
Da in Before- und After-Methoden kein call-next-method erlaubt ist, kann dort auf die
Parameter &caller, &next-methods und &args verzichtet werden:
(lambda (self &class-env &inst-env f arg g

) ...)
Die Semantik des speziellen Bezeichners self gleicht nun der eines regul

aren Parameters.
Dies ist auf jeden Fall ezienter als z. B. die Verwendung dynamischer Bindungen. Bei der
Implementierung des Nachrichtenversendens m

ussen die Aufrufe der Methodenfunktionen
entsprechend organisiert werden.
Implementierung von Call-Next-Method
Das syntaktische Konstrukt call-next-method kann ebenfalls als Makro realisiert werden:
(defmacro call-next-method (&rest supplied-args)
(if supplied-args
;; apply next method on supplied arguments
`(apply-next self &class-env &inst-env &caller &next-methods
,@supplied-args)
;; call next method on original arguments, collected in &args
`(call-next self &class-env &inst-env &caller &next-methods &args)))
Dabei werden die Bezeichner &class-env, &inst-env, &caller, &next-methods und
&args nicht-hygienisch verwendet. Obwohl das Sprachkonstrukt call-next-method mit
expliziten Argumenten, die von den urspr

unglichen Argumenten des Sendeereignisses ver-
schieden sind, in Kapitel 4 als problematisch eingesch

atzt wurde, ist es hier aus Kom-
patibilit

atsgr

unden zu Flavors bzw. CLOS nicht eingeschr

ankt worden. Aus Ezienz-
gr

unden gibt es zwei Funktionen, auf die call-next-method abgebildet wird: call-next
und apply-next. Sie unterscheiden sich nur darin, da apply-next einen &rest-Parameter
hat.
(defun call-next (self class-env inst-env caller next-methods args)
(declare (optimize (speed 3) (safety 0)))
(if (eq caller :primary-caller)
;; calling next method from a :primary method
;; all next-methods are primary methods
(let ((next-method (first next-methods)))
(if next-method
;; there is a next :primary method
(apply next-method
self class-env inst-env
:primary-caller (rest next-methods) args
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args)
;; there is no next :primary method
(error "Can't call next method from primary method.")))
;; calling next method from an :around method:
(let ((around-methods (around-of next-methods)))
(if around-methods
;; there is a next :around method
(apply (first around-methods)
self class-env inst-env
:around-caller (cons (rest around-methods)
(demons-of next-methods))
args args)
;; there is no next :around method
;; call :before, :primary and :after methods
(demon-method-combination self class-env inst-env
:dummy-selector
next-methods
args)))))
(defun apply-next (self class-env inst-env caller next-methods &rest args)
...)
Implementierung der Slotzugrie innerhalb von Methoden
Die Konstrukte get-slot und (setf get-slot), die nur in Methoden vorkommen d

urfen,
k

onnen nun wie folgt implementiert werden:
(defmacro get-slot (slot-name)
`(svref &inst-env ; secret parameter
;; get the slot position calling the slot access funktion
;; stored in the class of the receiver object
(funcall (svref &class-env ; secret parameter
(index-of-slot-accessor-fn))
,slot-name)))
Die Slotpositionsfunktion wird selbst

uber einen festen Index aus dem Klassen-Slotvektor
geholt und mit dem gesuchten Slotnamen als Argument aufgerufen. Als Ergebnis liefert
sie den Index des gesuchten Slots im Slotvektor der Instanz. Die Slotpositionsfunktion hat
beispielsweise f

ur die Klasse standard-object folgendes Muster:
#'(lambda (slot-name)
(case slot-name
(isit (index-of-isit)) ; expands to a constant literal 0
(t (error "No slot named ~S" slot-name))))
F

ur (setf get-slot) ist weiter nichts erforderlich, weil es in Lisp f

ur den Operator des
Makroexpansionsergebnisses svref eine entsprechende setf-Denition schon gibt. Hier
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wird gezielt nicht-hygienische Makroexpansion verwendet. Die im Makroexpansionsergeb-
nis vorkommenden Bezeichner bekommen ihre Bedeutung aus dem Kontext des Aufrufs
von get-slot, nicht der Denition des Makros get-slot. Es ist eine gewollte Interaktion
mit der Umgebung des Aufrufs. Bei hygienischer Makroexpansion soll eine ungewollte In-
teraktion verhindert werden. Bietet eine Sprache nur hygienische Makros an, so wird leider
auch eine gew

unschte Interaktion des Makroexpansionsergebnisses mit seiner Umgebung
unterbunden.
Implementierung einer generellen Slotzugrisfunktion
Die Implementierung der Zugrisoperation slot-value verwendet wie schon get-slot
die klassenspezische Slotpositionsfunktion, um die Position des gesuchten Slots zu be-
stimmen. Anschlieend kann ein Indexzugri auf den Slotvektor innerhalb der Struktur
vom Typ mcsobject erfolgen:
(defun slot-value (object slot)
(declare (optimize (speed 3) (safety 0)))
(let ((object-env (mcs-env object)))
(svref object-env
(funcall (svref (mcs-env (svref object-env
(index-of-isit)))
(index-of-slot-accessor-fn))
slot))))
(defun set-slot-value (object slot value)
(declare (optimize (speed 3) (safety 0)))
(let ((object-env (mcs-env object)))
(setf (svref object-env
(funcall (svref (mcs-env (svref object-env
(index-of-isit)))
(index-of-slot-accessor-fn))
slot))
value)))
(defsetf slot-value set-slot-value)
Um auch slot-value in uniformer Weise mit setf benutzen zu k

onnen, wird zun

achst
eine Schreibfunktion set-slot-value deniert und mit Hilfe von defsetf installiert. An-
schlieend darf man schreibende Zugrie mit (setf (slot-value ...) ...) notieren.
Implementierung von Zugrismethoden
W

ahrend der Initialisierung von Klassenobjekten, wird f

ur alle Slots, auch f

ur die er-
erbten, eine Lese- und eine Schreibmethode generiert. Dieser Initialisierungsteil wird von
der Methoden compute-accessor-methods erledigt. Da sie nach der Vererbung von Slots
aufgerufen wird, stehen alle Slotpositionen f

ur direkte Instanzen der zu initialisierenden
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Klasse fest. Entsprechend kann der Zugri innerhalb der generierten Methoden

uber einen
festen Index erfolgen. Die eigentlichen Funktionen, als Bestandteile der Methodeneintr

age,
m

ussen nicht immer wieder neu berechnet werden. Vielmehr kann dieselbe Funktion f

ur
die gleiche Slotposition in allen Klassen verwendet werden. Das Objektsystem deniert
statisch solche Funktionen f

ur die ersten 64 Positionen, siehe Kapitel 5. Erst wenn vom
Benutzer Klassen mit noch mehr Slots deniert werden, m

ussen neue Funktionen zur
Klasseninitialisierungszeit erzeugt werden, die dann aber f

ur weitere F

alle wiederverwen-
det werden.
Implementierung des Nachrichtenversendens
Mit den getroenen Implementierungsentscheidungen besteht die Aufgabe bei der Imple-
mentierung von send-message im wesentlichen darin, m

oglichst schnell zu pr

ufen, ob es
sich um ein Objekt des Objektsystems handelt. Falls ja, wird der allgemeine Nachrichten-
Handler aufgerufen. Sonst wird ein Fehler gemeldet:
(defun send-message (self selector &rest args)
(declare (optimize (speed 3) (safety 1))
(inline mcsobject-p mcs-env standard-message-handler))
(if (mcsobject-p self)
(let* ((inst-env (mcs-env self))
(class-env (mcs-env (svref inst-env (index-of-isit)))))
(declare (optimize (speed 3) (safety 0)))
(standard-message-handler self class-env inst-env selector args))
(format nil "ERROR in SEND: SEND can't be applied on ~S" self)))
Im Konstrukt send-fast kann auf den zeitaufwendigen Typtest verzichtet werden:
(defun send-fast (self selector &rest args)
(declare (optimize (speed 3) (safety 0))
(inline mcs-env standard-message-handler))
(let* ((inst-env (mcs-env self))
(class-env (mcs-env (svref inst-env (index-of-isit)))))
(standard-message-handler self class-env inst-env selector args)))
Hier mu das Objekt nur dereferenziert werden bzw. seine

auere Schale f

ur schnellere
Slotzugrie innerhalb von Methoden abgestreift werden. Bei send-self entf

allt schlielich
auch diese Aktion, weil innerhalb von Methoden direkt auf die Slotvektoren der Instanz
(&inst-env) und der Klasse (&class-env) zugegrien werden kann:
(defmacro send-self (selector &rest args)
`(standard-message-handler self
&class-env
&inst-env
,selector
(list ,@args)))
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Man mu sich nat

urlich fragen, ob nicht die Einf

uhrung von so vielen zus

atzlichen Para-
metern zu Ezienzverlusten f

uhrt. Im allgemeinen sind Funktionsaufrufe mit wenigen Pa-
rametern schneller. Aus praktischen Erfahrungen
3
wurde die Entscheidung hier zugunsten
schnellerer Zugrie innerhalb von Methoden getroen. In MCS 1.0 wird diese Entschei-
dung teilweise revidiert, was aber auch mit dem Umstieg auf generische Funktionen mit
Multimethoden zusammenh

angt.
6.3.2 Schritt 2 und 4: syntaktische Konstrukte
Der erreichte Implementierungsstand erlaubt nun, die wichtigsten syntaktischen Kon-
strukte von MCS 0.5 defclass, defmethod und make-instance zu realisieren. Die Be-
schr

ankung der Reektion auf Klassenobjekte vereinfacht das Bootstrapping, so da man
auf vorl

auge syntaktische Konstrukte ganz verzichten kann. Somit k

onnen die Schritte 2
und 4 zusammengefat werden.
Instanzerzeugung
Um Objekte ezient erzeugen zu k

onnen, wird f

ur jede Klasse eine Konstruktor-Funktion
berechnet. Diese hat z. B. f

ur die Klasse standard-object folgendes Muster:
#'(lambda (class)
(send-fast (make-mcsobject :env (vector class))
:init))
Es wird ein neues Lisp-Objekt des Strukturtyps mcsobject erzeugt, dessen einziger
Struktur-Slot env mit einem neuen Vektor der L

ange 1 initialisiert wird. Das einzige
Element dieses Vektors erh

alt die Klasse standard-object als Wert. Das Klassenobjekt
wird als Argument der Konstruktorfunktion

ubergeben. Abschlieend wird dem neuen Ob-
jekt die Nachricht :init geschickt. Da an dieser Stelle der Typ des Objekts bekannt ist,
kann auf eine Typpr

ufung verzichtet und das schnellere Konstrukt send-fast verwendet
werden.
Die Aufgabe von make-instance besteht dann nur darin, diese Konstruktor-Funktion
aufzurufen:
(defmacro make-instance (a_class &rest initializations)
`(let ((class ,(if (and (listp a_class) (eq (first a_class) 'quote))
(second a_class)
a_class)))
(funcall (mcs-slot-value class (index-of-basicnew-fn))
class ,@initializations)))
Dabei wird der Sonderfall behandelt, da das erste Argument ein quote-Ausdruck ist. Da
make-instance ein Makro ist, wird dieser syntaktische Ballast zur Makroexpansions- und
somit zur

Ubersetzungszeit abgestreift. Zur Ausf

uhrungszeit braucht keine Quellcodeana-
lyse oder -interpretation erfolgen.
3
Zumindest in Macintosh Common Lisp. Darin k

onnen sich Lisp-Systeme unterscheiden.
172 Kap. 6. Der Einstieg: MCS nach dem Modell des Nachrichtenaustauschs
Klassen-Denition
Da Klassen Objekte erster Ordnung sind, kann auch das Konstrukt defclass einfach auf
make-instance abgebildet werden.
(defmacro defclass (class-name instance-variables superclasses
&key (metaclass 'standard-class))
`(setq ,class-name
(make-instance ,metaclass
:name ',class-name
:supers ,(if (null superclasses)
`(list standard-object)
`(list ,@superclasses))
:own-slots ',instance-variables)))
Alle notwendigen Berechnungen, die im Zusammenhang mit der Klassendenition stehen,
nden innerhalb der Initialisierungsmethode :init statt. Nat

urlich darf defclass erst
dann verwendet werden, wenn die Klassen standard-class und standard-object bereits
existieren. Dies ist erst nach Abschlu der Bootstrapping-Phase gegeben.
Methodendenition
Da Methoden keine Objekte des Objektsystems darstellen, werden sie mit reinen Lisp-
Mitteln realisiert. Zun

achst ndet zur Makroexpansionszeit eine einfache syntaktische
Vorverarbeitung statt. Das Ergebnis der Makroexpansion ist dann ein let-Ausdruck,
der zur Ladezeit des Programms ausgef

uhrt wird. Dann mu gepr

uft werden, ob es einen
entsprechenden Methodeneintrag schon gibt. Falls ja, wird die neue Methode hinzugef

ugt.
Sie kann dabei auch eine alte Methode ersetzen. Falls nicht, wird ein neuer Methoden-
eintrag erzeugt und der Methoden-Hashtabelle hinzugef

ugt. Auf jeden Fall mu gepr

uft
werden, ob kombinierte Methoden im Cache durch die neue Denition ung

ultig werden.
Der Methoden-Cache mu also aktualisiert werden.
(defmacro defmethod ((a_class . qualifier-and-selector) parameters
&rest body)
(let ((qualifier (...)) ; parse qualifier-and-selector
(selector (...))) ; parse qualifier-and-selector
;; the result of macroexpansion
`(let ((method-entry ; look for a method entry
(gethash ,selector (mcs-slot-value ,a_class
(index-of-methods))))
(new-method-fn ; create a new method function
(function ,(make-lambda-expr qualifier parameters body))))
(if method-entry
;; update the old entry
(add-qualified-method ,qualifier method-entry new-method-fn)
;; create a new method entry and put it into the method table
(setf (gethash ,selector (mcs-slot-value ,a_class
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(index-of-methods)))
(make-method-entry :type 'standard
:methods-list
(acons ,qualifier new-method-fn ())
:combined-method nil) ))
;; there might be invalid combined and cached methods
(remove-invalid-combined-methods ,a_class ,selector)
',selector)))
Wichtig ist hier zu erw

ahnen, da im Expansionsergebnis von defmethod ein auszuwerten-
der Ausdruck der Form (function (lambda (...) ...))
4
steht. Dieser kann somit vom
Datei-Compiler

ubersetzt und optimiert werden. Zur Lade- bzw. Ausf

uhrungszeit wird an
dieser Stelle eine kompilierte Funktion erzeugt, die ezient ausgef

uhrt werden kann. Auch
ein Interpretierer, der Funktionen vor ihrer Ausf

uhrung inkrementell

ubersetzt, kann dann
Methoden in gleicher Weise behandeln. Dies ist ein Kernpunkt einer ezienten Implemen-
tierung des Objektsystems mit Hilfe der Einbettungstechnik.
6.3.3 Schritt 3: Bootstrapping des Kerns
Wie schon oben ausgef

uhrt, m

ussen die Metaobjekte des Objektsystem-Kerns manu-
ell erzeugt und initialisiert werden, bevor die Implementierung der objektorientierten
Sprachkonstrukte funktionieren kann. Da es in MCS 0.5 nur zwei Metaobjekte gibt,
k

onnen sie hier vollst

andig im Quellcode beschrieben werden. Zun

achst werden die Objekte
standard-class und standard-object erzeugt, und zwar, soweit wie m

oglich, schon mit
den richtigen Slotwerten. Die Slots isit, supers und cplist von standard-class sowie
die Slots supers und cplist von standard-object k

onnen erst richtig gesetzt werden,
wenn beide Objekte bereits existieren.
(setq standard-class
(make-mcsobject
:env
(vector
'isit ; :isit will be set below
'standard-class ; :name
nil ; :supers will be set below
nil ; :cplist will be set below
'(isit ; :all-slots
name supers cplist all-slots all-slot-defaults own-slots
methods basicnew-fn slot-accessor-fn subclasses)
'((name nil) ; :all-slot-defaults
(supers nil)(cplist nil)(all-slots nil)(all-slot-defaults nil)
(own-slots nil)(methods (make-hash-table :test #'eq))
(basicnew-fn nil)(slot-accessor-fn nil) (subclasses nil))
'(name ; :own-slots
supers cplist all-slots all-slot-defaults own-slots
4
Bzw. #'(lambda (...) ...) als Kurzschreibweise
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methods basicnew-fn slot-accessor-fn subclasses)
(make-hash-table :test #'eq) ; :method table
;; :basicnew-fn
#'(lambda (isit &key (name nil) (supers nil) (own-slots nil))
(declare (optimize (speed 3) (safety 0)))
(send-fast
(make-mcsobject
:env
(vector isit name supers nil nil nil own-slots
(make-hash-table :test #'eq)
nil nil nil))
:init :name name :supers supers :own-slots own-slots))
;; :slot-accessor-fn
#'(lambda (slot-name)
(declare (optimize (speed 3) (safety 0)))
(case slot-name
(isit (index-of-isit))
(name (index-of-name))
(supers (index-of-supers))
(cplist (index-of-cplist))
(all-slots (index-of-all-slots))
(own-slots (index-of-own-slots))
(all-slot-defaults (index-of-all-slot-defaults))
(methods (index-of-methods))
(basicnew-fn (index-of-basicnew-fn))
(slot-accessor-fn (index-of-slot-accessor-fn))
(subclasses (index-of-subclasses))
(t (error "No slot named ~S." slot-name))))
;; :subclasses
nil)))
;;; Slot 'isit of standard-class has to be set to itself
(setf (svref (mcs-env standard-class) (index-of-isit)) standard-class)
;;; Hand coded object standard-object
(setq standard-object
(make-mcsobject
:env
(vector standard-class ; :isit
'standard-object ; :name
nil ; :supers will be set below
nil ; :cplist will be set below
'(isit) ; :all-slots
nil ; :all-slot-defaults
'(isit) ; :own-slots
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(make-hash-table :test #'eq) ; :methods
#'(lambda (isit) ; :basicnew-fn
(send-fast (make-mcsobject :env (vector isit))
:init))
#'(lambda (slot) ; :slot-accessor-fn
(case slot
(isit (index-of-isit))
(t (error "no slot"))))
; :subclasses
(list standard-class))))
;;; Setup mutual recursive structure of the kernel
(setf (slot-value standard-object 'cplist) (list standard-object))
(setf (slot-value standard-class 'supers) (list standard-object))
(setf (slot-value standard-class 'cplist) (list standard-class standard-
object))
Nach Abschlu des Bootstrappings k

onnen nun die Methoden des Metaobjektprotokolls
mit Hilfe des Objektsystems selbst deniert werden, d. h. unter Verwendung des Kon-
strukts defmethod, etc.
6.3.4 Schritt 5: Vervollst

andigung des Metaobjektprotokolls
Die drei wichtigsten Methoden des Metaobjektprotokolls k

onnen hier vollst

andig im Quell-
code wiedergegeben werden. Es sind die Methoden :init von standard-object sowie die
Methoden :new und :init von standard-class:
(defmethod (standard-object :init) (&rest inits)
(declare (ignore inits) (optimize (speed 3) (safety 0)))
self)
(defmethod (standard-class :new) (&rest inits)
(declare (optimize (speed 3) (safety 0)))
(apply (svref &inst-env (index-of-basicnew-fn))
self inits))
(defmethod (standard-class :init) (&rest inits)
(declare (optimize (speed 3) (safety 0)) (ignore inits))
(send-self :compute-cplist)
(send-self :inherit-slots-with-defaults)
(send-self :extend-subclasses-of-supers)
(send-self :compute-slot-accessor-fn)
(send-self :compute-slot-access-methods)
(send-self :compute-basicnew-fn)
self)
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Nat

urlich m

ussen nun auch die in :init f

ur standard-class aufgerufenen Me-
thoden :compute-cplist, :inherit-slots-with-defaults, :extend-subclasses-of-
supers, :compute-slot-accessor-fn, :compute-slot-access-methods und :compute-
basicnew-fn gem

a der Spezikation in Abschnitt 6.2.3 implementiert werden.
Die Implementierungsdetails k

onnen im Original-Quellcode gefunden werden (siehe
http://nathan.gmd.de/persons/harry.bretthauer [todo:?]).
6.3.5 Realisierte Optimierungen
An dieser Stelle sollen die teilweise schon erw

ahnten Optimierungen nochmal zusammen-
gefat werden. Dazu geh

oren das dynamische Caching von Methoden, optimierte Kon-
struktoren, optimierte Slotzugrismethoden und die speziell f

ur jede Klasse berechnete
Slotpositionsfunktion.
Das dynamische Caching von Methoden mit einfachem Dispatch entspricht der L

osung
aus Kapitel 5.5.1. Zus

atzlich mu hier die Methodenkombination ber

ucksichtigt wer-
de. Die Optimierung der Methodenkombination besteht darin, da man spezielle
Methodenkombinations-Funktionen deniert, die auf die jeweilige Situation zugeschnit-
ten sind. Sind nur Prim

armethoden anwendbar, so kommt die Funktion simple-method-
combination zum tragen. Gibt es anwendbare Before- oder After-Methoden, wird die
Kombinationsfunktion demon-method-combination ausgef

uhrt. Erst bei anwendbaren
Around-Methoden mu der komplizierteste Fall mit standard-method-combination
ber

ucksichtigt werden.
Die Objekterzeugung wird durch die Berechnung spezieller Konstruktoren f

ur jede
Klasse optimiert, wie in Abschnitt 6.3.2 beschrieben. Die Zuordnung von optionalen
Schl

usselwort-Parameter zu entsprechenden Slots zur Laufzeit wird dabei auf den ein-
gebauten CommonLisp-Mechanismus der Schl

usselwortparametern regul

arer Funktionen
abgebildet. Dadurch wird zwar die dynamische Zuordnung nicht vermieden, aber sie wird
auf die ezienteste Weise erledigt. Innerhalb der Konstruktorfunktion brauchen keine ex-
pliziten Iterationen mehr durchgef

uhrt zu werden.
Um die Slotzugrie zu optimieren werden zwei Techniken angewandt. Wie in Ab-
schnitt 6.3.1 beschrieben, wird zum einen f

ur jeden Slot in jeder Klasse eine Lese- und
eine Schreibmethode generiert. Das L

osungsprinzip hierf

ur wurde in Kapitel 5.4.1 bereits
dargestellt. Zum anderen wird f

ur Zugrie

uber slot-value und get-slot in jeder Klas-
se eine Slotpositionsfunktion berechnet, die zu gegebenem Slotnamen seine Position im
Slotvektor als Index zur

uckliefert. Diese Funktion besteht im wesentlichen aus einer case-
Anweisung, so da entsprechende Compiler-Optimierungen zum tragen kommen k

onnen.
Auf jeden Fall ist diese L

osung schneller, als die lineare Suche in einer Liste oder einem
Vektor. Eine Hashtabelle w

urde sich erst bei mehr als etwa 30 Slots lohnen
5
.
6.4 Performanzmessungen
In diesem Abschnitt werden die Ergebnisse von Performanzmessungen pr

asentiert und dis-
kutiert. Dabei beginne ich mit einem Vergleichstest, den J

urgen Walther mit den Objektsy-
5
Dieser Wert h

angt nat

urlich von der jeweiligen Lisp-Implementierung ab und soll nur als Richtgr

oe
dienen.
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stemen WFS,MCF, PCL undMCS 0.5 durchgef

uhrt hat
[
Walther, 1988
]
. Anschlieend
stelle ich die Ergebnisse eines eigenen Vergleichstests auf verschiedenen Rechnerplattfor-
men vor.
6.4.1 Erster Vergleichstest
Der Vergleichstest aus
[
Walther, 1988
]
wurde mit dem Ziel durchgef

uhrt, das am besten
geeignete Objektsystem f

ur BABYLON auszuw

ahlen. Die Tests wurden auf einem Ap-
ple Macintosh II in Allegro Common Lisp 1.2.2 mit 5 MB zugeteiltem Arbeitsspeicher
durchgef

uhrt. Dabei wurden Sprachkonstrukte von Objektsystemen exemplarisch getes-
tet, ohne BABYLON als Gesamtsystem zu laden. Letzteres wird im n

achsten Abschnitt
dargestellt.
Wie bereits in Kapitel 5 gesagt, geh

oren zu den performanzkritischen Aspekten eines Ob-
jektsystems die Erzeugung und Initialisierung von Objekten, die Slotzugrisoperationen
und der generische Dispatch bzw. das Nachrichtenversenden. In
[
Walther, 1988
]
wurden
folgende Laufzeit-Tests durchgef

uhrt:
 ft1 erzeugt zur Laufzeit 15 in einem bin

aren Baum angeordnete Klassen.
 ft2 erzeugt zur Laufzeit 8 Instanzen von Klassen, je eine pro Blatt des Baumes.
 ft3 greift 100 mal auf alle Slots aller Instanzen

uber Nachrichtenversenden zu.
 ft4 setzt 100 mal alle Slots aller Instanzen auf Zufallswerte. Bei WFS und MCF
wird dazu Nchrichtenversenden benutzt, bei PCL und MCS 0.5 die Konstruktion
(setf (slot-value instance slot-name) new-value).
 ft5 sendet 100 mal jeder Instanz die Nachrichten :operation-handled-p und
:send-if-handles.
 ft6 f

uhrt ein compile-flavor-methods f

ur alle Klassen durch, von denen Instanzen
gebildet werden.
 ft3c wiederholt ft3 nach der Kompilierung der Klassen.
 ft4c wiederholt ft4 nach der Kompilierung der Klassen.
 ft5c wiederholt ft5 nach der Kompilierung der Klassen.
Die vollst

andigen Ergebnisse, die ich aus
[
Walther, 1988
]
entnommen habe, sind im An-
hang B.1 zu nden. Abbildung 6.5 und Abbildung 6.6 zeigen die relevantesten Testergeb-
nisse. Dabei ist zu beachten, da alle Werte von ft2 mit 10 multipliziert wurden, um eine
realistischere Proportion zu den anderen Tests zu erreichen. Eigentlich w

are ein Faktor
100 angemessener, was aber die Darstellung als Balkendiagramm erschweren w

urde
6
.
Bei PCL und zun

achst auch bei MCS 0.5 gab es kein explizites Konstrukt compile-
flavor-methods. Vielmehr wird ein

ahnlicher Eekt durch das dynamische Caching kom-
binierter Methoden erreicht.
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Abbildung 6.5: 1. Vergleich der Ausf

uhrungszeiten auf Apple Macintosh II in Allegro
Common Lisp 1.2.1 in Sekunden, Teil I.
0
10
20
30
40
50
60
70
80
90
 WFS  MCF  PCL  MCS 
Slot Lesen 3200 x
Slot Schreiben 3200 x
Abbildung 6.6: 1. Vergleich der Ausf

uhrungszeiten auf Apple Macintosh II in Allegro
Common Lisp 1.2.1 in Sekunden, Teil II
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Es mag

uberraschen, da die Schreibzugrie bei MCS 0.5 weniger Zeit ben

otigen als die
Lesezugrie. Dies ist dadurch zu erkl

aren, da bei Test ft3 bzw. ft3c WFS und MCF
Nachrichtenversenden benutzen, w

ahrend PCL und MCS 0.5 die Konstruktion (setf
(slot-value instance slot-name) new-value) verwenden. Wie der zweite Vergleichs-
test zeigen wird, gleichen die Ergebnisse f

ur Schreibzugrie

uber Nachrichtenversenden in
MCS 0.5 nahezu denen f

ur Lesezugrie.
Ebenso wurde der Speicherplatzbedarf verglichen. Dabei el vor allem PCL nicht nur
durch den Platztbedarf f

ur die Implementierung des Objektsystems, sondern auch durch
den Platzbedarf seiner Anwendungen aus dem Rahmen.
\Allein der Regelprozessor von BABYLON unter PCL braucht mehr Platz
als alle Prozessoren von BABYLON unter MCS."
[
Walther, 1988, S. 3
]
Die Ergebnisse des Speicherplatzvergleichs sind in Abbildung 6.7 graphisch dargestellt.
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Abbildung 6.7: Vergleich des Speicherbedarfs von Objektsystemen.
6.4.2 Zweiter Vergleichstest
Um noch dierenziertere Ergebnissse, vor allem beim Lesen und Schreiben von Slots zu
erhalten, habe ich beim o. g. Test ft4 und ft4c bei allen Systemen die Slots

uber Nach-
richtenversenden gesetzt. Zus

atzlich habe ich die Tests ft3s und ft4s durchgef

uhrt, wobei
statt Nachrichtenversenden das Konstrukt slot-value bzw. get-slot verwendet wurde.
Verglichen wurden nur noch die Systeme PCL, MCF, MCS auf einem Apple Macintosh
6
Aus dem gleichen Grund habe ich die Werte von ft2 f

ur das Balkendiagramm k

unstlich angen

ahert:
bei MCF von ca. 79 Sekunden auf 30 Sekunden reduziert und den Wert bei MCS von ca. 0,17 auf 0,3
erh

oht. Die Werte in der Tabelle B.1 sind nat

urlich unver

andert.
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II unter Allegro CommonLisp Version 1.2.1 sowie die SystemeMCF,MCS und Flavors
auf einer SUN Workstation unter Lucid CommonLisp.
Die Abbildungen 6.8 und 6.9 zeigen die Meergebnisse auf einem Apple Macintosh II in
Allegro CommonLisp f

ur die Objektsysteme PCL, MCF undMCS. Die genauen Zahlen
benden sich im Anhang B.2.
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defclass 16 x
make-instance 80 x
Standard-Nachrichten 100 x
Abbildung 6.8: 2. Vergleich der Ausf

uhrungszeiten auf Apple Macintosh II in Allegro
Common Lisp 1.2.1 in Sekunden, Teil 1.
Abbildung 6.10 und Abbildung 6.11 zeigen den entsprechenden Vergleich der Objektsy-
steme Flavors,MCF undMCS auf einer SUN Workstation in Lucid CommonLisp. Die
genauen Zahlen benden sich im Anhang B.3.
Interessant ist hier zu beobachten, da die Meergebnisse auf verschiedenen Rechnern in
verschiedenen Lisp-Systemen teilweise stark abweichen. Insbesondere f

allt auf, da die De-
nition von Klassen in MCS 0.5 auf einer SUN Workstation unter Lucid CommonLisp
dreimal l

anger dauert als auf einem Apple Macintosh II unter Allegro CommonLisp. Dies
l

at sich einfach dadurch erkl

aren, da die Funktion compile in beiden Lisp-Systemen ein
sehr unterschiedliches Verhalten aufweist. Auch wenn dieser Ausreier unkritisch ist, weil
Klassen in der Regel zur Ladezeit und nicht zur Ausf

uhrungszeit eines Programmms de-
niert werden, wurde er in der n

achsten Version von MCS vermieden. Viel entscheidender
ist die Ezienz bei der Erzeugung terminaler Instanzen, was sich insbesondere bei der
Anwendung BABYLON noch zeigen wird.
Zusammenfassend l

at sich sagen, da die getroenen Design- und Implementierungsent-
scheidungen durch diese Meergebnisse voll best

atigt wurden.MCS 0.5 zeigt signikante
Ezienzverbesserungen gegen

uber vergleichbaren Objektsystemen und ist teilweise besser
als kommerzielle Objektsysteme.
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Abbildung 6.9: 2. Vergleich der Ausf

uhrungszeiten auf Apple Macintosh II in Allegro
Common Lisp 1.2.1 in Sekunden, Teil 2.
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Abbildung 6.10: Vergleich der Ausf

uhrungszeiten auf SUN Workstation in Lucid Common
Lisp in Sekunden, Teil I.
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Abbildung 6.11: Vergleich der Ausf

uhrungszeiten auf SUN Workstation in Lucid Common
Lisp in Sekunden, Teil II.
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Nat

urlich wei man aus Erfahrung, da Benchmarks ihre T

ucken haben, und deshalb
hinterfragt werden m

ussen. Insbesondere l

at sich aus Einzelergebnissen noch kein gesi-
chertes Verhalten eines Gesamtsystems ableiten. Schlimmer noch: die Benutzung komple-
xer Softwaresysteme ist grunds

atzlich subjektiv. Ebenso subjektiv ist dementsprechend
die Einsch

atzung ihrer Performanz. Meine Konsequenz aus diesem Dilemma ist die Eva-
luierung des Objektsystems an Hand einer realen Anwendung. Diese wird im n

achsten
Abschnitt beschrieben.
6.5 Reale komplexe Anwendung: BABYLON 2.1
Mit BABYLON wurde MCS 0.5 unter realen Bedingungen der Entwicklung und der
Nutzung eines komplexen wissensbasierten Softwaresystems getestet. In Kapitel 2.1.1 ha-
be ich dieses Anwendungsszenario ausf

uhrlich diskutiert. Einige Eckwerte seien hier in
Erinnerung gerufen. Das gesamte System ohne die Objekte einer Wissensbasis umfat:
 149 Klassendenitionen,
 596 Operationen (unterschiedliche Methodennamen) und
 899 Methodendenitionen.
Es ist zwar klar, da die Komplexit

at von BABYLON weniger im Umfang seines Quell-
codes zu suchen ist, als vielmehr in der kognitiven Komplexit

at bei der Integration un-
terschiedlicher Wissensrepr

asentationsformalismen. Aus Sicht des Objektsystems sind die
genannten Zahlen aber durchaus interessant, weil sie auch Schl

usse auf andere Anwendun-
gen erlauben. Nicht nur die Ezienz, sondern auch die Robustheit eines Objektsystems
kann dabei unter Beweis gestellt werden.
Zun

achst gehe ich im n

achsten Unterabschnitt auf die Implementierung von BABYLON-
Flavors mitMCS 0.5 ein. Anschlieend werden die Performanzmessungen f

urBABYLON
unter den Objektsystemen MCF und MCS vorgestellt und diskutiert.
6.5.1 Implementierung von BABYLON-Flavors
Die Sprachkonstrukte von BABYLON-Flavors wurden im Abschnitt 6.1.1 bereits vorge-
stellt. Sie weichen geringf

ugig von den MCS-Konstrukten ab. Im wesentlichen wird nur
ein Teil derMCS-Funktionalit

at ben

otigt. An einigen Stellen, mu die Funktionalit

at aber
auch erweitert werden.
Die meisten Unterschiede in den Konstrukten von BABYLON-Flavors und MCS sind
syntaktischer Natur. Die Implementierungsaufgabe besteht also im wesentlichen in der
syntaktischen Abbildung der Konstrukte von BABYLON-Flavors auf MCS-Konstrukte.
Dies kann durch entsprechende Makrodenitionen umgesetzt werden. Die wichtigsten Kon-
strukte werden hier vorgestellt.
Klassen aus BABYLON-Flavors werden als spezielle MCS-Klassen realisiert. Es wird
also eine neue Metaklasse mit dem Namen flavor-class deniert:
(defmetaclass flavor-class (req-inst-vars) ())
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Im Unterschied zu Standardklassen in MCS ben

otigt man hier einen weiteren Slot req-
inst-vars f

ur die Klassen-Option :required-instance-variables. Diese Option ist er-
forderlich, wenn man auf Instanzvariablen in Methoden wie auf Lisp-Variablen zugreifen
m

ochte, also

uber den Bezeichner. Entsprechende Vorkommen freier Variblen in Metho-
denr

umpfen m

ussen vom Objektsystem dann ersetzt werden, wenn es sich um Instanz-
variablen handelt. Zur Methodendenitionszeit m

ussen also alle Instanzvariablen bekannt
sein. Da man schon in generellen Methoden auf Instanzvariablen der Subklassen zugreifen
will, mu man diese in der Klassenoption required-instance-variables deklarieren.
Meiner Meinung nach ist dies ein zweifelhaftes Konzept. Es wird daher von MCS nicht
direkt unterst

utzt. Da es in BABYLON aber verwendet wurde, mu es an dieser Stelle
als Erweiterung bereitgestellt werden.
Anschlieen kann das Konstrukt def$flavor realisiert werden. Das entsprechende Makro
mu daf

ur sorgen, da die neue Klassenoption required-instance-variables behan-
delt wird und da ein Klassenobjekt als Instanz der Klasse flavor-class erzeugt und
initialisiert wird.
An dieser Stelle wird demonstriert, wie eine einfach erscheinende Erweiterung die Im-
plementierung deutlich erschwert. Die Ersetzung freier Variablen durch Slotreferenzen in
Methodenr

umpfen mu zur

Ubersetzungszeit erfolgen. Dazu braucht man alle Slots einer
Klasse, einschlielich der ererbten. Daraus ergibt sich zwingend die Notwendigkeit, Klas-
sen auch zur

Ubersetzungszeit zu erzeugen und zumindest teilweise zu initialisieren. Um

uber

ussige Berechnungen zur

Ubersetzungszeit zu vermeiden, wird die Initialisierung von
Klassen in zwei Phasen aufgeteilt: :basic-init und :init. Die Methode :basic-init
berechnet nur die Klassenpr

azedenzliste und f

uhrt die Vererbung der Slots durch, w

ahrend
:init die restlichen Aktionen aus der Methode :init von standard-class ausf

uhrt:
(defmethod (flavor-class :basic-init) ()
(declare (optimize (speed 3) (safety 0)))
(send-self :compute-cplist)
(send-self :inherit-slots-with-defaults)
self)
(defmethod (flavor-class :init) (&rest inits)
(declare (optimize (speed 3) (safety 0)) (ignore inits))
(send-self :compute-slot-accessor-fn)
(send-self :extend-subclasses-of-supers)
(send-self :compute-slot-access-methods)
(send-self :compute-basicnew-fn)
self)
Die Konstruktorfunktion von flavor-class f

uhrt nur die Methode :basic-init aus, so
da :init auerhalb der Konstruktorfunktion aufgerufen wird.
Um zwischen dem

Ubersetzungs-, Lade- und Interpretationskontext unterscheiden zu
k

onnen, gibt es in CommonLisp das Konstrukt eval-when mit den Optionen :compile-
top-level, :load-top-level und :execute bzw. compile, load und eval in CLtL1.
Seine Verwendung verhindert jedoch im allgemeinen die Komplettkompilation. In sp

ateren
Versionen von MCS wird eval-when daher nicht mehr benutzt. Hier sorgt es daf

ur, da
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Klassen auch zur

Ubersetzungszeit erzeugt und teilweise initialisiert werden. Zur Ladezeit
wird dar

uberhinaus die vollst

andige Initialisierung angestoen. Und im Interpretationsmo-
dus wird zus

atzlich der Programmentwicklungsaspekt ber

ucksichtigt, um das Redenieren
von Klassen zur Entwicklungszeit zu unterst

utzen.
(defmacro def$flavor (a_class a_list-of-instance-variables
a_list-of-superclasses &rest options)
`(progn
(eval-when (:compile-toplevel)
(defvar ,a_class) ; to avoid compiler warnings
(setq ,a_class
(funcall (mcs-slot-value flavor-class (index-of-basicnew-fn))
flavor-class
:name ',a_class
...
:req-inst-vars
',(required-instance-variables options))))
(eval-when (:load-toplevel)
(setq ,a_class
(send-fast (funcall (mcs-slot-value flavor-class
(index-of-basicnew-fn))
flavor-class
:name ',a_class
...
:req-inst-vars
',(required-instance-variables options))
:init)))
(eval-when (:execute)
(let ((new-class
(funcall (mcs-slot-value flavor-class
(index-of-basicnew-fn))
flavor-class
:name ',a_class
...
:req-inst-vars
',(required-instance-variables options))))
(if (flavorp ',a_class)
(redefine-class ,a_class new-class)
(setq ,a_class (send-fast new-class :init)))))))
Wird eine Flavor-Klasse redeniert, so werden entsprechende Teile der Vererbungshierar-
chie dem neuen Stand angepat. Das heit:
 Die redenierte Flavor-Klasse mu aus den Subklassenlisten ihrer ehemaligen Super-
klassen entfernt werden.
 Die Subklassen der redenierten Flavor-Klasse m

ussen ebenso redeniert werden.
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 Die Instanzen von ge

anderten Flavor-Klassen bleiben unver

andert, m

ussen also vom
Programmierer selbst angepat werden. Programmteile, die Instanzen erzeugen bzw.
verwenden m

ussen erneut ausgewertet werden. Das Objektsystem weist durch eine
entsprechende Warnung darauf hin.
Das Konstrukt def$method wird auf das MCS-Konstrukt defmethod abgebildet. Die Zu-
satzaufgabe besteht darin, die Slotreferenzen und ($send self ...)Ausdr

ucke in Metho-
denr

umpfen zu ersetzen. Wichtig ist, da diese Quellcode-Analyse zur Makroexpansions-
zeit und somit zur

Ubersetzungszeit stattndet. Die Voraussetzung daf

ur ist die Kenntnis
aller Slots der betroenen Klassen.
(defmacro def$method ((class-name . type&selector) varlist . body)
(let ((new-body ; wird zur

Ubersetzungszeit berechnet
(compile-slot-references
;; die Klasse mu zur

Ubersetzungszeit existieren
(get-all-required-slot-names (symbol-value class-name))
(subst-$send-self body))))
`(defmethod (,class-name ,@type&selector) ,varlist ,@new-body)))
Hier wird allerdings nur eine einfache textuelle Analyse und Ersetzung durchgef

uhrt, ohne
angewandte Vorkommen von Makros zu expandieren etc. Sonst m

uten unz

ahlige Fein-
heiten der komplizierten Semantik von CommonLisp ber

ucksichtigt werden. Diese Ein-
schr

ankung stellte f

ur die Anwendung BABYLON aber kein Problem dar.
Das Konstrukt compile-$flavor-$methodsmu in MCS nicht unbedingt implementiert
werden, weil Methoden ohnehin kompiliert und ben

otigte Kombinationen im Cache einge-
tragen werden. Auf der anderen Seite kostet das dynamische Caching wertvolle Laufzeit,
w

ahrend es zur Ladezeit weniger kritisch ist. compile-$flavor-$methods wurde daher
auch bereitgestellt.
Die Konstrukte des Nachrichtenversendens k

onnen einfach auf dasMCS-Konstrukt send-
message abgebildet werden:
(defmacro $send (object message &rest args)
`(send-message ,object ,message ,@args))
(defmacro lexpr-$send (object message &rest args)
`(apply #'send-message ,object ,message ,@args))
Bei der obigen Ersetzung von $send self Ausdr

ucken in Methodenr

umpfen wird aber auf
das ezientere MCS-Konstrukt send-self abgebildet.
Auch die Implementierung von make-$instance kann durch eine einfache Makrodenition
erledigt werden:
(defmacro make-$instance (flavor &rest initializations)
`(make-instance ,flavor ,@initializations))
Weitere Details der Realisierung von BABYLON-Flavors kann man im Quellcode unter
(URL: xxx) nden. Insgesamt wurden die Implementierungs-Richtlinien aus Kapitel 5
schon weitgehend beachtet. Wenige Ausnahmen stellen die verwendeten Konstrukte aus
CommonLisp, wie eval-when und symbol-value dar.
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6.5.2 Performanzmessungen
F

ur die Performanzmessungen des BABYLON-Gesamtsystems wurden nur noch die Ob-
jektsysteme MCF und MCS in Betracht gezogen, weil die Einzeltests schon gen

ugend
aussagekr

aftig waren, um eine Vorauswahl treen zu k

onnen. Hier wurde ein Vergleich der
verschiedenen BABYLON-Prozessoren f

ur konkrete Wissensbasen vorgenommen:
 frames1 F

ur den Frame-Prozessor wurden die Zugrie auf alle Slots aller Instanzen
der Wissensbasis Pilze
[
M

uller, 1986
]
gemessen.
 frames1c Test von frames1 nach compile-$flavor-methods.
 frames2 Es wurden 100 Zugrie auf einen Slot einer Instanz der Wissensbasis Pilze
gemessen.
 frames2c Test von frames2 nach compile-$flavor-methods.
 frames3 Es wurden 100 Zugrie auf einen Slot einer Instanz der Wissensbasis Pilze
gemessen.
 frames3c Test von frames2 nach compile-$flavor-methods.
 rules1 F

ur den Regel-Prozessor wurden 50 Regeln einer Wissensbasis gefeuert.
 rules1a Test von rules1 mit anderem Algorithmus im Regel-Prozessor.
 rules2 F

ur den Regel-Prozessor wurden 200 Regeln einer Wissensbasis gefeuert.
 rules2a Test von rules2 mit anderem Algorithmus im Regel-Prozessor.
 prolog1 F

ur den Prolog-Prozessor wurde die naive Umkehrung einer 30-elementigen
Liste einer Wissensbasis berechnet.
 prolog2 Ergebnis von prolog1 in lips.
Die vollst

andigen Ergebnisse obiger Tests ndet man im Anhang B.4. Abbildung 6.12
zeigt die Ergebnisse der Tests frames3 und frames3c. Abbildung 6.13 zeigt die Ergebnis-
se der Tests rules2 und rules2a. Ebenso wurde der Hauptspeicherbedarf von BABY-
LON unter den beiden Objektsystemen ermittelt. Mit MCS ben

otigte das BABYLON-
Gesamtsystem 30 % weniger Hauptspeicher als mit MCF.
Betrachtet man die Vergleichswerte nach der Kompilation (compile-$flavor-methods),
so ist der Frame-Prozessor durch MCS bis zum Faktor 2 schneller geworden. Der Regel-
Prozessor ist 9 bis 12 mal schneller und der Prolog-Prozessor

uber 100 mal schneller
geworden.
Um die Performanz des Prolog-Prozessors besser einsch

atzen zu k

onnen, wurde zus

atzlich
ein Vergleich mit einer in Lisp implementiertenWAM (Warren Abstract Machine)
[
Warren,
1983
]
,
[
Ait-Kaci, 1991
]
durchgef

uhrt. Wie Abbildung 6.14 und Abbildung 6.15 zeigen,
hat MCS f

ur den Prolog-Prozessor so einen Ezienzsprung bewirkt, da seine geplante
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Abbildung 6.12: Vergleich der Ausf

uhrungszeiten des BABYLON-Frame-Prozessors in
Sekunden.
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Abbildung 6.13: Vergleich der Ausf

uhrungszeiten des BABYLON-Regel-Prozessors in Se-
kunden.
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Abbildung 6.14: BABYLON-Prolog-Prozessor im Vergleich zur WAM in Sekunden.
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Reimplementierung in einer WAM

uber

ussig wurde. Der Abstand zur WAM liegt mit
MCS unter einem Faktor von 2. Die genauen Werte ndet man im Anhang B in den
Tabellen B.5 und B.6.
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Abbildung 6.15: BABYLON-Prolog-Prozessor im Vergleich zur WAM in lips.
Die Relevanz der erzielten Ezienzresultate wird auch durch eine Umfrage bei den
BABYLON-Anwendern untermauert
[
Christaller et al., 1989, S. 448
]
. Diese Umfrage
bezog sich auf die Versionen 0.0, 1.0, 1.1 und 2.0 von BABYLON auf verschiedenen
Rechnerplattformen ohneMCS 0.5. Auch wenn die Laufzeit insgesamt als akzeptabel be-
wertet wurde, bem

angelten alle Anwender die Inezienz des Prolog-Prozessors. Mit der
Umstellung auf MCS 0.5 in der Version 2.1 und der einhergehenden Beschleunigung um
den Faktor

uber hundert wurde auch hierf

ur eine

uberzeugende L

osung gefunden.
6.6 Bewertung von MCS 0.5
In diesem Abschnitt wird MCS in seiner ersten Realisierung zum einen im Hinblick auf
die speziell hierf

ur gesetzten Kriterien und zum anderen im Hinblick auf die generelle
Sicht objektorientierter Sprachkonzspte aus Kapitel 4 bewertet. Zun

achst gehe ich auf
Aspekte des Sprachdesigns, dann auf Aspekte der Implementierung ein. Zum Schlu wird
das Ergebnis an den Anforderungen einer komplexen Anwendung gemessen.
6.6.1 Sprachdesign
Ausgangspunkt des Sprachdesign war das Objektsystems Flavors bzw. BABYLON-
Flavors. Letzteres stellte im wesentlichen die Anforderungen an die Funktionalit

at von
MCS. Die reektive Systemarchitektur folgt weitgehend dem Konzept von ObjVLisp.
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Entsprechend den in Abschnitt 6.2.1 formulierten Zielen erf

ullen die Sprachkonstrukte
von MCS 0.5 weitgehend die Kriterien Minimalit

at, Reektivit

at, Erweiterbarkeit, Uni-
formit

at, Orthogonalit

at, Ezienz und Portabilit

at.
So konnte die SchnittstelleBABYLON-Flavors einfach als Erweiterung desMCS-Kerns
realisiert werden. Allerdings wurde dabei auch deutlich, da das bereitgestellte Metaob-
jektprotokoll einige wichtige Aspekte des Objektsystems nicht ber

ucksichtigt. Nur Klas-
sen sind als Metaobjekte speziziert, nicht aber Feldannotationen, generische Operationen
bzw. Methoden. Die Spezialisierung des Feldzugrisverhaltens sowie der Speicherrepr

asen-
tation von Objekten wird nicht unterst

utzt. Will man an diesen Stellen Spezialisieren, mu
man auf die Implementierungsebene von MCS absteigen. Das Metaobjektprotokoll ist an
einigen Stellen zu grobk

ornig. Es fehlt z. B. die Methode, um nicht initialisierte Objekte
zu erzeugen.
MCS 0.5 unterst

utzt nur allgemeine multiple Vererbung nach der Strategie depth-rst-
left-to-right-up-to-joins. Einfache Vererbung und Mixin-Vererbung k

onnen zwar als Erwei-
terung von MCS realisiert werden. Diese Vorgehensweise erscheint aber nicht nat

urlich,
weil man in der Erweiterung eine Einschr

ankung der Funktionalit

at vornimmt. Ein weite-
rer Nachteil ist, da das kompliziertere Konzept zum Regelfall bestimmt wurde.
Die genannten Dezite vonMCS 0.5 folgen aber nicht aus der gew

ahlten Systemarchitek-
tur, sondern liegen in der Natur eines ersten Entwurfs begr

undet. Sie zeigen auf, welche
weiteren Anforderungen in der n

achsten Version von MCS aufgegrien und erf

ullt werden
m

ussen.
Die gew

ahlte Systemarchitektur hat wesentlich dazu beigetragen, eine eziente Imple-
mentierung zu erm

oglichen und somit die Hauptdezite bisheriger Objektsysteme aus
Abschnitt 6.1.2 zu

uberwinden.
6.6.2 Implementierung
Insgesamt haben sich die getroenen Implementierungsentscheidungen bew

ahrt. Die
gew

ahlte Objektrepr

asentation ist mit Abstand die ezienteste bzgl. Speicherbedarf,
Erzeugungs- und Zugriszeit. Auch das Prinzip, kostentr

achtige Berechnungen in die
Klasseninitialisierungsphase zu verlagern (:compute-slot-accessor-fn und :compute-
basicnew-fn) hat signikante Ezienzverbesserungen bewirkt. Insbesondere die Objekt-
erzeugung wurde um Gr

oenordnungen schneller als bei vergleichbaren Objektsystemen.
Nachteilig hat sich in diesem Zusammenhang die Verwendung des inkrementellen Com-
pilers von CommonLisp durch Aufruf der Funktion compile erwiesen. In einigen Lisp-
Systemen ist der inkrementelle Compiler zu langsam f

ur solche Zwecke, obwohl das be-
rechnete Ergebnis dann die maximale Ezienz bietet. So ist die relativ langsame Klas-
senerzeugung auf SUN Workstations unter Lucid Common Lisp zu erkl

aren. Ein weiterer
Nachteil der Verwendung von compile ist der Umstand, da MCS 0.5 so nicht komplett-
kompilierbar ist.
Eine Schw

ache hat sich auch beim Nachrichtenversenden gezeigt. Unter den gesetzten
Randbedingungen, z. B. da send-message eine Funktion sein mute und kein Makro,
bleiben Methodenaufrufe beim Message-Passing langsamer als Aufrufe generischer Funk-
tionen wie in PCL. Daraus ergibt sich die Konsequenz, in sp

ateren Versionen von MCS
auf das Konzept generischer Funktionen zu setzen.
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6.6.3 Zusammenfassung
Aus Sicht von BABYLON als einer komplexen Anwendung hat MCS alle Anforderungen
erf

ullt. Die erzielten Ezienzsteigerungen f

urBABYLON haben die Erwartungen bei wei-
tem

ubertroen. Im nachhinein, fragt man sich, warum die Vorg

angersysteme so inezient
waren. Die prinzipiellen Gr

unde liegen in der Quellcode-Interpretation zur Ausf

uhrungs-
zeit, deren Notwendigkeit mit MCS widerlegt wird.
Die Objektebene von MCS 0.5 hat sich weitgehend an vorausgegangenen Objektsyste-
men orientiert. Die reektive Systemarchitektur unterst

utzte eine eziente Implementie-
rung des Objektsystems selbst. Das einfache Metaobjektprotokoll war angemessen, um
die Schnittstelle BABYLON-Flavors als Spezialisierung von MCS schnell zu realisie-
ren. Die Performanz von MCS hat den Durchbruch f

ur BABYLON als einer komplexen
Anwendung auf Rechnern mit geringerer Leistungsf

ahigkeit als auf den Lisp-Maschinen
erm

oglicht. Die noch vorhandenen Dezite werden in den n

achsten Kapiteln mit MCS
1.0 und schlielich mit TEO schrittweise beseitigt.
Kapitel 7
Die Weiterentwicklung: MCS als
kompatible Verbesserung von
CLOS
Bach walked 60 miles to copy Buxtehude's
music . . .
Frederick P. Brooks, Jr. 1993. Keynote ad-
dress: Language Design as Design, The Se-
cond History of Programming Languages
Conference (HOPL-II),
[
Brooks, 1996, S.
10
]
.
Ausgehend von den Ergebnissen und Erfahrungen mitMCS 0.5 wird in diesem Kapitel ein
zweites Objektsystem vorgestellt. Statt des Nachrichtenversendens wird hier das Konzept
der generischen Funktionen mit mehrfachemMethoden-Dispatch realisiert. Der metareek-
tive Kern wird erweitert. Nun werden auch Feldannotationen sowie generische Funktionen
und Methoden zum Gegenstand der Reektion, d. h. zu Objekten erster Ordnung. Das
Konzept der Mixin-Vererbung wird bereits im Kern bereitgestellt und zur Realisierung
von MCS 1.0 selbst verwendet.
Funktional orientiert sichMCS 1.0 an CLOS auf der Objektebene sowie an CLOS MOP
auf der Metaobjektebene, siehe Kapitel 3.4.3. Es werden jedoch konzeptionell und imple-
mentierungstechnisch begr

undete Vereinfachungen vorgenommen. Dadurch wird sowohl
der objektorientierte Programmierstil als auch die Ezienz komplexer Anwendungen ver-
bessert. Insbesondere tr

agt das Konzept der Mixin-Vererbung hierzu bei. Ebenso positiv
wirkt sich aus, da Aspekte der Programmentwicklung identiziert und als objektorien-
tierte Erweiterungen des Kerns bereitgestellt werden. Redenieren von Klassen und auto-
matische Anpassung aller abh

angigen Objekte ist somit nicht mehr der Regelfall, sondern
eine bewute Ausnahme, jedenfalls zur Ausf

uhrungszeit. Ein globaler Systemschalter er-
laubt, auf einfache Weise festzulegen, ob redenierbare Klassen als Standard-Metaobjekte
zum Tragen kommen, z. B. generell zur Entwicklungszeit, oder die einfacheren und ezi-
enteren Metaobjekte, insbesondere zur Auslieferungzeit von Applikationen (engl. release
version).
Um Wiederholungen zu vermeiden, konzentriere ich meine Darstellung von MCS 1.0 auf
die Unterschiede zu CLOS bzw. zu MCS 0.5. Es werden daher auch nur die hinzukom-
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menden bzw. abweichenden Design- und Implementierungsaspekte im Vergleich zu MCS
0.5 behandelt. Eine vollst

andige Beschreibung von MCS 1.0 ndet man in
[
Bretthauer
und Kopp, 1991
]
. Die erfolgreiche Portierung vonMCS nach Scheme wird in
[
Lange, 1993
]
ausf

uhrlich behandelt.
7.1 Diskussion von CLOS
Eine ausf

uhrliche Darstellung von CLOS wurde bereits in Kapitel 3.4.3 gegeben. Da-
bei habe ich bereits auf die Vor- und Nachteile bestimmter Sprachkonzepte im Vergleich
zu anderen Sprachen hingewiesen. Hier m

ochte ich die problematischen Sprachkonstrukte
nochmal zusammenfassen und begr

unden, warum in MCS 1.0 entsprechende Vereinfa-
chungen vorgenommen wurden.
Zu Beginn der Entwicklung von MCS 1.0 gab es keine vollst

andige Implementierung von
CLOS. Es lag nur ein Entwurf der CLOS-Spezikation vor, die in Portable Common
Loops PCL bei Xerox PARC schrittweise implementiert wurde. Die wichtigsten Sprach-
konstrukte von CLOS waren jedoch in PCL schon fr

uh verf

ugbar. Sie reichten insbeson-
dere aus, um den Performanzvergleich mit MCS 0.5 durchzuf

uhren, siehe Kapitel 6.4.
Wie wir gesehen haben, lagen die Performanzschw

achen von PCL vor allem in seinem
Speicherbedarf und der deutlich langsameren Objekterzeugung im Vergleich zuMCS 0.5.
Die Gr

unde daf

ur liegen im wesentlichen im Sprachdesign von CLOS, das keine einfa-
che und eziente Implementierung des Systems zul

at. Akzeptable Performanz kann nur
durch aufwendige dynamische Optimierungen erreicht werden. Diese greifen oft auch nur
im Standardfall, nicht aber falls MOP-Operationen tats

achlich spezialisiert werden, wof

ur
sie ja eigentlich bereitgestellt werden.
Zwei Schwachstellen im Sprachdesign von CLOS werden im folgenden genauer diskutiert:
die Erzeugung und Initialisierung von Objekten als Beispiel f

ur die Objektebene und
das Slotzugrisprotokoll mit st

arkerem Bezug zur Metaobjektebene. Probleme allgemei-
ner multipler Vererbung wurden schon in Kapitel 4 auf Seite 90 sowie in
[
Bretthauer et al.,
1989c
]
und
[
Kopp, 1996a, S. 25
]
ausf

uhrlich diskutiert. Auch die Problematik von shared
slots wurde bereits in
[
Kopp, 1996a, S. 21 und 41
]
behandelt. Da die Entbindung von
der Picht, generische Funktionen mit defgeneric denieren zu m

ussen, bevor man ent-
sprechende Methoden mit defmethod deniert, eine zweifelhafte Benutzerunterst

utzung
darstellt, wurde schon in
[
Bretthauer et al., 1994, S. 149
]
festgestellt. Als Konsequenz
k

onnen Applikationen, die defgeneric einsparen, nicht komplettkompiliert werden.
7.1.1 Erzeugung und Initialisierung von Objekten in CLOS
Die Erzeugung und Initialisierung von Objekten in CLOS wurde in Kapitel 3.4.3 auf Sei-
te 60 bereits im

Uberblick beschrieben und soll hier weiter vertieft werden. Das Grundkon-
zept von Flavors und CLOS, Objekte mit einem generellen Konstruktor make-instance
angewandt auf ein Klassenobjekt und optionale Schl

usselwort-Argumente zu erzeugen, un-
terst

utzt objektorientiertes Programmieren nach meiner Einsch

atzung wesentlich besser
als z. B. das Konzept von Java. In Java mu f

ur jede Konstellation der Initialisierungs-
parameter je ein Konstruktor in der Klasse selbst und ggf. in allen Superklassen deniert
werden. Auf den Quellcode der Superklassen hat man aber m

oglicherweise keinen Zugri,
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was dann zu undurchsichtigen work arounds f

uhren kann. Worin liegt nun das Problem
der CLOS-L

osung? Und wie kann man sie verbessern?
An der Erzeugung und Initialisierung von Objekten sind in CLOS vier generische Funk-
tionen mit folgender Aufrufstruktur beteiligt:
(make-instance 'C :s1 1 :s2 2 ...)
(make-instance (find-class 'C) :s1 1 :s2 2 ...)
(allocate-instance (find-class 'C) :s1 1 :s2 2 ...)
(initialize-instance new-object :s1 1 :s2 2 ...)
(shared-initialize new-object T :s1 1 :s2 2 ...)
Alle vier Operationen k

onnen vom Benutzer schon auf der Objektebene spezialisiert wer-
den und besitzen &key- und &rest-Parameter. Allein der Overhead durch den vierfachen
generischen Dispatch sowie die aufwendigere Aufrufverwaltung bei &key- und &rest-
Parametern ist zu hoch, um dieses dynamische Protokoll tats

achlich vollst

andig aus-
zuf

uhren. Dieses Protokoll ist somit von vornherein ein Scheinprotokoll, weil keine eziente
CLOS-Implementierung sich danach verh

alt. Wie sie sich wirklich verh

alt, bleibt f

ur den
Benutzer verborgen. Die Grundidee von Spracherweiterungsprotokollen, ein transparentes
Implementierungsmodell der Objektebene oenzulegen, kann hier nicht eingel

ost werden.
Optimierungen beruhen auf der Kenntnis aller beteiligten Methoden. Relativ einfach zu
optimieren ist der Spezialfall, wenn keine benutzerdenierten Methoden f

ur die beteilig-
ten generischen Funktionen vorliegen. Die meisten CLOS-Implementierungen beschr

anken
sich darauf, nur diesen zu behandeln. In allen anderen F

allen bleibt die Objekterzeugung
dann nicht optimiert.
Ein weiteres Problem bei der Objekterzeugung und Initialisierung stellen die Initialisie-
rungsschl

usselw

orter dar. Wie das Beispiel 3.4.3 zeigte, k

onnen f

ur einen Slot mehrere
Initialisierungsschl

usselw

orter speziziert werden. Default-Werte k

onnen f

ur Slots

uber
die Slotoption :initform sowie f

ur die Schl

usselw

orter als Klassenoption :default-
initargs und in der &key-Parameter-Option der beteiligten generischen Funktionen spe-
ziziert werden. Dies kann die Benutzung sehr kompliziert machen. Wird tats

achlich von
allen M

oglichkeiten Gebrauch gemacht, so kann kaum noch nachvollzogen werden, welcher
Default-Wert zum tragen kommt. Nat

urlich ist auch die Implementierung entsprechend
aufwendig. Zum einen mu make-instance die explizit angegebenen Initialisierungsargu-
mente um die sogenannten defaulted Initialisierungsargumente, die nicht explizit vorkamen,
erg

anzen. Dies erfordert einen polynomialen Zeitaufwand (Anzahl der expliziten Argumen-
te mal Anzahl aller Defaults einer Klasse). Mehrere Initialisierungsschl

usselw

orter pro Slot
bewirken eine kubische Zeitkomplexit

at der Slot-Initialisierung an Stelle einer quadrati-
schen bei h

ochstens einem Schl

usselwort pro Slot.
7.1.2 Slotzugrie in CLOS
In CLOS gibt es zwei Alternativen, auf Slots zuzugreifen. Der abstraktere Zugri er-
folgt

uber die automatisch generierten Lese- und Schreiboperationen entsprechend den
Slotoptionen :reader, :writer und :accessor in einer Klassendenition. Da dies gene-
rische Funktionen sind, kann der Benutzer weitere Methoden

uber defmethod hinzuf

ugen,
z. B. Before-, After- oder Around-Methoden, und auch die generierte Prim

ar-Methode
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ersetzen. Die andere M

oglichkeit, auf Slots zuzugreifen, bietet das implementierungsn

ahe-
re Konstrukt slot-value. Die generierten Prim

armethoden verhalten sich so, als ob sie
slot-value aufrufen w

urden. Sie m

ussen es aber nicht unbedingt tun, um Systemopti-
mierungen zu erlauben. Denn slot-value ist selbst keine primitive Operation, sondern
sie ruft die generische Funktion slot-value-using-class auf, wie in Kapitel 3.4.3 auf
Seite 66 bereits beschrieben. Es ist also folgende Aufrufstruktur speziziert:
(read-slot-x object)
(slot-value object 'x)
(slot-value-using-class (class-of object)
object
(find-slot (class-of object) 'x))
M

ochte der Benutzer das Zugrisverhalten spezialisieren, so stellt sich das konzeptionel-
le Problem, da er nicht wei, an welcher Stelle er dies tun soll: bei der generischen
Zugrisfunktion auf der Objektebene oder bei slot-value-using-class auf der Meta-
objektebene? Das oensichtliche Ezienzproblem dieses Designs ist, da man eine spezielle
Operation auf eine allgemeine abbildet und unterwegs die spezielle Information zun

achst
verliert, sie sp

ater aber wieder nden mu.
Wie schon die Erzeugung und Initialisierung von Objekten stellt auch das Slotzugrispro-
tokoll in CLOS kein ad

aquates Implementierungmodell dar. Es kann nicht auf diese Weise
ezient implementiert werden. Optimierungen k

onnen diese langen Aufrufkette abk

urzen,
falls keine benutzerdenierten Methoden f

ur slot-value-using-class vorliegen. Wird
nachtr

aglich eine solche deniert oder anwendbar auf Grund einer Klassenredenition,
m

ussen evtl. durchgef

uhrte Optimierungen wieder zur

uckgenommen werden. Dazu ist ei-
ne aufwendige Abh

angigkeitsverwaltung n

otig.
Die aufgezeigten Schwachstellen im Design von CLOS im Hinblick auf Benutzung und
Implementierung werden nun in MCS 1.0 teilweise beseitigt. Abschlieende L

osungen
werden erst mit TEO pr

asentiert, das mit CLOS nicht mehr kompatibel sein mute, wie
MCS 1.0.
7.2 Entwurf und Implementierung von MCS 1.0
Der Entwurf von MCS 1.0 gr

undet auf der Arbeitshypothese, da die objektorientierten
Konzepte von CLOS im Prinzip richtig und wegweisend sind. Hierzu z

ahlt die weitge-
hende Integration objektorientierter Konzepte mit der funktionalen Basissprache Lisp.
Die Einf

uhrung generischer Funktionen an Stelle des Nachrichtenversendens unterst

utzt
diese Integration. Ebenso die syntaktische Trennung von Klassendenitionen von Denitio-
nen generischer Funktionen bzw. Methoden. Dadurch k

onnen Lisp-Basistypen harmonisch
in objektorientierte Programme eingebunden werden, ohne sie spezialisieren zu m

ussen,
nur weil man ihr Verhalten erweitern m

ochte. Generische Funktionen k

onnen

uber Lisp-
Basisklassen diskriminieren, im Unterschied zu Java.
Beim Design von CLOS wurde jedoch zu wenig auf die Orthogonalit

at, die Robustheit und
die eziente Implementierbarkeit der bereitgestellten Sprachkonstrukte geachtet. Neben
den Zielen und Designkriterien f

urMCS 0.5 aus Kapitel 6.2.1 auf Seite 154, soll hier eine
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weitgehende Kompatibilit

at, zumindest der Objektebene, zu CLOS eingehalten werden.
Der L

osungsansatz besteht daher im wesentlichen in der Vereinfachung von CLOS. Ent-
wurf und Implementierung h

angen hier so eng zusammen, da ich beides zusammenfasse.
Eine getrennte sequentielle Darstellung w

are nicht sinnvoll.
7.2.1 Vereinfachungen gegen

uber CLOS
Die wichtigsten Vereinfachungen gegen

uber CLOS betreen folgende Sprachelemente:
1. Mixin-Vererbung ist der Regelfall; allgemeine multiple Vererbung wird als Erweite-
rung realisiert.
2. Klassen m

ussen top-down deniert werden, d. h. die Superklassen m

ussen textuell
vor den Subklassen deniert werden.
3. Redenieren von Klassen wird als Erweiterung durch spezielle Metaklassen un-
terst

utzt, nicht von Standardklassen.
4. Es gibt pro Slot h

ochstens ein Initialisierungsschl

usselwort. Die Klassenoption
:default-initargs entf

allt.
5. Es werden nur klassenspezische Methoden unterst

utzt, keine eql-Methoden, die in
CLOS instanzspezisch sind.
6. Die Parameterlisten von generischen Funktionen und Methoden enthalten nur gefor-
derte Parameter und optional einen &rest-Parameter, wie schon in MCS 0.5.
7. Multiple Werte werden als Ergebnis von generischen Funktionen bzw. Methoden
nicht unterst

utzt.
8. Das Konstrukt call-next-method l

at keine Angabe expliziter Argumente zu. Die
n

achstallgemeinere Methode wird immer mit denselben Argumenten aufgerufen, wie
die rufende Methode.
Wie schon f

ur einige Sprachaspekte erw

ahnt, spricht nichts dagegen, exiblere und aus-
drucksst

arkere Sprachmittel als Erweiterung des Objektsystemkerns anzubieten. Es mu
jedoch vermieden werden, da auch Anwendungen, die mit einfachen Sprachmitteln aus-
kommen, an Performanz und Robustheit einb

uen.
7.2.2 Sprachkonstrukte der Objektebene
Die Sprachkonstrukte der Objektebene von MCS 1.0 k

onnen im wesentlichen als eine
Teilsprache von CLOS gesehen werden. Um aber die Mixin-Vererbung explizit zu un-
terst

utzen, werden zus

atzlich zu defclass zwei weitere Konstrukte eingef

uhrt: defab-
stract und defmixin. Unter Verwendung der Klassenoption :metaclass k

onnen die neu-
en Konstrukte auf das allgemeinere Konstrukt defclass zur

uckgef

uhrt werden. Will man
aber die Objekt- und die Metaobjektebene strikt voneinander trennen, so sollte es auf der
Objektebene keine expliziten Verweise auf Metaklassen geben. Dies erreicht man durch
die eingef

uhrten Konstrukte defabstract und defmixin. Ihre Verwendung soll durch fol-
gendes Beispiel verdeutlicht werden.
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;;; In module A or file A.lisp
;;; define an abstract class of all graphical objects
(defabstract graphical-Object () ())
;;; define some methods for graphical objects
...
;;; In module B or file B.lisp
;;; define a base class Point
(defclass Point (graphical-Object)
((x :initarg :x
:initform 0
:accessor point-x)
(y :initarg :y
:initform 0
:accessor point-y)))
;;; define some methods for point objects
...
;;; In module C or file C.lisp
;;; define a protocol for the color aspect of objects
(defconstant default-color 'grey) ; a protocol constant
;;; the protocol operations
(defgeneric color-of (obj))
(defgeneric change-color (obj color))
;;; define the default behaviour of uncolored objects
(defmethod color-of (obj) default-color)
(defmethod change-color (obj color)
(warn "Can't change the color of an uncolored object."))
;;; define the color aspect of colored object
;;; define the structure of the color aspect as a mixin class
(defmixin colored ()
((color :initarg color
:initform 'black)))
;;; define the behavior of colored objects
(defmethod color-of ((obj colored))
(slot-value obj 'color))
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(defmethod change-color ((obj colored) color)
(setf (slot-value obj 'color) color))
;;; In module D or file D.lisp
;;; define a protocol for the moving aspect of objects
;;; the protocol operations
(defgeneric move-object (obj))
;;; define the default behaviour of unmoveable objects
(defmethod move-object (obj) default-color)
(warn "Can't move an unmoveable object."))
;;; define the moving aspect of moveable object
;;; define the structure of the moving aspect as a mixin class
(defmixin moveable ()
(...))
;;; define the behavior of moveable objects
(defmethod move-object ((obj moveable))
...)
;;; In module E or file E.lisp
;;; build an application using reusable components
;;; define required classes
(defclass colored-Point (colored Point) ())
(defclass moveable-colored-Point (moveable colored Point) ())
;;; create some instances
(setf p1 (make-instance 'Point 'x 25 'y 10))
(setf p2 (make-instance 'colored-Point 'x 25 'color 'red))
(setf p3 (make-instance 'moveable-colred-Point 'y 10 'color 'blue))
;;; execute some operations on instances
...
Im Prinzip kann dieses Beispiel auch in CLOS so

ahnlich formuliert werden, indem man
statt der Konstrukte defabstract und defmixin einfach defclass verwendet. Dann
bleibt aber die Intention, wie die Klassen verwendet werden sollen, nicht speziziert. In der
Implementierung k

onnen keine entsprechenden Optimierungen sicher vorgenommen wer-
den. Sie k

onnen nur auf Verdacht probiert werden, m

ussen aber bei anderer Verwendung
wieder zur

uckgenommen werden.
Das Beispiel zeigt, da generische und wiederverwendbare Softwarekomponenten in CLOS
deutlich besser zu implementieren sind als in anderen objektorientierten Sprachen, wie
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Java beispielsweise. Dort kann kein Default-Verhalten anderweitig denierter Objekte
bzgl. eines neuen Verhaltensaspekts speziziert werden. In Java k

onnen nur sogenannte
statische Methoden f

ur andere Objekte deniert werden, die aber nicht spezialisiert werden
d

urfen. Sie sind somit nicht objektorientiert.
Wie die Mixin-Vererbung f

ur das Design und die Implementierung von MCS 1.0 selbst
verwendet wird, beschreibe ich in Abschnitt 7.2.5. In den folgenden Abschnitten gehe ich
exemplarisch auf zwei Vereinfachungen gegen

uber CLOS ein.
7.2.3 Vereinfachung der Erzeugung und Initialisierung von Objekten
Die Vereinfachung im Vergleich zu CLOS ergibt sich aus der Anwendung des Orthogona-
lit

atskriteriums auf das Sprachdesign. Danach sollte auf der gegebenen Granularit

atsebene
jeder Aspekt durch genau eine generische Funktion spezialisierbar sein. Hier handelt es sich
um zwei Aspekte. Die Objektallokation ist eine Klassenoperation, die auf der Metaobjekt-
ebene spezialisierbar ist. Die Objektinitialisierung ist eine Objektoperation und kann auf
der Objektebene spezialisiert werden. Da man in der Regel Objekte sofort nach ihrer
Erzeugung initialisiert gibt es eine nicht-generische Funktion make-instance, die beide
generische Funktionen allocate-instance und initialize-instance aufruft.
(make-instance C :s1 1 :s2 2 ...)
(allocate-instance C '(:s1 1 :s2 2 ...))
(initialize-instance new-object :s1 1 :s2 2 ...)
Geht man davon aus, da allocate-instance und initialize-instance im Programm-
text sehr selten direkt aufgerufen werden, k

onnten beide ohne Rest-Parameter deniert
werden. Wegen der geforderten Kompatibilit

at zu CLOS, vor allem auf der Objektebe-
ne, wurde f

ur initialize-instance der Rest-Parameter beibehalten. Auf die generische
Funktion shared-initialize kann ganz verzichtet werden, weil das Redenieren von
Klassen sowie change-class im Standardfall nicht unterst

utzt wird.
Damit wurde der organisatorische Overhead im Vergleich zu CLOS mindestens halbiert.
Die algorithmische Vereinfachung bei der Initialisierung ergibt sich aus dem Verzicht auf
die Klassenoption :default-initargs sowie aus der Beschr

ankung auf h

ochstens ein In-
itialisierungsschl

usselwort pro Slot.
Selbst wenn f

ur eine CLOS-Klasse keine :default-initargs speziziert wurden, bleibt
der Overhead bestehen, dieses zur Ausf

uhrungszeit festzustellen. Im allgemeinen kostet
diese Feststelung einen generischen Funktionsaufruf und einen Identit

atsvergleich. Sind
:default-initargs speziziert worden, so mu make-instance zun

achst eine neue Liste
aus den expliziten Argumenten und der vorberechneten Liste aller Default-Initargs erzeu-
gen. Selbst wenn Listenerzeugung in Lisp optimiert ist, werden dadurch viele tempor

are
Listen erzeugt und somit die automatische Speicherbereinigung belastet. Diese Probleme
werden in MCS 1.0 von vornherein vermieden.
Die M

oglichkeit mehrerer Initialisierungsschl

usselw

orter pro Slot zwingt in CLOS,
die Initialisierung der Slots in zwei Phasen durchzuf

uhren. Zuerst m

ussen die Initia-
lisierungsargumente abgearbeitet werden. Dabei mu die Zul

assigkeit der Initialisie-
rungsschl

usselw

orter gepr

uft und die entsprechenden Slots so gesetzt werden, da die
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Schl

usselw

orter von links nach rechts zum tragen kommen, falls mehrere Initialisierungs-
argumente denselben Slot setzen w

urden. Die schnellste L

osung daf

ur ist, die Initialisie-
rungsargumente von rechts nach links abzuarbeiten, auch wenn dadurch ein und derselbe
Slot evtl. mehrmals gesetzt werden mu. Das am weitesten links stehende Argument wird
somit Vorrang haben. Man erh

alt einen aufw

andigen Algorithmus mit dreifach geschach-
telten Schleifen:
;; first phase
11 (doplist ((supplied-key supplied-value) initargs)
;; check if legal supplied-key
12 (... (member supplied-key legal-keywords) ...)
;; maybe initialize a slot
13 (dolist (slot slots)
14 (dolist (slot-key slot-keywords)
15 (if (eq supplied-key slot-key)
;; set slot according to supplied value
16 ...)
17 ...) ...) ...)
Die Anzahl der Iterationsschritte ergibt sich aus der Multiplikation der Anzahl der explizi-
ten Initialisierungsargumente mit der Anzahl der Slots und der Anzahl der Schl

usselw

orter
pro Slot.
In einer zweiten Phase m

ussen alle Slots durchlaufen werden. Dabei mu f

ur jeden Slot
gepr

uft werden, ob er schon initialisiert wurde. Falls nicht, wird er gem

a der Slotoption
:initform initialisiert.
;; second phase
21 (dolist (slot slots)
22 (if (slot-unbound-p slot ...)
;; set slot according to :initform
23 ...))
InMCS 1.0 k

onnen die Schritte 13 bis 17 aus der ersten Phase zum Teil ganz eingesprart
werden und zum Teil (Schritt 16) w

ahrend der zweiten Phase erledigt werden:
;; first phase
11 (doplist ((supplied-key supplied-value) initargs)
;; check if legal supplied-key
12 (... (member supplied-key legal-keywords) ...))
;; second phase
21 (dolist (slot slots)
;; look for a supplied initarg value
22a (if (getf (slot-keyword slot) initargs ...) ; just one keyword
;; set slot according to supplied value
16 ...
;; set slot according to :initform
23 ...))
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In der zweiten Phase derMCS-L

osung wird Schritt 22 durch 22a ersetzt. Die Pr

ufung, ob
ein Slot schon gesetzt ist, entf

allt. Stattdessen mu an dieser Stelle der evtl. angegebene
Initialisierungswert aus der Liste der Initialisierungsargumente geholt werden. Insgesamt
erh

alt man hier als Iterationsschritte die Anzahl der Initialisierungsargumente plus die
Anzahl der Slots multipliziert mit der Anzahl der Initialisierungsargumente.
Dies bedeutet die Ersparnis einer Potenz im Polynom der Zeitkomplexit

at f

ur MCS 1.0.
Die Speicherkomplexit

at ist in MCS 1.0 g

unstiger, weil keine tempor

aren Listen erzeugt
werden m

ussen.
7.2.4 Vereinfachung der Slotzugrie
Auch bei der Vereinfachung der Slotzugrie wird die Kompatibilit

at zu CLOS auf der Ob-
jektebene beibehalten.

Anderungen werden auf der Metaobjektebene vorgenommen. Statt
der generischen Funktionen slot-value-using-class und (setf slot-value-using-
class), die zur Slotzugriszeit ausgef

uhrt werden m

ussen, stelltMCS 1.0 die generischen
Funktionen make-reader und make-writer zur Verf

ugung. Sie berechnen die generischen
Lese- und Schreiboperationen und k

onnen daher zur Klassenerzeugungs- und somit in der
Regel schon zur Programmladezeit ausgef

uhrt werden.
(make-reader class (find-slot class) 'x) 'read-slot-x)
(read-slot-x object)
(primitive-indexed-read object 'position)
(slot-value object 'x)
(primitive-indexed-read object
(find-slot-position (class-of object) 'x))
Nur make-reader und make-writer sind spezialisierbar. Das Konstrukt slot-value wird
nur aus Kompatibilit

atsgr

unden mit CLOS unterst

utzt. Die Implementierungsprimitive
wie primitive-indexed-read geh

oren nicht zum Metaobjektprotokoll. Die berechneten
Lese- und Schreiboperationen, wie z. B. read-slot-x, greifen in den jeweiligen Methoden
dierenziert auf die Slots zu. F

ur einfach zu ererbende Klassen, also Basisklassen, kann ein
Zugri mit bekanntem Index erfolgen. F

ur multipel zu ererbende Klassen, also z. B. Mixin-
Klassen, wird der Index zur Zugriszeit bestimmt. Sonst m

ute man f

ur jede erbende
Klasse ggf. neue Methoden generieren, wie in MCS 0.5. Dort hing der Methoden-Lookup
nicht von der Anzahl der Methoden ab, weil eine Hashtabelle f

ur alle Methoden einer Klasse
verwendet wurde. Hier werden Methoden in generischen Funktion zusammengefat. F

ur
den generischen Dispatch ist es g

unstig, wenn eine generische Funktion genau eine Methode
besitzt, weil dann nur ihre Anwendbarkeit gepr

uft werden mu. Der langsamere primitive
Zugri wird daher in Kauf genommen, um den Dispatch nicht zu verlangsamen. Da MCS
1.0 bereits im Kern die Mixin-Vererbung bereitstellt und nutzt, kann der langsamere
primitive Slotzugri auf Mixin-Klassen beschr

ankt werden. Basisklassen protieren von
beiden Optimierungen: vom schnelleren Dispatch bei nur einer Methode als auch vom
schnelleren primitiven Zugri

uber einen bekannten Index.
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7.2.5 Mixin-Vererbung im Objektsystem-Kern
Das Konzept der Mixin-Vererbung wurde in Kapitel 4.3.3 auf Seite 93 ausf

uhrlich dis-
kutiert. Hier beschreibe ich, wie sie in MCS 1.0 als Standardmechanismus bereits im
Kern unterst

utzt wird. Auf der Metaobjektebene wird er verwendet, um verschiedene Ver-
haltensaspekte von Klassen zu klassizieren und durch entsprechende Mixin-Klassen zu
generalisieren. Der Metaobjektprogrammierer kann sie f

ur spezielle Zwecke spezialisieren
und an konkrete Anforderungen anpassen. In diesem Abschnitt gehe ich auf ihre Verwen-
dung im Systemkern ein.
Im Designkontext von MCS 1.0 gibt es vier Verhaltensaspekte von Klassen, die man
dierenziert betrachten und modular implementieren m

ochte:
 Man will zwischen Klassen, die den Lisp-Basistypen entsprechen, und den system-
bzw. benutzerdenierten Klassen unterscheiden. Klassen, die den Lisp-Basistypen
entsprechen, haben ein a priori Verhalten, das nicht aus ihrer Denition ableitbar ist.
Es d

urfen auch keine weiteren primitiven Klassen hinzugef

ugt werden. Also werden
zwei Mixin-Klassen defined und built-in deniert, so da Metaklassen entweder
von der einen oder von der anderen erben d

urfen.
 Klassen k

onnen abstrakt, d. h. sie besitzen keine direkten Instanzen, oder instanzi-
ierbar sein. Dies wird durch die Mixin-Klassen abstract und instantiable gene-
ralisiert.
 Aus Systemimplementierungssicht will man unterscheiden, ob Klassen einfach oder
multipel ererbt werden d

urfen. Davon h

angt z. B. ab, ob man optimierte Lese- und
Schreibmethoden generieren darf oder nicht. Entsprechend gibt es die Mixin-Klassen
single-inherited und multiple-inherited.
 Das Redenieren von Klassen wird als zus

atzlicher Aspekt betrachtet, der in Er-
weiterungen des Objektsystemkerns eine Rolle spielt. Systemklassen sind a prio-
ri nicht redenierbar, ohne da es daf

ur eine entsprechende Mixin-Klasse gibt. In
der Systemerweiterung werden die Mixin-Klassen redefinable und instantiable-
redefinable deniert, auf die ich in Abschnitt 7.2.6 eingehen werde.
Abbildung 7.1 zeigt die Klassikation der Metaklassen mit Hilfe der Mixins im

Uberblick.
Die grundlegenden Eigenschaften aller Klassenobjekten werden in der abstrakten Basis-
klasse class deniert. Die zus

atzlichen Aspekte sind in den jeweiligen Mixin-Klassen zu-
sammengefat. Dabei wird deutlich, da die Klassen eines Dierenzierungspaars jeweils
disjunkt sind. Es kann z. B. keine Klasse geben, die gleichzeitig abstrakt und intanziier-
bar ist. Das Dierenzieren von Klassen wird bisher in keiner Programmiersprache explizit
unterst

utzt, auch nicht in MCS. Es kann nur durch entsprechende Dokumentation der
intendierten Verwendung und Spezialisierung von Mixin-Klassen zum Ausdruck gebracht
werden.
Entsprechend den drei Konstrukten der Objektebene defclass, defmixin und de-
fabstract gibt es die instanziierbaren Metaklassen base-class, mixin-class und
abstract-base-class auf der Metaobjektebene. Dies sind die Default-Metaklassen, falls
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Abbildung 7.1: Klassikation der Metaklassen mit Hilfe der Mixin-Vererbung im

Uberblick.
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Abbildung 7.2: Klassenhierarchie der primitiven Klassen in MCS.
die Klassenoption :metaclass in den eben genannten syntaktischen Konstrukten nicht
speziziert wird und falls der globale Schalter redefine-mode nicht aktiviert wurde. Sie
k

onnen vom Benutzer weiter spezialisiert werden.
In den folgenden Unterabschnitten werden die Dierenzierungsaspekte genauer dargestellt,
um auch den Aufwand f

ur die jeweilige Funktionalit

at zu verdeutlichen. Dies dr

uckt sich
durch zus

atzlich ben

otigte Slots und Methoden als Teil des Struktur- und Verhaltenspro-
tokolls aus.
Primitive vs. denierte Klassen
Gem

a der Spezikation von CLOS werden die primitive Klassen vom Objektsystem fest
vorgegeben. Primitive Klassen erben nur von t und nicht von object. Alle denierten
Klassen erben von object. Auch die Superklassenbeziehungen primitiver Klassen sind
festgelegt, siehe Abbildung 7.2. Es k

onnen keine weiteren primitiven Klassen vom Benutzer
deniert werden.
F

ur primitive Klassen sind weder Slots noch Initialisierungsschl

usselw

orter speziziert
worden. Dennoch kann das Verhalten der Instanzen primitiver Klassen erweitert werden,
indem neue generische Funktionen und Methoden deniert werden, deren Parameter

uber
primitive Klassen diskriminieren. Diese m

ussen daher der Spezikation entsprechend be-
rechnete Klassenpr

azedenzlisten besitzen. Die Unterschiede zwischen primitiven und de-
nierten Klassen werden in Abbildung 7.3 visualisiert. Sie zeigt die abstrakte Basisklasse
class sowie die Mixin-klassen built-in und defined als Subklassen von object bzw. t,
der Wurzel der Vererbungshierarchie.
Alle hier beschriebenen Mixin-Klassen sind auf die Klasse class bezogen. Eine Klasse,
die sie erbt, mu auch die Klasse class erben. Genauer gesagt, m

ute sie das gleiche
Protokoll erben oder selbst bereitstellen, wie es f

ur class deniert ist. Dazu geh

oren die
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  class-initargs
  finalize-inheritance
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  change-class
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  compute-initargs
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  slot-missing
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Abbildung 7.3: Dierenzierung zwischen primitiven und denierten Klassen.
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vier Slots name, superclasses, slots und initargs. Konzeptionell w

urde es ausreichen,
wenn primitive Klassenobjekte nur die Slots name und superclasses besitzen w

urden. Aus
Ezienzgr

unden werden jedoch auch die Slots slots und initargs allen Klassenobjekten
verordnet, so da bei primitiven Klassen ihr Wert die leere Liste ist.
Das minimale Verhalten aller Klassen ist mit den generischen Leseoperationen class-
name, class-precedence-list, class-slots und class-initargs sowie den spezialisier-
baren Operationen finalize-inheritance und compute-class-precedence-list spezi-
ziert. Die Abbildung zeigt f

ur die jeweilige Klasse, welche Slots (oberer Teil des Kastens)
und welche Methoden (unterer Teil des Kastens) f

ur sie deniert sind. Man sieht, da
alle Aspekte von Slots und Initialisierungsschl

usselw

ortern in der Mixin-Klasse defined
konzentriert sind, bis auf o. g. ezienzbedingte Ausnahmen. Die Mixin-Klasse built-in
enth

alt keine Slots und keine Methoden. Sie hat somit einen rein pr

adikativen Charakter.
Abstrakte vs. instanziierbare Klassen
Die Unterschiede zwischen abstrakten und instanziierbaren Klassen werden in Abbil-
dung 7.4 gezeigt. Die Klassen class, object und t wiederholen sich unver

andert. Die
Mixin-Klassen abstract und instantiable beschreiben einen weiteren Klassenaspekt,
n

amlich die Instanziierbarkeit.
t
class
  name
  superclasses
  slots
  initargs
  class-name
  class-precedence-list
  class-slots
  class-initargs
  finalize-inheritance
  compute-class-precedence-list
object
  
  initialize-instance
  reinitialize-instance
  change-class
instantiable
  slot-accessor
  prototype
  instance-size
  wrapper
  class-prototype
  allocate-instance
  finalize-inheritance
  validate-superclass
  
abstract
  validate-superclass
Abbildung 7.4: Dierenzierung zwischen abstrakten und instanziierbaren Klassen.
Gegen

uber abstrakten Klassen ben

otigen die instanziierbaren doppelt so viele Slots. Geht
man davon aus, da die H

alfte aller Klassen eines komplexen Softwaresystems abstrakt
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sind (Mixin-Klassen und abstrakte Basisklassen), so wird mit MCS der Speicherbedarf
f

ur alle Klassenobjekte um ein Viertel reduziert werden.
Einfach vs. multipel zu ererbende Klassen
Die Unterschiede zwischen einfacher und multipler Vererbung wurden schon ausf

uhrlich
diskutiert. Abbildung 7.5 zeigt, wie sie sich in MCS 1.0 konkret auf die zu denieren-
den Methoden der Metaobjekteben auswirken. Zum einen betrit dies die

Uberpr

ufung
der Vererbungs-Zul

assigkeit mit validate-superclass, zum anderen die Berechnung der
Lese- und Schreiboperationen mit make-reader und make-writer.
t
class
  name
  superclasses
  slots
  initargs
  class-name
  class-precedence-list
  class-slots
  class-initargs
  finalize-inheritance
  compute-class-precedence-list
object
  
  initialize-instance
  reinitialize-instance
  change-class
multiple-inherited
 
  validate-superclass
  make-reader
  make-writer
single-inherited
 
  validate-superclass
  make-reader
  make-writer
Abbildung 7.5: Dierenzierung zwischen einfacher und multipler Vererbungsstrategie.
Die Anwendung der Mixin-Vererbung auf den Objektsystemkern selbst, hat signikant
dazu beigetragen, die verschiedenen Aspekte von Klassenobjekten zu explizieren, sie ge-
zielt einzusetzen und ezient zu implementieren. Ein Nachteil ist nur das kompliziertere
Bootstrapping des Objektsystemkerns.
7.2.6 Redenieren und Reklassizieren als Erweiterung
Das Redenieren von Klassen mit automatische Anpassung betroener Instanzen sowie
das Reklassizieren von Instanzen (change-class) wurde aus zwei Gr

unden als Erweite-
rung des Objektsystemkerns realisiert. Zum einen gibt es f

ur diese Funktionalit

at einen
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Abbildung 7.6: Klassikation redenierbarer Klassen mit Hilfe der Mixin-Vererbung im

Uberblick.
berechtigten Bedarf zur Programmentwicklungszeit. Zum anderen kann so der Mehrauf-
wand f

ur diese Funktionalit

at im Vergleich zum Standardfall expliziert werden. Den h

oher-
en Preis f

ur die erweiterte Funktionalit

at m

ussen nur solche Programme zahlen, die sie
auch wirklich nutzen. Abbildung 7.6 zeigt die Klassenhierarchie redenierbarer Klassen im

Uberblick. Hier wurden die Superklassen der Metaklassen nicht base-class, mixin-class
und abstract-base-class nicht wiederholt. Die Mixin-Klasse redefinable ist Subklasse
von object.
Abbildung 7.7 zeigt einen Teil der Klassenhierarchie redenierbarer Klassen mit den
zus

atzlichen Slots und Methoden. Dabei wurde aus Platzmangel nur die Klasse
redefinable-abstract-base-class weggelassen.
Neben den zwei Mixin-Klassen redefinable und instantiable-redefinable wer-
den in dieser Erweiterung die instanziierbaren Metaklassen redefinable-base-class,
redefinable-mixin-class und redefinable-abstract-base-class bereitgestellt. Dies
sind die Default-Metaklassen, falls die Klassenoption :metaclass in den syntaktischen
Konstrukten defclass, defmixin und defabstract nicht speziziert und der globale
Schalter redefine-mode aktiviert wurde. Bei der Denition von Klassen hat der Benutzer
somit die freie Wahl, die Klassenart

uber die Option :metaclass explizit zu bestimmen
oder implizit vom Zustands des Schalters redefine-mode abh

angig zu machen. Letzterer
beeinut nur das Verhalten der Konstrukte defclass, defmixin und defabstract, nicht
der Klassenobjekte an sich. Sowohl zur Entwicklungs- als auch zur Ausf

uhrungszeit kann
es in einem System redenierbare und nicht-redenierbare Klassen geben.
Um nicht unn

otig viele Metaklassen denieren zu m

ussen, wird der Aspekt des Reklassi-
zierens von Objekten mit redenierbaren Klassen verkn

upft. Der Implementierungsauf-
wand f

ur das Redenieren deckt die Anforderungen des Reklassizierens im wesentlichen
mit ab. Hinzu kommt die Methoden change-class-using-class in der Mixin-Klasse
instantiable-redefinable.
Ohne auf weitere Klassen des Kerns von MCS 1.0 genauer einzugehen, sind sie im

Uber-
blick in Abbildung 7.8 dargestellt.
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Abbildung 7.7: Klassenhierarchie redenierbarer Klassen.
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Abbildung 7.8: Weitere Metaobjektklassen in MCS 1.0.
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Im n

achsten Abschnitt wird nun die Performanz von MCS 1.0 diskutiert.
7.3 Performanz von MCS 1.0
Das Ziel bei der Implementierung von MCS 1.0 war, die Ezienz von MCS 0.5 beizu-
behalten und die Schw

achen beim Nachrichtenversenden im Vergleich zu PCL bzw. zum
kommerziellen Systems Lucid Common Lisp Flavors zu beseitigen. Es wurden zahlreiche
Performanzmessungen durchgef

uhrt, deren wesentliche Ergebnisse hier zusammengefat
werden. Die durchgef

uhrten Tests sind

ahnlich den Tests mit MCS 0.5, sie sind aber auf
die Sprachkonstrukte von CLOS ausgerichtet.
Der letzte Abschnitt hat gezeigt, welche Speicherplatzeinsparung die gezielte Verwendung
der Mixintechnik bewirken kann. In CLOS werden alle Klassen einheitlich auf den gr

oten
gemeinsamen Nenner gebracht: alle Klasse sind potentiell instanziierbar und redenierbar.
Vergleicht man den Speicherbedarf von CLOS-Klassen mit dem minimalen Fall der Mixin-
bzw. der abstrakten Basisklassen in MCS, so ist das Verh

altnis 7 zu 2. Daher verwundert
es nicht mehr, da MCS 1.0 bzgl. des Speicherbedarfs wesentlich besser abschneidet als
PCL oder CLOS in Allegro CommonLisp, und zwar aus prinzipiellen Gr

unden.
Bevor ich auf die Einzelheiten der Laufzeit-Tests eingehe, rufe ich nochmal den Anwen-
dungskontext in Erinnerung. MCS 1.0 wurde als objektorientierte Implementierungs-
grundlage f

ur die Entwicklung des kommerziellen Produkts babylon aus dem Forschungs-
prototypen BABYLON ausgew

ahlt, weil schon bei den ersten VergleichsmessungenMCS
am besten abschnitt. Die Anforderungen der Anwendung babylon haben den Zuschnitt der
folgenden Tests insofern beeinut, als die Gewichtung der Einzeltests zueinander ent-
sprechend gew

ahlt wurde. Diese Anforderungen sind aber generell genug, um ein breites
Spektrum komplexer Softwaresysteme abzudecken. Die folgende Tabelle 7.9 zeigt, wie sich
der Umfang des Quellcodes gegen

uber dem Forschungsprototypen ver

anderte.
Parameter BABYLON babylon Ver

anderungsfaktor
Klassen 149 395 2.65
Operationen 596 2450 4.11
Methoden 899 3635 4.04
Quellcode in MB 2 8 4
Abbildung 7.9: Umfang des Quellcodes von babylon in seiner Entwicklung.
Der Gesamtumfang des Quellcodes hat sich vervierfacht. Lediglich die Anzahl der Klassen
ist nur um den Faktor 2,65 gestiegen, w

ahrenden sich die Anzahl der Operationen und
Methoden ebenfalls vervierfacht hat, worauf auch der Gesamtanstieg zur

uckzuf

uhren ist.
Das Verh

altnis von Klassen zu Operationen bzw. zu Methoden hat sich somit verschoben,
und zwar von 1 : 4 : 6 auf 1 : 6 : 9. Interessanterweise hat sich die durchschnittliche Anzahl
von Methoden pro generische Operation nicht ver

andert, sie liegt bei 1,5.
In den durchgef

uhrten Laufzeit-Tests bin ich also von einem gerundeten Verh

altnis von
Klassen zu Methoden eines realen Systems ausgegangen:
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 t1 erzeugt mit defclass zur Laufzeit 10 Klassen.
 t2 erzeugt mit defmethod zur Laufzeit 100 Methoden.
 t3 erzeugt mit make-instance zur Laufzeit 1000 terminale Instanzen von Klassen.
 t4 greift mit slot-value 10000 mal auf Slots zu.
 t5 f

uhrt 10000 mal eine generische Leseoperation durch.
 t6 f

uhrt 10000 mal eine generische Schreiboperation durch.
 t7 f

uhrt 10000 mal den generischen Dispatch

uber ein Argument durch.
 t8 f

uhrt 10000 mal den generischen Dispatch

uber zwei Argumente durch.
 t5a-d f

uhren 10000 mal eine generische Leseoperation jeweils mit einer Prim

ar-,
zus

atzlich mit einer Before-, zus

atzlich mit einer After und schlielich auch einer
Aroundmethode durch. Hiermit wird die Ezienz der Methodenkombination getes-
tet.
Die Meergebnisse f

ur PCL und MCS in Allegro Common Lisp 3 sowie f

ur native CLOS
und MCS in Allegro Common Lisp 4.0 werden hier in vier Diagrammen graphisch darge-
stellt. Im Anhang C.1 ndet man die genauen Zahlen.
Abbildung 7.10 zeigt die Ausf

uhrungszeiten der Klassen- undMethodendenition sowie der
Instanzerzeugung (Tests t1, t2 und t3). Normalerweise betreen die beiden ersten Tests
die Ladezeit einer Anwendung und der dritte die eigentliche Laufzeit. Im Fall von babylon
als einer Entwicklungs- und Ablaufumgebung f

ur wissensbasierte Systeme ist jedoch auch
die Laufzeit f

ur Klassen- und Methodendenitionen kritisch, weil sie die Entwicklungszeit
wissenbasierter Endanwendungen direkt beeinussen.
Wie man der Abbildung 7.10 entnehmen kann, schneidetMCS dank den getroenen Desi-
gnentscheidungen hier

uberragend besser ab. Gegen

uber PCL ergibt sich ein Faktor 7 bei
der Klassendenition und ein Faktor 11 bei der Methodendenition. Selbst gegen

uber dem
kommerziellen CLOS in Allegro CommonLisp betr

agt der Abstand einen Faktor 4 bei
der Klassen- bzw. 5 bei der Methodendenition. Dabei ist hier anzumerken, da auch in
MCS redenierbare und instanziierbare Klassen erzeugt wurden, also der komplexeste Fall
gemessen wurde. Alle anderen Klassen, die ja den Standardfall ausmachen, werden noch
schneller erzeugt und initialisiert, insbesondere die Mixin-Klassen. Wie im Abschnitt 7.2.5
zu sehen war, brauchen f

ur sie nur wenige Methoden ausgef

uhrt zu werden.
Die Instanzerzeugung (t3) betrit alle Phasen der Nutzung von babylon, sowohl der Ent-
wicklung wissensbasierter Systeme als auch deren Ablauf als Endanwendung. Auch hier
zeigt sich ein deutlicher Abstand: Faktor 9 zu PCL und Faktor 2 zu CLOS.
Abbildung 7.11 zeigt die Ausf

uhrungszeiten der Slotzugrie

uber slot-value (t4) und

uber generische Lese- und Schreibfunktionen (t5 und t6). Neben der Instanzerzeugung ist
es die Ezienz der Slotzugrie, die die Akzeptanz objektorientierter Sprachen beg

unstigt
oder erschwert. Hier fallen die Abst

ande geringer aus und im Fall generischer Lesezugrie
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Abbildung 7.10: Ausf

uhrungszeiten der Klassen- (t1) und Methodendenition (t2) sowie
der Instanzerzeugung (t3) in PCL, Franz Allegro CLOS und MCS 1.0 in Millisekunden.
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Abbildung 7.11: Ausf

uhrungszeiten der Slotzugrie (t4, t5 und t6) in PCL, Franz Allegro
CLOS und MCS 1.0 in Millisekunden.
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ist MCS sogar etwas langsamer als PCL bzw. CLOS. Der Grund hierf

ur liegt in aufwen-
digen implementierungsabh

angigen Optimierungen in PCL und weiteren Optimierungen
auf Maschinenbefehlsebene in CLOS. In MCS wurden nur portable Sprachmittel von
CommonLisp verwendet.
Abbildung 7.12 zeigt die Ausf

uhrungszeiten des generischen Dispatchs bei Diskriminierung

uber ein (t7) bzw.

uber zwei Argumente (t8). Der Test t7 zeigt zuf

allig das gleiche
0
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inACL 3
MCS
in ACL 3
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MCS
in ACL 4
dispatch f1 10.000 x
dispatch f2 10.000 x
Abbildung 7.12: Ausf

uhrungszeiten des generischen Dispatchs (t7 und t8) in PCL, Franz
Allegro CLOS und MCS 1.0 in Millisekunden.
Meergebnis jeweils f

urPCL undMCS in Allegro Common Lisp 3.0 bzw.MCS undCLOS
in Allegro Common Lisp 4.0, obwohl die Implementierungstechnikten unterschiedlich sind.
Aber bereits bei zweifachem Dispatch greift das vereinfachte Design von MCS st

arker als
aufwendige Optimierungen auf maschinenn

aheren Implementierungsebenen bei PCL und
CLOS.
Abbildung 7.13 zeigt das Performanzverhalten bzgl. der Methodenkombination. Es wer-
den die Ausf

uhrungszeiten einer Leseoperation mit nur einer Prim

armethode (t5a), einer
Prim

ar- und einer Before-Methode (t5b), einer Prim

ar-, einer Before- und einer After-
Methode (t5c) sowie mit einer Prim

ar-, einer Before-, einer After-Methode und einer
Around-Methode (t5d) verglichen. Die zur Prim

armethode hinzukommende Ausf

uhrungs-
zeit ist reiner Overhead der Methodenkombination. Die Sekund

armethoden tun nichts, sie
enthalten lediglich eine Pseudoanweisung.
Hier zeigt sich ein gewisses Sprungverhalten bei PCL und CLOS. Der Spezialfall einer
Leseoperation mit nur einer Prim

armethode ist besonder optimiert. Durch Hinzukommen
einer Before-Methode werden die Optimierungen hinf

allig, die Ausf

uhrungszeiten steigen
um den Faktor 7 bzw. 4. Eine weitere After-Methode erh

oht die Ausf

uhrungszeit nur
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Abbildung 7.13: Ausf

uhrungszeiten der Methodenkombination (t5a, t5b, t5c und t5d)
in PCL, Franz Allegro CLOS und MCS 1.0 in Millisekunden.
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geringf

ugig. Einen zweiten Sprung bewirkt die Around-Methode: Faktor 2,1 bei PCL bzw.
Faktor 2,4 bei CLOS. Dieser zweite Sprung bleibt bei MCS aus. Dank der Vereinfachung
des Konstrukts call-next-method gewinnt MCS hier einen Abstand um den Faktor 2,4
gegen

uber PCL und um den Faktor 1,2 gegen

uber CLOS. Dieses Ergebnis ist ein Grund
daf

ur, in TEO nur noch Prim

armethoden mit dem Konstrukt call-next-method zu
unterst

utzten und auf Sekund

armethoden ganz zu verzichten.
Und hier folgen die Summen der Tests:
0
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CLOS
in ACL 4
MCS
in ACL 4
Methodenkombination
Dispatch
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Objekterzeugung
Methodendefinition
Klassendefinition
Abbildung 7.14: Summe der Ausf

uhrungszeiten aller Tests in PCL, Franz Allegro CLOS
und MCS 1.0 in Millisekunden.
7.4 Bewertung
Im Vergleich mit MCS 0.5 wurde mitMCS 1.0 ein groer Schritt von einem kleinen Ob-
jektsystem nach dem Modell des Nachrichtenaustauschs und der allgemeinen multiplen
Vererbung hin zu Konzepten generischer Funktionen mit mehrfachem Dispatch und der
Mixin-Vererbung gemacht. Unter Beibehaltung der metareektiven Systemarchitektur und
der wesentlichen Implementierungstechniken wurde ein neues Objektsystem realisiert, das
auf der Objektebene voll CLOS-kompatibel ist und das auf der Metaobjektebene im Ver-
gleich zu CLOS MOP bereits eine neue Richtung einschl

agt. Die Grundkonzepte wurden
dabei von CLOS

ubernommen. Ihre konkrete Gestaltung wurde aber nach den Kriteri-
en aus Kapitel 4 vorgenommen, was zu ihrer Vereinfachung und somit zu wesentlichen
Ezienzsteigerungen, z. B. gegen

uber PCL und Franz Allegro CLOS, gef

uhrt hat.
Mit MCS 1.0 wird erstmals das Konzept der Mixin-Vererbung explizit unterst

utzt. Im
Objektsystemkern selbst wird diese Klassikationstechnik verwendet, um verschiedene
Aspekte von Klassenobjekten bzgl. der Funktionalit

at aufzuzeigen und bzgl. der speziali-
sierbaren Implementierung den jeweiligen Aufwand abzugrenzen. Es hat sich erwiesen, da
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das Redenieren von Klassen und Reklassizieren von Instanzen einen signikant h

oheren
Speicherbedarf bei der Repr

asentation von Klassen und Instanzen nach sich zieht. Mixin-
Klassen, als nicht-redenierbare und nicht-instanziierbare Klassen bieten weitere M

oglich-
keiten, den Speicherbedarf gegen

uber instanziierbaren Basisklassen zu halbieren. CLOS
hingegen erlaubt zwar dem Benutzer, Klassen nach dem Mixin-Konzept zu organisieren,
unterst

utzt dies aber nicht und zieht auch selbst keinen Nutzen daraus.
Einziger Nachteil der ausgesprochen objektorientierten Realisierung des Objektsystem-
kerns selbst ist das kompliziertere Bootstrapping durch die h

ohere Zahl beteiligter Meta-
objektklassen. In CLOS ist sie aus anderen Gr

unden auch nicht niedriger.
Das Konzept generischer Funktionen aus CLOS verbessert die Integration objektorien-
tierter Sprachmittel mit den funktionalen Konstrukten von Lisp im Vergleich zuMCS 0.5
bzw. zu Flavors.MCS 1.0 vereinfacht generische Funktionen bzgl. der Parameterlisten.
Es verzichtet auf multiple Ergebniswerte und auf instanzspezische Methoden. Dadurch
ist die portable Implementierung des generischen Dispatchs genauso ezient, wie die auf-
wendige L

osung mit Optimierungen auf tieferen Implementierungsebenen in PCL und
CLOS. Durch den Verzicht auf optionale Argumente bei call-next-method ist der por-
table Dispatch in MCS bei vorhandenen Sekund

armethoden ezienter als in PCL und
CLOS. Bei Lese- und Schreiboperationen bleibt der portable Dispatch etwas langsamer.
Die Vereinfachungen bei der Instanzerzeugung und bei Slotzugrien haben sowohl f

ur ein
klareres Konzept als auch f

ur eine wesentlich ezientere Implementierung als in PCL
bzw. CLOS gesorgt. Quellcode-Interpretation wurde in der Implementierung von MCS
1.0 von vornherein ausgeschlossen, und die inkrementelle Kompilation wurde schrittweise
reduziert. Dabei gelang es erstmals, eine spezielle Version vonMCS 1.0mit dem Komplett-
Compiler CLiCC zu

ubersetzen.
Die Metaobjektebene von MCS 1.0 unterscheidet sich schon deutlich von CLOS MOP.
Das Kompatibilit

atskriterium hatte hier ein geringeres Gewicht als auf der Objektebe-
ne. Eine wesentliche Rolle spielen hier die Mixin-Metaklassen mit den jeweiligen Slots
und Methoden. Das Metaobjektprotokoll von MCS 1.0 ist deutlich m

achtiger und besser
spezialisierbar als in MCS 0.5. Es unterscheidet sich von CLOS MOP dadurch, da es
funktionaler ist. Die Eingangsparameter f

ur Berechnungen werden auch formal als Argu-
mente durchgereicht, sie m

ussen nicht durch Aufruf von Leseoperationen aus m

oglicher-
weise nocht nicht vollst

andig initialisierten Klassenobjekten ermittelt werden.
Dennoch ist MCS 1.0 noch zu stark an CLOS orientiert, was sich z. B. an generischen
Lese- und Schreiboperationen f

ur alle Klassen zeigt. Das Slotzugrisprotokoll ist noch
zu grobk

ornig und erzwingt explizite Operationen auf der globalen Bindungsumgebung
in den generischen Funktionen make-reader und make-writer, was Probleme mit der
Komplettkompilation bereitet. Ein weiterer Nachteil ergibt sich durch das Fehlen eines
Modulkonzepts. Die Packages von CommonLisp helfen zwar, einige Probleme, wie Na-
menskonikte, zu vermeiden, sie schaen aber keinen syntaktische Abschlu, um sichere
globale Optimierungen vorzunehmen.
Bedenkt man, da die von auen herangetragene Anforderung weitgehender Kompatibi-
lit

at mit CLOS die M

oglichkeit schuf, MCS 1.0 im Produktentwicklungsprojekt baby-
lon unter denkbar harten Randbedingungen einzusetzen, so hat es sich doch gelohnt, die
Nachteile der Kompatibilit

at in Kauf zu nehmen. Der reale Test hat die Konzepte und
ihre Implementierung in einer Weise best

atigt, wie man es sonst nicht erwarten k

onnte.
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Die verbliebenen Schw

achen von MCS 1.0, die gr

otenteils mit der Kompatibilit

at mit
CLOS verbunden sind, werden nun im n

achsten Kapitel mit dem Entwurf von TEO als
Teil des neuen Lisp-Dialekts EuLisp beseitigt.
Kapitel 8
Die Reektion: Entwurf und
Implementierung von TELOS
I will remark in passing that the opportunity to do an all-new
design is really wonderful.
Frederick P. Brooks, Jr. 1993. Keynote ad-
dress: Language Design as Design, The Se-
cond History of Programming Languages
Conference (HOPL-II),
[
Brooks, 1996, S.
11
]
.
Im ersten Schritt des experimentellen Teils dieser Arbeit wurde mitMCS 0.5 ein erweiter-
barer minimaler Objektsystemkern nach dem Modell des Nachrichtenaustauschs reali-
siert. Die metareektive Systemarchitektur er

onete einen L

osungsweg, das Objektsystem
selbst objektorientiert zu beschreiben und zu implementieren. Durch ein gezieltes Design
der Sprachkonstrukte, konnte in der Implementierung jegliche Quellcode-Interpretation
zur Ausf

uhrungszeit vermieden werden. Darin liegt ein genereller Schl

ussel zur Realisie-
rung ezienter komplexer Lisp-Systeme. In der Implementierung von MCS 0.5 wurde
aber intensiv der inkrementelle Compiler von CommonLisp verwendet, haupts

achlich zur
Klasseninitialisierungs- und somit zur Ladezeit. Dies beeintr

achtigte die Ezienz des Ob-
jektsystems zumindest in einigen CommonLisp-Systemen. Die Beschr

ankung des Meta-
objektprotokolls auf Klassen als einzige Metaobjekte erwies sich als nachteilig f

ur portable
Spracherweiterungen. Bereits bei Feldannotationen mute man auf die Implementierungs-
ebene absteigen.
Mit MCS 1.0 wurde eine insgesamt deutlich ausdrucksst

arkere objektorientierte Sprache
als bei MCS 0.5 realisiert. Wie auch CLOS basiert sie auf dem Konzept generischer
Funktionen an Stelle des Nachrichtenversendens. Im Unterschied zu CLOS wurden viele
Sprachkonstrukte vereinfacht. Einige Konzepte, wie das Redenieren von Klassen, wurden
aus dem Standardverhalten herausgenommen und nur als Erweiterung des Objektsystem-
kerns angeboten. Neben Vereinfachungen der CLOS-Konstrukte wurde mitMCS 1.0 erst-
malig das Konzept der Mixin-Vererbung explizit unterst

utzt. Sowohl im Design als auch
in der Implementierung von MCS 1.0 selbst wird die Mixin-Vererbung zur Klassikation
der Struktur und des Verhaltens der Metaobjekte verwendet.
Die Schw

achen von MCS 1.0 ergeben sich haupts

achlich aus der selbstauferlegten Kom-
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patibilit

at mit CLOS und aus seiner Einbettung in CommonLisp. Das Fehlen eines klas-
sischen Modulkonzepts in CommonLisp wirkt sich besonders nachteilig aus. Auch wenn
die N

utzlichkeit der Mixin-Vererbung auer Zweifel steht, mu doch die Frage gestellt
werden, ob der Objektsystemkern dadurch nicht zu gro und das Bootstrapping nicht zu
kompliziert wird.
Mit der gesammelten Erfahrung im Hintergrund und einem modernen Lisp in der Deni-
tionsphase bietet sich nun die einmalige Chance, ein von Grund auf integriertes Objekt-
system f

ur EuLisp zu entwerfen. Die Hauptmerkmale von TEO sind:
 ein auf einfacher Vererbung und generischen Funktionen beruhender metareektiver
Kern,
 ein modulares, semantisch robustes und einfach spezialisierbares Metaobjektproto-
koll,
 Mixin-Vererbung als portable Standarderweiterung des Kerns,
 strikte Trennung zwischen der Objekt- und der Metaobjektebene dank des Modul-
systems von EuLisp.
Im wesentlichen geht es in diesem Kapitel darum, die objektorientierten Konzepte aus
Kapitel 4 in einem konkreten Objektsystem zu realisiert. Die grundlegenden Implemen-
tierungstechniken wurden in Kapitel 5 diskutiert und brauchen hier nicht wiederholt zu
werden. Ebensowenig mu auf Dinge eingegangen werden, die in MCS 0.5 und MCS
1.0 schon ausf

uhrlich behandelt wurden und sich in TEO nicht

andern. Herausgestellt
werden hier die Optimierungsm

oglichkeiten durch Modul- und Applikations-Compiler.
Da es aus naheliegenden Gr

unden zum Zeitpunkt des Entwurfs von TEO noch keine aus-
gereifte Programmierumgebung f

ur EuLisp gab, habe ich die Referenzimplementierung in
CommonLispmit Hilfe der Einbettungstechnik vorgenommen. Mit der Verf

ugbarkeit eines
vollst

andigen EuLisp-Compilers er

ubrigt sich nat

urlich der Bedarf nach einer optimieren-
den portablen Implementierung von TEO in CommonLisp oder auch in EuLisp selbst.
Meine Referenzimplementierung von TEO, die ich hier pr

asentiere, stellt daher auch nur
eine

Ubergangsl

osung dar. Die potentielle Ezienz von TEO kann nat

urlich erst mit
einem vollst

andigen Modul- und Applikations-Compiler f

ur EuLisp erreicht werden, denn
darauf ist das Sprachdesign ausgerichtet. Die Compiler-Konstruktion selbst liegt auerhalb
des Rahmens dieser Arbeit. Im Unterschied zu den beiden vorausgegangenen Systemen
MCS 0.5 undMCS 1.0, beschreibe ich in diesem Kapitel, welche Compiler-Analysen und
-Optimierungen auf Grund getroener Designentscheidungen m

oglich werden. Aber auch
die portable Referenzimplementierung Celos zeigt bessere Ezienzresultate als heutige
kommerzielle CLOS-Implementierungen.
In diesem abschlieenden Kapitel diskutiere ich zun

achst die Basissprache EuLisp sowie
die Grundz

uge seines Objektsystems TEO. Anschlieend entwerfe ich eine Version von
TEO, die fast vollst

andig meiner Sicht objektorientierter Konzepte entspricht. In einer
Vorversion 0.99 wurde das unter meiner Federf

uhrung revidierte TEO von der EuLisp
Working Group akzeptiert und in
[
Padget et al., 1993
]
publiziert. F

ur die hier pr

asentierte
Version 1.0 bin ich allein verantwortlich. Sie wurde in dieser Form weder diskutiert noch
ver

oentlicht. Teilergebnisse wurden in
[
Bretthauer et al., 1993
]
und
[
Bretthauer et al.,
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]
publiziert. TEO 1.0 geht

uber die Version 0.99 hinaus und l

ost einige Probleme,
die vorher noch oen waren. Dazu z

ahlt die Behandlung der Feldnamen und der Initiali-
sierungsschl

usselw

orter. Zum einen gen

ugen diese nun den Anforderungen der Kapselung,
indem sie den Regeln des Imports und Exports von Bindungen auf Modulebene folgen.
Gleichzeitig k

onnen bzgl. ein und desselben Feldes jeweils mehrere Bezeichner f

ur den Feld-
namen und f

ur das Initialisierungsschl

usselwort verwendet werden. Intern besitzt jedoch
jedes Feld genau einen Namen und h

ochstens ein Initialisierungsschl

usselwort. Eine weite-
re Neuerung ist ein Konzept zur Erzeugung und Initialisierung von Objekten, das auf dem
gleichen Prinzip wie das Feldzugrisprotokoll beruht und in Kapitel 4 bereits diskutiert
wurde. Schlielich ist die Erweiterung der Methodenkombination zu nennen, die ebenso
deklarativ ist wie in CLOS, aber gleichzeitig die Designkriterien aus Kapitel 2 erf

ullt.
8.1 EuLisp und TELOS im

Uberblick
EuLisp
[
Padget et al., 1993
]
wurde als eine moderne universelle Programmiersprache mit
dem Ziel entwickelt, die traditionellen St

arken von Lisp im Kern zu erhalten und die
Schw

achen durch bessere Konzepte aus anderen Programmiersprachen auszugleichen. Ins-
besondere sollte das Sprachdesign einfache und eziente Implementierungen erm

oglichen.
EuLisp zeichnet sich durch drei Hauptmerkmale aus:
 Klassische Lisp-Basistypen und das Objektsystem werden in einer uniformen Klas-
senhierarchie integriert.
 Klassikation und Modularisierung werden als komplement

are Abstraktionsmittel
durch orthogonale Sprachkonzepte unterst

utzt.
 Nebenl

augkeit ist von vornherein integriert.
Daraus leiten sich folgende Sprachkonzepte ab:
 Das Modulsystem dient der Kapselung und separaten Kompilation syntaktisch abge-
schlossener Programmeinheiten. Jedes Modul deniert eine eigene lexikalische Bin-
dungsumgebung. Bindungen k

onnen importiert und exportiert werden. Bestimmte
Eigenschaften des Objektsystems werden durch das Modulsystem erst m

oglich.
 EuLisp selbst ist modular strukturiert. Der Sprachkern besteht aus zwei Ebenen:
die Objektebene level-0 enth

alt syntaktische Konstrukte, Klassen und Funktionen;
die Metaobjektebene level-1 bietet weitere syntaktische Konstrukte, Metaobjekt-
klassen und weitere Funktionen, insbesondere die des Metaobjektprotokolls.
1
Die
volle Funktionalit

at der Sprache wird in Form von Erweiterungsmodulen auf der
jeweiligen Ebene bereitgestellt.
 Nebenl

augkeit basiert auf einfachen Primitiven:Threads und Semaphoren. Abstrak-
tere Mechanismen werden in entsprechenden Erweiterungsmodulen bereitgestellt.
 Funktionen und Downward-Continuations sind Objekte erster Ordnung. Sie sorgen
f

ur exible Kontrollstrukturen.
1
Die Metaobjektebene ist nicht notwendigerweise mit Mitteln der Objektebene implementierbar.
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 Das Condition-System zur Ausnahmebehandlung verwendet Klassen, Threads und
generische Handler.
 Makros erm

oglichen syntaktische Erweiterungen.
 Dynamische Variablenbindungen werden syntaktisch klar von lexikalischen Bindun-
gen unterschieden. Sie spielen ohnehin eine untergeordnete Rolle in EuLisp.
 Das Objektsystem TEO basiert auf Klassen und generischen Funktionen mit ein-
fachem Standardverhalten und es stellt ein exibles Metaobjektprotokoll zur Erwei-
terung dieses Verhaltens zur Verf

ugung.
Alle Sprachelemente bis auf Module, Bindungen und syntaktische Konstrukte treten als
Objekte erster Ordnung in Erscheinung. Eine Bindung kann zur Laufzeit durch Berechnung
eines Identikators weder erzeugt noch modiziert werden. Funktionen k

onnen zwar dyna-
misch zur Laufzeit generiert werden, ihr Quellcode mu aber zur

Ubersetzungszeit bekannt
sein. EuLisp ist im Gegensatz zu CommonLisp auf Modul- und Applikations-Kompilation
ausgerichtet sowie auf eine m

oglichst eziente Programmausf

uhrung. Nat

urlich kann auch
inkrementell

ubersetzt werden, um die Entwicklung von Software in lisp-typischer Weise
zu unterst

utzen.
Das Objektsystem TEO stellt einen integralen Bestandteil der EuLisp-Sprachdenition
dar und kann nicht von den restlichen Sprachbestandteilen isoliert betrachtet werden. Die
verschiedenen Sprachkonzepte von EuLisp sind auf einander bezogen und unterst

utzen
das Software-Engineering durch ihr geschicktes Zusammenspiel. Dies kann mit einer Re-
ferenzimplementierung von TEO in CommonLisp leider nur mit gewissen Abstrichen
gezeigt werden.
8.2 Entwurf und Implementierung von TELOS 1.0
Im Entwurf von TEO sollen m

oglichst viele Ziele und Designkriterien aus Kapitel 2 sowie
m

oglichst alle Konzepte objektorienterter Programmierung aus Kapitel 4 ber

ucksichtigt
werden. Dies wird jedoch nicht auf einen Schlag mit einem monolytischen System erreicht,
sondern durch einen modularen und erweiterbaren Systemansatz. Danach richtet sich auch
die Darstellung in diesem Kapitel. Implementierungsfragen diskutiere ich zum einen im
Hinblick auf meine Referenzimplementierung in CommonLisp, zum anderen aber auch im
Hinblick auf Optimierungsm

oglichkeiten der Modul- und Applikations-Kompilation.
Das Hauptziel meiner Implementierung von TEO ist die Validierung der ent-
wickelten Konzepte. Sie erfolgt aus praktischen Gr

unden in einem Common-Lisp-
Entwicklungssystem und heit daher Celos. Das Programm ist aber bis auf wenige Aus-
nahmen auch ein korrektes EuLisp-Programm. Diese Vorgehensweise sollte im Kontext
des APPLY-Projekts
[
Bretthauer et al., 1994
]
daf

ur sorgen, da TEO mit den beiden
dort entwickelten CompilernCLiCC und Eu2C komplettkompilierbar wird. Im Prinzip ist
dies auch gelungen. Leider war Eu2C f

ur die praktische Verwendung noch zu instabil. Mit
CLiCC konnte nicht nur Celos, sondern auch eine erweiternde Anwendung von TEO,
n

amlich der objektorientierte Wissensrepr

asentationsformalismus TINA
[
Kopp, 1996a
]
,
erfolgreich komplettkompiliert werden. Entgegen dem weitverbreiteten Vorurteil
[]
wur-
de damit erstmals nachgewiesen, da ein Metaobjektprotokoll keinen Interpretierer oder
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inkrementellen Compiler im Laufzeitsystem einer objektorientierten Programmiersprache
ben

otigt. Unter den gesetzten Randbedingungen einer weitgehenden CommonLisp- und
EuLisp-Konformit

at wurden in Celos weniger technische Programmoptimierungen als in
MCS vorgenommen. Um so mehr best

atigen die Performanzmessungen, da durch ein kon-
sequentes Sprachdesign eine hohe Ezienz mit einfachen Mitteln erreicht werden kann. Mit
Celos wurde gleichzeitig die Laufzeit- und die Speicherezienz gegen

uber MCS weiter
verbessert. Insgesamt ist Celos mit seiner Performanz selbst den heutigen kommerziellen
CLOS-Systemen

uberlegen (siehe Abschnitt 8.2.6).
8.2.1 Ziele und Vorgehensweise
Um mich nicht zu wiederholen, nenne ich schlagwortartig die wichtigsten Designziele und
-Kriterien, die in Kapitel 2 ausf

uhrlich diskutiert wurden:
 Abstraktion
 Klassikation
 Spezialisierung
 Reektion
 Erweiterbarkeit
 Komposition
 Modularisierung
 Orthogonalit

at
 Einfachheit
 Robustheit
 Ezienz
 Verursacherprinzip
Erreicht werden sollen diese Ziele durch einen L

osungsansatz, der mit folgenden Faustre-
geln beschrieben werden kann:
 Einfache Sprachkonstrukte sind besser als komplizierte.
 Orthogonale Sprachkonstrukte sind

uberlappenden vorzuziehen.
 Anforderungen der Programm-Entwicklung und der Programm-Ausf

uhrung m

ussen
unterschieden werden.
 Zeitintensive Berechnungen sollen m

oglichst zur

Ubersetzungszeit und sonst eher zur
Ladezeit als zur Laufzeit erfolgen.
 Spracherweiterungen und ihre Verwendung m

ussen auch syntaktisch separierbar sein.
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 Modulabh

angigkeiten bzgl. der

Ubersetzung und bzgl. der Ausf

uhrung m

ussen dif-
ferenziert werden.
Die folgenden Unterabschnitte sollen klarmachen, welche Konzepte aus Kapitel 4 in TEO
realisiert werden und welche nicht.
8.2.2 Modularisierung von TELOS
Die Modularisierung von TEO erfolgt unter mehreren Gesichtspunkten. Alle Sprach-
konstrukte von EuLisp werden grob in zwei Schichten aufgeteilt: level-0 und level-1.
Bezogen auf TEO reektieren sie die Objekt- und die Metaobjektebene, siehe Abbil-
dung 8.1.
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Applikation
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Applikation
Objektsystemkern
Level-0
Level-1
Level-0-
Applikation
Applikation
Level-1-
Abbildung 8.1: Schichten-Architektur von TEO.
Die Benennung der Schichten reektiert das Problem, eine metareektive Sprache zu mo-
dularisieren. Bei der klassischen Schichtung von Sprachen benden sich die primitiver-
en Schichten unten, die ausdrucksm

achtigeren oben. Da die Sprachkonstrukte der Meta-
objektebene ausdrucksst

arker sind als die der Objektebene, ist es hier umgekehrt. Die
Metaobjektebene stellt die Implementierungsmittel f

ur die Objektebene zur Verf

ugung.
Letztere kann als eine portable Level-1-Applikation implementiert werden, aber auch auf
eine andere Art. Eine Level-0-Applikation kann dann von einem Compiler so

ubersetzt
werden, da zur Ausf

uhrungszeit keine Metaobjekte sowie ihre Operationen verwendet
werden. Weiterhin kann es Applikationen geben, die die Metaobjektebene nur nutzen,
z. B. f

ur Introspektionsaufgaben, und solche, die sie erweitern und spezialisieren.
Aus Benutzersicht bietet die Objektebene von TEO:
 systemdenierte Klassen:
{ <object>,
{ <list>,
{ <vector>,
{ . . .
 systemdenierte Operationen:
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{ make,
{ allocate,
{ initialize,
{ . . .
 benutzerdenierte Klassen mit
{ einfacher Vererbung,
{ spezialisierbaren Feldern und
{ spezialisierbaren initialize-Methoden;
 benutzerdenierte generische Funktionen mit spezialisierbaren Methoden.
Level-0 stellt aus Implementierersicht eine einfachere statisch analysierbare objektorien-
tierte Sprache dar, die insbesondere von Applikations-Compilern ezient

ubersetzt werden
kann. Globale Optimierungen wie Typinferenz und Inline-Kompilation k

onnen die Laufzeit
von Applikationen mindestens um den Faktor zwei verbessern. Ob ein TEO-Programm
eine level-0-Applikation ist, bleibt nicht dem Zufall

uberlassen, sondern kann gezielt
durch entsprechende Import-Ausdr

ucke garantiert werden. Wer Konstrukte von level-1
nutzen will, mu sie auch importieren und sich der m

oglichen Konsequenzen f

ur die Per-
formanz bewut sein. Die Benutzung von level-1 soll damit nicht erschwert werden, es
bedarf nur einer expliziten Entscheidung des Systemdesigners.
Die Metaobjektebene von TEO bietet:
 systemdenierte spezialisierbare Metaobjekt-Klassen:
{ <class>
{ <slot>
{ <generic-function>
{ <method>
{ . . .
 systemdeniertes Metaobjekt-Protokoll bzgl.:
{ Introspektion
{ Vererbung
{ Objekterzeugung
{ Feldzugri
{ Methodenauswahl und generischem Dispatch
 benutzerdenierte Metaobjekt-Klassen mit spezialisiertem Protokoll
Level-1 zeichnet sich aus Implementierersicht dadurch aus, da das spezizierte Ver-
halten systemdenierter Metaobjekte vom Benutzer nicht modiziert werden kann. Dies
ist nur f

ur Spezialisierungen der Metaobjektklassen in vorgegebenem Rahmen m

oglich.
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Darauf k

onnen sichere Optimierungen und ein garantiertes robustes Verhalten von Ap-
plikationen begr

undet werden. Die Modularisierung der Metaobjektebene erfolgt entlang
den Teilprotokollen aus Kapitel 4. Sie unterst

utzt feinere Analysen der Abschlueigen-
schaften von Programmen und somit noch besser angepate Optimierungen, je nachdem
welches Teilprotokoll vom Benutzer verwendet bzw. spezialisiert wird. Abbildung 8.2 zeigt
die modulare Architektur der Metaobjektebene von TEO. Dabei wird deutlich, da die
Modularisierung der Teilprotokolle orthogonal zur Klassikation der Metaobjekte erfolgt.
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Abbildung 8.2: Modularisierung der Metaobjektebene von TEO.
8.2.3 Objektebene
Die Beschreibung der Objektebene von TEO beginne ich mit dem

Uberblick der Klassen-
hierarchie. Im n

achsten Schritt werden die syntaktischen Sprachkonstrukte zur Denition
von Klassen, generischen Funktionen und Methoden erl

autert. Anschlieend beschreibe
ich die Operationen der Objektebene.
Klassenhierarchie der Objektebene
Die Objektebene von TEO unterst

utzt zun

achst nur einfache Vererbung, wie sie in Kapi-
tel 4.3.1 auf Seite 86 beschrieben wurde. Auch die systemdenierten Klassen sind nach ein-
facher Vererbung organisiert. Mixin-Vererbung und allgemeine multiple Vererbung k

onnen
als Spezialisierung der Metaobjektebene bereitgestellt werden.
Abbildung 8.3 zeigt die Klassenhierarchie der Objektebene. Dabei wird durch Einr

uckung
nach rechts die Subklassenbeziehung ausgedr

uckt. Da TEO im Kern nach einfacher Ver-
erbung organisiert ist, reicht dieses Ausdrucksmittel aus.
In EuLisp wurden Klassen und Lisp-Basistypen vollst

andig integriert. Die meisten Klas-
sen der Objektebene entsprechen den Basistypen aus anderen Lisp-Dialekten. Die Klasse
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<object>
a
<character>
c
<collection>
a
<sequence>
a
<character-sequence>
a
<string>
c
<list>
a
<cons>
c
<null>
c
<vector>
c
<table>
a
<hash-table>
c
<condition>
a
<telos-condition>
a
<no-next-method>
c
<non-congruent-lambda-lists>
c
<incompatible-method-domain>
c
<no-appliable-method>
c
<method-domain-clash>
c
...
<function>
a
<continuation>
c
<simple-generic-function>
c
<simple-function>
c
<lock>
a
<name>
a
<symbol>
c
<keyword>
c
<number>
a
<float>
a
<double-float>
c
<integer>
a
<fixed-precision-integer>
c
<variable-precision-integer>
c
<stream>
a
<char-file-stream>
c
<string-stream>
c
Abbildung 8.3: Klassenhierarchie der Objektebene.
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<object> bildet die Wurzel der Vererbungshierarchie, sie entspricht der Klasse Object
aus Kapitel 4. Generell nden sich in TEO die meisten Klassen und Operationen aus
Kapitel 4 mit syntaktisch leicht ver

anderten Namen wieder. Klassennamen erhalten spitze
Klammern, zusammengesetzte Namen werden mit Bindestrichen versehen und es wird al-
les klein geschrieben. Nat

urlich h

atte ich in Kapitel 4 auch schon die Namenskonventionen
von EuLisp verwenden k

onnen. Da ich jedoch davon ausgehe, da die Java-Konventionen
vielen Lesern gel

auger sind und da es eigentlich auf die Konzepte ankommt, mu der
Notationswechsel an dieser Stelle in Kauf genommen werden.
Insgesamt werden alle Klassen in zwei Arten eingeteilt. Abstrakte Klassen, die keine direk-
te Instanzen besitzen tragen die Kennzeichnung
a
, w

ahrend direkt instanziierbare Klas-
sen, die auch als konkrete Klassen bezeichnet werden, mit
c
gekennzeichnet werden. In
TEO sind nur die abstrakten Klassen spezialisierbar. Konkrete Klassen besitzen kei-
ne Subklassen, sie sind somit abgeschlossen und k

onnen besser optimiert werden. Will
man wiederverwendbare Software-Komponenten realisieren, so sollte man m

oglichst viele
Methoden f

ur abstrakte Klassen denieren. Konkrete Klassen sollten dann in der Regel
nur der Instanzerzeugung dienen. Und ihre im Ausnahmefall denierten Methoden dienen
prim

ar weiteren Ezienzverbesserungen. Diese Designentscheidung in TEO sollte aber
nicht dogmatisch gesehen werden. Ob eine Klasse spezialisierbar ist, k

onnte man auch
als eine weitere Klassenoption behandeln, d. h. von der Instanziierbarkeit abkoppeln. Die
getroene Entscheidung tr

agt zur Vereinfachung bei.
Die Klassenhierarchie deutet an, wie das Objektsystem und das Condition-System, d. h.
die Ausnahmebehandlung, zusammenh

angen. F

ur die jeweilige Ausnahmesituation ist ei-
ne Condition-Klasse deniert. Soll eine besondere Situation gemeldet werden, so wird
signal mit einer neuen Instanz der entsprechenden Condition-Klasse sowie weiteren Ar-
gumenten aufgerufen. Um Ausnahmesituationen abzufangen und zu behandeln, gibt es das
Konstrukt with-handler. Dabei speziziert man m

oglicherweise eine generische Handler-
Funktion und die zu sch

utzenden Ausdr

ucke. Nat

urlich gibt es auch TEO-bezogene Aus-
nahmesituationen, f

ur die eine gemeinsame Superklasse <telos-condition> als Subklasse
von <condition> deniert wurde. Hier zeigt sich, wie die orthogonalen Sprachkonzepte
des Objekt- und des Condition-Systems auf einander abgestimmt sind und wie sie von
einander protieren. In dieser Arbeit werde ich jedoch nicht weiter darauf eingehen.
Denieren von Klassen
Auf der Objektebene k

onnen Klassen nur statisch deniert werden. Das syntaktische
Konstrukt defclass mu sich textuell unbedingt auf Top-Level eines Moduls benden.
Alle benutzerdenierten Klassen stehen somit zur

Ubersetzungszeit fest und sind einem
Applikations-Compiler auch alle bekannt. Von den in Kapitel 4 diskutierten Klassen- und
Feldannotationen wurden einige aus Vereinfachungsgr

unden nicht realisiert. Dazu geh

oren
die Feldannotationen type:, initFunction: und initValue:. Die Annotation initEx-
pression: wird hier default genannt. Die genaue Syntax von defclass zeigt Abbil-
dung 8.4.
Urspr

unglich gab es in TEO zwei Konstrukte, um Klassen zu denieren. Auf der Objekt-
ebene gab es defstruct, das sich von defclass der Metaobjektebene dadurch unterschied,
2
Die Zeichen |, f, g, [, ],
+
und

haben die aus der Backus-Naur-Form bekannte Bedeutung.
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(defclass class-name (superclass-name
+
)
(slot-description

)
class-option

)
slot-description ::= identier | ([ slot-qualier ] identier slot-option

)
slot-qualier ::= define: | specialize:
slot-option ::= keyword: identier |
required-keyword: identier |
default: lisp-form |
reader: reader-name |
writer: writer-name |
accessor: reader-name |
class-option ::= keywords: (identier
+
) |
initialize: method-description |
constructor: (constructor-name identier

) |
predicate: predicate-name |
method-description ::= (specialized-lambda-list method-form

)
specialized-lambda-list ::= (specialized-parameter
+
[ . identier] )
specialized-parameter ::= (identier class-name)
method-form ::= (next-method-p) | (call-next-method) | lisp-form
Abbildung 8.4: Syntax der Klassendenition auf der Objektebene.
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da es die Klassenoption class: f

ur defstruct nicht gab. Um w

ahrend der Programm-
entwicklung ohne umfangreiche

Anderungen im Quellcode zwischen beiden wechseln zu
k

onnen, werden jetzt beide mit defclass bezeichnet. Welches Konstrukt man tats

achlich
benutzt, h

angt davon ab, ob man im gegebenen Modul Konstrukte der Objektebene oder
der Metaobjektebene importiert. Der Rename-Mechanismus von Modulen, erlaubt aber
auch eine einfache Umbenennung von defclass der Objektebene z. B. in defstruct.
Eine einfache L

osung, defclass zu implementieren, ist die eines Makros. Ein angewandtes
Vorkommen von defclass expandiert dann wie folgt:
(defclass <point> (<graphical-object>)
((define: x default: 0 accessor: point-x keyword: x:)
(specialize: y default: 0 accessor: point-y keyword: y:))
abstract: t
initialize: (((obj <point>) initlist) ...))
=>
(progn
(defslotname x <point>)
(defkeyword x: <point>)
(defconstant <point>
(make <simple-class>
name: '<point>
direct-superclasses: (list <graphical-object>)
defined-slot-descriptions:
(list (list keyword: x:
default-function: (lambda () 0)
name: x))
specialized-slot-descriptions:
(list (list keyword: y:
default-function: (lambda () 0)
name: y))
direct-keywords: (list x: y:)
abstractp: 't))
(definitializer <point> ((obj <point>) initlist) ...)
(defreader point-x <point> x)
...
<point>)
Nach dem ersten Expansionsschritt kommen im Ergebnis weitere denierende Konstrukte
vor, die anschlieend expandiert werden, wenn sie auch als Makros implementiert sind.
Hier sind es die Implementierungshilfsmittel defslotname, defkeyword, defreader, def-
initializer etc., w

ahrend defconstant ein Primitiv der EuLisp-Basissprache ist. Es
erzeugt eine konstante Bindung im Modul, das die Denition textuell enth

alt. Hier k

onnen
alle denierenden Hilfskonstrukte bis auf definitializer in defconstant-Ausdr

ucke ex-
pandieren. F

ur defreader kann dies beispielsweise wie folgt aussehen:
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(defreader point-x <point> x) =>
(defconstant point-x (slot-reader (find-slot <point> x)))
Dies liegt daran, da EuLisp einen Namensraum f

ur Funktionen und alle anderen Ob-
jekte besitzt. Es handelt sich wie bei Scheme um ein sogenanntes Lisp-1, im Unterschied
zu CommonLisp, das verschiedene Namensr

aume verwendet, und daher als Lisp-2 be-
zeichnet wird, obwohl es in Wirklichkeit mindestens ein Lisp-3 ist, da Klassen auch einen
eigenen Namensraum bilden. Aus Sprachdesignsicht spricht nichts gegen mehrere Bin-
dungsr

aume. Im Gegenteil, auf diese Weise kann f

ur nicht-streng-typisierte Sprachen ein
deutlich h

oheres Ma an Typsicherheit erreicht werden. Voraussetzung ist allerdings, da
diese Bindungsr

aume auch konstante Bindungen unterst

utzen und keine unzul

assigen Ma-
nipulationen der Bindungen erlauben. Referenzen mit zur Laufzeit berechneten Bezeich-
nern sollten nicht zugelassen sein. Nur so kann ein Compiler auf explizite Bindungen im
Laufzeitsystem sicher verzichten. Dadurch k

onnen erhebliche Ezienzsteigerungen erreicht
werden. TEO wird so entworfen, da dies m

oglich ist.
Mit der Einf

uhrung der Klassenoption initialize: gibt es eigentlich zwei Varianten, def-
class als Makro zu implementieren. In der ersten Variante wird die initialize:-Option,
wie oben gezeigt, auerhalb der Initialisierung des Klassenobjekts behandelt. Zum Zeit-
punkt der Erzeugung der Initialisierungsmethode ist dann die Klasse schon vorhanden, um
als Referenz in der Domain-Spezikation der Initialisierungsmethode referiert zu werden.
Will man die initialize:-Option schon w

ahrend der Klasseninitialisierung behandeln,
mu das entsprechende Methodenobjekt erzeugt werden, bevor die Klasse initialisiert wird.
Um das Methodenobjekt zu erzeugen, mu die Klasse schon existieren. Die L

osung dieses
Henne-Ei-Problems besteht darin, das Allozieren des Klassenobjekts von seiner Initiali-
sierung abzutrennen. Ein angewandtes Vorkommen von defclass expandiert dann wie
folgt:
(defclass <point> (<graphical-object>)
((define: x default: 0 accessor: point-x keyword: x:)
(specialize: y default: 0 accessor: point-y keyword: y:))
abstract: t
initialize: (((obj <point>) initlist) ...))
=>
(progn
(defslotname x <point>)
(defkeyword x: <point>)
(defconstant <point> (allocate <simple-class> '()))
(initialize <point>
(list name: '<point>
...
initializer: (method-lambda ((obj <point>) initlist)
...)))
(defreader point-x <point> x)
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<point>)
Das Implementierungskonstrukt definitializer entf

allt in dieser Variante. Stattdessen
gibt es das neu Initialisierungsschl

usselwort initializer: gefolgt von einem entsprechen-
den Methodenobjekt, das in der Klasseninitialisierungsmethode behandelt werden kann.
Nat

urlich kann defclass auch in einen Aufruf eines speziellen Konstruktors expandieren,
wenn es sich z. B. um Standardklassen, d. h. Instanzen von <simple-class>, handelt.
Dann k

onnen spezielle Optimierungen zur

Ubersetzungszeit erfolgen. Aber auch die oben
gew

ahlte Variante l

at Compiler-Optimierungen zu. Eine sehr generische Optimierungs-
technik ist die der Teilauswertung zur

Ubersetzungszeit (engl. partial evaluation). Dabei
wertet der Compiler zur

Ubersetzungszeit solche Ausdr

ucke aus, die ein

aquivalentes Er-
gebnis zur Lade- bzw. Laufzeit liefern w

urden. Daf

ur ist es n

utzlich, wenn m

oglichst viele
Bezeichner konstant gebunden werden. Kann ihre Initialisierungsform zur

Ubersetzungs-
zeit ausgewertet werden, so kann auch jedes angewandte Vorkommen des Bezeichners
sicher durch das Ergebnis ersetzt werden. Auf diese Weise k

onnen weitere Teilausdr

ucke
ausgewertet werden usw. Im obigen Beispiel kann make, angewandt auf <simple-class>
zur

Ubersetzungszeit vollst

andig ausgef

uhrt werden, da keine Abh

angigkeiten von Varia-
blen zur Laufzeit gegeben sind.
Denieren von generischen Funktionen und Methoden
In TEO m

ussen generische Funktionen explizit deniert werden. Ein implizites Denie-
ren

uber das erste Vorkommen von defmethod f

ur einen gegebenen Bezeichner wie in
CLOS wird nicht erlaubt. Dies ist wichtig, um z. B. ein von der Ladereihenfolge der Mo-
dule unabh

angiges Verhalten von Applikationen sicherzustellen. Wenn man eine Methode
deniert, mu man sicher sein, ob es diese generische Funktion bereits gibt, ob die Para-
meterliste der neuen Methode mit der generischen Funktionsdenition

ubereinstimmt und
ob es eine Methode mit dem gleichen Bereich ggf. schon gibt oder nicht. Das Verhalten
von defclass in Bezug auf Lese- und Schreiboperationen ist darauf abgestimmt. Jede
Spezikation einer der Slotoptionen reader, writer oder accessor f

uhrt zu einer neuen
Bindung. Importierte Bindungen mit gleichen Namen f

uhren zu einem Fehler, auch wenn
es geerbte (und importierte) Lese- und Schreiboperationen sind.
Wie auch defclass, erzeugt defgeneric eine konstante Bindung des Bezeichners an ein
generisches Funktionsobjekt, die vom Benutzer nicht ver

andert werden darf. Dies verbes-
sert die Robustheit und erlaubt einige sichere Optimierungen, die auch nicht ung

ultig
werden k

onnen, im Unterschied zu CLOS.
F

ur die Denition von Methoden gelten die Festlegungen aus Kapitel 4: defmethod erzeugt
selbst keine Modulbindung, sondern meldet einen Fehler, falls es noch keine generische
Funktion mit dem spezizierten Bezeichner gibt. Das Ersetzen bereits denierter Metho-
den wird als Funktionalit

at der Programmentwicklungsumgebung betrachtet und in der
Sprachspezikation nicht unterst

utzt. Da bereits im Konstrukt defgeneric der Bereich
einer generischen Funktion speziziert werden kann, gilt dies als Einschr

ankung f

ur alle
ihre Methoden, deren Argumentklassen spezieller oder gleich denen der generischen Funk-
tion sein m

ussen. Das Konstrukt defmethod mu also daf

ur sorgen, da entsprechende
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(defgeneric generic-function-name specialized-lambda-list
generic-function-option

)
specialized-lambda-list ::= (specialized-parameter
+
[ . identier] )
specialized-parameter ::= (identier class-name)
generic-function-option ::= method: (method-description)
method-description ::= (specialized-lambda-list method-form

)
method-form ::= (next-method-p) | (call-next-method) | lisp-form
Abbildung 8.5: Syntax der Denition generischer Funktionen auf der Objektebene.
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Pr

ufungen gemacht werden. Dies verbessert die Robustheit von Anwendungen erheblich.
Da man weiterhin sicher sein kann, da denierte Methoden einer generischen Funktion
nicht entfernt werden, k

onnen auch semantisch fundierte Optimierungen vorgenommen
werden. Wie schon bei MCS 1.0 akzeptiert das spezielle Konstrukt call-next-method
keine Argumente. Mit next-method-p kann festgestellt werden, ob es eine n

achstallgemei-
nere Methode gibt. Im Abschnitt 8.3.4 diskutiere ich einige Erweiterungen dieses einfachen
Konzepts der Methodenkombination.
(defmethod generic-function-name specialized-lambda-list
method-form

)
specialized-lambda-list ::= (specialized-parameter
+
[ . identier] )
specialized-parameter ::= (identier class-name)
method-form ::= (next-method-p) | (call-next-method) | lisp-form
Abbildung 8.6: Syntax der Methodendenition auf der Objektebene.
2
Aus Benutzersicht sollten sich generische Funktionen so verhalten, wie es die regul

aren
(nicht-generischen) Funktionen auch tun. Wie in CommonLisp gibt es in EuLisp nicht
nur

uber das Konstrukt defun modul-denierte Funktionen, sondern auch anonyme lokale
Funktionen, die mit lambda
3
erzeugt werden. Semantisch kann defun auf die Konstrukte
defconstant und lambda zur

uckgef

uhrt werden:
(defun f (...) ...) => (defconstant f (lambda (...) ...))
F

ur generische Funktionen gibt es daher ein entsprechendes Konstrukt, um lokale ge-
nerische Funktionen zu erzeugen. Somit l

at sich defgeneric auf generic-lambda und
defconstant zur

uckf

uhren:
(defgeneric gf (...) ...) => (defconstant gf (generic-lambda (...) ...))
Die Syntax von generic-lambda entspricht, bis auf die Benennung, der Syntax von def-
generic:
(generic-lambda specialized-lambda-list generic-function-option

)
Auf der Metaobjektebene wird generic-lambda nicht nur aus Uniformit

atsgr

unden
ben

otigt, sondern auch, um lokale anonyme generische Lese- und Schreiboperationen zu
generieren (siehe Unterabschnitt 8.2.4. Die semantische R

uckf

uhrung von Sprachkonstruk-
ten auf primitivere (engl. rewrite rules) ist f

ur eine Implementierung von EuLisp nicht
zwingend. Sie erlaubt aber eine einfache und klare Semantikspezikation der Konstrukte.
3
In CommonLisp mit (function (lambda (...) ...)).
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(make cl initarg

) ! object
(allocate cl initargs) ! object
(initialize object initargs) ! object
Abbildung 8.7: Allokations- und Initialisierungsoperationen der Objektebene.
Methodenauswahl und generischer Dispatch
Auf der Objektebene unterst

utzt TEO einen klassenbasierten generischen Dispatch auch

uber mehrere Argumente. eql-Methoden wie in CLOS werden nicht unterst

utzt. Sie
k

onnen aber auf der Metaobjektebene als Erweiterung von TEO sogar portabel im-
plementiert werden. Das Konzept der Methodenauswahl und der generische Dispatch ent-
sprechen genau dem Verfahren aus Kapitel 4.2.2.
Allozieren und Initialisieren von Objekten
Das Allozieren und Initialisieren von Objekten in der ver

oentlichten Version von TEO
[
Padget et al., 1993
]
entspricht dem Konzept in Kapitel 4.2.3 auf Seite 83. Danach gibt es
die zwei generischen Funktionen allocate und initialize, wobei nur initialize vom
Benutzer spezialisiert werden kann. Die nicht-generische Funktion make ruft allocate und
initialize auf. Da allocate auf der Objektebene nicht spezialisiert werden kann, wird
auf einfache Weise sichergestellt: Die Klasse des ersten Parameters mu eine Subklasse von
<class> sein. Da es auf der Objektebene keine M

oglichkeit gibt, Subklassen von <class>
zu denieren, k

onnen auch keine allocate-Methoden hinzukommen.
Hier habe ich mich f

ur eine neue L

osung entschieden, die als zweite Alternative in Ka-
pitel 4.4.6 auf Seite 108 bereits diskutiert wurde. Auf der Objektebene von TEO mu
sich nicht viel

andern. Aus Benutzersicht kann man nach wie vor die Operationen ma-
ke, allocate und initialize wie gewohnt aufrufen. Lediglich das Spezizieren von
Initialisierungs-Methodenmu textuell innerhalb von defclass erfolgen. Dies wurde in der
Syntaxspezikation von defclass in Abbildung 8.4 mit der Klassenoption initialize:
schon ber

ucksichtigt. Die initialize-Spezikation gleicht syntaktisch einer Methodenspe-
zikation innerhalb von defgeneric. Nat

urlich kann man hier auch eine andere syntak-
tische Form festlegen. Wichtig ist, da man im Rumpf einer Initialisierungs-Methode die
n

achstallgemeinere Methode mit call-next-method wie in regul

aren Methoden aufrufen
kann. Dies mu die aus Benutzersicht nicht-generische Funktion initialize

ahnlich den
generischen Funktionen organisieren, siehe Abschnitt 8.2.4 auf Seite 243. Abbildung 8.7
zeigt die Operationen der Objektebene im

Uberblick.
Aus Implementierungssicht ist entscheidend, da Klassenobjekte die Abschlueigenschaft
bzgl. der Instanzerzeugung aufweisen. Dadurch kann das Allozieren und Initialisieren
von Objekten in jeder Implementierungsart transparent und sicher optimiert werden:
von der portablen Einbettung

uber inkrementelle und Modul- bis hin zur Applikations-
Kompilation. Einer Implementierung ist es nicht verw

ahrt, allocate und initialize als
generische Funktionen zu realisieren und die Klassenannotation initialize auf defme-
thod zur

uckzuf

uhren. Deshalb wurde oben im Expansionsergebnis von defclass die Form
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(definitializer ...) aufgef

uhrt. Der Unterschied zwischen Initialisierungs-Methoden
und regul

aren Methoden generischer Funktionen besteht darin, da Initialisierungs-
Methoden textuell nicht von defclass getrennt deniert werden sollen.
Im Kontext der Modul-Kompilation w

are es auch denkbar, die Moduldenition als syntak-
tische Abschlu-Klammer festzulegen, so da Initialisierungs-Methoden zwar

uber defme-
thod deniert werden k

onnen, dies aber textuell im selben Modul wie die Klassendenition
erfolgen mu. Da ich hier die Einbettungstechnik verwende, habe ich die Modull

osung je-
doch verworfen.
Feldzugrie
Auf der Objektebene unterst

utzt TEO automatisch generierte Lese- und Schreibopera-
tionen. Bei der Klassendenition werden sie an spezizierte Bezeichner gebunden. Da auf
Objektebene nur einfache Vererbung zur Verf

ugung steht, werden die Lese- und Schreib-
operationen als nicht-generische Funktionen realisiert. Dies entspricht meinen Ausf

uhrun-
gen in Kapitel 4.2.4 auf Seite 85.
8.2.4 Metaobjektebene
Die Metaobjektebene von TEO kann man als die ver

oentlichte Schnittstelle der Im-
plementierung der Objektebene ansehen. Metaobjekte sind Implementierungsobjekte, die
daf

ur sorgen, da die Mechanismen der Objektebene funktionieren. Der Sprachumfang
der Objektebene wird daduch erweitert, da Metaobjektklassen spezialisiert werden. Da-
her ist die Objektebene von TEO bewut klein und einfach gehalten. Die Ausdruckskraft
liegt im einfach spezialisierbarem Metaobjektprotokoll, das ein breites Spektrum von ob-
jektorientierten Konzepten abdeckt. Die Funktionalit

at von TEO kann durch portable
TEO-Programme robust und ezient erweitert werden.
Wie schon die Objektebene entspricht die Metaobjektebene im wesentlichen den Konzep-
ten aus Kapitel 4. Hier beschreibe ich einige Abweichungen und vertiefe die Implementie-
rungsaspekte des Metaobjektprotokolls.
Klassenhierarchie der Metaobjektebene
Abbildung 8.8 zeigt die Klassenhierarchie der Metaobjektebene. Wie schon in Abbil-
dung 8.3 wird durch Einr

uckung nach rechts die Subklassenbeziehung ausgedr

uckt. Klas-
sen der Objekteben wiederhole ich hier nur, wenn sie zur Implementierung auch ben

otigt
werden, z. B. <object>, <vector>, <list> etc.
Die obere H

alfte der Klassenhierarchie zeigt die eigentlichen Metaobjektklassen, w

ahrend
die unteren Klassen verwendet werden, um das Metaobjektprotokoll zu implementieren.
Die Klassenhierarchie zeigt auch einige Abweichungen zu Kapitel 4.4.1 auf Seite 97. Es
gibt keine explizite Klasse <metaobject>, weil es keine Felder oder Methoden gibt, die
man f

ur sie denieren w

urde. Im Unterschied zur ver

oentlichten Version von TEO in
[
Padget et al., 1993
]
sind Methoden auch funktionale Objekte, wie generische Funktionen.
Daher ist <method> eine Subklasse von <function>. Methoden unterscheiden sich von
einfachen Funktionen dadurch, da ihnen ihr Bereich (engl. domain) zugeordnet ist.
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<object>
a
<class>
a
<built-in-class>
a
<function-class>
c
<simple-class>
c
<slot>
a
<local-slot>
c
<function>
a
<simple-function>
c
<generic-function>
a
<simple-generic-function>
c
<method>
a
<simple-method>
c
<continuation>
c
<condition>
a
<telos-condition>
a
<no-next-method>
c
<non-congruent-lambda-lists>
c
<incompatible-method-domain>
c
<no-appliable-method>
c
<method-domain-clash>
c
...
<symbol>
c
<list>
a
<cons>
c
<null>
c
<vector>
c
<hash-table>
c
<fixed-precision-integer>
c
Abbildung 8.8: Klassenhierarchie der Metaobjektebene.
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(class-name class) ! symbol
(class-precedence-list class) ! list
(class-slots class) ! list
(class-keywords class) ! list
(class-abstractp class) ! boolean
(class-instance-size class) ! integer
(class-allocator class) ! function
(class-initialize-methods class) ! list
(slot-name slot) ! symbol
(slot-default-function slot) ! function
(slot-reader slot) ! function
(slot-writer slot) ! function
(slot-keyword slot) ! symbol
(slot-required-keyword-p slot) ! boolean
Abbildung 8.9: Introspektionsoperationen f

ur Klassen und Felder.
(generic-function-name gf ) ! symbol
(generic-function-domain gf ) ! list
(generic-function-method-class gf ) ! class
(generic-function-methods gf ) ! list
(generic-function-discriminating-function gf ) ! function
(method-domain method) ! list
Abbildung 8.10: Introspektionsoperationen f

ur generische Funktionen und Methoden.
Introspektionsprotokoll
Abbildungen 8.9 und 8.10 zeigen die Introspektionsoperationen f

ur Klassen, Felder, gene-
rische Funktionen und Methoden im

Uberblick.
Auch hier gelten im

Ubrigen die Festlegungen aus Kapitel 4.4.2 auf Seite 98. Alle In-
trospektionsoperationen sind in TEO nicht-generisch. Es werden auch keine Felder der
Metaobjektklassen speziziert. Dies beschr

ankt zwar die M

oglichkeiten, die Repr

asentati-
on von Metaobjekten zu spezialisieren, erlaubt aber wesentlich ezientere und sicherere
Zugrie. Gerade f

ur benutzerdenierte Metaobjekte entf

allt die aufwendige Unterbrechung
potentieller Zyklen im dynamischen Ablauf des Introspektionsprotokolls im Vergleich zu
CLOS
[
Kiczales et al., 1991, S. 269 
]
.
Erzeugen und Initialisieren von Metaobjekten
Auf der Metaobjektebene mu speziziert werden, wie man Metaobjekte erzeugen und
initialisieren kann. Hier unterscheide ich zwei Arten von Metaobjekten:
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name: symbol
direct-superclasses: list
defined-slot-descriptions: list
specialized-slot-descriptions: list
direct-keywords: list
abstractp: boolean
initialize-method: method
Abbildung 8.11: Initialisierungsschl

usselw

orter der Klasse <class>.
name: symbol
default-function: function
reader: function
writer: function
keyword: keyword
required-keyword-p: boolean
Abbildung 8.12: Initialisierungsschl

usselw

orter der Klasse <slot>.
 Statische Objekte, die aus anderen Objekten zusammengesetzt werden und die nicht
neue ausf

uhrbare Funktionen repr

asentieren, k

onnen

uber die funktionale Schnitt-
stelle der Operationen make, allocate und initialize erzeugt und initialisiert
werden. Hierzu z

ahlen Klassen- und Feldobjekte.
 Die Erzeugung funktionaler Objekte, verbunden mit der Generierung von Funktionen
mit neuem Codemuster, mu

uber eine syntaktische Schnittstelle erfolgen. Im letz-
teren Fall ist eine Aufspaltung in Allozieren und Initialisieren nicht immer m

oglich
und sinnvoll. Dies betrit generische Funktionen und Methoden, f

ur die es die spe-
ziellen Konstruktoren generic-lambda und method-lambda gibt. Wollte man im
Rumpf einer Lisp-Funktion ein neues funktionales Objekt erzeugen, dessen Code-
muster in Form einer Liste als Argument durchgereicht wird, so m

ute man explizit
Programmtext in Code umwandeln. Gerade dies schliee ich in TEO aus, um das
Metaobjektprotokoll mit der Komplett-Kompilation vertr

aglich zu gestalten. Dies
schliet aber nicht aus, da es benutzerspezizierte Initialisierungsmethoden auch
f

ur selbst denierte funktionale Metaobjektklassen geben darf. Sie k

onnen nur nicht
explizit ausgef

uhrt werden.
F

ur beide Arten der Objekterzeugung werden gleichermaen Initialisierungsschl

ussel-
w

orter speziziert, die in benutzerdenierten Metaobjektklassen erweitert werden k

onnen.
Die Abbildungen 8.11, 8.12, 8.13 zeigen, welche Initialisierungsschl

usselw

orter f

ur system-
denierte Metaobjektklassen speziziert wurden. F

ur die Metaobjektklasse <method> gibt
es nur das Initialisierungsschl

usselwort domain:.
Hierzu ist anzumerken, da dies die Schl

usselw

orter der Initialisierungsmethoden sind.
Die syntaktischen Konstrukte defclass, defgeneric, defmethod, generic-lambda und
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name: symbol
domain: list
method-class: class
methods: list
Abbildung 8.13: Initialisierungsschl

usselw

orter der Klasse <generic-function>.
method-lambda besitzen ihre eigenen Schl

usselw

orter. Die Syntax der ersten vier Kon-
strukte wurde f

ur die Objektebene bereits auf den Seiten 229, 233 und 234 und 234 spe-
ziziert. Hier werden sie um einige Optionen erweitert, siehe Abbildungen 8.14, 8.15 und
8.16 im Abschnitt 8.2.4. Die Syntax von method-lambda entspricht bis auf den Namen
der generischen Funktion, der die neue Methode hinzugef

ugt werden soll, der Syntax von
defmethod:
(method-lambda method-option

specialized-lambda-list method-form

)
Syntaktische Erweiterungen der Metaobjektebene
Die syntaktischen Konstrukte von TEO werden auf der Metaobjektebene um einige Op-
tionen explizit erweitert. Dar

uberhinaus sind sie in der Lage, unbekannte Optionen an
benutzerdenierte Initialisierungsmethoden entsprechender Metaobjektklassen durchzu-
reichen. Die zus

atzlichen Optionen class: und method-class: in den Konstrukten def-
class, defgeneric, defmethod, generic-lambda und method-lambda k

onnen nur auf der
Metaobjektebene sinnvoll verwendet werden. Sie wurden in den syntaktischen Konstrukten
auf der Objektebene daher nicht erw

ahnt.
Vererbungsprotokoll
Das Vererbungsprotokoll in TEO entspricht voll dem Konzept in Kapitel 4.4.4 auf Sei-
te 102. Nur die Benennungen der Operationen folgen den EuLisp-Konventionen. Aus
Platzgr

unden verzichte ich hier darauf, diese syntaktische Transformation zu explizieren.
Feldzugrisprotokoll
F

ur das Feldzugrisprotokoll gilt das gleiche wie f

ur das Vererbungsprotokoll. Es entspricht
bis auf syntaktische Umbenennungen dem Konzept aus Kapitel 4.4.5 auf Seite 104.
Aus Implementierungssicht ist hier anzumerken, da die vom Objektsystemkern denierten
Methoden f

ur die Berechnung von nicht-generischen Lese- und Schreiboperationen lediglich
das Lisp-Basiskonstrukt lambda ben

otigen. Aber schon bei der portablen Erweiterung des
Kerns um die Mixin-Vererbung, kann man ohne die Konstrukte generic-lambda und
method-lambda nicht auskommen, jedenfalls nicht wenn man das vorgesehene Protokoll
4
Die Zeichen |, f, g, [, ],
+
und

haben die aus der Backus-Naur-Form bekannte Bedeutung.
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(defclass class-name (superclass-name
+
)
(slot-description

)
class-option

)
slot-description ::= identier | ([ slot-qualier ] identier slot-option

)
slot-qualier ::= define: | specialize:
slot-option ::= keyword: keyword |
default: lisp-form |
reader: reader-name |
writer: writer-name |
accessor: reader-name |
keyword lisp-form
class-option ::= keywords: (keyword
+
) |
initialize: method-description |
constructor: (constructor-name keyword

) |
predicate: predicate-name |
class: metaclass-name |
keyword lisp-form
method-description ::= (specialized-lambda-list method-form

)
specialized-lambda-list ::= (specialized-parameter
+
[ . identier] )
specialized-parameter ::= (identier class-name)
method-form ::= (next-method-p) | (call-next-method) | lisp-form
Abbildung 8.14: Syntax der Klassendenition auf der Metaobjektebene.
4
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(defgeneric generic-function-name specialized-lambda-list
generic-function-option

)
specialized-lambda-list ::= (specialized-parameter
+
[ . identier] )
specialized-parameter ::= (identier class-name)
generic-function-option ::= class: generic-function-class-name
method-class: method-class-name |
method: (method-description) |
identier lisp-form
method-description ::= (method-option

specialized-lambda-list method-form

method-option ::= class: method-class-name |
identier lisp-form
method-form ::= (next-method-p) | (call-next-method) | lisp-form
Abbildung 8.15: Syntax der Denition generischer Funktionen auf der Metaobjektebene.
4
(defmethod generic-function-name
method-option

specialized-lambda-list
method-form

)
method-option ::= class: method-class-name |
identier lisp-form
specialized-lambda-list ::= (specialized-parameter
+
[ . identier] )
specialized-parameter ::= (identier class-name)
method-form ::= (next-method-p) | (call-next-method) | lisp-form
Abbildung 8.16: Syntax der Methodendenition auf der Metaobjektebene.
4
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(make cl initarg

) ! object
(allocate cl initargs) ! object
(initialize object initargs) ! object
(compute-allocator cl initkeywords) ! function
(compute-inherited-initialize-methods cl direct-superclasses) ! list
(compute-initialize-methods cl direct-initialize-method inherited-initialize-methods) ! list
Abbildung 8.17: Allokations- und Initialisierungsoperationen der Metaobjektebene.
spezialisieren will. Ohne diese Konstrukte k

onnte es keine vollwertigen anonymen Klassen-
objekte geben, eben weil man keine anonymen Lese- und Schreiboperationen berechnen
kann.
Allokations- und Initialisierungsprotokoll
Um das neue Konzept der Objekterzeugung und -Initialisierung aus der Objektebene, siehe
Seite 235, zu realisieren, werden auf der Metaobjektebene weitere Protokollfunktionen ein-
gef

uhrt, die in Kapitel 4.4.6 schon genannt wurden. Abbildung 8.17 zeigt die Operationen
der Objekt- und Metaobjektebene im

Uberblick.
Die Grundidee ist die gleiche wie bei Feldzugrisoperationen. Zur Klasseninitialisierungs-
zeit werden aufwendigere Berechnungen durchgef

uhrt, um klassenspezisch optimierte
Operationen bereitzustellen, die sp

ater zur Instanzerzeugungszeit ezient ausgef

uhrt wer-
den k

onnen.
Im Fall des Allozierens liefert compute-allocator als Ergebnis eine nicht-generische Funk-
tion, die mit dem Klassenobjekt assoziiert wird. Sp

ater kann sie mit der nicht-generischen
Introspektionsfunktion class-allocator geholt werden. Will man das Allokationsverhal-
ten von Klassen spezialisieren, mu man eine neue Methode compute-allocator f

ur die
entsprechende Metaklasse, also auf Metaobjektebene, denieren.
F

ur das Initialisieren mu die Spezialisierbarkeit, inklusive des call-next-method-
Mechanismus, auf der Objektebene gegeben sein. Auf der Objektebene werden daher
Initialisierungs-Methoden speziziert. Auf der Metaobjektebene sorgt man daf

ur, da
die Initialisierungs-Methoden von den Superklassen ererbt und in einer geordneten Li-
ste bereitgestellt werden. Im Standardfall kommt die speziellste Methode zuerst. Aber
auch eine umgekehrte Reihenfolge kann in speziellen Metaklassen vorgegeben werde.
Das Protokollmuster entspricht hier der Vererbung der Initialisierungsschl

usselw

orter:
Zur Klasseninitialisierungszeit werden mit compute-inherited-initialize-methods zu-
erst die Initialisierungs-Methoden der Superklassen berechnet bzw. geholt, was bei einfa-
cher Vererbung mit einem Introspektionszugri mittels class-initialize-methods er-
ledigt ist. compute-initialize-methods braucht dann nur die ggf. direkt spezizierte
Initialisierungs-Methoden mit cons anf

ugen.
Die Implementierung dieses Konzepts ist also denkbar einfach:
(defmethod compute-inherited-initialize-methods ((cl <class>) direct-
superclasses)
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;; assumptions: single inheritance and
;; at least one direct superclass
(class-initialize-methods (first direct-superclasses)))
(defmethod compute-initialize-methods ((cl <class>)
direct-initialize-method
inherited-initialize-methods)
;; assumptions: single inheritance and
;; at least one inherited-initialize-
method, e.g. from <object>
(if direct-initialize-method
(cons direct-initialize-method inherited-initialize-methods)
inherited-initialize-methods))
F

ur den Fall der multiplen oder der Mixin-Vererbung m

ussen die Initialisierungs-Methoden
gem

a der Klassenpr

azedenzliste eingesammelt werden.
Die Funktionen make, allocate und initialize k

onnen wie folgt implementiert werden:
(defun allocate (cl init-list)
(funcall (class-allocator cl) cl init-list))
(defun initialize (object init-list)
(let ((init-methods (class-initialize-methods (class-of object))))
(funcall (first init-methods) ; methods are funcallable
init-methods ; needed by call-next-method
object
init-list)
(defun make (cl . init-list)
(let ((init-methods (class-initialize-methods cl)))
(funcall (first init-methods) ; methods are funcallable
init-methods ; needed by call-next-method
(funcall (class-allocator cl) cl init-list) ; the new object
init-list)))
Das neue Protokoll liefert schon mit der einfachsten Implementierung eine ezientere
L

osung als das urspr

ungliche Konzept aus CLOS, aber auch als die vereinfachte Vari-
ante aus MCS 1.0 bzw. aus TEO 0.99. Im Vergleich zu MCS 1.0 wird der zweifache
generische Dispatch von allocate und initialize eingespart. Wesentlich weitergehen-
de Optimierungen k

onnen transparent realisiert werden. Zum Beispiel kann der Allokator
die Kopie einer prototypischen Instanz mit vorbelegten Initialisierungswerten zur

ucklie-
fern. Die systemdenierte Initialisierungs-Methode von <object> mu dann nur noch die
erneut auszuwertenden Default-Ausdr

ucke berechnen und die expliziten Initialisierungsar-
gumente behandeln.
Im Vergleich zu den optimierten Konstruktorfunktionen in MCS 0.5 hat die TEO-
L

osung den Vorteil, da sie ein ebenso dierenziertes Protokoll bietet wie MCS 1.0 bzw.
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CLOS. AusMCS 0.5 kann hier die Idee

ubernommen werden, f

ur jede Klasse ein spezielles
Codemuster zu berechnen, das semantisch

aquivalent zum spezizierten Standardverhalten
ist, in dem aber m

oglichst viele Ergebnisse der zur

Ubersetzungszeit partiell ausgewerte-
ten Ausdr

ucke eingesetzt sind. In MCS 0.5 wurde daf

ur zur Ladezeit der inkrementelle
Compiler von CommonLisp aufgerufen, siehe Seite 171 und Seite 176. Dies ist in EuLisp
auf portable Weise zurecht nicht m

oglich. Aber ein Modul- oder Applikations-Compiler
f

ur EuLisp kann diese Optimierungen nat

urlich durchf

uhren.
Methodenauswahl und generischer Dispatch
Auf der Objektebene haben sich die Methodenauswahl und der generische Dispatch ge-
gen

uber dem Konzept aus Kapitel 4 nicht ge

andert. Die L

osung auf der Metaobjektebene
l

at aber einen gewissen Entscheidungsspielraum oen.
Auf Seite 110 dieser Arbeit und schon in der ver

oentlichten Version von TEO
[
Padget
et al., 1993, S. 89
]
habe ich eine Variante beschrieben, die sich st

arker an der Grundidee
des Feldzugrisprotokolls orientiert. Sie unterscheidet sich von der CLOS-L

osung in einem
wichtigen Punkt. F

ur die Methodenauswahl wird mit der generischen Protokolloperation
compute-method-lookup-function eine spezielle, nicht-generische Lookup-Funktion be-
rechnet, die bei Ausf

uhrung einer generischen Funktion aufgerufen wird, falls kein Eintrag
im Cache
5
gefunden wird. Somit mu zur Dispatchzeit im Cache-Fail-Fall nicht ein zweiter
Dispatch durchgef

uhrt werden, um den Cache-Eintrag zu berechnen.
Letzteres passiert aber in CLOS, wo es an Stelle von compute-method-lookup-function
die generische Protokolloperation compute-applicable-methods gibt. Hier liegt der Vor-
teil darin, da nicht f

ur jede generische Funktion eine eigene Lookup-Funktion berechnet
werden mu und somit Initialisierungszeit und Speicherplatz eingespart werden.
Unter der Voraussetzung, da Closures als Lisp-Basisprimitiv ezient realisiert sind, ist
die TEO-L

osung vorzuziehen. Ihr weiterer Vorteil ist die Vermeidung einer potentiellen
Endlosschleife im Dispatch von compute-applicable-methods, die in CLOS explizit auf-
gebrochen werden mu, siehe
[
Kiczales et al., 1991, S. 269 
]
. In TEO mu nur daf

ur
gesorgt werden, da compute-method-lookup-function manuell initialisiert wird, ohne
da eine generische Funktion ausgef

uhrt wird.
Abschlieend l

at sich festhalten, da der generische Dispatch mit portablen Lisp-
Basisprimitiven nur bedingt optimiert werden kann. Um mit Sprachen wie C++ mithalten
zu k

onnen, m

ussen in einer kommerziellen Sprachimplementierung auch Optimierungen
auf Maschinenebene erfolgen. Darauf gehe ich in dieser Arbeit nicht ein. Ich stelle je-
doch sicher, da vom Sprachdesign her alle bekannten Techniken wie statische Analyse,
Typinferenz, Inlining, partielle Auswertung etc. erfolgreich angewandt werden k

onnen.
8.2.5 Unterschiede zwischen TELOS und CELOS
In der hier beschriebenen Version von TEO gibt es gegen

uber den postulierten Kon-
zepten in Kapitel 4 kaum nennenswerte Abweichungen. Es gibt in TEO beispielsweise
5
Bei inkrementeller oder bei der Modul-Kompilation wird ein ezienter Dispatch immer auf die Cache-
Technik hinauslaufen. Und auch bei der Applikations-Kompilation wird man nicht immer ohne Cache
auskommen.
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keine Klasse <metaobject>. Dies hat jedoch keine Auswirkung auf das Metaobjektproto-
koll, weil MetaObject in Kapitel 4 eine rein didaktische Rolle spielt. Die Initialisierungs-
schl

usselw

orter wurden hier entsprechend den EuLisp-Konventionen benannt.
Es sind aber einige Abweichungen meiner Referenzimplementierung Celos zu TEO zu
beachten:
 Bei der Denition von Klassen wird in defclass nicht explizit zwischen der Spezi-
kation neuer Felder und der Spezikation speziellerer Annotationen f

ur zu erbende
Felder unterschieden. Die Syntaxspezikation in Abbildung 8.4 unterscheidet bei-
de F

alle

uber die Schl

usselw

orter define: und specialize: vor dem Slotnamen.
In meiner Referenzimplementierung habe ich diese Neuerung noch nicht umgesetzt.
Dieser Vorschlag war in der EuLisp Working Group seinerzeit auch noch nicht kon-
sensf

ahig.
 Da es in CommonLisp keine Module gibt, werden f

ur Feldbezeichner und f

ur Initia-
lisierungsschl

usselw

orter keine Modulbindungen generiert. Felder werden daher wie
in CLOS

uber ihre spezizierten Namenssymbole direkt identiziert. Deshalb wird
die Forderung nach Kapselung von Feldern und Initialisierungsschl

usselw

ortern noch
nicht hinreichend ber

ucksichtigt. Man braucht EuLisp-Module, um das Konzept voll
zu realisieren.
Trotz dieser Abweichungen wurden die objektorientierten Konzepte mit TEO als Entwurf
und mit Celos als Implementierung experimentell erfolgreich validiert. Dies best

atigen
auch die Performanzmessungen, auf die ich im n

achsten Abschnitt eingehe.
8.2.6 Performanzmessungen
Die folgenden Performanzmessungen beziehen sich auf meine Implementierung von TEO
in CommonLisp, genannt Celos. Um eine bessere visuelle Unterscheidung zu CLOS zu
erm

oglichen, spreche ich hier einfach von TEO.
Die durchgef

uhrten Laufzeit- und Speichertests orientieren sich an den Tests mitMCS 1.0.
Auch hier bin ich von einem Verh

altnis 1:10 von Klassen zu Methoden ausgegangen. Die
Gewichtung der anderen Tests hat allerdings mit diesem Verh

altnis nichts zu tun. Wie viele
Instanzen pro Klasse erzeugt werden und wie oft generische Funktionen durchschnittlich
aufgerufen werden, ist sehr anwendungsspezisch. Die gezeigten Summen aller Tests in den
Abbildungen 8.26, 8.27, 8.28 und 8.29 erheben daher nicht den Anspruch einer wie auch
immer zu bestimmenden repr

asentativen Gewichtung der Tests untereinander. Dennoch
gibt die Summe einen Hinweis auf die Gesamtperformanz der Objektsysteme.
Beschreibung der Tests
Im Vergleich zu den Tests in Kapitel 7.3 wurde bei den folgenden Messungen dem Aspekt
statischer Optimierungen zur

Ubersetzungszeit st

arker Rechnung getragen: erstens stehen
alle Klassen- und Methodendenitionen textuell auf Top-Level des Testprogramms (t1
und t2) und zweitens wurden zus

atzlich die Tests t3a und t4a durchgef

uhrt:
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 t1 erzeugt mit defclass auf Top-Level 10 Klassen.
 t2 erzeugt auf Top-Level mit defgeneric 7 generische Funktionen und mit defme-
thod 10 Methoden.
 t3 erzeugt mit einem dynamischen Aufruf von make bzw. make-instance zur Lauf-
zeit 1000 terminale Instanzen einer Klasse. Hier sind die Argumente von make f

ur
den Compiler im allgemeinen nicht ableitbar.
 t3a erzeugt mit einem statischen Aufruf von make bzw. make-instance zur Laufzeit
1000 terminale Instanzen einer Klasse. Alle Argumente von make sind zur

Uberset-
zungszeit bekannt und f

ur den Compiler ableitbar. Die Aufrufe von Protokollopera-
tionen k

onnen zur Ausf

uhrungszeit entfallen.
 t4 greift mit slot-value 10000 mal dynamisch auf Slots zu. Hier sind die Argumente
von slot-value f

ur den Compiler im allgemeinen nicht ableitbar. F

ur TEO ist hier
anzumerken, da es die generelle Operation slot-value im Kern aus konzeptionellen
Gr

unden nicht bereitstellt. F

ur diesen Test wurde eine nicht-optimierte Funktion mit
vorhandenen spezizierten Mitteln implementiert, um dennoch einen Vergleich mit
CLOS und MCS zu erhalten.
 t4a greift mit slot-value in einer Methode der Klasse, die den Slot deniert, 10000
mal auf einen Slot zu. Alle Argumente von slot-value sind zur

Ubersetzungszeit be-
kannt und f

ur den Compiler ableitbar. Die Aufrufe von Protokolloperationen k

onnen
zur Ausf

uhrungszeit entfallen.
 t5 f

uhrt 10000 mal eine Leseoperation durch. Im Fall von TEO ist sie nicht-
generisch.
 t6 f

uhrt 10000 mal eine Schreiboperation durch. Im Fall von TEO ist sie nicht-
generisch.
 t7 ruft 10000 mal eine nicht-generische Funktion mit einem Argument auf. Dieser
Test gibt einen Hinweis darauf, wie schnell der generische Dispatch im Vergleich zu
regul

aren Funktionsaufrufen ist.
 t8 f

uhrt 10000 mal den generischen Dispatch

uber ein Argument durch.
 t9 f

uhrt 10000 mal den generischen Dispatch

uber zwei Argumente durch.
 t5a-d f

uhren 10000 mal eine generische Leseoperation jeweils mit einer Prim

ar-,
zus

atzlich mit einer Before-, zus

atzlich mit einer After- und schlielich auch einer
Around-Methode durch. Hiermit wird die Ezienz der Methodenkombination in Ver-
bindung mir Leseoperationen getestet. Da Leseoperationen in TEO nicht-generisch
sind, wurde eine generische Funktion deniert, die die Lesefunktion explizit aufruft.
 t8a-d ruft 10000 mal eine generische Funktion jeweils mit einer Prim

ar-, zus

atzlich
mit einer Before-, zus

atzlich mit einer After- und schlielich auch einer Around-
Methode durch. Hiermit wird die Ezienz der Methodenkombination f

ur regul

are
generische Funktionen getestet.
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Alle Tests wurden auf zwei Hardware- und Software-Plattformen durchgef

uhrt: auf einer
Sun Ultrasparc Workstation unter Solaris mit Franz Allegro CommonLisp 4.3.1 und auf
einem Apple Macintosh PB280 unter MacOS 7.5 mit Macintosh CommonLisp 4.1. Die
genauen Daten der Testumgebungen ndet man im Anhang D. Die Tests wurden mehrmals
durchgef

uhrt und es wurden entsprechende Durchschnittswerte gebildet. Dabei wurden
Schwankungen bis zu 30 % vom Durchschnitt festgestellt.
In den folgenden Unterabschnitten stelle ich ausf

uhrlich die Ergebnisse der Ausf

uhrungs-
zeiten und des Speicherbedarfs von TEO im Vergleich mit CLOS in Franz Allegro Com-
monLisp 4.3.1 dar, dem derzeit besten kommerziellen CLOS-System. Die entsprechenden
Ergebnisse in Macintosh CommonLisp stelle ich nur zusammenfassend dar.
Statische und dynamische Objekterzeugung
Die Abbildungen 8.18 und 8.19 zeigen die Ausf

uhrungszeiten und den Speicherbedarf bzgl.
der Klassendenition t1, der Methodendenition t2, der dynamischen Instanzerzeugung
t3 und der statischen Instanzerzeugung t3a. Bei der Klassen- und Methodendenition ist
TEO rund 5 mal schneller. Auch der Speicherbedarf ist insbesondere bei Cons-Zellen um
den Faktor 6 bzw. 30 geringer, was sich bei der Speicherbereinigungszeit positiv bemerkbar
macht. Bei der Instanzerzeugung zeigt sich ein groer Unterschied: statische Aufrufe von
make-instance werden in CLOS so optimiert, da sie 35 mal schneller sind als dynami-
sche Aufrufe. Dies zeigt, da das spezizierte Protokoll f

ur eine dynamische Sprache nicht
angemessen ist. Im dynamisch Fall ist TEO rund 7 mal schneller als CLOS. In meiner
Implementierung von TEO gibt es keinen Unterschied zwischen dynamischen und stati-
schen Aufrufen von make. Ein Modul- oder Applikations-Compiler kann aber f

ur TEO
mindestens die gleichen Optimierungen durchf

uhren wie f

ur CLOS. Diese Meergebnis-
se best

atigen sehr eindrucksvoll, wie wichtig statische Analysen und Optimierungen zur

Ubersetzungszeit sind. TEO ist systematisch darauf ausgerichtet, eine hohe Ezienz f

ur
statische und dynamische F

alle zu erreichen, w

ahrend CLOS systematisch auf dynamische
Implementierungstechniken ausgerichtet ist und die statische Instanzerzeugung eher eine
Ausnahme darstellt.
Feldzugrie
Die Abbildungen 8.20 und 8.21 zeigen die Ausf

uhrungszeiten und den Speicherbedarf bzgl.
der Feldzugrie, aufgeteilt in dynamische (t4) und statische (t4a) Aufrufe von slot-value
sowie Aufrufe der Lese- (t5) und Schreiboperationen (t6). In t4 wird slot-value direkt
aufgerufen, in t4a innerhalb einer Methode. Der Wert von t4a enth

alt daher zus

atzlich den
Aufruf einer generischen Funktion. Oensichtlich werden statische slot-value-Aufrufe in
CLOS so optimiert, da sie im Vergleich zum Aufruf einer generische Funktion kaum
ins Gewicht fallen. TEO stellt aus konzeptionellen Gr

unden ein generelles Primitiv wie
slot-value nicht zur Verf

ugung. Des Vergleichs mitCLOS wegen habe ich es hier mit den
vorhandenen Protokolloperationen implementiert, ohne besondere Optimierungen vorzu-
nehmen. Daher ist der Wert im statischen Fall auch h

oher als im dynamischen Fall (es
kommt ja der Aufruf einer generische Funktion hinzu).
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 defclass 10 x                   
 defmethod 100 x                 
 make 1000 x                     
 static make 1000 x              
Abbildung 8.18: Statische und dynamische Objekterzeugung t1, t2, t3 und t3a: Vergleich
der Ausf

uhrungszeiten von CLOS und TEO auf einer Sun Workstation in Franz Allegro
CL 4.3.1 in Millisekunden.
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Abbildung 8.19: Statische und dynamische Objekterzeugung t1, t2, t3 und t3a: Vergleich
des Speicherbedarfs von CLOS und TEO in Franz Allegro CL 4.3 auf Sun Workstation
in Cons-Zellen und Bytes.
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Wesentlich wichtiger ist der Vergleich der Lese- und Schreiboperationen. Da diese in TEO
nicht-generisch sind, sind sie etwas ezienter als die hochoptimierten generischen Lese-
und Schreiboperationen von CLOS. Ein TEO-Modul- bzw. Applikations-Compiler kann
nat

urlich wesentlich bessere Werte erreichen als meine portable Implementierung in Com-
monLisp. Bemerkenswert ist hier, da die CLOS-Optimierungen oensichtlich Speicher-
platz kosten, w

ahrend TEO so gut wie keinen dynamischen Speicher verbraucht. TEO
wird daher besser im Gesamtverhalten komplexer Systeme abschneiden.
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 slot-value  10000 x             
 static slot-value  10000 x      
 reader 10000 x                  
 writer 10000 x                  
Abbildung 8.20: Statische und dynamische Feldzugrie t4, t4a, t5 und t6: Vergleich der
Ausf

uhrungszeiten von CLOS und TEO in Franz Allegro CL 4.3 auf Sun Workstation
in Millisekunden.
Generischer Dispatch
Die Abbildungen 8.22 und 8.23 zeigen die Ausf

uhrungszeiten und den Speicherbedarf bzgl.
generischer Funktionsaufrufe mit einem (t8) und mit zwei (t9) Dispatch-Argumenten. t7
zeigt zum Vergleich den Wert f

ur eine nicht-generische Funktion mit einem Argument.
Daran sieht man, da der generische Dispatch in Franz CLOS schon stark optimiert
wurde. Ein Modul- oder Applikations-Compiler kann f

ur TEO mindestens die gleichen
Werte erreichen. Aber auch meine portable Implementierung in CommonLisp ist nur ca.
20 bis 25 % langsamer als Franz CLOS. Oensichtlich gehen die CLOS-Optimierungen
auf Kosten des dynamischen Speicherbedarfs, der 4 bis 9 mal h

oher ist als bei TEO.
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 slot-value  10000 x              
 static slot-value  10000 x       
 reader 10000 x                   
 writer 10000 x                   
Abbildung 8.21: Statische und dynamische Feldzugrie t4, t4a, t5 und t6: Vergleich des
Speicherbedarfs von CLOS und TEO in Franz Allegro CL 4.3 auf Sun Workstation in
Cons-Zellen und Bytes.
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 f(x) 10000 x                     
 gf(x) 10000 x                    
 gf(x,y) 10000 x                  
Abbildung 8.22: Generischer Dispatch t7, t8, t9: Vergleich der Ausf

uhrungszeiten von
CLOS und TEO in Franz Allegro CL 4.3 auf Sun Workstation in Millisekunden.
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 f(x) 10000 x                      
 gf(x) 10000 x                     
 gf(x,y) 10000 x                   
Abbildung 8.23: Generischer Dispatch t7, t8, t9: Vergleich des Speicherbedarfs von CLOS
und TEO in Franz Allegro CL 4.3 auf Sun Workstation in Cons-Zellen und Bytes.
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Methodenkombination
Die Abbildungen 8.24 und 8.25 zeigen die Ausf

uhrungszeiten und den Speicherbedarf
bzgl. der Methodenkombination. Test t8a ist identisch mit t8. Bei den Tests t8b,
t8c und t8d wird die Standardmethodenkombination von CLOS gemessen. Da TEO
im Kern nur einfache Methodenkombination bereitstellt, werden hier Before-, After-
und Around-Methoden

uber Prim

armethoden und call-next-method simuliert (siehe
auch Abschnitt 8.3.4). Es f

allt auf, da die Kombinationszeit mit Before- und After-
Methoden in CLOS stark optimiert wurde. Bei Around-Methoden ist meine portable
TEO-Implementierung genau so schnell wie Franz CLOS. Allerdings sind die CLOS-
Laufzeitoptimierungen der Methodenkombination mit enormem Speicherverbrauch ver-
bunden: schon bei Before- und After-Methoden wird etwa 20 bis 40 mal mehr Speicher
dynamisch verbraucht als in TEO. Und mit Around-Methoden springt der Speicher-
bedarf ins Unermeliche: hier braucht CLOS etwa 4000 mal mehr Cons-Zellen und rund
100000 mal mehr Bytes als TEO. Sp

atestens hier wird deutlich, da im Sprachdesign von
CLOS die Kriterien Einfachheit und Ezienz nicht ausreichend ber

ucksichtigt wurden.
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 gf(x) 10000 x                    
 gf(x) + :before 10000 x         
 gf(x) + ... :after 10000 x   
 gf(x) + ... :around 10000 x  
Abbildung 8.24: Methodenkombination t8a-d: Vergleich der Ausf

uhrungszeiten von
CLOS und TEO in Franz Allegro CL 4.3 auf Sun Workstation in Millisekunden.
Summe aller Tests in Franz Allegro Common Lisp 4.3.1
Die Abbildungen 8.26 und 8.27 zeigen die Ausf

uhrungszeiten und den Speicherbedarf der
obigen Tests insgesamt. Wie schon oben gesagt, mag man

uber die angemessene Gewich-
tung der Tests untereinander streiten. Beispielsweise kann man die statische Instanzerzeu-
gung sowie den generischen Dispatch h

oher gewichten, so da sich das Gesamtergebnis f

ur
CLOS verbessert. Aber dies will ich ja gar nicht bestreiten: Compileroptimierungen auf
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 gf(x) 10000 x                    
 gf(x) + :before 10000 x          
 gf(x) + ... :after 10000 x    
 gf(x) + ... :around 10000 x   
Abbildung 8.25: Methodenkombination t8a-d: Vergleich des Speicherbedarfs von CLOS
und TEO in Franz Allegro CL 4.3 auf Sun Workstation in Cons-Zellen und Bytes.
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Grund von statischen Analysen sind den dynamischen Einbettungstechniken

uberlegen.
Ein TEO-Compiler w

urde hierbei nicht schlechter, sondern besser abschneiden, wenn
schon die portable Implementierung diese Resultate zeigt. Dies um so mehr, wenn man
bedenkt, da Franz CommonLisp die derzeit beste kommerzielle Implementierung von
CLOS anbietet.
Fat man den Performanzvergleich von TEO mit CLOS am Beispiel meiner portablen
Referenzimplementierung und Franz CommonLisp 4.3.1 auf einer Sun Workstation zu-
sammen, so ist TEO insgesamt eindeutig ezienter. Bis auf die statische Instanzerzeu-
gung werden die leichten Laufzeitvorteile von CLOS durch einen unverh

altnism

aig hohen
Speicherbedarf erkauft.
0
100
200
300
400
500
600
 CLOS  TELOS
 Methodenkombination  
 Dispatch 
 Feldzugriffe 
 Objekterzeugung 
 Methodendefinition
 Klassendefinition
Abbildung 8.26: Vergleich der Gesamtausf

uhrungszeiten von t1, t2, t3, t3a, t5, t6, t8,
t9 und t8a-d f

ur CLOS und TEO in Franz Allegro CL 4.3 auf Sun Workstation in
Millisekunden.
Ergebnisse f

ur Macintosh Common Lisp 4.1
Alle Performanzmessungen wurden auch auf einem Apple PB280 in Macintosh Common
Lisp 4.1 durchgef

uhrt. Dabei wurden zus

atzlich die Systeme MCS 0.5 und MCS 1.0
getestet.
6
Bis auf den generischen Dispatch bei einem Argument sowie die Feldzugrie

uber slot-
value schneidet TEO

uberall besser ab als CLOS. Der Speicherbedarf von TEO ist
6
Als weitere Implementierung von TEO, ebenfalls in CommonLisp, habe ich auch das System von
Russel Bradford
[
Bradford, 1996
]
getestet. Da es aber nur unter dem Aspekt der Validierung der TEO-
Spezikation realisiert wurde, ist es nicht ezient genug, um hier aufgef

uhrt zu werden. Die Ergebnisse
ndet man im Anhang D.2.
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Abbildung 8.27: Vergleich des Gesamtspeicherbedarfs von t1, t2, t3, t3a, t5, t6, t8,
t9 und t8a-d f

ur CLOS und TEO in Franz Allegro CL 4.3 auf Sun Workstation in
Cons-Zellen und Bytes.
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nur bei der Instanzerzeugung h

oher als von CLOS. Hier wirken sich die Nachteile einer
portablen Implementierung aus.
Interessant ist, da selbstMCS 0.5 in der Summe besser abschneidet als CLOS. Dies liegt
im wesentlichen an der schnelleren Methodendenition und an der schnelleren Instanzer-
zeugung. Letztere ist sogar schneller als in TEO, dank der inkrementellen Berechnung ef-
zienter Konstruktoren. Ihr Nachteil war jedoch, da der inkrementelle Compiler w

ahrend
der Klassendenition explizit aufgerufen werden mute. Deutlich h

oher ist der dynamische
Speicherbedarf beiMCS 0.5 undMCS 1.0, was zum Teil am Sprachdesign, aber auch an
den gew

ahlten Implementierungstechniken liegt
7
.
Vergleicht man die beiden CLOS-Implementierungen miteinander, so zeigt sich, da die
Priorit

aten bei den Optimierungen unterschiedlich gesetzt wurden. Das Macintosh Com-
monLisp CLOS ist in der Laufzeit nicht so ezient, geht aber wesentlich sparsamer mit
dem Speicherplatz um
8
.
Als Fazit des Performanzvergleichs auf beiden Plattformen, Sun und Apple, halte ich fest,
da die Ezienz der einfachen portablen Implementierung von TEO inCommonLisp das
ausgewogene Sprachdesign von TEO klar best

atigt. Eine weitere Best

atigung liefert die
EuLisp-Implementierung youtoo
[
Kind, 1998
]
. youtoo stellt einen Bytecode-Compiler
und -Interpretierer zur Verf

ugung, der ezienter als alle vergleichbaren Systeme ist und
selbst im Vergleich mit dem Maschinencode-Compiler in Franz Allegro CommonLisp nur
um den Faktor 2 langsamer ist.
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Die Erweiterbarkeit von TEO stellt ein wichtiges Designkriterium dar. Um das Resul-
tat besser einsch

atzen zu k

onnen, stelle ich einige typische Erweiterungen auf konzep-
tueller Ebene exemplarisch dar. Die wichtigste davon ist die Mixin-Vererbung. Sie wird
am ausf

uhrlichsten behandelt, bis hin zur vollst

andigen Implementierung im Anhang E.
Hinzu kommen Erweiterungen f

ur das Redenieren von Klassen mit automatischer An-
passung aller abh

angigen Klassen und Instanzen sowie f

ur das dynamische Reklassizieren
von Instanzen, die sogenannte Change-Class-Funktionalit

at. Abschlieend gehe ich kurz
auf eine gr

oere TEO-Anwendung aus der K

unstlichen Intelligenz ein: Der Wissensre-
pr

asentationsformalismus TINA stellt Konzepte und Relationen als Modellierungsmittel
zur Verf

ugung. Diese werden in TEO harmonisch integriert und als Spezialisierung des
Metaobjektprotokolls realisiert
[
Kopp, 1996a
]
.
8.3.1 Mixin-Vererbung
Das Konzept der Mixin-Vererbung wurde bereits in 4.3.3 ausf

uhrlich diskutiert. In MCS
1.0 wurde sie schon im Objektsystemkern bereitgestellt und benutzt, siehe Seite 203. In
7
Der Wert von t9 wurde f

ur MCS 0.5 als die doppelte Zeit des einfachen Dispatchs berechnet, weil
MCS 0.5 keinen mehrfachen Dispatch unterst

utzt.
8
Eine Folge der erst sp

at und immer noch nicht zufriedenstellend eingef

uhrten virtuellen Speicherver-
waltung im Betriebssystem MacOS.
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Abbildung 8.28: Vergleich der Gesamtausf

uhrungszeiten von t1, t2, t3, t3a, t5, t6, t8,
t9 und t8a-d f

ur CLOS, MCS 0.5, MCS 1.0 und TEO in Macintosh CL 4.1 auf einem
Apple Macintosh PB280 in Millisekunden.
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Abbildung 8.29: Vergleich des Gesamtspeicherbedarfs von t1, t2, t3, t3a, t5, t6, t8, t9
und t8a-d f

ur CLOS und TEO in Macintosh CL 4.1 auf einem Apple Macintosh PB280
in Bytes.
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diesem Abschnitt wird sie unter dem Gesichtspunkt ihrer Unterst

utzung als Spracher-
weiterung pr

asentiert. Dabei verwende ich zun

achst die Notation aus Kapitel 4, deren
Umsetzung in TEO aber keinerlei Probleme bereitet.
Das Ziel der Mixin-Vererbung besteht darin, die Beschr

ankungen der einfachen Verer-
bung soweit zu

onen, da man die Nachteile der einfachen Vererbung

uberwindet, sich
aber nicht gleichzeitig alle Nachteile der allgemeinen multiplen Vererbung einhandelt. An-
kn

upfend an Organisationsprinzipien von Begrisontologien nat

urlicher Sprachen werden
bei der Klassikation von Objekten essentielle bzw. dingliche von additiven Eigenschaften
unterschieden. Entsprechend unterscheidet man Basisklassen von Mixin-Klassen:
 Eine Basisklasse kann als direkte Subklasse mehrerer Mixin-Klassen aber nur einer
anderen Basisklasse deniert werden.
 Eine Mixin-Klasse kann als direkte Subklasse mehrerer Mixin-Klassen deniert wer-
den, aber nicht als Subklasse einer Basisklasse.
 Sogenannte Join-Klassen sind in Vererbungshierarchien nicht zul

assig, auer der
Klasse Object, die Oberklasse aller Klassen ist.
 Basisklassen k

onnen direkt instanziierbar sein. Alle Mixin-Klassen sind abstrakt,
d. h. sie werden nie direkt instanziiert.
Der Objektsystem-Kern stellt die Klassen Class und SimpleClass zur Verf

ugung.
Zun

achst blieb noch oen, ob beide vom Benutzer spezialisierbar sein sollen, zumindest
ist aber Class spezialisierbar. Die Erweiterung des Kerns um das Konzept der Mixin-
Vererbung besteht nun darin, zwei weitere Klassen mit entsprechenden Methoden f

ur die
betroenen generischen Operationen des Metaobjektprotokolls zu denieren. Die Klassen-
hierarchie wird um die Klassen BaseClass und MixinClass als Subklassen von Class
erweitert:
Object
MetaObject
Class
SimpleClass
BaseClass
MixinClass
Field
SimpleField
GenericFunction
SimpleGenericFunction
Method
SimpleMethod
Falls SimpleClass spezialisierbar w

are, k

onnte BaseClass auch Subklasse von Simple-
Class sein. Die Entscheidung dar

uber h

angt nicht zuletzt davon ab, welche Optimierungen
im Objektsystem-Kern tats

achlich vorgenommen werden und ob die entsprechenden Vor-
aussetzungen auch f

ur Basisklassen zutreen. Diese Voraussetzungen h

angen im wesent-
lichen davon ab, ob eine Klasse einfach oder mehrfach von anderen Klassen spezialisiert
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compatibleSuperclasses? cl directSuperclasses ! boolean
compatibleSuperclass? cl superclass ! boolean
computeCPL cl directSuperclasses ! (cl

)
computeInheritedKeywords cl directSuperclasses ! ((keyword

)

)
computeKeywords cl directKeywords inheritedKeywords ! (keyword

)
computeInheritedFields cl directSuperclasses ! ((eld

)

)
computeFields cl eldSpecs inheritedFields ! (eld

)
computeNewField cl eldSpec ! eld
computeNewFieldClass cl eldSpec ! eldClass
computeSpecializedField cl inheritedFields eldSpec ! eld
computeSpecializedFieldClass cl inheritedFields eldSpec ! eldClass
computeInstanceSize cl elds ! integer
computeAndEnsureFieldAccessors cl elds inheritedFields ! (eld

)
computeFieldReader cl eld elds ! function
computeFieldWriter cl eld elds ! function
ensureFieldReader cl eld elds reader ! function
ensureFieldWriter cl eld elds writer ! function
computePrimitiveReaderUsingField eld cl elds ! function
computePrimitiveWriterUsingField eld cl elds ! function
computePrimitiveReaderUsingClass cl eld elds ! function
computePrimitiveWriterUsingClass cl eld elds ! function
Abbildung 8.30: Potentiell zu spezialisierende Operationen des Metaobjektprotokolls
(ererbt) werden darf. Somit k

onnte BaseClass diesbez

uglich wie SimpleClass behandelt
werden. Insbesondere k

onnen die in Basisklassen denierte Felder ezienter zugegrien
werden (siehe auch
[
Shalit, 1996, S. 134
]
).
Nun mu man pr

ufen, welche generischen Operationen des Metaobjektprotokolls spezia-
lisiert werden m

ussen und welche unver

andert geerbt werden k

onnen. Zu pr

ufen sind die
in Abbildung 8.30 aufgef

uhrten generischen Operationen.
Ber

ucksichtigt man die von der Mixin-Erweiterung gestellten Anforderungen bereits im
Objektsystem-Kern, so kann sich die tats

achliche Spezialisierungsaufgabe deutlich verein-
fachen. Dazu wird das Verhalten des Kerns etwas genereller speziziert, als f

ur einfache
Vererbung notwendig. Dies ist jedoch durchaus akzeptabel, da das gesamte Protokoll schon
darauf zielt, verschiedene Vererbungsstrategien als Erweiterung zu unterst

utzen. Nat

urlich
sollte die Ezienz des Objektsystem-Kerns nicht darunter leiden. Von folgenden Opera-
tionen kann angenommen werden, da sie hinreichend generell sind:
computeInheritedKeywords
computeKeywords
computeInheritedFields
computeFields
computeNewField
computeNewFieldClass
computeSpecializedField
computeSpecializedFieldClass
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compatibleSuperclasses? cl directSuperclasses ! boolean
compatibleSuperclass? cl superclass ! boolean
computeCPL cl directSuperclasses ! (cl

)
computeFieldReader cl eld elds ! function
computeFieldWriter cl eld elds ! function
ensureFieldReader cl eld elds reader ! function
ensureFieldWriter cl eld elds writer ! function
Abbildung 8.31: Tats

achlich zu spezialisierende Operationen des Metaobjektprotokolls
computeInstanceSize
computeAndEnsureFieldAccessors
computePrimitiveReaderUsingField
computePrimitiveWriterUsingField
computePrimitiveReaderUsingClass
computePrimitiveWriterUsingClass
Zu spezialisieren sind dann nur noch die generischen Operationen in Abbildung 8.31
9
.
Deutlich h

oher w

are der Aufwand, wenn es mehrere Felder mit demselben Namen zu
erben g

abe. Dies entf

allt jedoch, da ich bei der Diskussion des Mixin-Vererbungskonzepts
folgende Entscheidungen getroen habe:
1. Die Feldnamen unterliegen dem Import und Export auf Modulebene.
2. Alle Felder bzw. Feldnamen von Klassen, die in keiner Super- bzw. Subklassenrela-
tion stehen, sind verschieden.
3. Alle Superklassen einer zu denierenden Klasse (direkte und indirekte) m

ussen bis
auf Object disjunkt sein. Es gibt keine anderen Join-Knoten in der Vererbungshier-
archie.
Diese Betrachtung sollte deutlich machen, da die Designentscheidungen nicht willk

urlich
getroen wurden, sondern da wie bei einem Puzzle pl

otzlich mehrere Vereinfachungen
eintreen. Entsprechende Methoden f

ur compatibleSuperclasses?, compatibleSuper-
class? und computeCPL der Klassen BaseClass und MixinClass m

ussen die postulier-
ten Beschr

ankungen bzgl. der direkten Superklassen ihrer Instanzen (die Klassenobjekte
sind)

uberpr

ufen und ggf. Fehler melden. Die Operationen des Feldzugrisprotokolls com-
puteFieldReader, computeFieldWriter, ensureFieldReader und ensureFieldWriter
m

ussen spezialisiert werden, weil die Zugrisoperationen f

ur Mixin-Felder generisch sein
sollten (siehe 4.4.5).
Eine vollst

andige Implementierung der Mixin-Vererbung als Erweiterung des Objekt-
systemkerns von TEO bendet sich im Anhang E.
9
In Celos, siehe Anhang E, sind es mehr, weil in den bereitgestellten Methoden des Objektsystemkerns
die Annahme einfacher Vererbung getroen wurde. Dies kann leicht ge

andert werden, indem ein Teil der
Methoden aus dem Mixins-Modul in den Objektsystemkern

ubernommen wird.
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8.3.2 Redenieren von Klassen
Aus der Sicht des Programmiersprachen-Designers geh

ort das Redenieren von Klassen
eher zu den fragw

urdigen Konzepten. Insbesondere dann, wenn man eine einfache Seman-
tik sowie robuste Compiler und Laufzeitsysteme anstrebt. Und nat

urlich erst recht, wenn
man an ihre Verikation denkt
[
Goerigk, 1993
]
,
[
Goerigk, 1997
]
. Auf der anderen Seite
ist f

ur die meisten h

oheren Programmiersprachen die inkrementelle und interaktive Pro-
grammentwicklung mittlerweile zur Regel geworden. Dies galt auch schon immer f

ur die
Wissensrepr

asentationssprachen. F

ur die Modellierung von Anwendungsdom

anen braucht
man noch exiblere Sprachkonstrukte und Entwicklungswerkzeuge. Ihre Implementierung
kann drastisch verk

urzt werden, wenn man sie als Erweiterung der Programmentwick-
lungswerkzeuge einer erweiterbaren objektorientierten Programmiersprache konzipieren
kann. Hier wird exemplarisch gezeigt, wie die Funktionalit

at des Redenierens von Klas-
sen mit Hilfe des Metaobjektprotokolls unterst

utzt werden kann. Dabei greife ich auf die
Erfahrungen aus MCS 1.0 zur

uck, siehe Seite 208 sowie
[
Bretthauer und Kopp, 1991
]
.
Das Hauptproblem, das sich im Zusammenhang mit dem Redenieren von Klassen stellt,
ist die Abh

angigkeitsverwaltung. Wird eine Klasse redeniert, so m

ussen alle von ihr
abh

angigen Objekte entsprechend an die neue Denition angepat werden. Dies sind alle
direkten und indirekten Subklassen sowie deren m

oglicherweise bereits erzeugten Instan-
zen. Die Abh

angigkeiten sind um so gr

oer, je mehr Optimierungen, wie z. B. Inline-
Kompilation von Lese- und Schreiboperationen, vom System vorgenommen werden.
Um die genannten Abh

angigkeiten zu verwalten, m

ussen zus

atzliche Informationen mit
einem Klassenobjekt w

ahrend seiner Initialisierung assoziiert werden:
 die direkten Superklassen,
 die direkten Subklassen und
 die Initialisierungsargumente.
Nicht notwendig ist es im Unterschied zu CLOS, die sogenannten direkten Methoden
mit einer Klasse zu assoziieren. Dies sind Methoden, in deren Bereich die Klasse explizit
vorkommt.
Die Grundidee bei der Abh

angigkeitsverwaltung besteht darin, den Aufwand f

ur Anpas-
sungen dadurch zu minimieren, da man sie nur bei Bedarf vornimmt. Wird eine Klasse
K redeniert, so m

ussen folgende Aktionen durchgef

uhrt werden:
1. Entferne K als direkte Subklasse ihrer direkten Superklassen.
2. Markiere K als nicht initialisiert.
3. Markiere alle Subklassen von K als nicht initialisiert.
4. Markiere alle Instanzen von K und die ihrer Subklassen als obsolet.
5. Reinitialisiere K gem

a der neuen Denition.
8.3 Exemplarische Spracherweiterungen 263
In diesem Zusammenhang ist daf

ur zu sorgen, da Instanzen redenierbarer Klassen wei-
terhin der automatischen Speicherbereinigung unterliegen. Daher ist es nicht m

oglich, in
den Klassen Referenzen auf ihre Instanzen zu halten. Der CLOS-Ansatz besteht darin,
da Instanzen indirekte Referenzen auf ihre Klasse besitzen, die Class-Wrapper genannt
werden. Jede Klasse besitzt einen Class-Wrapper, der ihrer aktuellen Denition entspricht
und m

oglicherweise mehrere alte Class-Wrapper, die den fr

uheren Denitionen entspre-
chen. Versucht man auf einer noch nicht angepaten Instanz eine Operation auszuf

uhren,
stellt CLOS anhand des markierten Class-Wrappers fest, da die Instanz erst angepat
werden mu. Mit der Anpassung erh

alt die Instanz einen aktuellen Class-Wrapper. In
CLOS sind bereits alle vordenierten Operationen auf das Redenieren von Klassen vor-
bereitet.
Mein Ziel ist es, den Kern m

oglichst klein und ezient zu halten. Dadurch wird die Un-
terst

utzung des Redenierens als Erweiterung zun

achst etwas schwieriger, als wenn man es
von vornherein f

ur alle Objekte vorsieht. Auf der anderen Seite helfen einige Designverbes-
serungen bei den Zugrisoperationen wieder f

ur eine Vereinfachung. Da alle Feldzugrie

uber eindeutige Zugrisoperationen erfolgen, brauchen nur diese um entsprechende

Uber-
pr

ufung auf Aktualit

at erweitert zu werden. Das heit, da obsolete Instanzen in meinem
Ansatz sp

atestens bei einem Feldzugri aktualisiert werden. Der Overhead f

ur das Rede-
nieren und das automatische Anpassen abh

angiger Objekte ist somit nicht h

oher als in
CLOS, ist jedoch nur f

ur Objekte der Erweiterung zu erbringen. Wird diese aufwendige
Funktionalit

at nicht gebraucht, mu f

ur sie auch kein Preis bezahlt werden. Dies ist ein
wichtiges Resultat meiner Arbeit.
Die Erweiterung des Kerns um das Konzept des Redenierens von Klassen besteht nun
darin, zwei weitere Klassen mit entsprechenden Methoden f

ur die betroenen generischen
Operationen des Metaobjektprotokolls zu denieren. Die Klassenhierarchie wird um die
Klasse RedefinableClass als Subklasse von Class und um UpdatableObject als Sub-
klasse von Object erweitert:
Object
UpdatableObject
MetaObject
Class
SimpleClass
RedefinableClass
Redenierbare Klassen werden als Instanzen von RedefinableClass und als Subklas-
sen von UpdatableObject erzeugt. Die generischen Operationen des Allokationsprotokolls
m

ussen so spezialisiert werden, da anpabare Instanzen ihre Struktur unter Beibehaltung
der Identit

at

andern k

onnen. Die einfache und naheliegende L

osung besteht in der zwei-
stugen Speicher-Repr

asentation. Die eigentlichen Felder eines Objekts werden in einem
einfachen Array fester L

ange abgelegt. Jedes Objekt bekommt neben dem internen Verweis
auf seine Klasse auch einen internen Verweis auf sein Array der Feldwerte.

Andert sich
nun die Struktur einer Klasse, so mu nur dieses Array durch ein neues ersetzt werden.
Wie in CLOS kann man Class-Wrapper verwenden, um die Aktualit

at von Objekten zu

uberpr

ufen. Dazu w

are ein weiterer interner Verweis auf den Class-Wrapper notwendig.
Dar

uberhinaus m

ussen die generischen Operationen computePrimitiveReaderUsing-
Class sowie computePrimitiveWriterUsingClass entsprechend spezialisiert werden. Die
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von ihnen berechneten Zugrisoperationen m

ussen die Aktualit

at eines Objekts pr

ufen und
indirekt auf die Feldwerte zugreifen. Nat

urlich k

onnen hier auch ausgekl

ugelte Implemen-
tierungen realisiert werden. Mir geht es darum, eine einfache, robuste und eziente L

osung
anzubieten.
8.3.3 Dynamisches Klassizieren von Objekten
Die bisherigen Konzepte zur Unterst

utzung des Klassizierens von Objekten waren sta-
tisch. Das heit, da die Klassikation einer Dom

ane mit der Erstellung eines Pro-
gramms vorgegeben und vor Programmausf

uhrung abgeschlossen sein mute. Die Klassen-
zugeh

origkeit von Objekten ist

uber ihre Lebensdauer fest. Als ersten Schritt in Richtung
des dynamischen Klassizierens bietet CLOS die change-class-Funktion an. Dadurch
wird ein Sprachkonstrukt zur Verf

ugung gestellt, mit dem man generelle und anwendungs-
spezische dynamische Klassikationsverfahren realisieren kann. Hierzu z

ahlen insbeson-
dere sogenannte Classier aus Konzeptsprachen der Wissensrepr

asentation
10
, die auf KL-
ONE zur

uckgehen
[
Brachman und Schmolze, 1985
]
,
[
Kopp, 1996a, S. 57, 116
]
. Nat

urlich
k

onnen Klassikationsverfahren auch ohne die objektorientierten Sprachmittel einer Pro-
grammiersprache implementiert werden. Der Aufwand ist dann aber deutlich h

oher. Wie
schon das Redenieren von Klassen geh

ort change-class zur Standard-Funktionalit

at in
CLOS. Dementsprechend kann im allgemeinen f

ur kein Objekt garantiert werden, da
es seine Klassenzugeh

origkeit beibeh

alt. Dies widerspricht meinen Designkriterien. Solche
Sprachmittel sollten nur gezielt verwendet werden und nur da zu einem Overhead f

uhren,
wo sie wirklich ben

otigt werden.
Die Erweiterung des Kerns um das Konzept des dynamischen Klassizierens besteht darin,
zwei weitere Klassen mit entsprechenden Methoden f

ur die betroenen generischen Opera-
tionen des Metaobjektprotokolls zu denieren. Die Klassenhierarchie wird um die Klasse
DynamicClass als Subklasse von Class und um DynamicObject als Subklasse von Object
erweitert:
Object
DynamicObject
MetaObject
Class
SimpleClass
DynamicClass
Die Spezialisierung der generischen Operationen h

angt von der gew

unschten Funktiona-
lit

at dynamischer Klassen und dynamischer Instanzen ab. Zum Teil werden

ahnliche Dinge
ben

otigt wie bei redenierbaren Klassen und deren Instanzen. Daher wurden in MCS 1.0
beide Erweiterungen zu einer zusammengefat, siehe Seite 208. Das heit, da Instanzen
redenierbarer Klassen dynamisch reklassizierbar sind. Die Funktion change-class be-
wirkt den gew

unschten Eekt, falls es sich um eine Instanz einer redenierbaren Klasse
handelt und meldet sonst einen Fehler.
10
Hierbei werden nicht nur Instanzen dynamisch klassiziert, sondern auch Subsumtionsbeziehungen
zwischen Klassen festgestellt bzw. abgeleitet.
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8.3.4 Methodenkombination
Das Konzept der Methodenkombination wurde bereits in Kapitel 3.4.3 auf Seite 57, in
Kapitel 4.2.2 auf Seite 81 sowie in Kapitel 6.2.2 auf Seite 157 angesprochen. Die Ver-
einfachung des Konstrukts call-next-method in MCS 1.0 hat bereits zur signikanten
Ezienzsteigerung der Methodenkombination gef

uhrt, siehe Seite 214. Bevor ich nun ein
neues Konzept der Methodenkombination vorstelle, fasse ich die bisherigen Konzepte zu-
sammen.
Ausgangskonzepte
Das

alteste und bew

ahrteste Konzept stammt aus Smalltalk. Abbildung 8.32 zeigt den
Kontrollu
11
von den spezielleren Methodenaufrufen zu den allgemeineren sowie ihre
Ergebnisablieferung. Die Steuerung der Aufrufe liegt bei spezielleren Methoden.
[imost-specific  ...  [jmost-general        ]jmost-general  ...   ]imost-specific
super
re
tur
n
Abbildung 8.32: Modell der einfachen Methodenkombination mit dem Primitiv super aus
Smalltalk.
Dieser Mechanismus wird in Java, CLOS, MCS 0.5, MCS 1.0 und auch im Kern von
TEO unterst

utzt. Eine umgekehrte Verantwortlichkeit wird mit dem Konstrukt inner
aus BETA erreicht. Dabei entscheidet die generellere Methode, ob und wann eine spezi-
ellere Methode aufgerufen wird, siehe Abbildung 8.33.
Dieser Mechanismus steht dem Benutzer nur in BETA zur Verf

ugung. In CLOS und in
TEO kann er als Erweiterung realisiert werden. Das bisher ausdrucksst

arkste Konzept
der Methodenkombination bietet CLOS. Seine Standardmethodenkombination ist aber,
wie man in der Abbildung 8.34 sieht, viel komplizierter als in BETA oder TEO.
Es werden vier Arten von Methoden miteinander kombiniert. Der Steuerungsu wird
zum Teil explizit beeinut (dies sind die gestrichelten Pfeile) und zum Teil implizit (an-
gedeutet mit vollen Pfeillinien). Die Pfeilbeschriftung " markiert automatische

Uberg

ange
von einer Methode zur n

achsten. In beiden Varianten der einfachen Methodenkombination
(super und inner) erfolgt der Aufruf der n

achsten Methode explizit im Programmtext. In
CLOS sind die Aufrufe von Before- und After-Methoden implizit. Falls es aber Around-
Methoden gibt, ist der

Ubergang von der generellsten Around-Methode zur speziellsten
11
Die treendere

Ubersetzung m

ute eigentliche Steuerungsu lauten.
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[jmost-general  ...  [imost-specific        ]imost-specific  ...  ]jmost-general
inner
re
tur
n
Abbildung 8.33: Modell der einfachen Methodenkombination mit dem Primitiv inner aus
BETA.
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Abbildung 8.34: Modell der Standardmethodenkombination aus CLOS.
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Before-Methode explizit. Es ist also kein Wunder, da die Compilerbauer teilweise zehn
Jahre gebraucht haben, um diesen Mechanismus ezient zu implementieren, und andere
es immer noch nicht geschat haben, siehe Performanzmessungen auf Seite 258. Ebenso
zeigt die praktische Erfahrung, da die unbedachte Verwendung s

amtlicher M

oglichkeiten
der Standardmethodenkombination in CLOS die Verst

andlichkeit und Robustheit von
Programmen erschwert.
Relevante Designfragen
Will man die Grundidee von abstrakteren Mechanismen des Spezialisierens und Generali-
sierens von Objektverhalten nicht g

anzlich mit der milungenen CLOS-L

osung

uber Bord
werfen, so m

ussen zun

achst die in diesem Zusammenhang relevanten Fragen gestellt und
beantwortet werden. Aus Programmierersicht stellen sich folgende konzeptionelle Fragen:
 Kann f

ur eine Klasse nur genau eine Methode zum Tragen kommen oder k

onnen es
mehrere sein? Im Sinne der Wiederverwendbarkeit und besseren Wartbarkeit sollte
letzteres der Fall sein. Dies ist die grundlegende Frage, ob es Methodenkombination
geben soll.
 Darf es, oder gar mu es, eine speziellere Methode in der Subklasse geben? Je nach
Aufgabe k

onnen beide Fragen mit ja oder mit nein beantwortet werden, d. h. alle
drei Varianten k

onnen sinnvoll sein.
 Kann die Methodenkombination explizit oder auch implizit erfolgen? Je nach Auf-
gabenstellung ist das eine oder das andere angemessen. Man braucht daher beide
M

oglichkeiten. Die explizite Kombination sollte aber dennoch abstrakt, also z. B.
mit callNextMethod, erfolgen und nicht wie in C
++
, wo die genaue Klasse einer
Methode angegeben werden mu.
 Erfolgt die Regie der Kombination aus Sicht des Providers wiederverwendbarer Kom-
ponenten (inner in BETA) oder aus Sicht des Nutzers, der vorhandene Kompo-
nenten wiederverwendet (super in Smalltalk, Java und TEO-Kern)? Auch hier
braucht man je nach Aufgabe beide M

oglichkeiten.
 Handelt es sich bei einigen Methoden um Vor- oder Nachberechnungen (Before- bzw.
After-Methoden in CLOS), bezogen auf die Aktionen der Super- bzw. Subklasse?
Dies sollte man sowohl explizit als auch deklarativ ausdr

ucken k

onnen.
 Sollen die spezielleren Methoden zuerst ausgef

uhrt werden oder umgekehrt? Auch
hier kann beides sinnvoll sein.
 M

ussen die Methoden ihre Berechnungsergebnisse miteinander kommunizieren? Und
wenn ja, wie k

onnen sie das tun? Bei expliziter Kombination liefert call-next-
method das Ergebnis der n

achstallgemeineren bzw. n

achstspezielleren Methode. Bei
impliziter Kombination sollten die Ergebnisse unabh

angig von einander sein.
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Erweiterung um das Inner-Konstrukt aus BETA
Vom TEO-Kern wurde zun

achst nur die explizite Methodenkombination mit vorgegebe-
ner Sortierung der Methoden nach ihrer Spezizit

at (die speziellste zuerst) unterst

utzt. Als
erste Erweiterung bietet es sich nun an, diese Reihenfolge

uber eine weitere Option generi-
scher Funktionen festzulegen und somit auch die umgekehrte Reihenfolge zu erm

oglichen,
zum Beispiel:
(defgeneric f ((x <object>))
method-order: less-specific-first)
(defgeneric g ((x <object>))
method-order: more-specific-first)
Die Option method-order: hat den Default-Wert most-specific-first, was der bis-
herigen Interpretation von call-next-method entspricht, n

amlich die n

achstallgemeinere
Methode aufzurufen. Gibt man jedoch als Wert most-specific-last an, so erh

alt man
in Verbindung mit call-next-method das inner-Konstrukt aus BETA, weil in einer all-
gemeineren Methode die n

achstspeziellere Methode aufgerufen wird. Diese Erweiterung
f

ugt sich so harmonisch in das bisherige Konzept ein, da sie in den Objektsystemkern
aufgenommen werden kann. Auch die Implementierung braucht daf

ur nur geringf

ugig er-
weitert zu werden. Es reicht aus, die anwendbaren Methoden in umgekehrter Reihenfolge
zu sortieren.
Die Frage nach der Kommunizierbarkeit der Ergebnisse zwischen Methoden ist bei explizi-
ter Methodenkombination leicht beantwortet: call-next-method liefert das Ergebnis der
n

achstallgemeineren bzw. n

achstspezielleren Methode.
Ob es sich bei einer call-next-method aufrufenden Methode um Vor- oder Nachberech-
nungen (oder beides) handelt wird prozedural durch die Aufrufstelle im Methodenrumpf
zum Ausdruck gebracht. Diese Eigenschaft ist vom System im allgemeinen nicht ableitbar,
wohl aber in den meisten praktisch relevanten F

allen. Die implizite Kombinationsart mit
Before- und After-Methoden kann beispielsweise wie folgt ausgedr

uckt werden:
(defmethod f ((x A)) ; simulates a CLOS :before method
;; pre-computations
...
(call-next-method))
(defmethod g ((x A)) ; simulates a CLOS :after method
(prog1
(call-next-method)
;; post-computations
...))
(defmethod gf ((x A)) ; simulates a CLOS :around method
;; pre-computations
...
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(prog1
(call-next-method)
;; post-computations
...))
Diese Simulation der CLOS-Funktionalit

at bei angenommenem Wert most-specific-
first f

ur die Option method-order: war nat

urlich auch ohne die eben diskutierte Erwei-
terung m

oglich. Nimmt sie hingegen den Wert most-specific-last an, so ergibt sich eine
neue Funktionalit

at, die

uber CLOS hinausgeht. Das Konstrukt prog1 ist hier notwendig,
um daf

ur zu sorgen, da das richtige Ergebnis zur

uckgeliefert wird. Mit dieser Simulation
bleibt aber der Einwand bestehen, sie sei nicht deklarativ im Vergleich zu CLOS. Daher
stelle ich im n

achsten Unterabschnitt die Erweiterung um implizite Methodenkombination
vor.
Erweiterung um implizite Methodenkombination
Ein Beispiel f

ur die implizite Methodenkombination sind die Before- und After-Methoden
aus CLOS. Dort sind sie aber mit der expliziten Methodenkombination (Around- und
Prim

armethoden) verquickt, was die Semantik und Implementierung kompliziert. Nimmt
man die Kriterien der Orthogonalit

at und Einfachheit ernst, so ist es besser beide Konzepte
zu trennen. Eine generische Funktion sollte entweder dem einen oder dem anderen Prinzip
folgen, nicht aber beiden gleichzeitig.
Die Grundidee der impliziten Methodenkombination liegt darin, da alle anwendbaren Me-
thoden zur Ausf

uhrung kommen. Die Frage der Reihenfolge ist hierzu orthogonal, d. h. so-
wohl die speziellste zuerst als auch die allgemeinste zuerst k

onnen sinnvoll sein. Schwieriger
ist hier die Frage nach der Kommunizierbarkeit der Methodenergebnisse. Am einfachsten
ist der Fall, wenn die Berechnungen einer Methode unabh

angig von Ergebnissen vorher
ausgef

uhrter Methoden sind. Dann stellt sich nur die Frage nach dem Gesamtergebnis
eines Aufrufs der generischen Funktion.
CLOS stellt hierf

ur die sogenannten einfachen Kombinationsarten zur Verf

ugung (sim-
ple built-in method combination types). Diese sind nach den Operationen benannt, die
zum Schlu auf allen Ergebnissen ausgef

uhrt werden und das Gesamtergebnis bilden: +,
and, append, list, max, min, nconc, or und progn. Negativ zu bewerten ist hier die
M

oglichkeit, die Grundidee auer Kraft zu setzen, indem auch bei diesen Kombinations-
arten Around-Methoden deniert werden d

urfen, so da die sonst implizit aufzurufenden
Prim

armethoden explizit aufgerufen werden m

ussen, um

uberhaupt noch zur Anwendung
zu kommen. Eine weitere Entscheidung inCLOS, die Option :most-specific-first bzw.
:most-specific-last nur auf die Prim

armethoden und nicht auf die Around-Methoden
12
anzuwenden, widerspricht klar meinen Designkriterien.
Die Erweiterung um die implizite Methodenkombination soll den Kriterien der Ortho-
gonalit

at, der Uniformit

at, Einfachheit, Robustheit und Ezienz gerecht werden. Daher
werden hier zwei weitere Optionen von defgeneric eingef

uhrt:
12
Speziellere Around-Methoden werden bei den einfachen Kombinationsarten wie bei der Standardkom-
bination auf jeden Fall zuerst ausgef

uhrt.
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 method-combination:mit den m

oglichen Werten implicit und explicit, letzterer
ist der Default-Wert, und
 operator: mit den m

oglichen Werten +, and, append, list, max, min, nconc, or,
prognund prog1
13
. Letzterer ist der Default-Wert und liefert das Ergebnis der zuerst
ausgef

uhrten Methode zur

uck.
In Verbindung mit der ersten Erweiterung um die Option method-order: ergibt sich z. B.
folgende M

oglichkeit, die Initialisierung von Objekten nach dem Java-Konzept anzubie-
ten. Dabei werden die Initialisierungsmethoden implizit ausgef

uhrt, beginnend mit der
allgemeinsten:
(defgeneric initialize ((x <object>) initargs)
method-combination: implicit
method-order: most-specific-last)
Entsprechend den sogenannten Java-Konstruktoren sorgt hier die implizite Methoden-
kombination daf

ur, da alle Methoden ausgef

uhrt werden, und zwar in der Reihenfolge
die speziellste zuletzt. Das Ergebnis der allgemeinsten Methode bildet das Gesamtergebnis
eines Aufrufs von initialize.
Das im TEO-Kern spezizierte Verhalten der Initialisierung entspricht folgender Deni-
tion:
(defgeneric initialize ((x <object>) initargs)
method-combination: explicit
method-order: most-specific-first)
Weitere Kandidaten f

ur die implizite Methodenkombination sind solche generische Funk-
tionen, die vom System vorgegeben sind und interne Operationen aufrufen, die dem Benut-
zer nicht oengelegt werden sollen, z. B. die internen Schreiboperationen auf Metaobjekten.
In TEO ist neben den Initialisierungsmethoden die Operation computeAndEnsureFiel-
dAccessors so ein Kandidat. Aber auch in CLOS MOP gibt es Operationen, f

ur die in
der Dokumentation die Auage speziziert wird, da in spezielleren, benutzerdenierten
Methoden auf jeden Fall call-next-method aufzurufen sei und da dessen Ergebnis als
Gesamtergebnis zur

uckzuliefern sei. Hier stellt sich die Frage, warum die CLOS-Designer
nicht das Mittel der Methodenkombination eingesetzt haben, um solche Auagen vom
System sicherzustellen. Klar ist, da die Standardmethodenkombination von CLOS dies
nicht leisten kann.
Die vorgeschlagenen Erweiterungen der Methodenkombination in TEO zeigen, wie die
Ausdruckskraft der vordenierten Kombinationsarten in CLOS erreicht und

ubertroen
werden kann, ohne dessen Nachteile in Kauf nehmen zu m

ussen
14
.
13
Auch benutzerdenierte Operatoren k

onnen hier zugelassen werden, worauf ich aber nicht n

aher
eingehe.
14
Nat

urlich kann man in CLOS mit dem Konstrukt define-method-combination die hier beschriebenen
Mechanismen auch bereitstellen. Meine Kritik an CLOS richtet sich gegen das als Standardfall spezizierte
Verhalten.
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8.3.5 Wissensrepr

asentation mit Konzepten und Relationen: TINA
Weitergehende Konzepte wie sie aus Wissensrepr

asentationssprachen bekannt sind, wur-
den in TEO harmonisch eingeordnet und als Erweiterung der Programmiersprache reali-
siert
[
Kopp, 1996a
]
. Dies bietet viele Vorteile, die ich in Kapitel 2 schon angesprochen habe.
Beispielsweise k

onnen die Werkzeuge einer Programmentwicklungsumgebung sowie Biblio-
theken der Programmiersprache auch als Hilfsmittel zur Wissensrepr

asentation bzw. zur
Konstruktion wissensbasierter Systeme benutzt werden. Aber am besten zitiere ich hier,
was J

urgen Kopp als Resultat seiner Dissertation sehr pr

agnant formuliert hat
[
Kopp,
1996a, S. 5
]
:
 \Die Sprachmittel von TINA unterst

utzen die abstrakte, ausdrucksstarke
Modellierung einer Dom

ane. Modellierungen k

onnen beginnend mit der
Analyse und ersten Spezikation des Gegenstandbereiches sukzessive ver-
feinert und erweitert werden. Die Sprachmittel der Implementierungsspra-
che werden f

ur TINA-anwendungen durchgereicht und wiederverwendet.
TINA-Anwendungen sind ebenfalls wiederverwendbar.
 Die spezielle Implementierungstechnik der Sprache TINA macht ihre
Konzeption und Implementierung sehr kompakt. TINA wird mit Hilfe
eines Spracherweiterungsprotokolls in eine existierende Programmierspra-
che [TEO Anm. des Autors] eingebettet. Dabei wird die Implementie-
rung dieser Programmiersprache wiederverwendet und erweitert.
 Die benutzte Implementierungstechnik erlaubt das Wiederverwenden
der TINA-Implementierung, was durch die Erweiterung der Aus-
drucksm

oglichkeiten von TINA dokumentiert wird.
 Modellierungen in der Wissensrepr

asentationssprache TINA sind ohne
zus

atzliche Mittel in schl

usselfertige Applikationen

uberf

uhrbar. Dadurch
werden die Applikationen portabel und ihr Ressourcenbedarf wird gerin-
ger, so da sie auch auf PCs ablau

ahig sind."
Aus der Sicht des Entwurfs von TEO und seiner Implementierung Celos war es sehr
hilfreich, die Konzepte und ihre Realisierung der Validierung durch eine reale Anwendung
zu unterziehen. Schwachstellen konnten fr

uh erkannt und beseitigt werden.
8.4 Vergleich von EuLisp mit Java
Der

Uberblick

uber Java wurde bereits in Kapitel 3.3.3 gegeben. In diesem Abschnitt
vergleiche ich EuLisp mit Java. Nat

urlich steht dabei der objektorientierte Sprachteil
im Vordergrund. Aber auch andere Aspekte, insbesondere das Modulkonzept, m

ussen in
den Vergleich einbezogen werden, weil Klassen in Java auch der Modularisierung dienen.
Mit diesem Vergleich m

ochte ich klar machen, welche Designentscheidungen in Java aus
meiner Sicht anders zu treen w

aren. Da inzwischen kaum an gravierende

Anderungen
der Sprachdenition zu denken ist, werden hier Hinweise darauf gegeben, wie man Java-
Konstrukte verwenden sollte, um zumindest einige Vorteile objektorientierter Konzepte
aus TEO

uber entsprechende Programmierrichtlinien dennoch nutzen zu k

onnen.
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Generell kann man feststellen, da in Java einige grundlegende Sprachkonzepte mit Eu-
Lisp im Prinzip

ubereinstimmen. Dazu geh

ort die automatische dynamische Speicherver-
waltung, die sogenannte Pointer-Semantik von Objekten und die daraus folgende Abwe-
senheit expliziter Pointer, im Unterschied zu C++, Pascal oder anderen Sprachen. Wie in
EuLisp, stellen in Java die Sprachmittel zur Klassizierung gegen

uber solchen zur Ver-
teilung und Parallelisierung orthogonale Konzepte dar. Auch der Exception-Mechanismus
von Java entspricht weitgehend dem Condition-System aus EuLisp.
Ein wesentlicher Unterschied zwischen Java und EuLisp, ist die strenge Typisierung von
Konstanten- und Variablenbindungen sowie von Funktionsergebnissen. Dadurch kann in
Java zur

Ubersetzungszeit eine weitergehende Pr

ufung der Typkorrektheit von Program-
men erfolgen.
Ein weiterer gravierender Unterschied liegt darin, da Java keine syntaktische Spracher-
weiterung zul

at. In EuLisp hingegen kann die Syntax der Sprache auf uniforme Weise
durch Makrodenitionen erweitert werden.
In den folgenden Abschnitten werden die objektorientierten Konzepte beider Sprachen
genauer verglichen.
8.4.1 Klassen vs. Module
In Kapitel 4.1.4 habe ich die Gr

unde diskutiert, warum es wichtig ist, zwischen der Modu-
larisierung von Programmen und der Klassizierung von Objekten zu unterscheiden. Diese
Unterscheidung f

uhrt in EuLisp zu zwei orthogonalen, d. h. sich erg

anzenden, Konzepten.
In Java hingegen gibt es nur Klassen. Sie dienen sowohl der Klassizierung von Objekten
als auch der Modularisierung von Programmen. Der Vermeidung von Namenskonikten
dienen zus

atzlich sogenannte Packages. Jede Klasse wird einem Package zugeordnet. Sicht-
barkeitsdirektiven in Klassendenitionen wie public, private, etc. beziehen sich auf das
Package, dem die Klasse zugeordnet ist. Ein Package b

undelt implizit die Exports aller
zu ihm geh

orenden Klassen und bildet die Sichtbarkeitsgrenze derjenigen Bestandteile, die
nicht als public) deklariert wurden. Import-Anweisungen sind aber nicht auf Packages be-
zogen, sondern auf eine Quellcode-Datei, in der sich Klassendenitionen benden. Import-
Anweisungen dienen auch nur der k

urzeren Schreibweise von Namen. Sie haben keine
semantische Bedeutung, da Klassen, Methoden und Felder

uber ihre vollst

andige Namen,
d. h. mit dem Packagenamen als Pr

ax, auch ohne entsprechende Import-Anweisungen re-
feriert werden d

urfen. Hier ist das Modulkonzept von EuLisp strikter. Es verlangt explizite
Import-Anweisungen.
Obwohl es in Java kein explizites Konstrukt f

ur Module gibt, kann man doch typische
Klassen identizieren, die reinen Modulcharakter haben. Dazu geh

oren alle Klassen, die
nur Klassenvariablen bzw. Klassenmethoden (static) besitzen und die nie instanziiert
werden, z. B. java.lang.Math. Da es gute Gr

unde gibt, zwischen Klassen- und Modulbil-
dung zu unterscheiden, selbst wenn es in einer Sprache nur ein syntaktisches Konstrukt f

ur
beides gibt, sollte im Anwendungsdesign dokumentiert werden, welches die Module und
welches die Datentypen sind. Als Programmierrichtlinie sollten Module als Java-Klassen
ohne Instanzvariablen und ohne Konstruktoren implementiert werden. Diese besitzen dann
nur Klassenvariablen und -Methoden, also solche, die als static deklariert werden. Die
umgekehrte Forderung, Datentypen ohne Klassenvariablen und ohne Klassenmethoden zu
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implementieren, k

onnte sich als zu puristisch erweisen und den Nachteil mit sich bringen,
da zu viele Klassen deniert werden m

uten. Dies k

onnte aber eine \weiche" Program-
mierrichtlinie sein, von der mit Begr

undung abgewichen werden darf. Nat

urlich ist dabei zu
beachten, da Klassenmethoden die wichtigste Eigenschaft der Objektorientierung fehlt,
n

amlich ihre Spezialisierbarbeit. Sie entsprechen somit nicht-generischen Funktionen in
TEO, siehe unten.
Ein Beispiel daf

ur, wie fragw

urdig die Vermischung des Modul- und des Objektsystems
ist, zeigt die Behandlung von Klassen durch die automatische Speicherverwaltung. Klassen
unterliegen per Standardeinstellung des Laufzeitsystems der automatischen Speicherver-
waltung. Dies f

uhrt dazu, da beim Zugri auf statische Variablen einer Klasse, diese
pl

otzlich neu initialisiert werden, weil es die Klasse nicht mehr gab und sie neu geladen
wurde. Wurden statische Variablen vom Programm zwischendurch gesetzt, so kann der
entsprechende Wert einfach verschwunden sein. Die Frage stellt sich hier, unter welchen
Voraussetzungen eine Klasse dem freien Speicher zugef

uhrt werden darf. Das z

ahlen von
Referenzen auf das Klassenobjekt ist in meinen Augen nicht ausreichend. Ob eine Klasse
nicht mehr ben

otigt wird, h

angt nicht nur von Objektreferenzen ab, sondern auch vom
potentiellen dynamischen Programmablauf. Falls es einen Berechnungspfad gibt, bei dem
ein Zugri auf die statischen Variablen einer Klasse erfolgt, kann sie nicht als \M

ull" gel-
ten. Selbst wenn diese Analyse entscheidbar w

are, kann sie von einem Garbage Collector
kaum ezient genug zur Programmausf

uhrungszeit durchgef

uhrt werden.
Betrachtet man eine Klasse als Modul bzw. als Programm, so gleicht das Standardverhal-
ten von Java einem willk

urlichen Beenden von Programmteilen und ihrem erneuten star-
ten zwischendurch, ohne da entsprechende Zwischenzust

ande gerettet werden. Dies haben
Java-Designer wohl nicht mit Robustheit von Java-Anwendungen gemeint. Als einWork-
Around kann man allen Java-Programmierern nur empfehlen, die Option -noclassgc im
Aufruf des Java-Laufzeitsystems, z. B. mit java, explizit zu setzen. Allerdings werden da-
durch alle Klassen der automatischen Speicherverwaltung entzogen, auch solche, die nur
in der Rolle als Datentyp verwendet werden.
8.4.2 Vergleich der Objektebene
In Java wird nicht explizit zwischen der Objekt- und der Metaobjektebene der Sprache
unterschieden. Aber Java ist

ahnlich wie EuLisp strukturiert. Zur Strukturierung wer-
den hier Packages verwendet, w

ahrend es in EuLisp die Module sind. Der Vorteil von
EuLisp ist, da auch syntaktische Konstrukte in die Strukturierung einbezogen werden
k

onnen. In Java sind es nur die Klassen, ihre Felder und Methoden. In Java kann das
Package java.lang.reflect sowie die Klasse java.lang.Class der Metaobjektebene
zugeordnet werden. Streng genommen mu auch die Methode getClass() der Klasse Ob-
ject der Metaobjektebene zugerechnet werden. Dies kann jedoch mit Java-Mitteln nicht
ausgedr

uckt werden, da Klassen nur als ganzes ex- bzw. importiert werden k

onnen. Alle
anderen Packages ordne ich der Objektebene zu.
Vererbung
Java unterst

utzt wie der TEO-Kern einfache Vererbung. Eine Erweiterung der Sprache
um Mixin- oder allgemeine multiple Vererbung ist mit portablen Mitteln nicht m

oglich.
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Die Tatsache, da Interfaces als spezielle Typen bzw. Klassen mehrere Super-Interfaces
haben k

onnen, hilft auch nicht weiter. Diese Einsch

atzung wird auch in
[
Flatt et al., 1998
]
vertreten, wo ein spezielles Konzept der Mixins als

Anderung von Java vorgeschlagen wird.
Dabei stehen die Aspekte des Spezialisierens und Generalisierens von Objektklassen sowie
ihre eziente Implementierung nicht im Vordergrund.
Spezialisierung von Feldannotationen
Ein Feld zu spezialisieren bedeutet vor allem, da sein Wert in Instanzen einer Subklassen
von einem spezielleren Typ sein soll und da der Ersatzwert entsprechend spezieller sein
mu als in der Superklasse. Dies betrit also die Feldannotationen type:, initValue:,
initFunction: und initExpression:. Dabei sollen die generellen Methoden der Super-
klasse mit dem spezielleren Feld problemlos umgehen k

onnen. In Java ist dies leider nicht
der Fall. Der Versuch, Feldannotationen zu spezialisieren, f

uhrt in Java zu einem zweiten
Feld mit dem gleichen einfachen Namen
15
. F

ur speziellere Methoden ist nur das zweite
Feld sichtbar, w

ahrend f

ur die Methoden der Superklasse nur das erste Feld sichtbar ist.
Diese Strategie wird in Java Shadowing genannt. Das Overriding, als ein Mechanismus, die
speziellsten Eigenschaften eines Objekts zur Laufzeit wirken zu lassen, ist aber eine not-
wendige Voraussetzung, um Struktur und Verhalten von Objekten ad

aquat und m

oglichst
deklarativ zu spezialisieren. Java entspricht daher in diesem Punkt weder meinen Design-
kriterien aus Kapitel 2 noch den Konzepten aus Kapitel 4.
Die Beispiele in Abbildung 8.35 vermitteln eine Vorstellung, wie Vererbung mit Overriding
und Shadowing in Java funktioniert.
Objekterzeugung und Initialisierung
Auf der gedachten Objektebene von Java werden neue Objekte

uber das syntaktische
Konstrukt new, gefolgt vom sogenannten Konstruktor-Namen und geforderten Argumente,
erzeugt. Aus der Sicht von TEO sind Java-Konstruktoren als Initialisierungsmethoden
anzusehen. Sie werden syntaktisch etwas anders deniert als alle anderen Methoden: Es
wird f

ur sie kein Ergebnistyp speziziert. Java-Konstruktoren der Superklassen werden au-
tomatisch zuerst ausgef

uhrt. Das heit, da jeder Konstruktor implizit (oder auch explizit)
als erste Anweisung ein super() enth

alt. Es werden also zuerst die generellen Initialisie-
rungsaktionen durchgef

uhrt und dann die spezielleren. In TEO liegt es im Ermessen des
Programmierers zu entscheiden, ob und wann die allgemeineren initialize Methoden

uber call-next-method zum Zuge kommen sollen oder nicht. In Java kann man nicht
verhindern, da alle anwendbaren Initialisierungsmethoden, dies sind alle Konstruktoren
mit der gleichen Parameterliste, automatisch ausgef

uhrt werden.
Ein weiterer Unterschied zwischen TEO und Java liegt darin, da es in Java keine
optionalen Parameter gibt. Dort m

ussen daher meistens mehrere Konstruktoren deniert
werden. Die Java-L

osung zieht es nach sich, da das Initialisierungsverhalten, selbst inner-
halb einer Klasse, auf mehrere Konstruktoren aufgeteilt ist, was das Programmverstehen
und die Programmwartung erschwert.
15
Der vollst

andige Feldname enth

alt als Pr

ax den Klassennamen.
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class A {
String x = "A";
String f() {return x;}
String g() {return x;}
}
class B extends A {
String x = "B";
String g() {return x;}
}
A a = new A();
B b = new B();
A c = (A) b;
a.x; // ==> A
b.x; // ==> B shadowing
c.getClass; // ==> B
c.x; // ==> A shadowing and casting, NON-INTUITIV
c.f(); // ==> A inherited method from A gets x of A, NON-INTUITIV
c.g(); // ==> B overriding method of B gets x of B
Abbildung 8.35: Shadowing und Overriding in Java
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Generische Operationen und Methoden
Im Unterschied zu TEO gibt es in Java keine generischen Operationen, sondern nur
Methoden. Statt dem generischen Dispatch spricht man von Methoden-Overriding. Dies
entspricht dem Konzept des Message-Passing inMCS 0.5, nur da die Notation ohne das
syntaktische Konstrukt send erfolgt:
object.method-name(argument

)
Wie schon bei Java-Konstruktoren kann es in einer Klasse mehrere Methoden mit dem
gleichen Namen, aber unterschiedlichen Parameterlisten geben. Solche Methoden haben
nichts mit einander zu tun. Problematisch ist, da auch Parameterlisten mit der glei-
chen Anzahl von Parametern, aber spezielleren oder generelleren Typen (bzw. Klassen)
als unterschiedlich betrachtet werden. Dies erschwert die Spezialisierung von Methoden.
Oft erh

alt das Empf

anger-Objekt auch speziellere Argumente. Dies darf jedoch nicht im
Methodenkopf speziziert werden. Stattdessen mu die Parameterliste der Superklasse
beibehalten werden und im Methodenrumpf mu f

ur die bekanntermaen spezielleren Ar-
gumente dann ein sogenanntes casting erfolgen.
Dieses Verhalten h

angt nat

urlich damit zusammen, da es in Java keine Multimethoden
gibt, was seinerseits aus der Beschr

ankung herr

uhrt, da eine Methodendenition sich
innerhalb genau einer Klasse benden mu. Dies ist eine Sp

atfolge der Doppelrolle von
Klassen als Typ und als Modul.
Aber auch bzgl. des Empf

angerobjekts wird nicht immer die speziellste anwendbare Me-
thoden ausgew

ahlt, sondern eine generellere, falls die Typdeklarationen von Variablen
eine Vorentscheidung zur

Ubersetzungszeit nicht zulassen. Dies ist ein sehr unintuitives
Dispatch-Verhalten und f

uhrt zu schwer aundbaren Programmfehlern.
Wie TEO bietet Java einen Mechanismus, in einer spezielleren Methode die n

achst
allgemeinere Methode auszuf

uhren, und zwar mit dem syntaktischen Konstrukt super(),
das dem call-next-method in TEO entspricht.
8.4.3 Vergleich der Metaobjektebene
Schon in der ersten Sprachdenition von Java gab es einige reektive Operationen. Dazu
z

ahlt die Methode getClass() der Klasse java.lang.Object. Weitere typische Sprach-
mittel der Metaobjektebene wie
 newInstance(),
 getName(),
 getSuperclass(),
 getInterfaces(),
 isInterface(),
 forName(String className),
 . . .
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stellt die Klasse java.lang.Class zur Verf

ugung. Mit JDK1.1 wurde im Package ja-
va.lang.reect ein umfassendes Introspektionsprotokoll speziziert. Dieses erlaubt, ein be-
liebiges Objekt, seine Klasse und somit alle wesentlichen Elemente, die die Struktur und
das Verhalten des Objekts bestimmen, zu inspizieren. Hierf

ur wurden zus

atzlich zu Class
weitere Metaobjektklassen wie Field, Constructor, Method deniert. Generische Werk-
zeuge wie Klassenbrowser, Inspektoren, Debugger etc. k

onnen somit in Java portabel
implementiert werden.
Im Unterschied zu TEO sind aber alle Metaobjektklassen in Java nal und k

onnen
somit nicht spezialisiert werde. Neuartige Klassen, z. B. mit multipler Vererbung, Multi-
methoden oder spezielle Feldannotationen k

onnen nicht als Spracherweiterung realisiert
werden. Die Sprache Java kann im objektorientierten Teil nicht selbtst wiederverwendet
bzw. spezialisiert werden. Sie erf

ullt nicht meine Designkriterien aus Kapitel 2.
8.4.4 Abschlueigenschaften
Java unterst

utzt das explizite Abschlieen von Programmeinheiten
[
Gosling et al., 1996
]
.
So k

onnen Klassen als nal deklariert werden, was ihre Spezialisierung unterbindet. Da-
mit sind automatisch auch alle Methoden einer abgeschlossenen Klasse abgeschlossen, da
es keine Methoden auerhalb der syntaktischen Klammer einer Klassendenition geben
darf. Zusammen mit der strengen Typisierung sind daher gute Voraussetzungen f

ur Op-
timierungen zur

Ubersetzungszeit geschaen worden. Gegenw

artige Compiler und Java-
Laufzeitsysteme erf

ullen aber noch nicht die Performanz-Erwartungen der Programmierer
und Anwender.
TEO ist zwar nicht streng typisiert, unterst

utzt jedoch besser als CLOS den Einsatz
traditioneller Compilerbautechnik, wie Typinferenz, so da hier

ahnliche Voraussetzungen
wie in Java geschaen wurden und auf jeden Fall Vorteile gegen

uber CLOS zu erwarten
sind.
8.5 Bewertung von TELOS
Im Unterschied zu MCS 0.5 und MCS 1.0 konnte das Sprachdesign von TEO ohne
R

ucksicht auf die Kompatibilit

at mit anderen Objektsystemen vorgenommen werden. Ein
gewisser Rahmen wurde nat

urlich mit der Basissprache EuLisp vorgegeben, deren inte-
graler Bestandteil TEO wurde. Im Unterschied zu CommonLisp und CLOS wurden
EuLisp und TEO gleichzeitig entworfen. Die Darstellung von TEO in diesem Kapitel
baut auf den Konzepten aus Kapitel 4 und den Implementierungstechniken aus Kapitel 5
auf.
Vergleicht man TEOmit den beidenMCS-Versionen, so werden drei Tendenzen deutlich:
Die erste Tendenz betrit den Umfang der Funktionalit

at der Objektsysteme. Hier ergibt
sich eine Bogenbewegung: MCS 0.5 beschr

ankte sich auf die Kernfunktionalit

at wesentli-
cher Konzepte wie
 vereinfachte multiple Vererbung aus Kompatibilit

atsgr

unden mit Flavors,
 Message-Passing mit einfachem Dispatch,
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 Methodenkombination, orientiert an der Standardmethodenkombination von CLOS,
 Reektion, bezogen auf Klassen (daher auch der Name Meta Class System), mit
einfachen und implementierungsabh

angigen Erweiterungsm

oglichkeiten.
In MCS 1.0 wurde die Funktionalit

at insgesamt erweitert um:
 Mixin-Vererbung bereits im Kern,
 generische Funktionen mit mehrfachem Dispatch,
 generische Lese- und Schreiboperationen,
 Reektion, bezogen auf Klassen und Feldannotationen, mit an CLOS MOP orien-
tierten Erweiterungsm

oglichkeiten.
 Redenieren von Klassen mit automatischer Anpassung abh

angiger Objekte,
 Reklassizieren von Objekten.
Im TEO-Kern wurde die unmittelbar angebotene Funktionalit

at reduziert auf:
 einfache Vererbung,
 nicht-generische Lese- und Schreiboperationen,
 einfache Methodenkombination,
 keine Reektionsmittel auf der Objektebene, sondern nur auf der Metaobjektebene,
und zwar bezogen auf Klassen, Feldannotationen, generische Funktionen und Me-
thoden mit ausgepr

agten Erweiterungsm

oglichkeiten.
Die zweite Tendenz betrit die Komplexit

at der einzelnen Sprachkonstrukte. Dies ist eine
abfallende Linie. Oder wenn man es positiv ausdr

ucken will: die Sprachkonstrukte wurden
immer einfacher. Aus multipler Vererbung in MCS 0.5 wurde

uber die Mixin-Vererbung
in MCS 1.0 schlielich nur noch einfache Vererbung im Kern von TEO. Die Methoden-
kombination begann inMCS 0.5 mit Before-, After-, Around- und Prim

armethoden sowie
mit optionalen Argumenten f

ur call-next-method; letztere wurden in MCS 1.0 aufge-
geben. In TEO wird im Kern nur noch einfache Methodenkombination angeboten, d. h.
es gibt nur noch Prim

armethoden und das Konstrukt call-next-method ohne optionale
Argumente. Selbst die vorgeschlagenen Erweiterungen um die Optionen zur umgekehrten
Reihenfolge der anwendbaren Methoden sowie um die implizite Methodenkombination mit
Operatoren kommen mit einer Art von Methoden aus.
Die dritte Tendenz betrit die Erf

ullung der Designkriterien. Hier ist eine eindeutige Stei-
gerung zu erkennen. Die st

arkere Orthogonalit

at der Konstrukte und ihre Vereinfachung
haben unmittelbar zur h

oheren Robustheit und Ezienz beigetragen. Die Separierung
aufwendiger Funktionalit

at wie des Redenierens in MCS 1.0 sowie die Beschr

ankung
auf einfache Vererbung im Kern von TEO entsprechen dem Verursacherprinzip. Kosten
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entstehen nur da, wo sie gerechtfertigt sind. Die schrittweise Systematisierung der Reekti-
onsmittel und die Bereitstellung eines Metaobjektprokolls mit mehreren Granularit

atsstu-
fen verbessert die Erweiterbarkeit des Objektsystems und somit auch die Entwicklungs-
ezienz komplexer Anwendungen. Die Einf

uhrung der Mixin-Vererbung im MCS-Kern
und als TEO-Erweiterung tr

agt signikant zur besseren Klassikation sowie Speziali-
sierung und Generalisierung von Objektklassen bei { der wichtigsten Aufgabe von Ob-
jektsystemen. Nicht zu untersch

atzen ist auch das Modulkonzept von EuLisp, das als
orthogonales Sprachmittel dazu beitr

agt, das Verursacherprinizip explizit auf die Ebene
der Programmiersprache zu bringen. Dar

uberhinaus sind Module ein Schl

usselkonzept zur
Unterst

utzung der Modul- und Applikationskompilation. TEO nutzt das Modulkonzept
zur eigenen Strukturierung und zur Entlastung von Aufgaben wie Sichtbarkeitskontrolle,
Import/Export-Spezikation, Sicherstellung von Abschlueigenschaften etc.
Alle oben genannten Aspekte werden in folgender Tabelle 8.1 der Designkriterien im Ver-
gleich mit Java und CLOS zusammengefat.
Kriterium Java CLOS MCS 0.5 MCS 1.0 TELOS
Abstraktion { ++ + ++ ++
Klassikation + ++ + ++ ++
Spezialisierung { { + + ++ ++
Komposition { + + + ++
Modularisierung + { { { ++
Orthogonalit

at { { + + ++
Einfachheit + { { + + ++
Reektion { ++ + + ++
Erweiterbarkeit { { ++ + + ++
Robustheit ++ { + + ++
Ezienz { { + + ++
Verursacherprinzip + { + + ++
Tabelle 8.1: Vergleich der Sprachen anhand der Designkriterien.
Die Tabelle 8.2 zeigt die bereitgestellten Sprachkonzepte im

Uberblick.
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K

urzel Sprachkonzept Java CLOS MCS 0.5 MCS 1.0 TELOS
Vererbung
singlI einfache Vererbung ja nein nein nein im Kern
multI multiple Vererbung nein ja ja ja erweit.
mixI Mixin-Vererbung nein nein nein ja erweit.
Struktur
instF instanzspezische Felder ja ja ja ja ja
classF klassenspezische Felder ja ja ja ja ja
sharedF shared Slots nein ja nein nein erweit.
extF erweiterbare Felder ja ja ja ja ja
specF spezialisierbare Felder nein ja ja ja ja
Verhalten
MP Message Passing ja erweit. ja erweit. erweit.
GF generische Funktionen nein ja nein ja ja
singlD einfacher Dispatch ja ja ja ja ja
multD mehrfacher Dispatch nein ja nein ja ja
classD klassenspez. Dispatch ja ja ja ja ja
instD instanzspez. Dispatch nein ja nein nein erweit.
Methodenkombination
explicitMC explizit ja ja ja ja ja
implicitMC implizit nein ja nein nein erweit.
superMC super() aus Smalltalk ja ja ja ja ja
demonMC Standard aus CLOS nein ja ja ja erweit.
innerMC inner() aus BETA nein erweit. nein nein erweit.
Dynamik
dynC Klassenwechsel nein ja nein erweit. erweit.
redC redenierbare Klassen nein ja zum Teil erweit. erweit.
Reektion
funR funktionale Objekte nein ja ja ja ja
introR Introspektion ja ja zum Teil ja ja
mopR Metaobjektprotokoll nein ja zum Teil ja ja
Syntax
Syn Syntax C++ Lisp Lisp Lisp Lisp
extSyn erweiterbare Syntax nein ja ja ja ja
Modularisierung
Mod Entit

at Klasse Datei Datei Datei Modul
Package Package
Hid Sichtbarkeit Klasse Package Package Package Modul
Package
bindMod Bindungsraum Block Block Block Block Modul
nameMod Namensraum Package Package Package Package irrel.
Abschlueigenschaften
classBind Klassenbindung const var var var const
gfnBind generische Funktionsb. { var var var const
methBind Methoden const var var const const
sealC Sealing von Klassen ja nein nein nein zum Teil
sealGfn Sealing von gen. Funkt. { nein nein nein indirekt
sealGfn Sealing von Methoden ja nein nein nein indirekt
Tabelle 8.2: Vergleich der Sprachaspekte.
Kapitel 9
Zusammenfassung und Ausblick
Man mu nicht alles anders machen, aber vieles besser.
Autor unbekannt.
Ausgehend von den Deziten existierender objektorientierter Programmiersprachen ha-
be ich zun

achst die Frage gestellt, was eziente Objektsysteme leisten sollen. Um die
richtige Antwort zu nden, bin ich von den Anforderungen komplexer, insbesondere wis-
sensbasierter, Systeme ausgegangen und habe 12 Kriterien formuliert, an denen alle
Designentscheidungen zu messen sind:
 Abstraktion,
 Klassikation,
 Spezialisierung,
 Komposition,
 Modularisierung,
 Orthogonalit

at,
 Einfachheit,
 Reektion,
 Erweiterbarkeit,
 Robustheit,
 Ezienz und
 das Verursacherprinzip.
Diese Kriterien m

ussen auf unterschiedliche Weise ber

ucksichtigt werden. Die Un-
terst

utzung der Klassikation, der Spezialisierung, der Reektion und der Erweiterbar-
keit ist die ureigenste Aufgabe eines Objektsystems. Komposition und Modularisierung
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stellen dazu orthogonale Prinzipien dar. Ein Modulkonzept sollte zus

atzlich zum Objekt-
system vorhanden sein und es sollte benutzt werden, um das Objektsystem zu modularisie-
ren. Orthogonalit

at und Einfachheit beziehen sich auf die Gestaltung der Grundkonzepte
und entsprechender Sprachkonstrukte. Ein Objektsystem mu robust gegen

uber seinen
Erweiterungen sein. Reektions- und Spezialisierungsmittel d

urfen die Integrit

at des Ob-
jektsystems und seiner Anwendungen nicht gef

ahrden. Die Ezienz eines Objektsystems
bezieht sich vor allem auf die statische und dynamische Objekterzeugung, auf Feldzugrie
und den generischen Dispatch einschlielich der Methodenkombination. Um ein ezientes
Verhalten komplexer Systeme zu erreichen, brauchen Programmierer ein transparentes Ef-
zienzmodell der Programmiersprache. Die Sprachkonstrukte des Objektsystems m

ussen
daher das Verursacherprinzip einhalten und dieses dem Programmierer bewut machen.
Schlielich mu das Sprachdesign verschiedene Implementierungstechniken unterst

utzen,
um eine umfassende Ezienz zu erm

oglichen.
Auf der Grundlage dieser Kriterien und der bisherigen Objektsysteme habe ich objektori-
entierte Sprachkonzepte entwickelt, die zum einen bessere Ausdrucksm

oglichkeiten schaen
und zum anderen ezienter implementierbar sind, z. B. im Vergleich zu CLOS. Mit dem
Entwurf von TEO wurden sie konkretisiert.
Objektorientierte Sprachkonzepte lassen sich unter vier Aspekten diskutieren: der
Objektstruktur, dem Objektverhalten, der Vererbung und der Reektion. Die ersten drei
Aspekte k

onnen in einer Ebene behandelt werden, der sogenannten Objektebene. Die Ob-
jektstruktur und das Objektverhalten sind der Gegenstand von Vererbungskonzepten.
Mit der Reektion wird eine weitere Ebene betreten, die sogenannte Metaobjektebene.
Zusammen erh

alt man eine metareektive Systemarchitektur. Auf der Metaobjektebene
werden Metaobjekte zu Objekten erster Ordnung. Wie man auf der Objektebene seine
Anwendungsklassen erweitert und spezialisiert, so kann man auf der Metaobjektebene das
Objektsystem der Programmiersprache erweitern und spezialisieren. Diese neue Dimen-
sion objektorientierter Programmierung wurde bisher nur in CLOS richtig unterst

utzt.
Irrt

umlicherweise glaubte man bisher, als Voraussetzung daf

ur die Quellcodeinterpretation
bzw. -kompilation zur Laufzeit zu ben

otigen. Mit dieser Arbeit habe ich erstmals nachge-
wiesen, da dies nicht der Fall ist. Damit sind die Grundlagen geschaen worden, um die
Konzepte der Spracherweiterungsprotokolle aus TEO auch in traditionellen, compiler-
orientierten Programmiersprachen, wie Ada, Pascal, Eiel, C
++
und nat

urlich Java, zu
unterst

utzen. Dazu ist lediglich eine Erg

anzung des Laufzeitsystems dieser Sprachen um
einen kleinen Metaobjektkern mit Objekten und Operationen erforderlich. Der Compiler
kann dann den entsprechenden Code aus Anwendungen der Metaobjektprogrammierung
erzeugen, der sich auf den Kern des Laufzeitsystems st

utzt. Einige der hier vorgestellten
Metaobjektprotokolle setzen funktionale Objekte erster Ordnung voraus, wie sie in al-
len funktionalen Sprachen vorhanden sind. Aber selbst darauf kann im Prinzip verzichtet
werden.
Die Klassikation der Struktur und des Verhaltens von Objekten steht im Mittelpunkt
objektorientierter Programmierung. Mit der Unterst

utzung des Generalisierens und Spe-
zialisierens von Objektklassen wird die Hauptaufgabe eines Objektsystems angesprochen:
 Um die Objektstruktur spezialisieren zu k

onnen, m

ussen die Felder der Superklas-
sen ererbt und ihre Annotationen wie z. B. der Default-Wert spezialisiert werden
k

onnen. Dies ist weder in Smalltalk noch in C
++
noch in Java m

oglich. In diesen
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Sprachen k

onnen nur neue Felder deniert werden, ererbte Felder werden unspezia-
lisiert

ubernommen.
 Um das Objektverhalten spezialisieren zu k

onnen, m

ussen Methoden der Superklas-
sen ererbt und speziellere Methoden deniert werden k

onnen. Dabei mu es m

oglich
sein, die ererbte Methode auf abstrakte Weise wiederzuverwenden und zu erg

anzen.
Dazu braucht man mindestens die einfache (explizite) Methodenkombination mit
callNextMethod als die Generalisierung von super() aus Smalltalk sowie inner
aus BETA. Dies ist in C
++
nicht gegeben. Im Unterschied zu CLOS unterschei-
de ich in TEO zwischen expliziter und impliziter Methodenkombination, um z. B.
Java-Konstruktoren nicht als Einzelfall, sondern als Methoden mit impliziter Me-
thodenkombination zu subsumieren.
Die Vererbung regelt, wie das Generalisieren und Spezialisieren von statten geht. Als ein
wesentliches Resultat dieser Arbeit wurde die Mixin-Vererbung entwickelt, um die Nach-
teile der einfachen und (allgemeinen) multiplen Vererbung zu

uberwinden. Dabei wird
zwischen wesentlichen und zus

atzlichen Aspekten von Objekten unterschieden. Letztere
k

onnen mehrfach ererbt werden, in Analogie zur Aneinanderreihung mehrerer Adjektive
in der nat

urlichen Sprache:
 Basisklassen, die wesentliche Aspekte repr

asentieren, bilden untereinander eine ein-
fache Vererbungshierarchie.
 Mixin-Klassen, die zus

atzliche Aspekte repr

asentieren, k

onnen mehrfach geerbt wer-
den. Allerdings kann eine Basisklasse nur disjunkte Mixin-Klassen erben.
Eziente Implementierungen von Objektsystemen setzen ein entsprechendes Sprach-
design voraus. Dieses sollte idealerweise f

unf Implementierungstechniken unterst

utzen:
 Modul-Kompilation,
 Applikations-Kompilation,
 inkrementelle Kompilation,
 Bytecode-Kompilation bzw. -Interpretation und
 Einbettungstechnik.
Dabei kann die Bytecode-Kompilation auch unter der Modul-Kompilation subsumiert
werden. Auerdem protiert die Einbettungstechnik von allen Formen der Kompilation
der Basissprache. Da auch Sprachen der Lisp-Familie von der Modul- und Applikations-
Kompilation protieren k

onnen, wurde im Projekt APPLY nachgewiesen. Der daf

ur not-
wendige Verzicht auf Quellcodeinterpretation und -kompilation zur Laufzeit reicht im Prin-
zip aus, um traditionelle Kompilationstechniken erfolgreich anzuwenden. Im Verzicht auf
Quellcodeinterpretation liegt auch der Schl

ussel f

ur die Ezienz meiner Implementierung.
Im Unterschied zuCLOS, da mit seinen Redenitionsm

oglichkeiten prim

ar auf inkremen-
telle Kompilation ausgerichtet ist, unterst

utzt TEO alle genannten Implementierungs-
techniken. Insbesondere tr

agt die strikte Unterscheidung zwischen Sprachkonstrukten der
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Objekt- und der Metaobjektebene sowie die Modularisierung des Metaobjektprotokolls
dazu bei, auch die Modul- und Applikations-Kompilation zu unterst

utzen, was ein Novum
f

ur metareektive Objektsysteme darstellt.
Aber selbst mit der Einbettungstechnik und ohne explizite Verwendung des inkremen-
tellen Compilers ist meine TEO-Implementierung insgesamt ezienter als die derzeit
besten kommerziellen CLOS-Realisierungen. Dies ist das Resultat eines konsequenten
Sprachdesigns und einer einfachen Implementierungstechnik unter Beachtung des Ver-
ursacherprinzips. Dies hat insbesondere am Beispiel des Redenitionskonzepts in TEO
dazu beigetragen, den entsprechenden Overhead auf Objekte zu beschr

anken, die diese
Funktionalit

at auch wirklich ben

otigen. Dar

uberhinaus konnte die Objekterzeugung und
die Methodenkombination in TEO wesentlich ezienter realisiert werden als in CLOS.
Ausblick
Nat

urlich konnten in dieser Arbeit nicht alle Aspekte objektorientierter Programmierspra-
chen in der gew

unschten Tiefe behandelt werden. Bez

uge zu deklarativen Programmier-
sprachen blieben unber

ucksichtigt. Fragen der Parallelit

at und Verteilung von Objekten
wurden nur ober

achlich angesprochen.
Aber auch n

aherliegende und auf den erzielten Ergebnissen dieser Arbeit aufsetzende Fra-
gestellungen k

onnten unmittelbar aufgegrien werden. Dazu z

ahlt die Erweiterung des Me-
taobjektprotokolls bezogen auf das Modulkonzept der Objektebene. Das pr

asentierte Me-
taobjektprotokoll reektiert haupts

achlich Aspekte des Objektsystems selbst, nicht aber
die des Modulkonzepts. Wenn man an die Realisierung wissensbasierter Systeme denkt,
stellt sich die Frage nach der Modularisierung von Wissensbasen. Will man diese auf Modu-
larisierungsmittel der Programmiersprache abbilden, so braucht man ein entsprechendes
Introspektions-, Erweiterungs- und Spezialisierungsprotokoll bez

uglich der Import- und
Exportbeziehungen zwischen Modulen.
Da Module im wesentlichen auch Kompilationseiheiten sind, beginnt hier die Schnittstelle
eines Modulkompilers. Nat

urlich m

ute dabei strikt darauf geachtet werden, da Sprach-
konstrukte der Objekt- und der Metaobjektebene auseinander gehalten werden. In diesem
Zusammenhang k

onnten erste Ans

atze sogenannter Compilezeit-MOPs systematisch ver-
folgt werden. Letztere k

onnen dazu f

uhren, da die meisten Operationen der Metaobjekt-
ebene zur

Ubersetzungszeit ausgef

uhrt werden. Hierzu k

onnen die Techniken der partiellen
Auswertung von Ausdr

ucken (engl. partial evaluation) verwendet werden.
Im Zusammenhang mit der konkreten

Ubertragung der Ergebnisse dieser Arbeit auf
compiler-orientierte Sprachen wie Java stellt sich die Frage, inwieweit die Typkorrektheit
von Programmen zur

Ubersetzungszeit gepr

uft werden kann. Insbesondere wirft die Spe-
zialisierung von Feldern bzgl. der Typannotation im Kontext multipler Vererbung einige
Probleme auf, weil sie m

oglicherweise eine neue Klasse induziert, die im zu

ubersetzenden
Modul nicht explizit deniert wird. In diesem Zusammenhang mu der generellen Fra-
ge nachgegangen werden, wie Typkorrektheit mit generischen Programbausteinen ohne
Ezienzverlust vereinbart werden kann.
Bezogen auf eziente Implementierungen w

are die Konstruktion eines optimierenden
Modul- und Applikations-Compilers f

ur EuLisp zu nennen. Leider konnten die im Rah-
men des APPLY-Projekts hierzu begonnenen Arbeiten nicht fortgesetzt werden, waren
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doch die bereits erzielten Resultate sehr vielversprechend. Im Prinzip konnte f

ur EuLisp
die gleiche Laufzeit- und Speicherezienz wie f

ur C++ erreicht werden. Es w

are sehr
w

unschenswert, dieses Ergebnis auch praktisch nutzbar zu machen. Da oensichtlich nicht
damit zu rechnen ist, da Lisp in der n

achsten Zeit eine vergleichbare Rolle wie C++
oder Java spielen wird, w

are es sinnvoll f

ur die entsprechnde Interoperabilit

at zu sorgen.
Dann k

onnten die Vorteile beider Welten miteinander genutzt werden, ohne jeweils alles
nachziehen zu m

ussen, was die andere Welt einem voraus hat. Ein praktischer Weg k

onnte
hier darin bestehen, aus EuLisp-Modulen Java-Bytecode zu generieren, was f

ur Scheme
bereits gezeigt wurde.
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Anhang A
Glossar
Abstrakte Klasse:
Eine abstrakte Klasse kann selbst nicht instanziiert werden. Sie dient zur Begrisbildung
und Strukturierung der Klassenhierarchie.
Attribut:
Siehe Feld.
Classier:
Ein Classier ermittelt die Subsumtions- bzw. Superkonzeptbeziehungen f

ur eine Menge
von Konzeptbeschreibungen und ndet f

ur ein Objekt das speziellste Konzept, dessen
charakteristische Merkmale es erf

ullt.
change-class:
Eine Objektsystem-Operation, um ein Objekt einer anderen (Repr

asentations-)Klasse zu-
zuordnen als der bei seiner Erzeugung spezizierten.
Dierenzieren von Klassen:
Vom Dierenzieren einer Klasse spricht man, wenn zwei oder mehrere Subklassen einer
Klasse zur expliziten Unterscheidung bzgl. eines Kriteriums gebildet werden. Dierenzieren
bedeutet
"
gegeneinander abgrenzen\. Dierenzierende Klassen m

ussen daher disjunkt sein
und d

urfen bei multipler Vererbung keine gemeinsame Subklasse haben.
Direkte Instanz:
Eine direkte Instanz einer Klasse C
1
ist eine Instanz, die keiner anderen Klasse geh

ort, die
spezieller als C
1
ist.
Direkte Subklasse:
Die Klasse C
2
ist eine direkte Subklasse von C
1
, wenn C
1
direkte Superklasse von C
2
ist.
Direkte Superklasse:
Die Klasse C
1
ist eine direkte Superklasse von C
2
, wenn C
1
Superklasse von C
2
ist, die
beiden Klassen nicht identisch sind und keine andere Klasse existiert, die Superklasse von
C
2
und Subklasse von C
1
ist. Das heit, in der Klassenhierarchie existiert keine weitere
Klasse zwischen C
1
und C
2
. Oder anders ausgedr

uckt: Eine Klasse C
2
nennt in ihrer
Denition C
1
explizit als Superklasse.
Generalisieren:
Generalisieren ist der inverse Schritt zum Spezialisieren. Die Struktur und das Verhalten
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von Objekten werden generealisiert, indem Superklassen eingef

uhrt werden, in denen

ahn-
liche oder gleiche Felder und Methoden mehrerer Klassen geb

undelt werden. Siehe auch
Spezialisieren.
Generische Funktion:
Eine Funktionen heit generisch, wenn sie f

ur unterschiedliche Argumenttypen verschiede-
ne Methoden besitzt, die das Verhalten der generischen Funktion spezizieren. Die Signa-
turen der Methoden m

ussen die Signatur der generischen Funktion spezialisieren. Beim
Aufruf einer generischen Funktion wird in der Regel die speziellste Methode anhand der
Typen der aktuellen Parameter bestimmt und ausgef

uhrt.
Feld:
Die Werte der Felder eines Objekts repr

asentieren seinen Zustand. Die Felder (Instanzva-
riablen, Slots, Merkmale, Attribute etc.) werden von der Klasse eines Objekts deniert,
die dadurch die Struktur ihrer Instanzen festlegt.
Indirekte Instanz:
Eine indirekte Instanz einer Klasse C
1
ist eine Instanz, deren Klasse indirekte Subklasse
von C
1
ist.
Indirekte Subklasse:
Eine Klasse C
3
ist indirekte Subklasse von C
1
, wenn C
3
Subklasse von C
1
ist, die beiden
Klassen nicht identisch sind und mindestens eine Klasse C
2
existiert, die Superklasse von
C
3
ist und Subklasse von C
1
. Das heit, in der Klassenhierarchie existiert noch mindestens
eine Klasse zwischen C
3
und C
1
.
Indirekte Superklasse:
Eine Klasse C
3
ist indirekte Superklasse von C
1
, wenn C
3
Superklasse von C
1
ist, die
beiden Klassen nicht identisch sind und mindestens eine Klasse C
2
existiert, die Subklasse
von C
3
ist und Superklasse von C
1
. Das heit, in der Klassenhierarchie existiert noch
mindestens eine Klasse zwischen C
3
und C
1
.
Initialisierung von Objekten:
Die Erzeugung von Objekten erfolgt in der Regel in zwei Schritten: der Allozierung und
Initialisierung. Im zweiten Schritt werden die allozierten Felder eines Objekts mir initialen
Werten belegt.
Instanz:
Instanzen sind Auspr

agungen von Klassen. Diese k

onnen terminal, d. h. Blattknoten in
der Instanziierungshierarchie, sein, aber sie k

onnen auch Klassen darstellen.
Instanziierung:
Erzeugung eines Objekts als Instanz einer Klasse.
Instanziierungsgraph
Instanziierungshierarchie:
Klassen und Instanzen bilden aufgrund der Instanz-Beziehung eine Hierarchie, die durch
einen Graphen veranschaulicht werden kann.
Instanzvariable:
Siehe Feld.
Klasse:
Klassen beschreiben die Struktur (Felder) und das Verhalten (Methoden) ihrer Instanzen.
Anhang A. Glossar 289
Wenn eine Klasse keine Metaklasse darstellt, sind ihre Instanzen terminal, d. h. nicht
instanziierbar.
Klassenhierarchie:
Mit Klassenhierarchie ist in der Regel die Hierarchie der Superklassenbeziehung gemeint.
Diese l

at sich meist durch einen gerichteten, azyklischen Graphen veranschaulichen.
Klassen k

onnen aber noch weitere Hierarchien bilden, z. B. die Aggregations- bzw. Teil-
/Ganzeshierarchie, deren induzierter Graph auch zyklisch sein darf. Siehe auch Objekt-
hierarchie.
Klassenvariable:
Eine Klassenvariable ist ein Feld der Klasse einer Instanz, im Gegensatz zu Instanzvaria-
blen als Felder der Instanz selbst. Da Klassen in TEO auch Instanzen sind, macht sich
der Unterschied nur im eingenommenen Standpunkt bemerkbar. Es gibt keine Klassenva-
riablen an sich, es sind die Felder eines Klassenobjekts aus der Sicht seiner Instanzen.
Siehe auch Feld.
Message Passing:
Siehe Versenden von Nachrichten.
Metaklasse:
Wie alle Klassen beschreiben Metaklassen die Struktur und das Verhalten ihrer Instanzen,
die jedoch selbst Klassen sind.
Metaobjektprotokoll:
Ein Metaobjektprotokoll

onet die Implemetierung einer objektorientierten Programmier-
sprache auf eine kontrollierte Weise, so da der Programmierer die Sprache den Anforde-
rungen seiner Applikation anpassen kann, anstatt die Applikation auf die Gegegenheiten
einer Sprache auszurichten. Der Programmierer erh

alt die M

oglichkeit, Systemklassen und
Systemfunktionalit

at zu spezialisieren und somit wiederzuverwenden. Dazu m

ussen die
Klassen Objekte erster Ordnung sein.
Methode:
Eine Methode beschreibt eine Prozedur bzw. Funktion, die f

ur eine Klasse deniert wird
und f

ur ihre Instanzen anwendbar ist. Die Menge aller Methoden einer Klasse wird als
ihr Protokoll bezeichnet. Multimethoden beschreiben das Verhalten mehrerer Klassen
in ihrem Zusammenwirken.
Mixin-Klasse:
Mixin-Klassen beschreiben erg

anzende Eigenschaften von Objekten, die von Basisklassen
ererbt werden k

onnen. Mixin-Klassen sind abstrakt und besitzen keine direkten Instanzen.
Sie stellen ein Mittel zur besseren Strukturierung und Modellierung einer Dom

ane dar.
Objekt:
Objekt ist der Oberbegri f

ur alle objekt-orientiert verwendbaren Entit

aten in einem Pro-
gramm: Instanzen, Klassen und Metaklassen. In TEO ist alles ein Objekt, das als Wert
einer Variable fungieren kann. In Java gibt es primitive Werte, z. B. vom Typ int, boo-
lean etc., die keine Objekte sind. In klassenbasierten Sprachen ist jedes Objekt Instanz
einer Klasse.
Objekte erster Ordnung:
Ein Objekt erster Ordnung kann in einer Programmiersprache dynamisch erzeugt, an
Variablen oder Konstanten gebunden, in Datenstrukturen gespeichert und als Argument
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bzw. als Resultat von Funktionen verwendet werden. In EuLisp sind sowohl Funktionen
als auch Klassen, Felder, generische Funktionen und Methoden Objekte erster Ordnung,
jedoch nicht die Module und Variablenbindungen.
Objekthierarchie:
Objektklassen bilden aufgrund der Typannotationen ihrer Felder eine Hierarchie, die durch
einen Graphen veranschaulicht werden kann. Dieser kann auch zyklisch sein. Ist der Graph
nicht zyklisch, kann er auch die Teil-/Ganzes-Beziehung ausdr

ucken.
Signatur:
Die Signatur einer generischen Funktion, Methode oder Relation legt die Typen ihrer Ar-
gumente und ggf. ihres Ergebnisses fest. Eine Signatur spezialisiert eine andere, wenn jedes
Element der spezielleren Signatur ein Subtyp des entsprechenden Element der allgemeine-
ren Signatur ist.
Slot:
Siehe Feld.
Spezialisierung von Klassen:
Eine Klasse C
2
spezialisiert eine Klasse C
1
, wenn C
2
eine Subklasse von C
1
ist und C
2
neue Eigenschaften zu denen von C
1
hinzuf

ugt oder bereits existierende Eigenschaften
spezialisiert.
Spezialisierung von Struktur:
Eine Klasse C
2
spezialisiert die Struktur einer Klasse C
1
, wenn C
2
eine Subklasse von
C
1
ist und C
2
neue Felder zu denen von C
1
hinzuf

ugt oder bereits existierende Felder
spezialisiert, indem die Feldannotationen speziellere Werte erhalten. Dies betrit vor allem
die Typannotation.
Spezialisierung von Verhalten:
Eine Klasse C
2
spezialisiert das Verhalten einer Klasse C
1
, wenn C
2
eine Subklasse von
C
1
ist und C
2
neue Operationen zu denen von C
1
hinzuf

ugt oder f

ur bereits existierende
Operationen neue Methoden deniert. Diese k

onnen die allgemeineren Methoden z. B.

uber callNextMethod aufrufen.
Subklasse:
Das Verhalten und die Struktur einer Klasse C
1
kann von anderen Klassen, ihren Sub-
klassen, direkt oder indirekt ererbt werden. Als Konvention wird eine Klasse in die Menge
ihrer Subklassen aufgenommen, um in vielen Kontexten sie selbst nicht zus

atzlich nennen
zu m

ussen. Eine Subklasse kann entweder direkt oder indirekt sein.
Subsumtion:
Ein Begri aus dem Kontext von Konzeptsprachen. Ein Konzept C
1
subsumiert ein Kon-
zept C
2
genau dann, wenn unter allen m

oglichen Interpretationen alle Instanzen von C
2
auch Instanzen von C
1
sind.
Superklasse:
Eine Klasse C
1
ist Superklasse von C
2
, wenn C
2
direkte oder indirekte Subklasse von C
1
ist.
Vererbung:
Eine Metapher die zum einen an biologische Abstammung und zum anderen an das
Erbrecht ankn

upft. Vererbung soll auch an die Klassikation von Panzen und Lebe-
wesen erinnern. Im Kontext von objektorientierten Programmiersprachen soll Vererbung
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zum Ausdruck bringen, da ein Objekt nicht von Grund auf neu erzeugt wird, sondern
auf der Basis von anderen Objekten. Dabei

ubernimm das neue Objekt die Eigenschaf-
ten von anderen Objekten, spezialisiert sie ggf. und f

ugt neue hinzu. Dadurch k

onnen
Redundanzen im Programmcode vermieden werden. Die Vererbung unterst

utzt somit die
Wiederverwendung bereits existierenden Codes. In zweistugen Objektsystemen bezieht
sich Vererbung auf Klassen und beschreibt die Ober- und Unterklassenbeziehungen.
Versenden von Nachrichten:
Eine Metapher aus dem Kommunikationsmodell von Smalltalk. Objekte kommunizieren
miteinander durch das Versenden von Nachrichten. Ein Objekt reagiert auf eine Nachricht,
indem es eine Methode ausf

uhrt. Die Metapher suggeriert asynchrone Kommunikation
zwischen Objekten und sollte auch nur daf

ur verwendet werden. In einigen Sprachen ist
das Versenden von Nachrichten als Standardfall (wenn Parallelit

at keine Rolle spielt) durch
den Aufruf von generischen Funktionen ersetzt worden.
Wertebereichsbeschr

ankung:
Sie legt den Ergebnistyp einer Funktion fest.
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Anhang B
Performanzmessungen von MCS
0.5
B.1 Erster Vergleichstest
Folgende Tabelle zeigt die vollst

andigen Ergebnisse des ersten Vergleichstests aus
[
Walther,
1988
]
.
Test Beschreibung WFS MCF PCL MCS
ft1 deavor 15 6,650 7,917 21,817 6,000
ft2 make-instance 80 5,833 79,167 1,333 0,167
ft3 :read 3200 136,480 40,733 13,167 5,650
ft4 :write 3200 157,883 118,150 14,867 2,767
ft5 :send-if-handles 100 23,867 23,35 3,533 4,733
ft6 compile-avor-methods 26,067 34,833 - -
ft3c :read 3200 70,700 13,200 12,733 5,483
ft4c :write 3200 85,517 27,167 14,900 2,767
ft5c :send-if-handles 100 26,233 11,217 3,533 4,733
Tabelle B.1: Ausf

uhrungszeiten auf Mac II, Allegro CL in Sekunden
B.2 Zweiter Vergleichstest
Folgende Tabellen zeigen die vollst

andigen Einzelergebnisse des von mir durchgef

uhrten
Vergleichstests f

ur den Apple Macintosh II und die SUN Workstation.
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Test Beschreibung PCL MCF MCS
ft1 deavor 15 29,000 7,483 6,583
ft2 make-instance 80 3,830 40,000 0,500
ft3 :read 3200 1,083 16,617 1,383
ft3c :read 3200 0,667 2,867 1,383
ft3s get-slot 3200 1,600 0,383 0,217
ft4 :write 3200 1,117 55,667 1,467
ft4c :write 3200 0,633 2,733 1,467
ft4s set-slot 3200 0,633 2,733 1,467
ft5 :send-if-handles 100 2,700 29,650 3,017
ft5c :send-if-handles 100 2,700 17,267 1,933
ft6 compile-avor-methods - 91,767 -
Tabelle B.2: Ausf

uhrungszeiten auf Macintosh II, Allegro CL in Sekunden
Test Beschreibung Flavors MCF MCS
ft1 deavor 15 5,040 2,600 18,940
ft2 make-instance 80 9,020 1,090 0,040
ft3 :read 3200 0,980 10,660 1,200
ft3c :read 3200 0,900 3,380 1,200
ft4 :write 3200 1,020 57,580 1,280
ft4c :write 3200 0,960 4,420 1,280
ft5 :send-if-handles 100 1,440 27,160 2,820
ft5c :send-if-handles 100 1,420 9,640 2,280
ft6 compile-avor-methods 0,020 27,000 -
Tabelle B.3: Ausf

uhrungszeiten auf SUN, Lucid CL in Sekunden
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B.3 Vergleichstest f

ur BABYLON-Wissensbasen
Die folgende Tabelle zeigt die vollst

andigen Meergebnisse des Vergleichstests der
BABYLON-Prozessoren f

ur konkrete Wissensbasen.
Test Beschreibung MCF MCS
frames1 Alle Slots aller Instanzen, Wissensbasis Pilze 29,617 5,583
frames1c frames1 nach Kompilation 6,983 5,583
frames2 100 Slotzugrie Wissensbasis Pilze 4,433 1,333
frames2c frames3 nach Kompilation 2,633 1,333
frames3 100 Slotzugrie Wissensbasis Urlaub 8,267 1,433
frames3c frames2 nach Kompilation 2,050 1,433
rules1 50 Regeln 171,767 18,050
rules1a 50 Regeln, neuer Algorithmus 171,767 14,000
rules2 200 Regeln 2545,783 268,650
rules2a 200 Regeln, neuer Algorithmus 2545,783 208,067
prolog1 naive reverse, 30 Elemente, sec 1325,467 10,033
prolog2 naive reverse, 30 Elemente, lips 0,430 49,430
Tabelle B.4: Vergleich der Ausf

uhrungszeiten von BABYLON-Prozessoren in Sekunden
Prolog-Test MCF MCS WAM
naive reverse, 30 Elemente 1325,467 10,033 5,417
Tabelle B.5: BABYLON-Prolog-Prozessor im Vergleich zur WAM in Sekunden.
Prolog-Test MCF MCS WAM
naive reverse, 30 Elemente 0,43 49,43 91,5
Tabelle B.6: BABYLON-Prolog-Prozessor im Vergleich zur WAM in lips.
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Anhang C
Performanzmessungen von MCS
1.0
Die vollst

andigen Meergebnisse von MCS 1.0:
Test Beschreibung Allegro CL Version 3 Allegro CL Version 4.0
PCL MCS CLOS MCS
Objekterzeugung
t1 defclass 10 x 5117 750 2549 584
t2 defmethod 100 x 1533 134 567 117
t3 make 1000 x 2917 334 533 267
Feldzugrie
t4 slot-value 10000 x 416 216 283 200
t5 reader 10000 x 183 200 134 183
t6 writer 10000 x 200 200 183 183
Generischer Dispatch
t7 f(x) 10000 x - - - -
t8 gf(x) 10000 x 200 200 167 167
t9 gf(x,y) 10000 x 283 250 217 200
Methodenkombination
t5a reader 10000 x 183 200 134 183
t5b reader + :before 10000 x 1267 733 516 767
t5c reader + . . . :after 10000 x 1450 1100 583 983
t5d reader + . . . :around 10000 x 3083 1267 1416 1184
t8a gf(x) 10000 x 200 200 167 167
t8b gf(x) + :before 10000 x 917 767 217 800
t8c gf(x) + . . . :after 10000 x 1100 883 250 884
t8d gf(x) + . . . :around 10000 x 2683 1083 967 1017
Tabelle C.1: Ausf

uhrungszeiten auf Sun Workstation, Franz Allegro Common Lisp (ACL)
in Millisekunden
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Speicherbedarf PCL MCS
Quellcode 1,185 0,294
Bin

arcode (RISC) 1,143 0,652
Tabelle C.2: Speicherbedarf von PCL und MCS in Franz Allegro CL in Megabytes
Anhang D
Performanzmessungen von TELOS
D.1 Vergleichstest auf Sun Workstation
Die Tests wurden auf einer Sparcstation Ultra 1 (Modell 140) mit einem Ultra-Sparc-
Prozessor (143 Mhz) und 272MB RAM unter SunOS 5.5.1 (Solaris) in Allegro Commonlisp
Version 4.3.1 [SPARC; R1] durchgef

uhrt.
D.2 Vergleichstest auf Apple Macintosh
Die Tests wurden auf einem Apple Macintosh PowerBook Duo280c mit einem PowerPC-
Prozessor und 20MB RAM unter MacOS 7.5.5 in Macintosh CommonLisp Version 4.1
durchgef

uhrt.
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Test Beschreibung CLOS TELOS
Objekterzeugung
t1 defclass 10 x 57 10
t2 defmethod 100 x 110 20
t3 make 1000 x 140 21
t3a static make 1000 x 4 21
Feldzugrie
t4 slot-value 10000 x 33 55
t4a static slot-value 10000 x 26 66
t5 reader 10000 x 24 23
t6 writer 10000 x 23 22
Generischer Dispatch
t7 f(x) 10000 x 23 23
t8 gf(x) 10000 x 27 34
t9 gf(x,y) 10000 x 37 44
Methodenkombination
t5a reader 10000 x 24 23
t5b reader + :before 10000 x 32 51
t5c reader + . . . :after 10000 x 42 67
t5d reader + . . . :around 10000 x 86 85
t8a gf(x) 10000 x 27 34
t8b gf(x) + :before 10000 x 27 44
t8c gf(x) + . . . :after 10000 x 31 66
t8d gf(x) + . . . :around 10000 x 75 76
Tabelle D.1: Ausf

uhrungszeiten auf einer Sun Workstation in Franz Allegro CL 4.3.1 in
Millisekunden.
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Test Beschreibung CLOS TELOS
cons-Zellen Bytes cons-Zellen Bytes
Objekterzeugung
t1 defclass 10 x 6969 20864 1131 19880
t2 defmethod 100 x 1147 2872 34 2976
t3 make 1000 x 10223 64192 3000 64000
t3a static make 1000 x 0 64000 3000 64000
Feldzugrie
t4 slot-value 10000 x 2 0 2 0
t4a static slot-value 10000 x 42 320 6 24
t5 reader 10000 x 26 160 1 0
t6 writer 10000 x 28 160 2 0
Generischer Dispatch
t7 f(x) 10000 x 1 0 1 0
t8 gf(x) 10000 x 32 184 6 24
t9 gf(x,y) 10000 x 42 216 10 24
Methodenkombination
t5a reader 10000 x 26 160 1 0
t5b reader + :before 10000 x 423 624 13 24
t5c reader + . . . :after 10000 x 3226 24936 14 24
t5d reader + . . . :around 10000 x 15477 278504 26 24
t8a gf(x) 10000 x 32 184 6 24
t8b gf(x) + :before 10000 x 409 424 13 24
t8c gf(x) + . . . :after 10000 x 537 424 14 24
t8d gf(x) + . . . :around 10000 x 100981 2400432 26 24
Tabelle D.2: Speicherbedarf auf einer Sun Workstation, Franz Allegro CL 4.3.1 in der
Anzahl der cons-Zellen und weiteren Bytes.
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Test Beschreibung CLOS MCS 0.5 MCS 1.0 TELOS CL-TELOS
Objekterzeugung
t1 defclass 10 x 504 1425 374 143 536
t2 defmethod 100 x 1430 250 1480 110 140
t3 make 1000 x 213 34 144 58 1084
t3a static make 1000 x 138 29 156 61 1063
Feldzugrie
t4 slot-value 10000 x 30 23 48 63 181
t4a static slot-value 10000 x 51 83 84 136 280
t5 reader 10000 x 32 73 45 20 14
t6 writer 10000 x 36 110 48 17 16
Generischer Dispatch
t7 f(x) 10000 x 10 10 10 10 10
t8 gf(x) 10000 x 36 90 45 45 118
t9 gf(x,y) 10000 x 80 180 68 75 307
Methodenkombination
t5a reader 10000 x 32 73 45 20 14
t5b reader + :before 10000 x 152 100 77 72 145
t5c reader + . . . :after 10000 x 207 148 92 90 200
t5d reader + . . . :around 10000 x 313 156 99 100 218
t8a gf(x) 10000 x 36 90 45 45 118
t8b gf(x) + :before 10000 x 122 86 81 59 132
t8c gf(x) + . . . :after 10000 x 152 113 86 66 206
t8d gf(x) + . . . :around 10000 x 230 232 163 77 209
Tabelle D.3: Ausf

uhrungszeiten auf einem Apple Macintosh PB 280 in Macintosh CL 4.1
in Millisekunden.
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Test Beschreibung CLOS MCS 0.5 MCS 1.0 TELOS CL-TELOS
Objekterzeugung
t1 defclass 10 x 41944 206040 58848 19352 71248
t2 defmethod 100 x 104560 5600 145520 15040 10440
t3 make 1000 x 40024 128024 112024 64024 728024
t3a static make 1000 x 40000 112000 112000 64000 728024
Feldzugrie
t4 slot-value 10000 x 16 16 16 16 16
t4a static slot-value 10000 x 32 160 136 64 160088
t5 reader 10000 x 16 112 112 8 8
t6 writer 10000 x 24 80120 144 16 8
Generischer Dispatch
t7 f1(x) 10000 x 1 1 1 1 8
t8 gf(x) 10000 x 4 14 12 6 160008
t9 gf(x,y) Parameter 10000 x 14 8014 18 10 320013
Methodenkombination
t5a reader 10000 x 16 112 112 8 8
t5b reader + :before 10000 x 88 144 80208 72 160104
t5c reader + . . . :after 10000 x 104 160 80224 80 160120
t5d reader + . . . :around 10000 x 120 80168 80256 88 160136
t8a gf(x) 10000 x 4 136 12 6 160008
t8b gf(x) + :before 10000 x 8 144 80020 7 160010
t8c gf(x) + . . . :after 10000 x 10 160 80022 8 160013
t8d gf(x) + . . . :around 10000 x 12 80144 80026 10 160014
Tabelle D.4: Speicherbedarf auf einem Apple Macintosh PB 280 in Macintosh CL 4.1 in
Bytes.
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Anhang E
Implementierung der
Mixin-Vererbung in TELOS
Folgendes Modul zeigt, wie man die Mixin-Vererbung durch Spezialisieren der Metaobjekt-
klassen und unter Ausnutzung des Metaobjektprotokolls von TEO einfach implementie-
ren kann. Konkret wurde hier meine TEO-Implementierung in CommonLisp Celos
verwendet.
;;; -*- Mode: Lisp; Syntax: Common-Lisp; Base: 10; Package: "TELOS" -*-
;;; ----------------------------------------------------------------------------
;;; EuLisp Module: mixin inheritance copyright 1993 by GMD
;;; Author: Harry Bretthauer
;;; Date: 13.09.93
;;; ----------------------------------------------------------------------------
(in-package "TELOS")
;#-CLICC(in-package "TELOS")
;#+CLICC(in-package "TELOS" :use ())
(defmodule mixins
;; interface:
(import (eulisp-level-0
(only (<object>
<class>
<simple-class>
<local-slot>
compute-class-precedence-list
compatible-superclasses-p
compatible-superclass-p
compute-inherited-keywords
compute-keywords
compute-inherited-slots
compute-slots
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compute-specialized-slot
compute-slot-reader
compute-slot-writer
ensure-slot-reader
ensure-slot-writer) celos-classes))
syntax (only (defclass
defcondition
defmethod) celos-syntax)
export (<base-class>
<mixin-class>
defmixin
defbase))
;; implementation:
(defmacro defmixin (name supers slots . options)
`(defclass ,name ,supers ,slots ,@options class <mixin-class>))
(defmacro defbase (name supers slots . options)
`(defclass ,name ,supers ,slots ,@options class <base-class>))
(defclass <common-class> (<class>) () abstract t)
(defclass <base-class> (<common-class>) ())
(defclass <mixin-class> (<common-class>) () predicate mixin-class-p)
(defmethod compatible-superclasses-p ((cl <base-class>)
(direct-superclasses <cons>))
(labels ((loop (superclasses)
(if (null (rest superclasses))
(compatible-superclass-p cl (first superclasses))
(and (mixin-class-p (first superclasses))
(compatible-superclass-p cl (first superclasses))
(loop (rest superclasses))))))
(loop direct-superclasses)))
(defmethod compatible-superclasses-p ((cl <mixin-class>)
(direct-superclasses <cons>))
(labels ((loop (superclasses)
(cond
((null (rest superclasses))
(compatible-superclass-p cl (first superclasses)))
((mixin-class-p (first superclasses))
(loop (rest superclasses)))
(t false))))
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(loop direct-superclasses)))
(defmethod compatible-superclass-p ((cl <mixin-class>) (superclass <class>))
(declare (ignore cl))
(or (mixin-class-p superclass)
(eq superclass <object>)))
;;; Some methods must be defined for both, <base-class> and
;;; <mixin-class>. Thus we define them for a common superclass <common-class>.
(defmethod compute-class-precedence-list ((cl <common-class>)
(direct-superclasses <list>))
;; Returns the class-precedence-list, if traversing is successful.
(cons cl (remove-duplicates-from-end
(apply append
(mapcar class-precedence-list direct-superclasses)))))
(defun legal-join-node-p (node) (eq node <object>))
(defun remove-duplicates-from-end (elements)
(labels ((fold (elements result)
(cond
((null elements) result)
((memq (car elements) result)
(if (legal-join-node-p (car elements))
(fold (cdr elements) result)
(error "Illegal join node detected."
<illegal-inheritance-hierarchy>
elements)))
(t (fold (cdr elements) (cons (car elements) result))))))
(fold (reverse elements) '())))
(defmethod compute-inherited-keywords ((cl <common-class>)
(direct-superclasses <cons>))
(declare (ignore cl))
(mapcar class-keywords direct-superclasses))
(defmethod compute-keywords ((cl <common-class>) (direct-keywords <list>)
(inherited-keywords <list>))
(declare (ignore cl))
(remove-duplicates-from-end
(apply append direct-keywords inherited-keywords)))
(defmethod compute-inherited-slots ((cl <common-class>)
(direct-superclasses <list>))
(declare (ignore cl))
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(mapcar class-slots direct-superclasses))
(defmethod compute-slots ((cl <common-class>) (direct-sds <list>)
(inherited-sds-lists <list>))
(let ((inherited-sds (apply append inherited-sds-lists)))
;; inherited-sds are ordered most general first
(let ((inherited-sd-names ; most general first
(remove-duplicates
(mapcar slot-name inherited-sds))))
(let ((specialized-inherited-sds
(mapcar (lambda (name)
(compute-specialized-slot
cl
(collect inherited-sds
(lambda (inherited-sd)
(eq name (slot-name inherited-sd)))
identity)
(find direct-sds
(lambda (direct-sd)
(eq name (getf direct-sd 'name)))
identity)))
inherited-sd-names))
(new-sds
(collect direct-sds
(lambda (direct-sd)
(not (memq (getf direct-sd 'name) inherited-sd-names)))
(lambda (direct-sd)
(compute-defined-slot cl direct-sd)))))
(append specialized-inherited-sds new-sds)))))
(defclass <slot-clash> (<telos-condition>) ())
(defmethod compute-specialized-slot ((cl <common-class>)
(inherited-sds <cons>)
(slot-spec <list>))
(when (> (list-length inherited-sds) 1)
(unless (eq (slot-reader (first inherited-sds))
(slot-reader (second inherited-sds)))
(error "Can't specialize different slots with the same name!"
<slot-clash> cl inherited-sds)))
(let ((new-sd (allocate (compute-specialized-slot-class
cl inherited-sds slot-spec)
slot-spec))
(init-list slot-spec))
(unless (extract-option 'default-function slot-spec)
(let ((default-function
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(detect slot-default-function inherited-sds)))
(when default-function
(setq init-list `(default-function ,default-function ,@init-list)))))
(let ((inh-keyword
(detect slot-keyword inherited-sds))
(new-keyword (extract-option 'keyword slot-spec)))
(if new-keyword
(unless (or (not inh-keyword) (eq inh-keyword new-keyword))
(error "Illegal keyword defined." <illegal-keyword-defined>
cl slot-spec))
(when inh-keyword
(setq init-list `(keyword ,inh-keyword ,@init-list)))))
(initialize
new-sd
`(name ,(slot-name (car inherited-sds))
reader ,(slot-reader (car inherited-sds))
writer ,(slot-writer (car inherited-sds))
,@init-list))))
(defun detect (fn list)
(cond
((null list) false)
((funcall fn (car list)))
(t (detect fn (cdr list)))))
;;; Following methods are different for efficiency reasons.
;;; Slots of mixin classes need generic accessors because their positions
;;; can be different in different ineriting base classes. Slots of base
;;; classes do not change their positions in subclasses, thus, they get
;;; non-generic accessors computed by default methods.
(defmethod compute-slot-reader ((cl <mixin-class>) (sd <local-slot>)
(eff-sds <cons>))
(declare (ignore sd eff-sds))
(generic-lambda ((obj cl))))
(defmethod compute-slot-writer ((cl <mixin-class>) (sd <local-slot>)
(eff-sds <cons>))
(declare (ignore sd eff-sds))
(generic-lambda ((obj cl) (val <object>))))
(defmethod ensure-slot-reader ((cl <base-class>) (sd <local-slot>)
(effective-sds <cons>)
(reader <function>))
;; the default method adds a method to the reader if it has no method
;; added yet. here, we need a method if it is inherited from a mixin class
310 Kap. E. Implementierung der Mixin-Vererbung in TELOS
;; too. that is the case if reader is a generic function.
(when (generic-function-p reader)
(let ((primitive-reader
(compute-primitive-reader-using-slot
sd cl effective-sds)))
(add-method reader
(method-lambda ((obj cl))
(funcall primitive-reader obj))))))
(defmethod ensure-slot-reader ((cl <mixin-class>) (sd <local-slot>)
(effective-sds <cons>)
(reader <generic-function>))
;; mixin classes have no direct instances, there is nothing to do here.
;; when a base class inherits a slot from a mixin class, then a method must
;; be added.
(declare (ignore cl sd effective-sds))
reader)
(defmethod ensure-slot-writer ((cl <base-class>) (sd <local-slot>)
(effective-sds <cons>)
(writer <function>))
;; the default method adds a method to the reader if it has no method
;; added yet. here, we need a method if it is inherited from a mixin class
;; too. that is the case if reader is a generic function.
(when (generic-function-p writer)
(let ((primitive-writer
(compute-primitive-writer-using-slot
sd cl effective-sds)))
(add-method writer
(method-lambda ((obj cl) (val <object>))
(funcall primitive-writer obj val))))))
(defmethod ensure-slot-writer ((cl <mixin-class>) (sd <local-slot>)
(effective-sds <cons>)
(writer <generic-function>))
;; mixin classes have no direct instances, there is nothing to do here.
;; when a base class inherits a slot from a mixin class, then a method must
;; be added.
(declare (ignore cl sd effective-sds))
writer)
(print "Mixin inheritance module has been loaded!")
) ; end of mixins module
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