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Необходимость работы предприятий и организаций в современных 
условиях требует повышения качества математической подготовки 
выпускников экономических вузов. От них требуется знание матема-
тических методов решения задач, умение строить математические 
модели реальных экономических процессов и явлений. 
В пособии рассмотрены основные понятия курса высшей матема-
тики экономического вуза и математические факты, которые необхо-
димы для решения типовых задач. Студентам поможет в усвоении 
предлагаемого материала приведенные решения задач и тесты. Дру-
гие, более сложные задачи можно найти в учебных пособиях, пред-































Тема 1. ЭЛЕМЕНТЫ ТЕОРИИ МНОЖЕСТВ 
 
1.1. Понятие множества 
 
Неотъемлемой особенностью человеческого мышления является 
то, что окружающий мир ему представляется состоящим из отдель-
ных объектов (предметов), хотя на самом деле окружающая действи-
тельность представляет собой единое неразрывное целое. Следует, 
однако, заметить, что выделение в окружающем мире объектов явля-
ется произвольным актом нашего сознания, который позволяет нам 
сформировать доступную для рационального анализа картину мира, и 
естественным способом организации нашего мышления. 
Понятие множества является одним из основных в современной 
математике; обычно оно принимается за первоначальное и поэтому 
не определяется через другие понятия. Можно лишь сказать, что 
множество – это совокупность некоторых объектов, рассматривае-
мая как одно целое. Но эти последние слова не следует понимать как 
определение понятия множества, так как слово «совокупность» нами 
не определено. Слова «совокупность», «собрание», «толпа», «брига-
да», «система» являются синонимами слова «множество», мы их 
применяем для достижения интуитивной ясности его смысла. Так, 
можно говорить о множестве всех жителей г. Гомеля, множестве де-
ревьев в парке, множестве студентов в студенческой группе и т. д. 
Объекты, составляющие данное множество, называются его элемен-
тами. 
Произвольные множества обычно обозначаются заглавными ла-
тинскими буквами A, B, C, ..., или с помощью одной буквы с индек-
сом латинского алфавита, например, A1, A2, ..., An. 
Множество, не содержащее ни одного элемента, называется пу-
стым. Пустое множество обозначается  с помощью символа Ø. 
Элементы множеств обозначаются с помощью малых букв латин-
ского алфавита a, b, c, или с помощью какой-либо одной буквы ла-
тинского алфавита с индексом, например, a1, a2, ..., an. 
Тот факт, что элемент a принадлежит множеству А, мы будем крат-
ко обозначать a  A, если же элемент a не принадлежит множеству А, 
то обычно применяют запись a  A. Например, –5  Z, где Z – множе-
ство целых чисел, –2  N, где N – множество натуральных чисел. 
Если каждый элемент множества А является также элементом 
множества В, то А называется подмножеством множества В (множе-
ство В называется включающим множество А). В этом случае упо-
требляют запись А  В или В  А. При этом могут быть использованы 
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следующие слова: А входит в В или А содержится в В; В содержит А. 
Является очевидным, что если А  В и В  А, то в этом случае мно-
жества А и В называются равными. Равные множества состоят из од-
них и тех же элементов. Исходя из определения пустое множество Ø 
является подмножеством любого множества. 
Если А – подмножество множества В, но множество В обладает 
хотя бы одним элементом, не входящим в А (т. е. если А  В и А  В), 
то А называется собственным подмножеством множества В. В этом 
случае применяют запись А  В или В  А. В частности, запись А  Ø 
и А  Ø означает один и тот же факт: множество А не пусто. 
 
Теорема 1. Включение множеств обладает свойствами: 
1) Для любого множества А .AA  
2) Для любых множеств А, В, С из ,BA  CB  следует .CA  
 
1. Если Ax , то Ax , поэтому AA  ( AxAx  ), следова-
тельно, .AA  
2. ( BxAx  , CxBx  )   ( CxAx  ), следователь- 
но, CA  . 
 
Отметим еще, что следует различать элемент а и множество  a , 
состоящее из одного элемента а. Такое различие диктуется различ-
ными соображениями, среди которых можно выделить неодинако-
вость их ролей в теории множеств. 
Множество, состоящее из конечного числа элементов, называется 
конечным, в противном случае – бесконечным. Например, N, Z, R 
(множество всех действительных чисел) – бесконечные множества. 
Число элементов конечного множества X называется его мощностью 
и обозначается .X  Очевидно, что | Ø | = 0. 
Множество считается заданным, если известен какой-то способ, ко-
торый позволяет нам для любого предмета (элемента) решить вопрос 
о том, принадлежит ли он этому множеству. 
Используют следующие способы задания множеств: 
1. Перечислением в произвольном порядке всех элементов множе-
ства. При этом названия всех элементов множества записываются в 
строчку, отделяются между собой точкой с запятой и заключаются в 
фигурные скобки. Например, {понедельник; вторник; среда; четверг; 
пятница; суббота; воскресенье} – множество дней недели,  dcba ;;;  – 
множество, состоящее из элементов а, b, c, d (это множество можно 
записать, перечислив его элементы в любом другом порядке, напри-
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мер,  bdac ;;; ). 
Отметим, что следует различать элемент a и множество  a , со-
стоящее из одного этого элемента a. Такое различие диктуется раз-
личными соображениями, среди которых можно выделить неодина-
ковость их ролей в теории множеств. Очевидно, что с помощью пере-
числения можно задавать лишь конечные множества. 
2. Описанием характеристических свойств, которыми обладают эле-
менты множества. При этом употребляется обозначение   xPxA  ,  
т. е. множество А состоит из элементов х таких, что х обладает свой-
ством Р. Свойство Р(х) называют также предикатом. 
Например, даны следующие множества: 
а) множество всех нечетных натуральных чисел; 
б) множество всех действительных чисел, которые удовлетворяют 
двойному неравенству 3  х  9; 
в) множество всех точек пространства R3, расстояние до которых 
от данной точки О равно 4; 
г) множество всех простых делителей числа 24; 
д) множество сотрудников магазина «Продтовары». 
Математически множества можно записать так: 
1)   . делит2 .е.т2, xxNxx   
2)   .9;3,  xRxx  
3)  .4XOx  
4)  .24число,простое  xxx   
5)  .»Продтовары«магазинасотрудникxx  
3. С помощью порождающей процедуры, описывающей способ 
получения элементов множества из уже полученных элементов или 
других объектов. При этом элементами множества являются все объ-
екты, которые могут быть построены такой процедурой. 
Например, множество Z целых чисел можно задать с помощью 
процедуры, содержащей три правила: 
а) 0  Z; 
б) если z  Z, то z + 1  Z; 
в) если z  Z, то – z  Z. 
Весьма часто множества А, В, С, , изучаемые в математике, яв-
ляются подмножествами некоторого более широкого множества X, 
которое в данном рассмотрении принимается в качестве основного, 
или универсального (полного). 
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Например, если мы рассматриваем различные множества жителей 
г. Гомеля (А – множество жителей Центрального района, В – множе-
ство жителей Железнодорожного района и т. д.), то в качестве уни-
версального множества Х естественно выбрать множество всех жите-
лей г. Гомеля. 
Для выражения принадлежности элемента х универсального мно-
жества Х его подмножеству А можно использовать и понятие харак-
теристической функции )(xA , значения которой указывают, являет-














Пример 1.1. Пусть универсальное множество Х состоит из шести эле-
ментов: Х =  654321 ;;;;; xxxxxx  – и пусть подмножество А =  .;; 531 xxx  
Выпишем для каждого элемента множества Х значение характери-
стической функции (степень его принадлежности подмножеству А): 
,1)( 1  xA ,0)( 2  xA ,1)( 3  xA ,0)( 4  xA ,1)( 5  xA .0)( 6  xA  
Это позволяет представить подмножество А через все элементы 
множества Х, сопроводив каждый из них значением его характери-
стической функции (или функции принадлежности): 
            .0;,1;,0;,1;,0;,1; 654321 xxxxxxA  
 
Геометрически множества также очень удобно представлять с по-
мощью диаграмм Венна. Их построение заключается в изображении 
универсального множества с помощью точек большого прямоугольни-
ка, а всех подмножеств универсального множества – с помощью то-
чек кругов (или каких-либо других замкнутых несамопересекающих-
ся фигур), расположенных внутри этого большого прямоугольника. 
 
 
1.2. Операции над множествами 
 
Прежде всего необходимо определить в данном множестве {а; b; c} 
алгебраическую операцию, т. е. указать правило, согласно которому 
каждым двум элементам сопоставляется некоторый третий элемент 
этого множества. Например, во множестве N натуральных чисел за-
даны две алгебраические операции: сложение, по которому каждым 
двум натуральным числам a и b ставится в соответствие единствен-
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ное третье натуральное число c = a + b, называемое их суммой, и 
умножение, по которому каждым двум натуральным числам a и b 
ставится в соответствие единственное третье натуральное число d = 
ab, называемое их произведением. 
При этом для произвольного множества вовсе не обязательно, 
чтобы алгебраические операции назывались суммой и произведе-
нием. Важно, чтобы результат применения операции принадлежал 
данному множеству. 
Объединением A  B множеств A и В называется множество эле-
ментов, принадлежащих, по крайней мере, одному из этих множеств: 
A  B = { xx  A или x  B}. 
Для объединения двух множеств является справедливым равен-
ство   )()( xx ABA ),(xB  где операция (  ) называется булевой 
суммой (определена в таблице 1). 
 
Таблица 1  
(  ) 0 1 
0 0 1 
1 1 1 
 
Пересечением A  B множеств A и B называется множество эле-
ментов, принадлежащих одновременно и A, и B: 
A  B = { xx  A и x  B}. 
Непосредственно проверяется справедливость равенства 
)()( xx ABA   · ),(xB  где операция называется булевым произве-
дением. 
На рисунке 1 множество A состоит из точек фигуры, заштрихован-
ной горизонтальными линиями, а множество B – из точек фигуры, 
заштрихованной вертикальными линиями. Множество A  B будет 
состоять из точек всей заштрихованной фигуры, множество A  B – 
из точек фигуры, покрытых «решеткой» горизонтальных и верти-
кальных линий. 
Операции объединения и пересечения произвольной совокупности 
множеств определяются аналогично с соответствующими символиче-
скими записями. Например, А  В  С – символическая запись пере-
















Рисуно к 1  –  Пересечение А  В 
 
Заметим, что для любого множества А, принадлежащего основно-
му множеству Х, имеют место равенства А  Х = Х, А  Х = А. 
Разностью А \ В множеств А и В называется множество тех и 
только тех элементов множества А, которые не принадлежат множе-
ству В (рисунок 2): 














Рисуно к 2  –  Разность А \ В 
 
Дополнением A  (до универсального множества Х) множества А 
называется множество всех тех элементов из Х, которые не принад-
лежат А (рисунок 3): 


















Рисуно к 3  –  Дополнение A  
 
Справедливо следующее соотношение: 
).(1)( xx AA   
Если х  А, то х  A , и можно в этом случае записать: 
1)(  xA  и .0)(  xA  
Рассматривая пример 1.1, мы можем записать A ={ 642 ;; xxx }, 
0)( 1  xA , 1)( 2  xA , 0)( 3  xA , 1)( 4  xA , 0)( 5  xA , 1)( 6  xA  
и A {( ;1x  0), ( ;2x  1), ( ;3x  0), ( ;4x  1), ( ;5x  0), ( ;6x  1)}. 
Операции объединения, пересечения, дополнения иногда называ-
ются булевыми операциями над множествами. 
 
Для любых конечных множеств А и В имеет место равенство 
| А  В| = | А | + | В | – | А  В |.           (1.1) 
 
Пример 1.2. Множество лыжников и футболистов 1-го курса уни-
верситета состоит из 110 чел., из них 80 чел. являются лыжниками,  
40 – футболистами. Определить, сколько человек являются лыжника-
ми и футболистами одновременно. 
 
Решение 
Пусть А – множество студентов-лыжников, В – множество студен-
тов-футболистов. По условию задачи | А | = 80, | В | = 40, | А  В | = 110. 
Подставляя значения в формулу (1.1), получаем: 





Пример 1.3. Пусть универсальное множество Х – множество сотруд-
ников некоторого универсального магазина, А – множество сотрудников 
данного магазина, владеющих компьютерной грамотностью, В – мно-
жество сотрудников, умеющих плавать, С – множество сотрудников из 
секции верхней мужской одежды. Указать содержательный смысл  
(т. е. характеристическое свойство) следующих множеств: 
а) A ; б) CBA  ; в) )( CBA  ; г) BA \ ; д) AC \ . 
 
Решение 
1. A  − множество сотрудников магазина, не владеющих компь-
терной грамотностью. 
2. B  − множество сотрудников магазина, не умеющих плавать, по 
определению операции пересечения множеств CBA   – множе-
ство сотрудников из секции верхней мужской одежды, владеющих 
компьютерной грамотностью и не умеющих плавать. 
3. CB   − множество сотрудников магазина, работающих в сек-
ции верхней мужской одежды или не умеющих плавать, тогда 
)( CBA   − множество сотрудников магазина, не владеющих 
компьютерной грамотностью и работающих в секции верхней муж-
ской одежды или не умеющих плавать. 
4. BA \  − множество сотрудников магазина, владеющих компью-
терной грамотностью и умеющих плавать. 
5. AC \  − множество сотрудников магазина, не работающих в 
секции верхней мужской одежды и не владеющих компьютерной 
грамотностью. 
 
Пример 1.4. Определить множества ,A  ,Z  если: 
1) A = { x | x ,R x [1; 5)}; 
2) Z  – множество всех целых чисел; 
3) A  – множество всех действительных чисел, находящихся вне 
промежутка [1; 5), т. е. множество действительных чисел, принадле-
жащих объединению (–; 1)  [5; ) интервалов. 
 
Решение 
Вторая задача является некорректно поставленной, так как не ука-
зано универсальное множество Х. Ответ будет различаться в зависи-
мости от того, каким будет множество Х: 
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1. Если Х = Q (множество всех рациональных чисел), то Z – мно-
жество всех дробных чисел. 
2. Если X = Z, то Z = Ø и т. д. 
 
Пример 1.5. Найти объединение, пересечение, разности, дополне-
ния множеств: А = { edcba ;;;; }, B = { ihgfeb ,;;;; }. 
 
Решение 
A  B = { ;;;;; edcba ihgf ;;; }; A  B = { eb; }; А \ B = { dca ;; }; 
В \ A = { ihgf ;;; }. 
Как видим, А \ B  B \ A. Поэтому делаем вывод, что разность двух 
множеств является операцией некоммутативной. 
Заметим, что операции дополнения над множествами А и В вы-
полненными быть не могут, так как универсальное множество Х не 
определено. Поэтому дополним условие. 
Допустим, что Х = { jihgfedcba ;;;;;;;;; }, тогда A  = X \ A =  
= { jihgf ;;;; }, B = X \ B = { jdca ;;; }. 
 
Пример 1.6. Допустим, что X = {1; 2; 3; 4; 5; 6}, A = {1; 2; 3}, 
B = {3; 4; 5}, C = {2; 5; 6}. Требуется найти: 
а) ;CB   б) CB ; в) ;CA  г) В ;C  д) (А \ C ) .B  
 
Решение 
1. B = {1; 2; 6}, C = {1; 3; 4}  CB  = {1; 2; 3; 4; 6}. 
2. CB = {5}  CB = {1; 2, 3; 4; 6}. 
3. A  = {4; 5; 6}  CA = {2; 4; 5; 6}. 
4. CB = {3; 4}. 
5. А \ C = {1; 3}   (A \ C ) B = {1; 2; 3; 6}. 
 
Пример 1.7. Изобразить c помощью диаграмм Венна следующие 
множества: 
а) ;CBA   б) ;\ CBA  в) (А \ B ) .C  
 
Решение 
Указанные множества изображены на рисунках 4–6. 
В случае бесконечности универсального множества Х операция до-
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полнения позволяет графически с помощью характеристической функ-































































Рисуно к 7  
 
 
1.3. Свойства операций над множествами 
 
Из определения операций объединения и пересечения следуют их 
свойства для произвольных множеств А, В, С: 
1. А  В = В  А (коммутативность операции объединения). 
2. А  В = В  А (коммутативность операции пересечения). 
3. А  (В  С ) = (А  В)  С (ассоциативность операции объеди-
нения). 
4. А  (В  С ) = (А  В)  С (ассоциативность операции пересе-
чения). 
5. А  (В  С ) = (А  В)  (А  С ) (дистрибутивность операции 
пересечения относительно объединения). 
6. A  (В  С ) = (А  В)  (А  С) (дистрибутивность операции 
объединения относительно пересечения). 
7. A  Ø = A (свойство нуля). 
8. А  Ø = Ø (свойство нуля). 
9. BA  = .BA  
10. BA  = .BA  
Свойства 9 и 10 известны под названием законов де Моргана. 
11. А  А = А. 
12. А  А = А. 
Cвойства 11 и 12 носят название законов идемпотентности. 
13. А  Х = Х (свойство единицы). 
14. А  Х = А (свойство единицы). 









Пример 1.8. В спортклубе университета занимаются спортом  
300 студентов. Из них секцию плавания посещает 50 чел., секцию 
настольного тенниса – 45 чел.; 240 студентов занимаются в иных сек-
циях. Определить, сколько человек одновременно занимается в сек-
циях плавания и настольного тенниса. 
 
Решение 
Основным множеством Х будем считать множество студентов 
университета, посещающих занятия в секциях спортклуба, А и В –
множества студентов, посещающих занятия в секциях плавания и 
настольного тенниса, соответственно. Студенты спортклуба, не зани-
мающиеся ни в секции плавания, ни в секции настольного тенниса, 
составляют множество .BA  По условию задачи | BA | = 240, а 
так как по 10-му свойству операций над множествами BA BA , 
то и | BA | = 240. Следовательно, | BA | = |Х| – | BA | = 60. 
Зная |А| и |В|, по формуле (1.1) находим: 
| BA | = | А | + | В | – | BA | = 50 + 45 – 60 = 35. 
 
 
1.4. Алгебра множеств 
 
Свойства операций (т. е. правила действий) над множествами 1–12 
(см. пункт 1.3) во многом родственны привычным нам правилам дей-
ствий  над числами (т. е. над элементами множеств N, Z, Q, R и мно-
гих других, например, над элементами множества рациональных по-
ложительных чисел). Систематизируем понятие алгебраической опе-
рации, уже ранее встречавшееся в различных математических курсах. 
Пусть дано множество М. Если всякому набору (a1, a2, …, an) эле-
ментов этого множества, взятых в определенном порядке, по некото-
рому правилу ставится вполне определенный элемент b из этого же 
множества, то будем говорить, что на множестве М задана n-арная 
алгебраическая операция. Особую роль в математике и ее многочис-
ленных приложениях играют бинарные алгебраические операции (см. 
пункт 1.2), т. е. п-арные операции при n = 2. Простейшими примерами 
бинарных операций на множестве N натуральных чисел являются 
сложение и умножение. 
Множество М вместе с заданными на нем операциями {1, 2, , n} 
называется алгеброй. Алгебра обозначается с помощью символа 
},...,,,;{ 21 nMА   здесь М называется основным множеством 
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(несущим множеством, носителем), а }...,,,{ 21 n  − сигнату-
рой алгебры А. 
Элементы указанных ранее множеств N, Z, Q, R, как и многих дру-
гих, образуют алгебры соответствующих чисел с обычными операци-
ями сложения и умножения чисел. Из указанной ранее родственности 
этих операций операциям над множествами не следует их полная 
тождественность. Действительно, операции объединения () и пере-
сечения () очень похожи на операции сложения ( + ) и умножения (  ) 
чисел: объединение и пересечение множеств так же, как и сложение и 
умножение чисел, коммутативны и ассоциативны, пустое множество 
ведет себя относительно операций объединения и пересечения совер- 
шенно так же, как число 0 относительно операций сложения и разно-
сти, универсальное множество Х при операциях объединения и пересе- 
чения множеств выступает аналогом числа 1 при операциях сложения 
и умножения чисел. Различие обнаруживается уже в свойстве дис-
трибутивности: каждая из двух операций объединения и пересечения 
дистрибутивна относительно другой (свойства 5 и 6), обычные же 
операции сложения и умножения чисел обладают лишь свойством 
дистрибутивности умножения относительно сложения (для любых 
чисел a, b, c справедливо a(b + c) = ab + ac), но не обладают свой-
ством дистрибутивности сложения относительно умножения (т. е. не-
верно, что для любых чисел a, b, c справедливо a + bc = (a + b) (a + c)). 
Свойством идемпотентности операции сложения и умножения не обла-
дают, т. е. неверно, что для любого a, справедливо а + а = а и а  а = а. 
Тем не менее, схожесть операций объединения, сложения и пере-
сечения позволила называть иначе объединение множеств их сложе-
нием, пересечение множеств – их умножением и употреблять наряду 
с терминами «объединение», «пересечение», соответственно, «сумма», 
«произведение» множеств и обозначения, например, А + В, АВ. 
Алгебра множеств, т. е. непустая совокупность ((Х); , , \) 
подмножеств некоторого множества X  с теоретико-множественными 
операциями объединения, пересечения, образования дополнения, 
производимых в конечном числе, является, таким образом, одним из 
важнейших примеров нечисловых алгебр. Здесь (Х) – множество 
всех подмножеств (булеан) множества Х. Оно названо так по имени 
английского математика и логика Джорджа Буля (1815–1864). Из-
вестно, что если конечное множество Х содержит n элементов, то 
|((Х)| = 2n. Одним из самых распространенных способов задания 
операций над конечными множествами М являются таблицы Кэли. 
Этот способ задания операций назван по имени английского матема-
тика Артура Кейли (1821–1895) и заключается в выписывании слева и 
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сверху таблицы всех элементов a и b множества М соответственно. 
На пересечении строки, соответствующей элементу a, и столбца, со-
ответствующего элементу b, записывается результат с операции  над 
а и b. 
 
Пример 1.9. Пусть X = {a; b; c} – конечное множество из трех эле-
ментов. 
Тогда (X) = {Ø; {a}; {b}; {c}; {a, b}; {a, c}; {b, c}; {a, b, c}} – бу-
леан множества X. Очевидно, |(X)| = 23 = 8. 
Построим таблицу Кэли для операции объединения на этом буле-
ане (X) ( таблица 2). 
 
Таблица 2  
 Ø {a} {b} {c} {a, b} {a, c} {b, c} {a, b, c} 
Ø Ø {a} {b} {c} {a, b} {a, c} {b, c} {a, b, c} 
{a} {a} {a} {a, b} {a, c} {a, b} {a, c} {a, b, c} {a, b, c} 
{b} {b} {a, b} {b} {b, c} {a, b} {a, b, c} {b, c} {a, b, c} 
{c} {c} {a, c} {b, c} {c} {a, b, c} {a, c} {b, c} {a, b, c} 
{a, b} {a, b} {a, b} {a, b} {a, b, c} {a, b} {a, b, c} {a, b, c} {a, b, c} 
{a, c} {a, c} {a, c} {a, b, c} {a, c} {a, b, c} {a, c} {a, b, c} {a, b, c} 
{b, c} {b, c} {a, b, c} {b, c} {b, c} {a, b, c} {a, b, c} {b, c} {a, b, c} 





Выберите правильный ответ. 
 
Тест 1.1. Пусть даны множества А ={1; 2; 3}, В = {2; 3; 1; 4}, С =  
= {1; 2; 5}. Истинным является соотношение: 
1) А = В; 2) А = С; 3) В = С; 4) А  В; 5) А  С. 
 
Тест 1.2. Пусть А = {a; c; f } − подмножество универсального 
множества Х ={a; b; c; d; e; f }. Подмножество А представлено через 
все элементы множества Х при помощи сопровождения каждого из 
них значением характеристической функции: 
1)  )1;(),0;(),1;(),1;(),0;(),0;( efdcbaA ; 
2)  )0;(),1;(),0;(),1;(),0;(),1;( efdcbaA ; 
3)  )1;(),1;(),0;(),0;(),1;(),1;( efdcbaA  ; 
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4)  )0;(),0;(),1;(),1;(),1;(),0;( efdcbaA ; 
5)  )1;(),1;(),1;(),1;(),0;(),1;( efdcbaA . 
 
Тест 1.3. Пусть А = {a; b; c; d; e}, В = {a; c; d; f; g; h}. Пересечение 
множеств А и В равно: 
1) {a; b; c}; 2) {b; c; d}; 3) {a; c; d}; 4) {b; e; g}; 5) {c; d; h}. 
 
Тест 1.4. Объединение множеств А и В из теста 1.3 равно: 
1) {a; b; c; d; f }; 
2) {b; c; d; e; g}; 
3) {c; d; e; f; g}; 
4) {a; b; c; d; e; f; g; h}; 
5) {c; d; f; a; b}. 
 
Тест 1.5. Пусть А = {е; c; d} – подмножество универсального 
множества Х = {a; b; c; d; e; f }. Дополнение подмножества А в Х рав-
но: 
1) {е; с; а}; 2) {c; е; f }; 3) {a; f; d}; 4) {a; b; f}; 5) {a; b; f }. 
 
 
Тема 2. КОМПЛЕКСНЫЕ ЧИСЛА 
 
2.1. Определение комплексного числа 
 
Пусть символ i обозначает число, квадрат которого равен (–1), т. е. 
12 i . 
Символ i называют мнимой единицей. Выражение вида ,biaz   
где a, b – действительные числа, называют комплексным числом. При 
этом, a называют действительной частью числа z, b – его мнимой 
частью. Действительную и мнимую части числа z  обозначают 
обычно Re z и Im z, соответственно, т. е. a = Re z и b = Im z. 
Например, действительная часть комплексного числа 2 + 3i рав- 
на 2, а мнимая равна 3. 
Комплексное число вида bi0  (где 0b ) принято называть чисто 
мнимым и записывать в виде bi. Комплексные числа a + bi и a – bi (т. е. 
числа, которые отличаются только знаком мнимой части), называют 
комплексно сопряженными. Если одно из этих чисел обозначено че-
рез z, то другое принято обозначать z . 
Пусть ibaz 111  , ibaz 222  . Комплексные числа z1 и z2 назы-
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ваются равными ( 21 zz  ), если равны их действительные и мнимые 
части, т. е. если 21 aa   и .21 bb   При этом полагают, что ii 1  и 
aia 0 . 
Последнее равенство позволяет рассматривать действительные числа 
как подмножество множества комплексных чисел. 
 
 
2.2. Алгебраическая и тригонометрическая формы записи  
комплексных чисел 
 
Всякое комплексное число biaz   можно изобразить на плоско-
сти XOY в виде точки M(a; b). Причем соответствие между комплекс-
ными числами и точками плоскости XOY будет взаимно однозначным. 
Плоскость, на которой реализовано такое соответствие, называют ком-
плексной плоскостью. Ось OX комплексной плоскости называют дей-
ствительной осью, так как точкам оси OX соответствуют действитель-
ные числа. Точки, лежащие на оси OY, изображают чисто мнимые числа. 
Поэтому ось OY комплексной плоскости называют мнимой осью. 
Расстояние от точки M(a; b) комплексной плоскости до начала ко-
ординат называют модулем комплексного числа biaz   и обозна-
чают z . Очевидно, что 0z  и 22 baz  . 
Величину  угла между вектором OM  0 и действительной осью 
OX называют аргументом комплексного числа (при этом  берут со 
знаком «плюс», если поворот от оси OX к вектору OM осуществляет-
ся против часовой стрелки, и со знаком «минус» – в противном слу-
чае). Аргумент данного комплексного числа z (z  0) определен неод-
нозначно, причем любые два значения аргумента отличаются на ве-
личину, кратную 2. Множество значений аргумента числа z  
обозначают zArg ; значение аргумента, принадлежащее промежутку 
(–; ], обозначают arg z и называют главным значением аргумента. 
Для z = 0 аргумент не определен. 














Рисуно к 8  
Очевидно, что  cosra ,  sinrb . Но тогда комплексное число 
biaz   можно записать в виде 
).sin(cos)sin(cos  irirrz          (2.1) 
Запись комплексного числа в виде biaz   принято называть ал-
гебраической формой записи комплексного числа, а запись в виде 
)sin(cos  irz  – тригонометрической формой записи. 
На практике нередко приходится переходить от одной формы за-
писи комплексного числа к другой. Если число z записано в виде 
)sin(cos  irz , то его действительная часть a и мнимая часть b 
находятся по формулам: 
zRe ;cos ra  
 sinIm rbz . 
Если число z записано в виде biaz  , то его модуль r и аргумент 
 находятся по следующим формулам: 









































  – в алгебраической форме. 
 
Решение 
1. Находим модуль r и аргумент  комплексного числа. Так как его 
действительная часть 1a  и мнимая часть 3b , то 
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cos2 i . 
 
2. Находим действительную и мнимую части числа z. Так как его 
модуль 2r , а аргумент 
4

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2.3. Действия над комплексными числами  
в алгебраической форме 
 
Складывая и вычитая выражения ibaz 111   и ibaz 222   как 
обычные многочлены, получают комплексные числа: 
,)()( 2121 ibbaa   ibbaa )()( 2121  . 
Их называют, соответственно, суммой и разностью чисел z1 и z2 
(обозначают: 21 zz   и 21 zz  ). Аналогично, умножая z1 и z2 как обыч-
ные многочлены и учитывая, что 12 i , получают: 
iabbabbaaibaiba )()()()( 212121212211  .         (2.2) 
Комплексное число в правой части формулы (2.2) называют про-
изведением комплексных чисел z1 и z2 (обозначают 21zz ). Произведе-
ние n комплексных чисел, равных z, называют n-й степенью числа z и 
обозначают nz . 
 




;5)32()41()34()21(21 iiiizz   














Введенные выше операции сложения и умножения комплексных 
чисел обладают теми же свойствами, что сложение и умножение дей-
ствительных чисел. Следовательно, легко убедиться в справедливости 
следующих равенств: 
1) 1221 zzzz  ; 
2) )()( 321321 zzzzzz  ; 
3) 1221 zzzz  ; 
4) )()( 321321 zzzzzz  ; 
5) 3231321 )( zzzzzzz  . 
Замечание. Комплексному числу biaz   мы поставили в соот-
ветствие точку комплексной плоскости );( baM . Но можно также 
ставить ему в соответствие и радиус-вектор );( baOM  . Такое соот-
ветствие тоже является взаимно однозначным, причем в этом случае 
операции сложения и вычитания комплексных чисел естественны с 
геометрической точки зрения. Действительно, сумме 21 zz   = 1(a   
+ ibba )() 212   соответствует вектор 212121 );( OMOMbbaa  , 
где );( 111 baOM  , );( 222 baOM  , а разности 21 zz   )( 21 aa   
ibb )( 21   соответствует вектор 212121 );( OMOMbbaa  . 
Операцию деления комплексных чисел вводят как обратную 
умножению: комплексное число z3 называется частным чисел z1 и 





), если 231 zzz  . 





yixz 3 . Тогда z3  z2 = 
ibaiyaxbybxaibayix 11222222 )()()()(  . 

































































 умножить на число, сопряженное знаменателю,  
















































В практических вычислениях пользуются именно этим приемом. 
 







































2.4. Показательная форма записи комплексных чисел 
 
Если комплексному числу  sincos iz , модуль которого равен 1, 
поставить в соответствие показательное выражение ie , то получим со-
отношение  sincos iei , которое называется тождеством Эйлера. 
Отсюда, любое комплексное число z можно записать в виде z =  
=
 ier  (где r – модуль,  – аргумент). Эта форма записи комплексно-
го числа называется показательной формой, или формулой Эйлера. 
 
Пример 2.4. Записать в показательной форме комплексные числа: 







































Рассмотрим действия над комплексными числами в показательной 
форме. Умножение и деление комплексных чисел выполняется про-
сто, если они записаны в показательной форме. 
Действительно, если ,111
 ierz  ,222
 ierz  то  21 zz   
= )(21





























Выберите правильный ответ. 
 




4) 1 000 000. 
 





4) 1 000 000. 
 






4) 1 000 000. 




4) 1 000 000. 
 
 
Тема 3. ЛИНЕЙНЫЙ ОПЕРАТОР 
 
3.1. Линейное преобразование и его матрица 
 
Определение 3.1. Отображение L  из линейного пространства nR  в 
линейное пространство R m называется линейным отображением, или 
линейным оператором, если для любых векторов x, y из R n и любой 
константы  выполняются равенства: 
1) );()()( yLxLyxL   
2) ).()( xLxL   
Эти два равенства эквивалентны равенству  )()( xLyxL  
)(yL . 
Вектор Lx называется образом вектора x, а вектор x – прообразом 
вектора Lx при преобразовании L. 
Заметим, что линейный оператор отображает нулевой вектор в ну-
левой вектор. По свойству линейности 0)()()()0(  xLxLxxLL . 
Любая матрица размера mn задает линейное отображение про-
странства R 
n
 в пространство R 
m. Действительно, матрицу из n столб-
цов можно умножить на любой вектор-столбец, состоящий из n коор-
динат, так как размеры mn и n1 согласованы. В частности, квадрат-
ную матрицу порядка n можно умножать на вектор-столбец, состоя- 
щий из n координат, так как размеры матриц будут nn и n1, и ре-













































Таким образом, каждая квадратная матрица задает преобразова-
ние, или отображение, в пространстве размерности n. 
Отображения, вводимые таким образом, будут линейными, что 
следует из свойств умножения матриц: ACABCBA  )(  для лю-
бых матриц A, B, C, размеры которых согласованы и возможно  
их умножение, поэтому AyAxyxA  )( . Аналогично из свойства 
ABBA  )( следует AxxA  )( . 












































То есть образом будет вектор, координаты которого есть элементы 
первого столбца в матрице, задающей отображение. Аналогично для 
вектора ei образом будет вектор, координаты которого – элементы 
столбца номер i рассматриваемой матрицы. 
Итак, матрица задает линейное отображение векторов. 
С другой стороны, любое линейное отображение L конечномерных 
пространств можно задать с помощью матрицы. 
Действительно, представим вектор x в виде nnexexexx  ...2211 , 
где nxxx ...,,, 21  – координаты, neee ...,,, 21  – базисные векторы. По 
свойству линейности оператора получим:  ...()( 2211 exexLxL  
)(...)()() 2211 nnnn exLexLexLex  = ).(...)()( 2211 nn eLxeLxeLx   
Отсюда видно, что образ вектора зависит лишь от координат этого 
вектора и от векторов )(...,),(),( 21 neLeLeL . Матрица, составленная из 
этих векторов (по столбцам), является матрицей линейного оператора. 
 
 
3.2. Построение матрицы линейного оператора 
 
Пусть задана система nccc ...,,, 21  из n векторов, образующих ба-
 
27 
зис, и произвольная система n векторов nbbb ...,,, 21  (возможно, ли-
нейно зависимая). Тогда однозначно определен линейный оператор, 
отображающий каждый вектор первой системы в соответствующий 
вектор второй системы. 
Матрицу этого оператора можно найти двумя способами: с помо-
щью обратной матрицы и с помощью системы уравнений. 
Пусть A − матрица оператора в базисе neee ...,,, 21 . По условию 
ii bAc   для всех индексов ni ...,,1 . Данные n равенств можно запи-
сать в виде одного матричного равенства: .BAC   При этом столбцы 
матрицы B − это векторы nbbb ...,,, 21 , а столбцы матрицы C – векторы 
nccc ...,,, 21 . Тогда матрица A  может быть найдена в виде .
1 BCA  
 
Пример 3.1. Найти матрицу линейного оператора, отображающего 












































































































3.3. Матрица линейного оператора в новом базисе 
 
Пусть линейный оператор L, действующий в пространстве R 
n, в ба-
зисе neee ...,,, 21  имеет матрицу A, а в базисе neee  ...,,, 21  – матрицу B. 
Требуется найти, как связаны между собой матрицы A и B. 
Обозначим через С  матрицу перехода от базиса neee ...,,, 21  к ба-
зису neee  ...,,, 21 . Тогда матрица линейного оператора в новом базисе 
вычисляется по формуле ACCB 1 , где C – матрица перехода от 















A . Найти матрицу этого оператора в новом базисе: 
211 32 eee  , 212 eee  . 
Решение 






































3.4. Свойства линейных операторов 
 
Для любых двух линейных операторов mn RRLL :, 21 определен 
оператор L, называемый суммой данных двух операторов. Действие 
оператора L на любой вектор пространства 
nR  определяется следую- 
щим образом: ).()()( 21 xLxLxL   
Например, сумма линейных операторов L(x) = [а, х] и L(x) = [х, а] – 
нулевой оператор. Для всякого линейного оператора L определен 
оператор L, называемый произведением L на число . Действие это-
го оператора задается с помощью формулы 
).())(( xLxL   
Для линейных операторов ,:1
mn RRL   sm RRL :2  определен 
оператор, называемый композицией двух исходных операторов и 
обозначаемый как 12 LL  . Композиция определяется таким образом: 
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))(())(( 1212 xLLxLL  . 
 
 
3.5. Собственные числа и собственные векторы 
 
Определение 3.2. Ненулевой вектор x называется собственным 
вектором линейного оператора nn RRL : , соответствующим соб-
ственному числу , если выполнено равенство xLx  . 
Определение 3.3. Пусть A – матрица линейного оператора L. Мат-
рица AE   называется характеристической матрицей линейного 
оператора, уравнение 0 AE  – характеристическим уравнением, 
а его корни – характеристическим корнями линейного оператора. 
Алгоритм нахождения собственных чисел и собственных векторов 
осуществляется в два этапа: 
1. Требуется найти корни характеристического уравнения  
0 AE . 
2. Для каждого найденного характеристического корня необходи-
мо решить однородную систему   0 xAE  и найти ее фундамен-
тальную систему решений (это и будут собственные векторы, соот-
ветствующие данному числу ). 
 
Пример 3.3. Найти все собственные числа и собственные векторы 












































  = 06116 23  . 
Итак, 6,11,6 012  aaa . Число –6 делится без остатка на 1, 
2, 3 и 6. Тогда p может принимать значения 1, 2, 3, 6; q = +1 или –1. 
Поэтому среди рациональных чисел корни могут быть только +1, –1, 
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+2, –2, +3, –3, 6, –6. 
Найдем три характеристических корня (1, 2 и 3). Далее решаем 
однородную систему уравнений 0)(  xAE  для каждого из трех 
собственных чисел: 






















































Ранг системы равен 2, рассматриваем 1-е и 3-е уравнения. Первый 
и второй столбцы не образуют базисный минор, поэтому x3 не может 
быть свободной переменной. Пусть свободной переменной будет x2,  
и далее, решая систему, получаем фундаментальную систему реше-
ний: вектор )0,1,2(1 a . 
Проводим проверку, умножаем матрицу оператора на этот вектор 
и видим, что он действительно является собственным и соответству-






































































































































































































































Пример 3.4. Найти собственные числа и собственные векторы для 























23   
Число 1 является корнем данного многочлена, разделим на ( – 1) 
и найдем еще два корня. Итак, собственными числами будут 1, 1 и 3. 
Корень 1 имеет кратность 2. При его подстановке вместо  получим 
матрицу ранга 1, т. е. все 3 строки оказываются линейно зависимыми. 
Тогда фундаментальная система решений состоит из двух векторов: 








































  .02 321  xxx  
Здесь свободные переменные х2, х3, фундаментальная система ре-
шений: )0,1,2(1 a , ).1,0,2(2 a  





















































Здесь фундаментальная система решений ).1,2,1(3 a  




Выберите правильный ответ. 
 
Тест 3.1. Линейный оператор A
~









A . Образ  xAy   вектора 1ex   будет равен: 
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1) (2, 3); 
2) (2, –1); 
3) (–1, 4); 
4) (3, 4). 
 














A  в некотором базисе, будет следующим: 
1) 3x ; 
2) xx 3 ; 
3) 23 xx  ; 
4) 13 x . 
 














A  в некотором базисе, будут следующими: 
1) 5,2,2 321  ; 
2) 5,2,2 321  ; 
3) 5,2,2 321  ; 
4) 5,2,2 321  . 
 
 
Тема 4. КВАДРАТИЧНЫЕ ФОРМЫ 
 
Определение 4.1. Пусть х

 = (х1, х2, …, хn) – вектор пространства R 
n
. 








 называется квадратичной 
формой, а aij − ее коэффициентами. 
Определение 4.2. Квадратичная матрица, элементами которой яв-
ляются коэффициенты aij квадратичной формы, называется матрицей 
квадратичной формы. 
Предполагается, что aij = aji. Коэффициенты aij при 
2
iх  (i = 1, 2, …, n) 
располагаются на главной диагонали, и поэтому матрица квадратич-
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ной формы симметрична. 
 
Пример 4.1. Найти матрицу квадратичной формы L(х1, х2, х3) = 
2
1х – 





















































писать квадратичную форму. 
 
Решение 
L(х1, х2, х3) = 2
2
1х  – 3
2
2х  + 
2
3х  + 8х1х2 – 10х1х3. 
 
Определение 4.3. Ранг матрицы квадратичной формы называется 
рангом самой квадратичной формы. 
Определение 4.4. Если матрица квадратичной формы невырож-
денная, то сама квадратичная форма – невырожденная. 


































, так как 








jiij xxa  
Отсюда следует матричная запись квадратичной формы L = XTAX. 













































































В обоих случаях ранги квадратичных форм равны 3. 
Определение 4.5. Квадратичная форма называется положительно 
(отрицательно) определенной, если при всех значениях перемен-
ных, из которых хотя бы одно отлично от нуля, L(х1, х2, …, хn) > 0 
(L(х1, х2, …, хn) < 0). 
Последовательность главных угловых миноров матрицы квадра-























Теорема 2 (критерий Сильвестра). Квадратичная форма L по-
ложительно определена тогда, и только тогда, когда все ее главные 
угловые миноры положительны. Квадратичная форма L отрица-
тельно определена тогда и только тогда, когда ее нечетные главные 
угловые миноры отрицательны, а четные − положительны. 
 
Теорема 3. Квадратичная форма положительно (отрицательно) 
определена тогда и только тогда, когда все собственные значения 
квадратичной матрицы положительны (отрицательны). 
 
Пример 4.3. Исследовать на знакоопределенность следующие квад-
ратичные формы: 
а) L(х1, х2, х3) = 3
2
1х  + 2х1х2 + 4
2
2х ; 
б) L(х1, х2, х3) = 3
2





в) L(х1, х2, х3) = 4
2













A ; 031  ; 01141
13

















  − квадратич-












A ; 041  ; 02   − квадратичная форма не явля-
ется знакоопределенной. 
 
Определение 4.6. Квадратичная форма называется канонической, 






2 ,  и значит, матрица имеет диа-
гональный вид. 
 
Теорема 4. Всякая квадратичная форма может быть приведена к 
каноническому виду при помощи невырожденного линейного преобра-
зования. 
 
Существует несколько методов получения этого результата. При 
решении примера применим метод Лагранжа. 
 
Пример 4.4. Привести к каноническому виду квадратичную форму  
L = 21х  + 2
2
2х  + 8
2
3х  + 2х1х2 + 5х2х3 + 2х1х3. 
 
Решение 
Сгруппируем все члены, содержащие х1, и дополним их до полно-
го квадрата: 
L = ( 21х  + 2х1х2 + 2х1х3) + 2
2
2х  + 8
2
3х  + 5х2х3 = (
2
1х + 2х1(х2 + х3) +  
+ (х2 + х3)
2
) – (х2 + х3)
2
 + 2 22х  + 8
2
3х  + 5х2х3. 





















При помощи невырожденного линейного преобразования y1 = х1 +  
+ х2 + х3, y2 = х2 + 
2
3
х3, y3 = 
4
19
х3 получаем канонический вид квадра-
тичной формы: 
L(y1, y2, y3) = 
2
1y  + 
2




Фундаментальное значение в объединении различных методов вы-
ражения квадратичных форм в каноническом виде имеет так называ-
емый закон инерции квадратичных форм. 
 
Теорема 5. Число слагаемых с положительными (отрицательными) 
коэффициентами квадратичной формы не зависит от способа приве-
дения формы к каноническому виду и равно рангу квадратичной формы. 
 
Все рассмотренные выше вопросы имеют непосредственное отно-
шение к упрощению уравнений кривых второго порядка или иных 
линий. 
В финале преобразований могут быть получены следующие урав-











 − эллипс. 
В частном случае, когда a = b = R, имеем уравнение окружности 












































 − пара пересекающихся прямых. 
6. у2 = 2рх (x2 = 2рy) − параболы. 
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7. у2 = а2 (х2 = а2) − пары параллельных прямых. 
8. у2 = 0 (х2 = 0) − пары слившихся прямых. 
9. у2 = –а2 (х2 = –а2) − пустые множества точек. 
Уравнения 1–3 определяют фигуры эллиптического типа, 4 и 5 − 
гиперболического, 6–9 − параболического. 
Рассмотрим общее уравнение кривой второго порядка на плоскости 
ax
2
 + bxy + cy
2
 + dx + gy + f = 0, где .0 cba  
 
Квадратичная форма, соответствующая данному уравнению, – L(x, y) = 
























, то общее 
уравнение кривой второго порядка определяет фигуру эллиптическо-
го типа, если   0 – гиперболического, а если  = 0 – параболического. 
 
Пример 4.5. Привести к каноническому виду уравнение 25 21х  –  
– 14х1х2 + 25
2























(25 – λ)2 – 49 = 0,25 – λ – 7 = 0, λ1 = 18; 
25 – λ + 7 = 0, λ2 = 32. 
Найдем нормированный собственный вектор-столбец матрицы А с 

































































































21 yy   


















Получим уравнение эллипса с центром в точке О1(0; 2 ) и с полу-



















Это неравенство, где слева стоит определитель матрицы квадра-
тичной формы, означает, что данное в условии уравнение кривой 
второго порядка определяет кривую эллиптического типа. Так оно и 













нить параллельный перенос по формулам: z1 = y1; z2 = y2 – 2 . Имеем 















Выберите правильный ответ. 
 
Тест 4.1. Функция квадратичной формы имеет вид: 
1) f (х1, х2, х3) = 2
2
1х  – 5х1х3 +
2
1х х3; 
2) f (х1, х2, х3) = 
2
1х  – х2 +х1х3; 
3) f (х1, х2, х3) = 3
2
1х  – 6х1х3 +
2
2х  – х2х3; 





5) f (х1, х2, х3) = х1 – 5
2
2х  + х2х3. 
 
Тест 4.2. Ранг функции квадратичной формы L(х1, х2, х3) = 3
2
1х  + 
2
2х  + 
+ 4 23х  – 6х1х3: 
1) 1;   2) 2;   3) 3;   4) 4;   5) 5. 
 
Тест 4.3. Знакоопределенность функции квадратичной формы 
L(х1, х2) = 12
2
1х  – 6х1х2 + 7
2
2х : 
1) положительно определена; 
2) отрицательно определена; 
3) знакоопределена. 
 
Тест 4.4. Знакоопределенность функции квадратичной формы 
L(х1, х2, х3) = 2
2
2х  – 
2
1х – х1х3 – 2
2
3х : 
1) положительно определена; 




Тема 5. АППРОКСИМАЦИЯ И ИНТЕРПОЛЯЦИЯ 
ФУНКЦИЙ 
 
5.1. Аппроксимация функций 
 
В простейшем случае задача аппроксимации экспериментальных 
данных выглядит следующим образом: пусть есть какие-то данные, 
полученные практическим путем (в ходе эксперимента или наблюде-
ния), которые можно представить парами чисел (x, y). Зависимость 




Таблица 3  
xi x0 x1 x2 … xn 
yi y0 y1 y2 … yn 
 
На основе этих данных требуется подобрать функцию y = (x), ко-
торая наилучшим образом сглаживала бы экспериментальную зависи-
мость между переменными и по возможности точно отражала общую 
тенденцию зависимости между x и y, исключая погрешности измере-
ний и случайные отклонения. Это значит, что отклонения yi – (xi)  
в каком-то смысле были бы наименьшими. 
Аппроксимация – процесс подбора эмпирической функции y = (х) 
для установления из опыта функциональной зависимости y = f (х). 
Эмпирические формулы служат для аналитического представле-
ния опытных данных. 
Обычно задача аппроксимации распадается на две части: 
1. Сначала устанавливают вид зависимости y = f (x) и соответственно 
вид эмпирической формулы y = (х), т. е. решают, является ли она 
линейной, квадратичной, логарифмической или какой-либо другой. 
2. Затем определяют численные значения неизвестных параметров 
выбранной эмпирической формулы, для которых приближение к за-
данной функции оказывается наилучшим. 
 
 
5.2. Интерполяция функций 
 
Интерполирование по определению предполагает нахождение про- 
межуточных значений величины, заданной таблицей или графиком, по 
некоторым ее значениям. Относительно функциональных зависимо-
стей она является одним из основных видов точечной аппроксимации. 
Пусть на отрезке [a, b] заданы значения функции y = f (x) в точках  
a  x0 < x1 < x2 < … < xn  b: 
f (x0) = y0, f (x1) = y1, f (x2) = y2, …, f (xn) = yn. 







 + … + an–1x + an,         (5.1) 
который в точках x0, x1, x2, …, xn принимает те же значения, что и 
данная функция, т. е. выполняются равенства: 
Pn(xi) = f(xi) = yi, i = 0, 1, 2, …, n.          (5.2) 
Другими словами, интерполяция – нахождение многочлена вида 
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(5.1), который на отрезке [a; b] являлся бы приближением для функ-
ции y = f(x). 
Многочлен (5.1) называется интерполяционным многочленом, точ-
ки x0, x1, x2, …, xn – узлами интерполяции. 
Интерполяция дает возможность находить приближенные значе-
ния функции f (x) в точках x, лежащих между узлами интерполяции, 
когда функция задана только в точках x0, x1, …, xn, а также когда 
функция задана формулой на всем отрезке [a; b], но вычисление ее 
значений по этой формуле очень трудоемко. 
Покажем, что всегда существует и притом единственный интерпо-
ляционный многочлен (5.1), удовлетворяющий условиям равенства 
(5.2). Для простоты возьмем n = 2, т. е. искомый многочлен: 
P2(x) = a0x
2
 + a1x + a2.           (5.3) 
Подставляя в уравнение (5.3) вместо x числа x0, x1, x2 и учитывая, 
что в этих точках значения функции соответственно равны y0, y1, y2, 
получаем систему трех уравнений первой степени с тремя неизвестны-

























Так как числа x0, x1, x2 различны, то определитель этой системы 
отличен от нуля: 



















Следовательно, решение данной системы существует и оно един-
ственное, что и доказывает утверждение. 
Геометрически это означает, что через три точки M0(x0; y0), M1(x1; y1), 
M2(x2; y2) проходит единственная линия, определяемая уравнением (5.3). 
Таким образом, интерполяционный многочлен (5.1) всегда суще-
ствует и единственен.  
Интерполяционная формула Лагранжа. 
Рассмотрим вопрос об отыскании коэффициентов интерполяцион-
ного многочлена (5.1). Подставляя этот многочлен в систему (5.2), 
получаем систему n + 1 уравнений первой степени с n + 1 коэффици-

































Решая систему, находим коэффициенты и, подставляя их в урав-
нение (5.1), получаем искомый интерполяционный многочлен. Одна-
ко на практике этот способ связан с громоздкими вычислениями при 
решении системы. 
Поэтому интерполяционный многочлен (5.1) будем искать в виде 
Pn(x) = a0(x – x1)(x – x2)  (x – xn) + a1(x – x0)(x – x2)  (x– xn) + 
+ + an(x – x0)(x – x1)  (x – xn–1). 
Полагая в формулу (5.4) x = x0 и учитывая условия ситемы (5.2), 
получим: 













Полагая в формулу (5.4) x = x1, получим: 





































Подставляя найденные значения коэффициентов в формулу (5.4), 


























































          (5.5) 
Формула (5.5) называется интерполяционной формулой Лагранжа. 
 
Пример 5.1. В результате эксперимента для функции f(x) получили 
таблицу 4. 
 
Таблица 4  
x0 = 1 x1 = 3 x2 = 5 
y0 = 2 y1 = 1 y2 = 8 
 








































































Интерполяционная формула Ньютона. 
Рассмотрим частный случай, когда разность между узлами посто-
янна и равна xi – xi–1. Введем следующие обозначения: 
Δy0 = y1 – y0, Δy1 = y2 – y1, Δy2 = y3 – y2, … , ; 
Δ2y0 = Δy1 – Δy0, Δ
2
y1 = Δy2 – Δy1, Δ
2


























называемые разностями первого, второго, третьего, n-го порядков. 
Найдем интерполяционный многочлен n-й степени, принимающий 
в точках x0, x1 = x0 + h, x2 = x0 + 2h, …, xn = x0 + nh соответственно зна-
чения y0, y1, y2, …, yn. Сначала найдем многочлен первой степени, 
принимающий в точках x0 и x1 = x0 + h значения y0 и y1. Подставляя в 

























































































































yxP   
Формула (5.6) определяет искомый многочлен и называется ин-
терполяционной формулой Ньютона. 
Задача интерполяции имеет единственное решение, поэтому фор-
мулы Лагранжа и Ньютона для данных значений xi и yi тождественны 
и отличаются лишь группировкой членов. 
На практике формула Ньютона более удобна, так как при добавлении 
новых узлов интерполяции в формуле Лагранжа требуется пересчи-
тывать заново все коэффициенты, когда как в формуле Ньютона до-






Выберите правильный ответ. 
 
Тест 5.1. Интерполяционный многочлен 2-й степени имеет вид: 
1) P2(x) = a0x
2
 +a1x + a2; 
2) P2(x) = a0x + a1; 
3) P2(x) = 2a0 + 2a1x + 2a2x; 































































1) интерполяционной формулой Ньютона; 
2) интерполяционной формулой Лагранжа; 
3) формулой Бернулли. 
 
Тест 5.3. Задача интерполяции имеет: 
1) множество решений; 
2) единственное решение. 
 
 
Тема 6. НЕКОТОРЫЕ ТЕОРЕМЫ  
О ДИФФЕРЕНЦИРУЕМЫХ ФУНКЦИЯХ 
 
Рассмотрим ряд теорем, имеющих большое теоретическое и при-
кладное значение. 
Теорема 6 (Ферма). Если дифференцируемая на интервале (а; b) 
функция y = f(x) принимает наибольшее (наименьшее) значение в не-
которой точке c  (а; b), то производная функции в этой точке рав-
на нулю, т. е. .0)(  cf  
 
Геометрический смысл теоремы заключается в следующем: в точке 
наибольшего или наименьшего значения, достигаемого внутри про-

















Рисуно к 9  
Теорема 7 (Ролля). Пусть функция y = f(x) удовлетворяет следу-
ющим условиям: 
1) непрерывна на отрезке [a; b]; 
2) дифференцируема на интервале (a; b); 
3) на концах интервала принимает равные значения, т. е. f(a) = f(b). 
Тогда внутри отрезка существует, по крайней мере, одна точка  
c  (а; b), в которой производная равна нулю: .0)(  cf  
 
Геометрический смысл теоремы состоит в следующем: у графика 
непрерывной на отрезке и дифференцируемой внутри него функции, 
принимающей на его концах одинаковые значения, существует точка, 





Рисуно к 10  
 
Теорема 8 (Лагранжа). Пусть функция y = f(x) удовлетворяет 
следующим условиям: 
1) непрерывна на отрезке [a; b]; 
2) дифференцируема на интервале (a; b). 

f(c) 
f(a) = f(b) 
Y 
M 
X O a c b 
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Тогда внутри отрезка существует по крайней мере одна точка  
c  [a; b], в которой производная равна частному от деления прира-











Геометрический смысл теоремы заключается в следующем: на 
кривой y = f (x) всегда найдется хотя бы одна точка М (с; f (c)), в кото-
рой касательная, проведенная к кривой в этой точке, будет параллельна 












Рисуно к 11  
 
Теорема Лагранжа является обобщением теоремы Ролля. 
 
Теорема 9 (Коши). Пусть функции y = f(x) и )(xy   удовлетво-
ряют следующим условиям: 
1) непрерывны на отрезке [a; b]; 
2) дифференцируемы на интервале (a; b); 
3) (x)  0 во всех точках интервала (a; b). 
Тогда существует по крайней мере одна точка с  (а; b), в кото-










































, который основан на применении производных. 
 
Теорема 10 (правило Лопиталя). Предел отношения двух беско-
нечно малых или бесконечно больших функций равен пределу отноше-
ния их производных (конечному или бесконечному), если последний 
существует в указанном смысле. 






















































































































Условия монотонности функции. Экстремумы функции. 
Функция y = f(x) называется возрастающей (убывающей) на отрез-
ке [a; b], если для любых х1 и х2 на этом отрезке верно неравенство 
f(x1) < f(x2) (f(x1) > f(x2)), когда х1  х2. 
 
Теорема 11. Пусть функция y = f(x) непрерывна на отрезке [a; b] 
и дифференцируема во всех точках интервала (a; b). Если при этом  
f(x) > 0, то функция возрастает на отрезке [a; b], если f (x) < 0, то 




Функция возрастающая или убывающая называется монотонной. 
Точка x = x0 называется точкой максимума (минимума) функции 
f(x), если существует двусторонняя окрестность этой точки, в которой 
функция определена и при этом для всех х  х0 из этой окрестности 
f(x) < f(x0) (f(x) > f(x0)). 
 
Теорема 12 (необходимые условия экстремума). Если x0 – точка 
экстремума функции, то либо производная в этой точке не суще-
ствует, либо f(x0) = 0. 
 
Обратное утверждение неверно. 
Точки, в которых производная равна нулю, называются стацио-
нарными. Точки, в которых производная равна нулю или не суще-
ствует, называются критическими. 
 
Теорема 13 (достаточные условия экстремума). Пусть функция  
y = f(x) непрерывна в точке x0 и дифференцируема в некоторой ее 
окрестности (кроме, быть может, самой точки x0). Если при пере-
ходе через точку x0 производная f (x) меняет знак с плюса на минус, то 
x0 – точка максимума. Если же производная f (x) меняет знак с мину-
са на плюс, то x0 – точка минимума. 
 
Пример 6.2. Найти экстремумы функции y = x3 – 9x2 + 15x. 
 
Решение 
Функция определена и дифференцируема на всей числовой пря-
мой, причем ).5()1(315183 2  xxxxy  
Определяем критические точки, в которых производная f (x) = 0 
или не существует. 
1. Приравнивая производную к нулю, находим: .5,1 21  xx  
2. Точек, в которых производная не существует, у данной функции нет. 
Наносим критические точки на числовую прямую. Для определе-
ния знака производной на каждом промежутке выберем значения. 
Например, при x = 0  f (0) = 15  0, следовательно, f (x)  0 при всех x  1. 
В результате, получаем картину знаков производной, представленную 
на рисунке 12. 
 
                                                                                                               
                                            f'(x)   +                –           + 
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                                                                 1          5                        x 
Рисуно к 12  
 
Итак, функция y xxx 159 23   убывает на промежутке [1; 5] и 
возрастает на промежутках (–; 1) и (5; +). 
Точка х = 1 является точкой максимума, х = 5 – точкой минимума. 
Тогда 
,7115191)1( 23max  ff .25515595)5(
23
min  ff  
Выпуклость и вогнутость графика функции. Точки перегиба. 
График дифференцируемой функции y = f(x) называется выпуклым 
(выпуклым вверх) на интервале (a; b), если он расположен ниже каса-










Рисуно к 13  
 
График дифференцируемой функции y = f(x) называется вогнутым 
(выпуклым вниз) на интервале (a; b), если он расположен выше каса-



















0 a x0 b 
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Теорема 14 (достаточное условие выпуклости (вогнутости) 
графика функции). Если f (x) < 0 на интервале (a; b), то график 
функции является выпуклым на этом интервале. Если f (x) > 0 на ин-
тервале (a; b), то график функции является вогнутым на этом про-
межутке. 
 
Точки, в которых вторая производная функции y = f(x) равна нулю 
или бесконечности либо вовсе не существует, называются критиче-
скими точками второго рода. Эти точки лежат внутри области опре-
деления данной функции. 
Точка M(x0; f(x0)), отделяющая выпуклую и вогнутую часть непре-
рывной функции, называется точкой перегиба (рисунок 15). 












Рисуно к 15  
 
Заметим, что график функции пересекает касательную в точке пе-
региба и переходит с одной ее стороны на другую. 
 
Теорема 15 (необходимое условие точки перегиба). Если х0 – 
точка перегиба графика функции y = f(x), то либо вторая производ-
ная в этой точке не существует, либо .0)( 0  xf  
 
Теорема 16 (достаточное условие точки перегиба). Если при пе-
реходе через критическую точку x0 вторая производная )(xf   меня-
ет знак, то точка M(x0; f(x0)) есть точка перегиба функции y = f(x). 
Если же )(xf   знака не меняет, то точка M(x0; f(x0)) точкой переги-









Пример 6.3. Найти точки перегиба и интервалы выпуклости и во-
гнутости графика функции .535 23  xxxy  
 
Решение 
Функция 535 23  xxxy  определена и дважды дифференци-
руема при x  R: 
,3103 2  xx'y  у .106)3103( 2  xxx  
Находим точки, в которых вторая производная обращается в ноль 
или не существует: 




2. Точек, в которых  у не существует, нет (рисунок 16). 
 
                                                –           +       
                                                       
3
5
               
Рисуно к 16  
 




































Асимптоты графика функции. 
Асимптотой графика функции y = f (x) называется прямая ,  об-
ладающая тем свойством, что расстояние от точки M(x; f (x)) графика 
до этой прямой   при удалении точки M(x; f (x)) в бесконечность 
стремится к нулю (рисунок 17). 
Асимптоты бывают трех видов: вертикальные (17а), горизонталь-






















а                                                          б                                              в 
Рисуно к 17  
 
Нахождение асимптот графика функции y = f (x) основано на 
утверждениях, представленных ниже. 
Теорема 17. Пусть функция y = f(x) определена в некоторой 
окрестности точки x0 (исключая, возможно, саму эту точку) и хотя 
бы один из пределов функции при х х0 – 0 (слева) или при х х0 + 0 








f(x) = . То-
гда прямая x = x0 является вертикальной асимптотой графика функ-
ции y = f(x). 
 
Вертикальные асимптоты x = x0 следует искать в точках разрыва 
функции y = f(x) или на концах ее области определения (a; b), если a и 
b – конечные числа. 
 
Теорема 18. Пусть функция y = f(x) определена при достаточно 
больших х и существует конечный предел функции 
x
lim f(x) = b. Тогда 
прямая y = b есть горизонтальная асимптота графика функции y = f(x). 
 
В том случае, если 
x
lim f(x) = , функция может иметь наклонную 
асимптоту. 
 
Теорема 19. Пусть функция y = f(x) определена при достаточно 







lim  и 
x
lim (f(x) – 
– kx) = b. Тогда прямая bkxy   является наклонной асимптотой 
графика функции y = f(x). 
 













Функция непрерывна всюду кроме точки х = 1, в которой она тер-









 Отсюда следует, что 
прямая х = 1 – вертикальная асимптота, и других вертикальных 
асимптот нет. 










































Таким образом, прямая у = х – наклонная асимптота графика 
функции при х  +. Аналогично находим, что эта прямая является 
наклонной асимптотой и при х  –. 
 
Общая схема исследования функции и построения графика. 
Исследование функции y = f(x) целесообразно вести в определен-
ной последовательности: 
1. Найти область определения функции. 
2. Исследовать функцию на четность, нечетность и периодичность. 
3. Найти точки пересечения графика с осями координат. 
4. Найти интервалы возрастания и убывания, экстремумы функции. 
5. Найти интервалы выпуклости и вогнутости, точки перегиба. 
6. Найти асимптоты. 
7. Построить график функции. 





  и построить ее график. 
 
Решение 
Выполним все семь операций предложенной выше схемы исследо-
вания. 
1. Функция не определена при x = 1 и x = –1. Область определения 
D(y) функции – вся числовая ось за исключением точек x = 1 и x = –1, 

























Следовательно, график ее симметричен относительно начала ко-
ординат. 
3. Найдем точки пересечения графика с осями координат: с осью 
OY график пересекается при х = 0, откуда y = 0, т. е. точка О (0; 0) – 








y  откуда х = 0. 
Таким образом, точка О (0; 0) – единственная точка пересечения 
графика с осями координат. 
4. Определяем интервалы возрастания и убывания функции. 









































Отметим, что y  0 в области определения и функция является 
возрастающей на каждом интервале области определения. 










  то кри-
тическими точками являются точки x1 = 1 и x2 = –1 (y не существует), 
но они не принадлежат области определения функции. Экстремумов 
функция не имеет. 


















































Вторая производная равна нулю или не существует в точках х1 = 0, 
,12 x  .13 x  На рисунке 18 представлена схема изменения знаков 





                                                      +           –          +           – 
                                                                                  –1          0          1                      x 
Рисуно к 18  
 
Точка )0;0(O  является точкой перегиба графика функции. 
График выпуклый вверх на интервалах (–1; 0) и (1; +), выпуклый 
вниз на интервалах (–; –1) и (0; 1). 


























































Следовательно, есть горизонтальная асимптота, ее уравнение y = 0. 
Прямая y = 0 является асимптотой и при x  +, и при x  –. 






























Выберите правильный ответ. 
 
Тест 6.1. Если )(xfy   и )(xy   – дифференцируемые бесконеч-
но малые или бесконечно большие функции при ax , то имеет ме-


















































































Тест 6.2. Если в некотором промежутке производная данной 
функции )(xfy   положительна, т. е. 0)(  xf , то функция в этом 
промежутке: 
1) возрастает; 
2) имеет максимум; 
3) убывает; 
4) постоянна; 
5) имеет минимум. 
 
Тест 6.3. Кривая )(xfy   выпукла вверх на интервале  ba; , если 
во всех точках этого интервала выполняется соотношение: 
1) ;0)(  xf  
2) ;0)( xf  
3) ;0)(  xf  
4) ;0)(  xf  




Тест 6.4. Точка с абсциссой 0xx   кривой )(xfy   будет точкой 
перегиба, если 0)( 0  xf  или )( 0xf   не существует и выполняется 
условие: 
1) )(xf   при переходе через точку х = х0 меняет знак; 
2) 0)( 0  xf ;  
3) 0)( 0  xf ;  
4) при переходе через точку х = х0 производная )(xf   меняет знак; 
5) 0)( 0  xf . 
 










1) ;12  xy  
2) ;43  xy  
3) ;1 xy  







Тема 7. ГЕОМЕТРИЧЕСКИЙ СМЫСЛ ДВОЙНОГО  
ИНТЕГРАЛА 
 
Если положить 1),( yxf  всюду в области Р, то получим выра-

















Соответствующие задания функций ),( yxf  приводят к вычисле-
нию двойного интеграла, значения величин и смысл которых рас-
смотрены ниже. 
Аналогично задание функции 1),,( zyxf  приводит к выражению 
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Это и есть геометрический смысл тройного интеграла. Некоторые 
задания функции ),,( zyxf  приводят к вычислению тройных инте-
гралов, смысл которых рассматривается ниже. 
Вычисление площадей при помощи двойных интегралов. 





Если область D определена, например, неравенствами bxa  , 









 (рисунок 20). 
Если область D в полярных координатах определена неравенства-

























Рисуно к 20  
 
Замечание. При вычислении двойных интегралов переход от пря-









1. Область интегрирования есть круг или сектор. 
2. Подынтегральная функция содержит выражение 22 yx  (при пе-
реходе к полярным координатам ).222 ryx   
 
Пример 7.1. Вычислить площадь фигуры, ограниченной линиями 
.6,4 2  yxyyx  
 
Решение 













В результате получим А(3; 3), В(4; 2) (рисунок 21). 










































 yyy  
 
 






Пример 7.2. Найти площадь фигуры, ограниченной одной петлей 
кривой   xyayx 2222 2 ).0,0,0(  constayx  
 
Решение 














Получим: .2sin2sinsincos2 22224  ararrar  
Это лемниската Бернулли. Найдем площадь фигуры, ограниченной 













































Рисуно к 22  
 
Вычисление площади поверхности с помощью двойного инте-
грала. 
Чаще всего площадь поверхности определяют для класса кусочно 
гладких поверхностей с кусочно гладким краем (или без края). Обыч-
но это делают с помощью следующей конструкции. Поверхность раз-






бивают на мелкие части с кусочно гладкими границами: в каждой 
части выбирают точку, в которой существует касательная плоскость, 
и ортогонально проектируют рассматриваемую часть на касательную 
плоскость поверхности в выбранной точке. Площадь полученных 
плоских проекций суммируют и, наконец, переходят к пределу при 
все более мелких разбиениях (таких, что наибольший из диаметров 
частей разбиения стремится к нулю). 
Если поверхность σ задана уравнением z = f (x; y), где М(x; y)  D 
(рисунок 23), то площадь поверхности σ вычисляется по формуле 
 
    .);(');('1)( 2 dxdyyxfyxfS
D
yx           (7.1) 
 
Рисуно к 23  
 
Пример 7.3. Найти площадь поверхности кругового цилиндра 
222 azx  , вырезаемой параболическим цилиндром .22 axay   
 
Решение: 
Образующие цилиндрической поверхности  zazx 222  
22 xa  параллельны оси OY. Из последнего уравнения следует, 
что axa  . Искомая поверхность σ проецируется на плоскость 
XOY в область D, ограниченную прямыми x = –a, x = a и параболой 
z = f (x; y) 
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)(222 axayaxay   с вершиной в точке V(a; 0) и ветвями, 
направленными влево (рисунок 24). Причем из-за знака «» в уравне-
нии поверхности в эту область она проецируется дважды (сверху и сни-
зу). Сама поверхность симметрична относительно плоскости ZОХ, по-
этому достаточно проинтегрировать по верхней половине D1 области D 
и умножить на 4: 
 
   















где 22 xaz  , а область D1 ограничена прямыми y = 0, x = –a и па-
раболой .2 axay   
 
 
Рисуно к 24  
 





























Тогда площадь поверхности σ равна: 























































Указанная выше формула (7.1) для вычисления площади поверх-
ности тела в пространстве применима, когда поверхность или тело 
проецируется не только на координатную плоскость XOY, но и XOZ 
или YOZ. 
Например, если поверхность σ задана уравнением y = f (x; z), где 
M(x; z)  D  XOZ, то площадь поверхности σ вычисляется по формуле 
    .);(');('1)( 2 dxdzyxfyxfS
D
zx    
Рисунок в этом случае можно развернуть, направив для наглядно-





Рисуно к 25  
 




Данная поверхность представляет собой часть параболоида 
2222 99 zyxzyx   (симметричного относительно оси ОХ), 
ограниченного плоскостями x = 0 и y = 0. Поэтому ось OХ удобно 
направить вертикально вверх (рисунок 26). Линия пересечения пара-
болоида с плоскостью x = 0 есть окружность у2 + z2 = 9, а проекция 
поверхности σ на плоскость YOZ – полукруг D: 0,922  yzy  (ри-
сунок 27). 
Найдем :, zy xx   
.441)()(12,2 2222 zyxxzxyx zyzy   
Следовательно, площадь поверхности σ равна: 
.441)()(1)( 2222 dydzzydydzxxS
D D
zy    
 




Рисуно к 26  Рисуно к 27  
 























































Вычисление объемов тел при помощи двойного интеграла. 
Пусть тело ограничено снизу плоскостью ХY, сверху – поверх-
ностью z = f (x; y), а с боков – цилиндрической поверхностью (ри-
сунок 28). 





































Рисуно к 28  
 













Пример 7.5. Вычислить объем, ограниченный поверхностями x2 +  
+ y
2
 = 1, x + y + z = 3 и плоскостью ХОY. 
 
Решение 
Пределы интегрирования по оси ОХ будут следующими: 
;1,1 22
2

















Вычисление объемов тел с помощью тройного интеграла. 
Если поверхность тела описывается уравнением f (x, y, z) = 0, то объ-
ем тела в декартовых координатах может быть найден по формуле 
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При этом );(11 yxz   и );(22 yxz   – функции от х и у или посто-

















Рисуно к 29  
 
В цилиндрических координатах объем тела равен: 
 
U
dzddV .  
В сферических координатах используется следующая формула: 
 
U
dddabcV .sin2  
Пример 7.6. Найти объем тетраэдра, ограниченного плоскостями  
x + y + z = 5, x = 0, y = 0, z = 0. 
 
Решение 
Уравнение плоскости x + y + z = 5 можно переписать в виде z = 5 –  
– x – y. 
Если положить z = 0, то получим 5 – x – y = 0 или y = 5 – x. 
Следовательно, область интегрирования D в плоскости OXY огра-





z2 = 2(x; y) 






Рисуно к 30  
 






























































   



























Пример 7.7. Найти объем тела, ограниченного сферой x2 + y2 + z2 = 6 
и параболоидом x2 + y2 = z. 
 
Решение 
Определим сначала линию пересечения поверхностей. Подставляя 
уравнение параболоида в уравнение сферы, находим: 
,62  zz  
или 
.3,206 21
2  zzzz  
Второй корень z2 = −3 соответствует пересечению сферы с нижней 














разом, пересечение тел происходит при z1 = 2. Очевидно, что проек-
ция области интегрирования на плоскость OXY имеет вид окружно-
сти, заданной уравнением x2 + y2 = 2. 
 
       
 
Рисуно к 31  
 
Сверху область интегрирования ограничена сферической поверх-





































































































   d  
Заменим ρ2 = t. Здесь t = 0 при ρ = 0 и, соответственно, t = 2 при 
.2  































































Объем эллипсоида удобно вычислить, используя обобщенные 















Поскольку модуль якобиана при трансформации декартовых коор-
динат в обобщенные сферические координаты равен  sin2abcI , 
то .sin2  dddabcdxdydz  
Объем эллипсоида выражается через тройной интеграл: 
 
UU
dddabcdxdydzV .sin2  
В силу симметрии эллипсоида мы найдем объем 1/8 его части, 
расположенной в первом октанте (x ≥ 0, y ≥ 0, z ≥ 0), и затем умножим 
результат на 8. При этом обобщенные сферические координаты будут 
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Итак, объем эллипсоида равен: 






































































































Выберите правильный ответ. 
 
Тест 7.1. Пусть );( yxfz   – непрерывная положительная функ-
ция в области  .1),( 22  yxyxD  Тогда двойной интеграл 
dxdyyxf
D
 );(  равен: 
1) );0;0(f  2) 0; 
3) ),;( 00 yxf  где );( 000 yxM  – некоторая точка круга D; 
4) ),;( 00 yxf  где );( 000 yxM  – некоторая точка круга D. 
 
Тест 7.2. Формула для вычисления площади, ограниченной ли-


































Тест 7.3. Если поверхность тела описывается уравнением f (x; y; z) = 0, 

































































Тема 8. ДИФФЕРЕНЦИАЛЬНЫЕ УРАВНЕНИЯ  
ПЕРВОГО ПОРЯДКА 
 
8.1. Понятие о дифференциальном уравнении 
 
Определение 8.1. Обыкновенным дифференциальным уравнением 
называется уравнение, связывающее независимую переменную, неиз-
вестную функцию этой переменной и ее производные различных по-
рядков. 
Порядком обыкновенного дифференциального уравнения называ-
ется порядок старшей производной, содержащейся в нем. 
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В общем виде дифференциальное уравнение п-го порядка имеет 
следующий вид: 
F(x, y, y, y, …, y 
n
) = 0. 
Например, y + y – у – х = 0;   y + 2 y – 3у = 0. 
Решением дифференциального уравнения называется всякая функ- 
ция y = f(x) при подстановке которой в уравнение оно обращается в 
тождество. Процесс нахождения решения дифференциального уравне-
ния называется его интегрированием, а график решения – интеграль-
ной кривой. 
Например, дано уравнение y – 3х2 = 0, y = 3х2. 
Решение дифференциального уравнения – у = х3 + с. 
Общим решением дифференциального уравнения п-го порядка 
называется его решение, выраженное явно относительно неизвестной 
функцией и содержащее п независимых произвольных постоянных: 
у = (х, с1, с2, …, сп). 
Общим интегралом дифференциального уравнения п-го порядка 
называется его решение, выраженное в виде неявной функции. 
Частным решением дифференциального уравнения называется та-
кое его решение, в котором произвольным постоянным приданы кон-
кретные числовые значения. 
В общем виде дифференциальное уравнение первого порядка за-
писывается так: F(x, y, y) = 0. 
Если это уравнение можно разрешить относительно y, то оно за-
пишется следующим образом: 
y´ = f(x, у).           (8.1) 
Его общее решение – у = (х, с), где с – постоянная. 
Уравнение (8.1) можно переписать в виде ),( yxf
dx
dy
 , или 
f (x, у)dx – dy = 0. Умножив обе части последнего равенства на неко-
торую функцию N(x, y), преобразуем его к симметричному виду: 
М(x, у)dx – N(x, у)dy = 0. 
В полученном уравнении переменные х и у являются равноправ-
ными. Этим часто пользуются при решении дифференциальных урав- 
нений. 
Если рассматривать дифференциальное уравнение вида (8.1) и 
обозначить через α угол между касательной к интегральной кривой  
у = у(х) в точке (х, у) и положительным направлением оси ОХ, то, 
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принимая во внимание, что tg α = y, а y = f (x, у), мы получим tg α = 
f(x, у), так что направление касательных к интегральным кривым за-
дается самим уравнением. 
Проведя в каждой точке (х, у) из D( f (x, y)) отрезок (для определен-
ности) единичной длины с центром в этой точке, образующий с по-
ложительным направлением оси ОХ угол α, где tg α = f (x, у), получим 
так называемое поле направлений. 
Задачи, приводящие к дифференциальным уравнениям. 
Задача о распаде радия. Известно, что скорость распада радия 
пропорциональна его наличному количеству. Необходимо найти за-
кон распада радия, если известно его первоначальное количество и 
период полураспада Т. Обозначим через R количество радия в момент 
времени t, а через R0 – первоначальное количество радия. Тогда ско-
рость распада равна 
dt
dR
. Она отрицательна, так как R есть убываю-
щая функция от t. Согласно условию задачи 
dt
dR
= –kR, где k – некото-
рое положительное число. Отсюда kdt
R
dR
 . Интегрируя, получим 
ln R = –kt + ln|c1|. Поэтому R = се
–kt
 (с = |c1|). Найдем с и k. Для опреде-
ления с воспользуемся условием, что при t, равном нулю, R = R0. Зна-
чит, с = R0 и R = R0е
–kt. Для определения k воспользуемся условием, 
что при t = Т, 
2
0R

























8.2. Неполные дифференциальные уравнения первого порядка 
 
Дифференциальное уравнение первого порядка называется непол-
ным, если в нем не содержится явно или функция, или независимая 
переменная. В том случае, когда правая часть уравнения (8.1) не зави-
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dy = f (x)dx. 
Отсюда получаем, что  dxxfy )( . Значит, решение дифферен-
циального уравнения свелось к нахождению первообразной функции 
для f(x). 
Если правая часть уравнения (8.1) не содержит независимой пере-
менной х, то оно имеет вид ),(yf
dx
dy































8.3. Дифференциальные уравнения  
с разделяющимися переменными 
 
Дифференциальное уравнение называется уравнением с разделяю- 
щимися переменными, если оно имеет вид 
,0)()()()( 1221  dyyxfdxyxf  
где f1(x) и f2(x) – функции переменной х; 
1(у), 2(у) – функции переменной у. 
 







































Пример 8.2. Решить уравнения: 































0 dyexdxe yx ; 
   cdyexdxe
yx ; 





8.4. Однородные дифференциальные уравнения  
первого порядка 
 
Определение 8.2. Функция f (x, y) называется однородной функ-
цией k-й степени, если для любого t выполняется равенство f (tx, ty) =  
= t
k
f (x, y). Если однородная функция имеет нулевую степень, то f (tx, ty) =  
= t
0
f (x, y) = f (x, y). 
Предложение. Отношение двух однородных функций одинаковых 
степеней есть однородная функция нулевой степени. 
Пусть f (x, y) и φ(х, у) – однородные функции k-й степени. Рас-
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   
Дифференциальное уравнение первого порядка M(x, y)dx +  
+ N(x, y)dy = 0 называется однородным, если M(x, y) и N(x, y) – одно-








  или ),( yxf
dx
dy





























f ),(, . 






= z. Отсюда у = zх. Тогда .zxz
dx
dy
  А значит, 
.)( zxzzF   Отсюда zzF
dx
dz
x  )(  и xdz = (F(z) – z)dx – уравнение 
с разделяющимися переменными. 
 










  Сделаем подстановку у = zх. Отсюда у´ = z´х + z. 











;2zz   ;2z
dx
dz




















ln  и .
ln cx
x
y   
 
 




Дифференциальное уравнение n-го порядка называется линейным, 







Рассмотрим линейное дифференциальное уравнение первого по-
рядка 
у = а1(х)у = f (x),          (8.2) 
где а1(х) и f(x) – непрерывные функции. 
 
Решим данное уравнение. Представим решение уравнения у(х) =  





























           (8.3) 















Полученное уравнение является уравнением с разделяющимися 




v   
Это также уравнение с разделяющимися переменными. Отсюда 
найдем функцию и. Итак, у = иv. 
 




























































































)1ln(ln 2  xv ;  v = х2 + 1; 
  11 22  xx
dx
du










  cxxy 11 22 . 
 
Уравнение Бернулли. 
Уравнение Бернулли имеет следующий вид: 
nyxqyxpy )()(  , где п ≠ 0, п ≠ 1. 
Уравнение Бернулли приводится к линейному уравнению делени-
ем обеих частей на уп и введением новой функции z = y1–n. 
 
 
8.6. Уравнение в полных дифференциалах 
 
Если в уравнении (8.1) М(х, у)dx + N(х, у)dy = 0 левая часть есть 
полный дифференциал некоторой функции и(х, у), то оно называется 
уравнением в полных дифференциалах. Его общее решение: 
и(х, у) = с; 
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.0),(0 cxyyxdydxxdy   
Замечание. Для того чтобы уравнение (8.1) было уравнением в 













Во многих вопросах теоретического и прикладного характера тре-




),( yxf найти решение у = у(х), удовлетворяющее условию уравне-
ния (8.1) у = у0 при х = х0, где х0 и у0 – заданные числа, т. е. такое ре-
шение, в котором функция у(х) принимает значение у0, если незави-
симую переменную заменить х0, так что у(х0) = у0. 
Геометрически это означает, что ищется интегральная кривая, 
проходящая через точку М(х0; у0). Условие (8.1) называется началь-
ным условием решения, а числа х0 и у0 – начальными данными этого 
решения. 
Задача нахождения решения, удовлетворяющего заданному 




Выберите правильный ответ. 
 
Тест 8.1. Обыкновенным дифференциальным уравнением являет-
ся уравнение: 
1) cos x + 2 = 1; 
2) ;5cos74  xex  
3) ;1'sin  yx  












1) ;cos2 xxyy   
2) ;02  yex x  
3) ;4ctg3  yxyy  
4) ;ln28 xyy   
5) .7'3  yyx  
 
Тест 8.3. Дифференциальным уравнением с разделяющимися пе-
ременными является уравнение: 
1) ;0ln2  xy  








4) ;063  yy  
5) .sin1 xyy   
 
Тест 8.4. Решением дифференциального уравнения 32xy  явля-
ется уравнение вида: 
1) ;6 2xy   
2) ;6xy   




y   
5) .xy   
Тема 9. ЛИНЕЙНЫЕ ДИФФЕРЕНЦИАЛЬНЫЕ УРАВНЕНИЯ  
ВТОРОГО ПОРЯДКА 
 
9.1. Общие свойства решений линейных дифференциальных  
уравнений второго порядка 
 
Линейное дифференциальное уравнение, у которого правая часть 
равна нулю, называется однородным, в противном случае, – неодно-
родным. 
Функции у1 и у2 называют линейно независимыми, если для всех 
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чисел α1, α2 из тождества α1у1 + α2у2 = 0 следует, что α1 = α2 = 0. Если 
хотя бы одна из постоянных отлична от нуля, а тождество возможно, 
то у1 и у2 линейно зависимы. 
Например: 
1) xke 1  и xke 2  – линейно независимы при k1 ≠ k2; 
2) kxe  и хе
kx 
 – линейно независимы; 
3) xe x  sin  и xe x  cos – линейно независимы, если β ≠ 0. 
 
Теорема 20. Если у1 и у2 – какие-либо два линейно независимых 
частных решения однородного линейного дифференциального урав-
нения второго порядка, то его общим решением служит функция  
у = с1у1 + с2у2, где с1, с2 – произвольные постоянные. 
 
Покажем, что функция у = с1у1 + с2у2 при любых значениях с1 и 
с2 является решением дифференциального уравнения. Это проверяет-
ся непосредственной подстановкой. Таким образом, функция у = с1у1 +  
+ с2у2 есть решение уравнения, содержащее две независимые произ-
вольные постоянные, т. е. общее решение уравнения. 
Можно показать, что если у1 и у2 – линейно независимые частные 
решения уравнения, то все его решения исчерпываются формулой  
у = с1у1 + с2у2.  
 
Теорема 21. Общее решение линейного неоднородного дифферен-
циального уравнения есть сумма его частного решения и общего ре-
шения соответствующего ему линейного однородного дифференци-
ального уравнения. 
 
Докажем теорему для линейных неоднородных дифференциаль-
ных уравнений второго порядка. Пусть z – частное решение уравне-
ния, а с1у1 + с2у2 – общее решение соответствующего ему однородного 
уравнения. Следовательно, выполняются равенства: 
);(xfqzzpz   
    0)( 221122112211 

 ycycqycycpycyc . 
Покажем, что функция  
у = z + с1у1 + с2у2           (9.1) 
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есть решение неоднородного уравнения. Это непосредственно прове-
ряется подстановкой. 
Таким образом, уравнение (9.1) является решением, содержащим 
две независимые произвольные постоянные, т. е. общим решением 
неоднородного уравнения.   
 
 
9.2. Линейные однородные дифференциальные уравнения  
второго порядка с постоянными коэффициентами 
 
Пусть требуется решить линейное однородное дифференциальное 
уравнение второго порядка 
,0 qyypy            (9.2) 
где р и q – постоянные величины. 
 
Как следует из теоремы (20), для получения общего решения этого 
уравнения достаточно найти два его линейно независимых решения. 
Будем искать их в виде у = kxe . Тогда у´ = k kxe ; у = k2 kxe . Подставив 
у, у', у в формулу (9.2), получим: 
  .022  kxkxkxkx eqpkkqepkeek  
Значит, k2 + рk + q = 0. Это квадратное уравнение называется ха-
рактеристическим уравнением линейного однородного дифференци-
ального уравнения. 
Итак, функция у = kxe является частным решением уравнения (9.2), 
если k – корень характеристического уравнения. Корни могут быть: 
1) действительными и различными; 
2) действительными и равными; 
3) комплексными. 
1. Если корни характеристического уравнения действительные и 
различные (k1 ≠ k2), тогда функции у1 = 
xke 1  и у2 = 
xke 2  – частные ре-
шения уравнения (9.2) и они линейно независимы. Значит, по тео-
реме (20) у = xkxk ecec 21 21   – общее решение уравнения (9.2). 
2. Если корни характеристического уравнения действительные  

















  также есть 
частное решение (9.2). Отсюда заключаем, что у = kxec1
kxec2 – об-
щее решение уравнения (9.2) с 
2
p
k  . 






D  Поэтому корни уравнения (9.2) 


























В этом случае частными решениями уравнения (9.2) являются 
функции у1 = xe
x  sin  и у2 = xe
x  cos . Проверим это для функции 
у1 = xe
x  sin . Для этого найдем ее первую и вторую производные, 
предварительно заменив α на 
2
p











































































































































 у1 – частное реше-
ние уравнения (9.2). 
Аналогично можно показать, что у2 = xe
x  cos  – частное решение 
уравнения (9.2). 
Таким образом, найдены два частных решения уравнения (9.2), ко-
торые линейно независимы. 
По теореме (20) функция xecxecy xx   cossin 21  является об-
щим решением уравнения (9.2). 
 
 
9.3. Линейные неоднородные дифференциальные уравнения  
второго порядка с постоянными коэффициентами 
 
Из теоремы (21) следует, что для решения линейного неоднород-
ного уравнения необходимо найти какое-нибудь частное решение 
этого уравнения и общее решение соответствующего однородного 
уравнения. Сумма этих функций и дает общее решение данного урав-
нения. Решения однородных уравнений приведены выше. Частное 
решение надо подбирать в зависимости от вида функции f (x). 
Пусть дано уравнение 
у + ру + qу = f (x).           (9.3) 
1. Правая часть уравнения (9.3) является многочленом второй сте-
пени f (x) = ах
2
 + bx + c (а ≠ 0). 
Будем искать решение уравнения (9.3) в виде многочлена второй 
степени Y = Ax2 + Bx + С. Определим коэффициенты А, В, С. Для это-
го выражения Y, Y, Y подставим в уравнение (9.3) В результате по-
лучим: 
2А + р(2Ах + В) + q(Ах2 + Вх + С)ах2 + bx + c. 
Отсюда следует: qА = а; 2Ар + Bq = b; 2A + Bp + Cq = c. 
При q ≠ 0 эта система, очевидно, имеет единственное решение. Ес-
ли же q = 0, то частное решение уравнения (9.3) следует искать в виде 
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Y = х(Ax2 + Bx + С); Y = Ax3 + Bx2 + Сх. Выражения Y, Y, Y подставим 
в уравнение (9.3) и, учитывая, что q = 0, получим: 
6Ах + 2В + р(3Ах2 + 2Вх + С)ах2 + bx + c, 
или 
3Арx2 + (6А + 2Вр)х + 2В + Ср ах2 + bx + c. 
Отсюда следует: 
3Ар = а; 6А + 2Вр = b; 2В + Ср = с. 
При р ≠ 0 система имеет единственное решение. При р = 0 и q = 0 
получим: у = ах2 + bx + c. Это уравнение решается двукратным инте-
грированием. 
Аналогично можно рассуждать в случае, когда f (x) – многочлен  
п-й степени. 
2. Правая часть уравнения (9.3) – показательная функция, т. е. f (x) =  
= аеbx. 
Частное решение будем искать в виде Y = Aebx. Подставив у, у, у в 









 = аebx; 
Ab
2
 + Abp + Aq = а; 
А(b2 + bp + q) = а. 
А определяется однозначно, если b2 + bp + q ≠ 0, т. е. если b не яв-
ляется корнем характеристического уравнения. Если b – однократный 
корень характеристического уравнения, то решение ищем в виде Y =  
= Axb
bx





















По условию b2 + bp + q = 0, поэтому А(2b + p) = а. 
Если 2b + p ≠ 0, то А определяется однозначно. Если 2b + p = 0 или 
2
p
b  , то b является двукратным корнем характеристического 






















































 поэтому 2А = а; ;
4
2p
q   .
2
a
A   
 
Пример 9.1. Решить уравнение у+ 3у – 10у = 9е4х. 
 
Решение 
Правая часть уравнения (9.3) – тригонометрическая функция: 
f(x) = a sin ωx + b cos ωx, где ω ≠ 0. 
Частное решение ищем в виде Y = А sin ωx + В cos ωx. Подставив  
Y, Y, Y в уравнение (9.3), получим: 




































Значит, коэффициенты А и В определены однозначно, если  22 )(q  
022  p . Так как ω2 ≠ 0, то это возможно лишь в случае р = 0;  
q = ω2. Тогда уравнение примет следующий вид: 
у + ω2у = a sin ωx + b cos ωx. 
Частное решение будем искать в виде Y = x(A sin ωx + B cos ωx). 
Найдя Y и подставив Y и Y в последнее уравнение, получим: 
2Aω cos ωx – Bω sin ωx +  xAxBxAx sin()cossin(
22  




2Aω cos ωx + 2Bω sin ωx = а  sin ωx + b cos ωx. 
 




Выберите правильный ответ. 
 
Тест 9.1. Характеристическое уравнение имеет D > 0. Значит, об-
щее решение уравнения :0 qyypy  
1) ;21 21
xkxk ececy   
2) ;sin1 xcy   
3) ;kxAey   
4)  ;21 xccey kx   
5) .21 cxcy   
 
Тест 9.2. Линейным однородным дифференциальным уравнени-
ем второго порядка с постоянными коэффициентами является урав-
нение: 
1) ;" xey   
2) ;lncos5" xxyy   
3) ;0'5"  yyy  
4) ;4'7" 5xyyy   





Тема 10. ПРИЛОЖЕНИЯ СТЕПЕННЫХ РЯДОВ  
К ПРИБЛИЖЕННЫМ ВЫЧИСЛЕНИЯМ 
 
Возможность разложения функций в степенные ряды и сравни-
тельная простота выражений для коэффициентов ряда Маклорена де-
лают степенные ряды незаменимым средством приближенных вы-
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числений. Ниже это положение иллюстрируется на нескольких при-
мерах. Подчеркнем, что в каждом случае желательна оценка ошибки, 
получаемой при замене ряда той или иной частичной суммы. 
Приближенное нахождение значений функций. 
Покажем, как решается эта задача, на примере логарифмической 
функции. 














xx   
























        (10.1) 
где .1х  
 
Формула (10.1) очень удобна для нахождения логарифмов. При 
этом следует иметь в виду, что остаток ряда (10.1) оценивается легко. 
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. Так как 
2
1


















































 ...  






































Замечание. Число е − основание натуральных логарифмов − мож-
но находить с любой точностью при помощи разложения в ряд. В ка-








1 е . 

















































Полагая n = 7, находим, что остаток меньше 
7!7
8
 и, следовательно, 














1 е . 
Приближенное вычисление корней. 
Пусть, например, требуется вычислить 4 650  с точностью до 
0,001. Легко найти целую часть числа .6504  Так как 54 = 625 < 650,  













































































































Члены ряда, записанного в квадратных скобках, имеют чередую-
щиеся знаки, а их модули монотонно убывают (проверьте это, соста-
вив отношение последующего члена к предыдущему). Согласно тео-
реме Лейбница остаток ряда после n-го члена не превосходит по мо-












































































Приближенное вычисление интегралов. 





 dхе х  Неопределенный 
интеграл от функции 
2xe не выражается в элементарных функциях, 
поэтому мы вынуждены ограничиться приближенным вычислением 














х   












nt-   





















I n  
Для нахождения I с требуемой точностью достаточно взять четыре 







1 I , причем оста-

















Выберите правильный ответ. 
 
Тест 10.1. Для приближенного вычисления корней надо восполь-
зоваться разложением в ряд Маклорена функции: 
1) sin x; 2) (1 + x)
α




Тест 10.2. Для приближенного вычисления логарифмов надо вос-
пользоваться разложением в ряд Маклорена функции: 
1) sin x; 2) (1 + x)
α




Тест 10.3. Для приближенного вычисления числа е надо восполь-
зоваться разложением в ряд Маклорена функции: 
1) sin x; 2) (1 + x)
α
; 3) arctg x; 4) ln(1 + x); 5) e
x
. 














1.1 4 2.4 4 5.1 1 
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1.2 2 3.1 1 5.2 1 
1.3 3 3.2 1 5.3 2 
1.4 4 3.3 1 6.1 3 
1.5 5 4.1 3 6.2 1 
2.1 1 4.2 3 6.3 5 
2.2 2 4.3 1 6.4 4 




Номер теста Правильный ответ Номер теста Правильный ответ 
7.1 3 9.2 3 
7.2 2 10.1 2 
7.3 3 10.2 4 
8.1 3 10.3 5 
8.2 1   
8.3 2   
8.4 4   
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