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Resum 
En aquesta memòria es presenta en primer lloc un nou mètode de codificació de vídeo 3D 
multivista basat en la síntesi de vistes: aquest permet transmetre un nombre de vistes de 
l’escena menor a les necessàries pels dispositius 3D multi vista i generar les vistes no enviades 
mitjançant l’algorisme presentat. A diferencia dels esquemes que s’estan considerant a 
l’actualitat, aquest algorisme basa la síntesi únicament en les vistes transmeses, sense 
necessitat de recórrer a informació addicional. 
En segon lloc  es presenta un algorisme de detecció de text per a ser utilitzat en la cerca de 
text en vídeos d’arxiu amb la finalitat d’utilitzar aquest text en el procés d’indexació. 
L’algorisme del detector es basa en la publicació de Microsoft Research Detecting text in 
natural scenes with stroke width transform. 
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Resumen 
En esta memoria se presenta en primer lugar un nuevo método de codificación de video 3D 
multivista basado en la síntesis de vistas: este permite transmitir un número de vistas de la 
escena menor a las necesarias por los dispositivos 3D multivista y generar las vistas no 
enviadas mediante el algoritmo presentado. A diferencia de los esquemas que se están 
considerando en la actualidad, este algoritmo basa la síntesis únicamente en las vistas 
transmitidas, sin necesidad de usar información adicional. 
En segundo lugar  se presenta un algoritmo de detección de texto para ser utilizado en la 
búsqueda de texto en videos de archivo con la finalidad de utilizar este texto en el proceso de 
indexación. El algoritmo del detector se basa en la publicación de Microsoft Research 
Detecting text in natural scenes with stroke width transform. 
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Abstract 
Firstly, in this report we will introduce a new method for 3D multiview video coding. This is 
based on the synthesis of views. This method allows the transmission of a number of views 
from the scene which is less than what is required for multiview 3D devices and it will in turn 
generate the unsent views using the presented algorithm.  
Unlike schemes that are being considered at present, the synthesis algorithm is based solely on 
the views transmitted, without additional information. 
Secondly we present a text detection algorithm to be used in the search for text in video 
records so that to use this text in the indexing process. The detection algorithm is based on the 
publication of Microsoft Research Detecting text in natural scenes transform with stroke width 
Transform.  
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1. Introducció 
 
Dins del camp de processament d’imatge i vídeo, dues de les branques més rellevants a 
l’actualitat son les dedicades a la creació, edició i distribució de contingut 3D per una banda 
i les dedicades a la indexació automàtica de vídeo per l’altra. 
 
La recerca en creació, edició i distribució de contingut 3D deu la seva rellevància a l’aparició 
en els darrers anys d’elements accessoris indispensables per poder fer arribar aquesta 
tecnologia a l’espectador amb èxit. Els televisors que actualment entren al mercat en són 
una mostra: tenen capacitat de representar imatges d’alta resolució amb tasses de refresc 
elevades i els últims models poden estar equipats amb sistemes òptics que selectivament 
envien informació als ulls dels espectadors.  
Aquestes característiques constitueixen la base per permetre al televident gaudir d’una 
bona experiència 3D. Fent una ullada al passat, ens podem imaginar la complexitat per 
complir aquestes característiques amb els antics televisors de tub? 
 
De forma paral·lela la transició de televisió analògica a digital obliga a una renovació 
d’aparells que obre les portes de la llar a aquests nous televisors tot motivant a la industria 
a la creació de noves normes per estandarditzar tant la distribució de contingut en 
qualsevol mitjà com els nous connectors i els respectius protocols d’interconnexió  entre 
aparells. 
 
Pel que fa a la branca d’indexació de vídeo automàtica, els consumidors més destacats 
d’aquesta tecnologia són els mitjans audiovisuals: propietaris de grans arxius audiovisuals 
que es troben immersos en un moment de profunda reestructuració del sector que es troba 
directament afectat per factors interns ( major fragmentació de la audiència degut a 
l’increment d’oferta televisiva, canvis en el model de consum) i externs (crisi econòmica, 
globalització, popularització de les tecnologies de gestió digital per la creació, distribució i 
consum de continguts). Tot i continuar sent un sector estratègic, tant com pel potencial de 
creixement com per la capacitat  de creació d’opinió pública, cal assumir la pèrdua de 
privilegis històrics i orientar-se al mercat. En aquest aspecte, l’eficiència operativa es una 
necessitat vital per qualsevol empresa audiovisual que desitgi assegurar la seva 
supervivència.   
Qualsevol millora en la indexació o recuperació de contingut impactarà directament i de 
forma positiva sobre el cost i el temps necessari pels usuaris professionals  dedicats a la 
producció i gestió de continguts. De forma anàloga,  creixerà el número de serveis i la 
qualitat d’aquests percebuda per l’usuari final. 
  
11 
 
 
En aquest document es presenta en primer lloc el treball realitzat a Disney Research en el 
camp de síntesi de contingut 3D. 
 
 
 
Disney Research es la branca de recerca i desenvolupament de Walt Disney Parks & 
Resorts, Disney Media Networks, ESPN, Walt Disney Animation Studios, Walt Disney Motion 
Pictures Group, Disney Interactive Media Group i Pixar Animation Studios. 
 
Concretament el projecte es va dur a terme dins el grup de recerca Future Video liderat pel 
Dr. Aljoscha Smolic sota la direcció del Dr. Oliver Wang i amb la finalitat de presentar un 
sistema de síntesi de vistes al Call for Papers de MPEG amb data màxima d’entrega de 
propostes setembre de 2011. 
 
En segon lloc, es presenta el treball realitzat al grup de processament d’imatge del 
departament de teoria del senyal i comunicacions de la UPC on es detalla el procés de 
desenvolupament d’un sistema automàtic de detecció de text en imatges. 
 
               
 
El projecte es va dur a terme en el context de Buscamedia, col·laborant amb la Corporació 
Catalana de Mitjans Audiovisuals i sota la direcció del Dr. Ferran Marqués, el Dr. Toni 
Gasull, la Dra. Veronica Vilaplana, la Dra. Míriam León i en Jordi Pont. 
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2. Creació automàtica de contingut per dispositius 
autoestereoscòpics multivista 
 
This work has been done in the context of a UPC student internship but without any UPC 
staff technical interaction. Therefore, the IP created in this part (2.X) of the thesis belongs 
to The Walt Disney Company. 
 
2.1 Motivació 
 
En els darrers anys hem pogut ser testimonis de la integració social dels sistemes de vídeo 
tridimensional: partint de les sales de cinema IMAX i nombrosos parcs d’atraccions amb 
sales especialitzades i expandint-se recentment amb èxit a les sales de cinema 
convencionals gràcies a la maduresa de la tècnica involucrada.  
 
Paral·lelament apareix un interès per part de l’espectador a experimentar a la llar la 
sensació visual de profunditat que ja ha experimentat a les sales de cinema.  Per fer arribar 
aquesta tecnologia a la vivenda amb garanties d’èxit, cal encara superar obstacles que 
apareixen en el procés de distribució i visualització del contingut. 
 
La sensació de profunditat tridimensional es basa en el principi de facilitar diferents vistes 
de la mateixa seqüència a cada ull,  la sensació en sí dependrà de les diferències entre les 
dues imatges. El Parallax estereoscòpic, és la distància entre les imatges que obtenim a l’ull 
esquerre i al dret d’un mateix objecte, tenint un paper clau en la formació de la il·lusió de 
profunditat:  una diferència positiva allunya l’objecte mentre que una diferència negativa 
l’apropa. Com es d’esperar, en cas que no hi hagi diferència l’objecte es manté al mateix pla 
que la pantalla física. 
 
 
 
 
Figura 1 Exemplificació de la relació del Parallax amb la percepció de profunditat 
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Fins ara, per tal d’assegurar que l’espectador està visualitzant correctament l’escena, cal 
assegurar-se de que només arriba una vista a cada ull.  Per això es pot recórrer a tècniques 
de codificació basades en color, polarització o en temps i facilitar a l’espectador ulleres com 
les de la figura 2: anàglif, polaritzades o d’obturació respectivament. 
 
 
Figura 2 D'esquerra a dreta ulleres anàglif, polaritzades i d'obturació 
 
A l’actualitat la tecnologia ens permet utilitzar altres tècniques per gaudir de la sensació de 
profunditat sense fer ús d’ulleres específiques, la qual cosa no implica que no segueixin 
sent útils en certes aplicacions, com es el cas del cinema on l’espectador seu davant una 
pantalla sense possibilitat de moure’s i es mostra atent a la pantalla. Es preveu que la 
tecnologia 3D als cinemes continuï estant basada en ulleres durant els pròxims anys degut a 
que en les circumstàncies enumerades l’espectador tolera posar-se ulleres. 
 
S’espera que l’acceptació d’aquesta tecnologia a les sales de cinema faci incrementar la 
demanda d’aplicacions 3DV domèstiques. Degut a que les expectatives dels usuaris en un 
àmbit domèstic canvien i la necessitat de dur ulleres es converteix en un obstacle 
important, els fabricants comencen a presentar els seus primers models de pantalles 
multivista autoestereoscòpiques (que no fan ús d’ulleres). 
 
Les  pantalles multivista autoestereoscòpiques (MAD) tenen la capacitat de mostrar vuit o 
més vistes d’una escena de forma simultània assegurant que l’espectador només veu una 
parella estèreo d’aquestes vistes des del seu punt de vista.  A més a més, sempre que les 
vistes consecutives siguin parells estèreo o en altres paraules, es compleix que entre vistes 
veïnes sempre hi ha un cert parallax,  els sistemes MAD són capaços de crear una sensació 
de motion parallax, és a dir, la visió obtinguda de l’escena canvia amb el moviment del cap, 
rebent parelles d’imatges diferents tot augmentant la sensació de naturalitat, característica 
que no era viable fins ara.  
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Interpretant la figura 3, quan el televident rep per l’ull dret V1 i pel esquerre V2 visualitza el 
cub amb la cara vermella pràcticament frontal, quan rep V2 per l’ull dret i V3 per l’ull 
esquerre veu el cub parcialment girat i així successivament fins que quan rep V7 per l’ull 
dret i V8 per l’ull esquerre veu la cara verda del cub pràcticament frontal. 
 
 
 
Figura 3 Esquema de percepció del motion Parallax en una pantalla multivista autoestereoscòpica 
 
 
Aquests nous dispositius MAD, permeten congeniar un ambient domèstic familiar on un 
grup d’espectadors gaudeixen de la pel·lícula al sofà i a la vegada interactuen socialment 
entre ells còmodament sense ulleres específiques.  
 
Malauradament la transmissió de 8 o més vistes d’una mateixa escena des de diferents 
punts de vista es extremadament ineficient fins arribar al punt en que el cost no compensa 
el valor afegit de la tecnologia 3D. Aquest problema motiva la investigació per part de 
fabricants, broadcasters i distribuïdors de tècniques alternatives de transmissió que 
permetin reduir el número de fluxos de vídeo necessaris tot impulsant l’ús de sistemes de 
síntesi de vistes. 
  
La finalitat amb la que es planteja aquest projecte es presentar una tècnica viable per 
sintetitzar part de les vistes necessàries en dispositius MAD al Call for Proposals on 3D 
Video Coding Technology [8] del grup d’experts de MPEG. 
 
El CfP on 3D Video Coding Technology és una convocatòria per tal d’obtenir nous mètodes 
de codificació de vídeo 3D per sistemes autoestereoscòpics i estereoscòpics avançats 
eficients en termes de compressió i reconstrucció de vistes de la mà d’experts en el camp. 
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Segons les bases del Call for papers de MPEG, es facilitarà  tres vistes de cada seqüència i es 
demanaran vistes sintetitzades seguint les següents configuracions: 
 
 
Figura 4 Situació esquemàtica de les vistes proposada per MPEG 
 
 
Els participants han de facilitar a l’organització el programari necessari per generar les 
esmentades vistes sintètiques i es procedirà a l’avaluació de resultats tal i com es 
comentarà a l’apartat 2.5 d’aquest document. 
 
 
 
2.2 Estat de l’art 
 
Les pantalles multivista autoestereoscòpiques processen N vídeos sincronitzats mostrant la 
mateixa escena 3D des de diferents punts de vista. Comparat amb un únic vídeo 2D és 
necessari un gran increment de dades. S’ha demostrat que amb tècniques de predicció, 
beneficiant-nos de la redundància de les vistes veïnes, la tassa de bits total es pot reduir un 
20% [1] comparat amb la tassa de bits necessària per codificar les vistes independentment 
(simulcast). Així per exemple en el cas d’una pantalla multi-vista de 9 vistes encara és 
necessari 7.2 vegades més de dades respecte als sistemes convencionals que només 
necessiten un únic vídeo 2D. 
 
Malgrat poder reduir aquest increment utilitzant la redundància de les vistes veïnes, no es 
suficient per assegurar l’èxit de les aplicacions 3DV. A més a més, s’ha demostrat a [1] que 
la tassa de bits total s’incrementa linealment amb el número de vistes, així, futures 
pantalles amb més vistes augmentarien la tassa de bits  encara més. 
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2.2.1 MPEG-C Part 3 
 
Inicialment pensada per dispositius 3D amb un nombre petit de vistes, va sorgir una tècnica 
amb una eficiència de compressió alta basada en evitar transmetre els dos vídeos que 
conformen la parella estèreo. Això s’aconsegueix transmetent un dels vídeos i un mapa de 
profunditat amb resolució de píxel que assigna un valor de profunditat a cadascun dels 
píxels del vídeo adjunt.  
 
Un mapa de profunditat és una imatge en escala de grisos que representa informació 
relativa a la distància de les superfícies dels objectes de l’escena des d’un punt de vista 
determinat. 
 
Interpretant el mapa de profunditat de la figura 5, podem observar com el llibre o la caixa 
d’eines que apareixen en tons molt clars es troben en primer pla i l’armari representat amb 
tons foscos,  està situat al fons de l’escena. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 5 Exemple d'imatge amb el seu mapa de profunditat 
associat obtingut amb un Kinect de Microsoft 
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L’avantatge rau en tractar el mapa de profunditat com una senyal de vídeo en escala de 
gris tot codificant-lo amb tècniques ja existents.  
 
Aquesta tècnica de codificació posada en funcionament tal com mostra la figura 6,  
passa a ser utilitzada en el format 3DV [2]. A més impulsa a la creació d’un estàndard per 
part de MPEG conegut com MPEG-C Part 3  [3 , 4] :  A partir del vídeo i profunditat 
descodificats, el receptor es capaç de generar un segon vídeo que es correspon amb la 
seva parella estèreo. Aquestes tècniques basades en l’obtenció d’imatges a partir d’un 
mapa de profunditat són conegudes com DIBR Depth Image Based Rendering. 
 
 
Figura 6 Esquema de funcionament 3DV 
 
 
Els experiments demostren que les dades de profunditat es poden comprimir de manera 
eficient en molts casos,  reduint fins a un 90% la tassa de bit comparant amb el cas en 
que codificaríem una segona imatge enlloc del mapa de profunditat. 
 
Es pot donar casos on des de la vista virtual parts de l’escena 3D que estaven tapades 
per altres elements en el vídeo transmès passin a ser visibles. És el que s’anomena un 
problema d’oclusió. 
En el cas de que les vistes siguin molt properes es pot recórrer a tècniques per 
emmascarar aquests errors amb resultats satisfactoris, és a dir, els resultats son bons si 
les pantalles 3D  han de mostrar un nombre petit de vistes però no són útils degut a l’alt 
increment d’artefactes quan s’incrementa notablement el número de vistes. 
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2.2.2 Vídeo multivista + profunditat (MVD) 
 
Com a evolució natural del punt anterior [5], sorgeix el format MVD que consta de tres 
vistes amb els seus corresponents mapes de profunditat tot permetent als sistemes 
autoestereoscòpics multivista generar vistes intermèdies mitjançant l’ús de tècniques 
DIBR fins assolir les 8 o més vistes que necessiten.  
 
Respecte al format 3DV descrit al punt anterior, ara les vistes originals transmeses estan 
suficientment pròximes com per minimitzar els errors de síntesi. A més, les vistes 
virtuals poden ser interpolades des dels seus dos veïns tot reduint el número de zones 
no cobertes per problemes d’oclusió: el que no és visible des d’una vista original pot ser 
que sigui visible des d’una altra. 
 
 
 
Figura 7 Esquema d'un receptor MVD 
 
 
Tant aquesta proposta com l’anterior, basades en DIBR, permeten obtenir resultats 
eficients partint de que disposem d’una bona estimació de la profunditat de l’escena.  
 
A l’actualitat aquest sistema és la base sobre la que s’està treballant  en 
l’estandardització MPEG de sistemes autoestereoscòpics multivista. 
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2.2.3 Image based rendering 
 
Aquestes tècniques es basen en l’obtenció de noves vistes a partir d’altres vistes sense 
facilitar mapes de profunditat. 
 
Un bon exemple de síntesi de vistes basat en altres vistes el trobem a [6] on es presenta 
un procediment que sintetitza noves vistes des de punts de vista arbitraris a partir 
d’altres vídeos provinents de càmeres calibrades utilitzant proxies geomètrics.  
 
Un proxy geomètric es una aproximació més o menys precisa de la geometria real de 
l’escena amb certes limitacions. En el cas de la figura 8, la geometria de l’escena està 
formada per caixes de diferents colors, el proxy  apareix representat pel polígon taronja 
clar i els punts C1 ... C4 es corresponen a diferents càmeres. 
Degut a que el proxy no es prou precís un mateix punt d’aquest es veurà de diferents 
colors en funció de la càmera de referència. 
 
 
Figura 8 Esquematització del concepte de proxy geomètric 
 
Tornant a l’algorisme descrit a [6], es tracta d’un procés de dos passos:  
 
1- Per cada entrada de vídeo, es genera un proxy geomètric de l’escena.  
Cada proxy geomètric es construeix a partir d’un núvol dens de punts característics que 
automàticament s’alineen a les possibles discontinuïtats de profunditat tot creant una 
representació simple de la geometria de l’escena, permetent reconèixer de forma 
efectiva objectes punxeguts, siluetes o oclusions.  
 
 
Figura 9 Exemple d’alineament del núvol de punts. Font: [6] 
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2- Es combinen els diferents núvols de punts característics obtinguts a cada vista tot creant 
un proxy geomètric per la nova vista virtual. Finalment i tenint en compte les 
contribucions de tots els inputs de vídeo, es decideix píxel a píxel quins valors de color 
prendre. 
 
 
 
Figura 10 Esquema de funcionament de l'algorisme. Font: [6] 
 
 
Malgrat l’alt cost computacional, els avantatges d’aquesta tècnica són que no està 
limitada a determinats tipus d’escena o a la configuració de les càmeres. Contrasta amb 
altres tècniques permetent que les noves vistes virtuals no estiguin situades en punts 
similars a les vistes de input a l’algorisme. 
 
Tal com s’ha mostrat, la tècnica obté tota la informació necessària per generar les noves 
vistes virtuals d’altres vistes que utilitza com a entrada. El número de vistes mínim per 
obtenir bons resultats és més elevat que en altres tècniques que fan ús d’informació de 
profunditat i a més, incrementa notablement el temps de càlcul de la nova vista virtual 
(principalment per la generació del proxy geomètric) si no es recorre a l’ús de GPU. 
 
 
 
Concloent aquest anàlisi de l’estat de l’art, podem justificar la creació d’una nova tècnica 
basada en la síntesi de noves vistes a partir de vistes ja existents. 
El principal motiu es degut a l’estancament dels mètodes DIBR limitats pels mètodes 
d’obtenció de mapes de profunditat. Aconseguir mapes de profunditat de qualitat és un 
problema que porta força temps sobre la taula i en un futur imminent és força 
qüestionable que mitjançant sistemes automàtics es puguin obtenir resultats precisos, 
fiables i robustos. Només s’han obtingut resultats acceptables fent ús de sistemes 
semiautomàtics.  
 
  
21 
 
2.3 Creació de l’algorisme 
 
En aquesta secció es descriu les diferents etapes de l’algorisme creat per realitzar la 
síntesi de vistes. En tot moment el que s’està buscant és una solució versàtil i amb un 
bon rendiment pels sistemes de producció estèreo actuals, sense fer ús de càmeres 
calibrades o mapes de profunditat i a la vegada evitant caure en problemes d’oclusió. 
 
L’algorisme, basat en la síntesi de noves vistes a partir de vistes ja existents i la tècnica 
descrita a [7], sintetitza les noves vistes a partir de deformacions de les vistes originals, 
aquestes deformacions es calculen a partir de característiques obtingudes de les vistes 
originals.   
 
 
2.3.1 Esquema Inicial 
Donades les configuracions exigides pel Call for Papers de MPEG,  l’algorisme realitza la 
síntesi entre vistes originals dos a dos. Relacionant l’esquema de la figura 11 amb la 
figura 4,  en una primera fase les caixes vista esquerre i  vista dreta es correspondrien 
amb les vistes esquerra i central originals. A la segona fase la vista esquerra i la dreta 
es correspondríem amb les vistes central i dreta originals respectivament. 
L’algorisme esmentat a continuació va ser facilitat conceptualment pel grup Future 
Video de Disney Research i també la implementació del bloc Saliency i una 
implementació del bloc Warper utilitzat en un projecte anterior. 
 
 
Figura 11 Cadena de processament de l'algorisme realitzada per cada parella de vistes originals 
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Tal i com es va explicant en els següents apartats, la tasca va consistir en una primera 
etapa d’obtenció de resultats reutilitzant al màxim tecnologia ja desenvolupada i 
diverses etapes posteriors de millora. 
A continuació s’exposarà el funcionament de cada una de les etapes de l’algorisme: 
 
2.3.1.1.   Saliency 
 
Una manera d’abordar l’estimació de regions d’interès en imatges es el càlcul de 
mapes Saliency, aquests mapes pretenen representar la prominència visual de les 
diferents regions que conformen la imatge.  
  
A l’actualitat podem trobar publicacions que ataquen la creació d’aquests mapes 
utilitzant dues estratègies diferents:  l’estratègia del primer mètode es basa en 
característiques de baix nivell que es coneix que són importants per la percepció 
humana com el contrast, orientació, color e intensitat. L’estratègia del segon mètode 
es basa en informació dalt nivell per detectar regions interessants, aquestes 
deteccions es fan, per exemple, incloent detectors de cares o persones [10]. 
 
El mètode que s’ha elegit [11] per obtenir el mapa de Saliency segueix la primera 
estratègia. Es basa en l’ús d’una transformada de Fourier 2D de quaternions que 
permet analitzar característiques de baix nivell en diferents escales. 
L’algorisme, que funciona en temps real gràcies a implementar-ho en GPU, ens 
facilita un mapa de Saliency ܨ௦ ∶ ℝଶ → [	0, 1	] 
 
A continuació es mostra el mapa de Saliency obtingut de l’obra NightHawks de 
l’artista Edward Hopper, a grans trets s’observa com el mapa ens mostra com a zones 
d’interès el rètol del local, el barman i els seus clients. 
 
 
 
Figura 12 Edward Hopper – NightHawks 
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Figura 13 Mapa Saliency de l'obra NightHawks 
 
 
2.3.1.2.   Punts característics, aparellament e interpolació de valors 
 
La finalitat d’obtenir punts característics de les diferents vistes es el primer pas per  
obtenir una estimació de disparitats. 
 
La disparitat d es la distància entre les representacions d’un mateix punt vist des de 
les càmeres esquerra i dreta. Podem relacionar-ho amb paràmetres físics de la 
càmera i de l’escena, el Parallax i la percepció visual final amb les successives 
expressions provinents de [13] . 
La relació de la disparitat amb els paràmetres físics de la càmera i de l’escena és la 
següent: 
 
݀ = 2ℎ − (ݐ௖ · ௙௓) 
 
On h és el paràmetre que controla els eixos òptics de les càmeres, tc la distància entre 
els focus de les dues càmeres, f la distància focal i z la distància entre la càmera i el 
punt de l’escena. 
 
L’expressió de la disparitat en píxels: 
 
݀௣ = ݀ ·ܰ௣
௦ܹ
 
 
On Np és la resolució en amplada del sensor de la càmera i Ws l’amplada física del 
sensor. 
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Podem lligar el concepte de disparitat al de Parallax P , aquest últim no deixa de ser 
la disparitat obtinguda en pantalla fent ús de la següent fórmula : 
 
ܲ = ݀ · ௗܹ
௣ܰ
 
 
On Wd es la mida física de la pantalla. 
 
Per acabar de tancar la cadena, el Parallax s’acaba relacionant amb la profunditat 
percebuda Zv: 
 
ܼ௩ = ܼ஽ · ݐ௘ݐ௘ − ܲ 
 
On te és la distancia entre ulls i ZD la distància entre la pantalla i l’espectador. 
 
A continuació, un cop presentat  el concepte de disparitat i lligat amb el Parallax i la 
profunditat percebuda, introduïm la tècnica utilitzada per obtenir punts característics 
i com a partir d’aquests punts obtenim una estimació de la disparitat. 
 
Per a l’obtenció de punts característics utilitzem un detector de Harris [11] que es 
basa en la cerca de cantonades i ens facilita punts pocs susceptibles a canvis deguts a 
rotacions o canvis d’escala. 
Una cantonada o corner es una regió de la imatge amb canvis d’intensitat en 
diferents direccions, aquests és el principi bàsic de cerca de punts de Harris. Filtrant 
la imatge amb una finestra mòbil en varies direccions, s’obtenen tres tipus de 
regions: 
 
 Plana: no hi ha canvis en cap direcció. 
 Contorn: no hi ha canvis en la direcció del contorn. 
 Cantonada: hi ha canvis significatius en totes les direccions. 
 
 
 
Figura 14 d'esquerra a dreta els tres tipus de regió 
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Un cop detectats els punts característics a la parella de vistes estèreo obtenim 
l’estimació de disparitat mitjançant l’aparellament de punts característics, aquest es 
realitza iterant el mètode piramidal de Lucas – Kanade [12] 
 
 
 
 
 
 
 
 
 
 
 
 
Figura 16 Aparellament de punts característics de les vistes esquerra i dreta del Capitol 
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Un cop coneguts els punts característics de la parella estereo i els vectors de 
disparitat que uneixen els punts singulars de les dues vistes,  calculem la posició dels 
punts característics a les noves vistes a sintetitzar mitjançant la interpolació dels 
diferents vectors que uneixen les  parelles de punts característics. 
 
Figura 17 Els punts característics de les noves vistes s'obtenen interpolant 
 
2.3.1.3.    Warper 
 
El Warper s’encarrega de crear les malles sobre les que es renderitzaran les vistes 
originals. Aquestes malles deformaran les vistes originals a partir d’una sèrie de 
limitacions plantejades com problemes de minimització d’energia. 
 
El terme d’energia total Ew està format per tres termes individuals, cada un relacionat 
amb una limitació concreta E i amb un cert pes ߣ dins el terme final. Els valors de λ 
s’obtindran empíricament fent us de NviewSynth (apartat 2.4) 
 
ܧ௪ = 	 ߣ௙ܧ௙ + 	ߣ௖ܧ௖ + 	ߣ௕ܧ௕ 
 
Assumint que representem la malla sobre la que renderitzarem els resultats com una 
sèrie de quadrats amb vèrtexs V, arestes B i cares del quadrat Q, sigui W() l’operador 
que donat un punt d’una vista original ens retorna la nova posició d’aquest dins la 
malla deformada per renderitzar la vista sintètica actual, les diferents limitacions es 
defineixen de la següent manera: 
 
2.3.1.3.1 Limitacions de disparitat 
 
A partir de la correspondència de punts característics entre les dos imatges 
d’entrada, els valors intermedis que hem obtingut interpolant en una etapa 
anterior i mitjançant el següent terme de minimització d’energia, forcem la 
posició dels punts característics a la vista sintètica.  
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Siguin XL i XR les posicions del mateix punt característic a les imatges 
esquerra i dreta originals i XN la posició del punt característic a la vista 
sintètica.  
Sigui S() l’operador que donat un punt ens dona el seu valor associat de 
Saliency, definim el valor de ܵி  com una ponderació dels valors de Saliency 
de  XL i XR: 
 
ܵி = ܵ(ܺ௅) + ܵ(ܺோ)2  
 
 
El terme a minimitzar és el següent: 
 
i ) La vista que volem sintetitzar en l’execució actual del Warper es més 
propera a la vista original esquerra: 
ܧ௙ = 	 ෍ ‖ܵி(ܺே −ܹ(ܺ௅))‖ଶ	
௧௢௧௦	௘௟௦	௣௨௡௧௦
௖௔௥௔௖௧௘௥í௦௧௜௖௦
 
 
ii ) La vista que volem sintetitzar en l’execució actual del Warper es més 
propera a la vista original dreta: 
ܧ௙ = 	 ෍ ‖ܵி(ܺே −ܹ(ܺோ))	‖ଶ	
௧௢௧௦	௘௟௦	௣௨௡௧௦
௖௔௥௔௖௧௘௥í௦௧௜௖௦
 
 
iii ) La vista a sintetitzar és equidistant a ambdós vistes originals: 
 
Podem utilitzar qualsevol de les dos restriccions, utilitzant posteriorment 
el render adequat (apartat 2.3.1.4). Durant l’etapa de desenvolupament es 
va tractar aquest cas aplicant la restricció del primer cas de forma 
arbitraria. 
 
 
 
2.3.1.3.2 Limitacions de distorsió 
 
Aquest terme mesura la distorsió dels diferents quadrats que conformen 
la malla, penalitza deformacions locals molt fortes: 
 
ܧ௖ = 	 ෍ ቛቀܹ( ௜ܸ)−ܹ൫ ௝ܸ൯ቁ − ൫ ௜ܸ −	 ௝ܸ൯ቛ
௏೔,௏ೕ∈	஻		
ଶ
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2.3.1.3.3 Limitacions de contorn 
 
Aquesta limitació evita que les zones properes als contorns de la vista sintètica  
quedin sense textura degut a la deformació de la malla. 
 
ܧ஻ = 	 ෍ ‖ܹ( ௜ܸ)− ௜ܸ‖
௏೔ 	∈	௖௢௡௧௢௥௡௦
௜௠௔௧௚௘		
ଶ
	 
 
2.3.1.4.   Interpolador de malla 
 
Per tal d’estalviar temps de càlcul, les malles generades no son prou denses com per 
tenir un quadrat per píxel. Per tant, com a pas previ  a la renderització s’interpola els 
valors obtinguts a cada quadrat teixint una malla amb resolució de píxel. 
 
A la pràctica amb una malla de 180x180 quadrats es suficient per renderitzar  amb 
qualitat una imatge de 960x540 píxels. 
 
 
2.3.1.5.   Render 
 
En aquesta primera versió, es renderitza el contingut de les vistes originals sobre les 
diferents malles calculades amb el Warper en funció de la seva proximitat a les vistes 
originals. 
 
A la figura 18, es presenten dos exemples de renderització: en els dos casos les vistes 
originals es  renderitzen sobre les malles de les futures vistes sintètiques més 
properes a elles. En cas de tenir un número imparell de vistes a sintetitzar,  una de les 
vistes serà equidistant a les vistes originals permetent-nos utilitzar qualsevol de les 
dos vistes originals, en funció de les restriccions facilitades al Warper.  
 
 
 
 
Figura 18 Exemples de render 
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2.3.2 Millores 
 
A mesura que es van anar obtenint resultats, es van anar introduint paquets de millores fins a 
l’obtenció de resultats de qualitat. 
 
2.3.2.1.   1er paquet de millores 
 
Els primers resultats obtinguts amb l’algorisme ens obliguen a pensar en introduir millores 
en dos aspectes:  
 
 Algunes regions de les vistes originals no contenen un nombre representatiu de punts 
característics i les deformacions no es realitzen correctament en aquestes zones fent 
notable la deformació de la imatge original. 
 
 
 
Figura 19 Exemplificació de les malformacions provocades en el procès 
 de deformació degut  a la manca de punts característics 
 
Les proves realitzades amb vídeos  mostren l’aparició d’un nou artefacte visual. Aquest es 
degut a la independència de les successives malles de la mateixa vista sintètica en diferents 
instants temporals. Degut a la inexistència d’un lligam entre les diferents solucions de 
minimització d’energia calculades pel Warper al generar les malles, es produeixen 
deformacions notablement diferents en instants temporals pròxims. Això es tradueix en 
vibracions de la imatge i l’aparició de zones bombades.  
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2.3.2.1.1 Flux òptic 
 
El flux òptic, àmpliament utilitzat en altres tècniques de codificació de vídeo, és el 
moviment aparent dels nivells d’intensitat de la imatge donant-nos una aproximació del 
camp de moviment. 
 
Amb la incorporació del flux òptic a l’algorisme, pretenem solucionar el primer problema 
esmentat. 
 
Mitjançant l’ús de la llibreria de càlcul de flux òptic de [14],  calculem el vector de flux 
òptic entre vistes veïnes e interpolem per obtenir una estimació de  la posició 
intermèdia corresponent a les vistes sintetitzades. 
 
L’algorisme es modifica tal com es mostra a la figura 20, el Warper incorpora una nova 
limitació incorporant un nou terme a l’expressió d’energia total: 
 
  
ܧ௪ = 	 ߣ௙ܧ௙ + 	ߣ௖ܧ௖ + 	ߣ௕ܧ௕ + 	ߣ௢ܧ௢	 
 
 
Els pesos que acompanyen els termes d’energia de la restricció de flux òptic i disparitat 
compliran ߣ௙ ≫	ߣ௢ com a mesura per prioritzar les posicions obtingudes a partir del 
càlcul de punts característics davant del flux òptic. 
 
 
Sigui XN la posició estimada del flux òptic en la vista a sintetitzar, Eo es correspon a la 
següent expressió de minimització d’energia: 
 
i ) La vista que volem sintetitzar en l’execució actual del Warper es més propera a la 
vista original esquerra: 
 
ܧ௢ = 	 ෍ ‖ܵி(ܺே −ܹ(ܺ௅))	‖ଶ	
௧௢௧௦	௘௟௦	௣௨௡௧௦
௙௟௨௫	ò௣௧௜௖
 
 
ii ) La vista que volem sintetitzar en l’execució actual del Warper es més propera a la 
vista original dreta: 
 
ܧ௢ = 	 ෍ ‖ܵி(ܺே −ܹ(ܺோ))	‖ଶ	
௧௢௧௦	௘௟௦	௣௨௡௧௦
௙௟௨௫	ò௣௧௜௖
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iii ) La vista a sintetitzar és equidistant a ambdós vistes originals: 
 
Podem utilitzar qualsevol de les dos restriccions, utilitzant posteriorment el render 
adequat (apartat 2.3.1.4). Durant l’etapa de desenvolupament es va tractar aquest 
cas aplicant la restricció del primer cas de forma arbitraria. 
 
2.3.2.1.2 Restriccions temporals 
 
S’introdueix un nou terme a l’expressió d’energia total per pal·liar els artefactes de 
caràcter temporal: 
  
ܧ௪ = 	 ߣ௙ܧ௙ + 	ߣ௖ܧ௖ + 	ߣ௕ܧ௕ + 	ߣ௢ܧ௢ + 	ߣ௧ܧ௧ 
 
 
Sigui Wt() l’operador de deformació a l’instant temporal t i Wt-1() l’operador de 
deformació a l’instant temporal t-1, Et es correspon a la següent expressió: 
 
ܧ௧ = 	 ෍ ‖	( ௧ܹ( ௜ܸ) −	 ௧ܹିଵ( ௜ܸ)‖ଶ
௏೔ 	∈	ெ
 
 
Com es pot observar, aquesta restricció només contempla la deformació de la malla en 
el frame anterior. Es va decidir no relacionar-ho amb més frames previs degut al bon 
funcionament de la formulació descrita. 
 
 
Figura 20 Nou esquema de funcionament de l'algorisme 
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2.3.2.2.   2n paquet de millores 
 
Degut a la introducció de les noves restriccions de l’apartat 2.3.2.1, es fan visibles altres 
limitacions de l’algorisme: 
 
   Els elements situats a les proximitats dels contorns laterals de les imatges sofreixen 
deformacions importants degut a la restricció del Warper que obliga a la malla a no 
deixar zones sense textura. 
A la figura 21, s’exemplifica l’aparició d’aquest problema en alguns detalls del video de 
test Newspaper de GIST: d’esquerra a dreta la vista original i dues vistes sintètiques on 
s’aprecia deformacions important a l’orella i al jersei. 
 
 
 
 
 
  
 
 
 
 Els nivells de disparitat entre les diferents vistes de la seqüència no es mantenen 
constants i per tant, durant la visualització de l’escena en una pantalla estereoscòpica es 
produeixen salts de profunditat quan, movent el cap, es canvia d’un parell estereo a un 
altre. 
 
 
 
 
 
Figura 21 Detall de la seqüència Newspaper de GIST 
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2.3.2.2.1 Warper 
 
Per intentar pal·liar els problemes anteriors, es tornen a formular les restriccions del 
Warper i la filosofia de funcionament d’aquest. 
 
Enlloc de solucionar un únic problema de minimització per execució del  Warper i 
obtenir la malla per una sola vista, s’imposen restriccions que lliguen totes les vistes 
sintètiques entre dues vistes originals i en una sola execució s’obtenen les malles 
necessàries per renderitzar totes les vistes entre parelles estèreo.  
 
Les noves restriccions de disparitat i de flux òptic no es basen en indicar la posició 
dels seus respectius punts interpolats i resoldre els problemes de minimització per 
separat sinó que especifiquen la distància a mantenir entre les diferents vistes i tal 
com s’ha esmentat, es resol en un únic problema de minimització. 
 
Siguin X1, X2, ... XN les vistes a sintetitzar entre les vistes originals XL i XR. L’expressió 
de la restricció de disparitat passa a ser la següent: 
 
 
 
i) Vista sintètica més propera a la vista original esquerra: 
 
 
ܧ௙ 	= 	∑ ∑ 	‖	ܵி( ଵܺ −	ܹ(ܺ௅))	‖ଶ௧௢௧௦	௘௟௦	௣௨௡௧௦
௖௔௥௔௖௧௘௥í௦௧௜௖௦௧௢௧௘௦	௟௘௦	௩௜௦௧௘௦௔	௦௜௡௧௘௧௜௧௭௔௥ 	  
 
ii) Vista sintètica més propera a la vista original dreta: 
 
ܧ௙ = 	 ෍ ෍ 	‖	ܵி(ܺே −	ܹ(ܺோ))	‖ଶ
௧௢௧௦	௘௟௦	௣௨௡௧௦
௖௔௥௔௖௧௘௥í௦௧௜௖௦௧௢௧௘௦	௟௘௦	௩௜௦௧௘௦௔	௦௜௡௧௘௧௜௧௭௔௥
 
iii) Per defecte: 
 
 
ܧ௙ = 	 ෍ ෍ 	‖	ܵி(ܹ( ௜ܺ) −	ܹ(ܺ௜ିଵ))‖ଶ
௧௢௧௦	௘௟௦	௣௨௡௧௦
௖௔௥௔௖௧௘௥í௦௧௜௖௦௧௢௧௘௦	௟௘௦	௩௜௦௧௘௦௔	௦௜௡௧௘௧௜௧௭௔௥
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Anàlogament, l’expressió de la restricció del flux òptic és la següent: 
 
 
i) Vista sintètica més propera a la vista original esquerra: 
 
 
ܧ௢ = 	 ෍ ෍ ‖	ܵி( ଵܺ −	ܹ(ܺ௅))	‖ଶ
௧௢௧௦	௘௟௦	௣௨௡௧௦	
ௗ௘	௙௟௨௫	ò௣௧௜௖௧௢௧௘௦	௟௘௦	௩௜௦௧௘௦௔	௦௜௡௧௘௧௜௧௭௔௥
 
 
ii) Vista sintètica més propera a la vista original dreta: 
 
ܧ௢ = 	 ෍ ෍ ‖	ܵி(ܺே −	ܹ(ܺோ))	‖ଶ
௧௢௧௦	௘௟௦	௣௨௡௧௦	
ௗ௘	௙௟௨௫	ò௣௧௜௖௧௢௧௘௦	௟௘௦	௩௜௦௧௘௦௔	௦௜௡௧௘௧௜௧௭௔௥
 
 
iii) Per defecte: 
 
 
ܧ௢ = 	 ෍ ෍ 	‖	ܵி(ܹ(ܺ௜)−	ܹ( ௜ܺିଵ)	)‖ଶ
௧௢௧௦	௘௟௦	௣௨௡௧௦
ௗ௘	௙௟௨௫	ò௣௧௜௖௧௢௧௘௦	௟௘௦	௩௜௦௧௘௦௔	௦௜௡௧௘௧௜௧௭௔௥
 
 
 
 
 
A més a més es decideix eliminar la restricció de contorn degut a la introducció 
d’artefactes a l’escena. Finalment el terme d’energia a minimitzar és el següent: 
 
ܧ௪ = 	 ߣ௙ܧ௙ + 	ߣ௖ܧ௖ + 	 ߣ௢ܧ௢ + 	ߣ௧ܧ௧ 
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2.3.2.2.2 EWA Renderer 
 
A l’etapa de render, es decideix utilitzar la tècnica EWA Splatting [15] enlloc de pintar 
la textura directament sobre la malla. 
 
Elliptical Weighted Average (EWA) splatting es una tècnica innovadora per 
aconseguir renderitzats d’alta qualitat. Realitza un filtrat anisotròpic a la textura amb 
un cost computacional acceptable. 
 
 
Figura 22 Dalt: aliasing present sense ús d'EWA Splattening; Baix: 
filtrat anisotròpic amb EWA Splatting. (Font: merl.com ) 
 
L’esquema de l’algorisme després d’aquest paquet de modificacions és el següent: 
 
 
Figura 23 Blocs modificats després del paquet de millores 
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2.3.2.3.   3er paquet de millores 
 
La missiva d’aquest tercer paquet de millores és solucionar algunes mancances encara 
visibles després d’aplicar el segon conjunt de mesures: 
 
 
 La disparitat entre les diferents vistes s’ha homogeneïtzat amb les millores 
introduïdes  però degut al sistema de render (2.3.1.5.) en el que utilitzem la vista 
original més propera com a base per a ser deformada i obtenir la vista sintètica, es 
continua produint un salt important de disparitat en els casos de la figura 24. 
Aquests casos es corresponen en les posicions on cada ull veu una imatge 
sintètica provinent d’una vista original diferent. 
 
 
 
 
Figura 24 Esquema de posicions amb salts de disparitat 
 
 
 
37 
 
 Elements verticals com columnes, fanals, marcs de portes, etc. Apareixen 
notablement corbats a les vistes sintètiques degut a l’alta deformació horitzontal 
que s’aplica a les vistes originals. 
 
 
 
Figura 25 Exemple de deformació en una porta a la seqüència Poznan Hall de la Poznan University of 
Technology 
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2.3.2.3.1 Nou render 
 
Com a solució al problema d’homogeneïtat de disparitat exemplificat a la figura 24 i 
també com a solució al problema de falta de textura als contorns de la imatge degut 
a la supressió de la restricció de contorns al Warper (2.3.2.2.1), plantegem una nova 
filosofia d’ús del Warper. 
 
Per cada vista a sintetitzar,  enlloc de generar una única malla a partir de la vista 
original més propera, es generen dos malles i renders provinents de cada vista 
original respectivament.  
A continuació es fusionen els dos renders donant lloc a la vista sintètica final seguint 
el següent algorisme: 
 
Siguin PA i PB píxels de les vistes originals A i B respectivament, PI el píxel de la vista a 
renderitzar i DA-I , DB-I les distàncies entre la vista a renderitzar i les vistes originals A i 
B, DMAX la màxima distància entre les imatges dels extrems, els valors  per píxel del 
renderitzat final són: 
 
 
En cas que PA i  PB existeixin: 
ூܲ = ቀ1 − ஽ಲష಺஽ಾಲ೉ቁ	 ஺ܲ + 	 ቀ1 − ஽ಳష಺஽ಾಲ೉ቁ	 ஻ܲ   
 
En cas que PA no existeixi: 
ூܲ = ஻ܲ  
En cas que PB no existeixi: 
ூܲ = ஺ܲ 
 
Tal com s’exemplifica a la figura 26, s’assigna a cada píxel de la vista sintètica 
aportacions de les dos vistes originals aplicant la ponderació anterior en funció de la 
distància.  
 
 
Figura 26 Fusió dels valors de pixel en funció de la distància 
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Aquest sistema de render aporta millores importants pel que fa als salts de disparitat 
entre parelles de vistes i també cobreix possibles forats deguts a la deformació com 
es mostra esquemàticament a la figura 27. 
 
 
 
 
 
 
 
 
 
 
Figura 24 Exemple de cobriment de contorns sense píxels mitjançant el procés de mescla. Seq. 
Newspaper de GIST 
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2.3.2.3.2 Warper: restriccions de Hough 
 
S’incorpora una nova restricció al Warper per evitar corbar elements verticals, per 
aconseguir les restriccions a minimitzar al Warper prèviament hem de detectar els 
elements verticals, aquest és un procés que consta de dos passos: 
 
i) Obtenim els contorns de la imatge original, mitjançant el detector de contorns 
de Canny  [16]. 
ii) Apliquem una variant de la transformada de Hough sobre aquests contorns, la 
Progressive Probabilistic Hough Transform [17] 
 
 
Figura 25 Exemple de detecció de línies verticals. Seq. Poznan Hall. Poznan University of Technology 
 
Siguin Hi ... Hn píxels de les vistes originals que pertanyen a la mateixa línia de Hough, 
La restricció que s’incorpora al Warper és la següent: 
 
 
ܧ௛ = 	 ෍ ෍ ฮ	(ܹ൫ܪ௜ೣ൯ − 	ܹ(ܪ௜ାଵೣ)ฮଶ
௧௢௧௦	௘௟௦	௣௨௡௧௦
	ௗ௘	௟௔	௠௔௧௘௜௫௔
௟í௡௜௔௧௢௧௘௦	௟௘௦	௟í௡௜௘௦௩௘௥௧௜௖௔௟௦	ு௢௨௚௛
 
 
Amb aquest canvi, els termes a minimitzar pel Warper passen a ser: 
 
ܧ௪ = 	 ߣ௙ܧ௙ + 	ߣ௖ܧ௖ + 	ߣ௢ܧ௢ + 	ߣ௧ܧ௧ + 	ߣ௛ܧ௛	 
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2.3.2.3.3 Substitució de l’algorisme de detecció de punts característics i 
aparellament 
 
A més a més de les esmentades millores, en aquest paquet també es canvia 
l’algorisme destinat a la detecció de punts característics, enlloc d’utilitzar un detector 
de Hanade [11], fem ús de SIFT [18]. 
 
El motiu d’aquesta substitució el trobem en que en algunes seqüències de prova 
s’obtenen altes concentracions de punts d’interès  en determinades regions deixant 
la resta de la imatge amb un número de punts característics escàs. Tot i no ser un 
problema ja que els resultats compensats fent ús del flux òptic són acceptables, els 
resultats fent ús de SIFT van motivar la substitució de Hanade per aquest. 
 
 
Figura 26 Detall de concentració de punts d'interès. Seq. Poznan Carpark. Poznan University of Technology 
 
Resumint, després d’aquestes millores, l’esquema de l’algorisme és el següent: 
 
 
Figura 30 Modificacions a l'algorisme realitzades al 3er paquet de millores 
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2.3.2.4.   4t paquet de millores 
 
Els resultats obtinguts amb el tercer paquet de millores assoleixen un nivell satisfactori 
en els diferents vídeos facilitats per MPEG, a la figura 31 es mostren alguns exemples 
gràcies a les restriccions de Hough. 
 
 
 
 
 
 
 
 
 
 
 
 
En aquesta quarta evolució  es planteja una nova funcionalitat per ampliar les 
possibilitats de l’algorisme. 
 
En algunes situacions, comentades a la secció de resultats, és útil poder interpolar entre 
vistes originals tal com hem fet fins ara, però també extrapolar. 
 
Figura 31 A l'esquerra resultats sense utilitzar les restriccions de Hough a la dreta, utilitzant-les 
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Per  poder extrapolar vistes més enllà de les posicions de les vistes originals, ha fet falta 
realitzar ajustos minoritaris a l’algorisme: 
 
  Els blocs que realitzen interpolacions de punts característics passen a realitzar 
interpolacions i extrapolacions. 
 El Warper, que fins ara calculava dos malles per cada vista sintètica generada (una 
provinent de la vista original esquerra i l’altra de la dreta) segueix amb aquest 
comportament en el cas d’interpolació de vistes però en el cas d’extrapolació només 
crea una malla a partir de la vista original més propera. 
 
 
 
Figura 32 Quarta versió de l'algorisme 
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2.4 Ajustos a l’algorisme, creació de l’aplicació NViewSynth 
 
Amb la finalitat de poder ajustar els diferents paràmetres de l’algorisme (λ), visualitzar 
resultats còmodament i poder fer demostracions en un futur es va desenvolupar l’aplicació 
NViewSynth. Es va validar la seva usabilitat a base de modificacions proposades per 
membres del grup Future Video de Disney Research. 
 
 
Figura 33 Captura de pantalla NViewSynth 
 
 
Les seves principals característiques són les següents: 
 
 Permet generar un nombre no prefixat de vistes sintètiques. 
 Distància entre vistes ajustable 
 A partir de les posicions de les càmeres, fonts de vistes originals, i les 
posicions on se li exigeixen noves vistes, decidirà si interpolar i/o 
extrapolar i a partir de quines vistes originals. 
 Guarda els càlculs realitzats per les diferents parts de l’algorisme en 
diferents fitxers binaris, permetent reutilitzar-los en futures execucions i 
estalviar temps. 
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 Guarda i/o llegeix configuracions a utilitzar a un fitxer en format XML. 
 Incorpora un reproductor de vídeo que permet visualitzar les diferents 
vistes generades en miniatura i ampliar-les clicant a sobre. El mateix 
reproductor ofereix els controls típics de pausa, tirar endavant i endarrere  
la reproducció.  
 Facilita el procés de desenvolupament i ajust de l’algorisme: 
o Permet visualitzar les diferents malles, flux òptic i punts 
característics sobre les imatges generades. 
o Permet ajustar llindars, constants i pesos de les diferents etapes 
de l’algorisme. 
 
 
2.4.1 Exemple d’ús 
 
Per demostrar les capacitats de l’aplicació més enllà de llistar les seves propietats, en 
aquesta secció es mostrarà pas a pas el procés a seguir per generar una sèrie de vistes 
sintètiques. 
 
2.4.1.1.   Càrrega de vistes originals 
 
Actualment l’aplicació accepta la càrrega de vistes originals ja siguin imatges fixes, 
seqüències d’imatges o vídeos en format YUV. 
 
El formulari de càrrega, mitjançant dos botons (+,-) permet seleccionar el número de 
fonts d’entrada, en el cas de la figura 34,  tres. 
 
 
 
Figura 34 Formulari d'especificació de fonts d'entrada 
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2.4.1.2.   Posicionament de les fonts d’entrada i vistes sintètiques 
 
 
Figura 35 Opcions de generació de vistes, a la pestanya principal de l'aplicació 
 
En aquest punt, assumint que ja s’han carregat les diferents vistes originals i seguint 
amb l’exemple del punt anterior, tenim tres vistes originals carregades. 
 
Per defecte  ens apareixerà tants quadres de propietats de vista com fonts d’entrada 
haguem seleccionat, en el cas de l’exemple, tres. 
 
 
Figura 36 Apareixen tres quadres de propietats de vista a configurar 
 
Suposant que volem una configuració de vistes com la de la figura 37, els passos a 
seguir són els següents: 
 
 
Figura 37 Exemple de configuració de vistes 
 
1) Per incrementar/reduir el nombre de vistes, cal prémer els botons +/-  de la 
secció de generació de vistes.  Seguint amb l’exemple anterior, volem un total de 
9 vistes contant les originals i les sintètiques, premem el botó + fins assolir nou 
quadres de propietats de vista, com a la figura 38: 
 
 
Figura 38 
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2) Definim  la posició de les vistes originals dins la seqüència 
 
Per defecte, tots els quadres de propietats tenen assignada l’etiqueta GenN,  
simbolitzant que la vista en aquella situació es generarà. 
Per situar les vistes originals, cal clicar sobre el botó GenN corresponent al 
quadre de propietats de la vista que vulguem que passi de ser generada, a ser 
obtinguda d’una de les fonts d’entrada. 
 
Seguint amb l’exemple, a la figura 38, clicaríem sobre Gen0, Gen4 i Gen8. 
Aquestes etiquetes canviaran automàticament a les mostrades a la figura 39. 
 
 
Figura 39 Quadres de propietats amb les vistes originals assignades 
 
3) Després de decidir les posicions de les vistes originals, cal assignar valors 
numèrics a aquestes posicions. 
 
Manualment, l’usuari pot assignar les diferents posicions o si té activada l’opció  
autofill cam values,  l’aplicació omplirà els diferents quadres de propietats amb 
valors de posició equidistants. 
 
 
Figura 40 Quadres de propietats amb les posicions de vista assignades 
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2.4.1.3.   Ajustos de l’aplicació: opcions de visualització 
 
 
Figura 41 Detall del bloc Views Generàtion 
 
En cas d’estar realitzant ajustos a l’algorisme, podem demanar a l’aplicació que ens 
mostri a sobre de les vistes sintetitzades les diferents malles utilitzades, els punts 
característics o el flux òptic clicant les diferents opcions del bloc Draw over Images de 
la secció generació de vistes. 
 
2.4.1.4.   Ajustos de l’aplicació: paràmetres de l’algorisme 
 
A les següents figures es poden veure les diferents pestanyes de l’aplicació, aquestes 
contenen diferents camps d’entrada per ajustar les etapes que conformen 
l’algorisme: 
 
Figura 42 Ajustos de Saliency i detector de línies verticals 
49 
 
 
Figura 43 Ajustos de flux òptic 
 
 
Figura 44 Ajust de punts característics, permet commutar l'ús de GPU en el càlcul 
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Figura 45 Ajust de pesos del Warper, subsampling de flux òptic i tamany de la malla a generar 
 
2.4.1.5.   Generació de vistes 
 
En aquest punt ja podem generar les diferents vistes, només cal prémer Compute a 
la pestanya principal de l’aplicació. 
 
En cas que la font d’entrada sigui una seqüència d’imatges o un video, l’aplicació 
només calcularà els resultats del primer joc de vistes permetent a l’usuari decidir si 
vol continuar o realitzar més canvis de configuració abans de continuar. 
 
2.4.1.6.   Visualització de resultats 
 
A la figura 46, es pot veure l’aparença de l’aplicació un cop hem generat els resultats. 
Per desplaçar-nos entre vistes al media player  podem fer-ho prement les fletxes 
Esquerra/dreta del teclat o clicant sobre les diferents vistes. Fent doble clic, el media 
player es posa a pantalla completa. 
També es possible veure els vectors de punts característics, flux òptic i malles 
utilitzades per la deformació seleccionant les respectives opcions del menú View 
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2.4.1.7.   Fitxers generats 
 
Després del càlcul de les diferents vistes, l’aplicació genera una imatge per cada una 
d’aquestes vistes a més a més d’altres fitxers relacionats amb el procés de pre-
computació. 
- Les vistes es guarden amb l’estructura nominal  view_N_F.png on N és el número 
de vista i F el número de frame. 
 
- Respecte als fitxers relacionats amb el procés de pre-computació trobem: 
 
Figura 46 Aparença de l’aplicació un cop hem generat els resultats i exemple de malles i vectors característics de 
la seqüència Dinosaur 
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a) Fitxers de Saliency: per cada frame d’entrada de les diferents vistes es 
guarda el mapa de Saliency en format d’imatge d’escala de grisos i seguint 
la mateixa estructura nominal que les vistes però amb el prefix Sal. 
 
b) Fitxers de punts característics: per cada parella de vistes d’entrada es crea 
un fitxer guardant la posició dels punts que conformen les diferents 
parelles. 
 
c) Anàlogament als fitxers de punts característics, els fitxers de flux òptic 
guarden la posició dels punts que conformen les diferents parelles. 
 
2.4.1.8.   Llegir i guardar fitxers de configuració 
 
Per tal de poder reproduir els mateixos resultats, cal guardar la configuració 
utilitzada. L’aplicació conté una opció per llegir i guardar fitxers de configuració 
en format XML. 
 
2.4.2 Eina de tall 
 
Alguns dels vídeos de prova facilitats per MPEG tenen un rang de disparitat tal que tota 
l’escena es situava darrera de la pantalla, es a dir tenen Parallax positiu. Per poder 
gaudir més d’aquests vídeos i tenir sensacions de profunditat sortint de la pantalla es 
crea l’eina de tall. 
 
L’eina de tall, s’encarrega de tallar les imatges que composen els parells estèreo pels 
seus laterals, emulant l’efecte de desplaçar lateralment els sensors de les càmeres tot 
produint un desplaçament lineal del rang de disparitat. 
 
Per convertir d’un rang de disparitat (dmin,dmax) a un nou rang (dmin’, dmax’) linealment, cal 
trobar una X que compleixi: X = dmax’ – dmax = dmin’ – dmin 
 
Així, per exemple donat el rang (-30,15) el podem desplaçar fins obtenir (-10,35) fent un 
tall de X=20 píxels.  
 
 
Figura 47 Exemplificació del tall 
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Per a la realització automàtica d’aquests talls, es pot utilitzar l’eina de tall integrada a 
NViewSynth. Aquesta realitza una estimació de la disparitat de l’escena analitzant les 
diferents vistes que la composen e intenta adaptar-ho al rang de disparitat desitjat tot 
proposant un valor X de tall que pot ser ajustat per l’usuari. 
 
 
 
Figura 48 Eina de tall 
 
A més de tallar les imatges per desplaçar el rang de disparitat, també permet 
pintar amb una franja negra la zona a tallar enlloc de tallar-la realment i així 
aconseguir el mateix efecte sense modificar l’amplada de la imatge. 
En cas de necessitar un mapeig de disparitat no lineal cal recórrer a altres 
tècniques com la descrita a [7]. 
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2.5 Resultats 
 
2.5.1 Metodologia d’avaluació de resultats 
 
Tant per avaluar els resultats parcials que han portat a crear els diferents paquets 
de millores com per avaluar els resultats finals s’ha seguit un procediment basat 
en el que segueix MPEG en l’avaluació de les propostes a concurs: 
 
El veredicte es marcat per  un grup d’experts per tal de minimitzar la influència en 
la qualificació que pugui tenir percebre per primera vegada la sensació 3D. Aquests 
visualitzen les diferents seqüències fent ús d’un monitor autoestereoscòpic i amb 
un bon nombre de pauses estipulades entre les diferents seqüències. Durant 
aquestes pauses els espectadors apunten deficiències observades. 
 
Els resultats es visualitzen a 3.5 metres de la pantalla estereoscòpica i amb 
suficient distància entre espectadors com per poder comprovar el correcte motion 
parallax de l’escena. La il·luminació de la sala serà bastant reduïda. 
La pantalla amb la que es van realitzar els diferents testos es una Alioscopy 
3DHD42: 
 42 polzades 
 Suport per 8 vistes 
 Rang de disparitat de -7 a 10 
 Resolució total de 1920 x 1080. 960x540 per vista. 
 
2.5.2 Resultats obtinguts pel Call for Proposals on 3D Video Coding Technology 
de MPEG 
 
La solució òptima per poder mostrar els resultats seria mitjançant una pantalla 
estereoscòpica però per donar constància de resultats sobre paper, a continuació 
es llisten algunes de les seqüències generades: 
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2.5.2.1.   Seqüència Balloons (Nagoya University) 
 
 
Vista original 1 
 
 
Vista sintètica 1 
 
 
Vista sintètica 2 
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Vista sintètica 3 
 
 
Vista original 2 
 
 
Vista sintètica 4 
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Vista sintètica 5 
 
 
Vista sintètica 6 
 
 
Vista original 3 
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2.5.2.2.   Seqüència  Book arrival (HHI Fraunhofer) 
 
 
Vista original 1 
 
 
Vista sintètica 1 
 
 
Vista sintètica 2 
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Vista sintètica 3 
 
 
Vista original 2 
 
 
Vista sintètica 4 
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Vista sintètica 5 
 
 
Vista sintètica 6 
 
 
Vista original 3 
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2.5.2.3.   Seqüència Cafe (GIST) 
 
 
Vista original 1 
 
 
Vista sintètica 1 
 
 
Vista sintètica 2 
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Vista sintètica 3 
 
 
Vista original 2 
 
 
Vista sintètica 4 
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Vista sintètica 5 
 
 
Vista sintètica 6 
 
 
Vista original 3 
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2.5.2.4.   Seqüència Newspaper (GIST) 
 
 
Vista original 1 
 
 
Vista sintètica 1 
 
 
Vista sintètica 2 
 
65 
 
 
Vista sintètica 3 
 
 
Vista original 2 
 
 
Vista sintètica 4 
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Vista sintètica 5 
 
 
Vista sintètica 6 
 
 
Vista original 3 
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2.5.2.5.   Seqüència Poznan Hall 1 ( Poznan University) 
 
 
 
Vista original 1 
 
 
Vista sintètica 1 
 
 
Vista sintètica 2 
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Vista sintètica 3 
 
 
Vista sintètica 4 
 
 
Vista original 2 
 
 
Vista sintètica 5 
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Vista sintètica 6 
 
 
Vista sintètica 7 
 
 
Vista sintètica 8 
 
    
Vista original 3 
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2.5.3 Reutilització de l’algorisme: conversió de material estereoscòpic a 
autoestereoscòpic 
 
2.5.3.1.   Motivació 
 
Aquesta utilitat extra de l’algorisme neix com a fruit dels bons resultats després 
d’aplicar el tercer paquet de millores (2.3.2.3) . 
Anàlogament a l’aparició de la televisió en color on la manca de contingut en color va 
fer aparèixer tècniques per donar color al material en blanc i negre, es preveu que en 
un futur succeeixi quelcom similar en el moment d’integrar els televisors 
estereoscòpics i sigui necessari convertir material estereoscòpic a autoestereoscòpic. 
Les modificacions necessàries per a tal són les esmentades al quart  paquet de 
millores (2.3.2.4). 
En una primera aproximació, es podria pensar que no era necessari un quart paquet 
de millores, ja que per obtenir N vistes sintètiques a partir del parell estèreo pel que 
està compost qualsevol mitja estereoscòpic és tant senzill com interpolar vistes i això 
ja era viable sense afegir el quart paquet de millores: 
 
 
Figura 49 Obtenció de vistes sintètiques a partir d'un parell estèreo mitjançant interpolació 
 
El problema rau en la profunditat que s’experimentarà en una pantalla 
autoestereoscòpica: per obtenir una bona sensació de profunditat, la distància entre 
les vistes dels extrems ha de ser de dos cops la distància entre càmeres habitual per 
filmar contingut estereoscòpic. En el cas de la interpolació de la figura 49 no es 
compleix: la distància entre les dos vistes més allunyades es correspon a la meitat. 
Un cop incorporat el quart paquet de millores (2.3.2.4), podem solucionar aquest 
problema utilitzant una combinació d’interpolació i extrapolació de vistes per obtenir 
una distancia total entre les vistes dels extrems equivalent al doble de la distancia 
axial d’una càmera estèreo tal i com es mostra a la figura 50. 
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Figura 50 Obtenció de vistes sintètiques a partir d'un parell estèreo mitjançant interpolació i 
extrapolació 
 
En aquesta situació la distància entre vistes originals continua sent igual a la distància 
entre eixos d’una càmera estèreo però gràcies a l’extrapolació i considerant 
equidistants les diferents vistes, guanyem ¼ de la distància entre eixos per cada vista 
que extrapolem. Amb un total de 4 vistes extrapolades, aconseguim una distància 
entre les vistes dels extrems equivalent a dos cops la distància axial entre càmeres 
estèreo. 
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2.5.3.2.   Resultats  
2.5.3.2.1 Seqüència Kendo (Nagoya University) 
 
 
Vista sintètica 1 
 
 
Vista sintètica 2 
 
 
Vista original 1 
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Vista sintètica 3 
 
 
Vista sintètica 4 
 
 
Vista sintètica 5 
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Vista original 2 
 
 
Vista sintètica 6 
 
 
Vista sintètica 7 
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2.5.3.2.2 Seqüència Love Bird 1 (ETRI / MPEG Korea Forum) 
 
 
 
Vista sintètica 1 
 
 
Vista sintètica 2 
 
 
Vista original 1 
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Vista sintètica 3 
 
 
Vista sintètica 4 
 
 
Vista sintètica 5 
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Vista original 2 
 
 
Vista sintètica 6 
 
 
Vista sintètica 7 
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2.5.4 Aparicions públiques del treball 
 
o Març 2011: Es van presentar els resultats obtinguts a la reunió d’aquest 
mes del grup de MPEG a Ginebra, despertant interès per ser una 
alternativa a l’esquema actual basat en DIBR. 
 
o Abril 2011: Es fa una demostració de l’aplicació NViewSynth al NAB 
(National Association of Broadcasters) Show, a las Vegas. 
 
o Juliol 2011: Es presentarà el paper Automatic Content Creation for 
Multiview Autostereoscopic Displays Using Image Domain Warping al 
congrés ICME 2011 – Hot3D Workshop, a Barcelona. 
 
o Setembre 2011: Es presentarà l’aplicació al Call for Proposals on 3D Video 
Coding Technology de MPEG. 
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3. Detecció de text en imatges amb rètols televisius 
 
3.1 Motivació 
 
El desenvolupament d’aquest sistema de detecció de text queda emmarcat dins una 
col·laboració amb la Corporació Catalana de Mitjans Audiovisuals (CCMA)  pel projecte 
Buscamedia. Buscamedia es un projecte CENIT que pretén aconseguir un avanç 
significatiu en les àrees de semàntica, producció audiovisual i distribució de mèdia amb 
l’objectiu de crear un buscador semàntic multimèdia únic al món. 
 
 
 
En els últims anys ha anat en augment l’aparició d’eines com detectors de canvis 
d’escena, detectors d’objectes,  detectors de moviment de càmera o detectors de text 
per facilitar la indexació i la cerca de vídeo. 
Dins d’aquest grup d’eines, el detector de text cobra un pes important degut a que el 
text es una font destacada d’informació semàntica, aportant informació addicional al 
contingut del vídeo: crèdits d’inici i final, dia i hora, noms de presentadors, periodistes, 
previsions meteorològiques, puntuacions o estadístiques en retransmissions esportives, 
molt útils a l’hora d’anotar o indexar mèdia en grans bases de dades i facilitar posteriors  
cerques mostrant contingut rellevant als resultats.   
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L’obtenció de text provinent d’aquest tipus d’imatges consta de tres etapes:  
 
 Detecció: marcar la zona  o zones de la imatge que contenen text. 
 Extracció: degut a la possible complexitat del fons de la zona marcada, es fa necessari 
utilitzar tècniques de binarització avançades per tal de ressaltar clarament el text i 
anular el fons. 
 Reconeixement:  mitjançant l’ús de tècniques de reconeixement òptic de caràcters 
(OCR) s’identifica automàticament símbols o caràcters que pertanyen a un 
determinat alfabet. 
 
Malgrat que aquest treball es centra en la detecció de text en diferents imatges amb 
rètols d’origen televisiu, la detecció de text en imatges d’origen natural es un pas 
important per a un gran nombre d’aplicacions de processament d’imatge: sistemes 
d’ajuda per persones amb dificultats visuals, GEO posicionament de negocis de forma 
automàtica en sistemes com el Street View de Google o en navegació robòtica en 
ambients urbans. Algunes deteccions en imatges naturals es poden veure a la figura 51. 
 
 
 
Figura 51  Exemples de detecció de text en imatges naturals emprant [19] 
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3.2 Estat de l’art 
 
El problema a l’hora de detectar text s’ha  mencionat recentment en un gran nombre 
d’estudis [20, 21, 22, 23, 24, 25, 26, 27 ], per aquest motiu s’han dut a terme diferents 
competicions, entre elles la Text Location Competition – ICDAR 2003 i ICDAR 2005 per tal 
de conèixer quin es l’estat de l’art. 
 
Donada la gran importància de la detecció de text en el procés de reconeixement de text 
(figura 52) i analitzant els resultats de les diferents propostes (la guanyadora del ICDAR 
2005 donava resultats de precisió en detecció del 62%), encara hi ha lloc per millores 
substancials. 
 
 
Figura 52 Resultats OCR sense detectar les zones amb text (esquerra) i prèviament detectant les zones amb text 
(dreta) emprant [19] 
 
Partint d’una classificació general de les diferents tècniques de detecció de text, podem 
parlar de dos grans grups: tècniques basades en l’anàlisi de textures i tècniques basades 
en l’anàlisi de regions: 
 Mètodes basats en l’anàlisi de textures [22,23] : recorren la imatge a diferents 
escales classificant els píxels basant-se en propietats del text com l’alta densitat de 
contorns, gradients baixos per sobre i per sota del text, alta variació de la intensitat, 
coeficients DCT, wavelet, ... 
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Les limitacions d’aquests mètodes son la seva alta complexitat computacional deguda la 
necessitat d’analitzar la imatge a diferents escales i els problemes d’integració 
d’informació entre escales. A més, aquests algorismes son típicament incapaços de 
detectar text en cursiva. 
 
 Mètodes basats en l’anàlisi de regions [19, 24, 25, 27] : s’agrupen píxels a partir de 
les seves propietats, per exemple, color similar. Els components resultants d’aquest 
agrupament es filtren fent us de propietats del text per excloure components que no 
poden ser caràcters. L’atractiu d’aquests mètodes es que simultàniament poden 
detectar text a qualsevol escala i sense limitar-se a text horitzontal. 
 
Un cop descrites a grans trets les dos classificacions de detectors de text, es decideix 
decantar-se per la segona. Estudiant a fons l’estat de l’art dels mètodes basats en 
l’anàlisi de regions, un gran nombre de publicacions fan ús, de diferents maneres, del 
gruix de la traçada dels caràcters. El motiu el trobem en que el gruix de la traçada del 
caràcter es manté pràcticament constant i per tant es útil en la tasca de detecció. 
 
 
3.2.1 Mètodes basats en l’anàlisi de regions. Gruix de la traçada dels caràcters. 
 
 Un primer exemple el trobem a Character-Stroke Detection for Text-Localization and 
Extraction [26]  
L’algorisme proposat recorre les diferents línies de píxels de la imatge horitzontalment 
buscant parelles de canvis sobtats d’intensitat (assumint text fosc en fons clar).  
Les zones delimitades pels canvis d’intensitat s’examinen per corroborar que 
mantenen el color i tenen una amplada similar al gruix de traçada d’un caràcter 
(s’assumeix que es coneix el rang de possibles gruixos de traçada de caràcter). Les 
regions que passen aquest primer filtrat, s’agrupen amb regions veïnes dins una 
finestra vertical de grandària W i si es troben suficients regions es considera que s’ha 
localitzat una possible traçada. 
 
Les limitacions d’aquest mètode rauen en la necessitat d’ajustar les seves constants 
(com la finestra de grandària W) en funció de l’altura dels caràcters a voler detectar. A 
més, la tècnica no fa un segon anàlisi per unir les traçades detectades en possibles 
paraules. 
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 Un segon exemple, descrit a A stroke filter and its application for text localization [28] 
utilitza la idea d’analitzar la consistència del gruix de les traçades que conformen els 
caràcters definint un filtre de traça.  
 
 
Figura 53 Filtre de traça de [28] 
 
Per cada píxel de la imatge d’entrada, es calcula la resposta del filtre de traça.  
Tal com es mostra la figura 53, el punt vermell representa un píxel (x,y) de la imatge al 
voltant del qual hi ha tres regions rectangulars. 
L’índex 1 es correspon a la regió central i els índex 2 i 3 es corresponen a les regions 
laterals. 
L’orientació i escala d’aquestes regions locals es determina per α i d, on d, l’amplada 
de la regió rectangular esta fixada per un coneixement previ del text. 
L’interval d2, corresponent a l’espai entre la regió central i les regions laterals es deixa 
per evitar prendre valors propers als contorns de les traces ja que poden estar 
difuminats per la compressió del text. 
Les limitacions d’aquesta proposta rauen en la necessitat de passar la imatge pel filtre 
utilitzant diferents escales i orientacions. 
 
 Un tercer algorisme que fa us de la propietat del gruix de traça constant, es el descrit a 
[19] Detecting text in natural scenes with stroke width transform. 
La idea principal presentada en aquesta publicació explica com calcular un mapa 
d’amples de traça per cada píxel de la imatge original mitjançant un operador que 
defineixen com Stroke Width Transform (SWT). La sortida d’aquest operador es pot 
utilitzar per separar text d’altre contingut d’alta freqüència de la imatge. A mes, fent us 
de raons geomètriques lògiques i amb certes toleràncies, zones amb gruix de traça 
similar es poden agrupar i formar components que possiblement formaran línies de 
text. 
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 A la figura 54 s’exemplifica el mapa obtingut a la sortida de l’operador SWT, podem 
veure com els valors de les traces corresponents al gruix de les lletres es mantenen 
constants. 
 
Figura 54 Imatge original (esquerra) i sortida de l'operador SWT (dreta) 
 
Cal destacar que no requereix que l’amplària de traça sigui completament constant en una 
lletra, sinó que permet certes toleràncies. 
A mes, respecte a les propostes anteriors, aquest mètode presenta una perspectiva 
diferent: no busca una característica que separi per píxel com degradats o el color, el que 
fa es recollir informació suficient per habilitar l’agrupació lògica de píxels.  
Un altre punt important d’aquesta proposta es l’absència d’una finestra per recórrer la 
imatge a diferents escales. En el seu lloc es realitza una fusió d’informació bottom-up 
ajuntant píxels provinents de traces amb gruixos similars en components, permetent-nos 
detectar caràcters en un ampli rang d’escales.  
Aquest es el detector que decidim utilitzar com a punt de partida per al nostre detector de 
text. 
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3.3 Algorisme 
 
3.3.1 Detecting text in natural scenes with stroke width transform 
 
Tal i com s’ha introduït a l’estat de l’art, aquest algorisme basat en l’anàlisi de regions 
s’aprofita de la poca variabilitat del gruix de les traces que conformen els diferents 
caràcters d’una paraula per tal de detectar-les. 
 
L’algorisme descrit a la publicació, consta de diferents etapes tal com il·lustra la figura 55 
 
 
Figura 55 Etapes de l'algorisme de detecció de text 
 
En els següents subapartats es descriurà de forma mes detallada en que consisteixen les 
diferents etapes. 
 
3.3.1.1.   Obtenció de contorns 
Per tal de recuperar les traçades dels caràcters, primer es calculen els contorns de la 
imatge fent us del detector de contorns Canny [16]. 
 
3.3.1.2.   Stroke Width Transform (SWT) 
 
La Stroke Width Transform  es un operador local que calcula per cada pixel l’amplaria de la 
traçada que el conté. 
El que aconseguim amb aquesta transformació es una imatge d’igual grandària a l’imatge 
d’entrada on cada píxel obté un valor en funció del gruix de la traçada al que esta associat.  
L’amplada de les diferents traçades no es coneix a priori, la finalitat d’aquesta 
transformada es recuperar aquests valors. 
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Es defineix la traçada com una part contigua de la imatge que forma una banda amb 
amplada pràcticament constant, tal i com es pot veure a la figura 56. 
 
 
Figura 56 Exemple de traçada. Font: [19] 
 
Partint dels contorns obtinguts a l’etapa anterior i fixant el valor inicial de tots els píxels de 
la imatge de sortida a “∞” es comença a iterar l’algorisme de la transformada. 
 
Per cada píxel p pertanyent als contorns, es traça un vector en la direcció del seu gradient 
dp  seguint el raig r = p + n·dp (n>0) fins trobar un altre píxel q pertanyent als contorns 
(figura 57). 
 
 
 
 
Figura 57 Seguint la direcció del gradient dp fins trobar un nou punt del contorn, q. Font: [19] 
 
 
S’analitza la direcció del gradient dq i en cas de que sigui oposat a dp amb una certa 
tolerància (dq = -dp  ± π/6 [tol.1]),  s’assigna a tots els píxels pels que passa el raig r el valor 
d’amplada ‖݌ − ݍሬሬሬሬሬሬሬሬሬሬ⃗ ‖	 en cas de que no tinguin assignat un valor inferior (figura 58). 
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Figura 58 S'assigna el valor de l'amplada a tots els píxels del raig. Font: [19] 
 
Analitzant els casos dels dos píxels vermells de la figura 59, en el cas de l’esquerra el píxel 
vermell prendrà el mínim dels valors dels rajos, que es correspon amb una correcta 
estimació del gruix. En canvi, en el cas de la dreta, on també es quedarà amb el mínim dels 
rajos, l’estimació serà incorrecta. 
 
 
 
 
 
Figura 59 Exemples d’assignació de valors d'ample de traçada. Font: [19] 
 
Com a solució es proposa fer una segona iteració per tots els rajos. Per cada raig es calcula 
la mediana m dels valors dels píxels que el conformen i seguidament s’assigna el valor m a 
tots els píxels del raig que tinguin un valor superior. En cas que el valor del píxel sigui 
menor que m, aquest conserva el seu valor. 
Els píxels que en aquest encara tinguin els seu valor a “∞” (valor que hem donat a tots 
inicialment) es descarten i no s’utilitzen en els següents punts de l’anàlisi. 
 
Amb la finalitat de detectar text blanc sobre fons negre i viceversa, a la publicació es 
comenta que s’aplica aquesta transformada dos cops: una seguint la direcció del gradient 
dp i una altra seguint la direcció del gradient –dp.   
 
No es fa cap menció de com es realitza la fusió dels resultats obtinguts en les dos passades. 
A la figura 60, es mostra la implementació que acabem realitzant de l’algorisme i a 
l’apartat 3.3.2.6 s’explica com realitzem la fusió d’informació de les dos passades de 
l’algorisme. 
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3.3.1.3.   Cerca de candidats de lletra i filtrat 
 
En aquesta etapa de l’algorisme s’agrupen els diferents píxels de la sortida de l’operador 
SWT en candidats a caràcter. 
 
Dos píxels veïns es poden agrupar si tenen assignats valors de gruix similars. Utilitzant 
l’algorisme clàssic de components connexos [29] i posant com a norma d’associació una 
comparació que verifica si la ràtio entre valors de gruix de píxels veïns es inferior a 3.0 
[rat.1] els agrupem. Fent us de la ràtio ens assegurem de que malgrat es produeixin petites 
variacions de gruix els píxels s’agruparan igualment. 
 
Un cop els píxels estan agrupats en components, per cada candidat a caràcter es calculen 
un conjunt de valors: mitja, mediana, variància, altura i diàmetre. Aquests valors ens 
permeten calcular una sèrie de ràtios per fer una poda de components:  
 Es descarta un component si el valor de variància es superior a la meitat del valor 
de la mitjana [rat.2]. 
Aquesta primera restricció permet eliminar o reduir falsos components presents 
en moltes imatges naturals com el fullatge dels arbres. 
 
 Cal que la ràtio altura/amplària tingui un valor entre 0.1 i 10 [rat.3] i a mes, la ràtio 
entre el diàmetre del component i la mediana del gruix del component ha de ser 
inferior a 10 [rat.4]. 
Aquestes mesures permeten eliminar components molt llargs o molt estrets. 
 
 S’estableix un mínim i un màxim d’altura de caràcter, aquest ha de ser entre 10 i 
300 píxels [rat.5]. 
 
Els components que queden son candidats a possibles caràcters. 
 
3.3.1.4.   Fusió de components 
 
Una pista important pel que fa a la detecció de text, es que aquest sol aparèixer alineat.  
A mes, podem esperar que el text que pertany a la mateixa línia compleixi certes 
propietats com gruix de traça similar, altura i amplada de caràcter similar i distancia entre 
caràcters també similar. 
Per exemple casos com un fanal al costat d’una roda de cotxe no es confondrien amb la 
combinació de lletres “I” “O” degut a la diferencia d’altures. 
 
En una primera passada, en aquesta etapa, es creen parelles de caràcters a partir dels 
components detectats prèviament. Aquestes parelles han de complir les següents 
condicions: 
 
 Dos candidats a caràcter han de tenir gruix de traça similar, la ràtio entre els seus 
valors ha de ser menor a 2.0 [rat.6] 
 La ràtio entre les alçades dels candidats a caràcter no ha de ser superior a 2.0. 
[rat.7] Podem argumentar l’amplia tolerància entre altures per la possible 
diferencia entre un caràcter en minúscula i un altre en majúscula. 
 La distancia entre candidats a caràcter no pot ser mes grans que tres cops 
l’amplada de la lletra mes ampla [rat.8]. 
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 El color dels components candidats a caràcter ha de ser similar [tol.2], la 
tolerància d’aquesta similitud no esta especificada. 
 
 
En una segona ronda es fusionen les diferents parelles de caràcters obtingudes.  Aquestes 
es poden agrupar si comparteixen algun dels seus extrems, estan sobre la mateixa línia i 
mantenen el mateix color.  
 
El procés acaba quan no es podem fusionar mes cadenes. Es consideren zones de text 
aquelles zones on s’ha fusionat mes de 3 hipotètics caràcters. 
 
 
3.3.1.5.   Taula de ràtios i toleràncies 
En aquest apartat es recull les diferents ràtios i toleràncies citades durant la descripció de 
l’algorisme. 
Ràtio núm. Expressió On  s’utilitza 
 
1 
 
ݒ݈ܽ݋ݎ	݀݁	݃ݎݑ݅ݔ	݌íݔ݈݁	ܣ
ݒ݈ܽ݋ݎ	݀݁	݃ݎݑ݅ݔ	݌íݔ݈݁	ܤ < 3 
 
 
Formació de components 
 
2 
 
ݒܽݎ݅ܽ݊çܽ < 	݉݅ݐ݆ܽ݊ܽ2  
 
 
Anàlisi de nous 
components, ràtio de 
poda 
 
3 
 0.1 < 	 ݈ܽçܽ݀ܽ	ܿ݋݉݌݋݊݁݊ݐ
ܽ݉݌݈ܽ݀ܽ	ܿ݋݉݌݋݊݁݊ݐ
< 10 
 
 
Anàlisi de nous 
components, ràtio de 
poda 
 
4 
 
݀݅à݉݁ݐݎ݁	ܿ݋݉݌݋݊݁݊ݐ
݉݁݀݅ܽ݊ܽ	݃ݎݑ݅ݔ	ܿ݋݉݌݋݊݁݊ݐ
< 10  Anàlisi de nous components, ràtio de 
poda 
 
 
5 
 10 < ݈ܽݐݑݎܽ	ܿ݋݉݌݋݊݁݊ݐ < 300	݌íݔ݈݁ݏ 
 
Anàlisi de nous 
components, ràtio de 
poda 
 
6 
 
݉݅ݐ݆ܽ݊ܽ	ݒ݈ܽ݋ݎ	݀݁	݃ݎݑ݅ݔ	݀݁	݌íݔ݈݁	݈݁݁݉݁݊ݐ	1
݉݅ݐ݆ܽ݊ܽ	ݒ݈ܽ݋ݎ	݀݁	݃ݎݑ݅ݔ	݀݁	݌íݔ݈݁	݈݁݁݉݁݊ݐ	2 	< 2 
 
 
Unió de caràcters en 
cadenes 
 
7 
 
݈ܽçܽ݀ܽ	ܿ݋݉݌݋݊݁݊ݐ	1
݈ܽçܽ݀ܽ	ܿ݋݉݌݋݊݁݊ݐ	2 < 2 
 
 
Unió de caràcters en 
cadenes 
 
8 
 
݀݅ݏݐà݊ܿ݅ܽ(ܿ݋݉݌݋݊݁݊ݐ1, ܿ݋݉݌݋݊݁݊ݐ2)max൫ܽ݉݌݈ܽ݀ܽ(ܿ݋݉݌݋݊݁݊ݐ1, ܿ݋݉݌݋݊݁݊ݐ2)൯ < 3 
 
 
Unió de caràcters en 
cadenes 
Taula 1 Ràtios esmentades en la publicació de Microsoft Research 
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Tolerància num. Expressió On s’utilitza 
 
1 
 d୯ 	= 	−d୮ 		± 	π6 
 
Procés de creació del mapa 
SWT. 
 
2 
 Color	(	component	1)= ܥ݋݈݋ݎ	(ܿ݋݉݌݋݊݁݊ݐ	2) ± ݔ 
 
Unió de caràcters en 
cadenes. Valor de tolerància 
no especificat a la publicació 
Taula 2 Toleràncies esmentades en la publicació de Microsoft Research 
 
3.3.2 Implementació de l’algorisme 
 
 
3.3.2.1.   Variacions respecte a la publicació 
 
Algunes de les modificacions a l’algorisme comentades a continuació estan motivades per 
la cerca de millors resultats però d’altres s’han implementat per  manca d’informació a la 
publicació sobre com actuar en determinades situacions. 
 
A continuació, a la figura 60 es presenta l’esquema del nou algorisme: les etapes pintades 
de color blau simbolitzen etapes a les que no s’ha realitzat cap canvi respecte la publicació. 
Les etapes pintades de color taronja son noves i les de color verd han sofert modificacions. 
La zona ressaltada amb un fons negre, engloba la part de l’algorisme que s’executa dues 
vegades: una tenint en compte el cas text fosc sobre fons clar i l’altra el cas oposat. 
 
 
 
 
Figura 60 Esquema de l'algorisme implementat 
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3.3.2.1.1 Ampliació de la imatge i filtrat gaussià 
 
Com a pas previ a la detecció de contorns s’amplia la imatge al doble de la grandària 
original i s’aplica un filtre gaussià. 
 
Les diferencies son notables en el procés de detecció de components, principalment degut 
a millors resultats provinents del detector de contorns tal i com es mostra en un exemple 
concret a la figura 61: 
 
 
Figura 61  Esquerra: detecció de contorns i components detectats sense ampliar la imatge ni aplicar el filtre 
gaussià. Dreta: resultats ampliant la imatge i aplicant filtre gaussià 
 
3.3.2.1.2 Variació de la tolerància angular entre gradients oposats de l’operador 
SWT 
 
Tal com s’ha comentat a l’apartat 3.3.1.2. per cada píxel p que pertanyi als contorns, 
tracem un raig seguint la direcció del gradient fins trobar un altre píxel q i en cas que el 
gradient d’aquest  sigui oposat al de p amb una certa tolerància (dq = -dp  ± π/6),  s’assigna 
a tots els píxels pels que passa el raig el valor d’amplada obtingut (a no ser que aquests 
píxels ja tinguessin un valor d’amplada inferior). 
Es va decidir canviar el valor de la tolerància degut a que es produïen buits a les zones on 
les diferents traces que conformen un caràcter s’ajunten, tal com mostra la figura 62. El 
nou valor passa a ser π/3  
 
 
Figura 62 Esquerra: resultats amb una tolerància de π/6. Dreta: resultats amb una tolerància de π/3 
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3.3.2.1.3 Filtrat de rajos atípics de l’operador SWT 
 
Aquest filtrat neix per solucionar l’aparició d’un tipus de falsos positius originats pels 
resultats de l’operador SWT. 
Durant el procés d’obtenció de rajos representants d’amplària de traça dins l’operador 
SWT, poden aparèixer rajos de traça incorrectes degut a la cerca d’aquests tant en la 
direcció del gradient dels píxels de contorn com també en la direcció contraria. En un 
d’aquests dos casos, el raig apuntarà cap a l’exterior de la lletra i en cas de que en la seva 
direcció es  trobi un píxel de contorn que compleixi la tolerància angular [tol.1] s’haurà 
creat un raig erroni. 
D’altra banda, degut a peculiaritats de les imatges d’entrada, com la presencia de bandes 
paral·leles a dalt i a baix de la imatge (figura 63),  també poden aparèixer rajos de traça no 
útils. 
 
 
Figura 63 Exemple d'imatge amb bandes superiors i inferiors 
 
L’aparició d’aquests rajos no es un problema fins que es creuen amb mes rajos, podent 
ocasionar l’aparició d’elements ficticis conduint a una falsa detecció de text, tal com 
s’exemplifica a la figura 64. 
 
 
Figura 64 Esquerra: detall dels rajos que arriben a la cantonada inferior esquerra de la imatge de la figura 63. 
Centre: components detectats. Dreta: els components erronis s’han traduït en falsos positius. 
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El problema s’aborda fent un anàlisi de la longitud dels rajos en diferents imatges, situant-
los en un histograma queda clarament desmarcat un grup de rajos amb longituds atípiques 
que seran objecte d’estudi.  
Just després d’obtenir el mapa SWT, s’analitza una a una les interseccions de tots els rajos 
membre d’aquest grup atípic entre ells o amb altres rajos, els eliminem si intercepten amb 
altres rajos dues o mes vegades. 
 A mes, si qualsevol raig (sigui d’aquest grup o no) ha estat travessat per dos o més rajos 
atípics, també s’elimina tot reduint el nombre de rajos en regions obertes. 
A la figura 65, mitjançant un exemple, podem veure exemplificades les millores obtingudes 
després d’utilitzar aquest filtrat. 
 
Figura 65 De dalt a baix: sortides SWT en les etapes de cerca de text negre sobre fons blanc i viceversa i resultat 
final. Esquerra: sense fer us del filtre descrit. Dreta: fent us del filtre descrit 
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3.3.2.1.4 Fusió de píxels en components 
 
Per tal de poder crear components, cal en un primer pas considerar veïns i veure si aquests 
compleixen una sèrie de requisits  per fusionar-los i formar components tal com s’ha 
comentat a 3.3.1.3.  
A la nostra implementació, enlloc d’utilitzar un algorisme clàssic de components connexos 
[29], es consideren veïns els píxels situats per sota, per sobre, esquerra i dreta del píxel 
actual, tal com mostra la figura 66 on el píxel vermell exemplifica el píxel que estem 
analitzant en aquest moment i els píxels grocs els seus veïns. 
 
 
Figura 66 Píxel actual i els seus veïns 
 
3.3.2.1.5 Fusió de cadenes de caràcters 
 
Respecte a la fusió de components, es fixa que la direcció d’aquests serà purament 
horitzontal i es descarten fusions en qualsevol altra direcció. 
El motiu que impulsa aquesta decisió es la prioritat de buscar text escrit horitzontalment 
donat que es la distribució mes utilitzada per mostrar informació a l’espectador. A més, 
fixant aquest criteri, s’aconsegueix reduir falsos positius (es mes difícil que components 
que no siguin caràcters quedin alineats horitzontalment que en qualsevol altra direcció) i 
també es redueix el temps de processament de l’algorisme en l’etapa de fusió de 
caràcters. 
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3.3.2.1.6 Fusió de caixes delimitadores 
 
Un cop s’ha detectat el text, es sol fer us de caixes delimitadores per marcar on esta situat. 
Per diversos motius algunes caixes delimitadores poden quedar solapades com es el cas de 
caixes provinents de diferents deteccions (una de text negre sobre fons blanc i l’altra de 
text blanc sobre fons negre).  
Abans de presentar el resultat final de l’algorisme es fusionen les caixes delimitadores que 
comparteixen píxels tal com es mostra a la figura 67. 
 
 
Figura 67 Caixes delimitadores emmarcant zones amb text. Esquerra: sense fusionar. Dreta: fusionant 
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3.3.2.1.7 Taula de ràtios i toleràncies 
 
Les taules finals de ràtios i toleràncies son les següents: 
Ràtio num. Expressió On  s’utilitza 
 
1 
 
ݒ݈ܽ݋ݎ	݀݁	݃ݎݑ݅ݔ	݌íݔ݈݁	ܣ
ݒ݈ܽ݋ݎ	݀݁	݃ݎݑ݅ݔ	݌íݔ݈݁	ܤ < 3 
 
 
Formació de components 
 
2 
 
ݒܽݎ݅ܽ݊çܽ < 	݉݅ݐ݆ܽ݊ܽ2  
 
 
Anàlisi de nous components, 
ràtio de poda 
 
3 
 0.1 < 	 ݈ܽçܽ݀ܽ	ܿ݋݉݌݋݊݁݊ݐ
ܽ݉݌݈ܽݎ݅ܽ	ܿ݋݉݌݋݊݁݊ݐ
< 10 
 
 
Anàlisi de nous components, 
ràtio de poda 
 
4 
 
݀݅à݉݁ݐݎ݁	ܿ݋݉݌݋݊݁݊ݐ
݉݁݀݅ܽ݊ܽ	݃ݎݑ݅ݔ	ܿ݋݉݌݋݊݁݊ݐ
< 10  Anàlisi de nous components, ràtio de poda 
 
 
5 
 10 < ݈ܽݐݑݎܽ	ܿ݋݉݌݋݊݁݊ݐ < 300	݌íݔ݈݁ݏ 
 
Anàlisi de nous components, 
ràtio de poda 
 
6 
 
݉݅ݐ݆ܽ݊ܽ	ݒ݈ܽ݋ݎ	݀݁	݃ݎݑ݅ݔ	݀݁	݌íݔ݈݁	݈݁݁݉݁݊ݐ	1
݉݅ݐ݆ܽ݊ܽ	ݒ݈ܽ݋ݎ	݀݁	݃ݎݑ݅ݔ	݀݁	݌íݔ݈݁	݈݁݁݉݁݊ݐ	2 	< 2 
 
 
Unió de caràcters en 
cadenes 
 
7 
 
݈ܽçܽ݀ܽ	ܿ݋݉݌݋݊݁݊ݐ	1
݈ܽçܽ݀ܽ	ܿ݋݉݌݋݊݁݊ݐ	2 < 2 
 
 
Unió de caràcters en 
cadenes 
 
8 
 
݀݅ݏݐà݊ܿ݅ܽ(ܿ݋݉݌݋݊݁݊ݐ1, ܿ݋݉݌݋݊݁݊ݐ2)max൫ܽ݉݌݈ܽ݀ܽ(ܿ݋݉݌݋݊݁݊ݐ1, ܿ݋݉݌݋݊݁݊ݐ2)൯ < 3 
 
 
Unió de caràcters en 
cadenes 
Taula 3 Ràtios finals de l’algorisme 
 
Tolerància num. Expressió On s’utilitza 
 
1 
 d୯ 	= 	−d୮ 		± 	π3 
 
Procés de creació del mapa 
SWT. 
 
2 
 Color	(	component	1)= ܥ݋݈݋ݎ	(ܿ݋݉݌݋݊݁݊ݐ	2) ± ݔ 
 
Unió de caràcters en 
cadenes. Valor de tolerància 
no fixat, l’usuari el pot 
configurar per cada execució 
Taula 4 Toleràncies finals de l’algorisme 
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3.4 Resultats 
A continuació es mostren algunes imatges on s’ha detectat text mitjançant l’algorisme 
desenvolupat. 
En el millor dels casos s’aconsegueix una detecció correcta del text de la imatge com 
demostren els exemples següents: 
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Malauradament, de forma freqüent apareixen falses deteccions a les imatges. Això es 
degut a que elements de la imatge que no son text, compleixen les diferents ràtios i 
toleràncies  descrites prèviament que caracteritzen al text. 
Les imatges següents en són un exemple: 
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Un altre problema del detector es la detecció parcial de text en algunes imatges deguda a 
la baixa qualitat d’aquestes. Es el cas dels exemples següents: 
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També manquen deteccions degut a la no identificació d’alguns caràcters. Aquesta no 
identificació de caràcters va lligada a la variància dels valors de la traça en diferents punts 
del caràcter respecte a la mitjana, el problema sol aparèixer en  el punt d’unió de les traces 
que conformen els caràcters. 
 A continuació alguns exemples: 
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4. Conclusions 
En aquest projecte final de carrera s'han presentat les aportacions de síntesi de vistes per a  
ser utilitzades en les noves pantalles autoestereoscòpiques realitzades a Disney Research i les 
aportacions realitzades al grup d'imatge de la UPC per a la creació d'un nou detector de text 
per a l’anàlisi de contingut televisiu. 
 
Pel que fa a la síntesi de vistes, els resultats obtinguts demostren el bon funcionament de la 
tècnica podent-se presentar com una alternativa als mètodes basats en DIBR. 
La seva implementació dins un futur estàndard dependrà de l’evolució de les tècniques DIBR 
però també de com es plantegi el repartiment de les tasques de síntesi entre el codificador i el 
descodificador. 
 
En una situació ideal, el codificador únicament facilitaria 3 fluxos de vídeo independentment 
del nombre de vistes necessàries a representar al televisor de la llar de cada usuari. El 
descodificador s’encarregaria de realitzar tot el procés de síntesi generant tantes vistes com 
siguin necessàries. Malauradament, degut al cost computacional de les diferents etapes de les 
que consta l’algorisme de síntesi, probablement el codificador necessiti en mes o menys grau 
facilitar informació extra per alleugerar la carrega del descodificador. Aquesta informació 
extra, que reduiria les avantatges respecte a l’ús de DIBR, podrien ser mapes de Saliency, 
correspondència de punts característics entre imatges o directament un numero determinat 
de malles sobre les que renderitzar les diferents vistes. 
Aquesta informació extra podria representar-se com a diferents imatges (mapes) d’escala de 
gris addicionals als 3 fluxos de vídeo i utilitzar tècniques de codificació ja existents per a la seva 
transmissió. Caldria però analitzar els efectes de la compressió sobre aquests mapes per 
descartar que acaben causant artefactes a les imatges sintètiques generades. 
D'altra banda, la demostrada capacitat de l'eina per generar contingut autoestereoscòpic a 
partir de contingut estereoscòpic de forma automàtica, permetrà omplir el buit de contingut 
autoestereoscòpic quan aquests televisors comencin a arribar a les llars convertint contingut ja 
existent en format estereoscòpic. 
 
En segon lloc s'ha presentat una eina de detecció de text de la que s'ha demostrat la seva 
utilitat per la detecció de text en contingut televisiu, sovint, un repte degut a les 
transparències sobre les que es mostra el text i la gran quantitat d’elements en imatges 
naturals propensos a ser confosos per text. 
Una primera millora a implementar seria la substitució del mètode d’estimació de gruix per un 
de nou que no es basi únicament en traçar rajos en la direcció del gradient sino que faci un 
estudi més complet en diferents direccions. 
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Una millor estimació del gruix permetria aplicar ràtios mes conservadores i possiblement 
obtenir deteccions ara no aconseguides tot reduint el nombre de falsos positius. 
S’ha pogut comprovar que la correcta detecció del text mitjançant el detector implementat, va 
molt lligada a  la qualitat del vídeo. Donat que es vol explotar l'eina detectant text en arxius de 
vídeo televisius i que aquests poden contenir material de les darreres dècades, cal continuar 
millorant la robustesa del detector en imatges de baixa qualitat i aplicar noves restriccions 
basades en propietats del text per millorar la poda de components. 
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