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KHOVANSKII BASES, HIGHER RANK VALUATIONS AND TROPICAL
GEOMETRY
KIUMARS KAVEH AND CHRISTOPHER MANON
Abstract. Given a finitely generated algebra A, it is a fundamental question whether
A has a full rank discrete (Krull) valuation v with finitely generated value semigroup.
We give a necessary and sufficient condition for this, in terms of tropical geometry
of A. In the course of this we introduce the notion of a Khovanskii basis for (A, v)
which provides a framework for far extending Gro¨bner theory on polynomial algebras to
general finitely generated algebras. In particular, this makes a direct connection between
the theory of Newton-Okounkov bodies and tropical geometry, and toric degenerations
arising in both contexts. We also construct an associated compactification of Spec (A).
Our approach includes many familiar examples such as the Gel’fand-Zetlin degenerations
of coordinate rings of flag varieties as well as wonderful compactifications of reductive
groups. We expect that many examples coming from cluster algebras naturally fit into
our framework.
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1. Introduction
It is an important question in commutative algebra and algebraic geometry whether
a given finitely generated algebra has a full rank valuation with finitely generated value
semigroup. The purpose of this paper is to give a necessary and sufficient condition for this
in terms of tropical geometry. In the course of this, we introduce the notion of a Khovanskii
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basis. In this terminology, the main results of the paper concern necessary and sufficient
conditions for existence of a finite Khovanskii basis.
The theory of Khovanskii bases, developed in this paper, opens doors to extend powerful
and extremely useful methods of Gro¨bner basis theory for ideals in a polynomial ring to
general algebras. Whenever an algebra A (equipped with a full rank valuation v) has a
Khovanskii basis, one can do many computations in the algebra algorithmically. This should
enable an extension of Gro¨bner basis theory to ideals in algebraswith a finite Khovanskii
basis. In particular, extending the SAGBI basis polyhedral homotopy method, algorithms
can be developed to find solutions of systems of equations from the algebra A (in the
sense of [KK10, KK12b]). This has direct applications to problems from applied algebraic
geometry such as finding solutions of non-sparse systems of polynomial equations appearing
in robotics or chemical reaction networks. Some of these applications were discussed in
the mini-symposium Newton-Okounkov bodies and Khovanskii bases in SIAM Conference
in Applied Algebraic Geometry (Atlanta, 2017). As far as the authors know, the idea
of homotopy methods for computing solutions of systems of equations in the context of
Khovanskii bases is due to Bernd Sturmfels (see also [HSS98]). One can think of the theory
of Khovanskii bases as the computational and algorithmic side of the general theory of
Newton-Okounkov bodies. As Example 7.7 indicates the scope of Khovanskii basis theory
is far larger than SAGBI theory.
We would like to mention that the theory of Khovanskii bases has been used in the study
of Gaussoids [BDKS]. Also recently Duff and Sottile use Khovanskii bases in a method to
certify solutions to systems of polynomial equations [DS].
Before stating the main results of the paper, let us review some background material.
Let A be a finitely generated k-algebra and domain with Krull dimension d over a field k.
We consider a discrete valuation. v : A \ {0} → Qr, for some 0 < r ≤ d, which lifts the
trivial valuation on k (here the additive group Qr is equipped with a group ordering , see
Definition 2.1). The image S(A, v) of v, that is,
S(A, v) = {v(f) | 0 6= f ∈ A},
is usually called the value semigroup of v. It is a (discrete) additive semigroup in Qr. The
rank of the valuation v is the rank of the group generated by its value semigroup. The
valuation v gives a filtration Fv = (Fva)a∈Qr on A, defined by:
Fva = {f ∈ A | v(f)  a} ∪ {0}.
(Fva is defined similarly.) The corresponding associated graded grv(A) is:
grv(A) =
⊕
a∈Qr
Fva/Fva.
It is important to note that grv(A) is also a domain. For 0 6= f ∈ A we can consider its
image f¯ in grv(A), namely the image of f in Fva/Fva where a = v(f). The following is
a central concept in the paper.
Definition 1 (Khovanskii basis). A set B ⊂ A is a Khovanskii basis for (A, v) if the image
of B in the associated graded grv(A) forms a set of algebra generators.
The case when our algebra A has a finite Khovanskii basis with respect to a valuation v
is particularly desirable.
Remark. The main idea behind the definition of a Khovanskii basis is to obtain information
about A from its associated graded algebra grv(A). This algebra can be regarded as a
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degeneration of A and is often simpler to work with, for example, grv(A) is graded by the
value semigroup S = S(A, v). The case of main interest is when k is algebraically closed
and v has full rank equal to d. In this case the associated graded grv(A) is the semigroup
algebra k[S], and hence is a subalgebra generated by monomials in a polynomial algebra.
The existence of a finite Khovanskii basis then is equivalent to S being a finitely generated
semigroup, in which case k[S] basically can be described by combinatorial data (see Section
2 and Proposition 2.4). Moreover, we have a degeneration of Spec (A) to the (not necessarily
normal) toric variety Spec (k[S]).
The notion of a Khovanskii basis generalizes the notion of a SAGBI basis (also called a
canonical basis in [Stu96]) which is used when A is a subalgebra of a polynomial algebra
(see [RS90], [Stu96, Chapter 11] and also Remark 2.6). The name Khovanskii basis was
suggested by B. Sturmfels in honor of A. G. Khovanskii’s contributions to combinatorial
algebraic geometry and convex geometry. As far as the authors know, the present paper
is the first paper which deals with the general notion of a Khovanskii basis. In this paper,
after developing some basic facts about Khovanskii bases, we give a necessary and sufficient
condition for existence of a finite Khovanskii basis for A. We find that tropical geometry
provides a suitable language for this condition (see Theorems 1 and 2 below).
There is a simple classical algorithm to represent every element in A as a polynomial
in elements of a Khovanskii basis B. This is usually known as the subduction algorithm
(Algorithm 2.11). In general, given (A, v) and f ∈ A, it is possible that the subduction
algorithm does not terminate in finite time (see Example 2.12). We will be interested in
the cases where it does terminate. It is easily seen that this happens if the value semigroup
S(A, v) is maximum well-ordered, i.e., every increasing chain in S(A, v) has a maximum
(Proposition 2.13). This is the case if v is a homogeneous valuation with respect to a
positive grading on A, i.e. an algebra grading by Z≥0.
Let us say few words about the important case when A is positively graded. In this case,
it is convenient to consider a valuation which also encodes information about the grading.
More specifically one would like to work with a valuation v : A\{0} → N×Qr−1 ⊂ Q×Qr−1
such that the first component of v is the degree. That is, for any 0 6= f ∈ A we have:1
(1.1) v(f) = (deg(f), ·).
To (A, v), with v as in (1.1), one associates a convex body ∆(A, v) in Rr−1 called a Newton-
Okounkov body. This convex body encodes information about the Hilbert function of the
algebra A (see Section 2.3 as well as [Oko03, LM09, KK12a]). When k is algebraically
closed and v has full rank, one shows that ∆(A, v) is a convex body whose dimension is the
degree of the Hilbert polynomial of A and its volume is the leading coefficient of this Hilbert
polynomial ([KK12a, Theorem 2.31]).2 In particular, if A is the homogeneous coordinate
ring of a projective variety Y , then the degree of Y is given by dim(Y )! times the volume
of the convex body ∆(A, v) ([KK12a, Corollary 3.2]). We would like to point out that
the finite generation of the value semigroup S = S(A, v) implies that the corresponding
Newton-Okounkov body is a rational polytope. Moreover, we have a toric degeneration of
Y = Proj (A) to a (not-necessarily normal) toric variety Proj (k[S]) (see [And13], [Kav15,
Section 7] and [Tei03]). The normalization of Proj (k[S]) is the toric variety associated to
the polytope ∆(A, v).
1For this to be a valuation one should consider reverse ordering on the first coordinate. Alternatively,
one can define v(f) = (−deg(f), ·).
2In fact, this statement is still true when A is not necessarily finitely generated as an algebra, but is
contained in a finitely generated graded algebra.
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We now explain the main results of the paper in some detail. Let us go back to the non-
graded case and as before let A be a finitely generated k-algebra and domain with Krull
dimension d. Throughout we use the following notation and definitions: Let B = {b1, . . . , bn}
be a set of algebra generators for A. The set B determines a surjective homomorphism
pi : k[x1, . . . , xn]→ A defined by pi(xi) = bi, i = 1, . . . , n, which we refer to as a presentation
of A. Let I be the kernel of the homomorphism pi. Recall that the the tropical variety
T (I) is the set of all u ∈ Qn such that the corresponding initial ideal inu(I) contains no
monomials.3 One knows that the tropical variety T (I) has a fan structure coming from the
Gro¨bner fan of the homogenization of I ([MS15, Chapter 2]). In particular, each open cone
C ⊂ T (I) has an associated initial ideal inC(I) (see Section 8).4
Let C be an open cone in the tropical variety T (I). We say that C is a prime cone if the
corresponding initial ideal inC(I) ⊂ k[x1, . . . , xn] is a prime ideal.5 The first main result of
the paper is the following (Section 4).
Theorem 1. For each prime cone C in the tropical variety T (I) one can construct a discrete
valuation v = vC : A \ {0} → Qd such that: (1) B is a finite Khovanskii basis for (A, v), (2)
the rank of v is at least the dimension of the prime cone C and, (3) the associated graded
grv(A) is isomorphic to k[x1, . . . , xn]/inC(I).
We call a valuation v : A \ {0} → Qr a subductive valuation if it possesses a finite
Khovanskii basis and the subduction algorithm, with respect to this Khovanskii basis, always
terminates (Definition 3.8). The next theorem is the second main result of the paper. It
shows that, when A is positively graded, subductive valuations are exactly valuations that
arise from prime cones in the tropical variety.
Theorem 2. Let A =
⊕
i≥0Ai be a finitely generated positively graded k-algebra and do-
main. With notation as before, we have the following: Any valuation v with a finite Kho-
vanskii basis consisting of homogeneous elements is subductive. Furthermore, a finite subset
B ⊂ A consisting of homogeneous elements is a Khovanskii basis for a subductive valuation
v of rank r if and only if the tropical variety T (I) contains a prime cone C with dim(C) ≥ r.
In our setting, it is also natural to introduce a generalization of the notion of a standard
monomial basis from Gro¨bner theory. We call a k-vector space basis B for A an adapted
basis for (A, v) if the image of B in the associated graded algebra grv(A) forms a vector space
basis for this algebra. One can perform a vector space analogue of the subduction algorithm
with respect to B (Algorithm 2.31). Subductive valuations that have adapted bases are
particularly nice. We see that, when A is positively graded, any subductive valuation has
an adapted basis.
In representation theory context, the (dual) canonical basis of Kashiwara-Lusztig provides
an important example of an adapted basis for the algebra of unipotent invariants on a
reductive group. Other variants of adapted bases in representation theory have been studied
by Feigin, Fourier, and Littelmann in [FFL17], where they are called essential bases (see
Example 2.29).
3Conceptually it is more appropriate to talk about the tropical variety of an ideal in a Laurent polynomial
algebra as opposed to a polynomial algebra. So in fact, instead of tropical variety of the ideal I one should
consider the tropical variety of the ideal generated by I in the Laurent polynomial algebra k[x±1 , . . . , x
±
n ].
The tropical variety then encodes the behavior at infinity of the subscheme defined by this ideal in all
possible toric completions of the ambient torus Gnm.
4By an open cone we mean a cone that coincides with its relative interior.
5By abuse of terminology, occasionally we may refer to a closed cone as a prime cone, in which case we
mean that its relative interior is a prime cone.
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Theorem 2 is a consequence of two constructions given in Sections 4 and 5 respectively
(see Propositions 4.2 and 5.2). These are the technical heart of the paper. A central concept
in these constructions is that of a weight valuation introduced in Section 3. Below we briefly
explain what a weight valuation is, and summarize the results of Sections 4 and 5 in a couple
of theorems.
In the classical Gro¨bner theory, one defines the initial form inu(f) of a polynomial f ∈
k[x1, . . . , xn] with respect to a weight vector u ∈ Qn. This in turn gives a valuation v˜u :
k[x1, . . . , xn]\{0} → Q. We use an extension of this notion and for any integer r > 0 and an
r×n matrix M ∈ Qr×n, we define a valuation v˜M : k[x1, . . . , xn]\{0} → Qr (see Section 3.1).
We can then consider the pushforward of v˜M via the map pi : k[x1, . . . , xn]→ A to obtain a
map vM : A→ Qr ∪ {∞} (Definition 3.1).6 In general the map vM is only a quasivaluation
7 (see Section 2.4). We call a quasivaluation of the form vM a weight quasivaluation. We
remark that when the associated initial ideal inM (I) is prime then vM is indeed a valuation
(Lemma 3.4). The following key statement in the paper relates the notions of a subductive
valuation and a weight valuation (Section 3.3, see also Theorem 2.17):
Lemma 3. Let v : A \ {0} → Qr be a valuation and let B = {b1, . . . , bn} be an algebra
generating set. Then the statements:
(1) v is a subductive valuation with respect to B ⊂ A,
(2) v has an adapted basis B consisting of monomials in B,
(3) v coincides with the weight valuation vM for the matrix M ∈ Qr×n with column
vectors v(b1), . . . , v(bn),
(4) v has Khovanskii basis B,
satisfy (1)⇒ (2)⇒ (3)⇒ (4).
Notice that by Theorem 2 the statements in Lemma 3 are all equivalent if A is positively
graded and B ⊂ A consists of homogeneous elements.
Remark. In general, by Theorem 2.17, B is a Khovanskii basis of v if and only if certain
ideals IM and Iv coincide. By Lemma 3.4, this implies that grv(A)
∼= grvM (A), which is a
weakening of (3) above. Furthermore, by Theorem 2.17 this is equivalent to Algorithm 2.11
terminating on a specific collection of elements of A, which is a weakening of (1).
The next theorem is about constructing valuations from prime cones (see Section 4).
Theorem 4. Let C ⊂ T (I) be a prime cone. Let u = {u1, . . . , ur} ⊂ C be a collection of
rational vectors that span a real vector space of maximal dimension dim(C). Let M ∈ Qr×n
be the matrix whose row vectors are u1, . . . , ur. Let vM : A \ {0} → Qr be the weight
quasivaluation associated to M . Then vM is a valuation and the following hold:
(1) grvM (A)
∼= k[x1, . . . , xn]/inC(I).
(2) M coincides with the matrix:
Mu =
 vu1(b1) · · · vu1(bn)... ... ...
vur (b1) · · · vur (bn)
 ,
where, for every i, vui is the weight quasivaluation on A associated to the weight
vector ui.
6Throughout the paper we will only be interested in M such that vM (f) 6=∞, for all 0 6= f .
7Recall that a quasivaluation v is defined with the same axioms as a valuation except that v(fg) 
v(f) + v(g). Some authors use the term semivaluation instead of quasivaluation.
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(3) The value semigroup S(A, vM ) is generated by the columns of the matrix M .
(4) If C lies in the Gro¨bner region GR(I) the valuation vM has an adapted basis which
can be taken to be a standard monomial basis for a maximal cone in the Gro¨bner
fan of I containing C.
Here the Gro¨bner region GR(I) is taken to be the set of all u ∈ Qn for which there is a
term order > with in>(inu(I)) = in>(I) (see 8.2). The Gro¨bner region always contains the
negative orthant Qn≤0. We remark that if C is a maximal prime cone (i.e., it has dimension
d = dim(A)) then inC(I) is a prime binomial ideal. We also note that by Theorem 4(1), the
associated graded of the valuation vM only depends on the cone C. That is, given C, it is
possible to find many valuations vM on A with the same associated graded algebra.
As a corollary of Theorem 4 we obtain the following.
Corollary 5. When A is positively graded and B consists of homogeneous elements of degree
1, we can choose u so that the first row of M is (−1, . . . ,−1). One observes that in this
case, after dropping a minus sign, the valuation vM is as in (1.1) and the Newton-Okounkov
body ∆(A, vM ) is the convex hull of the vM (bi). In particular, when the cone C is maximal,
the degree of Y = Proj (A) is equal to dim(Y )! times the volume of this convex hull.
Conversely, any weight valuation comes from a prime cone in the tropical variety in the
following sense (see Section 5).
Theorem 6. Let v = vM : A \ {0} → Qr be a weight valuation with weighting matrix
M ∈ Qr×n corresponding to a presentation A ∼= k[x1, . . . , xn]/I (recall that we assume
vM (f) 6=∞ for all 0 6= f ∈ A). Then there is a prime cone Cv ⊂ T (I) such that:
k[x1, . . . , xn]/inCv(I)
∼= grv(A).
In particular, in light of Lemma 3, there exists a prime cone Cv for any subductive valuation
v on A. Furthermore, if A is positively graded and B is a homogeneous generating set, there
is a prime cone Cv associated to any valuation on A with Khovanskii basis B.
We remark that Theorem 6 implies that only a finite number of associated graded algebras
are possible among the weight valuations with fixed Khovanskii basis B, and these are
indexed by certain faces of T (I). Similarly, if we restrict attention to positively graded
algebras, only a finite number of associated graded algebras are possible among all valuations
with Khovanskii basis B.
In Section 6, we study a compactification X¯u of X = Spec (A) by boundary components
associated to a linearly independent set u = {u1, . . . , ur} ⊂ C where C is a prime cone of
dimension r in the tropical variety T (I). We show that under mild conditions, the divisor
Du = X¯u \X is of combinatorial normal crossings type ([ST08]).
Theorem 7. Let X = Spec (A) and C be a prime cone whose relative interior intersects
the negative part T (I)− = T (I) ∩ Qn≤0 of the tropical variety of an ideal I. Let u =
{u1, . . . , ut} ⊂ C be a choice of r linearly independent vectors. Let M ∈ Qr×n be the
corresponding weighting matrix, i.e. the rows of M are u1, . . . , ur, and let vMbe its associated
valuation. Then there is a compactification X ⊂ X¯u of combinatorial normal crossings type
whose boundary is a union of r reduced, irreducible divisors D1, . . . , Dr. The valuation vM
can be recovered from this boundary divisor in the sense that for any member b ∈ B ⊂ A of
an adapted basis B, we have vM (b) = (ordD1(b), . . . , ordDr (b)).
Remark. A choice of ordering of the elements of u gives an ordering of the irreducible
components D1, . . . , Dr. This can be used to define a flag of subvarieties in X¯u:
D1 ∩ · · · ∩Dr ⊂ · · · ⊂ D1 ∩D2 ⊂ D1.
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The valuation vM coincides with the valuation associated to the above flag of subvarieties
(see [KK12a, Example 2.13] or [LM09] for the notion of the valuation associated to a flag of
subvarieties).
Remark. The above construction includes some well-known compactifications, and in par-
ticular the wonderful compactification of an adjoint group (see Example 7.1). More precisely,
let G be an adjoint group (over an algebraically closed characteristic 0 field k) with weight
lattice Λ and semigroup of dominant weights Λ+. One defines a natural valuation on the co-
ordinate ring k[G] as follows. Consider the isotypic decomposition k[G] =
⊕
λ∈Λ+(Vλ⊗V ∗λ )
for the left-right (G × G)-action. Fix an ordering of fundamental weights. This defines a
lexicographic ordering on the weight lattice Λ of G. For f ∈ k[G] let us write f = ∑λ fλ as
the sum of its isotypic components and define v(f) = min{λ | fλ 6= 0}. One verifies that this
gives a (G×G)-invariant valuation v : k[G] \ {0} → Λ. Also one can see that this valuation
is of the form vM (as in Theorem 4) and comes with an associated compactification (as in
Theorem 7). Moreover, from Brion’s description of the total coordinate ring of a wonderful
compactification ([Bri07]) it follows that the compactification associated to v is the wonder-
ful compactification of G. Theorem 7 then implies that the valuation v corresponds to a flag
of (G × G)-orbit closures in the wonderful compactification. One can extend this example
to other spherical homogeneous spaces.
Remark. In [GHKK18], Gross, Hacking, Keel, and Kontsevich construct general toric de-
generations in the context of cluster algebras and define and study related compactification
constructions. This is also present in the related work of Rietsch and Williams on the Grass-
mannian variety Grk(Cn) ([RW]). The paper [BFF+] considers certain Khovanskii bases for
the Plu¨cker algebras of Gr2(Cn) and Gr3(C3) in connection with [RW]. We suspect that
these constructions agree with variants of the ones we define here when the cone C ⊂ T (I) is
chosen with regard to a Khovanskii basis of cluster monomials. More specifically, in light of
the results in [BFF+], we think that the valuation on Plu¨cker algebra of Gr2(Cn) associated
to a plabic graph (as constructed in [RW]) coincides with the valuation constructed from a
prime cone (in the tropical Grassmannian) as in Theorem 4.
We would like to mention the recent paper [KU18] as well. In this paper the authors
also make a connection, but in a quite different direction than ours, between the theory of
Newton-Okounkov bodies and tropical geometry.
Finally, we say a few words about tropical sections and existence of finite Khovanskii
bases. Recall that the tropical variety T (I) can be realized as the image of the Berkovich
analytification Spec (A)an under a tropicalization map φB ([Pay09], [MS15], Section 8.3). It
is of interest in tropical geometry to know when the tropicalization map φB : Spec (A)an →
T (I) has a section s : U → Xan, for U ⊂ T (I). In [GRW16], Gubler, Rabinoff, and Werner
build off of work of Baker, Payne, and Rabinoff [BPR13] on curves, to show that such a
section always exists over the locus of points with tropical multiplicity 1. Our Theorem
6 implies that the cone Cv corresponding to a subductive valuation v has such a section.
In particular, following [GRW16, Section 10], a point u ∈ Cv ⊂ T (I) lies under a strictly
affinoid domain in the analytification Spec (A)an with a unique Shilov boundary point (the
weight valuation vu). In this sense, Cv can be regarded as a cone in Spec (A)
an. With this in
mind, we will explore the relationship between convex sets in the Berkovich analytification
Spec (A)an and higher rank valuations in future work.
Theorem 4 states that a prime cone C ⊂ T (I) can be used to produce a discrete valuation
with a prescribed Khovanskii basis. This leads us to the following problem.
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Problem 1. Given a projective variety Y , find an embedding of this variety into a pro-
jective toric variety so that the resulting tropicalization contains a prime cone of maximal
dimension.
A positive resolution of Problem 1 implies the existence of a toric degeneration. Recent
work of Ilten and Wro¨bel [IW] shows that it is not always possible to find a full dimensional
prime cone. In forthcoming work [KMM] the authors and Takuya Murata show that it is
always possible to find a prime cone of dimension one less than the Krull dimension when
the domain A is positively graded. In particular this implies that any projective variety
caries a flat degeneration to a complexity-one T -variety.
Remark (Polyhedral Newton-Okounkov bodies). Let us consider the graded case A =⊕
i≥0Ai and let us take a valuation v as in (1.1) which encodes the degree function on A.
It is immediate from the definition that if the value semigroup S(A, v) is finitely generated
then the corresponding Newton-Okounkov body ∆(A, v) is a rational polytope. But it is
easy to see that the other implication does not always hold, i.e. if ∆(A, v) is a rational
polytope it does not imply that S(A, v) is finitely generated. In fact, by the work [AKL14]
(see also [Sep16]) one knows that for homogeneous coordinate rings of projective varieties
(and more generally rings of sections of big line bundles) one can find valuations such that
the corresponding Newton-Okounkov bodies are rational simplices.
Using results of Gubler, Rabinoff, and Werner [GRW16], a resolution of Problem 1 ap-
pears possible in the case that U ⊂ Gnm is a very affine variety and k a field of characteristic
0. First, one constructs a compactification X¯ ⊃ U , and resolves it to a smooth normal
crossings compactification using Hironaka’s strong resolution of singularities in characteris-
tic 0 ([Hir64], [Kol07, Theorem 3.3 ]). By [GRW16, Theorems 8.4 and 9.5] (see also [Cue]),
this compactification produces a tropical skeleton in X¯an, along with an embedding of an
open subset of U whose tropicalization “sees” this skeleton as a set of points with tropical
multiplicity 1. This tropicalization then contains a prime cone C. With this in mind, it
would be interesting to have a solution of the following problem.
Problem 2. Let A be a finitely generated k-algebra and domain with Krull dimension d.
Find an effective algorithm for constructing a valuation v : A \ {0} → Qd of maximal rank
d and with a finite Khovanskii basis.
In Section 7 we consider some examples of the main results of the paper. These include
the Gel’fand-Zetlin bases for homogeneous coordinate rings of the Plu¨cker embeddings of
the Grassmannians and flag varieties. In this regard, we would also like to mention the
related work [SX10] on Cox rings of del Pezzo surfaces.
An Example. Let E ⊂ P2 be the elliptic curve cut out by the homogeneous equation
(1.2) y2z − x3 + 7xz2 − 2z3 = 0.
Let us illustrate how to construct a subductive valuation (in particular with a finite Khovan-
skii basis) for the homogeneous coordinate ring of E using prime cones in its tropical variety
as in Section 4. The tropical variety T of y2z − x3 + 7xz2 − 2z3 is the union of the three
half-planes Q(1, 1, 1) +Q≥0(1, 0, 0), Q(1, 1, 1) +Q≥0(0, 1, 0), and Q(1, 1, 1) +Q≥0(−2,−3, 0)
with initial forms y2z − 2z3, −x3 + 7xz2 − 2z3, and y2z − x3, respectively (see Figure 1).
The half-plane C = Q(1, 1, 1) +Q≥0(−2,−3, 0) is the only prime cone, and by Theorem
2 it can be used to create a subductive valuation v : k[E] \ {0} → Z2. Using Section 4 we
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Figure 1. The tropical variety T /Q(1, 1, 1). The image of the cone C is
in the negative orthant.
can construct this valuation by sending x, y, z to the first, second and third columns of the
following weighting matrix M respectively:
(1.3) M =
[ −1 −1 −1
−2 −3 0
]
.
We have obtained M by taking its rows to be the vectors (−1,−1,−1) and (−2,−3, 0) ∈
C. This assignment is then extended linearly to all monomials in x, y, z, and the resulting
set is lexicographically ordered. As a consequence the value semigroup S(k[E], v) is the
Z≥0-span of the columns of M . The Newton-Okounkov cone P (k[E], v) is the convex hull
of S(k[E], v) (see Figure 2). The Newton-Okounkov body ∆(k[E], v) is the convex hull of
Figure 2. The Newton-Okounkov cone of k[E] with highlighted Newton-
Okounkov body. The larger dots indicate members of S(k[E], v).
the columns of M , this is an interval of length 3 = deg(y2z− x3 + 7xz2− 2z3) in {−1}×R.
From Section 6 we obtain a compactification X¯ of the affine cone Eˆ = Spec (k[E]) as-
sociated to the choice of matrix M . The projective coordinate ring k[X¯] given by this
construction is presented by 7 parameters: T and z have homogeneous degree 1, x and X
have homogeneous degree 2, and finally y, Y, and Z have homogeneous degree 3. The ideal
which vanishes on these parameters is generated by the following forms:
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(1.4) xY −Xy, xZ −XY, TX − xz, TY − yz, TZ − Y z,
X3 − Z2 + 7Xz4 − 2z6, xX2 − yZ + 7Xz3T − 2z5T
x2X−yZ+ 7Xz2T 2−2z4T 2, x2X−Z2 + 7Xz2T 2−2z4T 2, x3z−yY + 7XzT 3−2z3T 3.
The polytope bordered by the dotted line in Figure 2 is the Newton-Okounkov polytope of
the compactification that appears in Section 6 (see (6.3)). The above relations were obtained
by lifting a Markov basis of a certain toric ideal.
The compactifying divisor D = X¯ \ Eˆ is the locus of the equation T = 0. It has two
components D1, D2 cut out by the ideals I1 = 〈T, z〉 and I2 = 〈T, x, y, Y 〉 respectively.
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Notation. Throughout the paper we use the following notation.
• k, a field which we take to be our base field throughout the paper.
• k[x], the polynomial ring over k associated to a finite set of indeterminates x =
(x1, . . . , xn).
• A, a finitely generated k-algebra and domain with Krull dimension d = dim(A). We
sometimes assume that A is positively graded i.e. graded by Z≥0.
• v : A \ {0} → Qr, a discrete valuation on A (see Definition 2.1). We denote the
corresponding associated graded by grv(A). The case of main interest is when v has
one-dimensional leaves, which in turn implies that it has full rank d = dim(A).
• S(A, v), the value semigroup of (A, v) and P (A, v) the Newton-Okounkov cone of
(A, v), i.e. the closure of the convex hull of S(A, v). Also when A is positively graded
the corresponding Newton-Okounkov body is denoted by ∆(A, v) (see Sections 2.1
and 2.3).
• B = {b1, . . . , bn} a set of k-algebra generators for A.
• I ⊂ k[x], an ideal usually taken to be the kernel of a surjective homomorphism
pi : k[x]→ A given by xi 7→ bi. We refer to pi or k[x]/I ∼= A as a presentation of A.
• M ∈ Qr×n, a weighting matrix for the parameters in x, inducing an initial term
valuation v˜M : k[x] \ {0} → Qr (see Section 3.1).
• vM : A \ {0} → Qr, the quasivaluation on A obtained by pushforward of v˜M via the
homomorphism pi (see Definition 2.26 and Section 3.1).
• GR(I), the Gro¨bner region of an ideal I. It is taken to be the set of all u ∈ Qn for
which there is a term order > with in>(inu(I)) = in>(I).
• Σ(I), the Gro¨bner fan of an ideal I.
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• T (I), the tropical variety of an ideal I (see Definition 8.13).
2. Valuations on algebras and Khovanskii bases
In this section we introduce some of the basic terminology and results concerning valua-
tions and we develop a general theory of Khovanskii bases.
2.1. Preliminaries on valuations. Throughout the paper, a (linearly) ordered group is an
abelian group (Γ,+) equipped with a total ordering  which respects the group operation.
Primarily we work with a discrete subgroup of a rational vector space Qr with some linear
ordering. By the Hahn embedding theorem ([Gra56]), there is always an embedding of
linearly ordered groups η : Qr → Rr, where Rr is given the standard lexicographic ordering,
consequently we may treat any linear ordering by considering the lexicographic case.8
Let (Γ,) be a linearly ordered group.
Definition 2.1 (Valuation). We recall that a function v : A \ {0} → Γ is a valuation over
k if it satisfies the following axioms:
(1) For all 0 6= f, g ∈ A with 0 6= f + g we have v(f + g)  MIN{v(f), v(g)}. Here MIN
is computed using .
(2) For all 0 6= f, g ∈ A we have v(fg) = v(f) + v(g).
(3) For all 0 6= f ∈ A and 0 6= c ∈ k we have v(cf) = v(f).
Each valuation v on A naturally gives a Γ-filtration Fv = (Fva)a∈Γ on A. Namely, for
a ∈ Γ we define:
Fva = {f ∈ A \ {0} | v(f)  a} ∪ {0}.
(Fva is defined similarly.) Clearly Fva and Fva are vector subspaces of A. The corre-
sponding associated graded is grv(A) =
⊕
a Fva/Fva.
If the following extra property is satisfied we say that v has one-dimensional leaves:
(4) For every a ∈ Γ the quotient vector space:
Fva/Fva,
is at most 1-dimensional.
Let K denote the quotient field of A. Let Rv = {f ∈ K \ {0} | v(f)  0} ∪ {0}, mv =
{f ∈ K \ {0} | v(f)  0} ∪ {0} and kv = Rv/mv denote the valuation ring of v, its maximal
ideal and its residue field respectively. Clearly kv contains k. It is straightforward to verify
that a valuation v has one-dimensional leaves if and only if the residue field extension is
trivial, that is, kv = k.
Below we give some examples of valuations. These contain some cases of interest in
computational algebra, algebraic geometry and representation theory, and partly motivated
the present work.
Example 2.2. (1) Let A be graded by an ordered group Γ, i.e. A =
⊕
g∈ΓAg. Using the
Γ-grading we can define a valuation v : A \ {0} → Γ as follows. Take 0 6= f ∈ A and let
f =
∑
g∈Γ fg be its decomposition into homogeneous components. We then define:
v(f) = MIN{g | fg 6= 0}.
We call the valuation v constructed in this way a grading function. It is easy to see that the
associated graded algebra grv(A) is canonically isomorphic to A.
8Also it might be worthwhile mentioning the related classical result that any monomial order on Zr is
obtained from the lexicographic order and a real-valued weighting matrix.
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(2) Consider the algebra of polynomials k[x] in n indeterminates x = (x1, . . . , xn). It is
graded by the semigroup Zn≥0 ⊂ Zn. Fix a group ordering  on Zn. As a particular case of
the part (1) above,  gives rise to a valuation v : k[x] \ {0} → Zn≥0. We call it the lowest
term or minimum term valuation. One verifies that v is a valuation with one-dimensional
leaves.
(3) More generally, let X be a d-dimensional variety defined over k. Take a smooth point
p ∈ X and let u1, . . . , ud be a system of local parameters at p. Every rational function f
regular at p can be expressed as a power series in the ui. Fixing a group ordering on Zd, one
can define v(f) as the minimum exponent appearing in the power series of f . This extends
to define a valuation (with one-dimensional leaves) on the field of rational functions K of
X.
(4) Yet more generally, instead of a system of parameters at a smooth point, one can
associate a valuation to a flag of subvarieties in X (see [KK12a, Example 2.13] and [LM09]).
(5) Let G be a connected reductive algebraic group defined over an algebraically closed
characteristic 0 field k. Let X be an affine variety equipped with a G-action. Let Λ be the
weight lattice of G and Λ+ the subsemigroup of dominant weights. One can decompose the
coordinate ring A = k[X] as a direct sum
⊕
λ∈Λ+ Aλ, where Aλ is the λ-isotypic component
of A, i.e. the sum of irreducible representations in A with highest weight λ. Fix a group
ordering  on Λ. One usually would like to assume that this ordering refines the so-called
dominant partial order. Given f ∈ A let us write f = ∑λ fλ with fλ ∈ Aλ. One can then
define v(f) = MIN{λ | fλ 6= 0} where the minimum is with respect to . This defines a
valuation v : A \ {0} → Λ+. This valuation in general does not have one-dimensional leaves
property.
For simplicity, in this section, we consider Γ to be the additive group Zr, for some
0 < r ≤ d, equipped with a linear ordering  (e.g. a lexicographic order).
We denote by S = S(A, v) the value semigroup of (A, v), namely:
(2.1) S = {v(f) | 0 6= f ∈ A}.
Clearly S is an (additive) subsemigroup of Zr. The (rational) rank of the valuation v is the
rank of the sublattice of Zr generated by S(A, v).
The following theorem shows that when k is algebraically closed, and the valuation v has
full rank d = dim(A), then it automatically has one-dimensional leaves. It is an immediate
corollary of Abhyankar’s inequality (see [HS06, Theorem 6.6.7] for statement of Abhyankar’s
inequality).
Theorem 2.3. Let k be algebraically closed and assume that v has full rank d = dim(A).
Then v has one-dimensional leaves.
The next proposition states that if v is assumed to have one-dimensional leaves property
(Definition 2.1(4)) then the associated graded algebra grv(A) can be realized as the semi-
group algebra of the value semigroup S = S(A, v). We omit the proof here (see [BG09,
Remark 4.13]).
Proposition 2.4. Let A be a domain. If v has one-dimensional leaves property then grv(A)
is isomorphic to the semigroup algebra k[S] (note that we do not require S to be finitely
generated). More generally, if R is a Zd-graded algebra such that for every a ∈ Zd, the cor-
responding graded piece Ra is at most 1-dimensional, then R is isomorphic to the semigroup
algebra k[S] where S is the subsemigroup of Zd defined by S = {a ∈ Zd | Ra 6= {0}}.
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2.2. Khovanskii bases and subduction algorithm. The following definition is one of
the key definitions in the paper. It generalizes the notion of a SAGBI basis (also called
a canonical basis in [Stu96]) for a subalgebra of a polynomial ring ([RS90]). Recall that
v : A \ {0} → Qr is a discrete valuation where 0 < r ≤ d = dim(A).
Definition 2.5 (Khovanskii basis). We say that B ⊂ A is a Khovanskii basis for (A, v) if
the image of B in grv(A) is a set of algebra generators for grv(A). Note that we do not
require B to be finite although the case of main interest is when it is finite.
The name Khovanskii basis was suggested by B. Sturmfels in honor of A. G. Khovanskii’s
influential contributions to combinatorial commutative algebra.
Remark 2.6. Let A be a subalgebra of a polynomial algebra k[x]. A Khovanskii basis for
a lowest term valuation, as in Example 2.2(2), is usually called a SAGBI basis, which stands
for Subalgebra Analogue of Gro¨bner Basis for Ideals (see [RS90], [Stu96, Chapter 11]). So
the theory of Khovanskii bases far generalizes that of SAGBI bases.
Below are two examples of algebras with valuations which have finite Khovanskii bases.
Example 2.7. (1) Take the standard lexicographic order  on Zn, that is, e1  · · · 
en where {e1, . . . , en} is the standard basis. Let v be the lowest term valuation on the
polynomial algebra k[x] as defined in Example 2.2(2). Let A = k[x]Sn be the subalge-
bra of symmetric polynomials. It is well-known that this algebra is freely generated by
the elementary symmetric polynomials. One verifies that the value semigroup S(A, v) is
{(a1, . . . , an) ∈ Zn≥0 | a1 ≤ · · · ≤ an} which is a finitely generated semigroup. In fact, the
elementary symmetric polynomials form a finite Khovanskii basis for (A, v).
(2) Let G be a connected reductive algebraic group over an algebraically closed char-
acteristic 0 field k and X an affine variety with an algebraic action of G. As in Example
2.2(5), let v be the valuation on the coordinate ring A = k[X] and with values in the
weight lattice Λ (with respect to a group ordering  on Λ). One shows that if  refines
the so-called dominant partial order on Λ then the associated graded grv(A) is the so-called
horospherical degeneration of A. This is known to be a finitely generated algebra and thus
(A, v) has a finite Khovanskii basis. As mentioned before, in general the valuation v does
not have full rank. In [Kav15, Section 8], it is shown that when X is a spherical G-variety
then the valuation v can be naturally extended to a full rank valuation v˜ on A such that the
semigroup S(A, v˜) is finitely generated. In other words, (A, v˜) also has a finite Khovanskii
basis. This recovers the toric degeneration results in [Cal02, AB04, Kav05].
Remark 2.8. The idea behind the definition of a Khovanskii basis is to reduce computations
in the algebra A to computations in grv(A). The algebra grv(A) can be regarded as a
degeneration of A and in principle has a simpler structure than that of A, for example, it
is graded by the semigroup S = S(A, v) ⊂ Qr. The case of main interest is when v has
one-dimensional leaves in which case grv(A)
∼= k[S] is a semigroup algebra (Proposition
2.4). Doing computation in the algebra k[S] is more or less equivalent to doing computation
in the semigroup S which we regard as a combinatorial object.
Here are two examples where the value semigroup S(A, v) and hence the associated graded
grv(A) are not finitely generated.
Example 2.9. (1)(Go¨bel) Consider the polynomial algebra k[x1, x2, x3]. As in Example
2.2(2), let v be the lowest term valuation with respect to the lexicographic order e3  e2  e1.
Let A = k[x1, x2, x3]
A3 be the subalgebra of invariants of the alternating group A3. One
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shows that the value semigroup S(A, v) ⊂ Z3≥0 is not finitely generated and hence (A, v)
does not have a finite Khovanskii basis (see [Go¨b95] and also [Stu96, Example 11.2]).
(2) Let A be the homogeneous coordinate ring of an elliptic curve X sitting in P2 as the
zero set of a cubic polynomial (in the Weierstrass form). Let v′ = ordp : A \ {0} → Z be the
order of vanishing valuation at a general point p ∈ X and let v : A \ {0} → Z≥0 × Z be the
valuation constructed out of v′ and degree (as in (1.1)). One verifies that S(A, v) = {(i, a) |
i ∈ Z≥0, 0 ≤ a < 3i} which is not a finitely generated semigroup. On the other hand, if we
take p to be the point at infinity then this semigroup can be seen to be finitely generated
(see [LM09, Example 1.7] and [And13, Example 6]).
We will use the following notation. For 0 6= h ∈ A we let h¯ denote its image in grv(A),
i.e. the image of h in the quotient Fva/Fva where a = v(h). Clearly, h¯ is a homogeneous
element with degree a. The next lemma shows that from a Khovanskii basis one can recover
the value semigroup S(A, v) (for a valuation v with one-dimensional leaves property this
also follows from Proposition 2.4).
Lemma 2.10. Let B be a Khovanskii basis for (A, v). Then the set of values {v(b) | b ∈ B}
generates S(A, v) as a semigroup.
Proof. Recall that grv(A) is an S(A, v)-graded algebra. Let 0 6= f ∈ A with v(f) = a. Since
B is a Khovanskii basis we can write f¯ as a polynomial ∑α=(α1,...,αn) cαb¯α11 · · · b¯αnn , for some
b1, . . . , bn ∈ B. Moreover, since f¯ and the b¯i are homogeneous, we can assume that for every
α, with cα 6= 0, the corresponding term cαb¯α11 · · · b¯αnn has degree a. That is, a =
∑
i αiv(bi).
This finishes the proof. 
Whenever we have a Khovanskii basis B, we can represent the elements of the algebra A
as polynomials in the elements of B using a simple classical algorithm usually known as the
subduction algorithm.
Algorithm 2.11 (Subduction algorithm). Input: A Khovanskii basis B ⊂ A and an
element 0 6= f ∈ A. Output: A polynomial expression for f in terms of a finite number of
elements of B.
(1) Since the image of B in grv(A) generates this algebra, we can find b1, . . . , bn ∈ B
and a polynomial p(x1, . . . , xn) such that f¯ = p(b¯1, . . . , b¯n). Thus we either have
f = p(b1, . . . , bn) or v(f − p(b1, . . . , bn)) > v(f).
(2) If f = p(b1, . . . , bn) we are done. Otherwise replace f with f − p(b1, . . . , bn) and go
to the step (1).
Example 2.12. In general, it is possible that the subduction algorithm does not terminate.
For example, take A = k[x] to be the polynomial algebra in one variable x and let v be the
order of divisibility by x. As a Khovanskii basis take B = {x + x2}. Then the subduction
algorithm never stops for f = x.
We have the following easy but useful proposition.
Proposition 2.13. Suppose the value semigroup S = S(A, v) is maximum well-ordered, i.e.
every subset of S has a maximum element with respect to the total order . Then for any
0 6= f ∈ A the subduction algorithm (Algorithm 2.11) terminates after a finite number of
steps.
A large class of examples where the maximum well-ordered assumption is satisfied are
homogeneous coordinate rings of projective varieties. Below are some general situations
where one can guarantee termination of subduction algorithm in finite time.
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Example 2.14. (1) Let A be positively graded. Let v : A \ {0} → Zr be a valuation on
A which refines the degree. That is, for any 0 6= f1, f2 ∈ A, deg(f1) < deg(f2) implies
that v(f1)  v(f2) (note the switch). One shows that under these assumptions the value
semigroup S(A, v) is maximum well-ordered.
(2) Let A =
⊕
g∈ΓAg be an algebra graded by an abelian group Γ and such that for
every g ∈ Γ, dimk(Ag) <∞. Let v be a valuation on A and B a Khovanskii basis for (A, v)
consisting of Γ-homogeneous elements. Then the subduction algorithm terminates for any
0 6= f ∈ A.
For the rest of this subsection we assume that S(A, v) is maximum well-ordered and hence
the subduction algorithm for (A, v,B) always terminates.
It is a desirable situation to have a finite Khovanskii basis. Below we explain how to
find a Khovanskii basis provided that we know such a basis exists (Algorithm 2.18). Before
we present the algorithm, we need some preparation. The next lemma and theorem give
a necessary and sufficient condition for a set of algebra generators to be a Khovanskii
basis. These are extensions of similar statements from [Stu96, Chapter 11] to the setup of
Khovanskii bases.
Let B = {b1, . . . , bn} ⊂ A be a subset that generates A as an algebra. Let ai = v(bi), i =
1, . . . , n and put A = {a1, . . . , an}. Let k[x] denote the polynomial algebra in indeterminates
x = (x1, . . . , xn). Consider the surjective homomorphism k[x]→ A given by xi 7→ bi and let
I be the kernel of this homomorphism. Also we consider the homomorphism k[x]→ grv(A)
given by xi 7→ b¯i, i = 1, . . . , n, where as before b¯i denotes the image of bi in grv(A). We
denote the kernel of the homomorphism k[x]→ grv(A) by Iv.
Remark 2.15. If we assume that the valuation v has one-dimensional leaves, then by
Proposition 2.4, the image of the homomorphism k[x]→ grv(A) is isomorphic to the semi-
group algebra k[S′] where S′ is the semigroup generated by the values v(bi), i = 1, . . . , n.
Thus, we see that the ideal Iv is a toric ideal and hence generated by binomials. When B is
a Khovanskii basis, the semigroup S′ coincides with the whole value semigroup S = S(A, v)
and k[x]/Iv ∼= k[S].
Let M be the r × n matrix whose columns are the vectors v(b1), . . . , v(bn). Using M
we define a partial order on the group Qn as follows. Given α, β ∈ Qn we say α M β if
Mα  Mβ, where  in the right-hand side is the total order on Qr used in the definition
of the valuation v. We note that since in general M is not a square matrix and hence not
invertible, it can happen that α 6= β but Mα = Mβ. In this case, α, β are incomparable in
the partial order M . We can define the notion of initial form of a polynomial with respect
to M . Let p(x) =
∑
α cαx
α ∈ k[x] be a polynomial. Let m = m(p) = MIN{Mα | cα 6= 0}
where the minimum is with respect to the total order . We define the initial form inM (p) ∈
k[x] by
(2.2) inM (p)(x) =
∑
β
cβx
β ,
where the sum is over all the β with Mβ = m. If p = inM (p) we say that p is M -
homogeneous. We let inM (I) be the ideal of k[x] generated by inM (p), ∀p ∈ I. The initial
form and the initial ideal are important constructions in Section 8. One makes the following
observation:
Lemma 2.16. The ideal inM (I) is contained in the ideal Iv.
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Proof. Let p(x) =
∑
α cαx
α ∈ I, i.e. p(b1, . . . , bn) = 0. We note that for any monomial
cαx
α, its valuation v(cαx
α) is given by
(2.3) v(cαb
α1
1 · · · bαnn ) = Mα,
where α = (α1, . . . , αn). From (2.3) and the non-Archimedean property of v (Definition
2.1(1)) we see that v(inM (p)(b1, . . . , bn))  m = m(p). Because otherwise, v(p(b1, . . . , bn)) =
m which contradicts the fact that p(b1, . . . , bn) = 0. Thus, the image of inM (p) in the
quotient space Fvm/Fvm is 0, i.e. inM (p) ∈ Iv as required. 
The next theorem gives necessary and sufficient conditions for a set B of algebra generators
to be a Khovanskii basis.
Theorem 2.17. Let B = {b1, . . . , bn} be a set of algebra generators for A. The following
conditions are equivalent.
(1) B is a Khovanskii basis.
(2) The ideals inM (I) and Iv coincide.
(3) Let {p1, . . . , ps} be M -homogeneous generators for the ideal Iv. Then, for i =
1, . . . , s, the subduction algorithm (Algorithm 2.11) is applicable to represent
pi(b1, . . . , bn) as a polynomial in the bi.
Proof. Recall that for any 0 6= f ∈ A we let f¯ denote its image in grv(A). (1) ⇒ (2). Let
p(x) =
∑
α cαx
α ∈ Iv be an M -homogeneous polynomial. As before let m(p) = MIN{Mα |
cα 6= 0}. Also let a = v(p(b1, . . . , bn)). We know that p(b¯1, . . . , b¯n) = 0. This implies
that a  m(p). Since B is assumed to be a Khovanskii basis, as in the proof of Lemma
2.10, we can find a polynomial p1(x) =
∑
β c
′
βx
β such that p(b1, . . . , bn) = p1(b¯1, . . . , b¯n)
and moreover for every monomial cβx
β appearing in p1 we have Mβ = a. Continuing with
the subduction algorithm applied to p(b1, . . . , bn) (Algorithm 2.11) we obtain a polynomial
q(x) = p1(x)+q1(x) such that p(b1, . . . , bn) = q(b1, . . . , bn) and inM (q) = inM (p1). It follows
that p− q ∈ I and also inM (p− q) = p. This shows that p ∈ inM (I) as required.
(2) ⇒ (1). Let A′ denote the subalgebra of grv(A) generated by the b¯i. Suppose by
contradiction that inM (I) = Iv but B is not a Khovanskii basis. Then there exists p(x) =∑
α cαx
α ∈ k[x] such that
(2.4) p(b1, . . . , bn) /∈ A′.
Note that m(p) = MIN{Mα | cα 6= 0} is a nonnegative integer linear combination of the
v(bi) and hence m(p) ∈ S′, the semigroup generated by the v(bi). By assumption, the value
semigroup S, and hence its subsemigroup S′, are maximum well-ordered. Thus, without loss
of generality, we can assume that m(p) is maximum among all the polynomials satisfying
(2.4). For (2.4) to hold, we must have v(inM (p)(b1, . . . , bn))  m(p) which shows that
p ∈ Iv. From the equality of Iv and inM (I) we then conclude that there exists q ∈ I such
that inM (q) = inM (p). Since q ∈ I we see that (p − q)(b1, . . . , bn) = p(b1, . . . , bn) and
hence (p− q)(b1, . . . , bn) = p(b1, . . . , bn) /∈ A′. On the other hand, inM (q) = inM (p) implies
that m(p − q)  m(p). This contradicts that m(p) was maximum among the polynomials
satisfying (2.4). This finishes the proof.
(1) ⇒ (3) follows from definitions, we only need to prove (3) ⇒ (1). By Lemma 2.16 and
(2) above it is enough to show that Iv ⊂ inM (I). Let 1 ≤ i ≤ n. Since pi(b¯1, . . . , b¯n) = 0
we know that v(pi(b1, . . . , bn)) is strictly greater than m(pi). By assumption, the subduc-
tion algorithm (Algorithm 2.11) produces a polynomial qi(x) such that pi(b1, . . . , bn) =
qi(b1, . . . , bn) and m(qi)  m(pi). Thus, pi − qi ∈ I and pi = inM (pi − qi) ∈ inM (I). It
follows that Iv ⊂ inM (I). 
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We can now present an algorithm to find a finite Khovanskii basis starting from a set of
algebra generators, provided that such a basis exists.
Algorithm 2.18 (Finding a finite Khovanskii basis). Input: A finite set of k-algebra
generators {b1, . . . , bn} for A. Output: A finite Khovanskii basis B.
(0) Put B = {b1, . . . , bn}. Let B¯ be the image of B in grv(A).
(1) Let Iv be the kernel of homomorphism k[x1, . . . , xn] → grv(A). Let G be a finite
set of generators for Iv.
(2) Take an element g ∈ G. Let h ∈ A be the element obtained by plugging bi for xi in
g, i = 1, . . . , n. Let h¯ denote the image of h in grv(A).
(3) Verify if h¯ lies in the subalgebra generated by B¯.
(4) If this is the case, find a polynomial p(x1, . . . , xn) such that h¯ = p(b¯1, . . . , b¯n).
This means that either h = p(b1, . . . , bn) or v(h − p(b1, . . . , bn))  v(h). Put h1 =
h− p(b1, . . . , bn). If h1 = 0 go to the step (6). Otherwise, replace h with h1 and go
to the step (3).
(5) If h¯ does not lie in the subalgebra generated by B¯ then add h to B.
(6) Repeat until there are no generators left in G.
(7) If no elements where added to G then B is our desired finite Khovanskii basis.
Otherwise go to step (1).
Corollary 2.19. Algorithm 2.18 terminates in a finite number of steps if and only if (A, v)
has a finite Khovanskii basis.
Proof. It follows from Theorem 2.17 that if Algorithm 2.18 terminates then B is a Khovanskii
basis for (A, v). Now suppose (A, v) has a finite Khovanskii basis. We would like to show
that the algorithm terminates. After i-th iteration of the algorithm (step (7)) we obtain an
algebra generating set Bi for A with B = B0 ⊂ B1 ⊂ B2 ⊂ · · · . Let Bˆ =
⋃
i Bi. We note
that Theorem 2.17, with the same proof, still holds for a possibly infinite algebra generating
set. Thus because of the way the sets Bi are constructed, Theorem 2.17 can be applied to
Bˆ to conclude that it is a Khovanskii basis. Now since by assumption (A, v) has a finite
Khovanskii basis, it is easy to see that Bˆ contains a finite Khovanskii basis and hence the
algorithm must have terminated in finite time. 
2.3. Background on Newton-Okounkov bodies. Finally we briefly discuss the defini-
tion and main properties of a Newton-Okounkov body associated to a positively graded
algebra A. It is a convex body which encodes information about the asymptotic behavior
of Hilbert function of A. It is a far generalization of the Newton polytope of a projective
toric variety. Our presentation here is close to the approach in [KK12a].
We begin with the definition of a Newton-Okounkov cone.
Definition 2.20 (Newton-Okounkov cone). Let A be a (not necessarily graded) domain.
Let v : A \ {0} → Zr be a valuation. We define the Newton-Okounkov cone P (A, v) to be
the closure of the convex hull of S, where S = S(A, v) is the value semigroup. Note that
0 ∈ S because by assumption v has value 0 on k.
We note that if S is a finitely generated semigroup then the cone P (A, v) is a rational
polyhedral cone, but the converse is not true (see for example [And13, Example 6]).
Now we follow [KK12a, Section 2.3] and take A =
⊕
i≥0Ai to be a positively graded
algebra and domain. Without loss of generality we can assume that A is embedded, as a
graded k-algebra, into a polynomial ring F [t] (in one indeterminate t) where F is a field
containing k. For example one can take F to be the degree 0 part of the quotient field of A.
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Let v′ : F \ {0} → Zr be a valuation. We can extend v′ to a valuation v : A \ {0} → N×Zr
which refines the grading by degree as follows. Firstly, equip Zr+1 with the following group
ordering: for (m, a), (n, b) ∈ Z×Zr, let us say that (m, a)  (n, b) if either m < n, or m = n
and a  b. Now let f ∈ A be an element of degree m and write f = ∑mi=0 fi as sum of its
homogeneous components. We put v(f) = (m, v′(fm)). One verifies that v is a valuation
and moreover, if v′ has one-dimensional leaves then v also has one-dimensional leaves.
Definition 2.21 (Newton-Okounkov body). Let (A, v) be as above. The Newton-Okounkov
body ∆(A, v) is defined to be the intersection of the Newton-Okounkov cone P (A, v) with
the plane {1} × Rr. Alternatively, ∆(A, v) can be defined as:
∆(A, v) = conv(
⋃
i>0
{v′(f)/i | 0 6= f ∈ Ai}) ⊂ Rr.
Remark 2.22. Note that in the definition we do not require that A is a finitely generated
algebra. Without any assumption on A the corresponding set ∆(A, v) may be unbounded
and not interesting. One shows that if A is contained in a finitely generated graded algebra
(in particular if A itself is finitely generated) then the corresponding ∆(A, v) is bounded
and hence is a convex body.
The following is the main result about the Newton-Okounkov bodies of graded algebras.
Let A be a positively graded algebra. As above equip A with a valuation v : A \ {0} →
N × Zr. Recall that the Hilbert function of A is the function HA : N → N defined by
HA(i) = dimk(Ai), for all i.
Theorem 2.23. Let us assume that A is contained in a finitely generated algebra. Also
assume that the valuation v has one-dimensional leaves. We then have
lim
i→∞
HA(i)
iq
= volq(∆(A, v)),
where q is the dimension of the Newton-Okounkov body ∆(A, v) and vol denotes the (appro-
priately normalized) q-dimensional volume in the affine span of ∆(A, v).
Corollary 2.24. Let Y be a projective variety of dimension d sitting in a projective space
PN . Let A be the homogeneous coordinate ring of Y . Equip A with a valuation v with
one-dimensional leaves as above. Then the degree of Y is equal to d! times the volume of
the convex body ∆(A, v) ⊂ Rd.
Remark 2.25. When (A, v) has a finite Khovanskii basis, the corresponding Newton-
Okounkov body ∆(A, v) is a rational polytope and we have a toric degeneration of Y =
Proj (A) to a (not-necessarily normal) toric variety whose normalization is the toric variety
associated to ∆(A, v) ([And13], [Kav15, Section 7] and [Tei03]).
2.4. Quasivaluations and filtrations. It is conceptually useful to relax the valuation
axioms and consider the so-called quasivaluations. A quasivaluation differs from a valuation
in that it is only superadditive with respect to multiplication.
Definition 2.26. Let (Γ,) be a linearly ordered abelian group and let A be a k-algebra.
A function v : A \ {0} → Γ is said to be a quasivaluation over k if the following properties
hold:
(1) For all 0 6= f, g, f + g we have v(f + g)  MIN{v(f), v(g)}.
(2) For all 0 6= f, g ∈ A we have v(fg)  v(f) + v(g).
(3) For all 0 6= f ∈ A and 0 6= c ∈ k we have v(cf) = v(f).
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It is sometimes useful to define a quasivaluation to be a map v : A → Γ ∪ {∞} satisfying
the above axioms, where ∞ is great than all elements in Γ.
For the cases we consider Γ will be Qr with a linear ordering and v will be assumed to
be discrete, i.e. its image is a discrete subset of Qr. Similar to valuations, a quasivaluation
v defines a corresponding filtration Fv = {Fva | a ∈ Qr} on A. A quasivaluation with
one-dimensional leaves is defined as before, namely we require that for each a ∈ Qr the
quotient space Fva/Fva is at most 1-dimensional (see Definition 2.1(4)). 9
Conversely, let F = {Fa}a∈Qr be a decreasing algebra filtration of A by k-vector subspaces
such that for any 0 6= f ∈ A there exists a ∈ Qr such that f ∈ Fa \
⋃
a′a Fa′ . Then the
function vF : A \ {0} → Qr defined by:
(2.5) vF (f) = MAX{a ∈ Qr | f ∈ Fa},
is a quasivaluation. The two constructions of Fv and vF are inverse to each other when v is
discrete. For any filtration F = {Fa}a∈Qr , one defines the associated graded algebra grF (A)
by
(2.6) grF (A) =
⊕
a∈Qr
Fa/Fa,
where Fa =
⋃
a′a Fa′ . When F = Fv for some quasivaluation v we write grv(A) instead
of grF (A). A discrete quasivaluation v is a valuation if and only if grv(A) is a domain.
A special case of the construction vF is the valuation associated to a grading in Example
2.2(1).
2.5. Adapted bases. In this section we introduce the vector space counterpart of a Kho-
vanskii basis.
Definition 2.27. A k-vector space basis B ⊂ A is said to be adapted to a filtration F =
{Fa}a∈Qr if Fa ∩B is a vector space basis for Fa, for all a. Similarly B is said to be adapted
to a quasivaluation v if it is adapted to its associated filtration Fv.
We would like to point out that when v has an adapted basis then the maximum in (2.5)
is always attained.
Example 2.28. As in Example 2.2(1) let A =
⊕
g∈ΓAg be a Γ-grading of an algebra A
where Γ is an ordered group. For each g ∈ Γ let Bg be a k-vector space basis for Ag and let
B =
⋃
g∈Γ Bg. It is straightforward to see that B is adapted to the valuation v associated to
the Γ-grading. An important special case of this is considered in Section 3.1 where the set
of monomials is an adapted basis for a polynomial algebra k[x] with respect to any weight
valuation.
Example 2.29. Let G be a connected reductive group over an algebraically closed char-
acteristic 0 field k, and let U ⊂ G be a maximal unipotent subgroup. As a G-module,
the coordinate ring k[G/U ] of the variety G/U is known to decompose into a direct sum⊕
λ∈Λ+ V (λ) over all irreducible representations of G. Each of these representations has a
distinguished (dual) canonical basis B(λ) ⊂ V (λ) constructed by Lusztig ([Lus90]). The set
B =
∐
λ∈Λ+ B(λ) is the dual canonical basis of k[G/U ].
9As pointed out to us by Peter Littelmann, contrary to Theorem 2.3 for valuations, one can find examples
of full rank quasivaluations on an algebra over an algebraically closed filed k that do not have one-dimensional
leaves.
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For each reduced decomposition w0 of the longest word w0 of the Weyl group of G
there is a valuation vw0 on the coordinate ring of G/U which has one-dimensional leaves
and is adapted to B (see [Kav15, Man16]). These are known as string valuations; they
provide a method to construct toric degenerations of G/U as well as any flag variety of G
([Cal02, AB04, Kav15]).
Other variants of adapted bases in representation theory are studied in greater generality
by Feigin, Fourier, and Littelmann in [FFL17], where they are called essential bases.
Remark 2.30. It immediately follows from the definition that the set of values of v on
A coincides with the set of values of v on any adapted basis B. Moreover, if v has one-
dimensional leaves then a subset B is an adapted basis if and only if b 7→ v(b) gives a
bijection between B and the set of values of v.
We can formulate a vector space version of the subduction algorithm (Algorithm 2.11).
Let B¯ ⊂ grv(A) be a vector space basis consisting of homogeneous elements. Also let B ⊂ A
be a lift of B¯ to A, i.e. for each b¯ ∈ B¯, we have a unique b ∈ B whose image is b¯.
Algorithm 2.31 (Vector space subduction). Input: A vector space basis B¯ ⊂ grv(A), a
lift B ⊂ A of B¯ and an element f ∈ A. Output: An expression of f as a linear combination
of the elements in B.
(1) Compute v(f) = a and take the equivalence class f¯ ∈ Fva/Fva.
(2) Express f¯ as a linear combination of elements in B¯, that is, f¯ =
∑
i cib¯i.
(3) If f =
∑
i cibi we are done. Otherwise replace f with f −
∑
i cibi ∈ Fva and go to
(1).
We have the following lemma. We omit the straightforward proof.
Lemma 2.32. A lift B ⊂ A of a basis B¯ ⊂ grv(A) is a vector space basis for A (and hence
a basis adapted to v) if and only if Algorithm 2.31 terminates for all f ∈ A after a finite
number of steps. In this case, we have the following: for any 0 6= f ∈ A write f = ∑i cibi
as a linear combination of the basis elements bi ∈ B. Then v(f) = MIN{v(bi) | ci 6= 0}.
Many different vector space bases of A can be adapted to the same quasivaluation v. Any
two such bases are related by a lower triangular change of coordinates.
Proposition 2.33. Let v be a quasivaluation with one-dimensional leaves. Let B, B′ ⊂ A
be adapted to v. Then every b ∈ B has a lower-triangular expression in the basis B′, and
vice versa:
b = cb′ +
∑
v(b′i)v(b)
cib
′
i, v(b) = v(b
′),
with c and the ci ∈ k and c 6= 0.
Proof. This follows from Lemma 2.32. 
3. Valuation constructed from a weighting matrix
In this section we introduce two classes of quasivaluations on an algebra A. First is
the class of weight quasivaluations (Definition 3.1). These are quasivaluations which are
induced from a vector-valued weighting of indeterminates in a polynomial algebra k[x]
which presents A. When the weighting matrix lies in the Gro¨bner region, the corresponding
weight quasivaluation possesses an adapted vector space basis (in the sense of Definition
2.27). We also describe the set of weight quasivaluations on A as a piecewise linear object
(Section 3.2). The second class is what we call subductive valuations (Definition 3.8). These
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are valuations that have a finite Khovanskii basis and for which the subduction algorithm
(Algorithm 2.11) always terminates. One of the important results in this section is that
every subductive valuation is a weight valuation (Section 3.3).
3.1. Quasivaluation constructed from a weighting matrix. We start by introducing
the notions of filtration and quasivaluation constructed out of a weighting matrix (in fact,
we already saw these notions in disguise in Section 2.2 after Remark 2.15). Let pi : B → A
be a surjection of k-algebras, and let F = {Fa} be an algebra filtration on B by k-vector
spaces. The pushforward filtration pi∗(F) on A is defined by the set of spaces {pi(Fa)}. If v
is a quasivaluation on B with corresponding filtration Fv, we let pi∗(v) be the pushforward
quasivaluation on A corresponding to the filtration pi∗(Fv).
Fix a group ordering  on Qr. Each matrix M ∈ Qr×n defines a Qr-valued valuation
v˜M : k[x] \ {0} → Qr by the following rule. Let p =
∑
α cαx
α ∈ k[x]. Define:
(3.1) v˜M (p) = MIN{Mα | cα 6= 0}.
Here MIN is computed with respect to . We denote the filtration on k[x] corresponding
to v˜M by FM . Notice that the monomial basis of k[x] is adapted to the filtration FM , in
particular FM,a is the span of monomials xα with Mα  a.
Definition 3.1. With notation as above, the weight filtration on A associated to M ∈ Qr×n
is the pushforward filtration pi∗(FM ). We denote the corresponding quasivaluation on A by
vM . We refer to vM as the weight quasivaluation with weighting matrix M .
Lemma 3.2. For any f ∈ A and M ∈ Qr×n, the quasivaluation vM (f) is computed as
follows:
(3.2) vM (f) = pi∗(v˜M )(f) = MAX{v˜M (f˜) | f˜ ∈ k[x], pi(f˜) = f}.
Note that, as v˜M is defined by a minimum, the equation (3.2) is in fact a max-min formula.
Throughout the rest of the paper, we assume that the weighting matrix M is chosen such
that the maximum in (3.2) is attained for all 0 6= f ∈ A. This is the case for example if
M is chosen from the Gro¨bner region (this follows from Proposition 3.3 below) or from the
rank r tropical variety T r(I) (see Proposition 3.6). In the case that M ∈ GRr(I) ⊂ Qr×n,
the weight quasivaluation vM can be computed using a standard monomial basis as follows.
Proposition 3.3. With notation as above, let M ∈ GRr(I) and let B ⊂ A be the standard
monomial basis for a monomial ordering > with M ∈ C>(I). Then B is adapted to vM .
Proof. The inequality vM (f)  MIN{vM (bα) | cα 6= 0} is immediate from the definition of a
quasivaluation (Definition 2.26(1)). This implies vM (f)  MIN{Mα | cα 6= 0}. We need to
show that the equality holds. Let f˜ =
∑
α cαx
α and let m = MIN{Mα | cα 6= 0}. Suppose
by contradiction that there is h˜ =
∑
β c
′
βx
β ∈ k[x] such that pi(h˜) = f and moreover for
every β with c′β 6= 0 we have Mβ  m. Let p =
∑
α cαx
α −∑β c′βxβ . Then p ∈ I and
inM (p) consists only of standard monomials cαx
α, this is a contradiction. 
It follows from Lemma 8.7 and Proposition 3.3 that if I is a homogeneous ideal with
respect to a positive grading on k[x] then any weight quasivaluation vM can be equipped
with an adapted basis. From now on we denote the associated graded algebra of the weight
quasivaluation vM by grM (A). The following lemma describes the graded algebra grM (A)
in terms of the initial ideal inM (I) of I ⊂ k[x].
Lemma 3.4. The associated graded algebra grM (A) is isomorphic to k[x]/inM (I).
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Proof. Consider the filtration on k[x] by the spaces FM,a and the associated pushforward
filtration pi(FM,a). For any a ∈ Qr, the pushforward space pi(FM,a) can be identified with
FM,a/(FM,a ∩ I). As such, the associated graded algebra grM (A) is a direct sum of the
following k-vector spaces:
(FM,a/FM,a ∩ I)/(FM,a/FM,a ∩ I).
Since inM (I) is homogeneous with respect to the M -grading on k[x], we can also think
of k[x]/inM (I) as a Qr-graded algebra. In particular, k[x] is canonically isomorphic to the
associated graded algebra grM (k[x]) =
⊕
a FM,a/FM,a, where FM,a/FM,a is the vector
space spanned by the images of monomials with M -degree a. The image of inM (I) under
this isomorphism is the direct sum of the spaces (FM,a ∩ I)/(FM,a ∩ I). Now the lemma
follows from the following general fact about quotients from linear algebra. Let W,U be
subspaces of a vector space V , then:
(V/U)/(W/W ∩ U) ∼= (V/W )/(U/U ∩W ) ∼= V/(W + U).

Here is a simple example for illustration.
Example 3.5. Let A = k[x] be the polynomial algebra in one indeterminate x and con-
sider its presentation k[x] ∼= k[x, y]/I where I = 〈x2 − y〉. Thus we have the surjective
homomorphism pi : k[x, y] → k[x] given by pi(x) = x and pi(y) = x2. With notation as
above, let r = 1 and consider the weight M = (1, 2) ∈ Q2. Then I is a homogeneous ideal
with respect to the M -grading. It is easy to verify that inM (x
2 − y) = x2 − y and hence
inM (I) = I. Also the pushforward filtration on A = k[x] is just the grading by degree and
thus grM (k[x]) = k[x]
∼= k[x, y]/I as expected.
Next, let M = (1, 3). In this case, one can compute the pushforward filtration on k[x]
as follows. For each a ≥ 0 we have pi(FM,≥a) = span{xm, xm+1, . . .} where m = d2a/3e.
It follows that the grM (k[x]) is the graded algebra whose a-th graded piece is k when
a ≡ 0, 1 (mod 3) and is 0 when a ≡ 2 (mod 3). One verifies that the quotient k[x, y]/〈x2〉 is
indeed isomorphic to this algebra. The isomorphism is given by sending the image of x (in
k[x, y]/〈x2〉) to a nonzero element in degree 1 (in grM (k[x])) and sending the image of y to
a nonzero element in degree 3. We remark that since the initial ideal inM (I) = 〈x2〉 is not
prime, and thus the associated graded algebra grM (k[x]) is not a domain, the quasivaluation
vM is not a valuation.
It may be that the Gro¨bner region GRr(I) of an ideal presenting A is not all of Qr×n; we
show that in this case the quasi-valuation vM will still take finite values on A\{0} provided
M is chosen from T r(I).
Proposition 3.6. Let I be prime and M ∈ T r(I), then for every 0 6= f ∈ k[x]/I, vM (f) <
∞.
Proof. For M ∈ Qr×n, let IM be the set of f ∈ k[x] such that for every a ∈ Qr there exists a
g ∈ I such that v˜M (f + g) > a. It is straightforward to check that IM is an ideal containing
I. Furthermore, IM is strictly larger than I if and only if vM (f) =∞ for some 0 6= f ∈ A.
First we show that if M ∈ T r(I), we must also have M ∈ T r(IM ). Suppose f ∈ IM and
inM (f) = Cαx
α, then it follows that v˜M (f) = v˜M (Cαx
α) = a. We must have g ∈ I such
that v˜M (f+g) > a, but for this to be the case we must have v˜M (g) = a and inM (g) = Cαx
α
which contradicts the fact that M ∈ T r(I).
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Now we consider the filtration FM on k[x] and its pushforwards F and F ′ on k[x]/I and
k[x]/IM , respectively. Observe that Fa = FM,a/FM,a ∩ I and F ′a = FM,a/FM,a ∩
IM so there is a natural surjection: Fa → F ′a → 0. The kernel of this surjection is
FM,a ∩ IM/FM,a ∩ I; we claim that this is the quotient IM/I. To see this, let f ∈ IM
with v˜M (f) = a < b, then there is a g ∈ I with v˜M (f + g) > b. It must follow that
v˜M (g) = a and that the equivalence class f¯ ∈ FM,a ∩ IM/FM,a ∩ I lies in the subspace
FM,b ∩ IM/FM,b ∩ I. Since b was arbitrary, we conclude that FM,a ∩ IM/FM,a ∩ I =
IM/I. But this then implies that Fa/Fa ∼= F ′a/F ′a, and grF (k[x]/I) ∼= grF ′(k[x]/IM ).
Now by Lemma 3.4 we have that k[x]/inM (I) ∼= grF (k[x]/I) and k[x]/inM (IM ) ∼=
grF ′(k[x]/IM ). As M is in the tropical varieties of both I and IM , we conclude that k[x]/I
and k[x]/IM have the same Krull dimension. But I ⊂ IM and I is prime, so I = IM .

3.2. The set of weight quasivaluations. In this section we describe the set of weight
quasivaluations on A coming from a given presentation. Let VB denote the set of all weight
quasivaluations vM on A for M ∈ Qr×n. Define the function TB : VB → Qr×n as follows.
For each vM ∈ VB let:
TB(vM ) = (vM (b1), . . . , vM (bn)).
The value vM (bi) is not necessarily the i-th column of M . In fact, by Lemma 3.2, for each
i, vM (bi) is given by the max-min formula:
(3.3) vM (bi) = MAX{MIN{Mα | cα 6= 0} | xi −
∑
α
cαx
α ∈ I}.
We remark that the map TB is an extension of the usual tropicalization map in tropical
geometry to the set of weight quasivaluations. We also define a contraction map ι : Qr×n →
Qr×n by:
ι(M) = TB(vM ) = (vM (b1), . . . , vM (bn)),
for every M ∈ Qr×n. From (3.3) we see that ι is a piecewise linear map.
The purpose of this section is to prove the proposition below.
Proposition 3.7. We have the following:
(1) vM = vι(M), ∀M ∈ Qr×n.
(2) ι(ι(M)) = ι(M), ∀M ∈ Qr×n.
(3) For M,M ′ ∈ Qr×n, the equality vM = vM ′ holds if and only if ι(M) = ι(M ′).
(4) If M is contained in the tropical variety T r(I) ⊂ Qr×n, namely those weights for
which inM (I) contains no monomial, then ι(M) = M .
Proof. Let M ∈ Qr×n and let w1, . . . , wn (respectively w′1, . . . , w′n) denote the column vec-
tors of M (respectively the column vectors of ι(M)). Then for all 1 ≤ i ≤ n we have
w′i  wi, and w′i  wi if and only if xi ∈ inM (I), this proves part (4) and shows that
vι(M)(f)  vM (f) for any f ∈ A and FM,a ⊆ Fι(M),a for all a ∈ Qr. Furthermore,
parts (2) and (3) are straightforward corollaries of (1). To prove (1), let f ∈ Fι(M),a,
and
∑
α cαx
α = p(x) ∈ k[x] be a polynomial with pi(p(x)) = f and ι(M)α  a for all
cα 6= 0. Since vM is a quasivaluation, we must have vM (f)  MIN{vM (pi(xα)) | cα 6= 0}
and vM (pi(x
α))  (vM (pi(x1)), . . . , vM (pi(xn)))α = ι(M)α. By the definition of ι(M) we get
vM (f) MIN{ι(M)α | cα 6= 0}  a, and Fι(M),a ⊆ FM,a. 
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3.3. Subductive valuations and proof of Lemma 3. A valuation v on an algebra A with
generating set B is a weight valuation for M ∈ Qr×n if and only if for every f ∈ A there is a
p(x) ∈ k[x] such that p(b1, . . . , bn) = f and inM (p(x)) =
∑
Cαx
α where Mα = a = v(f) for
all Cα 6= 0. One way to ensure this condition holds is to take v to be a subductive valuation.
Definition 3.8. (Subductive valuation) A valuation v : A \ {0} → Qr is said to be a
subductive valuation if there is a finite Khovanskii basis B ⊂ A for v such that the subduction
algorithm (Algorithm 2.11) always terminates in finite time for any f ∈ A.
Now we give a proof of Lemma 3 from the introduction. Recall the statements:
(1) v is a subductive valuation with respect to B ⊂ A,
(2) v has an adapted basis B consisting of monomials in B,
(3) v coincides with the weight valuation vM for the matrix M ∈ Qr×n with column
vectors v(b1), . . . , v(bn),
(4) v has Khovanskii basis B.
We show these satisfy (1)⇒ (2)⇒ (3)⇒ (4).
Proof. (1) ⇒ (2). Let b¯ ∈ grv(A) be the equivalence class of b ∈ B. For each a we choose
a maximal linearly independent set of monomials b¯α ∈ grv(A), where bα has homogeneous
degree a. Since b¯α are linearly independent, so are the bα. As a consequence, if v is
subductive, any f ∈ A can be written as a linear combination of these elements in a unique
way. (2) ⇒ (3). If B ⊂ A is an adapted basis of B-monomials, then by assumption any
f ∈ A can be written as p(b1, . . . , bn) with the property that the highest monomials all have
valuation equal to v(f). This implies that v = vM . Now (3) ⇒ (4) because any weight
valuation for B ⊂ A has finite Khovanskii basis B. 
By Example 2.14 we see that for any algebra A graded by an abelian group Γ we have
that (4)⇒ (1) so that the above conditions are equivalent; this is also the case if the value
semigroup S(A, v) is well-ordered. In particular, (1)-(4) are equivalent if A is positively
graded and B ⊂ A consists of homogeneous elements (possibly of different degrees).
4. Valuations from prime cones
Recall that A is a finitely generated algebra and domain and B is a finite set of algebra
generators for A giving rise to a presentation A ∼= k[x]/I. This section concerns the proof of
one of the main results of the paper (Theorem 4 from the introduction). First we describe
the construction of a valuation on A from a prime cone C ⊂ T (I) such that B is a finite
Khovanskii basis for this valuation (see below for the definition of a prime cone). Moreover,
we show that if C ⊂ GR(I) this valuation has an adapted basis (Definition 2.27). When A
is positively graded and B consists of homogeneous elements, the valuation corresponding
to C is subductive (Definition 3.8).
Let I ⊂ k[x] be a prime ideal and let C ⊂ T (I) be an open cone in the tropical variety
of I such that for any u1, u2 ∈ C we have inu1(I) = inu2(I). For example, this is the case if
C is chosen from the Gro¨bner fan of the homogenization Ih of I. Recall that this common
initial ideal is denoted by inC(I)
Definition 4.1. Let C ⊂ T (I) be an open cone. We call C a prime cone if the corresponding
initial ideal inC(I) is a prime ideal.
10
10As mentioned in the introduction, by abuse of terminology, we may occasionally refer to a closed cone
as prime, in which case we mean that its relative interior is prime.
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Take a finite subset u = {u1, . . . , ur} ⊂ C. We denote the r × n matrix whose j-th row
is uj by M and regard it as a Qr-weighting matrix on k[x], where Qr is given the standard
lexicographic ordering. We denote the i-th column of M by wi ∈ Qr.
Proposition 4.2. Let C be a prime cone, we have the following:
(1) The weight quasivaluation vM is in fact a valuation with rank equal to rank(M).
(2) The associated graded algebra grM (A) is isomorphic to k[x]/inC(I).
(3) The value semigroup S(A, vM ) is generated by the column vectors of M , which are
in fact the vectors vM (b1), . . . , vM (bn). Consequently, the Newton-Okounkov cone
P (A, vM ) is the cone generated by these column vectors.
(4) If the cone C has maximal dimension d = dim(A) and the linear span of the set u
is also d-dimensional then the valuation vM has rank d. If, in addition, we assume
that k is algebraically closed then vM is a valuation with one-dimensional leaves.
Remark 4.3. We note that if A is positively graded and we choose a set of homogeneous
generators for A, any prime cone lies in the Gro¨bner region.
Proof of Proposition 4.2. By Lemma 8.8 we have inM (I) = inur (· · · (inu1(I)) · · · ). Since by
assumption inu1(I) = · · · = inur (I) = inC(I) we conclude that inM (I) = inC(I) which is
assumed to be a prime ideal. On the other hand, by Lemma 3.4 we know that grvM (A)
∼=
k[x]/inM (I). Since the quotient k[x]/inM (I) is a domain we see from Proposition 3.6 that
vM is indeed a valuation. Part (2) now follows from Part (1). To prove Part (3) we note
that by (2) the image of B in grM (A) is an algebra generating set and hence B is a finite
Khovanskii basis. Lemma 2.10 then implies the claim. Part (4) follows from (1) and Theorem
2.3. 
Proposition 4.4. With notation as above, for ui ∈ u let vui : A \ {0} → Q denote the
corresponding rank 1 valuation. Then for any bj ∈ B we have vui(bj) = (ui)j, the j-th
coordinate of the vector ui ∈ Qn.
Proof. Follows from Proposition 3.7. 
Remark 4.5. (1) If we assume that C is taken from the Gro¨bner fan of the homogenization
Ih of I, or if I is itself homogeneous, then some of the ui may be taken from faces of the
closure of C, provided that the sum
∑
ui is in C. To show this, note that by Proposition
8.11 we can use the above argument (in the proof of Proposition 4.2) with u = u1 + · · ·+ur
in place of u1.
(2) The proof of Proposition 4.2 can also be used in the case that A is the coordinate
ring of a very affine variety, i.e. when A is presented as a quotient of a Laurent polynomial
algebra.
The next proposition shows that the value semigroup S(A, vM ), up to linear isomorphism,
depends only on the cone C. Before we state this result, let us define what we mean by
linear isomorphism of subsets of vector spaces. Let S ⊂ Qr and S′ ⊂ Qr′ be two subsets.
We say that S is linearly isomorphic to S′ if there exists a Q-linear map T : Qr → Qr′ such
that T restricts to a bijection between S and S′.
Proposition 4.6. Suppose the span of u has dimension dim(C). Then, up to linear iso-
morphism, the semigroup S(A, vM ) (and hence the cone P (A, vM )) depends only on C.
Proof. Let u = {u1, . . . , ur}, u′ = {u′1, . . . , u′s} ⊂ C be two subsets with corresponding
weighting matrices M ∈ Qr×n, M ′ ∈ Qs×n respectively. By assumption the spans of u
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and u′ are the same. Hence every row of M is a linear combination of the rows of M ′. It
follows that the M -degree of two monomials xα and xβ are the same if and only if their
M ′-degrees are the same. Now consider R = grM (A) and R
′ = grM ′(A). The algebras R
and R′ are graded by S = S(A, vM ) and S′ = S(A, vM ′) respectively. By Proposition 4.2(2)
we know that R and R′ are isomorphic (because they are both isomorphic to k[x]/inC(I)).
Moreover, by what we said above, the isomorphism sends each graded component Ra, a ∈ S
to another graded component Ra′ , a
′ ∈ S′. One verifies that the map a 7→ a′ gives a linear
isomorphism between S and S′. 
Finally, let us assume that the algebra A is positively graded, i.e. A =
⊕
i≥0Ai, and the
algebra generating set B consists of homogeneous elements of degree 1. It follows that I is
a homogeneous ideal and moreover the vector (−1, . . . ,−1) belongs to the lineality space of
I and hence lies in every cone in the Gro¨bner fan of I. Thus, we can take the vector u1 ∈ u
to be (−1, . . . ,−1). In this case, one observes that the valuation vM constructed above is
such that for every 0 6= f ∈ A, the first component of vM (f) is −deg(f) (after dropping
the minus sign, the valuation vM is of the form (1.1)). In particular, vM is a subductive
valuation (see Example 2.14(1)). Moreover, Proposition 4.8 below shows it has an adapted
basis. The following is an immediate corollary of Proposition 4.2(3) and Proposition 4.6.
Corollary 4.7. With notation as above we have the following:
(1) The Newton-Okounkov body ∆(A, vM ) is the convex hull of the column vectors of
M (recall that the i-th column vector of M coincides with vM (bi)).
(2) Up to linear isomorphism, the convex body ∆(A, vM ) depends only on C.
Back to the general case, where A is not necessarily positively graded, when C lies in
GR(I) we can find a monomial ordering on k[x] such that the cone C is a face of a maximal
cone C> in the Gro¨bner region GR(I). Let B ⊂ k[x]/I ∼= A be a standard monomial basis
with respect to >. As before, we take a subset u = {u1, . . . , ur} ⊂ C and let M be the
r×n matrix matrix whose j-th row is uj , for all j. As usual we regard M as a Qr-weighting
matrix on k[x], where Qr is given the standard lexicographic ordering.
Proposition 4.8. The standard monomial basis B is adapted to vM . Moreover, we have
in>(inM (I)) = in>(I), that is, M ∈ GRr(I) (see Definition 8.2).
Proof. By Lemma 8.8 we have inM (I) = inu1(. . . inur (I) . . .). Since u ⊂ C ⊂ GR(I),
by Proposition 8.11, we have inM (I) = inu1+···+ur (I). It follows that M ∈ GRr(I) and
in>(inM (I)) = in>(I). Proposition 3.3 then implies that B is adapted to vM . 
For u ∈ C we can also consider the rank one valuations vu : A \ {0} → Q associated to
the weight u. Proposition 3.3 in particular implies that the basis B is also adapted to vu.
The valuations vu and the basis B are related as follows.
Proposition 4.9. We have the following:
(1) Let u1, u2 ∈ C and c1, c2 ∈ Q≥0 and put u = c1u1 + c2u2. Then for any basis
element b ∈ B we have vu(b) = c1vu1(b) + c2vu2(b).
(2) Let u = {u1, . . . , ur} ⊂ C such that its span has maximal dimension dim(C). As
above let vM denote its associated valuation. Let bα, bβ ∈ B. Consider the expansion
of the product bαbβ in the basis B:
bαbβ =
∑
cγα,βbγ ,
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where the cγα,β ∈ k. Then for every bγ , with cγα,β 6= 0, and every i = 1, . . . , r we
have vui(bγ) ≥ vui(bα) + vui(bβ). Moreover, there exits bη ∈ B, with cηα,β 6= 0, such
that, for every i, we have vui(bη) = vui(bα) + vui(bβ).
(3) If k is assumed to be algebraically closed and C is a cone of maximal dimension
d = dim(A), then the basis element bη in the part (2) is unique.
Proof. Part (1) and the first assertion in (2) are direct consequences of Proposition 3.3. To
prove the second assertion in (2) note that if the equality was not achieved for some γ, then
the product bαbβ would be 0 in the associated graded grM (A) which would imply that vM
is not a valuation. Finally, by Theorem 2.3, the assumptions in (3) imply that the valuation
vM is a valuation with one-dimensional leaves. This finishes the proof. 
5. Prime cones from valuations
In this section we associate a prime cone to a weight valuation. Any subductive valuation
is a weight valuation (3.3), so this construction works for all subductive valuations. First,
we make an observation which applies to all valuations.
Proposition 5.1 (Higher rank tropicalization map). Let v : A \ {0} → Qr be a valuation
(not necessarily subductive or with a finite Khovanskii basis). Let B = {b1, . . . , bn} ⊂ A
be a set of algebra generators and let I ⊂ k[x] be the ideal of relations among the bi. Let
M = M(B, v) be the matrix whose columns are v(b1), . . . , v(bn). Then M belongs to the
rank r tropical variety T r(I) (Definition 8.15).
Proof. The proof is the same as the usual proof when the valuation has rank 1. Let f =∑
α cαx
α ∈ I and suppose by contradiction that inM (f) is the monomial cβxβ . Then
v(f(b1, . . . , bn)) = v(b
β1
1 · · · bβnn ) = Mβ, which contradicts f(b1, . . . , bn) = 0. 
We think of v 7→ M as a higher rank generalization of the tropicalization map in usual
tropical geometry. The above (Proposition 5.1) has also been observed in [FR16].
Now let us assume that Qr is equipped with the standard lexicographic order. Let M ∈
Qr×n be a matrix such that the corresponding weight quasivaluation v = vM : A\{0} → Qr
is indeed a valuation. The next proposition constructs a prime cone Cv in the tropical
variety T (I) associated to the valuation v.
Proposition 5.2. With notation as above, there exists an open cone Cv in the tropical
variety T (I) with dim(Cv) ≥ rank(M) such that inM (I) = inu(I), for any u ∈ Cv. Thus, if
we denote the common initial ideal inu(I), u ∈ Cv, by inCv(I), we have:
grv(A)
∼= k[x]/inCv(I).
In particular, if v has maximal rank d = dim(A) then Cv has dimension d.
Proof. We pass to the homogenization Ih ⊂ k[x0,x]. Let (0,M) ∈ Qm×(n+1) be the matrix
with a 0 column inserted to the left. We regard it as a weighting matrix on k[x0,x].
Proposition 8.10 implies that there is u ∈ Qn such that in(0,u)(Ih) = in(0,M)(Ih), and
furthermore inu(I) = inM (I). Let C ∈ Σ(Ih) be an open cone that contains (0, u) and let
G>(Ih) be an appropriate reduced Gro¨bner basis for Ih. For any g ∈ G>(Ih), the initial form
in(0,M)(g) is a polynomial
∑
i pi(x)x
i
0, such that each pi(x) is homogeneous with respect
to M . Let u1, . . . um denote the rows of M and let H be its row span over Q. Note that
each pi(x) is homogeneous with respect to each uj . It follows that there is some  > 0
such that any u′ in the ball B(0) ⊂ H has the property in(0,u)+(0,u′)(g) = in(0,u)(g) for all
g ∈ G>(Ih). Since dim(H) = r we conclude that dim(C ∩ Qn) ≥ r. The remaining parts
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of the proposition follow from the fact that if v is a valuation then grv(A) is a domain and
hence Cv is a prime cone. This implies that Cv ⊂ T (I) and that it is of dimension at most
d. 
Remark 5.3. As above let B = {b1, . . . , bn} be a set of algebra generators. Let v : A\{0} →
Qr be a valuation and let M be the matrix whose columns are v(b1), . . . , v(bn). (1) By 3.3 if
we assume that v is subductive with Khovanskii basis B, then v = vM is a weight valuation.
(2) If we do not assume that v is subductive then by Proposition 5.1, we still can find a
cone C in the tropical variety T (I) such that inM (I) = inC(I). But we cannot in general
conclude that v = vM and hence we do not know that grv(A)
∼= k[x]/inC(I).
Remark 5.4. The proof of Proposition 5.2 implies that the cone Cv can be described using
a reduced Gro¨bner basis of the homogenized ideal Ih.
Let v = vM : A \ {0} → Qr be a weight valuation with associated prime cone Cv. Let
M ′ be a matrix with rows u = {u′1, . . . , u′s} ⊂ Cv such that rank(M ′) = dim(Cv).
Proposition 5.5. The value semigroups S(A, vM ) and S(A, vM ′) are linearly isomorphic.
Consequently, the cones P (A, vM ) and P (A, vM ′) are also linearly isomorphic.
Proof. Both associated graded algebras grvM (A) and grvM′ (A) are isomorphic to k[x]/inu′(I)
for any u′ in Cv by maps which identify the images of the xi. The proof of Proposition 4.6
implies that the value semigroup of vM is isomorphic to the value semigroup of vM ′ . 
6. Compactifications and degenerations
In this section we use an (open) prime cone C in the tropical variety T (I), for some
presentation A ∼= k[x]/I, to construct a compactification of X = Spec (A). As a byproduct,
when the cone C has maximal dimension d = dim(A), we also get a toric degeneration of
X. This construction closely resembles the “geometric tropicalization” in [HKT06], [ST08],
[Tev07].
We use notation as before. To simplify the discussion we assume that the cone C lies in
the negative orthant, i.e. C ⊂ T −(I) = T (I) ∩ Qn≤0. We will use results in Section 4. Let
u = {u1, . . . , ur} ⊂ C, for simplicity we assume that the ui are linearly independent and
r = dim(C). Let M = Mu ∈ Qr×n be the matrix whose rows are u1, . . . , ur. Let vM be
the corresponding valuation as constructed in Section 4. We recall that for every i, the i-th
column of M is the vector vM (bi) which in turn is equal to the vector (vu1(bi), . . . , vur (bi)).
Here vui is the rank 1 valuation associated to ui ∈ C. We also know that the rank of the
valuation vM is equal to rank(M) = r (Propositions 4.2 and 4.4). Since C ⊂ T −(I) is
always contained in the Gro¨bner region GR(I), by Proposition 4.8 there is an adapted basis
B for (A, vM ) (in fact, B can be taken to be a standard monomial basis for I and some
monomial ordering > such that M ∈ C>(I)).
After a scaling in Qr if needed, we can assume that the value semigroup of vM lies
in Zr. To construct our compactification, we choose one additional piece of information,
namely a lattice point δ = (δ1, . . . , δr) ∈ Zr which lies in P ◦(A, vM ), the relative interior
of the Newton-Okounkov cone (Definition 2.20). Given u and δ, we construct a projective
compactification X¯u,δ ⊃ X. We will give different constructions of this compactification:
(i) As Proj of a certain Z≥0-graded algebra Tu,δ(A).
(ii) As the GIT quotient, at δ, of an affine variety Eu by a natural action of the torus
Grm.
28
(iii) When the cone C has maximal dimension r = d = dim(A), we can realize the
compactification X¯u,δ as the closure of X embedded into a projective toric variety
Yu,δ.
6.1. Rees algebras. In this section we define a generalized Rees algebra Ru(A). It plays
the main role in the construction of our compactification.
Throughout Section 6, ≥ denotes the partial order on Qr defined by comparing the vectors
componentwise, namely, (p1, . . . , pr) ≥ (q1, . . . , qr) if and only if pi ≥ qi for all i.
As above, let B ⊂ A be the vector space basis for A adapted to the valuation vM . Beside
the valuation vM we can consider the rank 1 valuations vui corresponding to the vectors
ui ∈ u. For p = (p1, . . . , pr) we define the set Bp by:
Bp = {b ∈ B | vui(b) = pi, ∀i = 1, . . . , r} ⊂ B.
We note that since C ⊂ Qn≤0, the set Bp is nonempty only for p ∈ Zr≤0. For p ∈ Zr≤0 we
then define the subspaces Wu(p) and Fu(p) ⊂ A as follows:
Wu(p) = span(Bp),
Fu(p) =
⊕
q≥p
Wu(q) = span(
⋃
q≥p
Bq).
Clearly, {Fu(p)}p∈Zr≤0 is a multiplicative filtration of A (see Proposition 4.9).
Consider the Laurent polynomial algebra A[t±] = A[t±1 , . . . , t
±
r ], where we have used t
as an abbreviation for the indeterminates (t1, . . . , tr). Also, given p = (p1, . . . , pr) we will
write tp to denote the monomial tp11 · · · tprr . The Rees algebra Ru(A) is the subalgebra of
the Laurent polynomial algebra A[t±] defined by:
Ru(A) =
⊕
p∈Zr≤0
Fu(p)t
−p ⊂
⊕
p∈Zr
At−p = A[t±].
Let φ : k[t] → Ru(A) be the homomorphism obtained by sending ti to 1ti ∈ Fu(−ei)ti,
for all i. Here ei = (0, . . . , 1, . . . , 0) denotes the i-th standard basis element in Zr. The
homomorphism φ gives Ru(A) the structure of a k[t]-module. We let Eu denote the affine
scheme Spec (Ru(A)) defined by this Rees algebra. The next proposition establishes basic
properties of the scheme Eu and its relationship to X. We leave the proof of this proposition
to the reader (it is very similar to [Tei03, Proposition 2.2]).
Proposition 6.1. As above, let Ru(A) be the Rees algebra of A with respect to u ⊂ C. We
then have:
(1) The map φ : k[t]→ Ru(A) defines a flat family pi : Eu → Ar.
(2) There is a natural action of the torus Grm on Eu which lifts the natural action of
Grm on Ar,
(3) Spec (A[t±]) = X × Grm is the complement of the hypersurface Vu ⊂ Eu defined by
the equation t1 · · · tr = 0.
Next, we describe the fibers of the map pi : Eu → Ar. By Proposition 6.1(2, 3), for any
c = (c1, . . . , cr) with ci 6= 0, for all i, the fiber pi−1(c) is isomorphic to X. We will see below
that all other fibers of the family are all degenerations of X coming from subsets of u. Let
σ ⊂ u. Analogous to Wu(p) and Fu(p), given p′ = (p′i)ui∈σ ∈ Z|σ|≤0 we can define Wσ(p′) =
span{b ∈ B | vui(b) = p′i, ∀ui ∈ σ} and Fσ(p′) = span{b ∈ B | vui(b) = p′i, ∀ui ∈ σ}. We
then have the direct sum decomposition A =
⊕
p′Wσ(p
′). Let grσ(A) denote the associated
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graded algebra of the filtration {Fσ(p′)}p′∈Z|σ|≤0 on A. Proposition 4.9 implies that grσ(A)
is a domain and hence this filtration must come from a valuation (see Section 2.4).
Proposition 6.2. Let cσ = (cσ,1, . . . , cσ,r) ∈ Zr be the vector of 0’s and 1’s defined by:
cσ,i =
{
0 ui ∈ σ
1 ui /∈ σ,
for all i = 1, . . . , r. Then the fiber pi−1(cσ) is isomorphic to Xσ = Spec (grσ(A)).
Proof. Specializing ti = 1 for ui /∈ σ yields an algebra graded by Z|σ|≤0 . For every p′ ∈ Z|σ|≤0,
the corresponding graded component is:
Fσ(p
′) =
∑
p|σ=p′
Fu(p).
Also, specializing ti = 0 for ui ∈ σ yields an algebra graded by Z|σ|≤0 with the graded
components:
(6.1) Fσ(p
′)/
∑
q′≥p′
Fσ(q
′),
for p′ ∈ Z|σ|≤0. It is straightforward to check that Fσ(p′) has a vector space basis consisting
of the images of those b ∈ B with vui(b) = pi for ui ∈ σ. It follows that these graded
components can be identified with the space Wσ(p
′). We leave it to the reader to check
that the multiplication operation is likewise the same as in grσ(A). 
Proposition 6.2 and Proposition 6.1(2) imply the following:
Corollary 6.3 (Toric degeneration of X). All fibers of the family pi : Eu → Ar are reduced
and irreducible. Moreover, these fibers are degenerations of X corresponding to valuations
constructed from subsets of u. In particular, the fiber over the origin is Spec (grvM (A)).
Moreover, if r = d = dim(A), the fiber over the origin is Spec (k[S(A, vM )] which is a (not
necessarily normal) affine toric variety (see Proposition 2.4).
Remark 6.4. (1) In all the above constructions/definitions, instead of the partial order >
we can use a group ordering  on Zr which refines >. For example we can take  to be
a lexicographic order. It follows from Proposition 4.9 that the resulting associated graded
algebra gr(A) is the same as the associated graded algebra gru(A) corresponding to the
filtration by the Fu(p). Note that the associated graded gr(A) is in fact the associated
graded grvM (A) of the valuation vM .
(2) As far as the authors know, the construction of the Rees algebra associated to a
valuation is due to B. Teissier (see [Tei03] and in particular Proposition 2.2 in there which
is very close to our Proposition 6.1). Also [And13, Proposition 3] is a 1-parameter version
of [Tei03, Proposition 2.2].
6.2. The compactification of X. We can now construct the compactification X¯u,δ of X.
Since the Rees algebra Ru(A) is by definition Zr-graded, the scheme Eu = Spec (Ru(A))
comes with a natural action of the torus Grm. We define X¯u,δ to be the GIT quotient
Eu//δGrm. Equivalently, from definition of the GIT quotient, we can realize this scheme as
Proj of the Z≥0-graded subalgebra
Tu,δ(A) =
⊕
N≥0
Fu(Nδ)t
−Nδ ⊂ Ru(A).
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The affine scheme Eu is of finite type, so it follows that X¯u,δ is projective.
We define valuation v˜M : Tu,δ(A)→ Z≥0×Zr≤0 as follows. For any 0 6= f =
∑m
i=0 fit
−iδ,
we let:
v˜M (f) = (N, vM (fN )),
where N = MIN{i | fi 6= 0}. Similarly, for any u ∈ C we can define valuation v˜u : Tu,δ(A)→
Z≥0 ×Q≤0. We observe that the value semigroup of v˜M is:
(6.2) S(Tu,δ(A), v˜M ) = {(N,p) | p ∈ S(A, vM ), p ≥ Nδ}.
Since S(A, vM ) is finitely generated as a semigroup, generated by the columns of M , it
follows that S(Tu,δ(A)) is also finitely generated.
The algebra Tu,δ(A) has a natural vector space basis
B˜ = {bt−Nδ | b ∈ Bq, q ≥ Nδ}.
This basis is adapted to the valuations v˜M and v˜u, for all u ∈ C.
Note that by definition the valuation v˜M is homogeneous with respect to the Z≥0-grading
on Tu,δ(A). Hence we can consider the Newton-Okounkov body ∆u,δ = ∆(Tu,δ(A), v˜M ).
By (6.2) we have:
(6.3) ∆u,δ = {p ∈ Rr≤0 | p ≥ δ} ∩ P (A, vM ),
where P (A, vM ) is the Newton-Okounkov cone of (A, vM ), that is, the cone generated by
the columns of the matrix M .
Remark 6.5. (Toric degeneration of X¯u,δ) When r = d, the associated graded algebra
of the valuation v˜M is isomorphic to the semigroup algebra k[S(Tu,δ(A), v˜M )]. Moreover,
for any u ∈ C, the associated graded algebra of v˜u is also isomorphic to this semigroup
algebra. It follows that we have a toric degeneration of X¯u,δ to the projective toric va-
riety Proj (k[S(Tu,δ(A), v˜M )]). The normalization of this toric variety is the toric variety
associated to the polytope ∆u,δ.
For the remainder of this section we assume that r = d. In this case, we construct an
embedding of X into a projective toric variety Yu,δ such that X¯u,δ is the closure of X in
Yu,δ.
Let us define the semigroup:
Sˆδ = {(N,a) | N ∈ Z≥0,a ∈ Zn,Ma ≥ Nδ} ⊂ Z≥0 × Zn.
Recall that if a = (a1, . . . , an) then Ma =
∑
i aivM (bi) and as before ≥ denotes the partial
order on Zr given by componentwise comparison of vectors. Note that from definition, Sˆδ
is a saturated semigroup.
Let Yu,δ = Proj (k[Sˆδ]) with respect to the grading by N ∈ Z≥0. It is the projective toric
variety associated to the polytope
∆ˆu,δ = {a |Ma ≥ δ} ⊂ Rn≤0.
In other words, ∆ˆu,δ is the polytope defined by the inequalities a ≤ 0 and a · ui ≥ δi for all
i = 1, . . . , r. Note that 0 is a vertex of the polytope ∆ˆu,δ and the cone at this vertex is the
negative orthant. Thus we can consider the toric variety Yu,δ as a compactification of the
affine space An.
There is a natural homomorphism pˆi : k[Sˆδ]→ Tu,δ(A) which sends (N,a) to (
∏
i b
ai
i )t
−Nδ,
where a = (a1, . . . , an). One verifies that pˆi is indeed surjective. We have the following
proposition. We omit the straightforward proof.
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Proposition 6.6. The scheme Yu,δ is the normal projective toric variety associated to ∆ˆu,δ,
and is a compactification of An. Furthermore, the closure of X ⊂ An ⊂ Yu,δ is X¯u,δ.
6.3. The divisor at infinity Du,δ. We let Du,δ be the divisor in X¯u,δ defined by the
ideal Iu = 〈t−δ〉 ∩ Tu,δ(A). (Here the ideal generated by t−δ means with respect to the
k[t]-module structure on the Rees algebra Ru,δ(A) given by map φ in Section 6.1 after the
definition of Ru,δ(A).)
To simplify the discussion, we assume that δ = (−1, . . . ,−1). Let us see that this is
always possible. Since δ is in the relative interior of P (A, vM ) we can find v ∈ Qr≥0 such
that Mv = −η. Now let u′i = η1···ηdηi ui and v′ = vη1···ηd . Now if M ′ is the matrix whose rows
are the u′i, it easy to check that M
′v′ = (−1, . . . ,−1).
Under the assumption δ = (−1, . . . ,−1), we have that Du,δ is the divisor at infinity
X¯u,δ \X. The purpose of this section is to show that:
(1) The divisor Du,δ has combinatorial normal crossings.
(2) The vectors ui ∈ u are in one-to-one correspondence with the irreducible compo-
nents of Du,δ, and moreover, for every ui ∈ u, the valuation vui is given by the
order of vanishing along the corresponding irreducible component of Du,δ.
Before we proceed with the proofs, we need few more definitions. Let σ ⊂ u = {u1, . . . , ur}.
To σ we associate the ideal Iσ ⊂ Tu,δ(A) defined by:
Iσ = 〈ti | ui ∈ σ〉 ∩ Tu,δ(A).
We note that since for every i, 〈ti | ui ∈ u〉 ⊂ A[t] is a prime ideal, the ideal Iσ ⊂ Tu,δ(A)
is also prime. In particular, for every i, we let Ii = 〈ti〉 ∩ Tu,δ(A) and we denote by Di the
divisor in X¯u,δ defined by the ideal Ii.
Proposition 6.7. Du,δ =
∑
iDi is a divisor in X¯u,δ with combinatorial normal crossings.
Proof. It is straightforward to check that the ideals Iσ = 〈ti | ui ∈ σ〉 ∩ Tu,δ(A) are distinct
and prime. Thus it suffices to show that the subscheme in X¯u,δ defined by the largest
ideal Iu has the correct codimension equal to r. The subscheme in Eu = Spec (Ru(A))
defined by the ideal 〈ti | i = 1, . . . , r〉 is the fiber pi−1(0) over 0 of the family pi : Eu → Ar.
By Proposition 6.2, the fiber pi−1(0) is isomorphic to Spec (grvM (A) of the valuation vM .
We also know that the cone generated by the Grm-weights of the algebra grvM (A) is the
Newton-Okounkov cone P (A, vM ). This cone has dimension r = rank(M) which is equal to
dimension of the prime cone C we started with. Now since the fiber pi−1(0) is stable under
the Grm-action on Eu, we conclude that the subscheme in X¯u,δ defined by Iu is isomorphic
to the GIT quotient pi−1(0)//δ Grm. The claim now follows from the following lemma from
geometric invariant theory.
Lemma 6.8. Let R be a finitely generated algebra with Krull dimension d and equipped with
a rational Grm-action where r ≤ d. Suppose the cone C(R) ⊂ Qr generated by the weights
of the Grm-action has maximal dimension r. Let δ be a weight which lies in the interior of
C(R). Then the GIT quotient Spec (R)//δ Grm has dimension d− r.

Corollary 6.9. For every ui ∈ u the valuation vui is given by the order of vanishing along
the divisor Di. That is, for any 0 6= f ∈ A the value vui(f) is equal to order of zero/pole of
f along the divisor Di.
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Proof. Let χ be a character of Grm of weight −δ, so that Tu,δ = [Ru(A) ⊗ k[χ]]G
r
m . The
the ideal 〈ti〉 ⊂ Ru(A) ⊗ k[χ] is Grm-stable and the unique maximal ideal in the local ring
at this ideal can be generated by the invariant t1 · · · trχ for all i. As a consequence it
generates the maximal ideal in the local ring at Ii ⊂ Tu,δ(A), and it follows that the Di
degree of any regular function f ∈ A on X can be computed by taking the ti-degree, as
f = f¯∏
j t
vuj
(f)
j
∈ A ⊂ 1t1···trRu(A) for f¯ = f
∏
j t
vuj (f)
j ∈ Ru(A). We obtain that this degree
is vui(f). 
7. Examples
Example 7.1 (The wonderful compactification of an adjoint group G). Let G be an adjoint
form of a semisimple algebraic group over an algebraically closed characteristic 0 field k. We
show that the wonderful compactification G can be realized by means of the compactification
construction outlined in Section 6.2.
We pick a system of simple roots α1, . . . , αr, these generate the root lattice R. Let
h1, . . . , hr ∈ h be the corresponding coroots, recall that these pair with the weights Λ such
that ωi(hj) = δij for the fundamental weights ωi. The ω1, . . . , ωr generate the monoid of
dominant weights Λ+ ⊂ Λ. Finally, let αˆ1, . . . , αˆr be the fundamental coweights; these have
the property that αj(αˆi) = δij . In particular if ω ≺ η in the dominant weight ordering, we
must have (η − ω)(αˆi) ≥ 0 for each 1 ≤ i ≤ r.
The coordinate ring k[G] is known to have the following direct sum decomposition:
(7.1) k[G] =
⊕
λ∈Λ+
End(V (λ)).
Here V (λ) is the irreducible representation of G associated to λ ∈ Λ+. Each fundamental
coweight defines a rank 1 (G×G)-invariant valuation vi : k[G]\{0} → Z, where the filtration
defined by vi is by the subspaces F
i
≤m =
⊕
η(αˆi)≤m End(V (η)) ⊂ k[G]. Let R(G) denote
the Rees algebra associated to the vi:
(7.2) R(G) =
⊕
p∈Zr≤0
⊕
λ(αˆi)≤pi
End(V (λ))t−p.
Remark 7.2. This Rees algebra has been considered by Popov [Pop87] in the context of
the horospherical contraction of a G variety.
We select a weight ρ with the property that ρ(hi) > 0, and we let δ = (ρ(αˆ1), . . . , ρ(αˆr)).
Finally, we define Tδ(G) as in Section 6.2:
(7.3) Tδ(G) =
⊕
N
⊕
λ(αˆi)≤Nδi
End(V (λ))tN .
There is an ample (G × G)-line bundle Lρ on the wonderful compactification G corre-
sponding to ρ. Global sections of Lρ have the following description:
(7.4) H0(G,L⊗Nρ ) =
⊕
λ≺Nρ
End(V (λ)).
We claim that H0(G¯,L⊗Nρ ) =
⊕
λ(αˆi)≤Nδi End(V (λ))t
N . For λ ≺ Nρ we must have
Nρ − λ = ∑niαi for ni ∈ Z≥0; it follows that H0(G¯,L⊗Nρ ) ⊂ ⊕λ(αˆi)≤Nδi End(V (λ))tN .
For the other inclusion, suppose more generally that (η − λ)(αˆi) ≥ 0 for all i. The group
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G is adjoint and hence R = Λ, so it follows that η − λ = ∑niαi for ni ∈ Z. If any of
these coefficients were negative, the corresponding αˆi would likewise evaluate to a negative
integer. Consequently, we must have G = Proj (Tδ(G)).
Example 7.3. [Gel’fand-Zetlin patterns and the Plu¨cker algebra] Let k ⊂ F be a transcen-
dental field extension, and v : F \ {0} → Zd a valuation of rank equal to the transcendence
degree of F over k. It is natural to ask when a finite subset B ⊂ F is a Khovanskii basis for
the k-algebra k[B] ⊂ F generated by B, with respect to v. Let X be an n×n array of inde-
terminates xij , and let k(X ) be the quotient field of the polynomial algebra k[X ]. A rank
n2 valuation v can be defined on k(X ) by ordering the monomials in k[X ] lexicographically
using the row-wise ordering of the entries of X :
(7.5) x11 > . . . > x1n > x21 > . . . > x2n > . . . > xnn.
Let σ ⊂ {1, . . . , n} be an ordered subset, and let pσ ∈ k(X ) be the form obtained by
taking the determinant of the |σ|×|σ| minor of Xσ composed of the xij with 1 ≤ i ≤ |σ| and
j ∈ σ. Let P denote the set of all the pσ. The algebra k[P] ⊂ k(X ) is known as the Plu¨cker
algebra. It is the coordinate ring of the quotient variety GLn(k)/U , where U ⊂ GLn(k) is
the unipotent group of upper triangular matrices with 1’s on the diagonal, and also it can
be identified with the total coordinate ring of the full flag variety F`n.
The valuation v induces a maximal rank valuation on k[P] with Khovanskii basis P, see
[MS05, Theorem 14.11]. It is also known (see e.g. [MS05, Theorem 14.23]) that the asso-
ciated graded algebra grv(k[P]) is isomorphic to affine semigroup algebra of the Gel’fand-
Zetlin pattern semigroup GZn ⊂ Z(
n+1
2 )
≥0 . An element w ∈ GZn is a triangular array of
(
n+1
2
)
non-negative integers wi,j 1 ≤ i ≤ n, 1 ≤ j ≤ n + 1 − i, organized into n rows of lengths
n, n− 1, . . . , 1. These entries satisfy the inequalities wi,j ≥ wi−1,j ≥ wi,j−1.
The ideal I of polynomial relations among the pσ is generated by a set of quadratic
polynomials G which is best described combinatorially; we follow the presentation in [MS05,
Theorem 14.6]. There is a partial order on the σ ⊂ {1, . . . , n}, where σ ≺ τ if |σ| ≤ |τ | and
σi ≤ τi for all 1 ≤ i ≤ |σ| (here σi and τi denote the i-th elements in increasing order in σ
and τ respectively). If σ and τ are incomparable with respect to  and s = |σ| ≥ |τ | = t
there is some index j with σj > τj . Let gσ,τ be the following polynomial, where the sum is
taken over all permutations Sσ,τ of the s+ 1 indices τ1, . . . , τj , σj , . . . , σs:
(7.6) gσ,τ =
∑
pi∈Sσ,τ
sign(pi)ppi(σ)ppi(τ).
The valuation v induces a partial ordering on the monomials in the variables P, this
partial ordering can be completed to a monomial ordering by first ordering with v and then
ordering with the reverse lexicographic ordering induced by the total ordering on the σ
where σ < τ if |σ| > |τ | or |σ| = |τ | and σ comes before τ in the lexicographic ordering
on subsets of {1, . . . , n}. We call this concatenated ordering >v. We have made this choice
so that [MS05, Theorem 14.6] implies that G is a Gro¨bner basis with respect to >v and
in>(inv(gστ )) = in>(gστ ) = pσpτ for each gστ ∈ G.
Now, following [MS05, Theorem 14.16], we consider the reduced Gro¨bner basis Gred
associated to the G. The partial order  defines a lattice on the σ, let ∧ and ∨ be the meet
and join in this lattice. The initial ideal inv(I) is generated by the binomial initial forms of
the members of Gred:
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(7.7) pσpτ − pσ∧τpσ∨τ ,
Here σ and τ are incomparable under . Proposition 5.2 then implies the following.
Proposition 7.4. Let CGZ be the cone of weights u ∈ Q2n−1 in the Gro¨bner fan of I defined
by the inequalities implied by the following:
(7.8) inu(hστ ) = pσpτ − pσ∧τpσ∨τ , hστ ∈ Gred,
For any u ∈ C◦GZ, inu(I) = inv(I), so CGZ is a prime cone in the tropical variety of I.
Finding explicit inequalities describing the prime cone CGZ is more involved, an answer
to this problem can be found in [Mak, Theorem 6.2].
By Proposition 5.5, the Z≥0 column span of any matrix MGZ with rank equal to the
dimension of k[P] and rows taken from C◦GZ is isomorphic to the Gel’fand-Zetlin patterns
as a semigroup.
Example 7.5 (Gr3(C6)). We show that Algorithm 2.18 can find a Khovanskii basis of the
Gr3(C6) Plu¨cker algebra for a valuation defined in [Man16] using the Plu¨cker generators as
input.
In [Man16], the second author defines a family of maximal rank valuations on the coor-
dinate ring C[Pn(SL3(C))] of the configuration space Pn(SL3(C)) = SL3(C)\\[SL3(C)/U ]n.
Here the right quotients are by U ⊂ SL3(C), a maximal unipotent subgroup, and the left
quotient is the geometric invariant theory quotient by the diagonal action of SL3(C). The
projective coordinate ring C[Gr3(Cn)] of the Grassmannian variety of 3-planes in Cn with
respect to its Plu¨cker embedding is naturally realized as a subalgebra of C[Pn(SL3(C))], and
therefore inherits these maximal rank valuations.
For a particular selection of combinatorial parameters, the value semigroup of one of these
valuations v : C[Gr3(C6)]→ Z36 is a sub-semigroup BZT (3, 6) of the Berenstein-Zelevinsky
quilts for a particular choice of trivalent 6-leaf tree T . This semigroup is studied in [MZ14],
and examples of members of this semigroup are depicted in Figure 3.
By [MZ14], BZT (3, 6) is generated by the images v(pijk) of the
(
6
3
)
Plu¨cker coordinate
functions, and the image v(T ) of one additional coordinate function T . Furthermore, it can
be shown that the image of T (in the associated graded) is not expressible as a monomial
in the images of the Plu¨cker generators. However, T itself can be written as a binomial in
the Plu¨cker generators:
(7.9) T = p135p246 − p235p146.
It can be shown that the following equation holds in the value semigroup BZT (3, 6):
(7.10) v(p135) + v(p246) = v(p235) + v(p146).
It follows that T , and therefore a Khovanskii basis for C[Gr3(C6)] with respect to v, can
be found with one application of Algorithm 2.18 acting on the Plu¨cker generators.
Example 7.6 (The trace algebra on two letters). The set of representations X (F2,SL2(C))
of the rank 2 free group F2 into the complex group SL2(C) can be given the structure of an
irreducible complex variety. This variety can be constructed as the image of SL2(C)×SL2(C)
under the polynomial map which sends a pair (M,N) ∈ SL2(C) × SL2(C) to the 3-tuple
of traces t1 = tr(M), t2 = tr(N), x1 = tr(MN); this identifies X (F2,SL2(C)) with C3,
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Figure 3. Left: v(p135). Right: v(T ).
recovering the Fricke-Vogt Theorem (for statement of this theorem see for example [Gol]).
By incorporating an additional trace parameter x2 = tr(MN
−1), X (F2,SL2(C)) can be
identified with the hypersurface of solutions to x1 + x2 − t1t2 = 0 in C4.
The tropical variety T ⊂ Q4 of this hypersurface has a 2 dimensional lineality space L
spanned by the vectors (−1,−1, 0,−1) and (−1,−1,−1, 0). There are three maximal cones
of T , each obtained by adding an additional vector to the lineality space:
C1 = Q≥0{L, (−2,−2, 0, 0)}, inC1(x1 + x2 − t1t2) = x1 + x2,
C2 = Q≥0{L, (0, 2,−1,−1)}, inC2(x1 + x2 − t1t2) = x1 − t1t2,
C3 = Q≥0{L, (2, 0,−1,−1)}, inC3(x1 + x2 − t1t2) = x2 − t1t2.
Notably, each of the resulting initial forms of x1 + x2 − t1t2 is irreducible, it follows that
C1, C2, and C3 are all prime cones. Taking for a moment the prime cone C1, Theorem 4
implies that the weighting assigning x1, x2, t1, t2 the columns of the following matrix defines
a rank 3 valuation v1 : C[X (F2,SL2(C))]→ Z3:
(7.11) M1 =
 −1 −1 −1 0−1 −1 0 −1
−2 −2 0 0

In [Man16], the second author describes a construction of a maximal rank valuation on
the representation space X (Fg, G) for a free group of arbitrary rank and G any connected
complex reductive group. For the g = 2, G = SL2(C) case, the necessary input of this
construction is a trivalent graph Γ with first Betti number β1 equal to 2, a choice of spanning
tree in Γ, an orientation on the edges not in the chosen spanning tree, and a total ordering on
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the edges of Γ, see Figure 4. The valuation v1 is constructed in [Man16] as the maximal rank
valuation associated to the leftmost graph in Figure 4, in particular each row corresponds to
an edge in this graph, and the total ordering on edges can be interpreted as a total ordering
on rows of M1 (inducing a lexicographic ordering on standard monomials). Matrices M2 and
M3 can be constructed similarly for the cones C2 and C3, producing valuations v2 and v3;
these valuations were constructed in [Man16] in association with the middle and rightmost
graphs in Figure 4.
Figure 4. Three trivalent graphs with β1 = 2, chosen spanning trees
(black), and oriented edges (red).
Notice that the non-spanning tree edges in each graph in Figure 4 have been labeled with
M or N . Each word M,N,MN,MN−1 then corresponds to a unique closed cellular path
through one of these graphs. The valuation v1 can then be derived by reading off the number
of times each of these paths crosses an edge (see [Man18] for this construction). Taking for
example the leftmost graph, the word MN−1 crosses the left loop 1 time, the right loop 1
time, and the middle edge 2 times yielding the vector (1, 1, 2); this is the negative of the
first column of M1. With the chosen orientation, the leftmost graph should not be able
to distinguish between MN and MN−1, and indeed the second column of M1 agrees with
the first column. In this way, the Newton-Okounkov polytopes constructed in [Man16] for
X (F2,SL2(C)) can be reproduced using the tropical variety T and the matrices Mi.
Example 7.7 (Revisiting Example 2.9). The alternating invariants A = k[x1, x2, x3]
A3
can be presented by the elementary symmetric polynomials e1 = x1 + x2 + x3, e2 = x1x2 +
x1x3 +x2x3, e3 = x1x2x3 along with the Vandermonde determinant form y = (x1−x2)(x1−
x3)(x2 − x3). The principal ideal which vanishes on these generators is generated by the
polynomial
f = e21e
2
2 − 4e32 − 4e3e31 + 18e1e2e3 − 27e23 − y2.
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The tropical variety T (f) contains three maximal prime cones corresponding to the initial
ideals 〈4e32 − y2〉, 〈4e32 − 27e23〉, and 〈4e3e31 − y2〉 respectively. In particular, the generators
e1, e2, e3, y are indeed a Khovanskii basis for the corresponding valuations. The valuations
on A built from these prime cones are not restrictions of initial term valuations on the
polynomial algebra k[x1, x2, x3] to A as in SAGBI theory. This is confirmed by Example
2.9(1).
8. Appendix: Gro¨bner bases and higher rank tropical geometry
In this Appendix we introduce what we will need from the theory of Gro¨bner bases and
tropical geometry. We extend the theory of monomial weightings to weightings by Qr,
r ≥ 1 equipped with a group ordering. This lays the groundwork for studying higher rank
valuations and quasivaluations from an algorithmic perspective (see Section 3).
Remark 8.1. Higher rank versions of tropicalization have been studied by Foster and
Ranganathan ([FR16]).
8.1. Gro¨bner theory. We refer the reader to [Stu96], [Eis95], and [CLO15] for the basics of
the theory of Gro¨bner bases. We will consider weightings of the monomials in a polynomial
ring k[x] = k[x1, . . . , xn] by elements of (Qr,), where  is a group ordering. Although
the geometric aspects of the term orders resulting from these weightings differ from those of
weightings by Q (for example, we avoid discussion of the meaning of the Gro¨bner fan when
r > 1), many of the algebraic and algorithmic properties of these term orders continue to
hold. We have shortened proofs when the essential ideas are already covered in r = 1 case.
Definition 8.2 (Gro¨bner region). We define the higher rank Gro¨bner region GRr(I) ⊂
Qr×n of an ideal I ⊂ k[x] as follows.
(1) We say that M ∈ Qr×n is in the Gro¨bner region GRr(I) if and only if there is some
monomial ordering > such that the following holds:
(8.1) in>(inM (I)) = in>(I).
For a fixed monomial ordering >, we denote the set of M satisfying (8.1) by Cr>(I).
(2) We also define the set CM (I) ⊂ Qr×n as the collection of those M ′ ∈ Qr×n such
that inM ′(I) = inM (I).
Remark 8.3. In the rank 1 case, the points satisfying this definition of Gro¨bner region are
in the Gro¨bner region as defined in the literature [Stu96, pg 13], [Jen07, Chapter 3]. Given
u ∈ Qn and a monomial ordering > such that in>(inu(I)) = in>(I), one can show that u
is in the closure of the set of weights whose initial ideal agrees with the initial ideal of a
weight from Qn≥0: We can find v ∈ Qn≥0 and a generating set k1, . . . , km ∈ I such that the
in>(ki) generate in>(I) and inv(ki) = inv(inu(ki) = in>(ki) for each 1 ≤ i ≤ m. It follows
that inv(I) = inu+v(I) for small , so u is in the closure of the set of weights whose initial
ideal agrees with inv(I).
The monomials not contained in in>(I) are usually called standard monomials. It is well-
known that the images of standard monomials in k[x]/I are a vector space basis for this
quotient which we denote by B>(I) (or simply by B when there is no chance of confusion).
The proof of the following lemma is exactly as the proof of [Jen07, Lemma 3.1.11].
Lemma 8.4. Any h ∈ inM (I) can be written as a sum
∑
i inM (fi) for fi ∈ I, where the
summands all have different homogeneous M -degrees.
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Let G>(I) denote the reduced Gro¨bner basis of I with respect to >. As with the standard
Gro¨bner theory, it is possible to check for membership in Cr>(I) using G>(I).
Lemma 8.5. A weight M ∈ Qr×n is in Cr>(I) if and only if in>(inM (g)) = in>(g) for all
g ∈ G>(I). In particular, Cr>(I) is defined by a finite set of inequalities. Furthermore,
(8.2) G>(inM (I)) = {inM (g) | g ∈ G>(I)},
is the reduced Gro¨bner basis for inM (I) with respect to >.
Proof. This is a standard result in Gro¨bner theory, see [Jen07, Lemma 3.1.12]. 
The next lemma gives a characterization of the set CM (I) for when M lies in the Gro¨bner
region GRr(I). The proof is exactly as in the proof of [Jen07, Proposition 3.1.4].
Lemma 8.6. Let M ∈ Cr>(I), then M ′ ∈ CM (I) if and only if inM (g) = inM ′(g) for all
g ∈ G>(I).
The negative orthant is always part of the Gro¨bner region when r = 1 (recall that we
are using the MIN convention); we give a generalization of this fact to r ≥ 1. The Hahn
embedding theorem (see Section 2.1) implies that there is an embedding of ordered groups
η : Qr → Rr, where Rr is given the standard lexicographic ordering. In particular, the
subset Q− = η−1(η(Qr) ∩ (R≤0)r) has the property that for any lattice L ⊂ Qr, the set
L ∩ Q− is maximum well-ordered. There is always an element 1 ∈ Q− such that for any
w ∈ Qr, we have w + N1 ∈ Q− for N sufficiently large. If  is taken to be the standard
lexicographic ordering, then Q− = (Q≤0)r and 1 = (−1, . . . ,−1) ∈ Qr.
Lemma 8.7. For any I ⊂ k[x] we have (Q−)n ⊂ GR(I). Furthermore, if I is homogeneous
with respect to a positive grading then GRr(I) = Qr×n.
Proof. If M ∈ (Q−)n then for any monomial xα there are only finitely many monomials
xβ with Mβ  Mα. We can define the composite ordering >M as in [Stu96, Proposition
1.8] and conclude that it refines the monomial weighting by M . Now, if I is homogeneous
with respect to (d1, . . . , dn) ∈ Qn≥0 we let D ∈ (Q−)n be the matrix [d11, . . . , dn1]; then any
multiple of D can be added to M without altering the initial ideal. 
8.2. Comparison of initial ideals. Let Qr be equipped with the standard lexicographic
ordering . We show that the initial ideals obtainable by M ∈ Qr×n are the same as those
in the r = 1 case; this statement is used in Section 4.
Lemma 8.8. Let M ∈ Qr×n and let u1, . . . , ur be the rows of the matrix M . Then the
following initial ideals coincide:
(8.3) inM (I) = inur (. . . inu1(I) . . .).
Proof. First observe that for any f ∈ I we have inM (f) = inur (. . . inu1(f) . . .). This implies
that inM (I) ⊂ inur (. . . inu1(I) . . .). To prove the other inclusion, we proceed by induction
on r. Let h ∈ inur (. . . inu1(I) . . .). We can assume that inur−1(. . . inu1(I) . . .) = inM ′(I),
where M ′ ∈ Q(r−1)×n is the matrix with rows u1, . . . , ur−1, regarded as a Qr−1-monomial
weighting. Use Lemma 8.4 to write h =
∑
i inur (fi) where fi ∈ inM ′(I) and each inur (fi)
has a distinct homogeneous ur-degree. This implies that no monomials are shared among
the inur (fi). Another application of Lemma 8.4 implies that each fi can be written as∑
j inM ′(gij) for gij ∈ I, where each inM ′(gij) has a distinct homogeneous M ′-degree. It
follows that inur (fi) =
∑
i inur (inM ′(gij)) and hence h =
∑
i,j inur (inM ′(gij)). 
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For any u ∈ Qn it is clear that we can find M ∈ Qr×n such that inu(I) = inM (I). Now we
show that it is possible, given M ∈ Qr×n, to find u ∈ Qn with the same initial ideal as M .
Let Ai = {αi1, . . . , αini} ⊂ Qr, 1 ≤ i ≤ m, be finite sets (later we will take Ai to be the set
of M -weights of monomials in some polynomial fi for some weighting matrix M ∈ Qr×n).
We denote the smallest element in each Ai by βi. Also, for u, v ∈ Qr, we write u · v for the
standard inner product. The next lemma is a consequence of [Stu96, Proposition 1.11].
Lemma 8.9. There is a vector v ∈ Qr≥0 such that v · (βi − αij) < 0 whenever αij  βi.
Given a finite number of polynomials, Lemma 8.9 shows that for every M ∈ Qr×n there
exists u ∈ Qn such that the initial forms of these polynomials with respect to M are the
same as their initial forms with respect to u.
Proposition 8.10. Let I ⊂ k[x] be an ideal, then for any M ∈ Qr×n there is some u ∈ Qn
such that inM (I) = inu(I).
Proof. First we assume that I is homogeneous with respect to a positive grading on k[x].
This implies that M ∈ Cr>(I) ⊂ GRr(I) for some monomial ordering >. Let G>(I) ⊂ I
be the associated reduced Gro¨bner basis. By Lemma 8.9, we can find v ∈ Qr≥0 such that if
u = vTM then we have inM (g) = inu(g), for all g ∈ G>(I), so that inu(I) = inM (I).
Next, we let I be a general ideal, i.e. not necessarily homogeneous. We then form the
homogenization Ih ⊂ k[x0,x] (see [MS15, Chapter 2]). Let (0,M) ∈ Qr×(n+1) be the matrix
obtained from M by adding a 0 column to the left. The proof of [MS15, Proposition 2.6.1]
shows that for any M ∈ Qr×n, we have in(0,M)(Ih)x0=1 = inM (I), where in(0,M)(Ih)x0=1 ⊂
k[x] is the ideal obtained by setting x0 equal to 1. Since x0 is weighted 0, an application of
Lemma 8.9 to an appropriate Gro¨bner basis of Ih produces a vector (0, u) ∈ Qn+1. Now we
observe that
inM (I) = in(0,M)(Ih)x0=1 = in(0,u)(Ih)x0=1 = inu(I).

It is easy to find a weighting u ∈ Qn as in Proposition 8.10 if the rows of the weighting
matrix M are taken from the same cone in the Gro¨bner fan Σ(Ih) (or Σ(I) if I is itself
homogeneous with respect to a positive grading).
Proposition 8.11. Suppose that the rows of the weighting matrix M are linearly indepen-
dent, are taken from the same cone C ⊂ Σ(Ih) and moreover span the linear span of C.
Then inM (I) = inu(I) for u =
∑
i ui.
Proof. From Lemma 8.8 and [Stu96, Proposition 1.13], we can conclude that there are
2, . . . , r > 0 such that inM (I) = inu1+2u2+···+rur (I) which in turn is equal to inu1+···+ur (I)

Finally we end the section with the definition of lineality space of an ideal.
Definition 8.12 (Lineality space). The lineality space Lr(I) of an ideal I ⊂ k[x] is the set
of all M ∈ Qr×n with inM (I) = I.
8.3. Tropical Geometry. We briefly recall the notion of tropical variety of an ideal, and an
extension of this notion to higher ranks. We suggest the book by Maclagan and Sturmfels
[MS15] for an excellent introduction to tropical geometry. We will confine ourselves to
tropicalization over a trivially valued field k.
Definition 8.13. Let I ⊂ k[x] be an ideal. The tropical variety T (I) ⊂ Qn is the set of
u ∈ Qn such that inu(I) contains no monomials.
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The tropical variety carries the structure of a weighted polyhedral fan [MS15]. Further-
more, if I is homogeneous with respect to some positive grading on k[x], it can be considered
to be a subfan of the Gro¨bner fan Σ(I) ([SS04]). More generally, if I is not homogeneous,
or is an ideal in a Laurent polynomial ring, the tropical variety can be studied through
its relationship with the homogenization Ih. In particular, the tropical variety T (I) can
be taken to be a union of faces of the Gro¨bner fan of Ih intersected with the hyperplane
defined by setting the x0-weight equal to 0 ([MS15, Proposition 2.6.2]). A consequence of
this construction is that there is a subdivision of T (I) into open polyhedral cones C such
that if u, u′ are in the same cone, then inu(I) = inu′(I) ([MS15, proof of Theorem 2.6.5]).
The following is clear from the definition of T (I).
Lemma 8.14. If inu(I) is prime and {x1, . . . , xn} ∩ inu(I) = ∅ then u ∈ T (I).
The initial ideals inu(I) for u ∈ T (I) share some of the properties of I. For example, for
an arbitrary u ∈ Qn, the initial ideal inu(I) could be all of k[x], however if u ∈ T (I) then
the dimension of k[x]/inu(I) is equal to that of k[x]/I ([Jen07, Theorem 8.2.1]).
Definition 8.15. Let I ⊂ k[x] be an ideal. Consider Qr equipped with a group ordering.
We say that M ∈ Qr×n is in the rank r tropical variety T r(I) if the initial ideal inM (I)
contains no monomials.
The points in the rank r tropical variety T r(I) are related to the points in the usual
tropical variety T (I) by the following proposition. It is a corollary of Lemma 8.8.
Proposition 8.16. Let Qr be equipped with the standard lexicographic ordering. Let M ∈
Qr×n and let ui ∈ Qn be the i-th row of M , 1 ≤ i ≤ r. Then M ∈ T r(I) if and only if
u1 ∈ T (I) and ui ∈ T (inui−1(. . . inu1(I) . . .)) for all 1 < i ≤ r.
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