A theory is presented for the application of Hill's matrix method to the calculation of the reflection and transmission spectra of multitone holographic interference filters in which the permittivity is modulated by a sum of repeating functions of arbitrary period. Such filters are important because they may have two or more independent reflection bands. Guidelines are presented for accurately truncating the Hill matrix, and numerical methods are described for finding the exponential coefficient and the coefficients of the Floquet-Bloch waves within the filter. The latter calculation is performed by use of a computational technique known as inverse iteration. The Hill matrix for such problems is sparse, and thus, even though the matrix can be quite large, it may be efficiently stored and processed by a desktop computer. It is shown that the results of using Hill's matrix method are in close agreement with numerical calculations based on thin-film decomposition, a transfer-matrix technique. An important result of this research is the demonstration that Hill's matrix method may, in principle, be used to analyze any multiperiodic problem, so long as the periods are known to finite precision.
Introduction
Holographic mirrors ͑also known as pure-reflection holographic gratings͒ have wavelength selectivity properties and may be thought of as a class of interference filters. This notion of wavelength selectivity may be traced back to some of the earliest experimental work in interferometry. [1] [2] [3] For the history of reflection holography, the reader is directed to a publication of collected reprints. 4 Of particular interest are interference filters that reflect at multiple wavelength bands. Such filters have been fabricated by vacuum sputtering 5 and also through holographic processes. 6, 7 A comprehensive overview of methods for analyzing reflection of light from films of continuously varying refractive index has been published in the treatise by Jacobsson. 8 Jacobsson discusses a transfer-matrix method in which an inhomogeneous film is modeled as a stack of thin homogeneous layers; that technique is referred to herein as thin-film decomposition. An analogous method for the analysis of volume gratings, called thingrating decomposition, has been introduced by Alferness 9, 10 and further developed by others. 11, 12 Although dielectric gratings are not the subject of this paper, we include a few relevant citations that sample some of the key references in this extensive field. [13] [14] [15] [16] [17] [18] [19] More central to the topic are those publications that deal specifically with holographic mirrors. 20 -22 In the general study of waves in a periodic structure, one of the more important theoretical approaches depends on Hill's matrix method. This method of solution was discovered by the astronomer G. W. Hill in 1886 and used for the analysis of lunar perigee 23 ; it was generalized to wave-propagation problems by Lord Rayleigh in the subsequent year. 24 Excellent treatments of Hill's equation, Floquet's theorem, and Hill's matrix method are presented by Whittaker and Watson 25 and by Magnus and Winkler. 26 Hill's matrix method has been applied to quantum mechanical oscillators by Biswas et al. 27 A comprehensive review of the work on electromagnetic waves in periodic structures, which mentions Hill's matrix method, has been published by Elachi. 28 Close agreement has been reported between Hill's matrix method and the extended coupled-waves analysis of Su and Gaylord. 29 In this paper we demonstrate that Hill's matrix method may be used to analyze the normal-incidence reflection properties of multitone holographic interference filters, where multitone refers to an interference filter designed to reflect two or more wavelength bands. The index profiles for such interference filters comprise the sum of repeating functions of arbitrary period and are generally quite complicated, as is illustrated by Fig. 1 , which presents a portion of the index profile of an example three-tone filter, to be further studied in Section 3 below. Such filters were analyzed previously by thin-film decomposition and coupled-wave theory. 30 In Section 2 it is established that Floquet's theorem may also be applied to a multitone problem, so long as a least common multiple ͑LCM͒ can be defined for the periods. In this case the differential equation may be transformed into an infinite system of homogeneous linear equations, which may be written in the form of an infinite matrix ͑the Hill matrix͒ multiplied by an infinite vector. This is analogous to an eigenvector problem. To find the solution, we present a procedure for determining the truncation size of the matrix, a numerical technique for finding the exponential coefficient ͑analogous to an eigenvalue͒, and a method of inverse iteration to determine the coefficients of the Floquet-Bloch waves within the film ͑analogous to an eigenvector͒.
In Section 3 we perform an example calculation, using Hill's matrix method to find the reflection spectrum of a three-tone holographic interference filter. In an independent method of solution, the result from Hill's matrix method is compared with the solution found by use of thin-film decomposition; good agreement is found.
Theory
Consider a lossless dielectric medium with a onedimensional permittivity modulation described by the sum of two or more periodic functions of arbitrary period. This modulation may be described mathematically by the following formula:
where f l ͑z͒ ϭ f l ͑ z ϩ ⌳ l ͒. We wish to calculate the reflection and transmission efficiencies for light incident upon this material at normal incidence, propagating in the ẑ direction with the electric field polarized in the x direction. For these calculations it is assumed that the material is linear and isotropic and that the incident plane wave has a harmonic time dependence of exp͑ϩit͒. The amplitude of the electric field, E x , within the filter may then be described by use of the Helmholtz equation
where ⑀ 0 is the permittivity of free space and k 0 ϭ ͞c ϭ 2͞. is the free-space wavelength of the incident light. We wish to apply Floquet's theorem to this problem. Floquet's theorem states that, for any linear differential equation in which all the coefficients have period 2, a basis for the solutions is exp͑ϩ͒͑ϩ͒ and exp͑Ϫ͒͑Ϫ͒, where is complex, is a real, unitless variable, and ͑͒ is a complex function with period 2. 25 In this paper, is referred to as the exponential coefficient.
Floquet's theorem may be applied to Eq. ͑2͒ whenever ⑀͑z͒ is periodic, so long as the change of variable ϭ 2z͞⌳ is made, where ⌳ is the period of ⑀͑z͒. Equation ͑2͒ then takes the following form:
This prompts the question: "Under what circumstances will a permittivity profile, as described by Eq. ͑1͒, be periodic?" The answer is that the index profile is periodic if and only if there exists a LCM for the periods ͕⌳ 1 , ⌳ 2 , . . . , ⌳ N ͖. The LCM is defined as the smallest number that is an integer multiple of all of the periods. The periods themselves need not be integers, however. For example, for the numbers 1.2, 1.5, and 2.1, the LCM is 42. A sufficient condition for the existence of the LCM for the set of periods is that each of the periods be known to finite precision. For this paper we assert that such is the case, allowing the use of Floquet's theorem. Because ⑀͑͒ is periodic, it may be expanded in a Fourier series. Equation ͑3͒ may thus be written as
where a factor of ͑⌳͞2͒ 2 ͑k 0 2 ͞⑀ 0 ͒ has been absorbed into the summation coefficients, m . Defining ⑀ a to be the permittivity of the film in the limit of no modulation and using the relation ⑀ ϭ ⑀ 0 n 2 yield a value of 0 given by the formula 0 ϭ ͑⌳͞2͒ 2 ͑k 0 n a ͒ 2 , where n a is the index that corresponds to a permittivity of ⑀ a . Recall that k 0 is wavelength dependent and thus that the m coefficients are also wavelength dependent. Floquet's theorem assures us that Eq. ͑4͒ has a solution of the form
where the periodic function ͑͒ has been expanded in a Fourier series. Substituting Eq. ͑5͒ into Eq. ͑4͒
The b l terms are the coefficients of the Floquet-Bloch waves within the filter. For Eq. ͑6͒ to be valid for all values of , the summation over l must vanish; i.e.,
Collecting similar powers of exp͑il͒ yields
For Eq. ͑8͒ to vanish for all values of , the coefficient of each exp͑il͒ term must vanish, i.e.,
for every integer l.
Dividing by ͑l 2 Ϫ 0 ͒ yields the following recursion relation:
for every integer l, which may be written in the form of an infinite matrix multiplied by an infinite vector:
The division by ͑l 2 Ϫ 0 ͒ in Eq. ͑10͒ is necessary to guarantee the convergence of the determinant. 25 Unfortunately, this division introduces singularities into the problem whenever l 2 Ϫ 0 ϭ 0. Recall that 0 ϭ ͑⌳͞2͒ 2 ͑k 0 n a ͒ 2 . Solving for , we find that the Hill determinant blows up whenever ϭ ⌳ LCM n a ͞l for any positive integer l. In solving the problem it is crucial to avoid these singular wavelengths.
The matrix relation in Eq. ͑11͒ represents a homogenous system of linear equations. Barring the trivial solution ͑b l ϭ 0 for every l ͒, the equation can hold only if the determinant of the matrix is identically zero. This determinant is known as Hill's determinant 25 and is indicated by ⌬͑i͒. The value of the exponential coefficient, , can be found by solution of the equation ⌬͑i͒ ϭ 0. This is analogous to solving the eigenvalue problem ͑A Ϫ I͒v ϭ 0, where A is a square matrix, I is the identity matrix, is an eigenvalue of A, and v is the eigenvector of A that corresponds to . ͑A Ϫ I͒ is a function of much as the Hill matrix is a function of .
Solving the formula ⌬͑i͒ ϭ 0 for is a daunting undertaking. The task is simplified, however, by the following remarkable relationship:
where ⌬͑0͒ refers to the determinant of the infinite matrix in the limit 3 0. A proof of this relationship is given by Whittaker and Watson. 25 If the Hill matrix is truncated ͑as is generally nec-
essary͒ the relation in Eq. ͑12͒ becomes an approximation. Specifically, a value of that makes one side of the equation vanish will not, in general, cause the other side to vanish. Thus a reasonable criterion for truncation is a matrix large enough that the value of found by solution of the right-hand side of Eq. ͑12͒ causes the Hill determinant on the left-hand side to vanish to within an accepted tolerance. For this paper, a tolerance of 10 Ϫ6 has been chosen. In Fig. 2 the value of the Hill determinant is plotted versus matrix size for a three-tone example problem. The plot shows that, as matrix size increases, the value of found by solution of the right-hand side of Eq. ͑12͒ becomes a better approximation to the root of the equation ⌬͑i͒ ϭ 0. This example is studied further in Section 3 below.
Equation ͑12͒ is a transcendental equation with an infinite number of solutions for . Each of the solutions is valid, and the solutions will yield identical results once boundary conditions are applied; however, it is most useful to choose the solution that reduces to the proper plane-wave solution in the limiting case of no index modulation. Specifically, when there is no index modulation, a plane-wave solution of the following form is expected:
where k ϭ 2n a ͞ and is the free-space wavelength.
Comparing this solution to the form given by Floquet's theorem in Eq. ͑5͒ should make clear that Eq. ͑13͒ corresponds to the cases when all b l vanish except for b 0 and when ϭ Ϯi ͌ 0 . In this limiting case, is strictly imaginary, and the traveling waves are unattenuated. It is expected that, when the m coefficients are allowed to deviate from zero, will develop a small real component at certain resonant wavelengths; however, the imaginary component of will remain near the unperturbed value of Ϯi ͌ 0 . This knowledge may be used to pick an initial guess (14) works well.
It is worthwhile to consider under what circumstances the exponential coefficient has a real component, as the existence of a real component corresponds to the resonant wavelength bands of the hologram. Studying Eq. ͑14͒ reveals that has a real component whenever arcsin ͓ ͌ ⌬͑0͒ sin͑ ͌ 0 ͔͒ has an imaginary component. It is therefore possible to find the location and width of the expected reflection bands of the film ͑i.e., the wavelengths for which has a real component͒ without finding the coefficients of the Floquet-Bloch waves or applying boundary conditions.
Once has been determined, the next step is to determine the values of the b n coefficients. This is done by solution of the linear system of equations represented by the matrix relation in Eq. ͑11͒. As stated above, it is generally necessary to truncate the matrix to make the problem tractable. For a matrix truncated to a size of ͑2m ϩ 1͒ by ͑2m ϩ 1͒ ͑where m is a positive integer͒, the truncated matrix is denoted ͓M 2mϩ1 ͑i͔͒, and the system of linear equations becomes
Some subtlety is involved in finding the solution. Because has been determined to a finite precision by a numerical method, the Hill determinant ⌬͑i͒ is equal to zero only within the precision limits of the calculation. Because the Hill determinant is not identically zero, standard methods of solving the linear system will result in the trivial solution b l ϭ 0 for every integer l in the range ͕Ϫm, m͖. To circumvent this obstacle, one may exploit the previously noted similarity between the Hill determinant and an eigenvalue problem. Calculation techniques have been developed for finding the eigenvector of a matrix, given an approximate eigenvalue. Of particular interest is the method of inverse iteration, which is credited to Wilkinson. 31, 32 Inverse iteration generates a sequence of normalized vectors v k from a given starting vector v 0 by solving the following system of linear equations: where is an approximation to the eigenvalue and s k is a positive number that is responsible for nor malizing v k . To perform inverse iteration on the Hill matrix problem we replace ͑A Ϫ I͒ in Eq. ͑16͒ by the truncated Hill matrix ͓M 2mϩ1 ͑i͔͒. It has been demonstrated that a good choice for the initial vector v 0 is a column vector consisting entirely of 1's. Frequently a single iteration yields an eigenvector that has an error less than the uncertainty of the eigenvalue. For an introduction to inverse iteration, the reader is directed to an excellent review paper by Ipsen. 33 Once this system has been solved for all b l , one can construct the solution by applying the boundary conditions. Consider a film of thickness L bounded on both sides by homogenous media with a cover index of n c and a substrate index of n s . If light with unit amplitude is incident upon the film in the ẑ direction, then the electric field within each of the regions will be of the following form:
where and are the amplitudes of the reflected and the transmitted waves, respectively, and a ͑Ϫ͒ and a ͑ϩ͒ are the amplitudes for the two Floquet-Bloch solutions within the film. Because the tangential components of the electric and magnetic fields must be continuous across the interfaces at z ϭ 0 and z ϭ L, the boundary conditions can be expressed by the following four relations:
This is a system of four linear equations and four unknowns, which can easily be solved for , , a ͑Ϫ͒ , and a ͑ϩ͒ .
Example Calculation with the Hill Matrix Method
Consider a three-tone holographic interference filter with a variation in permittivity described by the equation
and a thickness of L ϭ 25 m. We choose ⑀ a ϭ 2.25⑀ 0 and ⑀ 1 ϭ ⑀ 2 ϭ ⑀ 3 ϭ 0.1216⑀ 0 , where ⑀ 0 is the permittivity of free space. We wish the filter to reflect the wavelengths 1 ϭ 400 nm, 2 ϭ 500 nm, and 3 ϭ 700 nm when it is illuminated at normal incidence. We expect this to occur when ⌳ j ϭ j ͑͞2n a ͒ ϭ j ͑͞2 ͌ ⑀ a ͞⑀ 0 ͒. Plugging in the appropriate values for j and ⑀ a , we determine that the periods are given by ⌳ 1 ϭ 133.3300 nm, ⌳ 2 ϭ 166.6625 nm, and ⌳ 3 ϭ 233.3275 nm. A plot of the index modulation corresponding to this choice of parameters is shown in Fig.  1 . We calculate the reflection spectrum of this multitone holographic interference filter below, using Hill's matrix method and thin-film decomposition.
A. Hill's Matrix Method
A LCM exists for the three periods, and it has the value ⌳ LCM ϭ 4.66655 m. Expanding the permittivity in a Fourier expansion, we may determine the
m terms from Eq. ͑4͒. Specifically, the values of m are given by the following expression:
This is enough information to allow us to proceed with constructing the Hill matrix and calculating the Hill determinant. Note that m ϭ 0 for all but seven values of m; thus the matrix comprises mostly zeros. This is known as a sparse matrix. One may greatly economize both computer memory and processing time by keeping track of only the nonzero elements of the matrix. For this reason we used the programming environment Matlab to handle the calculation of the Hill determinant, as it handles sparse matrices well.
As mentioned above, it is not feasible to calculate the determinant of an infinite matrix; therefore a first step toward a solution is truncating the Hill matrix. A reasonable requirement is to find a matrix size such that Eq. ͑12͒ is still valid to within an acceptable tolerance. Specifically, a matrix size is desired such that the value of found by solution of ⌬͑0͒ Ϫ sin 2 ͑i͒͞sin 2 ͑ ͌ 0 ͒ ϭ 0, yields a determinant as close to zero as desired, when is substituted into ⌬͑i͒. For a tolerance of 10
Ϫ6
, a matrix size of 2497 ϫ 2497 is more than sufficient to meet this constraint at the test wavelength, 350 nm, as illustrated in Fig. 2 .
Having truncated the matrix, we may solve the equation ⌬͑i͒ ϭ 0 for by using Newton's method. This must be done for each wavelength to be tested. For this problem the spectrum is calculated over the range 350 -750 nm, at a resolution of 0.01 nm. Over this interval singularities will occur near the following wavelengths: 368.412, 388.879, 411.754, 437.489, 466.655, 499.988, 538.448, 583.319, 636.348, and 699.983 nm. Test wavelengths that lie within 0.001 nm of one of these singularities will be skipped. Specifically, the reflection spectrum will not be calculated at 388.88 or 437.49 nm. Figure 3 is a plot of Re͑͒ versus free-space wavelength. Similarly, Fig. 4 is a plot of Im͑͒ versus free-space wavelength. Notice that Re͑͒ is identically zero except in the vicinity of 400, 500, and 700 nm. These nonzero regions define the reflection bands of the hologram. If finding the reflection bands were our only goal, then the calculation could be stopped here.
Having determined , we may use inverse iteration to calculate the 2497-element vector that describes the field structure within the hologram. This exercise must be repeated for every wavelength and the corresponding . The individual calculations take only a second or two, but the entire process ͑with nearly 40,000 wavelengths͒ takes several hours. However, a lower-resolution spectrum could be calculated in a matter of minutes.
Once the field structure has been determined for each wavelength, the boundary conditions may be applied. These are set out in Eqs. ͑18͒. For this problem we have chosen to match the cover and the substrate to the average index of the filter by setting n c ϭ n s ϭ n a . Solving for the four unknowns ͓, , a ͑ϩ͒ , and a ͑Ϫ͒ ͔ is straightforward. Figure 5 is a plot of R ϭ ͉͉ 2 versus free-space wavelength, as calculated by Hill's matrix method.
B. Thin-Film Decomposition
The accuracy of the above calculation may be confirmed by separate calculations of the reflection spectrum by use of thin-film decomposition. In a previous publication 7 on the fabrication of holographic interference filters, the process of thin-film decomposition was explained in detail. In this sec- tion those results are briefly reviewed and applied to the current problem.
As was previously established, 8 an inhomogeneous stratified medium may be modeled as a stack of thin homogeneous layers. The wave equation can then be solved within each of these homogeneous regions, and one can calculate the reflection and transmission properties of the entire filter by matching the fields at the layer boundaries. The calculations can be expedited by use of matrix notation to characterize each layer. One can then calculate a characteristic matrix for the entire film by chain multiplying the characteristic matrices of each of the decomposition layers. In the research described here, the matrix formalism used by Macleod 34 was used.
It was previously established that, if each period of a holographic interference filter is decomposed into 300 layers, the reflectivity spectrum will be within 10 Ϫ7 of the limiting solution. 35 For the three-tone problem being studied, the smallest period is 133.33 nm, and thus using a layer of 0.44-nm thickness will be more than sufficient to surpass the measurement limits of most spectrophotometers. After the film is decomposed into 56,251 layers, one may then apply transfer-matrix techniques to find the reflection spectrum of the stack of thin films. This spectrum is plotted in Fig. 6 and is clearly quite similar to that plotted in Fig. 5 . To compare the two spectra quantitatively, one may calculate the difference between the two, as shown in Fig. 7 . The two spectra differ by less than 0.01 ͑i.e., 1%͒ over the entire wavelength range.
Summary
In this paper a technique has been presented for calculation of the reflection and transmission spectra of multitone holographic interference filters in which the permittivity is modulated by a sum of repeating functions of arbitrary period, as shown in Eq. ͑1͒. So long as the component periods are known to finite precision, a least common multiple of the periods will exist, and the filter may be treated as periodic. Floquet's theorem may then be used to posit a solution to the Helmholtz equation. The trial solution is given by Eq. ͑5͒. With this trial solution, the Helmholtz equation may be transformed into a recursion relationship for the coefficients of the Floquet-Bloch waves within the material. This recursion relation, given by Eq. ͑10͒, may be written as an infinite matrix multiplied by an infinite vector, as shown in Eq. ͑11͒. Solving this system of equations is akin to solving an eigenvector problem. Specifically, the exponential coefficient, , may be thought of as an eigenvalue of the Hill matrix, and the vector that describes the Floquet-Bloch coefficients may be thought of as the corresponding eigenvector. Determining the exponential coefficient is greatly simplified through the use of the identity given by Eq.
͑12͒.
In general, the infinite Hill matrix must be truncated to a finite size. A criterion with which to de- Fig. 5 . Reflection spectrum of a three-tone holographic interference filter, as calculated by Hill's matrix technique. Fig. 6 . Reflection spectrum of a three-tone holographic interference filter, as calculated by thin-film decomposition. Fig. 7 . Difference between the reflection spectra as calculated by Hill's matrix method and by thin-film decomposition. The result of subtracting the thin-film-decomposition spectrum from Hill's matrix method spectrum is shown.
termine how small the matrix may be, while it still yields the desired level of precision, must be found. The criterion presented in this paper is that the identity in Eq. ͑12͒ must hold to within a desired level of precision for the truncated matrix.
Equation ͑12͒ is a transcendental equation with an infinite number of solutions. Newton's method may be used to solve the equation for . Equation ͑14͒ is proposed as a good initial guess for , as it will converge properly in the limit of zero index modulation.
Once the matrix has been truncated and has been determined, the coefficients of the Floquet-Bloch waves within the material must be determined. This is a difficult problem to solve because the value for is an approximation, as it has been determined by a numerical method; this can force a trivial solution. We have shown, however, that a solution can be found by use of a technique called inverse iteration.
Given the coefficients of the Floquet-Bloch waves, one finds the solution for a given problem by matching boundary conditions. For a finite multitone structure bounded by semi-infinite homogenous media and illuminated at normal incidence, the appropriate boundary conditions are given by Eqs. ͑18͒.
As an example of this technique, a three-tone holographic interference filter was analyzed. Its permittivity is described by Eq. ͑19͒ and plotted in Fig. 1 . It was determined that a matrix size of 2497 ϫ 2497 was sufficient for the desired level of precision. The real and imaginary components of exponential coefficient are plotted in Figs. 3 and 4 . The regions where takes on a real component correspond to the reflection bands of the filter. The reflection spectrum of the filter as calculated by Hill's matrix method is plotted in Fig. 5 . Excellent agreement was found with the spectrum as calculated by thinfilm decomposition, which is plotted in Fig. 6 . It is believed that both methods converge to the same solution in their respective limits. The value of using Hill's matrix method is that it provides a closed-form solution for a rather complicated problem. Furthermore, for the example presented here, Hill's matrix method of solution takes ϳ30% less time than the thin-film decomposition solution; the two yield nearly identical spectra. However, it must be noted that thin-film decomposition is easier to apply to a broader class of problems, particularly when it cannot be argued that the modulation of the permittivity is periodic.
