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SUMMARY 
A set of compartmental models of CA1 pyramidal, granular and polymorph 
cells of the dorsal hippocampus have been used to simulate membrane potentials 
generated by synaptic activation at various levels along these cells. From the 
membrane potential distributions the field potentials in dorsal CA1 and the dorsal 
blade of the dentate area have been simulated using a model based on volume 
conduction theory. Field potential profiles similar to laminar profiles, found experi- 
mentally in the dorsal hippocampus during theta rhythm, could only be simulated by 
assuming (almost) simultaneous synaptic excitation of the 3 cell types at given sites. 
The results lead to 2 alternative models for the simultaneous excitation of CA1 
pyramidal cells and dentate granular cells during theta rhythm. Other electrophysiolo- 
gical evidence favours the model in which the two neuronal populations are activated 
distally near the fissure. 
INTRODUCTION 
The hippocampus i a laminated structure. The somata of the large CA1 and 
CA3 pyramidal cells are lying close together in a relatively narrow layer, while the 
dendritic trees are rather extensive with the main axes lying parallel. Specific after- 
ents have their synaptic endings in a limited area of one of the dendritic trees. The 
granular cells in the dentate area have a similar laminated structure. 
This relatively regular spatial organization makes the hippocampus a privileged 
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object for investigations on the relation between cellular activity and electrical field 
potentials, especially when a high degree of synchrony within neuronal populations in 
one or more cell layers is present. This situation is assumed to occur during so-called 
theta rhythm or rhythmic slow activity. In order to understand the relationship 
between field potentials and cellular activity, the spatial distribution of field potentials 
has to be known. This can be achieved by recording field potentials along tracks 
parallel to the main axis of the neurons, i.e. perpendicular to the laminated structure. 
This procedure leads to a so-called laminar field potential profile. 
Laminar profiles of theta field potentials in the dorsal hippocampus of rat and 
rabbit have been investigated by several authors 1,3,4,7,10,13,15,33-35. All profiles share a 
phase shift of approximately 180 ° at the stratum radiatum of CA1. Winson 34 made a 
distinction between two types of laminar profiles, mainly based on a difference in 
phase profiles. In the so-called type Iprofile there is a sudden phase reversal (within 0.1 
mm) and zero amplitude at a proximal evel of the apical pyramidal dendrites, only a 
slight increase in amplitude towards the pyramidal layer of CAI and an amplitude 
maximum near the hippocampal fissure. This type I profile is found in the freely 
moving rabbit aS, in the urethane-anesthetized rabbit 3 and in the curarized rabbit1, TM 
and rat a4. 
The so-called type Hprofile is characterized by a gradual phase shift up to approx- 
imately 180 ° over a distance of 0.2-0.4 mm in the stratum radiatum, an amplitude 
maximum at the molecular layer of the upper blade of the dentate gyrus, and 
sometimes a second, but smaller, amplitude maximum at about the stratum pyrami- 
dale of CA1 a4. This type II profile is found in the freely moving rat a3 and in the 
urethane-anesthetized rat4,7,1z, 15, although in urethane-anesthetized rat the amplitude 
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Fig. 1. Two experimentally obtained laminar theta field potential profiles of dorsal hippocampus in 
urethane-anesthetized rat showing two phase reversals. In both cases one phase reversal is at the 
proximal part of CA1 stratum radiatum (r), the second phase reversal isin one profile just above, and 
in the other just underneath e lamina granularis (g); o, stratum oriens; p, stratum pyramidale; r,
stratum radiatum plus stratum lacunosum-moleculare; f, fissura hippocampi ; m, lamina molecularis; 
h, hilus. 
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maximum is often found at about the fissure instead of the molecular layerT,la, 15. 
We found a third type of laminar profile (Fig. 1), having an amplitude 
maximum at about the fissure, a gradual phase reversal in stratum radiatum and a 
second, sudden phase reversal in the molecular layer or just underneath t e granular 
layer of the upper blade of the dentate gyrus in the urethane-anesthetized rat 7,15. 
Besides this, we observed another phase reversal in the lower blade of the dentate gyrus. 
This type of profile was found by using frequency analysis methods. In this way we 
were able to estimate amplitude and phase relations of correlated theta activity even in 
hippocampal fields (dentate area, hilus) where small amplitude theta activity was 
mixed with large amplitude, coherent beta activity 15. 
Two different concepts have been proposed in the literature for explaining the 
relationship between the hippocampal theta field potentials and the corresponding 
neuronal sources. Both concepts tart from the principle that theta field potentials 
arise from volume conducted synchronous postsynaptic potentials in one or more 
populations of neurons in the hippocampus proper and the dentate area. The first one 
was proposed by Green et al. 10 and Artemenko I who have stated that one generator in 
the CAI field with a dipole-like character can produce the laminar profile of theta 
activity with one phase reversal. Since Green et al. 1° did not find a second phase 
reversal in the dentate area, they concluded that there is no theta generator in this 
hippoeampal field. The second concept was proposed by Winson a3-aS, Bland et al. 3 
and Bland and Whishaw 4who considered the CA1 and dentate theta field potential 
profiles with one phase reversal to be the result of two generators, corresponding tothe 
population of CA1 pyramidal cells and the population of dentate granular cells, which 
give rise to signals out of phase by approximately 180 °. 
The finding of a second phase reversal in the hippocampal theta profile led us to 
formulate a more precise biophysical concept of the neuronal sources of theta activity 
in CA1 and in the dentate areal  This concept, which we call the 'double dipole', implies 
two linearly coupled, approximately synchronous sources of theta activity (the two 
main populations: the CA1 pyramids and the dentate granular cells), which can be 
considered as two equivalent dipole layers centered at the two sites where a phase 
reversal is encountered, i.e. the CA1 stratum radiatum and the dentate molecular 
layer. The field potential measured in the vicinity of these two equivalent dipole layers 
will depend to a large extent upon the relative strength of the two sourceS, as will the 
location of an amplitude maximum in this area. The concept of two generators, giving 
rise to signals out of phase by approximately 180 °, as mentioned before, is shown to be 
improbable 7. 
We also concluded from the large values of coherence at the theta peak 
frequency that the theta-generating cells in CA1 and in the dentate area must have 
powerful mutual connections or a common input signal from a distant heta generator 
(i.e. the medial septum), or both 7. 
To obtain theoretical support for this double dipole concept we simulated the 
field potentials generated by CA1 pyramidal and dentate granular cells. In order to 
carry out these simulations we had to choose the sites along the somadendritic 
membranes which should be synaptically activated. Therefore the question of the most 
34 
likely location of the afferent connections of pyramidal and granular cells involved in 
the generation of hippocampal theta, i.e. the synaptic endings of the septo-hippo- 
campal pathways involved in this process, had to be taken into consideration. 
Finally, using this synthetic approach, we investigated which physiological 
conditions may account for the generation of different laminar profiles found experi- 
mentally, i.e. those with one or with two phase reversals. For these simulations we had 
to take into account he contribution of the hilus as a third theta source possibly 
contributing to the field potential in the granular zone, since one of the main projec- 
tion areas from the theta-generating medial septal nucleus in rat is the infragranular 
zone of the hilus 24,3°. The results from the simulation experiments are discussed in 
relation to neuroanatomical and electrophysiological data. 
MATERIALS AND METHODS 
The simulation of laminar theta field potential profiles consisted of two parts. In 
the first part the intracellular potentials at discrete levels of the soma and dendrites 
were calculated, using a compartmental model z2,2z. This means that the distribution of 
intracellular potentials, resulting from excitatory or inhibitory inputs, was simulated 
for a CA1 pyramid, a dentate granule and a hilus polymorph neuron. 
In the second part the extracellular potentials resulting from synaptic activation 
of the neurons indicated above were calculated by means of a one-dimensional volume 
conduction modeP 4,25. Using this model, the distribution of extracellular potentials 
resulting from the intracellular potentials of the 3 model cells considered above, was 
calculated. The 3 model neurons were assumed to have their main axes along the same 
line. The field potentials were calculated along a line parallel to this common axis. In 
this way the simulated field potential profiles had the same direction as the experimen- 
tally obtained laminar profiles, described in the introduction. 
Modelling the intracellular potential distribution 
Our model was essentially similar to that proposed by Rall "2 and Rail and 
Shepherd 23. According to this compartmental model the electrotonic properties of 
dendritic trees of a neuron can be described by the electrotonic properties of an 
equivalent cylinder under the assumption that a dendrite divides into two branches, in 
such a way that the 3/2 power of the dendritic trunk diameter before bifurcation equals 
the sum of the 3/2 power of the dendritic diameters after bifurcationeL 
In the compartmental model the extracellular resistance was assumed to be zero, 
so that the extracellular medium would have no effect on the intracellular potential. 
The geometrical properties of the neurons were estimated from histological drawings 17 
and from serial sections of rat hippocampi used in our experimental work 7,1z. The 
hilus cells were polymorph neurons, which have one or two dendritic trees penetrating 
the molecular layer ~7. From these cells only the soma and climbing dendrites have 
been simulated for reasons explained in the next section. The geometrical data used for 
the 3 model neurons are summarized in Table I. 
The only biophysical parameters for the neuron models, which have been 
TABLE I 
Parameters used for the model neurons 
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CA1 pyramidal cell 
Basal Apical 
dendritic dendritic 
tree tree 
granular 
cell 
polymorph 
cell (upper part 
only) 
Diameter soma (#m) 
Number of trunks 2 
Diameter t unks (#m) 2.5 
Total length of dendritic 
tree (#m) 250 
Length of dendritic 100 ( × 2) 
branches between bifur- 50 
cations from proximal to 
distal end (pm) 
20 18 25 
1 2 2 
4 6 4 
398 
130 
100 
90 
50 
16 
8 
4 
261 300 
9 50(×2) 
36 (×7) 100 (×2) 
Total electrotonic length 
z = x/Z 0.46 0.69 0.69 0.56 
Electrotonic length of 
compartments Az 0.08 0.11 0.09 0.07 
reported for hippocampal pyramidal cells, are the membiane time constant, ~m, and 
the input resistance. We chose Zm = 10 ms, which was measured by Spencer and 
Kandel 2s and Schwartzkroin 27in rabbit CA1 pyramidal neurons. As the specific intra- 
cellular resistance we chose Rl = 70 [~cm and as the specific membrane resistance 
Rra = 5000 [~cm ~, according to the parameter values proposed by Traub and Llin~is zl. 
The value of Rm is within the range measured by Lux and Pollen is in cat motor cortex 
neurons. These parameter values were also used for the granular and polymorph 
model cell, since there are no specific data for the latter. The somata were supposed to 
be spherical and equipotential (i.e. Rl = 0). 
The above mentioned ata correspond to an electrotonic length of the equivalent 
cylinder z ~, 0.46 for the basal dendritic tree and z ~ 0.69 for the apical dendritic tree 
of the pyramidal cell. For the dendritic tree of the granular and polymorph cell the 
electrotonic length z ~ 0.69 and ~ 0.56, respectively (see Table I). Each equivalent 
cylinder was divided into compartments having the same electrotonic length, Az, 
except for the soma compartment which had an electrotonic length zero (because Rl is 
assumed to be zero). In the simulations presented here the pyramidal neuron consisted 
of 13 compartments (including the soma compartment), while the granular cell had 9 
compartments and the polymorph cell had 5 compartments. 
The intracellular potentials of each model neuron were calculated by solving a 
set of differential equations. Each compartment was described by the following 
equation 2~: 
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dV'k/dT : - - - (1  ~-E+ I ~2/z) V'k ?uV'k+l+/~V'k -~ t- E+c l  (1) 
where V'k = normalized intracellular potential of compartment k; T ~ normalized time, 
T ~ t/'cm; ~ ~- coupling constant between adjacent compartments; E ~ activation 
function for excitation of a compartment; I = activation function for inhibition of a 
compartment; and c ~ constant. 
The coupling constant between 2dendritic ompartments is given by/z ~ 1/Az 2, 
in which Az 2 ~ r'i/r'm (r'i is the intracellular esistance between two adjacent 
compartments; r'm is the membrane resistance of a compartment). The coupling 
constant of the soma on the adjacent dendritic compartment had the same value as 
that between 2 dendritic ompartments. The coupling constant of a dendritic ompart- 
ment on the adjacent soma, however, was different. This constant was calculated as 
follows:/z ~ rms/r'i (rms is the membrane resistance of the spherical soma). 
For each model cell a set of differential equations was solved using the simula- 
tion language CSMP II I  on a DECI0 computer. 
Modelling the extracellular potential field 
For the simulation of laminar profiles as mentioned in the introduction, we were 
interested in the extracellular potential field as a function of only one dimension, i.e. in 
a direction parallel to the main axes of the cells. Although the main axes of the cells in 
CA 1 and the dentate are approximately parallel to each other, the dendritic trees are 
arborized in all directions. Therefore currents in the extracellular medium generated 
by the cells may flow in all directions. However, if we assume that the sum of the non- 
laminar currents is approximately zero owing to the parallel arrangement of the cells 
in a large and dense population, the direction of the currents will be laminar. In this 
way the extracellular field could be computed from currents generated by equivalent 
cylinders, as described in the previous section; these cylinders had an intracellular 
potential distribution which simulated as closely as possible those of real neurons. For 
membrane cylinders arranged in parallel, van Rotterdam 25 derived a formalism for the 
one-dimensional computation of field potentials based on volume conduction theory 
(for details, see appendix A). By this formalism the field potential V0 at x0 along the 
axis of the membrane cylinders in an infinite, isotropic, homogeneous and resistive 
medium was calculated, using the following convolution integral: 
Vo(xo) z --~ri f dVi(x) hp (xo - -  x) dx (2) 
4~ .~fx dx 
where Vo(x0) = extracellular potential at x0; Vi(x) = intracellular potential at x; and 
a j, ae = intra- and extracellular specific conductivity, hp(x0--x) is the transfer 
function which describes the effect of volume conduction. For an infinite large 
population h o tends to a step function and corresponds to the so-called potential 
divider 23 (see appendix A). In this case extracellular currents only flow within the 
population. For our simulations, however, we assumed that the extracellular currents 
decay inversely proportionally to distance from the source, so that the transfer 
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function hp decreases with increasing distance. The transfer function chosen was zero 
for x0 = x and decayed proportionally with the distance (x0--x) for x0 > Xmax and 
x0 < X'max, as shown in Fig. 5c. 
In contrast with CA1 pyramids and dentate granules, polymorph cells in the 
hilus are much less uniform and they are not arranged in parallel. The dendrites 
spread in many directions and part of them penetrate he granular and molecular layer 
(ref. 17). In Fig. 4c the way of modelling the population ofpolymorph cells is illustrated. 
It was assumed that only the dendrites penetrating the molecular layer contribute to 
the field potential in this area, since these dendrites are arranged more or less in 
parallel and perpendicular to the surface of the hilus. Thus for the purpose of this 
investigation the polymorph cells were modelled by a compartmental model of only 
the dendrites which penetrate the molecular layer. 
The equivalent cylinders of the granular and the polymorph cell partly over- 
lapped. In contrast the models of the pyramidal nd the granular cell stood separated; 
the most distal compartments of the equivalent cylinders contacted each other (see 
Fig. 4). 
Although the CAl-field and dentate area are curved, the dorsal hippocampal 
region in which the laminar profiles were recorded as mentioned inthe introduction, is 
relatively flat. A field potential model has been made which takes into account he 
curved shape of hippocampal cell layers14, 2s. The curvature of these layers causes a 
modification i  the spatial gradient of the field potentials which, however, is only 
manifest as a change in the relation between the amplitudes of the potentials 
encountered atthe central area (hilus) and at the periphery (lamina moleculare and 
CA1). Since in our model studies we only took into account CA1 and the upper blade 
of the dentate gyrus, we could simplify this problem by assuming that the cells 
composing the pyramidal and granular layer were lying in parallel. 
The program for the computation ofthe extt acellular field from the intracellular 
potentials of the 3 model cells was written in Fortran IV and implemented on a DEC- 
10 computer. 
RESULTS 
Simulation of theta rhythm 
According to current physiological knowledge hippocampal theta rhythm is 
triggered by spike bursts generated in the medial septum 20. The characteristics of this 
spike train have been determined by Gogol~ik et al. 9. In the rabbit hey found a time- 
invariant relationship between the density of spikes generated by a population of cells 
in the diagonal band of Broca of the medial septum and hippocampal extracellular 
theta rhythm. Fujita and Sato a found that extracellular theta rhythm, recorded in 
stratum pyramidale, corresponds tomembrane depolarizations of pyramidal neurons. 
Although there is indirect evidence that inhibitory interneurons may also be involved 
in theta generation i CA1 t, we only simulated membrane depolarizations (EPSPs). 
We assumed that an input pulse with amplitude A triggers adepolarization function E(t): 
38 
E(t) = A(t0) [ ( t -  t0)/At] exp ( - - ( t -  to)/At) at t /> to (3) 
and E(t) z 0 at t < to 
where to -- the moment hat E(t) is triggered; At = rise time of  E(t), At = 10 ms; and 
A(t0) = amplitude of input pulse. 
The trigger pulses for E(t) of  the model neurons were derived from a pulse 
density function having the same characteristics as found experimentally by Gogol;ik 
et al. 9. The amplitudes of the trigger pulses were proportional to the momentaneous 
densities. All model cells were activated simultaneously by this pulse pattern 18. 
Fig. 2 gives the output of a simulation of theta rhythm generated by pyramidal 
and granular cells only. The sites of activation of the equivalent cylinders were close to 
the cell bodies (proximal stimulation). At the left side of Fig. 2 the compartmental  
models of the pyramidal neuron, having two dendritic trees, and the granule, 
bordering the apical dendritic tree of  the pyramid at the fissure, are shown. The 
numbered arrows indicate the stimulated compartments. The ratio between the 
P < 
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Fig. 2. Simulation of theta rhythm with proximal stimulation of the CA1 pyramidal and the granular 
model neuron. Potentials in this figure, as well as in Figs. 3 and 4 are arbitrarily scaled. B, basal 
dendritic tree; P, pyramidal soma; A, apical dendritic tree; F, fissure; G, granular cell. For further 
explanation see text. 
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intensity of A(t0) to the pyramid and to the granule was 3/2. In Fig. 2 intracellular 
and extracellular potentials are plotted as a function of position along the axis of the 2 
cells (ordinate) and time (abscissa) during two theta waves (~ 400 ms). The field 
potential profile, showing the distribution of peak-to-peak amplitudes, is shown in 
Fig. 3c. The sign of the amplitude is the same as the sign of the corresponding 
extracellular potential at the moment of maximum positivity of the intracellular 
potential (maximum depolarization). 
Simulation of laminar theta profiles 
Since the electrotonic length of the equivalent cylinders is short (membrane time 
constant = 10 ms) (see Materials and Methods), the membranes will charge quickly in 
comparison with the duration of a theta wave. Therefore the attenuation of a 
harmonic input signal of 5 cps along the equivalent cylinder only differed 2.4 % from a 
steady-state input signal and the maximum phase shift at 5 cps was only 5 ° (see 
appendix B). Thus the position along the axis of the model neurons where the 
maximum and the phase teversals in the theta field potential profile were found, stood 
stable regardless of the moment at which the profile was taken. Hence we decided to 
use a momentary activation of the equivalent cylinders instead of a theta-like 
activation and to determine the laminar profile only at a 'frozen moment' in time. In 
this way a substantial reduction of computation time was obtained, without loss of 
accuracy in estimating the theta field potential profile. Thus the computation of the 
potentials at the equivalent cylinders was performed for only a period of 5 ms by 
applying appropriate depolarization functions E(t) at t ---- 0, so that at t /> 5 ms the 
ratio of the compartmental membrane potentials did not change any more. The 
extracellular potentials at t : 5 ms were used for the composition of the profiles. 
Simulations have been carried out using many combinations of stimulation 
intensities and stimulation sites along the equivalent cylinders. Only a few combina- 
tions resulted in profiles which resembled the experimentally obtained laminar profiles 
with one, or with two phase reversals. These profiles could not be obtained by 
stimulating either the pyramidal or the granular model cell. 
In Fig. 3 different profiles, resulting from activation of the pyramidal and the 
granular cell, are shown. In these simulations the polymorph cell was not activated, in 
order to find out whether the different laminar profiles could be simulated by 
activation of the CA1 pyramid and dentate granule cell only. It can be seen that the 
field potential profile obtained by simultaneous proximal stimulation of the pyramidal 
and the granular cell (Fig. 3c) results from summation of the profiles obtained by 
proximal stimulation of either the pyramidal cell (Fig. 3a) or the granular cell (Fig. 3b) 
(see the arrows). 
Different patterns of simultaneous activation of the pyramidal and granular cell 
resulted in profiles with two phase reversals located at identical sites: one just below the 
pyramidal soma and the other just above the granular soma; the maximum of the 
profiles was situated near the fissure (Fig. 3c and d). In Fig. 3c, the pyramidal cell was 
stimulated at 3 compartments in the proximal pa~t of the basal dendritic tree and the 
granular cell at one compartment only: the most proximal one. The ratio between the 
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Fig. 3. Profiles imulated by activation of the pyramidal nd granular model cell. a: proximal stimula- 
tion of pyramidal cell only. b: proximal stimulation of granular cell only. c: proximal stimulation of 
both cells, two phase reversals, d: distal stimulation of both cells, two phase reversals, e:distal stimu- 
lation of both cells, one phase reversal. For further explanation see text and Fig. 2. 
intensity of A(t0) to the pyramidal neuron and to the granular cell was 3/2. In the 
simulation shown in Fig. 3d the two cells were stimulated istally near the fissure. For 
the pyramidal and the granular cell the intensities of A(t0) were identical. Both 
simulated profiles (Fig. 3c and d) have the same general characteristics as the 
experimentally obtained profiles with respect o the sites of amplitude maximum and 
phase reversal (see Fig. 1). Simulations of other combinations of stimulation sites 
could not produce this type of profile; therefore they are not shown in the figures. 
The second type of profile to be simulated was a laminar pl ofile having only one 
phase reversal. The populations of pyramidal cells and granular cells were modelled by 
only one cell of each type, which presumes complete synchronization within the 
populations. By way of this model only a sudden phase reversal in the laminar field 
potential profile, corresponding with the type I profile of Winson 34, could be 
simulated. This type I profile is characterized by a sudden phase reversal and zero 
amplitude at a proximal evel of the apical pyramidal dendritic tree and an amplitude 
maximum near the hippoeampal fissure. The best approximation of this profile could 
be achieved when stimulating both cells distally and by choosing as the ratio of the 
intensities of A(to) to the pylamidal and to the granular cell 3/1, while the granular cell 
was stimulated over a larger area than in the simulation of Fig. 3d (4 compartments 
instead of 3), as can be seen in Fig. 3e. However, in this case the site of phase reversal 
was located too distally in the apical dendritic part of the pyramidal model cell. With 
proximal stimulation of both cells it was not possible to simulate a profile with one 
phase reversal. 
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Fig. 4. a-b: profiles imulated by activation of the pyramidal, granular and polymorph model cell. a: 
proximal stimulation, one phase reversal, b: distal stimulation, second phase reversal shifted to the 
layer of polymorph cells (Pol). For further explanation see text and Fig. 2. c: modelling hilus neurons. 
A: part of polymorph cells contributing to the potential field outside the hilus. B: part of polymorph 
cells not contributing to this potential field. C: area of the granular and molecular layer penetrated by 
dendrites of polymorph cells. 
The next step was to determine whether the contribution of the population of 
polymorph cells to the field potential might result in a type I profile. Therefore simul- 
taneous activation of this cell type was investigated. The membrane cylinder of the 
polymorph cell was assumed only to overlap the soma and the most proximal dendritic 
compartment of the granular cell (see Fig. 4). This overlap corresponded with 1/4 of 
the equivalent cylinder of the polymorph cell. In order to get a profile with only one 
phase reversal (just below the soma of the pyramidal equivalent cylinder) the pyrami- 
dal and the granular cell were stimulated in the same way as shown in Fig. 3c. More- 
over the polymorph cell was stimulated at two proximal compartments (not shown in 
Fig. 4). The ratio between the intensity of A(t0) to the pyramidal, to the granular and 
to the polymorph cell was 3/2/3. Owing to the extra source of field potential in the 
hilus the phase reversal in the dentate area disappeared (cf. Figs. 4a and 3c). The 
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Fig. 5. a: membrane cylinder with radius re centered at the x-axis, with a cylindrically symmetrical 
membrane potential. The extracellular field is measured along a line parallel to the x-axis and through 
yo; df~ is the solid angle subtended by the hatched ring seen from x0. b: transfer function h used for 
calculation of the field potential of one membrane cylinder, h(x0--x) -- 0 at xo = x; extrema t J xo--xl 
-- (yo--rc)2 J. For xo > x~n~x and x0 < X'ma~ hdrops proportional with (x0--x) 2 (van Rotterdam24). 
c: transfer function hv(xo--x) used in the convolution for modelling the volume conductor properties 
of a large population ofneurons arranged inparallel and activated simultaneously; x-axis is parallel to 
the main axis of the neurons, hp(xo--x) is arbitrary scaled and drops proportional with (x0--x) for x0 
> Xmax and xo < X'max. 
profile shows a more positive value in this area, although the maximum is still at the 
level of the fissure. The small dip in this profile depends on the slope of the transfer 
function hp (Fig. 5c). Simulation of a profile with one phase reversal by stimulating all 
3 cells distally instead of proximally is shown in Fig. 4b. Here the second phase 
reversal which is present in Fig. 3d is shifted to the hilus owing to the extra stimulation 
of the polymorph cell. A series of simulations led to the conclusion that the value of 
A(t0) for the granular cell should be reduced with a factor 3 (as compared with the 
simulation of Fig. 3d). The ratio between the intensity of A(t0) to the pyramidal, to the 
granular and to the polymorph cell was 3/1/3. 
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DISCUSSION AND CONCLUSIONS 
Simulation model 
In this investigation we applied the compartmental model of Ral122 for 
simulating membrane potentials of 3 cell types in the dorsal hippocampus and a 
volume conductor model to compute the joint field potential of these cells, with the 
aim of modelling the laminar profiles found experimentally in the hippocampal CA1 
field and dentate area during theta activity. 
The laminar profiles are well defined, especially the sites of their maxima and 
phase reversals. Although several parameters of the models could not be estimated 
exactly, a variation of the parameter values within a reasonable range did not lead to 
relevant changes in the spatial distribution of field potentials. For instance, it did not 
make much difference whether we took as the value of the specific membrane 
resistance Rm to be 5000 f~cm 2 (Traub and Llin~is 31) or 2500 f~cm 2 (Turner and 
SchwarzkroinZZ). On the other hand, significant changes in laminar profiles were 
obtained by varying the two input parameters: position of the activation sites and 
relative strength of the input pulses. 
The simulations have shown that the double dipole concept of Feenstra and 
Holsheimer 7 is an appropriate model for the generation of theta field potentials in the 
hippocampus. The opposite sign of the field at the two sides of a phase reversal is due 
to an equivalent dipole layer built up by cells arranged in parallel, which are activated 
at a limited part of their soma-dendritic membranes. 
Simulated theta field potential profiles 
The experimentally obtained type I profile a4 having one phase reversal in the 
stratum radiatum of CA1 as well as the profile with two phase reversals (the second 
one in the dentate molecular layer) 7,15 could both be simulated in two different ways. 
The alternatives are characterized by different sites of excitation at the pyramidal and 
granular cells. In the first one the cells had to be activated near the soma (the 
pyramidal cell at the basal dendritic tree): proximal excitation. In the second one the 
dendritic membranes of both cells were activated near the fissure: distal excitation. 
The two alternatives lead to profiles of opposite sign (cf. Fig. 3c and d, and Fig. 4a and 
b). It was also shown that a maximum in the profile is not necessarily due to excitation 
at the site of this maximum, but can be the result of the joint field potential of two cell 
layers (see Fig. 3a, b and c). 
The lack of a second phase reversal just above the granular layer can be due to 
the influence of simultaneously activated cells in the underlying hilus. Therefore our 
simulation model was extended to include the contribution of the dendrites of the 
polymorph cells which penetrate the layer of granular somata and their proximal 
dendrites, as shown in Fig. 4. From this figure it can be seen that the phase reversal 
originally present in the dentate area (see Fig. 3c and d) is shifted towards the hilus 
(Fig. 4b) or even disappears as a result of simultaneous excitation of the polymorph 
cells. Part of our experimentally obtained profiles indeed had their second phase 
reversal in the subgranular layer (Fig. 1). The field potentials in the hilus itself were not 
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simulated since profiles in this region have not been measured systematically; more- 
over the cells in this area are not arranged in parallel (see Fig. 4c), which makes 
modelling more difficult. In urethane-anesthetized rat we also observed a dipole-like 
laminar profile in the lower blade of the dentate gyrus during theta activity, indicating 
a source of theta field potential in this area. But since the distance between the upper 
and the lower blade of the dentate gyrus is relatively large (0.5-1 mm), we could 
neglect in our simulations the influence of the lower blade on the field potential in the 
upper blade (of. Fig. 5c). 
It can be concluded that laminar theta profiles with onephase reversal in CA1 or 
with two phase reversals (the second one in the hilus) will be found if the granular cells 
are excited weakly as compared with CA 1 pyramids and cells in the hilus, or if there is 
little synchronization f granular cells during theta rhythm. On the other hand profiles 
with two phase reversals, in CA l and in the molecular layer, will be obtained if the hilus 
is excited weakly in comparison with pyramidal and granular cells, or if synchroniza- 
tion of polymorph cells is weak. It appears that the degree of synchronization within 
the populations of pyramidal and granular cells and between these populations will 
also determine the site along the dendritic trees at which a complete phase reversal is 
encountered. A high degree of synchronization will lead to a sudden phase reversal 
(type I profile), while a low degree of synchronization will result in a gradual phase 
reversal (type II profile). With our model only a type I profile could be easily 
simulated, since we did not manipulate with all possible variations in degree of 
synchrony. 
The level of synchronization within and between the neuronal populations will 
be determined not only by the septal excitatory input, but also by other afferents. 
Input signals which are uncorrelated with the septal input may diminish synchroniza- 
tion. On the other hand, input signals which are correlated with the septal input, for 
example, those originating from inhibitory interneurons t or from the contralateral 
hippocampus, may increase theta synchronization. Therefore, differences in laminar 
theta profiles may result from different esting conditions (freely moving, urethane- 
anesthetized, curarized), but also from species differences (rat, rabbit). 
In the simulations the cells have been activated simultaneously. However, the 
time delays concerned with neuronal propagation from the septal theta generator to 
the polymorph cells, the granular cells and the CA1 pyramidal cells in the hippo- 
campus may be slightly different. A difference in arrival time of 3 ms will result in a 
phase shift of ~ 5 ° of theta membrane potentials. The influence of this phase shift on 
the field potential profiles can be neglected. 
Bland et al. 5 found that in urethane-anesthetized rabbit spike activity of virtually 
all dentate granule cells and CAI pyramidal cells was phase-locked to the negative 
portion of the theta waves recorded from the corresponding region. If the laminar 
profiles had one phase reversal in-between the two layers of somata, as has been 
found by Bland et al. 8, this would mean that in urethane-anesthetized rabbit the two 
populations of neurons have alternating spike patterns correlated with theta. In 
urethane-anesthetized rat, however, we found spike activity in the CA1 pyramidal 
layer and dentate layer phase-locked preferentially to the positive and the negative 
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portion, respectively, of the theta waves from the corresponding regions with one theta 
phase-reversal in-between 16. This result leads to the conclusion that in urethane-anes- 
thetized rat theta-related spike patterns in CA1 and the dentate gyrus are generated in- 
phase. 
Septo-hippocampal thways in the rat 
The anatomical literature on fibre connections from the septum to different 
hippocampal fields in rat is still controversial. Rose et al. 24 and Swanson and Cowan s° 
found that the septal efferents projecting to the dorsal hippocampus in rat mainly 
terminate in CA3 and in the hilar region; the termination in CA3 is confined to the 
stratum oriens and radiatum. Swanson and Cowan 30 found that the field CA1 was 
essentially free of labelled septal efferents (except where it adjoins field CA3 and the 
subiculum); on the other hand they found a rather dense septal input to the subiculum. 
If a monosynaptic pathway from the septum to the CA 1 pyramidal cells is lacking, this 
connection might be established: (1) via CA3 and the Schaffer collaterals; or (2) via 
the subiculum. 
On the other hand Meibach and Siegel 19 found that the septal efferents to the 
dorsal hippocampus in rat project to all CA fields and the fascia dentata. This is 
supported by studies of Ben-Barak and Dudai 2, who have shown that early septal 
lesions in rat result in a reduction in the width of dendritic layers, which is most 
marked in stratum oriens and radiatum of CA1, stratum oriens of CA3 and the 
molecular layer of the dentate gyrus. This finding is confirmed by neurochemical 
evidence that cholinergic nerve endings are found in all fields of the dorsal hippocam- 
pus in rat and that about 90 % of these fibres have their origin in the septum 29. The 
topographical distributions of choline acetyltransferase and AChE indicate that the 
main projections are located in the hilus and in narrow zones below and above the 
pyramidal somata of CA1 and CA3 and the granular somata of the fascia dentata. 
However, regarding the topographical distribution in the CA3 field and granular 
layer the results of Storm-Mathisen 29 are in contradiction with findings of Rose et al. 
(ref. 24) and Swanson and Cowan 3° mentioned above. No definite conclusions can be 
drawn from the available neuroanatomical nd neurochemical findings as yet, 
regarding the mode (distal or proximal) of septal excitation of granular cells and CA1 
pyramids during theta activity in rat. However, if the Schaffer collaterals would play a 
main role in the generation of CA1 theta, distal excitation of CA1 pyramidal cells must 
be assumed. 
Theta field potential to spike relationship 
Another criterion for the choice between the two alternative xcitation models 
may be found in the relationship between the firing pattern of hippocampal neurons 
and the phase of the theta field potential at the level of the somata. Synaptic excitation, 
giving rise to membrane depolarization, may result in the generation of action 
potentials at the soma and axon. When activating the cells at proximal sites, the 
highest probability of the pyramidal cell to fire is at the negative phase of the extracel- 
lular theta wave recorded at the level of the cell body (see Fig. 2). When activating 
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distally, the firing probability of the pyramidal cell is the highest at the positive phase 
of the theta field potential recorded at the same level. This relationship may help to 
find the correct type of excitation (proximal versus distal). Many authors have 
described a time-invariant relationship between the spike bursts of CA 1 pyramidal 
cells and the extracellular theta waves. Fujita and Sato sand Bland et al. 5 observed that 
pyramidal cells in rabbit are firing in the negative phase of theta rhythm recorded near 
their cell bodies. These results point to proximal excitation, but are in contradiction 
with the findings of Green and Petsche 11 and Artemenko 1 who found in curarized 
rabbit that the majority of pyramidal cells are firing in the positive phase, if recorded 
near the pyramidal somata. In urethane-anesthetized rat we found spike activity in the 
CA 1 pyramidal layer preferentially near the positive peak of the theta field potential in 
this layer; in the granular layer spike activity was mostly related to the negative peak 
of the local field potential, in case of field potential profiles with only a phase reversal 
in stratum radiatum 16. These results favour the model based on distal excitation of the 
pyramidal ceils and medio-distal excitation of the granular cells (Figs. 3d and 4b). 
It may be concluded that the double dipole concept of theta field potential 
generation i the dorsal hippocampus leads to two alternative excitation models of the 
CA1 pyramidal cells and the dentate granular cells. Arguments for the choice between 
these alternatives may be found in neuroanatomical nd neurophysiological data. 
Electrophysiological evidence obtained from urethane-anesthetized rat is in favour of 
the distal excitation model. Differences between laminar profiles under different 
testing conditions can be explained by differences in intensity of activation and degree 
of synchronization of the neuronal populations involved. 
APPENDIX A 
When we consider the extracellular medium to be resistive, the volume conduc- 
tor theory can be applied and the extracellular potential of one cell can be written as a 
function of the intracellular potential of that cell, provided that the medium is homo- 
geneous 21: 
-+ 1 1" + -~ 
V0(r0, t) ~ ] aiVi(r, t)df~(r0 - -  r) (4) 
4Zlae J Se 
where V0(~o,t) = extracellular potential at ?0 at time t; ai,ae == intra- and extraeellular 
specific conductivity; vl(~,t) = intracellular potential at i ~ on inner side of the 
membrane surface Sc at time t; d f~(~0--~') = solid angle subtended by an infinite small 
surface lement at ~ on Se seen from ~0 - -  the surface lement is pointing to the extra- 
cellular medium. 
To derive a relation for the extracellular potential in the form of a one-dimen- 
sional convolution, let us consider a membrane cylinder (radius re) and look at the 
extracellular field parallel to that cylinder. If we assume the intracellular potential of 
the cylinder only to depend on x, we can define (see Fig. 5a): 
V0(x) = V0(x, y0, 0) and Vi(x) = Vl(x, re sin ~0, re cos ~0) (5) 
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The expression for the extracellular potential parallel to the cylinder can now be 
written as follows: 
4Zm'eV0 (xo) ~ ----o'i Vl(x) drY(x0 - -  x, olY0, re) (6) 
• i x  ~' tp=0 
The slash in d~ means that yo and re are not integration variables. 
Because the solid angle of a slice, consisting of a ring and two circular surfaces, 
of height dx seen from 30 is zero (closed surface), the solid angle subtended by a ring of 
height dx is equal to the difference of the solid angles subtended by the circular 
surfaces in front of and behind the ring. Hence: 
f 2~ dh d f~(xo-  xlyo, re) = (xo -  xlyo, re) dx (7) J ~0-----0 -dx 
where h is the solid angle subtended by the circular section of the membrane cylinder 
at x. Finally we obtain: 
f dh f dVi(x) 
4vr(reV0(x0)~--(ri.jxVi(x)--~-x (x°--xiy°'rc)dx = --ai/xJ dx h(x0--xly0,re)dx (8) 
where h(x0--xly0,re) as a function of x0 behaves as denoted in Fig. 5b. 
In the physiological system to be modelled, however, we do not have one 
membrane cylinder, but a population of resembling equivalent cylinders, which are 
arranged like pallisades in a 3-dimensional field. The equivalent cylinders have 
intracellular potential distributions which are much alike as a result of simultaneous 
activation at about he same level of these cylinders. The relation between the extracel- 
lular potential resulting from this population and the intracellular potentials of the 
individual cylinders can also be written as a one-dimensional convolution: 
ai fx  dVi (x) hp (x0 - -  x) dx (9) V0(x0) ~ 4~ra-~ d-----~ 
In this case hp is the sum of the transfer functions h of the individual membrane 
cylinders having different values of (X--Xm ax), (x--x'm ax), y0 and re (see Fig. 5c). With 
increasing numbers of parallel membrane cylinders in an increasing volume of the 
population the function hp drops less rapidly than h. 
In the limit case of an infinite large population, hp can be considered to be the 
solid angle of an infinite plane, consisting of all the individual membrane cylinder 
sections perpendicular tothe x-axis. The solid angle of such an infinite plane seen from 
the right side is 2~r and seen from the left side is --2zr.. For such a population hp is 
simplified to: 
1 
2~ xo > x 
hp(xo - -  x) = 0 xo = x (10) 
--2~ xo < x 
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Because Vi(oo) -- Vi(--c~) = 0, substitution of Eqn. 10 into Eqn. 9 gives 
Vo(xo) z (--~i/~e)Vi(xo) 
Eqn. l 1 corresponds with the so-called potential divider za. 
( l l )  
APPENDIX B 
To show that the simulation of the time-dependent intracellular potentials 
resulting from a harmonic signal of 5 cps (apploximating theta rhythm) does not 
deviate much from a time-independent simulation, the following analysis has been 
made. 
The distribution of intracellular potentials Vi(x) along a passive membrane 
cylinder with diameter d, when activated with a harmonic signal, can be found by 
solving the following equation: 
d2Vi/dx 2 - -  (rigm + jforicm) Vi = 0 (12) 
where ri = intracellular esistance per unit length (f~ • cm-1); gm= membrane con- 
ductance per unit length ( f~- i .  cm-1); Cm : membrane capacitance per unit length 
(F • cm -1); o) = 2zff with f is frequency of the harmonic signal. 
The solution of this equation of a uniform transmission line is 6: 
Vi(x) = cl exp (yx) + c2 exp (- -7x) (13) 
cx and c9. are constants to be determined by the boundary conditions and 
~,2 = rigm + jo)riCm (14) 
In~ = a + jfl (15) 
a is an attenuation factor and 13 is a phase shift factor. 
From Eqns. 14 and 15 a and/3 are derived: 
a = (rigm + f12) ~t (16) 
fl --  (½rigm (1 -b (~OZm)2) ~ - -  1) ~ (17) 
In Eqn. 17 Tm is the membrane time constant (~ 10 ms) = Cm/gm. 
Under steady-state conditions (~o = 0) the following equation is found: 
y = (rigm) ~ = 1/2 (18) 
with ). as the characteristic length of the membrane cylinder. The membrane cylinders 
used in the simulation model had an electrotonic length z ~ 0.5 and a physical ength 
x ~ 0.5 mm. Sc ;t = x/z ~ 1 mm. A halmonic wave of 5 cps (e.g. theta rhythm) will 
result in a phase shift factor fl ~ 9 deg/mm. So in the membrane cylinder with a length 
of 0.5 mm we can expect a maximum intracellular phase shift of  ~ 5 ° (if the cylinder is 
activated at one end). 
The ratio of the attenuation factor o fa  5 cps signal (as) and a steady-state signal 
(ao) is: 
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rtgm q- qrrlgm ((1 -}- (OgZm)2) ~- -  1) t 
aslao ---- ~ 1.024 (19) 
rigm 
So the at tenuat ion  of  intracel lular theta rhythm only differs 2.4 ~ f rom the at tenuat ion  
of  a t ime independent  signal. Thereby the max imum intracel lular phase shift is only 5 °. 
ABBREVIATIONS 
Cm membrane capacity per unit length 
(F" cm -1) 
d diameter of dendritic branch or mem- 
brane cylinder (cm) 
E activation function for excitation of a 
compartment 
gm membrane conductance p r unit length 
(f~-i . cm-1) 
I activation function for inhibition of a 
compartment 
2 characteristic length of a membrane 
IS  Rm d(cm) 
cylinder, equals Rl ' 4-  
/~ coupling constant between adjacent com- 
partments of the equivalent membrane 
cylinder, equals 1/Az~ = r'm/rq. 
specific resistance of the internal me- 
dium(~ •cm) 
resistance across a unit area of mem- 
brane (f~" cm 2) 
mi 
Rm 
ri intraeellular resistance per unit length 
(f~. cm -1) 
r'l intracellular resistance between adjacent 
compartments of the equivalent mem- 
brane cylinder (f~) 
r'm membrane r sistance of a compartment 
of the equivalent membrane cylinder (f~) 
rms membrane r sistance of the soma (t)) 
tre specific conductivity of extracellular 
medium (~-t  . cm-1) 
tri specific conductivity of intraceUular 
medium (~ -1 . cm-X) 
T normalized time, equals t/rm 
~m time constant of the membrane (ms) 
Vl intracellular potential (mV) 
V'k normalized intracellular potential of 
compartment k of the equivalent mem- 
brane cylinder 
V0 extracellular potential (mV) 
Z electrotonic length: length of (part of) a 
neuron (x) divided by ;t 
Az electrotonic length of one compartment 
of the equivalent membrane cylinder 
Note added in proof 
New evidence for the distal excitation model is presented by Gaztelu et al. They observed a
striking increase in glucose utilization in a band at the distal portions of both the CA1 apical dendrites 
and the granular dendrites after [14C]2-deoxyglucose injection in rat during theta rhythm (Gaztelu, 
J. M., Dajas, F., Sanchez-Arroyos, R. and Garcia-Austt, E., [14C]2-Deoxyglucose mapping of 
active hippocampal reas during theta rhythm induced by curarimimetics in the rat, Neurosci. Lett., 
Suppl. 7 (1981) 46). 
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