Abstract. Well-foundedness is related to an important property of rewriting systems, namely termination. A well-known technique to prove well-foundedness on term orderings is Kruskal's theorem, which implies that a monotonic term ordering over a finite signature satisfying the subterm property is well-founded. However, it does not seem to work for a number of terminating term rewriting systems. In this paper, it is shown that a term ordering possessing subterm property and decomposability ( in place of monotonicity) does yield a simpler proof of well-foundedness for terminating term rewriting systems than the techniques depending on Kruskal's theorem.
Introduction
Essentially, the termination of a term rewriting system (TRS) is achieved by defining an appropriate well-founded ordering on terms which would ensure that every rewrite step causes a decrease until no further reduction is possible .i.e., no further rewrite rule is applicable. However, proving well-foundedness of orderings defined on terms of a TRS which would lead to its termination usually
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turns out to be an obdurate problem. This is moreso for recursive path orderings (rpo s ) such as multiset path ordering (mpo) and lexicographic path ordering (lpo), specially developed to perform better. Basically, such path orders consist in defining recursively a well-founded order on terms from a given order on operation symbols such that every reduction step in a given TRS corresponds to a decrease according to this order. Furthermore, if the order is closed under contexts and substitutions, it is sufficient to check the decrease for the rewrite rules itself rather than checking all reduction steps [3] . Unfortunately, proving that a relation defined recursively on terms is indeed a well-founded order adds another dimension of difficulty.
As a natural alternative, it turned out to be promising to discover a set of criteria that could help decide whether a particular order is well-founded. In this regard, Kruskal's theorem [11] , which implies that if a monotonic term ordering over a finite signature satisfies the subterm property then it is well-founded on ground terms, has been found immensely useful. In addition, using Kruskal's theorem, it is shown that if the order is closed under substitutions then it is well-founded on the set of all terms [12] . However, Kruskal's theorem, besides being nonconstructive, does not work for a number of terminating term rewriting systems (TRSs). For example, terminating TRSs such as , are not compatible with any monotonic term ordering that satisfies the subterm property. It is known that non-simplification path orderings like semantic path order (spo) of Kamin and Levy [10] and general path order (gpo) of Dershowitz and Hoot [4] are not covered by Kruskal's theorem [6] . Ferreira and Zantema [6] , note that even lpo over varyadic function symbols is not covered directly by Kruskal's theorem.
In this paper, it is shown that a term ordering possessing subterm property and decomposability (in place of monotonicity) does yield a simpler proof of wellfoundedness for terminating term rewriting systems than techniques depending on Kruskal's theorem.
Essentially, our approach closely follows the technique used in Nash-Williams' proof of Kruskal's theorem [13] , as it appears in [7] . It is significant to observe that standard orderings such as mpo, lpo and spo straightforwardly satisfy the proposed criteria and hence yield a proof of well-foundedness for these orders. Furthermore, the proposed criteria apply to all terminating TRSs. That is, a completeness result that a TRS is terminating if and only if it is compatible with an order satisfying the proposed criteria is established. Summarily, the paper presents a comprehensive account of well-foundedness and its application to termination of TRSs. An extension of a partial ordering on a set is also a partial ordering on such that implies that for all and . If such an extension is a linear order, we call it a linear extension. The extension of partial orders to linear orders is a classical result due to Szpilrajn [9] .This result turns out to be only existential and no general construction is known.
Well
Well-foundedness
A partial ordering over a set is said to be well-founded if there is no infinite sequence of elements of such that for all . Such a sequence is called an infinite descending chain. Wellfounded orderings are sometimes called Noetherian in the term rewriting literature. In fact, the adjective Noetherian is usually used to exclude infinite ascending chains. For example, is a well-founded ordering. The usual ordering on the set of natural numbers is well-founded, since no sequence of natural numbers can descend beyond . However, on the set of all integers is not a well-founded ordering, since, is an infinite descending sequence in the set of integers and so is the case with the set of real numbers. A well-founded ordered set is a totally ordered set in which there is no infinite decreasing sequence (however, there may be infinite increasing sequences). Equivalently, every non-empty subset of a well-founded set has a least element (see [6] and [14] , for details). If and are two well-founded sets, then their lexicographically ordered cross-product is also well-founded [2] , where a pair in is greater than another pair in if either or else and . Similarly, a lexicographic ordering of tuples of any fixed length is well-founded if the orderings of the components are so. For example, the tuple is greater than in the well-founded lexicographic ordering of tuples of natural numbers. The following are some basic properties of well-founded orderings [1] :
is well-founded if and only if every has a minimal element.
(ii) is well-founded for if and only if with is well-founded. (iii) Any partial well-founded order on a set can be extended to a total wellfounded order on . It is clear from these properties that every rpo over a well-founded order can be extended to a simplification order, and hence well-founded. In fact, most of the well-founded orderings that have been used to prove termination of TRSs are simplification orderings [2] .
Application of Well-foundedness to Termination
Essentially, a relation is terminating iff its transitive closure is a wellfounded ordering. The importance of terminating relations lies in constructing inductive proofs in which the hypothesis is assumed to hold for all elements such that , for an arbitrary [5] . Induction on terminating relations, sometimes called Noetherian induction, is essentially well-founded. A TRS is terminating for a set of terms if the rewrite relation over is terminating, i.e., if there are no infinite derivations of terms in . When a system is terminating, every term has at least one normal form. In other words, a TRS is terminating if there exists a well-founded order on terms such that for each rewrite step . In order to succinctly describe the application of well-foundedness to termination, we define the notions of Lifting, Status and Decomposability in the following: We largely follow [6] for defining these terms. We need to describe how an ordering on terms is lifted to an ordering on sequences of terms. It is essential that this extension preserves well-foundedness. This is done by comparing the terms and and relating it to the comparison of the sequences and . Note that the terms considered for comparison have the same root.
Definition 1.
Let be a partial ordering on a set and . Lifting is defined as a partial order on such that the following condition is satisfied: , if restricted to is well-founded, then restricted to is also well-founded. We denote for all possible liftings of on . Multiset extension of an order is a typical example of a lifting while, the usual lexicographic extension on unbounded sequence is not a lifting. Thus, given with , then . However, the lexicographic comparison restricted to sequences whose size is bounded by some fixed natural number is a lifting. There exists another type of lifting called constant lifting. This kind of lifting arises as a result of any fixed well-founded partial order on . Other types of lifting can also be defined as a combination of the ones defined above. In particular, a combination of multiset order and lexicographic order could be exploited. For instance, in a partial order where and is incomparable with and , one cannot conclude that , for either, multiset or lexicographic liftings. However, if we define by then it is easy to see that satisfies the definition of lifting and also satisfies . Furthermore, lifting on the combination of multiset and lexicographic order can be used to obtain , which cannot be achieved by using standard .
The idea of lifting is simplified when signatures with fixed arity function symbols are considered. In which case, instead of taking lifting of any arbitrary order, lifting of only fixed order is taken, where lifting is a partial order over , for a fixed . This is a special case of a lifting of on . is defined on to be the order one has in mind for on sequences of length , while all other pairs of sequences are defined to be incomparable with respect to . It should be noted that the definition 1 given above is intended to be applied to terms over varyadic function symbols. In this regard, again typical examples of liftings are the lexicographic extension of on sequences and the multiset extension of restricted to multisets of a fixed size.
Definition 2.
A status function with respect to a partial order is a function , mapping every to a lifting with every containing varyadic function symbols. In the case of fixed-arity signatures, a status associates to each function symbol , an order lifting on , where is the arity of . As observed above, for each , the lifting is given by for , where is the multiset extension of , and . It is easy to see that is indeed a partial order on and respects well-foundedness, and hence a lifting.
Definition 3.
Let be a partial order over , and a status function with respect to . We say that is decomposable with respect to if satisfies the condition; then either
, for all function symbols and terms . Now, we prove some important results as follows:
Let be a partial order over , and a status function with respect to . Suppose has the subterm property and is decomposable with respect to , then is well-founded.
Proof
Suppose that
is not well-founded and, in turn, there is an infinite descending chain , minimal in the following sense:
, for all non-well-founded terms; (ii)
, for all non-well-founded terms such that . It can be noted that any principal subterm of is well-founded as a result of the minimality condition (i). Suppose that and some , with , is not well-founded. We obtain , from the subterm property and transitivity of . Thus, the minimality condition (ii) yields , which is a contradiction. Therefore, we conclude that all principal subterms of any term , , are well-founded. Since is finite, the infinite sequence must contain a subsequence with , for a fixed . By hypothesis, for each , either (a) ; or (b) .
Case (a) cannot occur, since all terms are well-founded. Consequently, we have an infinite descending chain .
Since is well-founded over the set , the assumption that preserves well-foundedness is contradicted. □
Remark 1.
Note that the theorem 1 provides a method for proving well-foundedness of orders on terms, including those orders that are not closed under contexts or substitutions.
We consider below the definition of rpo with status of Dershowitz [2] . 
Remark 2.
Note that verifying irreflexivity and transitivity of is cumbersome but not difficult. Well-foundedness of (as defined in Definition 4) follows from Theorem 1. Furthermore, if we take the definition of over a precedence that is a quasi-order with the additional condition that each equivalence class of the function symbols is associated with a status, well-foundedness is still a direct consequence of Theorem 1. We remark that, by using our definition of lifting and status, Definition 4 is a generalization of orders. Using this definition, we can prove termination of the following TRS, adopted from Geerling [8] :
by using the lifting and taking .
Termination of this system cannot be handled by the usual versions of .
Theorem 2 (Ferreira and Zantema, 1995 
Remark 3.
The proof of theorem 2 can also be obtained using the fact that a TRS is terminating if and only if it is compatible with an spo. In the proof of this fact, the order defined as above is used. Since spo fulfils the conditions of theorem 1, this gives an alternative proof for theorem 2. Ferreira and Zantema in [6] , observed that the order defined in the proof of theorem 2 possessed an additional property of being closed under substitutions but 3300 D. Singh and Ali Maianguwa Shuaibu not under contexts. Furthermore, it was noted that the totality of orders satisfying the conditions of theorem 1 can easily be achieved and that, totality is not compatible with closedness under substitutions. Consequently, we have a stronger result described in theorem 3 below: Theorem 3 (Ferreira and Zantema, 1995 
Concluding Remarks
Theorem 4 proved above, shows that totality, not only on ground terms but on all terms can be achieved. This is because imposition of any closure conditions on the order is avoided. Ferreira and Zantema [6] note that a total order on , is never closed as long as contains more than one element. As for closure under contexts, the completeness result of theorem 4 does not hold by just simple extensions of the order; it may even make the existence of certain extensions impossible. However, under the criteria of the subterm property and compatibility with the reduction order as described in this paper, any extension will comply with those conditions whenever the original order does. It is significant to note that the completeness results presented above also hold for orders and TRSs over infinite signature [6] .
