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Abstract--We present he second and third invariants for the kth-order Lyness equation, 
a + xn -Jr- xn -1  4- • • • + Xn-k+2 
Xn--k+l 
where the parameter a is an arbitrary positive number. These invariants are functionally independent. 
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1. INTRODUCTION 
The invariants of difference quations play an important role in understanding the stability and 
qualitative behavior of their solutions. To be more precise, if the invariant is a bounded mainfold, 
then the solution is also bounded. To this end, we have developed REDUCE packages for finding 
conserved ensities of nonlinear difference quations, and using this package we found some new 
invariants for higher-order Lyness equation. 
Consider the kth-order Lyness equation 
a + xn  + xn-1  + • • • + Xn-k+2 
Xn+ 1 -~ , n ---- 0, 1 , . . . ,  (1) 
Xn-k+l  
where the parameter a and the initial conditions X-k+l , . . . ,  Xo are arbitrary positive numbers. 
It is well known that this equation possesses the following first invariant [1-4]: 
I(1)(x~,,x~,+l,...,x,,+k-1) = a + ~ x~+i 1+- -  . 
i=0 j :0  Xn+J 
(2) 
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Recently, Hirota et al. [5] found two conserved quantities for the third-order Lyness equation 
x,+1 = (1 + z, + z,-r)/z,-2. One of the conserved quantities is the same form as that of (2) 
for k = 3, and the second one is independent of the first one. However, their second conserved 
quantity is not a suitable form for arbitrary-order Lyness equation. In this paper, we present the 
second and third invariants for the kth-order Lyness equation. 
2. SECOND INVARIANT FOR kth-ORDER LYNESS EQUATION 
In this section, we present the second invariant for the kth-order Lyness equation. 
THEOREM 1. For k 2 3, the Lyness equation (1) possesses the second invariant 
PROOF. By setting rz ---f 72 + k - 1 in (l), we have 
Xn+k = 2, -’ (a+gh+t) I 
Consider the following expression: 
/k-l \ -lk--1 
P := n xn+i 
L J 




Using (4)) we can rewrite (5) as 
(6) 
= I(2). 
From (4), we have 
(7) 
Using (7), we can also rewrite (5) as 
where S is a shift operator defined by Sxl = x1+1. We have thus shown that SIC21 = Ic2), which 
implies that 1c2) is an invariant. The proof is complete. 
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3. TH IRD INVARIANT FOR k th -ORDER LYNESS EQUATION 
In this section, we present he third invariant for the kth-order Lyness equation. 
THEOREM 2. For k >_ 5, the Lyness equation (1) possesses the third invariant which is expressed 
~Ls follows. 
(i) When k is odd (k = 2m + I, m = 2, 3,... ), the third invariant is 
To 3) rx ., x~+k-1) dd\ n~Xn+ 1 ' ' "  
\ i=0 i=0 j= l  j=0 
(ii) When k is even (k = 2m, m = 3, 4,. . .  ), the third invariant is 
I(e3v)en(Xn,Xn+l, . . . ,Xn+k- -1 )  
= x~+i ~a + E xn+, (1 + x .  + Xn+l) H (I ÷ xn+2j)x.+2j 
\ i=0 \ i=0 j=l 
f 2m-1 )~-, -F ta + E xn+, E (I + xn+2, + x~+2i+z)(l + xn+1)Xn+l 
\ i=0 i=i 
m--i--1 m--1 
x r l  ( i  +Xr~+2(,+y))x~+2(i+i)x H (1 + Xn+2(,+j--m)+l)X~+2(,+i--m)+1 
j= l  j=m--i+l 
m--1 
+ E (1 4- xn)xn(1 4" x.+2m-1)x.+2.~-1(1 + x.+2~-1 + x.+2i) 
i=l 
m--i--i m--i 
× II (i + x.+~,+j)_,)x~+~(,+j)_~ × II (1+ ~°+2(,+j_..))~.+~(~+~-m) 
j= l  j=m- - i+ l  
rn--I m--i } 
+ x,,+2m-1 H (1 + xn+2j)x,~+2j + Xo(1 + X,~+2m--1)Xn+2rn--1 H (I + x~+2j-1)x~+2j-1 . 
j=0 j= l  
(10) 
PROOF. To simplify notation, we will use xl instead of xn+z in the following. First we prove (i) 
of Theorem 2. Consider the following expression: 
/2., \-i{ . ,  .~  } 
P := I H_lX,) (1 -t- X2m+l) H (1 -}-X2/-1)x2j-1 -t-(1 -t-x0) H (1 -t-x2j)X2j • 
j=l j=l 
(11) 
Substituting (4), x2m+l = XoZ(a + E 2"~ i=zxi), into (11), we have 
( I P = x i  Xo 1 a + xi H(1  + x2j-1)x2j-1 + (1 + x0) H(1  + x2j)x2j ' j=l j=l 
= I~x , )  ' a+ Ex~ H( l+x2 j_ l )x2 j _ l  + H(1  +x2j)x2j 
\ i=0 j=z j=o 
t(3) -~ ~odd" 
(12) 
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-1  2m Substituting (7), xo = x2m+l(a + ~i=1 xi), into (11), we also have 
--1 
\ i=1  
~---- X i 
k i=1 
¢r(3) 
' J 'odd" 
{ m ( 
(1 + X2m+l ) 1-I(1 + X2j--1)X2j-- 1 --1 -t" X2m+l a -F 
j= l  
i=1 j= l  j= l  
i=0 / j= l  j.---O 
E x,: H( I+x2j )x2 J  
i=1 j=l 
(131 
r(3) is an invariant. We have thus shown that ~*oddq'r(3) ~-~ *odd' r(3) which implies that "odd 
Next we prove (ii) of Theorem 2. Consider the following expression: 
( 
P := xi (1 + x0) (1 + x2i-1 + x2i) 
\ i=1 i=1 
m--1 
X H (1 "4- Zmod(2(i+j_l),2m_l)+l  Xmod(2(i+j_l),2m_l)+l 
j= l  
rn-1 m--1 
+ (1 + X2m) E (1 + x2i + x2i+l) H (1 + Xmod(2(i+j)_l,2m_l)+l ) Xmod(2(i+j)_l,2m_l)+l 
i=1 j= l  
} + II(1 + X2j--1)X2j--1-F II(1 -}-x2j)Xmod(2j,2m-1) , 
j= l  j= l  
(14) 
where rood(b, c) denotes the remainder on division of b by c. Substituting (4), x2m = xoi(a + 
E2m -1  i=1 xi), into (14), we have 
P = x~ (1 + x0)z0(z + x2~-1 + z2~) 
\ i=0 i=1 
m-1 
× H (1 + Xmod(2(i+j_ll,2rn_l)+l ) Xmod(2(i+j_l),2m_l)+l 
j= l  
j----0 i=0 




H (1 + x2j)x2j 
j=l 
X 1- I  (1 -4- Xmod(2(iTj)_l,2rn_l)+l ) Xmod(2(i+j)_l,2rn_l)+l 
j= l  
m--i ( 2m--I 
+ xo(1 + x2~_l)x~m_l H (1 + x~j_l)x~;_l + a + Z 
j= l  i=0 
{2~-1 \ -1 (a 
m-1 1 xi xl H ( l+x2j)x2j  
j= l  
2~n--1 / m--1 
i=0 j= l  
(15) 
Some Invariants 1187 
2m--1 ) m--1 m--i--1 
+ a + :E  x~ ~ (1 + x~ + ~+~)(1 + ~)x~ H 
i=0 i=1 j= l  
m--1 
X H (Z-Fx2('+J~m)+l)X2(i+j-m) +1 
j=m--i + l 
m--1 m--i--1 
+ E (1 -b Xo)Xo(1 + X2m--l)X2m--i(1 + X2,--i + x2,) H 
i=1 j= l  
rn--i 
x H (1 + x2(,:+j-m)) x2(i+j-m) 
j=rn--i+ l
rn--I rn--i } 
+ x2,.~-1 H (1 + x2j)x2~ + Xo(1 + x2m-1)x2,,-1 H (1 + ::v2~-i)x2j-i 
j=0 j=i 
= i(3) even ' 
(1 + x2(~+j)) x2(i+i) 
(i + x2(i+j)_l) x2(i+j)_ 1
(15) (cont.) 
~-~2m--i Xi), into (14), we also have Substituting (7), Xo = XElm(a + z_ i=l 
P = xi  a + x (1 + xi + x2) (1 + x2 j+ i )x2 j+ i  
\ i=1  / \ i=1 j= l  
-F a + E xi  E(1  + $2i--1 Jr" X2i) H (1 -F Xmod(2(i+j--1),2m--1)+l ) Xmod(2(i+j--1),2m-1)+l 
i=1 i=2: j= l  
rn,--i m- - i  
+ (1 + X2m)X2m E (1 + x2i + x2~.+1) H (1 + Xmod(2(i+j)_l,2m_l)+l ) 2:mod(2(i+j)_l,2m_l)+l 
i=1 j= l  
} @ X2m H(1 "~-X2j--1)X2j--1 ~- X2m H(1 ~cX2j)Xmod(2j,2m-1) 
j=l j=l 
= ~ ~ Xi+l) a+ E Xi+l; ( l+X l+X2)  I ( l+x2 j+ l )X2 j+ l  
i=0 / j= l  
~- a Ac Xi+l) Ei=I (1 Jc X2i+l -t- x2i+2)(1 t- X2)X2 
m-1 
x YI  (1 + x2(~+j_,-,,)+2) x2(~+j_,,,)+2 
j=m-i+l 
m--i rn--i--i 
+ ~ (1 + xl)x,(1 + x~)x2m(1 + x2~ + x~+,) l-[ 
i=1 j= l  
m--1 
X H (1 "Jr- X2(i+j--m)+l ) X2(i+j--m)+l 
j=m--i+l 
m--i m--i } 
+ x2m H (1 + x2j+l)X2j+l + xl(1 + x2.~lx2~ H (1 + x2jlx2j 
j=o j=1 
H (1 + x2(i+j)+l)x2(i+j)+l 
j----1 
(1% x2(~+j)) x2(i+j) 
= sI~L. 
(16) 
We have thus shown that SI (S)even =" Z (3)even, which implies that /(a)even is an invariant. The proof is 
complete. 
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4. INDEPENDENCE OF  INVARIANTS 
Since any appropriate function (continuous, analytic) of an invariant is also an invariant, we 
have to prove that the obtained invariants are independent (e.g., two invariants neither of which 
can be derived from the other). To show that the invariants are functionally independent, we have 
only to examine that the functional determinant to the invariants is not identically zero. First, 
we show that the first invariant 1 (1) and the second invariant 1 (2) are functionally independent. 
Let D = D(xn,x~+l,. . . ,  x ,+k-1) denote the functional determinant defined as 
D :-- 
01 (1) 01 (2) 
Ox. Oxn 
01( I ) 01 (2) 
OXn+k-1 OXn+k--1 
Then D reduces to 
D = 
k-1 k--2 -- 
xn+j (1 + xn+j) (1 + x~+3 + xn+j+l) (A + x~x~+k-1) 
(xnx.+k_l) 
x [A {x~+k-2x~+k-1 (1 + x~ + X~+l) -- z~x~+l (1 + x~+k-2 + x~+k-1)} 
2 2 
-~- Xn+k_ lXn  { ( l  + X n + Xn+l) -- (1 + Xn+k_ 2 + Xn+k_ l )  } 
+ zn+k-lz~ {xn (1 + x~ + Xn+l) -- Xn+k--1 (1 + Xn+k--2 + X~+k--1)} 
-~- Xn+k_ lXn  (Xn+lXn+k--1 -- XnXn+k_ 2 + Xn+l -- Xn+k_2)] , 
(17) 
k-1 where A = a + ~i=0 xn+i. When k = 2, D is identically zero, which implies that I (1) and 1 (2) 
are functionally dependent. 
Given the following conditions: 
X n ---- Xn+ 1 = ' ' • --~ Xn+k_ 3 -~ 1, Xn+k-- 2 = 2, Xn+k_ 1 -~ 3~ 
we have 
(a+2) (a+9)  
D = 3 > 0, for k = 3, 
2k -13k '5 (a+k- -3 ) (a+k+6)>0,  fork__4.  
Hence, i(1) and 1 (2) are functionally independent for k >_ 3. 
Next, we show that the first invariant i(1), the second invariant •(2) and the third invariant 
Io 3) (or I(3)n) are functionally independent. dd 
Let  Dodd = Dodd(Xn, Xn+l , . . . ,  Xn+k-1) and Deven -- Deven(9~n, :~n+l , . . . ,  Xn+k-1)  denote  func- 
tional determinants defined as 
0I  (1) 01 (2) 
OXn Oxn 





0Xn+ 1 0Xn+ 1 0Xn+l 
0I (1) 01 (2) ~r(3) 
V'od d 
OXn+k--1 OXn+k--1 OXn+k--1 
When k = 3, Dodd = 0, and when k -- 4, Deven = 0. 
Given the following conditions: 
, Deven := 
0I(I) 0I(2) 0I(~3v)~. 
Ox. Ox. Ox. 
010) 01 (2) Oi(3v)en 
0f~n+l OXn+l OXn+l 
01 (1) 01(2) OI(e3v)en 
OXn+k-1 OXnwk--1 OXn+k-1 
X n ~-Xn+ 1 ----''" -~- Xn+k_ 2 ~- 1, Xn+k_ 1 ~ 2, 
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we get 
(i) for k _> 5 (k = 2m + 1, m -- 2, 3 , . . .  ), Dodd reduces to 
23m--532m-2(a + 2m -- 4)(a + 2m + 4) 2 > 0, 
(ii) for k _> 6 (k = 2m, m = 3, 4 , . . .  ), Deven reduces to 
23m--732m--2(m -- 2)(a + 2m -- 5)(a + 2m + 3) 2 > 0. 
Hence, / (1)  i(2), r(3) (or Z (3) ~ , ~odd even] are functionally independent for k > 5. 
Finally, we point out that  with the help of a computer  we have also found the fourth invariants 
for the seventh- or eighth-order Lyness equation. These results leads us to make the conjecture 
that  the kth-order Lyness equation possesses up to [(k + 1)/2] th invariant. I f  so, the number  
of independent invariants is not sufficient for the integrabil ity when k > 3, because a kth-order 
difference quation is said to be completely integrable if it admits (k - 1) independent invariants. 
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