Estimating speech representations from articulatory movements is known as articulatory-to-acoustic forward (AAF) mapping. Typically this mapping is learned using directly measured articulatory movement in a subject-specific manner. Such AAF mapping has been shown to benefit the speech synthesis applications. In this work, we investigate the speaker similarity and naturalness of utterances generated by AAF which is driven by the articulatory movements from a subject (referred to as cross speaker) different from the speaker (target speaker) used for training AAF mapping. Experiments are performed with directly measured articulatory data from 9 speakers (8 target speakers and 1 cross speaker), which are recorded using Electromagnetic articulograph AG501. Experiments are also performed with articulatory features estimated using speaker independent acoustic-to-articulatory inversion (SI-AAI) model trained on 26 reference speakers. Objective evaluation on target speakers reveal that the articulatory features estimated from SI-AAI result in a lower Mel-cepstrum distortion compared to that using directly measured articulatory features. Further, listening tests reveal that the directly measured articulatory movements preserve the speaker similarity better than estimated ones. Although, for naturalness, articulatory movements predicted by SI-AAI perform better than the direct measurements. Index Terms: articulatory-to-acoustic mapping, acoustic-toarticulatory inversion, voice conversion The rest of the paper is organized as follows. We begin with the explanation of the data collection process followed by the proposed approach. Section 4 presents the experimental setup followed by the results and discussion.
Introduction
Speech is produced as a result of temporal overlap of articulatory gestures namely, lips, tongue tip, tongue body, tongue dorsum, velum, and larynx, which regulate constriction in different parts of the vocal tract [1] . Knowledge of articulatory kinematics together with acoustic information have shown benefit in various applications like, speech recognition [2, 3] , speech synthesis [4, 5] , speaker verification [6] and multimedia applications [7, 8, 9] . With the advancements in deep learning techniques, articulatory information has also shown success in silent speech interfaces (benefit patients who have lost their voice due to laryngectomy or diseases affecting the vocal folds) such as in speech recognition [10] and speech synthesis directly from articulatory position information alone [11, 12] .
Certain modifications in articulation style or accent is difficult to perform in acoustic domain [13] , which are easily descibed via the position and dynamics of the articulators [14] . In [15, 16] , it has been shown that accent conversion applications benefit by driving the articulatory synthesizer of a non-native speaker (L2) with articulatory movements of native speaker (L1). However such a system depends on both L1 and L2 acoustic-articulatory data to learn a transformation from L1 to L2 articulatory space or L1 articulatory to L2 acoustic space [16] . In [15] , it has also been observed that articulatory fea-tures (AFs) are more speaker independent in nature compared to acoustic features. In [17] , authors report that the linguistic content is captured in the vocal tract's front cavity while speaker-dependent information in the back cavity. These findings motivate us to investigate the performance of articulatoryacoustic forward mapping (AAF) of a target speaker (TS) when driven with the AFs of cross-speaker (CS) (without performing any transformation), in-terms of speaker similarity and intelligibility with respect to the TS. The objective is to understand the degree to which the AFs are speaker independent while preserving linguistic information. These findings could help to avoid the need for acoustic-articulatory data prior to learning transformation from CS to TS and benefit in applications such as accent and voice conversion, and personalizing the voices in silent speech interfaces.
The articulatory measurements obtained directly from electromagnetic articulograph (EMA) have been shown to be effective in predicting spectrum of speech and benefit the articulatory based speech synthesis applications [14, 18] . However, collecting a large amount of acoustic-articulatory data for each pair of source and target speaker. In the absence of parallel acousticarticulatory data, techniques are proposed in the literature to estimate articulatory movements from speech acoustic features [19] . It is known as acoustic-to-articulatory inversion (AAI). Interestingly, in [20] , it has been shown that using AFs from AAI has performed better than the direct AFs in articulatory synthesis. However this AAI is trained in a speaker-dependent (SD) manner on a single speaker from whom parallel acousticarticulatory data is required to train SD-AAI. Various methods are proposed in the literature to estimate the articulatory features from speech acoustics in a speaker independent manner known as speaker independent AAI (SI-AAI), which does not require parallel acoustic-articulatory data from the test speaker [21, 22] during training. With the advancement of the SI-AAI methods, in this work, we would also like to compare the performance of AAF performed with articulatory features directly measured as well as estimated from SI-AAI. To the best of our knowledge no work has been reported on articulatory synthesis with AFs estimated in a subject independent manner.
The focus of the work is to investigate AAF on two aspects: a) In the absence of direct acoustic-articulatory data, can estimated AFs from SI-AAI be utilized to learn AAF, and how the performance of AAF alters with respect to direct AFs? b) If a TS specific AAF is driven by the AFs from a CS, does the synthesized speech sound similar to that of the TS speaker?
Data Collection
For this work, we recorded synchronous acoustic-articulatory data using EMA AG501 [23]. We collected data from 35 speakers comprising 17 males and 18 females in an age group of 20-28 years. No speaker were reported to have any speech disorders in the past. Prior to the data collection, a consent form was signed by all speakers, as recommended by the institute ethics committee. 460 phonetically balanced English sentences from the MOCHA-TIMIT corpus [24] were chosen as the stimuli for the data collection. Fig. 1 illustrates the placement of sensors on articulators for recording [19] . The sensors were placed on the articulators such that the inter-sensor distances closely match with the recommendation provided following the guidelines reported in [25] . Sensors were glued on six articulators, namely, upper lip (UL), lower lip (LL), jaw (Jaw), tongue tip (TT), tongue body (TB), tongue dorsum (TD). We also glued two sensors behind the ears for head movement correction [26] . After all the sensors were glued to the respective articulators, enough time was given to the subject to get adjusted and comfortable to speak with sensors attached. Stimuli sentences were projected on the slides in a computer screen in front of the subject. All 460 sentences were recorded in a single session for a subject, resulting in a recording duration of 2 to 3 hours. From each of the articulators we obtained horizontal (X) and vertical (Y) movements, which resulted in 12 dimensional articulatory features, namely U Lx, U Ly, LLx, LLy, Jawx, Jawy, T Tx, T Ty, T Bx, T By, T Dx, T Dy. This 12 dimensional articulatory data was post-processed to obtain AFs. It is known that most of the energy for all the articulators lies below 25Hz, and the articulatory trajectories are smooth in nature [27] . Hence to avoid high frequency noise incurred due to EMA measurement error, the recorded articulatory position data, was first low-pass filtered with a cut-off frequency of 25Hz. The articulatory data was then down-sampled from 250Hz to 100Hz. Further for every sentence, we normalize each dimension of the articulatory feature to zero-mean and unit variance, since the average position for each sensor could change from utterance to utterance [3] and to reduce the effect of morphological variations across all the speakers. On the other-hand, the recorded speech was down-sampled from 48kHz to 16kHz. As an acoustic feature, we computed 13-dimensional Mel-Frequency Cepstral Coefficients (MFCC) [28] vector for every 20ms with a shift of 10ms. Further, for each sentence, cepstral mean subtraction was performed. Manual annotations were done to remove the begin and end silence segments from all the recordings.
Proposed Approach
The proposed approach for investigating articulatory-toacoustic model with direct and estimated articulatory movements is shown in Fig. 2 . At first, we extract acoustic features from speech signal using WORLD vocoder [29] , such as spectral envelope, pitch and aperiodicity. Further, on spectral enve-lope we perform mel-scale frequency wrapping and discrete cosine transform to obtain 36-dim mel-cepstrum (MCEP). The objective of speaker specfic AAF model is to estimate the MCEP from the AFs. The AFs can be either acquired directly from EMA or estimated using SI-AAI. A brief review on SI-AAI & AAF and the details of the models deployed for the proposed approach are presented below. Acoustic-to-articulatory inversion: Due to the unavailability of parallel acoustic-articulatory data, various techniques have been proposed in the literature to estimate articulatory data for test speaker using the acoustic-articulatory data from reference speakers [21, 22] . These methods are referred to as subject independent AAI (SI-AAI). With this approach the articulatory motion predicted from the test speaker's speech is represented from the generic articulatory space of the reference subjects used for training SI-AAI. Among the existing approaches, deep recurrent neural networks architecture, namely, bi-directional long short term memory (BLSTM) network has been shown to achieve the state-of-the-art AAI performance [30, 19] . We deploy the AAI model proposed in [19] as the SI-AAI model, where BLSTM networks are used to learn inverse mapping from acoustic features (MFCC) to articulatory features obtained from the reference subjects. Initial layers of the SI-AAI model are BLSTM layers and last layer is a time-distributed linear regression layer. SI-AAI captures rich AAI mapping learned from many reference subjects' acoustic-articulatory data. Thus, an SI-AAI model predicts articulatory movements which are represented from the reference subjects' articulatory space.
Articulatory-to-acoustic forward mapping: In AAF, forward mapping function is learned from articulatory movements to estimate acoustic features in a subject specific manner. Different methods have been proposed in literature for AAF, such as Gaussian mixture models (GMM) [31] , hidden Markov models (HMM) [32] , and deep neural networks (DNN) [14] and recurrent neural networks [33] . In [18] , a comparison has been made across all the methods and it was shown that BLSTM performs better among the existing statistical methods. Hence, we use BLSTM networks for AAF as well, where it takes input features to feed BLSTM layers followed by a time-distributed linear regression layer to predict acoustic features (MCEP). We learn AAF models separately for direct and estimated AFs from SI-AAI.
For both SI-AAI and AAF, we use mean squared error as the loss function between the predicted output and original trajectory (AFs/MCEP) to train the BLSTM network. AAF models are trained in a speaker dependent manner separately for all TS speakers, while in testing phase, the source AFs could be from either TS or CS. During reconstruction, we transform original pitch from source (x) to target speaker (y) statistics with a linear transform:F y = σ y σ x (F x − µ x ) + µ y , where F denotes pitch (in log-scale) [34] and µ, σ represent mean and standard deviation of feature F respectively. The reconstructed MCEP, transformed pitch and original aperiodicity are fed to the WORLD vocoder synthesizer to obtain target speech. For all the experiments, we use Adam [35] optimizer for training with early stopping. All implementations are done using Keras library [36] .
Experimental Setup
In this work we are investigating the robustness of articulatory features in driving AAF with AFs from TS and CS, where AFs are obtained by (i) direct articulatory measurements from EMA, (ii) articulatory features estimated from acoustics using SI-AAI. For this purpose, we split the 35 subjects' acoustic-articulatory data collected in the following manner. We consider 26 reference speakers' (13 male and 13 female) acoustic-articulatory data to train SI-AAI model. For experiments with AAF model we consider the remaining 9 speakers, out of which 8 speakers (4 male M1 to M4; and 4 female F1 to F4) were considered as TS and 1 female speaker as CS. CS is used to evaluate the AAF in the mismatched condition.
For SI-AAI model architecture, we deploy the first three layers as BLSTM layers with 256 units followed by a linear regression output layer with 12 units to predict AFs. We use 20 speakers' acoustic-articulatory data for training SI-AAI and other 6 speakers as a validation set for early stopping to avoid over-fitting on the training speakers. As acoustic feature we use MFCC, as it has been shown to be the best for AAI using maximal mutual information criterion between acoustic and articulatory features [27] .
While choosing input AFs for AAF model, we add voiced/unvoiced (VUV) information to 12 dimensional AFs, since AFs obtained from EMA does not carry voicing information. This results in a 13 dimensional input AFs to AAF model which predicts 36 dimensional MCEP. Similar to SI-AAI, we choose an architecture for AAF, where first three layers are BLSTM layers with 256 units followed by a 36 units linear regression output layer. For each speaker, from the recorded set of 460 sentences, a fixed set of 368 sentences is chosen as the train set (80%), and the remaining 92 is divided equally for validation (10%) and test(10%) sets. AAF models were trained separately for all eight TS speakers in a speaker dependent manner. During testing, for each TS speaker there are four different AFs based test cases depending on the source speaker and the type of articulatory features. a) TS-EMA: AFs measured directly with EMA from TS, b) TS-AAI: AFs estimated using SI-AAI from TS's MFCC, c) CS-EMA: AFs measured directly with EMA from CS, and d) CS-AAI: AFs estimated using SI-AAI from CS's MFCC. (a) and (c) are evaluated on AAF trained with direct AFs from EMA; (b) and (d) are evaluated on AAF trained with AFs predicted by SI-AAI.
For a baseline comparison, we also train a model which directly maps MFCC to MCEP (M2M) without going to articulatory space (as it is done by inverse mapping MFCC to AFs by SI-AAI and then forward mapping with AFs to MCEP by AAF). The architecture for M2M is similar to that of AAF, which is learned by replacing AFs with MFCC to predict MCEP directly. This results in two additional test case evaluations (e) TS-MFCC: MFCC of TS evaluated on M2M of TS, (f) CS-MFCC: MFCC of CS evaluated on M2M of TS. These together with four earlier test cases result in three matched case test evaluations ((a), (b) and (e)) and three mismatched case test evaluations ((c), (d), and (f)).
Evaluation metric: For evaluation we use both objective and subjective evaluation metrics. For matched case evaluation where AAF is trained and tested with same TS, we use Melcepstral distortion (MCD) [34] as an objective measure, which is computed between the original MCEP and predicted MCEP. For subjective evaluation, listening tests are performed to asses the performance of the proposed approach in terms of naturalness and speaker similarity. For evaluating the quality of naturalness, we perform mean opinion score (MOS) test. In this test, listeners are asked to evaluate the naturalness of synthesized utterance from AAF with reference to a natural sentence spoken by TS on a 5-point scale (5: excellent, 4: good, 3: fair, 2: poor, 1: bad). For naturalness test, we randomly select three sentences from the test set for each TS speaker in every test case from (a) to (f), which results in comparing all 18 (=6x3) pairs of sentences per TS. For evaluating the speaker similarity, we choose the ABX test [34] . In the ABX test, A= "AFs" from (a) to (d), and B= "MFCC" from (e) to (f) of TS/CS based synthesized speech are compared with respect to the X= "original speech" of the TS speaker. This consists of 4 different sets, (a) vs (e), (c) vs (e), (b) vs (f), and (d) vs (f) with reference to natural sentence spoken by TS. Here also, we randomly choose three sentences for each TS speaker which results in 12 (=4x3) triplet sentences for testing TS similarity within each TS's AAF model. We randomize the order in which we present A and B sentences to avoid bias. We performed listing tests with 12 listeners. Each listener was presented with synthesized sentences for two TS speakers (1 male and 1 female) for both naturalness and ABX test in a single session.
Results and Discussion
In this section, we first present the results of SI-AAI. Next, we will report the results of matched case and mismatched case evaluation of AAF with TS and CS speaker's AFs respectively.
SI-AAI
To assess the performance of SI-AAI model we report pearson correlation coefficient (CC) [19] between the predicted and the original articulatory trajectories. Table 1 reports the average CC (standard deviation (SD) in bracket) computed across all the articulators estimated with SI-AAI model using MFCC as acoustic features. We observe that, on average, we obtain 0.77 (0.10) CC across all the TS subjects using SI-AAI. Among all the articulators, we observe that the performance is a worse with UL and LL compared to TT, TB and TD. In particular, a minimum CC of 0.54 (0.10) is obtained for U Ly and a maximum CC of 0.88 (0.03) is obtained for T Ty. This could be due to the fact that kinematics of lips are more subject specific while those of tongue are relatively more subject invariant, which are found to be consistent with the previous literature [19] . 
Matched case evaluation:
In the matched case evaluation we trained and tested AAF with the same TS speaker. For each TS speaker we trained two AAF models: i) direct AF obtained from EMA to MCEP , ii) estimated AF estimated with SI-AAI model to MCEP. Table 2 , reports the MCD of test utterances for each TS speaker, where row 2, 3 and 4 correspond to matched test case evaluation of TS-MFCC, TS-EMA and TS-AAI, respectively. We observe that MFCC performs better than the AFs, at both directly measured and estimated AFs. Interestingly, we observe that SI-AAI features perform better than the direct EMA AFs. Apart from the objective results we also perform subjective listening tests. The naturalness of synthesized speech is reported in Table 3 in terms of MOS. Results obtained with MOS are found to be consistent with MCD i.e, MFCC performs better followed by estimated AFs compared to direct AFs. Note that the MOS obtained with WORLD vocoder is 4.20 (0.78). The best performance of MFCC in both objective and subjective evaluations of M2M could be due to the fact that both MFCC and MCEP are representations of the same spectrum. The improvement of MOS and MCD with AFs estimated using SI-AAI compared to the direct AFs are found to be consistent with the results with SD-AAI results [20] .
Mismatched case evaluation:
In the mismatched case evaluation, we use AFs from CS to drive the AAF model of each TS speaker. The subjective evaluation in terms of MOS in the mismatched case are reported in Table 4 . We observe that, in the mismatched case, the naturalness scores are similar between the MFCC and AFs estimated using SI-AAI. And we observe that due to mismatch in test and train subjects, the performance using MFCCs drops from 4.11 (0.31) to 3.34 (0.53) MOS, but performance using estimated AFs remains similar to the matched case results.
To asses the amount of speaker similarity preserved, we report ABX preference score results in Fig. 3 . The first two bars in Fig. 3 indicate the ABX results with test case evaluation of (a) vs (e) and, (b) vs (e) respectively. The last two bars correspond to the ABX results with test case evaluation of (c) vs (f) and, (d) vs (e). We can observe that, in the matched case, MFCC performs better than the AFs. But, in the mismatched case, AFs yield better preference compared to MFCC. The mismatched performance of AFs estimated from SI-AAI with CS, suggests that the AFs carry more linguistic information and less speaker-dependent factors. This could help to use AFs in accent or voice conversion application. This could be helpful to synthesize target speaker speech in an unknown language (for target speaker) as well. In this aspect, we carried out preliminary experiments with native language (Telugu) of a CS speaker, where we have acoustic-articulatory data collected in a manner similar to that described in Section 2 for English. The AFs predicted with SI-AAI in case of CS speaker result in a CC of 0.71 (0.16) across all the articulators. AFs estimated with SI-AAI from MFCC of CS in Telugu are used to drive the AAF of TS speakers which are trained with English. Experiments and listening tests reveal that synthesized speech has a naturalness of 3.01 (0.52) MOS. For speaker similarity, ABX test shows that AFs obtain a preference of 64.58% over CS MFCC in Telugu. Further investigation is needed to synthesis the speech with multiple languages from more number of CSs to validate the cross speaker and cross language articulatory speech synthesis. Sample synthesized files from this work are available online 1 . 
Conclusion
We performed experiments with direct and estimated AFs using SI-AAI for driving the AAF model. Interestingly, objective and subjective measures reveal that estimated AFs perform better than direct AFs in matched case evaluation. This results will enable us to deploy articulatory speech synthesis even in the absense of acoustic-articulatory data from target speaker using SI-AAI. Experiments with mismatched case evaluation, by driving TS specific AAF with AFs from CS, reveal that the synthesized speech samples by AAF are similar to TS without significant drop in MOS for naturalness unlike MFCC. Further investigation is needed to understand what aspects in the AFs estimated from SI-AAI are beneficial. Also, in future, we would like to investigate on synthesizing target speakers speech in multiple languages. These are parts of our future work.
