Abstract
Introduction
For the past few years, graph-cut based methods have achieved significant empirical success in many applications, including clustering [11, 14] , image segmentation [16] and medical imaging [4, 5] . Although there are many variations of graph cut criteria, they share the same framework of building a graph with the data objects, and then minimizing a "cut" criterion on this graph. Usually it is hard to solve the problem exactly; however, approximation is possible with spectral relaxations. The solutions can be achieved by computing the top eigenvectors of the kernel (or affinity) matrix.
As defined, the graph-cut procedure is "unsupervised" in the sense that there is no information about the labels of the data objects. However, in many applications, some prior knowledge about the labeling is provided. This may include a few given labels, or the grouping information of some objects. Generally, incorporating this prior knowledge will help to improve the performance of the algorithm. A natural way to incorporate prior information is with explicit constraints [7, 18] , and solve the augmented optimization problem correspondingly.
In this paper, we present a novel algorithm to incorporate prior knowledge into normalized cut problems. The basic idea is to exploit prior information by directly enforcing a set of linear constraints on the label assignment. Unfortunately, the original spectral formulation in terms of computing the eigenvectors of a matrix is not directly applicable if there are auxiliary constraints. To solve the problem, we develop a new algorithm that optimizes the objective in an iterative way, with convergence guaranteed. More importantly, this algorithm is not only applicable to the normalized cut problem discussed in this paper, it can be used to solve a general class of optimization problems, including other variations of graph cuts. The remainder of the paper is organized as follows. We first establish the preliminaries of the paper in Section 2, then in Section 3 we formulate our problem and propose an iterative algorithm that is proven to converge. After reviewing some related work in Section 4, we discuss the experimental results in Section 5. The paper is concluded in Section 6.
Preliminaries
Normalized cut, as with other graph cut criteria, is defined on a weighted undirected graph G = (V, E), where the nodes of the graph are the data objects to be clustered, and there is an edge between every pair of nodes. The weight on each edge w(u, v) is expressed by a nonnegative similarity function between nodes u and v.
In two-way partitioning, a graph G = (V, E) is cut into two disjoint sets A and A , A ∪ A = V, A ∩ A = ∅, by removing edges connecting the two sets. This partitioning can be described by a labeling function y that indicates the two disjoint sets
and the cut of this partitioning can be defined as the sum of weights of the edges that connect nodes with different labels:
Intuitively, one can minimize the cut value to partition the data, which is usually called minimum cut. However the minimum cut criterion favors cutting small pieces of isolated nodes in the graph, which will be undesirable in most cases. To overcome this problem, the normalized cut algorithm [16] instead computes the cut objective as a fraction of the total edge connections to all the nodes in the graph. This introduces a normalizing effect that avoids isolated partitions. The normalized cut is formally defined as
Let
, which is the total edge weight from A to all the nodes in the graph. With this normalized cut objective, the normalized cut algorithm is able to group the data into clusters that are widely separated from each other, while also being tight within themselves.
Starting with the definition in (1), let W = (w ij ) be the affinity matrix, D be the diagonal matrix with d as the diagonal, the cost of normalized cut can be written as
where f is a linear transformation of y. While minimizing the normalized cut objective, we still have the discrete constraint on y and therefore f , which causes NP-hardness [16] . However, this can be relaxed by only keeping the property that f De = 0, where e is a vector of all ones.
If we further let g = D 1 2 f , which is a normalization of f , the problem of minimizing the normalized cut, as in (2), can be transformed into the following
and can be solved by calculating the second smallest eigenvector of the positive semidefinite matrix D
Normalized cut with linear constraints
Prior information on the label assignment, including the explicit labels of some examples, the grouping information as whether two examples belong to the same cluster or not, the size of a segment, etc., can be incorporated into the normalized cut framework simply by adding a set of general linear constraints, Bg = c. Therefore, the constrained normalized cut can be formulated as
Once we obtain g, we can recover the relaxed solution of y. Different rounding methods can be then applied to recover the discrete solution. In this paper, we simply use a threshold value of 0.
Algorithm
To solve the constrained normalized cut problem (4), we first design an algorithm shown below to optimize a general problem
where A is a semidefinite positive matrix.
The idea of Algorithm 1 can be illustrated clearly in Figure 1 , where we can see that the feasible solutions of (5) are vectors starting from the origin, with ending points lying on the intersection of the hyperplane Bv = c and the spherical surface v = 1. Here n 0 is the vector from the origin to its projection onto the hyperplane Bv = c. It is easy to see that every vector v that satisfies Bv = c and v = 1 can be decomposed into v = n 0 + u where u is a vector lying on the hyperplane Bu = 0 while satisfying u = γ. For any vector v, its projection onto the hyperplane Bv = c is P v, where
−1 B is a projection matrix. Below we exploit many useful algebraic properties of projection matrices, such as P = P = P 2 . In each iteration of Algorithm 1, given the current v k , we stretch it by multiplying with A, then project the stretched vector onto the the hyperplane Bv = c, renormalize it to u k+1 , and in the end we obtain v k+1 by summing up u k+1 and n 0 . Intuitively, during each step, v k is getting closer to the maximum stretching direction of A while staying feasible. This is similar to the idea of power iteration [15] , which is an algorithm to find the maximum magnitude eigenvalue and the corresponding eigenvector of a matrix.
Convergence analysis Theorem 1 Algorithm 1 is guaranteed to converge.
Proof In each step, the solution is updated by v k+1 = u k+1 + n 0 where u k+1 = γ
is the normalized projection of Av k onto Bv = 0. Therefore u k+1 is the maximizer of the problem
which means that v k+1 = u k+1 + n 0 is the solution to the problem
has not yet been reached. Moreover, because A is a semidefinite positive matrix, we have
Therefore, it is easy to infer that v k+1 Av k+1 > v k+1 Av k > v k Av k , which guarantees that the objective value is monotonically increasing with the updates of v, and since the optimal objective value is upper-bounded by component in the direction of the eigenvector associated with the largest magnitude eigenvalue. If this is not the case, we can introduce slight perturbation to the problem for the assumption to hold.
the largest eigenvalue of A, Algorithm 1 is guaranteed to converge. The next step is to prove that the solution at the convergence of Algorithm 1 is the optimal solution. Before doing so, we need to establish a connection between the fixed point of the iterative algorithm and the critical point of the optimization problem (5).
Lemma 1 The fixed point at the convergence of Algorithm 1 is a critical point of the optimization problem (5).
Proof Recall that P is a projection matrix with the properties P = P = P 2 , BP = 0, and v = n 0 + P v. If we let b 0 = P An 0 , the optimization problem (5) is equivalent to
The Lagrangian of the optimization problem (6) is
By taking the derivative of L with respect to v, λ, one can infer that a critical point (v, λ) must satisfy
Now consider the update operator p(v) = γ P Av P Av + n 0 used by Algorithm 1. Note that p(·) is a continuous map V → V on the compact domain V = {v : v = 1, Bv = c}. By the Brouwer fixed point theorem some v ∈ V must exist such that p(v) = v. Thus, at convergence, the fixed point of Algorithm 1 satisfies v = γ P Av P Av + n 0 . To establish the connection between a fixed and critical point, first notice that if v is a fixed point of Algorithm 1 then we must have P v = γ. We also know that v − n 0 = P v = γ (5) and (6) .
Theorem 2 The fixed point that Algorithm 1 converges to is the globally optimal solution.
Proof According to Lemma 1, a critical point of problem (5) (or (6)) satisfies (7) and (8) . Following Theorem 1 given in [8] , the globally optimal solution that maximizes the objective value v P AP v + 2v P b 0 is given by the largest feasible λ for (7) and (8) .
For the remainder of the proof we will need to make use of the eigen decomposition of P AP . Let Q and Σ be an orthogonal and diagonal matrix such that P AP = QΣQ , where Q Q = I and
Assume that λ is not one of the eigenvalues of P AP , in which case, the inverse (λI − P AP )
2 for the v corresponding to λ) the problem reduces to finding the maximum root to the equation f (λ) = 0.
Since lim λ→∞ f (λ) < 0 and f (λ)
Sinceλ < σ 1 , this series will diverge, and hence Pṽ will not exist, unless b 0 Pṽ < 0, or equivalently
It follows similarly that (P v k ) Pṽ < 0, or v kṽ < 0 for k > 1. From these facts we conclude that Algorithm 1 will not converge toṽ, or any fixed point other than the optimal solution (λ * , v * ).
Note that for the constrained normalized cut problem (4), if we want to solve
we can instead optimize
for a sufficiently large α, without affecting the solution. Therefore, Algorithm 1 can be applied.
Discussion
Assume the length of v is n and there are m linear constraints, the complexity outside the loop is O(nm 2 + m 3 ) for computing P and n 0 . Inside the loop, it costs O(n 2 ) for the multiplication of A with v k and then P with Av k at each step. In general we have m n, and hence the computation of O(nm 2 +m 3 ) outside the loop can be neglected.
Although a bound on the number of iterations taken to convergence is not given, it still provides an efficient approach for solving constrained eigenvalue problems, considering that the complexity of an unconstrained eigen-computation is O(n 3 ). Moreover, sparsity of matrix A can be utilized in many real applications, which will bring further savings in computation.
This algorithm solves a general class of optimization problems. With this technique, we can optimize various problems with similar objectives subject to linear constraints. For example, it can be applied to solve constrained ratio cut [11] , principle component analysis [12] , etc.
Related work
Before discussing experimental results, we briefly review related approaches to constrained normalized cut. Often in graph partitioning, prior knowledge about the cluster assignment is encoded as pairwise constraints, like "mustlink" or "cannot-link". One example is [18] , where pairwise grouping information is included as linear equality constraints. However these constraints have to be homogeneous, which can only handle the information that a pair of examples are from the same cluster. On the other hand, prior information can be more general than that. For example, one may want to impose size control for a segment in a subpart of the image, which can be expressed via nonhomogenous linear constraints.
One interesting proposal that avoids using pairwise constraints is a semidefinite relaxation for transduction with normalized cut [1, 2] , where the normalized cut problem (3) is reformulated as a semidefinte program (SDP) [3] 
Any type of linear constraints can be easily added to this semidefinite program without affecting convexity. However, SDP is computationally expensive and hard to scale up, which prevents its application to large practical problems.
In [6] , an algorithm is proposed to solve a very similar problem to (5):
which is also called "Affine Constrained Raleigh Quotients", or ACRQ. However one should notice that the normalization constraint on v is not implied in this formulation, since the inhomogeneous constraint Bv = c is not invariant to scaling. As a result, the quality of the solution of ACRQ may be affected due to the absence of the normalization constraint.
Another work closely related to our method is suggested in [7] , which in principle is solving the same problem as we are in (4) . However, the algorithmic approach is different. Their basic idea is to reformulate the problem and enforce the linear constraints by adding a Lagrangian term. This results in solving an unconstrained optimization problem
where L, E, M are (n + 1) × (n + 1) positive semidefinite matrices if we have n data points, and λ
is a concave function of t, therefore the problem is convex. A one-dimensional search in t is needed to find a solution. One problem with this approach, however, is the large computational cost. Each iteration searching for the optimal t value involves an eigen-computation with O(n 3 ) complexity, which will be impractical for real problems.
On the other hand, a different constrained eigenvector approach was proposed in [9] , where the problem Here R is a square matrix of size (n−m)×(n−m), and the problem turns into finding the minimum root to the equation
The overall computation of this algorithm consists of linear transformations including QR decomposition and matrix multiplications, costing O(n 3 ) complexity. Moreover, solving (9) involves first computing eigenvalue decomposition of the R matrix, and then finding the smallest root with iterative updates, which results in a total complexity of O(n 3 ). The algorithms proposed in [7] and [9] are able to solve the same category of optimization problems as our algorithm does. Therefore we will conduct a series of experiments to compare the numerical performance, including precision and running time, of these three approaches.
Numerical comparison
To compare the computational performance, we tested the three algorithms on the following optimization problem with different instances. The input data A, B, c were randomly generated with different sizes. The number of constraints m is set to be 10% of the number of variables n. All computation is carried out on AMD Opteron250 2.4GHz machines with 8G memory. Tables 1-3 summarize the results, where the three algorithms are the Lagrangian approach proposed in [7] , the root finding scheme from [9] and our algorithm, which is essentially a projected power method.
Based on these numerical results, we can infer that all the three algorithms can achieve the optimal solution of the problem. However, the precision of the numerical solution produced by the Lagrangian approach is relatively poor.
In terms of efficiency, the Lagrangian approach is the most computationally expensive among the three, due to the generalized eigen-computation in each iteration. Meanwhile, the root finding approach is the fastest on small problems, shown in Table 1 , however, when problems get bigger, the O(n 3 ) complexity starts to play its role. As we can see from Figure 2 (the running time of the Lagrangian method on n > 2000 is not reported here due to computational expenses), the projected power method is faster than the root finding approach by 1-2 orders of magnitude.
Experimental results
To illustrate how prior information can be exploited for normalized cut, we apply our approach to the image segmentation problems where normalized cut has received significant success. For image segmentation, each pixel represents a node in the graph, and the goal is to partition the digital images into segments with graph cuts.
In our experiments, all of the images are of 256 grayscale and 500 × 500 size. The weight matrix W is built based on intervening contours according to [13] method.
The first set of constraints are the simplest label constraints, where we enforce a small number of pixels with known labels. One thing we should note about the label constraints is that, since we are hard coding the labels, they should be reliable to enforce. A rather toy but interesting example is shown in Figure 3 , where a few labeled pixels help to identify the segmentations that consist of disjoint blocks.
A similar procedure is applied to the real images shown in Figure 4 -7. In each of these cases, normalized cut gets confused with part of the segmentation, which can be improved by just marking a few pixels. The comparison of running time is shown in Table 4 , where we can see that the efficiency of the constrained normalized cut algorithm is comparable to that of normalized cut.
Moreover, the difference between the problem (5) addressed in this paper and the Affine Constrained Raleigh Quotients formulation can be illustrated in Figure 7 .
In addition to the label constraints, we can add a control over the size of the segmentation that we desire. This is achieved by forcing g e = a, where a encodes the prior information on the size of the segments. Figure 8-9 shows the results given a few label constraints and different size constraints. In this example, we can see that by tuning the size control, we are able to discover different segments in an image.
Conclusion
In this paper we proposed a new method for constrained normalized cut to exploit prior information in the data with explicit linear constraints. An iterative algorithm was designed for this type of optimization problems with conver- that the proposed algorithm can generally improve the segmentation performance of normalized cut by incorporating prior knowledge as grouping information of image features.
Although we only discussed two-way normalized cut in this paper, it is very natural to extend it from two-way to kway partitioning according to [17] . Moreover, the algorithm proposed in this paper is not limited to the constrained normalized cut problem only. In future work we are interested in investigating other applications, for example, constrained principle component analysis. Another direction that we would like to pursue is to design algorithms for more general problems, including the problems with inequality constraints. 
