Abstract. An optimized version of Khachiyan's algorithm is developed here, and an APL implementation of it is provided. The operation count for M linear constraints on N variables is brought from the 0(N4M2) of the original algorithm to 0{NAM In N) with a smaller coefficient. There is no significant change of the storage requirement, which remains at O(NM) locations.
Introduction. The problem at hand is the solvability of a set of M linear constraints on N variables, i.e.
Ax < b (1)
where x is a column of N real numbers, A is an M by N matrix of integers, and b is a column of M integers. The inequalities can be regarded as the set of bounds in an optimization problem where an object function ®(xj ••• xN) is to be maximized subject to linear constraints. If $ = cTx where cT is a row of N integers, the full problem can be posed in the form of (1) by introduction of a dual problem [3] . The implementation to be given here is of the set (1) alone. The solvability of (1) is based on the observation that every solution is an interior point of a region bounded by portions of a number of hyperplanes, Ajx = biy (2) where A] is the ith row of A. The transpose of A], to be denoted by Ait is the ith column of AJ. The role of the strict inequalities is pointed out in [3] , and the related problem where < is replaced by < is discussed there. A nondegenerate vertex of (1) is defined as a solution of where A consists of N linearly independent rows of A and 5, of the corresponding entries of b. A degenerate vertex is defined by M < N linearly independent rows of A and the corresponding entries of b. If the boundary of a solution set contains a degenerate vertex, then that set is unbounded, i.e. solutions where ||x||2 -»• oo exist. Conversely, if a solution set is bounded, its boundary contains at least N + 1 nondegenerate vertices. Also, a bounded solution set contains (or is) a simplex which has exactly N + 1 nondegenerate vertices on its boundary. In Sees. 2 and 3 of this paper boundedness of the solution set will be assumed in order to provide a clean description of the algorithm. In Sec. 4 one part of the algorithm will be slightly modified to take account of possible unbounded solution sets. In a direct approach to the solvability of (1), the search for a vertex on the boundary of the solution set requires the isolation of as many as M \/N! (M -N)\ vertices, each taking 0(N3) operations (add, multiply and assign). In practice, M is often significantly larger than N, and sometimes N is quite large as well, so a direct approach can involve prohibitively many operations.
The advantages of Khachiyan's algorithm [1, 2] are: (1) It is constructive: if (1) is solvable the algorithm produces a point in the solution set.
(2) If no solution is found within a number of 0(N3M) of iterations, (1) is not solvable.
(3) The number of operations per iteration is of O(NM).
(4) The storage requirement is O(NM) locations. Regardless of the number of operations required to find a vertex, the number of vertices is of 0(MN) while the total operation count of Khachiyan's algorithm is 0(N4M2). The improvement of Khachiyan's original estimate is given in [3] ,
The algorithm presented here is very similar to Khachiyan's algorithm, but the emphasis is on the isolation of least upper bounds and greatest lower bounds on the quantities that figure in the number of iterations. An initial determination of improved bounds takes 0(NM log M) operations, but we are adequately compensated by an immediate reduction of the maximum number of iterations to a number of 0(N3 In N). The leading term in the bound on the number of iterations is 2 N(N +l)2lniVas7V->oo.
The iteration within this algorithm is an optimized version of Khachiyan's iteration in which the volume of each member of the sequence of ellipsoids is minimized over all the free parameters. Also, a failure criterion is included, so that the algorithm does not necessarily run the full course of iterations to find that (1) is not solvable. The extra effort involved is not significant, and each iteration still takes O(NM) operations. In Sec. 5 it is argued that the optimized iteration decides solvability of (1) within a number of iterations that approaches (1/4)N(N + l)2 In N as N -> oo.
An APL implementation of the algorithm is provided in Sec. 6; randomly chosen examples are included. 
where A is M < N linearly independent rows of A. If A? < N, select M linearly independent columns of A and set (N -M) elements of v equal to zero. The bound on the radius of that point on a degenerate vertex is necessarily less than the corresponding bound on the radius of a nondegenerate vertex. Thus, to find a sphere that contains all nondegenerate vertices and portions all degenerate vertices, we may assume A? = N and A is not singular. An essential feature of the formulation of Khachiyan's algorithm is that the entries in A and b are integers. This means that the elements of v are the rational numbers,
where q is the determinant of A and p, is the determinant of the matrix formed by replacement of the ith column of A by 5 (Cramer's rule). Since A is a nonsingular matrix of integers, the lower bound on the magnitude of q is 1. Since \A\ is the volume of the rectangular parallelepiped defined by the rows of A, an upper bound on the magnitude of q is the product of the Euclidean norms of the rows. The bound is attained if the rows of A are orthogonal, so 1< \q\ < n IWh (6) 1=1 where A] is the ith row of A. Given no further information about A, the best bound on q at all vertices is 1< \q\ < n(?M,T||2)=e Without sorting, the corresponding bound on Q is
If the matrix A has just one nonzero entry, ± 1, in each row, for example, the bounds are 2M and Q= 1.
Another comparison between present and previous bounds is based on the following heuristic device: let the /Is and bs, be chosen randomly from the integers in an interval 
This kind of estimation will be used later in the discussion of the number of iterations in the algorithm. It should be noted that if a is chosen to be the maximum of the magnitudes rather than the mean, then the expressions for the heuristic bounds provide upper bounds on Q and R0.
2. The smallest simplex. Here and in Sec. 3 it will be assumed that the solution set of (1) is bounded; in Sec. 4 that restriction will be removed.
Suppose first that the boundary of the solution set has a degenerate vertex defined by M < N rows of A and b. Since N -M of the coordinates of such a vertex are arbitrary, the solution set has boundary points where ||p||2 is arbitrarily large: it cannot be bounded.
Near a nondegenerate vertex, v0 (say), the boundary of the solution set has N distinct rays emanating from v0. The feth ray is defined by deletion of the kth row of the nonsingular equation,
and by choice of the half-line through v0 that is consistent with (1) . Suppose now that any of the rays through d0 has no other vertex on it. Then the solution set has arbitrarily distant boundary points, and again it cannot be bounded. Given v0 and the nearest vertices on the N rays through v0, the solution set contains (or is) the simplex defined by
where the p's and q's are integers. Now
'o (by induction), and it follows easily that the volume of the simplex defined by N + I vertices is (apart from sign)
The rays are distinct, the displacements, vt -v0, are linearly independent, the bound on the magnitude of the determinant of integers is ± 1, and the lower bound on V is
The heuristic comparison of this with the bound previously cited is:
where a is the mean value of the magnitudes of the entries of A and b.
3. The iterative search for a solution. Here again we assume the solution set of (1) is bounded, for then the sphere of radius R0 (Eq. (9), Sec. 2) contains the entire solution set and, in particular, the smallest simplex. The aim of the iterative search is to use the current " worst violation of (1)" to define increasingly smaller ellipsoids that still contain the solution set. If the center of the current ellipsoid is a solution of (1), the iteration terminates with it in hand; otherwise the iteration is terminated when any of the violations of (1) indicates there is no solution. One or the other of these things must happen before the volume of the current ellipsoid becomes less than the volume of the smallest simplex.
The counting of operations is of considerable importance in the optimization of Khachiyan's iteration. If one merely adds the calculations needed to perform the optimization, the result takes 0(NM2) operations. Nevertheless, the optimized iteration will be developed in that fashion: then it will be reorganized to bring the operation count back to O(NM) at a cost of including N(M -N) more storage locations.
At the outset the bounding sphere/ellipsoid is defined by
where K = 0, xK = 0 and MK = I. Let it be supposed now that we have a Kth positive definite, symmetric matrix MK and a Kth center xK that defines a Kth bounding ellipsoid as in Eq. (21). The purpose of the iteration is to construct a smaller ellipsoid that still contains the solution set.
By a rotation of coordinates (never to be computed),
where RJR = / and A2 is diagonal.
Now let £ = A ~1R(x -xk) and s/= ARr A.
Then the current ellipsoid is
the current transformation of (1) is 
This is the long computation that is not included in Khachiyan's iteration; it takes 0(NM2) operations to compute the M components of y from MK and A. At this point, if any element of y is one or more there is no solution within the current ellipsoid (£T£ = 1), and (1) is not solvable. Otherwise, we continue with the "worst violation " by choosing yK to be the largest element of y, with si\ to denote the corresponding row of si. According to prior decisions, 0 < yK < 1 and the solution set is now in the region, £T<f; < 1 and si\t,<-yK.
In any plane containing K the projection of the bounding region is x2 + y2 < 1 and x<-yK (31) where (temporarily) x is £ and y is the component of £ in any direction perpendicular to si K. The projection of the next bounding ellipsoid is an ellipse, (x -c)2/a2 + y2/b2 = 1,
and the ellipse for which abN~l is minimized, subject to the constraint that it shall contain the points (x, _y) = (-1, 0) and (x, y) = ( -yx-± (1 -yl)112, is defined by
It follows now that with columns ,.<#Kj, then the computational steps of the iteration are:
-+ C(W (38)
AKJ( kk where ^KK is the column of JiK for which the corresponding element of y is largest. When grouped as indicated above, the calculations take O(NM) operations.
4. Augmented problems. Here we address the problem of assigning a larger value to the radius of the initial sphere, so that the smallest simplex in a solution set of (1) is necessarily included. Even though the iteration has success and failure criteria, it is still necessary that the ellipsoids contain a finite part of a potential solution set if a decision is to be made in a finite number of iterations.
To obtain a relatively slightly increased initial radius, consider any nondegenerate vertex defined by A and augment the set of inequalities to include where a is the mean value of the magnitudes of As and bs that are chosen randomly in a common interval. Note that as the original radius becomes larger (for fixed N) the augmented radius becomes a smaller multiple of it. At this point it should also be noted that a degenerate vertex can be bounded by the addition of 2(N -M) inequalities, xt < 1 and -x, < -1. These inequalities have no effect on the computation of R0.
5. The number of iterations. Now we are able to find bounds and estimates for the number of steps that will be taken before a decision is made. We note that the scale factors A-1 used in the transformation from x -xK to £ (Eq. (24)) reappear as A in the expression for MK+ i (Eq. (35)). Thus the ratio of volumes within the (K + l)st and Kih ellipsoids is the same in x-space as it is in c-space, i.e.
(42)
An absolute upper bound on the number of iterations,
follows from
The leading term of the heuristic estimate of KM (from Eqs. (41) and (13)) is
and the operation count is of 0(N4M In N). Note that a does not appear in Eq. (45): the result is also an upper bound on the leading contribution to KM in the limit where N -> oo.
The effect on the algorithm of the optimization of the iteration is rather difficult to assess. By experiment it was found that the longest runs of the iteration were characterized by values of yK that were distributed, with little scatter, about 1/N for almost the entire run. At the very end of such runs, yK grows rapidly to 0(1) and a decision follows. A rough estimate of the expected number of iterations has been made as follows: first, let Mk be replaced by R2K /, where RK is a measure of the average radius of the JCth ellipsoid.
Then Eqs. (29) and (34) 
In examples included in Sec. 6, Eq. (50) has been found to provide slightly high estimates of the numbers of iterations in the longest runs.
6. Implementation and examples. The APL function VX <-A KCHN BV (Program 1) takes as arguments an M-by-N matrix of integers A and an M-element row of integers B. An M-element row, X, is returned, and X is either a solution of {A + . x X) < B or it is the last attempt before (1) The auxiliary function V SETUP MNV (Examples 1, 2) assigns global variables A and B with M = MJV [1] and N = MN [2] and with entries randomly chosen in the interval [-10, 10 ]. The auxiliary function VT <-TIME £V (Examples 1, 2) executes the character argument E and returns elapsed CPU time in seconds. The machine is the IBM 370/158 at Brown University.
