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Abstract 
In manufacturing, there is a fundamental conflict between efficient production and delivery performance. Maximizing 
machine utilization by batching similar jobs may lead to poor delivery performance. Minimizing customers' dissatisfac- 
tion may lead to an inefficient use of the machines. In this paper, we consider the problem of scheduling n independent 
jobs with release dates, due dates, and family setup times on m parallel machines. The objective is to minimize the 
maximum lateness of any job. We present abranch-and-bound algorithm to solve this problem. This algorithm exploits 
the fact that an optimal schedule is contained in a specific subset of all feasible schedules. For lower bounding purposes, 
we see setup times as setup jobs with release dates, due dates and processing times. We present two lower bounds for the 
problem with setup jobs, one of which proceeds by allowing preemption. 
Keywords: Scheduling; Parallel machines; Maximum lateness; Family setup times; Branch-and-bound 
1. Introduction 
In the last two decades, quality and timely deliv- 
ery, next to efficiency, have become key perfor- 
mance indicators for manufacturing organizations 
(cf. [1, 2]). The term flexibility has been introduced 
to describe the ability to manufacture a large 
variety of products efficiently. On the one hand, 
production planners attempt o cluster jobs with 
similar setup characteristics for an efficient use 
of the machines. On the other hand, batching 
leads to the delay of other jobs, and as a conse- 
quence, these jobs will be completed after their 
* Corresponding author. 
delivery date. So,a trade-off must be found between 
an efficient use of the machines and a good due date 
performance. 
In this paper, we consider the problem of sched- 
uling a set ¢ of n independent jobs J . . . . .  J ,  on 
m identical parallel machines M1 . . . . .  Mr,. Each 
job Jj (j = 1 . . . . .  n) must be processed on one of the 
machines during a given uninterrupted positive 
time p~. It becomes available at its release date 
r/and should be completed by its due date di, Each 
machine Mi is available from time 0 onwards and 
can process no more than one job at a time. Each 
job belongs exactly to one of the families ,~-1 ...... Nv. 
The index of the family that Jr belongs to is denoted 
by f{/). If we schedule two jobs that belong to 
different families contiguously on the same ma- 
chine, then we need a positive setup sl in between 
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that is completely specified by the family ~ the 
second job belongs to. We also need a setup for the 
first job on each machine. No setup is needed when 
jobs of the same family are scheduled contiguously 
on the same machine. This kind of setup is called 
sequence independent. No processing of jobs is pos- 
sible during a setup. A machine may be set up for 
a particular job prior to its release date. Without 
loss of generality we assume that all data are inte- 
gral. A schedule is called feasible if all conditions 
mentioned above are satisfied. A feasible schedule 
specifies for each job Jj a completion time C~(a). For 
a given schedule, we compute the lateness of a job Jj 
as Lj(a) = Cj(a) - dj. If Lj(a) <<. O, then we say that 
Jj is early; otherwise, it is tardy. The maximum 
lateness of a is defined as L , ,ax(a)=maxl~j~,  
L~(a). The problem is to find a schedule a that has 
the smallest maximumlateness * L,,,x among all feas- 
ible schedules. This problem is clearly NP-hard, 
even in case of one machine and no setup times [3] 
and in case of equal release dates [4]. In the re- 
mainder, we follow the three-field notation pro- 
posed by Graham et al. [5] to classify machine 
scheduling problems; our problem is accordingly 
denoted as P lr j, sitL,,,x. 
The presence of release dates is consistent with 
many MRP-controlled environments. Also, the 
problem P[rj, s~[L,,,x appears as a subproblem in 
decomposition approaches such as (generalizations 
of) the shifting bottleneck approach of Adams et al. 
[6]. The extension of this approach to hybrid 
job shops, including setup times, parallel ma- 
chines, machines with additional resource con- 
straints (e.g., operators, tools) is a research project 
at the University of Twente. For a more elaborate 
discussion of this project, we refer to Meester and 
Zijm [7]. 
The plan of this paper is as follows. In Section 2, 
we describe a branch-and-bound algorithm for the 
problem Plrj, s~lL,,a~. This algorithm is based on an 
effective algorithm for the single-machine case de- 
veloped by Schutten et al. [8]. Section 3 reports 
some implementation aspects and our computa- 
tional experiments. In Section 4 we draw some 
conclusions and point out future research direc- 
tions. 
2. The branch-and-bound algorithm 
2.1. Characterization of  an optimal schedule 
First, note that we may restrict ourselves to 
active schedules. A schedule is active if no job can 
start earlier without interfering with the execution 
of any other job. Woerlee [9] shows that the num- 
ber of active schedules of n jobs on m machines is 
equal to 
n!. i! " 
i=1  
We prove that an optimal schedule is contained in 
a class of only n! schedules. Let g # 0 be a permuta- 
tion of a subset of J = {J1 . . . . .  J,}. We transform 
this permutation i to a feasible schedule for m ma- 
chines by subsequently assigning the jobs of n to 
some machine, as follows: the next job of n is 
scheduled on the machine on which it is completed 
first. The schedule that results from n is denoted by 
g(n). Note that g(n) is a partial schedule if n does not 
contain every job of J .  
Theorem 1. There is a permutation u of J for which 
L,,,~, (g(u)) is equal to the optimal maximum lateness 
Lmax. 
Before we prove this theorem, we introduce some 
additional definitions. First, we say that a partial 
schedule tr' deviates from a complete schedule a if 
thejth job on machine Mi in a' is not thejth job on 
machine M~ in a, for some i and j. Let H be the set 
of all permutations of all subsets of J .  Define for 
any schedule a, 
z(a): = max {l~cl Ig(n) does not deviate from a}, 
gEU 
with Ircl the number of elements in ~. Finally, let 
g? be the collection of all optimal schedules. 
Proof. We will prove the theorem by contradiction. 
Let a* be an optimal schedule for which 
r(a*) = max r(o'). 
o'E.Q 
Let n* be such that In'[ = ~(a*) and n* does not 
deviate from a*. If the theorem does not hold, then 
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r(a*) < n, because otherwise g(n*) would be equal 
to or*. We will construct an '  = n*Jj, such that: 
(i) J /~ J \n* ,  and 
(ii) ,q(n') does not deviate from an optimal schedule 
0 -1" 
Such a construction clearly contradicts the maxi- 
reality of r(a*). 
Construct a directed graph D = (V, A) as follows. 
For each machine Mi (i = 1 . . . .  ,m), D has a node 
v~ ¢V, Suppose that the number of jobs on machine 
Mi in a* exceeds the number of jobs on Mi in g(n*). 
Let Jill be the first job on M~ in or* that is not in 
#(n*) and R~ the sequence of jobs on M~ that are not 
in g(Tr*). Suppose J[i] is scheduled on machine Mq in 
.q(n*J[i]). Then we know that q#i.  Draw an arc in 
D from vs to vq. If the number of jobs on machine 
M~ in a* does not exceed the number of jobs on 
M~ in ,q(n*), then vi has no outgoing arc. We can 
distinguish two cases: 
1. There is a vj ~ V with an incoming arc and no 
outgoing arc. Suppose (v~, vfl E A. Then we know 
that in or* and in g(n*) exactly the same jobs are 
scheduled on M j, because otherwise v~ would have 
had an outgoing arc. Also, 
2.2. The search tree 
We adopt aJorward branching rule: each node at 
level k of the search tree corresponds to an active 
permutation consisting of k jobs (k = 0 . . . . .  n). 
A node at level k has n - k descendant nodes: one 
for each unscheduled job. We employ an active 
node search: we branch only from one node at 
a time, thereby adding some unscheduled job J3 to 
n, which leads to the sequence nJj. We branch from 
the nodes in order of non-decreasing release date. 
We backtrack at level n, or if we can discard the 
active node. 
2.3. Upper bounds 
We used several constructive heuristics to gener- 
:t: ate upper bounds on L,,,~. Some of these heuristics 
are based on dispatching rules and some are based 
on cheapest insertion. Test results for these algo- 
rithms can be found in Section 3.2. 
2.4. Lower hounds 
C~] (,q (n*Jr~l)) ~< C[i] (a*), 
due to the way Jig] is assigned to a machine in 
g(n*J[0. Reschedule the sequence Ri on M~ instead 
of on Mg. The resulting schedule a' is also optimal 
and g(n*JEi]) does not deviate from a'. This is a con- 
tradiction with the maximality of z(a*). 
2. Each v e V has either an outgoing arc or nei- 
ther an incoming nor an outgoing arc. D must then 
contain a directed cycle K. Without loss of general- 
ity we assume that K = V~Vz ... %v~. Change a* to 
a' by moving the sequences R~ . . . . .  Rp as follows. 
Move sequence R~ to machine M2, R a to M3 . . . . .  
Rp ~ to Mp and Rp to M~. With the same argu- 
ments as in case case 1, we conclude that or' is 
optimal. Since g(n*J[1]) does not deviate from a', 
this is, again, a contradiction with the maximality 
of r(~*). [] 
This type of proof is valid for a broad class of 
parallel-machine problems, including PIrj, sul~T~ 
and PIr~lC,,,x. 
An important issue in the computation of lower 
bounds on L,,ax is how to take into account the 
necessary setups. Schutten et al. [8] observe that 
setups can be seen as setup jobs with specific release 
and due dates and processing times. Also sufficient 
conditions are given that ensure when a setup job 
may be introduced. In our application, we also use 
the concept of setup jobs in the computation of 
lower bounds. We present lower bounds on instan- 
ces of PIrjlL,,ax. These instances contain all jobs of 
the original problem as well as derived setup jobs. 
The lower bounds will then also be valid for the 
problem PIrj, sill . . . . Two kinds of lower bounds 
have been used: one in which we allow preemption, 
i.e., a job may be interrupted and resumed later on; 
the second lower bound is based on a lower bound 
for Pi~lLma,, given by Carlier [10]. 
2.4.1. The preemptive lower bound 
The problem l[rj, pmtnlL,,ax is easy to solve by 
Horn's rule [11]. This rule schedules at each mo- 
ment in time the job with the smallest due date 
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Table 1 
Data for a counter example 
Jj ~ pj dj 
J1 0 lO 10 
J2 3 l0 35 
J3 4 30 40 
J4 0 15 15 
among all released jobs. This rule, however, does 
not apply to Plrj, pmtn[L . . . .  To see this, consider 
the example from Table 1 with four jobs and two 
machines. 
Horn's rule gives the schedule JaJ2 on machine 
M~ and J4J 3 on machine M2. The maximum late- 
ness of this schedule is 5. The optimal schedule, 
however, is J1J3 on machine Ma and J4J2 on 
machine M 2 with maximum lateness 0. 
Suppose that we want to compute the preem- 
ptive lower bound in a node of the branch-and- 
bound tree. We are interested only whether this 
lower bound is at least ub, where ub is an upper 
bound on L . . . .  Suppose 7r is the permutation of 
a subset of ~,¢ that is associated with this node. Let 
ci be the completion time of the last job on machine 
M~ in g(z 0. Without loss of generality, we assume 
that c~ <~ c2 <~ ... <~ c,,. Each job J je~\~ must be 
completed before dj: = dj + ub - 1; otherwise, the 
lateness of Jj is at least ub, and n does not lead to an 
improvement ofub. Let T be the collection of points 
in time {rj[Jj • j \ rc} ~.) {dj I Jj e ~\~z} ~ {cl, ..., cm}. 
Define q :=  2 . (n - [ r r [ )+m;  q is the maximum 
number of elements in T. Let t~ (1 ~< i ~< q) be such 
that t~e T, U~=~ q = T and tj <~ tz ... <~ tq. We may 
assume that no job is interrupted at any moment in 
time, except, possibly, at q e T. 
Construct a directed graph D = (V, A) with: 
. . . .  
where s~ is the source and s2 the sink; vj is a node 
associated with the unscheduled job Jj; wle V is 
associated with the interval [ti, t~+l]. D has the 
following arcs: 
• (Sa, vj) with capacity pj; 
• (vj, w~) if O~<t~ and dj>~t~+l with capacity 
ti+ 1 - -  tl; 
• (wi, s2) with capacity max{kll <~ k <~ m, c~ <~ ti}" 
(ti+ 1 - t3. 
The number max{k[1 <~ k <~ m, Ck <~ tl} is the num- 
ber of machines that are available in the interval 
[ti, ti+ 1] for processing jobs from J \~ .  
In D, there exists a flow of value ~sj~\=PJ if and 
only if a preemptive schedule for the unscheduled 
jobs exists with maximum lateness maller than ub 
(see, e.g., 1-12]). So the problem of determining 
whether the maximum lateness in an optimal 
preemptive schedule is smaller than ub is equivalent 
to finding a maximum flow in the constructed 
graph D. Therefore, the preemptive lower bound 
can be computed in O(n 3) time. 
2.4.2. Carlier's lower bound 
Carlier [10] gives a lower bound on the optimal 
makespan for the parallel machine scheduling 
problem in which the jobs have heads and tails. 
Based on this lower bound, one can derive a lower 
bound for the problem P Ir~lLm, x. 
Let ~4_~ J \n .  w: = min(m, ldl). Suppose 
J . . . .  , J i ,  are the jobs in ~¢ with the w smallest 
release dates and Jj . . . . . .  Jjw the jobs in ~¢ with the 
w largest due dates. Then, 
G(d) :  = 
(ri l  + ... 4- ri~ ) + E j ,  e~.p j - -  (d j, + ... + djw ) 
W 
is a lower bound on L%x, for any ~¢ ~ J .  We refer 
to this lower bound as Carlier's lower bound. 
We choose to compute Carlier's lower bound 
for subsets ~'k and ~k of J ,  with ~k contain- 
ing jobs with the k largest release dates, and 
~k containing jobs with the k smallest due dates 
(1 ~< k ~< I J \ r t l ) .  
Of course, maxj ~t,~{rj + pj - d~} is also a lower 
bound on the maximum lateness of jobs in J\~z. 
2.5. Dominance rules 
Suppose nl and n2 are any two permutations 
of subsets of J .  If we know some way or another 
that nl never leads to a better solution than 
n2, then we say that nl is dominated by n2. 
There are some easy-to-check rules to establish that 
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n is dominated by another. These rules are called 
dominance rules. 
The dominance rules presented in Schutten et al. 
[8] for 1 Ir~, s~[L,,a~ are valid for the individual ma- 
chines in the problem PIr j, silLma~. The most impor- 
tant dominance rule states that whenever a release 
date of a job Jr is "too large", then nJj is dominated 
by nJk for some Jke J \n .  "Too large" can be ex- 
pressed more formally by r~ >~Ck(g(~Jk)) + s(f(k ), 
[(j)), with 
s(f(k),f( j)) ={~m)iff(j)¢f(k)otherwise 
If this dominance rule holds for Jj and Jk, then 
there is idle time before the processing of Jj in 
g(nJj). This idle time can be used for processing 
Jk without interfering with the processing of Jj. 
Now, we give a dominance rule that is specific for 
parallel machine problems. Suppose that nl and 7~ 2 
are different permutations of the same subset of J .  
If g(nl)= g(n2), then nl is dominated by n2, and 
vice versa. So, we may discard one of them. We can 
sharpen this rule slightly by saying that two sched- 
ules are equal (possibly after renumbering the ma- 
chines) if they have the same maximum lateness and 
each machine has the same completion time and 
ends with a job from the same family in both 
schedules. 
3. Implementation and computational experiments 
3.1. Implementation 
In Section 2.4, we presented two kinds of lower 
bounds: one based on a max-flow algorithm for the 
preemptive case and one based on Carlier's [10] 
lower bound. In terms of quality, the preemptive 
lower bound dominates Carlier's lower bound. In 
terms of speed, however, it is the other way around: 
Carlier's lower bound takes O(n log n) time and the 
preemptive lower bound O(n 3) time. We tested 
three versions of our branch-and-bound algorithm: 
one that uses only the preemptive lower bound, one 
that uses only Carlier's lower bound, and one that 
firstly computes Carlier's lower bound and then, if 
necessary, the preemptive lower bound. 
3.2. Computational experiments 
The performance of the branch-and-bound algo- 
rithm was evaluated for instances with up to 25 
jobs and 2 or 3 machines. All parameters were 
randomly generated from discrete uniform distri- 
butions, except for the release dates that come from 
a Poisson distribution. The processing times were 
drawn from the interval [1, 100], the number of 
families F from the interval [2, [_n/5]], and the 
family indices of the jobs from [1, F]. Let t5 denote 
the average processing time for the jobs. In addi- 
tion to n and m, there are three input parameters: 
• k, defining the mean interarrival time k.~/m, 
• t, defining the interval [rj + pj, rj + pj + t./5] 
from which the due date of job Jj is drawn, 
• s, defining the interval [1, s./5] from which the 
setup times are drawn. 
We generated instances for n = 10, 15, 20, 25, 
m=2,3 ,  k=l , l .2 ,1 .4 ,  t=  1 ,3ands=0.2 ,0 .6 ,1 .  
For each combination of n, m, k, t and s, we gener- 
ated 15 instances. Table 2 gives a summary of our 
computational results for varying values of n and k. 
The parameter k more or less determines the 
workload on the machines: the smaller k, the higher 
the workload. The column '# heur' gives the num- 
ber of times out of 180 that one of the heuristics 
found an optimal solution. The column '#Car '  
gives the number of times the algorithm found an 
optimal solution within one minute on a HP 
9000/710 workstation using only Carlier's lower 
bound. The column '%Car' gives this number as 
a percentage of the 180 instances. The columns 
' # pmtn', '%pmtn', ~ # both' and '%both' give the 
same data, but now for the algorithm that uses only 
the preemptive lower bound, and for the algorithm 
with both lower bounds. We see that the algorithm 
using only Carlier's lower bound gives the best 
results: it solves almost all instances with up to 15 
jobs. Also, the instances with a workload less than 
100% (k = 1) are solved quite often for problems 
with up to 20 jobs. The reason for this is that 
although more nodes are searched, the time per 
node is much smaller in this algorithm, compared 
with the algorithms that use the preemptive lower 
bound. This can also be concluded from Table 3. 
The column 'n-Car' gives the mean of the num- 
ber of nodes searched in the algorithm with only 
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Table 2 
Test results for varying n and k 
n k # heur # car %car # pmtn %pmtn # both %both 
10 1.0 30 180 100 180 100 180 100 
10 1.2 36 180 100 180 100 180 100 
10 1.4 47 180 100 180 100 180 100 
15 1.0 15 175 97.2 167 92.8 169 93.9 
15 1.2 23 179 99.4 174 96.7 178 98.9 
15 1.4 40 180 100 180 100 180 100 
20 1.0 8 134 74.4 111 61.7 114 63.3 
20 1.2 17 166 92.2 147 81.9 153 85.0 
20 1.4 28 177 98.3 167 92.8 171 95.0 
25 1.0 10 95 52.8 71 39.4 79 43.9 
25 1.2 8 128 71.1 113 62.8 115 63.9 
25 1.4 16 154 85.6 132 73.3 139 77.2 
Table 3 
Mean number of nodes investigated and mean computation time 
n k n-Car s-Car n-pmtn s-pmtn n-both s-both 
10 1.0 811 0.2 484 0.5 484 0.3 
10 1.2 481 0.1 343 0.3 343 0.2 
10 1.4 242 0.0 182 o. 1 182 0.1 
15 1.0 14,936 2.4 3,695 5.1 4,377 3.9 
15 1.2 7,314 1.0 2,789 3.0 3,674 2.9 
15 1.4 3,615 0.6 2,181 2.5 2,181 1.8 
20 1.0 40,822 6.1 6,272 10.0 7,610 7.6 
20 1.2 36,054 5.2 6,712 7.7 8,831 7.0 
20 1.4 15,685 2.2 4,633 4.5 5,642 4.3 
25 1.0 52,642 6.6 6,323 7.7 11,053 9.2 
25 1.2 37,391 4.4 6,464 7.6 7,401 5.9 
25 1.4 34,786 4.3 6,287 6.6 8,844 7.0 
Car l ier 's  lower  bound and the co lumn 's -Car '  gives 
the mean computat ion  t ime in seconds for this 
a lgor i thm.  The means  are taken over  those instan-  
ces that  are solved within one minute.  The co lumns  
'n -pmtn' ,  's -pmtn' ,  'n -both '  and 's -both '  give the 
cor respond ing  data  for the a lgor i thm with only  the 
preempt ive  lower  bound and the a lgor i thm with 
both  lower  bounds.  
4. Conclusions 
We have presented an opt imizat ion  a lgor i thm 
for the prob lem Plrj, silL,~x. In the s ing le-machine 
case, a dominance  rule, concern ing the release date 
of a job  being too  large, was impor tant .  This domi -  
nance rule does not  work  as well in this prob lem,  
because the mean interarr ival  t ime in this p rob lem 
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is, of course, smaller. We saw that Carlier's lower 
bound was more effective than the preemptive 
lower bound. Future research can be done on algo- 
rithms that yield possibly better upper bounds, 
such as algorithms based on tabu search and on 
simulated annealing. 
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