Let k be a non-archimedean local field with residual characteristic p. Let G be a connected reductive group over k that splits over a tamely ramified field extension of k. Suppose p does not divide the order of the Weyl group of G. Then we show that every smooth irreducible complex representation of G(k) contains an s-type of the form constructed by Kim-Yu and that every irreducible supercuspidal representation arises from Yu's construction. This improves an earlier result of Kim, which held only in characteristic zero and with a very large and ineffective bound on p. By contrast, our bound on p is explicit and tight, and our result holds in positive characteristic as well. Moreover, our approach is more explicit in extracting an input for Yu's construction from a given representation.
Introduction
The aim of the theory of types is to classify, up to some natural equivalence, the smooth irreducible complex representations of a p-adic group in terms of representations of compact open subgroups. For GL n it is known that every irreducible representation contains an stype. This theorem lies at the heart of many results in the representation theory of GL n and plays a key role in the construction of an explicit local Langlands correspondence for GL n as well as in the study of its fine structure. One of the main results of this paper is the existence of s-types for general p-adic groups and the related exhaustion of supercuspidal representations under minimal tameness assumptions. These tameness assumptions arise from the nature of the available constructions of supercuspidal representations for general p-adic groups.
To explain our results in more detail, let k denote a non-archimedean local field with residual characteristic p and let G be a (connected) reductive group over k. Before introducing the notion of a type, let us first discuss the case of supercuspidal representations, the building blocks of all other representations. Since the constructions below of supercuspidal representations for general reductive groups G assume that G splits over a tamely ramified extension of k, we will impose this condition from now on. Under this assumption, Yu ([Yu01] ) gave a construction of supercuspidal representations as representations induced from compact mod center, open subgroups of G(k) generalizing an earlier construction of Adler ([Adl98] ). Yu's construction is the most general construction of supercuspidal representations for general reductive groups known at present and it has been widely used to study representations of p-adic groups, e.g. to obtain results about distinction, to calculate character formulas, to suggest an explicit local Langlands correspondence and to investigate the theta correspondence. However, all these results only apply to representations obtained from Yu's construction. In this article, we prove that all supercuspidal representations of G(k) are obtained from Yu's construction if p does not divide the order of the Weyl group W of G. This result was previously shown by Kim ([Kim07] ) under the assumption that k has characteristic zero and that p is "very large". Note that Kim's hypotheses on p depend on the field k and are much stronger than our requirement that p ∤ |W |, see [Kim07, § 3.4 ]. The few primes that divide the order of the Weyl group of G are listed in Table 1 , and we expect that this assumption is optimal in general for the following reason. Yu's construction is limited to tori that split over a tamely ramified field extension of k. If p does not divide the order of the Weyl group of G and G splits over a tamely ramified extension (our assumptions), then all tori split over a tame extension. However, if one of these assumptions is violated, then, in general, the group G contains tori that do not split over a tame extension (for some non-split inner forms of split groups of type A n , n ≥ 2, D l , l ≥ 4 prime, or E 6 the condition on the prime number is slightly weaker, see [Fin18, Theorem 2.4 and Corollary 2.6] for the details). We expect that we can use these tori to produce supercuspidal representations that were not constructed by Yu . Examples of such representations are provided by the construction of Reeder and Yu ([RY14] ), whose ingredients exist also when p | |W | (whenever they exist for some large prime p), see [FR17] and [Fin17] .
In order to study arbitrary smooth irreducible representations, we recall the theory of types introduced by Bushnell and Kutzko ([BK98] ): By Bernstein ([Ber84] ) the category R(G) of smooth complex representations of G(k) decomposes into a product of subcategories R s (G) indexed by the set of inertial equivalence classes I of pairs (L, σ) consisting of a Levi subgroup L of (a parabolic subgroup of) G together with a smooth irreducible supercuspidal representation σ of L(k):
Let s ∈ I. Following Bushnell-Kutzko ([BK98]), we call a pair (K, ρ) consisting of a compact open subgroup K of G(k) and an irreducible smooth representation ρ of K an s-type if for every irreducible smooth representation π of G(k) the following holds:
π lies in R s (G) if and only if π| K contains ρ.
In this case the category R s (G) is isomorphic to the category of (unital left) modules of the Hecke algebra of compactly supported ρ-spherical functions on G(k). Thus, if we know that there exists an s-type for a given s ∈ I, then we can study the corresponding representations R s (G) using the corresponding Hecke algebra. We say that a smooth irreducible representation (π, V ) of G(k) contains a type if there exists an s-type (K, ρ) for the class s ∈ I that satisfies (π, V ) ∈ R s (G), i.e. π| K contains ρ.
Using the theory of G-covers introduced by Bushnell and Kutzko in [BK98], Kim and Yu ([KY17] ) showed that Yu's construction of supercuspidal representations can also be used to obtain types by omitting some of the conditions that Yu imposed on his input data. In this paper we prove that every smooth irreducible representation of G(k) contains such a type if k is a non-archimedian local field of arbitrary characteristic whose residual characteristic p does not divide the order of the Weyl group of G(k). This excludes only a few residual characteristics, and we expect the restriction to be optimal in general as explained above. If k has characteristic zero and p is "very large", then Kim and Yu deduced this result already from Kim's work ( [Kim07] ).
Our approach is very different from Kim's approach. While Kim proves statements about a measure one subset of all smooth irreducible representations of G(k) by matching summands of the Plancherel formula for the group and the Lie algebra, we use a more explicit approach involving the action of one parameter subgroups on the Bruhat-Tits building. This means that even though we have formulated some statements and proofs as existence results, the interested reader can use our approach to extract the input for the construction of a type from a given representation.
To indicate the rough idea of our approach, we assume from now that p does not divide the order of the Weyl group of G, and we denote by (π, V ) an irreducible smooth representation of G(k). Recall that Moy and Prasad ( [MP94, MP96] ) defined for every point x in the Bruhat-Tits building B(G, k) of G and every non-negative real number a compact open subgroup G x,r ⊂ G(k) and a lattice g x,r ⊂ g in the Lie algebra g = Lie(G)(k) of G such that G x,r G x,s and g x,r ⊆ g x,s for r > s. Moy and Prasad defined the depth of (π, V ) to be the smallest non-negative real number r 1 such that there exists a point x ∈ B(G, k) so that the space of fixed vectors V G x,r 1 + under the action of the subgroup G x,r 1 + := s>r 1 G x,s is non-empty. In [MP96] they showed that every irreducible depth-zero representation contains a type. A different proof using Hecke algebras was given by Morris ([Mor99] , announcement in [Mor93] ). More generally, Moy and Prasad showed that (π, V ) contains an unrefined minimal K-type, and all unrefined minimal K-types are associates of each other. For r 1 = 0, an unrefined minimal K-type is a pair (G x,0 , χ), where χ is a cuspidal representation of the finite (reductive) group G x,0 /G x,0+ . If r 1 > 0, then an unrefined minimal K-type is a pair (G x,r 1 , χ), where χ is a nondegenerate character of the abelian quotient G x,r 1 /G x,r 1 + . While the work of Moy and Prasad revolutionized the study of representations of p-adic groups, the unrefined minimal K-type itself determines the representation only in some special cases. Our first main result in this paper (Theorem 6.1) shows that every smooth irreducible representation of G(k) contains a much more refined invariant, which we call a datum. A datum is a tuple
for some integer n, where x ∈ B(G, k), X i ∈ g * for 1 ≤ i ≤ n satisfying certain conditions and (ρ 0 , V ρ 0 ) is an irreducible representation of a finite group (which is the reductive quotient of the derived group of a twisted Levi subgroup of G), see Definition 4.1 and Definition 4.2 for the details. Our datum can be viewed as a refinement of the unrefined minimal K-type of Moy and Prasad as follows. To a datum (x, (X i ) 1≤i≤n , (ρ 0 , V ρ 0 )) we associate a sequence of subgroups G ⊃ H 1 ⊃ H 2 ⊃ . . . ⊃ H n ⊃ H n+1 , which are (apart from allowing H 1 = G 1 ) the derived groups of twisted Levi subgroups G ⊃ G 1 ⊃ G 2 ⊃ . . . ⊃ G n ⊃ G n+1 , and real numbers r 1 > r 2 > . . . > r n > 0 such that for 1 ≤ i ≤ n the element X i corresponds to a character χ i of
is an unrefined minimal K-type of depth r i for some subrepresentation of (π| H i , V ).
The existence of a datum for any irreducible representation of G(k) is a key ingredient for producing the input that is needed for the construction of types as in ). In order to exhibit a datum in a given representation, we require the elements (X i ) 1≤i≤n in the datum (x, (X i ) 1≤i≤n , (ρ 0 , V ρ 0 )) to satisfy slightly stronger conditions than the non-degeneracy necessary for an unrefined minimal K-type. We call our conditions almost strongly stable and generic, see Definition 3.1 and Definition 3.5. These conditions ensure that the deduced input for Yu's construction is generic in the sense of Yu ([Yu01, § 15]) and at the same time they are crucial for the proof of the existence of the datum. The existence of a datum in (π, V ) is proved recursively, i.e. by first showing the existence of a suitable element X 1 , then finding a compatible element X 2 , and then X 3 , etc., until we obtain a tuple (X i ) 1≤i≤n and finally exhibit the representation (ρ 0 , V ρ 0 ). The existence of X 1 can be considered as a refinement of the existence of an unrefined minimal K-type by Moy and Prasad and relies on the existence result of almost strongly stable and generic elements proved in Proposition 3.10. When constructing the remaining part of the datum we need to ensure its compatibility with X 1 and rely on several preparatory results proved in Section 5. At this step the imposed conditions on the elements X i become essential.
The final crucial part of this paper is concerned with deducing from the existence of a datum in Theorem 7.12 that every smooth irreducible representation of G(k) contains one of the types constructed by Kim-Yu and, similarly, that every irreducible supercuspidal representation of G(k) arises from Yu's construction, see Theorem 8.1. This requires using the elements X i from the datum to provide appropriate characters of the twisted Levi subgroups G i (2 ≤ i ≤ n+1) and using (ρ 0 , V ρ 0 ) to produce a depth-zero supercuspidal representation π 0 of G n+1 (k). We warn the reader that the depth-zero representation of G n+1 (k) is in general not simply obtained by extending and inducing (ρ 0 , V ρ 0 ). The relationship between ρ 0 and π 0 requires the study of Weil representations and can be found in Section 7, in particular in Lemma 7.8. The main difficulty lies in showing that a potential candidate for the depth-zero representation π 0 of G n+1 (k) is supercuspidal, which is the content of Lemma 7.10.
We conclude the paper by mentioning in Corollary 8.3 how to read off from a datum for (π, V ) if the representation (π, V ) is supercuspidal or not.
We would like to point out that the exhaustion of supercuspidal representations and the existence of types for arbitrary smooth irreducible representations have already been extensively studied for special classes of reductive groups for which other case-specific tools are available, e.g. a lattice theoretic description of the Bruhat-Tits building and a better understanding of the involved Hecke algebras. In 1979, Carayol ([Car79]) gave a construction of all supercuspidal representations of GL n (k) for n a prime number different from p. In 1986, Moy ([Moy86] ) proved that Howe's construction ( [How77] ) exhausts all supercuspidal representations of GL n (k) if n is coprime to p. Bushnell and Kutzko extended the construction to GL n (k) for arbitrary n and proved that every irreducible representation of GL n (k) contains a type ([BK93, BK98, BK99]). As mentioned above, these results play a crucial role in the representation theory of GL n (k). Based on the work for GL n (k), Bushnell ([Bro98] ) treated division algebras without restriction on the characteristic). The existence of types for inner forms of GL n (k) plays a key role in the explicit description of the local Jacquet-Langlands correspondence.
Structure of the paper. In Section 2, we collect some consequences of the assumption that the residual field characteristic p does not divide the order of the Weyl group of G. Section 3 concerns the definition and properties of almost strongly stable and generic elements and includes an existence result for almost strongly stable and generic elements. In Section 4, we introduce the notion of a datum and define what it means for a representation to contain a datum and for a datum to be a datum for a representation. The proof that every smooth irreducible representation of G(k) contains a datum is the subject of Section 6. Several results that are repeatedly used in this proof are shown in the preceding section, Section 5. In Section 7, we use the result about the existence of a datum to derive that every smooth irreducible representation of G(k) contains one of the types constructed by Kim and Yu, and, in Section 8, we prove analogously that every smooth irreducible supercuspidal representation of G(k) arises from Yu's construction.
Conventions and notation. Throughout the paper, we require reductive groups to be connected and all representations are smooth complex representations unless mentioned otherwise. We do not distinguish between a representation and its isomorphism class. As explained in the introduction, by type we mean an s-type for some inertial equivalence class s.
We will use the following notation throughout the paper: k is a non-archimedean local field (of arbitrary characteristic) and G is a reductive group over k that will be assumed to split over a tamely ramified field extension of k. We write f for the residue field of k and denote its characteristic by p. We fix an algebraic closure k of k and all field extensions of k are meant to be algebraic and assumed to be contained in k. For a field extension F of k, we denote by F ur its maximal unramified field extension (in k). We write O for the ring of integers of k, P for its maximal ideal, π for a uniformizer, and val : k → Z ∪ {∞} for a valuation on k with image Z ∪ {∞}. If F is an (algebraic) field extension of k, then we also use val to denote the valuation on F that extends the valuation on k. We write O F for the ring of integers in F and P F for the maximal ideal of O F .
Throughout the paper we fix an additive character ϕ : k → C * of k of conductor P.
If E is a field extension of a field F and H is a scheme defined over the field F , then we denote by H E or H × F E the base change H × Spec F Spec E. If A is an F -module, then we write A E for A ⊗ F E and A * for the F -linear dual of A. For X ∈ A * and Y ∈ A E , we write
If a group acts on A, then we let it also act on A * via the contragredient action.
In general, we use upper case roman letters, e.g. G, H, G i , T, . . ., to denote linear algebraic groups defined over a field F , and we denote the F -points of their Lie algebras by the corresponding lower case fractur letters, e.g. g, h, g i , t. The action of the group on its Lie algebra is the adjoint action, denoted by Ad, unless specified otherwise. If H is a reductive group over F , then we denote by H der its derived group. Moreover, if S is a split torus contained in H (defined over F ), then we write X * (S) = Hom F (S, G m ) for the characters of S defined over F , X * (S) = Hom F (G m , S) for the cocharacters of S (defined over F ), Φ(H, S) ⊂ X * (S) for the roots of H with respect to S, and if S is a maximal torus, thenΦ(H, S) ⊂ X * (S) denotes the coroots. We might abbreviate Φ(H k , T ) by Φ(H) for a maximal torus T of H k if the choice of torus T does not matter. We use the notation ·, · : X * (S) × X * (S) → Z for the standard pairing, and if S is a maximal torus, then we denote byα ∈Φ(H, S) the dual root of α ∈ Φ(H, S). For a subset Φ of X * (S) ⊗ Z R (or X * (S)⊗ Z R) and R a subring of R, we denote by RΦ the smallest R-submodule of X * (S)⊗ Z R (or X * (S) ⊗ Z R, respectively) that contains Φ. For χ ∈ X * (S) and λ ∈ X * (S), we denote by dχ ∈ Hom F (Lie(S), Lie(G m )) and dλ ∈ Hom F (Lie(G m ), Lie(S)) the induced morphisms of Lie algebras.
If (π, V ) is a representation of a group H, then we denote by V H the elements of V that are fixed by H. If H ′ is a group containing H as a subgroup and h ′ ∈ H ′ , then we define the representation (
Finally, we let R = R ∪ {r + | r ∈ R} with its usual order, i.e. for r and s ∈ R with r < s, we have r < r+ < s < s+. 
Recall that if V is a finite dimensional linear algebraic representation of a reductive group H defined over some field F , then X ∈ V (F ) is called semistable under the action of H if the Zariski-closure of the orbit H(F ).X ⊂ V (F ) does not contain zero, and is called unstable otherwise. We introduce two slightly stronger notions for our setting.
• We say that X is almost strongly stable (at x) if the G-orbit of X is closed and
• We say that X is almost stable if the G-orbit of X is closed.
Proof. 
Lemma 3.4. Let X ∈ g * be almost stable (under the contragredient of the adjoint action of G). Then the centralizer Cent G (X) of X in G is a twisted Levi subgroup of G.
It suffices to show that Cent
Since p does not divide the order of the Weyl group of G, we can G kequivariantly identify g with g k (see [AR00, Proposition 4.1], Lemma 2.2(e) and Lemma 2.2(b)). Using this identification to view X in g, by [Bor91, 14. 25 Proposition], every X is contained in the Lie algebra of a Borel subgroup B = T U for T a maximal torus and U the unipotent radical of B (defined over k). Hence we can write X = X s + X n , where X s ∈ Lie(T )(k) and X n ∈ Lie(U)(k), and there exists a one parameter subgroup λ : G m → T ⊂ Cent G k (X s ) such that lim t→0 λ(t).X n = 0, and therefore lim t→0 λ(t).X = X s . Since X is almost stable, this implies that X s is contained in the G(k)-orbit of X, and it suffices to consider X = X s . In other words, we may assume that X is in the zero eigenspace in g * k of T . Since p is not a torsion prime forΦ(G) (Lemma 2.2(d)) and p does not divide the index of connection of Φ(G) (Lemma 2.2(e)), we obtain by [Yu01, Proposition 7.1. and 7.2] (which is based on [Ste75] ) that the centralizer Cent G k (X) of X in G k is a connected reductive group whose root datum is given by (X
Note thatΦ X is a closed subsystem ofΦ (i.e. ZΦ X ∩Φ =Φ X ). Since ZΦ/ZΦ X is p-torsion free by Lemma 2.2(c), we haveΦ X = QΦ X ∩Φ and hence Φ X = QΦ X ∩ Φ. By [Bou02, VI.1, Proposition 24] there exists a basis ∆ for Φ containing a basis ∆ X for Φ X . Thus Cent G k (X) is a Levi subgroup of G k .
Definition 3.5. We say that an almost stable (at x) element X ∈ g * is generic of depth r (at x) if there exists a tamely ramified extension E over k and a split maximal torus
• X ∈ g * x,r (i.e. X(g x,(−r)+ ) ⊂ P), and
Note that H α = dα(1) = 0, because p does not divide the index of connection of Φ(G) by Lemma 2.2(e).
Lemma 3.6. Let X ∈ g * be almost stable and generic of depth r at x. Then for every (split) maximal torus T ⊂ Cent G (X) × k k we have
Since the split maximal tori of Cent G (X) × k k are conjugate in Cent G (X) × k k, we have X(H α ) = 0 or val(X(H α )) = r for α ∈ Φ(G, T ). By [Yu01, Propostion 7.1], we have α ∈ Φ(Cent G (X), T ) if and only if X(H α ) = 0, see also the proof of Lemma 3.4.
Corollary 3.7. Let X ∈ g * − {0} be almost stable and generic of depth r at x. Then
Proof. Let E be a tame extension of k and T a split maximal torus of Cent G (X) × k E such that x ∈ A (T, E). By Lemma 2.2(e) the element H α is of depth zero for all α ∈ Φ(G, T ). Hence d(x, X) = d E (x, X) = r by Lemma 3.6. If y ∈ B(G E , E), s ∈ R and X ∈ (g * E ) y,s , then [Yu01, Lemma 8.2] implies that X restricted to Lie(T )(E) lies in Lie(T )
* (E) s . Since X has depth d(x, X) = r when restricted to Lie(T )(E), we deduce that
Corollary 3.8. Let X ∈ g * − {0} be almost stable and generic of depth r at x. Then X is almost strongly stable at x.
Proof.
Suppose X is not almost strongly stable at x. Then X ∈ g * x,r /g * x,r+ is unstable. Since f is perfect, by [Kem78, Corollary 4.3] there exists a non-trivial one parameter subgroup λ :
Let S be a maximal split torus of G x containing λ(G m ). Then there exists a split torus S (defined over O k ) in the parahoric group scheme P x of G at x whose special fiber is S and whose generic fiber S is a split torus in G. This allows us to lift λ to a one parameter subgroup λ : G m → S ⊂ G. Let A (S, k) be the apartment of S (i.e. the apartment of a maximal torus in G that contains S). Then A (S, k) contains x and is the affine space underlying the real vector space X * (S) ⊗ Z R. If ǫ > 0 is sufficiently small, we obtain X ∈ g * x+ǫλ,r+ . Hence d(X) > r, which contradicts Corollary 3.7.
Recall that if G
′ is a Levi subgroup of (a parabolic subgroup of) G, then we have an embedding of the corresponding Bruhat-Tits buildings B(G ′ , k) ֒→ B(G, k). Even though this embedding is only unique up to some translation, its image is unique. Since we assume that all tori of G split over tamely ramified extensions of k, every twisted Levi subgroup of G becomes a Levi subgroup over a finite tamely ramified extension of k. Hence using (tame) Galois descent, we obtain a well defined image of
In the sequel, we might identify B(G ′ , k) with its image in B.
Note that since p does not divide the index of connection of Φ(G) (Lemma 2.2(e)), Adler and Roche ([AR00, Proposition 4.1]) provide a non-degenerate, G-equivariant, symmetric bilinear form B : g × g → k such that the induced identification of g with g * identifies g x,r with g * x,r for all x ∈ B(G, k), r ∈ R. Using the bilinear form to view (g
* as a subset of g * , we have the following lemma, which is a translation of a result by Kim-Murnaghan ([KM03, Lemma 2.3.3]) into the dual setting.
Lemma 3.9 (Kim-Murnaghan). Let r ∈ R, x ∈ B, and let X ∈ g * x,r ⊂ g * be almost stable and generic of depth r.
Proof. Suppose X = 0 as the statement is trivial otherwise. Let E be a tame extension of k and T a split maximal torus of Cent G (X)× k E such that x ∈ A (T, E). By the definition of the bilinear form B in the proof of [AR00, Proposition 4.1] (a sum of scalings of killing forms together with a bilinear form on the center) together with Lemma 3.6, the almost stable and generic element X corresponds to an elementX of t = Lie(T )(k) ⊂ g, hence of t r = t∩g x,r . Moreover, it follows from the definition of the bilinear form that dα(X) = X(H α ). Hence Lemma 3.6 implies thatX is a good semisimple element of depth r. Since Cent G (X) = Cent G (X) and X ′ corresponds to an element in g To state the following main result in this section more conveniently, we fix a G-equivariant distance function d : B(G, k) × B(G, k) → R ≥0 on the building B(G, k), which is the restriction of a distance function d E : B(G, E) × B(G, E) → R ≥0 for some tame extension E of k over which G splits that satisfies |α(x − y)| ≤ d E (x, y) for all maximal split tori T E of G E and all x, y ∈ A (T, E). (This normalization will only become relevant later.) Proposition 3.10. Let r ∈ R and x ∈ B. If X ∈ g * x,r is almost strongly stable at x, then for every ǫ > 0 there exists
contains an element X that is almost strongly stable and generic of depth r at x, and the points x and
Proof. Let T be a maximal torus of Cent G (X) and E a tame extension of k over which T splits. Choose a point y in
Thus the depth of X at y is equal to the depth of X restricted to t = Lie(T )(k). On the other hand, by [Yu01, Lemma 8.2], the assumption that X ∈ g * x,r implies that X restricted to t lies in t * r . Hence d(y, X) ≥ r. Since r = d(X) by Lemma 3.2, we deduce that d(y, X) = r.
Claim. X + g * y,r+ contains an almost stable and generic element of depth r. Proof of claim. LetΦ 0 ⊂Φ :=Φ(G, T E ) be the collection of corootsα for which val(X(H α )) > r. Note thatΦ 0 is a closed subsystem ofΦ (i.e. ZΦ 0 ∩Φ =Φ 0 ). Since ZΦ/ZΦ 0 is p-torsion free by Lemma 2.2(c), we also haveΦ 0 = QΦ 0 ∩Φ. Moreover, since X and T are defined over k, the setΦ 0 is stable under the action of the Galois group Gal(E/k). Let Y ⊂ g E = Lie(G)(E) be the E-subspace spanned by {H α |α ∈Φ 0 }. By the above observations aboutΦ 0 , the subspace Y is Gal(E/k)-stable, and if
T is a Gal(E/k)-stable complement to Y in Lie(T )(E), and we set
Then Y ⊥ is a Gal(E/k)-stable complement to Y in g E , and we define
Since Y and Y ⊥ are Gal(E/k)-stable and X is defined over k, the linear functional X ′ is Gal(E/k)-invariant and hence defined over k, i.e. we can view X ′ as an element of g * .
Let∆ 0 be a basis forΦ 0 , and∆ a basis forΦ containing∆ 0 (which is possible by [Bou02, VI.1, Proposition 24]). Forα ∈∆, we denote byω α ∈ QΦ the fundamental coweight corresponding to α, i.e. ω α , α = 1 and ω α , β = 0 forβ ∈∆ − {α}. Similarly, forα ∈∆ 0 , letω 0 α ∈ QΦ 0 be the fundamental coweight with respect to the (co-)root systemΦ 0 . By Lemma 2.2(e), we haveω
and Hω0
. Then we have
For β ∈ Φ, we haveβ = α∈∆ β , α ω α , and hence we obtain
Recall that β , α are integers forα ∈∆ and that the index of the coroot lattice ZΦ 0 in the coweight lattice Z[ω α |α ∈Φ 0 ] is coprime to p by Lemma 2.2(e). Hence
Thus, by the definition ofΦ 0 , we obtain val(X ′ (H β )) > r for allβ ∈Φ. In addition, X ′ vanishes on the center of g E and on α∈Φ(G,T ) (g E ) α , because these subspaces are contained in Y ⊥ . Hence, by Lemma 2.2(e), we have val(X ′ ((g E ) y,0 )) ⊂ R >r .
Using that the Moy-Prasad filtration behaves well with respect to base change (Equation (1)), we obtain
Thus X ′ ∈ g * y,r+ , and X = X − X ′ ∈ X + g * y,r+ with val( X(H α )) = r forα ∈Φ 0 and X(H α ) = 0 forα ∈Φ 0 .
In order to prove the claim, it remains to show that the orbit of X is closed. Since p ∤ |W | we can G-equivariantly identify g * with g as above. Since T is in Cent G (X) and acts trivially on X ′ , the torus T also centralizes X = X − X ′ , and hence X ⊂ Lie(T )(E) under the identification of g * with g. Thus X is semisimple, and therefore its G-orbit is closed ([Bor91, 9.2]). Hence X ∈ X + g * y,r+ is almost stable and generic of depth r at y. To finish the proof of the lemma, recall that 3.7) . We write G ′ = Cent G ( X) and g ′ = Lie(G ′ )(k). Since X ′ has depth greater r at y and vanishes on
Hence we deduce from Lemma 3.9 that x ∈ B(G ′ , k). Thus there exists a maximal torus T in G ′ ⊂ G with x ∈ A ( T ), and, by Lemma 3.6, the element X is almost stable and generic of depth r at x.
If X ∈ X + g * x,r+ , then we are done by choosing x ′ = x and observing that X = X.
Hence it remains to consider the case that X / ∈ X + g * 
′ at x (defined over f) such that lim t→0 λ(t).X ′ = 0. As in the proof of Corollary 3.8, we let S be a maximal split torus of G ′ x containing λ(G m ), and S a split torus (defined over O k ) in the parahoric group scheme P ′ x of G ′ at x whose special fiber is S and whose generic fiber S is a split torus in G ′ . This allows us to consider λ as an element λ of X * (S). Let A (S, k) be the apartment of S (i.e. the apartment of a maximal (maximally split) torus T S ⊂ G ′ containing S). Then A (S, k) contains x and is the affine space underlying the real vector space X * (S) ⊗ Z R. If ǫ > 0 is sufficiently small, then X ′ ∈ g * x+ǫλ,r+ and X ≡ X mod g * x+ǫλ,r+ . Let E ′ be a tamely ramified extension of k over which T S splits. Then
, and since T S ⊂ G ′ = Cent G (S), the element X is almost stable and generic at x ′ of depth r (by Lemma 3.6). Assuming ǫ is sufficiently small, the quotient g * x ′ ,r /g * x ′ ,r+ is a quotient of a subspace of g * x,r /g * x,r+ , and the reductive quotient G x ′ is a quotient of a subgroup of G x . Identifying the images of (t * S ) r in g * x ′ ,r /g * x ′ ,r+ and in g * x,r /g * x,r+ and the root subspaces of g * x ′ ,r /g * x ′ ,r+ with the corresponding root subspaces in g * x,r /g * x,r+ , we can view g * x ′ ,r /g * x ′ ,r+ as a subspace of g * x,r /g * x,r+ , and similarly view G x ′ as a subgroup of G x . Under this identification lim t→0 λ(t).X = lim t→0 λ(t).( X +X ′ ) = lim t→0 λ(t). X ∈ g * x,r /g * x,r+ is contained in g * x ′ ,r /g * x ′ ,r+ and coincides with the image of X in g *
is semistable under the action of G x , the limit lim t→0 λ(t).X is also semistable under the action of G x , and hence under the action of G x ′ ⊂ G x . Thus X ⊂ X + g x ′ ,r+ is almost strongly stable at x ′ .
Aside 3.11. The claim proved within the proof of Proposition 3.10 is the dual statement of [Fin18, Theorem 3.3] and could be deduced from the latter as well. We decided to give an independent (but analogous) proof so that the reader has the option to see what assumptions on p enter the claim at which point and observe that in many cases slightly weaker assumptions on p suffice.
The datum
In this section we define the notion of a datum of G and what it means for a datum to be contained in a smooth irreducible representation of G(k). In Section 6 (Theorem 6.1) we will show that every irreducible representation contains such a datum. From this result we will deduce in Section 7 (Theorem 7.12) and Section 8 ( Definition 4.1. Let n ∈ Z ≥0 . An extended datum of G of length n is a tuple
where (a) r 1 > r 2 > . . . > r n > 0 are real numbers
satisfying the following conditions for all 1 ≤ i ≤ n
(ii) X i is almost strongly stable and generic of depth −r i at x ∈ B(G i , k) as element of g * i (under the action of
A truncated extended datum of G of length n is a tuple
data as above satisfying (a) through (d) and (i) through (iii).
Definition 4.2. Let n ∈ Z ≥0 . A datum of G of length n is a tuple (x, (X i ) 1≤i≤n , (ρ 0 , V ρ 0 )) consisting of a point x ∈ B(G, k), elements X i ∈ g * for 1 ≤ i ≤ n and an irreducible represen-
for which there exist real numbers r 1 > r 2 > . . . > r n > 0 and a sequence of twisted Levi subgroups
A truncated datum of G of length n is a tuple (x, (X i ) 1≤i≤n ) consisting of a point x ∈ B(G, k) and elements X i ∈ g * for 1 ≤ i ≤ n for which there exist real numbers r 1 > r 2 > . . . > r n > 0 and a sequence of twisted Levi subgroups
Given a truncated datum (x, (X i ) 1≤i≤n ) or a datum (x, (X i ) 1≤i≤n , (ρ 0 , V ρ 0 )) of G of length n, we denote by (x, (r i ) 1≤i≤n , (X i ) 1≤i≤n , (G i ) 1≤i≤n+1 ) the unique truncated extended datum containing it or by (x, (r i ) 1≤i≤n , (X i ) 1≤i≤n , (G i ) 1≤i≤n+1 , (ρ 0 , V ρ 0 ) ) the unique extended datum containing it, respectively, as in Definition 4.2. For convenience, we set r n+1 = 0. In addition, we define for 1 ≤ i ≤ n + 1 the following associated subgroups
> 0 ( r, r ′ ∈ R) and 1 ≤ i ≤ n, we choose a maximal torus T of G i+1 and denote by E a finite tamely ramified extension of k over which T splits. Then we define
where U α (E) x,r denotes the Moy-Prasad filtration subgroup of depth r (at x) of the root group U α (E) ⊂ G(E) corresponding to the root α, and shows that this definition is independent of the choice of T and E. We define the subalgebras h i , (h i ) x, r and (h i ) x, r, r ′ of g analogously.
where ϕ : k → C * is an additive character of k of conductor P that is fixed throughout the paper.
Similarly, (π, V π ) is said to contain a truncated datum (x, (
contains a one dimensional subspace on which (H i ) x,r i ,
The data that we are going to use to extract a type from a given representation are the following.
Definition 4.4. Let (π, V π ) be a smooth irreducible representation of G(k). We say that a tuple (x, (
, then the dimension of the facet of B(G n+1 , k) that contains x is at least the dimension of the facet of B(Cent G (
Some results used to exhibit data
In order to prove that every irreducible representations of G(k) contains a datum, we first prove a lemma and derive some corollaries that we are going to repeatedly use in the proof of the existence of a datum in Section 6. (The reader might skip this section at first reading and come back to it when the results are used in the proof of Theorem 6.1.)
Lemma 5.1. Let x ∈ B(G, k), r ∈ R >0 , and let X ∈ g * − {0} be almost stable and generic of depth −r at x. Write
, and T be a maximal torus of G ′ that splits over a tamely ramified extension E of k. We set t = Lie(T )(k), 
acts trivially, and V ′ is a subspace of V that is stable under the action of a subgroup
where Ad denotes the contragredient of the adjoint action. Choose a Chevalley system {x α :
for some constant c ∈ E with val(c) = val(X(H α )) = −r, by Lemma 3.6. From this description, we see that
x,r ′ −r , and hence f X (r ′′ ∩ g x,r ′ ) = j * ∩ (g * ) x,r ′ −r because E is tamely ramified over k. In particular, f X : r ′′ → j * is a vector space isomorphism.
Let Z ∈ g x,r ′ for some r ′ ∈ R. Then by [Adl98, Proposition 1.6.3], we have
, we obtain
, and
To prove the remaining claim, observe that for
, and hence
Corollary 5.2. Let n be a positive integer and (x, (X i ) 1≤i≤n ) a truncated datum of length n (with corresponding truncated extended datum
≤ d < r j and
Proof. Let g ∈ (H j ) x,r j −d−ǫ be as constructed in the proof of Lemma 5.1(b) applied to the group H j with almost stable and generic element X j of depth r j . Hence (π|
Corollary 5.3. Let n be a positive integer and (x, (X i ) 1≤i≤n ) a truncated datum of length n (with corresponding truncated extended datum
Proof.
Since (H i ) y,r i −ǫ, , respectively. We obtain g = g n · . . .
′ via π is given by ϕ • X i for 1 ≤ i ≤ n, and the action of any subgroup H of (H n+1 ) x,2ǫ+ that stabilizes V ′ also stabilizes V ′′ and
Corollary 5.4. Let n be a positive integer and (x, (X i ) 1≤i≤n ) a truncated datum of length n (with corresponding truncated extended datum
Proof. Let T be a maximal torus of G n+1 with Lie algebra t = Lie(T )(k).
, r n − 3ǫ). Since (H n ) x,rn−2ǫ = (H n ) x,rn , the action of (H n ) x,rn−ǫ,d+ on V ′ factors through (H n ) x,rn−ǫ,d+ /(H n ) x,rn+ and on this quotient is given by ϕ • (X n + C 3 ) for some C 3 ∈ (h n ) * x,−(rn−2ǫ) that is trivial on t∩h n ⊕h n+1 . Applying Corollary 5.2 for j = n and d = max( rn 2 , r n −3ǫ), we obtain
Using the same reasoning, we can apply Corollary 5.2 for j = n repeatedly with d = r n −4ǫ, r n −5ǫ, r n −6ǫ, . . . , r n −(N −1)·ǫ, r n −N ·ǫ, rn 2 , where N is the largest integer for which N ·ǫ < rn 2
. By doing this, we obtain
6 Every irreducible representation contains a datum Theorem 6.1. Let (π, V π ) be a smooth irreducible representation of G(k). Then (π, V π ) contains a datum.
Let j be an integer such that (π, V π ) contains a truncated datum (x j−1 , (X i ) 1≤i≤j−1 ) of G of length j − 1, and write
If (π, V π ) does not contain a truncated datum, then we set j = 1,
Moreover, we let x 0 = x j−1 be an arbitrary point of B and denote by r 0 = r j−1 the depth of (π, V π ) at x 0 .
The strategy of this proof is to successively increase the length of the truncated datum until we reach its maximum and then to show how to turn it into a datum that is contained in (π, V π ).
We define a function f : B j → R ≥0 ∪ ∞ as follows: For y ∈ B j , we set f (y) to be the smallest non-negative real number r j such that
• the truncated datum (y, (X i ) 1≤i≤j−1 ) is contained in (π, V π )
• there exists X j ∈ (g j ) * y,−r j almost stable, where g j = Lie(G j )(k), and
satisfying the following two properties
associated to (y, (X i ) 1≤i≤j−1 ) acts on V j−1 via ϕ • X i (this condition is automatically satisfied for j = 1), and
If such a real number r j does not exist, then we set f (y) = ∞.
Note that f is well defined, because the Moy-Prasad filtration is semi-continuous and for every r ∈ R every (g j ) * y,r+ -coset contains an almost stable element (e.g. take an element dual to a semisimple element under the non-degenerate bilinear form B provided by [AR00] that we discussed on page 11 in Section 3). Moreover, by our assumption, f (x j−1 ) ≤ r j−1 (because if j > 1, we could take X j = 0 for r j = r j−1 ).
Proof of Lemma 6.1.1.
Proof of part (i).
Observe that X i (1 ≤ i < j) and
Proof of part (ii)
. If j = 1, then f (x) is the depth of π at x, and the claim is true. Hence we assume j > 1. Let (x, (X i ) 1≤i≤j−1 ) be a truncated datum contained in (π, V π ),
satisfying the conditions (a) and (b) above. If f (x) > 0, then set r j = f (x), otherwise let 0 < r j ≤ r j−1 be arbitrary. | 1 ≤ i < j − 1} > ǫ > 0 and let y ∈ B j with d(x, y) < ǫ. Let T be a maximal torus of G j that splits over a tamely ramified extension E of k such that x and y are contained in A (T E , E). Note that (y, (X i ) 1≤i≤j−1 ) is a truncated datum (by Lemma 3.6 and Corollary 3.8). By the normalization of the distance d on the building B, we have |α(x − y)| ≤ d(x, y) < ǫ for all α ∈ Φ(G, T E ). Hence, since X i vanishes on
and the action of
y,−r j −ǫ , and the action of (H j ) y,r j +ǫ on V ′ j−1 factors through (H j ) y,r j +ǫ /(H j ) y,(r j +ǫ)+ ≃ (h j ) y,r j +ǫ /(h j ) y,(r j +ǫ)+ , on which it is given by ϕ • X j (which, as an aside, yields the trivial action). By Corollary 5.3, there exists g ∈ G y,
j via π is given by ϕ • X i for 1 ≤ i ≤ j − 1, and the action of (H j ) y,r j +ǫ ⊂ (H j ) y,2ǫ+ on π(g)V ′ j factors through (H j ) y,r j +ǫ /(H j ) y,(r j +ǫ)+ ≃ (h j ) y,r j +ǫ /(h j ) y,(r j +ǫ)+ and is given by ϕ • X j . Thus f (y) ≤ r j + ǫ. Hence the set f
Moreover, if f (x) = 0, then this implies that f is continuous on f −1 (R ≥0 ), because f (y) ≥ 0 and r j > 0 can be chosen arbitrarily small in this case.
It remains to prove continuity around x in the case f (x) = r j > 0. Suppose f (y) < r j −ǫ, and let X ′ j ∈ (g j ) * y,−(r j −ǫ)+ be almost stable satisfying condition (b) above. Note that (
Hence, by the same reasoning as above (switching x and y), we deduce that f (x) < r j , a contradiction. Thus f (y) ≥ r j − ǫ and f is continuous on f −1 (R ≥0 ).
Proof of part (iii).
Suppose y ∈ B j is in the closure of f −1 (R ≥0 ), and let d > 0 be sufficiently small such that for all r ∈ R ≥d with G y,r = G y,r+ we have G y,r−d = G y,r . Let
. Thus we can apply the proof of part (ii) to deduce that f (y) is finite.
Lemma 6.1.1
Since f is G j (k)-equivariant, continuous, bounded below by zero, and the fundamental domain for the action of G j (k) on B j is bounded, there exists a point x j ∈ B j such that f (x j ) ≤ f (x) for all x ∈ B j . Define r j = f (x j ) and note that r j ≤ f (x j−1 ) ≤ r j−1 .
We distinguish two cases.
Recall that Moy and Prasad ([MP96, 6.3 and 6.4]) attach to x and G n+1 a Levi subgroup
Then we define following Kim and Yu ([KY17, 7.1 and 7.3]) the group K G n+1 to be the group generated by (M n+1 ) x and (G n+1 ) x,0 .
Let V ′ be a subspace of V as provided by Definition 4.3 for the datum (x, (X i ) 1≤i≤n , (ρ 0 , V ρ 0 )) contained in (π, V ), and let V be the irreducible
Moreover, let T be a maximal torus of M n+1 ⊂ G n+1 whose apartment contains x. Then, for t ∈ T (k) 0+ and g ∈ K G n+1 , we have tgt
. Hence, if v ∈ V is an element such that T (k) 0+ preserves C·v, then T (k) 0+ also preserves C·gv and acts on both spaces via the same character. Since V is an irreducible K G n+1 -representation, we deduce that T (k) 0+ acts on V via some character φ T (times identity).
Before using φ T to define the characters φ i , we recall Lemma 3.1.1 of [Kal17] . 
is an exact sequence.
Corollary 7.2. Let r ∈ R >0 and 1 ≤ j ≤ n + 1. Then (G j ) x,r is generated by T (k) r and (H j ) x,r .
Proof.
Note that T ∩ H n+1 is a maximal torus of H n+1 ([Con14, Example 2.2.6]). Then by Lemma 7.1 the map
can be seen by considering a tame extension over which T splits.) Now we define φ i recursively, first for i = n, then i = n − 1, n − 2, . . . , 1. Suppose we have already defined φ n , . . . , φ j+1 of depth r n , . . . , r j+1 for some 1 ≤ j ≤ n (j = n meaning no character has been defined yet) such that
Then we let φ 0+ . Hence φ ′ j defines a character of (G j+1 /H j+1 )(k) 0+ that extends via Pontryagin duality to some character φ ′ j of (G j+1 /H j+1 )(k). Restricting φ ′ j to the image of G j+1 (k), we obtain a character of G j+1 (k) that we also denote by φ −1 | G j+1 (k) . Then φ j has depth r j (because by considering a tame extension that splits the torus T , we see that G j+1 (k) x,r j + maps to (G j+1 /H j+1 )(k) r j + ≃ T (k) r j + /(T ∩ H j+1 )(k) r j + ; or use Corollary 7.2) and
Lemma 7.3. For 1 ≤ j ≤ n the character φ j : G j+1 (k) → C * satisfies the following properties:
(i) φ j is trivial on (G j+1 ) x,r j + and on H j+1 (k),
(ii) φ j | (H j )x,r j ∩G j+1 (k) factors through
and is given by ϕ • X j | (h j )x,r j ∩g j+1 , (iii) φ j is G j -generic of depth r j (in the sense of [Yu01, § 9]) relative to x, and (iv) the group (G n+1 ) x,0+ acts on V via 1≤i≤n φ i | (G n+1 ) x,0+ .
Part (i) follows immediately from the above construction.
For Part (ii), note that using Corollary 7.2 we see that (H j ) x,r j ∩G j+1 (k) = H j (k)∩(G j+1 ) x,r j is generated by T (k) r j ∩ H j (k) and (H j+1 ) x,r j . Since φ j is trivial on H j+1 (k) and coincides with φ T on T (k) r j ∩ H j (k), the claim follows from the properties of V ′ in Definition 4.3.
For Part (iii), note that by Part (ii) there exists Y ∈ (g j+1 ) * x,−r j such that Y is trivial on h j and φ j | (G j+1 )x,r j is given by the character of (G j+1 ) x,r j /(G j+1 ) x,r j + ≃ (g j+1 ) x,r j /(g j+1 ) x,r j + arising from ϕ•(Y +X j ). Since Y is trivial on h j , the element Y is fixed under the dual of the adjoint action of G j+1 on g j+1 . Hence by the definition of G j+1 , the group G j+1 centralizes Y + X j . Moreover, if T is a maximal torus of G j+1 , and α ∈ Φ(G j , T k ) − Φ(G j+1 , T k ), then H α ∈ (h j ) k and hence val((Y + X j )(H α )) = val(X j (H α )) = −r j , where the last equality follows from Lemma 3.6. Since p is not a torsion prime for the dual root datum of G j by Lemma 2.2(a), (d) and (e) (applied to the dual root datum of G j ), the character φ j is G j -generic of depth r j by [ [Gér77] one can deduce that the stated representation of P (E + , j)H(E ⊥ + , j) (i.e. the pull-back to P (E + , j)H(E ⊥ + , j) of a representation of SH(E 0 , j 0 ) as in part (a')) should be tensored with χ E+ ⋉ 1 before inducing it to P (E + , j)H(E, j) in order to define π + (using the notation of [Gér77] ).
