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Betrachtet man physikalische Transportprobleme auf mikroskopischer Ebene, so führt die 
Modellierung in der Regel auf Varianten der Boltzmanntmnsportgleichvng [Cerc], [Mark]. 
Gegenstand dieser Gleichungen bildet stets eine Teilchendichte, die iiber dem bis zu sechs- 
dimensionalen Phasenraum erklärt ist. Eine Möglichkeit, mit solcherlei hochdimensionalen 
Problemen numerisch fertig zu werden, besteht in der Nutzung deterministischer Partikel- 
methoden [Neun]. Die zu findende Dichte wird darin durch geschickt verteilte Punktmassen 
approximiert. Von vornherein ist jedoch nicht klar, wie die Giite einer solchen Approxima- 
tion zu bewerten ist. Dazu müssen wir zunächst eine Beschreibung finden, in der Dichte 
und Punktmassen vergleichbare Objekte sind. Z.B. lassen sich die Punktmassen als dis- 
kretes Wahrscheinlichkeitsmajl interpretieren und die Dichte als die eines absolut stetigen 
WS-Mnßes. Die Approximationsgüte ist dann mit Hilfe einer Metrik auf den WS--Maßen 
bewertbar. Wann eine Punktapproximation als gut zu gelten hat, hängt natiirlich von der 
Anwendung ab. Im Rahmen von Partikelverfahren wird von einer Punktapproximation vor 
allem verlangt, dafl sie zur näherungsweisen Berechnung von Integralen geeignet ist, die mit 
der ursprünglichen Dichte gewichtet sind. 
Ein Abstandsbegriff, der dieser Forderung gerecht wird, ist die beschränkte Lipschitzme- 
trik. Sie gibt die maximale Abweichung an, die sich einstellt, wenn gewisse Testfunktionen 
bzgl. der beiden zu vergleichenden Maße integriert werden. Als Testfunktionen dienen dabei 
alle absolut durch 1 beschränkten Kontraktionen. 
Bisher allerdings galt der beschränkte Lipschitzabstand als nicht berechenbar und wurde 
folglich nicht zur Bewertung von Punktapproximationen , geschweigedenn bei deren Erzeu- 
gung, eingesetzt. Tatsächlich aber kann zwischen W,S-Ma,f?erz mit existierenden ersten Mo- 
menten und gleichgewichteten diskreten WS-Maflen ein eng verwandter Abstand bestimmt 
werden, und zwar als Lösung eines endlichdimensionalen Optimierungsproblems. Um die Be- 
rechnung dieses Abstandes -. der Lipschitzmetrik - und die Charakterisierung von in ihrem 
Sinne optimalen Punktapproximationen soll es in diesem Bericht gehen. 
Abschliefiend findet ein Vergleich mit Punktapproximationen statt, die im Sinne einer 
minimalen Diskrepanz optimal sind. Es stellt sich heraus, daß die bzgl, der Lipschitzrnetrik 
erreichbare Approximationsordnung i.a. schlechter ist und insbesondere von der Dimension 
abhängt. Ursachen und Konsequenzen werden aufgezeigt. 
Maf3t heoretische Grundlagen 
Wir begeben uns nun in das Gebiet, in dem Punktmassen und Dichten vergleichbare Objekte 
sind - die Maßtheorie. Die im folgenden aufgeführten Begriffe und Ergebnisse finden sich, 
wenn nicht anders angegeben, in [Neun]. 
Definition 2.1 (Wahrscheinlichkeitsmafle) 
M1 = M1(IRd) bezeichne die Menge der Wahrscheinlichkeitsma$?e auf dem ItEd, d.h. aller 
auf a(md), der o- Algebra der Borelschen Mengen des lRd, definierten normierten Maße. 
Vor allem interessieren uns WS-Maße, die eine Dichte besitzen, die wir also mit einer (schwa- 
chen) Lösung der ursprünglichen Boltzmanngleichung identifizieren können. 
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Definition 2.2 (absolut stetige Wclh~scheinlichlte~t~~lr~~~e) 
Sei X das Rorel-Lebesquesche MaB auf dem IR”. I)a~nn heißt: 
Der folgende Satz charakterisiert absolut stetige I\‘S-hlafle: 
Satz 2.1 (linden-iVikodyrr1) 
Folgende Aussagen sind äquivalent: 
1. /L E M,, 
2. VA E fi(Ln") : X(A) = 0 =* ,l(A) = 0 
3. VA E B(fl?‘) Vz > 0 30‘ > 0 : X(A) 2 h‘ -3 p(A) 5 E 
Auch die Partikelmengen wollen wir mit U’S-~faßcn identifizieren. Dazn definieren wir: 
Definition 2.3 (diskwtes WS-Ma$) 
Sei 
B( LP) ---+ (0, 1) 
6, : 1 ,‘l --3 i 1 ZEA () .s 0 ns t 
Definition 2.4 (schwache Konvergenz) 
Sei C*(,!P) der R aum der beschränkten stetigen Funktionen auf lRd. Dann sagen wir: 
Eine Folge {p”},,e~ C: MI konvergiert schwach gegen /L E M1 
:- ,g?m;d gdp+, = id g& vs E C”(E”>. 
Wir schreiben dafür p, --+ p oder ,@i p, = p. 
Tatsächlich reichen gewisse Teilmengen von C”(L’?“) als Testfunktionenmengen aus, um die 
schwxhe Konvergenz zu prüfen: 
Definition 2.5 (konoergenzbestimmende Funktionenklasse) 
U 2 C”(a”) heißt konvergenzbestimmend 
:e V,u,,p E M1 : LL~ - P - ;;; 1 Ssdpn - Je+ I---+ 0 
Die Menge der Einheitskontraktionen ist z.B. konvergenzbestimmend: 
Definition 2.6 (Funktionenklassen) 
o Sei L > 0. Dann heil3t 
Lip~ = Lip,(lRd, 11 f 11) := {g : lRd - B-2 Jh Y E Rd :I s(z) - g(Y) IL Jqlz - YII > 
Menge der bzgl. 11 . 11 Lipschitz-stetigen Funktionen mit Lipschitz-Konstante L. 
e Lip, = Lip,(IR’, ]] . 11) heißt Menge der Kontraktionen auf lRd 
e U := Lip, n {g : LRd --+ [0, l]} heißt M enge der Einheitskontraktionen 
Mit Bilfe der Einheitskontraktionen können wir auf M1 eine Metrik einführen, die die schwa- 
che Konvergenz induziert. 
Definition 2.7 (beschränkte Lipschitzmetrik) 
heißt beschränkte Lipschittmetrik auf M1 
Satz 2.2 (Kellerer) 
p ist eine Metrik auf M1 und induziert die schwache Konvergenz: 
VA,P C MI : I-L~ - P * nl~mp(pn,p) = 0 
Bemerkung: 
Insbesondere ist der Grenzwert einer schwach konvergenten Folge &),eN c M1 also ein- 
deutig bestimmt. 
Nun können wir endlich eine Aussage darüber machen, ob und in welchem Sinne sich WS- 
Maße durch diskrete WS-Maße approximieren lassen: 
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Die diskreten und sogar die gleichgewichtrterr diskreten WS-Maße liegen bzgl. p dicht in Ml: 
Qp E ,441 QJ~ > 0 3N1, N2 E IN,u, E Djv, ,UZ E ‘P& : p(4 ,pl i c, f~(%P) 5 ‘5 
Bei der Lösung der Roltzmanngleichung sind die behandelten Gebiete in der Regel beschränkt 
und es gibt lokale mittlere IIriftgeschwindigkeiten. Damit existieren fiir die betrachteten 
Maße die ersten hlomente. Zwischen WS-hla.5en mit ersten Momenten kann ein der be- 
schränkten Lipschitzmetrik eng verwandter Abstand erklärt werden, der sich jedoch explizit 
berechnen laßt, - -- die Lipschitzmetrik. Als ‘Testfunktionen treten hier Ale Kontraktionen auf, 
also insbesondere unbeschränkte. 
Definition 2.8 ( IliS-;llajIe mit ersten .24omenfcn) 
Definition 2.9 (absolut stetiges WS-1l4ufl mit ersten öldomentern) 
MA, := M: n M,,, 
hei5t Menge der absolut stetigen IKj;-Mage mit existierenden erslcn A4omeden 
o da wäre für beliebige Wa.hrscl~einlichkeitsmaßc nicht notwendig vvohldefiniert. FUr /L,V E 
M: gilt aber: 
e ClL ist Afetrik: 
Alleine unklar ist die positive Definitheit von dt. Wegen Mt 2 .Ml und IA 2 Lipl folgt 
sie ans der posit,iven Dcfinitheit der beschränkten Lipschitzmetrik (vergl. Satz; 2.2). 
3 ie Grundidee 
Die entscheidende Beobachtung, die die praktische Berechnung des Lipschitzabstandes und 
die Charakterisierung optimaler Punktapproximationen erst ermöglicht, ist folgende: 
Zu gegebenem absolut stetigem Maß p E M& mit existierenden ersten Momenten und 
diskretem Maß VI,,} E Dz), g kann man unter allen kontrahierenden Abbildungen u diejenige 
konstruieren, für die der Tntegrationsfehler 
I J udp - J ?LdQV I 
Rd Rd 
maximal wird. Kennen wir aber dasjenige G = u(p, {x’}) , d as zum größten Integrationsfehler 
fuhrt, dann können wir dI,(p, v{~,)) explizit berechnen! 
Eine diskrete Approximation r/ für p mit minimaler Integrationsfehlerabschätzung zu fin- 
den, erfordert dann nur noch die Lösung eines endlichdimensionalen Optimierungsproblems: 
Minimiere den Betrag der ,,Fehlerfunktion“ 
E,(d,... > z”) = J iid/l - + ,f $zi) 
Rd IE1 
über LhTdxN. 
Die minimierenden {Ei} liefern uns 2 := v{~,}, die bezüglich dL beste Appro,ximation von p 
durch ein N-punktiges, gleichgewichtetes diskretes WS-Maß. E = JY,~({z~}) gibt den entspre- 
chenden Lipschitz-Abstand dc(p,fi) an, also eine strikte Fehlerschranke für die Quadratur 
von Kontraktionen. Wir werden sehen, daß dann natürlich L. J!? die (strikte) Fehlerschranke 
für Funktionen aus LipL ist. 
Die Funktionsfähigkeit des vorgeschlagenen Optimierungsverfahrens kann bisher nur ga- 
rantiert werden, wenn sich die Lipschitzstetigkeit der Testfunktionen auf eine p-Norm bezieht, 
wobei p E (1, co). 
4 Berechnung des Lipschitzabstandes 
Zu gegebenem Mai3 p E M& und MeOpunkten {Öl,, . . , &“} C lRd wollen wir nun die groß 
angekündigte ,,schlimmste“ Kontraktion ti bestimmen, die 1 J rLdp -id udv(,,j 1 maximiert. 
Rd 
Definition 4.1 (schlimmste Kontraktion) 
Seien p E M:, {XI,..., x”} c ,Rd gegebene Meßpunkte. Dann heißt 
ü = ü(p, {Xi}) sc hl immste Kontraktion zu p und v{~,} 
:+j Vu E Lipl : 1 Ld udp - .fd udqrl) 1 I 1 id üdp - Ld üdq,l) I 
Auf dem Wege dorthin suchen wir zunächst aus allen Kontraktionen, die in den zi feste 
Stützwerte ui annehmen, diejenige mit größtem Integrationsfehler aus. 
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Damit können wir folgendes Lemma formulieren: 
Lemma 4.1 (,,schlimmste ” Kontraktion bei gegebenen Stiitzstellen) 
Gegeben seien 
o Ein Wahrscheinlichkeitsmaß mit existierenden ersten Momenten 
WM:, 
o N Stützpunkte (zi, u’) E Rd+‘, i E (1,. . . ,N} 
* Die Stützpunkte mögen interpolierbar sein, d.h. (ul,. . . ,u”) E I{,,l 
Dann gilt: Die interpolierende Kontraktion, die zum größten Integrationsfehler führt, ist eine 
Trichterfunktion, genauer: 
(i) t+ = tt<c,,utjj, t- = tc<Z~,U1~l E Lipl 
(ii) t+(z’) = t-(Xi) = ui 
(iii) Vu E Lipi mit U(2) = ui,i E (1,. . . ,iV} 
L max (/ t’dp -/ t+dq,,), - [[ t-dp -i t-dq,.~ 
Beweis: 
o zur Wohldefiniertheit: 
Wegen !L E ,A4: sind die unter (iii) auftauchenden Integrale wohldefiniert. (siehe Bemerkung 
s. 5) 
e zu (i): 
Wir zeigen nur t+ E Lip,. t- E Lip, ergibt sich analog. 
Seien z,y E lRd, iO,jO E (1,. . . ,N} mit 
Vi E {l,...,iV} uio + 112 - ziOll 5 ui f 112 - xy 
vj E {l,...,N} uj” + l)y - XjOll 5 .j + IIy - xq 
Dann gilt: 
t+(z) - t+(y) = uio + 112 - xiOll - (?LjO t lly - yj”ll) 
5 uj” + 115 - xjOll - (uj” + IIy - 1Jj”ll) 
L: 112 - zjOll - IIY - XjOll 5 11% - Yll 
analog: - (t+(x) - t+(Y)) 2 -112 - YII 
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e zu (ii): 
(ii) folgt direkt, a.us der Interpolierbarkeitsbediuguug (u], . . . ,IL~) E 1 
Nun können wir dara.n gehen, alleine für gegebene {s’} und p die ,., schlimmste“ Kontraktion 
~6 zu bestimmen. Es wird sich zeigen, daß diese nur bis aoftinc Konstante eindeutig bestimmt 
ist. Wir definieren deshalb: 
Definition 4.5 (‘intcrplierlmr~ StUtzwerte mit uN - 0) 
heillt hfcnge der ir~tttpolicrtmret~ Stütmerte mit uN = 0. 
Von zentraler Bedeutung ist folgende auch von den Stiitzwertcn IL i abhängige Fehlerfunktion. 
Definition 4.8 il;~hler-f~lnktiolz) 
Lemma 4.2 (gröj?ter Integrationsfehler) 
Gegeben seien ein Wahrscheinlichkeitsmal3 p E M: und Meßpunkte 
Xi E Rd,i E {l,... , N}. Dann gilt für den größten Integrationsfehler: 
Beweis: 
d~(p,vl~~j) = supe(/~;sl,...,x~;u 
UEIO 
Tz sup sup 
(u*,.,.,uN)ERN =EL’pl “(.r’)Z”’ 
I/ udp - 1 udvisil 1 
Rd 
Die Beschränkung auf (2~~ , . . . .u”) E I stellt keine Einschränkung dar, da wir nur interpo- 
lierende Kontraktionen betrachten. Für gegebene (ul, . . . , u”) E 1 können wir nach Lemma 
4.1 den maximalen Integrationsfehler angeben und es folgt: 
Direkt aus den Definitionen von I,t+ und t- folgt: 
0 (Ul,. ..> u”) E 1 ==+ (-ul,. . . , -u”) E I und 
dL(pu, Vd = (u*,,,,,“N)EI sup (i J t+dp - t+dq,,~ Rd Rd 
Schließlich ist mit (Er,. . . , uN) auch (u’ - uN, . . . , uN-’ - Um, 0) aus 1 und der Tntegra- 
tionsfehler verändert sich nicht, wenn die Stützwerte um die gemeinsame Konstante -uN 
verschoben werden: 
dL(P, V{s.}) = 
TZ 
s uP J 
t+ {(S’ “+b - (U’,...,UN)EIRd ’ J 
q(,.,t‘.))d%? 
F’ 1’ 
s uP J 
min 
(u’,..,,uN)EI~~ ietl,...,N} 
sup J 
min 
(fl’ ,...,~N)EI~~ ictl,...,N) 
{ui - ?L~ + 11~ - x’Ij}dp, - $ $[u’ - uN) 
1=1 
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Nach diesen Vorüberlegungen können wir nun endlich die.jenigen Kontraktionen angeben, 
die für gegebenes Ma0 und gegebene Mehlpunkte zum größten lnt,egrationsfehler fiihren. 
Dadurch wird es uns möglich, den Lipschitzabstand zwischen /L und v{~,) zu berechnen. Bei 
der Bestimmung der schlimnisten Kontraktion werden wir explizit die absolute Stetigkeit 
von p und die Eigenschafterg der p-Normen fiir p E (1, m) ausnut~zen. 
e ein absolut stetiges M’ahrscheinlichkeitsnlaß mit existiercndcn 1. Momenten /L E Mi, 
e N Meßpunkte xi E md, i e { 1,. . *, N}, Cl > 1 
* Die in der Fehlerfunktion auftretende Norm sei eine p-Norm, p E ( 1, W) 
Dann gilt für Ort und \CPrt dcs absoluten Maximums der I;B~llorfrlnktiorl e über der Menge 
1’ der interpolierbaren Stiitzwerte mit, IL~ = 0 : 
(i) Io ist kompakt, konvex und enthält die 0, 
(ii) P ist eine iiber Io konkave und stetig diffrrcnzierhare Funktion mit 
2% ZE p(mj’) - + au’ i E (1, *. .) %G( 
(iii) Es gibt, mindestens ein U E Io mit VP(C) = 0. F’iir ein jedes solches U nimmt e sein 
absolu trs ~laximum iiber 1’ an. 
(iv) Alle zu C gthörcnden Einzugsbereiche tragen dieselbe Ma,sse: 
Vi E (1,. .1 J} : /1 (ER[(r,,lil))) = y$. 
Benicrkurq: 
0 Die Bestimmung von ii ist offenbar gut fiir die Anwendun, 0. dem Gradient.envcrfahren 
verwandter Optimierungsalgorithmen geeignet, wobei als Startpunkt 0 gewählt werden 
hl fl 1 
e fis muß trotz u.2’ = 0 noch nicht eindeutig bestimmt, sein. Dies ist, z.B. der Fall, wenn 
sich bei linderurig tincs ui zrvar der Einzugsbereich, nicht aber dessen Maß ändert, 
also wenn die WS-Dichte iibcr dem Rand des I;:inzugsbt~rcich~?s verschwindet. 
11 
Beweis: zu (i) El 
0 Io ist konvex: 
Die Mengen 16 = {TL E iRN-’ 1 mit uN = 0 : Y’ 5 ,j f 11~~ - zjlj} sind konvex: 
Mit o,/? > O,a+/3 = l,?~,u E $ gilt: 
(Gd + Pd) 5 cuuj + CkII Xi - xj (1 + pt.4 + pllx’ - xj 11 = ((Yd + pvj) + IIxi - .j 11 
Io ist dann als Schnitt der I: wieder konvex. 
e Io ist kompakt: 
P ist beschränkt: 1 ui I=I ui - uN j< 1)~’ - GI( 5 jetlmas-l) llzj - ~~11 < 00, 
, I 
da die xj fest gewählt sind. 
Io ist abgeschlossen als Schnitt der abgeschlossenen 1: 
e 1’ enthält die 0: 
Alle 1; enthalten wegen der positiven Definitheit der Norm die 0. 
-1 
o Für alle ‘u aus Io sind die Schnitte der Einzugsbereiche P-Nullmengen: 
Wegen der absoluten Stetigkeit von p reicht es nach Satz 2.1 zu zeigen, daß die Schnitte 
der Einzugsbereiche Nullmengen bzgl. des Lebesquemafies sind. Sei also ‘IL E 1’ beliebig. 
ßetrachten wir zunächst den Schnitt zweier Einzugsbereiche 
Sij = EB’ n EB’ für i # j 
Er ist die Nullstellenmenge der Funktion 
dij(x) := ui + /x - x$, - (uj + ((x - xj(lp) 
Vdij ist außerhalb der Hyperebenen 
H,j := U {X E IRd 1 xk = x;} 
kE(l,...,d) 
1E(*s7) 
wohldefiniert und lautet dort: 
Hij ist als endliche Vereinigung von Hyperebenen eine X-Nullmenge. Wir müssen also 
nur noch Sij\Hij betrachten. 
Fall 1: VX E Sij\Hij : Vdij(x) # 0 
Dann ist Sij\Hij eine Untermannigfaltigkeit von lRd\Hij und 1~a.t als solche Lebesque- 
maD 0. 
Fall 2: ES gibt 2 E Sij\rrij mit Vdij(x) = 0. Dann gilt für alle k E (1,. . . ,d 
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2 -  Xi 2 - -  d 
===+ 
- - - -  z -~- 
/IX - :rt((p /IX - xjll, 
* (1 - cr(x)) x = 2 - rr( x)xj 
Pa61 2.2: (L(S) # 1 ==+ 5 = &xi - f$&S = 2 + i*az&(~i - d) 
2 liegt also inncrlialb der von 2 und 2G aufgrspmnten Gcradcn. Für d > 1 hat eine 
solchöd das LebesquenraB 0. I~~sgesan~t erhalten wir also: 
r Vi E {l,...,N}, IL E 1” : Si = 0 S;j ist t:i11<1 X- I~T~(I tlarnit. eine /L-Nullmenge. NUI~ 
]El 
können wir zeigen: 
t! ist stetig differcnzicrbar mit ;$$ .= p(EB’) - h fiir % E { 1,. . . , N}. 
Wir benötigen den rechts- und linksseitigen Grenzwert von $$ fiir IL E Io, (In Rand- 
punkten von 1” interessiert ~11s natürlich nur einer von beiden.) Für i Er” { 1,. . . , N - 1} 
gilt: 
1 3 
i E {l,...,N- l}: 
g(u) = & J t+dp - f y ui c 
J t+dp _ $ Ncui 
d IE1 dis, r=l 
J dp-+z J dp- x$ 
EB’\S, ES’ 
= p(EBi) - f 
o e ist konkav auf IQ: 
Wegen der Stetigkeit von e genügt es zu zeigen, daß e im Inneren von Io konkav ist, 
d.h., daß VuO,u E i” : (e(uo)+ < Vc(uo), u - u. >) 2 e(u). Seien uo,u E i” beliebig. 
Dann gilt: 
e(u0)f < Oe(uo),u - u0 > -e(u) 
Schnittmengen von Einzugsbereichen sind wie gesehen /L-Nullmengen. Wir können also 
mit uN = TL: = 0 bedenkenlos fortsetzen... 
N-l 
u; + 115 - sijjdp f c p(EB’(uo)) . (ui - u;) 
i=l 
da uj + 11~ - xjI[ 2 ,e{p:N, bi + 112 - xiII> 
wN=o 
o e nimmt sein Maximum im Innern von Io an: 
Daß e sein Maximum überhaupt annimmt, folgt aus der Stetigkeit von e und der Kom- 
paktheit von 1”. Sei also u E Io Maximumstelle. Annahme: u E 81’ Dann gibt es 
uiQ = ,,y$u’l 3j E {L..., N},j # i : I,tLi - PLj( = llxi - XjII} 1 
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Wegen der stetigen Differenzierbarkeit von c anf Io folgt dann: 
e(u - hC<,) = E( 11) + y$ -+ O(h) Vh E (0,:) 
-j 311 E (0, E) SO daß e(Il - ~l,ei,) > f( fl) 
===+ c nimmt in ‘TL kein absolutes Ma.sinluIn 311 (Widerspruch). 
TL liegt also im Innern von 1 “. ‘IVegcn der stetigen DifTerctl~icrbarkeit, von c iiber P 
folgt dann Oe(,w) = 0. Umgekehrt maximiert ~wlrs 11 mit Vr’(,r) I= 0 die ~~‘ehlerf’nnktion 
c, dn t‘ iiber I” stetig differenzierbar und konkav ist. 
ct Sei ii E Io Maxirnurnstelle von e. Dann tragen die crrtsprechrn(i;en Einzugsbereiche alle 
die gleiche XIassc +: 
Sei zunä.chst i E { 1,. . . *N - 1). Dann folgt wegen $( G) = 0 =+ p,( EZI”) = +. Wegen 
/l(Sij)=O Vi,jE{l,***,:t’}~ i # j folgt srhlicBlich auch fiir i = iV: 
,Y-l 
Bemerkung: Die Einschränkung auf Dimensionen d > 1 und p-Normen mit p E (1, CQ) ge- 
schieht nur, um auszuschlieBen, daß die Schnitte der Einzugsbereiche ein Maß größer Null 
haben. Dies kann für die CO- und die l-Norm für Randpunkte von 1’ passieren. Im Innern 
von Io gilt dagegen auch für diese Normen: 
2~ = p( Eß’) - b für i E { 1,. . . , N - 1) und Ve(G) = 0 =+ d~(p, .vI~,)) = e(G) all’ 
5 Charakterisierung einer lokal optimalen Punktapproxima- 
tion 
Analog zu Satz 4.1 können wir auch die partiellen Ableitungen der Fehlerfunktion e nach 
den Meßpunktkoordinaten angeben. Notwendige Bedingung fiir eine lokal optimale Punk- 
tapproximation von IL ist dann, daß alle partiellen Ableitungen der Fehlerfunktion - sowohl 
nach den Stützwerten TL” als auch nach den Meßpunktkoordinaten 51 - verschwinden. 
Definition 5.1 (lokal optimale Punktapproximation) 
Sei p E M. v{~.) heißt lokal optimale Punktapproximation 
:U 3 Umgebung Zl C IRaxN von (xl,. . . , xN), so daß 
V(yl,...,yN) E u: dt(PL, +q) 5 dL(P, V{Y’) > 
Lemma 5.1 (Ableitung nach den Mej?punktkoordinaten) 
Seien [L E Mk,, {XI,. . . ,xN} C lRd, d > 1, TL E 1” . Dann gilt: 
$- = 1 ( ,/:j-:i;‘)p-l sign(x; - q)d/L 
E13’ 
ßeweis: Nicht triviale Teile wie in Satz 4.1 
iE{l,...,N) 
jE{l,...,d) 
Satz 5.1 (notwendige ßedingung für lokal optimale Punktapproximation) 
Seien p E Mi,, {x’, . . . ,xN} C IR”, d > 1. I/{~~I sei eine lokal optimale Punktappro- 
ximation von p. Es gebe Umgebung U c LRdxN von (z’, . . . , xN), so daß dL(/L, ~(~‘1) dort 
stetig differenzierbar nach den Meßpunktkoordinaten ist. 2 sei die schlimmste Kontraktion 
zu I-L und den {xi}. Dann gilt: 
Vi E {l,.,., N-l} j$ ==o 
iE {l,...,N} ae 
v. 
J E {l,...,d} q = 
o 
Beweis: 
Nach Satz 4.1 gilt: dL(pL, v{,,)) = e(/L, {xi}, 2L). D a d L als stetig differenzierbar vorausgesetzt 
ist, folgt: 
N-1 i3e du" 
O=~=g+y&yg 
i E {l,...,N} 
j k=l 3 j E {l)“., d} 
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(5) 
Die Kettenregel ist anwendbar, da e nach Satz 4.1 bzw. Lemma 5.1 partiell nach den *ui und 
xj ableitbar ist, und die linke Seite Psistiert. Nach Satz 4.1 gilt in ij, : 
VkE {L-J- 1) $ = 0. Ans Gleichung (5) folgt dann an& $- =: 0 1 
‘d~~\‘;‘;;;;~{+ 
q . P . d 
Wahrscheinlich läßt sich die Diff~~rcnzierbarkeit von ii nach den {ri} für ,U E M& mit Hilft 
des Satzes über implizite Funktionen beweisen. Dann müßte die Differenzierbarkeit ~011 & 
nicht mehr explizit. vorausgesetzt Lvcrden. 
5.1 Existenz 
Für WS-MaDe mit kompaktern Träger läßt sich zeigen, da!21 es immer eine global optimale 
Punktapproximation gibt. 
Lemma 5.2 (He.schrc?nhrng nuj ‘l’riigcr) 
Sei p E Mj,,( IR.“) mit kompaktem Träger in 1!,(O) :- {x E Il/2” / Ilxllrr, < R} , IZ > 0. 
Dann gilt: Gibt, es c>inc lokal optimale I’uI~kta,pl-,roxirnation von /l,, dmn liegen deren Meß- 
punkte in B,(O). 
Nehmen wir an, es gäbe eine lokal optimale Putlkti~pproxirnntiou von 11, mit Meßpunkt 
5’ $ Iler, CE 7:. > lit. Dann gilt: 
Für L!‘S-Mafie mit kompaktem Trager können wir nun die Exist.cnz einer global optimalen 
Pnnkta.pproximatiort beweisen. 
Beweis: 
Zunächst gehört p wegen seines kompakten Trägers zu M& und die vorangegangenen Sätze 
sind anwendbar. Der Träger von p liege in BR(O), R > 0. Nach Lemma 5.2 genügt es, 
{y’} C BR(O) zu betrachten . Als stetige Funktion nimmt dL(p, vfy.)) = e (p, {y’}, u@, {yi})) 
auf dem Kornpakturn (BR(O))” sein Minimum an. 
5.2 Eindeutigkeit 
Es gibt lokal optimale Punktapproximationen, die nicht global optimal sind. Als Beispiel 
mögen folgende Approximationen der Uniformverteilung auf [0, 112 durch vier Punkte dienen: 
/ -- 
-_ 
t 
t t 
: -1 
--.. 
t + 
~...._ .I-. - 
LaCd,&mchtgcoanlqohimL p!&aL c)d+ixzl 
Selbst eine global optimale Punktapproxima,tion ist nicht eindeutig bestimmt. Jede Per- 
mutation der Meßpunkte führt zum gleichen Lipschitzabstand. Enthält das Zielmal3 ferner 
Symmetrien, dann ist auch jede entsprechende Transformation optimaler Meßpunkte wieder 
optimal. 
5.3 Konstruktion 
Prinzipiell kann eine optimale Punktapproximation durch Lösen eines (df 1)iV - 1 dimensio- 
nalen Sattelpunktproblems gefunden werden. Dazu ist die Fehlerfunktion e bzgl. der Stütz- 
werte ui zu maximieren und bzgl. der Meßpunktkoordinaten xi zu minimieren. 
Numerisch ergeben sich jedoch erhebliche Schwierigkeiten. Zunächst lassen sich Sattel- 
punktprobleme prinzipiell nur schwer behandeln. Dariiberhinaus sind die Grenzen der Ein- 
zugsbereiche nicht stückweise durch Hyperebenen, sondern durch gekrümmte Hyperflächen 
gegeben. Dadurch wird eine Bestimmung und Darstellung außerordentlich erschwert. In 
[Mohr] findet sich ein wenig elegantes aber zumindest praktikables Verfahren. 
6 Die Approximationsordnung 
In diesem Abschnitt betrachten wir nur Zielmaße p E Ml(lRd) mit kompaktem Träger. 
Für ein allgemeines solches WS-Maß werden wir zeigen, daß die bestmögliche Approxima- 
tionsordnung durch gleichgewichtete diskrete WS-Maße v{~,} E 2>$ zwischen O(N-i) und 
O(N-h) liegt. Numerische Ergebnisse deuten jedoch darauf hin, dai.3 zumindest für glatte 
Zielmage die untere Schranke O(N-d) stets erreichbar ist. 
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Satz 6.1 (Opfinzalitiit bubischer Gitter) 
Sei d E bY, X die linifornlverteiltlng auf Z” :- [0, 11”. Die Lipschitzstetigkeit der Testfunk- 
tionen beziehe sich auf die m-Norm. Die h’IeBpunktzah1 sei 17’ = 71d, 7~ E i7V. Dann ist 
.v{~#) E ‘Dh mit ~Ießpunktrnenge {Z E I” IVj E { 1, *. . ,d} 3k E { 1,. . . , IL} : xj = F} 
global optimale rllnkt,approxirnation fiir X mit Lipschitzabstand 
1” Die schlimrnstc Kontraktion ha.t die Form I?+(Z) = iE;C;i,\,j 11.~ - .i![IW, d.h. idle Stützwerte 
sind 0. c’m dies zu sehen, stellen \vir zunächst fest, daß die Einzugsbereiche von folgender 
Gestalt sind: 
FB’ = [.2$ - $ .rf f $1 x * “. x [.I-: - +? 2~:~ + +] mit h - i - N-3-, d.h. I 
(6) 
Nach der Bemerkung zu Satz 4.1 ergeben sich auch fiir die oo-Norm die partiellen Ableitun- 
gen der Fehlerfunktion durch e(u) = /1(EU’) - $, sofern wir Stiitzstellenvektoren aus dem 
Innern von 1” betrachten, also insbesondere für das vorliegende tZ - (0,. . . ,O). Gleichung (6) 
liefert Ve( ti) = 0. Nach der Bemerkung zu Satz 4.1 ist ii also schlimmste Kontraktion. 
I  .  
Dabei 1st 2C;iIi ---h”+’ der Beitrag eines Einzugsbereiches. 
Z” v{~,) ist unter allen N-punktigrn ,Approximationen optimal. Dazu zeigen wir zunächst: 
Sei 5 Meßpunkt, Cr: x = 0 und ER ein irgendwie gcfornrter Einzugsbereich mit Volumen 
X(EI3) = m. Spi 11’ ein I’Viirfel mit gleichem Volumen, d.h. mit Seitenlänge It = rnd und 
Zentrum 0. Dann gilt,: 
/ Ilrl1~J.r > 1 IJ.&& (7) 
El? I$ 
Denn: 
J 1l+mdx = J ll4lmd~ + J ll4lmd~ 
EB EB\W EBnW 
2 J ;dr + J ll4Ldx 
EB\W EBflW 
c ;q~ß\w) + J ))x))cx& 
EBnW 
X(EB)=X(W) 
= ;w\w t J l(4ldx 
WllEB 
2 J IMlcod~ + J ll4lmd~ 
W\EB WnEB 
J ll4l~dX 
W 
Nun können wir die Optimalität von v{~.J zeigen. Sei I,J{~,) E ZJ$ beliebig, E”R’ = E-B* ({(yj, 0)}), 
i E {l,..., N} seien die schnittfreien Einzugsbereiche der {yi} zum Stützvektor u = (0,. . . ,O), 
m3; := ht := X(l?B’) sei das Volumen von l?ß’ und W” der Wiirfel mit Zentrum yi und Sei- 
tenlänge hi, Dann gilt: 
= 5 J 112 - ~~mdx 
irl _ 
EB’ 
Bemerkung: Id bezeichnet den d-dimensionalen Einheitswürfel, it” die Menge der interpolier- 
baren Stützwerte mit uN = 0. 
Wir suchen das absolute Minimum von cp unter der Nebenbedingung 5 m; = 1. Der La- 
i=l 
grangesche Ansatz liefert: 
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Nun wollen wir zeigen, daß für beliebiges WS-Maß /L mit kompaktem Träger und zumindest 
für spezielle Folgen von Teilchenzahlen ~X,,) t CO stets Punktapproximationen gefunden 
werden kOnnen, die /1 mit der Ordnung 0 (N-k) approximieren, 
Nun approximirrcn wir 1~ durch ein gleichgewichtetrs diskretes AIaß u{~,) E ZJ&, indem wir 
in jedes zi E S TZi Punkte legen, so dai3 gilt: Lyi - $ < N < tli + 5: Vi E (1,. . . ,M}. 
Damit erhalten wir schließlich: 
‘2 1 
7 Numerische Ergebnisse 
Die folgende Abbildung zeigt Punktapproximationen des absolut stetigen WS-Maßes mit der 
Dichte 
f (x, Y> := -& (1 f Co+>> (1 + COS(Y)) (5, y) E [-7r, 7q. 
Zur Berechnung der Lipschitzabstände und zur Erzeugung der Approximationen wurde der 
in [Mohr] aufgefiihrte Algorithmus benutzt. 
Punktupp~ximationen der Anfangsdichte 
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Die folgende Graphik zeigt in doppeltlogarithmischer Auftragung den Lipschitzabstand zwi- 
schen Dichte und Partikelapproximation in Abhängigkeit von der Partikelzahl N. 
.< . 
Lipschittabetdnde zur analytischen Lösung 
Deutlich zeigt sich ein Absinken des Abstandes von der Ordnung RZ 0 (1V-16): die Steigung 
der Ansglcichsgeraden beträgt -0,495 x -i. Es besteht also berechtigte Hoffnung, daß 
zumindest die in Sa,tz 6.1 bestimmte untere Schranke generell erreichbar ist. 
8 Vergleich mit Diskrepanzkriteriurrr 
Im Rahmen deterministischer Partikelmethoden werden I’unktapproxirrlationctl bisher iibli- 
cherwise nach ihrer ZIE&~r~~z~ beurteilt [Neun]. Wie die Lipschitzmetrik gibt auch die Dis- 
krepanz den maximalen Id’ehler bei Int.egration bestimmter Testfunktionen an. Allerdings 
bestehen die Testfunktionen diesmal aus den charakteristischen l’unktionen gewisser a.chsen- 
paralleler Quader. LVir wollen uns in diesem Vergleich nur mit, der Diskrepanz zur Uniform- 
verteilung auf dem ri .ditnensionalen Einheitswürfel befassen [Kuip]. 
Definition 3.1 (Diskwpar22) 
Sei X das Borel-Lebesquesche Maß auf dem l<inheitswürfel 11’ und 
J” Zz {CIy := (17 E Id10 < t)i < ?/;y i E {l,*~**d}} > y E I”} dit‘ Menge der arhsenparal- 
lelen Quader mit Eckpunkten 0 und 9. Dann heii3t 
Es ist nun mögliche die ~Jniformverteilung deraat durch Rleichgcwichtcte, diskrete WS-Maße 
zu approximicren, claf3 die Diskrepanz mit wachsender I”unktza.hl :1’ mit der Ordnung 0 (v) 
fällt (vgl. LP-l’olgen in [Sobo], S.48). Fiir Dimensionen d > 1 ist dies wesentlich besser als 
die beste zu erreichende Ordnung 0 (N-i) 1 )ei Alinimierung des T,ipsc7nitzabst,andes. Wie 
paßt dies zusammen ? 
Der I,il)schitza.bstaud ist proportional zum größt,en Fehler, der sich bei Integration gleich- 
rrztiflig Lipschitz-stetiger Funktionen einstellen kann, wenn das diskrete Maß a.ls Quadratur- 
formel fiir das steitigc >laß benutzt ivird. 
Die Diskrepanz hingegen gibt Aufschluß iibcr den größten Frhltr bei Integrat,ion von 
Funktionen, die iiber dem Einheitswiirfel und all seinen niedertfiInensionalen Oberflächenseg- 
menten von gleichnatiflig bmchrtinbter Vitnli-.- I’ariation sind. Der entsprechende Zusammen- 
hang wird durch die h’ok.snla-Alawba-~/nglcict~1~ng beschrieben. Fiir die genaue Formulierung 
sei auf [Kuip], S.147 ff verwiesen. Wichtig ist an dieser Stelle nur folgende Beobachtung. 
Im Sinne der Lipschjtzmetrik sind iiber einem regelmäßigen Gitter verteilte Meßpunkte 
die optimale Approximation der I:niformvt~rt,eilunfi. Berechnet man fiir die entsprechende 
schlimmste Kontra,ktion (s. Satz 6.1) die Va,riation, dann sttxllt, sich heraus, daß diese mit 
warhscnder ?r/leßpunktzahl S unbeschränkt wachst,: 
Definition 8.2 (Iz‘tali- I~~rintion) 
UII~ Aji,,,,,jP := Aj, ** .AjP. Dann heißt 
Vd(f) := sup 2 -+-md-1 
nz.;-s;~~~.~v,m~=l ii=O 
;co lAll ..,, df (qrl,, . . ,q)‘) 1 Vitali-Variation von f. 
m,EN,jE(l,...,d) 
Satz 8.1 (Vital-Vuriation der schlimmsten Kontraktion) 
Seien n,d E m, N = nd, {XI,. . . ,xN} := { &, $-, . . . , y}” und damit v{,.) E Z$, die 
optimale N-punktige Approximation der Uniformverteilung aus Satz 6.1 mit schlimmster 
Kontraktion ~(5) := min 112 - -Elle. Dann gilt: 
iC{l,..,,N) 
Beweis: Wegen til(, -f~” = 
i 
0 2 = (&,...,$) 
L. sonst 
gilt: 
‘2 Zn 
vd@) 2 2~1-2~'~& ,,<,, dii ($...,;)1 
ii=O id=0 
= (2nld I&,...,d’@, . . . , O)l 
= (274d /Az. ,<<, d+-g 0.. . . ,o) - & >.<., d'$,O,(), . . . , o)/ 
= (2n)d-’ 
= 2d-lj+$ 
q.e.d. 
Die Approximationsordnung bzgl. der Diskepanz ist also besser, weil gleichmäj?ig Lipschitz- 
stetige Funktionen nicht notwendig von gleichmäflig beschränkter Variation sind. Bessere 
Approximationsordnungen lassen sich voraussichtlich dadurch erzielen, daß faktorisierende 
Testfunktionen höherer Differenzierbarkeitsordnung verwendet werden. 
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