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DIMENSION-LIKE FUNCTIONS AND NONLINEAR
SPECTRUMS OF FINSLER MANIFOLDS
ZHONGMIN SHEN AND WEI ZHAO
Abstract. In this paper, we study the spectral problem on a compact Finsler
manifold with or without boundary. More precisely, given a certain collection
of sets in Sobolev space H1,2(M) and a dimension-like function, we can define
a corresponding spectrum. Such a spectrum satisfies nice properties. In par-
ticular, the eigenfunction corresponding to each eigenvalue always exists. And
a Cheng type upper bound estimate for eigenvalues is obtained. Moreover,
some interesting examples are constructed and investigated in this paper.
1. Introduction
The classical spectrum of a compact domain Ω with boundary ∂Ω in an Euclidean
space Rn is defined to be the eigenvalues of the following Laplacian equation
n∑
i=1
∂2u
(∂xi)2
+ λu = 0, u|∂Ω = 0,
where ∆ =
∑n
i=1
∂2
∂xi denotes the classical Laplacian operator. The notion of spec-
trum is extended to compact Riemannian manifolds (M, g) with or without bound-
ary. In this case, the Laplacian operator is
∆u =
1
σ
∂
∂xi
[
σgij
∂u
∂xj
]
,
where σ =
√
det(gij). One can view ∆u = div(∇u) as the divergence of the
gradient ∇u = gij ∂u∂xj ∂∂xi with respect to the canonical Riemannian measure dm =
d volg = σdx
1 · · · dxn. The Laplacian operator arising from the Euler equation of
the following energy functional E on a Sobolev space χ consisting of H1,2 functions
on M with u|∂M = 0 if ∂M 6= ∅:
E(u) :=
∫
M
g(∇u,∇u)dm∫
M
u2dm
.
Namely, u ∈ χ is a critical point of E with respect to a critical value λ if and only
if
(1.1) ∆u+ λu = 0.
Let χ0 be a Sobolev space consisting of H
1,2 functions with u|∂M = 0 if ∂M 6= ∅
while
∫
M
u dm = 0 if ∂M = ∅. Then (1.1) implies each critical point u satisfies
either u = const. or u ∈ χ0\{0}. On the other hand, the set of eigenvalues are called
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the spectrum of (M, g). It is known that all eigenvalues of (M, g) can be listed as
0 ≤ λ1 ≤ λ2 ≤ · · · with limk→∞ λk = ∞. In the other words, the spectrum is
defined as the set of critical values of E on the Sobolev space χ. This setting allows
to define the spectrum for compact Finsler manifolds using an appropriate energy
functional.
Let (M,F, dm) be a compact Finsler metric measure manifold and X be the
Sobolev space consisting of H1,2 functions on M with u|∂M = 0 if ∂M 6= ∅. Define
E(u) :=
∫
M
[F ∗(du)]2dm∫
M
u2dm
, ∀u ∈X \{0},
where F ∗ denotes the Finsler co-metric on T ∗M dual to F . E is called an energy
functional. It can be restricted to the ”unit sphere” S := {u ∈X : ∫
M
u2 dm = 1}.
The spectrum of (M,F, dm) is defined to be the set of critical values of E on S.
A challenging task is how to capture these eigenvalues and find their relationship
with their geometric quantities.
To overcome this problem, we use a dimension-like function dim on a collection
C of certain subsets in S to capture an infinite sequence of eigenvalues. For any
positive integer k, set
(1.2) λk := sup
{
λ > 0 : dimE−1[0, λ] < k
}
,
where dimE−1[0, λ] := sup{dim(A) | A ∈ C , A ⊂ E−1[0, λ]}. Clearly, the spectrum
depends on the choice of a particular pair of (C , dim). We are only interested in
those faithful pairs (Definition 5.11) such that their spectrum is just the standard
spectrum when F is Riemannian and dm is the canonical Riemannian measure.
Unfortunately, so far we have only found faithful dimension pairs for reversible
Finsler metric measure manifolds. See Section 6 for some interesting examples.
Moreover, we prove the following
Theorem 1.1. Let (M,F, dm) be a compact reversible Finsler metric measure man-
ifold. For a faithful dimension pair (C , dim), the spectrum defined by (1.2) has the
following properties:
0 = λ1 < λ2 ≤ . . . ≤ λk ≤ . . .↗ +∞, if ∂M = ∅,
0 < λ1 ≤ λ2 ≤ . . . ≤ λk ≤ . . .↗ +∞, if ∂M 6= ∅,
where the first positive eigenvalue can be given by λ2 = infu∈X0\{0}E(u), if ∂M = ∅;
λ1 = infu∈X0\{0}E(u), if ∂M 6= ∅.
In particular, the multiplicity of each eigenvalue λk is always finite. Moreover, for
each λk, there exists u = const. or u ∈X0\{0} with
∆u+ λku = 0 in the weak sense.
Here, X0 is the Sobolev space consisting of H1,2 functions on M with u|∂M = 0 if
∂M 6= ∅ or ∫
M
u dm = 0 if ∂M = ∅.
As we mentioned early, the spectrum might depends on the choice of a particular
faithful dimension pair. This means that the set of eigenvalues {λk}∞k=1 defined by
(1.2) might be the set of all eigenvalues defined as the critical values of the energy
functional. Nevertheless, we can show that the eigenvalues λk’s are bounded from
3above by the lower bound of the weighted Ricci curvature RicN and the upper
bound of the diameter.
Theorem 1.2. Let (M,F, dm) be an n-dimensional closed reversible Finsler metric
measure manifold. Suppose that
RicN ≥ (N − 1)K, Diam ≤ d,
where N is a constant in [n,+∞). Then there exists a positive constant C =
C(N) only dependent on N such that for any faithful dimension pair (C , dim), the
corresponding eigenvalues λk’s always satisfy
λk ≤ (N − 1)
2
4
|K|+ C(N)
(
k
d
)2
.
We shall continue to discuss the spectrum in another forthcoming paper.
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2. Preliminaries
In this section, we recall some definitions and properties about Finsler manifolds.
See [2, 21, 18, 25, 7] for more details.
A reversible Finsler n-manifold (M,F ) is an n-dimensional differential mani-
fold M equipped with a Finsler metric F which is a nonnegative function on TM
satisfying the following two conditions:
(1) F is absolutely homogeneous, i.e., F (λy) = |λ|F (y), for any λ ∈ R and
y ∈ TM ;
(2) F is smooth on TM\{0} and the Hessian 12 [F 2]yiyj (x, y) is positive definite,
where F (x, y) := F (yi ∂∂xi |x).
And a triple (M,F, dm) is called a reversible Finsler metric measure n-manifold
if (M,F ) is a reversible Finsler n-manifold and dm is a smooth measure on M .
Let pi : PM →M and pi∗TM be the projective sphere bundle and the pullback
bundle, respectively. Then a Finsler metric F induces a natural Riemannian metric
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g = gij(x, [y]) dx
i⊗dxj , which is the so-called fundamental tensor, on pi∗TM , where
gij(x, [y]) :=
1
2
∂2F 2(x, y)
∂yi∂yj
, dxi = pi∗dxi.
The Euler theorem yields that F 2(x, y) = gij(x, [y])y
iyj , for (x, y) ∈ TM\{0}. It
also should be remarked that gij can be viewed as a local function on TM\{0}, but
it cannot be defined on y = 0 unless F is Riemannian, i.e., F 2(x, y) = gij(x)y
iyj .
The uniformity constant ΛF is defined by
ΛF := sup
X,Y,Z∈SM
gX(Y, Y )
gZ(Y, Y )
,
where gX(Y, Y ) = gij(x,X)Y
iY j , SxM := {y ∈ TxM : F (x, y) = 1} and SM :=
∪x∈MSxM . Clearly, ΛF ≥ 1, with equality if and only if F is Riemannian.
The average Riemannian metric gˆ on M induced by F is defined as
gˆ(X,Y ) :=
1
ν(SxM)
∫
SxM
gy(X,Y )dνx(y), ∀X,Y ∈ TxM,
where ν(SxM) =
∫
SxM
dνx(y), and dνx is the Riemannian volume form of SxM
induced by F . It is noticeable that
(2.1) Λ−1F · F 2(X) ≤ gˆ(X,X) ≤ ΛF · F 2(X),
with equality if and only if F is Riemannian.
Given a smooth measure dm on M , define the divergence of a vector field X by
div(X) dm := d (Xcdm) .
Hence, the divergence is dependent on the choice of measure in the Finsler setting.
Supposing M is compact, we have the divergence theorem∫
M
div(X)dm =
∫
∂M
gn(n, X) dA,
where dA = ncdm, and n is the unit outward normal vector field along ∂M , i.e.,
F (n) = 1 and gn(n, Y ) = 0 for any Y ∈ T (∂M).
The dual Finsler metric F ∗ on M is defined by
F ∗(η) := sup
X∈TxM\{0}
η(X)
F (X)
, ∀η ∈ T ∗xM,
which is a Finsler metric on T ∗M . The Legendre transformation L : TM → T ∗M
is defined by
L(X) :=
 gX(X, ·), if X 6= 0,
0, if X = 0.
In particular, F ∗(L(X)) = F (X). Given f ∈ C1(M), the gradient of f is defined
as ∇f = L−1(df). Thus, df(X) = g∇f (∇f,X). Moreover, for a C2-function f , the
Laplacian of f on U = {x ∈ M : df |x 6= 0} is defined by ∆f := div(∇f). It is
noticeable that ∆f is usually nonlinear for a non-Riemannian Finsler metric.
The Finsler metric induces a vector field, called Spray, on TM \ {0}
G = yi
∂
∂xi
−Gi ∂
∂yi
,
5where Gi’s are given by
Gi(y) :=
1
4
gil(y)
{
2
∂gjl
∂xk
(y)− ∂gjk
∂xl
(y)
}
yjyk.
A smooth curve γ(t) in M is called a (constant speed) geodesic if it satisfies
d2γi
dt2
+ 2Gi
(
dγ
dt
)
= 0.
In this paper, we always to use γy(t) to denote the geodesic with γ˙y(0) = y.
The cut value iy of y is defined by
iy := sup{r : the geodesic γy|[0,r] is globally minimizing}.
The injectivity radius at p is defined as ip := infy∈SpM iy, whereas the cut locus of
p is
Cutp := {γy(iy) : y ∈ SpM with iy <∞} .
It should be remarked that Cutp is closed and null Lebesgue measure.
Let dm be a smooth measure on M . In a local coordinate system (xi), express
dm = σ(x)dx1 ∧ · · · ∧ dxn. Define the distortion of (M,F, dm) as
τ(y) := log
√
det gij(x, y)
σ(x)
, for y ∈ TxM\{0}.
And the S-curvature S is defined by
S(y) :=
d
dt
∣∣∣∣
t=0
[τ(γ˙y(t))].
Both the distortion and the S-curvature are dependent on the choice of the measure.
The Riemannian curvature Ry of F is a family of linear transformations on
tangent spaces. More precisely, set Ry := R
i
k(y)
∂
∂xi ⊗ dxk, where
Rik(y) := 2
∂Gi
∂xk
− yj ∂
2Gi
∂xj∂yk
+ 2Gj
∂2Gi
∂yj∂yk
− ∂G
i
∂yj
∂Gj
∂yk
.
The Ricci curvature of y 6= 0 is defined by
Ric(y) :=
Rii(y)
F 2(y)
.
Given N ∈ (−∞, 0) ∪ (n,+∞), the weighted Ricci curvature is defined by
RicN (y) := Ric(y) +
d
dt
∣∣∣∣
t=0
S(γy(t))− S
2(y)
N − n, for y ∈ SM,
Ricn(y) := lim
N↓n
RicN (y), for y ∈ SM.
Given a Lipschitz continuous path γ : [0, 1]→M , the length of γ is defined by
LF (γ) :=
∫ 1
0
F (γ˙(t))dt.
Define the distance function d : M ×M :→ [0,+∞) by d(p, q) := inf LF (γ), where
the infimum is taken over all Lipshitz continuous paths γ : [a, b]→M with γ(a) = p
and γ(b) = q. Given R > 0, the metric ball Bp(R) is defined by
Bp(R) := {x ∈M : d(p, x) < R}.
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Let (M,F ) be a reversible Finsler manifold without boundary. (M,F ) is said to
be complete if (M,d) is a complete metric space.
Given a complete reversible Finsler manifold (M,F ), for any p ∈M , there exists
a polar coordinate system at p. More precisely, let (r, y) denote the polar coordinate
system at p. Then r := r(x) = d(p, x), y := y(x) ∈ SpM such that the minimal
geodesic γy(r) = x. Given an arbitrary measure dm, write
dm =: σˆp(r, y)dr ∧ dνp(y),
where dνp(y) is the Riemannian volume measure induced by F on SpM . An im-
portant property is
(2.2) lim
r→0+
σˆp(r, y)
rn−1
= eτ(γ˙y(r)).
In particular, for any fixed y ∈ SpM , we have
∆r =
∂
∂r
log(σˆp(r, y)), for 0 < r < iy.
In the following sections, if (M, g) is a Riemannian manifold, we use d volg to
denote the canonical Riemannian measure.
3. Basic properties of H1,2(M)
Let (M,F, dm) be a compact reversible Finsler metric measure manifold with or
without boundary ∂M . Define a norm ‖ · ‖H on C∞(M) by
‖f‖H := ‖f‖L2 + ‖F ∗(df)‖L2 ,
where
‖f‖L2 :=
(∫
M
f2dm
) 1
2
, ‖F ∗(df)‖L2 :=
(∫
M
F ∗2(df)dm
) 1
2
.
It is easy to check that
1. ‖f‖H ≥ 0, with equality iff f = 0;
2. ‖λ · f‖H = |λ| · ‖f‖H, ∀λ ∈ R;
3. ‖f1 + f2‖H ≤ ‖f1‖H + ‖f2‖H.
Let H1,2(M) be the completeness of C∞(M) under the norm ‖ · ‖H. Let gˆ be the
average Riemannian metric induced by F and let H1,2(M) be the standard Sobolev
space induced by gˆ on M .
Since M is compact, there exists a positive constant Cm ≥ 1 such that
(3.1) C−1m · d volgˆ ≤ dm ≤ Cm · d volgˆ,
which together with (2.1) yields directly
Proposition 3.1. Let (M,F, dm) be a compact reversible Finsler metric measure
manifold. Then
H1,2(M) = H1,2(M).
Given any f ∈ H1,2(M), Proposition 3.1 yields that df is a L2-section of T ∗M .
Now we define ∇f := L−1(df), where L is the Legendre transformation.
7Lemma 3.2. There exists a finite constant C = C(M) > 0 such that
‖F (∇u−∇v)‖L2 ≤ C · ‖F ∗(du− dv)‖L2 , ∀u, v ∈ H1,2(M).
Hence, if {fn} is a sequence convergent to f in H1,2(M), then
lim
n→+∞ ‖F (∇fn −∇f)‖L2 = 0,
and therefore,
lim
n→+∞ ‖F (∇fn)‖L2 = ‖F (∇f)‖L2 .
Proof. The proof is inspired by [12]. Given a local coordinate system (xi), let (ηi)
denote the coordinates of T ∗M and set
Ai(x, η) :=
1
2
∂F ∗2
∂ηi
(x, η).
Then ∇f = Ai(x, df) ∂i. Given any x ∈M , one can find a small neighbourhood Ux
such that Ux is compact and there is a coordinate system defined on Ux. There
exists a constant Cx ≥ 1 with (see [12, (11)])∣∣(Ai(q, ξ)−Ai(q, ζ)) ηi∣∣ ≤ Cx · ‖η‖ · ‖ξ − ζ‖, ∀ (q, ξ), (q, ζ) ∈ T ∗(Ux)\{0},
where ‖ · ‖ is the standard Euclidean norm induced by the local coordinate system.
Since Ux is compact, there exists a positive constant C
′
x ≥ 1 such that
(C ′x)
−1‖y‖ ≤ F (q, y) ≤ C ′x‖y‖, ∀ (q, y) ∈ T (Ux),
(C ′x)
−1‖η‖ ≤ F ∗(q, η) ≤ C ′x‖η‖, ∀ (q, η) ∈ T ∗(Ux).
Now on Ux, we have
F 2(q,∇u−∇v) ≤ (C ′x)2
dim(M)∑
i=1
∣∣Ai(q, du)−Ai(q, dv)∣∣2
≤dim(M) (Cx C ′x)2‖du− dv‖2 ≤ dim(M) · (Cx)2(C ′x)4 · F ∗2(q, du− dv),
where dim(M) is the dimension of the manifold M . Since M is compact, there are
only finitely many Ux’s, say {Uxi}Ni=1 covering M . Set C := max{(Cxi)2(C ′xi)4, i =
1, . . . , N}. Then we have∫
M
F 2(∇u−∇v)dm ≤
N∑
i=1
∫
Ui
F 2(∇u−∇v)dm ≤ NC dim(M)
∫
M
F ∗2(du− dv)dm.

Now define
X :=

H1,2(M) if ∂M = ∅,
{f ∈ C∞(M) : f |∂M = 0}‖·‖H if ∂M 6= ∅.
Clearly, X is a Banach space contained in H1,2(M).
According to [18], the distributional Laplacian of f ∈ C∞(M) ∩X satisfies∫
M
ϕ∆fdm = −
∫
M
〈∇f, dϕ〉dm, ∀ϕ ∈ C∞(M).
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In particular, one can get ∆f(x) = div(∇f)(x) for any x ∈ U = {x ∈M : df |x 6= 0}.
Furthermore, using the convergence properties of ‖ · ‖H, one can easily check the
following definition is well-defined.
Definition 3.3. Given any f ∈X ,∫
M
ϕ∆fdm := −
∫
M
〈∇f, dϕ〉dm, ∀ϕ ∈ H1,2(M),
In particular, ∫
M
f∆fdm = −
∫
M
F ∗2(df)dm, ∀ f ∈X .
For convergence, in the following we will use the notation
X0 :=

{f ∈ H1,2(M) : ∫
M
fdm = 0} if ∂M = ∅,
{f ∈ C∞(M) : f |∂M = 0}‖·‖H if ∂M 6= ∅.
Since M is compact, X0 is a closed subspace of X and therefore, it is a Banach
space as well.
4. Rayleigh quotient
Let (M,F, dm), X and X0 be as before. Define the canonical energy functional
(i.e., Rayleigh quotient) on X \{0} by
E(u) :=
∫
M
F ∗2(du)dm∫
M
u2dm
=
(‖F ∗(du)‖L2
‖u‖L2
)2
, ∀u ∈X \{0}.
Clearly, E is continuous on X \{0}. Given u ∈X \{0}, for any v ∈X , we have
DE(u)(v) := 〈v, DE(u)〉 := d
dt
∣∣∣∣
t=0
E(u+ tv) = −2
∫
M
v(∆u+ E(u)u)dm∫
M
u2dm
.
It is easy to see that DE(u) is a linear functional on X ∼= TX . In this paper, if
DE(u) = 0 (i.e., 〈v, DE(u)〉 = 0 for all v ∈X ), we say
∆u+ E(u)u = 0 in the weak sense,
in which case u is a critical point of E. Following [22], we call β a critical value of
E if E−1(β) contains at least one critical point. If β is not a critical value, then it
is a regular value of E.
Proposition 4.1. Let (M,F, dm) be a compact reversible Finsler metric measure
manifold. Then for any u ∈X \{0}, DE(u) is a bounded functional and moreover,
DE(u) is continuous at u. Hence, E ∈ C1(X \{0}).
Proof. Given u ∈X \{0}, we have
‖DE(u)‖ = sup
v 6=0
∣∣∣∣ 〈v, DE(u)〉‖v‖H
∣∣∣∣
≤ 2 ‖F
∗(dv)‖L2‖F (∇u)‖L2 + E(u) · ‖u‖L2‖v‖L2
‖u‖2L2‖v‖H
≤ 2 max{
√
E(u), E(u)}
‖u‖L2 .
9That is, DE(u) is a continuous and bounded functional. Moreover, by the above
inequality and Lemma 3.2, a direct but cumbersome calculation furnishes that
lim
m→+∞ ‖un − u‖H = 0 =⇒ limn→+∞ ‖DE(un)−DE(u)‖ = 0,
where un’s are nonzero. That is, DE(u) is continuous at u. 
Recall the following (P.-S.) condition.
Proposition 4.2 ([12]). Given any 0 < δ < ∞, if {un} is a sequence in X \{0}
with
(P.-S.) ‖un‖L2 = 1, E(un) ≤ δ, ‖DE(un)‖ → 0,
then there exists a (strongly) convergent subsequence in X \{0}.
Now we introduce the following definition.
Definition 4.3. Given β ≥ 0, the eigenset corresponding to β, Kβ , is defined as
(4.1) Kβ := {u ∈X : ‖u‖L2 = 1, E(u) = β, DE(u) = 0}.
Lemma 4.4. Given any β ≥ 0, the eigenset Kβ is compact.
Proof. Given a sequence {um} ⊂ Kβ , (P.-S.) yields that a subsequence {umk}
converge to u ∈X strongly. Now Proposition 4.1 yields that
‖u‖L2 = 1, E(u) = β, DE(u) = 0⇒ u ∈ Kβ .
Hence, Kβ is compact. 
Now we recall the definition of Banach-Finsler manifolds (cf. [20, Def. 2.10, Def.
3.5] and [22, p. 77]).
Definition 4.5 ([20, 22]). Given r ≥ 1, let M be a Cr-Banach manifold modelled
on a Banach space V , and let ‖ · ‖ : TM → R be a function. (M, ‖ · ‖) is called
a Cr-Banach-Finsler manifold if for each k > 1 and each x0 ∈ M , there exists a
bundle chart ϕ : O × V ≈ TM |O for TM with O a neighborhood of x0 ∈ M such
that ‖ · ‖ ◦ ϕ satisfies:
(1) for each x ∈ O, the function v ∈ V 7→ ‖ϕ(x, v)‖ is an admissible norm for V ;
(2) 1k‖ϕ(x, v)‖ ≤ ‖ϕ(x0, v)‖ ≤ k‖ϕ(x, v)‖ for all x ∈ O and v ∈ V .
A Banach-Finsler manifold (M, ‖ · ‖) is said to be complete if each component of M
is complete under the metric induced by ‖ · ‖.
In order to utilize Morse theory to study the canonical energy, we also need the
following result. Refer to [19, Corollary, p.3], [20, Theorem 3.6, Theorem 5.9] and
[24, Theorem 73.C, Example 73.41] for the proofs.
Lemma 4.6 ([19, 20, 24]). The following consequences always hold.
(1) Let X be a Banach space and f : X → R be a Ck-function, k ≥ 1. If
Df(x) 6= 0 for all the solutions x of the equation f(x) = 0, then the solution set
S := f−1(0) is a closed submanifold of X and especially, is a Ck-Banach manifold.
(2) If (M, ‖ · ‖) is a complete C1-Banach-Finsler manifold and N is a closed
C1-submanifold of M , then (N, ‖ · ‖|TN ) a complete Banach-Finsler manifold as
well.
(3) Every paracompact Banach manifold is an ANR (i.e., absolute neighborhood
retract).
10 ZHONGMIN SHEN AND WEI ZHAO
In our case, let ‖ · ‖ be the trivial metric structure on TX induced by ‖ · ‖H.
Then (X , ‖ · ‖) is a C∞-Banach-Finsler manifold. Now set
S := {u ∈X : ‖u‖L2 = 1}.
Proposition 4.7. (S, ‖·‖ |TS) is a complete C∞-Banach-Finsler manifold and i∗E
is a C1-function on S, where i : S ↪→ X is the inclusion. In particular, S is an
ANR.
Proof. Consider the function h : X → R defined by h(u) := ‖u‖2L2 − 1. It is easy
to see that
Dh(u)(φ) =
d
dt
∣∣∣∣
t=0
h(u+ tφ) = 2
∫
M
uφdm;(4.2)
D2h(u)(φ1, φ2) =
d
dt
∣∣∣∣
t=0
Dh(u+ tφ2)(φ1) = 2
∫
M
φ1φ2dm;
D3h(u)(φ1, φ2, φ3) =
d
dt
∣∣∣∣
t=0
D2h(u+ tφ3)(φ1, φ2) = 0.
The Ho¨lder inequality together with the compactness of M then yields h ∈ C∞(X ).
Moreover, if u ∈X satisfies Dh(u) = 0, (4.2) then implies u = 0. Thus, Dh(u) 6= 0
for any u ∈ h−1(0) = S. Now (1) and (2) in Lemma 4.6 yield that (S, ‖ · ‖ |TS) is
a complete C∞-Banach-Finsler manifold. In particular, S is paracompact since it
is metrizable. Now Lemma 4.6 (3) yields that S is an ANR. From above and by
Proposition 4.1, one can easily check that i∗E is a C1-function on S. 
Remark 4.8. In fact, S is an AR (i.e., absolute retract) (see Proposition A.3).
Note that if u ∈ S is a critical point of E, then DE(u) = 0 =⇒ D(i∗E)(u) = 0,
i.e., u is a critical point of i∗E. On the other hand, we have
Lemma 4.9. If u ∈ S is a critical point of i∗E, then DE(u) = 0. In particular,
either u = ±(m(M))− 12 or u ∈X0\{0} holds.
Proof. Consider the smooth curve γ(t) := u+tv‖u+tv‖L2 ⊂ S. If u is a critical point of
i∗E, then
0 =
d
dt
∣∣∣∣
t=0
i∗E(γ(t)) =
d
dt
∣∣∣∣
t=0
E(u+ tv) = −2
∫
M
v(∆u+ E(u)u)dm.
Choosing v ≡ 1 if ∂M = ∅, one can see either u = (m(M))− 12 or u ∈X0\{0}. 
Remark 4.10. In [12], Y. Ge and the first author showed that if DE(u) = 0, then
u ∈ C1,α(M) for some 0 < α < 1.
According to Lemma 4.9, there is no difference between E and i∗E from the
point of view of critical points. So in the following, by abuse of notation, we use E
to denote i∗E.
Note that E is a C1-function on the C∞-Banach-Finsler manifold S (Proposition
4.7) and E also satisfies (P.-S.) Condition (Proposition 4.2). Then a standard
argument concerning pseudo-gradient vector fields yields the following result. We
omit the proof because it is the same as [22, Chapter II, Theorem 3.11].
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Lemma 4.11 (Homotopy Lemma). Let (M,F, dm) be a compact reversible Finsler
metric measure manifold. Let β ≥ 0,  > 0 and let O ⊂ S be any open neighbor-
hood of the eigenset Kβ (see (4.1)). Then there exist a numbers 0 ∈ (0, ) and a
continuous 1-parameter family of homeomorphisms Φ(·, t) of S, 0 ≤ t < ∞, with
the following properties:
(1) Φ(u, t) = u, if one of the following conditions holds
(i) t = 0; (ii)DE(u) = 0; (iii) |E(u)− β| ≥ .
(2) E(Φ(u, t)) is non-increasing in t for any u ∈ S.
(3) Φ(Eβ+0\O, 1) ⊂ Eβ−0 , and Φ(Eβ+0 , 1) ⊂ Eβ−0 ∪O.
(4) Φ(−u, t) = −Φ(u, t), for all t ≥ 0 and u ∈ S.
(5) Φ : S × [0,+∞)→ S has the semi-group property, that is,
Φ(·, s) ◦ Φ(·, t) = Φ(·, s+ t), ∀ s, t ≥ 0.
Here, for any δ > 0, Eδ := {u ∈ S : E(u) < δ}.
5. dimension pairs and spectrums
In general, the Laplacian of a non-Riemannian Finsler manifold is nonlinear (cf.
[12, 21]). Hence, it is hard to define the high order eigenvalues by the traditional
method in the Finsler setting. In [9], Gromov suggested that the eigenvalues of an
arbitrary energy function could be defined by a dimension-like function. Inspired
by this idea, we introduce the concept of Finslerian spectrum in this section.
In the following, we use these notations
R+ := R\(−∞, 0) = [0,+∞), N+ := N\{0} = {1, 2, . . .}.
And a map h : S → S is called an odd homeomorphism if h is a homeomorphism
with h(−u) = −h(u), for all u ∈ S.
Definition 5.1. An optional family C is a certain collection of subsets of S satis-
fying the following conditions:
(i) ∅ ∈ C .
(ii) Given k ∈ N+, for any k-dimensional vector subspace V ⊂X , V ∩ S ∈ C .
(iii) For any odd homeomorphism h : S → S, h(A) ∈ C for all A ∈ C .
Given an optional family C , a dimension-like function dim on C is a function
from C to N ∪ {+∞} satisfying the following properties:
(D1) dim(A) ≥ 0 for any A ∈ C with equality if and only if A = ∅.
(D2) For any A1, A2 ∈ C with A1 ⊂ A2, dim(A1) ≤ dim(A2).
(D3) Given k ∈ N+, for any k-dimensional vector subspace V ⊂X , dim(V ∩S) ≥ k.
(D4) For any odd homeomorphism h : S → S, dim(h(A)) = dim(A) for all A ∈ C .
A pair (C , dim) is called a dimension pair, if C is an optional family and dim is
a dimension-like function on C .
Remark 5.2. Since the inverse of an odd homeomorphism is still an odd homeo-
morphism, (D4) is equivalent to the following:
(D4’) For any odd homeomorphism h : S → S, dim(h(A)) ≥ dim(A) for all A ∈ C .
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Now we introduce the definition of spectrum.
Definition 5.3. Let (M,F, dm) be a compact reversible Finsler metric measure
manifold and let E be the canonical energy functional. Given a dimension pair
(C , dim), the corresponding eigenvalues of E are defined as
λk := sup{λ ∈ R+ ∪ {+∞} : dimE−1[0, λ] < k}, ∀ k ∈ N+,
where
dimE−1[0, λ] := sup{dim(A) : A ∈ C , A ⊂ E−1[0, λ]}.
The collection {λk}∞k=1 is called (C , dim)-spectrum.
Remark 5.4. In [9], Gromov defined a dimension-like function dim as a function
on a collection of sets C only satisfying Property (D2). In this paper, we require
that both an optional family C and a dimension-like function dim satisfy more
properties, although the definition of spectrum here is the same as Gromov’s. One
will see soon that those additional assumptions in Def. 5.1 make the corresponding
spectrum have nice properties.
First we have the following min-max principle.
Theorem 5.5. Let (M,F, dm) be a compact reversible Finsler metric measure man-
ifold. Given a dimension pair (C , dim), set
Ck := {A ∈ C : dim (A) ≥ k}, ∀ k ∈ N+.
Then the corresponding eigenvalue satisfies the min-max principle, i.e.,
λk = inf
A∈Ck
sup
u∈A
E(u), ∀ k ∈ N+.
In particular, λk is always finite for any k ∈ N+.
Proof. For any k ∈ N+, (D3) in Def. 5.1 implies Ck 6= ∅. Thus, for any λ ∈
R+ ∪{+∞} with dimE−1[0, λ] ≥ k, it is easy to see λ ≥ λk. Now let λˆk := inf{λ ∈
R+ ∪ {+∞} : dimE−1[0, λ] ≥ k}. Clearly, λk ≤ λˆk.
On the other hand, if λk = +∞, then λk ≥ λˆk. Now suppose λk < +∞. Thus,
for any  > 0, dimE−1[0, λk + ] ≥ k, which means λk ≥ λˆk. Therefore, we have
λk = λˆk = inf{λ ∈ R+ ∪ {+∞} : dimE−1[0, λ] ≥ k}
= inf{λ ∈ R+ ∪ {+∞} : ∃A ∈ C with A ⊂ E−1[0, λ] and dim(A) ≥ k}
= inf
{
λ ∈ R+ ∪ {+∞} : ∃A ∈ Ck with sup
u∈A
E(u) ≤ λ
}
= inf
A∈Ck
sup
u∈A
E(u).
Now we show each eigenvalue is finite. First, let (·, ·) denote the standard inner
produce on H1,2(M) induced by the average Riemannian metric gˆ (see Proposition
3.1), that is,
(5.1) (u, v) :=
∫
M
uv d volgˆ +
∫
M
gˆ(du, dv) d volgˆ,
and let ‖·‖1 denote the norm induced by (·, ·). Using (3.1) and (2.1), one can easily
see that ‖ · ‖1 is equivalent to ‖ · ‖H. Thus, the topology of (X , ‖ · ‖1) coincides
with the one of (X , ‖ · ‖H).
Let {λ∆gˆi }∞i=1 be the standard spectrum of the Laplacian ∆gˆ and {fi}∞i=1 be the
corresponding eigenfunctions. Thus, according to [3, the proof of Proposition 1.2,
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p.134], for any u ∈ H1,2(M), there exist a sequence of constants {ai} such that
u =
∑∞
i=1 aifi with
(5.2) ‖u‖2L2 =
∞∑
i=1
a2i , ‖u‖21 =
∞∑
i=1
(1 + λ
∆gˆ
i )a
2
i <∞.
Given k ∈ N+, we construct a k-dimensional linear subspace V ⊂ X by V :=
Span{f1, . . . , fk}. Then for any u ∈ V ∩ S, (5.2) yields
‖u‖1 ≤
√√√√ k∑
i=1
(
1 + λ
∆gˆ
i
)
<∞.
Hence, V ∩ S is a bounded closed subset in (V, ‖ · ‖1) and therefore, V ∩ S ⊂ X
is compact. In particular, supu∈V ∩S E(u) <∞, as E is continuous in the topology
of (X , ‖ · ‖1). On the other hand, since V ∩ S ∈ Ck, the min-max principle above
then furnishes
λk = inf
A∈Ck
sup
u∈A
E(u) ≤ sup
u∈V ∩S
E(u) <∞.

Remark 5.6. If dim does not satisfy (D3) in Def. 5.1, Ck could be empty, in which
case Def. 5.3 yields λk = +∞.
Definition 5.7. Let (M,F, dm) be a compact reversible Finsler metric measure
manifold and let (C , dim) be a dimension pair. Given an eigenvalue λk, u ∈ S is
called an eigenfunction corresponding to λk if u satisfies E(u) = λk and
∆u+ λku = 0 in the weak sense.
Now, we have the following universal properties of a spectrum.
Theorem 5.8. Let (M,F, dm) be a compact reversible Finsler metric measure man-
ifold. Given a dimension pair (C , dim), the corresponding spectrum {λk}∞k=1 satisfy
the following properties:
(1) (Monotonicity)
0 = λ1 ≤ λ2 ≤ . . . ≤ λk ≤ . . . , if ∂M = ∅,
0 < λ1 ≤ λ2 ≤ . . . ≤ λk ≤ . . . , if ∂M 6= ∅.
In particular, the first eigenvalue is
λ1 = inf
u∈S
E(u) = inf
u∈X \{0}
E(u).
(2) (Riemannian case)
If F is Riemannian and dm is the canonical Riemannian measure, then
λk ≤ λ∆k , ∀ k ∈ N+,
where λ∆k is the standard eigenvalue of the Laplacian ∆ in the Riemannian case.
(3) (Existence of eigenfunction)
For each k ∈ N+, the eigenfunction u corresponding to the eigenvalue λk always
exists. In particular, either u = ±(m(M))− 12 or u ∈X0\{0}.
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Proof. (1) For convenience, set
λ∗1 := inf
u∈S
E(u) = inf
u∈X \{0}
E(u).
Then it follows from Theorem 5.5 that λ∗1 ≤ λ1. On the other hand, for each f ∈ S,
{±f} = Rf ∩ S ∈ C1, which together with Theorem 5.5 yields
λ1 = inf
A∈C1
sup
u∈A
E(u) ≤ E(f), ∀ f ∈ S =⇒ λ1 ≤ λ∗1.
Hence, λ1 = λ
∗
1.
If ∂M = ∅, consider A = {±(m(M))− 12 }. Thus, A ⊂ C1 and hence,
0 ≤ λ1 ≤ sup
u∈A
E(u) = 0.
Now suppose ∂M 6= ∅. Let gˆ be the average Riemannian metric of F . The
spectral theory in Riemannian geometry together with (2.1) and (3.1) yields
λ1 = λ
∗
1 = inf
u∈X \{0}
∫
M
F ∗2(du)dm∫
M
u2dm
≥ 1
ΛF · C2m
inf
u∈X \{0}
∫
M
‖du‖2gˆd volgˆ∫
M
u2d volgˆ
> 0.
Since Ck+1 ⊂ Ck, the monotonicity of the eigenvalues follows from Theorem 5.5.
(2) Let dimC(V ) denote the Lebesgue covering dimension of a linear space V
(cf. [14]). Since F is Riemannian, Courant’s minimax principle yields
(5.3) λ∆k = min
V ∈Hk
max
u∈V \{0}
E(u),
where
Hk = {V ⊂X : V is a linear subspace with dimC(V ) = k}.
Thus, for any  > 0, there exists a k-dimensional linear space V with maxu∈V \{0}E(u) <
λ∆k + . Since S ∩ V ∈ Ck and S ∩ V = {u ∈ V : ‖u‖L2 = 1},
λk ≤ sup
u∈S∩V
E(u) = max
u∈V \{0}
E(u) < λ∆k + ⇒ λk ≤ λ∆k .
(3) It suffices to prove each λk is a critical value of E. Recall that λk < +∞ (see
Theorem 5.5). Suppose that λk is a regular value. That is, if u ∈ S with E(u) = λk,
then DE(u) 6= 0. Hence, the eigenset Kλk = ∅ (see (4.1)). Now Lemma 4.11 (O = ∅
and  = 1) yields that there exists 0 > 0 and a family of odd homeomorphisms
Φ(·, t) : S → S, t ∈ [0, 1] such that Φ(Eλk+0 , 1) ⊂ Eλk−0 . For this 0, there is
A ∈ Ck 6= ∅ with
sup
u∈A
E(u) < λk + 0 ⇒ A ⊂ Eλk+0 .
Thus, E(Φ(A, 1)) < λk − 0. On the other hand, (D4) in Definition 5.1 yields
dim(Φ(A, 1)) = dim(A) ≥ k ⇒ Φ(A, 1) ∈ Ck,
and hence,
λk ≤ sup
u∈Φ(A,1)
E(u) ≤ λk − 0 < +∞,
which is a contradiction. This means λk is a critical value of E and therefore, the
eigenfunction u ∈ S corresponding to λk does exist. Now it follows from Lemma
4.9 that u = ±(m(M))− 12 or u ∈X0\{0}. 
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Remark 5.9. According to [4, P.9], for a closed Riemannian manifold, one has
0 = λ∆1 < λ
∆
2 ≤ . . . ≤ λ∆k ≤ . . . ,
in which case the first eigenvalue in the classical literature on Riemannian geometry
usually means the first positive eigenvalue, i.e., λ∆2 . On the other hand, it is easy
to check that
λ∆1 = 0 = inf
u∈H1,2(M)\{0}
∫
M
g(∇u,∇u)d volg∫
M
u2d volg
= inf
u∈S
E(u).
Therefore, Property (i) in Theorem 5.8 is true in the Riemannian case.
Remark 5.10. In view of Property (3) in Theorem 5.8, the spectrum of a dimen-
sion pair (C , dim) is a sequence of critical values of E. In particular, Property
(2) together with Property (3) yields that for a compact Riemannian manifold
equipped with the canonical Riemannian measure, each eigenvalue of a dimension
pair (C , dim) is exactly a standard eigenvalue of the Laplacian. However, (C , dim)-
spectrum may not contain all the critical values of E even in the Riemannian case.
In fact, different dimension pairs may induce different spectrums. See Sec.6 for the
examples.
Now we introduce a ”stronger” dimension pair.
Definition 5.11. A dimension pair (C , dim) is said to be faithful if for any compact
Riemannian manifold (equipped with the canonical Riemannian measure),
λk = λ
∆
k , ∀ k ∈ N+,
where λ∆k is the standard eigenvalue of the Laplacian ∆ in the Riemannian setting.
Theorem 5.12. Let (M,F, dm) be a compact reversible Finsler metric measure
manifold. For a faithful dimension pair (C , dim), the corresponding spectrum sat-
isfies
(1) The first positive eigenvalue is equal to λ2 = infu∈X0\{0}E(u), if ∂M = ∅;
λ1 = infu∈X0\{0}E(u), if ∂M 6= ∅.
(2) lim
k→+∞
λk = +∞.
(3) For each k ∈ N+, the multiplicity m(λk) of λk is finite.
Proof. Let gˆ be the average Riemmanin metric induced by F . The assumption
implies that one can use Ck to define the standard eigenvalues of gˆ, which are
denoted by λ
∆gˆ
k ’s. Thus, by (3.1) and (2.1), one gets
λ
∆gˆ
k
ΛF · C2m
=
1
ΛF · C2m
inf
A∈Ck
sup
u∈A
∫
M
‖du‖2gˆd volgˆ∫
M
u2d volgˆ
≤ inf
A∈Ck
sup
u∈A
E(u) = λk.
Now λk > 0 for k ≥ 2 and λk → +∞ follow from the spectral theory in Rie-
mannian geometry. On the other hand, λk < +∞ (see Theorem 5.5) together with
limk→+∞ λk = +∞ implies the finiteness of the multiplicity. Hence Property (2)
and (3) follow. Now we show Property (1).
If ∂M 6= ∅, Theorem 5.8 (1) together with X =X0 yields
0 < λ1 = inf
u∈S
E(u) = inf
u∈X \{0}
E(u) = inf
u∈X0\{0}
E(u).
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Now suppose ∂M = ∅. Recall λ2 > 0. Theorem 5.8 (3) yields an eigenfunction
f ∈X0\{0} corresponding to λ2. Thus,
λ2 = E(f) ≥ inf
u∈X0\{0}
E(u).
On the other hand, for each u ∈ X0\{0}, set Vu = Span{1, u}. Since Au :=
S ∩ Vu ∈ C2,
λ2 ≤ sup
v∈Au
E(v) = E(u) =⇒ λ2 ≤ inf
u∈X0\{0}
E(u).

Proof of Theorem 1.1. It is easy to see that Theorem 1.1 follows from Theorem 5.8
and Theorem 5.12 directly. 
6. Examples of dimension pairs
This section is devoted to some interesting dimension pairs and their spectrums,
especially the faithful ones. First, we introduce some notions and notations.
Let P(X ) denote the quotient space S/Z2. Thus, p : S → P(X ) is a 2-fold
covering as Z2 act freely and properly discontinuously on S. In particular, P(X )
is a normal ANR (see Proposition A.4). The following result is clear.
Proposition 6.1. P(X ) is homeomorphic to the projective space (X \{0})/ ∼,
where u ∼ v iff there exists λ 6= 0 such that u = λ · v.
Hence, we also use P(X ) to denote the projective space (X \{0})/ ∼ in the
following. Moreover, given a k-dimensional linear subspace V of X , P(V ) :=
p(V ∩ S) is also utilized to denote the projective space induced by V . And all the
maps in this section are continuous.
6.1. Lusternik-Schnirelmann dimension pair.
In this subsection, we construct two dimension pairs by the Lusternik-Schnirelmann
category. First, we recall the relative Lusternik-Schnirelmann (LS) category on
P(X ).
Definition 6.2 ([8, 22]). Given a subset A ⊂ P(X ), the LS category of A relative
to P(X ), catP(X )(A), is the smallest possible integer value k such that A is covered
by k closed sets Aj , 1 ≤ j ≤ k, which are contractible in P(X ). If no such finite
covering exists we write catP(X )(A) = +∞.
Definition 6.3. Define two optional families C α, α = 1, 2 by
C 1 := {A ⊂ S : A is closed}, C 2 := {A ⊂ S : A is compact}.
Given a closed set A ⊂ S, we define the Lusternik-Schnirelmann dimension of A by
dimLS(A) := catP(X )(p(A)),
where p : S → P(X ) is the natural projection.
Then we have the following result.
Proposition 6.4. For each α ∈ {1, 2}, (C α, dimLS) is a dimension pair.
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Proof. Fix any α ∈ {1, 2}. Clearly, the definition yields that (C α, dimLS) satisfies
Property (D1) and (D2) in Def. 5.1. Moreover, for each k ∈ N+, let V be a k-
dimensional linear space. Then A := V ∩ S is the ”unit” sphere in V . Obviously,
p(A) = P(V ) and hence, dimLS(A) = catP(X )(P(V )) = k. So Property (D3) follows.
Moreover, an arbitrary odd homeomorphism h : S → S induces a homeomorphism
H : P(X ) → P(X ) by H([u]) := p ◦ h(u). Since catP(X )(·) is invariant under
homeomorphism (cf. [6, Lemma 1.13 (5)]), one gets
dimLS(A) = catP(X )(H(p(A))) = catP(X )(p(h(A))) = dimLS(h(A)),
for any A ∈ C α. That is, Property (D4) in Def. 5.1 holds. 
Remark 6.5. It is unsuitable to use the LS category relative to S to define di-
mension pairs, since S is contractible (see Proposition A.3). More precisely, let
C α, α = 1, 2 be as in Def. 6.3 and let dim∗LS(A) := catS(A). Then Proposition A.3
furnishes dim∗LS(A) ≡ 1 for any nonempty A ∈ C α, which implies that (D3) does
not hold and hence, dim∗LS is not a dimension-like function. Also see Remark 5.6
for more details about such spectrums.
According to Theorem 5.5, we introduce the spectrums of (C α, dimLS), α = 1, 2.
Definition 6.6 (LS-spectrum). Let (M,F, dm) be a compact reversible Finsler
metric measure manifold. For α ∈ {1, 2}, the spectrum of (C α, dimLS) is denoted
by {λLS,αk }∞k=1, where
λLS,αk := inf
A∈CLS,αk
sup
u∈A
E(u),
and C LS,αk := {A ∈ C α : dimLS(A) ≥ k}.
The following result implies that LS-spectrum can be obtained in an alternative
approach.
Proposition 6.7. Define two optional families Dα, α = 1, 2 by
D1 := {A ⊂ S : A is closed and A = −A},
D2 := {A ⊂ S : A is compact and A = −A}.
Then for each α ∈ {1, 2}, (Dα, dimLS) is a dimension pair. In particular, (Dα, dimLS)-
spectrum coincide with (C α, dimLS)-spectrum.
Proof. For any A ∈ C α, we have
dimLS(A ∪ −A) = catP(X )(p(A ∪ −A)) = catP(X )(p(A)) = dimLS(A).
According to this property, the rest of proof is direct and hence, we omit it. 
We can estimate the ”dimension” of the eigenset.
Lemma 6.8. Let (M,F, dm) be a compact reversible Finsler metric measure man-
ifold. Given α ∈ {1, 2}, if for some k ∈ N+,
0 ≤ λLS,αk = λLS,αk+1 = · · · = λLS,αk+l−1 = β,
i.e., the multiplicity of the eigenvalue β is l, then dimLS(Kβ) ≥ l (see (4.1)). In
particular, there exist (at least) l linearly independent eigenfunctions corresponding
to eigenvalue β. Moreover, if l > 1, then Kβ is a infinite set.
The proof of Lemma 6.8 will be given in the next subsection. This lemma
furnishes the following important result.
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Theorem 6.9. For each α ∈ {1, 2}, (C α, dimLS) is a faithful dimension pair.
Proof. Let (M, g) be a compact Riemannian manifold. Fix α ∈ {1, 2} and k ∈
N+. Since g is always reversible, Theorem 5.8 together with the spectral theory
in Riemannian geometry implies that for each j with 1 ≤ j ≤ k, there exists
uj ∈ C∞(M) such that E(uj) = λLS,αj and ∆uj + λLS,αj uj = 0. If λLS,αi 6= λLS,αj ,
then
(6.1)
∫
M
ui · ujd volg = 0,
∫
M
g(∇ui,∇uj)d volg = 0, if i 6= j.
If λLS,αi = λ
LS,α
i+1 = . . . = λ
LS,α
i+l−1 = β, i.e., the multiplicity of the eigenvalue β
is l, Lemma 6.8 then yields that there exist l linearly independent eigenfunctions
{us}ls=1 corresponding to β, which still satisfy (6.1) (since ∆ is linear). Hence, one
always obtains k eigenfunctions {uj}kj=1 such that uj ’s are mutually orthogonal (in
the sense of (6.1)) and E(uj) = λ
LS,α
j . Now let
Vk := Span{u1, . . . , uk} ⊂X .
Clearly, dimC(Vk) = k and then Courant’s minimax principle (5.3) together with
(6.1) yields
λ∆k ≤ sup
u∈Vk\{0}
E(u) = λLS,αk .
Now the theorem follows from λLS,αk ≤ λ∆k (see Theorem 5.8 (2)). 
6.2. Krasnoselskii dimension pair.
In this subsection, we use the Krasnoselskii genus to construct dimension pairs. Also
refer to [1] for the corresponding spectrum defined on L2(M), in which the Cheeger
energy, instead of the Rayleigh quotient, is the main tool to study eigenvalues.
According to [17, 22], we introduce the Krasnoselskii genus as follows.
Definition 6.10. Set G := {A ⊂ X : A is closed and A = −A}. The Krasnosel-
skii genus dimK : G → N ∪ {+∞} is defined by
dimK(A) :=
 inf{m ∈ N : ∃h ∈ C
0(A;Rm\{0}), h(−u) = −h(u)},
∞, if {· · · } = ∅, in particular, if 0 ∈ A.
Note that the Krasnoselskii genus always satisfies the following properties. Refer
to [22, Charpter II, Proposition 5.2, Proposition 5.4, Observation 5.5] for the proof.
Lemma 6.11. Let A,B ∈ G and let h : X → X be an odd map. Then the
following properties hold:
(i) dimK(A) ≥ 0; In particular, dimK(A) = 0 if and only if A = ∅.
(ii) A ⊂ B implies dimK(A) ≤ dimK(B).
(iii) If A is a finite collection of antipodal pairs ui,−ui, then dimK(A) = 1.
(vi) Given k ∈ N+, for any k-dimensional linear space V ⊂X , dimK(S ∩ V ) = k.
(v) dimK(A) ≤ dimK(h(A)). In particular, if 0 /∈ A, this property holds for any
odd map h :X \{0} →X \{0}.
(vi) dimK(A ∪B) ≤ dimK(A) + dimK(B).
(vii) If A is compact and 0 /∈ A, then dimK(A) <∞ and there is a neighborhood O
of A in X such that O ∈ G and dimK(A) = dimK(O).
From (i)-(v) in Lemma 6.11, one easily gets the following result.
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Proposition 6.12. Define two optional families Dα, α = 1, 2 by
D1 := {A ⊂ S : A is closed and A = −A},
D2 := {A ⊂ S : A is compact and A = −A}.
Then for each α ∈ {1, 2}, (Dα, dimK) is a dimension pair.
Thus, we can define the corresponding spectrums by Theorem 5.5.
Definition 6.13 (K-spectrum). Let (M,F, dm) be a compact reversible Finsler
metric measure manifold. For α ∈ {1, 2}, the spectrum of (Dα, dimK) is denoted
by {λK,αk }∞k=1, where
λK,αk := inf
A∈DK,αk
sup
u∈A
E(u),
and DK,αk := {A ∈ Dα : dimK(A) ≥ k}.
It is noticeable that the K-spectrums can also be obtained by G and dimK .
Proposition 6.14. Set
G 1k := {A ∈ G : dimK(A) ≥ k, 0 /∈ A},
G 2k := {A ∈ G : dimK(A) ≥ k, 0 /∈ A, A is compact}.
For α ∈ {1, 2}, define
λ∗K,αk := inf
A∈Gαk
sup
u∈A
E(u).
Thus, λ∗K,αk = λ
K,α
k , for all k ∈ N+.
Proof. Fix α ∈ {0, 1} and k ∈ N+. Clearly, λ∗K,αk ≤ λK,αk follows from the defini-
tion. On the other hand, we define an odd map h :X \{0} → S by h(u) := u/‖u‖L2 .
Thus, for any A ∈ G αk , Lemma 6.11 (v) implies h(A) ∈ DK,αk and hence,
λK,αk ≤ sup
u∈h(A)
E(u) = sup
u∈A
E(u) =⇒ λK,αk ≤ λ∗K,αk .

Before pointing out an important fact between the LS-spectrum and the K-
spectrum, we recall a theorem in [8].
Theorem 6.15 ([8, Theorem, (3), p.34]). Let E denote any contractible paracom-
pact free G-space where G is a compact Lie group. Let Σ denote the collection of
closed, invariant subsets of E and set B = E/G. Then for any A ∈ Σ, we have
catB(A/G) = G-genus A.
In particular, if G = Z2, G-genus is exactly the Krasnoselskii genus.
Theorem 6.16. For any compact reversible Finsler metric measure manifold, we
always have
λLS,αk = λ
K,α
k , ∀α ∈ {1, 2}, ∀ k ∈ N+.
In particular, dimLS(A) = dimK(A) for any A ∈ Dα.
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Proof. According to Prop. A.3 and Prop. 4.7, S is a contractible, paracompact, and
Z2-free space. Fix α ∈ {1, 2} and k ∈ N+. Given A ∈ DK,αk , A is Z2-invariant and
p(A) = A/Z2. Thus, Theorem 6.15 yields
k ≤ dimK(A) = catP(X )(p(A)) = dimLS(A),
which implies A ∈ C LS,αk and hence, λLS,αk ≤ λK,αk .
On the other hand, given any A ∈ C LS,αk , consider A′ := A∪−A. Theorem 6.15
again yields
k ≤ dimLS(A) = catP(X )(p(A)) = catP(X )(A′/Z2) = dimK(A′).
Since F is reversible, we have
λK,αk ≤ sup
u∈A′
E(u) = sup
u∈A
E(u) =⇒ λK,αk ≤ λLS,αk .

By Theorem 6.16, we can give an simple proof of Lemma 6.8.
Proof of Lemma 6.8. According to Theorem 6.16, it suffices to show Lemma 6.8
holds for Krasnoselskii dimension pairs.
Firstly, Kβ ∈ D2 follows from F is reversible and Kβ is compact (see Lemma
4.4). According to Lemma 6.11 (vii), there exists a symmetric neighborhood O of
Kβ such that dimK(O) = dimK(Kβ) < ∞. For  = 1, let 0 be the constant and
Φ(·, t) be the family of odd homeomorphisms in Homotopy Lemma (Lemma 4.11).
Choose A ∈ Dα with dimK(A) ≥ k + l − 1 and supu∈AE(u) < β + 0. Homotopy
Lemma together with the min-max principle (Theorem 5.5) then yields
Φ(A, 1) ⊂ Eβ−0 ∪O, dimK(Eβ−0) ≤ k − 1.
Now it follows from Lemma 6.11 (vi) that
dimK(Kβ) = dimK(O) ≥ dimK(Eβ−0 ∪O)− dimK(Eβ−0)
≥ dimK(Φ(A, 1))− k + 1 ≥ dimK(A)− k + 1 ≥ l.
Secondly, recall that (X , (·, ·)) is a complete Hilbert space, where (·, ·) is defined
by (5.1). In particular, Kβ is still compact with dimK(Kβ) ≥ l in (X , (·, ·)), since
the topology of (X , (·, ·)) is the same as the one of (X , ‖·‖H). Now let {u1, . . . , us}
be a maximal set of mutually orthogonal vectors in Kβ , set V := span{u1, . . . , us} ≈
Rs, and let pi : X → V be orthogonal projection onto V . Thus, 0 /∈ pi(Kβ) and
h := pi|Kβ : Kβ → Rs\{0} is an odd continuous map. Now the definition of dimK
implies s ≥ dimK(Kβ) ≥ l.
The cardinality ]Kβ = +∞ follows from Lemma 6.11 (iii) directly. 
Since every Riemannian metric is reversible, Theorem 6.16 together with Theo-
rem 6.9 then yields the following result immediately.
Theorem 6.17. For each α ∈ {1, 2}, (Dα, dimK) is a faithful dimension pair.
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6.3. Essential dimension pair.
In [9], Gromov introduced the essential dimension to the projective space. In this
section, we utilize this function to define dimension pairs.
In the following, let dimC denote the Lesbesgue covering dimension (cf. [14]). A
subset A ⊂ P(X ) is said to be contractible in P(X ) onto a subset B ⊂ P(X ) if
there exists a map h : A× [0, 1] → P(X ) with h(·, 0) = IdA and h(A, 1) = B. For
simplicity, h is called a homotopy in this paper.
Definition 6.18 (Gromov[9]). Given a closed set A ⊂ P(X ) and A 6= ∅, the
essential dimension of A is defined by
ess(A) :=the smallest integer i such that A is contractible in P(X ) onto
a subset B ⊂ P(X ) with dimC(B) = i,
And set ess(∅) := −1.
A standard argument yields the following result.
Lemma 6.19. If f : P(X )→ P(X ) is a homeomorphism, then ess(A) = ess(f(A)).
That is, ess is a topological invariant.
Now we introduce essential dimension pairs.
Definition 6.20. Let C α, α = 1, 2 be two optional families, i.e.,
C 1 := {A ⊂ S : A is closed}, C 2 := {A ⊂ S : A is compact}.
Given a closed set A ⊂ S, we define the essential dimension of A by
dimES(A) := ess(p(A)) + 1.
According to [9, 0.4B,0.4B1], we have the following result.
Lemma 6.21. Let A,B ∈ C α and h : S → S be an odd homeomorphism.
(i) dimES(A) ≥ 0 with equality iff A = ∅.
(ii) If A ⊂ B, then dimES(A) ≤ dimES(B).
(iii) dimES(A ∪B) ≤ dimES(A) + dimES(B).
(iv) dimES(A) = dimES(h(A)).
(v) Given any k-dimensional linear space V ⊂X , dimES(S ∩V ) = k always holds.
Proof. (i) and (ii) follows from the definition directly and (iii) follows from [9,
0.4B1], i.e., for any A,B ⊂ P(X ), ess(A ∪B) ≤ ess(A) + ess(B) + 1.
We now prove (iv). First we claim that H([u]) := p ◦ h(u), G([u]) := p ◦ h−1(u)
are two homeomorphisms on P(X ). Clearly, H,G are well-defined and surjective.
Note that
H ◦ p = p ◦ h, G ◦ p = p ◦ h−1.
Since p is a quotient map, H and G are continuous. It is easy to see that
H ◦G = Id, G ◦H = Id,
which imply both H and G are homeomorphisms. Thus, Lemma 6.19 yields
dimES(h(A)) = ess(H(p(A))) + 1 = ess(p(A)) + 1 = dimES(A).
In order to show (v), consider the ”unit sphere” A := V ∩ S in a k-dimensional
linear space V . Then p(A) = P(V ), which together with ess(P(V )) = dimC(P(V ))
(see [9, 0.4B (v)]) yields
dimES(A) = ess(P(V )) + 1 = k.
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
The lemma above yields the following result immediately.
Proposition 6.22. For each α ∈ {1, 2}, (C α, dimES) is a dimension pair.
Remark 6.23. It is unsuitable to define dim∗ES(A) := ess(A) + 1 for any A ⊂ S.
In fact, since S is contractible, dim∗ES(A) ≡ 1 for any nonempty set A ⊂ S and
hence, dim∗ cannot be a dimension-like function.
Now we can define (C α, dimES)-spectrum by Theorem 5.5.
Definition 6.24 (Ess-spectrum). Given α ∈ {1, 2} and k ∈ N+, set
CES,αk :={A ∈ C α : dimES(A) ≥ k},
and
λES,αk := inf
A∈CES,αk
sup
u∈A
E(u).
By an argument similar to the one of Proposition 6.7, one can easily show the
following result.
Proposition 6.25. Define two optional families Dα, α = 1, 2 by
D1 := {A ⊂ S : A is closed and A = −A},
D2 := {A ⊂ S : A is compact and A = −A}.
Then for each α ∈ {1, 2}, (Dα, dimES) is a dimension pair. In particular, (Dα, dimES)-
spectrum coincides with (C α, dimES)-spectrum.
Now we show the following result.
Theorem 6.26. For each α ∈ {1, 2}, (C α, dimES) is a faithful dimension pair.
Proof. Fix α ∈ {1, 2} and let (M, g) be a compact Riemnannian manifold equipped
with the canonical measure. Theorem 5.8 yields that λES,αk ≤ λ∆k < +∞. Now we
show λ∆k ≤ λES,αk .
Step 1. In this step, we show that if β is an eigenvalue w.r.t the essential di-
mension, there exists an open subset O ⊂ S such that O ⊃ Kβ and dimES(O) =
dimES(Kβ) <∞ (see (4.1)).
Since the metric is Riemannian, the eigenspace of β, say Wβ , is a (finite) k-
dimensional linear space which is spanned by {u1, . . . , uk}. Here, ui’s are eigenfunc-
tions satisfying (6.1). Since ∆ is linear, Kβ = S ∩Wβ and hence, p(Kβ) = P(Wβ),
which together with Lemma 6.21 (v) yields dimES(Kβ) = k < +∞.
On the other hand, since (X , (·, ·)) is a separable Hilbert space (see (5.1)), for
a fixed  ∈ (0, 1), define
O′ := {u+ ρ : u ∈Wβ , ρ ∈W⊥β ,
√
(ρ, ρ) < } ⊂X .
Clearly, using a complete orthonormal basis, it is easy to check that O′ is an open
neighbourhood of Wβ . Since the expression of u+ ρ ∈ O′ is unique, we can define
a homotopy H : O′ × [0, 1] → Wβ , H(u + ρ, t) = u + (1 − t)ρ. Hence, O′ is
contractible onto Wβ . On the other hand, O
′ ∩S is an open neighbourhood of Kβ .
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Since H(u + ρ, t) = 0 implies u = 0 and ‖ρ‖L2 ≤
√
(ρ, ρ) ≤  < 1, we define a
homotopy H ′ : O′ ∩ S → S by
H ′(·, t) = H(·, t)‖H(·, t)‖L2 .
It is easy to see that H ′(·, 0) = Id and H ′(O′ ∩ S, 1) = Kβ . That is, O′ ∩ S is
contractible onto Kβ . Now set O := p(O′∩S). Clearly, O is an open neighbourhood
of p(Kβ). Since H
′ is odd, we can define a homotopy H ′′ : O× [0, 1]→ P(X ) such
that
H ′′ ◦ p = p ◦H ′,
which implies O is contractible onto p(Kβ) and hence, ess(O) ≤ ess(p(Kβ)). How-
ever, O ⊃ p(Kβ), which implies
ess(p(Kβ) ≤ ess(O) ≤ ess(p(Kβ) = k − 1.
Now we are done by setting O := O′ ∩ S.
Step 2. By Step 1 and using the same argument in the proof of Lemma 6.8, one
can show that if for some s ∈ N+,
0 ≤ λES,αs = λES,αs+1 = · · · = λES,αs+l−1 = β,
i.e., the multiplicity of the eigenvalue β is l, then there exist l eigenfunctions ui
corresponding to β such that ‖ui‖L2 = 1 and (6.1) holds. Now for any k ∈ N+,
λ∆k ≤ λES,αk follows from the proof of Theorem 6.9 while λES,αk ≤ λ∆k follows from
Theorem 5.8 (2). 
We have shown that K-spectrum is exactly LS-spectrum (see Theorem 6.16). In
order to investigate the relationship between Ess-spectrum and LS-spectrum, we
need the following facts. See [6, Remark 1.12, Lemma 1.13] for the proofs.
Lemma 6.27. Let X be a normal ANR. For any closed subset A ⊂ X, we have
(1) catX(A)− 1 ≤ dimC(A).
(2) For any homotopy h : A× I → X, catX(A) ≤ catX(h(A, 1)).
Remark 6.28. The LS-category defined in [6] is smaller than the one in Def. 6.3
by 1. So the first statement in [6] reads: catX(A) ≤ dimC(A). And the homotopy
we define before is called a deformation in [6].
Now we have the following result.
Theorem 6.29. For any k ∈ N+, we have
min{λLS,1k , λES,1k } ≤ λES,2k ≤ λLS,2k .
Proof. Since λES,1k ≤ λES,2k , it suffices to show that λES,2k ≤ λLS,2k . Given A ∈
C LS,2k , let B be the homotopic image of p(A) with dimC(B) = ess(p(A)). Note that
B is compact (closed) and P(X ) is a normal ANR (see Proposition A.4). Then
Lemma 6.27 (1) yields
dimES(A) = dimC(B) + 1 ≥ catP(X )(B).
On the other hand, it follows from Lemma 6.27 (2) that
catP(X )(B) ≥ catP(X )(p(A)) = dimLS(A).
Hence, dimES(A) ≥ dimLS(A) ≥ k and A ∈ CES,2k , which implies λES,2k ≤ λLS,2k .

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6.4. Lebesgue covering dimension pair.
Let dimC denote the Lebesgue covering dimension (cf. [14]). Now we introduce the
following pairs.
Definition 6.30. Let C α, α = 1, 2 be two optional families, i.e.,
C 1 := {A ⊂ S : A is closed}, C 2 := {A ⊂ S : A is compact}.
Given a closed set A ⊂ S, we define the modified Lebesgue covering dimension of A
by
dimMC(A) :=
 dimC(A) + 1, if A 6= ∅,
0, if A = ∅.
Since X is a separable metric space, dimC(A) = ind(A) for any subset A ⊂ S ⊂
X , where ind(·) denotes the (small) inductive dimension. Thus, it is easy to show
the following result.
Lemma 6.31. Given α ∈ {1, 2}, let A,B ∈ C α and h : S → S be an homeomor-
phism. Then we have
(i) dimMC(A) ≥ 0 with equality iff A = ∅.
(ii) If A ⊂ B, then dimMC(A) ≤ dimMC(B).
(iii) dimMC(A ∪B) ≤ dimMC(A) + dimMC(B).
(iv) dimMC(A) = dimMC(h(A)).
(v) Given any k-dimensional linear space V ⊂X , dimMC(S ∩ V ) = k.
Thus, (C α, dimMC), α = 1, 2 are dimension pairs. Hence, we can define (C α, dimMC)-
spectrum as before. Given k ∈ N+, set
CMC,αk :={A ∈ C α : dimMC(A) ≥ k},
and
λMC,αk := inf
A∈CMC,αk
sup
u∈A
E(u).
Proposition 6.32. For each α ∈ {1, 2}, (C α, dimMC) is not faithful.
Proof. Let (M, g) be a compact Riemannian manifold equipped with the canonical
Riemannian measure d volg. Fix α ∈ {1, 2}. Theorem 5.8 (1) implies λMC,α1 = λ∆1 .
For k ≥ 2, let ui ∈ S, i = 1, . . . , k be the eigenfunctions corresponding to λ∆i
with (6.1). Set Wk := Span{u1, . . . , uk} and (f1, f2)L2 :=
∫
M
f1f2 d volg. Let
(cosα1, . . . , cosαk) denote the direction cosines of a vector in (Wk, (·, ·)L2) w.r.t
{ui}. That is, cosαi := (·, ui)L2/‖ · ‖L2 . Set
An :=
{
k∑
i=1
cosαi · ui : − pi
2n
≤ α1 ≤ pi
2n
}
.
Clearly, An ∈ CMC,αk and hence,
λMC,α1 ≤λMC,αk ≤ sup
u∈An
E(u) = cos2 α1 · λ∆1 +
k∑
i=2
cos2 αi · λ∆i
≤ cos2 α1 · λ∆1 + sin2 α1 · λ∆k → λ∆1 = λMC,α1 , as n→ +∞,
which implies λMC,α1 = · · · = λMC,αk . Hence, limk→+∞ λMC,αk 6= +∞ and the
proposition follows. 
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7. A universal upper bounded for eigenvalues
In this section, let (C , dim) be a dimension pair and let (M,F, dm) be a complete
reversible Finsler metric measure n-manifold.
Given a precompact domain D in M , (D,F |D, dm|D) is a compact reversible
Finsler metric measure n-manifold and the Banach space X corresponding to
(D,F |D, dm|D) is denoted by X (D), that is,
X (D) =
{
u ∈ C0(D) : u|∂D = 0, du is defined almost everywhere
and
∫
D
F ∗2(du)dm < +∞
}
.
Let λ1(D) denote the first eigenvalue defined on X (D) w.r.t (C , dim). According
to Theorem 5.8 (1), one has
λ1(D) = inf
u∈X (D)\{0}
E(u).
On the other hand, let BNK (r0) denote a geodesic ball with radius r0 in the N -
dimensional Riemannnian space form with constant sectional curvature K, and let
λ∆1 (B
N
K (r0)) be the standard first eigenvalue defined on B
N
K (r0).
Now we recall a Laplacian comparison obtained by Obta (cf. [18, Theorem 5.2]).
Lemma 7.1 ([18]). Let (M,F, dm) be a complete reversible Finsler metric measure
n-manifold. If for some N ∈ [n,+∞), the weighted Ricci curvature satisfies RicN ≥
(N−1)K, then the Laplacian of the distance function r(x) = d(p, x) from any given
point p ∈M can be estimated as follows:
∆r ≤ d
dr
(
log sN−1K (r)
)
,
which holds pointwise on M − Cutp ∪ {p} and in the sense of distributions on
M − {p}.
Thus, inspired by [5], we obtain the following lemma.
Lemma 7.2. Let (M,F, dm) be a complete reversible Finsler metric measure n-
manifold. If for some N ∈ [n,+∞), the N -Ricci curvature satisfies RicN ≥ (N −
1)K, then for any p ∈M ,
λ1(Bp(r0)) ≤ λ∆1 (BNK (r0)).
Proof. Let ϕ be the nonnegative eigenfunction w.r.t λ∆1 (B
N
K (r0)), which is always
a racial function. Let r(x) := d(p, x) be the distance function from p to x in M .
Thus, f(x) := ϕ ◦ r(x) ∈X (Bp(r0)).
On the othe hand, let S(Bp(r0)) be the ”unit ball” of X (Bp(r0)), that is,
S(Bp(r0)) := {u ∈X (Bp(r0)) : ‖u‖L2 = 1}.
Set A := {±f/‖f‖L2} ⊂ S(Bp(r0)). Since dim(A) ≥ 1 (see Def. 5.1 (D3)),
λ1(Bp(r0)) ≤
∫
Bp(r0)
F ∗2(df) dm∫
Bp(r0)
f2 dm
.
Let (r, y) be the polar coordinate system at p and set a(y) := min{iy, r0} for
any y ∈ SpM . Thus, f(r, y) = ϕ(r) and ∂f/∂r = dϕ/dr < 0. Moreover, since
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F ∗(dr) = 1 (cf. [21]), one has∫
Bp(r0)
F ∗2(df) dm =
∫
SpM
dνp(y)
∫ a(y)
0
(
dϕ
dr
)2
σˆp(r, y)dr;∫
Bp(r0)
f2 dm =
∫
SpM
dνp(y)
∫ a(y)
0
ϕ2(r) σˆp(r, y)dr,(7.1)
where dm(r, y) := σˆp(r, y)dr∧ dνp(y) and dνp(y) is the Riemannian volume form of
SxM induced by F . Note that∫ a(y)
0
(
dϕ
dr
)2
σˆp(r, y)dr
= ϕ
dϕ
dr
σˆp(r, y)
∣∣∣∣a(y)
0
−
∫ a(y)
0
ϕ
σˆp(r, y)
∂
∂r
[
dϕ
dr
σˆp(r, y)
]
σˆp(r, y)dr.(7.2)
Now Lemma 7.1 yields
∆r =
∂
∂r
log σˆp(r, y) ≤ d
dr
log sN−1K (r),
which together with ∂ϕ/∂r < 0 furnishes
1
σˆp(r, y)
∂
∂r
[
dϕ
dr
σˆp(r, y)
]
=
d2ϕ
dr2
+
dϕ
dr
· ∂
∂r
log σˆp(r, y)
≥d
2ϕ
dr2
+
dϕ
dr
· d
dr
(
log sN−1K (r)
)
= −λ∆1 (BNK (r0)) · ϕ.
Note that limt→0+ σˆp(r, y) = 0 (see (2.2)). Thus, the above inequality together
with (7.2) yields∫ a(y)
0
(
dϕ
dr
)2
σˆp(r, y)dr ≤ λ∆1 (BNK (r0))
∫ a(y)
0
ϕ2(r)dr.
Integrating the above inequality over SpM , one gets
(7.3)
∫
Bp(r0)
F ∗2(df) dm ≤ λ∆1 (BNK (r0))
∫
Bp(r0)
f2 dm.

According to [16], we introduce convex Finsler manifolds.
Definition 7.3. Let (M,F ) be a complete reversible Finsler manifold and let C
be a subset in M . C is called convex, if for any p, q ∈ C, there exists a minimal
geodesic in M from p to q, which is contained in C.
A compact reversible Finsler n-manifold M with or without boundary is said to
be convex if there are a complete reversible Finsler n-manifold W and an isometric
imbedding i : M ↪→W such that i(M) is a convex subset of W .
Now we have the following estimate.
Theorem 7.4. Let (M,F, dm) be a compact convex reversible Finsler metric mea-
sure n-manifold. If for some N ∈ [n,+∞), the N -Ricci curvature satisfies RicN ≥
(N − 1)K, then for any dimension pair (C , dim), the corresponding spectrum sat-
isfies
λk ≤ λ∆1
(
BNK
(
d
2k
))
, ∀k ∈ N+,
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where d is the diameter of M . Hence, there exists a positive constant C = C(N)
only dependent on N such that
λk ≤ (N − 1)
2
4
|K|+ C(N)
(
k
d
)2
, ∀ k ∈ N+.
Proof. Since Diam(M) = d < +∞, there exist k distinct points {pi}ki=1 such that
Bi := Bpi(d/(2k))’s are piecewise disjoint. Let ϕ be the first eigenfunction on
BNK (d/(2k)) and set fi = ϕ ◦ ri, where ri(x) := d(pi, x). And extend fi on M by
fi(x) = 0 for x ∈M\Bi. Thus, fi ∈X . Define
Vk = Span{f1, . . . , fk}, A := {u ∈ Vk : ‖u‖L2 = 1} = Vk ∩ S.
Thus, dim(A) ≥ k and hence,
(7.4) λk ≤ sup
u∈A
E(u) = sup
u∈Vk\{0}
E(u).
Now, (7.3) yields that for each i ∈ {1, . . . , k},∫
M
F ∗2(dfi)dm ≤ λ∆1
(
BNK
(
d
2k
))∫
M
f2i dm.
On the other hand, since the support sets supp(fi) ⊂ Bi are piecewise disjoint, for
any u =
∑k
i=1 aifi ∈ Vk (ai’s are constants), we have∫
M
F ∗2(du)dm =
∫
M
k∑
i,j=1
ai aj gdu(dfi, dfj)dm =
k∑
i=1
a2i
∫
M
F ∗2(dfi)dm
≤λ∆1
(
BNK
(
d
2k
)) k∑
i=1
a2i
∫
M
f2i dm = λ1
(
BNK
(
d
2k
))∫
M
u2dm.
Hence, E(u) ≤ λ∆1 (BNK (d/(2k))) for any u ∈ Vk\{0}. Now we are done by (7.4). 
Proof of Theorem 1.2. Since a closed reversible Finsler manifold is always compact
and convex, Theorem 1.2 follows from Theorem 7.4 immediately. 
Appendix A. Two topological results
In this section, we prove that S is an AR while P(X ) is an ANR. Before doing
this, we need recall some definitions and properties in [19].
Definition A.1 ([19]). A chart for a topological space X is a map ϕ : O → V ,
where O is open in X, V is a locally convex real topological vector space, and
ϕ maps O homeomorphically onto an open set of V . An atlas for a topology
space X is a family {ϕα : Oα → Vα} of charts for X such that Oα’s cover X. A
topological manifold is a Hausdorff space X which admits an atlas {ϕα : Oα → Vα}.
In particular, if each Vα is a Banach space then X is called a Banach topological
manifold.
Clearly, a Cr-Banach manifold (r ≥ 0) is a Banach topological manifold.
Lemma A.2 ([19, Theorem 8, Corollary, p.3]). The following results are true:
(1) An ANR is an AR if and only if it is contractible.
(2) Every paracompact Banach topological manifold is an ANR.
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Recall that the unit sphere in an infinite-dimensional Hilbert space is contractible
(cf. [15]). Then we have the following.
Proposition A.3. S is contractible and hence, an AR.
Proof. Recall that (X , (·, ·)) is a separable Hilbert space, where (·, ·) is defined by
(5.1). Thus, the unit sphere S := {u ∈X : ‖u‖1 = 1} in (X , (·, ·)) is contractible
(cf. [15]), where ‖ · ‖1 denotes the norm induced by (·, ·). On the other hand, (5.2)
implies that f ∈ X with ‖f‖L2 = 0 if and only if ‖f‖1 = 0. Thus, one can define
two maps between S and S by
t1 : S → S , t1(u) = u‖u‖1 , t2 : S → S, t1(u) =
u
‖u‖L2 .
Clearly, t1, t2 are continuous and surjective. Furthermore, t1 ◦ t2 = IdS and t2 ◦
t1 = IdS , which imply t1, t2 are injective and hence, homeomorphisms. Thus, S is
contractible. Recall that S is an ANR (see Prop. 4.7). Now the proposition follows
from Lemma A.2 (1). 
Proposition A.4. P(X ) is a paracompact Banach topological manifold and hence,
a normal ANR.
Proof. Since S is a C∞-Banach manifold (see Prop. 4.7) and p : S → P(X ) is
a 2-fold covering, a standard argument yields that P(X ) is a Banach topological
manifold.
Now we show P(X ) is paracompact. Given any open covering {Uα} of P(X ),
we can obtain a refinement {Vβ} of {Uα} and an open covering {Vβ ,−Vβ} of S
such that p|±Vβ : ±Vβ → Vβ are homeomorphisms. Recall that S is a metric space
and hence, paracompact. Thus, there exists a locally finite refinement {Oγ} of
{Vβ ,−Vβ} and thus, each p|Oγ : Oγ → p(Oγ) a is homeomorphism. So, {p(Oγ)} is
a covering of P(X ). In particular, since Oγ ⊂ Vβ or −Vβ , we have
p(Oγ) ⊂ p(Vβ) = Vβ ⊂ Uα,
and hence, {p(Oγ)} is a refinement of {Uα}. On the other hand, for each [u] ∈
P(X ), there are two open neighbourhoods N± ⊂ S of ±u such that each of them
intersects only finitely many of the sets in {Oγ}. Let N[u] := p(N+)∩p(N−), which
is an open set since p is open. Thus, if N[u] intersects some p(Oγ), then Oγ must
intersect at least one of N± but not vice versa, which implies
]{p(Oγ) : p(Oγ) ∩N[u] 6= ∅} ≤ ]{Oγ : Oγ ∩ (N+ ∪N−) 6= ∅} < +∞,
where ] denotes the cardinality of a set. Hence, {p(Oγ)} is locally finite and there-
fore, P(X ) is paracompact and normal. Now it follows from Lemma A.2 (2) that
P(X ) is an ANR. 
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