Abstract-WiMAX is intended for fourth generation wireless mobile communications where a group of users are provided with a connection and a fixed length queue. In present literature traffic of such network is analyzed based on the generator matrix of the Markov Arrival Process (MAP). In this paper a simple analytical technique of the two dimensional Markov chain is used to obtain the trajectory of the congestion of the network as a function of a traffic parameter. Finally, a two state phase dependent arrival process is considered to evaluate probability states. The entire analysis is kept independent of modulation and coding schemes.
INTRODUCTION
The high speed data transfer requirement through mobile devices results in the advent of 4G mobile technology. Since the mobile WiMAX (IEEE 802.16e) already has the key building blocks required by 4G (incorporation of OFDMA, flat-all IP-network, fixed or mobile operation, MIMO, hybrid ARQ, multi-megabit speeds delivered to users, etc.), it is considered to be 4G mobile cellular technology. Originally, the IEEE 802.16 standard was developed for fixed wireless to allow homes and businesses to link with the worldwide core network since it was predicted that the IEEE 802.16 standard would be a better option for multipurpose connections, compared to fiber, cable, or digital subscriber line (DSL) links, because wireless systems are less costly to deploy over wide geographic areas [1] .
Although WiMAX promises high speed wireless data transmission, the performance of the wireless networks will be highly dependent on how well radio resource management supports quality-of-service (QoS) requirements since, unlike wired networks, wireless networks are highly dependent on communications channels and radio channels are dynamic, correlated, unreliable, and are heavily affected by fading. Therefore, several cross-layer issues between the medium access control (MAC) layer and the physical (PHY) layer should be optimally resolved on the radio resource management side of the WiMAX systems [2] . Let us consider a single cell with a base station and multiple subscriber stations in a WiMAX network shown in Fig.1 . Each subscriber station can serve multiple connections.
The number of ongoing connections through a subscriber station is limited by applying admission control to each subscriber station. Traffic from all uplink connections are aggregated into a single queue at each subscriber station. Since the size of the queue is finite some packets will be dropped upon their arrival if the queue is full. The head of the line packet(s) are retrieved and transmitted to the base station by the OFDMA transmitter at the subscriber station. A different number of sub channels may be allocated to different subscriber stations by the base station; for example, the subscriber stations can be prioritized. A subscriber station having higher priority can be allocated more sub channels than a subscriber station having lower priority [3] .
The Markov arrival process (MAP) is the most convenient technique for analyzing the traffic model of Fig. 1 . Among the different types of MAPs, two states of the Markov Modulated Poisson Process (MMPP) model have been chosen for this paper. The MMPP is a double stochastic Poisson process where arrival rate of any traffic depends on its probability state, which forms a continuous time Markov chain. In a continuous time Markov chain, the sojourn time/life time in any state i is exponentially distributed with parameter λ i . At the end of sojourn time in state i, a transition takes place to another state or to the same state. The transition may or may not correspond to an arrival. Let us consider the simple case of a two state MMPP system where the arrival rate λ i ; i=1, 2 appears alternately with exponentially distributed life time (2) traffic, which is applicable to real-time ATM traffic. The paper first shows the evaluation technique of waiting time based on a generator matrix and Laplace transform of [6] . The authors finally suggest an approximate technique following the two-term exponential function. The results of both techniques are found very close. The extension of analysis of [5] is given in [7] where the authors proposed a new traffic model called "suppressed ATM traffic" using MMPP (2) . The mean and autocorrelation of cell interarrival times, and the histogram of the number of arrivals are measured. The authors also extends the MMPP(2) to a MAP(3) by adding a new state with an inter-state transition accompanied by an arrival. The analysis of the paper shows that both the proposed MMPP(2) and MAP(3) show a very good estimation of the cell loss ratio for usual superposition of voice and/or VBR video sources. The performance of transmission for Telemedicine using an ATM network is determined in [8] . The paper shows the profile of the probability of overflow for a queue against the buffer size based on the MMPP model. The packet loss rate of MMPP/M /1/ K traffic for a variable length packet is determined in [9] . In [10] the performance of VoIP traffic is analyzed for a cognitive radio system using the two state MMPP model. The average queue length and packet dropping probability of VoIP traffic is analyzed based on statistical multiplexing of two-state MMPP in [11] . The authors of [12] claimed an approximate method to evaluate the performance of voice and MMPP video traffic. In [13] constant and variable bit rate traffic is modeled under an ATM network and throughputs for videoconferencing are calculated.
The rest of the paper is organized as follows: Section 2 deals with the traffic model of a WLAN. Section 3 deals with the steady state probability states of two dimensional Markov chain of WiMAX traffic and Section 4 provides a traffic model for the phase dependent arrival process for WiMAX traffic. Section 5 depicts the results of the theoretical analysis and finally Section 6 concludes the entire analysis. 
TRAFFIC MODEL OF THE WLAN
The objective of this section is to derive the steady probability state of IEEE 802.11, M/G/1/k, M/M/n in generalized form to observe their profile together. Let us first consider the case of traffic of IEEE 802.11. In [14] authors deal with the IEEE 802.11 MAC protocol of WLAN to estimate the traffic parameters using three probability states P i (probability of idle state) P s (probability of successful transmission) and P c (the probability of collision). In [15] authors determined the throughput of IEEE 802.11 MAC traffic, based on the MMPP/G/1/m queuing model. A discrete time Markov chain is also proposed to determine probability states. The probability states are evaluated as:
 is the probability that j calls exist just after departure of a call in M/G/1 system and p j is the probability that j calls arrive during the service time.
Therefore according to [17] [18] :
For a finite queuing system, for example M/G/1/m, * j  = 0 for j≥ m+1. Let us derive a recurrence formula from (4).
The detail derivation of (4) and (5) ; where 'a' is the offered traffic intensity.
Taking,
we get:
Let,
The steady probability state of M/M/n is simply the Erlang's traffic given as,
, where  and h t are the average call arrival rate and holding time. 
STEADY STATE MARKOV CHAIN MODEL
Let us now represent the probability states of the traffic by a two dimensional Markov chain where any probability state (C, X) indicates C connections and X packets in queue for a group of users. Here ρ is the connection arrival rate, λ is the packet arrival rate, μ 1 is the connection termination rate, and μ 2 is the packet termination rate. Instead of incorporating the Q, P, and V matrix of [19] , here only a cut equation technique is applied to solve the Markov chain and the system is kept independent of a modulation scheme.
Applying the cut equation on the y th column of Fig. 4 we get in generalized form [20] as:
Similarly for x th row of 
Now putting y = 0 in equation (9) we get: Derivation of equations (9) to (12) is given in appendix B. Now the sum of the complete occupied states that will provide the congestion probability can be expressed as: Let M be the service rate matrix of size i×i; where each column of M is the corresponding eigen vector of Q. Now the probability states as a function of time are:
Where, π is the initial probability vector. From Fig. 5 the balance equation for the system with n ≥ 1 and 0 < i < K is expressed as:
After solving the balance equation we found that:
where: For z = 1:
Where e is a column vector of 1s. From (17) the probability generating function can be written as below:
Using equations (17) to (20) , the probability states of Fig. 5 can be determined for any value of n.
Example:
Let the generator and diagonal matrices be:
The service and arrival rates (diagonal) matrices are: 
RESULTS AND DISCUSSION
This section provides probability states and packet dropping probability against states of the network and arrival rate by taking other factors as parameters. For a fixed number of connections with a variable number of packet arrival, the probability states, P y are shown in Fig. 6 for two different number of connections m = 5 and m = 8. The profile of the probability states is neither linear nor like Poisson's probability distribution function since arrival rate λ changes with the number of connections shown in Fig. 4 . The state of connection, P x resembles M/M/n traffic (i.e. Poisson's probability density function visualized from Fig. 7 for two different queue lengths [n=15 and n=10]).
Packet dropping probability against connection arrival rate is plotted in Fig. 8 for three different queue lengths, where dropping probability increases with the increase in ρ but decreases with the increase in queue length, supports the convention of teletraffic engineering. For ρ ≥ 0.65 the packet dropping probability is less sensitive compared to the region of ρ < 0.65. Fig. 9 depicts the packet dropping probability against the packets arrival rate for three differ- ent queue lengths. For λ ≥ 14 the dropping probability seems to be flat and at the same time, the impact of the queue length is also less sensitive in dropping probability. Fig. 10 shows the profile of the probability states of MMPP as a function of the time taking initial probability vector Π = [1 0]. Initially, the trajectory of both curves is exponential but after some sojourn time they become flat. The probability of staying in an underload condition is greater than that of being in an overload state for ensuring that the network operates with reasonable QoS. Finally, the probability of overload states P(n, x) and underload states P(n, y) for Fig. 11 .
It is visualized that the profile of probability states of the underload condition follows the negative exponential distribution and the overload state follows the Poisson distribution. 
CONCLUSION
The paper deals with the traffic performance of a WiMAX network based on both the 2D Markov chain and the two levels of the MMPP model. Based on our analysis, network planners should optimize the throughput/carried traffic of a network with the proper number of connection and queue lengths. In this paper we consider that both inter-arrival time and service time follows Poisson's probability density function (pdf) for simplicity of analysis. In case of packet traffic of for 3G wireless communications, the sojourn time of the probability states follows the general or deterministic probability distribution functions. Therefore an M/G/n/m or M/D/n/m traffic model can be considered as an extension of the paper to present the traffic of IEEE 802.16, including adaptive modulation and channel coding scheme.
APPENDIX-A

Non-Markovian arrival process
Let, X as a random variable indicate the interval between the consecutive occurrence of two events, for example, time difference between the arrival of two calls (inter arrival time). If the distribution function of X is F(x), which is independently and identically distributed (i.i.d) , then the process {X} is called a renewal process. The time interval between an observation point or the instant to the instant of the next occurrence is also a random variable X*, is called the residual (life) time or forward occurrence time visualized from Fig. A.1 . The CDF of X* is expressed as:
The Poisson process is a special case of a renewal process where F(x) follows exponential distribution. The Laplace-Stieltjes transform (LST) of F(x) is expressed as:
is the PDF of random variable X. Here:
From (A.5) and (A.6),
The mean residual time:
From moment formula:
From (A.8) and (A.9):
We know that: 
If k calls exist in a M/G/1 system just after a call departure then the call at the front of the queue (FIFO case) enters service and the j call arrives during its service time, then the number of calls present at its departure is: k+j-1. Let * j  be the probability that j calls exist just after departure of a call in the M/G/1 system and p j be the probability that j calls arrive during the service time. 
APPENDIX B
2-D Traffic
If a communication network is in statistical equilibrium, it can be modeled as a multidimensional state transition diagram. Here the 2-D Markov chain is considered for a network having two types of Poisson's arrival traffic A 1 and A 2 (the network has n= servers or channels) as the simplest model. In this case it is convenient to arrange states x 1 and x 2 along the X and Y direction. For a K-dimensional traffic case, a K-dimensional co-ordinate system may be used. The probability state P x1x2 (i.e. the probability of arrival of x 1 and x 2 calls of traffic of type-1 and type-2 respectively as shown in Fig. B.1) .
Let us consider the x 2 th column of Fig. B.2 (a) for cut equations. Applying the cut equation between first and second node:
Between the second and third node: Between the second and third node: When multidimensional Poisson traffic is offered to a limited number of servers (n<) that are fully available to all traffic components (complete sharing), loss probabilities are calculated using the Erlang's multidimensional loss formula. For the n Server case the entire probability states: 
