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Abstract 
The most preferred mode for communication of multimedia data is 
through  the  TCP/IP  protocol.  But  on  the  other  hand  the  TCP/IP 
protocol produces huge packet loss unavoidable due to network traffic 
and congestion. In order to provide a efficient communication it is 
necessary  to  recover  the  loss  of  packets.  The  proposed  scheme 
implements Hash based FEC with auto XOR scheme for this purpose. 
The scheme is implemented through Forward error correction, MD5 
and XOR for providing efficient transmission of multimedia data. The 
proposed  scheme  provides  transmission  high  accuracy,  throughput 
and low latency and loss. 
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1. INTRODUCTION  
In  TCP/IP,  TCP  is  dependable  for  breaking  data  into  IP 
packets  before  they  are  sent,  and  for  assembling  the  packets 
when they arrive. IP is responsible for sending the packets to the 
correct destination. Packet loss occurs when one or more packets 
of data traveling across a computer network fail to reach their 
destination.  Loss  can  occur  for  many  reasons:  transient 
congestion,  degraded  or  dirty  fiber,  malfunctioning  or 
misconfigured  equipment,  low  receiver  power,  and  burst 
switching contention are some reasons [5] – [9]. Loss occurs in 
different  patterns,  ranging  from  singleton  drops  to  extensive 
bursts  [17],  [18]. Two  methods  can  be  used  to  deal  with  the 
transmission  error  [10]  in  the  networks.  One  is  Automatic 
Repeat Request (ARQ), and another is Forward Error Correction 
(FEC). TCP/IP most commonly used protocol uses ARQ to ask 
for retransmission of the lost data packets. However, in the case 
of distributing real-time multimedia data, the ARQ mechanism 
will result in considerable delays which are not allowed in such 
applications. While the traditional FEC methods mainly focus on 
the alteration of bit errors, on high-speed networks, particularly 
on fiber networks, bit errors rarely occur. For an example, on 
fiber networks, the Bit Error Rate (BER) is only 10
–9[10]. The 
main data loss comes from whole packet loss in the switch queue 
buffer [11]. 
The FEC method is introduced here to recover from packet 
loss with minimum overhead for multimedia data transmission. 
For long distance networks like international networks, latencies 
are  high  (on  the  order  of  hundreds  of  ms)  [13].  This  can 
rigorously  impact  real-time  interactive  applications.  Hence  a 
scheme is needed to transmit data reliably over long distances 
without  requiring  the  acknowledgement  typically  used  in 
protocols such as TCP. FEC provides a promising solution to the 
problem in that errors are corrected at the end point without the 
need  to  wait  for  the  retransmission  of  a  small  package.  The 
traditional reason for choosing ARQ as the main error correction 
used  by  many  trustworthy  protocols  is  that  the  FEC  may 
introduce  considerable  computational  overhead,  and  will  also 
increase the bandwidth requirements [10]. Thus, it is important 
to choose an FEC method that can achieve loss recovery while 
minimizing  computational  overhead.  The  most  suitable  FEC 
scheme will depend on the nature of the data being transmitted 
[12]. 
These are several guidelines for generating FEC redundancy 
for real-time environments: 
  Do  not  use  very  complex  mathematic  operations  to 
generate  the  redundancy  [10].  Make  sure  the 
computational time is less than the retransmission time. 
Here the operation used is exclusive OR it is very simple. 
  Use the adjacent packets to generate the redundancy [10]. 
Using  packets  far  away  from  each  other  will  result  in 
more delay, an increase in the requirements for the buffer 
both at the sender and receiver, and an increase in the 
complexity of buffer management 
2. SYSTEM ARCHITECTURE 
Senders  sends  the  encoded  file  along  with  the  hash  value 
generated using MD5 algorithm hence if any loss occurs while 
transmitting  self recovery is  done by receiver  while decoding 
with the help of encoded information. Once receiver receives the 
file it generates the hash value and checks with the sender hash 
value. 
 
Fig.1. Architecture of proposed System 
The encoded information used here is simple XOR. Hence if 
a packet is lost, with the help of encoded XOR we can decode 
and  recover  the  lost  packet.  Fig.1  shows  the  proposed 
architecture. The architecture is simple and transparent. 
3. PACKET TRANSMISSION  
In  this  system  has  reduce  delays  and  recover  packet 
automatically handle the large size multimedia file in an efficient 
and effective way. It provides high through put. 
Packet Loss 
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3.1  RECOVERY OF PACKET DELAYS 
Conventional  TCP/IP  uses  positive  acknowledgments  and 
retransmissions  to  ensure  trustworthiness.  The  sender  packets 
until their receipt are acknowledged by the receiver and resends 
if an acknowledgment is not received within some time period. 
Hence, a lost packet is received in the form of a retransmission 
that  arrives  no  earlier  than  1.5  Round  Trip  Time  after  the 
original  send  occurrence  [1].  The  sender  has  to  buffer  each 
packet  until  it  is  acknowledged,  which  takes  one  Round Trip 
Time in lossless action, and it has to perform additional work to 
retransmit the packet if it does not receive the acceptance. Also, 
any arrived packet number is higher sequence numbers than that 
of a lost packet must be queued while the receiver waits for the 
lost packet to reach the destination. 
3.2  MASSIVE FILE TRANSMISSION WITH HIGH 
THROUGHPUT FUNCTION 
TCP/IP  uses  fixed-size  buffer  at  receiver  side  to  avoid 
overflow.  The  sender  never  pushes  more  unacknowledged 
information  into  network..  In  other  words,  the  size  of  the 
variable window at the sender is surrounded by the size of the 
buffer at the receiver [1]. In high-speed long-distance networks, 
the amount of unacknowledged data has to be very high for the 
pour  to  saturate  the  set  of  connections.  Since  the  size  of  the 
receiver window limits the sending wrapper, it plays a major role 
in  determining  TCP/IP’s  throughput.  The  default  receiver 
temporary  memory  sizes  in  many  standard  TCP/IP 
implementations are in the variety of data such as data, images 
and video, [1]. A normal resolution is to increase the size of the 
receiver buffers. However, in many cases, the receiving end host 
may not have the auxiliary memory capacity to buffer the entire 
bandwidth-delay [1].  
4. HASH  BASED  FEC  WITH  AUTO  XOR 
SCHEME 
Hash  based  FEC  with  Auto  XOR  scheme  in  sender  side 
packet  separation  and  FEC  Encoding  is  performed  and  in 
receiver side FEC Decoding and Packet Loss Determination and 
Error Correction is performed. Fig.2 explains the steps in this 
scheme.  These  operations  are  performed  to  obtain  accurate 
output. 
Process:  
1.  Read the input file 
2.  Packet Separation 
3.  FEC Encoding 
4.  Hash Generation 
5.  Hash Generation for Received File 
6.  FEC Decoding 
7.  Receiver Hash Compared with Sender Hash 
8.  Resultant File 
 
Fig.2. Hash Based FEC with Auto XOR Scheme 
4.1  BASIC MECHANISM 
A repair packet contains “R” list of data packet identifier and 
FEC information generated from these packets. At the receiving 
side  it  examines  incoming  repair  packets  and  uses  them  to 
recover  missing  data  packets.  The  basic  operation  of  “Hash 
based FEC with auto XOR Scheme” is shown in Fig.3. 
Forward  error  correction  (FEC)  is  a  method  of  obtaining 
error  control  in  data  broadcast  in  which  the  source  sends 
redundant data and the destination know only the piece of the 
data  that  contains  no  obvious  errors.  FEC  can  be  used  for 
broadcasting of data to many destinations at the same time from 
a single source.  
 
Fig.3. Basic Mechanism 
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In the above example the FEC information is a simple XOR. 
The  repair  packet  contains  the  list  of  identifiers  and  encoded 
FEC Information that is the XOR of those 5 packets that is sent 
by the sender. The packets are sent along  with the XOR and 
packet 8 is lost while broadcast. Hence using repair packet the 
lost data packet 8 is recovered. The self recovery is performed 
by  performing  XOR  operation  for  the  received  packets  and 
encoded XOR. The Fig.4 shows how XOR works to recover lost 
packet. 
4.1.1  Packet Separation: 
In the input file, this scheme reads all the characters, then 
separate the total characters in to equal number of blocks. This 
process is known as packet separation. 
4.1.2  Interleaving: 
Interleaving is a way of organize data in a non-contiguous 
way  in  order  to  increase  performance.  It  is  used  in  data 
transmission to protest against burst errors. In this module the 
data  (shuffle)  is  set  to  avoid  burst  errors  which  are  useful  to 
increase the performance of FEC Encoding. 
This process gets the input as blocks of bits from the FEC 
Encoder. In this module the bits inside a single block is shuffled 
in order to convert burst errors into random errors. This shuffling 
process is done for each and every block comes from the FEC 
Encoder. 
4.1.3  FEC Encoding: 
FEC is a scheme of fault control for data broadcast, where 
the sender adds redundant data to its messages. This allows the 
receiver to detect and correct errors, without the need to ask the 
sender  for  additional  data.  It  reduces  time  and  space  for 
retransmission. 
1101  1011  1111  0011  1010 
0001  1001  0100  1010  0110 
1111  1100  0011  1110  1110 
0010  1000  0010  1110  FEC(XOR) 
 
1101  1011  1111  0011  1010 
0001  1101  0100  1010  0110 
1111  1100  0011  1110  1110 
0010  1000  0010  1110  Packet Error 
 
1101  1011  1111  0011  1010 
0001  1101  0100  1010  0110 
1111  1100  0011  1110  1110 
0001  0110  1010  1001  0100 
0010  1000  0010  1110  XOR Column with FEC 
 
Recovered Packet      1001 
1101  1011  1111  0011  1010 
0001  1001  0100  1010  0110 
1111  1100  0011  1110  1110 
0010  1000  0010  1110  Recovered Packet 
Fig.4. Steps in recovering packet using XOR operation 
In  this  redundant  data  is  added  to  the  given  input  data, 
known as FEC Encoding. The text available in the input text file 
is converted into binary. The binary conversion is done for each 
and every character in the input file. Then we add the redundant 
data for each bit of the binary. After adding we have a block of 
packets  for each character. In Fig.4  the redundant data is the 
simple XOR.    
4.1.3  De-Interleaving: 
This  process  receives  the  blocks  of  data  from  the  Queue 
through the socket connection. In this process the data packets is 
rearranged  inside  a  block  in  the  order  in  which  it  is  before 
Interleaving. This process of Interleaving and De-Interleaving is 
done  to  convert  burst  errors  into  random  errors.  After  De-
Interleaving the blocks are arranged in the original order. Then 
the data blocks are sent to the FEC Decoder. 
4.1.4  FEC Decoding: 
The received packets are processed to remove the redundant 
bits from it. Thus we recover the original bits of a character by 
decoding. After retrieving the original bits, it  converts this to 
characters and writes it inside a text file.  If any of the packets is 
being lost it can be retrieved by using the redundant data. 
4.2  PACKET LOSS DETERMINATION 
MD5 hash is classically expressed as a 32 digit Hexadecimal 
number. MD5 consists of 64 of these operations, grouped in four 
rounds of 16 operations. F is a nonlinear function; one function 
is used in each round. Mi denotes a 32-bit block of the message 
input,  and  Ki  denotes  a  32-bit  constant,  different  for  each 
operation. <<<s denotes a left bit rotation by s places; s varies for 
each operation.   denotes addition modulo 232[22]. 
The Server sends the file along with the hash value generated 
by using MD5 [20] and the client receive the file and generate 
hash value for the received file. If both the hash value matches it 
displays  absence  of  packet  loss  else  it  displays  presence  of 
packet loss. The property of combining forward error correction 
(FEC) and MD5 with TCP is discussed and concluded that FEC 
and MD5  reduces the  retransmissions rate and it is useful for 
efficiently running the network at a very huge load.  
5. EXPERIMENTAL RESULTS 
The investigational result shows the original file, the encoded 
and decoded file. The text, video and image files are chosen for 
example  that  is  shown  in  Fig.5.  The  original  file  is  being 
separated into packets and encoded and stored. For this encoded 
file hash value is computed using MD5 algorithm and sent to 
receiver along with the file. 
Receiver receives the encoded file and computes hash value 
with MD5 algorithm for the received file and compares the hash 
value  with the sender hash  value. The comparison is done to 
ensure trustworthiness. Then decoding is performed to receive 
the proper original file and if a packet is recovered by decoding 
it will surely improve the overall throughput. 
The  efficiency  of  this  “Hash  based  FEC  with  auto  XOR 
Scheme” is estimated using the block size, code rate and it is 
found  that  this  scheme  is  98.00%  to  100%  efficient  data 
transmission.  The  Fig.7  shows  the  efficiency  of  “Hash  based 
FEC  with  auto  XOR  Scheme”  and  it  adds  10%  of  extra 
information to attain our goal in an efficient way. ICTACT JOURNAL ON COMMUNICATION TECHNOLOGY, SEPTEMBER 2012, VOLUME: 03, ISSUE: 03 
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Original File  Encoded File  Decoded File 
Text File (.txt)                        
Size: 2.58 KB 
 
Size: 2.27 KB 
 
Size : 2.27KB 
 
Image File (.jpg) 
Size: 25KB 
 
Size: 23KB 
 
Size: 23KB 
 
Video File (.avi) 
Size: 30KB 
 
Size: 34KB 
 
Size: 30KB 
 
Fig.5. Original, Encoded and Decoded Files 
The  process  of  transmitting  data  until  positive 
acknowledgement is received. And if negative acknowledgement 
is received the process of retransmitting it takes additional time 
(Fig.6). But by using this scheme self restoration can be done by 
using  the  encoded  information  and  packets.  Hence 
retransmission  can  often  be  avoided.    The  proposed  scheme 
represents  a  way  for  improving  the  trustworthiness  of 
transmitted  or  stored  data.  To  ensure  trustworthiness  and  to 
detect if any loss of packet is found during transmission the hash 
based MD5 algorithm is used.  
6. PERFORMANCE EVALUATION 
Hash based FEC represents the most efficient, economical, 
and predictable way of improving the reliability of transmitted or 
stored  data.  The  process  of  buffering  until  positive 
acknowledgement is received. And if negative acknowledgement 
is received the process of retransmitting it takes extra time. But 
by using Hash based FEC self recovery can be done using the 
encoded information. 
 
 
Fig.6. Time Analysis 
Table.1. Time Analysis with and without Hash based FEC 
File Name 
Time in ms 
With Hash 
based FEC 
Without Hash 
based FEC 
a.txt  74  62 
b.txt  48  47 
c.txt  154  141 
d.txt  58  38 
e.txt  84  72 
f.txt  100  80 
g.txt  82  63 
h.txt  60  47 
i.txt  84  62 
 
Fig.7. Efficiency of Hash based FEC 
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Table.2. Hash based FEC Efficiency                                   
 
 
 
 
 
 
 
 
 
 
 
The Fig.6 shows the Time analysis with and without Hash 
based FEC and Fig.7 shows the efficiency of Hash based FEC. 
The efficiency of Hash based FEC is evaluated and it is found 
that it is highly efficient. 
7. CONCLUSION 
Loss  of  data  in  a  network  based  communication  system 
might  hinder  the  proper  functioning  of  the  system.  It  is  very 
important  to  cover  packet  loss  transparently  in  a  fast  paced 
manner.  The  system  proposed  above  is  a  edge  piece  of  a 
software that uses Forward error correction for covering packet 
loss and improving TCP/IP throughput and latency by orders of 
scale when loss occurs. It was observed that using the proposed 
system the server only sent 10% more data to achieve the goal 
without acknowledgement traffic. This scheme will find a wide 
application in areas were transfer of multimedia documents is 
involved. The scheme is easy to install and transparent thereby 
improving efficiency. 
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