Optimally balancing assembly lines with different workstations  by Nicosia, Gaia et al.
Discrete Applied Mathematics 118 (2002) 99–113
Optimally balancing assembly lines with dierent
workstations
Gaia Nicosiaa, Dario Pacciarellia, Andrea Paci&cib; ∗
aDipartimento di Informatica e Automazione, Universita di “Roma Tre”, via della Vasca Navale 79,
00146 Rome, Italy
bDipartimento di Informatica Sistemi e Produzione, Universita di Roma “Tor Vergata”,
via di Tor Vergata 110, 00133 Rome, Italy
Received 1 December 1999; received in revised form 1 February 2001; accepted 22 June 2001
Abstract
In this paper, we consider the problem of assigning operations to an ordered sequence of
non-identical workstations, observing precedence relationships and cycle time restrictions. The
objective is to minimize the cost of the workstations. We &rst present a dynamic programming
algorithm, and introduce several fathoming rules in order to reduce the number of states in the
dynamic program. A characterization of a wide class of polynomially solvable instances is given,
and computational results are reported. ? 2002 Elsevier Science B.V. All rights reserved.
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1. Introduction
In this paper, we study a generalization of the simple assembly line balancing prob-
lem (SALBP) in which dierent workstations are available, with dierent costs and
speeds. In SALBP a set of operations, having individual times, must be assigned to a
set of sequential workstations. The order in which the operations can be performed is
restricted by a set of precedence relations, and the objective is to minimize the num-
ber of workstations needed to achieve a given throughput. SALBP is NP-hard [15],
and numerous methods have been proposed for its solution, including dynamic pro-
gramming algorithms [10,14,27], heuristics [5,8,28], and branch and bound procedures
[2,13,21].
The more general scenario with dierent workstations was mainly studied in the
context of queueing networks (see for example [17–20]). In these papers, the processing
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times of the operations are assumed to be non-deterministic, usually with exponential
distribution. The problem of developing solution procedures for deterministic models
received surprisingly little attention in the literature.
In this paper, we focus on a deterministic model that we denote as assembly line
design problem (ALDP), according to the classi&cation given in [2]. Hereafter, we give
a formal statement of ALDP.
The input data are the following:
• Acyclic assembly graph G=(N; A). N is the set of the n assembly operations. A
directed arc (i; l) exists if operation i precedes operation l. Each operation must
be performed by exactly one workstation. Preemption is not allowed. We assume
that G is a transitively reduced precedence graph, i.e. if there is a path with more
than one arc from i to l, then (i; l) ∈ A.
• Set of machine types M . There are m types of multipurpose Jexible workstations
M = {1; 2; : : : ; m}, denoted in the following as machines. Each machine type is
available in an unlimited number of copies and it can perform all the operations
with dierent processing times. Let pij be the time required to process operation i
on a machine of type j, and cj be the cost of a machine of type j. Each machine
can process at most one operation at a time.
• Cycle time of the Jow line W . We assume that marketing requirements are for a
production rate of P units per time on a single Jow line. To meet this demand
each machine must process a set of operations whose cumulative time does not
exceed W =1=P, i.e. W is the maximum workload of each machine.
A solution of ALDP is obtained by choosing a set of machines and partitioning the
operations among them. The solution is feasible if the machine workload does not
exceed W and it is possible to sequentially position the machines satisfying all the
precedence constraints between operations. The objective is to minimize the total cost
of the chosen machines.
A few comments are in order.
• When m=1 (i.e. one machine type) ALDP reduces to SALBP.
• If machine j cannot perform operation i, we set pij ¿W . In this paper we assume
that, for i=1; : : : ; n, there exists at least one machine j such that pij ¡W , i.e.
there is always a feasible solution.
• A special case of ALDP is the assembly line balancing problem with paralleling,
i.e. the problem in which parallel identical machines can be placed along the
assembly line. As observed in [23], a set of k parallel machines can be viewed
as a single equivalent machine and the time required to process an operation on
the equivalent machine is equal to its processing time divided by k.
From a computational perspective, ALDP appears to be more diKcult to solve than
SALBP. In fact, the next example shows a simple approximation result valid for SALBP
which does not hold for ALDP.
Let a non-trivial solution be any feasible solution such that no operation can be
performed on the previous machine without violating any constraint. Wee and Magazine
in [29] proved that any non-trivial solution for SALBP is at most twice the optimal
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solution. This result does not hold for ALDP. The following simple counterexample
shows that a non-trivial solution of ALDP can be arbitrarily bad. Consider an assembly
graph G=(N; A) with 2n nodes, where G is a star, i.e. A= {(i; 2n): i=1; 2; : : : ; 2n−1}.
Let W be the cycle time and suppose there are two machine types M1 and M2. The
2n operations can be partitioned into two sets: there are n operations that require
time p1;1 =W=n on machine M1 and p1;2 =W + 1 on machine M2. The remaining n
operations, which include operation 2n, require time p2;1 =W +1 on machine M1 and
p2;2 = n=W on machine M2. Clearly, the optimal solution consists of a line with two
machines, namely machine M1 followed by M2. Consider now the solution obtained
as follows. There are 2n machines. Machine in position 2i + 1 for i=0; : : : ; n − 1
is of type M1, while the machine in position 2i for i=1; : : : ; n is of type M2. To
each machine is assigned exactly one compatible operation. According to the above
de&nition, the resulting solution is non-trivial since no operation &ts in the previous
machine. Hence, the non-trivial solution here described is n times worse than the
optimal solution.
Although ALDP seems harder than the basic assembly line balancing problem, in
Section 5 we show that several techniques developed for SALBP can be extended to our
problem. This observation leads to the development of an algorithm whose complexity
is not far from that of the best algorithms for SALBP. The computational experiments
show that ALDP can still be eKciently solved.
The paper is organized as follows. In Section 2 we discuss the related literature
on SALBP and ALDP. In Section 3 we describe a dynamic programming procedure,
while in Section 4 a branch-and-bound scheme is presented. Computational results are
reported in Section 5. Finally, in Section 6 some conclusions are drawn.
2. Related results
In this section, we brieJy describe the literature on assembly line balancing, which
is most relevant for the problem addressed in this paper.
SALBP has been extensively studied in the last 40 years and many deterministic
algorithms have been proposed. Among the most recent exact algorithms we cite FA-
BLE [13], OptPack [21], and SALOME [26]. The key idea of these algorithms is to
explore all the possible linear extensions of the assembly graph G by applying several
fathoming rules and using eKcient data structures. In fact, if the graph G is a total
order, the problem is easily solvable in linear time. In Section 3, we show that also
ALDP is easily solvable when G is a total order and this fact allows us, in Section 4,
to usefully employ most of the ideas of the above mentioned algorithms for solving
ALDP.
The goal of SALBP is the minimization of the number of machines along the line.
Clearly, this objective function is not suitable when there are dierent machine types
with dierent costs. The following example shows that the minimization of the total
cost may not correspond to the minimization of the number of machines.
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Table 1
Processing times and costs of the dierent machines
pij M1 M2 M3
Operation 1 5 5 3
Operation 2 4 11 3
Operation 3 11 8 4
Machine cost 40 30 90
Example 1. Consider an instance of ALDP with three operations N = {1; 2; 3} and
three machine types M = {M1; M2; M3}. Let the cycle time be W =10 and assume
that operations 1 and 2 must be processed before operation 3. Table 1 reports the
processing times of the operations on the dierent machines and their relative costs. The
solution minimizing the number of machines consists of assigning all the operations to
a unique machine of type M3, while the minimum cost solution assigns operations 1
and 2 to a machine M1 and operation 3 to a machine M2.
The problem with dierent machine types was studied mainly by using queueing
network models (see for example [16–18,20]). On the other hand, there are some papers
related to ALDP that use deterministic models. Among the others we cite [6,7,22–24].
In [6], Graves and Lamar address the problem of selecting workstations from a set
of non-identical candidates and simultaneously assigning assembly operations to these
selected workstations. The goal is to satisfy the maximum workload of the system and
to minimize its total cost. The problem is formulated as a zero-one integer program
and a procedure for seeking lower and upper bounds of the optimum is given.
In [7], Graves and Red&eld illustrate an optimization procedure that assigns opera-
tions to workstations and select assembly equipment for each workstation. The objective
is the minimization of &xed and variable operating costs. To &nd the least-cost assem-
bly system they build a graph in which each candidate workstation corresponds to an
arc. The problem is solved by &nding a shortest path on this graph.
In [23], Pinto et al. study a particular version of ALBP in which all the machines are
identical, but some of them are paralleled. The authors observe that a set of k paralleled
machines perform as an equivalent machine. The processing time of an operation on
the equivalent machine is its actual processing time divided by k. The same authors, in
[24], generalize SALB by allowing for operation j a set of dierent processing times tij,
each one associated with a dierent cost. The objective is the minimization of labor
and &xed costs. The workstations are all equal to each other and the transportation
network is a line.
In [22], Pinnoi and Wilhelm propose a branch and cut approach for solving ALDP
with a dierent objective function than the one considered in this paper. They consider
a &xed cost for the machines plus a cost of performing the operations on the chosen
machines.
Many researchers have used simulation and queueing network models to solve design
problems for Jexible assembly systems, mainly Markovian closed queueing networks.
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Magazine and Stecke, in [20], consider the problem of improving the output rates from
an unpaced production line having a &xed process Jow and &nite buers. The decision
variables are the number of workstations, the number of parallel machines at each
workstation, the amount of buer space between workstations, and the distribution of
workload among the stations. In [17], Lee et al. consider the problem of allocating a
given workload among m arbitrarily connected stations in a multi-server product-form
closed queueing network to maximize the throughput.
There are also several papers in which hybrid methodologies are proposed using
two modeling techniques to provide a more complete analysis than when using one
technique alone. For example, in [16] Lee and Johnson address the design of assembly
systems with parallel machines by iteratively solving integer programs and queueing
network models.
A review on queueing network models and hybrid methodologies can be found in
the papers of Lee et al. [16,18], while two survey papers, mainly dealing with integer
programming approaches, are in [2,5].
3. Dynamic programming
Dierent dynamic programming (DP) formulations for solving SALBP have been
proposed by several authors since 1963 (see for example [9,10,14,27]). In [27] an ef-
&cient procedure for labeling feasible states is given, while in [14] a storage-saving
variant is considered, and the performance of dierent DP procedures is analyzed.
In this section, we generalize the above mentioned dynamic programming approach
to ALDP. We then prove that the proposed algorithm generates an optimal
solution.
Let S be a subset of N . We denote by
• GS the subgraph of the assembly graph G=(N; A) induced by S,
• M (S) the set of machines able to perform all the operations in S in at most W
time units, i.e., M (S)= {j∈M : ∑i∈S pij6W}, and
Denition 2. S ⊆ N is an initial set with respect to G=(N; A) if M (S) = ∅ and there
are no arcs entering S, i.e. {(i; h)∈A: i∈N − S and h∈ S}= ∅.
In other words, a set S is initial if there exists at least one machine able to perform
all the operations in S in W time units, and S can be assigned to the &rst machine of
the line.
Denition 3. An initial set S ⊆ N is maximal if there is no machine j such that both
the following conditions are satis&ed.
(1) cj =min{ch: h∈M (S)},
(2) there is an initial set S ′ of G, S ⊂ S ′, such that j∈M (S ′), i.e. machine j can
perform at least another operation besides those in S.
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In other words, if cj is the cheapest machine able to perform all the operations in
S, S is maximal if there is no other operation in N − S that &ts in a machine having
cost cj. For instance, in Example 1, the sets {1}, {2}, {1; 3}, and {2; 3} are initial but
not maximal, while {1; 2} and {1; 2; 3} are initial maximal sets.
In the following, we describe algorithm assembly line design optimization (ALDO).
The algorithm &rst builds a state graph D=(P; B), where a node pJ ∈P represents a
set J ⊆ N of already performed operations, while the length of arc (pJ ; pK) equals
the cost of the cheapest machine able to perform all the operations in the set K − J .
The shortest path on D from p∅ to pN then gives an optimal solution of ALDP. We
denote by I(S) the set of all the initial maximal sets in GS . The graph building phase of
ALDO consists in recursively generating all the nodes corresponding to initial maximal
sets originating from a given subset J , i.e., all the states in I(X ) for all X ∈ I(N − J ),
and the corresponding arcs and weights.
Procedure ALDO
(1) Graph Building
(a) Initialize D setting P= {p∅}, B= ∅, J = ∅;
(b) For each S ∈ I(N − J ), do the following:
(i) K :=J ∪ S.
(ii) P:=P ∪ {pK} and B:=B ∪ {(pJ ; pK)}. The weight of arc (pJ ; pK), wJK ,
equals the cost of the cheapest machine able to perform all the operations
of S, i.e. wJK =min{cj: j∈M (S)}.
(iii) If K =N repeat step (b) on graph GN−K setting J :=K .
(2) Shortest path computation
Return the shortest path on ]D(P; B) from p∅ to pN .
Theorem 4. Given an instance of ALDP there always exists an optimal solution such
that the set of operations assigned to machine k; for each k; belongs to I(N − Jk);
where Jk is the set of operations assigned to the <rst k − 1 machines.
Proof. Let us consider an optimal solution Z of ALDP. Let us denote by Jk and J (k)
the set of operations assigned to the &rst k − 1 machines and the kth machine in Z ,
respectively. Let k be the &rst machine such that J (k) does not belong to I(N − Jk),
if any. If such a machine does not exists, the thesis follows. Otherwise, there must
exist a maximal initial set S ′ ⊆ N − Jk , J (k) ⊂ S ′, which can be performed either
on the kth machine of Z or on a dierent machine having the same cost. Let Z ′ be
the solution obtained from Z by substituting J (k) with S ′ and updating the sets of
operation assigned to the remaining machines. Clearly, Z ′ is feasible and has the same
cost of Z , therefore Z ′ is also optimal.
The same argument can be now repeated for solution Z ′, eventually obtaining a
solution which is still optimal and satis&es the thesis.
Theorem 5. ALDO <nds an optimal solution of ALDP.
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Fig. 1. An assembly tree.
Proof. The proof is a straightforward consequence of Theorem 4. Observe that ALDO
&nds the best solution among all possible solutions composed by initial maximal subsets
only.
Clearly, for general assembly graphs G, the state graph D, may have an exponential
number of nodes. In practice, the most common assembly graphs are trees. Moreover,
in many industrial applications the assembly trees have a limited number of branches,
with respect to the total number of manufacturing operations. For instance, Fig. 1 shows
an assembly tree in a printed circuit boards production. In this case, the assembly tree
has only two main branches.
A limited number of leaves appear along the main branches, representing prepro-
cessing operations, such as Prepare components, Eprom programming, Heat-sink
sub-assembly. Each of these operations has to be performed together with its successor
and can be represented as a single node.
The case where pairs of operations must be performed on the same machine, or,
conversely, must not be performed on the same machine is often veri&ed in practice
and in the literature is referred to as zoning restrictions (see, for example [1]). This
is usually caused by setup problems (e.g., if a part is moved from one machine to
another, a certain amount of time must be spent to correctly place the part), or logistic
problems (e.g., a kit-preparing operation must be performed on the same machine as-
sembling the components of that kit). The zoning restriction for the assembly process
represented in Fig. 1 belongs to the latter case. Such requirements can be easily taken
into account by ALDO algorithm since they correspond to making some nodes of D
unfeasible.
In order to discuss the complexity of ALDO, we need the following de&nition.
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Denition 6. The width of an assembly graph G is the minimum number of directed
paths covering all the nodes, i.e. such that each node in G belongs to at least one path.
Such paths are denoted as chains.
Given an acyclic directed graph, we say that two nodes are incomparable if there
are no precedence relationships between them. A set of pairwise incomparable nodes
is denoted as an antichain [3]. As proved in [3], the width of a graph is the size of
a maximum antichain. For instance, if G is a tree, its width equals the number of
leaves, and all the paths from a leaf to the root are chains. Obviously, the width of an
assembly graph is 1 if and only if it coincides with a directed path.
In general, the width of a digraph, i.e., the size of its maximum antichain, can
be easily computed in polynomial time by solving an auxiliary instance of maximum
matching problem on a bipartite graph in which the number of nodes is 2|N | and the
number of arcs is |A|, as shown in [4].
Theorem 7. ALDO <nds an optimal solution of ALDP in polynomial time for a <xed
value of the width of the assembly graph G.
Proof. Let k be the width of G and consider a set of k chains, of length l1; l2; : : : ; lk
respectively, covering all the nodes of G. These chains can be found in polynomial
time as shown in [4]. In order to build the state graph D=(P; B), we must enumerate
all the possible nodes in P, where a node pJ ∈P represents the set J ⊆ N of already
performed operations. It is easy to see that the cardinality of P cannot exceed the
quantity (l1 + 1)(l2 + 1) : : : (lk + 1). In fact, this is the maximum number of feasible
subsets of N of already performed operations. The cardinality of B is therefore O(l21 ·
l22 : : : l
2
k). For each arc in D, we must compute its weight, i.e., the minimum cost
machine, if any, able to perform all the operations of the considered initial subset.
This requires time O(mn). The complexity of the graph building phase is therefore
O(mn2k+1). Finally, computing the shortest path on the state graph D=(P; B), requires
time O(|B|). Hence, the overall complexity of ALDO is O(mn2k+1).
Although the worst case time complexity of the algorithm is O(mn2k+1), in practical
situations this is not the case. The case in which there is only a limited number of
operations that can be performed on dierent types of machines is frequent (see, for
example, [8]). In this case the number of maximal initial sets can be very small, thus
drastically reducing the computational eort of the algorithm.
In what follows, we discuss the problem of characterizing the instances in terms of
computational complexity.
Let Q be the adjacency matrix of the transitive closure of digraph G=(N; A), i.e.
such that qij =1 if operation i precedes operation j, qij =0 otherwise, for i; j=1; : : : ; n.
The order strength of digraph G=(N; A) is the ratio between the number of non-zero
entries in Q and n(n− 1)=2. For example, the order strength of a chain is equal to 1.
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Fig. 2. A comb and a two-chain tree.
The order strength has been frequently used in the literature to measure the diKculty
of an instance, due to its correlation with the number of feasible solutions. On the
other hand, the same algorithm can perform very dierently, even on similar instances.
Consider for example the two graphs illustrated in Fig. 2: it is easy to see that they
have the same order strength 1=2(1− 1=n). Yet, ALDP restricted to two-chains trees is
polynomially solvable (width = 2), while it remains NP-complete, even with only one
machine type, if the graph is a comb (width = n=2). The NP-completeness of the latter
case can be easily proved by reducing the Bin Packing Problem to SALBP restricted
to a comb, the former being NP-complete [15].
Given an instance of Bin Packing with p items, item i having size s(i), and bin
capacity W , we build an instance of SALBP with n=2p operations in which the
assembly graph is a comb. The operation associated to the ith tooth of the comb
has processing time s(i), and the operations on the handle have processing time W .
The cycle time is W . Clearly, any optimal solution of SALBP instance that uses k
machines, corresponds to a solution of the bin packing instance with k − n=2 bins, and
any solution of the bin packing instance with k bins can be converted into a solution
of SALBP with k + n=2 machines, where all operations on the handle are assigned to
the last n=2 machines of the line.
4. Branch and bound scheme
In this section we &rst brieJy illustrate the fathoming rules used by FABLE [13]
and OptPack [21] algorithms, next, we extend them to deal with ALDP. The basic
idea of a branch and bound scheme is that it is not necessary to completely build
the state graph D=(P; B). Rather, we can limit ourselves to consider only those
nodes that are candidates to lie on a shortest path from node p∅ to node pN . Re-
call that both FABLE and OptPack assign operations to machines one by one. A
machine is completed when no other operation can be assigned to it. A node of the
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state graph D is fathomed when either all its successors have been constructed or
it is possible to prove that it is not contained in any path shorter than the current
optimum.
Hereafter, we illustrate the bounding methods of FABLE and Optpack, and discuss
their extension to ALDP.
(1) (Jackson rule-1 dominance.) There is no need to consider machines which omit an
operation that &ts. In our terminology this corresponds to considering only initial
maximal subsets as nodes in D.
(2) (Jackson rule-2 dominance.) There is no need to consider a completed machine
that can be altered by replacing operation i with operation j, where pi ¡pj and
all the successors of i are also successors of j.
(3) (First machine dominance.) There is no need to consider a completed machine
which is contained in a previously constructed machine.
(4) (Labeling dominance.) Given a path from p∅ to pJ , having length L, there is no
need to consider any other path from p∅ to pJ with the same length. FABLE
implementation of this rule uses Schrage and Baker [27] labeling scheme, while
OptPack adopts an eKcient tree-like data structures which stores all previously
considered partial solutions.
(5) (Bound arguments) Bound computation serves two purposes: to give a lower
bound on the length of a path including a given node of the state graph (if the
lower bound is greater than or equal to the current optimum, then the node is
fathomed) and as an optimality condition.
(a) (Bin-packing bound computation.) Suppose node j∈P corresponds to the
processing of the subset of operations N ′ ⊆ N . The number of machines
needed in a feasible solution corresponding to a path including node j is at
least the number of machines needed at node j plus the number of machines
required to process the remaining operations N −N ′. A lower bound on this
number can be computed as follows⌈∑
j∈N−N ′ pj
W
⌉
:
(b) (Measuring task durations in halves and thirds of the cycle time.) No more than
two (three) operations that last more than half (a third of) the cycle time can be
processed by one machine.
(c) (Required number of machines following each operation.) Let si be the minimum
number of machines required to process all operations following operation i. To
compute a lower bound on si the m operations which immediately follow operation
i can be seen as an m jobs single machine sequencing problem. For j=1; 2; : : : ; m,
the sj’s can be seen as due dates, the pj’s as processing times, and si is the latest
possible start time of the &rst sequenced job. Then, si can be found by sequencing
the m jobs in earliest due date order.
Observe that in the implicit enumeration of all partial solutions the &rst four domi-
nance rules for SALBP correspond to considering maximal subsets only (see
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De&nition 3). In particular, “Jackson rule-1 dominance”, “&rst machine dominance”,
and “Labeling dominance” rules can be applied to ALDP with no modi&cations. “Jack-
son rule-2 dominance” can be extended to ALDP by requiring pih ¡pjh for each
machine h∈M .
As far as the bounds arguments are concerned, we must take into account the new
objective function. Observe that, in SALBP, the quantity pj=W is a lower bound on the
contribution of operation j to the objective function. In ALDP, we consider the cost
per time unit of a machine Mh, i.e., ch=W . Then, a lower bound on the contribution to
the objective function of operation j, if assigned to a machine Mh, is pjhch=W .
In our implementation, we did not include bound arguments (b) and (c). Bound
argument (a) is extended to ALDP by replacing the processing times of operation j
with the quantity: minh∈M {pjhch=W}.
5. Computational results
In this section we present the results of our computational experiments.
We are not aware of any data sets nor of other computational studies concerning the
problem addressed in this paper; on the other hand there are several sets of well studied
test instances for SALBP (see, for example, [11,12,25,28]) which is a particular case of
ALDP. Hence, we tested the performance of ALDO on two samples of instances. The
&rst sample is derived from the open literature on SALBP, by allowing the paralleling
of machines. Clearly, the resulting instances are still a particular case for ALDP. We
carried out this set of experiments in order to evaluate the computational eort needed
to solve SALBP with paralleling, that is a relevant problem for the applications (see,
for example, [20,24]). In order to test the performance of ALDO on general instances
we developed a second set of randomly generated instances.
The algorithm was implemented in C language and tests were run on a Pentium PC
200 MHz.
Hereafter, we describe the &rst sample of instances obtained from SALBP with the
paralleling of machines. From a SALBP instance, we derive an instance of ALDP by
considering three dierent machine types: machine type M1 is associated to a simple
machine, machine M2 to a set of two parallel machines, and machine M3 to a set
of three parallel machines. If pj is the processing time of operation j in the SALBP
instance, we set pj1 =pj, pj2 =pj=2, and pj3 =pj=3 in the corresponding ALDP in-
stance. The cost of a set of i parallel machine is set to be strictly greater than i times
the cost of one machine. This assumption models realistic scenarios where, for in-
stance, parallel machines need a switching device to be mounted on the line and the
duplication of some equipment. In our experiments, we assumed that the cost of ma-
chine M1 is c1 = 10, while c2 = 22, and c3 = 33:5. This costs pattern has been chosen
so that the ratio ci=i is strictly increasing with i. The reason of this choice is that by
paralleling the machines a better usage of machines workload can be obtained. This
must be paid by a greater cost per unit, otherwise a solution with a larger number of
parallel machines would always dominate the others.
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The results of the tests are detailed in Table 2. The problem source is reported in
the &rst column, with the number of operations and the order strength in brackets. The
second column lists the cycle time of each instance, and in the third column a lower
bound on the minimum number of machines is reported, given by the rounding up of
the total processing time of all operations divided by the cycle time. Here, machine M2
(M3) corresponds to 2 (3) machines. The fourth and &fth columns give the number of
machines used in the optimal solution for SALBP and ALDP, respectively. In columns
7–9 the optimal solution for ALDP is reported, in terms of machines of type M1, M2,
and M3, respectively. In the last two columns are reported the time and the number of
nodes required by the algorithm to &nd a proven optimal solution.
From our computational tests, we note that the problem of balancing assembly lines
with paralleling of machines can be eKciently solved with a computational eort com-
parable with that of the best known algorithms for the one-machine case. Moreover, in
all test instances, the optimal solution with parallel machines equals the lower bound.
For this reason, we limited the number of machines types to three since, otherwise, no
set of four parallel machines would have ever been chosen in an optimal solution.
Besides the above described set of experiments, we tested our algorithm on a second
set of randomly generated instances. This second set of experiments aims at investi-
gating at the same time, the performance of ALDO on more general instances than
the ones reported above, and the relationship between computing time and number of
machine types. In this set of experiments, the costs of machines and processing times
of operations are randomly generated with the constraint that for each pair of machine
types h and k, and for each operation i, if ch ¿ck , then pih6pik . In other words,
we suppose that cheaper machines are slower. From our computational experience, we
observed that these are the most diKcult instances.
In Fig. 3 we report the average computing time of the algorithm on a set of &ve
randomly generated instances for each value of m (number of machine types). The
number of operations is set to 25, the order strength of the assembly graph is o:s:=0:6,
and m varies from 1 to 5, thus yielding a set of 25 instances. We observe that the
computing time increases less than linearly with m.
For what concerns the maximum size of the problems that can be eKciently solved
by ALDO, we observed that it depends on the order strength of the assembly graphs.
In fact, as we observed in Section 3, even if the order strength is not the best measure
of the diKculty of an instance, we used it for three main reasons. First, the order
strength is the most common parameter used in the literature, and therefore it allows
us to better compare our approach with others. The second reason is that for randomly
generated graphs order strength and width are strictly related. Finally, one purpose of
this set of experiments is to observe the relationship between m and the computing
time, and therefore, to this aim, the shape of the assembly graph has a small inJuence.
We carried out a large number of experiments to evaluate the limits of our approach.
In fact, even if there is no clear pattern on our experiments, we can say that we are
able to solve very eKciently (less than 5 s) random instances up to 50 operations and
three machines for any value of the order strength of the graph. For increasing values
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Table 2
Computational results on Talbot data set
Name W LB1 SALBP ALDP M1 M2 M3 Time Nodes
Bowman 20 4 5 4 2 1 — ¡ 0:1 23
(8, 0.75)
Mansoor 48 4 4 4 4 — — ¡ 0:1 25
(11, 0.6) 62 3 3 3 3 — — ¡ 0:1 13
94 2 2 2 2 — — ¡ 0:1 3
Mertens 6 5 5 5 3 1 — ¡ 0:1 28
(7, 0.52) 7 5 5 5 5 — — ¡ 0:1 4
8 4 5 4 2 1 — ¡ 0:1 23
10 3 3 3 3 — — ¡ 0:1 11
15 2 2 2 2 — — ¡ 0:1 2
18 2 2 2 2 — — ¡ 0:1 1
Jaeschke 6 7 8 7 5 1 — ¡ 0:1 44
(9, 0.83) 7 6 7 6 4 1 — ¡ 0:1 24
8 5 6 5 3 1 — ¡ 0:1 21
10 4 4 4 4 — — ¡ 0:1 9
18 3 3 3 3 — — ¡ 0:1 3
Jackson 7 7 8 7 5 1 — ¡ 0:1 148
(11, 0.58) 9 6 6 6 6 — — ¡ 0:1 33
10 5 5 5 5 — — ¡ 0:1 46
13 4 4 4 4 — — ¡ 0:1 3
14 4 4 4 4 — — ¡ 0:1 9
21 3 3 3 3 — — ¡ 0:1 2
Mitchell 14 8 8 8 8 — — 0.1 395
(21, 0.71) 15 7 8 7 3 2 — ¡ 0:1 231
21 5 5 5 5 — — ¡ 0:1 11
26 5 5 5 5 — — ¡ 0:1 36
35 3 3 3 3 — — ¡ 0:1 39
39 3 3 3 3 — — ¡ 0:1 10
Heskiao 138 8 8 8 8 — — 76.8 232821
(28, 0.22) 205 5 5 5 5 — — 1 1078
216 5 5 5 5 — — 1.5 2298
256 4 4 4 4 — — 0.8 539
324 4 4 4 4 — — 0.9 321
342 3 3 3 3 — — 0.7 188
Sawyer 25 13 14 13 7 3 — 5.7 90195
(30, 0.448) 27 12 13 12 5 2 1 7.5 116542
30 11 12 11 9 1 — 5.3 69081
36 9 10 9 6 — 1 4.1 45790
41 8 8 8 8 — — 0.1 286
54 6 7 6 4 1 — 1.4 7244
75 5 5 5 5 — — 0.4 91
Kilbridge 57 10 10 10 10 — — 460.5 2741821
(45, 0.44) 79 7 7 7 7 — — 46.4 181831
92 6 6 6 6 — — 32.7 2273
110 6 6 6 6 — — 166.7 566893
138 4 4 4 4 — — 1.5 1589
184 3 3 3 3 — — 2.3 1594
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Fig. 3. Random instances with 25 operations and o:s:=0:6.
of the order strength (¿ 0:7), we still solve eKciently random instances up to 100
operations and over.
6. Conclusions
In this paper, we studied an assembly line balancing problem with non-identical
workstations. The model here presented gives an eKcient way to meet production re-
quirements by taking into account the trade-o between machine cost and performance.
We showed that, the most signi&cant algorithmic improvements made for ALBP in the
past 30 years can be extended to deal with ALDP. Even if for general precedence
graphs the problem is NP-complete, we show that a DP algorithm &nds an optimal
solution in polynomial time when the assembly graph width is &xed. Since the com-
putational eort grows exponentially with the width of the graph, we implemented
a hybrid DP and branch and bound procedure to solve large instances of ALDP to
optimality.
In our opinion, future research should address the problem of &nding better combi-
natorial lower bounds for ALDP, and the extension of the objective function to include
more general costs.
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