Polymer translocation through a nanopore induced by adsorption: Monte Carlo simulation of a coarse-grained model J. Chem. Phys. 121, 6042 (2004) The effects of path-dependent wetting and drying manifest themselves in many types of physical systems, including nanomaterials, biological systems, and porous media such as soil. It is desirable to better understand how these hysteretic macroscopic properties result from a complex interplay between gasses, liquids, and solids at the pore scale. Coarse-Grained Monte Carlo (CGMC) is an appealing approach to model these phenomena in complex pore spaces, including ones determined experimentally. We present two-dimensional CGMC simulations of wetting and drying in two systems with pore spaces determined by sections from micro X-ray computed tomography: a system of randomly distributed spheres and a system of Ottawa sand. Results for the phase distribution, water uptake, and matric suction when corrected for extending to three dimensions show excellent agreement with experimental measurements on the same systems. This supports the hypothesis that CGMC can generate metastable configurations representative of experimental hysteresis and can also be used to predict hysteretic constitutive properties of particular experimental systems, given pore space images. Published by AIP Publishing.
I. INTRODUCTION
Hysteretic behavior related to adsorption of fluids in porous materials exists in myriad natural and synthetic systems. In nanomaterials, adsorption measurements can allow determination of pore distributions, adsorption isotherms, liquid-vapor coexistence curves, and ion channel diffusion. [1] [2] [3] In a biomedical context, hysteretic behavior has been observed in the study of dental surfaces and bone formation. 4, 5 In soils, mechanical stability is affected by the hysteretic nature of fluid flow through a granular pile. 6 Adsorption at the mesoscale is of particular interest, 7 as it can reveal much significant information about pore size and shape, permeability, and surface area.
Adsorption of fluids in soils involves a complex interplay of gasses, liquids, and solids. 8, 9 Various experimental and theoretical approaches have been developed to investigate adsorption in porous materials. Experimental methodologies typically measure water retention within porous media using transient flow methods. 10, 11 Theoretical approaches to address multiphase distribution in porous materials include modeling fluid flow via solutions to the Navier-Stokes equations, 12, 13 molecular-scale Monte Carlo, 14 Monte Carlo annealing methods, 15 grand canonical Monte Carlo simulations, 3, 16, 17 and density functional theory. 18 In soils, specifically, several theoretical models have been proposed for constitutive properties such as soil-water retention. 19, 20 Approaches to determine the phase distribution using continuum methods a) Author to whom correspondence should be addressed. Electronic mail:
dwu@mines.edu.
become more difficult with increasing complexity of the pore space, while techniques such as molecular dynamics 21 or computational fluid dynamics 22 can have significant computational expense.
When porous materials are exposed to wetting or drying conditions, the fluid content and distribution through the material is typically hysteretic in nature. This results in a history dependence for many resulting properties, which in the case of soils includes key constitutive properties such as adsorption isotherms and soil-water retention curves (SWRCs). Thus, it is important for simulation methodologies to be able to capture and quantify hysteresis in fluid retention under wetting and drying conditions. The most prevalent simulation methodology is grand canonical Monte Carlo, using both molecular and lattice models. 23 There is evidence that the hysteretic sampling of configurations by grand canonical Monte Carlo is representative of that using more realistic dynamics. 17, 18, 24, 25 There are several simulation studies on adsorption hysteresis, notably by Monson and co-workers. Many studies consider idealized pore spaces, such as slit or ink-bottle pores 18, 26, 27 or interconnected pore networks, [28] [29] [30] and focus on the influence of a few parameters, such as pore geometry or temperature. Other studies have looked to examine adsorption/desorption in generated synthetic complex pore spaces, with statistical attributes matched to systems such as porous glass or silica, to illustrate qualitative comparison of the adsorption hysteresis with experimental systems. 18, [31] [32] [33] [34] [35] [36] We present here a direct comparison of hysteretic adsorption in coarse-grained Monte Carlo simulation and experimental measurements on the same pore space, allowing for validation of the simulation methodology and derived physical quantities. Experimental input for the simulation includes tomographic images of the pore space as well as contact angle and interfacial free energy values for setting interaction energies between neighboring cells. The simulation methodology uses a two-dimensional (2D) grand canonical extension of our prior study using canonical lattice Monte Carlo together with geometric corrections to account for using two-dimensional sections of the three-dimensional (3D) porespace. 24 Simulation results for the soil-water retention, matric suction, and phase distribution are directly compared with experimental results for the same system.
II. METHODOLOGY
We consider systems where the temperature is well below the fluid critical point and with pore sizes large compared to the fluid interfacial width. These are common conditions for many porous systems of interest, including the experimental systems presented here. The confined fluid can thus be considered to consist of continuum liquid and vapor regions separated by well-defined interfaces. For a given thermodynamic condition, there are many such configurations each corresponding to a metastable local energy minimum. The coarse-grained lattice methodology presented below aims to sample such local minimum energy configurations. To do so, the resolution of the lattice is taken high enough to resolve the smallest pore features of interest, so that the interfacial configurations can approximate that of the continuous real system. Furthermore, the coarse-grained lattice model is simulated at a fictitious temperature that is low enough that the interfaces in the model are also well-defined but high enough to sample different configurations and avoid low-temperature lattice discretization artifacts. In this way, the configurations in the coarse-grained model can mimic those of the real system by likewise seeking to minimize the interfacial energy. The parameters of the real system that are needed for the coarse-grained model are thus the interfacial energies, which control the contact angles and the amount (or chemical potential) of the fluid phase. Because of this, the coarse-grained model captures the interfacial behavior at a particular thermodynamic condition of the real fluid. Behavior at different thermodynamic conditions, reflecting the phase behavior of the fluid, would be captured by changing the interfacial tensions and chemical potentials.
Our simulation methodology is based on a lattice gas adapted for granular systems 15, [37] [38] [39] and an extension of our previous work. 24 The model consists of a grand canonical lattice gas with each lattice cell representing a coarse-grained region consisting of one of three phases: gas, liquid, or solid. The effective Hamiltonian can then be defined as
where µ is the chemical potential for a cell in the liquid phase λ, the first sum is over all nearest neighbor cells i and j, and the second sum is over all phases. The occupation number for the cell is thus defined as n i α = 1 if cell i is in phase α and 0 otherwise. The coarse-grained interfacial coupling parameters, J αβ , account for the (free) energy of contact between neighboring cells of phase α and β. We note that the Hamiltonian for a given set of J αβ with non-zero values of same-phase coupling parameters, J αα , can be rewritten as an equivalent Hamiltonian with J αα = 0 by replacing the different-phase coupling parameters J αβ with their relative values J αβ − (J αα + J ββ )/2 and with an appropriate shift in the chemical potential values.
While this lattice gas model can be simulated in three dimensions to match the experimental system, for computational efficiency, we have chosen to use a twodimensional square lattice to represent the system. We have previously demonstrated that stereological corrections for extrapolating from two to three dimensions have been quantitatively accurate for characteristic interfacial properties such as the capillary pressure and specific surface area. 24, 25 This stereological correction involves using two-dimensional cross-sectional slices of the full three-dimensional porespace as the two-dimensional porespace simulation geometry. The primary assumption is that the distribution of local orientations of the interface is isotropically homogeneous in the threedimensional system. The functional form depends on the property being measured; e.g., for the capillary pressure, the average radius of curvature is assumed to be the same in 2D and 3D, and for the specific surface area, a standard stereological factor of (4/π) is used to correct from 2D average perimeter/area to 3D average surface area/volume. This resulted in quantitative agreement within error bars of ∼8% compared to experiment over the liquid saturation range of 15%-70%. 24, 25 For a fluid-fluid interface, the J αβ are related to the interfacial free energies, γ αβ , via the relation 40, 41 
where the first term on the right-hand side is the free energy of the direct contact, and the second term reflects the contribution due to interfacial fluctuations. Here, T represents a (fictitious) simulation temperature that we discuss further below, and we have chosen units of temperature so that Boltzmann's constant takes the value k B = 1. However, since we are interested in mechanically stable, locally minimum energy configurations expected at the pore scale, the temperatures simulated are relatively low, i.e., T < J αβ . In this regime, the interfacial fluctuation contribution of Eq. (2) is at most 15% of the first term at the upper end of this temperature range and less for lower temperatures. For a fluid-solid interface, the interfacial fluctuations will be greatly suppressed since the solid is static, and so the interfacial free energy is expected to be closely approximated by the direct contact value of 2 J αβ .
The interactions between phases in the simulation are thus set according to the interfacial free energies (surface tensions) between the phases. However, we further note that the results of the simulation in the limit of T ≪ J αβ are not dependent on the individual surface tensions but rather on the ratio of surface tensions set by the contact angle θ as given by Young's equation
As discussed above, the lattice resolution (250 × 250 in this work) is chosen high enough so that the resulting
Zeidman, Lu, and Wu J. Chem. Phys. 144, 174709 (2016) thermally averaged interfaces are representative of the limiting continuum interfaces, and the solid surface can be considered locally smooth, except for the very smallest pore dimensions. The use of Young's equation under these conditions was quantitatively validated in modeling of complex experimental porespaces. 24, 25 Contact angle hysteresis is not seen in simulation because our simulation does not explicitly model fluid flow. Instead, water and gas are transported by randomly selecting a location on the lattice and attempting to change its occupation to the other phase (e.g., changing a location occupied with water to occupying it with air). The earlier canonical version of the algorithm differs only in that a change of air to water in one location occurs simultaneously with a change of water to air in a different location to conserve the total amount of each phase. Thus, the observed contact angle in simulation is independent of wetting or drying conditions and is only determined by the ratios of the surface tensions between the different phases: solid-gas, solid-liquid, and liquid-gas (γ SG , γ SL , and γ LG , respectively). To correspond to perfect wetting conditions favoring water adsorption onto the solid phase, the interfacial coupling parameters, J αβ , used in this paper were set to −1 for liquid/liquid, +1 for liquid/gas interactions, −2 for liquid/solid interactions, and 0 for all other pairs. A perfect wetting contact angle is analogous to a system of water, quartz/silica sand, and air. 15 The simulation is evolved using the standard Metropolis algorithm 43 and aims to find local minimum energy configurations, which correspond to an energy scale of T ≪ J αβ . However, for such temperatures (corresponding to the realistic situation of thermal energy producing negligible interfacial fluctuations), the simulation would in practice be unable to overcome the energy barriers between local energy minima; thus, the simulation would be very inefficient. In this respect, the simulation parameter T essentially controls the degree to which unfavorable energy transitions are accepted. The temperature dependence of adsorption also manifests itself in that different size pores may experience different wetting behaviors at different temperatures. For efficiency, we chose a temperature similar in scale to J αβ to speed up the sampling of the many local energy configurations present in a geometrically complex porespace. For the calculations herein, we have used a fictitious value of T = 1, as our J values are order unity.
We prepare the initial conditions of our simulations using the following procedure. The simulation domain is initially populated with the solid phase. The geometry of the solid phase is obtained from microXCT (see Fig. 1 ), and the geometry of the image is discretized onto the simulation lattice. For both systems studied here, the lattice resolution used was 250 × 250. The solid phase is assumed to be stationary. For simulations of wetting (drying), the remaining cells are all assigned as gas (water). We define simulation saturation as the number of water cells divided by the total number of pore space cells. Note that the simulation methodology is the same regardless of the complexity of the pore space geometry or the magnitude of the pore scale l though physical quantities will scale with l accordingly.
Experimental results were obtained using a sample of Ottawa sand and tested according to a procedure outlined by Lu et al. 
III. RESULTS AND DISCUSSION

A. Hysteresis in randomly distributed spheres
Initial simulations were conducted on the pore space from a system of randomly distributed spherical beads. The geometry of this previously characterized system corresponds to an experimental setup in which capillarity was measured using glass beads (400-600 µm diameter) and imaged using microXCT. 24, 25 Figures 1(a) and 1(b) illustrate typical snapshots from a canonical Monte Carlo simulation 24, 25 of the phase distribution in this porous medium, comparing experimental images with simulation output at 25% water saturation. There is close but not perfect correspondence between the water-distribution patterns, which is expected given the existence of multiple similar local minima for the same degree of saturation.
To calculate adsorption isotherms, two series of simulations were run with fixed chemical potential values between 2 and 3 (in units of k B T). Chemical potential plays an analogous role to vapor pressure in experiment in controlling the water saturation. Since the system is incompressible, varying the simulation chemical potential is equivalent to varying the simulation pressure. The first and second series simulated drying and wetting conditions in which the initial saturation was set to 100% and 0%, respectively. For each chemical potential value, a discrete simulation was allowed to evolve for 8000 Monte Carlo steps. This allows time for the simulation to locally equilibrate (more on this below) and observe any substantial wetting (or drying) events. While both cases show decreasing saturation with increasing chemical potential, the drying simulations maintain more water than the wetting simulations at a given chemical potential, since they start at full saturation and remove water.
As the chemical potential is increased above its initial value of 2, a separation in the isotherms emerges. This begins at a chemical potential value of 2.05. The drying curve stays close to 100% saturation until a chemical potential value of 2.25 is reached; at this point, the difference between the two curves is greatest at 66% saturation. The two isotherms converge again at a chemical potential of 2.5. The simulation panels in Fig. 2 all correspond to this region of hysteresis (isotherm separation) from the plot in Fig. 3 . 
B. Hysteresis in Ottawa sand
Grand canonical Monte Carlo simulations were then carried out on a pore space derived from an experimental sample of Ottawa sand. The geometry was determined using 2D cross sections of a three-dimensional (3D) X-ray computed tomography image of the sand sample. An example 2D cross section along with a representative simulation at a similar saturation is shown in Figs. 1(c) and 1(d) . The distribution of the water phase is again similar between experiment and simulation. Calculations were conducted in the same manner as for the systems with randomly distributed spheres.
Because of the increased complexity of this geometry, the manner in which the pore space is populated with liquid is not always consistent between wetting and drying simulations. Fig. 4 , particularly panels (a) and (b), is the areas of water phase that are lighter in color than other areas of adsorbed water in the porespace. This indicates that either wetting or drying took place in this area during sampling to determine the average water distribution. Wetting or drying of a specific pore space location occurred when the simulation overcame an energy barrier in a region that was previously at local equilibrium. This is discussed more thoroughly in Sec. III C. When this occurs during a canonical simulation, it appears visually similar to the light blue regions in Fig. 4 . During a grand canonical simulation, water in this region is either added or removed from the simulation, analogous to cavitation. 45 The corresponding adsorption isotherms for the Ottawa sand are given in Fig. 3 with trends similar to those for the randomly distributed spheres.
From these data, it is possible to calculate the soil-water retention curve (SWRC), which relates the soil suction to the volumetric water content and is a key piece of information used to understand the hydrologic cycle. 46 Matric suction is the pressure difference between the air and water phases and can be calculated using the Laplace-Young equation: ∆P = 2γ LG /r, where r is the average radius of curvature of the local liquid-gas interfaces. From the simulation data, we define the air-liquid interface as a 50% contour of the average liquid saturation and determine the local radius of curvature from a least squares fit. 24 The factor of two in the Laplace-Young equation reflects the existence of two principal radii of curvature (e.g., r 1 and r 2 ).
9, 24 We have assumed that the average curvature in the two dimensional simulations can be used as the average in three dimensions. Given the image scale, the value for the cell length (l) is 13.284 µm. The literature value for the surface tension of water at 25
• C (γ LG ; 71.79 dyn/cm) was used. Figure 5 plots the SWRC given by grand canonical simulation, canonical simulation, and experiment. The results for the canonical simulation are included with the wetting data because the process captured by canonical simulation is more similar to grand canonical wetting. Under canonical conditions, the water phase starts as a randomly distributed "vapor" in the pore space and then condenses on the surface of the solid. In contrast, in the drying condition, the simulation starts as fully saturated, as seen in Fig. 5(b) . In both cases, the simulation data agree with the experimental data. This is significant because it provides a concrete link between simulation output and the constitutive, macroscopic properties of soils. A potential source for the differences between the grand canonical simulation and experiment is the use of approximate dynamics in the evolution of the simulated phase distribution. Under experimental conditions, there is the flow of water during drying and wetting, which can result in contact angle hysteresis. 47 As mentioned earlier, the effects of contact angle hysteresis are not captured by the simulation, and so the observed contact angles will be the same under both wetting and drying conditions. In the simulations, exchange between the water and air phases is allowed at any random location in the pore space, in contrast to experimental conditions, in which fluid must physically flow through the pore structure in order to fill the pore space. In any experiment, trapped pockets of air due to water in the capillaries would almost certainly exist; these are not taken into account in our simulation. However, the good agreement between our simulation and experimental drying and wetting data in Fig. 5 suggests that despite the physical differences in the microscopic mechanism of mass transport, much of the hysteretic behavior can be captured within this methodology.
C. Discussion
As seen in Figure 3 , the hysteresis loops in the adsorption isotherms of the glass beads and Ottawa sand differ substantially in location and shape, reflecting differences in the respective distribution, geometry, and size between the pore spaces of the two samples. The pore space in the glass bead and Ottawa sand simulations occupies 40% and 35% of the total simulated area, respectively. Hysteresis reflects how the energy required to add or remove water from a lattice cell depends on that cell's surroundings. In the case of wetting a dry system, adding water to a single cell in a dry area is unfavorable energetically. Moreover, it is more energetically intensive to populate (or unpopulate) larger pore spaces. Likewise, removing water from a cell in an already established water region is also energetically unfavorable. This causes the branching between the wetting and drying paths that is seen in the adsorption isotherms. The ability for the methodology to capture the character of the hysteresis from experimental images in the isothermal adsorption curves is an advantage when compared to extrapolations from simpler geometries. 3, 18 The wetting or drying system moves towards lower free energy through an energy landscape of multiple local minima. This gradually slowing relaxation through metastable states is seen in the plots in Figure 6 of the amount of liquid vs. simulation cycles for both the drying and wetting cases. Hypothetically, given a long enough time scale, equilibration would result in the same state under the wetting and drying conditions, whether for simulation or experiment, eliminating the hysteresis. As mentioned above, the evolution of the phase distribution by Grand Canonical Monte Carlo is approximate, notably in neglecting fluid dynamics. That the behavior of the properties predicted from simulation compare well with experiments suggests that the evolution by Grand Canonical Monte Carlo captures relevant aspects of the real dynamical evolution of the system. In effect, these results suggest that the wetting and drying hysteresis is largely determined by the porespace geometry without explicit consideration of capillary evolution due to flow. One possible explanation is that the evolution of the phase distribution is quasistatic, controlled by capillary stresses over viscous or inertial stresses. Indeed, for many mesoscale systems, the pore-scale capillary number, Ca = µv/γ (where µ is the viscosity, v is the pore-scale velocity, and γ is the fluid/fluid interfacial tension), is small (e.g., Ca ∼ 10 −6 -10 −4 for oil trapped in pores of water-wet rock). 48 Since the method employs a coarse-grained lattice approach to a complex geometry, simulation is possible on the scale of one's choice for the system. Geometry from various experimental sources (e.g., microXCT or electron microscopy) can be discretized onto a lattice. Associated interfacial properties of different-sized systems are determined by the lattice cell length scale. For example, if the 3.521 × 3.521 mm cell of the Ottawa sand (Fig. 4) were 1/100 of that size, the corresponding calculated soil-water retention curves (Fig. 5) would retain the same shape, but the capillary pressure In all figures, the top (blue) curve represents drying conditions, and the bottom red curve represents wetting conditions. In all cases, as the simulation progresses, the two curves trend towards each other, to a presumed equilibrium at extremely long times exceeding practical limitations.
would be multiplied by a factor of 100. Additionally, this method can be adapted easily to include additional phases or dimensions.
IV. CONCLUSION
We have extended our previous study comparing Monte Carlo simulation to experimental measurements on the same system to hysteretic adsorption in a system of beads and in a sand sample. This methodology can be used to quantify intrinsic properties associated with path-dependent wetting and drying adsorption in geometrically complex porous media. This approach can determine pore space regions where capillarity is likely to occur, as well as the resulting water distributions in wetting or drying conditions. Analysis of the resulting water distribution allows calculation of isothermal adsorption curves, demonstrating how the adsorbed water content of a pore space changes according to wetting vs. drying conditions for a given chemical potential. This is analogous to the plots of pressure vs. liquid content found in experimental adsorption studies. Other important intrinsic physical properties are also available from simulation: in the case of Ottawa sand, the soil water retention curve was found to conform with experimental observations. We note one final observation related to the excellent agreement between simulation and experiment. Since the simulation does not capture any effects related to flow, our results suggest that some key properties resulting from adsorption phenomena may be largely controlled by the geometry of the pore space rather than the flow of fluid through it. Fluid flow is determined by the effects of material wettability, contact angle hysteresis, and trapped air, as local capillary formation can bar additional wetting in a given region. This effect may be limited to the types of porous media studied here, as both the randomly distributed spheres and Ottawa soil can be saturated fully. Further study would be required to confirm these observations.
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