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Abstract
It is known that the Fourier transformation of the square of (6j) symbols has a simple expression in the case of su(2)
and Uq(su(2)) when q is a root of unit. The aim of the present work is to unravel the algebraic structure behind these
identities. We show that the double crossproduct construction H1 ⊲⊳ H2 of two Hopf algebras and the bicrossproduct
construction H∗2◮⊳H1 are the Hopf algebras structures behind these identities by analysing different examples. We
study the case where D = H1 ⊲⊳ H2 is equal to the group algebra of ISU(2), SL(2,C) and where D is a quantum
double of a finite group, of SU(2) and of Uq(su(2)) when q is real.
1 Introduction
While studying the expectation values of observables in Turaev-Viro model, J.W.Barrett [1] found
and proved a remarkable and quite intriguing identity on quantum (6j) symbols of Uq(su(2)) for q
root of unity which reads:{
j0̂1 j0̂2 j0̂3
j2̂3 j1̂3 j1̂2
}2
q
=
(
2
k
)3 ∑
(iIJ )∈Dk
{
i01 i02 i03
i23 i13 i12
}2
q
∏
I<J
sin
(π
k
(jIJ + 1)(iIJ + 1)
)
(1)
where q = exp( iπk ), k an integer ≥ 2, Dk = {0, ..., k − 2}
×6, and ÎJ = {0, 1, 2, 3} \ {IJ}.
This is an example of a self-duality formula for quantum (6j) symbols: the finite Fourier
transform of the square of the function (6j) is the square of the function (6j) of the dual variables.
While studying the asymptotics for large spins of classical (6j) symbols of su(2) [2], the first
author of the present work found and proved the following formula on volumes of flat tetrahedra.
Let V (lIJ) be the volume of the flat euclidean tetrahedron which is such that the length of
the edge (IJ) is given by lIJ . V
2(lIJ ) is a polynomial (known as the Cayley determinant) in the
variables l2IJ . We denote V
∗(lIJ) the volume of the dual tetrahedron i.e V
∗(lIJ) = V (lÎJ).
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We denote D∞ the set of flat euclidean tetrahedra i.e D∞ is the subset of lIJ ∈ (R
+)6 satisfying
the conditions : lIJ ≤ lIK + lKJ for any triple (I, J,K) of distinct elements as well as V
2(lIJ) ≥ 0.
The inverse of the volume satisfies the remarkable self-duality property
1
V ∗(jIJ )
=
(
2
π
)3 ∫
D∞
∏
I<J sin(jIJ lIJ)dlIJ
V (lIJ)
. (2)
The first duality formula (1) is purely algebraic while the second one (2) involves geometrical
objects. It was shown in [2] that there are seemingly related identities which have a mixed (alge-
braic and geometric) character relating classical (6j) symbols and spherical geometrical objects, for
instance: {
j0̂1 j0̂2 j0̂3
j2̂3 j1̂3 j1̂2
}2
=
2
π4
∫
Dpi
∏
I<J sin ((jIJ + 1)θIJ) dθIJ√
det[cos(θIJ)]
, (3)
where Dπ is the set of spherical tetrahedra and θIJ are spherical length of the edge (IJ) i.e Dπ is
the subset of θIJ ∈ [0, π]
6 satisfying the conditions : θIJ ≤ θIK + θKJ , θIJ + θIK + θKJ ≤ 2π for
any triple (I, J,K) of distinct elements as well as det[cos(θIJ)] > 0. The matrix cos(θIJ) is known
as the Gram matrix of the spherical tetrahedra. Also by Fourier inversing the previous relation one
obtains:
π2
25
1√
det[cos(θIJ)]
=
∑
(jIJ )∈D∞
{
j0̂1 j0̂2 j0̂3
j2̂3 j1̂3 j1̂2
}2 ∏
I<J
sin ((jIJ + 1)θIJ) (4)
where D∞ = (N)
×6.
While studying cosmological deformation of spin foam models, the last authors of the present
work discovered in [3] a relation between (10j) symbols of simple principal representations of
Uq(so(3, 1)) and Fourier transform of product of (6j) symbols in the case where q is real, which has
striking similarities with a duality transformation. Note that these duality relations are playing
a key role in the understanding of how particles and fields can be consistently coupled to three
dimensional gravity [7, 8, 9, 10].
The aim of the present article is to unravel the algebraic structure lying behind these duality
formulae. We will show that the natural algebraic interpretation of duality relations is expressed
as a duality between two Hopf algebras: the double cross product and the bicross product. Let
(H1,H2) be two Hopf algebras and assume that H1 H2 is a matched pair in the sense of S.Majid
[12] so that one can define the double cross product D = H1 ⊲⊳ H2. S.Majid has shown that the
axioms defining the double cross product D = H1 ⊲⊳ H2 imply the existence of another Hopf
algebra denoted D˜ = H∗2◮⊳H1 which is coined bicrossproduct of H
∗
2 and H1. One can define a
notion of simple representation of D (resp.D˜) as being a representation which admits a non zero
invariant vector under H1. We will show for specific choices of H1,H2 that the duality relation for
D expresses that the (6j) of simple representations of D are the Fourier transform of the (6j) of
simple representations of D˜. We explain the different choices of (H1,H2) we have made and we
expect that the duality relation is more general.
Let us briefly present the first exemple: we consider H a Poisson Lie group [11] and denote
H∗ its associated dual Poisson Lie group. The Lie-Poisson double group of H [11] is a Poisson Lie
group D(H) which contains H and H∗ as sub Poisson-Lie groups of D(H). We can define a notion
of simple representations of D(H) as being irreducible representations of D(H) which admits a non
zero invariant vector under the action of H. The duality relation expresses a way to decompose
certain (6j) symbols of simple representations of D(H) in term of its Fourier modes. We analyze
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in detail the simplest case where H = SU(2), in this case there is no multiplicities involved in the
definition of (6j) coefficients.
With the nul Poisson Lie group structure, we obtain H∗ = R3 and D(H) = ISU(2) and show
that the simple (6j) symbols are proportional to the inverse of the volume V (lIJ). This leads to the
selfduality relation of the inverse volume of flat tetrahedra. In this case, we have H1 = C[SU(2)]
and H2 = C[R
3]. As a result D = C[SU(2)] ⊲⊳ C[R3] = C[ISU(2)], and D˜ = C[R3]∗◮⊳C[SU(2)] =
C[ISU(2)]. Because D and D˜ are isomorphic we obtain a self duality relation.
With the standard Poisson Lie group structure on SU(2) we obtain that H∗ = AN(2) as well
as D(H) = SL(2,C). The corresponding duality relation is the relation (33). In this case we
have H1 = C[SU(2)] and H2 = C[AN ]. As a result D = C[SU(2)] ⊲⊳ C[AN ] = C[SL(2,C)], and
D˜ = C[AN ]∗◮⊳C[SU(2)]. Note that although D is cocommutative, D˜ is not. The duality relation
which results is not a duality relation between (6j) of simple representations of groups but rather
a duality between (6j) of simple representations of SL(2,C) and (6j) of simple representations of
a the Hopf algebra C[AN ]∗◮⊳C[SU(2)].
Then we focus on the very interesting of the quantum double D(A) of a Hopf algebra A. The
quantum double of A contains A and A∗ as Hopf subalgebras. A simple representation of D(A)
is an irreducible representation which contains a non zero invariant vector under the action of A.
We show that the duality relation still express a way to decompose certain (6j) symbols of simple
representations in term of its Fourier modes. We analyze in detail the case where A is successively
the group algebra of a finite group, the compact group SU(2) and the quantum groups Uq(su(2))
for q real. In these cases H1 = A and H2 = A
∗cop, as a result D = D(A) and D˜ = Aop◮⊳A which
can be shown to be isomorphic to Aop⊗A as a Hopf algebra. We therefore obtain a duality relation
between 6j of simple representations of D(A) and 6j of simple representations of Aop ⊗A.
2 Algebraic formulation of duality relations.
In this section we first give a short review of evaluation of simple spin-networks in the case of a
classical group and particularly in the case of a double of a Poisson Lie group H. We study the
particular case where H = SU(2): we define the different (classical) double structures, classify the
simple representations, compute the associated (6j) symbols and proove duality relations.
Then, we give an analog study in the quantum case where the duality relation is a relation
between (6j) symbols of the quantum double of a Hopf algebra A and the (6j) symbols of the Hopf
algebra itself.
Finally, we observe that these results are in fact exemples of a more general case which involves
double crossproduct and bicrossproduct algebra structures.
2.1 General results on a classical group
LetG be a Lie group andH be a subgroup ofG. Let us consider an irreducible unitary representation
of G, denoted π, and we will denote 〈, 〉 the hermitian form associated to this unitary representation
acting on the vector space Vπ. π is said to be a simple representation of G if it admits a non zero
H-invariant vector ω (note that in the mathematic litterature these representations are called class
one representations.) In the case that we will study the H-invariant vectors are unique up to a
multiplicative constant. If π1, ..., πn are simple representations, we denote ι
s :
⊗n
j=1 Vπj → C the
3
symmetric intertwiner defined by
ιs(⊗nj=1vj) =
∫
G
n∏
j=1
〈ωj , πj(g)vj〉dg, (5)
where dg is the Haar measure on G (it is defined up to a scalar and we will choose the normalized
one for compact G.)
Simple spin-networks Γ are spin-networks whose edges l are colored with simple representations
πl and vertices I with the symmetric intertwiner. From the H-invariance of ωj the symmetric
intertwiner can be defined as an integral over the coset G/H. As a result the evaluation of a
simple spin-network reduces to an integration over (G/H)×p where p is the number of vertices of
the simple spin-network. The general construction of symmetric intertwiner and the representation
of the evaluation of a simple spin network in term of Feynman graph has been done in [6]. Note
that in the case where the coset space G/H is non compact, the evaluation of the spin network
needs a regularization which is usually taken by selecting any vertex I0 and integrating only over
the remaining p − 1 vertices. One obtains a function on G/H which is constant and whose value
on any point gives the evaluation ev(Γ) of the spin network [18].
Given a simple representation π, the propagator Kπ(x, y) is a function on G ×G given by the
following matrix element:
Kπ(x, y) = 〈ω| π(xy
−1) ω〉 . (6)
The symmetric kernel is given by Kπ(x) = Kπ(x, e). As a result the evaluation of a simple spin
network is given by:
ev(Γ) =
∫
(G/H)p−1
∏
I,J
KπlIJ (xI , xJ)
∏
I 6=I0
dxI . (7)
We will be particularly interested in the case where H is a Poisson Lie group and G = D(H) is
the double of H. Let H be a connected simply-connected Poisson Lie group in the sense of Drinfeld
[11]. The Lie algebra h of H is a Lie bialgebra. As a result h∗ is also a Lie bialgebra which defines
uniquely a connected simply-connected group denoted H∗ and called the dual group of H. One can
define on the vector space h ⊕ h∗ a structure of Lie bialgebra denoted D(h), it is such that h, h∗op
are sub-Lie bialgebras ( h∗op is the dual Lie bialgebra of h with opposite cobracket). As a result
this Lie bialgebra defines an unique connected and simply connected Poisson Lie group denoted
D(H) which contains H and H∗ as sub Lie Poisson groups. We shall assume that as a manifold
we have D(H) = H × H∗ = G. Note that H is generally not normal in G but nevertheless the
homogeneous space G/H can be endowed with the structure of group H∗. The Poisson structure
on H∗ is degenerate and we denote S the set of symplectic leaves of H∗. A very important notion
is the dressing action of H on H∗: let g, g′ ∈ H, γ, γ′ ∈ H∗, the product in D(H) satisfies
gγ.g′γ′ = g(γ ⊲ g′)(γ ⊳ g′)γ′ (8)
where γ ⊲ g′ ∈ H and γ ⊳ g′ ∈ H∗. The function H ×H∗ → H∗, (g, γ) 7→ γ ⊳ g is called the dressing
action of H on H∗. The symplectic leaves of H∗ can be shown to be the orbits of the dressing action
of H on H∗. The propagator Kπ is a function on the homogeneous space G/H = H
∗. From the
relation γg = (γ ⊲ g)(γ ⊳ g) and the H-invariance of ω one obtains that the function Kπ is constant
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Figure 1: Tetrahedron spin-network T . The set of vertices are ordered and we label them by
I ∈ {1, 2, 3, 4}; edges are labelled by a couple (IJ) colored with representations πIJ .
on each orbit of the dressing action i.e Kπ is a constant function on each symplectic leaf. If l ∈ S
we denote Kπl the value of Kπ on this leaf. The function Kπ can therefore be written as
Kπ(x) =
∫
S
Kπl1l(x)dl (9)
where dl is the measure on the set of symplectic leaves and 1l is the characteristic function of l.
The evaluation of the tetrahedral spin network (figure 1) associated to simple irreps πIJ of G
gives:
T (πIJ) =
∫
(H∗)3
∏
I<J
KπIJ (xIx
−1
J )dx1dx2dx3 (10)
this function being constant in x4. Using the expression of Kπ we obtain:
T (πIJ) =
∫
S6
∫
(H∗)3
∏
I<J
KπIJ lIJ 1lIJ (xIx
−1
J )dx1dx2dx3. (11)
Let us define T˜ (lIJ) =
∫
(H∗)3
∏
I<J 1lIJ (xIx
−1
J )dx1dx2dx3, the evaluation of the tetrahedral spin
network satisfies:
T (πIJ) =
∫
S6
∏
I<J
KπIJ lIJ T˜ (lIJ) dlIJ . (12)
Before studying this relation in different cases, let us remark some points. First, it is clear
that, from the very definition of Kπ (6) and from the definition of the symmetric intertwiner (5),
T (πIJ) is (up to a normalisation we have to compute) a (6j) symbol. Thus, this relation underlines
a duality between (6j) symbols and some others functions T˜ (lIJ) that we are going to interpret as
(6j) symbols as well in the following.
The rest of this section is devoted to the study of this relation in the case where H is SU(2) by
evaluating precisely the functions T (πIJ) and T˜ (lIJ).
2.1.1 The example of the euclidean group ISU(2).
We first assume that H is endowed with its structure of nul Poisson bracket. In that case the
Drinfeld Double of H is simply the cotangent bundle T ∗(H) = H ⋉ h∗. We will only study the
5
case where H = SU(2) and in that case one can identify T ∗(SU(2)) with the euclidean group
G = ISU(2). It is defined as the semi-direct product ISU(2) = SU(2)⋉R3 and any of its elements
is written as (u,~a) where ~a is a vector in R3 and u an element of SU(2). We have (u,~a)(v,~b) =
(uv,Λ(v−1)~a+~b) where Λ denotes the vectorial representation of SU(2).
Conjugacy classes of SU(2) are labelled by an angle θ ∈ [0, 2π] and we will denote by hθ a
representative of the conjugacy class.
Unitary Irreducible representations of ISU(2) are labelled by a couple (m, s) ∈ R+ × N and
consist of the vector spaces defined by Vm,s = {φ : SU(2) → C|φ(xhθ) = e
iθsφ(x)}. The action of
(u,~a) on this space is given by:
[ρms (u,~a)φ](x) = e
i~a·~p(u−1x) φ(u−1x) , (13)
where ~p(x) = Λ(x) ~M and ~M = (m, 0, 0). The vector space Vm,s is endowed with the Hilbert
structure defined from the normalized SU(2) Haar measure dx. The representation ρms is an
irreducible unitary representation.
Simple representations with respect to the sub-group SU(2) are those which admits a non zero
SU(2)-invariant vector. It is immediate to show that simple representations are such that s = 0 and
Vm,0 is therefore identified with functions on SU(2)/U(1) = S
2. In this case the SU(2) invariant
vector is the constant function ω = 1 on the sphere. The propagator is the function on R3 given
by:
Km(~a) =
∫
SU(2)
dx ω(x) ei~a·Λ(x)
~M ω(x) . (14)
A straightforward calculation shows that:
Km(~a) =
1
4π
∫
R3
d3~k
k2
δ(k − a) ei
~k· ~M =
1
4π
∫
S2
d2~n eia~n·
~M (15)
where we have denoted k = ||~k|| and a = ||~a||.
We will now compute the datas of the general classical duality relation (12). The dressing action
of SU(2) on R3 is the vectorial action and the symplectic leaves are the 2-spheres. The integral
Km(~a) is straighforwardly done and one gets:
Km(~a) =
sin(ma)
ma
. (16)
Let us now evaluate the tetrahedron simple spin-network T colored with representations (mIJ).
To do so, we associate a propagator to each edge of the tetrahedron and we obtain a function
FT (mIJ) on (R
3)×4. Each argument of the function is associated to a vertex of the tetrahedron.
Because R3 is non compact we regularize this integral by choosing one vertex I0 = 4 and integrate
the function FT (mIJ) over all the vertices but I0: the obtained result is a function proportional to
the identity in R3 whose proportionnality coefficient is denoted T (mIJ). By definition, T (mIJ) is
the evaluation of the simple spin-network and one can show that it is independent of the choice of
the chosen vertex. Therefore, we have:
T (mIJ) =
∫ ∏
I<J
KmIJ (~aIJ)
∏
I 6=I0
d~aI with ~aIJ = ~aI − ~aJ (17)
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that we can write of the form (12) as follows:
T (mIJ) =
∫ ∏
I<J
dkIJ
sin(mIJkIJ)
mIJkIJ
T˜ (kIJ) with T˜ (kIJ) =
∫ ∏
I 6=I0
d~aIδ(|aIJ | − kIJ) . (18)
To go further into the calculations, one can use at this point the proposition (6) of [2] which states
that: ∏
I 6=I0
d3~aI
2π
=
1
3πV (aIJ)
∏
I<J
aIJdaIJ , (19)
from which we get T˜ (kIJ ) =
8π2
3
∏
I<J kIJ
V (kIJ )
. This proves that:
T (mIJ) =
8π2
3
∫ ∏
I<J
dkIJ
sin(mIJkIJ)
mIJ
1
V (kIJ)
. (20)
Moreover, one can compute explicitely the value of T (mIJ). A direct proof is provided in the
proof of Theorem 3 of [2] and one obtains:
T (mIJ) =
π5
3
1
V ∗(mIJ)
∏
I<J mIJ
(21)
i.e one relates directly T (mIJ) to the volume of the dual flat tetrahedron. From this relation one
gets the duality relation (2).
It remains to express T (mIJ) in term of the (6j) coefficients of the simple representations ρ
mIJ
0
of ISU(2). The reader is invited to read the appendix of the present work for normalisation issues.
We have the relation
T (mIJ) = 2π
2
4∏
K=1
√
ΘK(mIJ)
{
m12 m13 m14
m34 m24 m23
}
, (22)
where the functions ΘK(mIJ) have been computed in the appendix and is given by:
Θ(m1,m2,m3) =
4π
m1m2m3
∫ +∞
0
da
sin(m1a) sin(m2a) sin(m3a)
a
(23)
=
π2
m1m2m3
Y (m1,m2,m3), (24)
where we have introduced the function Y (m1,m2,m3) which takes the value 1 or 0 if m1,m2,m3
satisfy triangular inequalities or not.
Therefore the expression of the (6j) symbol
{
m12 m13 m14
m34 m24 m23
}
of simple representations of
ISU(2) is given by: {
m12 m13 m14
m34 m24 m23
}
=
1
6π
1
V ∗(mIJ)
. (25)
The classical duality relation (2) can therefore also be expressed as an auto-duality relation between
the (6j) symbols of simple representations of ISU(2).
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2.1.2 The example of the Lorentz group SO(3, 1).
We now consider the group H = SU(2) with its non zero standard Lie-Poisson structure. It is well
known that in this case the dual Poisson group of SU(2) is the Borel subgroup B = AN of SL(2,C).
The double of SU(2) is the group G = SL(2,C) universal cover of SO(3, 1). The principal series of
unitary representations of G is labelled by a couple (ρ, s) where ρ is a real number and s an integer.
We will focus on the simple representations for which s = 0, these are the representations admiting
a normalised SU(2) invariant vector ω. We define the propagator to be the function on G×2
Kρ(x, y) = 〈ω, πρ(xy
−1)ω〉. (26)
This propagator defines a function on the hyperboloid H3 = SL(2,C)/SU(2).
SL(2,C) naturally acts as a group of isometry of Minkowski space R1,3. The carrier space of
simple representations Vρ is the space of homogeneous function of degree −1 + iρ on the forward
light-cone C = {ξ ∈ R1,3, ξ2 = 0, ξ0 > 0}[18]:
Vρ = {φ : C → C, φ(λξ) = λ
−1+iρφ(ξ), ξ ∈ C, λ > 0}. (27)
The inner product is given by the integral
〈φ,ψ〉 =
∫
S2
φ¯(ξ)ψ(ξ)dξ (28)
over the 2-sphere of null vectors satisfying ξ0 = 1. The action of SL(2,C) on Vρ is induced by its
action on the light cone g · φ(ξ) = φ(g−1ξ). The SU(2) invariant vector ω(ξ) is the unit function
on S2. The propagator is a function on H×23 given by
Kρ(x, y) =
∫
S2
ω¯(ξ)|x · ξ|−1−iρ|y · ξ|−1+iρω(ξ)dξ =
sin(ρr)
ρ sinh r
, (29)
where · denote the Minkowski scalar product and r = r(x, y) is the hyperbolic distance between x
and y.
In order to evaluate simple spin-network, a preliminary work consists in computing the measure
on H3. For that, we proceed as follows. The polar decomposition of the group SL(2,C) says that
for any g ∈ G there exists a unique (h, k) ∈ H+ × SU(2) such that g = hk. This implies that that
the 3-dimensional hyperbolic space H3 is isometric to H+ the set of positive hermitian two by two
matrices with unit determinant:
H3 ∼= H+ = {h ∈ H | deth = 1 and tr h > 0}, h =
(
x0 + x3 x1 + ix2
x1 − ix2 x0 − x3
)
. (30)
The geometric action of SL(2,C) is given by the action h 7→ ghg† on hermitian matrices.
Another decomposition of SL(2,C), the Iwasawa decomposition, provides another description of
the hyperboloid which says that there exists a unique (k, a, n) in SU(2)×A×N such that g = ank,
where A is the group of diagonal positive matrices of determinant 1 and N is the nilpotent group of
upper triangular matrices with diagonal elements equal to 1. The Iwasawa decomposition implies
that the hyperboloid can also be identified as:
H3 ∼= AN = {
(
a n
0 a−1
)
with a ∈ R∗+ and n ∈ C}. (31)
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Expressing the polar decomposition in term of the Iwasawa one is straightforward and amounts
to solve the equation h2 = an(an)†. H3 can also be described as the submanifold defined by
−x20 + x
2
1 + x
2
2 + x
2
3 = 1. If we introduce r > 0 by x0 = cosh r, and ~x = (sinh r)~n with ~n ∈ S
2, the
volume element on the hyperboloid is d3x = sinh2 rdrd2~n.
We can now apply the relation (12) in the present case. Consider one tetrahedra whose edges
(IJ) are colored by simple representations (ρIJ) of SL(2,C). We have
T (ρIJ) =
∫ ∏
I<J
dlIJ
sin(ρIJ lIJ)
ρIJ sinh(lIJ)
T˜ (lIJ), (32)
where T˜ (lIJ) =
∫
H×3
3
∏3
I=1 d
3xIδ(r(xI , xJ)− lIJ).
One can proceed analogously to the ISU(2) and one obtains the following theorem.
Theorem 1 (Duality relation for SL(2,C)) The evaluation of the tetrahedral spin network is
given by:
T (ρIJ) = 16π
2
∫
DH
∞
∏
I<J
dlIJ
sin(ρIJ lIJ)
ρIJ
1√
|det[− cosh(lIJ)]|
, (33)
where we have denoted DH∞ the set of hyperbolic tetrahedra.
If we denote
{
ρ12 ρ13 ρ14
ρ34 ρ24 ρ23
}
the (6j) symbols of the simple representions ρIJ of SL(2,C)
the following identity holds:{
ρ12 ρ13 ρ14
ρ34 ρ24 ρ23
} 4∏
K=1
√
ΘK(ρIJ)) = 8
∫
DH
∞
∏
I<J
dlIJ
sin(ρIJ lIJ)
ρIJ
1√
|det[− cosh(lIJ)]|
. (34)
where the function Θ is defined in the appendix and given by:
Θ(ρ1, ρ2, ρ3) =
4π
ρ1ρ2ρ3
∫ ∞
0
sin ρ1r sin ρ2r sin ρ3r
sinh r
dr =
π2
2ρ1ρ2ρ3
(
tanh(
π
2
(ρ1 + ρ2 − ρ3)) (35)
+ tanh(
π
2
(ρ1 − ρ2 + ρ3)) + tanh(
π
2
(−ρ1 + ρ2 + ρ3))− tanh(
π
2
(ρ1 + ρ2 + ρ3))
)
. (36)
Proof : –
The second part of the theorem follows immediately from the first and from the expression of Θ
given in the appendix. The first part of the theorem amounts to compute T˜ (lIJ). This is analogous
to the analysis performed in [2] which expresses the measure in terms of the invariant lengths and
we obtain:
3∏
I=1
d3xI
2π
=
2
π
∏
IJ sinh lIJ√
|det[− cosh lIJ ]|
dlIJ . (37)
From this result and the expression of the propagator (29) we have
T˜ (lIJ) = 16π
2
∏
I<J
sinh(lIJ)
1√
|det[− cosh lIJ ]|
. (38)

We now study the quantum case and begin with a reminder of results on the quantum double
of a Hopf algebra.
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2.2 General Results on the Quantum Double
Let A be a Hopf algebra, D(A), the quantum double of A, is a quasitriangular Hopf algebra
containing A as a sub-Hopf algebra and has different equivalent definitions that we present here.
If A is a Hopf algebra we denote m the multiplication, ∆ the coproduct and σ : A⊗2 → A⊗2
the permutation operator. From A we can construct different Hopf-algebras as follows: Aop is the
Hopf algebra with multiplication mop = m ◦ σ and coproduct ∆; A
cop is the Hopf algebra with
multiplication m and coproduct ∆cop = σ ◦ ∆. As usual A∗ is naturally endowed with a Hopf
algebra structure and we denote by (ei) a basis of A , (e
i) the dual basis.
A right and left invariant Haar measure on a Hopf algebra A is a linear form h : A → C
satisfying:
(h⊗ id)∆(a) = h(a)1 and (id ⊗ h)∆(a) = h(a)1. (39)
Let π, π′ be representations of A acting on V and V ′, let φ ∈ V ∗ and v′ ∈ V ′. If h is a Haar
measure on A∗ we formally define an interwiner ι[π, π′]φ,v′ : V → V
′ by
ι[π, π′]φ,v′(v) =
∑
i,j
π′(S(ei))(v
′)〈φ, π(ej)(v)〉h(e
iej). (40)
Note that this is formal because this series needs to be shown to be convergent in some precise
sense in the “non-compact” case (see for example Uq(so(3, 1))).
Let us now present one definition of the quantum double (the Drinfeld double):
Definition 1 (The Drinfeld double) D(A) is the Hopf algebra defined as:
1. D(A) = A⊗A∗cop as a coalgebra
2. the algebra law is given by:
(x⊗ ξ)(y ⊗ η) =
∑
(y),(ξ)
xy(2) ⊗ ξ(2)ηS
−1y(1)(ξ(1))y(3)(ξ(3)) (41)
where we have used Sweedler notation:
∆(x) =
∑
(x)
x(1) ⊗ x(2), ∆A∗cop(ξ) =
∑
(ξ)
ξ(1) ⊗ ξ(2). (42)
D(A) is quasitriangular and the R matrix is given by R =
∑
i ei ⊗ 1⊗ 1⊗ e
i.
D(A) being a Hopf algebra, its dual Hopf algebra D(A)∗ has a simple description that we recall
here:
1. D(A)∗ = A∗ ⊗Aop as an algebra
2. the coproduct on D(A)∗ is twist equivalent to the coproduct of A∗ ⊗ Aop where the twist F
is given by F−1 =
∑
i ei ⊗ e
i.
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We recall here the general results that are known on the representation theory of D(A) and
D(A)∗. First, the algebra isomorphism D(A)∗ ≃ A∗ ⊗ Aop implies that a finite dimensional irre-
ducible representation of D(A)∗ is a tensor product of an irrep of A with an irrep of A∗. In the
case of D(A), if A is quasitriangular and factorizable 4 then D(A) is isomorphic as an algebra to
A ⊗ A. As a result, in that case, finite dimensional irreducible representations are tensor product
of two finite dimensional irreps of A.
Let ρ be a representation of D(A), because A⊗1 is a subalgebra of D(A), ρ|A is a representation
of A.
Definition 2 (Simple representations of a quantum double) We will define ρ to be a simple
representation acting on V , if ρ is an irreducible representation of D(A) and if:
1. it decomposes as a direct sum of irreducible representations of A
2. the trivial representation appears in this decomposition with multiplicity one. We will denote
by ω ∈ V a unit A-invariant vector, i.e ∀a ∈ A, ρ(a)ω = ǫ(a)ω where ǫ is the counit.
3. the space of linear form invariant under the contragredient representation ρ∗ is one dimen-
sional and not contained into (Cω)⊥. As a result we will denote φ ∈ V ∗ such that ∀a ∈ A, tρ(a)φ =
ǫ(a)φ, with φ(ω) = 1.
Remark that in the case of unitary representation the condition (3) is implied by (2) and in that
case φ = 〈ω|.
Note that if ρ is a simple representation then the value of the square of the ribbon element in this
representation is equal to one. Let R =
∑
i ai⊗bi, we define u =
∑
i S(bi)ai. By definition the ribbon
element v is defined as v2 = uS(u) = S(u)u. As a result we obtain that v2 =
∑
i,j ajS(bj)S(bi)ai.
The expression of the R matrix in the double is such that ai = ei ⊗ 1 ∈ A ⊗ 1. Therefore if we
evaluate v2 in a simple representation we obtain
〈φ, v2ω〉 = 〈φ,
∑
i,j
ajS(bj)S(bi)aiω〉 = 〈φ, ǫ(aj)
∑
i,j
S(bj)S(bi)ǫ(ai)ω〉 = 1 (43)
where we have used (ǫ⊗ id)(R) = 1.
Simple representations are the basic ingredients in the general definition of the symmetric
intertwiner.
Definition 3 (Symmetric Intertwiner) We can define a general notion of symmetric inter-
twiner as follows [3, 15]. We denote (xM ) a basis of D(A) and (xM ) the dual basis. Let ρi, ρ
′
j be
simple representations of D(A) acting on Vi, V
′
j . We define the symmetric intertwiner of D(A) as
being the intertwiner ιs[ρ, ρ′] = ι[ρ, ρ′]φ,ω with ρ = ⊗iρi, ρ
′ = ⊗jρ
′
j , φ = ⊗iφi and ω = ⊗jωj, i.e
ιs[ρ, ρ′] =
∑
M,N
(
p⊗
j=1
ρ′j)(∆
(p)(S(xM )))|ω〉〈φ|(
n⊗
i=1
ρi)(∆
(n)(xN ))h(xMxN ). (44)
A simple spin-network is associated to a graph whose edges are colored with simple representa-
tions of D(A) and vertices with symmetric intertwiners. The evaluation of any simple spin-network
reduces to a multi-integration of the propagator defined as follows.
4For example Uq(su(2)) is factorizable whereas F (SU(2)) and C[SU(2)] are not.
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Definition 4 (Symmetric Propagator) Given a simple representation ρ, we denote the sym-
metric kernel as being the element Kρ ∈ (D(A))
∗ defined by Kρ = 〈φ|ρ(.)|ω〉. The propagator is the
element (id⊗ S)Kρ ∈ (D(A))
∗⊗2 that we will conveniently denote Kρ(x, y).
We now give some examples where the representation theory of the quantum double is com-
pletely understood and we will construct explicitely the propagator. We will show that the sym-
metric kernel is dual (in a sense we will precise) to the characters of unitary representations of the
underlying Hopf algebra A. To be more precise, the propagator can be expressed as the Fourier
transform of these characters. When one evaluates a simple spin-network associated to the tetra-
hedron, one gets a duality relations between (6j) symbols of simple representations of D(A) and
(6j)2 symbols of finite dimensional representations of A.
We will start with the case where A is a finite group H: even if this case has no particular
physical interest, it is very interesting because it is a very nice and simple illustration of duality
relations. Furthermore, it is a very general example which can be extended easily to the compact
group case and can be illuminating in other cases. Then, we continue with the example of A =
SU(2) which is of particular interest for three dimensional euclidean quantum gravity. Then, we
end up with the case of A = Uq(su(2)) for q real and q root of unity.
2.2.1 The finite group case
Let H be a finite group, we denote by F (H) and C[H] respectively the algebra of functions on
H and the group algebra endowed with the usual Hopf algebra structures. In the sequel, we will
denote by (δg)g∈H and (x)x∈H their respective basis.
Let us start by presenting the Hopf algebra D(H) defined as the quantum double of C[H]. Note
that this definition can be straightforwardly extended to the case where H is a compact Lie group
[13] but beware that this algebraic object has not to be confused with D(H) the double of the Lie
Poisson group H if H is a Lie Poisson group. As a coalgebra we have D(C[H]) = C[H]⊗F (H)cop;
thus a basis of D(H) is (x ⊗ δg)x,g∈H . The Hopf algebra structure in this basis is easily obtained
and is given by:
(x⊗ δg).(y ⊗ δh) = xy ⊗ δhδh,y−1gy (45)
∆(x⊗ δg) =
∑
g1,g2∈H,g=g1g2
(x⊗ δg2)⊗ (x⊗ δg1). (46)
The action of the antipode on the basis is S(x⊗ δg) = x
−1 ⊗ δx−1g−1x.
Note that one can also find in the litterature [16] that the quantum double of a finite group is in
fact defined as D(F (H)), the quantum double of the Hopf algebra F (H). As a coalgebra we have
D(F (H)) = F (H)⊗C[H]. A basis of D(H) is (δg ⊗ x)x,g and the structure of the Hopf algebra in
this basis is given by:
(δg ⊗ x).(δh ⊗ y) = δg,xhx−1δg ⊗ xy, (47)
∆(δg ⊗ x) =
∑
g1,g2∈H,g1g2=g
(δg1 ⊗ x)⊗ (δg2 ⊗ x). (48)
In this article, we have prefered to work with the quantum double of C[H] as being the definition
of D(H). This is completely equivalent because D(C[H]) and D(F (H))cop are isomorphic as Hopf
algebras: an explicit isomorphism ψ being given by ψ(x⊗ δg) = δxgx−1 ⊗ x.
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For the sequel, let us consider the dual of D(H). It is a Hopf algebra and its structure expressed
in the dual basis (δx ⊗ g)g,x∈H is given by:
(δx ⊗ g).(δy ⊗ k) = δx,y(δx ⊗ kg), (49)
∆(δx ⊗ g) =
∑
x1,x2∈G,x1x2=x
(δx1 ⊗ x2gx
−1
2 )⊗ (δx2 ⊗ g). (50)
The antipode reads S(δx⊗g) = δx−1⊗xg
−1x−1. D(H)∗ admits a normalized right and left invariant
Haar measure h : D(C[H])∗ → C given by:
h(δx ⊗ g) =
1
|H|
δg,e. (51)
Now, let us present general results on the representation theory of D(H). First, we recall
that irreducible representations of D(F (H)) have been classified in [16]; they are denoted ρθπ and
labelled by a couple (θ, π) where θ is a conjugacy class of H and π an irreducible representation
of the centralizer of any element of θ. To describe completely these representations, we will write
θ = {g1, ..., gr} where r = |θ|, denote Nθ the centralizer of g1, and define gk = xkg1x
−1
k where xk is
a section of H/Nθ. A basis of the representation ρ
θ
π is denoted |xj, vi〉, where j = 1, ..., |θ| and (vi)
denotes a basis of the representation π. Thus, the representation ρθπ is defined as:
ρθπ(x⊗ δg)|xj , ei〉 = δg,gj |xk, π(h)ei〉 (52)
where xxj = xkh with h ∈ Nθ. Equivalently, if we define |gj , ei〉 = |xj, ei〉, we have:
ρθπ(x⊗ δg)|gj , ei〉 = δg,gj |xgjx
−1, π(h)ei〉. (53)
Simple representations are defined as possessing a non zero H-invariant vector.
Proposition 1 (Simple representations of D(H)) A representation ρθπ is simple if and only
if π is the trivial representation. In that case, the representation admits an unique normalized
H-invariant vector ω given by:
ω =
1√
|θ|
|θ|∑
j=1
|xj〉 =
1√
|θ|
∑
g∈θ
|g〉. (54)
Proof : –
From the inclusion C[H] →֒ D(H), ρθπ defines a representation of H, therefore the multiplicity m
of the trivial representation of H in ρθπ is given by:
m =
1
|H|
∑
x∈H
tr(ρθπ(x⊗ 1)) =
1
|H|
∑
x,g∈H
tr(ρθπ(x⊗ δg)). (55)
In [16] it has been shown that:
tr(ρθπ(x⊗ δg)) =
{
0 if g /∈ θ or [g, x] 6= e
tr (π(h))where xxj = xjh, g = xjg1x
−1
j , h ∈ Nθ.
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As a result, the multiplicity of the trivial representation reduces to:
m =
1
|H|
∑
x,g∈H,g∈θ,[g,x]=e
trρθπ(x⊗ δg)trρ
θ
0(x⊗ δg) (56)
=
1
|H|
∑
x,g∈H
trρθπ(x⊗ δg)trρ
θ
0(x⊗ δg) = δπ,0. (57)
Therefore, a representation ρθπ is simple if and only if π is the trivial representation. In that case,
one can easily show that ω defined as in (54) is H-invariant. 
The symmetric intertwiner ιs is obtained from definition (3) and can be computed explicitely
using the Hopf algebra structure on D(H). The symmetric propagator is easily computed and is
given in the following proposition.
Proposition 2 (Symmetric Propagator of D(H)) Given a conjugacy class θ, the symmetric
kernel Kθ is an element of D(H)
∗ whose explicit expression reads:
Kθ =
1
|θ|
1⊗
∑
g∈θ
g =
1
|θ|
1⊗ θ with θ =
∑
g∈θ
g. (58)
Therefore, Kθ can be viewed as an element of C[H] ⊂ D(H)
∗, which is in fact, a consequence
of the H − invariance of the symmetric intertwiner. Kθ can be expanded in “Fourier modes” as
follows:
Kθ =
1
|H|
∑
j
χj(θ)
∑
g∈H
χj(g)g . (59)
In that expression, j labels unitary representations of H; χj denotes the character of the j repre-
sentation of H and χj(θ) = χj(g1) where g1 is any representative of the conjugacy class θ.
The propagator is defined as Kθ(x, y) ≡ (id⊗S)(∆(Kθ)), is an element of (C[H])
⊗2 and reads:
Kθ(x, y) =
1
|θ|
∑
g∈θ
(1⊗ g)⊗ (1⊗ g−1) . (60)
Proof : –
Given a simple representation labelled by the conjugacy class θ, the symmetric kernel is defined as
Kθ =< ω|ρ
θ(·)|ω >∈ D(H)∗. Therefore, one can write the kernel in the basis of D(H)∗ as follows:
Kθ =
∑
x,g
< ω|ρθ(x⊗ δg)|ω > δx ⊗ g . (61)
Using the expression of the representation (52), one sees immediately that the kernel is given by
the expression (58) and therefore is an element of C[H] ⊂ D(H)∗. In an equivalent way, one can
write it as:
Kθ =
1
|θ|
1⊗ θ =
1
|θ|
1⊗
∑
g∈H
1θ(g) g , (62)
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where 1θ ∈ F (H) is the characteristic function in the conjugacy class θ. This function is obviously
invariant under the adjoint action of the group and can be expanded in terms of characters of
unitary representations of H as follows:
1θ(g) =
|θ|
|H|
∑
j
χj(θ) χj(g) . (63)
As a result, one sees that the kernel is in fact the Fourier transform of the characters of the group
H. The expression of the propagator is a direct consequence of the expression of the antipode on
D(H)∗. 
Now, all the ingredients are present to prove duality relations between (6j) symbols of simple
representations of D(H) with (6j)2 of unitary irreducible representations of H. For that purpose,
we need to evaluate simple spin-networks using the techniques already mentionned before. However,
we now have to care about the ordering in the multiplications of the different propagators for these
functions do not commute anymore. The order of multiplication is in fact fixed by the definition
of the symmetric intertwiner at each vertex.
Theorem 2 (Duality in the case of D(H) with H a finite group) Let us consider the sim-
ple spin-network associated to the tetrahedron graph T colored with simple representations (AIJ) of
D(H) (figure 1). The evaluation of this spin-network that we will denote T (θIJ) is a function of
the six simple representations ρθIJ0 that is given by:
T (θIJ) =
1
|H|3
∑
jIJ∈Irr
×6
H
(∏
I<J
χjIJ (θIJ)
){
j12 j13 j14
j34 j24 j23
}2
, (64)
where we have denoted by IrrH the set of inequivalent unitary irreducible representations of H and
we have denoted {
j12 j13 j14
j34 j24 j23
}2
=
1
|H|4
∑
(gI)∈H×4
∏
I<J
χjIJ (gIg
−1
J ) . (65)
Proof : –
The spin-network (figure 1) is evaluated by integrating the following function FT (θIJ) ∈ D(H)
∗⊗4:
FT (θIJ) = Kθ14(1)Kθ12(1)Kθ13(1) ⊗ S(Kθ12(2))Kθ24(1)Kθ23(1)
⊗ S(Kθ13(2))S(Kθ23(2))Kθ34(1) ⊗ S(Kθ34(2)Kθ24(2)Kθ14(2)) . (66)
We have used the Sweedler notation ∆Kθ = Kθ(1)⊗Kθ(2). If one uses the expression (59), one shows
immediately that the previous function can be expressed as the Fourier transform of F˜T (jIJ ) ∈
C[H]⊗4:
FT (θIJ) =
∑
jIJ
(∏
I<J
χjIJ (θIJ)
)
F˜T (jIJ ) with (67)
F˜T (jIJ ) =
1
|H|6
∑
gIJ
(∏
I<J
χjIJ (gIJ )
)
g14g12g13 ⊗ g
−1
12 g24g23 ⊗ g
−1
13 g
−1
23 g34 ⊗ g
−1
14 g
−1
24 g
−1
34 .
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The next step consists on integrating this function on each argument using the fact that ∀g ∈
C[H] ⊂ D(H)∗, h(g) = δe(g) where h is the Haar measure on C[H]. After performing the integra-
tions and imposing the delta functions, we obtain that:
h⊗4(F˜T (jIJ)) =
1
|H|7
∑
gI
∏
I<J
χjIJ (gIg
−1
J ) . (68)
The theorem 2 follows immediately. 
We gave here a general proof of this duality relation for any finite group. Nicely, this duality
relation can be easily extended in the case of a compact group H. We will only study the case
H = SU(2) in the sequel. We will also show that this duality applies in the case of Uq(sl(2)) when
q is real; the case where q is a root of unity was considered by Barrett in (??).
2.2.2 The compact group case SU(2)
LetH be the compact group SU(2), we denote as in the finite group case by F (SU(2)) and C[SU(2)]
respectively the algebra of functions on SU(2) and the group algebra endowed with the well-known
following Hopf algebra structures.
The algebra structure of C[SU(2)] is naturally induced by the group structure of SU(2) and
the co-algebra structure is completely defined by:
∀ g ∈ SU(2), ∆(g) = g ⊗ g, S(g) = g−1, and ǫ(g) = δe(g) . (69)
There exists a right and left invariant Haar measure on C[SU(2)] defined by h : C[SU(2)]→ C and
h(g) = δe(g).
The algebra F (SU(2)) is commutative; the co-algebra structure of F (SU(2)) is obtained by
duality with C[SU(2)] and reads:
∀ f ∈ F (SU(2)), ∀x, y ∈ H, ∆(f)(x, y) = f(xy), S(f)(x) = f(x−1) and ǫ(f) = f(e) . (70)
We denote as usual by dg the normalized Haar measure on SU(2).
Now, we briefly review the definition and elementary properties of the quantum doubleD(SU(2))
defined as the quantum double of C[SU(2)]. Note that one can also find in the litterature D(SU(2))
defined as the quantum double of F (SU(2)) but we prefer to adopt the other but equivalent defi-
nition here. As a co-algebra, D(SU(2)) = C[SU(2)] ⊗ F (SU(2))cop and we will denote by (x ⊗ f)
any of its elements. The Hopf algebra structure is given by:
∀ f, g ∈ F (SU(2)) , x, y ∈ SU(2), (x⊗ f)(y ⊗ g) = xy ⊗ (f ◦ Ady)g, (71)
∆(x⊗ f)(a, b) = f(ba) x⊗ x . (72)
The action of the antipode is given by S(x⊗ f)(a) = x−1 ⊗ f(x−1a−1x) for any a ∈ SU(2).
Let us consider D(SU(2))∗ the dual Hopf algebra, its structure is expressed on any dual element
of the form (f ⊗ x) by:
(f ⊗ x)(g ⊗ y) = fg ⊗ yx (73)
∆(f ⊗ x)(a, b) = f(ab) bxb−1 ⊗ x . (74)
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The antipode reads S(f ⊗ x)(a) = f(a−1) ⊗ ax−1a−1. D(SU(2))∗ admits a right and left Haar
measure defined as the tensor product of the Haar measure on C[SU(2)] and the Haar measure on
F (SU(2)).
Unitary irreducible representations of D(SU(2)) have been studied and are classified by a couple
(θ, s): θ ∈ [0, 2π[ labels a conjugacy class of SU(2) whose representative is chosen to be hθ; s ∈ Z
is an integer which labels irreducible representations of the centralizer Cθ of the element hθ. Note
that Cθ = U(1) for θ 6= 0, 2π; otherwise Cθ is the group G = SU(2) itself. In the generic case θ 6= 0,
the vector space of a representation (θ, s) consists of the subspace of functions on SU(2) defined
by Vθ,s = {ϕ : SU(2) → C| ∀ a ∈ SU(2), ϕ(ahθ) = e
isθϕ(a)}. The representation of any element
(x⊗ f) ∈ D(SU(2)) on the above vector space reads:
[ρθs(x⊗ f)ψ](a) = f(ahθa
−1)ψ(x−1a) . (75)
The vector space Vθ,s inherits a natural Hilbert space structure from the L
2 structure on F (SU(2)).
Proposition 3 (Simple representations and symmetric propagator of D(SU(2))) Simple
representations of D(SU(2)) are of the form (θ, 0). Any simple representation admits as unique
normalized SU(2)-invariant vector the function ω = 1.
Given a simple representation labeled by θ, the symmetric kernel Kθ is an element of F (SU(2))
⋆ ⊂
D(SU(2))⋆ given by:
Kθ : F (SU(2)) −→ C , f 7−→ Kθ(f) =
∫
dg f(ghθg
−1) . (76)
Kθ can also be viewed as an element of the Hopf algebra C[SU(2)] ⊂ D(SU(2))
∗ and can be expanded
in Fourier modes as follows:
Kθ = 1⊗
∫
dg δθ(g) g = 1⊗
∑
j
χj(hθ)
∫
dg χj(g)g , (77)
where δθ is the characteristic function of the conjugacy class Cθ. This expression is the continuous
analog of formula (62). The symmetric propagator is defined as Kθ(x, y) = (id ⊗ S)∆(Kθ), is an
element of C[SU(2)]⊗2 and reads:
Kθ(x, y) =
∑
j
χj(hθ)
∫
dg χj(g) (1⊗ g)⊗ (1⊗ g
−1) . (78)
Proof : –
A representation (θ, s) of D(SU(2)) is simple with respect to the action of the group SU(2) if and
only if Vθ,s admits a non zero SU(2) invariant vector ω. Such a vector ω satisfies the condition:
∀ x ∈ SU(2) , [ρθs(x⊗ 1)ω] = ω . (79)
From the expression (75) of the representation, it is clear that such an invariant vector ω exists if
and only if s = 0. In that case, the invariant vector is the unit element ω = 1.
Given a simple representation labelled by θ, the symmetric propagator is defined as:
Kθ =
∫
dg ω(g) [ρθ(·) ω](g) ∈ D(SU(2))∗. (80)
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Using the expression of the representation (75), one sees immediately that the kernel is given by
the above formula (77). The expansion in Fourier modes of the kernel is a direct consequence of
the following expansion of the characteristic function δθ:
δθ(g) =
∑
j∈N
χj(hθ) χj(g) . (81)
As a consequence, the symmetric propagator is the Fourier transform of SU(2) characters evaluated
on irreducible unitary finite dimensional representations. The propagator is obtained immediately
from the expression of the antipode on D(SU(2))∗. 
Remark that the compact group case works formally exactly as the finite group case at the
technical level as well as the conceptual level. Duality relations are also very similar to the finite
group case and are presented in the following theorem.
Theorem 3 (Duality in the case of D(SU(2))) Let T be a tetrahedron whose edges (IJ) are
colored by simple representations (θIJ) of D(SU(2)). The evaluation of this spin network is given
by:
T (θIJ) =
∑
(jIJ )∈N×6
∏
IJ
χjIJ (θIJ)
{
j12 j13 j14
j34 j24 j23
}2
with χj(θ) =
sin(j + 1)θ
sin θ
. (82)
Moreover, T (θIJ) can be expressed in term of (6j) symbols between simple representations of
DSU(2) as follows
T (θIJ) =
π3
32
{
θ12 θ13 θ14
θ34 θ24 θ23
}
, (83)
where the (6j) symbol is normalized with respect to the Plancherel measure dθ sin2 θ as shown in
the appendix. This (6j) symbol satisfies a duality relation with the square of the normalised (6j)
symbol of SU(2):{
θ12 θ13 θ14
θ34 θ24 θ23
}
=
32
π3
∑
jIJ
(∏
I<J
(sin((jIJ + 1)θIJ)
){
j12 j13 j14
j34 j24 j23
}2
. (84)
Furthermore, (6j) symbols of simple representations of D(SU(2)) can be computed and are given
by: {
θ12 θ13 θ14
θ34 θ24 θ23
}
=
1
π
1√
det[cos(θ
ÎJ
)]
. (85)
As a result, the series (84) converges when the determinant of the matrix (cos(θ
ÎJ
)IJ) does not
vanish.
Proof : –
To prove this theorem, we use the same techniques as in the finite group case. First, we evaluate
the simple spin-network associated to the tetrahedron, then we relate this evaluation to (6j) sym-
bols computing the normalisation of the symmetric intertwiner, finally we compute explicitly the
expression of the (6j) symbols from relation (4).
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The two first step mimic the finite group case. Indeed, the evaluation T (θIJ) of the simple
spin-network associated to the tetrahedron graph is obtained by integrating over D(SU(2))⊗4 the
function (66) where representations (AIJ) are replaced by (θIJ) and the kernel Kθ is the one given
in the previous proposition (3). Therefore, a direct calculation shows the formula (82).
As a result the normalized (6j) symbol satisfies the following equality:
π
2
{
θ12 θ13 θ14
θ34 θ24 θ23
}
=
T (θIJ)√
Θ(θ14, θ13, θ12)
√
Θ(θ13, θ24, θ23)
√
Θ(θ13, θ23, θ24)
√
Θ(θ14, θ34, θ24)
where the explicit expression for Θ is given in Appendix A and reads
Θ(α, β, γ) =
π
4 sinα sin β sin γ
Y (α, β, γ). (86)
Finally, one ends up with the duality relation (84) between simple (6j) symbols of D(SU(2))
and (6j) symbols of unitary representations of SU(2). We finish the proof by using the expression
(4). 
In [13] the Clebsch-Gordan maps of unitary representations of D(SU(2)) have been explicitely
computed. We could use their expression to give an alternative derivation of the expression (85).
2.2.3 The quantum group case Uq(so(3, 1))
In this section we will find the analog of Barrett relation (1) in the case where q is real. As
in the previous cases, we will show that this amounts to express the evaluation of a relativistic
tetrahedral spin network of Uq(sl(2,C)) colored by simple principal representations in terms of
Fourier components of Uq(su(2)). We will use the definition of Uq(sl(2,C)) (that we will sometimes
abusively call the quantum Lorentz group denoted Uq(so(3, 1))), as being the quantum double of
Uq(su(2))). We will use the notations of [14][15][3].
Let q = e−κ ∈]0, 1[, and consider the quantum ⋆-Hopf algebra Uq(so(3, 1)) defined as in [14] to
be the quantum double of Uq(su(2)). If z ∈ C we denote [z]q =
qz−q−z
q−q−1
. We start by recalling basic
facts about representation theory of Uq(so(3, 1)). Principal unitary irreducible representations
of Uq(so(3, 1)) have been classified and are labelled by a couple α = (k, iρ) with k ∈ Z and
ρ ∈ R. Note that the representation (k, iρ) is unitary equivalent to (−k,−iρ) and to (k, i(ρ+ 2πκ )).
Uq(so(3, 1)) being the quantum double of Uq(su(2)) it contains it as a sub-Hopf-algebra. As usual,
the simple principal representations are those which admit a non-zero Uq(su(2)) invariant vector;
this is equivalent to the condition k = 0 [3]. We will denote by ω this invariant unit vector. Recall
that the algebra of functions on the quantum hyperboloid is defined as a pile of fuzzy sphere, i.e.
Fun(H3q) = ⊕j∈NMatj+1(C) where Matj+1(C) is the algebra of matrices of size j + 1 with unit
element Ij+1. The Haar measure on Fq(SO(3, 1)) descends to Fun(H3q) and if f is an element of
Fun(H3q), f = ⊕jfj, the Haar measure h(f) =
∑
j [j + 1]qtr(fjq
−2J3) where q2J3 is the Cartan
generator of Uq(su(2)).
Proposition 4 (Symmetric propagator of the quantum Lorentz group) Given a simple rep-
resentation ρ, the symmetric propagator Kρ is a function on the quantum hyperboloid H3q, i.e.
Kρ ∈ Fun(H3q) ⊂ Fq(SO(3, 1)). Right and left Uq(su(2)) coinvariance of Kρ implies that Kρ is
diagonal in the sense that:
Kρ =
∑
j∈N
Kρ(j)Ij+1 with Kρ(j) =
[i(j + 1)ρ]q
[iρ]q[j + 1]q
. (87)
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The propagator is defined as Kρ(x, y) ≡ (id ⊗ S)∆Kρ, is a two-point function on the quantum
hyperboloid and is expressed explicitely in terms of Uq(su(2)) Clebsch-Gordan coefficients through
the formula (97) of [3].
The results presented in this proposition have already been proven in [15][3]. It is interesting
to remark that Kρ can be viewed as the Fourier transform of some function on the quantum
hyperboloid when written as follows:
Kρ =
1
sinκρ
+∞∑
j=0
sin(κρ(j + 1))
Ij+1
[j + 1]q
. (88)
There is a strong resemblance with the expression (77) in the compact group case: up to a constant
Kρ is the Fourier transform of the function Ij+1/[j + 1]q. The fact that Kρ can be expressed as a
Fourier transform is the key property to establish duality relations.
However, proving duality relations in that case is a bit more involved than the other cases
because of the non-compactness of the quantum group and the fact that (6j) symbols of simple
representations of the quantum Lorentz group are still unknown. The duality relation we are going
to establish can be viewed as giving an explicit expression for (6j) symbols of simple principal
representations of Uq(so(3, 1)).
In the following, we first compute the evaluation of the tetrahedron simple spin-network, then
we establish the relation between this evaluation and simple (6j) symbols of the quantum Lorentz
group.
Proposition 5 (Duality in the case of the quantum Lorentz group Uq(so(3, 1))) Let T be
a tetrahedron whose edges (IJ) are colored with simple representations ρIJ . The evaluation of
the simple spin-network associated to T is a function of the six variables ρIJ that is given by the
following formula:
T (ρIJ) =
∑
(jIJ )∈N×6
∏
I<J
sin (κ(jIJ + 1)ρIJ )
sin (κρIJ)
{
j1̂2 j1̂3 j1̂4
j3̂4 j2̂4 j2̂3
}2
q
. (89)
This series is uniformly and absolutely convergent in ρIJ . As a result it is a continuous function of
ρIJ which is
2π
κ periodic in each variable.
Proof : –
In [3] we have given a procedure for evaluating this simple spin network. In particular, we used a
regularisation to deal with the non-compactness of the quantum group.
To evaluate T (ρIJ), we first construct an element FT (ρIJ) ∈ Fun(H3q)
⊗4 exactly in the same
way as in the previous cases. In particular, FT (ρIJ) takes the form (66) where representations
are replaced by simple representations of Uq(so(3, 1)) and the kernel is given by (88). Note that
FT (ρIJ ) is now a non-commutative Feynman graph.
The evaluation of this simple spin network is obtained through a regularisation procedure which
consists in choosing one point out of the four vertices and then integrating over only the remaining
3 vertices. This regularisation does not depend on the choice of the chosen vertex. For simplicity
purpose in the computations, we choose not to integrate over the third point and, as a result, we
have:
T (ρIJ)1 = (h⊗ id⊗ h⊗ h) FT (ρIJ) . (90)
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Figure 2: Definition of A(jIJ)
In that expression, h denotes the Haar measure on the quantum hyperboloid [3]. The obtained
function is a constant whose value T (ρIJ) is obtained by applying the counit to it:
T (ρIJ) = h(Kρ14(1)Kρ12(1)Kρ13(1)) h(S(Kρ13(2))S(Kρ23(2))Kρ34(1))
h(S(Kρ34(2)Kρ24(2)Kρ14(2))). (91)
We can perform the integrations using the same technique as explained in [3] and we obtain the
following result:
T (ρIJ) =
∑
jIJ
∏
I<J
KρIJ (jIJ)[j12 + 1]q[j23 + 1]q[j24 + 1]q(−1)
(j12+j23+j24)A(jIJ ) (92)
where A(jIJ) is the evaluation of the Uq(su(2)) spin-network whose colored graph is depicted in
figure (2). Using usual rules, we can evaluate A(jIJ) and we obtain:
A(jIJ ) = (−1)
(j12+j23+j24)
∏
I<J [jIJ + 1]q
[j12 + 1]q[j23 + 1]q[j24 + 1]q
{
j34 j24 j23
j12 j13 j14
}2
q
. (93)
As a result we obtain the announced proposition on the expression of T (ρIJ).
It remains to show that this series is uniformly convergent. We first use the fact that, due to
orthogonality relations satisfied by the (6j) we have:{
j13 j14 j12
j34 j23 j24
}2
q
≤ min(
1
[j12 + 1]q[j24 + 1]q
,
1
[j13 + 1]q[j34 + 1]q
,
1
[j14 + 1]q[j23 + 1]q
). (94)
Define n =
∑
(IJ) jIJ ∈ N, necessarily there exists a couple (IJ) such that jIJ ≥ n/6. As a result
we obtain that the previous bound implies the following:{
j13 j14 j12
j34 j23 j34
}2
q
≤ [jIJ + 1]
−1
q ≤ [
1
6
n+ 1]−1q (95)
To prove the uniform convergence, it is sufficient to show absolute convergence of the series. And
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we have: ∑
(jIJ )
{
j34 j24 j23
j12 j13 j14
}2
q
∏
I<J
|
sin (κ(jIJ + 1)ρIJ )
sin (κρIJ)
| (96)
≤
∑
(jIJ )
{
j34 j24 j23
j12 j13 j14
}2
q
∏
I<J
(jIJ + 1) (97)
≤
∑
n≥0
[n/6 + 1]q
−1A(n)(n+ 1)6. (98)
In the last equality, we have introduced A(n) as the number of sixtuplet (jIJ) satisfying n =∑
(IJ) jIJ . We trivially have A(n) ≤ n
6. Therefore because of the exponential growth of [n/6 + 1]q
we obtain that the series is absolutely convergent. As a result it is a continuous function of the
argument ρIJ . 
Remark: The continuity property of this function is in sharp contrast with the classical case.
The limit κ goes to zero with κρIJ fixed to θIJ in the series (89), can be formally evaluated by
inverting the limit and the summation (85), and is given by:
π2
32
∏
I<J
1
sin(θIJ)
1√
det[cos θIJ ]
(99)
which exhibits numerous divergences.
Now, the point is to show that T (ρIJ) can be expressed as (6j) symbols of principal simple
representations of the quantum Lorentz group Uq(so(3, 1))). To do so, we first need to introduce
a precise notion of (6j) symbols of Uq(so(3, 1)). The Clebsch-Gordan maps and the Plancherel
measure have already been studied in [14, 15]. Using the appendix of the present work we obtain:
Theorem 4 (Duality in the case of a quantum group) We consider the (6j) coefficients of
simple principal representations of the quantum Lorentz group normalised with respect to the Plancherel
measure dρ [iρ]2q . These coefficients satisfy the following identity:( π
2κ
)3 4∏
K=1
√
ΘK(ρIJ)
{
ρ12 ρ13 ρ14
ρ34 ρ24 ρ23
}
=
∑
(jIJ )∈N×6
(∏
I<J
sin(κ(jIJ + 1)ρIJ)
){
j1̂2 j1̂3 j1̂4
j3̂4 j2̂4 j2̂3
}2
q
(100)
where
Θ(ρ1, ρ2, ρ3) =
+∞∑
n=1
1
[n]q
3∏
k=1
sin(nκρk)
sin(ρkκ)
(101)
=
1
8
ϑ1(κρ1)ϑ1(κρ2)ϑ1(κρ3)
sin(κρ1) sin(κρ2) sin(κρ3)
q1/4(q−1 − q)(q2; q2)3∞
ϑ4(κ
ρ1+ρ2+ρ3
2 )ϑ4(κ
−ρ1+ρ2+ρ3
2 )ϑ4(κ
ρ1−ρ2+ρ3
2 )ϑ4(κ
ρ1+ρ2−ρ3
2 )
,
with ϑ1 and ϑ4 are Jacobi functions whose definitions are recalled in the appendix.
Proof : –
It is a direct consequence of the proposition of the appendix and the previous proposition.
We have shown how duality relations between (6j) symbols in different exemples. The following
sections aims at presenting these relations in a more general context.
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2.3 Examples of duality between simple (6j) of the double cross product and
simple (6j) of the associated bicrossproduct
In this section we give a brief review of the notion of double cross product and bicross product
of two Hopf algebras. We then show that to each of the Hopf algebras D studied in the previous
section there is an associated Hopf algebra D˜ which structure will be analysed. We describe the
simple representations of D˜ and express the duality relation between (6j) of simple representations
of D with (6j) of simple representations of D˜.
We first recall the notion of double cross product, which generalizes the notion of quantum
double.
Let B,C two Hopf algebras endowed with actions α, β :
α : C ⊗B → C, c⊗ b 7→ c ⊳ b (102)
β : C ⊗B → B, c⊗ b 7→ c ⊲ b (103)
such that the compatibility relations of Definition 7.2.1 of [12] are satisfied.
The double cross product Hopf algebra is the Hopf algebra denoted B ⊲⊳ C built on the vector
space B ⊗ C with product and coproduct defined as:
(b⊗ c)(b′ ⊗ c′) =
∑
(c)(b′)
b(c(1) ⊲ b
′
(1))⊗ (c(2) ⊳ b
′
(2))c
′ (104)
∆(b⊗ c) =
∑
(b)(c)
b(1) ⊗ c(1) ⊗ b(2) ⊗ c(2). (105)
We have already encountered two particular case of this notion.
In the classical case let H be a Poisson Lie group, define B = C[H], and C = C[H∗]. We have
D = C[D] = B ⊲⊳ C with the action α and β being the dressing actions.
In the quantum case , let A be a Hopf algebra, the quantum double is the Hopf algebra D =
D(A) = A ⊲⊳ A⋆cop where the action α and β are the mutual coadjoint actions.
We now recall the notion of bicrossproduct of two Hopf algebras.
Let B,C two Hopf algebras endowed with action γ and coaction δ
γ : C ⊗B → B, c⊗ b 7→ c ⊲ b (106)
δ : C → C ⊗B, c 7→
∑
(c)
c(1¯) ⊗ c(2¯) (107)
such that the compatibility relations of Theorem 6.2.2 of [12] are satisfied.
The bicross product Hopf algebra is the Hopf algebra denoted B◮⊳C built on the vector space
B ⊗ C with product and coproduct defined as:
(b⊗ c)(b′ ⊗ c′) =
∑
(c)
b(c(1) ⊲ b
′)⊗ c(2)c
′ (108)
∆(b⊗ c) =
∑
(b)(c)
b(1) ⊗ c
(1¯)
(1) ⊗ b(2)c
(2¯)
(1) ⊗ c(2). (109)
An important theorem is the proposition 7.2.4 of [12] which states that the compatibility rela-
tions for α, β necessary for the construction of B ⊲⊳ C are equivalent to the compatibility relations
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necessary for the construction of C∗◮⊳B where the corresponding action and coaction are obtained
from α and β by dualisation of C.
To each of the cases studied in the previous section we associate the Hopf algebra D = B ⊲⊳ C.
We can therefore define the Hopf algebra D˜ = C∗◮⊳B.We will now study the simple representations
of D˜ and compute the associated (6j).
In the classical case, if H is a Poisson Lie group, then the groups H and H∗ form a right-left
matched pair in the sense of [12] (Definition 6.2.10) and we denote α and β the dressing actions.
We define D = C[D(H)] = C[H] ⊲⊳ C[H∗] which is a cocomutative Hopf algebra.
We can define D˜ = F (H∗)◮⊳C[H]. This is a cocommutative Hopf algebra if and only if H∗
is abelian i.e if H is endowed with its nul Poisson structure. The structure of F (H∗)◮⊳C[H] is
explicitely described in Example 6.2.11 of [12] and reads in the basis δγ ⊗ g
(δγ ⊗ g)(δγ′ ⊗ g
′) = δαg(γ),γ′(δγ ⊗ gg
′), (110)
∆(δγ ⊗ g) =
∑
γγ′=γ′′
δγ ⊗ βγ′(g)⊗ δγ′ ⊗ g. (111)
We will now study the case where H = SU(2).
2.3.1 The Euclidean group and the Lorentz group
We take H = SU(2) with its nul Poisson structure. We have D = C[SU(2) ⋉ R3] and D˜ =
F (R3)◮⊳C[SU(2)]. Because D˜ is cocommutative the following map is an isomorphism of Hopf
algebras:
C[R3 ⋊ SU(2)]→ F (R3)◮⊳C[SU(2)] (112)
(~p, u) 7→
∫
ei~x.~p δ~x ⊗ ud
3~x, (113)
where R3 ⋊ SU(2) is endowed with the group law (~p, u)(~p′, u′) = (~p+ Λ(u)~p′, uv).
We now take H = SU(2) with its non zero standard Lie Poisson structure, we have AN = H∗
and D = C[SL(2,C)] = C[SU(2)] ⊲⊳ C[AN ]. As a result we have D˜ = F (AN)◮⊳C[SU(2)]. (****)
2.3.2 The case of a quantum double
Let A be a Hopf algebra and define D = D(A) = A ⊲⊳ A∗cop to be the quantum double of A. We
have D˜ = Aop◮⊳A and it has been shown by S.Majid (Theorem 6.2.9 of [12]) that D˜ is isomorphic
to Aop⊗A as a Hopf algebra. Under this isomorphism the subalgebra 1◮⊳A is sent to the diagonal
embbedding of A in Aop ⊗ A i.e the subalgebra (S ⊗ id)∆(A). As a result the finite dimensional
representations of D˜ which are simple consists in the representations of Aop ⊗A of the form tπ⊗ π
where π is an irreducible finite dimensional representation of A. As a result when no multiplicities
are involved i.e A = C[SU(2)] or A = Uq(su(2))), the (6j) of simple representations
tπIJ ⊗ πIJ of
D˜ are the square of the (6j) of the representations πIJ . The duality relations that one obtains in
the case A = C[SU(2)] or A = Uq(su(2))) can therefore be understood as a duality between (6j)
of unitary irreducible representations (infinite dimensional) of D and (6j) of unitary irreducible
representations (finite dimensional) of D˜.
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3 Conclusion
In this work we have analyzed the duality relation between 6j symbols of simple representations
for different exemples which are all associated to the double cross product construction. We have
shown that the duality relation expresses the relation between the 6j of simple representations of
D with the 6j of simple representations of D˜. Although at this stage it just amounts to check this
on some examples we firmly believe that these results can be extended to a larger framework where
D encompasses more cases than the one considered in our work. The largest class one could think
of is D = H1 ⊲⊳ H2 where H1,H2 are Hopf algebras and D˜ = H
∗
2◮⊳H1. The duality relation would
therefore expresses a relation between the evaluation of the tetrahedral spin network of D with the
evaluation of tetrahedral spin network of D˜. In order to obtain such relation one has first to classify
simple representations of D and D˜, only partial results being available in the litterature.
The duality relations can be also studied from a geometrical point of view because the large
spin expansion of the 6j is related to the geometry of an associated tetrahedron. One can show
that all the duality relation which have been obtained in our work have a geometrical meaning.
A Conventions and results on Clebsch-Gordan and 6j coefficients
In this appendix we give the convention of normalization that we use in our work. We will only
deal with the cases ISU(2), SL(2,C),D(SU(2)), Uq (so(3, 1)). In these cases the space of interwiners
from one irrep to the tensor product of two irreps is of dimension 0 or 1 and therefore there is no need
to introduce multiplicities in the definition of Clebsch-Gordan maps and (6j) symbols. However
Clebsch-Gordan maps have to be properly normalized and we will concentrate now on this point.
We use the following normalization of Plancherel measure for simple representations:
1. ISU(2), P (m) = m2,m ∈ R+
2. SL(2,C), P (ρ) = ρ2, ρ ∈ R+
3. D(SU(2)), P (θ) = sin2 θ, θ ∈ [0, π]
4. Uq(so(3, 1)), P (ρ) = [iρ]
2
q , ρ ∈ [0,
π
κ [, q = e
−κ, κ > 0.
Let ρ1, ρ2, ρ3 be simple irreducible unitary representations of one of the above Hopf algebras, because
P is up to a scalar the Plancherel measure, we obtain:
ιs[ρ1; ρ2] = N idVρ1
δ(ρ1 − ρ2)
P (ρ1)
, (114)
where N is a normalization constant independent of ρi and Vρ1 is the vector space of the represen-
tation ρ1. We can define a function Θ(ρ1, ρ2, ρ3) as:
Θ(ρ1, ρ2, ρ3) = 〈ω|ι
s[ρ1 ⊗ ρ2; ρ3]|ω
⊗2〉. (115)
We can therefore define the normalized intertwiner as:
ψρ3ρ1,ρ2 =
1√
NΘ(ρ1, ρ2, ρ3)
ιs[ρ1 ⊗ ρ2; ρ3], (116)
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it satisfies:
ψρ3ρ1,ρ2(ψ
ρ′
3
ρ1,ρ2)
† =
δ(ρ3 − ρ
′
3)
P (ρ3)
, (117)
as well as
〈ω|ψρ3ρ1,ρ2 |ω
⊗2〉 = (
Θ(ρ1, ρ2, ρ3)
N
)1/2. (118)
The (6j) symbol is constructed through the use of normalized interwiner, namely it is defined
by the equation:
ψρ24ρ34,ρ14ψ
ρ14
ρ13,ρ12(ψ
ρ23
ρ34,ρ13)
† =
{
ρ12 ρ13 ρ14
ρ34 ρ24 ρ23
}
ψρ24ρ23,ρ12 . (119)
Proposition 6 Let T be the tetrahedron graph colored with representations ρIJ , we have the fol-
lowing result:
I(T ) = N
4∏
K=1
√
ΘK(ρIJ))
{
ρ12 ρ13 ρ14
ρ34 ρ24 ρ23
}
, (120)
where we have denoted Θ1(ρIJ) = Θ(ρ12, ρ13, ρ14) and a similar definition for ΘK .
Proof : –
I(T ) = 〈ω|ιs[ρ34 ⊗ ρ14; ρ24]ι
s[ρ13 ⊗ ρ12, ρ14](ι
s[ρ34 ⊗ ρ13, ρ23])
†|ω⊗2〉 (121)
= (N3Θ4Θ1Θ3)
1/2〈ω|ψρ24ρ34,ρ14ψ
ρ14
ρ13,ρ12(ψ
ρ23
ρ34,ρ13)
†|ω⊗2〉 (122)
= (N3Θ4Θ1Θ3)
1/2
{
ρ12 ρ13 ρ14
ρ34 ρ24 ρ23
}
〈ω|ψρ24ρ23,ρ12 |ω
⊗2〉 (123)
= N
4∏
K=1
√
ΘK(ρIJ))
{
ρ12 ρ13 ρ14
ρ34 ρ24 ρ23
}
. (124)
.
We now give the explicit expressions for N and Θ in the 4 considered cases.
1. ISU(2), N = 2π2
Θ(m1,m2,m3) =
4π
m1m2m3
∫ +∞
0
sin(m1a) sin(m2a) sin(m3a)
da
a
=
π2
m1m2m3
Y (m1,m2,m3),
(125)
where Y is the characteristic function of the set ∆ defined as
∆ = {(a, b, c) ∈ (R+)3, a ≤ b+ c, b ≤ a+ c, c ≤ a+ b}. (126)
2. SL(2,C), N = 2π2
Θ(ρ1, ρ2, ρ3) =
4π
ρ1ρ2ρ3
∫ +∞
0
sin(ρ1r) sin(ρ2r) sin(ρ3r)
dr
sinh r
= (127)
π2
2ρ1ρ2ρ3
(tanh(
π
2
(ρ1 + ρ2 − ρ3)) + tanh(
π
2
(ρ1 − ρ2 + ρ3)) + (128)
tanh(
π
2
(−ρ1 + ρ2 + ρ3))− tanh(
π
2
(ρ1 + ρ2 + ρ3))). (129)
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3. D(SU(2)), N = π2
Θ(θ1, θ2, θ3) =
π
4
Y (θ1, θ2, θ3)
sin(θ1) sin(θ2) sin(θ3)
(130)
4. Uq(so(3, 1)), q = e
−κ, N = π
2κ sinh2(κ)
.
Θ(ρ1, ρ2, ρ3) =
+∞∑
n=1
1
[n]q
3∏
k=1
sin(nκρk)
sin(κρk)
(131)
=
1
8
ϑ1(κρ1)ϑ1(κρ2)ϑ1(κρ3)
sin(κρ1) sin(κρ2) sin(κρ3)
q1/4(q−1 − q)(q2; q2)3∞
ϑ4(κ
ρ1+ρ2+ρ3
2 )ϑ4(κ
−ρ1+ρ2+ρ3
2 )ϑ4(κ
ρ1−ρ2+ρ3
2 )ϑ4(κ
ρ1+ρ2−ρ3
2 )
where the Jacobi functions ϑ4 and ϑ1 are defined by:
ϑ4(z) =
+∞∑
n=−∞
(−1)nqn
2
exp(2inz) , ϑ1(z) = −i exp(iz −
κ
4
)ϑ4(z +
iκ
2
) . (132)
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