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Представлены материалы, в которых рассматриваются вопросы использова-
ния объектов интеллектуальной собственности и их правовой охраны, в том числе 
способы защиты исключительных прав, а также проблемы применения законода-
тельства об интеллектуальной собственности.  
Конференция проведена в формате баркемпа. Баркемп – это инновацион-
ная неформальная образовательная конференция, открытая для всех, прохо-
дящая в формате докладов, лекций, тренингов, презентаций, обсуждений, ма-
стер-классов, питчей и деловых игр.  
Издание может быть использовано в научной, учебной, практической дея-













ВНЕДРЕНИЕ ИСКУССТВЕННОГО ИНТЕЛЛЕКТА 
В СОВРЕМЕННУЮ СИСТЕМУ ПРАВОСУДИЯ 
Рассмотрены принципы, рамки и стратегии, разработанные на реги-
ональном и международном уровне в области искусственного интеллекта 
в соответствии с ценностями, ориентированными на человека. На примере 
Франции проанализированы приоритетные направления в развитии этой 
области, а также связанные с этим риски. Выявлено, что особое внимание 
уделяется разработке нормативной правовой базы для регулирования 
новых общественных отношений. Главная задача на сегодня – это коопе-
рация стран для совместного поиска решений и внедрения существующих 
принципов в национальные законодательства. 
Быстрые темпы развития искусственного интеллекта (далее – ИИ), 
а также технологические достижения в области робототехники, облачных 
вычислений и хранилищ, оказывают существенное влияние на все сферы 
жизни общества. На данный момент он трансформирует многие дисци-
плины, в т.ч. право и судебную систему. Улучшение и увеличение автоном-
ности технических артефактов допускают более сложные формы делеги-
рования задач, рассуждений и решений машинам. Сегодня ИИ выполняет 
такие функции, как выявление подозреваемых в мошенничестве, структу-
рирование юридической информации и многое другое. Актуальность темы 
подчеркивается большим вниманием к этому вопросу со стороны мирового 
сообщества: количеством мероприятий, проводимых в странах запада 
и касающихся регламентации ИИ.  
Вопрос о создании нормативной базы, регламентирующей примене-
ние ИИ в правосудии рационально, требует оценить риски и возможности 
использования этих технологий, а также существующий опыт передовых 
стран, чтобы войти в эту новую эру с широко открытыми глазами, не жерт-
вуя нашими ценностями, а также сделать возможным установление гло-







Наиболее развитые страны признают революционную природу ИИ 
и используют разные подходы, отражающие их собственные правовые си-
стемы. Например, правительство США представило стратегию по развитию 
ИИ и инвестировало около 970 млн евро в научные исследования этой темы 
в 2018 году. «План развития искусственного интеллекта следующего поко-
ления» [1], Китай стремится к 2030 году стать мировым лидером, вклады-
вая огромные инвестиции в разработку информационных технологий. 
Другие страны, такие как Япония и Канада, также приняли стратегии 
по развитию ИИ. В целом, около 1,1 млрд евро было инвестировано 
в исследования и инновации в период 2014–2018 года.  
В течение ряда лет все государства-члены Совета Европы внедрили 
компьютерные приложения для повышения производительности и эффек-
тивности своих судебных систем. Независимо от того, проводится ли эта 
политика в больших или малых масштабах, с более или менее значитель-
ными финансовыми последствиями, внедрение цифровых инструментов 
часто рассматривается как рычаг модернизации правосудия. Очевидно, 
что задача интеграции информационных и коммуникационных технологий 
в правосудие без искажения ценностей последнего остается областью, 
которая все еще плохо регламентирована. 
На данный момент Европейский Союз видит использование ИИ 
в судебных системах в качестве инструмента для предсказательного пра-
восудия. Научная ценность данной инновации заключается в методе про-
гнозирования будущих решений, основанного полностью или частично на 
анализе прошлых решений. В данном контексте можно рассматривать опыт 
Французской Республики, где было выявлено большое количество предпо-
сылок для предсказательного правосудия. 
Кассационный суд во Франции обеспечивает публикацию и распро-
странение своего прецедентного права с момента его создания. В настоя-
щее время решения кассационного суда доступны на сайте 
legifrance.gouv.fr, их можно свободно загружать и использовать повторно. 
Для регламентации такой политики, французский законодатель изложил 
в статье L. 111-13 Кодекса судебной организации принцип свободного до-
ступа к данным всех судебных решений с должным уважением неприкос-
новенности частной жизни отдельных лиц [2]; также во Франции был при-







конкретизировал вышеуказанное положение. Подобную политику ведут 
и международные суды. Например, на сайте Европейского суда по правам 
человека можно в свободном порядке найти и использовать информацию 
о международных делах. 
Сегодня кассационный суд управляет двумя национальными базами 
данных судебной практики, которые предоставляют около 1,7 млн решений 
в годовом потоке. В долгосрочной перспективе Франция надеется сохра-
нять данные обо всех решениях, вынесенных судебными органами, 
что составит более 3 млн конкретных решений. Чтобы обеспечить надеж-
ное хранение данных в открытом доступе, необходимо разработать про-
граммное обеспечение, которое соответствовало бы всем стандартам без-
опасности обработки входных данных и требуемому объему. Кассационный 
суд проводит исследовательскую программу по ИИ для преодоления этого 
технического барьера.  
Французские компании Legaltech, применяющие технологии искус-
ственного интеллекта в области права, в течение нескольких лет с боль-
шим шумом занимают главенствующее место в предоставлении новых юри-
дических услуг, которые, как они утверждают, могут предложить клиентам, 
желающим знать решение суда наперед, а также, насколько это возможно, 
правовой риск, с которым они могут столкнуться. Однако реальность, как 
это часто бывает, менее яркая, чем обещания. Технологический прорыв, 
который представлял бы собой автоматизированный семантический анализ 
решений правосудия, способных восстановить смысл и логическую форму-
лировку, еще не произошел. 
Но будем надеяться, что разработка методов автоматического обуче-
ния позволит в более или менее ближайшем будущем предоставить право-
вые инструменты для тщательного анализа мотивации судей во всех 
спорах. 
Эффективный инструмент прогнозирующего правосудия должен, 
прежде всего, позволять объективировать конкретную прецедентную 
практику, понимаемую не как решения судов, призванные создавать юрис-
пруденцию, а, напротив, как тенденцию, исходящую из всех решений, при-
нятых в данной области и юрисдикции. Открытые данные предоставят ви-
димость всем решениям, вынесенным судами, которые затем будут обра-







со всеми возможностями, предлагаемыми интеллектуальным анализом 
данных. 
Результаты этой работы и то, что они подчеркнут в юридической 
деятельности, обязательно повлияют на справедливость и способ ее осу-
ществления. Как минимум можно ожидать два основных эффекта: судьи 
получат пользу от юридического толкования Кассационного суда, но они 
также столкнутся с моделью своих коллег, «вертикальная» юриспруден-
ция будет конкурировать с «горизонтальной» прецедентной практикой, 
своего рода нормой, вытекающей из числа. Затем мы станем свидетелями 
перераспределения или, по крайней мере, корректировки соответствую-
щих ролей верховного и нижестоящих судов в процессе правотворчества. 
Также проинформированный о практике большинства судья будет в боль-
шей степени, чем сегодня, согласовывать свое прецедентное право с пре-
цедентным правом, которое предложат инструменты предсказательного 
правосудия. 
Риск определяется тем, что судья будет принимать решение не по 
собственной оценке судебного процесса, а потому что инструмент демон-
стрирует ему, что будут делать в этой ситуации его коллеги. Таким обра-
зом, предсказание становится самоисполняющимся пророчеством. В кон-
тексте того, что данная тенденция может привести к стандартизации прак-
тики, можно поставить под сомнение место, которое будет зарезервиро-
вано для нетипичного решения. Точно такой же проблемой может стать 
превышение предсказуемости судебных решений. 
Исследователи из Лондона сделали удивительное открытие: при об-
работке данных, касающихся 584 дел, которые были переданы в Европей-
ский суд по правам человека в Страсбурге, виртуальный судья смог про-
анализировать существующее прецедентное право и вынести тот же вер-
дикт, что и судьи в 79 процентах случаев. 
Столкнувшись с этими проблемами, связанными с технологиями, оче-
видно, что самые эффективные меры безопасности должны основываться 
на фундаментальных принципах, которые будут регулировать любой юри-
дический процесс. Исключительным документом на сегодняшний день в 
этой области остается Этическая хартия по использованию искусственного 
интеллекта в судебном процессе, принятая на 31-ом пленарном заседании 







На наш взгляд, нужен ясный и всеобъемлющий набор принципов, 
чтобы защитить человечество от потенциальных злоупотреблений ИИ. 
Именно с этой целью Европейская комиссия по эффективности правосудия 
приняла первый европейский текст, в котором изложены этические прин-
ципы, касающиеся использования ИИ в судебных системах. Его цель – 
гарантия уважения прав человека от концепции до практического приме-
нения. Четко сформулирован принцип качества и безопасности: должна 
быть возможность обработки данных с помощью машинного обучения на 
основе заверенных оригиналов, и целостность этих данных должна быть 
гарантирована на всех этапах обработки. 
Принцип прозрачности методологий и методов, используемых при 
обработке судебных решений, также имеет большое значение. Акцент де-
лается на доступности и понимании методов обработки данных, а также на 
возможности для независимых органов или экспертов проводить внешние 
аудиты. Судья должен иметь возможность в любое время вернуться к су-
дебным решениям и данным, которые были использованы для получения 
результата, иметь возможность отклоняться от них с учетом специфики 
рассматриваемого дела.  
Искусственный интеллект обладает огромным потенциалом для об-
щего блага и содействия достижению Целей в области устойчивого разви-
тия, в частности Цели №16 «Мир, правосудие и эффективные институты», 
если он развивается таким образом, чтобы приносить пользу человечеству, 
опираясь на нормативную базу и уважая глобальные нормы и стандарты.  
В первую очередь необходимо обеспечить многостороннее сотрудни-
чество в области ИИ между различными международными, региональными 
и национальными организациями. Интеграция ИИ в правовую сферу обще-
ства должна быть четко регламентирована. Видение будущего правосудия 
в кооперации с ИИ сводится к предсказательному правосудию, которое ис-
ходит не из анализа верховенства права, а из повторения его применения, 
поэтому оно должно рассматриваться исключительно как элемент контек-
ста, позволяющий сопоставить другие данные судебного процесса. 
Таким образом, необходимо обеспечить распространение идей хар-
тии, принятой Европейской комиссией по эффективности правосудия, 
а также осуществить их имплементацию в национальные законодательства. 







учреждений и политических деятелей, которые сталкиваются с проблемой 
интеграции новых технологий на основе ИИ в государственную деятель-
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Today, AI offers many valuable opportunities in the field of justice, the 
use of its potential could help us in administering justice on a new scale, but 
the use of AI for legal purposes is poorly regulated. The main legal instruments 
for reducing risks from AI are the European Ethical Charter. It has great 
potential in the regulated area, therefore it is necessary to focus on promoting 
the principles of the charter throughout the world. 
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