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Abstract
There exist several phenomena (systems) breaking the clas-
sical probability laws. Such systems are contextual dependent
adaptive systems. In this paper, we present a new mathematical
formula to compute the probability in those systems by using the
concepts of the adaptive dynamics and quantum information the-
ory – quantum channels and the lifting. The basic examples of
the contextual dependent phenomena can be found in quantum
physics. And recently similar examples were found in biologi-
cal and psychological sciences. Our novel approach is motivated
by traditional quantum probability, but it is general enough to
describe aforementioned phenomena outside of quantum physics.
Keywords: quantum information and probability, quantum channel,
lifting, interference, two slit experiment, cognitive science, cell’s biology
1 Introduction
There exist several phenomena (systems) breaking the classical probabil-
ity laws such as quantum interference, e.g., [1], [2], (two slit experiment),
quantum-like interference in cognitive science, the game of prisoner’s
dilemma (PD game), the lactose-glucose interference in E. coli growth.
The quantum-like statistical models in psychology and cognitive science
has been discussed in [3]–[17]. The PD game was considered by taking
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account of the players’ minds [17, 18]. The lactose-glucose interference
is studied as the quantum-like interference [19].
These phenomena (systems) will require us a change of classical prob-
ability law, e.g., [2]. One of our trials is to create a new mathematical
model which will describe in the unified framework both “traditional
quantum phenomena” and recently found quantum-like phenomena out-
side of physics, cf. [21]. A new general rule of our probabilistic model is
the updating the Bayesian law [20]. It is important to notice that these
phenomena are contextual dependent, so that they are adaptive to the
context of the surroundings.
In such systems, the conditional probability can not be defined in
usual mathematical framework. It is well known that in quantum sys-
tems the conditional probability does not exist (see the section 3) in the
sense of classical systems, so that the naive total probability law should
be reconsidered. Same situation is occurred even in non-quantum sys-
tems.
Let us consider a simple and intuitive example: When one takes
sugar S and chocolate C and he is asked whether it is sweet (1) or not
so (2). Then the simple classical probability law may not be satisfied,
that is,
P (C = 1) 6= P (C = 1|S = 1)P (S = 1) + P (C = 1|S = 2)P (S = 2)
because the LHS P (C = 1) will be very close to 1 but the RHS will
be less than 1
2
. After taking very sweet sugar, he will taste the chocolate
is not so sweet. Taking sugar changes his taste, i.e., the situation of the
tongue changes. The conditional probability should be defined on the
basis of such a change, so that it is observable-adaptive quantity. The
P (C = ∗|S = ∗) should be written as Padap(C = ∗|S = ∗) and its
proper mathematical description (definition) should be given, that is,
we will give a mathematical formula to compute the LHS and the RHS
above.
In this paper we apply the concept of the adaptive dynamics to make
a mathematical framework for the study of these contextual dependent
systems. We present adaptive dynamics in the framework of quantum
information theory by operating with quantum channels and liftings of
input/output states.
We also remark that application of quantum information theory out-
side of quantum physics, e.g., for macroscopic biological systems, wakes
up again the long debate on a possibility to combine the realistic and
quantum descriptions, cf. [22], [23], [24]. At the moment we are not
able to present a consistent interpretation for coming applications of
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quantum information theory outside of quantum physics; we can only
keep close to the operational interpretation of quantum information the-
ory, e.g., [25], [26]. In applications of quantum probability outside of
physics, the Bayesian approach to quantum probability and information
interpretation of the quantum state [27], [28] are the most natural.
2 Adaptive Dynamics
The idea of the adaptive dynamics has implicitly appeared in series of
papers [30, 31, 33, 34, 35, 36, 37, 38, 39, 40] for the study of compound
dynamics, chaos ansd the SAT algorithm. The name of the adaptive
dynamics was deliberately used in [40].The AD has two aspects, one of
which is the ”observable-adaptive” and another is the ”state-adaptive”.
The observable-adaptive dynamics is a dynamics characterized as fol-
lows: (1) Measurement depends on how to see an observable to be mea-
sured. (2)The interaction between two systems depends on how a fixed
observable exists, that is, the interaction is related to some aspects of
obsevables to be measured or prepared.
The state-adaptive dynamics is a dynamics characterized as follows:
(1)Measurement depends on how the state to be used exists, as same
as the observable. (2)The correlation between two systems interaction
depends on how the state of at least one of the systems at one instant
exists e.g., the interaction Hamiltonian depends on the state at that.
The idea of observable-adaptivity comes from studying chaos. We
claimed that any observation will be unrelated or even contradicted to
mathematical universalities such as taking limits, sup, inf, etc. Obser-
vation of chaos is a result due to taking suitable scales of, for example,
time, distance or domain, and it will not be possible in the limiting
cases. Examples of the observable-adaptivity are used to understand
chaos [31, 38] and examine the violation of Bell’s inequality, namely the
chameleon dynamics of Accardi [41]. The idea of the state-adaptivity is
implicitly started in constructing a compound state for quantum com-
munication [29, 30, 32, 33] Examples of the state-adaptivity are seen in
an algorithm solving NP complete problem, i.e., a pending problem for
more than 30 years asking whether there exists an algorithm solving a
NP complete problem in polynomial time, as discussed [35, 36, 39].
We will discuss in the section 5 how we can apply the adaptive dy-
namics to a bio-system or a psycho-system. The concept of the adaptiv-
ity is naturally existed in such systems. Our formulation here contains
some treatments shown in the book [36] to understand the evolution of
HIV-1, the brain function and the irrational behavior of prisoners.
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2.1 Conditional probability and joint probability in
quantum systems
The conditional probability and the joint probability do not generally
exist in quantum system, which is an essential difference from classical
system. First of all, let us fix the notations to be used throughout in
this paper. We will review these facts for the sequel uses.
Let H, K be the Hilbert spaces describing the system of interest,
S(H) be the set of all states or probability measures on H, O(H) be the
set of all observables or events on H and P(H) ⊂ O(H) be the set of
projections in O(H).
In classical probability, the joint probability for two events A and B
is
µ(A ∩B)
and the conditional probability is defined by
µ(A ∩ B)
µ(B)
.
In quantum probability, if the von Neumann-Lu¨der projection rule is
correct, after a measurement of F ∈ P(H), a state ρ is considered to be
ρF =
FρF
trρF
.
When we observe an event E ∈ P(H), the expectation value becomes
trρFE =
trFρFE
trρF
=
trρFEF
trρF
. (1)
This expectation value can be a candidate of the conditional probability
in QP (quantum probability).
There is another candidate for the conditional probability in QP,
which is a direct generalization of CP (classical probability).
This alternative expression of joint probability and the conditional
probability in QP are expressed as
ϕ(E ∧ F )
and
ϕ(E ∧ F )
ϕ(F )
, (2)
where ϕ is a state (a measure) and ∧ is the meet of two events (pro-
jections) corresponding to ∩ in CP, and for the state describing by a
density operator, we have
ϕ(·) = trρ(·).
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We ask when the above two expressions (1) and (2) in QP are equiv-
alent. From the next proposition, ϕ(· ∧ F )/ϕ(F ) is not a probability
measure (state) on P(H).
Proposition 1 (1) When E commutes with F , the above two expres-
sions are equivalent, namely,
ϕ(FEF )
ϕ(F )
=
ϕ(E ∧ F )
ϕ(F )
.
(2) When EF 6= FE, ϕ(·∧F )
ϕ(F )
is not a probability on PH, so that the above
two expressions are not equivalent.
Proof. (1) EF = FE implies E∧F = EF and FEF = EFF = EF 2 =
EF , so that
ϕ (E ∧ F )
ϕ (F )
=
ϕ (FEF )
ϕ (F )
=
ϕ (EF )
ϕ (F )
.
(2) Put Kϕ (E | F ) ≡ ϕ(E∧F )ϕ(F ) and put z ∈ linsp {x, y} , z 6= x, y for
any x, y ∈ H. Take the projections Px = |x〉 〈x| , Py = |y〉 〈y| , Pz =
|z〉 〈z| such that (Px ∨ Py) ∧ Pz = Pz and Px ∧ Pz = 0 = Py ∧ Pz. Then
Kϕ ((Px ∨ Py) ∧ Pz | F ) = Kϕ (Pz | F ) 6= 0,
Kϕ(Px ∧ Pz | F )+Kϕ (Py ∧ Pz | F ) = 0.
Therefore
Kϕ ((Px ∨ Py) ∧ Pz | F ) 6= Kϕ (Px ∧ Pz | F ) +Kϕ (Py ∧ Pz | F )
so that Kϕ (· | F ) is not a probability measure on PH.
In CP, the joint distribution for two random variables f and g is
expressed as
µf,g (∆1,∆2) = µ
(
f−1 (∆1) ∩ g−1 (∆2)
)
for any Borel sets ∆1,∆2 ∈ B (R). The corresponding quantum expres-
sion is either
ϕA,B (∆1,∆2) = ϕ (EA (∆1) ∧ EB (∆2))
or
ϕ(EA (∆1) · EB (∆2))
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for two observables A, B and their spectral measures EA(·), EB(·) such
that
A =
∫
aEA (da) , B =
∫
bEB (da) .
It is easily checked that neither one of the above expressions satisfies
neither the condition of probability measure nor the marginal condition
unless AB = BA, so that they can not be the joint quantum probability
in the classical sense.
Let us explain the above situation, as an example, in a physical mea-
surement process. When an observable A has a discrete decomposition
like
A =
∑
k
akFk, Fi⊥Fj (i 6= j),
the probability obtaining ak by measurement in a state ρ is
pk = trρFk
and the state ρ is changed to a (conditional) state ρk such that
ρk =
FkρFk
trρFk
≡ Pρ (·|Fk) .
After the measurement of A, we will measure a similar type observable
B (i.e., B =
∑
j bjEj, (Ei⊥Ej (i 6= j)) and the probability obtaining bj
after we have obtained the above ak for the measurement of A is given
by
pjk = (trρFk) (trρkEj)
= trρFkEjFk (3)
= Pρ (Ej|Fk) trρFk.
This pjk satisfies ∑
j,k
pjk = 1,
∑
j
pjk = trρFk = pk, (4)
but not ∑
k
pjk = trρEj
unless EjFk = FkEj (∀j, k) so that pjk is not considered as a joint
quantum probability distribution. More intutive expression breaking
the usual classical probability law is the following:
6
pjk=P (B = bj | A = ak)P (A = ak) · · · and
P (B= bj) 6=
∑
k
P (B = bj | A = ak)P (A = ak)
Therefore we conclude in quantum system that the above two candi-
dates can not satisfy the properties of both conditional and joint proba-
bilities in the sense of classical system.
The above discussion shows that the order of the measurement of two
observables A and B is essential and it gives us a different expectation
value, hence the state change.
3 Liftng and joint probability
In order to partially solve the difficulty of the nonexistence of joint
quantum distribution, the notion of compound state [30] satisfying the
marginal condition is useful. In this section we discuss a bit general no-
tion named ”lifting”[39] to discuss new scheme of probability containing
both classical and quantum.
Definition 2 Let A1,A2 be C*-algebras and let A1 ⊗A2 be a fixed C*-
tensor product of A1 and A2. A lifting from A1 to A1 ⊗ A2 is a weak
∗-continuous map
E∗ : S(A1)→ S(A1 ⊗A2)
If E∗ is affine and its dual is a completely positive map, we call it a linear
lifting; if it maps pure states into pure states, we call it pure.
The algebras A1, A2 can be considered as two systems of interest, for
instance, A1 is an objective system for a study and A2 is the subjective
system or the surrouding of A1.
Note that to every lifting from A1 to A1 ⊗ A2 we can associate two
channels: one from A1 to A1, defined by
Λ∗ρ1(A1) ≡ (E∗ρ1)(A1 ⊗ 1) ; ∀A1 ∈ A1
another from A1 to A2, defined by
Λ∗ρ1(A2) ≡ (E∗ρ1)(1⊗ A2) ; ∀A2 ∈ A2
In general, a state ϕ ∈ S(A1 ⊗A2) such that
ϕ |A1⊗1= ρ1 ; ϕ |1⊗A2= ρ2
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is called a compound state of the states ρ1 ∈ S(A1) and ρ2 ∈ S(A2).
Remark here that the above compound state is nothing but the joint
probability in CP.
The following problem is important in several applications: Given a
state ρ1 ∈ S(A1) and a channel Λ∗ : S(A1) → S(A2), find a standard
lifting E∗ : S(A1) → S(A1 ⊗ A2) such that E∗ρ1 is a compound state
of ρ1 and Λ
∗ρ1. Several particular solutions of this problem have been
proposed by Ohya, Ceccini and Petz, however an explicit description of
all the possible solutions to this problem is still missing, which might be
related to find a new scheme of probability theory.
However it is not sure that one can resolve the difficulty of quantum
probability if one can solve this problem. The compound state corresponds
to the joint probability in classical systems, but there is still ambiguity
to define the conditional state in quantum systems. As pointed out in
Introduction, the usual conditional probability meets an inadequacy to
interpret a certain phenomenon, in which it is important not to manage
to set the conditional state by mimicking the classical one but to make a
mathematical rule to set new treatment of probabilistic aspects of such a
phenomenon.
Definition 3 A lifting from A1 to A1 ⊗A2 is called nondemolition for
a state ρ1 ∈ S(A1) if ρ1 is invariant for Λ∗ i.e., if for all a1 ∈ A1
(E∗ρ1)(a1 ⊗ 1) = ρ1(a1)
The idea of this definition being that the interaction with system 2 does
not alter the state of system 1.
Definition 4 A transition expectation from A1 ⊗ A2 to A1 is a com-
pletely positive linear map E : A1 ⊗A2 → A1 satisfying
E(1A1 ⊗ 1A2) = 1A1 .
Let an initial state (resp. input signal) is changed (resp. transmit-
ted) to the final state resp. output state) due to a dynamics Λ∗ (resp.
channel). Here A1 (resp. A2) is interpreted as the algebra of observables
of the input (resp. output) system and E∗ describes the interaction be-
tween the input and the ouput. If ρ1 ∈ S(A1) is the initial state, then
the state ρ2 = Λ
∗ρ1 ∈ S(A2) is the output state.
In several important applications, the state ρ1 of the system before
the interaction (preparation, input signal) is not known and one would
like to know this state knowing only Λ∗ρ1 ∈ S(A2), i.e., the state of the
apparatus after the interaction (output signal). From a mathematical
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point of view this problem is not well posed, since the map Λ∗ is usually
not invertible. The best one can do in such cases is to acquire a control
on the description of those input states which have the same image under
Λ∗ and then choose among them according to some statistical criterion.
Let us show some important examples of liftings and channels below
Example 5 : Isometric lifting.
Let V : H1 →H1 ⊗H2 be an isometry
V ∗V = 1H1 .
Then the map
E : x ∈ B(H1)⊗B(H2)→ V ∗xV ∈ B(H1)
is a transition expectation in the sense of Accardi, and the associated
lifting maps a density matrix w1 in H1 into
E∗w1 = V w1V ∗
in H1 ⊗ H2. Liftings of this type are called isometric. Every isometric
lifting is a pure lifting. In this case the channel Λ∗ : H1 → H1 is given
by trH2E∗.
It is the particular isometric lifting characterized by the properties.
H1 = H2 =: Γ(C) (Fock space over C) =L2 (R)
V : Γ(C)→ Γ(C)⊗ Γ(C)
is characterized by the expression
V |θ〉 = |αθ〉 ⊗ |βθ〉
where |θ〉 is the normalized coherent vector parametrized by θ ∈ C and
α, β ∈ C are such that
|α|2 + |β|2 = 1
Notice that this liftings maps coherent states into products of coherent
states. So it maps the simplex of the so called classical states (i.e., the
convex combinations of coherent vectors) into itself. Restricted to these
states it is of convex product type explained below, but it is not of
convex product type on the set of all states.Denoting, for θ ∈ C, ωθ the
coherent state on B(Γ(C)), namely,
ωθ(b) = 〈θ, bθ〉 ; b ∈ B(Γ(C))
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then for any b ∈ B(Γ(C))
(E∗ωθ)(b⊗ 1) = ωαθ(b),
so that this lifting is not nondemolition. These equations mean that,
by the effect of the interaction, a coherent signal (beam) |θ〉 splits into
2 signals (beams) still coherent, but of lower intensity, but the total
intensity (energy) is preserved by the transformation.
Finally we mention two important beam splitting which are used to
discuss quantum gates and quantum teleportation.
(1) Superposed beam splitting:
Vs |θ〉 ≡ 1√
2
(|αθ〉 ⊗ |βθ〉 − i |βθ〉 ⊗ |αθ〉)
(2) Beam splitting with two inputs and two output: Let |θ〉 and |γ〉
be two input coherent vectors. Then
Vd (|θ〉 ⊗ |γ〉) ≡ |αθ + βγ〉 ⊗
∣∣−β¯θ + α¯γ〉 ,
where |α|2 + |β|2 = 1. These extend linearly to isometry, and their
isometric liftings are neither of convex product type nor nondemolition
type.
Example 6 Quantum measurement: If a measuring apparatus is pre-
pared by an positive operator valued measure {Qn} then the state ρ
changes to a state Λ∗ρ after this measurement, ρ→ Λ∗ρ =∑nQnρQn.
Example 7 Reduction (Open system dynamics): If a system Σ1 inter-
acts with an external system Σ2 described by another Hilbert space K
and the initial states of Σ1 and Σ2 are ρ1 and ρ2, respectively, then the
combined state θt of Σ1 and Σ2 at time t after the interaction between
two systems is given by
θt ≡ Ut(ρ1 ⊗ ρ2)U∗t ,
where Ut = exp(−itH) with the total Hamiltonian H of Σ1 and Σ2. A
channel is obtained by taking the partial trace w.r.t. K such as
ρ1 → Λ∗ρ1 ≡ trKθt.
Example 8 : The compound lifting.
10
Let Λ∗ : S(A1) → S(A2) be a channel. For any ρ1 ∈ S(A1) in the
closed convex hull of the extremal states, fix a decomposition of ρ1 as a
convex combination of extremal states in S(A1)
ρ1 =
∫
S(A1)
ω1dµ
where µ is a Borel measure on S(A1) with support in the extremal states,
and define
E∗ρ1 ≡
∫
S(A1)
ω1 ⊗ Λ∗ω1dµ
Then E∗ : S(A1) → S(A1 ⊗ A2) is a lifting, nonlinear even if Λ∗ is
linear, and it is a nondemolition type.
The most general lifting, mapping S(A1) into the closed convex hull
of the extremal product states on A1⊗A2 is essentially of this type. This
nonlinear nondemolition lifting was first discussed by Ohya to define
the compound state and the mutual entropy for quantum information
communication [30, 32]. The above is a bit more general because we
shall weaken the condition that µ is concentrated on the extremal states
used in [30].
Therefore once a channel is given, by which a lifting of convex prod-
uct type can be constructed. For example, the von Neumann quantum
measurement process is written, in the terminology of lifting, as follows:
Having measured a compact observable A =
∑
n anPn (spectral decom-
position with
∑
n Pn = I) in a state ρ, the state after this measurement
will be
Λ∗ρ =
∑
n
PnρPn
and a lifting E∗, of convex product type, associated to this channel Λ∗
and to a fixed decomposition of ρ as ρ =
∑
n µnρn (ρn ∈ S(A1)) is given
by :
E∗ρ =
∑
n
µnρn ⊗ Λ∗ρn.
Example 9 Amplifier channel: To recover the loss in the course of a
quantum communication, we need to amplify the signal (photon). In
quantum optics, a linear amplifier is usually expressed by means of an-
nihilation operators a and b on H and K, respectively :
c =
√
Ga⊗ I +√G− 1I ⊗ b∗
where G(≥ 1) is a constant and c satisfies CCR (i.e., [c, c∗] = I) on
H⊗K. This expression however is not convenient to compute several in-
formation quantities, like entropy. The lifting expression of the amplifier
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is good for such uses and it is given as follows: Let c = µa⊗ I + νI ⊗ b∗
with |µ|2 − |ν|2 = 1 and |γ〉 be the eigenvector of c : c |γ〉 = γ |γ〉. For
two coherent vectors |θ〉 on H and |θ′〉 on K , |γ〉 can be written by the
squeezing expression : |γ〉 = |θ ⊗ θ′ ; µ, ν〉 and the lifting is defined by
an isometry
Vθ′ |θ〉 = |θ ⊗ θ′ ; µ, ν〉
such that
E∗ρ = Vθ′ρV ∗θ′ ρ ∈ S (H) .
The channel of the amplifier is
Λ∗ρ = trKE∗ρ.
Finally we note that a channel is determined by a lifting and coversely
a lifting is constructed by a channel.
4 New views of probability both in classical and
quantum systems
In this section we will discuss how to use the concept of lifting to explain
phenomena breaking the usual probability law.
Let A,B be C*-algebras describing the systems for a study, more
specifically, let A,B be the sets of all observales in Hilbert spaces H, K;
A = O(H), B = O(K). Let E∗ be a lifting from S (H) to S (H⊗K) ,so
that its dual map E is a mapping from A ⊗ B to A. There are several
liftings for various different cases to be considered: (1) If K is C, then
the lifting E∗ is nothing but a channel from S (H) to S (H) . (2) If H is
C, then the lifting E∗ is a channel from S (H) to S (K) . Further K or H
can be decomposed as K = ⊗iKi (resp. ⊕iKi), and so for H, so that B
can be ⊗iBi (resp. ⊕iBi) and so for A.
The adaptive dynamics is considered that the dynamics of a state or
an observable after an instant (say the time t0) attached to a system of
interest is affected by the existence of some other observable and state
at that instant. Let ρ ∈ S (H) and A ∈ A be a state and an observable
before t0, and let σ ∈ S (H⊗K) and Q ∈ A ⊗ B be a state and an
observable to give an effect to the state ρ and the observable A.In many
cases, the effect to the state is dual to that to the observable, so that
we will discuss the effect to the state only. This effect is described
by a lifting E∗σQ,so that the state ρ becomes E∗σQρ first, then it will be
trKE∗σQρ ≡ ρσQ. The adaptive dynamics is the whole process such as
Adaptive Dynamics : ρ⇒ E∗σQρ⇒ ρσQ = trKE∗σQρ
That is, what we need is how to construct the lifting for each problem
to be studied, that is, we properly construct the lifting E∗σQ by choosing
σ and Q properly.
The state change discussed in Section 2 is a naive example of the
adaptive dynamics, in which the lifting is given as follows: Q = A =∑
k akFk ∈ A, Fi⊥Fj (i 6= j) and E∗σQ ≡
{E∗FkA} (this case the state σ is
not needed) such that for any B ∈ A
P (B | A = ak) = trBE∗FkAρ = trBFkρFkupslopetrFkρ.
In this case the lifting is a channel from S (H) to S (H) , the case (1)
above. It is true that we do not know whether this ”projection rule” can
describe almost all probabilistic phenomena in nature or not.
Let us go back to the discussion using lifting E∗σQ above. The expec-
tation value of another observable B ∈ A or A⊗B in the adaptive state
ρσQ is
trρσQB = trHtrKBE∗σQρ.
Now suppose that there are two quantum event systems A = {ak ∈ R, Fk ∈ A}
and B = {bj ∈ R, Ej ∈ A} , where we do not assume Fk, Ej are projec-
tions, but they satisfy the conditions
∑
k Fk = I,
∑
j Ej = I as POVM
(positive operator valued measure) corresponding to the partition of a
probability space in classical system. Then the ”joint-like” probability
obtaining ak and bj might be given by the formula
P (ak, bj) = trEj ⊡ FkE∗σQρ, (5)
where ⊡ is a certain operation (relation) between A and B, more gener-
ally one can take a certain operator function f(Ej, Fk) instead of Ej⊡Fk.
If σ,Q are independent from any Fk, Ej and the operation ⊡ is the usual
tensor product ⊗ so that A and B can be considered in two independent
systems or to be commutative, then the above ”joint-like” probability be-
comes the joint probability. However if not such a case, e.g., Q is related
to A and B, the situation will be more subtle. Therefore the problem is
how to set the operation ⊡ and how to construct the lifting E∗σQ in order
to describe the particular problems associated to systems of interest. We
in the sequel discuss this problem in the contextual dependent systems
like bio-systems and psyco-systems mentioned in Introduction. That is,
we discuss how to apply the formula 5 to the following three problems
breaking the usual probability law: (1) State change of tongue for sweet-
ness, (2) Lactose-glucose interference in E. coli growth, (3) Updating the
Bayesian law.
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5 State change of tongue for sweetness
The first problem is not so sophisticated but very simple and common
one. As considered in Introduction, when one takes sugar S and choco-
late C and he is asked whether it is sweet (1) or not so (2). Then the
simple classical probability law may not be satisfied, that is,
P (C = 1) 6= P (C = 1|S = 1)P (S = 1) + P (C = 1|S = 2)P (S = 2)
because the LHS P (C = 1) will be very close to 1 but the RHS will
be less than 1
2
.
Let e1 and e2 be the orthogonal vectors describing sweet and non-
sweet states, respectively. The initial state of tongue is neutral such
as
ρ ≡ |x0〉 〈x0| ,
where x0 =
1√
2
(e1 + e2) . Here we start from the neutral pure state ρ
because we consider two sweet things. It is enough for us to take the
Hilbert space C2 for this problem, so that e1 and e2 can be set as
(
1
0
)
and
(
0
1
)
,respectively.
When one takes ”sugar”, the operator corresponding to taking ”sugar”
will be given as
S =
(
λ1 0
0 λ2
)
,
where |λ1|2+ |λ2|2 = 1.This operator can be regarded as the square root
of the sugar state σS;
σS = |λ1|2E1 + |λ2|2E2, E1 =
(
1
0
)
(10), E2 =
(
0
1
)
(01).
Taking sugar, he will taste that it is sweet with the probability |λ1|2 and
non-sweet with the probability |λ2|2 , so |λ1|2 should be much higher
than |λ2|2 for a usual sugar. This comes from the following change of
the neutral initial tongue (i.e., non-adaptive) state:
ρ→ ρS = Λ∗S(ρ) ≡
S∗ρS
tr |S|2 ρ,
which is the state when he takes the sugar. This is similar to the usual
expression of state change in quantum dynamics, although it is adaptive
for sugar. The subtle point of the present problem is that the state of
tongue is neither ρS nor ρ at the instant just after taking sugar. Note
here that if we kill the subjectivity (personal character?) of one’s tongue,
then the state ρS can be understood as
E1ρSE1 + E2ρSE2,
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which is the unread objective state as usual in quantum measurement.
We can use the above two expressions ρS,which give us the same result
for the computation of the probability.
For some time duration, the tongue becomes dull to sweetness, so the
tongue state can be written by means of a certain ”exchanging” operator
X =
(
0 1
1 0
)
such that
ρaS = XρSX,
where ”a” means the adaptive change. Then similarly as sugar, when
one takes a chocolate, the state will be ρaS→C given by
ρaS→C = Λ
∗
C(ρ
a
S) ≡
C∗ρaSC
tr |C|2 ρaS
,
where C will be given as
C =
(
µ1 0
0 µ2
)
with |µ1|2+ |µ2|2 = 1.Common experience tells us that |λ1|2 ≥ |µ1|2 ≥
|µ2|2 ≥ |λ2|2 and the first two are much larger than the last two.
As shown above, the adaptive set {σ,Q} is the set {S (= σS) , X, C},
we introduce the following nonlinear demolition lifting:
E∗σQ(ρ)(= E∗S (=σS)XC(ρ)) ≡ ρS ⊗ ρaS→C = Λ∗S(ρ)⊗ Λ∗C(XΛ∗S(ρ)X),
which implies the joint probabilities P (S = j, C = k) (j, k = 1, 2) as
P (S = j, C = k) = trEj ⊗ EkE∗σQ(ρ).
The probability that one tastes sweetness of the chocolate after tasting
sugar is
P (C = 1, S = 1) + P (C = 1, S = 2) =
|λ2|2 |µ1|2
|λ2|2 |µ1|2 + |λ1|2 |µ2|2
.
Note that this probability is much less than
P (C = 1) = trE1Λ
∗
C(ρ) = |µ1|2 ,
which is the probability of sweetness tasted by the neutral tongue ρ. In
this sense, the usual probability law
P (C = 1) = P (S = 1, C = 1) + P (S = 2, C = 1)
is not satisfied.
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6 Activity of lactose operon in E. coli
The lactose operon is a group of genes in E. coli (Escherichia coli),
and it is required for the metabolism of lactose. This operon pro-
duces β-galactosidase, which is an enzyme to digest lactose into glucose
and galactose. There was an experiment measuring the activity of β-
galactosidase which E. coli produces in the presence of (I) only 0.4%
lactose, (II) only 0.4% glucose, or (III) mixture 0.4% lactose + 0.1%
glucose, see [43]. The activity is represented in Miller’s units (enzyme
activity measurement condition), and it reaches to 3000 units by full
induction. In the cases of (I) and (II), the data of 2920 units and 33
units were obtained. These results make one to expect that the activ-
ity in the case (III) will be large, because the number of molecules of
lactose is larger than that of glucose. However, the obtained data were
only 43 units. This result implies that E. coli metabolizes glucose in
preference to lactose. In biology, this functionality of E. coli have been
discussed, and it was known that glucose has a property reducing lac-
tose permease provided by the operon. Apart from such qualitative and
biochemical explanation, it will be also necessary to discuss a mathemat-
ical interpretation such that the biological activity in E. coli is evaluated
quantitatively. In the paper [19], it is pointed out that the activity of
E. coli violates the total probability law as shown below, which might
come from the preference in E. coli’s metabolism. We will explain this
contextual behaivor by the formula 5.
We consider two events L and E; L: E. coli detects a lactose molecule
in his metabolism and G: E. coli detects a glucose molecule. In the case
of (I) or (II), the probability P (L) = 1 or P (G) = 1 is given. In the case
of (III), P (L) and P (G) are calculated as
P (L) =
0.4
0.4 + 0.1
= 0.8, P (G) =
0.1
0.4 + 0.1
= 0.2.
The events L and G are exclusive each other, so it is assumed that
P (L ∪G) = P (L) + P (G) = 1. Further, we consider the events {+,−}
which means that E. coli activates his lactose operon or not. From the
experimental data of the cases (I) and (II), the following conditional
probabilities are obtained:
(I): P (+|L) = 2920
3000
,
(II): P (+|G) = 33
3000
. (6)
In the case (III), if the total probability law is satisfied, the probability
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P (+ ∩ (L ∪G)) is computed as
P (+ ∩ (L ∪G))=P (+|L ∪G)P (L ∪G) = P (+|L ∪G)
=P (+ ∩ L) + P (+ ∩G) = P (+|L)P (L) + P (+|G)P (G)
However, from the experimental data, one can estimate
P (+|L ∪G) = 43
3000
,
so that the total probability law is violated:
P (+|L ∪G) 6= P (+|L)P (L) + P (+|G)P (G).
We will explain how to compute the probabilities above by using the
concept of lifting. Firstly, we introduce the initial state ρ = |x0〉 〈x0| on
Hilbert space H = C2. The state vector x0 is written by
x0 =
1√
2
e1 +
1√
2
e2.
The basis {e1, e2} denote the detection of lactose or glucose by E. coli,
that is, the events, L and G. The E. coli at the initial state ρ has not
recognized the existence of lactose and glucose yet. When the E. coli
recognizes them, the following state change occurs;
ρ 7→ ρD = Λ∗D(ρ) ≡
DρD∗
tr(|D|2ρ) ,
where
D =
(
α 0
0 β
)
with |α|2 + |β|2 = 1. Note that |α|2 and |β|2 implies the probabilities
for the events L and G, that is, P (L) and P (G). The state σD ≡ DD∗
means the distribution of P (L) and P (G). In this sense, the state σD
represents the solution of lactose and glucose. We call D the detection
operator and call ρD the detection state. The state determining the
activation of the operon in E.coli depends on the detection state ρD. We
give such state by
ρop = Λ
∗
Q(ρD) ≡
QρDQ
∗
tr(QρQ∗)
,
where the operator Q is written as
Q =
(
a b
c d
)
.
We call ρop the activation state for the operon and call Q the activation
operator. (The components a, b, c and d are discussed later.)
We introduce the lifting
E∗D,Q(ρ) = Λ∗Q(Λ∗D(ρ))⊗ Λ∗D(ρ) ∈ K ⊗H = C2 ⊗ C2,
by which we can describe the correlation between the activity of lac-
tose operon and the ratio of concentration of lactose and glucose. For
example, the joint probabilities P (+ ∩ L) and P (− ∩ L) are given by
P (+ ∩ L) = tr(E1 ⊗E1E∗D,Q(ρ)),
P (− ∩ L) = tr(E2 ⊗ E1E∗D,Q(ρ)). (7)
Here, let us consider the case of P (L) = |α|2 = 1, then the probabilities
P (±|L ∪ G) = P (± ∩ (L ∪ G)) = P (± ∩ L) + P (± ∩ G) correspond to
P (±|L) of Eq. (6)-(I), and the Eq. (7) gives the conditional probabilities
as
P (+|L) = |a|
2
|a|2 + |c|2 , P (−|L) =
|c|2
|a|2 + |c|2 .
From these results, we may give the following forms for a and b.
a =
√
P (+|L)eiθ+LkL, c =
√
P (−|L)eiθ−LkL
Here, kL is a certain real number. In a similar way, we obtain
b =
√
P (+|G)eiθ+GkG, d =
√
P (−|G)eiθ−GkG
for the components b and d. To simplify the discussion, hereafter, we
assume θ+L = θ−L, θ+G = θ−G and denote eiθLkL, eiθGkG by k˜L, k˜G.
Then, the operator Q is decomposed to
Q =
(√
P (+|L)√P (+|G)√
P (−|L)√P (−|G)
)(
k˜L 0
0 k˜G
)
. (8)
The probability P (+|L ∩G) with this Q is calculated as
P (+|L∩G) = |
√
P (+|L)k˜Lα +
√
P (+|G)k˜Gβ|2
|√P (+|L)k˜Lα +√P (+|G)k˜Gβ|2 + |√P (−|L)k˜Lα +√P (−|G)k˜Gβ|2 .
This gives us how to compute the probability. The rate |k˜L|/|k˜G| es-
sentially determines the degree of the violation of the total probabil-
ity law. Recall the experimental data in the case (III). In this case,
P (L) = |α|2 = 0.8 < P (G) = |β|2 = 0.2, but P (P (+|L ∩ G)) is very
small. According to our interpretation, it implies that the rate |k˜L|/|k˜G|
is very small. In this sense, the operator F =
(
k˜L 0
0 k˜G
)
in Eq. (8) spec-
ifies the preference in E. coli’s metabolism. We call F the preference
operator. Finally note that if α, β are real and k˜L = k˜
∗
G, the usual total
probability law is held.
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7 Bayesian Updating Biased By Psychological Fac-
tor
The Bayesian updating is an important concept in Bayesian statics, and
it is used to describe a process of inference, which is explained as follows:
Consider two event systems denoted by S1 = {A,B} and S2 = {C,D},
where the events A and B are mutually exclusive, and the same holds
for C and D. Firstly, a decision-making entity, say Alice, estimates
the probabilities P (A) and P (B) for the events A and B, which are
called the prior probabilities. The prior probability is sometime called
“subjective probability” or “personal probability”. Further, Alice knows
the conditional probabilities P (C|A) and P (C|B) which are obtained
from some statistical data. When Alice sees the occurrence of the event
C or D in the system S2, she can change her prior prediction P (A) and
P (B) to the following conditional probabilities by Bayes’ rule: When
Alice sees the occurrence of C in S2, she can update her prediction for
the event A from P (A) to
P (A|C) = P (C|A)P (A)
P (C|A)P (A) + P (C|B)P (B) .
When Alice sees the occurrence ofD in S2, she can update her prediction
to
P (A|D) = P (D|A)P (A)
P (D|A)P (A) + P (D|B)P (B) .
These conditional probabilities are called the posterior probabilities. The
change of prediction is described as an “updating” from the prior prob-
abilities P (A) to the posterior probability, and it is called the Bayesian
updating.
In the paper [42], we redescribed the process of Bayesian updating in
the framework of “quantum-like representation”, where we introduced
the following state vector defined on Hilbert space H = H1 ⊗ H2 =
C2 ⊗ C2;
|Φ〉=
√
P (A′) |A′〉 ⊗ (
√
P (C ′|A′) |C ′〉+
√
P (D′|A′) |D′〉)
+
√
P (B′) |B′〉 ⊗ (
√
P (C ′|B′) |C ′〉+
√
P (D′|B′) |D′〉). (9)
We call this vector the prediction state vector. The set of vectors {|A′〉 , |B′〉}
becomes an orthogonal basis on H1, and {|C ′〉 , |D′〉} is another orthog-
onal basis on H2. The A′, B′, C ′ and D′ represent the events defined
as
Event A′: Alice judges “the event A occurs in the system S1.”
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Event B′: Alice judges “the event B occurs in the system S1.”
Event C ′: Alice judges “the event C occurs in the system S2.”
Event D′: Alice judges “the event D occurs in the system S2.”
These events are the subjective events (judgments) in Alice’s mental-
ity and the vectors |A′〉, |B′〉, |C ′〉 and |D′〉 mean the minds toward the
above judgements. The vector |Φ〉 represents that these minds coexists
in Alice’s mentality. For example, Alice is conscious of the mind |A′〉
with the weight
√
P (A′), and under the condition of the event A′, she
gives the weights
√
P (C ′|A′) and
√
P (D′|A′) for the minds |C ′〉 and
|D′〉. Such an assignment of weights implies that Alice feels causality
between S1 and S2: The events in S1 are causes and the events in S2 are
results. The square of
√
P (A′) is equivalent to a prior probability P (A)
in the Bayesian theory. If Alice knows the objective conditional proba-
bilities P (C|A) and P (C|B), Alice can give the weights of √P (C ′|A′)
and
√
P (C ′|B′) as P (C ′|A′) = P (C|A) and P (C ′|B′) = P (C|B).
The process of the above Bayesian updating is represented in the
term of the lifting discussed in the previous section. When Alice has the
prediction state |Φ〉 〈Φ| ≡ ρ and sees the occurrence of the event C in S2,
her mind for the event D′ is vanished instantaneously. This vanishing
is represented as the reduction by the projection operator MC′ = I ⊗
|C ′〉 〈C ′|;
MC′ρMC′
tr(MC′ρ)
≡ ρC′
The posterior probability P (A|C) is calculated by
tr(MA′ρC′),
where MA′ = |A′〉 〈A′| ⊗ I.
The inference based on the Bayesian updating is rational from the
view point of probability theory. However, we empirically know that our
behavior is sometimes irrational in various situations from the mathe-
matical view point and we have psychological factors that frequently
disturb rational inferences. Such irrational inference can be mathemati-
cally discussed by using the concept of lifting as the examples above. Let
us introduce the lifting for this problem from S(H) to S(H⊗K) by
E∗σ,V (ρ) = V ρ⊗ σV ∗.
Here σ ∈ S(K) is a state specifying a psychological factor which Alice
holds in her mentality. The operator V on H⊗K is isometry and gives
a correlation between the prediction state ρ and the psychological factor
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σ, in other words, it specifies a psychological affection to Alice’s rational
inference. We call the state defined by
ρ˜ ≡ trK(E∗σ,V (ρ)),
the prediction state biased from the rational prediction ρ. The posterior
probability is generally given by
P˜ (A,C) ≡ tr (MA′MC′ ρ˜MC′) ,
so that
P˜ (A|C) = tr
(
MA′
MC′ ρ˜MC′
tr(MC′ ρ˜)
)
,
which is not equal to the original P (A|C) in the rational inference.
Here, it should be noted that the prior probability from ρ˜, which
is given by P˜ (A) = trH(MA′ ρ˜), is not equal to the original P (A) =
trH(MA′ρ) in general. However, the prior probability is given and fixed
before the updating, and if the psychological factor affects only the esti-
mation of posterior probabilities, then the prediction state ρ˜ can be set
to satisfy the condition
P˜ (A) = P (A).
In the paper [44], we gave an example of such a state ρ˜ which is provided
by the psychological factor called the reliability of information. This
example has the following equalities
P (A) = P˜ (A,C) + P˜ (A,D) = P˜ (A),
P (B) = P˜ (B,C) + P˜ (B,D) = P˜ (B),
for the joint probabilities given by
P˜ (A,C)= trH (MA′MC′ ρ˜) , P˜ (B,C) = trH (MB′MC′ ρ˜) ,
P˜ (A,D)= trH (MA′MD′ ρ˜) , P˜ (B,D) = trH (MB′MC′ ρ˜) .
On the other hand, for P (C) = trH(MC′ρ) and P (D) = trH(MD′ρ),
P (C) 6= P˜ (A,C) + P˜ (B,C) = P˜ (C|A)P (A) + P˜ (C|B)P (B),
P (D) 6= P˜ (A,D) + P˜ (B,D) = P˜ (D|A)P (A) + P˜ (D|B)P (B), (10)
that is, P (C) 6= P˜ (C) and P (D) 6= P˜ (D). Note that P (C) means the
probability of the event C which will be estimated by Alice with ρ. Alice
with the biased ρ˜ will estimate P˜ (C), and then, the violation of total
probability law of Eq. (10) is not occurred actually. However, Eq. (10)
represents the violation of Alice’s rationality, and the difference between
P (C) and P˜ (C) specifies the degree of Alice’s irrationality.
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