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A factorability criterion is obtained constructively, and the respective factorization obtained
explicitly, for 2 × 2 triangular almost periodic matrix functions of the form [ eλ 0
f e−λ
]
. Here
f = c−1e−α − c0 + c1eβ , eμ(x) := eiμx, c j are non-zero constants and 0 < α,β , α +β < λ
α + β + max{α,β} with α/β being irrational. Note that the factorization problem, even
for triangular matrix functions as above with an arbitrary trinomial f , is open. The result
obtained is yet another step towards its solution.
© 2010 Elsevier Inc. All rights reserved.
1. Introduction
An almost periodic (AP for short) polynomial, by deﬁnition, is a linear combination of the exponential functions
eλ(x) =: eiλx with real parameters λ over the complex ﬁeld C; the set of all AP polynomials is denoted APP. In other
words, f ∈ APP if and only if it is a ﬁnite sum of the form
∑
j
c jeλ j (1.1)
for some λ j ∈ R, c j ∈ C. The Wiener norm of f given by (1.1) is
‖ f ‖W =
∑
j
|c j|; (1.2)
the closure of APP with respect to this norm is the algebra APW of Wiener AP functions. It consists of all series (1.1), ﬁnite
or not, for which the right-hand side of (1.2) is ﬁnite. On the other hand, the closure of APP with respect to the usual
uniform norm is the algebra AP of Bohr AP functions.
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M( f ) := lim
T→∞
1
2T
T∫
−T
f (x)dx,
called the mean value of f . Consequently, for all λ ∈ R there exist the mean values of e−λ f , denoted fˆ (λ) and called the
Bohr–Fourier coeﬃcients of f . As it happens, at most countably many of them are different from zero. The respective values
of λ form the Bohr–Fourier spectrum of f :
Ω( f ) = {λ ∈ R: fˆ (λ) = 0}.
Of course, for an APP or APW function f given by (1.1), c j = fˆ (λ j).
We denote by AP+ (APW+ , APP+) the subalgebra of AP (resp., APW , APP) consisting of the functions f with
Ω( f ) ⊂ R+ := {t ∈ R: t  0};
the classes AP− , APW− , APP− are deﬁned in a similar way. Finally, relations F ∈ X for the above mentioned functional
classes X in the case of a vector or a matrix function F are understood entry-wise.
An AP factorization of an n × n matrix function G is its representation in the form
G = G+ΛG−1− , (1.3)
where G±1+ ∈ AP+ , G±1− ∈ AP− and the middle factor Λ is diagonal, with diagonal entries of the form eλ j (cf. [1,2]; see [2]
also for the motivations behind the notion of AP factorization and its various applications). The exponents λ j are deﬁned
uniquely (up to the order) whenever the factorization (1.3) exists, and are called the AP indices of G . The factorization (1.3)
is canonical provided that all its AP indices are equal to zero, in which case the middle factor Λ can be dropped:
G = G+G−1− . (1.4)
We will repeatedly use the following simple observation: a canonical AP factorization, when it exists, is deﬁned up to a
transformation
G+ 	→ G+C, G− 	→ G−C, (1.5)
where C is an arbitrary constant invertible n × n matrix.
We say that (1.3) is an APW (APP) factorization of G if in fact G±1+ ∈ APW+ , G±1− ∈ APW− (resp., G±1+ ∈ APP+ , G±1− ∈ APP−).
Obviously, the matrix function G must lie in AP (APW , APP) and be invertible there in order to admit an AP (resp., APW ,
APP) factorization (1.3). Since the algebra APW is inverse closed, an AP factorization (1.3) of G ∈ APW is actually its APW
factorization as soon as at least one of the factors G±,G−1± belongs to APW . Furthermore, a canonical AP factorization of an
APW matrix function, if it exists, is automatically an APW factorization [3, Theorem 1] (see also [2, Section 9.4]).
On the other hand, only matrix functions G ∈ APP with detG of the form ceλ with non-zero constant c can possibly be
APP factorable. Under this determinant condition, the AP factorization (1.3) is actually an APP factorization if and only if at
least one of the factors G±,G−1± belongs to APP.
Considerations of the last two paragraphs do not reveal any suﬃcient conditions for G to admit an AP factorization.
Moreover, there exist 2× 2 matrix functions
G f =
(
eλ 0
f e−λ
)
(1.6)
with f ∈ APP consisting of as few as three terms, which are not AP factorable. This phenomenon was observed in [4] for
the ﬁrst time and the respective factorability criterion was published in [5]. It concerns the case when
f = c−1e−α − c0 + c1eβ, c−1c0c1 = 0, β
α
/∈ Q and 0 < β,α (1.7)
with β + α = λ, and claims that the AP factorization of (1.6) in this situation exists if and only if
|c−1|β |c1|α = |c0|λ. (1.8)
If (1.8) holds, the factorization in question is actually canonical, and therefore automatically an APW factorization. Explicit
formulas for this factorization were established in [6]. It is interesting to observe that G± in this case are true APW matrix
functions, that is, they do not belong to APP in spite of the fact that detG ≡ 1.
The restrictions on the exponents α,β in (1.7) are justiﬁed by the fact that, with βα < 0 or β/α ∈ Q in (1.7), the
matrix function (1.6) is known to be APP factorable, falling into the so-called one-sided or commensurable case respectively,
see [2, Chapter 14]. An APP factorization also always exists if f is given by (1.7) with β + α > λ ([5, Theorem 6.1], see
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[8, Theorem 2.1]).
In contrast with that, the factorability of (1.6) with f given by (1.7) and β + α < λ remains an open problem. In the
particular case where
λ = β + pα for some p ∈ N, (1.9)
the existence criterion was established in [9, Theorems 6.1 and 6.2] provided that λ < 2(β + α). As in the case α + β = λ,
the factorization is canonical whenever it exists. Once again, the explicit factorization was constructed later: [10] contains
the relevant formulas for the case when (1.9) holds and, in addition, λ < 2β + α or β < α while (1.9) holds with p = 2.
Recently [11], condition (1.9) was lifted, and the factorability criterion was established, for matrix functions (1.6) with f
given by (1.7) provided that
λ < β + α +max{β,α}. (1.10)
This was done with the use of the Portuguese transformation (introduced in [9], see also [2, Chapter 13]), in one step of
which a reduction to the case considered in [12] is accomplished. Since [12] does not contain explicit factorization formulas
and the constructive implementation of the Portuguese transformation is usually rather cumbersome, this approach does
not leave much hope for actual factorization construction. In this paper, we propose an alternative treatment which actually
provides the explicit factorization formulas, and then yields the canonical factorization criterion as a byproduct.
This result is formulated in Section 5. It is obtained as a synthesis of two cases, in terms of a certain inequality on the
absolute values of the coeﬃcients in (1.7). The factorizations in these two cases are quite different (though both canonical),
and their construction is carried out in Sections 3 and 4, respectively. They are preceded by Section 2, in which some
auxiliary results are established.
2. Direct approach to the factorization problem
Due to the special algebraic structure of matrices (1.6), their factorization is closely related with the following spectral
gap problem.
Given f ∈ APW, ﬁnd χ ∈ APW such that
Ω(χ) ⊂ [−λ,0] while Ω( f χ) ∩ (−λ,0) = ∅. (2.1)
Theorem 2.1. The matrix function (1.6) with f ∈ APW admits a canonical AP factorization if and only if problem (2.1) has a solution
χ = g− such that −λ /∈ Ω(g−), 0 ∈ Ω( f g−) and a solution g˜− such that −λ ∈ Ω(g˜−). These solutions, when they exist, can be
subjected to an additional condition 0 /∈ Ω( f g˜−), and are then deﬁned up to constant non-zero multiples. Moreover, their Bohr–
Fourier spectra are such that
Ω(g−) ⊂ Σ0, Ω(g˜−) ⊂ −λ + Σ0, (2.2)
where Σ0 is the additive subgroup of R generated by Ω( f ).
Note that if λ /∈ Σ0, then conditions −λ /∈ Ω(g−), 0 /∈ Ω( f g˜−) follow from (2.2) automatically.
Proof. Necessity. A canonical AP factorization of G f with f ∈ APW , when it exists, is automatically an APW factorization. It
can be written in the form (1.4), with G± deﬁned up to the transformation (1.5). Choose the (now unique) factorization for
which M(G+) is the identity matrix and write the respective factors entry-wise as
G± =
(
g˜± g±
ϕ˜± ϕ±
)
. (2.3)
The factorization equality can be rewritten as
G f G− = G+, (2.4)
which entry-wise is equivalent to
eλg− = g+, f g− = ϕ+ − e−λϕ−, (2.5)
eλ g˜− = g˜+, f g˜− = ϕ˜+ − e−λϕ˜−. (2.6)
So g− and g˜− indeed solve problem (2.1). Moreover, condition M(G+) = I implies that M(eλg−) = M(g+) = 0, M(eλ g˜−) =
M(g˜+) = 1, while M( f g−) = M(ϕ+) = 1, M( f g˜−) = M(ϕ˜+) = 0. Finally, (2.2) follows from [13, Theorem 6.1].
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APW+ and ϕ−, ϕ˜− ∈ APW− . We now use these functions to deﬁne G± by (2.3). Then G± ∈ APW± and (2.4) holds. Since
detG f = 1, it follows that detG+ = detG− , and each of these determinants is therefore constant. This constant c is the
same as M(detG±) = detM(G±). But due to the conditions imposed on g−, g˜− the matrix
M(G+) =
(
M(eλ g˜−) M(eλg−)
M( f g˜−) M( f g−)
)
is triangular with non-zero diagonal entries, and therefore invertible. Thus c = 0, the matrix functions G± are invertible in
APW± , and (2.4) can be rewritten as the canonical AP factorization of G f .
Uniqueness. As follows from the reasoning above, the pairs {g˜−, g−} satisfying the additional requirement 0 /∈ Ω( f g˜−)
appear as ﬁrst rows of G− in the canonical AP factorizations of G f with diagonal M(G+). Such factorizations are deﬁned
up to a right diagonal constant multiple. 
Observe that a canonical AP factorization of G f (if it exists) is delivered via (2.3)–(2.6) by any pair g−, g˜− of linearly
independent solutions to (2.1), whether or not additional conditions on their Bohr–Fourier spectra hold. However, either of
the requirements −λ /∈ Ω(g−), 0 /∈ Ω( f g˜−) then guarantees that −λ ∈ Ω(g˜−), 0 ∈ Ω( f g−). Indeed, −λ /∈ Ω(g−) implies 0 /∈
Ω(g+) while 0 /∈ Ω( f g˜−) implies 0 /∈ Ω(ϕ˜+). From the invertibility of M(G+) it then follows that 0 ∈ Ω(ϕ+), 0 ∈ Ω(g˜+).
Consequently, 0 ∈ Ω( f g−) and −λ ∈ Ω(g˜−).
It also follows from Theorem 2.1 that for f given by (1.7) these functions can be sought in the form1
g− =
∑
j∈Z
∑
 jβα k λ+ jβα 
a jke jβ−kα, g˜− =
∑
j∈Z
∑
 jβ−λα k jβα 
b jke jβ−kα−λ, (2.7)
see formulas (2.2). Moreover, if λ /∈ Σ0 then necessarily 0 ∈ Ω(g−) and −λ ∈ Ω(g˜−). Indeed, if 0 /∈ Ω(g−) then 0 ∈ Ω(ϕ−)
due to the invertibility of G− . Equivalently, −λ ∈ Ω( f g−), which is impossible because Ω( f g−) ⊂ Σ0 along with Ω( f ) and
Ω(g−). Similarly, if −λ /∈ Ω(g˜−), then 0 /∈ Ω(g˜+), whence 0 ∈ Ω(ϕ˜+) due to the invertibility of G+ . But then 0 ∈ Ω( f g˜−),
which once again contradicts (2.2).
We will see in Sections 3 and 4 that under condition (1.10) the functions g− , g˜− satisfying Theorem 2.1, when they exist,
are such that 0 ∈ Ω(g−), −λ ∈ Ω(g˜−) independently of the relation between λ and Σ0. Moreover, the outer sums in (2.7)
are actually one-sided: either a jk (b jk) are different from zero only for j ∈ Z+ =: {0,1,2, . . .} (respectively, j − 1 ∈ Z+), or
for j ∈ Z− := −Z+ (respectively, j − 1 ∈ Z−). The former case bears some resemblance to the formulas
g− = 1+
m∑
j=0
 jβ+λα −1∑
k= jβα +1
(
c1
c0
) j( c−1
c0
)k
e jβ−kα,
g˜− = e−λ +
n∑
j=1
 jβα ∑
k= jβ−λα +1
(
c1
c0
) j( c−1
c0
)k
e jβ−kα−λ (2.8)
for g−, g˜− ∈ APP− in the case 0 < α,β < λ < α+β and α/β /∈ Q, obtained in [8, Theorem 2.1] and – with a slight difference
in notation – also in [7]. The reason for this resemblance is yet to be determined.
3. Canonical factorization: small c±1/c0
Due to the identity G f = J G∗f J , where J =
( 0 1
1 0
)
, there is a simple relation between the factorizations of G f and G f ,
described explicitly in [2, Proposition 13.2]. Switching from f to f if necessary, we may therefore without loss of generality
suppose that in (1.7) β > α. Consequently, (1.10) takes the form λ < α+2β . From now on, we therefore restrict our attention
to matrix functions (1.6) with f given by (1.7), where 0 < α < β < α + β < λ 2β + α. Since(
1 0
0 c
)
G f
(
1 0
0 c−1
)
= Gcf , (3.1)
we may scale the off diagonal entry f in the matrix (1.6) by any non-zero scalar c without changing its factorability
properties. Therefore, without loss of generality we may normalize (1.7) by setting c0 = 1:
f = c−1e−α − 1+ c1eβ . (3.2)
1 Here and below, we use the standard notation x for the largest integer not exceeding x ∈ R, and x for the smallest integer not exceeded by x.
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general form in Section 5.
If in (3.2) c1 = c−1 = 0, then of course the respective G f is factorable as
( 1 −eλ
0 1
)( 0 1
−1 e−λ
)
. Due to the stability of the
canonical factorability property, it follows that G f still admits a canonical AP factorization if in (3.2) c±1 are suﬃciently
small. Our goal in this section is to quantify this statement.
In line with (2.8), we will seek g− in the form
g− = 1+
∞∑
j=0
 jβ+λα −1∑
k= jβα +1
a j,k e jβ−kα. (3.3)
Then
f g− = c−1 e−α − 1+ c1 eβ +
∞∑
j=0
 jβ+λα −1∑
k= jβα +1
c−1 a j,k e jβ−(k+1)α
−
∞∑
j=0
 jβ+λα −1∑
k= jβα +1
a j,k e jβ−kα +
∞∑
j=0
 jβ+λα −1∑
k= jβα +1
c1 a j,k e( j+1)β−kα
=
(
c−1 e−α +
∞∑
j=0
 jβ+λα −1∑
k= jβα +2
c−1 a j,k−1 e jβ−kα −
∞∑
j=0
 jβ+λα −1∑
k= jβα +1
a j,k e jβ−kα +
∞∑
j=1
 ( j−1)β+λα −1∑
k= jβα +1
c1 a j−1,k e jβ−kα
)
− 1+ c1 eβ +
∞∑
j=0
c−1 a j, jβ+λα −1 e jβ− jβ+λα α +
∞∑
j=1
 jβα ∑
k= ( j−1)βα +1
c1 a j−1,k e jβ−kα, (3.4)
so that automatically 0 ∈ Ω( f g−), while −λ /∈ Ω(g−). In order for g− to be a solution of (2.1), we need to eliminate the
terms in the parentheses.
For j = 0 this yields the system⎧⎨
⎩
a0,1 = c−1,
a0,k = c−1 a0,k−1
(
k = 2,3, . . . ,
⌈
λ
α
⌉
− 1
)
,
(3.5)
which implies that
a0,k = ck−1
(
k = 1,2, . . . ,
⌈
λ
α
⌉
− 1
)
.
For j ∈ N, from the inequalities 0 < α < β < α + β < λ 2β + α it follows that
( j − 2)β + λ
α
 jβ
α
+ 1 < ( j − 1)β + λ
α
<
jβ + λ
α
,
and therefore⌈
( j − 2)β + λ
α
⌉
− 1
⌊
jβ
α
⌋
+ 1
⌈
( j − 1)β + λ
α
⌉
− 1 <
⌈
jβ + λ
α
⌉
− 1. (3.6)
We obtain the following systems for the coeﬃcients a j,k for j ∈ N and k =  jβα  + 1, . . . ,  jβ+λα  − 1:⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
a j, jβα +1 = c1 a j−1, jβα +1,
a j,k = c−1 a j,k−1 + c1 a j−1,k
(
k =
⌊
jβ
α
⌋
+ 2, . . . ,
⌈
( j − 1)β + λ
α
⌉
− 1
)
,
a j,k = c−1 a j,k−1
(
k =
⌈
( j − 1)β + λ
α
⌉
, . . . ,
⌈
jβ + λ
α
⌉
− 1
)
.
(3.7)
M.C. Câmara et al. / J. Math. Anal. Appl. 367 (2010) 416–433 421Lemma 3.1. The general solution of systems (3.5) and (3.7) is
a j,k = n j,k c j1 ck−1
(
j ∈ Z+, k =
⌊
jβ
α
⌋
+ 1, . . . ,
⌈
jβ + λ
α
⌉
− 1
)
(3.8)
where n0,k = 1 for k = 1,2, . . . ,  λα  − 1,
n1,k :=
{
k −  βα  if k =  βα  + 1, . . . ,  λα  − 1,
 λα  −  βα  − 1 if k =  λα , . . . , β+λα  − 1,
(3.9)
and, for every j = 2,3, . . . ,
n j,k :=
{
(k −  jβα )
∏ j−1
s=1( (s−1)β+λα  −  sβα  − 1),∏ j
s=1( (s−1)β+λα  −  sβα  − 1)
(3.10)
for
k =
{
 jβα  + 1, . . . ,  ( j−1)β+λα  − 1,
 ( j−1)β+λα , . . . ,  jβ+λα  − 1,
(3.11)
respectively.
Proof. For j = 0, we deduce from (3.5) that
a0,k = ck−1
(
k = 1,2, . . . ,
⌈
λ
α
⌉
− 1
)
, (3.12)
which is consistent with (3.8) because n0,k = 1.
For j = 1, it is easily seen from (3.7) that
a1,k =
{
(k −  βα )c1 ck−1 if k =  βα  + 1, . . . ,  λα  − 1,
( λα  −  βα  − 1)c1 ck−1 if k =  λα , . . . , β+λα  − 1.
(3.13)
With n1,k given by (3.9), we deduce from (3.13) that
a1,k = n1,k c1 ck−1 for all k =
⌊
β
α
⌋
+ 1, . . . ,
⌈
β + λ
α
⌉
− 1,
which again is consistent with (3.8) in the case j = 1.
Moreover, if we know the coeﬃcient a j−1, jβα +1 =: x j−1, then, in view of the ﬁrst two inequalities in (3.6), we infer
from (3.7) that
a j−1,k = ck−
jβ
α −1
−1 x j−1
(
k =
⌊
jβ
α
⌋
+ 1, . . . ,
⌈
( j − 1)β + λ
α
⌉
− 1
)
.
Applying these formulas, we deduce from (3.7) that
a j,k =
⎧⎨
⎩ (k − 
jβ
α )c1 c
k− jβα −1
−1 x j−1,
( ( j−1)β+λα  −  jβα  − 1)c1 c
k− jβα −1
−1 x j−1,
(3.14)
the choice of the line in (3.14) matching that in (3.11).
In particular, in view of (3.6), (3.14) implies that for j = 1,2, . . . ,
x j := a j, ( j+1)βα +1 =
(⌈
( j − 1)β + λ
α
⌉
−
⌊
jβ
α
⌋
− 1
)
c1 c
 ( j+1)βα − jβα 
−1 x j−1. (3.15)
Since x0 = a0, βα +1 = c
 βα +1
−1 , we infer from (3.15) that
x j =
j∏(⌈ (s − 1)β + λ
α
⌉
−
⌊
sβ
α
⌋
− 1
)
c j1 c
 ( j+1)βα +1
−1 .s=1
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in (3.10). 
Now we look for g˜− in the form
g˜− = e−λ +
∞∑
j=1
 jβα ∑
k= jβ−λα +1
b j,k e jβ−kα−λ, (3.16)
which is again a particular case of (2.7). Then of course −λ ∈ Ω(g˜−). Also,
f g˜− = (c−1 e−α − 1+ c1 eβ)e−λ +
∞∑
j=1
 jβα ∑
k= jβ−λα +1
c−1 b j,k e jβ−(k+1)α−λ
−
∞∑
j=1
 jβα ∑
k= jβ−λα +1
b j,k e jβ−kα−λ +
∞∑
j=1
 jβα ∑
k= jβ−λα +1
c1 b j,k e( j+1)β−kα−λ
=
(
c1 eβ−λ +
∞∑
j=1
 jβα ∑
k= jβ−λα +2
c−1 b j,k−1 e jβ−kα−λ
−
∞∑
j=1
 jβα ∑
k= jβ−λα +1
b j,k e jβ−kα−λ +
∞∑
j=2
 ( j−1)βα ∑
k= jβ−λα +1
c1 b j−1,k e jβ−kα−λ
)
+ c−1 e−α−λ − e−λ +
∞∑
j=1
c−1 b j, jβα  e jβ−( jβα +1)α−λ +
∞∑
j=2
 jβ−λα ∑
k= ( j−1)β−λα +1
c1 b j−1,k e jβ−kα−λ,
and the terms in the parentheses need to cancel out in order for g˜− to be a solution of (2.1).
Since λ − β > α, we deduce that  β−λα −2. Hence, for j = 1, the cancellation condition takes the form⎧⎪⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎪⎩
b1, β−λα +1 = 0,
c−1 b1,k−1 − b1,k = 0
(
k =
⌊
β − λ
α
⌋
+ 2, . . . ,−1
)
,
c1 + c−1 b1,−1 − b1,0 = 0,
c−1 b1,k−1 − b1,k = 0
(
k = 1,2, . . . ,
⌊
β
α
⌋)
.
(3.17)
If j = 2,3, . . . , then from the inequalities 0 < α < β < α + β < λ 2β + α it follows that
( j − 2)β
α
 jβ − λ
α
+ 1 < ( j − 1)β
α
<
jβ
α
,
and therefore⌊
( j − 2)β
α
⌋

⌊
jβ − λ
α
⌋
+ 1
⌊
( j − 1)β
α
⌋
<
⌊
jβ
α
⌋
. (3.18)
For these values of j, the cancellation conditions take the form⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
b j,k = c1 b j−1,k
(
k =
⌊
jβ − λ
α
⌋
+ 1
)
,
b j,k = c−1 b j,k−1 + c1 b j−1,k
(
k =
⌊
jβ − λ
α
⌋
+ 2, . . . ,
⌊
( j − 1)β
α
⌋)
,
b j,k = c−1 b j,k−1
(
k =
⌊
( j − 1)β
α
⌋
+ 1, . . . ,
⌊
jβ
α
⌋)
.
(3.19)
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b j,k =mj,k c j1 ck−1
(
j ∈ N, k =
⌊
jβ − λ
α
⌋
+ 1, . . . ,
⌊
jβ
α
⌋)
, (3.20)
where m1,k = 0 for k =  β−λα  + 1, . . . ,−1 and m1,k = 1 for k = 0,1, . . . ,  βα ,
m2,k =
{
k −  2β−λα  if k =  2β−λα  + 1, . . . ,  βα ,
 βα  −  2β−λα  if k =  βα  + 1, . . . ,  2βα ,
(3.21)
and for j = 3,4, . . . ,
m j,k =
{
(k −  jβ−λα )
∏ j−1
s=2( (s−1)βα  −  sβ−λα ),∏ j
s=2( (s−1)βα  −  sβ−λα )
(3.22)
if
k =
{
 jβ−λα  + 1, . . . ,  ( j−1)βα ,
 ( j−1)βα  + 1, . . . ,  jβα ,
(3.23)
respectively.
Proof. If j = 1, then from (3.17) it follows that
b1,k =
{
0 if k = β−λα  + 1, . . . ,−1,
c1 ck−1 if k = 0,1, . . . ,  βα ,
(3.24)
which is consistent with (3.20) due to the formulas for m1,k .
For j = 2, it is easily seen from (3.19) that
b2,k =
{
(k −  2β−λα )c21 ck−1 if k =  2β−λα  + 1, . . . ,  βα ,
( βα  −  2β−λα )c21 ck−1 if k =  βα  + 1, . . . ,  2βα ,
which is again consistent with (3.20) because of (3.21).
Setting now y j−1 := b j−1, jβ−λα +1 for j = 2,3, . . . and taking into account the ﬁrst two inequalities in (3.18), we infer
from (3.19) that
b j−1,k = ck−
jβ−λ
α −1
−1 y j−1
(
k =
⌊
jβ − λ
α
⌋
+ 1, . . . ,
⌊
( j − 1)β
α
⌋)
.
Applying these formulas, we deduce from (3.19) that
b j,k =
⎧⎨
⎩ (k − 
jβ−λ
α )c1 c
k− jβ−λα −1
−1 y j−1,
( ( j−1)βα  −  jβ−λα )c1 c
k− jβ−λα −1−1 y j−1,
(3.25)
where the choice of the lines agrees with (3.23).
Since⌊
( j − 1)β
α
⌋

⌊
( j + 1)β − λ
α
⌋
+ 1
⌊
jβ
α
⌋
,
we infer from (3.25) that
y j = b j, ( j+1)β−λα +1 =
(⌊
( j − 1)β
α
⌋
−
⌊
jβ − λ
α
⌋)
c1 c
 ( j+1)β−λα − jβ−λα 
−1 y j−1. (3.26)
Because y1 = b1, 2β−λα +1 and 0  
2β−λ
α  + 1   βα , we deduce from (3.24) that y1 = c1 c
 2β−λα +1
−1 and, therefore, from
(3.26) it follows that for j = 2,3, . . . ,
y j =
j∏(⌊ (s − 1)β
α
⌋
−
⌊
sβ − λ
α
⌋)
c j1 c
 ( j+1)β−λα +1
−1 .s=2
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also deﬁned by (3.20). 
So, if problem (2.1) admits solutions of the form (3.3), (3.16), then their Bohr–Fourier coeﬃcients are given by Lemmas 3.1
and 3.2, respectively. It remains however to determine the conditions on c±1 under which the resulting formal series
converge absolutely, that is, indeed represent functions in APW . To this end, the sequences
Γ j :=
⌈
( j − 1)β + λ
α
⌉
−
⌊
jβ
α
⌋
− 1 1, G j :=
⌊
( j − 1)β
α
⌋
−
⌊
jβ − λ
α
⌋
 1 (3.27)
play a decisive role.
Since the number α/β is irrational, each of the numbers ( j−1)β+λα and
jβ−λ
α can be integer for at most one value of j.
Let j0 ∈ N be the minimal j ∈ N such that both ( j−1)β+λα and jβ−λα are not integers. Then Γ j :=  ( j−1)β+λα  −  jβα  for all
j  j0. Hence, for these j we obtain
Γ j = λ − β
α
−
{
( j − 1)β + λ
α
}
+
{
jβ
α
}
, G j = λ − β
α
−
{
( j − 1)β
α
}
+
{
jβ − λ
α
}
where {x} := x− x is the fractional part of x ∈ R. Thus, for j  j0,
Γ j =
⌊
( j − 1)β + λ
α
⌋
−
⌊
jβ
α
⌋
=
{
 λ−βα  if { ( j−1)β+λα } − { jβα } = { λ−βα } 0,
 λ−βα  + 1 if { ( j−1)β+λα } − { jβα } = { λ−βα } − 1 < 0,
=
{
 λ−βα  if 0 < { jβα } < 1− { λ−βα },
 λ−βα  + 1 if 1− { λ−βα } { jβα } < 1,
(3.28)
and therefore 1 Γ j   λ−βα  + 1. Similarly, for j  j0,
G j =
⌊
( j − 1)β
α
⌋
−
⌊
jβ − λ
α
⌋
=
{
 λ−βα  if { ( j−1)βα } − { jβ−λα } = { λ−βα } 0,
 λ−βα  + 1 if { ( j−1)βα } − { jβ−λα } = { λ−βα } − 1 < 0,
=
{
 λ−βα  if 0 { jβ−λα } < 1− { λ−βα },
 λ−βα  + 1 if 1− { λ−βα } { jβ−λα } < 1,
(3.29)
and therefore 1 G j   λ−βα  + 1.
Lemma 3.3. If 0 < α < β < α + β < λ 2β +α and the number α/β is irrational, then the limits 1 := limm→∞(Γ1Γ2 . . . Γm)1/m,
2 := limm→∞(G1G2 . . .Gm)1/m exist and are both equal to
 := pp+1−(λ−β)/α(p + 1)(λ−β)/α−p, (3.30)
where p :=  λ−βα .
Proof. Clearly, to calculate the limits in question, we may without loss of generality assume that j0 = 1. From (3.28) it
follows that Γ j = Γ ({ jβα }) where
Γ (x) =
{
 λ−βα  if x ∈ [0,1− { λ−βα }),
 λ−βα  + 1 if x ∈ [1− { λ−βα },1]
is a piecewise constant function on [0,1].
It is well known (see e.g. [14, Chapter 7, §2, Theorem 1] or [15, Example 2.1]) that the fractional parts of the irrational
numbers x j := jβα are uniformly distributed on [0,1]. Therefore [15, Corollary 1.1], for any Riemann integrable function f ,
lim
n→∞
1
n
n∑
j=1
f (x j) =
1∫
0
f (x)dx.
In particular,
lim
n→∞
1
n
n∑
j=1
lnΓ j =
1∫
lnΓ (x)dx.0
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1∫
0
lnΓ (x)dx =
1−{ λ−βα }∫
0
ln p dx+
1∫
1−{ λ−βα }
ln(p + 1)dx
= (p + 1− (λ − β)/α) ln p + ((λ − β)/α − p) ln(p + 1).
Finally,
lim
m→∞(Γ1Γ2 . . . Γm)
1/m = e
∫ 1
0 lnΓ (x)dx = pp+1−(λ−β)/α(p + 1)(λ−β)/α−p.
By [14, Chapter 7, §2, Theorem 1], the fractional parts of the irrational numbers t j := jβ−λα are also uniformly distributed
on [0,1]. Hence, taking into account (3.29) and the relation 1 G j   λ−βα  + 1, we analogously conclude that
lim
m→∞(G1C2 . . .Gm)
1/m = pp+1−(λ−β)/α(p + 1)(λ−β)/α−p,
which completes the proof. 
Theorem 3.4. Let G be given by (1.6) and (3.2) where 0 < α < β < α + β < λ 2β +α, the number α/β is irrational, and c±1 ∈ C.
Then G admits a canonical APW factorization if
|c1||c−1|β/α < 1, (3.31)
where  is given by (3.30).
Proof. By (3.8)–(3.10), for every j ∈ N and every k =  jβα  + 1, . . . ,  jβ+λα  − 1, we obtain
(Γ1Γ2 . . . Γ j−1)1/ j  n1/ jj,k  (Γ1Γ2 . . . Γ j)
1/ j (3.32)
and, therefore,
(Γ1Γ2 . . . Γ j−1)1/ j|c1||c−1|(
jβ
α +1)/ j  |a j,k|1/ j  (Γ1Γ2 . . . Γ j)1/ j|c1||c−1|(
jβ+λ
α −1)/ j, (3.33)
where Γ1Γ2 . . . Γ j−1 := 1 if j = 1. By (3.32) and Lemma 3.3,
lim
j→∞
max
k= jβα +1,..., jβ+λα −1
n1/ jj,k = limj→∞(Γ1Γ2 . . . Γ j)
1/ j = . (3.34)
On the other hand, since⌈
jβ + λ
α
⌉
− 1
⌊
jβ
α
⌋
+
⌊
λ
α
⌋
+ 1,
we infer that, for every k =  jβα  + r with r = 1,2, . . . ,  λα  + 1,
lim
j→∞
k
j
= lim
j→∞
 jβα  + r
j
= lim
j→∞
(
β
α
+ −{
jβ
α } + r
j
)
= β
α
.
Hence, for every k =  jβα  + 1, . . . ,  jβ+λα  − 1,
lim
j→∞
|c1||c−1|k/ j = |c1||c−1|β/α. (3.35)
Combining (3.33), (3.34), (3.35) and (3.31), we conclude that
lim
j→∞
max
k= jβα +1,..., jβ+λα −1
|a j,k|1/ j = |c1||c−1|β/α < 1. (3.36)
Therefore,
‖g−‖W = 1+
∞∑
j=0
 jβ+λα −1∑
k= jβ +1
|a j,k| < ∞.
α
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lim
j→∞
max
k= jβ−λα +1,..., jβα 
|b j,k|1/ j  |c1||c−1|β/α < 1, (3.37)
which implies that
‖g˜−‖W = 1+
∞∑
j=1
 jβα ∑
k= jβ−λα +1
|b j,k| < ∞.
It remains to invoke the suﬃciency part of Theorem 2.1. 
4. Canonical factorization: big c±1/c0
In contrast with the situation in Section 3, there is no apparent reason to expect canonical AP factorability in the case
when c±1 in (1.7) are big relative to c0. Indeed, the respective matrix function with c0 = 0 is APP factorable but its AP
indices are non-zero, unless λ/(α + β) is an integer. On the other hand, a non-canonical factorization is unstable, so it is
plausible that an addition of a small constant to f will make (1.6) canonically AP factorable. As we will show in this section,
this indeed happens to be the case. On a quantitative level, the canonical AP factorization exists in the setting dual to that
of Theorem 3.4, that is, when the strict inequality opposite to (3.31) holds.
Theorem 4.1. Let G be given by (1.6) and (3.2), where 0 < α < β < α + β < λ 2β + α, the number α/β is irrational and c±1 ∈ C.
Then G admits a canonical APW factorization if
|c1||c−1|β/α > 1, (4.1)
where  is deﬁned by (3.30).
Proof. In contrast with (3.3), let us seek g− in the form
g− = 1+
0∑
j=−∞
 jβ+λα −1∑
k= jβα +1
a j,k e jβ−kα. (4.2)
Then −λ /∈ Ω(g−) as in Section 3, while
f g− = c−1 e−α − 1+ c1 eβ +
0∑
j=−∞
 jβ+λα −1∑
k= jβα +1
c−1 a j,k e jβ−(k+1)α
−
0∑
j=−∞
 jβ+λα −1∑
k= jβα +1
a j,k e jβ−kα +
0∑
j=−∞
 jβ+λα −1∑
k= jβα +1
c1 a j,k e( j+1)β−kα
=
(
c−1 e−α +
0∑
j=−∞
 jβ+λα −1∑
k= jβα +2
c−1 a j,k−1 e jβ−kα
−
0∑
j=−∞
 jβ+λα −1∑
k= jβα +1
a j,k e jβ−kα +
1∑
j=−∞
 ( j−1)β+λα −1∑
k= jβα +1
c1 a j−1,k e jβ−kα
)
− 1+ c1 eβ +
0∑
j=−∞
c−1 a j, jβ+λα −1 e jβ− jβ+λα α +
1∑
j=−∞
 jβα ∑
k= ( j−1)βα +1
c1 a j−1,k e jβ−kα. (4.3)
So 0 ∈ Ω( f g−) and, in order for g− to be a solution of (2.1), the terms in the parentheses need to cancel out. For j = 1, the
cancellation conditions yield
a0,k = 0
(
k =
⌊
β
⌋
+ 1, . . . ,
⌈
λ
⌉
− 1
)
, (4.4)α α
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⎪⎪⎩
a0,k = c−1 a0,k−1 + c1 a−1,k
(
k = 1,2, . . . ,
⌈
λ − β
α
⌉
− 1
)
,
a0,k = c−1 a0,k−1
(
k =
⌈
λ − β
α
⌉
, . . . ,
⌈
λ
α
⌉
− 1
)
.
(4.5)
Finally, the cancellation conditions in (4.3) imply that for every j = −1,−2, . . . the system for determining the coeﬃcients
a j,k (k =  jβα  + 1, . . . ,  jβ+λα  − 1) has the same form as (3.7), that is, these systems are of the form⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
a j, jβα +1 = c1 a j−1, jβα +1,
a j,k = c−1 a j,k−1 + c1 a j−1,k
(
k =
⌊
jβ
α
⌋
+ 2, . . . ,
⌈
( j − 1)β + λ
α
⌉
− 1
)
,
a j,k = c−1 a j,k−1
(
k =
⌈
( j − 1)β + λ
α
⌉
, . . . ,
⌈
jβ + λ
α
⌉
− 1
)
.
(4.6)
Hence, in particular, formulas (3.14) and (3.15) remain valid for all j = −1,−2, . . . .
Since  λ−βα  − 1  βα  + 1 for λ 2β + α, we infer from (4.4) and the second group of equations in (4.5) that
a0,k = 0 for all k =
⌈
λ − β
α
⌉
− 1,
⌈
λ − β
α
⌉
, . . . ,
⌈
λ
α
⌉
− 1. (4.7)
Obviously, the ﬁrst group of equations in (4.5) implies, in view of a0,0 = 1, that
a0,k = ck−1 +
k∑
s=1
ck−s−1 c1 a−1,s
(
k = 1,2, . . . ,
⌈
λ − β
α
⌉
− 1
)
. (4.8)
The inequality λ  2β + α implies that  λ−2βα  − 1  1. Hence for j = −1 it follows from the third group of equations in
(4.6) that
a−1,k = ck−1−1 a−1,1
(
k = 1,2, . . . ,
⌈
λ − β
α
⌉
− 1
)
.
Substituting this in (4.8) we obtain
a0,k = ck−1 + k ck−1−1 c1 a−1,1
(
k = 1,2, . . . ,
⌈
λ − β
α
⌉
− 1
)
, (4.9)
where a0,k = 0 for k =  λ−βα  − 1 due to (4.7). Setting x j := a j, ( j+1)βα +1 for j = −1,−2, . . . , we therefore infer from (4.9)
that
a0, λ−βα −1 = c
 λ−βα −1
−1 +
(⌈
λ − β
α
⌉
− 1
)
c
 λ−βα −2
−1 c1 x−1 = 0.
Consequently,
x−1 = − 1 λ−βα  − 1
c−1 c−11 . (4.10)
Since a−1,1 = x−1, we infer from (4.9), (4.10) and (4.7) that⎧⎪⎪⎪⎨
⎪⎪⎪⎩
a0,k =
 λ−βα  − k − 1
 λ−βα  − 1
ck−1
(
k = 1,2, . . . ,
⌈
λ − β
α
⌉
− 2
)
,
a0,k = 0
(
k =
⌈
λ − β
α
⌉
− 1, . . . ,
⌈
λ
α
⌉
− 1
)
.
(4.11)
Then, by (3.15), which remains valid for j = −1,−2, . . . , it follows that for every j = −2,−3, . . . ,
x j =
−2∏(⌈ sβ + λ
α
⌉
−
⌊
(s + 1)β
α
⌋
− 1
)−1
c j+11 c
 ( j+1)βα 
−1 x−1.s= j
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x j = − 1 λ−βα  − 1
−2∏
s= j
(⌈
sβ + λ
α
⌉
−
⌊
(s + 1)β
α
⌋
− 1
)−1
c j1 c
 ( j+1)βα +1
−1 .
Because all x j for − j ∈ N are known, we infer from formulas (3.14), which also remain valid for negative j, that for every
j = −1,−2, . . . ,
a j,k =
⎧⎨
⎩ (k − 
jβ
α )c1 c
k− jβα −1
−1 x j−1,
( ( j−1)β+λα  −  jβα  − 1)c1 c
k− jβα −1
−1 x j−1,
and therefore
a j,k =
⎧⎪⎨
⎪⎩
− k−
jβ
α 
 λ−βα −1
∏−2
s= j−1( sβ+λα  −  (s+1)βα  − 1)−1c j1 ck−1,
− 1 λ−βα −1
∏−2
s= j( sβ+λα  −  (s+1)βα  − 1)−1c j1 ck−1,
(4.12)
with the choice of the line determined by (3.11). Here by convention
−2∏
s=−1
(⌈
sβ + λ
α
⌉
−
⌊
(s + 1)β
α
⌋
− 1
)−1
= 1.
By analogy with (3.36) we conclude from (4.1) and (4.12) that
lim
j→−∞
max
k= jβα +1,..., jβ+λα −1
|a j,k|1/| j| = −1|c1|−1|c−1|−β/α < 1.
Hence the series (4.2) with coeﬃcients a j,k given by (4.11) and (4.12) converges.
We now move to the second solution of (2.1) which will be sought in the form
g˜− =
1∑
j=−∞
 jβα ∑
k= jβ−λα +1
b j,k e jβ−kα−λ, (4.13)
with b0,0 = 1. Then −λ ∈ Ω(g˜−), while
f g˜− =
1∑
j=−∞
 jβα ∑
k= jβ−λα +1
c−1 b j,k e jβ−(k+1)α−λ
−
1∑
j=−∞
 jβα ∑
k= jβ−λα +1
b j,k e jβ−kα−λ +
1∑
j=−∞
 jβα ∑
k= jβ−λα +1
c1 b j,k e( j+1)β−kα−λ
=
(
1∑
j=−∞
 jβα ′∑
k= jβ−λα +2
c−1 b j,k−1 e jβ−kα−λ
−
1∑
j=−∞
 jβα ′∑
k= jβ−λα +1
b j,k e jβ−kα−λ +
2∑
j=−∞
 ( j−1)βα ∑
k= jβ−λα +1
c1 b j−1,k e jβ−kα−λ
)
+
1∑
j=−∞
c−1 b j, jβα  e jβ−( jβα +1)α−λ + c−1 b0,−1 e−λ − b0,0 e−λ
+
2∑
j=−∞
 jβ−λα ∑
k= ( j−1)β−λ +1
c1 b j−1,k e jβ−kα−λ (4.14)α
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summation). As before, the terms in the parentheses need to cancel out in order for g˜− to be a solution of (2.1). For j = 2
the cancellation condition means that
b1,k = 0
(
k =
⌊
2β − λ
α
⌋
+ 1, . . . ,
⌊
β
α
⌋)
. (4.15)
Further, taking into account the relation  β−λα −2, for j = 1 we obtain the system⎧⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎩
b1, β−λα +1 = c1 b0, β−λα +1,
b1,k = c−1 b1,k−1 + c1 b0,k = 0
(
k =
⌊
β − λ
α
⌋
+ 2, . . . ,0
)
,
b1,k = c−1 b1,k−1
(
k = 1,2, . . . ,
⌊
β
α
⌋)
.
(4.16)
The inequality λ 2β + α implies  2β−λα  + 1 0. Consequently, we infer from (4.15) and (4.16) that
b1,k = 0 for all k = 0,1, . . . ,
⌊
β
α
⌋
. (4.17)
The coeﬃcients b0,k , for k = −λα  + 1, . . . ,−1, are determined by the following system, arising from the cancellations
in (4.14):⎧⎪⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎪⎩
b0,k = c1 b−1,k
(
k =
⌊−λ
α
⌋
+ 1
)
,
b0,k = c−1 b0,k−1 + c1 b−1,k
(
k =
⌊−λ
α
⌋
+ 2, . . . ,
⌊−β
α
⌋)
,
b0,k = c−1 b0,k−1
(
k =
⌊−β
α
⌋
+ 1, . . . ,−1
)
.
(4.18)
Let y0 := b0, β−λα +1. Because 
β−λ
α  + 1max{−λα  + 1, −βα }, from (4.18) it follows that
b0,k = ck−
β−λ
α −1
−1 y0
(
k =
⌊
β − λ
α
⌋
+ 1, . . . ,−1
)
. (4.19)
Further, we infer from (4.16) that
b1,k =
k− β−λα ∑
s=1
c1 c
k− β−λα −s
−1 b0, β−λα +s
(
k =
⌊
β − λ
α
⌋
+ 1, . . . ,0
)
,
where b1,0 = 0 due to (4.17) and b0,0 = 1. This, due to (4.19), implies that⎧⎪⎪⎨
⎪⎪⎩
b1,k =
(
k −
⌊
β − λ
α
⌋)
c1 c
k− β−λα −1
−1 y0
(
k =
⌊
β − λ
α
⌋
+ 1, . . . ,−1
)
,
b1,0 =
(
−1−
⌊
β − λ
α
⌋)
c1 c
− β−λα −1
−1 y0 + c1 = 0.
Thus
y0 = 1β−λα  + 1
c
 β−λα +1
−1 (4.20)
and therefore⎧⎪⎪⎪⎨
⎪⎪⎪⎩
b1,k =
k − β−λα 
β−λα  + 1
c1 c
k−1
(
k =
⌊
β − λ
α
⌋
+ 1, . . . ,−1
)
,
b1,k = 0
(
k = 0,1, . . . ,
⌊
β
⌋)
.
(4.21)α
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form as (3.19). Let y j := b j, ( j+1)β−λα +1 for all j = 0,−1,−2, . . . . By (3.26), which remains true for j = −1,−2, . . . , we obtain
y j =
0∏
s= j+1
(⌊
(s − 1)β
α
⌋
−
⌊
sβ − λ
α
⌋)−1
c j1 c
 ( j+1)β−λα − β−λα 
−1 y0,
which in view of (4.20) implies that for j = −1,−2, . . . ,
y j = 1β−λα  + 1
0∏
s= j+1
(⌊
(s − 1)β
α
⌋
−
⌊
sβ − λ
α
⌋)−1
c j1 c
 ( j+1)β−λα +1
−1 . (4.22)
Applying now (4.22) and (4.19), we deduce from (3.25), which remains true for all j = 0,−1,−2, . . . , that for j = 0 and all
k = −λα  + 1, . . . , −βα ,
b0,k =
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
k− −λα 
 β−λα +1
(−βα  − −λα )−1ck−1 if k = −λα  + 1, . . . , −βα ,
1
 β−λα +1
ck−1 if k = −βα  + 1, . . . ,−1,
1 if k = 0.
(4.23)
Analogously, for all j = −1,−2, . . . and all k =  jβ−λα  + 1, . . . ,  jβα ,
b j,k =
⎧⎪⎨
⎪⎩
k− jβ−λα 
 β−λα +1
∏0
s= j( (s−1)βα  −  sβ−λα )−1c j1 ck−1,
1
 β−λα +1
∏0
s= j+1( (s−1)βα  −  sβ−λα )−1c j1 ck−1,
(4.24)
with the line choice matching (3.23). Since −x = 1+ −x for x ∈ R \ Z, we can rewrite (4.24) in the form
b j,k =
⎧⎪⎨
⎪⎩
− k−
jβ−λ
α 
 λ−βα 
∏0
s= j( (s−1)βα  −  sβ−λα )−1c j1 ck−1,
− 1 λ−βα 
∏0
s= j+1( (s−1)βα  −  sβ−λα )−1c j1 ck−1.
(4.25)
Conditions (4.23) can be rewritten analogously.
As was the case with (3.37), we conclude from (4.1) and (4.24) that
lim
j→−∞
max
k= jβα +1,..., jβ+λα 
|b j,k|1/| j| = −1|c1|−1|c−1|−β/α < 1.
Hence the series (4.13), with coeﬃcients b j,k given by (4.21) and (4.24) with b0,0 = 1, converges. This completes the proof
of Theorem 4.1. 
For convenience of future references, we extract the following two results from the proof of Theorem 4.1.
Lemma 4.2. The coeﬃcients a j,k in (4.2) are given by
a j,k = n˜ j,k c j1 ck−1
(
j = 0,−1,−2, . . . ; k =
⌊
jβ
α
⌋
+ 1, . . . ,
⌈
jβ + λ
α
⌉
− 1
)
,
where
n˜0,k :=
⎧⎨
⎩
 λ−βα −k−1
 λ−βα −1
if k = 1,2, . . . ,  λ−βα  − 2,
0 if k =  λ−βα  − 1, . . . ,  λα  − 1,
and for j = −1,−2, . . . ,
n˜ j,k :=
⎧⎪⎨
⎪⎩
− k−
jβ
α 
 λ−βα −1
∏−2
s= j−1( sβ+λα  −  (s+1)βα  − 1)−1,
− 1 λ−βα −1
∏−2
s= j( sβ+λα  −  (s+1)βα  − 1)−1
with the line choice matching (3.11).
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b j,k = m˜ j,k c j1 ck−1
(
j = 1,0,−1, . . . ; k =
⌊
jβ − λ
α
⌋
+ 1, . . . ,
⌊
jβ
α
⌋)
,
where
m˜1,k :=
⎧⎨
⎩−
k− β−λα 
 λ−βα +1
if k = β−λα  + 1, . . . ,−1,
0 if k = 0,1, . . . ,  βα ,
m˜0,k :=
⎧⎪⎪⎪⎨
⎪⎪⎪⎩
− k− −λα  λ−βα  (
−β
α  − −λα )−1 if k = −λα  + 1, . . . , −βα ,
− 1 λ−βα  if k = 
−β
α  + 1, . . . ,−1,
1 if k = 0,
(4.26)
and for every j = −1,−2, . . . ,
m˜ j,k =
⎧⎪⎨
⎪⎩
− k−
jβ−λ
α 
 λ−βα 
∏0
s= j( (s−1)βα  −  sβ−λα )−1 if k =  jβ−λα  + 1, . . . ,  ( j−1)βα ,
− 1 λ−βα 
∏0
s= j+1( (s−1)βα  −  sβ−λα )−1 if k =  ( j−1)βα  + 1, . . . ,  jβα .
5. Final statements
Adjusting formulas for g− , g˜− to the case of arbitrary non-zero c0 with the use of (3.1), and then extracting the formulas
for g+ , g˜+ , ϕ± , ϕ˜± from the representations (2.5), (2.6), we arrive to the following conclusions.
If |c1||c−1|β/α < |c0|1+β/α , where  is given by (3.30) and p =  λ−βα , then the results of Section 3 imply:
g+ = eλ +
∞∑
j=0
 jβ+λα −1∑
k= jβα +1
n j,k
(
c1
c0
) j( c−1
c0
)k
e jβ−kα+λ,
g− = 1+
∞∑
j=0
 jβ+λα −1∑
k= jβα +1
n j,k
(
c1
c0
) j( c−1
c0
)k
e jβ−kα,
ϕ+ = −c0 + c1 eβ + c0
∞∑
j=1
 jβα ∑
k= ( j−1)βα +1
n j−1,k
(
c1
c0
) j( c−1
c0
)k
e jβ−kα,
ϕ− = −c0
∞∑
j=0
n j, jβ+λα −1
(
c1
c0
) j( c−1
c0
) jβ+λα 
e jβ+λ− jβ+λα α, (5.1)
where the coeﬃcients n j,k are deﬁned in Lemma 3.1, and
g˜+ = 1+
∞∑
j=1
 jβα ∑
k= jβ−λα +1
mj,k
(
c1
c0
) j( c−1
c0
)k
e jβ−kα,
g˜− = e−λ +
∞∑
j=1
 jβα ∑
k= jβ−λα +1
mj,k
(
c1
c0
) j( c−1
c0
)k
e jβ−kα−λ,
ϕ˜+ = c0
∞∑
j=2
 jβ−λα ∑
k= ( j−1)β−λα +1
mj−1,k
(
c1
c0
) j( c−1
c0
)k
e jβ−kα−λ,
ϕ˜− = c0 − c−1 e−α − c0
∞∑
j=1
mj, jβα 
(
c1
c0
) j( c−1
c0
) jβα +1
e jβ−( jβα +1)α, (5.2)
where the coeﬃcients mj,k are given by Lemma 3.2.
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g+ = eλ +
0∑
j=−∞
 jβ+λα −1∑
k= jβα +1
n˜ j,k
(
c1
c0
) j( c−1
c0
)k
e jβ−kα+λ,
g− = 1+
0∑
j=−∞
 jβ+λα −1∑
k= jβα +1
n˜ j,k
(
c1
c0
) j( c−1
c0
)k
e jβ−kα,
ϕ+ = −c0 + c1 eβ + c0
1∑
j=−∞
 jβα ∑
k= ( j−1)βα +1
n˜ j−1,k
(
c1
c0
) j( c−1
c0
)k
e jβ−kα,
ϕ− = −c0
0∑
j=−∞
n˜ j, jβ+λα −1
(
c1
c0
) j( c−1
c0
) jβ+λα 
e jβ+λ− jβ+λα α, (5.3)
where the coeﬃcients n˜ j,k are given by Lemma 4.2, and
g˜+ =
1∑
j=−∞
 jβα ∑
k= jβ−λα +1
m˜ j,k
(
c1
c0
) j( c−1
c0
)k
e jβ−kα,
g˜− =
1∑
j=−∞
 jβα ∑
k= jβ−λα +1
m˜ j,k
(
c1
c0
) j( c−1
c0
)k
e jβ−kα−λ,
ϕ˜+ = c0
2∑
j=−∞
 jβ−λα ∑
k= ( j−1)β−λα +1
m˜ j−1,k
(
c1
c0
) j( c−1
c0
)k
e jβ−kα−λ,
ϕ˜− = −c0
1∑
j=−∞
m˜ j, jβα 
(
c1
c0
) j( c−1
c0
) jβα +1
e jβ−( jβα +1)α − c0 m˜0,−1 + c0
= c0 − c−1e−α − c0 m˜0,−1 − c0
−1∑
j=−∞
m˜ j, jβα 
(
c1
c0
) j( c−1
c0
) jβα +1
e jβ−( jβα +1)α, (5.4)
where the coeﬃcients m˜ j,k are given by Lemma 4.3. The last transformation in (5.4) makes use of the fact that m˜1, βα  = 0
and m˜0,0 = 1.
We can now state the main result of the paper.
Theorem 5.1. Let G be given by (1.6) and (1.7) where 0 < α < β < α + β < λ  2β + α, the number α/β is irrational and
c−1 c0 c1 = 0. Then G admits a canonical AP factorization G = G+G−1− if and only if
p(p+1)α−λ+β(p + 1)λ−β−pα |c1|α |c−1|β = |c0|α+β .
If this condition holds, all the entries of the factorization multiples (2.3) are true APW functions deﬁned by (5.1), (5.2) with the coeﬃ-
cients n j,k and m j,k given by Lemmas 3.1 and 3.2 if
p(p+1)α−λ+β(p + 1)λ−β−pα |c1|α |c−1|β < |c0|α+β,
and by (5.3), (5.4) with the coeﬃcients n˜ j,k and m˜ j,k deﬁned by Lemmas 4.2 and 4.3 if
p(p+1)α−λ+β(p + 1)λ−β−pα |c1|α |c−1|β > |c0|α+β .
Proof. Suﬃciency and the factorization formulas follow from Theorems 3.4 and 4.1, combined with the suﬃciency part of
Theorem 2.1. To prove the necessity, we can reason as follows. Take a triple c0, c±1 for which
p(p+1)α−λ+β(p + 1)λ−β−pα |c1|α |c−1|β = |c0|α+β (5.5)
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ft = c−1e−α − tc0 + c1eβ .
The respective matrix functions G ft admit a canonical AP factorization both for t ∈ (0,1) and t > 1. As can be easily seen
from the factorization formulas, the respective factorization factors have one-sided limits when t → 1 ± 0 but these limits
are not the same. This would not be possible if G f admitted a canonical factorization (see [2, Proposition 8.25]). 
Remark. If λ /∈ Σ0, condition (2.2) guarantees that for any AP factorization G = G+G−1− all elements of G± will be true APW
functions. Moreover, the Bohr–Fourier spectra of some of them will contain inﬁnitely many elements from both Σ0 and Σ0
shifted by λ or −λ whenever M(G−) is not diagonal. In this sense, the factorization described by Theorem 5.1 is the most
economical one.
For λ ∈ Σ0, the situation changes. Formulas (1.5), (2.2) then imply that Ω(G±) ⊂ Σ0 for all AP factorizations of G , not
just for the one produced in Theorem 5.1. Moreover, due to potential cancellations, factorizations (1.4) with non-diagonal
M(G−) may in fact have G± with smaller Bohr–Fourier spectra of some of their entries. This is indeed the case when
λ = 2β +α: as was shown in [10], there is then a factorization (1.4) with a triangular M(G−) for which one of the columns
of G− (and therefore of G+ as well) is an AP polynomial. A similar situation occurs if, on top of (1.7), λ = 2β − α (see [16,
Example 4.1.3]). We will investigate this phenomenon in more details elsewhere.
Note also that the factorability criterion for the case α + β < λ < α + 2β in [11, Theorem 7.3] provides a stronger
statement that the matrix G f with f satisfying (5.5) is not AP factorable at all.
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