Algorithms for numerical computation of symmetric elliptic integrals of all three kinds are improved in several ways and extended to complex values of the variables (with some restrictions in the case of the integral of the third kind). Numerical check values, consistency checks, and relations to Legendre's integrals and Bulirsch's integrals are included.
Introduction
Letf(x) be a real function that is rational except for the square root of a cubic or quartic polynomial with at least one pair of conjugate complex zeros. Then ff(x)dx can be expressed in terms of standard elliptic integrals with complex variables, which are subsequently changed to real variables by using quadratic transformations [10, 11] . Since the transformations complicate the formulas, it is desirable to have algorithms for numerical computation of standard elliptic integrals with complex variables. Such integrals are met in other contexts also, for example in conformal mapping, and the complex variables might not occur in conjugate pairs. This paper contains algorithms for numerical computation of complete and incomplete elliptic integrals of all three kinds when the variables are complex (with some restrictions for integrals of the third kind). They are similar to algorithms published earlier [5] for real variables, but several improvements that apply to the real case have been made in the course of extending them to complex variables. The integrals computed are the symmetric integrals of the first and third kinds and two degenerate cases, of which one is an elementary function and the other is an elliptic integral of the second kind. Other integrals can be obtained from these by using the formulas and references in section 4. The method of computation is to iterate the duplication theorem and then sum a power series up to terms of degree five; the error ultimately decreases by a factor of 46 = 4096 with each duplication. Since this method is slowest when the integrals are complete, we add a faster algorithm for computing complete integrals of the first and second kinds, including Legendre's K(k) and E(k) for complex k, by the method of arithmetic and geometric means.
The symmetric integral of the first kind is (1.1) where the square root is taken real and positive if x, y, z are positive and varies continuously when x, y, z become complex. The integral is well defined if x, y, z lie in the complex plane cut along the nonpositive real axis (henceforth called the "cut plane"), with the exception that at most one of x, y, z may be 0. The same requirements apply to the symmetric integral of the third kind, 3f ~
if ~ Rr(x,y,z) = ~ [(t + x)(t + y)(t + z)]-'/2dt,

Rs(x,y,z,p)=-~ [(t+x)(t+y)(t+z)]-l/2(t+p)-ldt,
where p r 0 and the Cauchy principal value is to be taken ifp is real and negative. A degenerate case of RE that embraces the inverse circular and inverse hyperbolic functions (see section 4) is if ~176
Rc(x,y) = Re(x,y,y) = ~ (t + x)-X/2(t + y)-ldt.
It is well defined if x lies in the cut plane or is 0 and if y r 0; the Cauchy principal value is to be taken ify is real and negative. Professor Luigi Gatteschi pointed out to me that Fubini, while still a student at Pisa, proposed the use of a function equivalent to 1/Rc in his first published paper [12] . A degenerate case of Rj that is an elliptic integral of the second kind is 3f ~ RD(x,y,z) = Rj(x,y,z,z) = ~ [(t + x)(t + y)]-'/2(t + z)-3/2dt, (1.4) which is well defined under the same conditions as R F except that z must not be 0.
Because RD is symmetric only in x and y, it is sometimes convenient to use a completely symmetric integral of the second kind,
where any or all of x, y, z may be 0 and those that are nonzero lie in the cut plane. If the closed convex hull of {x, y, z} lies in the union of 0 and the cut plane, Rc is represented by a double integral that accounts for its usefulness in problems connected with ellipsoids, 1 Ro(x,y,z) = 4--~ Jo (xsin2Oc~176 (1.6) Except that at most one of x, y, z may be 0, Re has the same representation with exponent -1/2 instead of 1/2. With the same exception and with x,y, z permuted so that z r 0, RG can be obtained from Rr and RD by using the relation
Algorithms for direct computation of R6 and Rr with real variables by successive
Landen transformations are given in [3] . In section 2 of the present paper, one of those algorithms is extended to complex variables, but only in the complete case. For each of the functions defined above, the complete case is the case in which one of x, y, z is 0.
The functions RF and Rc are homogeneous of degree -1/2 in their variables, R, and RD of degree -3/2, and RG of degree + 1/2. Their homogeneity and symmetry replace a set of linear transformations of Legendre's integrals, simplify their quadratic transformations and other properties, and make it possible (see [7] [8] [9] [10] [11] ) to unify many of the formulas in customary integral tables. The earlier versions of the algorithms in section 2 (except the last one) were published in [5] , modified in [6, (4) , (5)] to avoid underflows, and implemented by Fortran codes in several major software libraries, in the Supplements to [7] and [8] , and in [13] and [14, w Codes in C can be found in [15, w The algorithms in the present paper are preferable to those in [5] in the following four respects (in addition to incorporating the modification in [6] ):
(1) All complex values of the variables are admissible for which RF, RD, and Rc were defined above, with the exception that computing the Cauchy principal value of Rc(x,y) when y < 0 requires the preliminary transformation (2.14). The variables of Rj are restricted by conditions that are sufficient but not necessary to keep the fourth variable from being transformed to 0 by the duplication theorem.
(2) The algorithms have been rearranged to reduce substantially the number of arithmetic operations.
(3) A bound on the fractional error of the result can be specified directly.
(4) Because Rc is used repeatedly in the algorithm for R j, its computation has been speeded up a little by including terms up to degree seven (instead of five) in the truncated power series. Section 3 contains information for checking codes based on the algorithms of section 2, and section 4 relates other integrals to the integrals used here.
Algorithms
We shall summarize briefly the method of computation; details are given in [5] for the case of real variables, and a full discussion of the complex case with proof of error bounds will appear eventually in a book now in preparation. Validity of algorithms can be tested in the complex domain by the consistency checks in section 3 and sometimes by comparison of the complete case with the last algorithm in the present section.
If we obtain Xm+l, Y,,,+,, Zm+l from Xm, Ym, Zm as prescribed by (2.4) below, the duplication theorem implies 
Algorithm for Rr
We suppose that at most one of x, y, z is 0 and those that are nonzero have phase less in magnitude than 7r. The function Re(x, y, z) defined by (1.1) is to be computed with relative error less in magnitude than r. (We assume r < 3 x 10-4.) Let x0 = x, Y0 = Y, z0 = z, and
where each square root has nonnegative real part.
Compute Am for m = 0, 1,... ,n, where 4-"Q < IA.I. Define
(2.5)
with relative error less in magnitude than r.
(2.7)
The statement that the relative error is less in magnitude than r means that the true value of the function lies inside a circle in the complex plane with center at the computed value and radius equal to r times the distance of the center from the origin. We assume that r is large compared to the machine precision, so that roundoff error is negligible compared to the error produced by approximations made in the algorithm. These remarks apply to all the algorithms in this paper.
We note the relations
A,, = 3 with relative error less in magnitude than r. The first term on the right side can be treated as a symmetric function of the five variables x,, y,, z,, p,, p, by writing (t +p)-~ in (1.
2) as (t +p)-l/z(t +p)-U2.
When the fractional differences X, Y, Z,P, P between these five variables and their arithmetic average become small enough, Rs is expanded in powers of the elementary symmetric functions E2, E3, E4, E5 of X, Y, Z, P, P (since E1 = 0).
Algorithm for R:
Let x, y, z have nonnegative real part and at most one of them be 0, while Rep > 0. Alternatively, ifp ~ 0 and Iphpl < 7r, either let x, y, z be real and nonnegative and at most one of them be 0, or else let two of the variables x, y, z be nonzero and conjugate complex with phase less in magnitude than 7r and the third variable be real and nonnegative. The function Rj(x, y, z,p) defined by (1.2) is to be computed with relative error less in magnitude than r. (We assume r < 10-4.) 
Let (xo,Yo,Zo,Po) = (x,y,z,p) and
Ao -x+y+z +2p-6 = (p-x)(p-y)(p-z)
Compute Am for m=0,1,...,n, where 4-"Q<IA, I. Compute also Rc(1, 1 + em) with relative error less in magnitude than r for m = 0, 1,..., n -1. Define
4nAn ' with relative error less in magnitude than r.
When the variables are complex, the bound on relative error is not rigorous because of the possibility of some cancellation between terms that individually have error less than r. In practice, however, the error is usually much smaller than the bound.
If x, y, z are real and nonnegative, at most one of them is 0, and the fourth variable of Rs is negative, the Cauchy principal value is given by [16, (4.6)] and (2.14): It would be desirable to give the algorithm less restrictive conditions on x, y, z, p that do not rule out so many cases in which p = z and Rs reduces to RD, for in such cases the algorithm gives correct results under the much weaker conditions stated below in the algorithm for R e . We note that p=z implies era=0 and This algorithm can be used to compute also
(y + q)Rj(x,y,z,-q) = (p -y)Rs(x,y,z,p ) -3RF(X,y,z ) 3( xyz .']'/2Rc(x z+pq,pq),
The exceptional case with y = z r 0 is 37r -3/2 Rn(0, y, y) = -~-y ".
O~yT~zT~O.
(2.40) (2.41)
Numerical checks
Codes based on the algorithms of section 2 can be checked against the following assortment of numerical values for complete and incomplete integrals with real, conjugate complex, or nonconjugate complex variables.
RF (1,2,0 
Other integrals
Legendre's complete elliptic integrals K and E are given by 1 -k 2, 1) + Ro(O, 1, 1 -k2) ], (4.2)
In Legendre's incomplete integrals we shall use the abbreviation c = cscE~b = 1/sin2~b : where Pl,... ,Pn are integers and the integrand is real, are reduced in [7] [8] [9] [10] [11] 
I = 2RF(U 2 + T+ V, U 2 + T-V, U2).
(4.28)
Except for notation this is the same as [4, (34) ]. If the interval of integration is infinite, U is obtained by taking a limit; for example, if x = +c~, then U = ~ + V/-~l(y)h2. If exactly one of ql and q2 has conjugate complex zeros, then V is pure imaginary; otherwise the variables of R,~ are real. The algorithm for RF in this paper can be used in both cases. However, if both polynomials have conjugate complex zeros, the quadrilateral with the zeros as vertices has diagonals that must not intersect at an interior point of the interval of integration. If they do, the integral must be split into two parts at the point of intersection. This restriction is discussed in [4, w and removed by a Landen transformation in [11] .
