In many real world optimization problems, several optimization goals have to be considered in parallel. For this reason, there has been a growing interest in multi-objective optimization (MOO) in the past many years. Several new approaches have recently been proposed, which produced very good results. However, existing techniques have solved mainly problems of "low dimension", i.e., with less than 10 optimization objectives. This chapter proposes a new computational algorithm whose design is inspired by particle mechanics in physics. The algorithm is capable of solving MOO problems of high dimensions. There is a deep and useful connection between particle mechanics and high dimensional MOO. This connection exposes new information and provides an unfamiliar perspective on traditional optimization problems and approaches. The alternative of particle mechanics algorithm (PMA) to traditional approaches can deal with a variety of complicated, large scale, high dimensional MOO problems.
Introduction
While single-objective mimetic algorithms (MAs) are well established and relatively easy to parallelize, this is not the case for many-objective mimetic algorithms. Until recently, many-objective combinatorial optimization did not receive much attention in spite of its potential application. One of the reasons is due to the difficulty of deriving many-objective combinatorial optimization models that are satisfactory. Nevertheless, the need for parallelizing many-objective mimetic algorithms to solve many-objective combinatorial optimization problems is a real one.
"Distribution problems" is a well-known class of fundamental combinatorial optimization problems, which are much more difficult to solve than assignment problems. Many practical situations can be formulated as a distribution problem. In fact, assignment problems and transportation problems are both sub-problems of the distribution problem.
In [1, 2] , some methods were proposed to generate the entire set of exact solutions for simple assignment problems. These methods however seem to be efficient only for small-scale instances. For large-scale instances or more complex problems, their NPhardness and the multi-objectivity make these problems "intractable" by those methods. For this reason, it makes sense to consider "approximate" methods such as swarm intelligent methods which have been found to be efficient in treating combinatorial optimization problems; these latter methods can function independently of the mathematical structure of the problem, and generate excellent solutions in a very short time [3] .
Progress often occurs at the boundaries between disciplines. Throughout history, many artifacts have been built, whose inspiration derives from the natural world. In the field of computer science, especially in artificial intelligence, the need of parallel and distributed intelligent theories and approaches inspired by the principles of nature for difficult problems becomes greater and greater. Bio-inspired approach is probably the most representative one of nature-inspired approaches (NAs) in recent times. On the other hand, physics-inspired approaches did not receive as much attention in spite of their potential advantages. Since simulated annealing algorithm (SAA) was proposed successfully in 1983 [4] , no other innovative and significant physics-inspired approach has been suggested. On the contrary, significant bio-inspired approaches such as genetic algorithm (GA) (1975) [5] , ant colony optimization (ACO) (1991) [6] , particle swarm optimization (PSO) (1995) [7] were emerging one after another. In 1987, the elastic net (EN) approach [8] was presented, which is a physics-inspired approach. Unfortunately, the application and influence of EN were limited by EN's unsubstantial theory foundation. One must not forget although biology is experiencing rapid development, physicists have also made great strides (e.g., particle mechanics) in recent years.
This chapter proposes a new approach-based on what we call the particle mechanics algorithm (PMA)-to compute in parallel approximate efficient solutions to the distribution problem with multiple objectives. By proposing this approach, we try to explore a potentially new branch of MA (or NA), which is based on the laws of physical mechanics. Just like other MAs (or NAs) which draw from observations of physical processes that occur in nature, our particle mechanics (PM) based approach is inspired by physical models of particle kinematics and dynamics.
In PMA, we use mathematical formulations to describe or predict the properties and the evolution of the different states of particles. The particles represent distinct parameters in the problem, which follow a path towards a solution. Borrowing from "differential equation theory", we have developed efficient techniques for solving multi-objective optimization problems. The goal is to have all objectives optimized individually and then collectively, and satisfying all the given restrictions.
In the physical world, mutual attraction between particles causes motion. The reaction of a particle to the field of potential would change the particle's coordinates and energies. The change in the state of the particle is a result of the influence of the potential. For PMA, the objectives of individual optimizations are reached by the autonomous self-driving forces of the particles. Global optimization is achieved by the potential of the field, and any restrictions of the problem are satisfied via interaction potential between the particles.
Each particle is described by some differential dynamic equations, and it moves (to a new state in the field) according to the results of these calculations. Specifically, each particle computes the effect of its autonomous self-driving force, the field potential and the interaction potential. If the particles cannot reach an equilibrium, they will proceed to execute a goal-satisfaction process.
Although there are obvious differences between particles in classical mechanics and those in PMA, PMA is by and large inspired by classical mechanics. PMA enables feasible many-objective optimization in very large scales. The approach has a low computational complexity, which is crucial for its functioning in solving large-scale distribution problems.
This chapter is part of the authors' research work on distributed parallel theories and approaches for intelligent processing based on the generalized particle model (GPM). They have proposed the crossbar composite spring net (CCSN) approach [9] , from which the GPM approach has evolved. They studied distributed and parallel algorithms for intelligent processing based on GPM, and their application in networks. GPM's application in the bandwidth allocation problem was presented in [10] . Variations of the basic theme then resulted in several extended GPM models, including the "economic generalized particle model" (E-GPM) which draws upon the economics theory of Tatonnement processes; the model has also been applied to the bandwidth allocation problem in communication networks.
All the authors' past methods based on GPM targeted at a specific application to a real-life problem. In this chapter, the PM method is described as a "generic" method meaning potentially it can be applied to a range of different problems.
The structure of this chapter is as follows. In Section 2, we present the multiobjective particle mechanics algorithm (PMA). Section 3 introduces the parallel mimetic PM algorithm for solving multi-objective problems. In Section 4, we discuss the physical meanings of PMA. In Section 5, we give some experimental results. We conclude the chapter in Section 6.
2 The PM Approach for the Multi-Objective Distribution Problem Definition 1. In a multi-objective framework, the distribution problem can be formulated as
where X is a two-dimensional distribution vector, C q a two-dimensional weight vector (q = 1, 2, ··· , Q), and Q is the number of multiple objectives.
With this problem model, we can now examine the evolutionary multi-objective model which can mathematically describe PMA for the multi-objective distribution problem. The theory of evolution is a dynamical theory. The evolutionary dynamics will drive PMA to the equilibrium state.
Definition 2.
The distribution and weight dynamic equations of PMA are defined, respectively, by
The two dynamic equations are seen as the "PMA evolution" by fictitious agents which manipulate the distribution and weight vectors until an equilibrium is reached. In PMA, the rows and columns of distribution vector X are treated as two kinds of fictitious agents (service particles and task particles). In fact, the weight vector is invariable; the evolution of the weight vector only occurs in the computing process in order for us to obtain efficient solutions of the distribution vector.
For fictitious agents-service particles (O) and task particles (S), there are three factors related to the distribution vector (X) and the weight vector (C):
• personal utility (u) (to realize the multiple objectives);
• minimal personal utility (to realize max-min fair distribution and to increase the whole utility) (F); • interaction among particles (to satisfy the restrictions) (I).
According to "differential equation theory", a variable's increment to make it minimum is equal to the sum of negative items from related factors differentiating the variable. So we have the following definitions.
Definition 3. The increments of distribution and weight are defined, respectively, by
where λ
Three kinds of factor functions for service particles and task particles are defined, respectively, by
where
Now, we explain why the three kinds of functions are chosen.
1. The smaller the value of the summation in Eq. 6, the more profit the i-th service particle would obtain. The optimization problem here is posed as a minimization problem. And we use the exponential function in order that u q Oi (t) would be between 0 and 1. u q Oi (t) can be regarded as the q-th dimensional utility of service particle. The smaller u q Oi (t) is, the more profit service particle O i would get. Schematically, the q-th dimensional utility function u q Oi of a particle corresponds to the q-th dimensional coordinate of the q-th dimensional force-field. We define the distance from the bottom boundary to the upper boundary of all q dimensional force-fields to be 1. The physical meaning of PMA is discussed in Section IV. A graphical presentation of u q Oi (t) is shown in Fig. 1 , such that the decrease of its value would imply the decrease of the maximal utility of all the service particles. We prove that in Theorem 1. This way we can optimize the distribution problem in the sense that we consider not only the individual personal utility, but also the aggregate utilities, by decreasing the maximum utility of all the service particles again and again. In fact, k 3. For Eq. 8, 0 < a 1 , a 2 < 1. The smaller I O is, the better. a 1 , a 2 are weights applied to the distribution availability of service and the satisfactory ratio of the demands, respectively. Eq. 8 describes the effect of interactions among service particles during the distribution process. The first term and the second term of I O (t) perform penalty functions with respect to the constraints on the utilization of service (or resources) (i.e., service particles) and the degree of satisfaction of the demands (i.e., task particles) respectively. Therefore, distribution utilization and demands' satisfaction can be explicitly included as optimization objectives through some appropriate choices of the coefficients a 1 and a 2 respectively. We presume that there are specific interactive forces among particles, and these forces may cause the potential energy components represented by the first and second term of I O (t) to decrease. In Eq. 11, I S is defined as the same as I O .
We can therefore obtain the iteration velocity of service particles and task particles by the following equations, respectively.
Oi represents the iteration velocity of the q-th objective by service particle O i . Meanwhile, v q Oi represents the velocity of the downward movement of service particle O i in the q-th dimensional force-field. The meaning of v q S j is similar; it represents the iteration velocity of the q-th objective by task particle S j and the velocity of the downward movement of task particle S j in the q-th dimensional force-field.
Proving the PM model
In order to justify our choice of Eqs. 1-13 for the PM mathematical model, we give the following theorems. Proof. Supposing that
we have
Simultaneously taking the logarithm of each side of the equation above leads to
Since I is the number of service particles (the number of rows of the distribution vector X),
It turns out that F q O (t) at time t represents the maximum among u q Oi (t) obtained by the service particle O i , namely, the minimum of the personal profit obtained by a service particle at time t. Hence decreasing F q O (t) implies the decrease of the maximal utility of the service particles.
Based on Theorem 1, we can construct the potential energy functions, F q O and F q S (see Eqs. 7 and 10), such that the decrease of their values would imply the decrease of the maximal utilities of the two kinds of particles. By decreasing the maximum utilities of the two kinds of particles again and again, the aggregate utilities of whole problem will decrease, which is the basis that PM algorithm can obtain the Max-min fair solution.
Firstly, we give the definition of Max-min Fairness. Then, Theorem 2-5 will explain why the Max-min fair solution can be obtained by the PM mathematical model as defined in Eqs. 1-13. ∂ x , will always result in the decrease of the personal utility of service particle O i , and the decrement of its personal utility is related to coefficient vectors λ q 1 .
(Likewise, The behavior of the task particle S j that is related to the term of the Eq. 5,
∂ c , will always result in the decrease of the personal utility of task particle S j , and the decrement of its personal utility is related to coefficient vectors γ q 1 . Theorem 4. The behavior of the service particle O i that is related to the term of the Eq. 4, −λ 3 ∂ I O ∂ x , will decrease the potential interaction energy function I O , with the intensity of the decrease being proportional to coefficient vector λ 3 . (Likewise, The behavior of the task particle S j that is related to the term of the Eq. 5, −γ 3 ∂ I S ∂ c , will decrease the potential interaction energy function I S , with the intensity of the decrease being proportional to coefficient vector γ 3 . 
The Parallel PM Algorithm
The results given in the previous sections suggest that we may use a parallel implementation of the evolutionary particle mechanics approach to solve the multi-objective distribution problem. We consider such an algorithm in Table 1 .
The algorithm PMA has in general a complexity of O(I + J), where I + J is the number of particles (the sum of the number of rows and columns of X). The time complexity of the algorithm is O(I 1 ), where I 1 is the number of iterations for Costep 2 (the while loop).
Physical Meaning of PMA

PMA puts emphasis on
• providing a view of individual and global optimization (with one to two objectives);
• parallelization with reasonably low time complexity;
• all objectives being optimized individually as well as collectively;
• the ability to deal with social interactions;
• the physical meaning of the model.
The mathematical model of PMA has its physical meaning. In PMA, the rows and columns of the distribution vector X are treated as two kinds of generalized particles (service particles and task particles) that are located in two groups of force-fields, respectively, hence transforming the distribution problem into the kinematics and dynamics of the particles in the two groups of force-fields.
The two groups of force-fields are a group of service (or resource) force-fields and a group of task force-fields. Every force-field in a group of service force-fields or in a group of task force-fields is a Q-dimensional space where coordinates in the space are in [0, 1]. If the number of minimum objectives is 1, the particles will move downwards on a 1-dimensional space (a line) (x 1 ∈ [0, 1]) during the optimization process. If the number of minimum objectives is 2, the particles will move towards the origin in a 2-dimensional space (a plane) (x 1 ∈ [0, 1], x 2 ∈ [0, 1]) during the optimization process. Analogously, if the number of minimum objectives is Q, the particles will move towards the origin on a
during the optimization process, where x q is a coordinate of the q-dimensional space.
Particles in PMA move not only under outside forces, but also under their internal forces; hence they are different from particles in classical physics. The kinds of forcefields (resource force-field F R and demands force-field F D ) are geometrically independent, without any forces directly exerted from each other; they are mutually influenced and conditioned by each other through a reciprocal procedure whereby the distribution policy of the distributions x and the weight policy of the weights c change alternatively. In this way, the two groups of force-fields form a pair of reciprocal dual force-field groups. In a resource force-field F R , the coordinates of the Q-dimensional space of service particles represent the utilities of the rows of the distribution vector X that are described by the service particles. A particle will be influenced simultaneously by several kinds of forces in the Q-dimensional space, which include the gravitational force of the Qdimensional space force-field where the particle is located, the pulling or pushing forces stemming from the interactions with other particles in the same force-field, and the particle's own autonomous driving force.
When the number of minimum objectives is 1, all the above-mentioned forces that are exerted on a particle are dealt with as forces along a vertical direction (along a line). Thus a particle will be driven by the resultant force of all the forces that act on it upwards or downwards, and moves along a vertical direction. The larger the downward resultant force on a particle, the faster the downward movement of the particle. When the downward resultant force on a particle is equal to zero, the particle will stop moving, being at an equilibrium status. As shown in Fig. 2 , the service particles that have service or resource move in the resource force-fields F R , and the task particles that require distribution move in the demand force-fields F D .
The downward gravitational force of a force-field on a particle causes a downward component of the motion of the particle, which represents the tendency that the particle pursues the common benefit of the whole group. The downward or upward component of the motion of a particle, which is related to the interactions with other particles, depends upon the strengths and categories of the interactions. The particle's own autonomous driving force is proportional to the degree the particle tries to move downwards in the force-field where it is located, i.e., the particle (service particle or task particle) tries to acquire its own minimum utility.
When the number of minimum objectives is two, each service particle and task particle move towards the origin in a unit plane, as shown in Fig. 3 .
When the number of minimum objectives is Q, each service particle and task particle move towards the origin in a Q-dimensional space.
One major difference between the particle of the proposed generalized particle model and the particle of a classical physical model is that the generalized particle has its own driving force which depends upon the autonomy of the particle. All the generalized particles, both in different Q-dimensional spaces of the same force-field and in different force-fields simultaneously, evolve under their exerted forces; as long as they gradually reach their equilibrium positions from their initial positions which are set at random, we can obtain a feasible solution to the multi-objective distribution problem.
Simulations
Here, we give the experimental results which serve six purposes. First, we use a simple example (a small-scale problem) to explain how our PM algorithm is used. Secondly, the effectiveness of PM algorithm is tested on many-objective large-scale problems. Thirdly, we show the actual times and iterations used to solve multi-objective optimization problems on a cluster, which can verify the efficiency and parallelism of our PM algorithm. Fourthly, we test the effectiveness of our PM algorithm to solve optimization problems with different number of objectives (from single objective to many-objective problems). Fifthly, the performance of the PM algorithm is compared against NSGA-II [12] for two-objective distribution problems. Finally, we make a general comparison between the PM algorithm and other benchmark MAs.
All the experiments presented in this section are completed on a cluster. Each of the machines of the cluster has a Pentium 4 2.0 GHz CPU with 512 Kbytes of L2 cache and 512 Mbytes of DDR SDRAM, and they are interconnected via Fast Ethernet.
How to Use the PM Algorithm
Here we give a simple distribution problem, and then use our method to find the solution. Find an X satisfying
We use the PM algorithm to solve this distribution problem. 
3. According to Eq. 9, u
we compute in parallel and get
Step 2. Compute in parallel:
The first evolutionary iteration (t = 1):
1. According to Eq. (4), we have
2. According to Eq. (5), we have
3. In addition, 
As for these coefficients, we can draw the following conclusions from the experiments we have done.
• When k q O (or k q S ) is larger, the corresponding convergence speed is faster.
• If the values of λ and γ change in direct proportion, the experimental results will hardly be influenced.
• If we increase λ q 1 , λ q 2 and do not touch the other coefficients, the q-th objective will take precedence over all the other objectives.
We compute in parallel and get 
Obviously, z 1 (t = 1) < z 1 (t = 0) and z 2 (t = 1) < z 2 (t = 0), and the distribution problem is optimized.
The evolutionary experimental results and the optimization trend from t = 0 to t = 18 are shown in Fig. 4 and Fig. 5 .
As shown in Fig. 4 and Fig. 5 , the two-objective distribution problem is optimized by the evolution of the PM algorithm. The convergence speed is faster at the beginning of evolution. The optimization trend of z 1 and z 2 reflects exactly the optimization of the problem, that is, the distribution problem is optimized step by step.
Effectiveness of the PM Algorithm
We pick 320 × 200-scale combinatorial optimization problems with five objectives to test our PM algorithm. Of course, for larger scales and problems of more objectives, our PM algorithm can work out the optimum solutions quickly too.
The problem-related matrixes C 1 ,C 2 ,C 3 ,C 4 ,C 5 are randomly generated. We let Because the problem-related matrices are too large to list here, we give the results of the problem directly. The evolutionary experimental results for z 1 , z 2 , z 3 , z 4 , z 5 are depicted in Fig. 6 .
We use 16 computing modes of the cluster (mentioned at the beginning of this section) to compute the solution. More data about the solution are shown in Table 2 . As shown in Fig. 6 , the five optimization curves of z 1 , z 2 , z 3 , z 4 , z 5 reflect exactly the optimization of the problem and five objectives. The convergence speeds of five objectives are fastest at the beginning (about from t = 0 to t = 20) and faster within the medium range. At t = 1447, z(= z 1 + z 2 + z 3 + z 4 + z 5 ) reaches its minimum (9.16125010), and stays unchanged in the remainder of the iterations. For this 320 × 200-scale problem, PM algorithm converges to a stable equilibrium state when t = 1447. Undoubtedly this solution is the optimum solution as it minimizes z(z 1 , z 2 , z 3 , z 4 , z 5 ), which verifies the approach's convergence and its ability to arrive at the optimum for large-scale many-objective problems.
In Table 2 , "Processors" represents the number of computing nodes in the cluster we used to compute the solution. We use the number of rows and columns of distribution matrix (X) to represent the "scale" of the problem. "Convergence time and iterations" represent the actual time and iterations used to compute the solution (a stable equilibrium) on the cluster. Considering the situation that, after many iterations, stable equilibrium is still not reached by the PM algorithm, we should end the computation at this time. When t ="Max iterations", the PM algorithm ends. z is aggregated by z 1 , z 2 , z 3 , z 4 , z 5 , representing the optimization of the whole problem.
Efficiency and Parallelism of the PM Algorithm
Mimetic algorithms (MAs) provide a valuable alternative to traditional methods because of their inherent parallelism and their ability to deal with difficult problems. Our PM approach as a new branch of MA, has these two main advantages too. The distribution and weight variables, x i j and c q i j , can be computed and updated in parallel without any information exchange, which is the foundation of PMA's parallelism.
In order to test the high parallelism and good scalability of the PM algorithm, we compute multi-objective problems of different scales both in the parallelized way and the non-parallelized way. The hardware and software environment in which these simulations are run have been mentioned at the beginning of this section.
Convergence time and iterations for different multi-objective problems using PMA are shown in Table 3 and Table 4 . In the two Tables, the data can be categorized into two parts. One part is related to the sequential version, which comes from our experimental results using one computing node of the cluster. The other part is related to the parallel version, which comes from the results using 4, 8 and 16 computing codes of the cluster. "Iterations" and "time" are the iterations and time PMA takes to converge. As shown in Fig. 7 and Fig. 8 , the convergence time of the sequential version increases exponentially with the scale, which is similar to all the exact methods. When parallelized, the convergence time drops significantly across the larger scale problems. The times for the smaller scale problems are dominated by the message exchange time, and the sequential version appears to be more efficient in that range. For the large-scale problems (see Fig. 8 ), the more computing nodes of the cluster we used, the less actual times used to compute the solutions.
As shown in Fig. 9 , the convergence speeds (in terms of number of iterations to convergence) of the sequential version and parallel version increase steadily with the scale. The convergence speed of PMA is almost not related to the computing version (sequential version or parallel version).
Problems with Different Numbers of Objectives by PMA
Here we test the effectiveness of our PM algorithm to solve problems with different numbers of objectives (from single objective to many-objective problems). Convergence time and speeds using PMA for different numbers of objectives are shown in Table 5 and Table 6 . Table 5 and Fig. 10 show the relation between the convergence time, the number of objectives and computing version (sequential or parallel) when the scale of the problems is fixed (at 80 × 80). Table 6 and Fig. 11 show the relation between the convergence time, the number of objectives and the scale when the computing version is fixed (parallel version using 16 computing nodes of the cluster).
As shown in Fig. 10 , the convergence time increases steadily when the number of objectives of the problem increases. The more computing nodes of the cluster are used to compute the solutions, the slower the convergence time's increase with the number of objectives. The experimental results verify the good parallelism of our PM approach for multi-objective optimization problems.
As shown in Fig. 11 , the more the objectives, the faster the convergence time would increase with the scale. The experimental results verify that our PM approach can deal with many-objective, large-scale optimization problems. 
Performance Comparison between PMA and NSGA-II
In this subsection, we compare the proposed algorithm, PMA, with NSGA-II [12] for a number of two-objective distribution problems which are similar to the example problem mentioned in subsection 5.1. For the NSGA-II, we use a standard real-parameter SBX and polynomial mutation operator with η c = 10 and η m = 10, respectively. We run The two solution spaces of PMA and NSGA-II respectively for 100 random two-objective problems each algorithm for 100 random two-objective problems (using the same 100 problems for both); the results are presented in Fig. 12 .
As marked by the two rings in Fig. 12 , the solution space of PMA is closer to the origin than that of NSGA-II. From the experimental results, it can be seen that PMA has better performance than the normal NSGA-II for two-objective distribution problems.
Comparison between PMA and Other Benchmark MAs (NAs)
As mentioned in Section 1, popular mimetic algorithms (MAs) (or nature-inspired approaches (NAs)) include genetic algorithm (GA), simulated annealing algorithm (SA), ant colony optimization (ACO), particle swarm optimization (PSO), etc. The proposed PMA and these benchmark MAs share some common features, which are listed in Table 7 .
We also summarize the relative differences between our PMA and the benchmark MAs in Table 8 .
Conclusion
In this chapter, we propose a novel mimetic approach-particle mechanics algorithm (PMA) for solving multi-objective distribution problems, which is based on the theory of particle mechanics. The approach maps a given distribution problem to the movement of particles in a multi-dimensional space in a pair of (dual) groups of force-fields. The particles move according to certain rules defined by a mathematical model until arriving at a stable state; subsequently, the solution of the multi-objective distribution problem is obtained by anti-mapping the stable state.
Although there are many differences between particles in classical mechanics and those in PMA, we have shown that being inspired by classical mechanics, PMA enables feasible many-objective optimization of problems of very large scale. The PM approach has a low computational complexity, which is crucial for the functioning of large-scale distribution problems.
