Abstract-We consider a network whose resources are shared by a dynamic number of data flows according to balanced fairness. We give explicit bounds on the mean throughput that results from this stochastic resource sharing when the capacity constraints are linear. We illustrate the results on a few examples of wireline and wireless networks.
I. INTRODUCTION
The design of control algorithms like routing, scheduling, congestion and power control is a central issue in communication networks. These algorithms must ensure an optimal utilisation of network resources [1] , [2] , [3] , [4] . This in turn implies maximum stability in the sense that the number of competing flows, which varies at random as new flows arrive and other cease, remains finite as long as the traffic intensity does not exceed the network capacity [5] , [6] , [7] , [8] .
The issue of throughput degradation when traffic intensity approaches network capacity is rarely addressed, however. One reason is that usual resource allocation schemes like max-min fairness and proportional fairness do not lead to an explicit expression for the steady state distribution, which determines the typical number of competing flows [8] . Simulations tend to show that these fair allocations have very similar throughput performance provided the resource requirements of competing flows do not differ significantly. In such cases, the throughput can be accurately estimated by that of balanced fairness [8] , [9] . In other cases, balanced fairness provides a good approximation of proportional fairness only while max-min fairness typically leads to much lower throughput [8] .
The notion of balanced fairness was introduced as a means to get analytical expressions for the steady state distribution. A key property of balanced fairness is its insensitivity: the steady state distribution is independent of all traffic characteristics beyond the traffic intensity. Flows may arrive within sessions of arbitrary structure, with possible correlation between successive flow sizes and think-time durations. The only required assumption is that sessions arrive as a Poisson process, which is indeed satisfied in practice [10] . Performance metrics like flow throughput can then be numerically evaluated by means of a recursive algorithm [8] . The state space explosion limits the scope of such a numerical solution, however.
In this paper, we derive simple, explicit bounds on the flow throughput under balanced fairness. We only require that the network has linear capacity constraints. We first show that a number of wireline and wireless networks enter this framework. We then address stability issues and give a formal definition of flow throughput. The main result is presented in Section V and illustrated by some examples in Section VI. Section VII concludes the paper.
II. LINEAR CAPACITY CONSTRAINTS
Consider a network of L resources. Each resource may represent the capacity of a wireline link, the frequency band or transmission power of a wireless network, for instance. We denote by C l the amount of resource l. A random number of flows compete for access to these resources. We consider an arbitrary number of N flow classes such that all flows within the same class require the same resources. Specifically, each class-i flow requires an amount of resource l equal to A il per bit/s. Let φ i be the total bit rate allocated to class-i flows, which is assumed to be evenly shared by these flows. Using vectorial notations, the allocation φ must satisfy the inequality:
We refer to the set of vectors φ that satisfy this inequality as the capacity set.
Wireline networks: Consider a wireline network of L links. The capacity of link l is C l (in bit/s). Let A il = 1 if class-i flows go through link l, A il = 0 otherwise. Figures  1 and 2 give simple examples of such networks with their capacity set. Note that we do not specify the direction of the links. In particular, multicast flows may well be represented in the above framework. In Figure 1 for instance, class-3 flows may indeed correspond to multicast flows with a single source (located between the two links) and two destinations. Note also that more complex routing schemes where traffic is split over several paths enter the same framework. The capacity set is still a convex polytope. Wireless networks: The capacity set of wireless networks is generally much more difficult to define. It depends both on the radio resources (frequency band, transmission power) and on the access scheme to these resources. Consider the simple case of a wireless access point that transmits data to each active mobile one at a time, using the whole frequency band and the full transmission power. A number N of pre-defined modulation and coding schemes can be used by the mobiles depending on their radio conditions. Each class-i flow use the modulation and coding scheme i and has the bit rate c i when served. Thus φ i /c i is the fraction of time the access point serves a class-i flow. The capacity constraint is then:
This is illustrated by Figure 3 for N = 3 flow classes with c 1 > c 2 > c 3 . Now consider the additional capacity constraint due to a wireline backhaul link of C bit/s:
The corresponding capacity set is given in Figure 4 for N = 3 flow classes with c 1 > c 2 > C > c 3 . More realistic wireless networks with several access points and various access schemes, as well as some ad-hoc networks that do not rely on any infrastructure, may also be represented as networks with linear capacity constraints [8] .
Flow rate limits:
In addition to the global capacity constraint (1), flows may have individual rate constraints due for instance to the speed of the user's access line in wireline networks or the capacity of the mobile in wireless networks. The impact of these additional constraints on the performance bounds is described at the end of Section V.
III. STABILITY ISSUES
Let x i be the number of class-i flows. In the following, we refer to the corresponding vector x as the network state. Note that the network state evolves as a stochastic process that depends both on precise traffic characteristics like the flow arrival process and the flow size distribution of each class and on the resource allocation.
Let ρ i be the traffic intensity of class-i flows in bit/s. This is the product of the arrival rate and the mean size of class-i flows. Clearly, a necessary condition for the network state to reach a finite stationary regime is that the vector ρ of traffic intensities lies in the capacity set:
It turns out that for usual allocations like max-min fairness and proportional fairness, as well as for balanced fairness, this condition is also sufficient, up to the critical case where the vector ρ lies on the boundary of the capacity set [8] . Thus in the rest of the paper, we assume that the following componentwise strict inequality is satisfied:
IV. FLOW THROUGHPUT We now introduce a throughput measure, referred to as the flow throughput, that can be derived from the stationary distribution π of the network state. The flow throughput reflects the quality of data transfers as experienced by users in the following two senses.
Mean flow duration:
The first definition is related to the mean flow duration. Specifically, the flow throughput is defined as the ratio of mean flow size to the mean flow duration. We refer to the inverse of the flow throughput, namely the ratio of the mean flow duration to the mean flow size, as the per-bit delay (in s/bit). Let τ i be the per-bit delay of class-i flows. Since the mean size of class-i flows is equal to σ i , the mean duration of class-i flows is equal to σ i τ i . Denote byx i the number of class-i flows in steady state. By Little's law, we have:
We deduce the flow throughput of class i:
Mean instantaneous rate: The second definition corresponds to the mean instantanous rate as experienced by users. Recall that the instantanous rate of a class-i flow is equal to φ i (x)/x i in any state x such that x i > 0. Since the probability that a class-i flow sees the network in state x is proportional to x i π(x) in stationary regime, the flow throughput of class i is given by:
Expression (3) then follows from the conservation equation:
V. PERFORMANCE BOUNDS
We now give explicit bounds on the flow throughput when the allocation is balanced fairness [8] . Balanced fairness is uniquely defined by a positive function Φ, referred to as the balance function. Specifically, the total bit rate of class-i flows in state x is given by:
where e i denotes the unit vector with 1 in component i and 0 elsewhere. We use the convention that Φ(x) = 0 if x ∈ N N . In view of the capacity constraint (1), the balance function must satisfy the inequalities:
We say that resource l is saturated in state
that is if the corresponding inequality (4) is an equality. There is a unique function Φ such that in all states x = 0, at least one resource is saturated. In view of (4), this function is recursively defined by Φ(0) = 1 and:
This is the balance function associated with balanced fairness. Under the stability condition (2), the stationary distribution of the network state is then given by:
with the normalisation constant:
, where we use the notation:
Recall that the per-bit delay τ i of class i is equal to the inverse of the flow throughput γ i of class i. The main result of the paper is the following:
Theorem 1: Let = ρA. We have:
The upper bound is tighter than the store-and-forward bound derived in [11] in the context of wireline networks. The latter is obtained assuming flows consume network resources sequentially, in a store-and-forward way, and gives in the present context of linear capacity constraints:
In particular, the upper bound (7) is tight both in the light traffic regime (ρ ∼ 0) and in the heavy traffic regime (ρ close to the boundary of the capacity set), in which cases the flow throughput is determined by the most constraining resource(s).
The store-and-forward bound, on the other hand, may be quite loose in the light traffic regime.
Flows with a single capacity contraint: Before proving Theorem 1 in its general form, we consider the case where class-i flows are constrained by resource l only, in the sense that A ir = 0 for all r = l. The bounds (7) then coincide and we have:
We first prove this preliminary result, which will be useful for the proof of Theorem 1. We need the following lemma, proved in Appendix I.
Lemma 1:
Assume class-i flows are constrained by resource l only. Then resource l is saturated in any state x such that x i > 0, that is:
In view of (6), we get for all states x such that x i > 0:
with the convention π(x) = 0 if x ∈ N N . Thus,
Expression (8) then follows from (3).
Lower bound: The proof of the lower bound (7) is similar to the proof of (8) . Replacing (9) by the following inequality, valid for all resources l in view of (5):
we obtain:
Upper bound: To prove the upper bound, we add L + 1 "virtual" classes. Virtual class 0 has the same capacity constraint as class i, virtual class l has the same resourcel constraint as class i, for all l = 1, . . . , L. The original allocation vector φ and the new allocation vectorφ associated with the virtual classes must satisfy the linear constraint:
We denote byx the new network state associated with the virtual classes. The original network state is still denoted by x.
The new balance functionΦ associated with balanced fairness is recursively defined byΦ(0) = 1 and:
with the conventionΦ(x,x) = 0 if x ∈ N N orx ∈ N L+1 . We have the following key result, proved in Appendix II.
Lemma 2: For any state
Under the stability condition (2), there exists an (L + 1)-dimensional vectorρ such that the following component-wise strict inequality is satisfied:
Letτ l be the corresponding per-bit delay of virtual class l, for all l = 0, 1, . . . , L. To prove the upper bound, we use the fact that:
and, in view of (8),
In particular,
Now it follows from (3) and (6) that:
Using Lemma 2, we obtain:
from which the upper bound (7) directly follows.
Flow rate limits:
Assume that, in addition to the global capacity constraint (1), the bit rate of each class-i flow cannot exceed some positive constant a i . Using the same reasoning, we get the following bounds on the per-bit delay of class i:
Again, the upper bound is tighter than the store-and-forward bound derived in [11] , which gives in this case:
VI. EXAMPLES
This section is devoted to some examples that illustrate the tightness of the bounds derived in Section V. Specifically, we focus on the lower bound of the flow throughput (equivalently, the upper bound of the per-bit delay), which provides a conservative estimate of throughput performance.
Wireline networks: Consider the 2-link linear network of Figure 1 with unit capacity links. Class-1 flows and class-2 flows are constrained by a single resource so that, in view of (8) ,
For class-3 flows, it follows from (7) that: Figure 5 illustrates the tightness of this bound for equal traffic intensities ρ 1 = ρ 2 = ρ 3 . The bound is compared to the exact expression when the total traffic intensity at each link 1 = 2 varies from 0 to 1. Now consider the 3-branch tree network of Figure 2 . The common root link has capacity 2 and each branch link has capacity 1. For equal traffic intensities, it follows from (7) that:
, where 1 = ρ 1 + ρ 2 + ρ 3 corresponds the traffic intensity at the common root link. The results are shown in Figure 6 with respect to 1 . Wireless networks: Consider the wireless access point of Figure 3 . Flows are constrained by a single resource so that, in view of (8) , the flow throughputs are given by:
where is the system load, given by:
Note that the stability condition (2) writes < 1. Now consider the additional constraint of a wireline backhaul link of capacity C, as shown in Figure 4 . We get for each class i = 1, 2, 3:
, where 1 and 2 corresponds to the load of the wireless link and the traffic intensity on the wireline link, respectively:
The stability condition (2) writes 1 < 1 and 2 < C. Figure  7 gives the results obtained with respect to the total traffic intensity 2 for c 1 = 5, c 2 = 1, c 3 = 1/2, C = 2 and equal traffic intensities ρ 1 = ρ 2 = ρ 3 . The stability condition reduces to 1 < 1 in this case, that is 2 < 15/16. 
Flow rate limits:
Finally, we consider a wireline link of C bit/s shared by flows with N = 3 different rate limits, a 1 , a 2 , a 3 < C. It follows from (11) that for each class i = 1, 2, 3:
, where = ρ 1 + ρ 2 + ρ 3 denotes the total traffic intensity. The stability condition is < C. Figure 8 gives the corresponding results with respect to for C = 10, a 1 = 2, a 2 = 1, a 3 = 1/2 and equal traffic intensities. 
VII. CONCLUSION
A key design objective of traffic control schemes in communication networks is to ensure maximum stability. The issue of throughput performance within the stability region is rarely addressed, however, except under the misleading assumption of a static number of flows. In practice, the number of competing flows is dynamic, which has a strong impact on throughput performance. The steady state distribution indeed determines the typical number of flows sharing the network resources and thus the mean bit rate of each of them.
Balanced fairness has proved instrumental in evaluating this steady state distribution, which is intractable for usual allocations like max-min fairness and proportional fairness. Throughput performance can then be numerically evaluated by means of a simple recursive algorithm. The state space explosion limits the scope of such a numerical solution, however. The contribution of this paper is to provide simple, explicit bounds on the flow throughput for any network whose capacity constraints are linear. We believe these bounds can serve as guidelines to develop simple, practical engineering rules for a number of communication networks.
APPENDIX I PROOF OF LEMMA 1
The proof is by induction on the total number of flows n ≡ |x|. The property holds for n = 1 since
Now assume it holds for n = m, for some m ≥ 1. Let x be any state such that x i > 0 and n = m + 1. By the induction assumption, we have for any resource r:
Since the inequality holds for all r, it follows from (5) that:
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APPENDIX II PROOF OF LEMMA 2
In view of Lemma I, the inequality is equivalent to:
The proof is by induction on the total number of flows n ≡ |x|. The property holds for n = 0. Assume it holds for n = m and let x be any state such that n = m + 1. We denote by r a resource that is saturated in state (x, e 0 ):
Φ(x, e 0 ) = A ir C rΦ (x, 0) + k A kr C rΦ (x − e k , e 0 ).
By the induction assumption, we have:
A jl C lΦ (x − e j − e k , e l ).
Now it follows from (10) that for any class j:
A kr C rΦ (x − e j − e k , e l ) ≤Φ(x − e j , e l ), and A ir C rΦ (x− e j , 0)+ k A kr C rΦ (x− e j − e k , e r ) ≤Φ(x− e j , e r ).
We deduce that:
A ir C rΦ (x − e j , 0).
Thus the proof will be completed if we show that:
But this inequality may also be written:
which is satisfied in view of (10). 2
