Abstract. In this paper we discuss the multiscale analysis of Maxwell's equations in composite materials with a periodic microstructure. The new contributions in this paper are the determination of higher-order correctors and the explicit convergence rate for the approximate solutions (see Theorem 2.3). Consequently, we present the multiscale finite element method and derive the convergence result (see Theorem 4.1). The numerical results demonstrate that higher-order correctors are essential for solving Maxwell's equations in composite materials.
Remark 1.1. In mathematics, the choice of eliminatingĤ, rather thanÊ, is arbitrary. But, in physics, we first solve forĤ and then determineÊ; see [25, 22, 39, 38] .
In this paper we study the electromagnetic properties of composite materials with a periodic microstructure. When the wavelength is much larger than the typical scale of the microstructure, we can change (1.1) into the time-harmonic electric field equations (1.3). From (1.5), we consider the following equations with rapidly oscillating coefficients given by
where Ω ⊂ R 3 is a bounded Lipschitz polygonal convex domain or a smooth domain with a microstructure as shown in Figure 1 .1(a). Here ε > 0 denotes the relative size of a periodic microstructure of composite materials, i.e., 0 < ε = 
). We denote by ω the angular frequency, which is a real number, while n = (n 1 , n 2 , n 3 ) is the outward unit normal to ∂Ω.
We make the following assumptions on the coefficients: (A 1 ) Let ξ = ε −1 x and assume that a ij ( 
where η * is the Hermitian of a vector η, |η| 2 = η j η j , γ 0 is a constant independent of ε, and R(u) denotes the real part of u.
(A 3 ) a ij (ξ) = a ji (ξ).
associated numerical algorithm for the time-harmonic Maxwell's equations (1.7). We are able to obtain explicit convergence rates in the norm of the space H(curl; Ω) under some proper assumptions and develop the multiscale finite element method for solving the problem (1.7); see Theorems 2.3 and 4.1. The main difficulty to overcome in this paper is how to treat the multiscale asymptotic solution near the boundary ∂Ω.
The remainder of this paper is organized as follows. In section 2, we first present the formal multiscale asymptotic expansions of the solution of problem (1.7) and then derive the main convergence theorem of this paper (see Theorem 2.3). The key steps are the proofs of Propositions 2.1 and 2.2. Section 3 is devoted to the finite element computations for solving related problems, where the adaptive edge element is used to solve the cell problems. In order to improve the numerical accuracy, the postprocessing technique is introduced to solve the homogenized Maxwell's equations. We derive the proofs of the convergence results. In section 4, we present the multiscale finite element method for solving problem (1.7) and obtain the final error estimates. The numerical examples are given in section 5 to validate the theoretical results of this paper. For the sake of clearness the proofs of Propositions 2.1 and 2.2 will be given in Appendix A. To validate the theoretical results of Propositions 2.1 and 2.2, the numerical results will be presented in Appendix B.
Throughout the paper the Einstein summation convention on repeated indices is adopted. By C we shall denote a positive constant independent of ε without distinction.
Multiscale asymptotic expansions and the main convergence theorem.

The basic function spaces.
We define the curl of a distribution u = (u 1 , u 2 and ∇ · u = div(u). Suppose that 
Multiscale asymptotic expansions.
We first present the formal multiscale asymptotic expansions of the solution for problem (1.7). Let ξ = ε −1 x, and set formally (2.1) u ε (x) = u 0 (x) + εΘ 1 (ξ)curl u 0 (x) + ε 2 Θ 2 (ξ)curl 2 u 0 (x) + · · · , Downloaded 08/02/13 to 158.132.161.103. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php where curl l = curl l−1 (curl), l ≥ 1, curl 0 = I, I is an identity operator.
Formally substituting (2.1) into (1.7), taking into account that curl → curl x + ε −1 curl ξ , and equating the coefficients of like powers of ε, we define (2.2)
where
, are the vector-valued functions, and the matrix-
2) is similar to (11.42) of [6, p. 145] . However, the essential difference is that we take a perfect conductor boundary condition instead of the periodic boundary condition of [6] . Similarly to (11.42) In order to define second-order cell functions, we first set
where the matrix-valued functionΘ 2 
, and the homogenized coefficients matrixÂ will be given below. 
It is easy to verify that
We thus define (2.6)
where the matrix-valued function Θ 2 (ξ) = (Θ 
where n = (n 1 , n 2 , n 3 ) is the outward unit normal to ∂Ω.
To compute the homogenized coefficients matrixÂ, there are two types of methods; see [6, pp. 142-145] .
(i) The first method is to solve for χ j (ξ)
where A −1 (ξ) denotes the inverse matrix of A(ξ), χ j (ξ), j = 1, 2, 3, are the scalar functions, and the vector-valued function
(ii) The second method is to set
where the matrix-valued function We thus define the multiscale asymptotic expansions for problem (1.7):
where u 0 (x) is the solution of the homogenized Maxwell's equations (2.7), and the matrix-valued functions Θ 1 (ξ), Θ 2 (ξ) are defined as in (2.2) and (2.6), respectively.
It should be stated that the expansions (2.11) are purely formal. Next we will derive the convergence results for the multiscale asymptotic method. To this end, let us make the following assumptions for the coefficients matrix A ε (x) = A( (H 2 ) a kk (ξ), k = 1, 2, 3, are symmetric with respect to the middleplane Δ k of Q = (0, 1) 3 , where Δ k , k = 1, 2, are illustrated in Figure 2 .1(a) in the two dimensional case.
Remark 2.5. 
, we obtain the following error estimate:
where C is a constant independent of ε. Proof. We first prove Theorem 2.3 in the case s = 1. Set
By taking into account curl → curl x + ε −1 curl ξ , we obtain the following equalDownloaded 08/02/13 to 158.132.161.103. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php ities which hold in the sense of distributions: 
where ν = (ν 1 , ν 2 , ν 3 ) denotes the outward unit normal to the boundary z∈Tε ∂E z . Therefore, (2.16) is valid in the sense of distributions. Combining (2.2) and (2.7), it follows that
and the homogenized coefficients matrixÂ is given as in (2.10) or (2.9). From (1.7), (2.7), and (2.17), we have
We recall (2.18) and assume that
, and consequently 
where C is a constant independent of ε. Furthermore, using Corollary 3.6 of [21, p. 55], we obtain (2.20)
Under the assumptions of Theorem 2.3, it is easy to verify that
where C is a constant independent of ε. Using (2.2) and (2.7), we get
and consequently
Let η ε (x) be the solution of
Since Ω ⊂ R 3 is a bounded convex domain, we can show that
where C is a constant independent of ε. Settingũ
If we assume that Ω is the union of entire cells, then we obtain by using the homogeneous Dirichlet boundary conditions of cell functions Θ
and consequently, 
where C is a constant independent of ε.
We now define the bilinear form as follows:
where the scalar product
Due to the presence of the term −ω 2 u(x) · v(x) on the left side of (2.31), a ε (u, v) is not a coercive bilinear form. To overcome this difficulty, we use the trick of [29, p. 89] . To this end, we define the modified bilinear form given by
Using Lemma 4.10 of [29, p. 90], we can prove that the bilinear form a
, where γ 0 is a constant independent of u.
We consider the problem associated with the bilinear form a + ε (u, v) as follows:
Similarly toũ ε 1 , we can define the first-order multiscale solutionw
and (2.37)
where C is a constant independent of ε. Combining (2.33), (2.35), (2.36), and (2.37), it follows that (2.38)
, and consequently
Similarly to (4.18) of [29, p . 91], we get
, and the operator K is a bounded and compact map from ( 
Combining (2.39), (2.41), and (2.42), we find
ε (x), using (2.23) and (2.24), we derive
We next prove Theorem 2.3 for s = 2. Set
Similar to the analysis above, we derive the following equalities which hold in the sense of distributions: 
Edge finite element computations.
In this section we will discuss the finite element computations of the solutions for the related problems on the basis of the multiscale asymptotic expansions (2.11). We will use the edge finite elements originated from Nédélec (cf. [33] ), which have a wide range of applications in solving the Maxwell's equations.
Finite element computations of cell functions in unit cell Q.
We first present the adaptive edge finite elements for solving the cell problems (2.2) and (2.6) and derive the convergence results.
The variational problem of (2.2) is to find Θ
where the bilinear form
and the reference cell Q = (0, 1) 3 . Let F h0 = {K} be a regular family of tetrahedrons of the reference cell Q, h 0 = max K {h K }. We define the finite element subspace of H 0 (curl; Q) consisting of linear edge elements by
where ν is the outward unit normal to the boundary ∂Q. For the linear edge elements, Nédélec (cf. [33] ) defined
where the six constants (the components of a and b) are determined from the moments ∂K v · τds on the six edges of an element K, and τ is the unit tangent vector of K. Direct computation shows that the basis functions with unit integral on the edge joining vertices i and j are given by [33] .
The discrete variational problem of (3.1) is to find Θ
where p = 1, 2, 3.
We have the following propositions. [10] , and also see [13] . In order to compute ζ p 2 (ξ) and Θ p 2 (ξ), from (2.4) and (2.6), we need to numerically solve problem (2.4). To this end, let F h0 = {K} be a regular family of tetrahedrons of the reference cell Q, h 0 = max K {h K }. We define a linear finite element space given by
where P 1 is the set of all piecewise linear polynomials. The discrete variational problem of (2.4) is to find ζ
As usual, we have the following error estimates.
, then we have
where C is a constant independent of h 0 , ε. Downloaded 08/02/13 to 158.132.161.103. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php A weak solution of the cell problem (2.6) is to find Θ (2.4) .
The discrete variational problem of (3.9) is to find Θ p 2,h0 ∈ W h0 such that (3.10) 
It is easy to check that
From (2.8), we can get We can check that 
Furthermore, by using Proposition 3.1, for a sufficiently small h 0 > 0, we can prove that
where C is a constant independent of h 0 . It is obvious that
where C is a constant independent of h 0 . Inequality (3.11) follows by choosing a sufficiently small h 0 > 0. The proof of Proposition 3.3 is complete. 
Degrees of freedom on every T ∈ T k are
, where V k is the piecewise linear H 0 (curl; Q)-conforming finite element space over T k defined by
Following the reasoning of Theorems 3.3 and 3.4 of [10] , we can give a posteriori error estimates for Θ p 1 , p = 1, 2, 3, given by
Finite element computation for the homogenized Maxwell's equations.
We now discuss the finite element computation for the homogenized Maxwell's equations. We introduce superconvergence results for the finite element method and present the postprocessing technique.
We recall (2.7) and (3.10). In practice, we have to solve the modified homogenized Maxwell's equations as follows:
where n = (n 1 , n 2 , n 3 ) is the outward unit normal to ∂Ω, andÂ h0 is as given in (3.10). The variational problem of (3.23) is to findũ 0 ∈ H 0 (curl; Ω) such that
where the bilinear form A(ũ 0 , v) is defined by
Let τ h = {e} be a regular family of tetrahedrons of the whole domain Ω, h = max e {h e }. We define the finite element subspace of H 0 (curl; Ω) consisting of degree-k edge elements by The problem of approximatingũ 0 by finite elements then reduces to using the finite element space X h defined in (3.26) and computingũ 
where C is a constant independent of h. Proposition 3.6. Let u 0 (x) andũ 0 (x) be the solutions of problems (2.7) and (3.23), respectively. Under the assumptions of Lemma 3.5, we can prove that
where C is a constant independent of h 0 , h. Proof. Subtracting (2.7) from (3.23), we get (3.32) Using the triangle inequality and Lemma 3.5, we have (3.36)
Therefore, the proof of Proposition 3.6 is complete.
To implement the postprocessing technique for calculating higher-order derivatives curlũ 0 (x), curl (curlũ 0 (x)), we now introduce the superconvergence results of [28] . Here we assume that Ω is the union of entire cells. Let τ h be a cubic mesh on Ω with the largest size h.
Lemma 3.7 (see [28] 
where Π 2h and Π 3h are the interpolation postprocessing operators as defined in [28] , and C is a constant independent of h 0 , h. 
where C is a constant independent of h 0 , h. Proposition 3.8 is the straightforward consequence of Proposition 3.6 and Lemma 3.7.
Multiscale finite element method and the error estimates.
We recall (2.11) and summarize the above theoretical results as follows: the multiscale finite element method for solving the time-harmonic Maxwell's equations in composite materials consists of the following parts.
Part I. Compute the matrix-valued cell functions Θ 1 (ξ), Θ 2 (ξ) on a reference cell Q = (0, 1) 3 . Part II. Solve numerically the modified homogenized Maxwell's equations (3.23) over the whole domain Ω in a coarse mesh.
Part III. Calculate numerically higher-order derivatives curlũ 0 (x), curl (curl u 0 (x)) by means of the finite difference method. We now define the first-order curl difference quotients given by Analogously, we define the second-order curl difference quotients as
where d is the number of nodes on e, P j , j = 1, . . . , d, are the nodes of e, and ψ j ,  j = 1, . . . , d , are Lagrange's shape functions.
In summary, the multiscale finite element method for solving the Maxwell's equations (1.7) in composite materials with a periodic structure is defined by
and
where the matrix-valued functions To improve the numerical accuracy of the multiscale finite element method, we present a postprocessing technique as follows:
where S h = Π 2h or S h = Π 3h ; see (3.39) and (3.40).
Next we give the final error estimates of the multiscale finite element method for solving the Maxwell's equations in composite materials. Furthermore, we obtain
Proof. We prove Theorem 4.1 only in the case s = 2. The remainder can be completed similarly. Downloaded 08/02/13 to 158.132.161.103. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php From (4.4), we have
By using Theorem 2.3 and Propositions 3.6 and 3.1, we can get (4.6). Similarly, by means of Theorem 2.3 and Propositions 3.8 and 3.1, we can prove (4.7).
Therefore, the proof of Theorem 4.1 is complete.
Numerical tests.
To validate the developed multiscale algorithm and to confirm the theoretical analysis reported in this paper, we present numerical simulations for the following case studies. We consider the time-harmonic Maxwell's equations with rapidly oscillating coefficients given by
Example 5.1. In (5.1), assume that Ω = (0, 1) 3 is a periodic structure, where ε = The following three cases are investigated. Case 5.2.1. a ij0 = 10δ ij , a ij1 = δ ij ; f = (100, 100, 100) T . Case 5.2.2. a ij0 = 100δ ij , a ij1 = δ ij ; f = (300, 300, 300)
T . Case 5.2.3. a ij0 = 1000δ ij , a ij1 = δ ij ; f = (100, 100, 100)
T . Downloaded 08/02/13 to 158.132.161.103. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php Case 5.3.1. a ij0 = 100δ ij , a ij1 = δ ij ; f = (300, 300, 300) T . Case 5.3.2. a ij0 = 1000δ ij , a ij1 = δ ij ; f = (300, 300, 300)
T . We will give the numerical results of the solution for problem (5.1) in Cases 5.1.1, 5.2.1-5.2.3, and 5.3.1-5.3.2. In order to show the numerical accuracy of the method presented in this paper, we have to know the exact solution of problem (5.1). However, it is very difficult to find it. We replace it with the finite element solution in a fine mesh. We employ the linear tetrahedral edge elements to solve the original problem (5.1). In real applications, this step is not necessary. We apply linear tetrahedral edge elements to solve cell problems (2.2) and (2.6), and the modified homogenized It should be noted that u ε (x) denotes the finite element solution in a fine mesh, and u 0 (x) is the finite element solution for the modified homogenized Maxwell's equaDownloaded 08/02/13 to 158.132.161.103. Redistribution subject to SIAM license or copyright; see http://www.siam.org/journals/ojsa.php 
Case 5. 
2,h be, respectively, the first-order and the second-order multiscale finite element solutions based on (4.3) and (4.4) . Set
The numerical results are illustrated in Tables 5.3 Conclusions. This paper discussed the multiscale analysis of Maxwell's equations in composite materials with a periodic microstructure. The new contributions obtained in this paper were the determination of the explicit convergence rate for the approximate solutions and higher-order correctors. Consequently, numerical approximation techniques and some numerical examples were presented.
Appendix A. The proofs of Propositions 2.1 and 2.2. In order to prove Propositions 2.1 and 2.2, we first assume that the elements a kk (ξ), k = 1, 2, 3, of a matrix A(ξ) are sufficiently smooth functions, i.e., a kk ∈ C ∞ (Q), k = 1, 2, 3, and then extend these results into general cases: a kk ∈ L ∞ (Q). Suppose that a kk ∈ C ∞ (Q), k = 1, 2, 3. Here we prove Proposition 2.1 only for Θ 1 1 (ξ). The other cases can be completed similarly.
We recall cell problem (2.2) and have
where ν = (ν 1 , ν 2 , ν 3 ) is the outward unit normal to ∂Q.
We set Θ
. From (A.1), under the assumptions of (H 1 )-(H 2 ), we can obtain the following lemma.
Lemma A.1. Let the reference cell Q = {ξ : 0 < ξ k < 1, k = 1, 2, 3}. Then we can directly check that 
The outward unit normal vectors on ∂Q are the following:
It is obvious that Because of the completeness of the functions family {e i2π(m2ξ2+m3ξ3) }| {(m2,m3)∈Z 2 } , we infer that (A. 9) [R]| S1 = 0. Following the reasoning of proof of Theorem A.4 of [9] , from the second equation of (A.14), we take, respectively, the test functions 
