Predicting the performance of planned organ transplantation has proved to be a critical problem to solve. The purpose of this study is to present a data mining-based model for variable filtering and selection in order to predict the performance of thoracic transplantation via the graft survivability after the transplant. To this end, 10-fold cross-validated information fusion-based sensitivity analyses on machine learning models are conducted to receive an unbiased predictor variable ranking to be used in a subsequent Cox survival analysis. The study is unique in that it provides a mathematical means for medical experts to deal with thoracic recipients more efficiently and effectively.
Organ transplantation is a vital treatment for the chronic failure of major organs. Survival analysis, which is defined as the surviving time after a patient receives transplantation surgery, has been the primary evaluation method for the effectiveness of such an operation. The primary objective of this study is to develop an integrated data mining methodology to predict accurately the survivability and to analyze the prognostic factors for different risk groups of transplant patients in order to discover novel patterns to augment clinical and biological studies. In doing so, we propose to use very large data sets with hundreds of determinative variables regarding the donors, the potential recipients, and transplantation procedures. While the main research goal can be summarized as to improve the effectiveness and efficiency of the organ transplantation procedures, the specific objectives of this study can be listed as follows:
1. To develop an integrated data mining methodology to build accurate predictive models for survivability and use these models to investigate the fundamental relationship between predictor variables and survivability in order to identify the factors that have the most significant impact on survivability;
2. To create a comprehensive prognostic index (PI) related to thoracic transplantation, determine risk groups of patients based on their survivability quantified using the developed PI, and identify the optimal setting so as to achieve better survivability.
Survivability prediction is becoming increasingly more important in medicine. When a resource is scarce, the need for accurate prediction becomes acute (Sheppard et al., 1999) . In particular, the prediction of survival time and the prognosis prediction of medical treatments are clinically important and challenging problems (Lin, Horn, Hurdle, & Goldfarb-Rumyantzev, 2008) . Organ scarceness requires the development of effective and efficient procedures to select the most optimal organ receiver since the demand for organs might not be satisfied. Hence, the first step is to develop a data mining-based method to reveal the knowledge underlying the huge amount of data collected and stored from organ transplantation procedures.
The main objective of this data mining-based method is to find patterns to maximize the survival time and to optimize the prognosis for the organ recipients. By processing large volumes of transplantation data, one may identify the important factors and their relationships to the survival of the graft and the patient. Thereafter, a PI is devised to classify the patients into different risk groups (Cox & Oakes, 1984) . Predicting the thoracic survivability and classifying the patients (potential thoracic organ receivers) by means of a validated PI into different classes of risks would help decision makers in determining which patients should receive the scarce resources. Such a PI would enhance the effectiveness of existing procedures to identify the patient risk groups and prioritize them for receiving organs.
A large body of research exists for data-driven analytics in various organ transplantation cases. Kusiak, Dixon, and Shah (2005) conducted a study which compared two rule-based data mining techniques, namely decision trees and rough sets, for predicting the survival time of kidney dialysis patients. Their study presented not very high but considerable prediction accuracy rates. The main limitation of the study was the utilization of a small dataset with 188 patients in total, and many patient-related parameters were ignored. Hong et al. (2006) presented a survival analysis of liver transplant patients in Canada by considering only some of the determinative factors such as age, blood type, donor type (cadaveric or alive), race, and gender of recipients and donors. In addition to the variables limitation, they also admitted that the clinical information used in the study lacked many details.
Focusing specifically on thoracic transplantation, Jenkins et al. (2000) and Fernández-Yánez et al. (2005) had a rich pool of dependent variables for survivability prediction. They employed the Kaplan-Meier method of survival analysis with the Mantel-Haenszel log-rank test, which are fundamental statistical survival analysis techniques. These studies, however, have two major limitations. First, they lack an enhanced data-mining perspective which would utilize machine learning and artificial intelligence tools (which are independent of the nonlinearity and multicollinearity assumptions of traditional linear modeling techniques) to reveal previously unknown but potentially useful patterns. Second, the variables selection was based on the experiences and intuitions of the analysts who conducted the study.
Another study carried out by Tjang, Van der Heijden, Tenderich, Grobbee, and Korfer (2008) has the same drawbacks: based on their experience, they adopted some newer explanatory variables such as body mass index, waiting time on the list, and previous cardiac surgery to determine the survivability in heart transplantation. However, similarly to the aforementioned studies, they also utilized only statistical techniques such as the chi-square test, the Fisher's test, the nonparametric Kruskal-Wallis rank test, and the Kaplan-Meier survivorship 187 
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function. Similar limitations also exist in some other studies related to lung transplantation (Agüero et al., 2007; Cope et al., 2001; Lin et al., 1998) , which therefore cannot be considered to be detailed data-mining studies.
A PI provides compact prognosis information regarding a specific patient based on the results of a Cox proportional hazards model (Parmar & Machin, 1995) . The Cox proportional hazards model helps identify variables of prognostic importance; hence, the PI can be used to define groups of individuals at different risk categories. Some existing studies related to devising a PI in the transplant domain are summarized as follows.
In the study conducted by Christensen, Gunson, and Neuberger (1999) , it is mentioned that primary biliary cirrhosis requires a liver transplantation operation at the end stage. However, a very critical issue is the timing for transplantation, which must be carried out neither too early nor too late. A prognosis analysis with and without transplantation would make it easier to decide whether or not the transplantation is required, and if it is necessary, when would be the most suitable time. To achieve this goal, corresponding PI's and thence probabilities of surviving are computed for transplantation and nontransplantation cases. Using these, a Cox regression model was created for 6-month survival, confirming some variables previously listed, but their model brings significant new variables into play. As a result, they learned that the gain from transplantation starts to become positive around 8 months prior to death, when the PI = 2.5.
The gain of transplantation is defined as the difference between survival probability with transplantation and without transplantation. If it gives a negative value, transplantation should not be performed and vice versa. The predicted gain from transplantation starts to become clinically important when the PI reaches about 2.5, corresponding to a predicted 6-month survival of about 0.85. The consequence of this is the following: If PI ≥ 2.5, transplantation should be performed within the following 6 months. Yoo, Galabova, Edwin, and Thuluvath (2002) developed a similar index and sought to answer whether or not socioeconomic status affects the survivability in liver transplantation, for both patients and grafts. The study revealed that socioeconomic status does not influence patient or graft survival of liver transplantation at their institute. Deng, De Meester, Smits, Heinecke, and Scheld (2000) conducted a study with a national dataset in Germany; their objective was to discover the effect of receiving a heart transplant on patients in a waiting list. The results indicated that cardiac transplant is associated with a survival benefit only for patients with a predicted high risk of dying on the waiting list. Ghobrial et al. (2005) performed a study to determine the prognostic factors for overall survival in 107 adult patients with posttransplantation lymphoproliferative disorders (PTLDs). They found that in differentiating the patients with low and high scores, the proposed prognostic scoring significantly performs better than the international PI for the subset of the patients (56 out of 107) with lactate dehydrogenase.
The common limitation in all of these studies is similar to the limitations of the studies summarized when reviewing data mining models: researchers directly devise a PI without determining whether the variables used in the PI-devising phase are necessary and sufficient. This limitation motivates a machine learning-based initial step in the variable selection procedure because, if the critical predictive factors are not captured effectively due to the intuition-and experience-based selection, the resulting PI's developed based on the selected variables would be inaccurate and, in turn, related risk groups of patients would be deviated from the real classes. This consequence might lead decision makers to make errors in devising organ transplantation policies.
Proposed Methodology
As shown in the previous section, existing studies of organ transplantation procedures have employed traditional statistical approaches along with intuitively selected variables in order to predict survivability. However, a large number of variables are collected and stored in organ transplantation procedures. Disregarding some of the important variables might potentially cause the inaccurate classification of patient risk groups after the transplant has taken place. Therefore, in this study, machine learning techniques as well as statistical methods are used to determine the most critical factors affecting the survivability of thoracic transplant patients. After data understanding and preparation, artificial neural networks (ANNs) and support vector machines (SVMs) are used to develop prediction models for the graft survivability, which is a binary categorical variable.
These data mining-based prediction models also help extract and rank order the most important variables. As the next step, consolidated candidate sets of critical predictor variables are determined via the prediction models, based on the literature and the domain expertise. Then, a Cox survival analysis is conducted using the abovementioned consolidated sets of critical predictor variables, and PIs are also devised. Within the last step, organ recipients are categorized into risk groups by a clustering algorithm, and the validation of this categorization is realized using the Kaplan-Meier survival curves. The specifics of these steps will be further detailed in subsequent sections.
UNOS Thoracic Dataset
The data source that was used to validate the methodology was provided by the UNOS. These data files are named UNOS Standard Transplant Analysis and Research (STAR) files for thoracic transplants. Each STAR file consists of information on all thoracic transplants that have been performed in the United States and reported to the Organ Procurement and Transplantation Network (OPTN) since October 1, 1987. It includes both deceased-and living-donor transplants. None of the files include any specific patient or transplant hospital identifiers due to the privacy and security issues. However, there is a patient identification number, unique to each patient, which allows patient tracking. Considering these features, UNOS is perceived to be the most comprehensive dataset available in any single field of medicine and for organ transplantation in the United States (Cupples & Ohler, 2002) .
The full dataset consists of 443 variables and 61391 records. These variables include the socio-demographic and health-related factors regarding both the donors and the recipients and procedure-related factors. To assign as an output (dependent variable), there are four possible variables which are called pstatus, ptime, gstatus, and gtime. These variables have the following meanings: pstatus refers to whether the patient died after transplantation occurred (dead = 1 and alive = 0), and gstatus refers to whether the graft has failed (1 = failed and 0 = succeeded). The variable ptime denotes patient follow-up time (in days) from transplant to death/last follow up time, and gtime is the graft lifespan from transplant to death/last follow up time. For most of the records, gtime and ptime had the same value, and so did gstatus and pstatus.
Since the goal of this study was to develop models to predict the performance of thoracic transplant (i.e., survivability), the dependent variable was assigned as gstatus, to distinguish the patients who died solely due to the thoracic graft incompatibility from the ones who died from any other reason. Therefore, the other potential dependent variables (pstatus, ptime, and gtime) were eliminated from the dataset to avoid biasing the results considering the fact that they would obviously have a very strong association with gstatus, which might cause overwhelming the rest of the variables' impacts.
As gstatus was the categorical dependent variable, the records of the patients whose corresponding values for gstatus were not entered were removed from the dataset. There were also some identification variables (e.g., Donor ID) which only help tracking the patient and the recipient anonymously and the thoracic transplant procedure but do not have any effect on the prediction capability of the models. These types of variables were also excluded from the analysis. Moreover, the name of the dataset was recorded as Dataset, which had one value (TH referring to thoracic) and Date of Run which also had one value for all records. These were for UNOS internal use only for record-matching purposes and were not recorded for survivability prediction. Hence, another type of problematic variables was those having only one possible value for each record, and those were also eliminated since they would have no effect on the predictive modeling.
This dataset had excessive missing values, which render most of the records and variables seemingly insignificant. Following the regular convention for the row deletion, our rule of thumb was constructed based on the Pareto rule (Pareto, 1971) : 80% of the effects come from 20% of the causes. Therefore, if the row (record) had missing values for more than 80% of the independent variables, it was deleted. However, in data mining studies, one should be very reluctant to remove the candidate predictor variables while trying to avoid an artificial data imputation procedure. There is an obvious trade-off in this case: as a rule of thumb for column (variable) deletion, we were cautious to remove any variable from the analysis and assumed that if a variable had more than 95% missing values, it did not carry much significant information, and it was thus deleted. The next step was handling the missing values: the categorical variables were filled with some heuristic values such as E (referring to empty) and NR (referring to not reported). The continuous variables were imputed with the average of the existing records. After adopting these data preparation strategies, the final dataset consisted of 372 initial sets of cleansed variables and one dependent variable (gstatus) with 36438 records. As for the test design, the dataset was randomly partitioned into two subsets, namely training and testing datasets; this splitting is further explained in the k-Fold Cross-validation subsection.
Data Mining Models
In this study, two popular classification models from the machine learning domain were adopted, namely neural networks (NNs) and SVMs. The preliminary studies conducted to determine which models perform better in terms of classification accuracy had indicated these two models. The following sections provide a small description of these classification models.
Neural networks:
NNs have been utilized to model complex relationships among the predictor variables and the dependent variable such as nonlinear functions and multicollinearity (Mitchell, 1997) . Formally defined, NNs are highly sophisticated analytic techniques capable of predicting new observations (on specific variables) from other observations (on the same or other variables) after executing a process of so-called "learning" from existing data (Haykin, 1998) .
Support vector machines:
SVMs are supervised learning methods that generate input-output mapping functions from a set of labeled training data. They belong to a family of generalized linear models which achieve a classification or regression decision based on the value of the linear combination of features. They are also said to belong to the kernel methods (Cristianini & Shawe-Taylor, 2000) . The mapping function in SVMs can be either a classification function (used to categorize the data) or a regression function (used to estimate the numerical value of the desired output).
Nonlinear kernel functions are often used to transport the input data (inherently representing highly complex nonlinear relationships) to a high dimensional feature space in which the input data become more separable (i.e., linearly separable) compared to the original input space. Then, maximum-margin hyperplanes are constructed to optimally separate the classes in the training data. Two parallel hyperplanes are constructed on each side of the hyperplane that separates the data by maximizing the distance between the two parallel hyperplanes. An assumption is made that the larger the margin or distance between these parallel hyperplanes, the better the generalization error of the prediction would be.
k-Fold Cross-validation
In data mining, in order to minimize the bias associated with the random sampling of the training and holdout (testing) data samples in comparing the predictive accuracy of two or more methods, researchers tend to use k-fold cross-validation (Kohavi, 1995) . In k-fold cross-validation, also called rotation estimation, the complete dataset (D) is randomly split into k mutually exclusive subsets (the folds: 
, it is trained on all but one fold (D t ) and tested on the remaining single fold (D t ).
The cross-validation estimate of the overall performance criteria is calculated as simply the average of the k individual performance measures as follows,
where CV stands for the cross-validation, k is the number of folds used, and PM is the performance measure for each fold (Olson & Delen, 2008) . In this study, a stratified 10-fold cross-validation approach was used to estimate the performance of classifiers. Empirical studies have shown that 10 is the optimal number of folds that optimizes the time it takes to complete the test while minimizing the bias and variance associated with the validation process (Kohavi, 1995) . In 10-fold cross-validation, the entire dataset is divided into 10 mutually exclusive subsets (or folds) with approximately the same class distribution as the original dataset (stratified). Each fold is used once to test the performance of the classifier that is generated from the combined data of the remaining nine folds, leading to 10 independent performance estimates.
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Performance Measures of Data Mining Models via a Confusion Matrix
A confusion matrix (as shown in Figure 1 ) is a matrix representation of the classification results. In a two-class classification problem (as in our case), the upper left cell denotes the number of samples classified as true while they were true in the actual classification (also called true positives-TP), and the lower right cell denotes the number of samples classified as false while they were actually false (also called true negatives-TN). The upper right cell represents the number of samples classified as false while they were actually true (also called false negatives-FN), and the lower left cell represents the number of samples classified as true while they were actually false (also called false positives-FP). To compare the classification models, four performance criteria were adopted in this study; they are given by the following equations:
Model Classification
TP TN Accuracy TP TN FP FN
where TP, TN, FP, FN denote true positive, true negative, false positive, and false negative, respectively. Accuracy, shown by Equation 2, measures the proportion of correctly classified test examples, therefore predicting the overall probability of the correct classification. Sensitivity and specificity, shown by Equations 3 and 4 respectively, measure the model's ability to recognize the patients of a certain group. For example, if grafts are concerned, sensitivity is a probability that a graft which has failed in reality is also classified as failed, and specificity is a probability that a succeeding graft is classified as succeeding (Demsar et al., 2001 ). Precision, shown by Equation 5, is the proportion of the observations assigned to the class by the model that are really class members (Lewis, 1995) .
Information Fusion-based Sensitivity Analysis
In prediction modeling, there is no universally accepted "best model" that works for any problem. The best model depends on the scenario being analyzed and the data set being used and can only be obtained through trial-and-error experimentation (Ruiz & Nieto, 2000) . Just as there is no single best model, there is also no single best implementation of different model types. Researchers are developing new ways to improve the accuracy and efficiency of prediction models. Therefore, it would be desirable to combine the results developed by multiple models (Batchelor & Dua, 1995) . Use of multiple models should make the forecasts more accurate and more efficient.
Information fusion is the process of intelligently combining the information created and provided by two or more information sources (i.e., models). While there is an ongoing debate about the sophistication level of the fusion methods to be employed, there is a general consensus that fusion (combining forecasts and/or predictions) produces more useful information (Armstrong, 2001) . Combining forecasts can improve accuracy, completeness, and robustness of information, while reducing the uncertainty and bias associated with individual models (Chase, 2000) . This multi-model fusion algorithm can be mathematically illustrated as follows (Delen, Sharda, & Kumar, 2007) . 
where β is the intercept, and ' 
where φ is the transfer function, and ' i w s are the weights for ' i x s . Given that we use m number of prediction models, the fusion model can be written as implementation of different model types. Researchers are developing new ways to improve the accuracy and efficiency of prediction models. Therefore, it would be desirable to combine the results developed by multiple models (Batchelor & Dua, 1995) . Use of multiple models should make the forecasts more accurate and more efficient.
Information fusion is the process of intelligently combining the information created and provided by two or more information sources (i.e., models). While there is an ongoing debate about the sophistication level of the fusion methods to be employed, there is a general consensus that fusion (combining forecasts and/or predictions) produces more useful information (Armstrong, 2001) . Combining forecasts can improve accuracy, completeness, and robustness of information, while reducing the uncertainty and bias associated with individual models (Chase, 2000) . This multi-model fusion algorithm can be mathematically illustrated as follows (Delen, Sharda, & Kumar, 2007 
where  is the intercept, and ' The values for ' s ω are derived from the up-to-now prediction accuracy measure of the individual predictors. That is, the higher the accuracy of a predictor on independent test cases, the larger the weight that is assigned to that predictor type (Delen et al., 2007) .
In addition, the rank order for the importance of the independent variables needs to be determined. In ANNs, the sensitivity analysis is a method for extracting the cause and effect relationship between the inputs and outputs of a trained ANN model (Davis, 1989) . In the process of performing a sensitivity analysis after the model is trained, the ANN learning is disabled so that the network weights are not affected. The fundamental idea is that the sensitivity analysis measures the predictor variables based on the change in modeling performance that occurs if a predictor variable is not included in the model.
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Hence, the measure of sensitivity of a specific predictor variable is the ratio of the error of the NN model without the predictor variable to the error of the model that includes this predictor variable (Principe, Euliano, & Lefebvre, 1999) . The more sensitive the network is to a particular variable, the greater the performance decrease would be in the absence of that variable, and therefore the greater the ratio of importance. The same method is followed in SVMs to rank the variables in terms of their importance according to the sensitivity measure defined as in Equation 11 (Saltelli, 2002) .
where V(F t ) is the unconditional output variance. In the numerator, the expectation operator E calls for an integral over X -i that is, over all input variables but X i , and the variance operator V implies a further integral over X i . Variable importance is then computed as the normalized sensitivity. Saltelli, Tarantola, Campolongo, and Ratto (2004) showed that Equation 4 is the proper measure of sensitivity to rank the predictors in order of importance for any combination of interaction and nonorthogonality among predictors.
Considering Equations 10 and 11 simultaneously, the sensitivity measure of the variable n with information fused by m prediction models can then be given by Equation 12 
where ' s ω refer to the normalized accuracy value of each prediction model with m models in total, and S in is the sensitivity measure of the n th variable in the i th model.
Effective Predictor Variables in Thoracic Transplant Performance
The insignificant variables need to be eliminated, which, by optimizing the predictor variables list, would improve the accuracy of the model. The potential input variables to this step consist of three candidate sets of predictor variables. The first set is composed of predictive model-selected variables. The predictive models explained in the Data Mining Models subsection can rank the predictor variables based on their importance level with regard to performance measurement via the gstatus. However, powerful machine learning tools such as NNs hardly eliminate the input variables. Instead, they tend to use all of them and try to capture the relations amongst all. Therefore, a subsequent step is to employ a Pareto analysis-like procedure to select the "vital few" variables from the "trivial many" (Pareto, 1971) . By applying a pseudo-Pareto analysis to each predictive model separately, a union set of predictive variables would be constructed, named as the first set of predictive variables.
The second set of predictive variables is obtained by considering the common-sense domain knowledge. This set includes variables which are logically related to thoracic transplantation such as donors' history of smoking. The third set of predictive variables is compiled from the related literature. This set essentially consists of the variables which have been commonly and repeatedly used in previous studies in the organ transplantation area. The second and third sets of predictive variables can be referred as the expert input to the variable determination stage of the proposed method. These sets (Set 2 and Set 3) provide one more chance to the next step-the Cox regression model-to evaluate the variables that might have importance in the survival analysis although they were determined to be insignificant by the predictive models.
Cox Survival Analysis
All the aforementioned three sets of predictive variables are fed into the Cox survival model to model the graft survivability while filtering out the candidate predictive variables which do not have a significant effect on the performance measurement of the transplant. Hence, the final critical predictive variables are determined by the Cox survival analysis. The Cox model also enables us to devise a PI to categorize the patients into differing risk groups such as low, medium, and high. The Cox regression model is a semi-parametric model which is extensively used in survival analysis (Cox 193 & Oakes, 1984; Ohno-Machado, 2001 ). The survival time of each patient is assumed to follow the hazard function (h i ) given by Equation 13 as follows:
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where h 0 is the baseline hazard function, and x i is the vector of predictor variables for the i th patient. β is the vector of regression coefficients for the predictor variables and is assumed to be the same for all patients (Grambsch & Therneau, 1994) .
One important application of the Cox regression model is to help identify variables which may be of prognostic importance (Parmar & Machin, 1995) . Once the variables are identified, knowledge from these variables may be combined and used to define a PI, which in turn defines groups of organ recipients at differing risk. To use the PI, key patient characteristics are recorded, and a score is derived from these. This score gives an indication of whether, for example, a particular patient has a good, intermediate, or bad prognosis for the disease (Parmar & Machin, 1995 
where x 1 to x n are the patient's values for the variables in the Cox model, and 1 β to n β are the corresponding regression coefficients determined by the Cox regression model (Christensen, 1987) .
It should be noted that the PI in Equation 14 represents the exponent portion in Equation 13
. Therefore, the smaller the PI, the smaller the hazard function value, and hence the smaller the risk associated with a particular recipient.
Categorization of Thoracic Recipients
A k-means clustering algorithm is used to provide an answer to the question of how many risk groups should patients be classified into. As a statistical and/or pictorial verification mechanism for the number of groups determined by the k-means clustering algorithm, the Kaplan-Meier survival analysis (Kaplan & Meier, 1958 ) is adopted and corresponding survival curves are generated.
The k-means method is an extensively used and arguably the most popular clustering algorithm that searches for a nearly optimal partition with a fixed number of clusters represented by the parameter k (MacQueen, 1967) . It proceeds by assigning k initial centroids to the multi-dimensional datasets. Each record in the dataset is allocated to the centroid which is nearest and hence forms a cluster. Each cluster centroid is then updated to be the center of its members, followed by a new assignment of records to the nearest centroids to reconstruct the clusters. The algorithm converges when there is no further change in the allocation of members to clusters, or some predefined time-based stopping criteria is satisfied (Krishna & Murty, 1999) .
The Kaplan-Meier analysis is a nonparametric technique which is used to test the statistical significance of differences between the survival curves associated with two different circumstances (Kaplan & Meier, 1958) . The analysis expresses the distribution of patient survival times in terms of the proportion of patients still alive up to a given time. The Kaplan-Meier survival curves plot the proportion of patients surviving against time which has a characteristic decline. In biostatistics, a typical application of the Kaplan-Meier survival curves involves grouping patients into risk categories such as low risk, medium risk, and high risk.
Results and Discussion
Following the methodology proposed in the previous section, the preliminary analysis showed that NNs and SVMs gave satisfactorily high prediction accuracy results in terms of performance measures. Therefore, these two machine learning models were kept as a modeling technique, and other statistical binary classifier models (such as logistic regression, discriminant analysis, and decision trees) were eliminated since their accuracy rates were not observed to be satisfactory in our preliminary trials. The cutoff value for success was to adopt a general rule of thumb (Hair, Anderson, Tatham, & Black, 1998) which claimed that the model should be able to predict the classes 25% better than random chance. In our study, with 38% and 62% of each class of dependent variables, a "good enough" model should exceed the random chance of 47% and 77%, respectively.
Hence, NNs and SVMs were kept to sort out the first set of candidate predictor factors, as further explained in the next subsection. These two models were employed for classification on the dependent variable gstatus. Table 1 shows the confusion matrices for both models. Based on the confusion matrix, the accuracy, sensitivity, specificity, and precision of each fold were calculated via the methods presented in the k-Fold Cross-validation subsection and in the Performance Measures of Data Mining Models via Confusion Matrix subsection. It was observed in our preliminary runs that a multilayer Perceptron (MLP) architecture with a single hidden layer performs better than other NN architectures such as radial basis function (RBF) and dynamic networks; hence, it was implemented in this study.
As for the SVM, based on the favorable prediction results obtained from the preliminary runs in this study, we chose to use the RBF-based kernel method. Table 1 shows that the RBF SVM model outperformed NNs with an 89% overall accuracy, 85% sensitivity, 93% specificity, and 88% precision. These results are better than those of any other study reported in the existing literature reviewed at the beginning of this article. For example, the recent studies conducted by Kusiak et al. (2005) and Lin et al. (2008) could achieve an average accuracy rate of 75% at most whereas our study could reach 89% accuracy. Moreover, none of the reported studies handled thoracic transplant procedure with such a voluminous dataset and in a data-mining fashion. Table 1 Comparison of the Two Predictive Models 
Relative Importance of Predictor Variables and Pseudo-Pareto Analyses
The information fusion-based sensitivity analysis procedure described previously was employed on 10 folds of testing data to determine the importance of the predictor variables effective on the performance measurement of thoracic transplants. The next step in the method proposes to apply pseudo-Pareto analysis to the prediction-models-extracted variables to focus on only the vital few rather than the trivial many. The Pareto rule basically claims that 80% of the problems stem from 20% of the causes. Therefore, instead of dealing with all root causes on hand, it suggests handling 20% of them that would hypothetically help solve 80% of the problems. The relative importance of the predictor variables were extracted by a pseudo-Pareto analysis but with a small difference: instead of applying the 80/20 rule, we adopted a threshold where the Pareto charts tail off. In other words, the cutoff points were where the addition of one more variable does not bring as much significance to the model, and the trend of the line becomes parallel to the x-axis. The corresponding Pareto charts are illustrated in Figures 2 and 3 , in which the cutoff points are shown with the dashed lines.
These cutoffs correspond to 4 variables for SVM (out of 21) and 32 variables for MLP (out of 292) with the cumulative percentages of 91% and 87% of the total importance value, respectively. Therefore, our Pareto rules can be summarized as 19% (4/21) to 91% for SVM and 11% (32/292) to 87% for MLP, as opposed to the fixed 80/20 ratio. A clear quantitative plan to help the medical experts use the methodology proposed in this study could be summarized and explained as follows:
1. Develop a Pareto chart based on the model used.
2. Via eyeballing, determine a cut-off value regarding which variables to include in subsequent steps.
3. Based on the cutoff determined above at Step 2, fit two separate linear regression models using the data that lie before and after the cutoff values.
4. If the linear trend (the significance of the linear trend line slope) proves to be significant, use the cutoff determined at Step 2. If not, switch to and try another cutoff point on the right or left of the cutoff tried at
Step 2.
In this study, for example, if we fit two linear regression models for Figure 3 , we obtain the following results, shown in Table 2 : Table 2 Linear Regression Results with regard to Figure 3 For Figure 3 Coefficients Significance test This table shows that where there is a clear significant linear trend in the left side of the line drawn in Figure 3 , there is no significant slope on the right side of it. Therefore, we can include variables determined with regard to the dashed line drawn on Figure 3 . Similar results are received when Figure 2 is analyzed, as seen in Table 3 . 
Selecting Predictor Variables for the Cox Survival Analysis
The proposed method involves providing three different sets of candidate covariates to be used in the Cox model. The first set is the union set of the predictor variables that were extracted by the pseudo-Pareto analyses detailed in the previous subsection. The list of these variables is presented in Table 4 . The second set of predictor variables are the ones which are not shown in the literature although they might have potential importance in thoracic transplants. These variables were selected through brainstorming sessions with healthcare experts in the field. The second set of candidate covariates is shown in Table 5 . The third set of candidate covariates was determined through the literature research presented at the beginning of this paper. This set includes the variables which have been commonly used in the previously published studies related to organ transplantation. The third set of candidate covariates is shown in Table 6 . 
Cox Survival Analysis Implementation
All the candidate covariates determined were then assigned to the Cox regression model. The predictor variables determined to be significant by the Cox regression model are listed along with their corresponding statistics in Table 7 . The other variables (which were in Tables 4, 5, or 6 but not in Table 7 ) were eliminated since they were found to be insignificant by the Cox regression model. As listed in Table 7 , 32 of the variables had prognostic value, which means they are determined by the Cox model as significant and kept in the Cox equation. Therefore, they were used to calculate the PIs by means of Equation 14. The PI values received here were ranging between 0.001 and 4.45.
k-Means Algorithm Implementation
Once the PIs for each recipient were calculated, the next step was to cluster the recipients through these PIs. However, how to define these clusters, decide which value to cut off, and hence categorize the recipients was not known a priori. Therefore, we adopted a k-means clustering algorithm to determine these clusters. The algorithm was run by changing the value for k (the number of clusters to be formed). We tried two, three, four, and five clusters because we considered that having more than five clusters would not provide logical risk groups to categorize and would probably not be easy to interpret medically. The results for each run are represented in Table 8 .
The performance of the k-means algorithm with a different number of clusters (k = 2, 3, 4, 5) was compared using intraclass inertia. It is a performance measure which shows how compact each cluster is. Intraclass inertia is the average of the distances between the means and the observations in each cluster. Equation 15 indicates this value for a given k number of clusters (Michaud, 1997) . 
The performance of the k-means algorithm with a different number of clusters ( 2, 3, 4, 5) k  was compared using intraclass inertia. It is a performance measure which shows how compact each cluster is. Intraclass inertia is the average of the distances between the means and the observations in each cluster. Equation 15 indicates this value for a given k number of clusters (Michaud, 1997) .
where n is the number of total observations, k C is the set of
X is the value of the attribute P for observation i and kP  is the mean of the attribute P in the th k cluster. In the present case, there is only one attribute which is PI, and hence m = 1.
Deployment of Kaplan-Meier Survival Curves
Kaplan-Meier survival curves were constructed for each possible number of cluster formations to validate the established PIs and hence the various risk groups. The main objective was to compare the survivor functions for different risk groups of thoracic recipients. If the survivor function for one risk group is always higher than the survivor function for another risk group, then the first group clearly lives longer than the first one. The less the survivor functions cross, the better the discrimination of the patients would be by the PIs derived. Figure 4 shows this clear distinction in all possible number of clusters.
In order to show statistically that there is a significant difference among the risk groups, the test of equality over strata was conducted for each of the survivor function in Figure 4 . The test of equality over strata contains rank and likelihood-based statistics for testing the homogeneity of survivor functions across strata. The rank tests with the log-rank test and the Wilcoxon test indicate a significant difference between the risk groups. These results are also supported by likelihood-based statistics. These statistical (15) where n is the number of total observations, C k is the set of k th cluster, X iP is the value of the attribute P for observation i and kP µ is the mean of the attribute P in the k th cluster. In the present case, there is only one attribute which is PI, and hence m = 1.
In order to show statistically that there is a significant difference among the risk groups, the test of equality over strata was conducted for each of the survivor function in Figure 4 . The test of equality over strata contains rank and likelihood-based statistics for testing the homogeneity of survivor functions across strata. The rank tests with the log-rank test and the Wilcoxon test indicate a significant difference between the risk groups. These results are also supported by likelihood-based statistics. These statistical test results and intraclass inertia values for each possible number of clusters are also summarized in Table 8 . Table 8 shows that in the present case, PIs were clustered best with k = 4. 
Conclusions
This study proposed a data mining-based prediction methodology for thoracic transplants. It revealed that if the performance measure of the transplant is assigned to be gstatus, the thoracic organ recipients should be categorized into four risk groups, namely low, low-medium, medium-high, and high. This finding is different from the results of conventional discrimination commonly used in this field of study where there have been only three risk groups: low, medium, and high. This is the point where the medical professionals should be consulted to find out whether or not this categorization is feasible and might potentially bring any medical value to the thoracic transplant study area. An example of application could be the scheduling of follow-up strategies regarding the frequency of posttransplant doctor visits and checking for each risk group of patients.
The research presented also showed that in addition to the list of predictors used in the existing literature, arising out of the medical experts' intuitions and experiences, other variables (e.g., donor history in terms of alcohol dependency, cancer, and diabetes) should also be used in predictive modeling for an improved performance measurement. The determination of these new variables was performed by the 10-fold cross-validated information fusion-based sensitivity analyses followed by pseudo-Pareto analyses. The high prediction accuracy levels received via NNs and SVM models supported the validity of the methodology proposed in the study.
Although data mining methods are highly capable of extracting novel patterns and relationships hidden deep in organ transplantation large datasets, without the cooperation and feedback from the medical professionals, the findings would have little value. The patterns found via data mining methods should be evaluated by medical professionals who have years of experience in the problem domain to decide whether they are logical, actionable, and novel to foster new biological and clinical research directions. In short, data mining is not to replace the medical professionals and researchers, but to complement their invaluable research efforts to solve unsolvable medical problems and hence save more human lives.
The findings of data mining studies are only as good as the data provided to them. The quality and the quantity of the data determine the correctness and usefulness measures of the findings. The popular expression "garbage-in-garbage-out" applies to data mining more so than to any other field. One should also choose appropriate methods to analyze the data. As of now, data mining is far from being a standardized field of study where a recipe type procedure leads to optimal results. Rather, it is still an art driven by rule-of-thumb, experiences, and extensive experimentations. Different application domains with different types of data require researchers to devise a different, rather unique solution to the problem on hand. In that sense, this study has proposed one of many potential methodologies to effectively and efficiently deal with the prognostic analysis of thoracic organ transplant recipients. Others may use different data (or different representations of similar data) with a different set of methods to produce different results, as useful or even more useful than the ones reported in this study, which would contribute to the body of knowledge regarding data mining.
