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Abstract
Let K be a number field and A/K be an abelian variety of dimension g with EndK(A) = Z. We
provide a semi-effective bound ℓ0(A/K) such that the natural Galois representation attached to TℓA
is onto GSp
2g(Zℓ) for all primes ℓ > ℓ0(A/K). For general g the bound is given as a function of the
Faltings height of A and of the residual characteristic of a place of K with certain properties; when
g = 3, the bound is completely explicit in terms of simple arithmetical invariants of A and K.
1 Introduction
Let K be a number field and A be a K-abelian variety. The purpose of the present work is
to study the Galois representations attached to A under the assumption that EndK(A) is Z.
More precisely, we are interested in the family of representations
ρℓ∞ : Gal
(
K/K
)→ Aut(Tℓ(A)) ∼= GL2g(Zℓ)
arising (after a choice of basis) from the ℓ-adic Tate modules of A. We shall also consider
the residual mod-ℓ representations ρℓ : Gal
(
K/K
) → Aut(A[ℓ]) ∼= GL2g(Fℓ), and write Gℓ∞
(resp. Gℓ) for the image of ρℓ∞ (resp. of ρℓ). By work of Serre [Ser86] and Pink [Pin98] many
results are known on these representations: in particular, we know that if – for some prime ℓ –
the Zariski closure of Gℓ∞ has rank g+1, then the same is true for all primes, and in fact the
equality Gℓ∞ = GSp2g(Zℓ) holds for all ℓ large enough (with respect to A/K). Furthermore,
if we assume the Mumford-Tate conjecture, this condition is equivalent to the Mumford-Tate
group of A being GSp2g,Q, and even better, if g = dimA lies outside a certain very thin
set, then the condition MT(A) = GSp2g,Q is automatically satisfied and the Mumford-Tate
conjecture is true for A (cf. theorem 1.4 below).
Our aim is to make these results explicit, by finding a bound ℓ0(A/K) (which, as the
notation suggests, will depend on A and K) such that, for all primes ℓ > ℓ0(A/K), the
representation ρℓ∞ is onto GSp2g(Zℓ). To state our results more compactly we introduce the
following functions:
Definition 1.1. Let K be a number field and A/K be an abelian variety of dimension g. We
let α(g) = 210g3 and define
b(A/K) = b([K : Q], g, h(A)) =
(
(14g)64g
2
[K : Q]max (h(A), log[K : Q], 1)2
)α(g)
,
where h(A) is the stable Faltings height of A. We also set b(A/K; d) = b(d[K : Q], g, h(A)).
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Our first result is the following explicit bound for the quantity ℓ0 introduced above:
Theorem 1.2. Let A/K be an abelian variety of dimension g ≥ 3 and Gℓ∞ be the image of
the natural representation ρℓ∞ : Gal
(
K/K
)→ AutTℓA. Suppose that:
1. EndK(A) = Z;
2. there exists a place v of K, of good reduction for A and with residue field of order qv,
such that the characteristic polynomial of the Frobenius at v (cf. section 2.3) has Galois
group (Z/2Z)g ⋊ Sg.
The equality Gℓ∞ = GSp2g(Zℓ) holds for every prime ℓ unramified in K and strictly larger
than
max
{(
2q4(
√
6g+1)
v
)2g·g!
, b(A/K; g!), b(A2/K; g)1/2g
}
.
Furthermore, the term b(A2/K; g)1/2g can be omitted from the maximum if g ≥ 19.
Remark 1.3. The cases g = 1 and g = 2 are treated in detail in [MW93b] (see also [Lom15])
and [Lom14] respectively.
Let us make a few comments on condition (2) in theorem 1.2. The hypothesis concerning
the Galois group of fv(x) might seem somewhat unnatural, but it is a very simple way to
encode the fact that the roots of fv(x) are “maximally generic”; in particular, this condition
implies that the subgroup of Q
×
they generate is free of rank g + 1, a fact which we will
then use to prove modulo-ℓ analogues of the statement that the Zariski closure of Gℓ∞ is
of rank g + 1. We also remark that if at least one suitable place v exists, then such places
have density one; furthermore, the existence of such a place is equivalent to the fact that the
equality Gℓ∞ = GSp2g(Zℓ) holds for some ℓ. Thus, if the equality Gℓ∞ = GSp2g(Zℓ) holds for
all sufficiently large primes ℓ (in particular, if the conclusion of the theorem is true for some
bound ℓ0(A/K)), then it is very easy in practice to find a place v that satisfies condition (2),
because such places have density one; see for example the explicit calculation of section 14
and the remarks preceding lemma 7.6. From a more theoretical perspective, we remark that
a theorem of Pink (combined with previous work of Serre) implies that such places v always
exist if the dimension of A lies outside a certain (very thin) set of “exceptional” dimensions;
indeed, this is a consequence of the following result:
Theorem 1.4. (Pink [Pin98], Serre [Ser86] [Ser00a]) Let A be an abelian variety of dimen-
sion g defined over the number field K, and let
S =
{
1
2
(2n)k
∣∣ n > 0, k ≥ 3 odd} ∪{1
2
(
2n
n
) ∣∣ n > 1 odd} .
If EndK(A) = Z and dimA 6∈ S, then:
• the Mumford-Tate conjecture is true for A;
• the Mumford-Tate group of A is isomorphic to GSp2g,Q;
• the equality Gℓ∞ = GSp2g(Zℓ) holds for every sufficiently large prime ℓ.
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Remark 1.5. The set S is precisely the set of those positive integers g such that there exists
a symplectic minuscule representation of dimension 2g of a simple, simply connected algebraic
group different from Sp2g, cf. section 9.
In order to have a completely effective result we would also need to show that the number
qv above can be effectively bounded a priori in terms of simple arithmetical invariants of
A/K. While unfortunately we cannot do this for arbitrary g, for simple abelian threefolds we
prove:
Theorem 1.6. (Theorem 12.17) Let A/K be an abelian variety of dimension 3 such that
EndK(A) = Z. Denote by N 0A/K the naive conductor of A/K, that is, the product of the
prime ideals of OK at which A has bad reduction, and suppose that A[7] is defined over K.
• Assume the Generalized Riemann Hypothesis: then the equality Gℓ∞ = GSp6(Zℓ) holds
for every prime ℓ unramified in K and strictly larger than (2q)48, where
q = b(A2/K; 3)8
(
log |∆K/Q|+ logNK/Q
(
N 0A/K
))2
.
• Unconditionally, the same conclusion holds with
q = exp
(
cb(A2/K; 3)8
(
log |∆K |+ logNK/Q
(
N 0A/K
))2)
,
where c is an absolute effectively computable constant.
Remark 1.7. The condition that the 7-torsion points of A are defined over K is not very
restrictive, for it can be met by simply replacing K by K(A[7]), cf. remark 12.18.
Remark 1.8. Unpublished work of Winckler [Win] shows that c can be taken to be 27175010,
see also the recent preprint [Zam15]. Furthermore, if A/K is a semistable abelian variety,
then logNK/Q
(
N 0A/K
)
is bounded above by [K : Q] (c0h(A) + c1) for certain constants c0, c1
depending only on [K : Q] and on dimA: this result is stated and proved in [HP15] (see
especially Theorem 6.5 of op. cit.) for abelian varieties over function fields, but the same
proof works equally well also over number fields (for a detailed proof in the number field case
see also [Paz15, Theorem 1.1]).
When the dimension of A grows, the complexity of the problem of computing a bound
ℓ0(A/K) increases as well, and (at least with the techniques developed in this paper) it
becomes extremely impractical to give completely explicit results. Even in these higher-
dimensional situations, however, our methods are not entirely powerless, and as an example
of possible further extensions we show:
Theorem 1.9. Let A/K be an abelian variety of dimension 5 such that EndK(A) = Z. There
is an effective bound ℓ0(A/K) (depending on h(A), on the discriminant ∆K of K, and on
N 0A/K) such that Gℓ∞ = GSp10(Zℓ) for every ℓ > ℓ0(A/K).
Remark 1.10. No such result can exist in dimension 4, since it is known by work of Mumford
[Mum69] that there exist simple abelian fourfolds A/K with geometrically trivial endomor-
phism ring (i.e. EndK(A) = Z) such that the Zariski closure of Gℓ∞ is of rank 4 for every
prime ℓ. Since the rank of GSp8,Qℓ is 5, this shows that for such fourfolds we can never have
Gℓ∞ = GSp8(Zℓ) – in particular, hypothesis (2) of theorem 1.2 does not hold for such A.
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To conclude this introduction we now describe the organization of this paper. After two
sections of preliminaries (§ 2 and 3) we study the various classes of maximal proper subgroups
G of GSp2g(Fℓ), showing that – at least for ℓ large enough – Gℓ cannot be contained in any
such G. This occupies sections 4 through 10, each of which deals with a different kind of
maximal subgroup. Next in §11 we prove theorem 1.2, while section 12 contains a proof of
theorem 1.6. In section 13 we further extend the techniques of §12 to prove theorem 1.9.
Finally, section 14 contains an example of an abelian threefold for which theorem 1.2 enables
us to establish explicit surjectivity results, and to which previously available methods seem
not to be applicable.
We say a few more words on the techniques used in sections 4 through 10. Three classes of
maximal subgroups (traditionally dubbed “imprimitive”, “reducible”, and “field extension”
cases) are dealt with in section 4 as an almost immediate consequence of the isogeny theorem
of Masser and Wu¨stholz [MW93a] [MW93c] (the completely explicit version we employ is due
to Gaudron and Re´mond [GR14]). Other maximal subgroups of GSp2g(Fℓ) are closely related
to the image of the 2g-dimensional symplectic representation of PGL2(Fℓ), and in section 5
we show that, for ℓ sufficiently large, Gℓ cannot be contained in such a subgroup: this is
obtained by comparing purely group-theoretical information with Raynaud’s description of
the structure of A[ℓ] as a module over the inertia group at a place of characteristic ℓ. If we
assume A to be semistable, this result is essentially uniform in the abelian variety; however,
we also give a non-uniform bound, based on the properties of the place v, which allows us to
avoid the need for a semistability assumption in the hypotheses of theorem 1.2. The uniform
bounds, on the other hand, are certainly interesting in themselves, and they will also be used
to establish theorem 1.6.
The aforementioned results of Raynaud are also used in section 6 to eliminate the pos-
sibility of Gℓ being a small “exceptional” (or “constant”) group: we obtain a lower bound
on |PGℓ| that is linear in ℓ (and essentially uniform in A), which – combined with results of
Larsen-Pink and Collins – shows that the exceptional case does not arise for ℓ larger than a
certain explicit function of g. As in the previous case, this result depends on a semistability
assumption, and we complement it with an unconditional (but non-uniform) bound based on
the isogeny theorem.
In §7 and §8 we consider the case of Gℓ being contained in a “tensor product” subgroup,
and we show how, given a place v as in hypothesis (2) of theorem 1.2, one can produce a finite
set of integers whose divisors include all the primes for which Gℓ is of tensor product type;
this is inspired by an argument of Serre [Ser00a], but his use of the characteristic polynomial
of Frv is almost completely replaced by a direct study of the multiplicative relations satisfied
by its roots. These relations also form the main object of interest in §12, where we exploit
their simple form and the manageable structure of the subgroups of GO3(Fℓ) to show how,
if dimA = 3, a careful application of Chebotarev’s theorem yields an effective bound on the
residual characteristic of a place v with the desired properties. Finally, in sections 9 and 10
we use tools from representation theory (of both algebraic and finite groups) to treat the last
remaining classes of maximal subgroups of GSp2g(Fℓ), namely the so-called subgroups of class
S and the tensor-induced (“class C7”) subgroups. Roughly speaking, representation theory is
used to show that if Gℓ is contained in a group of class S or of class C7, then the eigenvalues of
every Frobenius element of K (when reduced modulo ℓ) satisfy a certain polynomial equation
with small exponents; once this has been established, the proof proceeds along the same
general lines as in section 7.
Acknowledgments. I thank N. Ratazzi for suggesting the problem and J.-P. Serre for
inspiring discussions.
2 Preliminaries
2.1 The isogeny theorem
The result that makes many of the explicit estimates possible is the following theorem, origi-
nally due to Masser and Wu¨stholz [MW93c] [MW93a] and then improved and made explicit
by Gaudron and Re´mond [GR14]:
Theorem 2.1. (Isogeny Theorem, [GR14, Theorem 1.4]) Let A/K be an abelian variety. For
every abelian variety A∗ defined over K that is K-isogenous to A, there exists a K-isogeny
A∗ → A whose degree is bounded by b(A/K) (cf. definition 1.1).
It is very likely that the function b(A/K) of definition 1.1 is not the best possible one.
Let us then introduce another function b0(A/K), which is by definition the optimal isogeny
bound:
Definition 2.2. Let A/K be an abelian variety. We denote by b0(A/K) the smallest natural
number such that, for every other abelian variety B/K that is K-isogenous to A, there exists
a K-isogeny B → A of degree at most b0(A/K). We set b0(A/K; d) = max[K ′:K]≤d b0(A/K ′),
where the maximum is taken over the finite extensions of K of degree at most d.
It is clear that the isogeny theorem implies that b0(A/K) and b0(A/K; d) exist, and that
b0(A/K; d) ≤ b(d[K : Q],dimA,h(A)) = b(A/K; d). Whenever possible, we will state our
results in terms of b0 instead of b; in some situations, however, in order to avoid cumbersome
expressions involving maxima we simply give bounds in terms of the function b.
2.2 Weil pairing, Serre’s lifting lemma
Let A∨ be the dual variety of A and let 〈·, ·〉 denote the Weil pairing on A×A∨. Also let Zℓ(1)
be the 1-dimensional Galois module the action on which is given by the cyclotomic character
χℓ : Gal
(
K/K
)→ Z×ℓ . For any choice of a polarization ϕ : A→ A∨, the composition
Tℓ(A)× Tℓ(A) id×ϕ−−−→ Tℓ(A)× Tℓ(A∨) 〈·,·〉−−→ Zℓ(1)
equips the Tate module Tℓ(A) with a Galois-equivariant, skew-symmetric form which we still
denote by 〈·, ·〉 and call the Weil pairing on Tℓ(A). By Galois-equivariance of 〈·, ·〉, every
element h of the group Gℓ∞ preserves the form 〈·, ·〉 up to multiplication by a scalar factor
(called the multiplier of h), so Gℓ∞ is in fact contained in GSp(Tℓ(A)⊗Zℓ Qℓ, 〈·, ·〉), the group
of symplectic similitudes of Tℓ(A) ⊗Zℓ Qℓ with respect to 〈·, ·〉. Notice that the multiplier
of h need not be an ℓ-adic unit, whence the need to tensor by Qℓ. Suppose however that ℓ
does not divide the degree of the polarization ϕ: then id×ϕ induces an isomorphism between
Tℓ(A) × Tℓ(A) and Tℓ(A) × Tℓ(A∨), from which one easily deduces that the multiplier of
every h ∈ Gℓ∞ is an ℓ-adic unit. It follows that (for these primes) Gℓ∞ is a subgroup of
GSp(Tℓ(A), 〈·, ·〉), so, after a choice of basis, we can consider Gℓ∞ as being a subgroup of
GSp2g(Zℓ).
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Fix now (once and for all) a polarization ϕ of A of minimal degree. By [GR14, The´ore`me
1.1] we see that degϕ ≤ b(A/K), so (since we only work with primes strictly larger than this
quantity) we can assume that Gℓ∞ is a subgroup of GSp2g(Zℓ). Moreover, for such values
of ℓ the Weil pairing is nondegenerate on A[ℓ], so for all primes ℓ > b(A/K) the group Gℓ
is a subgroup of GSp2g(Fℓ). Combining this remark with the following well-known lemma,
originally due to Serre, will allow us to only consider the residual mod-ℓ representation ρℓ
instead of the full ℓ-adic system ρℓ∞ :
Lemma 2.3. Let g be a positive integer, ℓ ≥ 5 be a prime and G be a closed subgroup of
Sp2g(Zℓ). Suppose that G surjects onto Sp2g(Fℓ) by reduction modulo ℓ: then G = Sp2g(Zℓ).
Likewise, let H be a closed subgroup of GSp2g(Zℓ) whose reduction modulo ℓ contains Sp2g(Fℓ):
then H ′ = Sp2g(Zℓ).
Proof. The first statement is [Ser00a, Lemma 1 on p. 52], cf. also Theorem 1.3 in [Vas03]. The
second part follows by applying the first to G = H ′ and noticing that the reduction modulo
ℓ of H ′ contains the derived subgroup of Sp2g(Fℓ) which, for ℓ ≥ 5, is Sp2g(Fℓ) itself.
Corollary 2.4. Let ℓ > b(A/K): then Gℓ is contained in GSp2g(Fℓ). Suppose ℓ does not
ramify in K: then Gal
(
K/K
) χℓ−→ Z×ℓ is surjective. In particular, if ℓ > b(A/K) does not
ramify in K, the inclusion Sp2g(Fℓ) ⊆ Gℓ implies Gℓ∞ = GSp2g(Zℓ).
We conclude this section by recording for future reference our working assumption that ℓ
does not divide the degree of a minimal polarization. This is a minor technical point, but is
nonetheless necessary if we want our statements (which often involve the group GSp2g(Fℓ))
to be meaningful.
Assumption 2.5. The prime ℓ does not divide the degree of a minimal polarization of
A. In particular, this allows us to identify Gℓ (resp. Gℓ∞) to a subgroup of GSp2g(Fℓ)
(resp. GSp2g(Zℓ)).
2.3 Frobenius elements and their eigenvalues
We conclude this section of preliminaries by introducing our notation for Frobenius elements
and their eigenvalues, and by proving some simple facts about them. We let ΩK denote the
set of finite places of K, and for each v ∈ ΩK we write pv for the residual characteristic and
qv for the cardinality of the residue field at v. We also write Frv ∈ Gal
(
K/K
)
for a Frobenius
element at v. If v is a place of K of good reduction for A, the characteristic polynomial
of ρℓ∞(Frv) does not depend on ℓ (as long as v ∤ ℓ), and will be denoted by fv(x) ∈ Z[x].
We shall write µ1, . . . , µ2g for the roots of fv(x) in Q, and call these algebraic integers the
eigenvalues of Frv.
The splitting field of fv(x) is a Galois extension of Q which we call F (v). Recall that,
thanks to the Weil conjectures, the absolute value of every µi under any embedding of F (v) in
C is equal to q
1/2
v . If ℓ is a prime not lying below v, let l be any prime of F (v) lying above ℓ, and
let Fl be the residue field at l. Since the µi’s are algebraic integers, it makes sense to consider
their reductions modulo l: they are elements of Fℓ
×
which we will denote by µ1, . . . , µ2g, and
which can also be identified with the roots in Fℓ of the characteristic polynomial of ρℓ(Frv).
When speaking of the roots µ1, . . . , µ2g of the characteristic polynomial of ρℓ(Frv) we shall
always implicitly assume that this identification has been made.
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Definition 2.6. To avoid confusion between the notation µi (the reduction of µi in Fℓ) and
the complex conjugate of µi, we shall denote the latter by ι(µi). We also denote by Φv the
set of roots of fv(x).
Lemma 2.7. The splitting field F (v) of the characteristic polynomial fv(x) of Frv has Galois
group isomorphic to a subgroup of (Z/2Z)g ⋊ Sg, so it has degree at most 2
gg! over Q.
Proof. Immediate from the relation x2gfv
(
qvx
−1) = qgvfv(x), which in turn follows from
ρℓ∞(Frv) being an element of GSp2g(Zℓ) for any sufficiently large prime ℓ and from the Weil
conjectures.
Essentially by the same argument as in the previous lemma, it is easy to see that the
subgroup of Q
×
generated by the eigenvalues of a Frobenius element Frv has rank at most
g+1, and we are interested in places v for which equality is attained. We shall now concentrate
on those Frobenius elements that are “maximally generic” in the following sense: we consider
places v such that the the Galois group of the characteristic polynomial fv(x) is the full
Weyl group Wg := (Z/2Z)g ⋊ Sg. In this case, we shall now see that the group generated
by the eigenvalues of Frv is free of rank g + 1 (corollary 2.10). We also collect here various
“multiplicative independence” results that will be used repeatedly throughout the paper.
Lemma 2.8. Suppose g = dimA is at least 3. Suppose fv(x) has Galois group isomorphic to
(Z/2Z)g ⋊Sg and order the roots µ1, . . . , µ2g of fv(x) in such a way that ι(µi) = µ2g+1−i. Let
(n1, . . . , n2g) ∈ Z2g be such that
2g∏
i=1
µnii is a real number: then for all i = 1, . . . , 2g we have
ni = n2g+1−i.
Proof. The number
∏2g
i=g+1(µiµ2g+1−i)
−ni =
∏2g
i=g+1 q
−ni
v is in R, so the product
2g∏
i=1
µnii
2g∏
i=g+1
(µiµ2g+1−i)−ni =
g∏
i=1
µ
ni−ni+g
i
is again a real number. We can therefore assume that we have nj = 0 for j = g + 1, . . . , 2g,
in which case our claim becomes the statement that ni = 0 for i = 1, . . . , g. Suppose this is
not the case, and let k ∈ {1, . . . , g} be an index such that nk 6= 0. Let σ be the element of
Gal(F (v)/Q) that exchanges µk with µ2g+1−k = ι(µk) while fixing µj for j = 1, . . . , g, j 6= i.
Now notice that ∣∣∣∣∣
g∏
i=1
µnii
∣∣∣∣∣ =
g∏
i=1
|µi|ni = √qv
∑g
i=1 ni ,
so
∏g
i=1 µ
2ni
i = q
∑g
i=1 ni
v is a rational number. Thus we have
∏
i 6=k
µ2nii · ι(µk)2nk = σ
(
g∏
i=1
µ2nii
)
=
g∏
i=1
µ2nii ⇒ (µk/ι(µk))2nk = 1.
But this implies ι(µk)
4nk = (µkι(µk))
2nk = q2nkv , so the Galois group of the minimal poly-
nomial of ι(µk) embeds in the Galois group of x
4nk − q2nkv . The latter is either the cyclic
group Z/2nkZ or the dihedral group D2nk (depending on whether or not qv is a square in Q),
while the former is by assumption isomorphic to (Z/2Z)g ⋊ Sg. This immediately leads to a
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contradiction if g ≥ 5, because the Galois group of x4nk − q2nkv is solvable while (Z/2Z)g ⋊Sg
is not. For g = 3 or 4 notice that the derived length (that is, the length of the derived series)
of the solvable group D2nk is 2, while the derived length of (Z/2Z)
g ⋊ Sg is at least 3, which
gives a contradiction also in the case g ∈ {3, 4}.
Notice that in the course of the proof we have also established:
Lemma 2.9. Suppose dimA ≥ 3. Let v be a place of K at which A has good reduction,
and suppose that fv(x) has Galois group (Z/2Z)
g ⋊ Sg: then for every positive integer m the
polynomials fv(x) and h±(x) = x2m ± qmv have no common root.
Corollary 2.10. Suppose g ≥ 3 and fv(x) has Galois group isomorphic to (Z/2Z)g ⋊ Sg.
Order the roots µ1, . . . , µ2g of fv(x) in such a way that ι(µi) = µ2g+1−i. The abelian subgroup
of Q
×
generated by µ1, . . . , µg, µg+1, . . . , µ2g is free of rank g + 1. We can take as generators
µ1, . . . , µg, µg+1.
Proof. Since µgµg+1 = µiµ2g+1−i for all i = 1, . . . , g, it is clear that the group generated by
µ1, . . . , µ2g is the same as the group generated by µ1, . . . , µg, µg+1. Thus it suffices to show
that µn11 · · ·µngg µng+1g+1 = 1 implies n1 = · · · = ng = ng+1 = 0. By lemma 2.8, the equality
µn11 · · · µngg µng+1g+1 = 1 immediately implies n2 = · · · = ng = 0 and n1 = ng+1. Taking absolute
values in the equality µn11 · · ·µngg µng+1g+1 = 1 we then find qn1v = 1, that is, n1 = 0.
Corollary 2.11. With the notation and the hypotheses of lemma 2.8, let n be an odd integer
and N be any positive integer. For all injective functions j : {1, 2, . . . , 2n} −→ {1, . . . , 2g} we
have
n∏
i=1
µNj(i) 6=
2n∏
i=n+1
µNj(i)
Proof. Suppose by contradiction
∏n
i=1 µ
N
j(i)
∏2n
i=n+1 µ
−N
j(i) = 1. By lemma 2.8 the number of
variables with exponent equal to N , that is n, is even, but this contradicts the assumption.
Lemma 2.12. With the notation and the hypotheses of lemma 2.8, let λ, ν1, ν2 be three
distinct eigenvalues of Frv. We have λ
2 6= ν1ν2.
Proof. Suppose by contradiction that λ2 = ν1ν2. The action of Wg on the set {µ1, . . . , µ2g}
has the following property: for every σ ∈ Wg and for every pair of indices i, j, we have
σ(µi) = µj if and only if σ(µ2g+1−i) = µ2g+1−j . Suppose first that ν2 6∈ {ι(ν1), ι(λ)}: then
there exists a σ ∈ Wg which fixes both ν1 and λ, but such that σ(ν2) 6= ν2. Applying σ
to the equality λ2 = ν1ν2 we find λ
2 = ν1σ(ν2), which is a contradiction since σ(ν2) 6= ν2.
Next suppose that ν2 = ι(λ): then ι(ν1) is different from λ and from ν2 (since λ, ν1, ν2 are all
distinct), and we can just repeat the same argument with ν2 replaced by ν1. Finally, assume
ν1, ν2 are complex conjugates of each other (hence they are both distinct from λ and ι(λ)),
and denote by S the stabilizer of ν1, ν2 in Wg: since g ≥ 3, the orbit of λ under the action of
S has order at least 4, hence in particular there is a σ ∈ S such that σ(λ) 6= ±λ. Applying
this σ to the equation λ2 = ν1ν2 leads once more to a contradiction.
Lemma 2.13. With the notation and the hypotheses of lemma 2.8, let λ1, λ2, λ3, λ4 be four
distinct eigenvalues of Frv. The equality λ1λ2 = λ3λ4 implies λ2 = ι(λ1) and λ4 = ι(λ3).
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Proof. Consider the stabilizer of λ1, λ2, λ3 in Gal (F (v)/Q), and let σ be any element of this
stabilizer. Applying σ to the equation λ1λ2 = λ3λ4 we find σ(λ4) = λ4, that is, the stabilizer
of λ1, λ2, λ3 fixes λ4. Given the structure of Gal (F (v)/Q) (which is by assumption isomorphic
to (Z/2Z)g ⋊ Sg), this is only possible if ι(λ4) ∈ {λ1, λ2, λ3}. Assume by contradiction that
ι(λ4) ∈ {λ1, λ2}; then by symmetry we can assume λ4 = ι(λ1). The same argument then also
shows that λ3 = ι(λ2), so our original equation rewrites as
λ1λ2 = ι(λ1λ2). (1)
Let now τ ∈ Gal(F (v)/Q) be an operator that exchanges λ1, ι(λ1) while fixing λ2, ι(λ2);
such an operator clearly exists in (Z/2Z)g ⋊ Sg. Applying this τ to equation (1) we find
λ1ι(λ2) = ι(λ1)λ2, which together with (1) implies ι(λ
2
2) = λ
2
2, that is, λ
2
2 is in R. On the
other hand, we know that |λ2| = q1/2v under any embedding of F (v) in C, hence we must have
λ22 = ±qv. However, this contradicts the fact that λ2 has degree 2g over Q, hence we cannot
have ι(λ4) ∈ {λ1, λ2}. It follows that λ4 = ι(λ3) and λ3λ4 = qv ∈ Q, so λ1λ2 is fixed under
the action of Gal(F (v)/Q); by the same argument as above, this is only possible if λ2 = ι(λ1),
and we are done.
Lemma 2.14. Suppose g = dimA is at least 3 and fv(x) has Galois group isomorphic to
(Z/2Z)g ⋊ Sg. Let Φv be the set of roots of fv(x).
• Let f1 : Φ2gv → N be given by
f1(x1, . . . , x2g) = |NF (v)/Q(x1x3 − x2x4)|+ |NF (v)/Q(x1x6 − x2x5)|
If (x1, . . . , x2g) ∈ Φ2gv are all distinct, then we have 0 6= f1(x1, . . . , x2g) ≤ 2(2qv)[F (v):Q].
• Likewise, let f2 : Φ2gv → N be given by f2(x1, . . . , x2g) = |NF (v)/Q(x22 − x1x3)|. If
(x1, . . . , x2g) ∈ Φ2gv are all distinct, then we have 0 6= f2(x1, . . . , x2g) ≤ (2qv)[F (v):Q].
Proof. It is clear by construction that f1(x1, . . . , x2g) is the sum of two non-negative integers.
Furthermore, the Weil conjectures imply that the inequality
|σ(xixj − xkxl)| ≤ |σ(xixj)|+ |σ(xkxl)| ≤ 2qv
holds for every choice of indices i, j, k, l and of σ ∈ Gal(F (v)/Q), so each summand in the
definition of f1 does not exceed (2qv)
[F (v):Q]. This proves the second inequality in the state-
ment. To prove the first, it suffices to show that the two summands cannot vanish at the
same time. This follows easily from lemma 2.13. Assume that
∣∣NF (v)/Q(x1x3 − x2x4)∣∣ is zero:
then x1x3 − x2x4 itself is zero, and by lemma 2.13 we must have x3 = ι(x1). If by con-
tradiction |NF (v)/Q(x1x6 − x2x5)| also vanished, then by the same argument we would have
x6 = ι(x1) = x3, contradicting the hypothesis that the xi are all distinct.
As for the second statement, the inequality f2(x1, . . . , x2g) ≤ (2qv)[F (v):Q] follows again
from the Weil conjectures, while the inequality f2(x1, . . . , x2g) 6= 0 has already been shown in
the course of the proof of lemma 2.12.
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3 Maximal subgroups of GSp2g(Fℓ)
Thanks to corollary 2.4 we see that in order to prove theorem 1.2 it is enough to show that the
equality Gℓ = GSp2g(Fℓ) holds all ℓ larger than a certain explicit bound. In order to do this,
we shall make use of a description of the maximal proper subgroups of GSp2g(Fℓ): the core
of our argument will consist in showing that – for ℓ large enough – Gℓ cannot be contained in
any proper subgroup of GSp2g(Fℓ), and hence it has to coincide with all of GSp2g(Fℓ). The
purpose of this section is to introduce some notation and state theorem 3.14, which gives
precisely such a classification of the maximal subgroups of GSp2g(Fℓ). Our main references
for this section are [BHRD13] and [KL90].
3.1 Group theoretical preliminaries
We now recall some basic facts from finite group theory that will be needed in what follows.
Definition 3.1. Let G be a finite group. The socle of G, denoted soc(G), is the subgroup
of G generated by the non-trivial minimal normal subgroups of G.
Definition 3.2. A finite group G is said to be almost simple if its socle is a non-abelian
simple group. In this case, if we let S = soc(G), we have S ≤ G ≤ Aut(S), and S is a normal
subgroup of G.
Lemma 3.3. An almost simple group G does not possess non-trivial normal solvable sub-
groups.
Proof. Suppose a nontrivial normal solvable subgroup exists. Then the collection of such
subgroups is nonempty, and there is a minimal normal subgroup N0 of G that is solvable (a
subgroup of a solvable group is itself solvable). The definition of soc(G) implies N0 ⊂ soc(G),
and moreover N0 is normal in soc(G) since it is normal in G. By simplicity of soc(G) this
forces N0 = soc(G); however, the latter is simple non-abelian, hence in particular not solvable,
contradiction.
Lemma 3.4. An almost-simple group G has a unique non-trivial minimal normal subgroup,
which coincides with its socle.
Proof. Let N be a non-trivial minimal normal subgroup of G. We have N ⊳ soc(G), and as
the latter is simple this forces N = soc(G).
Definition 3.5. Let S be a finite group. The group Inn(S) of inner automorphisms of S
is the image of the map
S → Aut(S)
g 7→
(
ϕg : S → S
s 7→ gsg−1
)
.
The group Inn(S) is a normal subgroup of Aut(S). The quotient Aut(S)/ Inn(S) is called the
group of outer automorphisms of G, and is denoted by Out(S).
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Definition 3.6. A group is said to be perfect if it equals its commutator subgroup. If H is
a finite group we denote by H∞ the first perfect group contained in the derived series of H;
equivalently,
H∞ =
⋂
i≥0
H(i),
where H(0) = H and H(i+1) = [H(i),H(i)].
Lemma 3.7. If G is almost simple we have soc(G) = G∞; in particular, soc(G) is perfect.
Proof. This follows immediately from the fact that the outer automorphism group of a simple
group is solvable ([BHRD13, Theorem 1.3.2]).
3.2 Definition of the classical groups
We now recall various standard constructions that are frequently used in the theory of finite
matrix groups. Let F be a finite field of characteristic different from 2 and n be an odd
integer. The group of orthogonal transformations of Fn is
GOn(F ) =
{
x ∈ GLn(F )
∣∣ xtx = Id} ;
we also define the special orthogonal group SOn(F ) =
{
x ∈ GOn(F )
∣∣ detx = 1} and the
group of orthogonal similarities
CGOn(F ) =
{
x ∈ GLn(F )
∣∣ ∃λ ∈ F× such that xtx = λ Id} .
We shall also need to consider the groups Ωn(F ):
Definition 3.8. ([BHRD13, p. 29]) Let n ≥ 3 be odd: the group Ωn(F ) is the unique
subgroup of SOn(F ) of index 2.
Remark 3.9. The group Ωn(F ) is usually introduced as the kernel of the so-called spinor
norm SOn(Fℓ)→ {±1}; the precise definition of the spinor norm, however, is somewhat con-
voluted, while the simpler definition 3.8 is perfectly suitable for our purposes. Also notice that
for any finite field F of odd characteristic the groups PΩ3(F ) and PSL2(F ) are isomorphic,
cf. [BHRD13, Proposition 1.10.1] (here PΩ3(F ) denotes the image of Ω3(F ) in PGL3(F ))
Suppose now that n is even (and charF 6= 2). In this case there are precisely two
isomorphism classes of isometry groups of symmetric bilinear forms ([BHRD13, §1.5]); we
take standard representatives for these isomorphism classes as follows:
Definition 3.10. We let M+ be the anti-diagonal matrix antidiag(1, . . . , 1) of size n. Fur-
thermore, we fix a generator ωF of the multiplicative group F
×, and let M− be the diagonal
matrix diag(ωF , 1, . . . , 1) of size n. We then define the orthogonal groups
GO±n (F ) =
{
x ∈ GLn(F )
∣∣ xtM±x =M±}
and the corresponding groups of similarities
CGO±n (F ) =
{
x ∈ GLn(F )
∣∣ ∃λ ∈ F× such that xtM±x = λM±} .
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We now introduce the symplectic groups. Let n be any positive integer. The standard
symplectic form on F 2n is
〈·, ·〉 : F 2n × F 2n → F
(v,w) 7→ vtJw,
where J := antidiag(1, . . . , 1︸ ︷︷ ︸
n
,−1, . . . ,−1︸ ︷︷ ︸
n
). We can then introduce the group of symplectic
transformations,
Sp2n(F ) =
{
x ∈ GL2n(F )
∣∣ xtJx = J} ,
and the group of symplectic similarities
GSp2n(F ) =
{
x ∈ GL2n(F )
∣∣ ∃λ ∈ F× such that xtJx = λJ} .
Let V1, V2 be two vector spaces over F . The Kronecker product of two endomorphisms
g1 ∈ GL(V1) and g2 ∈ GL(V2) is the endomorphism g1 ⊗ g2 of V1 ⊗F V2 which acts as
(g1 ⊗ g2)(v1 ⊗ v2) = (g1v1)⊗ (g2v2) on decomposable elements, for all v1 ∈ V1 and v2 ∈ V2. If
G and H are subgroups of GLm(F ), GLn(F ) respectively, we write G⊗H for the quotient of
G×H by the equivalence relation
(a, b) ∼ (c, d) if and only if there exists λ ∈ F× such that c = λa, d = λ−1b.
The group G ⊗H is in a natural way a subgroup of GLmn(F ), the inclusion being given
by identifying (g, h) ∈ G×H/ ∼ with g ⊗ h ∈ GLmn(F ): the equivalence relation ∼ ensures
that this identification is well defined ([BHRD13, Proposition 1.9.8]).
Finally, whenever G is a subgroup of a certain linear group GLn(F ), we write PG for the
image of G in the quotient PGLn(F ) :=
GLn(F )
F× · Id . We break this convention only for the
groups PSLn(F ) and PGLn(F ), which in homage to the tradition will be denoted simply by
PSLn(F ) and PGLn(F ).
3.3 Maximal subgroups of GSp2n(Fℓ)
We are now in a position to recall the classification of the maximal subgroups of GSp2n(Fℓ).
For simplicity of exposition, and since this is the only case we will need, we assume from
now on that ℓ is odd. Before stating the classification theorem we need to define some of the
Aschbacher classes; we start with the notion of m-decomposition:
Definition 3.11. ([KL90, §4.2]) Let ℓ be an odd prime and m ≥ 2 be an integer. An m-
decomposition of F2nℓ is the data of m subspaces V1, . . . , Vm of F
2n
ℓ , each of dimension
2n
m ,
such that
• the restriction of the standard symplectic form of F2nℓ to Vi is either nondegenerate for
every i = 1, . . . ,m, or trivial for every i = 1, . . . ,m;
• F2nℓ ∼=
⊕m
i=1 Vi.
We can now define (some of) the Aschbacher classes; as the precise definition of class C3
is somewhat complicated (cf. [BHRD13, Definition 2.2.5]), we shall limit ourselves to giving
the property that will be crucial to us.
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Definition 3.12. A subgroup G of GSp2n(Fℓ) is said to be:
1. reducible, or of class C1, if it stabilizes a linear subspace of F2nℓ ;
2. imprimitive, or of class C2, if there exists an m-decomposition V1, . . . , Vm which is
stable under the action of G (i.e. for all g ∈ G and for all i = 1, . . . ,m there exists a
j ∈ {1, . . . ,m} such that gVi ⊆ Vj);
3. a field extension subgroup, or of class C3, if there exist a prime s dividing 2n, a
structure of Fℓs-vector space on F
2n
ℓ , and a subgroup H of G of index s such that H
acts on F2nℓ preserving the Fℓs-structure;
4. a tensor product subgroup, or of class C4, if there is a decomposition F2nℓ ∼= V1⊗V2
(where V1, V2 are Fℓ-vector spaces) such that for each g ∈ G there exist operators
g1 ∈ GL(V1) and g2 ∈ GL(V2) that satisfy g = g1 ⊗ g2.
5. a tensor induced subgroup, or of class C7, if there exist positive integers m, t (with
2n = (2m)t) and a decomposition F2nℓ
∼= V1 ⊗ V2 ⊗ · · · ⊗ Vt (where V1, . . . , Vt are
Fℓ-vector spaces all of the same dimension 2m) with the following property: for all
g ∈ G, there exist a permutation σ ∈ St and operators g1, . . . , gt ∈ GSp2m(Fℓ) such
that g(v1 ⊗ · · · vt) = (gσ(1)vσ(1))⊗ · · · (gσ(t)vσ(t)) for all v1 ∈ V1, . . . , vt ∈ Vt. Such a G is
isomorphic to the wreath product GSp2m(Fℓ) ≀ St.
We shall also have to deal with the exceptional class S:
Definition 3.13. (cf. [BHRD13, Definition 2.1.3]) A subgroup G of GSp2n(Fℓ) is said to be
of class S if and only if all of the following hold:
1. PG is almost simple;
2. G does not contain Sp2n(Fℓ);
3. G∞ acts absolutely irreducibly on F2nℓ .
It is a general philosophy (cf. for example [Ser86], especially §3, or [Die02, Remark 2.1])
that groups in class S should come in two different flavours. On one hand, there should exist
finitely many groups G1, . . . , Gk that embed in GSp2g(Fℓ) for infinite families of primes ℓ;
we shall call them the constant (or exceptional) groups. On the other hand, there also
exist maximal subgroups in class S “of Lie type”, obtained as follows. Given an algebraic
group G over Z admitting an absolutely irreducible, symplectic representation of dimension
2n, one can consider the corresponding map ϕ : G −→ GSp2n,Z and the subgroup ϕ (G(Fℓ)) of
GSp2g(Fℓ): for ℓ sufficiently large, all the maximal subgroups in class S that are not “constant”
should arise from this construction for suitable G and ϕ (and the groups G involved should
be independent of ℓ – again, at least for ℓ large enough). We do not turn these notions into
precise definitions, but it will be clear from sections 6 and 9 that there are indeed two different
kinds of class-S subgroups, and that they need to be treated in different ways.
We are now finally ready to state the following classification theorem, essentially due to
Aschbacher (but see also [BHRD13, Main Theorem and Table 3.5.C], [KL90], and [Lie85, §3]):
Theorem 3.14. (Aschbacher [Asc84]) Let n be a positive integer and G be a maximal proper
subgroup of GSp2n(Fℓ) not containing Sp2n(Fℓ). Then one of the following holds:
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1. G is of class C1;
2. G is of class C2, stabilizing an m-decomposition for some m ≥ 2 dividing 2n;
3. G is of class C3 for some prime s dividing 2n;
4. G is of class C4, and more precisely G is isomorphic to GSp2m (Fℓ)⊗CGOt (Fℓ), where
m and t ≥ 3 are integers such that 2mt = 2n (we call (m, t) the type of G);
5. G is of class C7 for some pair (m, t) such that (2m)t = 2n;
6. G is of class S;
7. we have n = 2m, and PG contains as a subgroup of index at most 2 an extension of a
group of order 22m+1 by either SO−2m(2) or Ω
−
2m(2), according to whether ℓ is congruent
to ±1 or ±3 modulo 8.
Remark 3.15. Aschbacher’s theorem is in fact a much more general statement, giving a
classification of the maximal subgroups of all the finite classical groups, but in the present
work we shall only need the case of GSp2n(Fℓ).
Remark 3.16. We shall not delve into the intricacies of orthogonal groups in even charac-
teristic; all we need to know in order to prove theorem 1.2 is that the order of SO−2m(2) is
given by ([BHRD13, Theorem 1.6.22])
2m
2−m(2m − 1)
m−1∏
i=1
(22i − 1),
and that Ω−2m(2) is a subgroup of SO
−
2m(2) (hence that the order of Ω
−
2m(2) does not exceed
2m
2−m−1(2m − 1)∏m−1i=1 (22i − 1)). It is then immediate to show that in case (6) above we
have
|PG| < 2m2+2m+2
m−1∏
i=1
(22i − 1) < (2n+ 3)!
so long as m ≥ 2.
The proof of theorem 1.2 essentially consists in going through the list provided by theorem
3.14 to show that, for ℓ large enough, Gℓ cannot be contained in any proper maximal subgroup
of GSp2g(Fℓ), and therefore the equality Gℓ = GSp2g(Fℓ) must hold.
4 Reducible, imprimitive and field extension cases
Recall from the introduction that we denote by A/K an abelian variety of dimension g with
EndK(A) = Z, and by Gℓ the image of the representation
ρℓ : Gal
(
K/K
)→ AutA[ℓ] ∼= GL2g(Fℓ).
At least for ℓ > b(A/K), we know from corollary 2.4 that (up to a choice of basis) we have
Gℓ ⊆ GSp2g(Fℓ). Suppose now that Gℓ does not contain Sp2g(Fℓ): then Gℓ is contained in
one of the maximal subgroups listed in theorem 3.14. The following proposition shows that
cases 1 through 3 of that theorem cannot arise for ℓ large enough:
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Proposition 4.1. Let ℓ be a prime as in assumption 2.5. Let G be a maximal proper subgroup
of GSp2g(Fℓ) that contains Gℓ. Suppose G is
1. reducible: then ℓ ≤ b0(A/K).
2. imprimitive: then ℓ ≤ b0(A/K; g!).
3. a field extension subgroup: then ℓ ≤ b0(A2/K; g)1/2g .
Proof. Replacing K with an extension of degree at most g! or g in cases 2 and 3, we can
assume that Gℓ stabilizes a subspace (cases 1 and 2), or that its centralizer in EndA[ℓ] is
strictly larger than Fℓ (case 3). The claim then follows from [Lom14, Lemmas 3.17 and
3.18].
5 Groups of Lie type with socle PSL2(Fℓ)
We now consider maximal class-S subgroupsG of GSp2n(Fℓ) that satisfy soc(PG) ∼= PSL2(Fℓ).
There are various reasons why we single out this case. On one hand, it is not hard to construct
(for all n and most ℓ) an explicit family of maximal subgroups of GSp2n(Fℓ) of this form, so
this is clearly a case we need to treat. On the other hand, with the techniques of section 9 it is
possible to show that, for most values of n, this is in fact the only kind of class-S subgroup of
Lie type of GSp2n(Fℓ). Finally, considering this comparatively simple case on its own allows
us to present some key ideas without the additional technical complications of §9.
To see how maximal subgroups of GSp2g(Fℓ) with projective socle PSL2(Fℓ) arise, denote
by V1 := F
2
ℓ the defining representation of either GL2(Fℓ) or SL2(Fℓ), and consider, for every
positive integer n, the (2n − 1)-th symmetric power of V1, which we denote by V2n−1; it is
a symplectic representation of GL2(Fℓ) or SL2(Fℓ) respectively. By [BHRD13, Proposition
5.3.6 (i)], for ℓ > 2n this representation is absolutely irreducible, and its image gives rise to
a maximal class-S subgroup G of GSp2n(Fℓ) such that soc(PG) ∼= PSL2(Fℓ). We denote by
σ2n−1 : GL2(Fℓ)→ GSp(V2n−1) ∼= GSp2n(Fℓ)
the representation thus obtained, and by S2n−1 the image of GL2(Fℓ) in GSp2n(Fℓ). As the
following lemma shows, the group S2n−1 is the only one we need to consider:
Lemma 5.1. ([BHRD13, Proposition 5.3.6 (i)]) Let ℓ > 2n be a prime number and let G
be a maximal class-S subgroup of GSp2n(Fℓ) such that socPG ∼= PSL2(Fℓ). Then (up to
conjugation in GSp2n(Fℓ)) we have PG = PS2n−1.
We now turn to the application to abelian varieties. Suppose once more that A/K is an
abelian variety of dimension g with EndK(A) = Z, and suppose that for some prime ℓ > 2g
the group Gℓ is contained in a maximal class-S subgroup G of GSp2g(Fℓ) with projective
socle PSL2(Fℓ). By the previous lemma, we can assume PG = PS2g−1. In this situation, the
assumption Gℓ ⊆ G implies that for every h ∈ Gℓ there exist a scalar λ ∈ F×ℓ and an element
M ∈ GL2(Fℓ) such that h = λ ·σ2g−1(M). In particular, the eigenvalues of h are given by the
(multi)set {
λµjν2g−1−j
∣∣ j = 0, . . . , 2g − 1} , (2)
where µ, ν are the eigenvalues of M . Notice that the eigenvalues of M lie either in Fℓ or
in its (unique) quadratic extension, hence all eigenvalues of h are elements of Fℓ2 . We shall
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now show that (for ℓ large enough) this description of the eigenvalues of h contradicts what
is known about the representation ρℓ restricted to the inertia at ℓ. More precisely, let l be a
place of K above the prime ℓ, let Il ⊆ Gal
(
K/K
)
be the inertia group at l, and write It
l
for
the tame inertia group at l. Under a semistability hypothesis, the action of Il on A[ℓ] factors
through It
l
, and is described by the following theorem of Raynaud:
Theorem 5.2. ([Ray74, Corollaire 3.4.4]) Suppose A has semistable reduction at l: then the
wild inertia subgroup of Il acts trivially on A[ℓ], so the action of Il factors through I
t
l
. Let V
be a Jordan-Ho¨lder quotient of A[ℓ] for the action of It
l
. Suppose V is of dimension n over
Fℓ, and let e be the ramification index of l over ℓ. There exist integers e1, . . . , en such that:
• V has a structure of Fℓn-vector space;
• the action of It
l
on V is given by a character ψ : It
l
→ F×ℓn;
• ψ = ϕe11 . . . ϕenn , where ϕ1, . . . , ϕn are the fundamental characters of Itl of level n;
• for every i = 1, . . . , n the inequality 0 ≤ ei ≤ e holds.
Remark 5.3. Raynaud’s theorem is usually stated for places of good reduction. However, as
it was shown in [LV14, Lemma 4.9], the extension to the semistable case follows easily upon
applying results of Grothendieck [Gro].
Remark 5.4. By construction the fundamental characters of level n are surjective morphisms
It
l
→ F×ℓn . Moreover, the norm of a fundamental character of level n (taken from Fℓn to Fℓ) is
the unique fundamental character of level 1. When l is unramified in K, this unique character
of level 1 is χℓ, the cyclotomic character mod ℓ.
Assumption. For the rest of this section we suppose that ℓ is a prime for which there exists
a place l of K of characteristic ℓ at which A has either good or bad semistable reduction. We
suppose furthermore that ℓ is as in assumption 2.5, and that Gℓ is contained in a maximal
subgroup G of GSp2g(Fℓ) such that PG = PS2g−1.
Let now W1, . . . ,Wk be the sequence of Jordan-Ho¨lder quotients of A[ℓ] under the action
of It
l
, and ψ1, . . . , ψk be the corresponding characters as in Raynaud’s theorem. Also write
ni = dimWi and suppose, for the rest of the section, that ℓ is unramified in K.
Lemma 5.5. Let W be a simple Jordan-Ho¨lder quotient of A[ℓ] of dimension n and let ψ
be the associated character It
l
→ F×ℓn. The image of ψ is not contained in F×ℓk for any k
∣∣ n,
k < n.
Proof. Suppose that the image of ψ is contained in F×
ℓk
for a certain k ≥ 1, and let σ be a
generator of Gal (Fℓk/Fℓ). Since the action of I
t
l
on W can be diagonalized over Fℓk , we can
find a vector v ∈ W ⊗Fℓ Fℓk that is a common eigenvector for the action of Itl . The Fℓk -
vector subspace of W ⊗Fℓ Fℓk spanned by v, σv, . . . , σk−1v is by construction σ-stable, hence
it descends to a Fℓ-subspace W
′ of W , and it is clear by construction that W ′ is also stable
under the action of It
l
. As W is irreducible and W ′ is nontrivial we must have W ′ =W , and
since dimW ′ ≤ k we have n = dimW ≤ k as claimed.
Lemma 5.6. We have ni ≤ 2 for all i.
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Proof. We have already remarked that all the eigenvalues of every element of Gℓ lie in Fℓ2 ,
hence in particular the same is true for the eigenvalues of the action of It
l
. It follows that the
image of ψ is entirely contained in Fℓ2 , so the claim follows from the previous lemma.
In view of Raynaud’s theorem and of the previous lemma, the only characters through
which It
l
can act on A[ℓ] are the fundamental characters of level 1 and 2, along with the trivial
character. Denote by m0 (resp. m1,m2) the number of Jordan-Ho¨lder quotients of A[ℓ] on
which It
l
acts trivially (resp. through χℓ, through one of the fundamental characters of level
2). As A[ℓ] is of dimension 2g, the dimensions of its simple Jordan-Ho¨lder quotients must
add up to 2g, and so we have
m0 +m1 + 2m2 = 2g. (3)
These three numbers also satisfy another numerical relation:
Lemma 5.7. Suppose ℓ > g + 1 is unramified in K: then m0 = m1.
Proof. Notice that since ℓ is unramified in K the exponents ei in Raynaud’s theorem are
all equal to either 0 or 1. Write ϕ1, ϕ2 = ϕ
ℓ
1 for the two fundamental characters of level
2. If W is a simple Jordan-Ho¨lder quotient of A[ℓ] of dimension 2, the action of x ∈ It
l
on
W has eigenvalues ϕ1(x) and ϕ2(x), hence its determinant is ϕ1(x)ϕ2(x) = χℓ(x). On the
other hand, the determinant of the action on 1-dimensional simple quotients is either 1 (if
the action is trivial) or χℓ(x) (if the action is through χℓ). It follows that
χℓ(x)
g = det (ρℓ(x) : A[ℓ]→ A[ℓ]) =
∏
Wi
det (ρℓ(x) : Wi →Wi) = χℓ(x)m1χℓ(x)m2 ∀x ∈ Itl ,
i.e. χm1+m2−gℓ ≡ 1 on Itl . Since ℓ is unramified in K, the order of the image of χℓ is ℓ − 1,
hence we must have (ℓ − 1) ∣∣ m1 + m2 − g. However, |m1 +m2 − g| ≤ g by equation (3),
and since ℓ − 1 > g by assumption the only possibility is m1 + m2 = g. Together with
m0 +m1 + 2m2 = 2g this yields m0 = m1 as claimed.
The next step is to show that in fact there are no inertia invariants if ℓ is sufficiently large
with respect to g:
Lemma 5.8. Suppose g ≥ 3. If ℓ > g(2g − 1) + 1 is unramified in K, then m0 = 0.
Proof. The previous lemmas imply that m1+m2 = g ≥ 3, hence we have max {m1,m2} ≥ 2.
Suppose by contradiction that m0 ≥ 1. By definition of m0,m1 and m2, for every x ∈ Itl
the eigenvalues of ρℓ(x) are
{
1, χℓ(x), ϕ1(x), ϕ1(x)
ℓ
}
, with multiplicities given respectively by
m0, m1, m2 and m2. On the other hand, we know from (2) that the eigenvalues of ρℓ(x) can
be written as
{
λµjν2g−1−j
∣∣ j = 0, . . . , 2g − 1} for some λ ∈ F×ℓ and µ, ν ∈ F×ℓ2 . Observe now
that for all x ∈ It
l
the operator ρℓ(x) admits an eigenvalue of multiplicity at least 2 (since
max {m1,m2} ≥ 2) and it also has 1 among its eigenvalues (since m0 ≥ 1): thus there exist
two indices 0 ≤ j1 < j2 ≤ 2g − 1 (depending on x) such that λµj1ν2g−1−j1 = λµj2ν2g−1−j2 ,
and an index 0 ≤ j3 ≤ 2g − 1 (depending on x, and not necessarily distinct from j1, j2) such
that λµj3ν2g−1−j3 = 1. These equations can be rewritten as{
(µ/ν)j1−j2 = 1
λ = µ−j3νj3−2g+1 = (µ/ν)−j3ν1−2g.
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On the other hand, the fact that det ρℓ(x) = χℓ(x)
g yields
χℓ(x)
g = det ρℓ(x) =
2g−1∏
j=0
(
λµjν2n−1−j
)
= λ2g(µν)2g
2−g, (4)
and upon replacing λ by (µ/ν)−j3ν1−2g we get χℓ(x)g = (µ/ν)g(2g−1−2j3). Finally, raising
both sides of this equation to the (j1 − j2)-th power and using (µ/ν)j1−j2 = 1 we find
χℓ(x)
g(j1−j2) = (µ/ν)g(j1−j2)(2g−1−2j3) = 1,
which proves in particular that ordχℓ(x) ≤ g(j2 − j1) ≤ g(2g − 1) for all x ∈ Itl . Now since
ℓ is unramified in K, the order of the (cyclic) group χℓ(I
t
l
) is ℓ − 1 > g(2g − 1): taking an
x ∈ It
l
such that χℓ(x) generates χℓ(I
t
l
) gives a contradiction, which shows that we must in
fact have m0 = 0.
We have thus proved that for ℓ > g(2g − 1) + 1 we necessarily have m0 = m1 = 0 and
m2 = g. It remains to show that this is impossible as well:
Lemma 5.9. Suppose ℓ ≥ 2g is unramified in K: then we cannot have m2 = g.
Proof. The proof is very similar to that of the previous lemma, so we keep the same notation.
Let x be any element of It
l
. Suppose by contradiction that we have m2 = g. Then by
an obvious pigeonhole argument we can find two indices 0 ≤ j1 < j2 ≤ 2g − 1 such that
j2 − j1 ≤ 2 and λµj1ν2g−1−j1 = λµj2ν2g−1−j2 , which implies (µ/ν)j2−j1 = 1 and therefore
µ/ν = ±1. Moreover there exists an index 0 ≤ j ≤ 2g − 1 such that λµjν2g−1−j = ϕ1(x),
whence λ2g = ϕ1(x)
2gν2g(1−2g). Equation (4) now implies
χℓ(x)
g = λ2g(µν)g(2g−1) = ϕ1(x)2g(µ/ν)g(2g−1) = ±ϕ1(x)2g,
which, using χℓ(x) = ϕ1(x)ϕ2(x) = ϕ1(x)
ℓ+1, implies ϕ1(x)
g(ℓ−1) = ±1 for all x ∈ It
l
. This
implies that the cyclic group ϕ1(I
t
l
) has order at most 2g(ℓ − 1), but on the other hand we
know that
∣∣ϕ1(Itl )∣∣ = ℓ2 − 1: thus we obtain ℓ+1 ≤ 2g, contrary to our assumptions, and we
are done.
Putting together the last three lemmas we have
Proposition 5.10. Let ℓ be a prime as in assumption 2.5. Suppose ℓ > 2g(g − 1) + 1 is
unramified in K and such that there is at least one place l of K of characteristic ℓ at which
A has semistable reduction. Then Gℓ cannot be contained in a maximal class-S subgroup G
of GSp2g(Fℓ) with socPG
∼= PSL2(Fℓ).
As promised in the introduction, we also give a version of this proposition in which we
drop the semistability assumption, but we assume instead that we are given a place v as in
the statement of theorem 1.2. The method of proof of this proposition will be generalized in
section 9 to treat all class-S subgroups of Lie type.
Proposition 5.11. Let ℓ be a prime as in assumption 2.5. Let v be a place of K, of good
reduction for A, and such that the characteristic polynomial fv(x) of Frv has Galois group
(Z/2Z)g ⋊ Sg. Suppose ℓ > (2qv)
[F (v):Q]: then Gℓ is not contained in a maximal class-S
subgroup G of GSp2g(Fℓ) with socPG
∼= PSL2(Fℓ).
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Proof. Suppose by contradiction that Gℓ is contained in a maximal class-S subgroup G of
GSp2g(Fℓ) with socPG
∼= PSL2(Fℓ). Then, as we have seen, the eigenvalues of every operator
h ∈ Gℓ are of the form λµiν2g−1−i for some λ, µ, ν ∈ Fℓ× and i ∈ {0, . . . , 2g−1}; in particular,
every such h possesses three eigenvalues
µ1 = λν
2g−1, µ2 = λµν2g−2, µ3 = λµ2ν2g−3
that satisfy µ2
2 = µ1 · µ3. Now choosing h = ρℓ(Frv) – notice that clearly v does not divide
ℓ, given the inequality ℓ > (2qv)
[F (v):Q] – we know that µ1, µ2, µ3 are obtained by reduction
in Fℓ from three eigenvalues µ1, µ2, µ3 of Frv. Furthermore, we have µ
2
2 6= µ1µ3 by lemma
2.12. By what we just showed, there is a place l of F (v), of characteristic ℓ, such that
the nonzero algebraic integer µ22 − µ1µ3 has positive valuation at l: in particular, the norm
NF (v)/Q(µ
2
2−µ1µ3) has positive valuation at l; but this is an integer, so it must be divisible by
ℓ. On the other hand, as in the proof of lemma 2.14 it is easy to see that the Weil conjectures
imply |NF (v)/Q(µ22 − µ1µ3)| ≤ (2qv)[F (v):Q]. It follows that ℓ divides a nonzero integer that is
at most (2qv)
[F (v):Q], which clearly contradicts the inequality ℓ > (2qv)
[F (v):Q].
6 Constant groups in class S
The analysis of the constant subgroups of GSp2g(Fℓ) is greatly simplified by the following
theorems of Larsen-Pink and Collins:
Theorem 6.1. (Larsen-Pink [LP11, Theorem 0.2]) For every positive integer n there exists
a constant J ′(n) with the following property: any finite subgroup Γ of GLn(k) over any field
k possesses normal subgroups Γ3 ⊂ Γ2 ⊂ Γ1 such that
(a) [Γ : Γ1] ≤ J ′(n);
(b) either Γ1 = Γ2, or p := char(k) is positive and Γ1/Γ2 is a direct product of finite simple
groups of Lie type in characteristic p;
(c) Γ2/Γ3 is abelian, of order not divisible by char(k);
(d) either Γ3 = {1}, or p := char(k) is positive and Γ3 is a p-group.
Theorem 6.2. ([Col08, Theorem A]) One can take J ′(n) :=
{
(n+ 2)!, if n ≥ 71
n4(n+ 2)!, if n < 71
, which
is also optimal for n ≥ 71. Furthermore, if in the previous theorem we restrict to fields k such
that char k ∤ (n + 1)(n + 2), then one can replace J ′(n) by J(n) :=
{
(n+ 1)!, if n ≥ 71
n4(n+ 2)!, if n < 71
Remark 6.3. Collin’s theorem is in fact more precise, and gives the optimal value of J ′(n)
even in the case n ≤ 71. Using this improved bound would not change our final result
(theorem 1.2), and we have therefore chosen to state theorem 6.2 in the simple form given
above.
Theorem 6.1 immediately implies:
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Proposition 6.4. Let ℓ, g be such that ℓ ∤ (2g + 1)(2g + 2). Suppose G ⊆ GSp2g(Fℓ) is a
maximal subgroup of class S that satisfies |PG| > J(2g): then the socle of PG is a simple
group of Lie type in characteristic ℓ.
Proof. Apply theorem 6.1 to G. Notice first that Γ3 is trivial: indeed, Γ3 is a solvable normal
subgroup of G, so PΓ3 is a solvable normal subgroup of PG, which is almost-simple since G
is of class S. It follows from lemma 3.3 that PΓ3 is trivial, so Γ3 is a subgroup of the group
of homotheties in GL2g(Fℓ), which has order prime to ℓ. It follows that Γ3 = {1} as claimed.
The same argument now shows that Γ2 ⊆ F×ℓ · Id, for otherwise PΓ2 would be an abelian
(in particular solvable) normal subgroup of PG. This implies in particular that Γ1 and Γ2
commute, and that P(Γ1Γ2) = PΓ1. Notice that PΓ1 cannot be trivial, for otherwise we would
have |PG| ≤ J(2n)|P(Γ1)| = J(2n), contradicting the hypothesis; hence PΓ1 is a nontrivial
normal subgroup of PG, so it contains soc(PG). On the other hand, the fact that Γ2 consists
entirely of homotheties implies that PΓ1 is a quotient of Γ1/Γ2, hence in particular a direct
product of finite simple groups of Lie type in characteristic ℓ. Lemma 3.7 now implies that
socPG = (PΓ1)
∞ is a finite simple group of Lie type in characteristic ℓ.
The following proposition gives a linear lower bound on the order of PGℓ, which we will
eventually use to show that the “constant” exceptional subgroups of GSp2g(Fℓ) can contain
Gℓ only for bounded values of ℓ:
Proposition 6.5. Let ℓ be a prime such that there is a place l of K of residual characteristic
ℓ at which A has either good or bad semistable reduction. If ℓ is unramified in K and not less
than g + 2, then |PGℓ| ≥ ℓ− 1.
Proof. We take the notation of section 5; in particular, we let W1, . . . ,Wk be the simple
Jordan-Ho¨lder quotients of A[ℓ] under the action of the inertia group Il (or equivalently, of the
tame inertia group It
l
), and ψ1, . . . , ψk be the characters associated with the Wi (cf. theorem
5.2). Let N be the order of |PGℓ|, and notice that for every y ∈ Gℓ the projective image of yN
is trivial, that is, yN is a multiple of the identity, and in particular has a unique eigenvalue of
multiplicity 2g. Since for x ∈ It
l
the eigenvalues of ρℓ(x) are given by the Galois conjugates
of the various ψi(x), this implies that for all i, j = 1, . . . , k, for all integers t ≥ 0, and for all
x ∈ Il we have
ψi(x)
ℓtN = ψj(x)
N . (5)
We now distinguish three cases:
1. At least one of the Wi’s is of dimension ≥ 2: without loss of generality, we can assume
that n := dimW1 is at least 2. Let ψ be the associated character. By Raynaud’s
theorem, there are integers e0, . . . , en−1 ∈ {0, 1} such that ψ = ϕ
∑n−1
i=0 eiℓ
i
, where ϕ is a
fundamental character of level n. Note that we cannot have ei = 1 for i = 0, . . . , n− 1,
for otherwise we would have ψ = χℓ, which contradicts the fact that W1 is of dimension
n > 1 (lemma 5.5). In particular, since for all integers t ≥ 0 the character ϕℓt is a
Galois conjugate of ϕ, replacing ϕ with ϕℓ
t
for a suitable t we can assume that en−1 = 0
(notice that replacing ϕ with ϕℓ has the effect of permuting cyclically the integers ei, at
least one of which is zero). Now ϕ has exact order ℓn − 1, so ψ = ϕ
∑n−1
i=0 eiℓ
i
has order
at least
ℓn − 1∑n−1
i=0 eiℓ
i
≥ ℓ
n − 1∑n−2
i=0 ℓ
i
=
(ℓn − 1)(ℓ− 1)
(ℓn−1 − 1) ≥ ℓ(ℓ− 1),
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that is to say, there is an x ∈ It
l
such that ψ(x) has order at least ℓ(ℓ−1). Consider now
equation (5) for this specific x, for ψi = ψj = ψ and for t = 1: it gives ψ(x)
(ℓ−1)·N = 1,
so ψ(x) has order at most (ℓ − 1) · N . Thus we obtain (ℓ − 1) · N ≥ ℓ(ℓ − 1), that is
N ≥ ℓ > ℓ− 1 as claimed.
2. All the Wi’s are of dimension 1, for at least one index i we have ψi = 1, and for at least
one index j we have ψj = χℓ: then for all x ∈ Itl we have ψj(x)N = ψi(x)N , that is,
χℓ(x)
N = 1 for all x ∈ It
l
. As χℓ has exact order ℓ− 1, this implies N ≥ ℓ− 1.
3. All the Wi’s are of dimension 1 and all characters ψi are equal to each other (and in
particular are either all trivial or all equal to the cyclotomic character χℓ): in this case
there are exactly k = 2g simple Jordan-Ho¨lder quotients, and from the equality
χℓ(x)
g = det ρℓ(x) =
2g∏
i=1
ψi(x) =
{
1, if ψi = 1 for every i
χℓ(x)
2g, if ψi = χℓ for every i
we find χℓ(x)
g = 1 for all x ∈ It
l
, which contradicts the fact that the order of χℓ is
ℓ− 1 > g.
Corollary 6.6. Let ℓ ≥ J(2g)+2 be a prime unramified inK. Suppose that there exists a place
l of K, of residual characteristic ℓ, at which A has semistable reduction: then |PGℓ| > J(2g).
Remark 6.7. Proposition 6.4 should be interpreted as saying that the order of the constant
groups appearing as maximal subgroups of PGSp2g(Fℓ) is bounded by J(2g) (for large enough
g, equality is attained by the natural 2g-dimensional representation of the symmetric group
S2g+1). Corollary 6.6 then amounts to saying that for ℓ > J(2g) + 1 (and under a suitable
semistability hypothesis) the action of Galois cannot factor through a constant group of class
S.
As promised, we also give a (much weaker) bound which however does not need any
semistability assumption:
Proposition 6.8. For every positive integer N we have |PGℓ| > N so long as ℓ is strictly
larger than b0(A/K;N)
1/(2g−1). Let ℓ be a prime as in assumption 2.5. If ℓ is larger than
b0(A/K;J(2g))
1/(2g−1) , and if G is a maximal subgroup of GSp2g(Fℓ) of class S such that
Gℓ ⊆ G, then PG is an almost-simple group with socle of Lie type in characteristic ℓ.
Proof. Let K ′ be the extension of K which is the fixed field of ker
(
Gal
(
K/K
)→ PGℓ). By
construction, the image of Gal
(
K ′/K ′
)
in AutA[ℓ] consists entirely of scalars, so over K ′ the
representation A[ℓ] admits an invariant subspace of dimension 1 (in fact, any subspace will
do). Repeating the argument of [Lom14, Lemma 3.17] we find the desired result. The second
part of the statement then follows from proposition 6.4, since under these hypotheses we have
|PG| ≥ |PGℓ| > J(2g).
For future reference we record here the following fact (which follows from straightforward
computations):
Lemma 6.9. We have b0(A/K;J(2g))
1/(2g−1) < max{b(A/K; g!), b(A2/K; g)1/2g}.
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7 The tensor product case I – GSp2m(Fℓ)⊗ CGOn(Fℓ), n odd
We now consider the problem of showing that, for ℓ large enough, the group Gℓ cannot
be contained in a tensor product subgroup of GSp2g(Fℓ). Let us briefly explain the key
idea behind the proof, which goes back to Serre (cf. [Ser00a]). We shall be using the notation
introduced in §2.3. If Gℓ is contained in a tensor product subgroup, this forces the eigenvalues
of any x ∈ Gℓ to satisfy a number of additional multiplicative relations (besides the “obvious”
ones that come from it being an element of GSp2g(Fℓ)). On the other hand, the eigenvalues of
most elements of GSp2g(Fℓ) do not satisfy these relations, so – in order to show that Gℓ is not
contained in a tensor product subgroup – it is enough to find a g ∈ Gℓ whose eigenvalues do
not satisfy any multiplicative relations except for the “obvious” ones. We shall look for such
an element among those of the form ρℓ(Frv), where Frv is the Frobenius element attached to
a place v of K: since the eigenvalues of ρℓ(Frv) are independent of ℓ, if for a certain prime ℓ0
the eigenvalues of ρℓ0(Frv) do not satisfy these additional relations, then the same is true for
the eigenvalues of ρℓ(Frv) for all but finitely many primes ℓ. This will be enough to conclude
that, for ℓ large enough, Gℓ is not contained in a tensor product subgroup.
We split the analysis of tensor product subgroups into two parts: in this section and the
next we show that, given such a “generic” Frobenius element, we can indeed give an explicit
bound on the largest prime ℓ for which Gℓ is contained in a tensor product subgroup; in
section 12 we then show how, when g = 3, Chebotarev’s density theorem enables us to find a
suitable Frobenius element.
For the rest of this section we focus on the case of tensor products GSp2m⊗CGOn(Fℓ)
where n is odd, postponing the corresponding discussion for n even to section 8.
We shall need the following basic facts from group theory, whose proof is completely
straightforward:
Lemma 7.1. Let m, n be positive integers with n odd.
1. Let ℓ ≥ 3 be a prime. The groups Sp2m(Fℓ)⊗SOn(Fℓ) and Sp2m(Fℓ)⊗GOn(Fℓ) coincide.
2. Let F be a field not of characteristic 2 and h be an element of SOn(F ). The multiset
Ψ of eigenvalues of h can be written as
{
β1, . . . , βn−1
2
, 1, β−11 , . . . , β
−1
n−1
2
}
for certain
β1, . . . , βn−1
2
∈ F×.
3. Let g = mn and G be a maximal subgroup of GSp2g(Fℓ) of tensor product type (m,n),
that is, G ∼= GSp2m(Fℓ) ⊗ CGOn(Fℓ). For every h ∈ G, the eigenvalues of h can
be written as the multiset
{
λiβj , λi, λiβ
−1
j
∣∣ i = 1, . . . , 2m, j = 1, . . . , n−12 } for certain
λ1, . . . , λ2m, β1, . . . , βn−1
2
in Fℓ
×
.
We now start investigating the multiplicative relations satisfied by the eigenvalues of an
operator lying in a tensor product subgroup. Even though in general there may be additional
relations, by part (3) of the previous lemma we already know a large number of equations these
eigenvalues must satisfy; to state them more concisely, we introduce the following definition:
Definition 7.2. Let m,n be positive integers with n odd. We let Vmn be the affine scheme
cut in A2gZ (with variables z1, . . . , z2m and xij, yij for i = 1, . . . , 2m and j = 1, . . . ,
n−1
2 ) by
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the equations 

xijyij = z
2
i for i = 1, . . . , 2m and j = 1, . . . ,
n−1
2
zkxij = zixkj for i, k = 1, . . . , 2m and j = 1, . . . ,
n−1
2
zkyij = ziykj for i, k = 1, . . . , 2m and j = 1, . . . ,
n−1
2
Remark 7.3. The variables xij, yij , zi of this definition should be thought as corresponding
respectively to the eigenvalues λiβj , λiβ
−1
j and λi (notation as in lemma 7.1).
We denote by v = (zk, xij , yij) a point in A
2g
Z and let elements σ ∈ S2g act on A2gZ by
permuting the coordinates in the natural way. For every σ ∈ S2g we consider the scheme
V σmn defined by
{
v ∈ A2gZ
∣∣ σ(v) ∈ Vmn}. We let Pσmn be a set of homogeneous binomials of
degree 2 with coefficients in {±1} that generate the ideal defining V σmn: it is clear by the
definition of V that such polynomials exist. Finally, we let Uσmn be the complement of the
closed subscheme of V σmn defined by the vanishing of the function
m∏
i=1

zi (n−1)/2∏
j=1
xijyij

, and
to ease the notation we set Umn := U
id
mn.
Lemma 7.4. Let F be a field. For a 2g-tuple (w1, . . . , w2g) of elements of F
× the following
are equivalent:
1. there exists a permutation σ ∈ S2g such that (w1, . . . , w2g) ∈ Uσmn(F );
2. there exist λ1, . . . , λ2m, β1, . . . , βn−1
2
∈ F× such that w1, . . . , w2g equal (in some order)
the 2g numbers λi, λiβ
±1
j for i = 1, . . . , 2m and j = 1, . . . ,
n−1
2 .
Proof. Notice that both conditions are invariant under the action of S2g, so we consider
the statement up to permutation of the coordinates. Assume first that (2) holds: then
(up to permuting the wi) we obtain a point of Umn(F ) by setting, for i = 1, . . . , 2m and
j = 1, . . . , n−12 , 

zi = λi
xij = λiβj
yij = λiβ
−1
j .
Conversely, starting from a point (w1, . . . , w2g) in U
σ
mn(F ) as in (1), the invariance of the
statement under permutations allows us to assume that σ = id, and we get a decomposition
as in (2) by setting λi = zi for i = 1, . . . , 2m and βj = x1j/z1 for j = 1, . . . ,
n−1
2 .
Proposition 7.5. Let v be a place of good reduction of A and m, n be positive integers such
that mn = g (with n ≥ 3 odd). Let (µ1, . . . , µ2g) be the eigenvalues of Frv and suppose that
(µ1, . . . , µ2g) 6∈
⋃
σ∈S2g
Uσmn(Q).
Let ℓ be a prime as in assumption 2.5. If ℓ is strictly larger than (2qv)
[F (v):Q], then the element
ρℓ(Frv) does not lie in a tensor product subgroup of GSp2g(Fℓ) of type (m,n). In particular,
for any such ℓ the group Gℓ is not contained in a tensor product subgroup of type (m,n).
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Proof. Since clearly
2g∏
i=1
µi 6= 0, the fact that (µ1, . . . , µ2g) does not belong to Uσmn
(
Q
)
for any
σ is equivalent to the fact that for every σ ∈ S2g there is a pσ ∈ Pσmn (cf. definition 7.2) such
that ασp := p
σ(µ1, . . . , µ2g) is nonzero; recall that p
σ is a homogeneous binomial of degree 2
with coefficients in {±1}. Since the µi are algebraic integers, so are the ασp ; furthermore,
every ασp belongs to F (v), the splitting field of fv(x). Finally, the Weil conjectures imply that
the absolute value of every Galois conjugate of every µi is q
1/2
v , so we have |ασp | ≤ 2qv under
any embedding of F (v) in C: putting everything together we see that, for every fixed σ, the
set of numbers
{
aσp := NF (v)/Q
(
ασp
) ∣∣ p ∈ Pσmn} consists of integers of absolute value at most
(2qv)
[F (v):Q], not all equal to zero. Suppose now by contradiction that ρℓ(Frv) lies in a tensor
product subgroup of type (m,n). By lemma 7.1, the eigenvalues µ1, . . . , µ2g of ρℓ(Frv) can be
written as {
λi, λi · βj , λi · βj−1
∣∣ i = 1, . . . , 2m, j = 1, . . . , n− 1
2
}
for some elements λi, βj of Fℓ
×
, and by lemma 7.4 there is a permutation σ such that
(µ1, . . . , µ2g) defines a point of U
σ
mn(Fℓ). This implies that (for this specific choice of σ)
all the numbers aσp reduce to 0 in Fℓ, and since the a
σ
p are integers this amounts to saying
that ℓ divides all the aσp (for p ∈ Pσmn). However, we have seen that there is at least one
polynomial p ∈ Pσmn for which aσp is nonzero, so ℓ
∣∣ aσp implies ℓ ≤ |aσp | ≤ (2qv)[F (v):Q]: this
clearly contradicts our choice of ℓ, and the proposition is proved.
Serre has proved [Ser00a, p. 49] that if the Mumford-Tate group of A is GSp2g,Q and the
Mumford-Tate conjecture is true for A, then places v as in the statement of the proposition
do exist (in fact, a slight modification of his argument shows that they have density 1).
Furthermore, as already remarked in the introduction (cf. theorem 1.4), these conditions are
both true for all abelian varieties that satisfy EndK(A) = Z and whose dimension lies outside
a certain explicit set of density zero.
Now notice that the condition of the previous proposition is essentially about the multi-
plicative independence of the eigenvalues of Frv. As we have already seen in §2.3, a sufficient
condition that ensures multiplicative independence is that the Galois group of the charac-
teristic polynomial fv(x) is as large as possible. The following lemma shows in particular
that when fv(x) has maximal Galois group the corresponding Frobenius Frv satisfies the
assumptions of proposition 7.5:
Lemma 7.6. Let v be a place of K of good reduction for A such that the Galois group of fv(x)
is the full Weyl group Wg := (Z/2Z)g ⋊Sg. Let (µ1, . . . , µ2g) be the eigenvalues of Frv. Then
for any choice of positive integers (m,n) with n ≥ 3 odd and mn = g the point (µ1, . . . , µ2g)
does not belong to
⋃
σ∈S2g U
σ
mn(Q).
Proof. Notice first that fv(x) is irreducible, so the µi are in particular all distinct. Let
λ, ν1, ν2 be any three distinct eigenvalues of Frv. By lemma 2.12 we cannot have λ
2 = ν1ν2:
in particular, no permutation of the µi can define a point of Umn(Q), because one of the
equations defining Umn is z
2
1 = x11y11.
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8 The tensor product case II – GSp2m(Fℓ)⊗ CGO2n(Fℓ)
We now investigate the case of tensor products GSp2m(Fℓ) ⊗ CGO2n(Fℓ), where 2g = 4mn.
We shall only need a result analogue to lemma 7.6, so we fix from the start a place v of K,
of good reduction for A, such that the characteristic polynomial fv(x) of the Frobenius at v
has Galois group (Z/2Z)g ⋊ Sg.
Lemma 8.1. Let n be a positive integer and h be an element of CGOε2n(Fℓ), where ε ∈ {+,−}.
There exist λ ∈ Fℓ×, k ∈ {n − 1, n}, and ξ1, . . . , ξk ∈ Fℓ× such that the eigenvalues of h are
given either by
λ,−λ, λξ1, . . . , λξk, λξ−11 , . . . , λξ−1k , if k = n− 1,
or by
λξ1, . . . , λξk, λξ
−1
1 , . . . , λξ
−1
k , if k = n.
Proof. Let M be the matrix representing the bilinear form of which CGOε2n(Fℓ) is the group
of similarities. By definition we have htMh = κ ·M for some scalar κ ∈ Fℓ (the multiplier of
h). Let ν be an eigenvalue of h with associated eigenvector w ∈ Fℓ2n. Notice now that
ht(Mw) = κ ·Mh−1w = κ ·M(ν−1w) = (κ/ν) ·Mw,
so κ/ν is an eigenvalue of ht, hence also of h. It follows easily that ν 7→ κ/ν is an involution
of the (multi)set of eigenvalues of h. Since the only fixed points of ν 7→ κ/ν are ±√κ (where√
κ is a fixed square root of κ in Fℓ
×
), the multiset of eigenvalues of h can be written as
{√κ, . . . ,√κ}︸ ︷︷ ︸
r copies
⊔{−√κ, . . . ,−√κ}︸ ︷︷ ︸
s copies
⊔
u∐
i=1
{ai, κ/ai},
where {a1, . . . , au} is a certain (multi)set of representatives of the eigenvalues of h distinct
from ±√κ. Notice now that r, s have the same parity, because r + s + 2u = 2n. The claim
then follows by taking λ =
√
κ, ξi = ai/
√
κ for i = 1, . . . , u, ξi = 1 for i = u+ 1, . . . , u+ ⌊ r2⌋,
ξi = −1 for i = u+ ⌊ r2⌋+ 1, . . . , u+ ⌊ r2⌋+ ⌊ s2⌋, and k = u+ ⌊ r2⌋+ ⌊ s2⌋.
Lemma 8.2. Let v be a place of K of good reduction for A such that the Galois group of the
characteristic polynomial fv(x) is (Z/2Z)
g ⋊ Sg. Let ℓ be a prime as in assumption 2.5. Let
m ≥ 1, n ≥ 2 be integers such that 4mn = 2g, and suppose that ℓ > 2(2qv)[F (v):Q]: then Gℓ is
not contained in a tensor product group of type GSp2m(Fℓ)⊗CGO2n(Fℓ).
Proof. Suppose by contradiction that Gℓ is contained in a tensor product subgroup of type
(m,n). Up to conjugation, for every element h of Gℓ there exist operators a ∈ GSp2m(Fℓ)
and b ∈ CGO2n(Fℓ) such that h = a⊗ b. Let ν1, . . . , ν2m be the eigenvalues of a and{
λ,−λ, λξ1, . . . , λξk, λξ−11 , . . . , λξ−1k
}
be the eigenvalues of b (where the pair λ,−λ may or may not be necessary). Suppose first
that k ≥ 2: then x1 = ν1λξ1, x2 = ν1λξ2, x3 = ν2λξ−11 , x4 = ν2λξ−12 , x5 = ν2λξ1, x6 = ν2λξ2
are six eigenvalues of h that satisfy {
x1x3 = x2x4
x1x6 = x2x5.
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Let furthermore x7, . . . , x2g be the remaining eigenvalues of h, listed in any order. If we
specialize this discussion to h = ρℓ(Frv), then x1, . . . , x2g can be recovered as the reduc-
tion in Fℓ of the eigenvalues µ1, . . . , µ2g of Frv, these being elements of F (v) ⊂ Q×. As in
proposition 7.5 it follows that (up to renumbering the µi) the integers NF (v)/Q(µ1µ3 − µ2µ4)
and NF (v)/Q(µ1µ6 − µ2µ5) are divisible by ℓ, hence (in the notation of lemma 2.14) we have
ℓ
∣∣ f1(µ1, . . . , µ2g). The inequalities of lemma 2.14 then imply ℓ ≤ 2(2qv)[F (v):Q], contradiction.
Suppose on the other hand that k = 1. Then necessarily ±λ are among the eigenvalues of
b, so x1 = ν1λξ1, x2 = ν1λ and x3 = ν1λξ
−1
1 are three eigenvalues of h that satisfy x
2
2 = x1x3,
and (up to renumbering the µi) we have ℓ
∣∣ f2(µ1, . . . , µ2g). The second part of lemma 2.14
implies ℓ ≤ (2qv)[F (v):Q], again a contradiction.
9 Class-S subgroups of Lie type
In this section we study the maximal subgroups of GSp2g(Fℓ) of class S “of Lie type”. More
precisely, in view of the result of proposition 6.4, we are interested in the maximal class-S
subgroups G of GSp2g(Fℓ) such that soc (PG) is a simple group of Lie type in characteristic
ℓ. From now on we assume ℓ 6= 2, 3, so as to avoid the pathologies associated with the finite
Suzuki and Ree groups.
9.1 Preliminaries on algebraic groups and root systems
Let G be a simple, simply connected algebraic group of rank r over an algebraically closed
field. We fix a maximal torus T of G and write Λ ∼= Zr for its character group and {α1, . . . , αr}
for its simple roots. The vector space Λ⊗ R is in a natural way an Euclidean space, and we
write (·, ·) for its inner product.
If α is an element of Λ (in particular, if it is a root) we write α∨ for 2α(α,α) , and define
the fundamental weights ω1, . . . , ωr as being the dual basis of α
∨
i with respect to (·, ·). By
definition, they satisfy
(
ωi, α
∨
j
)
= δij , and they are a Z-basis of Λ (this comes from the fact
that G is simply connected). It is also convenient to introduce the map 〈·, ·〉 : Λ × Λ → Z
given by
〈λ, α〉 := (λ, α∨) = 2(λ, α)
(α,α)
,
which allows us to recast the duality between fundamental weights and simple roots in the
compact form 〈ωi, αj〉 = δij . Notice that we take the convention that 〈·, ·〉 be linear in its
first argument. A weight λ ∈ Λ will be said to be dominant if 〈λ, αi〉 ≥ 0 for all i = 1, . . . , r;
equivalently, if it is an integral combination of the fundamental weights ωi with non-negative
coefficients. We denote by Λ+ the cone of dominant weights. We can introduce a partial
ordering (both on Λ and on Λ+) by declaring that a weight λ is as least as large as a weight
µ (in symbols, λ  µ) if and only if λ − µ can be written as a sum of simple roots with
non-negative coefficients.
We also write ∆ for the set of all roots of G, and ∆+ for the subset of positive roots, i.e.
those that can be written as integral linear combinations of the αi with non-negative coeffi-
cients; we have |∆| = 2|∆+|. We define the Weyl vector δ by the formula δ = 12
∑
α∈∆+ α,
and recall ([Hum78, §13.3, Lemma A]) that δ =∑ri=1 ωi.
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The Coxeter number of G is defined to be the ratio h := |∆|r =
2|∆+|
r . By the classifi-
cation of simple root systems it is known that h does not exceed 4r (and in fact it is at most
2r so long as r ≥ 9).
The Cartan matrix of a root system (relative to a given choice of simple roots) is the
r × r matrix whose (i, j)-th entry is given by Cij = 〈αi, αj〉. Writing a simple root αi as a
combination of the fundamental weights, αi =
∑r
j=1 bijωj, and applying the linear map 〈·, αk〉
to both sides of this equation we obtain Cik = bik, so the Cartan matrix is the base-change
matrix expressing the simple roots in terms of the fundamental weights. Moreover, C has
the following property, which can be gleaned by direct inspection of tables I through IX of
Bourbaki [Bou02]:
Lemma 9.1. The matrix C−2 Id has non-positive entries and its diagonal coefficients vanish.
Finally, recall that theWeyl group of G, denoted byW (G), is the subgroup of GL(Λ⊗R)
generated by the reflections along the simple roots αi, and that the same definition can also
be used to introduce a notion of Weyl group for not necessarily irreducible root systems and
for not necessarily connected Dynkin diagrams. If ∆ (resp. D) is a root system (resp. the
associated Dynkin diagram) we write W (∆) =W (D) for the corresponding Weyl group.
We conclude this section of preliminaries with a simple lemma which is certainly well-
known to experts, but for which we could not find any reference in the literature:
Lemma 9.2. Suppose G is of rank r and let λ ∈ Λ be a nonzero weight. The orbit of λ under
the Weyl group of G contains at least r + 1 distinct weights.
Proof. Let D be the Dynkin diagram associated with the root system of G. By the orbit-
stabilizer lemma it is enough to show that the stabilizer of λ has index at least r+1 inW (D).
Since every weight is W (D)-conjugated to a dominant weight, there is no loss of generality
in assuming that λ is dominant. In this case, the stabilizer of λ is known to be generated
by those reflections sα along simple roots such that sαλ = λ ([Hum78, §10.3B]). Since the
stabilizer of λ is clearly not the full Weyl groupW (D), there is at least one simple root β whose
associated reflection does not stabilize λ. The stabilizer of λ is then identified to a subgroup
of the group generated by sα for all simple roots α 6= β; notice that the group generated
by
{
sα
∣∣ α a simple root, α 6= β} is isomorphic to the Weyl group of the Dynkin diagram
obtained from D by erasing the node corresponding to β. We thus obtain the following
procedure for determining a lower bound for the index of Stab(λ) in W (D): we consider the
Dynkin diagram D and all the (quite possibly non-connected) diagrams D1, . . . ,Dr which
we can obtain from D by erasing exactly one node. We then compute the Weyl groups
W (Di) associated with each of these diagrams and the indices |W (D)/W (Di)|: the smallest
such index is a lower bound for the index |W (D)/Stab(λ)|. The lemma now follows from a
straightforward, if somewhat tedious, examination of the connected Dynkin diagrams and of
table 1. As an example, let us do this for root systems of type Ar, which give the smallest
possible index. Removing the i-th node (i = 1, . . . , r) from the Dynkin diagram for Ar leads
to the Dynkin diagram for the root system Ai−1 ×Ar−i, where by A0 ×Ar−1 and Ar−1 ×A0
we simply mean Ar−1. The Weyl group of this root system is Si×Sr−i+1, whose index in the
Weyl group of Ar is
(r+1)!
(i)!(r−i+1)! =
(
r+1
i
) ≥ r + 1.
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Root system Order of the Weyl group
Ar (r + 1)!
Br 2
rr!
Cr 2
rr!
Dr 2
r−1r!
E6 72 · 6!
E7 72 · 8!
E8 192 · 10!
F4 1152
G2 12
Table 1: Orders of the Weyl groups (simple root systems)
9.2 Representation theory of finite simple groups of Lie type
This paragraph is essentially taken from [Lu¨b01], which will be our main reference for this
section; further information can be found in [Car85], Chapter 1 (especially sections 1.17-1.19).
Let G˜ be a finite twisted or non-twisted simple Chevalley group in characteristic ℓ 6= 2, 3 (that
is, a finite simple group of Lie type of characteristic different from 2 and 3; in particular, not
a Suzuki or a Ree group). We shall describe shortly the main algebraic data associated with
G˜, but before doing so we need to define Frobenius maps:
Definition 9.3. Let k be an algebraically closed field of characteristic ℓ > 0, and let q = ℓe
(where e is a positive integer). The q-Frobenius map of GLn(k), denoted Fq, is the au-
tomorphism of GLn(k) that raises all coefficients of a matrix to the q-th power. Let G
be a linear algebraic group over k. A standard Frobenius map is a group morphism
F : G(k)→ G(k) such that, for some embedding i : G(k) →֒ GLn(k) and for some q = ℓe, the
identity i(F (g)) = Fq(i(g)) holds for every g ∈ G(k). Finally, a group morphism G(k)→ G(k)
is a Frobenius map (or endomorphism) if some power of it is a standard Frobenius map.
It is known that to a group G˜ as above we can attach a connected reductive simple
algebraic group G over Fℓ of simply connected type and a Frobenius endomorphism F of
G with the following property: denoting by GF the group
{
g ∈ G(Fℓ)
∣∣ F (g) = g} of fixed
points of F , and by Z the center of GF , we have G˜ ∼= GF /Z. Furthermore, GF is the universal
covering group (also known as the universal perfect central extension) of G˜, see [Gri73] and
the references therein.
Remark 9.4. It is further known that the Frobenius endomorphism F is completely char-
acterised by the choice of an automorphism of the Dynkin diagram of G together with a real
number q which, in our setting (characteristic at least 5), is an integral power of ℓ (see for
example [Hum06, §1.3]). We include this number q among the data associated with G˜; it will
appear for example in the statement of theorem 9.5 and in the proof of lemma 9.25.
In this situation, we shall call G the algebraic group associated with G˜, and we shall
indifferently speak of the rank of G˜, of GF , or of G; likewise, we shall say that G˜,GF , or G,
is of type Ar (resp. Br, Cr, . . .) if the root system of G is.
Our interest in this construction comes from the fact that projective representations of
G˜ in characteristic ℓ are the same as linear representations of GF in characteristic ℓ ([Ste68,
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pp. 76-77, items (ix) and (x)]), which in turn can be constructed by restricting algebraic
representations of the algebraic group G to GF , as we now describe. Let G be of rank r,
denote by Λ+ the cone of its dominant weights (with respect to a given maximal torus),
and write ω1, . . . , ωr for the fundamental ones; for any given dominant weight λ ∈ Λ+, the
irreducible Fℓ[G]-module with highest weight λ will be denoted by L(λ). The relationship
between representations of GF and algebraic representations of G is nicely described by the
following theorem of Steinberg:
Theorem 9.5. (Steinberg [Ste63]) Let G, GF and q be as above (with the restriction that the
characteristic be different from 2, 3). Define
Λq =
{
a1ω1 + · · ·+ arωr
∣∣ 0 ≤ ai ≤ q − 1 for 1 ≤ i ≤ r} .
The restrictions of the G-modules L(λ) with λ ∈ Λq to GF form a set of pairwise inequiv-
alent representatives of all equivalence classes of irreducible Fℓ[G
F ]-modules.
9.3 Some structure theorems
In this section we recall further results that describe more finely the structure of the simple
modules L(λ). It is useful to introduce the notion of (m-)restricted weights:
Definition 9.6. Let G,GF be as above and m be a positive integer. A dominant weight
λ = a1ω1 + · · · + arωr ∈ Λ+ is said to be m-restricted if for every i = 1, . . . , r we have
0 ≤ ai ≤ m− 1.
Definition 9.7. Let F be an automorphism of a group G˜ and ρ : G˜ → Aut(V ) be a repre-
sentation of G˜. The twist of ρ by F is the representation Fρ given by F ρ(g) = ρ(F (g)) for all
g ∈ G. Note that twisting the representation does not change its image, nor its dimension.
The field automorphism x 7→ xℓ of Fℓ can be used to construct a canonical endomorphism
of the algebraic group G, called the ‘standard Frobenius map’ and denoted by F0 ([Hum06,
§2.7]). The following theorem elucidates the importance of ℓ-restricted weights and their
interactions with Frobenius twists:
Theorem 9.8. (Steinberg’s twisted tensor product theorem [Ste63]) If L is a G-module, let
L(i) be the module obtained by twisting the G-action on L by F i0. If λ0, . . . , λm are ℓ-restricted
weights, then
L(λ0 + ℓλ1 + · · · + ℓmλm) ∼= L(λ0)⊗ L(λ1)(1) ⊗ · · · ⊗ L(λm)(m).
Theorems 9.5 and 9.8 are all we need to describe representations over Fℓ. However, to
deal with groups with socle PSL2(q), where q is a power of ℓ different from ℓ, it is not enough
to work over Fℓ, but we shall need to know in which circumstances an Fℓ-representation can
be defined over Fℓ. We make this notion more precise in the following definition:
Definition 9.9. Let G˜ be a finite group, K a field, and ρ : G˜→ GLn(K) a representation of
G˜ over K. We say that ρ can be defined over a field k ⊆ K if there exists a representation
ρk : G˜→ GLn(k) such that the representation
G˜
ρk−→ GLn(k) →֒ GLn(K)
is isomorphic to ρ over K.
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The fields of definition of modular representations of finite groups of Lie type are very well
understood (cf. [BHRD13, Theorem 5.1.13]). Here we just need the simplest case, namely a
criterion to decide whether a representation can be defined over Fℓ.
Let ℓ 6= 2, 3. Write the number q associated with GF (cf. remark 9.4) as ℓe. Let M be
an irreducible Fℓ[G
F ]-module. By theorem 9.5, M can be obtained as the restriction to GF
of an irreducible G-module which we still denote by M . As a representation of G, we have
M ∼= L(λ), where (again by theorem 9.5) λ is ℓe-restricted. In particular, λ can be written
as λ0 + ℓλ1 + · · · + ℓe−1λe−1, where the weights λ0, . . . , λe−1 are ℓ-restricted. Using theorem
9.8 we can then write M as a tensor product
⊗e−1
i=0 M
(i)
i , where Mi corresponds to λi.
Proposition 9.10. With the above notation, the GF -module M can be defined over Fℓ if and
only if Mi ∼=Mj for all i, j.
Proof. This follows at once from the proof of [BHRD13, Theorem 5.1.13]. More specifically,
by [BHRD13, Corollary 1.8.14] M can be defined over Fℓ if and only if it is stabilized by the
Frobenius automorphism F0. On the other hand, we see from [BHRD13, Proposition 5.1.9 (v)]
that twisting by F e0 sends M0 to an irreducible module defined by an ℓ-restricted weight, so
M is isomorphic to M (1) if and only if
⊗e−1
i=0 M
(i)
i
∼=⊗e−1i=0 M (i)i−1, where M−1 = M (e)e−1. Since
the representation of theorem 9.8 is unique, this implies Mi−1 ∼=Mi for i = 1, . . . , e− 1.
9.4 Duality
We shall also need some information about the duality properties of our representations; recall
that the Frobenius-Schur indicator of an irreducible representation is +1 if that representation
is orthogonal, −1 if it is symplectic, and 0 if it is not self-dual. Regarding the Frobenius-Schur
indicator of the modular representations we are interested in we have the following result of
Steinberg ([Ste68, Lemmas 78 and 79], but cf. also [Lu¨b01, §6.3]):
Theorem 9.11. Assume ℓ 6= 2, 3. Write Z for the center of G(Fℓ) and let λ =
∑r
i=1 aiωi be
a q-restricted, dominant weight. Then
• if G is of type Ar, or Dr with odd r, or E6, then the representations L (
∑r
i=1 aiωi) and
L
(∑r
i=1 aτ(i)ωi
)
, where the permutation τ is given by the automorphism of order two of
the Dynkin diagram, are dual to each other. For any other G all representations L(λ)
are self-dual;
• there is an element h ∈ Z, of order at most 2, such that every self-dual module L(λ) is
symplectic if and only if h acts nontrivially on L(λ).
It is then relatively easy to work out which representations L(λ) are symplectic; notice
however that theorem 9.11 is quoted incorrectly in [Lu¨b01], and as a consequence the algo-
rithm described in that paper to decide whether L(λ) is symplectic or orthogonal does not
yield correct results (for example, it implies the existence of symplectic representations of
Spin(7,Fp) for all sufficiently large primes p, which is not the case). The following result
follows from theorem 9.11 (see also the proof of [TZ14, Proposition 5.3]); the numbering of
the simple roots we use is that of [Bou02].
Corollary 9.12. Assume ℓ 6= 2, 3. In the situation of the previous theorem, the representation
L(λ) of the finite group of Lie type GF is symplectic if and only if:
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• G is of type Ar, r ≡ 1 (mod 4), ai = ar+1−i for i = 1, . . . , r, and a(r+1)/2 is odd, or
• G is of type Br, r ≡ 1, 2 (mod 4), and ar is odd, or
• G is of type Cr, and a1 + a3 + · · · + a2⌈r/2⌉−1 is odd, or
• G is of type Dr, r ≡ 2 (mod 4), ar−1 + ar is odd, or
• G is of type E7, and a2 + a4 + a7 is odd.
Corollary 9.13. Let q = ℓe be the invariant attached to GF , and let M be an absolutely
irreducible, symplectic Fℓ[G
F ]-module. Then one of the following holds:
1. e = 1, that is, q = ℓ, and we have M ∼= L(λ) for a certain ℓ-restricted weight that
satisfies the conditions of corollary 9.12;
2. e is odd and greater than 1, and dimFℓ M is a perfect e-th power. Furthermore, the
Lie type of G is listed in the previous corollary, and M ⊗Fℓ Fℓ is a tensor-decomposable
GF -module.
Proof. Let M :=M ⊗Fℓ and λ be the associated dominant q-restricted weight. We can write
λ =
∑e−1
i=0 ℓ
iλi, where each λi is ℓ-restricted. By theorem 9.8 we have M ∼=
⊗e−1
i=0 L(λi)
(i),
and since by assumption M can be defined over Fℓ proposition 9.10 gives L(λi) ∼= L(λj) for
all i, j. It follows that dim(Lλ) = (dimL(λ0))
e. Now if e = 1 we are in case (1) and we are
done (by definition we have q = ℓe = ℓ). If instead we have e > 1 (in which case M is clearly
tensor-decomposable) then we need to show that e is odd. Suppose on the contrary that
e is even. By the discussion following [BHRD13, Proposition 5.1.12] we know that L(λ0) is
self-dual. Now by theorem 9.11 there is an element h in the center of GF that acts nontrivially
on L(λ0) if and only if the latter is symplectic. Since h is central and L(λ0) is absolutely
irreducible, h is a scalar; furthermore, since the order of h is at most 2, we must necessarily
have h = ±1. It follows that h acts on M ∼= ⊗e−1i=0L(λ0)(i) as (±1)e, so M is symplectic if and
only if h = −1 and e is odd. Finally, GF admits a symplectic representation, so its Lie type
is listed in the previous corollary. This concludes the proof.
9.5 Weyl modules
We briefly recall the basic properties of the so-called Weyl modules; for more information, cf.
[Hum06, §3.1]. For any λ ∈ Λ+ there is a certain ZG-module V (λ)Z such that
• the module L(λ) is a quotient of V (λ)Z ⊗Z Fℓ;
• for a complex, simply connected, simple Lie group GC with the same root system as
G, the CG-module V (λ)C := V (λ)Z ⊗Z C is the unique irreducible module of highest
weight λ.
Definition 9.14. We call V (λ)Z ⊗Z Fℓ the Weyl module associated with λ. It is a Fℓ[G]-
module which we will denote simply by V (λ).
A celebrated formula due to Weyl gives the dimension of V (λ):
Theorem 9.15. (Weyl) For all dominant weights λ we have
dimFℓ V (λ) = dimC V (λ)C =
∏
α∈∆+ (λ+ δ, α)∏
α∈∆+ (λ, α)
,
where δ = 12
∑
α∈∆+ α =
∑r
i=1 ωi.
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9.5.1 A sufficient condition for the equality V (λ) = L(λ)
In general, it can very well happen that dimFℓ L(λ) is strictly smaller than dimFℓ V (λ). The
following theorem gives interesting information about the action of GF on Weyl modules,
which we shall use to deduce a sufficient condition for V (λ) and L(λ) to be isomorphic.
Theorem 9.16. (Wong, [Won72, (2D)], [Hum06, §5.9]) If λ is a q-restricted, dominant
weight, the Weyl module V (λ) is indecomposable (but not necessarily irreducible) upon re-
striction to GF . In particular, it is also indecomposable under the action of G.
Since V (λ) has highest weight λ by construction, V (λ) admits a unique G-simple quotient
that is the unique irreducible representation of G with highest weight λ; that is to say, L(λ)
is the unique simple quotient of V (λ). We shall now see that, under suitable assumptions on
the dimension of V (λ) and on ℓ, we must in fact have V (λ) = L(λ). The key result we need
is the following theorem of McNinch (which builds on previous work of Jantzen, [Jan97]).
Theorem 9.17. ([McN98]) Let k be an algebraically closed field of characteristic ℓ ≥ 7, and
suppose that the root system of G is not of type A1. Let furthermore V be a module over
k[GF ] such that dimk V ≤ 2ℓ: then V is semisimple.
Corollary 9.18. Suppose G is not of Lie type A1. If λ is a dominant and q-restricted weight,
ℓ is at least 7, and dimV (λ) ≤ 2ℓ, then L(λ) ∼= V (λ).
Proof. Notice that an indecomposable and semisimple module is simple. Hence in particular
V (λ) is GF -simple by the combination of the previous theorems, and since L(λ) is the unique
simple (nonzero) quotient of V (λ) the two must coincide.
9.5.2 The case V (λ) 6= L(λ)
When L(λ) does not coincide with V (λ) its precise structure is still quite mysterious and
forms the subject of a rich body of work. For our applications, however, we shall just need
to know that the dimension of L(λ) grows reasonably quickly when the coefficients ai in
the representation λ =
∑
aiωi go to infinity. To prove such an estimate we shall need the
following theorem of Premet:
Theorem 9.19. ([Pre87]) Let G be a simple, simply connected algebraic group in character-
istic ℓ. If the root system of G has different root lengths we assume that ℓ 6= 2, and if G is
of type G2 we also assume that ℓ 6= 3. Let λ be an ℓ-restricted dominant weight. The set of
weights of the irreducible G-module L(λ) is the union of the W (G)-orbits of dominant weights
µ that satisfy µ ≺ λ.
The next lemma provides a lower bound on dimL(λ). The result is almost identical to
[GLT12, Lemma 2.3], which is however only stated and proved for root systems of type Ar.
As it turns out, a very small modification of the proof given in [GLT12] yields a uniform
bound for all root systems.
Lemma 9.20. Let λ =
r∑
i=1
aiωi ∈ Λ+ be an ℓ-restricted weight. Then
dimL(λ) ≥ N(λ) := 1 + (r + 1)
{
r∏
i=1
(⌊ai
2
⌋
+ 1
)
− 1
}
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Proof. Fix r integers x1, . . . , xr with 0 ≤ xi ≤
⌊
ai
2
⌋
. Set γ :=
∑
xiαi and let Cij be the
Cartan matrix of the relevant root system. By lemma 9.1, we have αi = 2ωi −
∑
j 6=i |Cij |ωj
since all off-diagonal coefficients of the Cartan matrix are non-positive. It follows that the
coefficient of
γ =
r∑
i=1
2xiωi −
r∑
i=1
∑
j 6=i
|Cij |xiωj
along ωi, call it bi, is at most 2xi ≤ ai. Hence µ := λ − γ =
r∑
i=1
(ai − bi)ωi is a linear
combination of fundamental weights with non-negative coefficients, so it is a dominant weight.
On the other hand, it is clear that λ ≻ µ, since λ− µ = γ is by construction a combination
of simple roots with non-negative coefficients. Every µ thus obtained is therefore a weight of
L(λ) by Premet’s theorem 9.19.
There are
r∏
i=1
(⌊ai
2
⌋
+ 1
)
possible choices for the integers xi, so the module L(λ) contains
at least
r∏
i=1
(⌊ai
2
⌋
+ 1
)
different dominant weights, at most one of which is the zero weight.
Consider now the orbits of the nonzero dominant weights under the Weyl group. Each orbit
consists entirely of weights of L(λ), and contains exactly one dominant weight. In particu-
lar, two orbits do not intersect (for otherwise we would find two Weyl-conjugated dominant
weights); moreover, by lemma 9.2 the orbit of every nontrivial weight has length at least r+1.
We have thus found at least
1 + (r + 1)
{
r∏
i=1
(⌊ai
2
⌋
+ 1
)
− 1
}
= N(λ)
distinct weights in L(λ), which is therefore of dimension at least N(λ) as claimed.
We derive in particular the following lower bound on dimL(λ); as we shall see below in
corollary 9.29, the quantity
√
6n is an upper bound for the rank of the class-S subgroups of
GSp2n(Fℓ) of Lie type:
Proposition 9.21. Let n be a positive integer and r be the rank of G, and suppose that r
does not exceed min
{
n,
√
6n
}
. If λ =
∑r
i=1 aiωi ∈ Λ+ is an ℓ-restricted weight such that∑r
i=1 ai > 2n, then dimL(λ) > 2n.
Proof. The previous lemma gives dimL(λ) ≥ N(λ) ≥ 1 + (r + 1) ( 12∑ri=1 ai − r2) , where the
second inequality is an equality if all but one of the ai are equal to 1, and the remaining
one is odd. It is now straightforward to check that, for r ≤ n and under the assumption∑r
i=1 ai > 2n, the number 1 + (r + 1)
(
1
2
∑r
i=1 ai − r2
)
is not smaller than 2n+ 1.
9.6 Lifting to characteristic zero
The purpose of this section is to show that, when the characteristic ℓ is large enough (compared
to n), the representation theory of subgroups of GSp2n(Fℓ) is equivalent to the representation
theory of certain corresponding (algebraic) groups in characteristic zero. In order to do so,
we need to ensure that the equality L(λ) = V (λ) holds for all the weights λ of interest, and
in view of corollary 9.18 it is enough to know that the dimension of V (λ) is less than 2ℓ. The
following lemma provides an upper bound on the dimension of Weyl modules:
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Lemma 9.22. Fix a positive integer n. Consider all simply connected, simple algebraic groups
G over Fℓ of rank at least 2 and at most min
{√
6n, n
}
. For each such G (of rank r), consider
the collection of all dominant, ℓ-restricted weights λ =
∑r
i=1 aiωi such that
∑r
i=1 ai ≤ 2n and
the corresponding Weyl modules V (λ). For every such V (λ) we have
dimV (λ) ≤ (2n+ 1)12n .
Proof. Take a group G (of rank r) and a weight λ as in the statement of the lemma. Notice
that any positive root α can be represented as α =
∑r
j=1 bjαj , where the bj are non-negative
integers; simple computations give 〈λ, α〉 =∑ri=1 aibi and (using the fact that δ =∑ri=1 ωi)
〈δ, α〉 = ∑rj=1 bj , so the ratio 〈λ,α〉〈δ,α〉 is bounded above by max ai ≤ ∑ri=1 ai. By Weyl’s
dimension formula we have dimV (λ) =
∏
α∈∆+(δ + λ, α)∏
α∈∆+(δ, α)
=
∏
α∈∆+
(
1 +
〈λ, α〉
〈δ, α〉
)
; combining
this formula, the arithmetic-geometric inequality and the bound 〈λ,α〉〈δ,α〉 ≤
∑r
i=1 ai ≤ 2n we
deduce
dimV (λ) ≤
(∑
α∈∆+(1 +
∑
ai)
|∆+|
)|∆+|
≤ (2n+ 1)|∆+| .
Finally, since the Coxeter number h(G) does not exceed 4r, we have
|∆+| = rh(G)
2
≤ 2r2 ≤ 12n,
and thus dimV (λ) ≤ (2n+ 1)12n as claimed.
The following proposition shows that, when the invariant q is equal to ℓ and ℓ is large
enough with respect to n, every symplectic representation of dimension 2n comes from a
corresponding representation in characteristic zero:
Proposition 9.23. Let n be a positive integer and ℓ a prime not smaller than 12(2n+ 1)
12n.
Let GF be a finite group as above. Suppose rank(G) ≤ min{√6n, n} and q = ℓ (that is, e = 1).
Let V be an absolutely irreducible symplectic representation of GF over Fℓ of dimension 2n.
There exists an ℓ-restricted weight λ of G such that V ⊗ Fℓ = L(λ) ∼= V (λ).
Proof. Let r be the rank of G. We have q = ℓ, so by theorem 9.5 V ⊗ Fℓ is of the form
L(λ) for a q-restricted (hence ℓ-restricted) weight λ. Write λ as
∑r
i=1 aiωi, and notice that∑r
i=1 ai ≤ 2n, for otherwise we would have dimV = dimL(λ) > 2n by proposition 9.21, a
contradiction. Suppose now r ≥ 2: lemma 9.22 then gives dimV (λ) ≤ (2n + 1)12n ≤ 2ℓ,
which by corollary 9.18 implies L(λ) ∼= V (λ) as desired. On the other hand, if r = 1 it
is well-known that the equality V (λ) = L(λ) holds as long as ℓ > dimV (λ) = 2n (see for
example [BHRD13, Theorem 5.3.2] and recall that q = ℓ in our case), and this concludes the
proof of the proposition.
Remark 9.24. The condition e = 1 in the previous preposition is automatically satisfied
(corollary 9.13) as long as 2n is not of the form ak with a ≥ 2 and k an odd integer.
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9.7 Order estimates
We now invoke simple order estimates to show that if the finite simple group of Lie type H
appears as the socle of a class-S subgroup of GSp2n(Fℓ), then its rank cannot exceed
√
6n.
Lemma 9.25. Let L be a finite simple group of Lie type in characteristic ℓ 6= 2, 3 and r be
its rank (i.e. the rank of the corresponding algebraic group): we have |L| ≥ ℓr2.
Proof. The group in question is characterized by a number q (a power of ℓ) and by the family
to which it belongs. For most families of simple Lie groups, the claim is easy to check by
direct inspection of the explicit formulas for the orders, so let us only check families Ar(q)
and 2Ar(q
2), which are arguably the least trivial ones. In the two cases, the order is given by
qr(r+1)/2
(r + 1, q − ε)
r∏
i=1
(qi+1 − εi+1) ≥ q
r(r+1)/2
q(q + 1)
q(r+1)(r+2)/2
r∏
i=1
(1− (εq)−i−1)
≥ q
(r+1)2
q(q + 1)
∞∏
i=1
(
1− 1
qi+1
)
,
where ε = +1 for Ar(q) and ε = −1 for 2Ar(q2). On the other hand,
log
∞∏
i=1
(1− q−i−1) =
∞∑
i=1
log
(
1− q−i−1) ≥ ∞∑
i=1
−2q−i−1 = − 2
q(q − 1) ≥ −
1
10
The order of the group in question is thus at least exp(−1/10) q
q(q + 1)
q2r · qr2 > qr2 ≥ ℓr2 as
claimed.
We now compare this lower bound with the following upper bound due to Liebeck:
Theorem 9.26. ([Lie85, Main theorem]) Let n be a positive integer and H be a class-S
subgroup of GSp2n(Fℓ). The order of PH is strictly smaller than max
{
ℓ6n, (2n + 2)!
}
.
Remark 9.27. The result of [Lie85] is more general, but the previous theorem suffices for
our purposes.
Since ℓ6n > (2n+ 2)! for ℓ > 2n+ 2 we also have:
Corollary 9.28. In the situation of the previous theorem, suppose ℓ > 2n + 2. Then the
order of PH is strictly smaller than ℓ6n.
Corollary 9.29. Let H be a class-S subgroup of GSp2n(Fℓ), with ℓ > 2n + 2. Suppose
soc(PH) is simple of Lie type in characteristic ℓ: then the rank of soc(PH) is less than
√
6n.
Proof. Indeed, if r denotes the rank of soc(PH) we have | soc(PH)| ≥ ℓr2 by lemma 9.25 and
| soc(PH)| < ℓ6n by corollary 9.28.
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9.8 The outer automorphism group
In order to reduce our study of class-S groups of Lie type to that of their projective socles we
shall also need to have some information about the outer automorphism groups of the simple
groups of Lie type.
Lemma 9.30. Let ℓ 6= 2, 3 be a prime number. Let H be a maximal subgroup of GSp2g(Fℓ) of
class S. Suppose that soc(PH) ∼= GF /Z is a finite simple group of Lie type in characteristic
ℓ; let r be the rank of G and suppose that the invariant q attached to GF equals ℓ. Finally,
let π be the canonical projection GSp2g(Fℓ) → PGSp2g(Fℓ): the group Out(S) has exponent
dividing 4(r + 1), and for every h ∈ H we have π(h)4(r+1) ∈ S.
Proof. By definition, PH is an almost-simple group and S is simple and normal in PH. Recall
that projective representations of GF /Z correspond bijectively to linear representations of GF
([Ste68, pp. 76-77, items (ix) and (x)]). We can then consider A[ℓ] as the linear representation
of GF that lifts the projective representation PA[ℓ] of S and write A[ℓ]⊗ Fℓ ∼= L(λ) for some
integral dominant ℓ-restricted weight λ. We then obtain some information on the Lie type of
G: since q = ℓ we are in case (1) of corollary 9.13, so the Lie type of GF and the weight λ
satisfy the conditions of corollary 9.12.
For each possible Lie type we read from [BHRD13] (and [CCN+85, p. xvi, Table 5] for
the case of E7(ℓ
e)) the structure of Out(S) (cf. table 2). In most cases the exponent of these
groups divides 4 (recall that e = 1 by hypothesis); the only exception is given by groups of
type Ar and
2Ar, for which the outer automorphism group is isomorphic to a dihedral group
with exponent dividing 2(r+1). Since 4 and 2(r+1) both divide 4(r+1), this establishes the
first statement. Now notice that S is normal in PH, whence an injection PH/S →֒ Out(S):
since the exponent of the latter group divides 4(r+1), we see that the exponent of PHS divides
4(r + 1) as well, and therefore any element π(h) of PH satisfies π(h)4(r+1) ∈ S.
Family Conditions
Simple group
(notation as in [BHRD13])
Out(S)
A1 L2(ℓ
e) Z/2Z× Z/eZ
Ar r ≥ 2 Lr+1(ℓe) Z/(ℓe − 1, r + 1)Z ⋊ Z/2eZ
2Ar r ≥ 2 Ur+1(ℓe) Z/(ℓe + 1, r + 1)Z ⋊ Z/2eZ
Br O
0
2r+1(ℓ
e) Z/2Z× Z/eZ
Cr S2r(ℓ
e) Z/2Z× Z/eZ
Dr r ≥ 6 even O+2r(ℓe) D4 × Z/eZ
2Dr r ≥ 4 even O−2r(ℓe) Z/2Z× Z/2eZ
E7 E7(ℓ
e) Z/2Z× Z/eZ
Table 2: Outer automorphism groups (ℓ odd); we only include the Lie types listed in corollary
9.12.
9.9 Minuscule weights
Recall the notion of minuscule weights:
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Definition 9.31. Let λ 6= 0 be a dominant integral weight for the simple group G. We say
that λ is minuscule if, for every positive root α of G, we have 〈λ, α〉 ∈ {0, 1}.
Lemma 9.32. Let λ be a dominant integral weight, α be a positive root, and k = 〈λ, α〉 ∈ N.
Every weight in the “weight string” λ, λ− α, . . . , λ− kα appears in V (λ).
Proof. This is well-known, see for example [Hum78, §21.3].
Lemma 9.33. Let λ 6= 0 be a dominant integral weight of G which is not minuscule, and let
ρ : G → GLV (λ) be the corresponding irreducible representation. For every x ∈ G(Fℓ) there
are three eigenvalues λ1, λ2, λ3 of ρ(x) that satisfy λ
2
2 = λ1λ3.
Proof. By assumption λ is not minuscule, hence there exists a positive root α such that
〈λ, α〉 = k ≥ 2. By lemma 9.32, the three weights w1 = λ,w2 = λ−α,w3 = λ− 2α all appear
in V (λ), and they satisfy the equation 2w2 = w1 + w3. This concludes the proof, because
by definition of weight for all x ∈ G(Fℓ) the operator ρ(x) possesses the three eigenvalues
w1(x), w2(x), w3(x), which satisfy w2(x)
2 = w1(x)w3(x).
9.10 Conclusion: the non-minuscule case, e = 1
Recall our notation from the introduction: we consider an abelian variety A/K such that
EndK(A) = Z, and we fix a place v of K, of good reduction for A, such that the characteristic
polynomial fv(x) of the Frobenius at v has Galois group isomorphic to (Z/2Z)
g ⋊ Sg. We
now prove that, for ℓ large enough, Gℓ is not contained in a maximal subgroup of GSp2g(Fℓ)
of class S that satisfies the following conditions:
1. the projective socle S = GF /Z of the maximal subgroup in question is of Lie type in
characteristic ℓ;
2. the invariant q attached to S is equal to ℓ;
3. the representation A[ℓ] of GF obtained by lifting the projective representation PA[ℓ] of
S is defined by a non-minuscule weight.
Proposition 9.34. Let ℓ be a prime as in assumption 2.5. Let v be a place of K at which
A has good reduction, and suppose that fv(x) has Galois group (Z/2Z)
g ⋊ Sg. Suppose that
ℓ is strictly larger than
(
2q
4(
√
6g+1)
v
)[F (v):Q]
. The group Gℓ is not contained in a maximal
subgroup of class S that satisfies conditions 1, 2 and 3 above.
Proof. Suppose by contradiction that Gℓ is contained in such a maximal subgroup H. With
the notation of the previous paragraphs, write the finite simple group socPH as GF /Z (with
associated algebraic data G, q). As already mentioned, projective representations of GF /Z
correspond bijectively to linear representations of GF , and furthermore, by definition of class
S, the representation A[ℓ] of GF is absolutely irreducible. Notice now that we can apply
proposition 9.23: indeed the inequality r ≤ √6g follows from corollary 9.29 (the tables of
[BHRD13] show that when g < 7 there are no exceptional class-S subgroups of Lie type except
those with socle PSL2(Fℓ), so we can assume min{g,
√
6g} = √6g). We can in particular write
A[ℓ]⊗ Fℓ ∼= L(λ) ∼= V (λ) for some ℓ-restricted weight λ. The following commutative diagram
summarizes the situation:
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Gal
(
K/K
)
π ◦ρℓ
##
ρℓ
''◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
◆
AutV (λ) G
(
Fℓ
)ρV (λ)
oo
AutA[ℓ]
π

 ?
OO
GF
?
OO
π◦ρvv
?
OO
ρ
oo
PAutA[ℓ]
where soc (PH) = Im(π ◦ ρ). In particular, since by assumption Gℓ ⊆ H, it follows from
lemma 9.30 that for every y ∈ Gal (K/K) there exist µ ∈ F×ℓ and x ∈ GF ⊆ G (Fℓ) such that
ρℓ(y)
4(r+1) = µρ(x),
and therefore the eigenvalues of ρℓ(y)
4(r+1) are given by {µλ1, . . . , µλ2g}, where λ1, . . . , λ2g
are the eigenvalues of ρ(x). Now recall that by assumption the weight λ is not minuscule. Up
to renumbering the λi, we then see from lemma 9.33 that we have λ
2
2 = λ1λ3, and therefore
(µλ2)
8(r+1) = (µλ1)
4(r+1)(µλ3)
4(r+1). We have thus proved that for every y ∈ Gal (K/K) the
operator ρℓ(y) has three eigenvalues µ1, µ2, µ3 ∈ Fℓ× that satisfy
µ
8(r+1)
2 = µ
4(r+1)
1 · µ4(r+1)3 in Fℓ. (6)
Now apply this to y = Frv: the polynomial fv(x) has three roots µ1, µ2, µ3 ∈ Q× that
(when regarded in Fℓ) satisfy equation (6). Recall that we denote by F (v) the splitting field
of fv(x), and that the Galois group of fv(x) is (Z/2Z)
g ⋊ Sg by assumption. We distinguish
two cases:
• µ1 = ι(µ3). Since µ3ι(µ3) = qv, this implies µ28(r+1) − q4(r+1)v = 0 in Fℓ; on the
other hand, µ2 is not a root of the polynomial x
8(r+1) − q4(r+1)v ∈ Z[x] (lemma 2.9), so
µ
8(r+1)
2 − q4(r+1)v is nonzero.
We now proceed as in section 7: the equality µ2
8(r+1) − q4(r+1)v = 0 ∈ Fℓ shows that
ℓ divides the nonzero integer
∣∣∣NF (v)/Q (µ8(r+1)2 − q4(r+1)v )∣∣∣, and the Weil conjectures
imply that
∣∣∣NF (v)/Q (µ8(r+1)2 − q4(r+1)v )∣∣∣ does not exceed (2q4(r+1)v )[F (v):Q] , so we must
have ℓ ≤
(
2q
4(r+1)
v
)[F (v):Q]
.
• µ1 = ι(µ2) or µ1 6= ι(µ2), ι(µ3). By lemma 2.8 we cannot have µ8(r+1)2 = µ4(r+1)1 µ4(r+1)3 in
Q
×
. We then reason as in the previous case: the algebraic integer µ
8(r+1)
2 −µ4(r+1)1 µ4(r+1)3
is nonzero and ℓ divides its norm, so the inequality ℓ ≤
(
2q
4(r+1)
v
)[F (v):Q]
must hold.
Taking into account the inequality r ≤ √6g, in all cases we have reached a contradiction with
our assumption ℓ >
(
2q
4(
√
6g+1)
v
)[F (v):Q]
, and the proposition is proved.
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9.11 Conclusion: the minuscule case, e = 1
In this section we consider the case of subgroups of class S acting through representations
defined by minuscule weights. Once more we fix a place v of K such that A has good
reduction at v and the characteristic polynomial fv(x) of Frv has Galois group isomorphic to
(Z/2Z)g ⋊ Sg.
We start by describing a sufficient criterion that, given a finite simple group of Lie type
S, with S ∼= GF /Z, and a minuscule weight of the algebraic group G, ensures that Gℓ is not
contained in a maximal subgroup of GSp2g(Fℓ) of class S, with projective socle S acting on
PA[ℓ] through the projectivization of the representation corresponding to the given minuscule
weight. Given the very limited number of minuscule weights, it will then be easy to check
by hand that this criterion applies to every minuscule weight that gives rise to a symplectic
representation.
Suppose then that Gℓ is contained in a maximal subgroup G of GSp2g(Fℓ) with projective
socle S (a finite simple group of Lie type in characteristic ℓ), and suppose furthermore that the
invariant q attached to S is equal to ℓ (so that, in the notation of the previous paragraphs, we
have e = 1). Let GF be the universal central extension of S, and suppose that A[ℓ] (considered
as the representation of GF that lifts the projective representation PA[ℓ] of S), is defined by
the highest weight λ. We shall only be interested in primes larger than (2q
4(
√
6g+1)
v )2
gg!, so
(applying proposition 9.23 and taking into account corollary 9.29) we know that V (λ) ∼= L(λ)
for all the primes we are interested in.
Let λ1, . . . , λ2g be the weights appearing in A[ℓ] (again as a representation of G
F ), and
let N be the exponent of OutS. Suppose that (up to renumbering the weights λ1, . . . , λ2g)
we have λ1 + · · · + λn = λn+1 + · · · + λ2n for some odd n. Then, for every [s] ∈ S and
every lift s of [s] in GSp2g(Fℓ), the operator s admits 2n eigenvalues µ1, . . . , µ2n that satisfy
µ1 · · · µn = µn+1 · · ·µ2n. Conversely, given any h ∈ Gℓ, its projective image [h] satisfies
[h]N ∈ S, so (setting [s] = [h]N and s = hN ) we see that hN has 2n eigenvalues that satisfy
the previous equation. Since the eigenvalues of s are the N -th powers of the eigenvalues of h,
we deduce that every operator h ∈ Gℓ has 2n eigenvalues µ1, . . . , µ2n that satisfy
µ1
N · · ·µnN = µn+1N · · ·µ2nN in Fℓ. (7)
Specialize now this discussion to h = ρℓ(Frv). For this choice of h there are 2n eigen-
values of Frv, call them µ1, . . . , µ2n, whose reductions in Fℓ satisfy equation (7). However,
by corollary 2.11 we know that (µ1 · · ·µn)N − (µn+1 · · ·µ2n)N is nonzero, so (as we did in
section 7 and in the proof of proposition 9.34) we deduce that ℓ divides the nonzero integer
|NF (v)/Q
(
µN1 · · · µNn − µNn+1 · · ·µN2n
) |, and by the Weil conjectures this integer does not exceed
(2q
nN/2
v )[F (v):Q]. We have proved:
Lemma 9.35. Suppose that Gℓ is contained in a maximal subgroup of class S having projective
socle S = GF /Z. Consider A[ℓ] as the linear representation of GF that lifts the projective
representation PA[ℓ] of S, and let λ1, . . . , λ2g be the weights of this representation. Suppose
we can find an odd integer n such that (up to renumbering) the weights λ1, . . . , λ2g satisfy
λ1 + · · ·+ λn = λn+1 + · · · + λ2n.
Finally let N be the exponent of the outer automorphism group of S. Then the inequality
ℓ ≤ (2qnN/2v )[F (v):Q] holds.
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Proposition 9.36. Suppose that Gℓ is contained in a maximal class-S subgroup with projec-
tive socle S of Lie type in characteristic ℓ. Suppose furthermore that the invariant q attached
to S is equal to ℓ. Then the inequality ℓ ≤ (2q4(
√
6g+1)
v )2
gg! holds.
Proof. Thanks to the result of proposition 9.34, this is true if the projective socle acts on
PA[ℓ] through a non-minuscule weight. We treat the case of minuscule weights in the next
few subsections.
We now consider the explicit list of minuscule weights that give rise to symplectic repre-
sentations. Let G be of rank r, and suppose we realize its root system in the Euclidean vector
space Rr as described in [Bou02, Planches I-IX]. Then ε1, . . . , εr are a basis of R
r, and we
can express the simple roots of G and its fundamental weights in terms of ε1, . . . , εr. Notice
that if ω is a positive dominant integral weight that is also minuscule, then the set of weights
appearing in V (λ) (hence in L(λ)) is given precisely by the orbit of ω under the Weyl group
W (G), cf. [Bou08, §8.3, Proposition 6]. Furthermore, a description of the action of W (G)
on ε1, . . . , εr can be read off [Bou02, Planches I-IX]. We shall make use of this information
without further reference to [Bou02].
9.11.1 Lie type Ar, r ≡ 1 (mod 4)
When r 6≡ 1 (mod 4) there are no minuscule representations that are symplectic. On the
other hand, when r ≡ 1 (mod 4), the only minuscule weight giving rise to a symplectic
representation is ̟(r+1)/2 =
∑(r+1)/2
i=1 εi − 12
∑r+1
i=(r+3)/2 εi. Notice that when r = 1 this
corresponds to the standard representation of SL2, of dimension 2, which can only happen for
g = 1, a case that does not interest us. We can therefore assume r ≥ 5. The Weyl group of
Ar is Sr+1, acting naturally on the εi by permutation. It follows that the weights appearing
in L(̟(r+1)/2) = V (̟(r+1)/2) are precisely those of the form
∑r+1
i=1 aiεi, where for (r + 1)/2
indices i we have ai = 1, and for the remaining (r + 1)/2 indices we have ai = −1/2. In
particular, we can consider the following weights: set ω =
r+7
2∑
i=7
εi − 1
2
r+1∑
i= r+9
2
εi (where ω = 0 if
r = 5) and
λ1 = −1
2
ε1 + ε2 + ε3 + ε4 − 1
2
ε5 − 1
2
ε6 + ω
λ2 = +ε1 − 1
2
ε2 + ε3 − 1
2
ε4 + ε5 − 1
2
ε6 + ω
λ3 = +ε1 + ε2 − 1
2
ε3 − 1
2
ε4 − 1
2
ε5 + ε6 + ω
λ4 = +ε1 + ε2 − 1
2
ε3 + ε4 − 1
2
ε5 − 1
2
ε6 + ω
λ5 = −1
2
ε1 + ε2 + ε3 − 1
2
ε4 + ε5 − 1
2
ε6 + ω
λ6 = +ε1 − 1
2
ε2 + ε3 − 1
2
ε4 − 1
2
ε5 + ε6 + ω
It is immediate to check that λ1, . . . , λ6 are all distinct and that λ1+ λ2+λ3 = λ4+ λ5+ λ6.
Furthermore, if A[ℓ] is a symplectic minuscule representation of GF and G is of Lie type type
Ar, then 2g = dimA[ℓ] =
(
r+1
(r+1)/2
) ≥ 2r; finally, the exponent of the outer automorphism
group of a finite simple group of Lie type Ar divides 2(r + 1). Using lemma 9.35 we thus
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see that if Gℓ is contained in a maximal class-S subgroup with projective socle S = GF /Z
of Lie type Ar (r ≡ 1 (mod 4)), and if furthermore A[ℓ] is isomorphic to V (̟(r+1)/2) as a
representation of GF , then ℓ ≤
(
2q
3(r+1)
v
)[F (v):Q]
. Using the inequality r ≤ 1 + log2(g) we
conclude that for ℓ > (2q
4(
√
6g+1)
v )2
gg! the group Gℓ cannot be contained in a maximal class-S
subgroup with projective socle of Lie type Ar.
9.11.2 Lie type Br, r ≡ 1, 2 (mod 4)
The only minuscule, symplectic representation is V (̟r), where ̟r =
1
2
∑r
i=1 εi. This repre-
sentation is of dimension 2r, so since we are assuming that A[ℓ]⊗ Fℓ ∼= V (̟r) we must have
2g = 2r. If r ≤ 2 we find g ≤ 2, a case which does not interest us; we can thus assume r ≥ 5.
The Weyl group is isomorphic to (Z/2Z)r⋊Sr, with the factor Sr acting on the εi by permu-
tation, while the nontrivial element in the i-th factor Z/2Z acts on εi by sending it to −εi.
We apply our criterion with λ1 =
1
2(1, 1, 1, 1, 1, 1, . . . , 1︸ ︷︷ ︸
r−5
), λ2 =
1
2(−1,−1,−1,−1,−1, 1, . . . , 1︸ ︷︷ ︸
r−5
),
λ3 =
1
2 (1, 1, 1, 1,−1, 1, . . . , 1︸ ︷︷ ︸
r−5
), λ4 =
1
2 (1,−1, 1,−1, 1, 1, . . . , 1︸ ︷︷ ︸
r−5
), λ5 =
1
2 (1, 1,−1, 1,−1, 1, . . . , 1︸ ︷︷ ︸
r−5
)
and λ6 =
1
2 (−1, 1, 1, 1,−1, 1, . . . , 1︸ ︷︷ ︸
r−5
), where we write weights as the vectors of their coordinates
in the basis of the εi. Since dimV (̟r) = 2
r one obtains r = 1 + log2(g), and as above we
conclude that Gℓ cannot be contained in a maximal class-S subgroup with projective socle of
Lie type Br as long as ℓ > (2q
4(
√
6g+1)
v )2
gg!.
9.11.3 Lie type Cr, r ≥ 3
The only minuscule, symplectic module for a group of type Cr is the defining representation
V (̟1), of dimension 2r (so r = g). This representation clearly does not give rise to a maximal
class-S subgroup of GSp2g(Fℓ).
9.11.4 Lie type Dr, r ≡ 2 (mod 4), r ≥ 6
This is perfectly analogous to the case of Br. The only two minuscule, symplectic repre-
sentations are associated with the weights ̟r−1 = 12
∑r−1
i=1 εi − 12εr and ̟r = 12
∑r
i=1 εi.
The Weyl group is isomorphic to (Z/2Z)r−1 ⋊ Sr, where the factor Sr acts by permutation
on the εi while the factor (Z/2Z)
r−1 ∼= {(e1, . . . , er) ∈ (±1)r ∣∣ ∏ri=1 er = 1} acts by the for-
mula (e1, . . . , er) ·
∑r
i=1 aiεi =
∑r
i=1 eiaiεi. Again we write weights as the vectors of their
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coordinates in the basis εi; for the representation V (̟r) we can take
λ1 =
1
2
(1, 1, 1, 1, 1, 1, 1, . . . , 1︸ ︷︷ ︸
r−6
)
λ2 =
1
2
(−1,−1,−1, 1,−1, 1, 1, . . . , 1︸ ︷︷ ︸
r−6
)
λ3 =
1
2
(1, 1, 1,−1, 1,−1, 1, . . . , 1︸ ︷︷ ︸
r−6
)
λ4 =
1
2
(−1,−1, 1, 1, 1, 1, 1, . . . , 1︸ ︷︷ ︸
r−6
)
λ5 =
1
2
(1, 1,−1,−1, 1, 1, 1, . . . , 1︸ ︷︷ ︸
r−6
)
λ6 =
1
2
(1, 1, 1, 1,−1,−1, 1, . . . , 1︸ ︷︷ ︸
r−6
).
For the representation V (̟r−1) it suffices to change the sign of the sixth coordinates of the
vectors just listed. Since V (̟r−1), V (̟r) are the half-spin representations, of dimension
2r−1, we obtain r = log2(g) + 2 <
√
6g + 1; we deduce easily that for ℓ > (2q
4(
√
6g+1)
v )2
gg!
the group Gℓ cannot be contained in a maximal class-S subgroup with projective socle of Lie
type Dr.
9.11.5 Lie type E7
The only minuscule weight giving rise to a symplectic representation is ̟7 = ε6+
1
2 (ε8 − ε7).
The representation is 56-dimensional, so this case can only arise when g = 28. It is not hard to
check that for any choice of (e1, . . . , e6) ∈ (±1)6 such that
∏6
i=1 ei = 1 the weight
1
2
∑6
i=1 eiεi
appears in V (̟7); we can then apply our criterion with the following six weights:
λ1 =
1
2
(1, 1, 1, 1, 1, 1, 0, 0)
λ2 =
1
2
(−1,−1,−1, 1,−1, 1, 0, 0)
λ3 =
1
2
(1, 1, 1,−1, 1,−1, 0, 0)
λ4 =
1
2
(−1,−1, 1, 1, 1, 1, 0, 0)
λ5 =
1
2
(1, 1,−1,−1, 1, 1, 0, 0)
λ6 =
1
2
(1, 1, 1, 1,−1,−1, 0, 0).
In this case we know the rank to be r = 7, while the outer automorphism group has order
(hence exponent) 2. We conclude once more that for ℓ > (2q
4(
√
6g+1)
v )2
gg! the group Gℓ cannot
be contained in a maximal class-S subgroup with projective socle of Lie type E7.
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9.12 Conclusion: case e > 1
To completely rule out the maximal subgroups of class S the last possibility we need to
consider is case (2) in corollary 9.13. More precisely, we now consider the case of Gℓ being
contained in a maximal class-S subgroup of GSp2g(Fℓ) whose projective socle S = GF /Z
has invariant q = ℓe with e > 1. We shall only need the fact that in this case A[ℓ] ⊗ Fℓ is
tensor-decomposable under the action of GF , as proved in corollary 9.13. We start with an
upper bound for the exponent of Out(S):
Lemma 9.37. The exponent of the group Out(S) does not exceed 4
√
6g.
Proof. By table 2 the exponent does not exceed 2e(r+1) (where r is the rank of G), and since
dimA[ℓ] = 2g is a perfect e-th power by corollary 9.13 we find e ≤ log2(2g). Moreover, from
the proof of corollary 9.13 we see that the algebraic group G admits a nontrivial irreducible
representation of dimension (2g)1/e, so its rank is at most (2g)1/e−1 (notice that a nontrivial
irreducible representation of dimension n induces a nontrivial map G → SLn, which in turn
implies r = rkG ≤ rk SLn = n − 1). Finally, using e ≥ 3 (hence g ≥ 4) one easily finds that
2e(r + 1) ≤ 2 log2(2g)(2g)1/3 ≤ 4
√
6g.
Proposition 9.38. Let ℓ be a prime as in assumption 2.5. Suppose that Gℓ is contained
in a maximal class-S subgroup H of GSp2g(Fℓ) such that S = soc(PH) of Lie type in char-
acteristic ℓ. Suppose furthermore that S = GF /Z has invariant q = ℓe with e > 1. Then
ℓ ≤ (2q4(
√
6g+1)
v )2
gg!
Proof. Assume by contradiction that ℓ > (2q
4(
√
6g+1)
v )2
gg! and that Gℓ is contained in a max-
imal subgroup of class S as in the statement of the proposition. As in the previous sections,
we aim to reach a contradiction by writing down a polynomial relation with small exponents
satisfied by the eigenvalues of the elements of ρℓ(Frv).
Let N be the exponent of Out(S). Since PH/S embeds into OutS, we see that for
every h ∈ H we have [hN ] ∈ S. By corollary 9.13 we know that A[ℓ] ⊗ Fℓ, considered as a
representation of GF , is tensor-decomposable in precisely e factors. Write 2g = (2m)e. It
follows that there exist g′1, . . . , g
′
e ∈ GSp2m(Fℓ) such that
hN = h′1 ⊗ · · · ⊗ h′e.
Now the eigenvalues hN are of the form λ1 · · ·λe, where every λi ranges over the eigenvalues
of h′i. We write {λi,j
∣∣ j = 1, . . . , 2m} for the multiset of eigenvalues of h′i.
Let us now specialize this discussion to h = ρℓ(Frv), so that the eigenvalues µ1, . . . , µ2g of
h can be recovered as the reduction in Fℓ of the eigenvalues µ1, . . . , µ2g of Frv. Notice that
the inequality ℓ > (2q
4(
√
6g+1)
v )2
gg! implies that µ1, . . . , µ2g are all distinct: if we had µi = µj
for some i 6= j, then ℓ would divide the nonzero integer |NF (v)/Q(µi − µj)| ≤
(
2q
1/2
v
)[F (v):Q]
,
contradiction.
Up to renumbering, we can assume that for all i = 1, . . . , 2g the algebraic integers µ2g+1−i
and µi are complex conjugates to each other. Let x1 = µ1
N , . . . , x2g = µ2g
N be the eigenvalues
of hN . The same argument as above ensures that the xi are all distinct: if we had xi = xj for
some i 6= j, then ℓ would divide |NF (v)/Q)(µNi −µNj )| ≤
(
2q
N/2
v
)[F (v):Q]
, contradiction (notice
that µNi 6= µNj by corollary 2.11). Furthermore, up to renumbering the λi,j we can assume
that x1 =
∏t
i=1 λi,1.
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For every index k = 1, . . . , 2g fix now a function jk(i) : {1, . . . , e} → {1, . . . , 2m} such
that xk =
∏e
i=1 λi,jk(i). Notice that since the xi are all distinct so must be the functions
jk(i); as there are (2m)
e possible functions and 2g = (2m)e eigenvalues, it follows that every
eigenvalue corresponds to precisely one function, and clearly every function is realized by an
eigenvalue.
We claim that there is an index k ∈ {2, . . . , g} such that jk(i) takes values different from
1 at least twice (that is to say, there exist k ∈ {2, . . . , g} and i1, i2 ∈ {1, . . . , e} such that
jk(i1) 6= 1, jk(i2) 6= 1). Suppose by contradiction that this is not the case. Then there are
at most 1 + e(2m − 1) possible functions jk(i) representing the eigenvalues x1, . . . , xg (the
constant function 1, and those that differ by it at precisely one spot), and since no function
can appear more than once we deduce in particular 1+ e(2m− 1) ≥ g. However by definition
we have g = 2e−1me = 2e−1(1 + (m − 1))e ≥ 4(1 + e(m − 1)), a contradiction to what we
just proved, and this establishes our claim. Also notice that the eigenvalue xk = µk
N is the
reduction in Fℓ of µ
N
k , and µk is not the complex conjugate of µ1, because k ≤ g and the
complex conjugate of µ1 is µ2g. We shall need this information presently.
Let now k, i1, i2 be indices as in the previous paragraph. Consider the four (distinct)
functions
e1(i) = 1, e2(i) = jk(i), e3(i) =
{
1, if i 6= i1
jk(i1), if i = i1
, e4(i) =
{
1, if i 6= i2
jk(i2), if i = i2
and the four eigenvalues yj =
∏e
i=1 λi,ej(i) (for j = 1, . . . , 4) of h
N . By construction we have
y1y2 = y3y4, and up to renumbering once more we can assume that yj = µj
N for j = 1, 2, 3, 4.
It follows that ℓ divides NF (v)/Q(µ
N
1 µ
N
2 −µN3 µN4 ). Notice now that µN1 µN2 −µN3 µN4 is nonzero
(this follows from lemma 2.8 and the fact that µ2, as we already noticed, is not the complex
conjugate of µ1), so by an argument we have used many times we find ℓ ≤
(
2qNv
)[F (v):Q]
. Using
the inequality N < 4(
√
6g + 1) we reach a contradiction, and the proposition is proved.
10 Tensor induced subgroups
We come to the case of tensor induced subgroups GSp2m(Fℓ) ≀ St, where 2g = (2m)t. The
arguments and the results we need are very close to those of section 9.12, so we fix from the
start a place v of K, of good reduction for A, such that the characteristic polynomial fv(x)
of the Frobenius at v has Galois group (Z/2Z)g ⋊ Sg. We also keep the notation Φv for the
set of roots of fv(x). We shall need the following result:
Theorem 10.1. ([MNR89, Theorem 2]) Let ξ(n) = max
σ∈Sn
order(σ). For all n ≥ 3 we have
ξ(n) ≤ exp
(√
n log n
(
1 +
log log n− 0.975
2 log n
))
.
Proposition 10.2. Let v be a place of K of good reduction for A such that the Galois group
of the characteristic polynomial fv(x) is (Z/2Z)
g⋊Sg. Let ℓ be a prime as in assumption 2.5,
and suppose ℓ > (2q
4(
√
6g+1)
v )2
gg!. The group Gℓ is not contained in a tensor induced subgroup
GSp2m(Fℓ) ≀ St, where m ≥ 1, t ≥ 3 are integers such that (2m)t = 2g.
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Proof. The proof is very similar to that of proposition 9.38. Assume by contradiction that
ℓ > (2q
4(
√
6g+1)
v )2
gg! and that Gℓ is contained in a tensor induced group GSp2m(Fℓ) ≀ St.
Once again, we shall reach a contradiction by writing down a polynomial relation with small
exponents satisfied by the eigenvalues of the elements of GSp2m(Fℓ) ≀ St.
To get rid of the symmetric group St, notice first that by definition we have 2g = (2m)
t,
so t = log2m(2g) ≤ log2(2g) and the order of a permutation in St does not exceed
ξ(t) ≤ ξ(log2(2g)) < 4(
√
6g + 1).
We represent an element h ∈ Gℓ ⊆ GSp2m(Fℓ) ≀ St as a pair (g1 ⊗ · · · ⊗ gt, σ), where
g1, . . . , gt are in GSp2m(Fℓ) and σ is a permutation in St. Let a be the order of σ; by what
we just saw, a does not exceed 4(
√
6g + 1). In particular, for every h ∈ Gℓ there exist a ∈ N,
a ≤ 4(√6g + 1), and g′1, . . . , g′t ∈ GSp2m(Fℓ) such that
ha =
(
g′1 ⊗ · · · ⊗ g′t, Id
)
.
We now proceed exactly as in the proof of proposition 9.38: we take h = ρℓ(Frv) and write
µ1, . . . , µ2g for the roots of the characteristic polynomial fv(x). We easily find that h
a has
four distinct eigenvalues µ1
a, µ2
a, µ3
a, µ4
a that satisfy µ1
aµ2
a = µ3
aµ4
a and are such that
µ2 6= ι(µ1). From lemma 2.8 and the fact that µ2 is not the complex conjugate of µ1 we
deduce that µa1µ
a
2 − µa3µa4 is nonzero, so ℓ divides the nonzero integer NF (v)/Q(µa1µa2 − µa3µa4).
By an argument we have used many times we find ℓ ≤ (2qav )[F (v):Q], and using the inequality
a < 4(
√
6g + 1) we reach a contradiction.
11 Proof of theorem 1.2
By corollary 2.4 we see that it is enough to show that Gℓ contains Sp2g(Fℓ), so suppose this
is not the case: Gℓ is then contained in one of the maximal subgroups of GSp2g(Fℓ) listed in
theorem 3.14. Let us go through this list. Given the inequalities imposed on ℓ, proposition 4.1
implies that cases 1 through 3 cannot happen. As for case 4, we have to distinguish according
to whether g is even or odd. If g is odd, then case 4 does not arise thanks to proposition 7.5,
which can be applied thanks to lemma 7.6. If g is even, then we also need to apply lemma
8.2, and the same conclusion follows. Case 5 is impossible by proposition 10.2.
To exclude case 6 we combine the results of sections 6 and 9. Let H be a maximal
subgroup of class S, and suppose by contradiction that Gℓ is contained in H. Notice first
that PH is almost simple, with socle S of Lie type in characteristic ℓ (proposition 6.8 and
lemma 6.9). As we did in section 9, we can then write the finite simple group S as GF /Z. We
let G, q = ℓe be the associated algebraic data, and consider A[ℓ] as the linear representation
of GF corresponding to the projective representation PA[ℓ] of S. Observe next that we have
e = 1 (proposition 9.38), so we can apply proposition 9.23 to deduce that A[ℓ] ⊗ Fℓ, as a
representation of GF , is isomorphic to L(λ) ∼= V (λ) for some ℓ-restricted weight λ. We now
reach a contradiction by applying proposition 9.36.
Suppose lastly that Gℓ is contained in a maximal subgroup H as in case 7. Using remark
3.16 we see that the order of PGℓ does not exceed J(2g + 2), and since this contradicts
proposition 6.8 we are done.
Finally, it is clear from the explicit expressions of b([K : Q], g, h(A)) that the function
b(g! · [K : Q], g, h(A)) grows faster than b([K : Q], 2g, 2h(A))1/2g , and it is easy to check that
for g ≥ 19 the inequality b(A/K; g!) > b(A2/K; g)1/2g holds for any K and any A.
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12 The tensor product case III – g = 3
In this section we show that, when dim(A) = 3, a place v satisfying the hypothesis of propo-
sition 7.5 can be found whose residue characteristic is bounded explicitly in terms of simple
arithmetical invariants of A/K. This will be achieved through an application of Chebotarev’s
theorem, but we shall first need a certain number of preliminaries. We use the notation of
§2.3; in particular, if v is a finite place of K we denote by pv (resp. qv) the characteristic
(resp. the cardinality) of the residue field at v. We also introduce the set
ΩAK :=
{
v ∈ ΩK
∣∣ A has good reduction at v and v has degree 1 over Q} .
Most of what we do in this section could be generalized to some extent to other values
of g: for example, all results up to corollary 12.11 can easily be extended to cover the case
of an arbitrary (odd) prime dimension, and it is only the proof of proposition 12.12 that
depends on the assumption dimA = 3, since it relies on the particularly simple subgroup
structure of CGO3(Fℓ). Trying to generalize this result to other values of g ≥ 5 introduces
additional complications: the group GL2(Fℓ)⊗CGOg(Fℓ) contains families of maximal proper
subgroups of Lie type which we cannot exclude by simply looking at the action of inertia on
A[ℓ]. In section 13 we shall see a way to partially overcome these difficulties, but at present
it seems that our methods become more and more cumbersome to apply as the dimension of
A increases.
It is also interesting to compare our arguments with those used by Serre [Ser00b] to prove
his open image theorem for abelian varieties of odd dimension with EndK(A) = Z. It is not
hard to realize that a major stumbling block in our approach is the fact that there is no
clear analogue of Sen’s theorem [Sen73] for representations over Fℓ. Indeed, Serre’s approach
to prove that Gℓ∞ cannot be contained in an ‘exceptional’ group of Lie type is based on
Sen’s theorem, which in turn depends on the completeness of Cp: unfortunately, no modulo-ℓ
analogue of this theorem is available, and in fact it is not even clear what such an analogue
should look like.
12.1 Decomposition of the eigenvalues of Frv
We start with two easy lemmas which do not depend on the assumption dimA = 3:
Lemma 12.1. Let N be a positive integer no less than 3. Suppose all the torsion points of A
of order N are defined over K, and let v be any place of K of good reduction for A and not
dividing N . The group generated by the eigenvalues of Frv does not contain any nontrivial
root of unity.
Proof. Let µ1, . . . , µ2g be the eigenvalues of Frv. Looking at the action of Frv on A[N ] we see
that each of them (hence every element of the group they generate) is congruent to 1 modulo
N , but as it is well known there are no nontrivial roots of unity congruent to 1 modulo N
when N ≥ 3.
Lemma 12.2. Let N be a positive integer no less than 2g+1. Suppose all the torsion points
of A of order N are defined over K, and let v be a place in ΩAK . If pv does not divide N and
is larger than (2g)2, then pv does not divide tr Frv.
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Proof. On the one hand Gal
(
K/K
)
acts trivially on A[N ], so tr Frv cannot be zero since it
is congruent to 2g modulo N . On the other hand, the Weil conjectures imply that | tr Frv |
does not exceed 2g · p1/2v , so if pv divides | tr Frv | 6= 0 we must have pv ≤ 2g · p1/2v , which is
equivalent to pv ≤ (2g)2.
We now specialize to the case dimA = 3. Notice that all tensor product subgroups of
GSp6(Fℓ) are of type (1, 3), that is, up to conjugation they can be identified with the group
GL2(Fℓ)⊗CGO3(Fℓ). The following proposition imposes stringent restrictions on a Frobenius
whose eigenvalues define a point of U13(Q):
Proposition 12.3. Let A/K be an abelian variety of dimension 3 and N be an integer no
less than 2g + 1 = 7. Suppose all the torsion points of A of order N are defined over K and
let v be a place of K that satisfies:
• v ∈ ΩAK and pv > max
{
N, (2g)2
}
;
• the eigenvalues (µ1, . . . , µ6) of Frv define a point of
⋃
σ∈S6 U
σ
13(Q), i.e. Frv does not
satisfy the hypothesis of proposition 7.5.
Then at least one of the following holds:
1. there exist algebraic integers λ1, λ2 such that the eigenvalues of Frv are given by λ1 and
λ2, both with multiplicity g = 3;
2. for any choice of λ1, λ2, β of Q
×
such that the multisets
{
λiβ, λi, λiβ
−1 ∣∣ i = 1, 2} and
{µ1, . . . , µ6} coincide, the algebraic number λ1+ λ2 is not an integer (at least one valid
choice of λi, β exists by lemma 7.4).
Proof. Notice first that, by lemma 12.2, the residue characteristic pv does not divide the
(nonzero) integer tr Frv. Let now λ1, λ2 and β be algebraic numbers such that the eigenvalues
of Frv are λ1, λ2 and λiβ
±1 for i = 1, 2. As the eigenvalues of Frv are algebraic integers, this
implies in particular that λ1, λ2 are algebraic integers. If λ1 + λ2 is not an integer for any
choice of λi, β we are done, hence (without loss of generality) we can work under the additional
assumption that λ1 + λ2 is an integer. We are thus reduced to showing that β = 1: this we
shall do by proving that β is a root of unity, and then applying lemma 12.1. Let w be any
place of Q. Suppose first that the residual characteristic of w is not pv: the Weil conjectures
imply that the eigenvalues of Frv are units away from pv, hence ordw(λiβ) = ordw(λiβ
−1) = 0,
which immediately gives ordw(β) = 0.
Suppose now that the residual characteristic of w is pv. As tr Frv 6= 0 can also be written
as (λ1 + λ2)
(
1 + β + β−1
)
we see that λ1 + λ2 is nonzero. If ordw(λi) is positive for i = 1, 2,
then ordw (λ1 + λ2) is positive as well and therefore (since λ1 + λ2 is an integer) we see that
pv divides λ1 + λ2. However, the Weil conjectures also imply that |λ1 + λ2| ≤ 2√pv, which
– combined with the fact that λ1 + λ2 is nonzero – gives a contradiction for pv ≥ 5 (and our
assumptions entail in particular pv > (2g)
2 = 36), so without loss of generality we can assume
ordw(λ1) = 0. Now since λ1β and λ1β
−1 are algebraic integers they both have non-negative
valuation at w, so we have
0 ≤ ordw(λ1β) = ordw(β), 0 ≤ ordw(λ1β−1) = − ordw(β),
and therefore ordw(β) = 0. It follows that the algebraic number β has zero valuation at all
places of Q and is therefore a root of unity; by lemma 12.1, this implies β = 1.
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We now proceed to give a sufficient criterion for case (2) of the previous proposition not to
happen. The criterion is not new, and can be deduced for example from [Chi92, Sublemmas
5.2.3 and 5.2.4]; however, given that our setting is slightly different and the statement itself
differs from Chi’s, we reproduce the argument in full for the reader’s convenience. Before
discussing this criterion we set up some notation.
Definition 12.4. We say that a Frobenius element Frv is of tensor product type if the
multiset ∆ of eigenvalues of Frv can be written as
∆ =
{
λi, λiβ
±1 ∣∣ i = 1, 2}
for some choice of λi, β in Q
×
. When this is the case, we write Ψ (resp. Λ) for the multiset{
1, β±1
}
(resp. {λ1, λ2}), and we also write symbolically ∆ = Λ ·Ψ.
Remark 12.5. A priori, the eigenvalues of Frv could admit more than one decomposition
as in the previous definition. We shall be careful to distinguish those statements that hold
for any such decomposition from those that hold for a fixed decomposition. Also notice that
lemma 7.4 amounts to saying that a Frobenius Frv is of tensor product type if and only if its
eigenvalues define a point of
⋃
σ∈S6 U
σ
13(Q).
We now introduce a weak notion of multiplicative independence for the eigenvalues of a
Frobenius Frv of tensor product type. Fix sets Λ and Ψ as in definition 12.4, and consider
the equation
(x1ψ1)
2 = (x2ψ2)(x3ψ3) (8)
in unknowns x1, x2, x3 ∈ Λ and ψ1, ψ2, ψ3 ∈ Ψ. Notice that this equation admits two obvious
families of solutions: if we take x1 = x2 = x3, the equation reduces to ψ
2
1 = ψ2ψ3, which for
all ψ ∈ Ψ admits the solutions 12 = ψ · ψ−1 and ψ2 = ψ · ψ; if no other solution exists, we
say that the eigenvalues of Frv are weakly independent. More precisely, we give the following
definition:
Definition 12.6. We say that the eigenvalues of Frv are weakly independent (with respect
to a given decomposition of ∆ = Λ ·Ψ) if the following two conditions hold:
1. the eigenvalues of Frv are all distinct;
2. if (x1, x2, x3, ψ1, ψ2, ψ3) ∈ Λ3 × Ψ3 is a solution to equation (8), then x1 = x2 = x3
holds and there exists ψ ∈ Ψ such that we have either (ψ1, ψ2, ψ3) = (1, ψ, ψ−1) or
(ψ1, ψ2, ψ3) = (ψ,ψ, ψ).
A first useful feature of the notion of weak independence is that it entails uniqueness of
the decomposition ∆ = Λ ·Ψ:
Lemma 12.7. Suppose that Frv is of tensor product type and that its eigenvalues are weakly
independent with respect to a certain decomposition ∆ = Λ · Ψ: then λ1 + λ2 is an integer,
and for any decomposition ∆ = Λ′ ·Ψ′ of ∆ we have Λ′ = Λ and Ψ = Ψ′.
Proof. We start by describing a property that characterizes λ1, λ2 among the elements of ∆.
For every γ ∈ ∆ we consider the map
Tγ : ∆ → Q×
δ 7→ γ2δ .
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Claim. We have |Tγ(∆) ∩∆| ≥ g = 3 if and only if γ belongs to Λ.
Proof of claim. The “if” part is trivial: if γ = λi, then it is clear that Tλi(λiψ) ∈ ∆ for all
ψ ∈ Ψ; as Tγ is injective, this gives |Ψ| = 3 elements in the intersection Tγ(∆) ∩∆.
Conversely, suppose that |Tγ(∆) ∩∆| ≥ 3 for a certain γ ∈ ∆. Write γ = x1ψ1 with
x1 ∈ Λ, ψ1 ∈ Ψ and suppose ψ1 6= 1. Let x2ψ2 ∈ ∆ be such that Tγ(x2ψ2) ∈ ∆. By definition,
this implies the existence of x3 ∈ Λ, ψ3 ∈ Ψ that satisfy
(x1ψ1)
2
x2ψ2
= x3ψ3,
and since the eigenvalues are weakly independent we have x2 = x1 and ψ2 = ψ1 (since
ψ1 6= 1). Hence we see that λ1ψ1 is the only eigenvalue δ of Frv such that Tγ(δ) belongs to
∆, contradicting the fact that |Tγ(∆) ∩∆| ≥ g = 3.
Notice now that λ1 and λ2, being eigenvalues of Frv, are algebraic integers, so in order to
show that λ1 + λ2 is an integer it suffices to prove that it is a rational number, i.e. that the
set {λ1, λ2} is Gal
(
Q/Q
)
-invariant. By the previous characterization of λ1, λ2 it then suffices
to show that for every σ ∈ Gal (Q/Q) we have ∣∣Tσ(λi)(∆) ∩∆∣∣ ≥ g = 3, and this follows from∣∣Tσ(λi)(∆) ∩∆∣∣ = ∣∣Tσ(λi)(σ(∆)) ∩ σ(∆)∣∣ = |Tλi(∆) ∩∆| ≥ g = 3,
where we have used the equality σ(∆) = ∆ (the set ∆ is Gal
(
Q/Q
)
-stable since the charac-
teristic polynomial of Frv has integral coefficients).
Moreover, the characterization we have given of λ1, λ2 does not use the decomposition of ∆
we have fixed, hence it uniquely determines the values of λ1, λ2 in any possible decomposition
∆ = Λ′ ·Ψ′. We now show that the set Ψ is uniquely determined as well. Let ∆ = Λ ·Ψ′ be
any decomposition of ∆, with Ψ′ =
{
1, (β′)±1
}
, and suppose that β′ 6= β±1. By definition,
µ = λ1β is an element of ∆, hence it can be written as µ = λiψ
′ for some ψ′ ∈ Ψ′ and some
i ∈ {1, 2}. As the eigenvalues of Frv are all distinct we necessarily have ψ′ 6= 1; furthermore,
if we had i = 1 we would also have ψ′ = β, a contradiction, so (replacing β′ by (β′)−1 if
necessary) we must in fact have µ = λ2β
′. It follows that β′ is equal to λ1λ2β and hence ∆
also contains λ1β
′ = λ
2
1
λ2
β, which in turn must be of the form λkψ for some k ∈ {1, 2} and
ψ ∈ Ψ. Thus we find that (λ1β)2λ2β = λkψ is a solution to equation (8), so by definition of
weak independence we must have λ1 = λ2, which is absurd since the eigenvalues of Frv are
all distinct. The contradiction shows that β′ = β, that is, Ψ′ = Ψ.
We also need a version of definition 12.6 for operators acting on F2gℓ :
Definition 12.8. Let h be an element of GSp2g(Fℓ). If the multiset ∆ℓ of eigenvalues of h in
Fℓ
×
can be written as Λℓ ·Ψℓ, where Λℓ = {λ1, λ2} and Ψℓ =
{
1, β±1
}
for some λi, β ∈ Fℓ×,
we say that h is of tensor product type (modulo ℓ). If furthermore the elements of ∆ℓ are all
distinct, and the equality (x1ψ1)
2 = (x2ψ2)(x3ψ3) with xi ∈ Λℓ, ψj ∈ Ψℓ implies x1 = x2 = x3
and either (ψ1, ψ2, ψ3) = (1, ψ, ψ
−1) or (ψ1, ψ2, ψ3) = (ψ,ψ, ψ) for some ψ ∈ Ψℓ, then we say
that h has weakly independent eigenvalues modulo ℓ.
As the proof of lemma 12.7 does not use any particular features of the field Q, the same
argument also shows:
Lemma 12.9. Suppose h ∈ GSp2g(Fℓ) is of tensor product type and has weakly independent
eigenvalues modulo ℓ: then the decomposition ∆ℓ = Ψℓ · Λℓ is unique.
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Lemma 12.10. Let v be a place in ΩAK . Suppose that Frv is of tensor product type and ℓ is
a prime different from pv: then ρℓ(Frv) is of tensor product type. If furthermore ρℓ(Frv) has
weakly independent eigenvalues modulo ℓ (for some, hence for any, decomposition of ∆ℓ as
Λℓ ·Ψℓ), then Frv has weakly independent eigenvalues as well. In particular, the decomposition
∆ = Λ ·Ψ of the eigenvalues of Frv is unique, and it satisfies λ1 + λ2 ∈ Z.
Proof. The first statement is clear: a decomposition of the eigenvalues of Frv induces an
analogous decomposition of the eigenvalues of ρℓ(Frv). As for the second part, notice first that
by assumption the eigenvalues of ρℓ(Frv) are distinct, hence the eigenvalues of Frv are a fortiori
distinct, and there is a unique way to lift an eigenvalue of ρℓ(Frv) to an eigenvalue of Frv.
Denote by ∆ (resp. ∆ℓ) the set of eigenvalues of Frv (resp. of ρℓ(Frv)); by assumption, there
exists a decomposition ∆ = Λ · Ψ, which induces an analogous decomposition ∆ℓ = Λℓ · Ψℓ.
The multiset ∆ does not contain elements with multiplicity greater than 1, so the map
Λ×Ψ → ∆
(λ, ψ) 7→ λψ
is a bijection: equivalently, for every eigenvalue δ of Frv, in the given decomposition Λ · Ψ
there exist unique λ ∈ Λ and ψ ∈ Ψ such that δ = λ · ψ. Repeating the same argument
modulo ℓ we find that Ψ×Λ→ ∆→ ∆ℓ → Ψℓ×Λℓ is a bijection. Consider now the equation
(x1ψ1)
2 = (x2ψ2)(x3ψ3)
with xi ∈ Λ and ψj ∈ Ψ. Reducing modulo ℓ and using the weak independence of the
eigenvalues of ρℓ(Frv) we see that x1 = x2 = x3 (as elements of Λℓ), and either ψ1 = ψ2 = ψ3
or ψ1 = 1 and ψ2 = ψ
−1
3 (as elements of Ψℓ). Using the fact that Ψ × Λ → Ψℓ × Λℓ is
a bijection we then conclude that we also have x1 = x2 = x3 as elements of Λ, and that
(ψ1, ψ2, ψ3) is either of the form (1, ψ, ψ
−1) or of the form (ψ,ψ, ψ) for some ψ ∈ Ψ. The
remaining statements follow immediately from lemma 12.7.
We finally come to the result which will allow us to find Frobenius elements not of tensor
product type:
Corollary 12.11. Let N be an integer no less than 2g + 1 = 7. Suppose that all the torsion
points of A of order N are defined over K, and let v ∈ ΩAK satisfy pv > max{N, (2g)2}.
Suppose furthermore that for some prime ℓ different from pv the image ρℓ(Frv) is of tensor
product type and has weakly independent eigenvalues modulo ℓ. Then Frv is not of tensor
product type.
Proof. Suppose Frv is of tensor product type: then it satisfies the assumptions of lemma
12.10, so in the (unique) decomposition of its eigenvalues as Λ ·Ψ we must have λ1+ λ2 ∈ Z.
Furthermore, the eigenvalues of Frv are all distinct (since this is true when they are regarded
modulo ℓ). On the other hand, Frv also satisfies the hypotheses of proposition 12.3 (cf. remark
12.5), hence one of the two conclusions of that proposition must hold: but this is absurd by
what we just proved, and the contradiction shows the result.
We now just need to find a Frobenius Frv as in the previous corollary: this will be achieved
thanks to Chebotarev’s theorem, but we first need one more lower bound on Gℓ (recall that
the group Ω3(Fℓ) was introduced in definition 3.8):
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Proposition 12.12. Suppose that the 7-torsion of A is defined over K: then for all primes
ℓ unramified in K and strictly larger than b(A2/K; 3)1/6 we have Gℓ ⊇ SL2(Fℓ)⊗Ω3 (Fℓ) (up
to conjugacy).
Proof. This is very similar to what we did in the previous sections, so we keep details to
a minimum. We first observe that since A[7] is defined over K the abelian variety A has
semistable reduction at every place v of K of characteristic 6= 7 (this is a theorem of Raynaud,
cf. [GRR72, Proposition 4.7]). Notice now that we can assume that (up to conjugation) Gℓ
is contained in GL2(Fℓ) ⊗ CGO3 (Fℓ), for otherwise the proof of theorem 1.2 shows that Gℓ
contains all of Sp6(Fℓ). Also notice that the group GL2(Fℓ)⊗CGO3 (Fℓ) admits well-defined
projections π2, π3 to PGL2(Fℓ) and PCGO3(Fℓ) respectively. Observe now that the tensor
product structure implies that if either projection stabilizes a subspace (respectively in F2ℓ or
in F3ℓ), then the same is true for all of Gℓ: indeed, if W is a point of P
(
F2ℓ
)
(i.e. a line in
F2ℓ) stable under the action of π2(Gℓ), then W ⊗ F3ℓ is a proper subspace of F6ℓ stable under
the action of Gℓ, and the same argument applies to π3 as well. In particular, proposition
4.1 implies that neither projection stabilizes a linear subspace. We now show that the two
projections are in fact surjective.
Surjectivity on PΩ3(Fℓ) ∼= PSL2(Fℓ). From [BHRD13, Table 8.7] we see that the maximal
subgroups of PCGO3(Fℓ) that do not contain PΩ3 either stabilize a linear subspace or have or-
der at most 120. We have already excluded the first case, and the second case is easily treated
as well: replacing K with the extension defined by ker
(
Gal
(
K/K
)→ Gℓ → PCGO3(Fℓ)) we
are back to the case of a group stabilizing a linear subspace, hence this case cannot happen
for ℓ in our range (since we have in particular ℓ > b0(A/K; 120)).
Remark 12.13. Notice that although PΩ3(Fℓ) and PSL2(Fℓ) are isomorphic as abstract
groups, the representation structure of their respective natural modules is very different: in
particular, the non-split Cartan subgroups are of class C3 in PSL2(Fℓ) but of class C1 in
PΩ3(Fℓ).
(Almost) surjectivity on PSL2(Fℓ). We read from [BHRD13, Table 8.1] that the maximal
subgroups of PGL2(Fℓ) that do not contain PSL2(Fℓ) and do not stabilize a linear subspace
either contain a normal abelian subgroup of index at most 2, or have order at most 120. The
second case is excluded by the same argument as in the previous paragraph, so the image H2
of Gℓ in PGL2(Fℓ) contains either PSL2(Fℓ) or an abelian subgroup C2 of index at most 2;
furthermore, in the latter case there is no loss of generality in assuming that |C2| > 60 (for
otherwise H2 has order at most 120, which we have already excluded).
Surjectivity on both factors. Let H2 = π2(Gℓ),H3 = π3(Gℓ). We consider the image of
Gℓ in PGL2(Fℓ) × PCGO3(Fℓ): it is a subgroup H of H2 ×H3 that projects surjectively on
the factors H2,H3. We also know that H3 contains PΩ3(Fℓ). Suppose by contradiction that
H2 contains an abelian subgroup C2 of index at most 2 and replace K with its (at most)
quadratic extension K ′ defined by ker
(
Gal
(
K/K
)→ Gℓ → H2 → H2/C2). This has the
effect of replacing H2 with C2; at the same time H3 gets replaced by a subgroup C3 of index
at most 2, and since PΩ3(Fℓ) does not have subgroups of index 2 we see that C3 ⊇ PΩ3(Fℓ).
Finally, Gℓ is replaced by a subgroup G˜ℓ of index at most 2, and likewise H gets replaced by a
subgroup C of index at most 2, which satisfies C ⊆ C2×C3 and projects surjectively on both
C2 and C3. Let now N3 := ker (C → C2) and N2 := ker (C → C3), considered as subgroups
of C3, C2 respectively. By Goursat’s lemma we know that the quotients C3/N3 and C2/N2
are isomorphic, and in particular abelian (as C2 is). Since the group PCGO3 (Fℓ) is almost
51
simple with socle PΩ3(Fℓ), it is clear that N3 contains all of PΩ3(Fℓ), so the quotient C3/N3
has order at most 2. Hence N2 has in turn index at most 2 in C2, and therefore there is a
nontrivial element α in N2 (recall that |C2| > 60). By definition of N2, this α projects to the
identity in C3, so any element α˜ ∈ G˜ℓ lifting α is central in G˜ℓ. In particular, the centralizer
of G˜ℓ in AutA[ℓ] is larger than Fℓ, and by proposition 4.1 this is a contradiction for ℓ larger
than b(A2/K ′)1/6, a quantity which is smaller than b(A2/K; 3)1/6. The contradiction shows
the result.
Gℓ contains SL2(Fℓ)⊗Ω3(Fℓ). Notice that it is enough to show that H (the image of π2×π3)
contains PSL2(Fℓ)×PΩ3(Fℓ). Indeed, if this is the case, then for every x2 ∈ PSL2(Fℓ) we can
find an x ∈ Gℓ with π2(x) = x2 and π3(x) = Id, that is Gℓ contains a certain x that can be
written as x = x2⊗Id for some x2 ∈ GL2(Fℓ) lifting x2. Consider now the subgroup of GL2(Fℓ)
given by
{
x ∈ GL2(Fℓ)
∣∣ x⊗ Id ∈ Gℓ}: by what we just said, this group projects surjectively
onto PSL2(Fℓ), hence it contains all of SL2(Fℓ). It follows that Gℓ contains SL2(Fℓ) ⊗ {Id},
and by the same argument applied to π3 we also have {Id}⊗Ω3(Fℓ) ⊆ Gℓ, which implies that
Gℓ contains SL2(Fℓ)⊗Ω3(Fℓ) as claimed.
So let again H2 = π2(Gℓ) and H3 = π3(Gℓ), where we now know that H2 (resp. H3) con-
tains PSL2(Fℓ) (resp. PΩ3(Fℓ)). Let N2, N3 be the kernels of H → H3, H → H2 respectively,
considered as subgroups of H2,H3, and recall that by Goursat’s lemma the image of H in
H2/N2 × H3/N3 is the graph of an isomorphism H2/N2 ∼−→ H3/N3. Now N2 is a normal
subgroup of H2, so either it contains all of PSL2(Fℓ) or it is trivial: in the former case we
have |H3/N3| = |H2/N2| ≤ 2, which clearly implies that N3 contains PΩ3(Fℓ) and H contains
N2 × N3 ⊇ PSL2(Fℓ) × PΩ3(Fℓ) as claimed. On the other hand, if N2 is the trivial group
then H is the graph of an isomorphism H2 → H3; up to conjugation, such an isomorphism
is necessarily the 3-dimensional orthogonal projective representation of either PGL2(Fℓ) or
PSL2(Fℓ), according to whether H2 is PGL2(Fℓ) or PSL2(Fℓ). For simplicity of exposition
suppose that H2 = PSL2(Fℓ); the argument is perfectly analogous if H2 = PGL2(Fℓ). Let σ2
be the second symmetric power of the standard representation of SL2(Fℓ) (which is also the
unique 3-dimensional orthogonal representation of SL2(Fℓ)), and recall that if x ∈ SL2(Fℓ)
has eigenvalues λ1, λ2, then σ2(x) has eigenvalues λ
2
1, λ1λ2, λ
2
2. Now since σ2(− Id) is trivial
σ2 fits into a diagram
SL2(Fℓ)
σ2
//
π

CGO3(Fℓ)
π

PSL2(Fℓ) Pσ2
//❴❴❴ PCGO3(Fℓ),
and we have just seen that all h ∈ H ⊆ H2 × H3 can be written as (π(x),Pσ2(π(x))) for
some x ∈ SL2(Fℓ); furthermore, the commutativity of the diagram gives h = (π(x), π(σ2(x))).
Now let g2⊗ g3 be an element of Gℓ (with g2 ∈ GL2(Fℓ), g3 ∈ CGO3(Fℓ)), mapping in H to a
certain h = (π(x), π(σ2(x))): by definition of H, this implies that there are scalars ν2, ν3 ∈ F×ℓ
such that g2 = ν2x and g3 = ν3σ2(x). If we denote by λ1, λ2 the eigenvalues of x we thus
see that the eigenvalues of g2 ⊗ g3 are given by the pairwise products of {ν2λ1, ν2λ2} and
{ν3λ21, ν3λ1λ2, ν3λ22}; finally letting µ = ν2ν3, we have proved that the eigenvalues of any
g2 ⊗ g3 ∈ Gℓ can be written as
{µλ1, µλ2} ·
{
λ21, λ1λ2, λ
2
2
}
=
{
µλ31, µλ
2
1λ2, µλ1λ
2
2, µλ
2
1λ2, µλ1λ
2
2, µλ
3
2
}
(9)
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for some µ ∈ F×ℓ and λ1, λ2 ∈ F×ℓ2 . It is clear that the we arrive at the same conclusion also
if H2 = PGL2(Fℓ). To conclude the proof we just need to show that the decomposition of
eigenvalues given by (9) leads to a contradiction for ℓ large enough, and this can easily be
done by the arguments of section 5. We give some detail.
Recall that A has semistable reduction at all places of K of characteristic different from
7. In particular, if we let l be any place of K of characteristic ℓ, then A has either good or
bad semistable reduction at l, so we can apply theorem 5.2. Let W1, . . . ,Wk be the simple
Jordan-Ho¨lder quotients of A[ℓ] under the action of Il (or equivalently, of I
t
l
). The same
argument as in lemma 5.6 implies that every Wi is of dimension at most 2; let m0 (resp.
m1,m2) denote the number of simple Jordan-Holder quotients with trivial action of I
t
l
(resp.
with action given by χℓ, by a fundamental character of level 2). Equation (3) and lemma 5.7
still hold in our present context, and a slight variant of lemma 5.8 shows that m0 = 0 for
every ℓ ≥ 5 unramified in K; thus we want to exclude the case m2 = 3. As in the proof of
lemma 5.9, one sees that the assumption m2 = 3 implies λ1 = ±λ2; on the other hand, for
any given x ∈ It
l
there is a fundamental character of level 2, call it ϕ, such that µλ31 = ϕ(x).
Since χℓ(x)
3 = det ρℓ(x) = µ
6(λ1λ2)
9 we conclude that for all x ∈ It
l
we have
χℓ(x)
6 = µ12(λ1λ2)
18 = ϕ(x)12(λ2/λ1)
18 = ϕ(x)12,
whence for all x ∈ It
l
there is a fundamental character ϕ of level 2 such that ϕ6(ℓ+1)−12(x) = 1.
As |ϕ(It
l
)| = ℓ2 − 1 for both fundamental characters of level 2 this is absurd for ℓ > 7.
Finally, a simple combinatorial argument shows:
Lemma 12.14. For ℓ > 101 the groups Sp6 (Fℓ) and SL2(Fℓ) ⊗ Ω3 (Fℓ) contain elements of
tensor product type with weakly independent eigenvalues (modulo ℓ).
There are certainly many ways to prove this easy fact, but for the sake of completeness
we include a detailed proof:
Proof. Fix a square root i ∈ Fℓ2 of −1 and an element a ∈ F×ℓ of multiplicative order at least
5. Let Γ be the multiplicative group {c + di | (c, d) ∈ F2ℓ , c2 + d2 = 1}, which is isomorphic
to either F×ℓ or ker
(
Norm : F×
ℓ2
→ F×ℓ
)
according to whether or not −1 is a square modulo
ℓ. Notice that if γ is an element of Γ, then the pair (c, d) is uniquely determined by the
equations c+ di = γ, c− di = 1/γ. We can then consider the injective group morphism
σ : Γ → SL2(Fℓ)⊗ SO3(Fℓ)
γ = c+ di 7→ σγ :=
(
a 0
0 a−1
)
⊗

 c d 0−d c 0
0 0 1

 ,
which, since SL2(Fℓ)⊗Ω3(Fℓ) has index 2 in SL2(Fℓ)⊗SO3(Fℓ), maps 2Γ into SL2(Fℓ)⊗Ω3(Fℓ).
Since |σ(2Γ)| = |2Γ| ≥ ℓ−12 , the lemma will follow if we show that the image of σ contains no
more than 50 < ℓ−12 operators whose eigenvalues are not weakly independent.
It is clear by construction that the eigenvalues of σγ are given by the pairwise products
of Λ = {a±1} and Ψ = {1, γ±1}, so σγ has weakly independent eigenvalues if and only if all
the solutions to the equation
(
aε1γδ1
)2
= aε2γδ2 · aε3γδ3 with εj ∈ {±1}, δj ∈ {0,±1} are
given by ε1 = ε2 = ε3 and either δ1 = δ2 = δ3 or δ1 = 0 and δ2 = −δ3. Equivalently, σγ has
weakly independent eigenvalues if and only if the equation am = γn with m ∈ {0,±2,±4} and
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n ∈ {0, 1, 2, 3, 4} has only the trivial solution m = n = 0. Notice that (independently of γ)
there are no nontrivial solutions with n = 0, because |m| is at most 4 while a has order at least
5. On the other hand, for fixed a, for each pair (m,n) ∈ {0,±2,±4}×{1, . . . , 4} the equation
am = βn has at most n solutions β, so in total there are at most 5 × (1 + 2 + 3 + 4) = 50
triplets (β,m, n) of solutions to the equation am = βn. In particular, if γ is different from
any of these (at most 50) β, then σγ has weakly independent eigenvalues, and by what we
already remarked this finishes the proof.
12.2 Applying Chebotarev’s theorem
For the proof of theorem 1.6 we need one last ingredient, namely an effective version of the
Chebotarev density theorem. Lagarias and Odlyzko proved such a result in [LO77], but
their estimate involved a non-explicit constant (which was however effectively computable
in principle); their bound was subsequently improved by Œsterle´, who also computed the
constant (cf. [Œ79] and [Ser81, §2.5]). To state Œsterle´’s result we fix some notation. We let
as usual K be a number field, and denote by ∆K its absolute discriminant; we also write S
for a finite subset of ΩK (the set of finite places of K). To simplify the formulas that follow
it is also useful to introduce the function
∆∗(K,S,N) := |∆K |N
(
N ·
∏
v∈S
p1−1/Nv
)N ·[K:Q]
,
where N is a positive integer, and express the bounds we obtain in terms of the quantity
B(K,S,N) = 70 · (log∆∗(K,S,N))2.
Theorem 12.15. (Effective Chebotarev under GRH, [Œ79]) Assume the Generalized Rie-
mann Hypothesis. Let L/K be a Galois extension of number fields of degree at most N and
let S be a set of finite places of K containing the ones the ramify in L. For every conjugacy
class C of Gal(L/K) there is a place v of K satisfying:
1. v is of degree 1 over Q and does not belong to S;
2. the image of Frv in Gal(L/K) lies in C;
3. pv ≤ B(K,S,N).
Remark 12.16. Lagarias and Odlyzko also proved a version of theorem 12.15 which does not
depend on the Generalized Riemann Hypothesis: more precisely, they showed that the same
conclusion holds at the cost of replacing B(K,S,N) by ∆∗(K,S,N)c, where c is an absolute
and effectively computable constant. Unpublished work of Winckler [Win] shows that (for
N ≥ 2) one can take c = 27175010, cf. also [Zam15].
We can finally prove theorem 1.6, whose statement we reproduce here for the reader’s
convenience:
Theorem 12.17. (Theorem 1.6) Let A/K be an abelian variety of dimension 3 such that
EndK(A) = Z. Denote by N 0A/K the naive conductor of A/K, that is, the product of the
prime ideals of OK at which A has bad reduction, and suppose that A[7] is defined over K.
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• Assume the Generalized Riemann Hypothesis: then the equality Gℓ∞ = GSp6(Zℓ) holds
for every prime ℓ unramified in K and strictly larger than (2q)48, where
q = b(A2/K; 3)8
(
log |∆K/Q|+ logNK/Q
(
N 0A/K
))2
.
• Unconditionally, the same conclusion holds with
q = exp
(
cb(A2/K; 3)8
(
log |∆K |+ logNK/Q
(
N 0A/K
))2)
,
where c is an absolute, effectively computable constant.
Proof. Let ℓ0 be the smallest prime larger than b(A
2/K; 3)1/6; by Bertrand’s postulate we
have ℓ0 ≤ 2b(A2/K; 3)1/6. Let L denote the field K(A[ℓ0]). By construction the Galois group
Gal (L/K) is just Gℓ0 , and by proposition 12.12 we know that Gℓ0 contains SL2(Fℓ)⊗Ω3(Fℓ)
and hence, by lemma 12.14, an operator of tensor product type with weakly independent
eigenvalues. Let C be the conjugacy class of this operator and set
S =
{
v ∈ ΩK
∣∣ pv ≤ (2g)2 = 36 or A has bad reduction at v} ∪ {v ∈ ΩK ∣∣ pv = ℓ0}
and N = [L : K]. Clearly N ≤ |GSp6(Fℓ0)| < ℓ220 ≤ 222b(A2/K; 3)11/3 and
log
(∏
v∈S
pv
)
≤ log

ℓ[K:Q]0 · ∏
p<37
p[K:Q] ·
∏
v of bad reduction
pv


≤ logNK/Q(N 0A/K) + [K : Q] (26.1 + log ℓ0)
< logNK/Q(N 0A/K) +
1
3
[K : Q] log b(A2/K; 3).
We obtain a (rough) bound on ∆∗(K,S,N) of the form
log∆∗(K,S,N) ≤ N (log |∆K | + [K : Q] logN+
+[K : Q](logNK/Q(N 0A/K) +
1
3
[K : Q] log b(A2/K; 3))
)
≤ 1√
70
b(A2/K; 3)4
(
log |∆K |+ logNK/Q
(
N 0A/K
))
,
where on the last line we have used the fact (a deep theorem of Fontaine and Abrashkin) that
there are no abelian varieties over Q having good reduction everywhere, and therefore the
term log |∆K | + logNK/Q
(
N 0A/K
)
is always at least log 2. We now see from theorem 12.15
that there exists a place v of K of degree one, satisfying v 6∈ S,
pv ≤ 70 (log∆∗(K,S,N))2 = q,
and such that Frv maps to the conjugacy class C in Gal(L/K) = Gℓ0 . By construction of S,
we have pv > (2g)
2 and pv 6= ℓ0, and furthermore A has good reduction at v. By corollary
12.11, Frv is not of tensor product type.
We now start copying the proof of theorem 1.2. Again we have to go through the list of
theorem 3.14. Cases 1, 2 and 3 are treated as in the proof of theorem 1.2 (notice that (2q)48
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is much larger than either b(A2/K; 3)1/6 or b(A/K; 3)). Cases 5 and 7 do not arise, because
2g = 6 is not a perfect power. Now recall that, as already remarked, A/K has semistable
reduction at all places of characteristic ℓ. By corollary 6.6 and proposition 6.4 we know
that if Gℓ is contained in a maximal subgroup H of class S, then soc(PH) is of Lie type in
characteristic ℓ. By [BHRD13, Table 8.29] we see that in fact we have soc(PH) ∼= PSL2(Fℓ),
but this cannot happen (in our range of ℓ) because of proposition 5.10. This excludes case
6. Finally, to see that case 4 cannot arise we simply apply proposition 7.5 to the place v we
constructed above.
If we do not assume the Generalized Riemann Hypothesis, we get the desired conclusion by
applying the unconditional version of the effective Chebotarev theorem, cf. remark 12.16.
Remark 12.18. The assumption that A[7] is defined over K is not a serious restriction. Let
A/K0 be any abelian threefold with absolutely trivial endomorphism ring and let K be the
field K0(A[7]). Clearly if for some prime ℓ the representation ρ
(K)
ℓ : Gal
(
K/K
)→ GSp(A[ℓ])
is surjective, then the same is true for the representation ρ
(K0)
ℓ : Gal
(
K0/K0
)→ GSp(A[ℓ]), so
it suffices to give an effective bound ℓ0 such that ρ
(K)
ℓ is surjective for ℓ > ℓ0. Let S0 ⊆ ΩK0
be the set of places of bad reduction of A. The extension K/K0 has degree bounded by
N := |GL6(F7)|, and it ramifies at most at the places of S0 and at those of characteristic 7;
set S = S0 ∪
{
v ∈ ΩK0
∣∣ pv = 7}. It follows from [Ser81, Proposition 5] that
|∆K | ≤ ∆∗(K0, S,N) < ∆NK0 ·
(
7[K:Q]N
)N [K:Q]
·
(
NK0/QN 0A/K0
)N [K:Q]
,
and we can then apply theorem 12.17 to A/K to get an effective bound ℓ0 as above.
13 An effective bound in dimension 5
In this paragraph we show that the methods developed in the previous sections can be pushed
further, and for some values of the dimension g they yield an effective bound ℓ0(A/K) such
that Gℓ = GSp2g(Fℓ) for all ℓ > ℓ0(A/K). The method outlined here can be made to work in
greater generality, but for simplicity of exposition (and since the precise assumptions needed
on dimA are cumbersome to state) we stick to the relatively simple case dimA = 5. In
particular, we let A/K be a 5-dimensional abelian variety with EndK(A) = Z such that
A[2g + 1] = A[11] is defined over K. We aim to show the following:
Proposition 13.1. There is an effective bound ℓ0(A/K) (depending on h(A), on the dis-
criminant ∆K of K, and on N 0A/K) such that Gℓ = GSp10(Fℓ) for every ℓ > ℓ0(A/K).
We start with the following simple lemma in algebraic number theory:
Lemma 13.2. Let p be a prime number and λ1, λ2, λ3 be algebraic integers of degree 2 over
Q that are p-Weil numbers of weight 1 (that is, |λi| = p1/2 under any embedding of Q in C).
Suppose that:
• trλ1, trλ2 and trλ3 do not vanish;
• the multiplicative subgroup of Q× generated by λ1, λ2, λ3 is torsion-free.
The equality λ22 = λ1λ3 implies λ1 = λ2 = λ3.
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Proof. Notice first that λ1, λ2, λ3 are not real numbers: indeed, the only real p-Weil numbers
of weight 1 are ±√p, which have zero trace. For i = 1, . . . , 3 fix now a squarefree integer di
such that Q(λi) = Q(
√
di); by what we have just observed, every di is negative.
• Case 1: Q(λ1) = Q(λ3). Write for simplicity F = Q(λ1) = Q(λ3): it is a quadratic
imaginary field. Notice first that λ1λ3 cannot be a rational number, for otherwise the
trace of λ2 = ±
√
λ1λ3 would be zero; since [Q(λ2) : Q] = 2, it follows that λ1λ3 is a
square in F and therefore λ2 belongs to F .
Since λi (for i = 1, 2, 3) has norm p by assumption, we see that the principal ideals
(λi) of OF are prime. It follows from the equation λ22 = λ1λ3 and unique factorization
in ideals that we have the equality (λ1) = (λ2) = (λ3) of principal ideals. As F is
an imaginary quadratic field, the only units of OF are the roots of unity in F , hence
we have λ2 = µ1λ1 = µ3λ3 for some roots of unity µ1, µ3. The assumption that the
subgroup of Q
×
generated by λ1, λ2, λ3 is torsion-free now implies µ1 = µ3 = 1.
• Case 2: Q(λ1) 6= Q(λ3). This implies that F := Q
(√
d1,
√
d3
)
is a degree-4 extension
of Q with Galois group (Z/2Z)2. A basis of F over Q is given by 1,
√
d1,
√
d3,
√
d1d3.
Write λi = ai + bi
√
di with ai, bi ∈ Q; we have
λ1λ3 = a1a3 + a1b3
√
d3 + a3b1
√
d1 + b1b3
√
d1d3,
and since λ1λ3 = λ
2
2 has degree at most 2 over Q there is a nontrivial element in
Gal (F/Q) that fixes λ1λ3. Depending on this nontrivial element, we arrive at one of the
following three possibilities: a1b3 = a3b1 = 0, a1b3 = b1b3 = 0, or a3b1 = b1b3 = 0. Since
by assumption we have 2a1 = tr(λ1) 6= 0 and 2a3 = tr(λ3) 6= 0, these equations imply
in all cases b1b3 = 0, but this contradicts the fact that [Q(λ1) : Q] = [Q(λ3) : Q] = 2.
From now on we only consider primes ℓ ≥ 5. This ensures for example that the following
definition is well posed ([BHRD13, Proposition 5.3.6 (ii)]):
Definition 13.3. We denote by Sym4(SL2(Fℓ)) the image in Ω5(Fℓ) of the unique orthogonal
representation of SL2(Fℓ) of dimension 5. The group Sym
4(SL2(Fℓ)) is well defined up to
conjugation in Ω5(Fℓ).
Remark 13.4. We can give a concrete description of Sym4(SL2(Fℓ)) as follows (cf. [BHRD13,
Lemma 5.3.4]). Let ε0, ε1 be a basis of F
2
ℓ , and let ei = ε
4−i
0 ε
i
1 for i = 0, . . . , 4. Notice that
SL2(Fℓ) is generated by
x(a) :=
(
1 0
a 1
)
, y(b) :=
(
b 0
0 b−1
)
, z :=
(
0 1
−1 0
)
,
and that these matrices together with
w(c) :=
(
c 0
0 1
)
, c ∈ F×ℓ
generate GL2(Fℓ). We let GL2(Fℓ) act (on the right) on F
5
ℓ
∼=⊕4i=0 Fℓ · ei by the rule
ei · x(a) =
i∑
j=0
ai−j
(
i
j
)
ej , ei · z = (−1)ie4−i, ei · y(b) = b4−2iei, ei · w(c) = c4−iei.
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We denote the image of this representation by Sym4 (GL2(Fℓ)); the group Sym
4 (SL2(Fℓ)) of
the previous definition is the image of SL2(Fℓ) through this representation.
This explicit description shows that the action of a Borel subgroup of GL2(Fℓ) on F
5
ℓ fixes
a 1-dimensional subspace: indeed up to conjugation we can assume that the Borel subgroup is
generated by elements of the form x(a), y(b), w(c), and it is clear from the explicit construction
that this subgroup fixes the line spanned by e0.
Lemma 13.5. There is an effectively computable bound ℓ2(A/K) with the following prop-
erty: for every prime ℓ > ℓ2(A/K) the group Gℓ contains SL2(Fℓ) ⊗ Sym4 (SL2(Fℓ)) (up to
conjugacy).
Proof. We proceed as in the proof of proposition 12.12. We can assume that (up to conjugacy)
Gℓ is contained in GL2(Fℓ)⊗CGO5(Fℓ), so we have well-defined projections π2, π5 to PGL2(Fℓ)
and PCGO5(Fℓ) respectively. We write H2 = π2(Gℓ) and H5 = π5(Gℓ).
It will be useful to take the following notation: when K ′ is a finite extension of K, we
denote by G
(1)
ℓ the image of Gal
(
K ′/K ′
) → AutA[ℓ]. It is a subgroup of Gℓ, and therefore
we can consider the restrictions of π2, π5 to G
(1)
ℓ ; we denote by H
(1)
2 , resp. H
(1)
5 , the image
of the projection π2 : G
(1)
ℓ → PGL2(Fℓ), resp. π5 : G(1)ℓ → PCGO5(Fℓ). Notice now that,
by the same argument as in the proof of proposition 12.12, for ℓ larger than b0(A/K) the
groups H2,H5 do not stabilize linear subspaces; furthermore, for ℓ > b0(A/K; 120) the image
of H2 cannot be contained in an exceptional subgroup of PGL2(Fℓ). It follows that (for these
primes) H2 contains either PSL2(Fℓ) or an abelian subgroup of index 2. On the other hand,
table 8.22 of [BHRD13] reveals that all maximal subgroups of PCGO5(Fℓ) not containing
PΩ5(Fℓ) – with the only exception of Sym
4(GL2(Fℓ)) – either stabilize some linear subspace
or have order bounded by a constant K5 independent of ℓ; the same arguments as in the
proof of 12.12 show that H5 cannot be contained in any such subgroup for ℓ > b0(A/K;K5).
This leaves us with only two possibilities: either H5 contains PΩ5(Fℓ), or it is contained in
the projective image of Sym4 (GL2(Fℓ)). We then have a total of four possibilities, according
to the structure of H2 and H5. The case when H5 contains PΩ5(Fℓ) is easy to treat:
• if H2 ⊇ PSL2(Fℓ), it is easy to see that Gℓ contains SL2(Fℓ) ⊗ Ω5(Fℓ), which is even
stronger than what we need.
• if H2 has an abelian subgroup of index at most 2, then – as in the corresponding case
in proposition 12.12 – we can replace K by a quadratic extension K ′ such that H(1)2 is
abelian and H
(1)
5 contains PΩ5(Fℓ). We then use Goursat’s lemma to show that G
(1)
ℓ
contains an element α˜ such that π5(α˜) = 1 and π2(α˜) is nontrivial. Such an α˜ is easily
seen to be central in G
(1)
ℓ , which in turn implies that the centralizer of G
(1)
ℓ in EndA[ℓ]
is larger than Fℓ: by proposition 4.1, this only happens for bounded values of ℓ.
We can then assume that H5 is contained in the projective image of Sym
4 (GL2(Fℓ)). Next
notice that the maximal subgroups of P Sym4 (GL2(Fℓ)) ∼= PGL2(Fℓ) that do not contain
PSL2(Fℓ) either stabilize a linear subspace (but this is impossible as long as ℓ > b0(A/K)),
have order bounded by 120 (again, impossible for ℓ > b0(A/K; 120)), or have an abelian
subgroup of index at most 2. Similar to what we know for H2, it follows that H5 contains
either Sym4 (SL2(Fℓ)) or an abelian subgroup of index at most 2. We can now deal with the
remaining cases.
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• H2 and H5 both contain an abelian subgroup of index at most 2. Replacing K with
an extension K ′ of degree at most 4, we can ensure that G(1)ℓ is abelian, which only
happens for bounded values of ℓ (proposition 4.1).
• H2 contains an abelian subgroup of index at most 2, H5 contains P Sym4(SL2(Fℓ)).
There is an extension K ′ of K, of degree at most 2, such that H ′2 is abelian (and
nontrivial) and H ′5 contains P Sym
4(SL2(Fℓ)): then Goursat’s lemma shows that there
is an element α˜ of G
(1)
ℓ such that π5(α˜) = Id and π2(α˜) is nontrivial. But this implies
that the centralizer of G
(1)
ℓ is larger than Fℓ, which again only happens for bounded
values of ℓ by proposition 4.1.
• H2 contains PSL2(Fℓ), H5 contains an abelian subgroup of index at most 2. We proceed
as in the previous case, swapping the roles of H5 and H2.
• H2 contains PSL2(Fℓ), H5 contains P Sym4(SL2(Fℓ)). Since the groups P Sym4(SL2(Fℓ))
and PSL2(Fℓ) are both simple, an application of Goursat’s lemma shows that only two
subcases can arise: either PGℓ contains all of PSL2(Fℓ) ⊗ P Sym4(SL2(Fℓ)), in which
case we are done, or (up to replacing K with an extension K ′ of degree at most 4)
H
(1)
2 ×H(1)5 is the graph of an isomorphism PSL2(Fℓ)→ PSym4(SL2(Fℓ)). To complete
the proof we have to show that this second case cannot arise for ℓ large enough, and once
again we can use a method already employed in the proof of proposition 12.12. Namely,
if G
(1)
ℓ is of this particular form, then the eigenvalues of any element of G
(1)
ℓ can be
written as {λ1, λ2} ⊗ {λ41, λ31λ2, λ21λ22, λ1λ32, λ42} for some λ1, λ2 ∈ Fℓ2 , but (for the same
argument as in the proof of proposition 12.12) for ℓ large enough this is incompatible
with the description of the action of the tame inertia Itw on A[ℓ] (where w is any place
of K of characteristic ℓ). Notice that A has semistable reduction over K ′ at all places
of characteristic different from 11: this follows from a theorem of Raynaud [GRR72,
Proposition 4.7], because by assumption A[11] is defined over K, and hence over K ′.
Lemma 13.6. There is an effectively computable bound ℓ1(A/K) with the following property:
there exists a prime b(A/K) < ℓ < ℓ1(A/K) such that Gℓ contains SL2(Fℓ) ⊗ Ω5(Fℓ) (up to
conjugacy).
Proof. By the previous lemma, there is an effective bound ℓ2(A/K) such that if ℓ > ℓ2(A/K)
then Gℓ contains GL2(Fℓ) ⊗ Sym4(SL2(Fℓ)) (up to conjugacy). Let now ℓ2 be the smallest
prime larger than ℓ2(A/K) (in particular, ℓ2 ≤ 2ℓ2(A/K)) and let g2 be an element of Gℓ2 all
of whose eigenvalues are distinct (it is easy to see that such an element exists). Let v ∈ ΩAK
be such that Frv maps to g2 in Gℓ2 : thanks to the effective Chebotarev theorem, the residual
characteristic of such a v can be bounded in terms of the discriminant of K(A[ℓ2]), which in
turn can be bounded by an explicit function of ∆K and NK/Q N 0A/K (cf. the proof of theorem
12.17). We claim that one of the following holds (recall that fv(x) is the characteristic
polynomial of Frv):
1. fv(x) does not factor (over Q) as a product of polynomials of degree 2;
2. fv(x) does factor (over Q) as a product of polynomials of degree 2, and the equation
λ22 = λ1λ3 has no solution (λ1, λ2, λ3) with fv(λi) = 0 for i = 1, 2, 3 and λ1 6= λ2 (that
59
is, this equation admits no nontrivial solutions if the unknowns are restricted to be
eigenvalues of Frv).
Indeed, assume that (1) does not hold. Then fv(x) can be written as a product of quadratic
factors, and all its roots µ1, . . . , µ2g are algebraic integers of degree 2 whose norm is
√
pv.
Now observe that every µj is congruent to 1 modulo 11 (since by assumption A[11] is defined
over K), so trµj ≡ 2 (mod 11) is nonzero. Finally, lemma 12.1 implies that the subgroup
of Q
×
generated by the µj is torsion-free. Applying lemma 13.2 we see that if λ1, λ2, λ3 are
three roots of fv(x) that satisfy λ
2
2 = λ1λ3, then λ1 = λ2 = λ3. But this is not possible: by
construction, the eigenvalues of Frv are all distinct when regarded modulo ℓ2, hence a fortiori
they are all distinct in Q. The contradiction shows our claim. We now show that in both
cases we can find a prime ℓ (explicitly bounded in terms of A and K) such that Gℓ contains
SL2(Fℓ)⊗ Ω5(Fℓ).
1. Suppose first that (1) holds. Chebotarev’s theorem yields the existence of a prime
ℓ > ℓ2(A/K), smaller than some computable bound, such that the reduction of fv(x)
in Fℓ[x] does not split completely over Fℓ2 . Since ℓ > ℓ2(A/K), we know that Gℓ either
contains SL2(Fℓ)⊗ Ω5(Fℓ) or is contained in GL2(Fℓ)⊗ Sym4(GL2(Fℓ)). In the second
case, it is clear that the eigenvalues of any element of Gℓ lie in Fℓ2 , so the characteristic
polynomial of any h ∈ Gℓ splits completely over Fℓ2 . However, for h = ρℓ(Frv) this
is incompatible with our choice of ℓ, and the contradiction shows that Gℓ contains
SL2(Fℓ)⊗ Ω5(Fℓ).
2. Suppose instead that (2) holds. For any triple µi, µj , µk of distinct eigenvalues of Frv,
let M(i, j, k) = |NF (v)/Q(µ2j − µiµk)|, and let M be the least common multiple of all
the M(i, j, k). Since (2) holds, every M(i, j, k) is a nonzero integer, and by the Weil
conjectures each of them is bounded by a function of qv = pv; furthermore, M does not
exceed
∏
i,j,k distinctM(i, j, k), so that ultimately M can be bounded by an effectively
computable function of A/K. Now let ℓ be a prime larger than max{M, ℓ2(A/K)}. As
before, Gℓ either contains SL2(Fℓ)⊗Ω5(Fℓ) or is contained in GL2(Fℓ)⊗Sym4(GL2(Fℓ)).
Observe however that in the second case the eigenvalues of any element h ∈ Gℓ can be
written as
{ν1, ν2} ⊗ {ξ41 , ξ4−11 ξ2, ξ21ξ4−22 , ξ1ξ4−12 , ξ42}
for some ν1, ν2, ξ1, ξ2 ∈ Fℓ2 , and in particular, we see that h = ρℓ(Frv) has three eigen-
values ν1ξ
4
1 , ν1ξ
4−1
1 ξ2 and ν1ξ
4−2
1 ξ
2
2 that satisfy
(
ν1ξ
4−1
1 ξ2
)2
=
(
ν1ξ
4
1
) (
ν1ξ
4−2
1 ξ
2
2
)
. Now
these three eigenvalues are the reduction in Fℓ of three eigenvalues µj , µi, µk of Frv,
which therefore satisfy µj
2 = µi µk ∈ Fℓ. However, by the same argument as in section
7, this implies that ℓ divides |NF (v)/Q(µ2j − µiµk)| = Mi,j,k, which in turn divides M
by construction. This is a contradiction, and we thus see that in this case any prime
larger than max{M, ℓ2(A/K)} satisfies the conclusion of the lemma. It is clear from
our construction that such a prime can be bounded effectively in terms of A and K.
We are finally ready for the proof of proposition 13.1:
Proof. By the previous lemma, there is an effective bound ℓ1(A/K) and a prime ℓ1 with
b(A/K) < ℓ1 < ℓ1(A/K) such that Gℓ1 contains SL2(Fℓ)⊗ Ω5(Fℓ).
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The inequality ℓ1 > b(A/K) is easily seen to guarantee that SL2(Fℓ)⊗Ω5(Fℓ) contains an
operator h1 of tensor product type with weakly independent eigenvalues modulo ℓ1, in the
sense of definition 12.8. Let v ∈ ΩAK be a place of K such that Frv maps to h1 in Gℓ1 , and
notice that the residual characteristic of v can be bounded effectively in terms of ∆K and of
N 0A/K . By an obvious variant of corollary 12.11, the Frobenius at v is not of tensor product
type. We can then proceed as in the proof of theorem 1.6, thus obtaining an effective bound
ℓ0(A/K) as in the statement of the proposition.
14 A numerical example
In this short section we consider an explicit three-dimensional Jacobian and compute a bound
on the largest prime for which Gℓ can differ from GSp6(Fℓ). Zywina [Zyw15] has recently
given an example of a three-dimensional Jacobian having maximal (adelic) Galois action,
his approach consisting essentially in making effective a previous paper by Hall [Hal11] (see
also the related work [ALS15]). Effective results based on Hall’s techniques have also been
obtained in [AAK+14], where a sufficient condition is given that implies that the equality
Gℓ = GSp2g(Fℓ) holds for a given abelian variety and a fixed prime ℓ. We recall that an
abelian variety A/K satisfies Hall’s condition if for some finite extension L of K and for
some finite place v of L the fiber at v of the Ne´ron model of A/OL is semistable with toric-
dimension equal to 1. Our example is fabricated precisely so as not to satisfy this condition,
and is therefore – to the author’s knowledge – the first abelian threefold not of Hall type for
which the equality Gℓ = GSp6(Fℓ) is established for all primes larger than an explicit (albeit
enormous) bound.
We now turn to the example itself. We consider the Jacobian A of a genus 3 hyperelliptic
curve C over Q, given in an affine patch by the equation y2 = g(x), where
g(x) = x7 − x6 − 5x5 + 4x4 + 5x3 − x2 − 5x+ 3.
The polynomial g(x) has been found by referring to [KM01]. We shall prove that A has
potentially good reduction everywhere except at q = 45427, and that the reduction of A/Q
at q is semistable of toric dimension 2. Let us start by remarking that the discriminant of
g(x) is q2, so C is smooth (and A has good reduction) away from 2 and q. To study the
exceptional places 2 and q we shall employ the intersection graph of a semistable model of C:
Definition 14.1. Let X be a semistable curve over an algebraically closed field K. The
intersection graph Γ(X) is the (multi)graph whose vertices are the irreducible components Xi
of X and whose edges are the singular points of X/K: more precisely, a singular point x ∈ X
lying on Xi and Xj defines an edge between Xi and Xj (the case i = j is allowed).
Theorem 14.2. ([BLR90, §9.2, Example 8]) Let X be a semistable curve over a field K.
The semi-abelian variety Pic0X/K has toric dimension equal to rankH
1
(
Γ(XK),Z
)
.
Notice now that we have g(x) = (x+10504)2(x+13963)2
(
x3 + 41919x2 + 27613x + 35727
)
in Fq[x], so the reduction of C at q is semistable of toric dimension 2: indeed, our model has
only ordinary double points as singularities, so the reduction is already semistable over Qq.
Moreover, the curve is irreducible over Fq and admits exactly two singular points, so the
intersection graph is topologically the wedge of two copies of S1, which shows that the toric
dimension of the fiber at q is rankH1
(
S1 ∨ S1,Z) = 2. To study the reduction at 2 we shall
need the following additional result:
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Theorem 14.3. ([Mat03, Lemma 3.2.1] and [Ray90, The´ore`me 1’]) Let K be a p-adic field
with ring of integers R and denote vp the corresponding p-adic valuation, extended to all
of K. Let X be the superelliptic curve given in the standard affine patch by the equation
yp =
∏
1≤i≤m(x − xi), where every xi is in R and (m, p) = 1. Suppose furthermore that
vp(xi) = vp (xi − xj) = 0 for every pair i 6= j. The intersection graph of the special fiber of
the stable model X of X is a tree.
Take K to be the field generated over Q2 by the roots xi of g(x): then C/K satisfies the
hypotheses of theorem 14.3 for p = 2, because v2 (
∏
xi) = v2(g(0)) = 0 and
v2

∏
i 6=j
(xi − xj)

 = v2(disc g(x)) = 0.
Since trees have trivial H1, applying theorem 14.2 we see that Jac(C/Q2) acquires good
reduction over a finite extension of Q2: as claimed, A has potentially good reduction at 2. It
follows in particular that A does not satisfy Hall’s condition (over Q, nor over any number
field). Next we check that the Galois group of g(x) is the full alternating group A7, so by
[Zar00, Theorem 2.1] we have EndK(A) = Z. We then compute with Magma [BCP97] that the
characteristic polynomial of the Frobenius at 3 is f3(x) = 27+9x
5+6x2+2x3+2x4+x5+x6,
which has Galois group isomorphic to (Z/2Z)3 ⋊ S3. It is interesting to observe that the
characteristic polynomial of Frp has Galois group (Z/2Z)
3⋊S3 at least for all odd primes up
to 53 with the only exception of p = 17: a random Frobenius usually has the largest possible
Galois group, so that the corresponding place satisfies assumption (3) of theorem 1.2. Finally,
we can use [Paz12, The´ore`me 2.4] to bound the Faltings height of A: the minimal discriminant
of X does not exceed the discriminant of our model (namely 212q2, see [Paz12, De´finition 8.1]),
and (in the notation of [Paz12]) we can take ev = 0 to get an upper bound on hF (A). Taking
into account the normalization of the Faltings height used in [Paz12] we easily find that hF (A)
does not exceed −2.511... We now simply apply theorem 1.2 to A/Q and to the prime v = 3
to deduce that Gℓ = GSp6(Fℓ) for all ℓ > exp
(
3.8 · 108), this bound being much larger than
the prime of bad reduction q.
Remark 14.4. The method of proof of proposition 7.5 produces a finite list of nonzero
integers among whose prime divisors we can find all primes ℓ for which Gℓ is of tensor product
type. Carrying out these computations for Fr3 rules out the possibility that Gℓ is of tensor
product type for any ℓ ≥ 5, and applying the same method to Fr5 shows that G3 is not of
tensor product type either.
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