Abstract. In this note we prove that the space of linear anti-symplectic involutions is the homogenous space Gl(n, R)\Sp(n). This result is motivated by the study of symmetric periodic orbits in the restricted 3-body problem.
Introduction
We denote by (R 2n , ω) the standard symplectic vector space. Then Sp(n) := {ψ ∈ Gl(2n, R) | ω(ψv, ψw) = ω(v, w), ∀v, w ∈ R 2n }
is the linear symplectic group. We denote by A (n) the space of linear anti-symplectic involutions A (n) := {S ∈ Gl(2n, R) | S 2 = ½ and ω(Sv, Sw) = −ω(v, w), ∀v, w ∈ R 2n }
and by
the standard anti-symplectic involution written in matrix form with respect to the Lagrangian splitting R 2n ∼ = R n ⊕ R n ∼ = T * R n . Finally, we abbreviate Sp R (n) := {ψ ∈ Sp(n) | ψ = Rψ −1 R} .
The group Gl(n, R) is identified with the subgroup
of Sp(n). In this note we prove the following Theorems.
Theorem 1. Sp R (n), A (n), and the homogeneous space Gl(n, R)\Sp(n) are diffeomorphic.
Theorem 2. Every element in Sp(n) is conjugate in Sp(n) to an element in Sp R (n), i.e. for all φ ∈ Sp(n) there exists ψ ∈ Sp(n) with ψφψ −1 ∈ Sp R (n).
Remark 3. The principal interest in the space Sp R (n) comes from studying symmetric periodic orbits of Hamiltonian dynamical systems invariant under anti-symplectic involution. Indeed, the linearized Poincaré return map takes values in Sp R (n). In the restricted 3-body problem an antisymplectic involution plays a crucial role already in the work of Birkhoff [Bir15] . In fact, the term symmetric periodic orbit originates from Birkhoff's work. For more details we refer the reader to [FvK12] .
As in symplectic field theory it is important to understand the dichotomy of good and bad periodic orbits, cp. [EGH00] . This property only depends on the conjugacy class of the linearized Poincaré return map. In particular, by Theorem 2 the property of being symmetric does not pose any obstructions on the conjugacy class of the linearized Poincaré return map.
Remark 4. The homogeneous space structure is not unique. At the end of this article we give the Lagrangian Grassmannian a second homogenous structure, see Corollary 9.
Proof of Theorems 1 and 2
As preparation we need
Proof. That Gl(n, R) is contained in the given set follows from equation (5). For the opposite inclusion we recall that a matrix
is in Sp(n) if and only if
see [MS98, Exercise 1.13]. Thus, the equality
implies that B = C = 0 and since ψ is symplectic we conclude from
The following Lemma is well-known. For the readers convenience we include a proof.
that is, v 1 , . . . , v n , w 1 . . . , w n is a symplectic basis of R 2n .
Proof. We denote by Π 1 : R 2n → R 2n the projection to L 1 along L 2 and by Π 2 = ½ − Π 1 the projection to L 2 along L 1 . We prove the Lemma by induction. For 1 ≤ k ≤ n we denote by A(k) the following assertion.
We set w 1 := Π 2 (ŵ 1 ) (13) and compute using the fact that L 1 is Lagrangian that
This verifies A(1). Next we assume that k ≤ n − 1 and prove
To show that v 1 , . . . , v k+1 are linearly independent we assume that
and compute j = 1, . . . , k using the induction hypothesis
Therefore, equation (17) is reduced to a j+1 v j+1 = 0 and we conclude a 1 = . . . = a j+1 = 0, proving linear independence. Since ω is non-degenerate there existsŵ k+1 with
We set w k+1 := Π 2 (ŵ k+1 ) (20) and conclude as in (14) that ω(v k+1 , w k+1 ) = 1. Proving that w 1 , . . . , w k+1 are linearly independent is done exactly the same way as for v 1 , . . . , v k+1 . This finishes the proof.
Now we prove Theorem 1.
Proof of Theorem 1. We consider the map
which is well-defined since Rψ is anti-symplectic and
Moreover, the map is a diffeomorphism with inverse
which again is well-defined since RS is symplectic and
Thus, Sp R (n) ∼ = A (n). It remains to prove A (n) ∼ = Gl(n, R)\Sp(n). By Lemma 5 the conjugation map Sp(n) → A (n)
descends to a map C : Gl(n, R)\Sp(n) → A (n) .
(26) In order to check that this is an isomorphism we observe that any involution S is diagonalizable with eigenvalues ±1. Indeed, if we set
S being anti-symplectic implies that the linear spaces V ±1 are isotropic since
if v, w ∈ V 1 or v, w ∈ V −1 . Thus, by (28), V ±1 are Lagrangian. Now we choose according to Lemma 6 a symplectic basis v 1 , . . . , v n , w 1 , . . . , w n of R 2n with v 1 , . . . , v n being a basis of L 1 and w 1 , . . . , w n being a basis of L 2 . We set
With this definition it follows that
and therefore the map C is surjective. To check injectivity we note that
Thus by Lemma 5 the latter implies that
Proof of Theorem 2. According to Wonenburger [Won66, Theorem 2] we can write any φ ∈ Sp(n) as a product of two linear anti-symplectic involutions:
Using Lemma 6 as in the proof of Theorem 1 we can find a symplectic matrix ψ ∈ Sp(n) s.t.
If we set φ := ψφψ
then we conclude
i.e. φ ∈ Sp R (n) .
Concluding remarks
Remark 7. It is well-know that the homogeneous space U (n)/O(n) is diffeomorphic to U (n)∩ Sym(n), where Sym(n) is the space of symmetric matrices in Gl(n, C):
This can be seen similarly as in the proof of Theorem 1. The same maps restricted to the space of orthogonal anti-symplectic involutions give the above claimed identification. We recall that U (n)/O(n) is diffeomorphic to the Lagrangian Grassmannian L (n), that is the space of all linear Lagrangian subspaces of R 2n , see [MS98, Lemma 2.31] We close with the following unexpected observation, see Corollary 9. We point out that the space A (n) can be identified with the space of ordered Lagrangian splittings of R 2n , cp. equation (28). Moreover, A (n) has a natural projection π : A (n) → L (n) to the Lagrangian Grassmannian L (n) given by π(S) := F ix(S). The fiber π −1 (L) consists of all Lagrangian splittings of the from L ⊕ L. [MS98, Lemmas 2.30, 2.31] imply that every such L is the graph over L ⊥ of a symmetric matrix. Thus, we can identify π −1 (L) ∼ = Sym(n). Similarly the tangent space T L L (n) ∼ = Sym(n). We proved Lemma 8. The space of linear anti-symplectic involutions is diffeomorphic to the tangent bundle of the Lagrangian Grassmannian
Corollary 9. The tangent bundle of the Lagrangian Grassmannian can be given the structure of a homogenous space in two different ways.
Proof. One homogeneous structure can be obtained from the diffeomorphism A (n) ∼ = Gl(n, R)\Sp(n), see Theorem 1. The other from the Theorem in [BS72] based on semi-direct products and is diffeomorphic to T U (n)/T O(n).
