According to McKay [1980] the irreducible characters of finite subgroups of SU(2) are in a natural 1-1 correspondence with the extended Coxeter-Dynkin graphs of type ADE. We show that the character values themselves can be given by an uniform formula, as special values of polynomials which arise naturally as numerators of Poincaré series associated to finite subgroups of SU(2) acting on polynomials in two variables. These polynomials have been the subject of a number of investigations, but their interpretation as characters has apparently not been noticed.
Introduction
In 1980 McKay announced his astounding discovery that the finite subgroups of SU (2) are in natural 1-1 correspondence with the extended Coxeter-Dynkin graphs of type ADE in the following way. Let K be a finite subgroup of SU (2) , {χ i } its irreducible characters, and χ the character of its natural representation on C 2 . Let M = (m ij ) be the matrix defined by
The matrices M corresponding to the finite subgroups of SU (2) exactly the matrices of the form M = 2I − C where C is the Cartan matrix of an extended Coxeter-Dynkin graph of type ADE. McKay apparently found and verified this fact by direct computation. In the meantime there have been many attempts to explain it in other ways or to provide further insight into this phenomenon. Steinberg offered an explanation in terms of representation theory of finite groups in 1982. Gonzales-Sprinberg and J.-L. Verdier [1983] gave an explanation in terms of algebraic geometry, an approach also taken up by Knörrer [1985] . Kostant [1985] found a remarkable relation between certain Poincaré polynomials associated to these groups and the action of the Coxeter element on the ADE root system, and Springer [1987] gave another method for the computation of these polynomials. They play an important role in all papers mentioned, except for Steinberg's. Mysteriously, they also appeared in an entirely different context in a paper of Lusztig in [1983] and reappeared in his paper in [1999] . It turns out that they have another striking feature, also rather strange at first sight: these polynomials 'are' the irreducible characters of the finite subgroups of SU (2) , if this statement is taken with a grain of salt. The precise formulation is given in Theorem 3.1, the proof in §4. Some of the constructions in the proof have parallels in Galois theory of algebraic number fields having as common origin a method of localization for Galois groups at prime ideals (Lemmas 4.1,4.2): here the Galois group is K and its localization is a maximal abelian subgroup T . The ADE graphs of §2 encode those properties the configuration of the these T s inside of K which are needed in Theorem 3.1 to identify the polynomials as characters.
The graphs
Let V be a two dimensional complex vector with a unitary inner product. Let G be a finite subgroup of its unitary group U(V ), and let Z = G ∩ U(C) its intersection with the center of U(V ). We shall be concerned with maximal abelian subgroups of G, typically denoted H with normalizer N (H). This is immediate from the observation that any non-scalar element of U(V ) has two distinct eigenvalues, but it will be useful to keep in mind how this happens. Each maximal abelian subgroup H of G corresponds to a pair of lines P, P − , its eigenspaces. The P s which arise in this way are the singular lines, invariant under some non-scalar element in G. Let P denote the set of these P s, a subset of P(V ). Two Hs are G-conjugate if and only if the corresponding (unordered) pairs {P, P − } are. A conjugacy class of Hs corresponds to either 1 or 2 orbits of P s, depending on whether P and P − belong to the same orbit or not. In the first case N (H)/H has order 2 and interchanges P and P − ; in the second case N (H)/H has order 1. The map G/H → G/N (H) is 2: 1 in the first case, 1:1 in the second. In the first case, when the orbits of P and P − coincide, we call this orbit doubled, in the second case, when they are different, we call these orbits coupled. The same terminology applies to the corresponding class of Hs. The decomposition of G into conjugacy classes then gives
, and the sum is extended over a complete set of representatives for the conjugacy classes of Hs. The equation is the class equation for these groups. Its solution for the possible values of |H|, |N (H)|, |Ḡ| is goes back to the beginnings of the theory, as does the determination of the groups themselves. The finite subgroupsḠ of U(V )/U(C) ≈ PSU(2) ≈ SO(3) are the polyhedral groups . We list them under three headings ADE in the notation of [Coxeter, 1974, p15] .
Tetrahedral:Ḡ = (3, 3, 3) ≈ A 4 , alternating of order 12, Octahedral:Ḡ = (4, 3, 2) ≈ S 4 , symmetric of order 24, Icosahedral:Ḡ = (5, 3, 2) ≈ A 5 , alternating of order 60. The notationḠ = (5, 3, 2), for example, means that there are three singular orbits of this group on P(V ) ≈ P 1 ≈ S 2 with stabilizersH of orders 5, 3, 2, the three cyclic groups of rotations about three axes of symmetries of the icosahedron passing through a vertex, face, or edge.
Of particular interest are the finite subgroups of SU(V ), which are known as binary polyhedral groups or Klein groups. We use the letters K, T instead of G, H for these. Except for odd cyclic groups, they are all inverse images of polyhedral groups under the map SU(V ) → SO(3) with kernel {±1} which here replaces the map U(V ) → SO(3) with kernel U(C).
It is convenient to use the isomorphism of SU(2) with the group U(H) of quaternions of norm one to represent K as a subgroup of U(H). For this purpose H is considered as a left vector space of C via √ −1x = ix with i 2 = −1 in H. V is taken to be H equipped with this complex structure. The action of U(H) on H by right multiplication gives its identification with U(V ), written u · x = xu −1 in order to have U(V ) act on the left, as usual. Three generators e A , e B , e C for K may be chosen in the form
JB , e C = e π p C JC for suitable quaternions J A , J B , J C satisfying J 2 = −1 [Coxeter 1974, p68] . The three cyclic subgroups T A , T B , T C generated by e A , e B , e C are the isotropy groups at three base points P A , P B , P C for the three singular orbits P A , P B , P C of K on P(V ). The graphs below are designed to encode some properties the configuration of the singular lines P A , P B , P C in V through the configuration of their stabilizers T A , T B , T C inside of K, as explained in the legend.
Legend. The first line lists the polyhedral type, the second a symbol for K like 5, 3, 2 and a name for it as abstract group like A * 5 ; the star indicates the extension by {±1} via SU(2) → SO(3). The cyclic case of type A, will be omitted throughout, as it would only contribute some awkward complications in terminology. Each graph consists of three branches, strings of nodes joined at a central node labeled * . We use the letters A, B, C as labels for the three branches and various items attached to these.
The three branches of the graph correspond to the three singular orbits P A , P B , P C of K on P, its three singular orbits on P(V ). The isotropy groups are cyclic and for an appropriate choice of base points P A , P B , P C they can be taken to be the three cyclic subgroups T A , T B , T C corresponding to the three generators e A , e B , e C of K mentioned above. These three subgroups form a complete system of representatives for the maximal abelian subgroups of K, but redundant for odd D n and for E 6 .
The elements of T A = {e ±n A = exp(±n π pA J A ), n = 1, · · · , p A } are represented by the nodes labeled n or ±n, to be specified as nA or ±nA to indicate the branch A, if necessary. Each node, whether labeled n or ±n, represents two elements exp(±n π p J), except when these coincide. A branch on which the label is n the group T represents a doubled class in the sense explained above; branches on which the label is ±n come in pairs, say A, B, and the corresponding groups T A , T B are coupled, hence conjugate within K. The two branches A, B are then related by a symmetry of the graph, which occurs only for odd D n and for E 6 and the four elements exp(±n The central node labeled * corresponds to the central element −1 of K inside of SU (2) and lies in all T s. The node labeled 0 may stand for the identity element and with this interpretation it should be thought of as attached to the ends of all branches; but it has been placed next to a particular node so as to produce the usual extended Coxeter-Dynkin graph, if taken as attached to that node [Bourbaki, 1968] . This extra node is added so that the graph may do double duty as McKay's character graph, associated to the Cartan matrix in the way explained in the introduction. In this interpretation the extra node stands for the trivial character. Detailed verifications are omitted, except for the following lemma, which justifies most of the rules given above. Proof. The coupling on nodes can occur only for D n and for E 6 , where the assertion be verified directly. For E 6 , when K = 3, 3, 2 , the three vertices can be taken to be [Coxeter, 1974, p76 ]
One has e C = e π 2 i = i and
B . This shows that conjugation by e C implements the coupling of the two branches A, B as indicated in the graph. For D n the verification is similar.
The reflection group K ′ . To start with, let K ⊂ G be any 'normal extension' of K ⊂ SU(V ) to a finite group G ⊂ U(V ). ThenK ⊂Ḡ is a normal extension of polyhedral groups in SO (3) . (The few possibilities are well-known [Coxeter, 1974, §7.1-7.3 ], but will not be needed here.) The three singular orbits of K and G on P(V ) depend only onK andḠ. In particular, ifḠ =K then G has the same singular P s as K, hence the maximal abelian groups H of G are extensions of the maximal abelian groups T on K. Generally, G permutes the singular P s of K on P(V ) and G/K permutes the three K-orbits of these P s. The K-orbits corresponding to branches of the same length are permuted among themselves, so that this action of G/K must be trivial except for D n and E 6 . On the other hand, if G/K leaves a singular K-orbit invariant, then this situation is represented in the form sP = P for some s ∈ G and some P in this orbit. Similar remarks apply to the action of G/K on the conjugacy classes of T s. Consider in particular the situation when one of the three T s for K is invariant by some s ∈ G, i.e. sT s −1 = T . In that case s permutes the two invariant lines P, P − of T, leading to two cases, as indicated.
Case (1) occurs whenever an element s of G leaves invariant a singular line P of K.
If s is furthermore a reflection, i.e. leaves pointwise fixed a subspace of codimension 1, then exactly one of µ, µ − must be = 1. It is a remarkable fact that each finite subgroup K of SU (2) is contained with index 2 in a subgroup of U(2) generated by three reflections of order 2 [Coxeter, 1974, p93] . The reflection group associated to
In this case the action of the two element group K ′ /K on the three singular orbits P A ,P B ,P C gives an involution on the graph encoding these orbits. The following lemma identifies this action of
Lemma 2.3. K ′ /K acts by inversion on the conjugacy classes in K.
Proof. It suffices to show that K ′ /K acts by inversion on the classes of the three generators e A , e B , e C of the three cyclic groups. In any case K ′ /K must map the class of one of these generator to a class of the same order. Thus only coupled end-nodes ±1, ±1 need be considered, for odd D n and for E 6 . Take the latter case, for example.
From the construction in [Coxeter, 1974, §9.5 ] the group K ′ = 3, 3, 2 ′ has as the two element group 4, 3, 2 / 3, 3, 2 as a quotient and the action of K ′ /K on the classes in K = 3, 3, 2 agrees with that of 4, 3, 2 / 3, 3, 2 . Thus it remains to check that 4, 3, 2 / 3, 3, 2 acts by inversion on the classes in 3, 3, 2 . It follows from the construction of 4, 3, 2 from 3, 3, 2 in [Coxeter, 1974, §7.3 ] that 4, 3, 2 has an element which interchanges the two generators e A and e B of 3, 3, 2 . The classes e A and e B in 3, 3, 2 are indeed inverses of each other, as can be read off the E 6 graph and has been verified in the proof of the preceding lemma.
Four groups associated to a Schwarz triangle. We mention a few facts about the groups under consideration, but the further development is logically independent of these. To get an overview it seems best to start with a Schwarz triangle of the first kind, a triangle on a 2-sphere, with vertices A, B, C whose angles π/p A , π/p B , π/p C satisfy the inequality
There are four groups associated to such a Schwarz triangle. They may be described as follows. The groups in question are transformation groups on a real or complex
is the group generated by SU(V C ) together with i and consists of unitary matrices of determinant ±1.)
Realize the 2-sphere carrying the triangle inside the 3-space of quaternions x ∈ H satisfyingx = −x. It is then given by the equationsx = −x, xx = 1, which may be combined into x 2 = −1. Write J A , J B , J C for the vertices A, B, C considered as quaternions. V R or V C are realized in terms of quaternions as indicated below, a quaternion i satisfying i 2 = −1 being required for V C . The groups have generators t = t A , t B , t C and s = s A , s B , s C which act on x ∈ H through certain elements e = e A , e B , e C and u = u A , u B , u C as indicated. The generators are determined by the triangle (e A = exp(πJ
and the relations satisfied by them can be extracted from [Coxeter, 1974] . The data are summarized in the tables below. The labels (p A , p B , p C ) and p A , p B , p C for these groups are those of Coxeter. Cyclic permutations of A, B, C in the relations written out are understood.
Statement of the theorem
We shall need some facts concerning complex reflection groups, to be applied to the group K ′ . These are better explained in a more general setting, as in [Bourbaki, 1968] . Let V be any finite-dimensional complex vector space, G a finite subgroup of GL(V ) generated by reflections acting on V on the left. Let S be the algebra of polynomial functions on V . The group G acts on S on the right via f g = f • g. In addition there is the natural action of C × on V and on S, giving a representation of C × × G on S. The C × -stable subspaces M are the graded ones and have a formal C × -character, the Poincaré series Bourbaki, 1968, p103] . If the subspace M is stable under G as well, then it has a formal C × × G character
if the variable t is identified with the standard character of C × then P M = m ik χ i t k where m ik is the multiplicity of the irreducible character χ i of G in the space homogenous polynomials of degree k in M . P M can be viewed as a formal power series with characters of G as coefficients or as a sum of characters of G with formal power series as coefficients. The Poincaré series P S of the symmetric algebra S(V * ) and P Λ of the exterior algebra Λ(V * ) satisfy P S (t)P Λ (−t) = 1. Furthermore P Λ (−t) = (−1) k Λ k V t k is a polynomial and P S (t) = 1/P Λ (−t) expanded as a formal power series in t.
Let R the subalgebra of G-invariants in S. It is a polynomial algebra in dim(V ) algebraically independent homogeneous generators, whose degrees d i are uniquely determined up to order. Its Poincaré series is P R (t) = (1 − t di ) −1 , expanded as formal power series. For any x ∈ V let m x be the ideal of R vanishing at x or equivalently on the orbit Gx. The particular ideal m 0 of R vanishing at 0 is graded as is the ideal Sm 0 it generates in S. Let F be a C × × G-stable complement of Sm 0 in S. Then S ≈ R ⊗ F , which implies that
for any x in V ; it is always a G-isomorphism, but a C × × G isomorphism only for x = 0. The formal C × × G-character of S = R ⊗ F evidently satisfies P S (t) = P R (t)P F (t). This equation can be written as P S (t)
It is an equation for
The determinant det V is ±1 on K ′ and after restriction of characters to K it becomes det V ≡ 1. The multiplication by tr V in Ch(K) is given by McKay's matrix M = (m ij ) in the basis {χ i }, i.e. the incidence matrix of the graph in §2.
The [Bourbaki, 1968, p110,111] or located in the tables of Shephard and Todd [1954] . We list them here for reference.
Expand P F (t) = χ i P i (t) in terms of the irreducible characters χ i of K. The equation for P F (t) becomes a system of linear equations for the unknown polynomials P i (t) with coefficient matrix M (t) :
It may be solved for the polynomials P i (t) in a mechanical fashion. (A few lines of Maple code which will do the job can be found in §5).
The polynomials P i (t) have been tabulated in a number of places, for example in the papers of Gonzales-Sprinberg and Verdier [1983] and of Kostant [1985] . A closed formula is given by Cramer's rule:
.
2 ) which can be evaluated by the formula for the characteristic polynomial of a Cartan matrix [Bourbaki, Ch.V, §6,#3]. Another formula is given by Kostant [1985, Theorem 1.11] , which is particularly interesting because of the way it brings in the ADE root system and its Coxeter transformation: it gives the polynomials in the form P i (t) = ϕ∈Φi t n(ϕ) with ϕ running over a set Φ i of roots and equipped with a natural length function n(ϕ), both defined in terms of the Coxeter element in the Weyl group. A different characterization of the P i (t) in terms of Hecke algebras can be found in [Springer 1985, §8.2] ; it has its origin in [Lusztig, 1983] and plays a prominent role in [Lusztig, 1999] . These polynomial polynomials are related to the characters of K as follows. We add some remarks. Since every element of K is conjugate to an element of some maximal abelian subgroup T this formula gives all character values. While π i ≡ χ i +χ i itself is not irreducible, the irreducible characters χ i themselves can easily be extracted as well. This is clear ifχ i = χ i , i.e. if the corresponding node on the graph is fixed by the inversion involution, as must always be the case unless the node belongs to a coupled pair labeled ±n, ±n on graph. The cases remaining occur only for odd D n and for E 6 . Then one can use the following rule for the splitting of P i = P + i + P − i which induces the splitting π i ≡ χ i +χ i of the character. All polynomials P i (t) are of the form
The splitting P i = P + i + P − i is given by splitting the sum symmetrically at k = 0.
Proof of the theorem
We start in a slightly more general setting. Let V be a 2-dimensional unitary space, G any finite subgroup of U(V ). Let S be the ring of polynomial functions on V , L its quotient field of rational functions. Let K, R be the invariants of G in L, S. Consider the extension S ⊃ R of integral domains. The classical ramification theory of prime ideals in extensions of Dedekind domains [Hecke, 1923, Kap .V] is not immediately applicable, since L is not an algebraic function field, having transcendence degree 2 over C. But if we pass from V ≈ C 2 to (V − {0})/C × ≈ P 1 by considering only C × -invariant (= homogeneous) ideals of S, then the classical facts about the ramification of ideals in extensions of Dedekind domains remain applicable as far as needed. The details are spelled out in the following two lemmas.
Lemma 4.1. (a)The field extension L ⊃ K is Galois with Galois group G. Let p be a prime ideal in R.
The prime ideals of S over p are permuted transitively by G: they are of the form P g = Pg, g ∈ H\G where H = H(P) is the subgroup of G leaving P invariant.
(
b)The field extension L(P) ⊃ K(p) of quotient fields for S/P ⊃ R/p is Galois with Galois group H/I, where I = I(P) is the normal subgroup of H fixing S/P.
Proof. These assertions are general facts [Bourbaki, 1985 , Ch.V, §2,n o 2; 1968, Ch.V, §5,n o 5.].
Lemma 4.2. Assume that p is a non-zero prime ideal of R which ramifies in S,
i.e. p = P ∩ R for some prime ideal P of S with I(P) = 1. Then (a)P = Sa, a ∈ V * a non-zero linear form. (b)His the subgroup of G leaving the subspace P = {a = 0} invariant, I its cyclic normal subgroup leaving P pointwise fixed. Proof. The assumption I(P) = 1 implies that the zero set P of P in V is pointwise fixed by a linear transformation = 1. Since V is 2-dimensional it must be of the form P = {a = 0} for some linear form a ∈ V * and hence P = Sa. This proves (a), and (b) is then clear [Bourbaki,1968 , Ch.V, §5,n o 5]. The ideal P = Sa is C × -invariant and maximal among such ideals since dim V = 2. In particular, any two distinct ideals P g , P g ′ satisfy P g +P g ′ = S. This implies the decompositions (c) and (d) of Sp and of S/p [Bourbaki, 1961, Ch.II, §1,n o 2]. The last assertion then follows from the definition of an induced representation [Serre, 1977, p28 ].
As they stand, the representations in the lemma are infinite dimensional: the representation spaces S/p and S/P eg g are in fact modules over the group algebra with coefficients in the ring R/p. Finite-dimensional representations can be obtained as follows. In the setting of the lemma, part (b), let m be a maximal ideal of R containing p. It is the ideal of R vanishing on the orbit Gx for some x in the 1-dimensional subspace P = {a = 0}. Assume x = 0. Let M g be the maximal ideal of S vanishing at gx. These ideals are no longer invariant under C × . Consider however the group of elements h ∈ G satisfying hx = λ(h)x for some λ(h) ∈ C × . Since P is 1-dimensional, this group is the subgroup H of G leaving P invariant. Let I be the subgroup of H leaving P pointwise fixed. Then λ : H/I → C × is a multiplicative character of H/I. Its image is a cyclic subgroup C of C × . The following corollary (which remains valid with e = 1 if m is unramified, i.e. not fixed by any nontrivial element of G) will give the desired reduction to finite dimensions. 
where ǫ is the character of I on the line Ca in V * .
Proof. (a)Consider the representation Sm as an intersection of primary ideals in S. These are necessarily powers of the maximal ideals M g of S vanishing at the points xg, g ∈ G. Since Sp = g∈H\G P e g and since I is the subgroup leaving M invariant this decomposition is given by Sm = g∈I\G M e g . The direct product decomposition of S/m then follows, as does its identification as an induced representation.
(b) The group I consists of reflections in the subspace P = {a = 0} and may be considered as a reflection group on the quotient space V /P . The assertion then follows from general facts about reflection groups [Bourbaki 1968, p107] . More directly, the classes of 1, a, · · · , a e−1 form a basis for S/M e and provide the decomposition of S/M e as a sum over the e irreducible characters of the cyclic group I characteristic of the regular representation:
Ca ν
The components in this sum are the powers ǫ ν , ν = 0, 1, · · · , e−1, of the character ǫ by which I acts on the line Ca in V * . (c)Follows from (2) and (4). Now suppose G ⊂ U(V ) is a normal extension of K ⊂ SU(V ) as at the beginning of §2. Let T be one of the three subgroups T A , T B , T C of K and take for x an eigenvector of T . The subgroup H of G satisfying xh = λ(h)x is one of the three maximal abelian subgroups of G, namely the one which contains T . If the subgroup I of G fixing x is non-trivial, then it is cyclic and its generator is a reflection s which centralizes T . The decomposition V = P + +P − of V into eigenspaces of T produces the situation of case (1) in §2:
Here x belongs to P + and now ǫ = det |I. The decomposition (3) becomes
This equation remains also valid when I = 1. Furthermore, under the homomorphism λ : H → C the action of C by scalar multiplications agrees with that of H by permutations of cosets Ig → hIg = Ihg, but from the opposite side of G. This follows from the relation xhg = λ(h)xg. Assume further that G is generated by reflections. Then S is free over R, say S ≈ R ⊗ F as a tensor product over C. Then S/m ≈ (R/m) ⊗ F and R/m ≈ C leads to S/m ≈ F.
If the subspace F of S is chosen to be stable under C × × G then this is a C × × Gisomorphism and the properties concerning the representation of C × G on S/m carry over to F .
At this point we return to the group K ′ in the role of G. Thus S ≈ R ⊗ F and the representation of K ′ on F is equivalent to its regular representation in the direct product of copies C g of C,
The elements of the direct product are functions f g of g ∈ K ′ on which K ′ acts by translations in the variable g from the left:
The sum runs over the irreducible characters χ i of K.
Proof. Consider the decomposition of the biregular character of K ′ × K ′ into two pieces corresponding to the decomposition of functions on K ′ = K ∪ sK into functions supported on one of the two cosets. That the functions supported on K give the regular representation i χ i ⊗χ i is clear. That those on sK give χ i ⊗ χ i follows from the fact that K ′ /K acts by χ →χ on the characters of K: the map f k → f sk sends function on K to functions on sK, transforming the left action f lk of l ∈ K into the twisted action f s(s −1 ls)k .
Remark. The decomposition of the lemma can also be understood as follows. An irreducible character χ ′ of K ′ either remains irreducible on K or else decomposes into two a pair of characters conjugate under K ′ /K. All irreducible characters of K occur twice in this way: if χ ′ =χ ′ then twice in this χ ′ ; if χ ′ =χ ′ then once in χ ′ and once inχ ′ . These facts follow from general properties of subgroups of index 2 [Weyl, 1939, p.159] . They can also be found in [Gonzales-Sprinberg and Verdier, 1983].
Compare the representation (5) of C × K ′ on S/m ≈ F with the decomposition (6) of the biregular representation of (7), obtained by evaluating the right factors π i in the lemma at the identity element. The action of 1 × K in (7) is not directly visible in (5) . However, the action of the subgroup 1 × T is visible in (5) and corresponds to the action of the subgroup C of C × via the homomorphism λ : T → C, as remarked after (5) . The group T consists of elements e of K × C × on F , i.e.
Comparison of the coefficients of χ i concludes the proof of the theorem.
An example
We list the polynomials P i (t) and the character values χ i (e n π p J ) for the binary icosahedral group K = 5, 3, 2 of type E 8 . The labels 1A, 2A, 3A, 4A, * refer to the 5 nodes on branch A, the node * being common to all branches. Maple will compute these polynomials if instructed this way:
>with ( 
Remarks on invariants and geometry
Invariants. The proof of the theorem was given in the abstract setting of ramification of prime ideals, which seemed clearest and perhaps useful in other situations. It is possible, however, to give a description of the invariants of a finite subgroup G of U(2) which makes the ring R and the ramification of its homogenous prime ideals in S more explicit. Let P be the 1-dimensional subspace of V ≈ C 2 , and let a be a linear form defining it as P = {a = 0}. Let H and I the subgroups of G leaving P invariant and pointwise fixed. If h ∈ H then ah = λ P (h)a for some multiplicative character λ P : H → C × . Let
a(gx), the product being taken over a set of coset representative denoted [H\G] . Under the left action x → lx by l ∈ G the polynomial f P (x) transforms according to the rule
showing that f P is a relative invariant of G. The zero-set {f P = 0} is GP , the union of the lines P g := gP, g ∈ G/H. Fix an affine line x = az + b in V and let z P be its point of intersection with P . The P g then become the roots z g of the equation f P (z) = 0 which represents f P = 0. Now consider any relatively invariant form f on V . The equation f = 0 defines a set of points on P(V ) invariant under G. If one expresses this set as a union of G-orbits P GP , each counted with the multiplicity m P of z P as a root of f (z) = 0, then the polynomial P f mP P (z) has the same zeros and multiplicity as f (z), hence differs from f by a constant factor. As form on V , f = P f mP P is an absolute invariant if the multiplicative character P µ mP P is = 1. In the case when G is a finite subgroup K = p A , p B , p C of SU(2) one obtains generators for R in this way by restricting P to run over the eigenspace P A , P B , P C of the three maximal abelian subgroups T A , T B , T C of G. In case G is the reflection group K ′ = p A , p B , p C ′ two of such invariants suffice as algebraically independent generators for R. The decomposition Sf = F e g of an ideal f = Rf generated by such an invariant f = P f mP P is clear. A question arises at this point. The discussion here, and the proof of the theorem by reduction to ramification of primes in a Dedekind domain, depends heavily on dim V = 2 . The question is whether the decomposition Sp = P e g nevertheless remains valid if G is a reflection group in arbitrary dimension and P the ideal vanishing on an arbitrary intersection of reflecting hyperplanes.
Geometry. The discussion of the ramification of primes in the ring of invariants proceeded in the language of commutative algebra. Another perspective emerges if it is rephrased in the language of algebraic geometry. The translation runs as follows. The rings S and R are the regular functions on the affine varieties V and Q := G\V , the inclusion S ⊃ R being the pull-back via the quotient map π : V → Q. These varieties come with actions of the multiplicative group C × whose quotients give projective varietiesV ≈ P 1 andQ together with a mapπ :V →Q. V and Q are affine algebraic surfaces,V andQ projective curves. The maps π and π are ramified coverings.
A 1-dimensional subspace P of V corresponds to a pointP ofV and its image p in Q to a pointp inQ. If p is the ideal of R defining the image p = π(P ) of P in Q, then Sp is the ideal of S defining the inverse image π −1 (p) = GP = gP in V . The factorization Sp = g∈I\G P e g corresponds to the decomposition of π −1 (p) into the individual lines gP each counted with multiplicity e. S/p is the ring of 'functions' on π −1 (p) and S/p = g∈I\G S/P e g is its decomposition into functions supported on the individual lines gP . If P is the replaced by a point x in it, then Sm = g∈I\G M e g defines the decomposition of the fiber π −1 π(x) = Gx into multiple points and S/m = g∈I\G S/M e g the decomposition of the ring of 'functions' on the orbit Gxinto functions supported at its individual points gx.
The isotropy group I of the base-point x is normal in the group H leaving P invariant and the groups G and H act on opposite sides on the orbit: if G acts on Gx ≈ G/I on the left, then H acts on right via (gx)h := ghx. The difficulty with this picture comes from the fact that the points gx in an orbit may have higher multiplicity, accounting for the fact that the 'functions' take on values in the rings S/M e g depending on the points, rather than in the field S/M g = C. It is for this reason that the algebraic description seems preferable.
Nevertheless, the interpretation of ramification as representing fiber decomposition with multiplicity, i.e. Equivalently, D is the ideal in the homogenous coordinate ring S ofV ≈ P 1 defining the ramification locus of the ramified coveringπ :V →Q of compact Riemann surfaces. It factors as D = P P mP whereP runs over the points ofV at which the Jacobian D ofπ vanishes with multiplicity m P = 0. It is in fact the principal ideal D = SD. In case G is a reflection group (in arbitrary dimension) the ramification locus is the arrangement of reflecting hyperplanes and D the product of the linear forms defining them. [Bourbaki, 1968, p.116] .
In case G is a finite subgroup of U(2), e.g. a Klein group, the ramification locus is the union of the singular lines P which have the maximal abelian subgroups H of G as stabilizers. As mentioned in §2, each H is the stabilizer of two singular lines P, P − which may or may not be interchanged by the group N (H)/H, of order 2 or 1. D ∝ P (α P ) mP is a constant multiple of the product of linear forms a P defining the singular lines, a P being taken with multiplicity m P = |H|−1,H := the image of H inŪ(V ) := U(V )/U(C). If the α P s are grouped into G-orbits the product becomes D ∝ f On the other hand, the Jacobian is D ∝ ∂(f 1 , f 2 )/∂(z 1 , z 2 ) for any are linear coordinates z 1 , z 2 of V and any two generic forms f 1 , f 2 of the type f P , for whichH = {1}. If one compares degrees in the relation ∂(f 1 , f 2 )/∂(z 1 , z 2 ) ∝ f One thus returns to the class equation for subgroups of U(2), the starting point for their classification. The discussion is based on [Klein, 1884, Ch.5, §2].
