A new numerical method is devised and analyzed for a type of ill-posed elliptic Cauchy problems by using the primal-dual weak Galerkin finite element method. This new primaldual weak Galerkin algorithm is robust and efficient in the sense that the system arising from the scheme is symmetric, well-posed, and is satisfied by the exact solution (if it exists). An error estimate of optimal order is established for the corresponding numerical solutions in a scaled residual norm. In addition, a mathematical convergence is established in a weak L 2 topology for the new numerical method. Numerical results are reported to demonstrate the efficiency of the primal-dual weak Galerkin method as well as the accuracy of the numerical approximations.
1. Introduction. This paper is concerned with the development of new numerical methods for solving a type of elliptic Cauchy problems. For simplicity, we consider the second order elliptic equation with Cauchy boundary data on part of the boundary: Find an unknown function u = u(x) such that 00 (Γ n )) ′ are two given functions defined on Γ d and Γ n , respectively; n is an unit outward normal direction to Γ n . The diffusion coefficient a = a(x) is assumed to be symmetric, bounded, and uniformly positive definite in the domain Ω.
The essence of the elliptic Cauchy problem is to solve a partial differential equation on a domain with over-specified boundary conditions given on parts of the domain boundary. On the other side, the elliptic Cauchy problem is to solve a data completion problem with missing boundary conditions on the remaining parts of the domain boundary. It is well-known that the solution of the elliptic Cauchy problem (1.1) (if it exists) must be unique, provided that Γ d ∩ Γ n is a nontrivial portion of ∂Ω. Throughout this paper, we assume that the Cauchy data is compatible so that the solution of the elliptic Cauchy problem (1.1) exists; furthermore, we assume that Γ d ∩ Γ n is a nontrivial portion of ∂Ω so that the solution of the elliptic Cauchy problem (1.1) is unique.
The elliptic Cauchy problems arise from various applications in science and engineering, such as vibration, wave propagation, geophysics, electromagnetic scattering, steady-state inverse heat conduction, cardiology and nondestructive testing; etc. Readers are referred to the "Introduction Section" in [10] and the references cited therein for a detailed description of the elliptic Cauchy problems. This paper aims to devise a new numerical scheme for the elliptic Cauchy problem (1.1) by using the newly developed primal-dual weak Galerkin (PD-WG) finite element method [8, 9, 10] . The new scheme is different from the one introduced and analyzed in [10] although both aim to solve numerically the elliptic Cauchy problem under the general framework of the PD-WG finite element method. The main difference between them is that the present approach is based on weak gradients while the scheme in [10] is based on weak Laplacians. As a result, the weak finite element space consisting of piecewise linear functions is applicable in the present approach, but not in [10] , as the Laplacian of linear functions would be vanishing. In addition, new mathematical tools (namely, methods based on generalized inf-sup conditions) must be introduced in order to establish a mathematical theory for the new scheme.
Let us now briefly introduce the essential ideas behind the PD-WG finite element method for solving the elliptic Cauchy problem (1. 00 (Γ n )) ′ . The weak formulation (1.2) is different from the one employed in [10] , and shall result in a new numerical scheme different from the one in [10] although both use the general framework of the primal-dual approach.
Using the weak gradient operator ∇ w introduced originally in [12] , one may reformulate (1.2) as follows (1.3) (a∇ w {u}, ∇ w {w}) = g 2 , w Γn + (f, w) ∀w ∈ H 1 0,Γ c n , where {u} = {u| T , u| ∂T } and {w} = {w| T , w| ∂T } are the weak functions (see Section 2 for the definition). The weak functions are then approximated by piecewise polynomials on each element T and its boundary ∂T . Note that no continuity requirement is necessary between the information in the element T and on its boundary ∂T . The weak gradient operator ∇ w is further discretized by using vector-valued polynomials, denoted as ∇ w,h (see ∇ w,r,T in Section 2 for its precise definition) so that the weak form (1.3) can be approximated by
thus developed to overcome this difficulty through a strategy that couples (1.4) with its dual equation which seeks
A formal coupling between (1.4) and (1.5) can be accomplished via a stabilizer, denoted as s(v, v), designed to measure the level of "continuity" of v ∈ V h in the sense that v ∈ V h is a classical C 0 -conforming element if and only if s(v, v) = 0. The resulting scheme seeks u h ∈ V h and λ h ∈ V h 0,Γ c n satisfying u b = Q b g 1 on Γ d , and the following equations:
where s(·, ·) is a bilinear form in the weak finite element space V h known as the stabilizer or smoother that enforces certain weak continuity for the approximation u h and λ h . Numerical schemes in the form of (1.6) have been named primal-dual weak Galerkin finite element methods in [8, 9, 10] , and they are also known as stabilized finite element methods in [4, 5, 3] in different finite element contexts.
The primal-dual weak Galerkin finite element method (1.6) has shown promising features as a discretization approach in the following aspects: (1) it offers a symmetric and well-posed problem for the ill-posed elliptic Cauchy problem; (2) it is consistent in the sense that the exact solution (if it exists) satisfies the system; (3) it works well for a wide class of PDE problems for which no traditional variational formulations are available; and (4) it admits general finite element partitions consisting of arbitrary polygons or polyhedra.
The paper is organized as follows. In Section 2, we introduce a primal-dual weak Galerkin finite element scheme for solving the elliptic Cauchy problem (1.1). In Section 3, we present some technical estimates and a generalized inf-sup condition useful for a mathematical study of the new algorithm. In Section 4, we derive an error equation for the numerical solutions obtained from the primal-dual weak Galerkin algorithm devised in Section 2. In Section 5, we establish an optimal order error estimate for the primal-dual WG finite element approximations in a scaled residual norm. In Section 6, a convergence theory in a weak L 2 topology is presented under a certain regularity assumption for the elliptic Cauchy problem. Finally in Section 7, we report some numerical results to demonstrate the efficiency and accuracy of our new PD-WG finite element method.
We follow the usual notations for Sobolev spaces and norms. For any open bounded domain T ⊂ R d (d-dimensional Euclidean space) with Lipschitz continuous boundary, we use · s,T and | · | s,T to denote the norm and seminorm in Sobolev space H s (T ) for any s ≥ 0, respectively. The inner product in H s (T ) is denoted by (·, ·) s,T . The space H 0 (T ) coincides with L 2 (T ), for which the norm and the inner product are denoted by · T and (·, ·) T , respectively. For the case that T = Ω, we shall drop the subscript T in the norm and inner product notations. Throughout the paper, C appearing in different places stands for different constants.
2. Primal-Dual Weak Galerkin. Denote by T h a finite element partition of the domain Ω ⊂ R d (d = 2, 3) into polygons in 2D or polyhedra in 3D which is shape regular in the sense described in [12] . A weak function on the element T ∈ T h refers to a pair
The component v 0 can be understood as the value of v in T , and the other component v b represents the value of v on the boundary ∂T . Note that v b may not necessarily be the trace of v 0 on ∂T , though v b = v 0 | ∂T would be a feasible option. Denote by W(T ) the space of all weak functions on T ; i.e.,
Denote by P r (T ) the set of polynomials on T with degree no more than r ≥ 0. A discrete weak gradient of v ∈ W(T ), denoted as ∇ w,r,T v, is defined as the unique
which, from the usual integration by parts, gives
The concept of discrete weak gradient was introduced originally in [11, 12] .
Denote by E h the set of all edges or flat faces in T h and E 0 h = E h \ ∂Ω the set of all interior edges or flat faces. Denote by h T the meshsize of T ∈ T h and h = max T ∈T h h T the meshsize for the partition T h .
For any given integer k ≥ 1, denote by V k (T ) the local discrete weak function space given by
Patching V k (T ) over all the elements T ∈ T h through a common value v b on the interior interface E 0 h gives rise to a weak finite element space V h ; i.e.,
Denote by V 
2.1. Algorithm. For simplicity of notation and without confusion, for any σ ∈ V h , denote by ∇ w σ the discrete weak gradient ∇ w,k−1,T σ computed by using (2.1) on each element T ; i.e.,
For any u, v ∈ V h , we introduce the following bilinear forms
Let k ≥ 1 be an integer. For each element T ∈ T h , denote by Q 0 the L 2 projection onto P k (T ). Denote by Q b the L 2 projection onto P k (e) for each edge or flat face e ∈ E h . For any w ∈ H 1 (Ω), denote by Q h w the L 2 projection onto the weak finite element space V h such that on each element T ,
Denote by Q h the L 2 projection onto the space of piecewise polynomials of degree k − 1.
The numerical scheme for the elliptic Cauchy model problem (1.1) based on the variational formulation (1.2) by using primal-dual weak Galerkin strategy is as follows:
2.2. Solvability. The following is a well-known result on the solution's uniqueness for elliptic Cauchy problems, see [6] for reference. in Ω,
Lemma 2.2. [11, 12] The L 2 projection operators Q h and Q h satisfy the following commutative property: Proof. As the number of equations is the same as the number of unknowns, it suffices to show that the homogeneous problem (2.3)-(2.4) has only the trivial solution.
To this end, we assume f = 0, g 1 = 0 and g 2 = 0 in (2.3)-(2.4). By letting v = u h and w = λ h , the sum of (2.4) and (2.3) gives
which implies u 0 = u b and λ 0 = λ b on each ∂T . Thus, we arrive at u 0 ∈ C 0 (Ω) and
n . Thus, (2.4) can be rewritten as follows
which, by letting ψ = ∇ w u h in (2.1), gives rise to
where we have used
n . Note that we have u 0 = 0 on Γ d and ∇u 0 · n = 0 on Γ n , and Γ d ∩ Γ n is non-trivial portion of ∂Ω. Thus, from Lemma 2.1 we obtain u 0 ≡ 0 in Ω.
c contains a nontrivial portion of ∂Ω. A similar argument can be made to show that λ h ≡ 0 in Ω. This completes the proof of the theorem.
3. Some Technical Estimates. The goal of this section is to establish some technical results which are valuable in the error analysis of the primal-dual weak Galerkin finite element method (2.3)-(2.4) for solving the elliptic Cauchy problem (1.1).
In the weak finite element space V h , we introduce four semi-norms as follows: Proof. We only need to verify the positivity property of ||| · ||| Γ d . To this end, assume |||v||| On any element T ∈ T h , the following trace inequality holds true
for ϕ ∈ H 1 (T ); readers are referred to [12] for a derivation of (3.5) under the shape regularity assumption on the finite element partition T h . For polynomials ϕ in the element T ∈ T h , it follows from the inverse inequality (see also [12] ) that
Here e is an edge or flat face on the boundary of T .
The following Lemma shows that the norms defined in (3.3) and (3.4) are indeed equivalent.
Lemma 3.2. There exist C 1 > 0 and C 2 > 0 such that
Proof. First of all, from (2.2) we have
Thus, by using the Cauchy-Schwarz inequality and the trace inequality (3.6) we have
which leads to
Next, using the triangle inequality, the trace inequality (3.6), and (3.8), we obtain We now estimate the term ∇ · (a∇ w λ)
2 so that ∇ · (a∇ w λ) ∈ P k−2 (T ). For any ψ ∈ P k−2 (T ), using the usual integration by parts and (2.2) we get
Thus, using the Cauchy-Schwarz inequality, the inverse inequality and the trace inequality (3.6), we arrive at
Therefore, we obtain
Using (3.8) we have
or equivalently,
Combining the above estimate with the triangle inequality gives
Now it follows from (3.9) and (3.10) that there exists a constant C 1 such that
This gives the lower-bound estimate of |||λ||| Γ c n in (3.7). The upper-bound estimate of |||λ||| Γ c n can be established analogously, but with details omitted. Similar to Lemma 3.2, the following lemma shows that the norms defined in (3.2) and (3.1) are also equivalent. Lemma 3.3. There exist C 1 > 0 and C 2 > 0 such that
Proof. Using (2.1) with ψ = a∇ w λ, we get 
which, together with the definition (3.4) of the norm ||| · ||| h,Γ c n , completes the proof of (3.11).
As to (3.12) 
Thus, from the trace inequality (3.6), the triangle inequality and (3.4), we have
which completes the proof of (3.12).
Similar to Lemma 3.4, we have the following result:
which, together with the definition (3.2) of the norm ||| · ||| h,Γ d , completes the proof of (3.14).
As to (3.15) 
n . Thus, from the trace inequality (3.6), the triangle inequality, and (3.2), we have
which completes the proof of (3.15). 
be the solutions of the model problem (1.1) and the primal-dual weak Galerkin algorithm (2.3)-(2.4), respectively. Then, the error functions e h and ǫ h defined in (4.1)-(4.2) satisfy the following error equations
Here,
Proof. Subtracting s(Q h u, v) from both sides of (2.3) yields
This gives
which completes the proof of (4.3).
Next, by subtracting b(Q h u, w) from both sides of (2.4) we have for any
where we used Lemma 2.2 in the last line. Now, by letting ψ = aQ h (∇u) in (2.2) and using the usual integration by parts, we obtain
where we used w b = 0 on Γ c n on the sixth line. Substituting (4.7) into (4.6) completes the proof of (4.4).
Error Estimates in a Scaled
Residual Norm. The goal of this section is to derive an error estimate for the solution of the primal-dual weak Galerkin algorithm (2.3)-(2.4). First of all, let us recall the following error estimates for the L 2 projection operator.
Lemma 5.1. [12] Let T h be a finite element partition of Ω satisfying the shape regular assumption given in [12] . Then, for any 0 ≤ s ≤ 2 and 1 ≤ m ≤ k, one has
Using Lemma 5.1 and the error equation derived in the previous section we arrive at the following result:
be the numerical approximation of the elliptic Cauchy problem (1.1) obtained from the primal-dual weak Galerkin algorithm (2.3)-(2.4). Assume that the exact solution u of (1.1) is sufficiently regular such that u ∈ H k+1 (Ω). Let the error functions e h and ǫ h be given in (4.1) and (4.2). Then, the following error estimate holds true:
Proof. It is easy to verify that e h ∈ V 
Now from the Cauchy Schwarz inequality, the trace inequality (3.5), (4.5), and the estimate (5.2) we have
Next, we use the Cauchy-Schwarz inequality, the trace inequality (3.5), and the estimate (5.1) to obtain
(5.6) Combining (5.4) with (5.5) and (5.6) gives rise to
2 ), which leads to
Next, from (4.4) we have
Using the generalized inf-sup condition in Lemma 3.5, there exists a w ∈ V h 0,Γ c n such that
Thus, with this particular w, we have from (5.8) and (5.9) the following estimate:
Now from (5.5) we have
and from the Cauchy-Schwarz inequality,
Substituting the above two inequalities into (5.10) yields
Thus, it follows from the estimate (5.7) that
Recall that, from (3.15), this particular w satisfies (5.12) s(w, w)
Substituting the above into (5.11) gives
which leads to the following
As to the estimate of |||ǫ h ||| h,Γ c n , we have from (4.3) that
From Lemma 3.4, there exists a particular
Combining (5.14) with (5.15) gives
From (5.6) we have
Combining the above two inequalities with (5.7) and (5.16) yields
Notice that from (3.12), the following estimate holds true for this particular v:
Thus, substituting (5.18) into (5.17) gives
Finally, the theorem is proved by combining (5.13) with (5.19).
6. Error Estimate in a Weak L 2 Topology. This section is devoted to the establishment of an error estimate for the weak Galerkin finite element solution u h in a weak L 2 topology. To this end, consider the auxiliary problem which seeks an unknown function Φ satisfying (6.1)
Denote by X γ the set of all functions η ∈ L 2 (Ω) so that the problem (6.1) has a solution with the H 1+γ -regularity in the sense that
where γ ∈ (
be the solution of the primal-dual weak Galerkin equations (2.3)-(2.4). Assume that the exact solution is sufficiently regular such that u ∈ H k+1 (Ω). Then, there exists a constant C such that
Proof. By testing (6.1) with e 0 on each element T ∈ T h , we obtain from the usual integration by parts that (η, e 0 ) =
where we have used the homogeneous boundary condition in (6.1) and the fact that e b = 0 on Γ d on the third line.
It follows from (2.5) and (2.2) with ψ = Q h a∇Φ that
from which, (6.4) can be rewritten as follows
Let us deal with the first term on the last line of (6.5). Note that Q b Φ = 0 on Γ c n due to the Dirichlet boundary condition in (6.1). By setting w := Q h Φ = {Q 0 Φ, Q b Φ} in the error equation (4.4), and then using the triangle inequality, the Cauchy-Schwarz inequality, the trace inequality (3.5), (5.1), (5.2), (6.2) and (5.3), we obtain
For the second term on the second line of (6.5), it follows from the Cauchy-Schwarz inequality, the trace inequality (3.5), (5.2), (6.2) and (5.3) that
Finally, substituting (6.6) -(6.7) into (6.5) yields
which completes the proof of the theorem.
7. Numerical Experiments. In this section, we shall report some numerical results to demonstrate the computational performance of the primal-dual weak Galerkin scheme (2.3)-(2.4) for the elliptic Cauchy problem (1.1). The goal is to numerically verify the convergence and stability theory established in the previous sections.
For simplicity, the numerical tests are conducted for the second order elliptic equation with diffusion coeffcient a = 1 on the unit square domain Ω = (0, 1) 2 with uniform triangular partitions. The uniform triangular partitions are obtained by first partitioning the unit square domain Ω into n × n uniform sub-squares and then dividing each square element into two triangles by a diagonal line with a negative slope. The numerical tests are implemented for the lowest order element (i.e., k = 1). The local weak finite element spaces for both the primal variable u h and the Lagrange multiplier (dual variable) λ h are thus given by
The action of the discrete weak gradient operator on any
Since the test function w is a constant-valued vector on each element T ∈ T h , the above equation can be simplified as
In the numerical tests, the load function f = f (x, y) and the Cauchy boundary data in the model problem (1.1) are computed by using the given exact solution u = u(x, y). The numerical results are demonstrated for the error function e 0 = u 0 − Q 0 u measured in the following L 2 norm
For the error function e h = u h − Q h u, we use the following scaled residual norm to measure its magnitude:
Tables 7.1 -7.2 demonstrate the correctness and reliability of the code using the computational results for the elliptic Cauchy problem with the exact solution u = 1 + x + y. Note that the numerical solutions are coincide with the exact solution for this test case. Table 7 .1 shows the numerical results for the case when both the Dirichlet and Neumann boundary conditions are set on the horizontal boundary segment (0, 1) × 0. Table 7 .2 illustrates the performance of the numerical scheme when the vertical boundary segment 0 × (0, 1) is used to set the Cauchy boundary data. It can be seen from Tables 7.1 -7.2 that the errors are in machine accuracy, especially for relatively coarse grids. The numerical results are perfectly consistent with the mathematical theory. Tables 7.1 -7.2 inform us on the correctness of the code for the PD-WG algorithm (2.3)-(2.4). However, it should be pointed out that the error seems to deteriorate when the mesh becomes finer and finer. We conjecture that this deterioration might be caused by two factors: (i) the ill-posedness of the elliptic Cauchy problem, and (ii) the poor conditioning of the discrete linear system. 3.95E-13 1.53E-13 9.86E-14 16 2.10E-12 7.69E-13 2.62E-13 32 2.44E-11 7.97E-12 1.52E-12 Table 7 .2 Numerical error and order of convergence for the exact solution u = 1 + x + y with Dirichlet and Neumann data set on 0 × (0, 1). Tables 7.3 -7.5 demonstrate the numerical results for the exact solutions given by u = cos(x) cos(y), u = 30xy(1 − x)(1 − y) and u = sin(πx) cos(πy), respectively. The convergence rate in the usual L 2 norm for the approximation of ∇u 0 arrives at the order of O(h). For the approximation of u 0 , the convergence rate in the usual L 2 norm arrives at the order of O(h 2 ). The convergence rate for e h in the residual norm arrives at the order of O(h). The numerical results are in great consistency with the theory established in the previous sections. Table 7 . Tables 7.6 -7.8 demonstrate the performance of the PD-WG algorithm when the boundary conditions are set as follows: (i) Dirichlet on two boundary segments (0, 1)× 0 and 0 × (0, 1), and (ii) Neumann on the other two boundary segments 1 × (0, 1) and (0, 1) × 1. Note that this is a standard mixed boundary value problem with no Cauchy data given on the boundary. The purpose of the tests is to show the efficiency of the PD-WG algorithm (2.3)-(2.4) for the classical well-posed problems of elliptic type. Tables 7.6 -7.8 show the numerical results for the exact solutions given by u = cos(x) cos(y), u = sin(x) sin(y), and u = 30xy(1 − x)(1 − y), respectively. The convergence rate in the usual L 2 norm for the approximation of ∇u 0 arrives at the order of O(h). The convergence rate for the approximation of u 0 in the usual L 2 norm arrives at the order of O(h 2 ). The convergence rate for e h in the scaled residual norm arrives at the order of O(h). All the numerical results are in consistency with the theory established in the paper. Table 7 .7 Numerical error and order of convergence for the exact solution u = sin(x) sin(y) with Dirichlet data on (0, 1) × 0 and 0 × (0, 1), and Neumann data on 1 × (0, 1) and (0, 1) × 1. Table 7 .8 Numerical error and order of convergence for the exact solution u = 30xy(1 − x)(1 − y) with Dirichlet data on (0, 1) × 0 and 0 × (0, 1), and Neumann data on 1 × (0, 1) and (0, 1) × 1. Tables 7.9 -7.10 demonstrate the performance of the PD-WG algorithm (2.3)-(2.4) for the elliptic Cauchy problem where the Cauchy boundary conditions are given at two horizontal boundary segments (0, 1) × 0 and (0, 1) × 1. Tables 7.9-7.10 show the numerical results when the exact solutions are given by u = cos(x) cos(y) and u = 30xy(1 − x)(1 − y), respectively. The convergence rate for the approximation of u 0 in the usual L 2 norm seems to arrive at the order of O(h 1.9 ) which is a little bit lower than the optimal order O(h 2 ). For the exact solution u = 30xy(1 − x)(1 − y), the convergence rate in the usual L 2 norm for the approximation of ∇u 0 seems to arrive at the order of O(h 1.2 ) which is better than the expected order of O(h). The convergence rates for the rest of the numerical results are consistent with what the theory has predicted. Readers are invited to draw their own conclusions for the numerical performance of this set of the numerical results. 4) where both the Dirichlet and Neumann boundary conditions are set on two vertical boundary segments 0 × (0, 1) and 1 × (0, 1) for the exact solutions u = xy and u = cos(x) sin(y), respectively. For the exact solution u = xy, the convergence rate of e 0 in the usual L 2 norm seems to arrive at the order of O(h 2.5 ) and the convergence rate of e h in the residual norm seems to arrive at the order of O(h 2 ), which are much better than the optimal order of O(h 2 ) and O(h). For the exact solution u = cos(x) sin(y), the convergence rate of ∇e 0 in the L 2 norm seems to arrive at the order of O(h 1.2 ) which is a little bit higher than the expected order of O(h); and the convergence rate of e 0 in the L 2 norm seems to arrive at the order of O(h 1.9 ) which is a little bit lower than the optimal order of O(h 2 ). The convergence rates for the rest of the numerical results are in good consistency with the established theory. The interested readers are invited to draw their conclusions for the numerical performance. Table 7 .12 Numerical error and order of convergence for the exact solution u = cos(x) sin(y) with Dirichlet and Neumann data on 0 × (0, 1) and 1 × (0, 1). Table 7 .13 demonstrates the performance of the PD-WG algorithm (2.3)-(2.4) for the exact solution u = cos(x) cos(y) when the boundary conditions are set as follows: (i) both Dirichlet and Neumann data on the boundary segment (0, 1)×0; (ii) Dirichlet only on the boundary segment (0, 1) × 1. The convergence rates in the usual L 2 norm for ∇e 0 and e 0 arrive at the order of O(h) and O(h 2 ), respectively. The convergence rate for e h in the scaled residual norm arrives at the order of O(h). The numerical results are in perfect consistency with the theory established in the previous sections. Table 7 .13 Numerical error and order of convergence for the exact solution u = cos(x) cos(y) with Dirichlet and Neumann data on (0, 1) × 0, and Dirichlet only on (0, 1) × 1. Table 7 .14 demonstrates the performance of the PD-WG algorithm (2.3)-(2.4) when the Dirichlet and Neumann boundary conditions are set on the boundary segment (0, 1) × 0. These numerical results illustrate that the convergence rate for the solution of the primal-dual weak Galerkin algorithm in the residual norm is at the rate of O(h), which is in great consistency with the theory established in this paper. Table 7 .14 Numerical error and order of convergence for the exact solutions u 1 = sin(x) sin(y), u 2 = cos(x) cos(y) and u 3 = cos(x) sin(y) with Dirichlet and Neumann data on (0, 1) × 0. 8. Concluding Remarks. In conclusion, the numerical approximations arising from the primal-dual weak Galerkin finite element scheme (2.3)-(2.4) are convergent to the exact solution at rates that are consistent with the theoretical predictions in the scaled residual norm. In some of the numerical test cases, their convergence rates in the usual L 2 and H 1 norms seem to be slightly lower than the optimal order. Note that the estimate in Theorem 6.1 was established in a weak L 2 topology which may not provide the usual L 2 error estimate due to the solvability of the auxiliary problem (6.1) for arbitrary input function η. We suspect that the loss on the rate of convergence in L 2 and H 1 norms might be caused by the ill-posedness of the elliptic Cauchy problem or the poor conditioning of the discrete linear system resulted from the scheme (2.3)-(2.4). Nevertheless, the PD-WG finite element method (2.3)-(2.4) does provides one and only one numerical solution even if the original elliptic Cauchy problem is not wellposed or does not have any solutions. This numerical approximation is theoretically convergent to the exact solution in a mesh-dependent scaled residual norm. Overall, we are confident that the primal-dual weak Galerkin finite element method is a reliable and robust numerical method for the ill-posed elliptic Cauchy problem.
