Abstract. In this paper, we show how augmented Lagrangian alternating direction method (ADM) can be used to solve both the classical and ptychographic phase retrieval problems. We point out the connection between ADM and projection algorithms such as the hybrid input-output (HIO) algorithm, and compare its performance against standard algorithms for phase retrieval on a number of test images. Our computational experiments show that ADM appears to be less sensitive to the choice of relaxation parameters, and it usually outperforms the existing techniques for both the classical and ptychographic phase retrieval problems.
Introduction
Phase retrieval is a challenging inverse problem that arises from a number of scientific applications such as X-ray diffractive imaging, astronomical imaging and optics. In a classical phase retrieval problem, one tries to recover a signal (or image) from measurements that contain only the magnitude (modulus) of its Fourier transform. Since phase information is missing, the inverse problem is ill-posed in general. However, if the Fourier magnitude measurements are sufficiently oversampled, it has been shown [1] that phase information can in principle be recovered from a system of quadratic equations.
The oversampling of the Fourier magnitude measurements in the reciprocal space implies that the signal to be recovered has a compact nonzero support in real space. This support constraint can be combined with the Fourier magnitude constraint to devise a practical algorithm for solving the phase retrieval problem. The simplest version of this type of algorithm is the error reduction (ER) or alternating projection algorithm developed by Gerchberg and Saxton [2] . This approach has been extended in a number of ways. The most notable of these extensions is the hybrid inputoutput (HIO) algorithm developed by Fienup [3] . The algorithm is still widely used in practice. Bauschke, Combettes and Luke established the connections between the ER and HIO algorithms and classical convex optimization methods in [4] . Based on this connection, they proposed the hybrid projection-refection (HPR) method in [5] . Luke further developed in [6] the relaxed averaged alternating reflection (RAAR) method which can often be more efficient and reliable than the HIO and HPR methods. Other approaches include the difference map algorithm developed by Elser [7] and the so called "saddle-point" optimization algorithms developed by Machesini [8] .
In this paper, we show that one can solve the phase retrieval problem by using an alternating direction method (ADM) designed to work with a special augmented Lagrangian function. This function is minimized by applying a block coordinate descent scheme (or alternating search directions) to construct a feasible solution to the phase retrieval problem. Although this type of technique has been widely used in convex optimization [9, 10, 11, 12, 13, 14] , it appears that its use for solving the phase retrieval problem is new.
We discuss the connection between ADM and the existing projection algorithms for solving the phase retrieval problem and point out their differences. Because the phase retrieval problem is a nonconvex feasibility problem, there is no theoretical guarantee that ADM will converge to the correct solution. However, our numerical experiments indicate that it often performs better than the existing algorithms. In particular, the convergence behavior of ADM is less sensitive to a relaxation parameter which is required in both ADM and other projection algorithms currently used in practice. We provide some preliminary analysis of the convergence behavior ADM. In addition to applying ADM to classical phase retrieval problems, we also show that ADM can be used to solve a different type of phase retrieval problem called ptychography which is an emerging imaging technique in coherent X-ray diffractive imaging.
Recently, some effort has been made to overcome the nonconvex nature of the phase retrieval problem through a "lifting" (or relaxation) technique that turns the problem into an semidefinite programming (SDP) problem [15, 16] . However, this technique requires a nontrival change in the measurement data from an experimental point of view. Thus we will not discuss this approach in this paper. This paper is organized as follows. We review the existing approaches for solving the phase retrieval problem in section 2. We derive the major steps of ADM from an alternative formulation of the phase retrieval problem, and discuss the connection between ADM and existing algorithms for classical phase retrieval as well as variations of the ADM in section 3. We introduce the ptychographic phase retrieval problem and describe how ADM can be used to solve this type of problem in section 4. In section 5, we compare ADM with other existing algorithms on a few numerical examples to illustrate its performance.
We use standard linear algebra notation whenever possible to describe quantities required in the algorithms to be discussed in this paper. Given a vector x ∈ C n , the l-th component of x is denoted by x (l) . We use |x| to represent a vector whose l-th component is the magnitude (or absolute value) of x (l) . To simplify notation we use a/b to denote an element-wise division between two vectors a and b. Similarly, we use a · b to denote an element-wise multiplication of a and b.
Projection Algorithms and Constrained Minimization
The classical phase retrieval problem is often formulated as that of finding a point in the intersection of a convex and nonconvex sets. We represent the unknown signal of interest by x(r), and assume that x(r) has nonzero support on some bounded set D.
The set of signals that have nonzero support in D is defined as S, i.e., S := {x(r) | x(r) = 0 for r / ∈ D}.
We define M to be the set of signals whose Fourier magnitudes match the measurement m, i.e.,
wherex(ω) = F(x(r)), F and F * denote the Fourier and inverse Fourier transform, respectively. Associated with these two sets are two projection operators P S and P M defined by
and
respectively. Note that M is nonconvex, the projector, P M (x), can be multi-valued and (3) is a particular selection. Using these notation, we can state the phase retrieval problem as a feasibility problem, i.e.,
Problem (4) is often solved by a class of algorithms known as the projection algorithms or iterative transform methods. The simplest one generates a sequence of approximations {x k } by projecting the previous approximation to S and M in an alternating fashion, i.e.,
This algorithm is often referred to as the alternating projection or the error reduction (ER) algorithm. Since the ER algorithm is typically very slow and prone to stagnation, Fienup suggested two improvements: the basic input-output (BIO) and hybrid inputoutput (HIO) algorithms. Both algorithms can be described in terms of the projection operators P S and P M as shown in Table 1 . When β = 1, the HIO algorithm corresponds to the classical Douglas-Rachford algorithm applied to the sets S and M [4] .
Algorithm Formula In practice, the signal x(r) may be nonnegative. As a result, we can modify (1) to define
whose projection operator is denoted by P S+ . Replacing P S in the HIO method with P S+ yields the hybrid projection reflection (HPR) algorithm [5] . Other extensions of the HIO algorithm include the relaxed averaged alternating reflection method (RAAR) by Luke [6] , and the difference map (DF) algorithm by Elser [7] . These algorithms are summarized in Table 1 . The classical phase retrieval problem can also be formulated as a constrained minimization problem: min ǫ(x) := b − |Fx| 2 , subject to:
It is not difficult to show that the gradient of objective function ǫ(x) in (7) is
Using this expression, one can solve (7) by using a projected gradient algorithm described by the following updating formula
where β is a step length along the projected steepest descent direction −P S (P M −I)x k . It is easy to see that setting β to 1/2 yields exactly the alternating projection or ER algorithm. It is pointed out in [17] that faster convergence may be achieved by performing an appropriate line search at each ER iteration. One may also use a projected nonlinear conjugate gradient to improve the convergence rate. However, because applying P S forces the approximation to have the correct nonzero support, the new iterate does not necessarily lead to a significant reduction in the objective function (7) . A more appropriate optimization scheme should treat the reduction of the objective function (7) and constraint satisfaction P S x = x on an equal footing. This issue was examined in [17] where multi-objective minimization algorithms were presented to minimize (7) and P S x − x simultaneously.
The ADM
An alternative way to treat the magnitude and support constraints equally is to introduce a new variable y ∈ Y and reformulate (4) as find x and y, such that x = y, x ∈ X and y ∈ Y.
Here, X is either S or S + , and Y is M. The augmented Lagrangian function for (9) is defined as
where λ ∈ R n is the Lagrangian multiplier associated with the equality constraint x = y. Note that (10) does not contain an explicit term for an objective function since (9) is a feasibility problem. Furthermore, the coefficient of the quadratic penalty term x − y 2 is a constant 1/2. Using the augmented Lagrangian function (10), we can devise an alternating direction method (ADM) that minimizes (10) with respect to x and y in an alternating fashion. To be specific, given some initial guess y 0 ∈ Y and λ 0 := 0, the simplest ADM method solves the following two subproblems sequentially in each iteration:
and updates the Lagrange multiplier λ by
where β > 0 is an appropriately chosen step length. It follows from the properties of the projection operators P X and P Y that the closed-form solutions of (11) and (12) can be expressed as
As a result, the algorithm described by (11)- (13) can be implemented efficiently. When Y is the Fourier magnitude constraint M, the most expensive operations in each iteration are two discrete Fourier transforms required for evaluating P M (x k+1 + λ k ). If X is chosen such that P X (x + y) = P X (x) + P X (y) holds for any x and y, then it is not difficult to show that
Note that this updating formula matches with the HIO and HPR updating formulae given in Table 1 except that the update is performed collectively on the sum of x and λ. The collective update reflects the balance between keeping x ∈ X , y ∈ Y and minimizing the difference between x and y in the ADM. The linearity property P X (x + y) = P X (x) + P X (y) may not hold in general. For example, we cannot expect it to hold when X is chosen to be the nonnegative support constraint S + defined in (6) . In this case, the ADM defined by (11)- (13) is equivalent to the HIO or HPR algorithm only when β = 1. We now state this observation explicitly in the following proposition.
Proposition 3.1. The simplest ADM defined by (11)- (13) is equivalent to the HIO and HPR methods when X is taken as S and S + respectively, Y is set to M and β is chosen to be 1.
We should point out that the observation stated in the above proposition is not entirely new. The connection between the HIO and the Douglas-Rachford algorithms for β = 1 was established in [4] , and the equivalence between ADM and the DouglasRachford algorithm is well-known in the convex optimization community.
The ER and BIO methods can also be derived from a variant of the ADM (11)- (13) if we allow the Lagrange multiplier to be updated more frequently. Note that in (11)- (13), λ is changed only at the end of each cycle. An alternative strategy is to approximate the Lagrange multiplier whenever x or y is modified. To describe this modified procedure, we split the Lagrange multipler into two variables λ and π. They are both updated in the following four-step ADM procedure:
where β and ν are appropriately chosen step lengths. It is easy to verify that the above scheme is equivalent to the Dykstra's algorithm [4] . When β = ν = 1, {π k } and {λ k } can be shown to lie entirely in X ⊥ and Y ⊥ respectively. In this case, (17)- (20) is also equivalent to the error reduction algorithm:
Furthermore, when viewed as a collective update of the sum of x and λ, (17)- (20) becomes
which corresponds to the BIO method. Because π and λ correspond to the same Lagrange multiplier, their roles can be interchanged in (18) and (20) . Such an interchange yields a Gauss-Seidel-like updating scheme defined by
where β, ν > 0. It appears that the sequences generated by (21)- (24) are different from those give in Table 1 .
The convergence of the ADM and its variants for convex problems has been studied extensively. See [9, 10, 11, 18, 19, 20] , and the reference therein. We state a well known result below for completeness. Theorem 3.2. Suppose that X and Y are closed convex sets. Let x * = y * be an optimal solution of (9) . Then the sequence {(x k , y k , λ k )} generated by (11)- (13) with
2 ) converges to an optimal solution of (9). More recently, He and Yuan proved in [21] that the accuracy of the ADM and its linearized variant (known as the split inexact Uzawa method in image processing literature) can be O(1/k) after k iterations. However, if Y is nonconvex, the theoretical results in Theorem 3.2 does not hold in general. On the other hand, empirical evidence suggests that the scheme based on (11)-(13) seems to converge from any starting point. Even though we cannot provide a complete proof, the following theorem shows that (11)-(13) can be used to find an optimal solution of (9) under some mild conditions. Although far from satisfactory, this result nevertheless provides some assurance on the reliability of the algorithm. Theorem 3.3. Suppose that X is a closed set and Y is a closed and bounded set. Let {(x k , y k , λ k )} be a sequence generated by scheme (11)-(13) with β > 0. Assume that lim k→∞ λ k+1 − λ k = 0. Then there exist a subsequence of {(x k , y k )} whose accumulation point is an optimal solution of (9).
Proof. Since lim k→∞ λ k+1 − λ k = 0 and β > 0, we obtain from (13) that
Since Y is a closed and bounded set, the sequence {y k } generated by (12) is bounded, which implies that there exist a subsequence {y kj } such that y kj converges toȳ ∈ Y. It follows from (25) , the boundedness of {y kj } and the inequality
that the subsequence {x kj } is also bounded. Hence, there exists a subsequence {(xk j , yk j )} such that xk j and yk j converge tox ∈ X andȳ, respectively, and
This completes the proof.
Ptychographic Phase Retrieval
Ptychography [22, 23, 24] is an emerging diffractive imaging technique that can be used to reconstruct an object from a set of diffraction patterns produced by a moving probe. The probe illuminates a portion of the object at a time. It has been demonstrated that when there is sufficient overlap among different areas of illumination, one can reconstruct the object by using standard phase retrieval algorithms or unconstrained optimization algorithms [25, 24] . Let us denote the object to be reconstructed by ψ ∈ C n , and the ith illuminated portion of the object by 1, 2, . .., k, it is important to note that x i 's are not completely independent due to the overlap of the illuminated areas. Hence the support constraint used for ptychographic phase retrieval needs to take into account all images.
Using the notation
* , and F ≡ Diag(F, F, . . . , F), we can define the projection operators associated with the ptychographic support and Fourier magnitude constraints as
respectively. Consequently, we can apply one of the projection algorithms listed in Table 1 as well as the ADM to obtain approximations to x. Once a good approximation to is available, we can recover ψ by solving the linear least squares problem
which yields ψ = (Q * Q) −1 Q * x. However, since our ultimate objective is to reconstruct ψ, it may be more effective to solve the problem
directly. This approach was taken in [25] and further discussed in [24] . It was shown in [24] that applying standard unconstrained optimization algorithms such as the nonlinear conjugate gradient algorithm and Newton-trust region algorithm can be more efficient than projection algorithms.
Here we show that ADM can be used to solve (26). We introduce a set of intermediate variables z i ∈ C m , i = 1, . . . , k, and solve
which is equivalent to (26). The augmented Lagrangian function of (27) is defined as
where α > 0 is a penalty parameter and y i ∈ R m is the Lagrange multiplier corresponding to the constraint FQ i ψ = z i . Since minimizing L(z i , ψ, y i ) with respect to all z i and ψ jointly can be difficult, we minimize it with respect to z i and ψ in an alternating fashion. To be specific, the variables z i , ψ and y are updated according to the following recipe:
where γ > 0 is an appropriately chosen step-length (or relaxation parameter when γ > 1). The closed-form solutions of the subproblems (29) and (30) are given in the following lemma. For simplicity, we now temporarily omit the superscripts in z (29) is
where
2) The optimal solution of the subproblem (30) is
Proof. The first-order optimality conditions associated with the subproblems (29) are:
where the l-th component of (∂|z
Since b i ≥ 0, the solution z + i of (29), which must satisfy (34), can be characterized as follows:
(i) If (s i ) (l) = 0 and (b i ) (l) > 0, (34) admits three solutions: (z
By simply comparing the objective function values, we conclude that the optimal solution of (29) is (32).
Similarly, the first-order optimality conditions associated with the subproblem (30) can be written as
Sovling for ψ + yields (33).
When there is a sufficient amount of overlap among different areas of illumination, both projection algorithms and unconstrained minimization algorithms have been observed to converge faster and more reliably to the solution to the ptychographic phase retrieval problem. Such convergence behavior is also observed for ADM. However, the ptychographic phase retrieval problem is still non-convex due to the presence of the Fourier-magnitude constraint. Hence, the convergence of ADM is not guaranteed, at least not in theory, to the best of our knowledge. On the other hand, our numerical results suggest that the scheme based on (29)-(31) seems to converge from any starting point. Similar to the proof of Theorem 3.3, we establish that any limit point of the iteration sequence generated by (29)- (31) is a Karush-Kuhn-Tucker (KKT) point under some conditions. 
It follows from the boundedness of {ψ j } and (37) that {z
Otherwise, using (32), we have
which implies that (y j i ) l is again bounded. Consequently, by the boundedness of {X j }, there exists a subsequence {X kj }, such that {X kj } converges toX ≡ (z i ,ψ,ȳ i ). Hence, we obtain from (37) that
Using (36) and (38), we have
We next prove
Suppose that (z i ) l = 0 for l ∈ {1, ..., m}. There exists a neighborhood, B((
, of (z i ) l , such that all the points in B((z i ) l , δ) are nonzero. Then it follows from (34) and (38) that (40) holds. On the other hand, for any l ∈ {1, ..., m} such that (z i ) l = 0, it is clear that any (z kj i ) l ∈ B((z i ) l , δ) \ {(z i ) l } is nonzero, and we have
Hence, there exists e ∈ C and |e| = 1 satisfying −e(b i ) l − (ȳ i ) l = 0. This together with (35) gives (40). Combining (38)- (40), we verify that (z i ,ψ,ȳ i ) satisfy the KKT conditions of (27).
Numerical Results
In this section, we demonstrate the effectiveness of the ADM on a number of test images. All experiments are performed using MATLAB (Release 7.9.0) on a Lenovo T410s with an Intel Core i5 Processor with 4GB of RAM.
Classical Phase Retrieval
The images used for testing the ADM for the classical phase retrieval problem are the "Satellite" and "Lena" images shown in Figure 1 (a) and (b). The "Satellite" image contains 256 × 256 pixels. The "Lena" image contains 128 × 128 pixels. They are padded with zeros so that their discrete Fourier transforms (hence the diffraction patterns) are oversampled by a factor of two. We use a nonnegative support constraint S + in our test. For example, the nonnegative support region for the "Lena" image is simply the 128 × 128 window in the center of the 256 × 256 padded image. We add random noise u with a Gaussian distribution to the oversampled true diffraction pattern of both images to generate the measurement data m. The noise term u is scaled so that the signal-to-noise ratio (SNR) defined by SNR = 10 log 10 m u is 34dB. The starting guess of the image to be reconstructed is a binary image shown in Figure 1 (c) , which has 1 inside the support constraint and zero elsewhere. We compare ADM (11)- (13) with the HPR and RAAR projection algorithms in terms the quality of the reconstruction and the convergence behavior. We tried several choices of the β parameter used in all algorithms. We do not report the performance of the variant of ADM defined by (21)- (24) here since it is not as robust as ADM (11)- (13) in general. However, it can perform much better than the simplest version of ADM in some cases.
In Figure 2 , we show the reconstructed "Satellite" images produced by running 200 iterations of ADM, HPR and RAAR. The β values were fixed to 0.8 and 0.95 respectively in these runs. It is easy to see that ADM produced high quality reconstructions regardless the choice of the β value, whereas the reconstructions produced by HPR and RAAR depend strongly on the choice of β. The RAAR reconstruction is only visibly good when β is set to 0.95. Similar observations can be made for the reconstrution of the "Lena" image in Figure 3 . In this case, the HPR algorithm appears to produce better reconstructions than RAAR. The reconstructed images produced by HPR are still not as sharp as those produced by ADM.
The quality of HPR and RAAR reconstructions can be improved if the parameter β is updated dynamically by using the following heuristic strategy proposed in [6] :
where β 0 is the initial choice of the β value. We compare an ADM run with a fixed β with HPR and RAAR runs in which β is updated dynamically according to (42). The reconstructed images are depicted in Figures 5 and 6 . We can clearly see from Figure 5 that ADM was able to recover the "Satellite" image much quicker than both HPR and RAAR. The basic shape of the "Satellite" can already been seen at the end of the 10th ADM iteration, whereas no visible feature of the "Satellite" can be seen from the HPR or RAAR reconstruction at the end of 20th iteration. Similar behavior can be observed at the 20th and 40th iterations on the "Lena" reconstructions in Figure 6 . The quality of the ADM reconstruction at the end of 200 iterations is visibly better than those produced by HPR and RAAA.
To take a closer look at the convergence behavior of ADM and compare it to projection algorithms, we plot the residual error defined by
against the iteration number k for k = 1, 2, ..., 200 in Figure 4 . We observe that the residual error decreases rapidly in the early ADM iterations after an initial increase, whereas in both HPR and RAAR the residual error increases in early iterations before it finally goes down. We can observe similar performance of ADM on other types supports used in [6] . Since no expensive operations other than projections were used in all algorithms, the CPU time consumed by them was almost the same if the same number of iterations was executed. 
Ptychographic Phase retrieval
We now show that ADM is equally effective in solving ptychographic phase retrieval problems. The test image as well as other experimental setup used in this example is the same as that used in [24] . The image to be reconstructed is the 256 × 256 gold ball image shown in Figure 8 . We chose the 64 × 64 illuminating probe shown in Figure 8 to be the amplitude of the Fourier transform of an annular ring with inner radius of r 1 = 5.4 and outer radius of r 2 = 19.4. The probe is translated by 16 pixels in either horizontal or vertical direction. If the lower right corner of the probe goes outside of the image, we simply "wrap the probe around" the image as if the image is periodically extended. We compare the performance of ADM with the ER, HIO, steepest descent (SD), nonlinear conjugate gradient (CG) and Netwon's (NT) methods. In our implementation of the ADM for ptychographical phase retrieval (29)-(31), we set α to 0.1 and adjust the parameter γ by
Here 0 < γ <γ, γ 0 > 0, 0 < ρ 1 < 1 and τ > 1. In our computational tests, we set these parameters to γ 0 = 1, γ = 1,γ = 2, τ = 1.5 and ρ 0 = 0.5. The efficiency of the ADM on the classical phase retrieval can also be improved by using the above strategy for updating γ j . We monitor the convergence of all algorithms by plotting the relative residual norm defined by
at each step j. We also plot the relative error defined by
where c is constant phase factor chosen to minimize cψ j − ψ . These plots are shown in Figure 10 . We can clearly see from this figure that ADM performs better than other methods. Although both ADM and CG reach the same level of accuracy after 100 iteration, the ADM relative residual norm and error decrease more rapidly than those associated with CG in earlier iterations. Figure 9 shows the image reconstructed by ADM is nearly indistiguishable from the true image shown in Figure 8 and the magnitude of the error is indeed small.
Conclusion
We showed how the ADM can be used to solve two types of phase retrieval problems. The classical phase retrieval problem is formulated as a feasibility problem whereas the ptychographical phase retrieval problem is formulated as a constrained minimization problem. We presented the augmented Langrangian functions associated with both problems and described the ADM for for each problem. The connection between ADM and projection algorithms were drawn. We presented a few numerial examples that show ADM performs better than HPR and RAAR for classical phase retrieval. In particular, its performance is not as sensitive to the choice of the relaxation parameter β as HPR or RAAR. We also showed that ADM is competitive with nonlinear conjugate gradient for ptychographical phase retrieval.
