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Abstract 
Elbert, A.. Asymptotic behaviour of the analytic solution of the differential equation y '(t )+ y(qt) = 0 as 
4 --, I -, Journal of c’omputational and Applied Mathematics 41 (1992) 5-22. 
The differential eiuation in the title has (essentially) one analytic solution yit, q). Continuing the investiga- 
tions of Feldst&-r and Kolb on the zeros ti(q) of the solution, first we establish the relation ti(q) = iqvi+ ‘[ 1 + 
@(l/i’)] as i+m, q fixed, then we determine the asymptotic distribution of the zeros and the limit 
I v(T./E, q) I.-’ as E + +0, where e = 1 - q and T fixed. 
Keyword,r: IXay differential equations; singular intcgrsl equations; asymptotic behaviour. 
0. Iutroihwtion 
In f5] Feldstein and Kolb have investigated among others the analytic solution y = y(t, 4) of 
the delay differeAa1 equation 
y’(t) +v(qt) 
The solution 7 has the 
Y =Y(tv 4) = 
=O, O<q<i. 
series expansion 
i (_ 1)“4’“%v2~. 
n=O . 
(0 1) . 
(0 2) . 
Clearly, a function cy(t, q), where c is constant, is again a solution of (O.l), but this will be no 
matter in our investigations. In [S] the authors have shown by using complex analysis that y 
oscillates unboundedly on the real interval (0, 4. Let the positive zeros of y( t, q) be denoted 
by ti = tit q), i = 1, 2, . . . , in increasing order: 
O<t, <t,< --, ti+mz asi+m; (0 3) . 
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then we have 
(-l)‘y(t) >O, on (ti, ti+r), i=O, 1,2 ,..., 
(- l)‘y’(ti) < 0, for i = 1, 2,.. 
(=, . 4) 
., 
where we used the notation t, = --oo which is no zero of y at all (see 15, Lemma 11). The first 
zero t, satisfies the following relation: 
1 1 
-<r,<-, c=l-q. 
ec E (0 5) 
. 
Here, the upper bound is given in [5], the lower bound is a consequence, of a comparison 
theorem (see [9, Theorem 391). A direct proof of (0.5) can also be found in [ 111. The sharpness 
of the upper bound follows from the limit case 4 = 0 when by (0.2), y(t, 0) = 1 - t. Also, the 
lower bound cannot be sharpened as we shall see in Corollary 9. 
Concerning the zeros ti(q), we find in [S] the following conjectures based on computer 
results: 
(C, 1 the quotient Ii+ l/ti decreases as i increases, 
(C,) #le ;+yi = J, 
i i- I 4 
(C,) lh titl = _! 
i-x ti 4‘ 
The last two conjectures will be a consequence of our asymptotic result 
1 
ti(q)=iq-‘+l 1 +R 7 
[ 01 , 
while the conjecture (C,) is still open. However, the relation (0.6) supports the conjecture K,) 
for sufficiently large i’s. 
Our method in this paper (similarly to [S]) uses some tools from the theory of complex 
analysis (for details we refer to [lo]). It is obvious that y(t, q) given bv (0.2) has an analytic 
extension y(z, q) to the whole complex plane C, it is an entire function and more precisely, 
y(z, 41 is of zero order since 
lim inf log(i!q’+‘+‘M2) 
i-bX i log i 
= 00, for any 4 E (0,l) fixed. 
Using the theorem of residues we shall prove that y( z, q) has only positive zeros given in (0.3). 
Then ty virtue of Hadamard’s factorization theorem we can rewrite y(z, q) as 
y(z, q) = fi 1 - -?-- 
( 1 ti(q) ’
z E c, 4 E (0, q, 
i=l 
and this product form serves us to find the asymptotic form as q + 1 - 0. 
From (0.2) we have 
(O-7) 
lim y(t, q) = e-‘, 
q-1-o 
and this limit has no zeros in 
the function 
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contrast to (0.7). Our main result concerns with the asymptotic of 
for T fixed. (0 8) . 
It is interesting to observe that if we replace y(t, q) by e-’ in (0.81, the limit procedure leaves 
e -’ invariant. The corresponding resultc on (0.8) are formulated among others in Section 1, and 
the proofs are given in Section 2. 
1. Preliminaries and results 
To obtain (0.7) we have to investigate the zeros of y(t, q) first. The main result on the zeros 
is the following. 
Theorem 1. The function y(z, q) has only simple real (positive) zeros. 
The proof of this theorem is reduced to the ones of the following lemmas. 
Lemma 2. For sufficiently small q’s th a: relation 
(- l)‘y(in-‘, q) ) 0, i =- 0, 1,2,. . . , 
holds. 
Lemma 3. For fired q the finction y(z, q) has exactly i 
i >, i(q), where i(q) is suficiently large, and exactly one real 
(i - l)q-i+3,‘2 < 1 z 1 < iq-i+1/2 such that 
lim i[ q’-‘Zi(q) - i] is bounded. 
i+ao 
Remark 4. Eater we shall see that ;i< 9) = ti(q). 
zeros on 12 1 < iq++ li2, provided 
C consequently positive) zero pi in 
For the proof of Lemma 3 we recall the theta function (see [l]) 
6(x, 2) = 2 (- l)kXk2z2k, 
k= --oo 
together with two Jacobian identities [l, Chapter 171 
49(X, z) = fi (1 -x2*)(1 -x2* 122)(1 -X2m-1z-2), 
m=l 
(1 I) . 
i ( _qkkyk’+k = ff (1 -+y3. 
k= -co m=l 
(12) . 
We mention here that the theta functions and the Jacobian identities turned out to be very 
useful tools in a similar context in [3,6], too. 
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We need some results for the differential equation 
y’(t) +y(t - 7) = 0, (1 3) . 
where T is constant and T > l/e. This equation has a solution of the form y(t) = e-*’ if A is a 
solution of the characteristic equation 
A = eAr_ (14) . 
We look for the solution of (1.4) in the form h = a( T) + d?o( 7). By [9, Lemma 7, p.2071 
there is a unique solution of ( 1.4) satisfying 
O<o(r)< “. 
7 
Using the parameter p = SW(T) E (0, R) we find 
P 
7= -e -.u@mtp 
P 
sin p 
9 (&c-c sin p 
7 
(15) . 
It is not diffidt to show that 7 in (1.6) is a 
the representation 
eCrcotCr ? a = cos 
strictly increasing 
ucotp 
Pe - (16) . 
function of p; hence the 
connection between p and 7 is one-to-one, so the functions (Y = Q(T), w = W(T) are well-de- 
fined. Now it is clear that the function 
y(t) = e -a(T)r[ A cos(o(T)t) +B sin(+)t)] (17) . 
is a solution of (1.3) with arbitrary constants A, B. 
Using the relations in (1.61 we can prove the inequality 
TO(T)>V5 
1 1 
I----, fOrT>-. 
eT e 
Now we can formulate two results on the zeros of y(t, q). 
. (18) 
Lemma 5. For the consecutive zeros ti, ti+ I, i = 1, 2.. . . , of the solution y( t, q), the inequalities 
ti 'i Tr 
-<ti*,<-+ 
4 4 w(Efi/q2) 
hold, where W(T) k defined by (1.6) and ~ti/q2 > l/e by (0.5). 
Remark 6. By a result of [7] we could obtain the sharper upper bound ti+ 1 < ti/q +A(eti/q2), 
where A( -) is the first positive zero of the solution Y(t) of (1.3) subject to the initial condition 
Y(t? = 1 on [ -7, t? However, we do not have an analytic formula for A( T) as we have for W(T) 
by (1.6). 
A similar result for t, reads as follows. 
Lemma 7. For the first zero t , of y( t , q) the inequalities 
1 1 T 
-<t,<--+ 
ee ee 4Aeq)) 
hold. 
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Remark 8. The lower bound in Lemma 7 is the same as in (0.5) and is repeated for the sake of 
completeness. 
An interesting consequence of Lemma 7 and (1.8) is the following. 
Corollary 9. For the first zero t I of y( t, q) the relation 
1 
lim Etl(q) = ; 
E--,+0 
holds. 
This corollary shows the sharpness of the lower bound displayed by (0.5). 
A merely technical lemma is the next OK stated here without any proof. 
Lemma 10. Let the function Q(t) be concave on [a, b] such that Q’(a) aizd <p’(b) are finite. 7kw 
1 b 
O<- / () b-a a 
Q t dt-+[Q(a)+Q(b)] r~(b-a)[Q'(a)-Q'(b)l. 
The strict inequalities hold if Q” < 0 on (a, b). 
Let the function y,(s) be defined for s 2 1jeE by 
I 1 0, if - < 
y,(s) = 
Ed \ s < t1(4), 
i 
1 
ti+l(4) - ti(q) ’ 
if ti(q) <s < ti+l(q), i = 1,2,. . . . 
By Lemma 5 we have the upper bound 
1 
YE(S) < s l 
(1% . 
(1.10) 
This inequality provides the possibility to find a weak limit of the functions r,(a/~) as E + +O. 
First we are going to show the following relation: 
E~~o~,.,fYE(s) ds = 1. (1.11) 
Comparing the coefficients of the linear terms in (0.2) and in (0.7) we get 
co 1 
c -= 1. -7 
i=l ti 
(1.12) 
Lemma 10 applied to <p(t) = - 1 /t, hence by 
1 1” 
< 2t, + gi.& 
CC 
ti+l 
- ti) 
2 ti + fi-il 
t2ty l i l-t1 
(1.13) 
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E& Lemmas 5 and 7 and ( 1.8) we have 
Tr ~ti TEtil/q’ 
fi+1 - ti < 
!!+ -ti<-+ 
Y w(Efi/qZ) 4 fidl - q2/(eEti) 
provided e is small enough. By this inequaiity and by ( 1.12), 
x 
CC 
2 ti + ti + 1 x ti+ti+, 
t itletj) t2t2 KT2E C t2 < 2&, 
i = 1 i i+l i=l i+l 
so the estimate in (1.13) becomes 
1 _ j=+) ds < tee + fp’E, 
which proves (1.11). 
Let the fun&on T,(o) be defmed by 
10 T for @ = 0, 
U”)= 
I / 
z: v(s)e, forO<a<e E \ - 
I/m S 
The functions I-J U) for 0 < E < 1 are continuous, strictly increasing 
O~&(U~)-&(U~)<~~--U~, forO<cr,Q+e, 
< PCti) 
and by MO), 
(1.14) 
(1.15) 
i.e., they are uniformly absolutely continuous; hence there is a sequence {E&‘= 1 C (0, I! and an 
absolutely continuous nondecreasing function T(a) such that 
lim ef = 0, 
I-+= 
limT,ja)=Q7), O<aGe, 
I*?: 
and T’(O) = (d/da)T(o) exists almost everywhere (a.e.1 in [0, e] satisfying the inequalities 
0 < T’(U) < 1 a.e. 
Let g(u) E C[O, e] be a continuous function; then it is well known isee [2, Chapter 51) t--at 
lim leg(a) d&l(a) = jeg(o) dT(a) = /eg(cT)T’(c,) do, 
14Jc 0 0 0 
or by suitable substitutions, 
We can interpret the last result as 
and similarly the weak limit property 
(1.16) 
ldx~~j(4q( t) do = da, lim provided $?(i) E c[O, 4. (l-17) 
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Let the function l(r) be defined as 
11 
(1.18) 
Let us observe that 
l/u 1 
g(a) = 
(l/ 
= 1 E CIO, e], 
U-T) - 
for 7 < l/e, 
in accordance with the condition in (1.17). The main point of our paper is formulated in the 
next theorem. 
Theorem 11. The function c(r) defined by (1.18) satisfies the equation 
1 
[(7)=erl(T), for 0<7< ;, (1.19) 
and also the relation 
holds. 
We have to solve (1.19) for 0 < 7 < l/e. We obtain Ir<O> = c’(O) = 1 and one could prove in 
general 
l(7) = 2 fn y’-’ p, 
n=O . 
(1.20) 
and thus c(T) is analytic for 1 T 1 < l/e. Particularly we have l(r) Z 0 and also &(1/e) = e. 
Again by (1.19) lim,_,,,_J(T) - 00, hence T = l/e is a singular point of [CT). The situation 
becomes simpler if we consider the inverse function 
log 5 
7 =7(c) = - 
s ’ 
which is analytic in the neighbourhood of [ = e and it has the series expansion 
1 
7= - - &-e)2+ .=a. 
e 
(1.21) 
Hence the function l( 7) can be continued analytically to a3 \[l/e, 00). 
Let us observe that for 7 > l/e by (1.4)-( 1.6) we have aiready two solution< of the equation 
in (1.19): 
l(r) =cY(7) * GG(,). 
Due to the local behaviour of the map l--) 7 in the neighbourhood of T = e given by (1.21) we 
obtain the relation 
5(TfOdT) =a(7) * GXI(7). (1.22) 
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It is know-n that the integral equation (1.181, (1.19) can be solved by the Plemelj formulae 
, p-42)). which give 
y(r) = 2TiT [~(~+OJFT)-@~-OF~)], a.e. in [L), e 
= YW 
p.v.t,,~ do= $(+0&i) +l(~-O&i)], a.e. in 
where p-v. indicates the Cauchy-type principal value of the integral which is the limit 
hence (1.22) gives a.e. in (l/e, a~): 
m(r) 
y(0) = - PJ- j- = Y(O) 
Tf ’ 
- do = a(~). 
l/eu-- 
(1.23) 
Let us remilrk here that the function y(r) in (1.23) is independent of the choice of the 
sequence tell;)= 1,which kc olayed a role in defining the limit function r(o) above. I-Ience in 
(1.16), jl.17) we can use the&it procedure E + +O instead of I + 90. 
Now we can announce our result on the limit ia (0.8). 
Theorem 62. For 0 < 7 < l/e fke relation ?z EL%0 log = -log S(T) + $[log 5(T)12 
holds, where the finction 5(7) is defined by (1.201, and for T 2 l/e the companion relation reads 
1 P2 
=3 -+/,&cot@-- 
2 sin2p ’ 
where = denotes the convergence in measure, and the connection between r and p is given by 
0.6). 
It might be of interest to record the byproduct (1.16), (1.23) on the density of the zeros of 
Yk 4). 
3. The density fimction y,( s) introduced by ( 1.9) sa tifies the relation 
IU’ 
lim ye - 
E++O i ) 
=-) lb,o,l 
m(n) 
E T e’ 
w&t-e the limit is understood in weak sense. 
2. The prods 
This section is devoted to the proofs of the statements formulated in Section 1. 
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Prooi of Lemma 2. By (0.2), y(O) = 1, so the lemma is valid for i = 0. For i = 1 we have 
1 1 1 1 y -9 \q q = ---($-;q+$q+..), 
which is clearly negative for sufficiently small q’s. 
Let i >, 2. Then 
y(iq-‘, q) = (_ l)iq-(i’+W2 e (_ l)kq(kz-kV2aik, 
(2 1) . 
kc-i 
where 
i!ik 
CYik= (i+k)! > k= -i, -i+l,...,O, l,... . 
We shall use the following elementary properties of the sequence {(Yik}~= _i: 
OC”i,_i<‘Yi,_i+l< l *’ C(Yi,_~=l=cYi~>Lyi~>Lyi*> ‘** >O, 
(2 2) . 
(2 3) . 
l- 
k(k + 1) k(k+l) 1 k” 
_- 
2i 
<‘xik < 1 - 
2i 
+ 
3 i* ’ 
for lkl gfi, (2 4) . 
aik < ai,-k + 19 fork-l,2 ,..., i . VI (2 5) . 
Let the sum in (2.1) be divided into three parts according to -i <k < -i,, -i, + 1 <k <i,, 
k > i, + 1 where i, = [fi] and denote the corresponding sums by Z,, ii&, Z3, respectively. Using 
the Leibniz alternating property of the terms in &, Z3 we find 
! J$* 1 < q(i:+i’)fQ,i,_i,, 1~3 I < q’i’+i1”2cYi i i 1. 9 I (2.6) 
Now we claim the inequality 
iq([fi12+lfi1)/2< $, for i=2, 3,... and O<q< $. (2 7) . 
This inequality is reduced to 
[(j+ 1)2- l]q(i2+i)/2< 4, for-j= I, 2,..., 
hence it is sufficient to show that 
(j + l)(#iz+i)‘2 < f, for j = 1, 2,. . . . 
Let us observe that for j = 1 we have the equality here and the expression on the left -hand side 
decreases as j increases, which together imply the validity of (2.7). 
By (2.2)-(2.5) we obtain Cyio - air = l/(i + 1) and 
l~~_~i<~~~k2-k~,2[““;:” +;;j=~+~, 
where K,(q), K,(q) are analytic functions of q for i q I < 1 and K,(O) = K,(O) = 0. Hence by 
(2.11, (2.6), (2.7) it follows that 
1 K,(s) K,(q) 2 ( _ l)iq(i2+W2y(iq-i, q) > i+l - i - - - - 
i2 9i 
> 0, for i 3 2, 
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provided K,(q) < &, K.&q) < 5. Since the small y’s ,?r.eet these requirements the lemma is 
proved. CI 
Gf Lemma 3. For the sake of brevity we denote the general term of y( z, 4) by z,: 
r._(_l)nqw-,~~, n=o, l,... . 
. 
The quotient of two consecutive terms is 
z n+l 2 
% 
= _ = -q”_ n =0, l,..., 
2, n+l’ 
hence 
and 
KJ 5 1 according to It 12 (n + l)q-“, 
Let i be a large natural number and define the ring A@~ c C by 
5& = {z: (i - l)q++’ d i 2 1 < iq+). 
Then for any natural number i, E (0, i) we can write y(z, 4) as 
Y(G 4) =Y* +Y*+Y39 
where 
i - il i+i,- 1 QLi 
Y, = c z R’ Y, = c 2 ny V J3 = c z . .r? 
n=O n=i-i,+1 n=i+i, 
Using (2.81, (2.9) we have the estimates on pi: 
1 I zi-i, ! 
m=O I Ki-i, I m = 1- l/I Ki-i, I ’ 
and similarly 
1 ‘i+i, 1 
~ 1 - 1 Ki+i, i . 
Introducing the notation 
Z= 4 -i+ l/2* 7 
we have 
i,- 1 
Y2(‘, q)=‘i C (-1)kqk2’2~k~ik=fiS1, 
k= -i,+1 
(2 8) . 
(2 .?) 
m 
(2.10) 
(2.11) 
(2.12) 
(2.~3) 
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where aik was introduced in (2.2). Using (2.41, we obtain 
il - 1 
s, - z: k4 
k= -i,+l 
qk”2 I6 I &jp 
consequently by (2.2), 
s, -e(J;r, m f t”(,?, W)l < ; +s, + 3, 
I i 
where the theta function 0(x, 2) was introduced in Section 1 and the function 6(x, z) is 
defined as 
6(x, z) = 2 (-l)&k(k + 1)xk2z2”; 
k= -w 
moreover, 
s,= i q”2’2[ I9 I k + 16 1 --“I, 
k=i, 
s,= $ i k(k + l)qk2/‘f [lalk+ 181-q. 
(2.14) 
k=i, 
Clearly the sums Sj, i = 
S, = @(l/i2), S, = 
2, 3, 4, are convergent. Now we wish to find i, = i,(i) such that 
@(l/i) for sufficiently large i’s. Owing to (2.12) we get 
max(l61, ISI-‘)= &7q+/‘, , on gi. 
Let i be so large that the inequality 
We -l/log i 
holds. Then choosing 
. 
1, = 1 + [2 log i] > 2 log i, 
we find as in the proof of Lemma 2: 
(2.15) 
. il 1 
0 
1 
1 < s, < 2q!‘:-‘!‘/2 ( __L \ i- 11 1 -q%/(i - 1) <2? i2 e 1 =@ _ e_2i/(i ’ _ 1) ( 7 I 
and similarly 
i 
( 1 
il 
0 < S, < i,(i, + l)q(if+~)/2 i_l 
1 
1 - em2(i, f 2)/i, i/(i - 1) 
=@ 
(log iJ2 
i I 
i2 . 
Hence 
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Combining this result with relations (2.101, (2.11) and (2.13) we obtain 
(2.16) 
Using the Jacobian identity (1.1) we find for 9 = e-Q, 0 \<q < 27~ that elfi, e-Q) + 0, 
~(2, 411 #O for I z I =iqeifLi2, i large, and by the residue theorem the integral 
1 
Ni = 
# 
Y’k (3) dz 
27fGi Itl=iq-‘+“Z Y(Z, 9) 
takes on only integer values; actually Ni is the number of the zeros of y(z, q) counted with 
multiplicity on the domain 1 z I < iq-‘+ ‘j2. From the differential equation (0.1) we know that 
YI(Z, 4) = -_y(qz, q) and qz ~se~__~ and by (2.12) the asymptotic formula (2.16) can be applied 
for y(qz, q) if we substitute 6i/(i - 1) for 6: 
(4 ) 
i- 1 
),tqz, q) = ( _ l)i-1qli2-3i+W2 -L_ 
(i - l)! 
i( i x es&- i-l e-Q _ ’ 1 2(i - 1) kkL&-e~Q +a7 ( 
. 
1 
) 0) , 
hence we have for Ni: 
log +5, e mQ ) 
From the Jacobian identity (1.1) we obtain 
/ 
2;r d 
OG 
log 0( )G, e-Q) dq = lw(l-4 2m-1 e-Q ) 
dq 
-2a d 
+ ! OG logI -q2m-1 e-m+‘) drp . I 
The first integral on the right is 0 because 1 - q2m-1 z has neither zeros nor poles in I z I G 1, 
the second integral is also 0 because the function 1 - q2”- ‘z- ’ has one zero at z = q2m- ’ and 
one pole at z = 0 both in the unit cirle 1 z I < 1. Consequently Ni = i + @(l/i), which implies 
that Ni = i for sufficiently large i’s. By the definition of pi the number of the zeros on 9i is 
equal to Ni-N,_l= 1 for sufficiently large i’s which is, say, ;i. This zero must be real because 
otherwise the complex conjugate pi would be another zero in pi since I ii I = I ?i I, contradicting 
the fact that on SPi there exists only one zero. By (0.4), pi cannot be negative, which completes 
the proof of Lemma 3. Cl 
Now we can deal with Theorem 1. 
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Proof of Theorem 1. Suppose the contrary, i.e., y(z, sl) has a complex-valued zero t(q,). Since 
the zeros of y(z, 4) depend continuously on the parameter q, the function t(q) can be defined 
as a zero of y( z, q). Due to Lemma 2 the function t(q) is real for sufficiently small q’s, hence 
there is a value q* E (0, ql) such that St(q) f 0 on (q*, q,) and %(q*) = 0. Hence t(q*) is 
real. On the other hand, the complex conjugate t(q) is also a zero of y(z, q) for q E (q*, qJ, 
hence the multiplicity of the zero t(q *) would be at least two. But this contradicts the facts 
formulated in (0.4). Thus the solution y(z, q) has only real - and consequently positive - 
zeros. Hence the zero ((q) mentioned in Lemma 3 equates with ti(q) for sufficiently large i’s. 
Thereby the proof is complete. 0 
Now we are in a position to show the asymptotic relation (0.6). We start from the asymptotic 
form (2.16) of y(t, q) on Bi. By (2.12) we obtain for ti(q) = iq -i+1’28i, when i is sufficiently 
large, that 
i-l 
-q < ?Yi < 1, 
i 
lim e(fi, @J = 0; 
i-*00 
hence by (1.1) lim Iraqi = fi. Substituting 6 = 6 in (2.16) and observing the relation 
i (_l)k(k2+k)q(k2+k)/2=0 
k= --oo 
- because the terms with the indices k and -k - 1 are cancelling each other - we obtain 
@(l/i2) for the value of the expression in braces on the right-hand side of (2.16). On the other 
hand, by (1.2) we have 
d 
z6(& z) I &fi = 2q-1’4 ff (1 - qy3 # 0, 
m=l 
which yields the asymptotic form (0.6). 
Proof of Lemma 5. By (O.l), (0.4) and by Theorem 1, y’(t, q) has zeros only at ti(q)/q, i = 1, 
2 9===9 and we obtain ti/q < ti+ 1, which proves the first part of our assertion. 
To obtain the upper bound we distinguish two possibilities: either (i) ti+l < ti/q2 or (ii) 
t i+l > ti/q2* 
In case (i) we have by (OS), (lS>, 
2, ti+l_ti < ( I ?r ti+l fL+ 4 4 4 o(Efi/q2) ’ 
In case (ii) let T = Eti/q2 and consider the functions 
y’(t) = (-l)'Y(f, 4)9 Y(t) = B e(“(7)r sin w(7) t - : , 
i I 
where B is determined by the requirement F(ti/q2) = Y(ti/q2). Clearly the function Y(t) is a 
solution of (1.3), Y(t) > 0 for t E (ti/q, ti/q + T/W(T)) vanishing at the endpoints of this 
interval. On the other hand, we have the inequalities for these functions: Y(t) <F(t) for 
ti/q G t < ti,iq’ and for the delays t - qt = Et > T for (ti/q’, m), hence applying the comparison 
1s A*. Elbcrt / Asymptotics for a delay equation 
(see [9, Theorem 341 or also [4]) we obtain f( t ) < Y( t I for ti/q’ < t < min{ ti+ 1, ti + 
, hence ti+l < ti + r/o(r), which is to be proved. •I 
mma 7. By [9, Theorem 391 we have y(t) : eeer for 0 < t < l/et and y(t) is strictly 
on [0, t J. In a similar way as in the proof of Lemma 5 we have two possibilities: 
t, < l/(1 ec or (ii) t, > l/q ec In case (i) the lemma holds. In case (ii) we have to 
compare y(t) with the solution Y(t) = B e*(‘)” sin &I( t - l/eel of (1.3) where 7 = l/q e and 
B is determined by the requirement y(l/q eeb = Y(l/q e& Following the pattern of Lemma 5 
we get the conclusions on the upper bound of t,, which proves the lemma. 0 
eorem 11. Let the function Z( t ) = 2X t, q) be introduced by 
Z(t, 4) = i 
1 
i=i tiIq)-r’ 
forO<t<t,. (2.17) 
Clearly, by (1.12) the function Z( t 1 is absolutely convergent on [0, t 1). Then we have by (0.71, 
v(t, q)=exp( -k’Z(w, q) dw), O<t <t,, (2.18) 
and by (0.11, 
Z(t)=exp(~(w)dw). O,<t<t,. 
Applying the relations 
O<~(~+~)-~a”f=~~‘~~~‘I ds 
1 bds 
‘z,F / O<a<b, 
to a = ti - t, b = ti+- 1- t, i = l, 2, . . . , we obtain by (1.9), 
Then the substitution a = ES; 7 = et yields 
da <E’ 
Et1 -7’ 
(2.19) 
hence by Corollary 9 and (1.17), (1.181, 
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By (2.18) with the substitution u = w we obtain 
and similarly for the integral in (2.191, 
lim 
/ 
T/El 
Z(w) 
I+00 (1 --E,h/q 
dw = T{(I), 
which completes the proof of our theorem. q 
Proof of Theorem 12. By Theorem 11 we have to determine the integral of l( 7). By (1.191, 
(1.20) we get 
/ 
‘l(*) 
0 
d6 = TJ(T) - IT[5(7) - W)] d6 
0 
= Tl(T) - / 
((7) log 5 
1 
c d{=log C(T) - $ log2c(7), 
which proves the first limit. 
Let I be a closed interval in (l/e, 4. Since the function o( 7) is continuous and positive for 
T > l/e, there exists a lower bound w0 such that 
( 7 \ w 7 >q), 4 I for 7 E I, 
provided E is sufficiently small. A consequence of this observation and Lemma 5 is that 
t i-i1 - ti < 
Eti + Tr 
<-+? 
l ti 
w(Efi/q2) 4 @O 
<K, 
4 
provided Eti E I, (2.20) 
where the constant K depends on the interval I, too. 
Let A be a fixed small number in (0, l), and define the set E = E,, by 
Then by (OS), (1.12) and by Lemma 5 we have for the total length of EAe: 
A 24 A 
1 Eh 1 =;+2 
2qA 26 
<-+- - (2.21) 
1 i=* ti+l-ti e E < E l 
Suppose r E I and t = T/E e EAe. Then there is an index k such that t, < t < t,, , - the 
possibility T/E < t, is excluded for sufficiently small E by Corollary 9 and by our assumption on 
I- and first we estimate the value 
(2.22) 
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Let the range of integration be divided into the intervals [l/c% tk I, [fk, fk + 1 1 and [fk + 1,4; 
then accordingly let 
d I 
” 
t 
P = log 
I/ee ( 1 
; - 1 y,(s) ds - 
?k*l ( 1 
s Y,(S) ds - .&[log(l- ;) +lQ+- &)]9 
so we have 
DI < Id,I+Jd,J+Jd,I+$ log 
t 
( ) 
- -1 . 
Cl 
(2.23) 
Applying Lemma 10 to q(s) = log(t -s) and a = ti, b = ti+ 1, i = 1,. . . , k - 1, we obtain by 
4 1.14). (2.201, 
1 
< $,iGt- 
k+l - tk 7 
t - t, 
g +Gt 
A 
< $KT- 
As;’ 
and similarly for (9 = log s: 
0 < (‘” 
k-l 
log q,(s) ds - C +[log ti + log fi+*] 
;l/ec i=l 
k-l 
I 
1 1 
< 5 ~ (ti+* -ti) - -. - 
i=l ti ‘i+l 
ow we claim that the sum here equals 
terms in (0.2) and (0.71, we obtain 
1 
a2 = 
Idi<j<z titi = ~” 
c 
hence by (1.121, 
k-l 1 
E. Indeed, comparing the coefficients of the quadratic 
“1 “1’ 
c -= 
.r=l tz i I c i=l< -2u*= l-q=-E, 
as stated. Consequently we have 
T 
- $-ir*~* <d, < $KT-- 
As;’ 
(2.24) 
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By similar considerations we get with the choice a = t,, b = t, + 1, 
d - ‘(a+bk_r]og 
2- b-a 
g +logb+ 0 a 1 ’ 
1 
hence by (0.5), (2.201, 
K 
-1 - $K’ e2c2 <d, < log - - 1. 
Gi 
(2.25) 
Finally, we consider d,. Now tj > t = T/E, i = k + 1, k + 2,. . . , hence by (1.14) we have 
Eti 7Ffti/q2 
t i+l -t;<-+ 
4 dq/iqqzJ 
< c,(T)Eti9 
for sufficiently small E’S, and by Lemma 5 applied to cp(s) = log( 1 - t/s) we obtain 
O<d,<i i (t,+l-tj) 
t t 
i=k+l ti(ti- t, - ‘i+I(‘i+1 -t) 1 
< $Cl(7)d i 
ti+tj+*-t ti+*-tj 
i=k+l 
t 
ii-l ( ti - wi+ 1 - t) 
< $c,w e 
1 1 
i=k+1 
K - 7 
I- r+l 
_ t < fC,W 1 1 clWK < fk+l --t 46 - 
Hence by (2.23)-(2.25) the relation D = @(l/A&) holds and (2.22) implies 
logly(f)lr=~~~log~l-#C(%)dlr+@‘($), forTEI, BEEP,. (2.26) 
Now the function (log 11 - or I)/cr is not continuous as required in (1.17), but chopping the 
singularity by 
and observing that 
1;Jlog /1- ;I -L,(l- ;)I; =a@), 
we have by (1.17), 
hence by (l.lO), (2.20, (2.26) and by letting 6 -+ + 0, 
log y 7 
/ i II 
e 
for T E I. 
E / =B _/m log ‘1 - i ~(0) da =J2(T), l/e I I 
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I& this relation and by ( 1.231, 
W(t)= -p.v.\ 
x YW dC 1 
- = -a(7), for T> -. . - 
‘l/e 0 - 7 e 
The first part of Theorem 12 - just proved - gives 
a(~)=-;+ I ’ R’(r)dT=-$+os W 0 
=- 
P2 - 
1 It2 
p cot p + -- 
2 sin2p ’ 
fi(l/e) = - $, hence by (1.6), 
sin2p - 2~ sin p cos p + cc2 
CL sin3p 
d/-J 
which completes the proof. cl 
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