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Аннотация
Рассматривается управляемая сеть массового обслуживания типа тандем, включающая две одноканальные системы с ко-
нечной очередью и предусматривающая механизм блокировки первого сервера. Первая система принимает нестационар-
ный пуассоновский поток пакетов, обработка которых производится с управляемой скоростью. Если очередь в первой
системе переполнена, поступающий пакет теряется. Вторая система не допускает своей перегрузки за счет управления
вероятностью приема (ее снижение приводит к замедлению отсылки пакета из первой системы). Данная сеть массового
обслуживания описывается управляемым марковским процессом, оптимизация которого проводится на конечном проме-
жутке времени на основе минимизации среднего числа потерь с учетом ограничений на время полного обслуживания и
энергозатраты первой системы.
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1. Введение
Многофазные (тандемные) системы массового обслуживания используются для моделирования процесса обработки,
при котором входящие требования обслуживаются последовательно на нескольких этапах. Механизм последовательного
обслуживания естественным образом возникает при обработке запросов в центрах информационной поддержки [1], при
передаче мультимедийной информации по каналам беспроводной связи [2], при управлении потоком данных между
элементами многоагентной робототехнической системы [3].
Для предотвращения перегрузки на наиболее важных узлах многофазной системы применяется механизм блокировки
требований. Двухфазные системы с блокировкой изучались в [4, 5, 6], где при разных предположениях о входящем потоке
и распределении времени обслуживания были найдены стационарные вероятности состояний.
В первых публикациях [7, 8] об управлении двухфазными системами с обратной связью была определена порогового
структура для стратегии, оптимальной по критерию минимума средневзвешенной загрузки узлов. В этих статьях на базе
теории марковских процессов принятия решений были получены уравнения динамического программирования. Несколько
позже эта методология была распространена на более общие модели управляемых сетей массового обслуживания [9, 10,
11]. В недавних работах [12, 13] об оптимизации двухфазных систем массового обслуживания была рассмотрена задача
оптимального управления доступом, где указаны явные выражения для порогового значения коэффициентов критерия.
Анализ этих и близких публикаций показывает, что управляемые двухфазные системы массового обслуживания изуча-
ются исключительно в стационарном режиме, а качество управления определяется только одним функционалом. Поэтому
задача оптимального управления тандемной системой на конечном промежутке времени с учетом ограничений является
актуальной проблемой оптимизации управляемых сетей массового обслуживания.
Теория управляемых марковских процессов принятия решений, оптимизируемых с учетом нескольких показателей
качества в стационарном режиме, разработана в [14]. Методология условной оптимизации скачкообразных марковских
процессов с непрерывным временем и на конечном горизонте изложена в [15, 16]. Применение разработанной методологии
к оптимизации одноканальной системы массового обслуживания описано в [17].
В настоящей работе рассмотрена управляемая двухфазная система массового обслуживания, включающая две одно-
канальные системы с конечной очередью и предусматривающая механизм блокировки первого сервера. На вход первой
системы поступает нестационарный пуассоновский поток пакетов, обработка которых производится с управляемой ско-
ростью на первом сервере. Входящий пакет теряется, если очередь первой системы оказывается заполненной полностью.
Вторая система не допускает перегрузки за счет управления вероятностью приема, иначе говоря, вероятностью блокиров-
ки. Снижение вероятности приема приводит к замедлению отсылки пакета из первой системы. Данная сеть массового
обслуживания описывается управляемым марковским процессом, оптимизация которого проводится на конечном проме-
жутке времени на основе минимизации среднего числа потерь с учетом ограничений на время полного обслуживания и
энергозатраты первой системы. Разработан алгоритм для определения оптимального управления на классе централизо-
ванных стратегий. Приведены результаты численного эксперимента, демонстрирующие характерный вид оптимальных
стратегий в задаче управления потоком данных в двухагентной робототехнической системе.
2. Неформальное описание модели
Рассмотрим открытую сеть массового обслуживания типа тандем, состоящую из двух одноканальных систем. Первую
систему будем называть передатчиком, а вторую— базовой станцией. Передатчик принимает входной поток пакетов
(блоков информации) и после некоторого случайного промежутка времени пересылает их для дальнейшей обработки на
базовую станцию.
Число пакетов в обеих системах ограничено и максимально может быть равно M и N соответственно. Если очередь
первой системы заполнена полностью, то принимаемый пакет теряется. Это событие считается крайне нежелательным,
поэтому его вероятность необходимо сделать, как можно меньше. Для этого предусмотрена возможность регулировки
двух параметров µ ≥ 0 и ϑ ∈ [0, 1], где µ обозначает интенсивность обработки пакета в первой системе, а 1 − ϑ равно
вероятности отказа второй системы принять пакет. Отказ в приеме пакета используется для предотвращения перегрузки
базовой станции. В случае отказа пакет не теряется, а остается на передатчике. Поэтому произведение µ ϑможно трактовать
как интенсивность пересылки пакета с передатчика на базовую станцию.
Рассматриваемая сеть массового обслуживания должна обеспечивать определенный уровень среднего времени про-
хождения пакета от момента его прихода на передатчик до момента окончания обработки на сервере базовой станции
с учетом того, что интенсивность этой обработки ν предполагается фиксированной величиной.
Для минимизации числа потерянных пакетов и сокращения времени полного обслуживания необходимо наращивать
интенсивность обработки µ. Однакофункционирование передатчика связано сжесткими энергетическими ограничениями,
которые исключают неограниченное увеличение интенсивности µ.
Параметр ϑ также должен соответствовать некоторому промежуточному состоянию между двумя крайними ситуаци-
ями, когда все пакеты от передатчика принимаются (ϑ = 1), или, когда прием пакетов на базовую станцию заблокирован
(ϑ = 0). Прием всех пакетов ведет к быстрому заполнению буфера базовой системы, что с некоторого момента приводит
к ее продолжительной блокировке и, как следствие, к переполнению буфера передатчика, а затем и к массовой потере
пакетов.
Для того чтобы учитывать нестационарность входного потока и реагировать на текущие изменения в функциониро-
вании сети, оба параметра µ и ϑ предполагаются зависящими от времени и состояния всей системы. Тем самым искомое
управление строится по принципу обратной связи на основе полной информации о текущем состоянии всей сети. Та-
кое управление будем называть централизованным, поскольку действия передатчика и базовой станции предполагаются
согласованными.
Одним из технических приложений рассматриваемой постановки является проблема пересылки видеопотока или
телеметрии на стационарный пункт сбора информации с передатчика, установленного на борту беспилотного летательного
аппарата (БПЛА). Система массового обслуживания БПЛА занимается преобразованием входного потока разнородной
информации в последовательность унифицированных пакетов, предусмотренных протоколом обмена данных с базовой
станцией. Поэтому интенсивность обработки µ определяется временем, затраченном на формирование и отсылку пакета,
а вероятность ϑ задается частотой прихода сообщения от базовой станцией об успешной доставке пакета. При наличии
отказов, т.е. при ϑ < 1, среднее время отсылки пакета 1/µ увеличивается на (1/ϑ − 1) · 100%.
Таким образом, специфика описанной выше проблемы порождает необходимость оптимизации инфотелекоммуника-
ционной сети типа тандем на фиксированном промежутке времени с учетом нестационарности входного потока данных и
ограничений на потребление энергии.
3. Постановка задачи
Теперь перейдем к формальному описанию рассматриваемой сети массового обслуживания.
Пусть X(t) иY (t) обозначают число пакетов, находящихся в момент времени t соответственно на передатчике и базовой
станции. Тогда случайный процесс Z(t) = (X(t),Y (t)), описывающий текущее состояние сети, принимает значения из
множестваZ = X ×Y, где X = {0, 1, . . . , M}, Y = {0, 1, . . . , N}.
Допустим, что пакеты, приходящие на передатчик, образуют нестационарный пуассоновский поток с известной
непрерывной интенсивностью α(t). Рассмотрим сначала постоянное управление u = (m, v) ∈ U, где U = [m,m] × [v, v], а
0 ≤ m ≤ m < ∞ и 0 < v ≤ v ≤ 1 —заданные границы изменения для интенсивности обработки на передатчике и для ве-
роятности приема базовой станцией. В этой ситуации Z(t) является неоднородным марковским процессом. Его генератор
A(t, u) описывает матрицей интенсивностей переходов {az,z′(t, u)}z,z′∈Z .
Для рассматриваемого процесса возможны только три варианта переходов: прием пакета передатчиком; его пересылка;
обработка на базовой станции. Поэтому для каждого состояния (x, y) ∈ Z имеем
a
(x,y),(x+1,y)(t, u) = α(t), x < M,
a
(x,y),(x−1,y+1)(t, u) = mv, x > 0, y < N,
a
(x,y),(x,y−1)(t, u) = ν, y > 0.
Теперь предположим, что управление U(t) описывается случайным процессом
U(t) = (µ(t), ϑ(t)), (1)
в котороминтенсивность обработки µ(t)и вероятность приемаϑ(t) определяютсяфункциями времении текущего состояния
сети:
µ(t) = mZ(t)(t), ϑ(t) = vZ(t)(t). (2)
Функцииmz(t)и vz(t), называемыедалее стратегиями, суть борелевскиефункции со значениями вмножествах [m,m]и [v, v]
соответственно. Поскольку указанные стратегии параметризованы индексом z ∈ Z, они являются централизованными.
Класс управлений (2), использующих полную информацию о состоянии сети, будем обозначатьU.
Рассматриваемые управления U относятся к классу марковских управлений, поскольку U(t) определяется только теку-
щим состоянием управляемого марковского процесса Z(t) без учета его предыдущей эволюции.
Перейдем к формулировке оптимизационной задачи. Как упоминалось выше, основной критерий оптимизации рас-
сматриваемой сети массового обслуживания— это минимум среднего числа потерянных пакетов на конечном промежутке





P{X(t) = M}α(t) dt. (3)












P{X(t) < M}α(t) dt. (4)
Для обоснования данного соотношения рассмотрим систему массового обслуживания, в которой соответствующие
процессы являются стационарными и эргодическими (подробно см. [18, § 5.8]). Тогда по формуле Литтла среднее время
полного обслуживания равно среднему число заявок в системе, деленному на интенсивность входного потока. Соотноше-
ние (4) повторяет даннуюформулу с учетом того, что в нестационарном случае среднее необходимо брать и по пространству
и по времени, а при прореживании входного потока его интенсивность должна быть умножена на вероятность отсутствия
потерь.




E{µ(t) I{X(t) > 0}} dt . (5)
Суть данного выражения легко объяснить, если предположить, что мощность, потребляемая сервером передатчика,
пропорциональна его интенсивности µ.
Итак, рассматриваемая в статье задача оптимального управления состоит в следующем:
J0[U] → min
U∈U
при ограничениях S[U] ≤ S, E[U] ≤ E, (6)
где S и E —верхние границы на время полного обслуживания и энергопотребления.
4. Оптимальное управление относительно свертки критериев
Преобразуем задачу оптимизации управления (6) к следующей эквивалентной формулировке:
J0[U] → min
U∈U
: J1[U] ≤ 0, J2[U] ≤ 0, (7)














µ(t) I{X(t) > 0} − E/T} dt. (9)
Рассмотрим сначала задачу безусловной оптимизации линейной комбинации введенных выше функционалов
〈λ, J[U]〉 = λ0J0[U] + λ1J1[U] + λ2J2[U] → min
U∈U
, (10)
где J[U] = col[J0[U], J1[U], J2[U]]—векторный критерий, λ = col[λ0, λ1, λ2]—вектор неотрицательных коэффициентов,
а U пробегает класс управлений с полной информациейU.
В дальнейшем решение задачи (10) будет рассматриваться как подготовительный шаг для последующего синтеза
оптимального управления с учетом ограничений (7). Тем не менее определение стратегий, оптимальных в задаче без огра-
ничений, имеет самостоятельный интерес, так как позволяет заранее проанализировать их чувствительность по отношению
к выбору весовых коэффициентов λl .
Поскольку каждый из функционалов Jl[·] допускает запись в виде интеграла от математического ожидания, то же




E 〈λ, g(t, Z(t),U(t))〉 dt (11)








λl fl,z(t,mz(t), vz(t))πz(t) dt, (12)
с учетом того, что U(t)—управление, определяемое стратегиями mz(t) и vz(t) согласно (2), πz(t) = P{Z(t) = z}—вероят-
ности состояний сети, а функции fl,z(t,m, v) при z = (x, y) равны
fl,(x,y)(t,m, v) =

I{x = M}α(t), l = 0,
x + y − Sα(t) I{x < M}, l = 1,
m I{x > 0} − E/T, l = 2.
(13)
В [15] разработан метод синтеза управления, оптимального на классе всех предсказуемых стратегий для управляемо-
го марковского процесса с конечным числом состояний. Соответствующее оптимальное управление будет марковским,
поэтому оно же будет доставлять оптимум в задаче на классе управлений U ∈ U вида (2).
Для построения управления, оптимального относительно свертки критериев
Ũ(·, λ) ∈ arg min
U∈U
〈λ, J[U]〉 (14)
достаточно выполнить следующие шаги:




〈F∗(t, u)λ, π(t)〉 dt
для случая постоянного управления U(t) ≡ u, где u —это произвольная точка из множества значений управляющий воз-
действий U;
2) задать функцию W(·) = {Wz(·)}z∈Z со значениями в RZ
W(t, φ, u, λ) = A(t, u)φ + F∗(t, u)λ, t ∈ [0,T], φ ∈ RZ, u ∈ U; (15)
3) решить параметрическую задачу минимизации
ũz(t, φ, λ) ∈ arg min
u∈U
Wz(t, φ, u, λ); (16)
4) определить решение ϕ(t, λ) = {ϕz(t, λ)}z∈Z системы уравнений динамического программирования
Ûϕz(t, λ) = −min
u∈U
Wz(t, ϕ(t, λ), u, λ), t ∈ [0,T], ϕz(T, λ) = 0. (17)
Тогда искомое управление и оптимальное значение функционала определяются по правилу
Ũ(t, λ) = ũZ(t)(t, ϕ(t, λ), λ) и min
U∈U
〈λ, J[U]〉 = 〈ϕ(0, λ), π(0)〉. (18)
Укажем представление для функции
Wz(t, φ, u, λ) =
∑
z′∈Z
az,z′(t, u) φz′ +
2∑
l=0
λl fl,z(t, u). (19)
На рис. 1 отмечены характерные случаи возможных переходов из данного состояния (x, y). В зависимости от этих
случаев выражение для функции Wx,y(t, φ, (m, v), λ) принимает вид:
a) αφ1,0 − αφ0,0 − λ1Sα + λ2(−E/T), если x = y = 0;
Рис. 1. Переходы между состояниями сети.
b) αφx+1,0 + mvφx−1,1 − (α + mv)φx,0 + λ1(x − Sα) + λ2(m − E/T), если 0 < x < M , y = 0;
c) mvφM−1,1 − mvφM,0 + λ0α + λ1M + λ2(m − E/T), если x = M , y = 0;
d) αφx+1,y + νφx,y−1 − (α + ν)φx,y + λ1(x + y − Sα) + λ2(m I{x > 0} − E/T), если x = 0, y > 0 или x < M , y = N;
e) αφx+1,y + mvφx−1,y+1 + νφx,y−1 − (α + mv + ν)φx,y + λ1(x + y − Sα) + λ2(m − E/T), если 0 < x < M , 0 < y < N;
f) mvφM−1,y+1 + νφM,y−1 − (mv + ν)φM,y + λ0α + λ1(M + y) + λ2(m − E/T), если x = M , 0 < y < N;
g) νφM,N−1 − νφM,N + λ0α + λ1(M + N) + λ2(m − E/T), если x = M , y = N .
Для краткости зависимость интенсивности α(t) от времени была опущена.
Чтобы определить вид оптимальной стратегии, представим Wx,y(t, φ, (m, v), λ) как функцию переменных m, v, скрыв
в обозначении «. . .» зависимость от других переменных:
Wx,y(t, φ, (m, v), λ) =
{
mλ2 I{x > 0} + . . . , a), d), g);
m
(
v(φx−1,y+1 − φx,y) + λ2
)
+ . . . , b), c), e), f).
(20)
Тогда искомая оптимальная стратегия (16) будет иметь вид
ũx,y(t, φ, λ) =
{
(m, v), x = 0 или y = N;
MV(φx−1,y+1 − φx,y; λ2), x > 0, y < N,
(21)







: m ≤ m ≤ m, v ≤ v ≤ v, (22)
параметризованной числами a, b. В качестве этого решения можно взять:
MV(a; b) = (m̃, ṽ) : m̃ =
{
m, a ṽ + b ≥ 0,
m, a ṽ + b < 0,
ṽ =
{
v, a > 0,
v, a ≤ 0.
(23)
Теперь в силу теоремы 3 из [15] получаем следующий результат.
Т е о р е м а 1. Задача Коши для системы обыкновенных дифференциальных уравнений (17) имеет единственное решение
ϕ(t, λ) = {ϕz(t, λ)}z∈Z, которое совпадает с функцией Беллмана, т.е.






〈λ, g(τ, Z(τ),U(τ))〉 | Z(t) = z
}
dτ ∀ t ∈ [0,T] ∀ z ∈ Z,
где g(t, z, u)—функция из представления (11).
В частности, оптимум в задаче (10) равен
min
U∈U
〈λ, J[U]〉 = 〈ϕ(0, λ), π(0)〉,
где π(0)—начальное распределение процесса Z(t) = (X(t),Y (t)), t ∈ [0,T].
Тогда оптимальное управление в задаче (10) строится согласно выражениям (18) и (21), а именно,
Ũ(t, λ) =
{
(m, v), если X(t) = 0 или Y (t) = N,
MV(ϕx−1,y+1(t, λ) − ϕx,y(t, λ); λ2), если X(t) = x > 0 и Y (t) = y < N,
где MV(a; b)—обозначение, введенное в (23).
Структуру указанного выше управления Ũ(t, λ) = (µ(t), ϑ(t)) можно объяснить следующим образом.
Разность a = ϕx−1,y+1(t, λ) − ϕx,y(t, λ) определяет затраты на пересылку пакета с передатчика на базовую станцию. Если
a ≤ 0, то пересылка пакета оказывается более выгодной по сравнению с его задержкой, поэтому согласно (23) оптимальная
вероятность приема ϑ(t) полагается равной верхней границе v. Если же a > 0, то, наоборот, более предпочтительно
удержание пакета на передатчик, что приводит к минимизации вероятности приема ϑ(t) = v.
Для оптимальной стратегии µ(t) выбормежду двумя альтернативамиm иm происходит на основе сравнения величины a,
умноженной на вероятность приема ϑ(t), и коэффициента λ2, определяющего важность ограничения на энергопотребление.
Если aϑ(t) + λ2 ≥ 0, то экономия энергии является более существенным фактором по сравнению с затратами, связанными
с задержкой пакета на передатчик. Поэтому интенсивность обработки будет находиться на минимальном уровне µ(t) = m.
При aϑ(t) + λ2 < 0, наоборот, необходимость пересылки пакета оказывается важнее энергозатрат, откуда µ(t) = m.
5. Синтез управления в задаче с ограничениями
Рассмотрим задачу (7) минимизации целевого функционала J0[U] на классе управлений с полной информацией U
с учетом ограничений Jl[U] ≤ 0, l = 1, 2.
Для построения оптимального управления в этой задаче воспользуемся подходом, предложенным в [15]. Для этого
необходимо выполнить следующие шаги:
1) сформулировать исходную задачу с ограничениями в виде эквивалентной минимаксной постановки для свертки
критериев





где Λ—выпуклое компактное множество, содержащее векторы коэффициентов λ = col[1, λ1, λ2] с неотрицательными
координатами;
2) определить решение двойственной задачи





3) взять в качестве искомого управления то, которое является оптимальным относительно свертки критериев с найден-
ными выше коэффициентами, т.е. Û(t) = Ũ(t, λ̂).
Отметим, что минимаксная постановка (24) заведомо будет эквивалентной задаче с ограничениями (10), если вместо
операции «max» взять «sup» и считать, что Λ содержит произвольные векторы вида λ = col[1, λ1, λ2], λ1 ≥ 0, λ2 ≥ 0.
Чтобы выбрать множествоΛ ограниченным, нужно обеспечить принадлежность ему любого вектора λ̂, удовлетворяющего
условиям Куна—Таккера. Для этого согласно [17] достаточно указать управление Uo ∈ U, на котором выполнялось бы
условие Слейтера: Jl[Uo] < 0, l = 1, 2, и положить
Λ = {λ ∈ R3 : λ0 = 1, 0 ≤ λ1 ≤ c1, 0 ≤ λ2 ≤ c2}, (26)
где числа c1, c2 удовлетворяют cl ≥ −J0[Uo]/Jl[Uo] > 0.
Двойственная задача (25) представляет собой задачу выпуклого программирования. Как и в [17], для ее решения можно
использовать метод условного градиента [19, 20] или квазиньютоновский алгоритм [21], специально предназначенный для
оптимизации на координатном параллелепипеде.
Для обоснования последнего шага достаточно убедиться в том, что оптимальное управление Ũ(t, λ) непрерывно зависит
от вектора множителей λ (см. теорему 4 из [15]). Однако согласно (21)–(23) при прохождении через нуль соответствующих
коэффициентов оптимальные значения интенсивности обработки m̃ и вероятности приема ṽ меняются скачком. Поэтому
гарантировать непрерывную зависимость оптимальной стратегии ũz(t, φ, λ) от λ невозможно.
Тем не менее, применение изложенной выше схемы 1)–3) возможно за счет перехода к регуляризованной минимаксной
задаче [22]:




〈λ, J[U]〉 + Σε[U], (27)









ε1(µ(t) − m)2 + ε2µ(t)(v − ϑ(t))2
}
dt, (28)
а ε1 > 0 и ε2 > 0 —параметры регуляризации. Стабилизатор выбран в интегральной форме по аналогии с функционалом
〈λ, J[U]〉, а также из расчета на то, чтобы минимум Σε[U] достигался на постоянной стратегии (m, v), обеспечивающей
минимальное потребление энергии и наибольшую вероятность приема.
Оптимальное управление в регуляризованной задаче без ограничений
Ũε(·, λ) ∈ arg min
U∈U
〈λ, J[U]〉 + Σε[U] (29)
строится по теореме 1 c учетом того, что функция {Wz(·)}, задающая правую часть уравнения динамического программи-
рования (17), должна быть заменена ее регуляризованной версией
Wεz (t, φ, u, λ) = Wz(t, φ, u, λ) + (ε1(m − m)
2 + ε2m(v − v)2)/2, u = (m, v), (30)
а оптимальная стратегия
ũεz (t, φ, λ) ∈ arg min
u∈U
Wεz (t, φ, u, λ) (31)
определена теперь однозначно из решения задачи, аналогичной (22)
ε1(m − m)2/2 + m
(




: m ≤ m ≤ m, v ≤ v ≤ v.
Нетрудно проверить, что решение этой задачи— есть пара (m̃, ṽ), такая что
m̃ =

m, c̃ ≥ 0,
m − c̃/ε1, −ε1(m − m) ≤ c̃ ≤ 0,
m, c̃ ≤ −ε1(m − m),
ṽ =

v, a ≥ ε2(v − v),
v − a/ε2, 0 ≤ a ≤ ε2(v − v),
v, a ≤ 0,
(32)
где c̃ = a ṽ + b + ε2(v − ṽ)2/2. Если указанную пару (m̃, ṽ) обозначить MVε(a; b), то стратегия (31) принимает вид
ũεx,y(t, φ, λ) =
{
(m, v), x = 0 или y = N;
MVε(φx−1,y+1 − φx,y; λ2), x > 0, y < N .
(33)
Благодаря регуляризации, оптимальная стратегия (33) непрерывно зависит от выбора λ и, следовательно, схема 1)–3)
действительно приводит к решению минимаксной задачи (27). Более того, в силу единственности оптимального управле-
ния (29) соответствующая двойственная задача
λ̂ε ∈ arg max
λ∈Λ
Lε(λ), Lε(λ) = min
U∈U
〈λ, J[U]〉 + Σε[U], (34)
представляет собой задачу гладкого выпуклого программирования.
Сформулированная ниже теорема устанавливает свойства регуляризованной задачи и ее связь с исходной задачей
оптимального управления с ограничениями.
Т е о р е м а 2. Пусть дано управление Uo ∈ U, удовлетворяющее условию Слейтера: Jl[Uo] < 0, l = 1, 2; множество Λ
определено по правилу (26) с использованием чисел c1, c2 таких, что cl ≥ −(J0[Uo] + Σε[Uo])/Jl[Uo].
Тогда справедливы следующие утверждения:
1) оптимальное управление в регуляризованной задаче без ограничений (29) вычисляется в виде Ũε(t, λ) = ũε
X(t),Y(t)
(t, ϕε(t, λ), λ)
с помощью стратегии (33) и функции ϕε(t, λ), определяемой из решения задачи Коши
Ûϕεz (t, λ) = −min
u∈U
Wεz (t, ϕ
ε(t, λ), u, λ), t ∈ [0,T], ϕεz (T, λ) = 0, (35)
где Wε(·)—функция, заданная в (30);
2) целевая функция в двойственной задаче (34) определяется выражением Lε(λ) = 〈ϕε(0, λ), π(0)〉, является выпуклой,
дифференцируемой и имеет градиент
∇Lε(λ) = J[Ũε(·, λ)]; (36)
3) управление Ũε(t, λ̂ε), соответствующее решению λ̂ε регуляризованной двойственной задачи (34), подчиняется ограни-
чениям (10) и удовлетворяет
J0[Û] ≤ J0[Ũε(·, λ̂ε)] ≤ J0[Û] + Σε[Û], (37)
где Û(t)—управление, оптимальное в исходной задаче с ограничениями (10).
6. Оптимизация передачи данных в двухагентной робототехнической системе
Предположим, что в течение некоторого времени T ведется прием, передача и обработка данных в двухагентной
робототехнической системе, образованной передатчикомна БПЛАиприемником базовой станцией. Входной поток данных
является нестационарным и имеет интенсивность α(t), изображенную на рис. 2.
Рис. 2. Интенсивность входного потока α(t).
Параметры сети передачи данных между передатчиком и приемником были выбраны следующим образом:
T = 100, A =
T∫
0
α(t) dt ≈ 167, max
t∈[0,T ]
α(t) = 2, ν = 2,5,
m = 0,5, m = 4, v = 0,05, v = 1, M = 10, N = 15,
где A —ожидаемое число пакетов во входном потоке.
Количество состояний рассматриваемой сети равно (M + 1)(N + 1) = 176. Для того чтобы стационарное распределение
не было локализовано в состояниях, соответствующих перегрузке базовой станции, интенсивность обработки была взята
больше интенсивности входного поток, т.е. ν > α(t).
Рассмотрим следующую стационарную стратегию uo = {mox, vo}:
mox = m при x ≤ 7 и mox = m при x > 7, vo = v = 1. (38)
Поскольку при использовании (38) реализуется только два варианта, назовем эту стратегию двухточечной.
Для функционалов, описывающих полное время обработки данных и энергозатраты БПЛА, назначим верхние границы
S, E из того расчета, чтобы они оказались примерно на 1% больше значений S(uo) и E(uo), полученных при использовании
двухточечной стратегии.
С помощью теоремы 2 была найдена стратегия û(t) = {m̂x,y(t), v̂x,y(t): x ∈ X, y ∈ Y}, оптимальная на классе централи-
зованных управлений. При решении двойственной задачи был использован квазиньютоновский алгоритм (его подробное
описание см. в [17]).
Рис. 3. Усредненная по времени оптимальная интенсивность обработки m̂x,y .
Оптимальная вероятность приема пакета оказалась тождественно равной единице: v̂x,y ≡ 1. На рис. 3 представлена
усредненная по времени оптимальная интенсивность обработки m̂x,y , относительно которой можно сделать два вывода:
увеличение числа пакетов x в СМО передатчика ведет к росту интенсивности m̂x,y; при приближении y к состоянию
перегрузки базовой станции интенсивность m̂x,y падает до минимально допустимой.
Для наглядного описания того, как стратегия m̂x,y(t) эволюционирует во времени, на рис. 4 представлен результат ее
усреднения по состояниям каждой из двух систем:
m̂(t |X = x) = E{m̂Z(t)(t) | X(t) = x}, m̂(t |Y = y) = E{m̂Z(t)(t) | Y (t) = y}.
Из левой части рис. 4 можно сделать вывод, что стратегия m̂x,y(t)меняется вслед за изменением интенсивности входного
потока α(t). Сначала m̂x,y(t) возрастает до верхней границы m, причем для более загруженных состояний x, скорость роста
выше. Затем оптимальная интенсивность обработки остается почти постоянной до смены режима входного потока, после
чего скачком оказывается равной нижней границе m. Для более загруженных состояний x переход на минимальный
уровень происходит позже. Правая часть рис. 4 подтверждает зависимость стратегия m̂x,y(t) от эволюции входного потока.
Здесь также можно выделить три периода и соответствующие им три уровня интенсивности m̂x,y(t): максимальный,
промежуточный и минимальный. Однако зависимость от загрузки базовой станции иная. Для трех наиболее загруженных
состояний y оптимальная интенсивность обработки оказывается заметно ниже, чем для других состояний.
Рис. 4. Усреднение оптимальной интенсивности обработки: m̂(t |X = x)—по состоянию базовой станции (слева); m̂(t |Y = y)—по состоянию
передатчика (справа).
В таблице 1 представлены значения функционалов на двухточечной стратегии uo из (38) и оптимальной стратегии û(t),
построенной в соответствии с теоремой 2.
Таблица 1. Значения функционалов и ограничения
u J0(u) J1(u) J2(u) S(u) E(u)
uo 8,3402 −9,1331 −1,5936 5,7685 159,3577
û 3,5164 −424,0999 −0,0078 3,2267 160,9435
Ограничения: 0 0 5,8262 160,9513
Численно синтезированная оптимальная стратегия û(t) удовлетворяет заданным ограничениям. При этом лимит энер-
гетических ресурсов оказался исчерпан практически полностью: J2(u) ≈ 0 и E(u) ≈ E . Однако ограничение на время
прохождения пакета по всей сети передачи данных оказалось выполненным с большим запасом, так как J2(u)  0 или
S(u)  S. По критерию минимума среднего числа потерь J0(u) оптимальная стратегия û(t) оказалась значительно лучше
двухточечной стратегии uo.
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