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Abstract
In this thesis intermolecular interactions as well as the interplay between molecule and surface
are studied within the framework of density functional theory (DFT) for molecular surface
structures. A brief introduction to the research carried out on molecular adsorption is given
in Chapter 1, and points out how DFTcan be used as a potential tool for characterisation of
experimental results, something which will be further illustrated in Chapters 4 and 5. The
introductory chapter also points out one of the main challenges of DFT today, namely the
missing van der Waals interactions and the possible ways these interactions can be accounted
for.
The theoretical methodsusedin this thesis are described in Chapter 2. Chapter3 introduces
the techniques behind the experimental results presented together with the theoretical results
in Chapters 4 and 5. Furthermore, this chapter discusses how the experimentally measurable
quantities can be modelled within the framework of DFT.
In Chapter 4 molecular structures formed through self-assembly on the Cu(111) surface
are investigated, by either the 1,3,8,10-tetraazaperopyrene (TAPP) or 4,9-diaminoperylene-
quinone-3,10-diimine (DPDI) molecules as building blocks. After deposition on the Cu(111)
surface both molecules are able to form long-range ordered porous surface structures upon
annealing of the surface, as observed in scanning tunnelling microscopy (STM) experiments.
Througha theoretical DFT study together with results from x-ray photoelectron spectroscopy
(XPS)and x-ray standing wave absorption (XSW) experiments it is concluded that the DPDI
molecules dehydrogenate upon formation of the network and that the molecules in both net-
works are coordinated to adatoms thermally generated from the copper substrate. The coordi-
nation between molecules and adatomsgiverise to a characteristic unoccupied electronicstate
whichis observableas a fingerprint in STM. Furthermore, the nature ofcoordinative bonding in
the two networksis characterised by lowering of lone-pair orbitals centred on nitrogen atoms,
as well as charge transfer to the lowest unoccupied molecular orbitals, of the molecules.
Chapter 4 also discusses the covalently linked one-dimensional chains that are formedaf-
ter annealing of the porous TAPP network. It is found that the chains are formed through a
dehydrogenation of the TAPP molecule, and as for the porous network, the TAPP chainsare
coordinated to copper adatoms.
Thelast part of Chapter4 investigates effect ofnon-local dispersion forcesonthe structures
of the porous networks formed by either TAPP or DPDIas well as the single DPDI molecule
iv
adsorbed on Cu(111). The first-principles van der Waals density functional (vdW-DF) and the
semi-empirical correction scheme by Grimmeare usedas corrections to semi-local DFT. From
comparison of the adsorption heights of the molecules above the first Cu layer with data from
XSW experiments it is concluded that both the semi-empirical Grimmecorrection and a mod-
ified vdW-DFgive fair results for the two adatom-coordinated structures, and that the Grimme
correction gives the overall best description of the adsorption height of these molecules.
Chapter 5 deals with the adsorption of the 2,2,5,5-tetramethyl-3-carboxypyrrolidine ni-
troxide (3CP) molecule on the Cu(110) surface. The 3CP molecule is a free radical due to
an un-paired electron in the NO-group of the molecule. The chemically reactive NO-group is
protected by four methyl groups preventing it from interacting with other molecules as well
as the Cu substrate. From DFT calculations of total energies and infrared absorption spectra,
in combination with reflection absorption infrared spectroscopy experiments, conclusions are
made aboutthe adsorption geometry of the molecule. It is shown that at room temperature the
3CP molecule deprotonates and adsorbs through a resulting carboxylate group to the surface.
In this adsorption configuration the NO-groupis pointing in an almost perpendicular direction
away from the surface. Finally, DFT calculations predict that the un-paired spin survives the
adsorption of the molecule on the surface. In other words, the 3CP molecule is still a radical
upon adsorption on the Cu(110) surface.
In Chapter 6 the adsorption of model polyaromatic hydrocarbons on grapheneis studied
as a prototypical system for 7-7 stacking. To account for dispersion interactions, the first-
principles van der Waals density functional is compared with four semi-empirical corrections
to density functional theory as well as two empiricalforcefields. It was found that the van der
Waals density functional gives the most accurate description of binding energies, compared
to available experimental data from literature. Comparison of the dispersive vs. electrostatic
contributions to the total binding energies for the aromatic molecules suggests that the attrac-
tive part of 7-7 interactions can be regarded as being prevalently dispersive in nature at large
separations, while close to the equilibrium bonding distance it is a complex interplay between
dispersive and electrostatic Coulomb interactions. Furthermore the results indicate that the
magnitude of 7-7 interactions normalised both per total atoms or carbon atomsincreases sig-
nificantly with the relative number of hydrogen atomsin the studied systems.
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Introduction
1.1 Brief historical overview
Research of molecular adsorption on surfaces is a key area in surface science. The mostsignif-
icant contribution to society probably being heterogeneouscatalysis [1,2] which was acknowl-
edged most recently in the 2007 Nobel Prize in chemistry awarded to Gerhard Ertl. The whole
field of surface science wasin fact pioneered by research on heterogeneouscatalysis, by scien-
tists like Paul Sabatier who studied the hydrogenation of organic molecules using catalysts and
Fritz Haber whowasthefirst to synthesise ammonia from its elements. Sabatier’s and Haber’s
contributionsto the field are reflected in the Nobel Prizes in chemistry in 1912 and 1918, re-
spectively. One of the most influential innovators for surface science in the early 20th century
was howeverIrving Langmuir, who for example performed studies on the work function on
metals, heterogeneouscatalysis and adsorption kinetics. Furthermore, together with Katherine
Blodgett he explored thin films and molecular adsorption [3]. In 1932 Langmuir was awarded
a NobelPrize in chemistry “for his discoveries and investigations in surface chemistry”[4].
Much of todays research of molecular adsorbates on surfaces were foreseen by Richard
Feynmanin his famous talk “There's plenty ofroom at the bottom” 1959, where he consid-
ered the possibility of direct manipulation of atoms and molecules. One of the most influential
contributions to modern surface science came more than 20 years later; the design and demon-
stration of the scanning tunnelling microscope (STM) by Gerd Binnig and Heinrich Rohrerfor
which they were awarded the 1986 NobelPrize in physics. The STM technique allowedfor the
first time real-space imaging [5] as well as manipulation [6] of surface structures at the atomic
scale, hence realising Feynman’svision and revolutionising surface science.
Finally, during the last decade it has becomepossible to study adsorption of organic molec-
ular systems on surfaces withfirst principles computational modelling. This is thanks to the
developmentof density functional theory in the 60s by Pierre Hohenberg, Walter Kohn and
Lu Jeu Sham [7,8] and more recent developmentof so called exchange-correlation function-
als [9-11], in combination with powerful parallelised computational resources. Walter Kohn
was in fact awarded the Nobel Prize in chemistry “for his development of density functional
theory” in 1998 [4]. The work presentedin this thesis is highly dependenton the contributions
by Kohn and his co-workers.
1.2. Organic molecules on surfaces
In this thesis the adsorption of organic molecules on surfaces will be studied, both by con-
sidering ordered surface structures as well as single molecular adsorption. Studies of organic
molecules on surfaces have several applications, ranging from heterogeneouscatalysis to light
harvesting in organic-inorganic photo-voltaic devices [12], and in futuristic devices such as
spintronics, molecular electronics, data storage [13, 14] and quantum computers [15]. For de-
vices making use ofthe properties of single molecules it becomes important to understand from
a fundamental level how molecules interact with the surface and with other molecules adsorbed
on the surface.
By studying single molecules adsorbed on surfacesit is possible to learn about the adsorp-
tion processitself without having to considerthe effect from interactions with other molecules.
Such studies involve both simple systems such as carbon monoxide adsorbed on the Pt(111)
surface [16,17] and He dissociation over the Cu(111) surface [18] and more complicated
molecules [19], for example porphyrin complexes [20]. These studies also include the ad-
sorption of molecules with some kind of function, like molecular switches [21,22], so called
“nanocars” [23], and molecular magnets [24-26]. The latter one will be illustrated with an
example in Chapter5.
Manystudies concern not only single molecules adsorbed on surfaces, but rather the inter-
actions between the molecules on a surface. Surface science has for example made it pos-
sible to study fundamental processes in nature, such as the nucleation of water molecules
into ice crystals [27,28], and enantioselective phase separation of racemic mixtures of chiral
molecules [29]. A large area in surface science focuses on so called self-assembled mono-
layers which are often formed from sulfur-containing species, for example thiols sulfides and
disulfides, on gold substrates [30,31].
The surface does not only act as a support where functionalised molecules can adsorb, but
the surface itself has inherent properties that can be more or less controlled by molecular ad-
sorption. For example the free-electron like surface states on the Ag(111) and Cu(111) surfaces
have been found to be tuneable by monolayer and sub monolayer coverages of molecules in
ordered structures [32-37]. Furthermore, it has been shownthat the probability of molecular
adsorption within a porous network follows the distribution of the confined surface state in a
cavity [36].
In this thesis much of the attention will be drawn towards long-range ordered porous sur-
face structures, in which organic molecules are used as building blocks in sparsely packed
nanomeshes. Such nanoporous networks can for example serve as a template for adsorption
of functionalised guest molecules. The basic principle is illustrated in Figure 1.1. A porous
network template of organic molecules is formed through self-assembly on a surface. Func-
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Figure 1.1: Basic principle of how nano-porous networks canbe usedto tailor functionalised
surface structures. The porous surface networkis able to host and confine the motion of func-
tionalised guest molecules, creating an array of separated functionalisations on the surface. By
external stimulus the functionalisations can be attributed different properties. From European
Union MRTN-CT-2006-035810 grant proposal.
tionalised guest molecules or atoms are deposited onto the surface, and the porous template
confines lateral movementofthese adsorbates. In this way well-defined structures of function-
alised molecules separated from each other can be formed. In princple, by applying external
stimulusinside the poresthe propertiesofthe functional groups can be altered. Such a property
would have future applications in for example data storage [13]. A realisation ofthis principle
has beenillustrated by Wintjes and co-workers [38] who were able to create a multiposition
rotary device by adsorption of porphyrins in a porous network. It was shown in STM experi-
ments that the alignment of a porphyrin within a pore can be switched by applying a voltage
pulse with the STM tip. Other functionalised adsorbates inside the pores could be represented
by for example azobenzene derivatives [39] (which can be switched between cis and trans
configurations) and magnetic atoms or molecules.
Molecular surface-structures can effectively be formed through self-assembly of organic
building blocks. In this process the molecules spontaneously organise under adequate con-
ditions, for example by annealing at a certain temperature. The self-organisation is possible
due to the inherent self-recognition of the adsorbed molecules, and the size and shape of the
networks can be controlled by designing molecules with different size and functionality. The
structure of a self-assembled network also depends on the molecule-surface interaction; hence
by depositing the molecules on different surfaces it is possible to influence thestructure of the
final product. For example small coverages of water molecules on Cu(110) organise into one-
dimensional chains consisting of pentagons whereas on Ag(110) instead chains consisting of
hexagonsare favoured [27]. Other essential parametersto control the self-assembly includethe
distribution of defect sites (steps, kinks, adatoms) which affect nucleation, temperature during
the molecular deposition, temperature and duration ofthe post annealing processas well as the
surface concentration of molecules.
Oneofthe basic methodsfor tailoring networks ofdifferent size and shape by self-assembly
is through mastering the intermolecular interactions. The principle originates from supramolec-
ular chemistry [40] and the idea is to synthesise molecules in such way that they interact
with each other in a preferred direction via functional groups. The crystal nucleation of the
moleculesis then controlled on the level of molecular synthesis, and different structures can be
formed by directing the molecular interactions. Self-assembly into ordered patterns dueto di-
rected intermolecular interactions is often referred to as molecular recognition [40]. Molecular
recognition is nothing invented by man,but rather a way of mimicking nature. For example the
DNAdouble helix is a good example of self-assembly due to molecular recognition.
Mostself-assembledstructures reported in the literature are based on supramolecular chem-
istry, in other words non-covalent interactions are the driving forces between molecules. These
inter-molecular interactions are in many systems characterised by hydrogen bonding [41—
46]. For example porousstructures formed by trimesic acid molecules [41] as well as two-
component networks ofmelamine anduracil derivatives [42,43] have been observed on graphite.
Furthermore, various architectures formed by melamine and PTCDA have been observed on
the Au(111) by tuning the molecular ratio between the two components [46]. Also networks
stabilised by van der Waals interactions exist [47]. These systems are often characterised by
close-packed networks, but also porous network structures can be found in literature [47]. Fi-
nally, in supramolecular chemistry the intermolecular interactions can be mediated by metal
atoms, in which coordination bonds between metal centres and organic ligands drive the forma-
tion of networks [48]. This type of network will be discussed further in the following section.
In recent years quite a few studies have focused on the possibility of covalently linking
molecules into one-dimensional [49, 50] as well as two-dimensional [50, 51] macromolecular
structures. For example it has been possible to covalently link porphyrin derivatives to build
nanoarchitectures in both one and two dimensions on the Au(111) surface [50]. Another ex-
ample is the 1,3,9.10-tetraazaperylene molecule on the Cu(111) which forms covalently linked
molecular chains at elevated temperatures [49]. The chemical nature of these chains is the
subject of section 4.4 of this thesis. Covalent interactions allow for much stronger networks
to be formed. The major drawback of using covalent interactions as driving force for the
self-assembly is the missing self-correction which is inherent to reversible non-covalent inter-
actions [52]. A major challenge of forming especially long-range ordered two-dimensional
covalent networks is to deal with the problem ofthe missing self-correction.
1.3 Metal-organic coordination networks
The concept of metal-organic coordination networks in surface science [48, 53,54] is normally
used to describe ordered networks of organic molecules coordinated to metal centres. The
metal-ligand bonding as driving mechanism for the self-assembly has been used both for the
formation of two-dimensional [49, 53-57] and one-dimensional [58,59] structures. Due to
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the reversibility (self-correction) of the coordination bondit has been possible to form highly
ordered two-dimensional networks over large areas. Furthermore, metal-organic coordination
networks have shown a high thermalstability and are stable well above room temperature [60,
61], in special cases up to 450 °C [62]. This last example is one of the networks which is
studied in more detail in Chapter 4 where for example the origin of this extra-ordinary stability
will be discussed.
There have been many examples of two-dimensional porous metal-organic coordination
networks [49,60-62]. In these examples the organic molecules coordinated to the metal centres
can be seen aslinker units. A nice example of network control through molecular design has
been illustrated by depositing linker molecules of various length, but the same functionality,
resulting in honeycomb nanomesheswith tuneable cavity size [55].
Metal-organic coordination gives the possibility of creating ordered porousstructures in
networks, where the pores can host organic molecules by confining their lateral motion on the
surface. Also, the metal centres supporting the organic ligands can themselveshaveinteresting
properties. It has been found that these adatoms can have peculiar electronic and magnetic
properties for potential applications in for example heterogeneouscatalysis. It has for example
been suggested from a DFTstudy that the Fe adatoms coordinating terephtalic acid molecules
on the Cu(100) surface have unusual magnetic properties [63]. Furthermore, Pawin and co-
workers have shownthat the Cu adatomsin a coordination network on Cu(111) are negatively
charged, a property which generally does not occur [64].
The substrates on which metal-organic coordination networks are formed vary, but nor-
mally transition metals are used. Furthermore, the metal centres/adatoms used to coordinate
the molecules vary and can be divided into two groups: Native adatoms which originate intrin-
sically from the metal substrate or non-native adatoms which are foreign atoms deposited onto
the substrate.
1.3.1 Identifying the adatoms
Non-native adatomsare ofdifferent chemical species to the substrate atoms. This is for exam-
ple the case for the terephtalic acid molecules coordinated to Fe adatoms [63] on the Cu(100)
surface (see above), and in several other systems [53, 55,56]. As this group of adatoms has
to be vapour-deposited onto the substrate, it is possible to study the self-assembly both in the
presence and absence of the adatoms while keeping other parameters, such as temperature,
fixed; therefore, non-native adatoms provide an unambiguous methodofproving the role of
adatomsin the self-assembly, which is a much greater challenge for native adatoms, which are
thermally generated from the substrate.
The other group is represented by systems where native adatoms are generated intrinsi-
cally from the substrate by thermal annealing. For example, the herringbone reconstruction
of the Au(111) surface has shown [65, 66] to serve as a source of reactive Au adatomsthat
subsequently can coordinate to molecules such as thiolate species deposited on the surface.
Furthermore, several cases have been reported [64, 64, 67—70] where free Cu adatomsare gen-
erated from steps on Cu surfaces, and consequently coordinate to organic molecules. For ex-
ample, adatoms have been reported from an STM study to coordinate benzoate molecules on
the Cu(110) surface [70]. Furthermore, trimesic acid molecules have been found to be coordi-
nated to Cu adatoms on the Cu(100) surface [67,68] as well as on the Cu(110) surface [69].
Finally, adatoms have also been foundto take part on the Cu(111) surface in the formation of
networks build up by 9,10-anthracenedicarbonitrile molecules [64].
The formation of bonds between organic ligands and metal adatomsis highly dependent
on the concentration of free adatoms on the terraces, which is controlled by the temperature of
the substrate. However, the temperature also has a great influence on other parameters, such
as the mobility of the adsorbed molecules as well as the surface concentration of molecules.It
is therefore a challenge to study how the native adatomsaffect the self-assembly, while keep-
ing other parameters which also affect the self-assembly, such as the temperature, fixed. In
many studies based on analysing topographic STM imagesit was concluded that the adatoms
are coordinated to the organic adsorbates. However, the adatoms cannot always be seen topo-
graphically in STM,and other methods for making conclusions about the adatoms taking part
in the self-assembly are needed. In section 4.3 a novel approach for identifying native adatoms
in metal-organic coordination networkswill be presented.
1.4 Combinedtheoretical and experimental approach
Whatwill be illustrated in Chapter 4 and 5 is that modelling of organic molecules on surfaces
from first principles can give additional information and help the interpretation of experimental
data. The strength of using theory as an interpretation tool is that it works from a different
starting point than experiments: While one in experiments builds models of a material by
studying its properties, in theory one makes predictions about the properties given a model.
In other words, in the first principles approach the model is already known (or assumed) but
the properties unknown, while in experimentsit is the other way around. This section aims to
briefly introduce modern modelling tools as well as experimental techniques used in surface
science. For moredetails of the particular techniques used in this thesis see Chapter 2 for the
theory and Chapter 3 for the experiments.
1.4.1 Theoretical modelling techniques
Molecular modelling stretches across several researchfields, and there are consequently several
levels of theories in which molecular modelling can be performed: There are first principles
methods in which the properties of a molecule or material are predicted using only the coor-
dinates and chemical elements of the atoms as input in the calculations. The first principles
methods include for example wave function based methods such as coupled cluster, second
order Moller Plesset perturbation theory (MP2), and Hartree-Fock. However, as the size of
the wave function growslinearly with respect to the number of electrons, these methods are
intractable for the sizes of systems that will be considered in this thesis. Instead of treating
a system within a wave function approach,in principle all the ground state properties of the
system can be obtained from the electron density of the system. This is the very basic idea of
density-functional theory (DFT). DFTis in principle exact in the ground-state of a system, but
only if the universal form of the so called exchange-correlation functional would be known.
This will be further discussed in Chapter 2. Other computational methods include for example
the tight binding model whichis a special case of DFT, and force field methods, in which the
interactions between the atomsare parameterised within an analytical formula. Since the force-
field methods are based on parameterisations there is always a question about how transferable
these methodsare.
Often the size of the studied system puts limits on which method one can use. The more
accurate theory, the more costly the calculation will be. For the size of the surface systems
treated in this thesis, DFT gives a good compromise between computational accuracy and ef-
ficiency. Therefore this method has been used for obtaining the results in this thesis. In DFT
the crucial approximations are hidden in the exchange-correlation (XC) functional. The stan-
dard today is semi-local DFT using theso called generalised gradient approximation (GGA)in
which not only the density, but also the gradient of the density enters the XC-functional. The
GGAfunctional has had a great amount of success describing bulk materials, internal struc-
ture of molecules as well as adsorption of atoms and small molecules on surfaces. One of the
main drawbacksof semi-local DFT is the absence of non-local correlation interactions, usually
referred to as non-local dispersion or van der Waals (vdW)interactions. These interactions
are of major importance in sparsely packed systems, such as molecular crystals and biological
systems, and can also play a crucial role for the adsorption of planar organic molecules on
surfaces, even for chemisorbed species. For example it has been shown that vdW interactions
are crucial for the 3,4,9,10-perylene-tetracarboxylic acid dianhydridie (PTCDA) molecule to
chemisorb to the Cu(111) surface since these without these interactions the molecule is at a
distance abovethe surface where no chemisorption occurs [71]. Therefore, it becomes obvious
that for the molecules (very similar to PTCDA)that will be presented in Chapter 4 we have to
account for vdW interactions, but it is less obvious how it can be done.
During the last decade several methods accounting for the vdW interactions in DFT cal-
culations have becomeavailable [11, 72-80]. These methods include both non-local density
functionals [11, 72-75], which are introduced in subsection 2.2.3, and semi-empirical correc-
tions to DFT [76-80], which are introduced in subsection 2.2.4. Also high level quantum
chemistry methodsexist [17,81], but remain too numerically expensive for the systems studied
in this thesis. Due to the many available methods accounting for the vdW interactions, to-
gether with the very limited numberof studies comparingthe different methods in an unbiased
fashion, it is not clear which method to choose when facing a new problem. Hence, bench-
marking studies are needed, motivating two of the studies in this thesis: Section 4.5 studies
the structural changes imposed by different corrections for perylene derivatives on the Cu(111)
surface in comparison with experimental data. In chapter 6 the adsorption energy of polycyclic
aromatic hydrocarbons on grapheneis thoroughly studied as a typical system for 7-7 interac-
tions, and seven different methodsfor calculating the binding energy are benchmarked against
calorimetric data from temperature programmed desorption experiments.
1.4.2 Experimental techniques
Experiments are generally done on well-defined clean flat surfaces under ultrahigh vacuum
conditions. In surface science there is a whole range of experimental techniques available
which can be used to gain different kinds of information of a system:
Scanning probe microscopy methods, such as scanning tunnelling microscopy and atomic
force microscopy, give different types of information on the electronic structure of a system.
Chemical information of atoms can be obtained through core-level binding energies using pho-
toelectron spectroscopy techniques and from vibrational frequencies using infrared absorption,
electron energy loss spectroscopy andinelastic tunnelling spectroscopy techniques.
Adsorption height of atomic species can be obtained from X-ray standing wave absorption
and further information about the structure of adsorbed molecules can be obtained from the
near-edge X-ray absorptionfine structure technique. Surface structure and lattice dynamics of a
material can be determined from helium atom scattering experiments, and low-energy electron
diffraction can be used to gain information about the periodicity of superstructures, which
will be used for building the unit cells of different models. The bandstructure resulting from
the periodicity of a structure can be measured by angle-resolved photoemission spectroscopy.
Finally, results from temperature programmeddesorption experiments can be used to obtain
for example binding energies of adsorbates on surfaces.
Having all these experimental techniques in mind, one can question whether theory can
add any new information about a system. However, as we will illustrate in Chapter 4 and 5
the information obtained from experimental observations can only get scientists to a certain
point due to the many plausible models that can be made from one set of experiments. By
reproducing the experimental observations from theory for a certain model, we can with more
confidence be sure that the model does indeed give a realistic atomistic picture of the system.
Furthermore, theory can be used as a powerful tool for predicting properties of materials where
experiments are less feasible, such as for interstellar materials and in geology. Finally, it can
predict properties of materials not yet synthesised, and hence be used for discovering new
materials.
  Chapter
Theory and methodology
In order to obtain a microscopic description of the interactions taking place between molecules,
as well as molecules with surfaces, we first apply the Born-Oppenheimer approximation in
order to separate the electronic and nuclear motions. The fast electronic motion is assumed to
follow instantaneously the slow nuclear motion so that the many-electron groundstate follows
adiabatically the nuclear motion. For each set of coordinates of the nuclei one must then in
principle solve the time-independent many-body Schrédinger equation for the groundstate of
Ninteracting electrons, given by
NSUDgtLem WF, Fa,Fy) = BUF Fo,Fv). 2)
i=1
 
The groundstate is then governed by a potential energy given by the ground state energy L.
Since the dimension of the wave function grows as 3NVthe computational effort grows very
fast with numberofelectrons, making it intractable to handle any type of systemsofinterest
in this thesis. Therefore one has to find an alternative method to simplify the mathematical
description of the system. Nowadays the most successful and often used technique to solve
the many-electron problem is based on density functional theory (DFT) by Hohenberg, Kohn
and Sham. In DFTtheinteracting many-electron problem is replaced by a non-interacting
electron problem, where the Coulombinteraction is replaced with an effective potential. The
many-electron wave function is replaced by the electron density, reducing the problem in 3N
dimensionsto a problem of N one-electron problems.
In this chapter we will introduce some of the basics of DFT, how DFT was implemented
in the calculations and the general functionals we have used in our calculations. For a more
complete introduction to DFT see for example “The ABC of DFT” by Kieron Burke [82]. We
will also introduce different methods on how non-local dispersion forces can be included, both
directly in DFT as wellas a semi-empirical post-correction to DFT (the so called DFT+D).
2.1 Density-functional theory
2.1.1 The self-consistent Kohn-Sham equations
Hohenberg and Kohn [7] showed that the ground state energy of an inhomogeneouselectron
gas with density n(r) in an external potential u(r) can be written as
E[n] = fe u(r)n(r) + ; / drdr’ ner) + Gin], (2.2)jr —r"|
where the second term is the Hartree (or Coulomb) energy and G[n] is an unknownuniversal
functional ofthe electron density n(r). The total energy E[n] has a minimum for the correct
groundstate density.
It was later suggested by Kohn and Sham [8]that the functional G'[n] can be divided into
the kinetic energy of a system of non-interacting electrons, 7,[n], with electron density n(r)
and the exchange-correlation (XC) energy of the interacting system, £.., with electron density
n(r):
G[n] = T,[n] + Exc[n]. (2.3)
Equation (2.2) then becomes
(r)n(x’)E{n] = Ts[n] + Je v(r)n(r) + 5 fare7= + Exe(n], (2.4)
in whichall terms can be determined exactly, except the exchangecorrelation energy E,..(n],
for which several approximations exist, see Section 2.2. The external potential u(r) describes
the interaction betweenthe electrons and the nuclei of the system.
The aim is now to minimise Eq. (2.4) with respect to the electron density under the con-
straint of a fixed numberofelectrons, in other words we wantto find an electron density n that
fulfils the equation
  
 
 
5E[n] _ dTa{n] /In(r) ~ Sn(r) 7 PAT) + Mxcl®) = os (2.5)
with ae)
p(r) = v(r) +/ dr zs (2.6)
and
OExcxc (n) = én(r)’ (2.7)
is the exchangecorrelation contribution to the chemical potential of an electron gas with den-
sity n(r). Equation (2.5) is the same equation one obtains for a system of non-interacting elec-
trons moving in an externalpotential y(r) + fxc (n(r)). Therefore, for given y and px<, one
obtain the electron density n which fulfils (2.5) by solving the one-particle time-independent
Schrédinger equation
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{377 + [p(r) + Hx oce))} Wi (r) = €;4);(r) (2.8)
with the electron density n given by
N
= Ss [wi(r)/? , (2.9)
where JNV is the total numberofelectrons.
Equations (2.6-2.9) need to be solved self-consistently, illustrated in Figure 2.1. One begins
with an assumedelectron density n(r), from which y(r) and xc (n(r)) are constructed using
Eq.(2.6) and (2.7), respectively. A new electron density (r) is then found from Eq. (2.8) and
(2.9). For each iteration the energy is calculated as
B= Ye ~aa+ Exe[n] — [den(a)psc(n(n)) (2.10)
The self-consistent loop is interrupted when the energy is converged, for example when the
difference in energy from two (or more) consequentiterations is less than a break condition.
The energy given by Eq.(2.10) after the last iteration is the ground state energy for the specific
configuration of the nuclei.
2.2 Exchange-correlation (XC) functional
2.2.1 Local density approximation (LDA)
In the local density approximation (LDA) one assumesa slowly varying electron gas and ap-
proximates the XC-energy as
ELDATy] = / Br n(r)eb™(n(r)), (2.11)
where «22™(n(r)) is the XC-energy per electron for a homogeneouselectron gas with density
n(r). This definition of the XC-energy is exact for the special case of a uniform jellium gas in
which the electrons move in a uniform positive background chosen to preserve overall charge
neutrality.
The homogeneouselectron gasis characterised by a single parameter, 7;, and is defined as
the radius of a sphere containing on average one electron
3 \'8 1.919— = . 2.12* ( 4nn ) kp - ( )
where kp is the Fermi wavevector, which for the uniform electron gasis given by
 
kp = (37?n)¥3, (2.13)
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Figure 2.1: The very basic ofthe self-consistent algorithm offinding the minimum energy with
respect to the electron density within the framework of Kohn-Sham DFT.
  
The total XC-energy can be divided into individual contributions of exchange andcorrela-
tion as
Ae. BUM 4 BOE (2.14)
The LDA exchange energy is given by
ELDA Ty) = f &rn(eyee™(n(n)), (2.15)
where €2°™(7(1r)) is the exchange energyperelectron in the uniform gas given by
™(n(r)) = Aynl/3 (2.16)x
with A, = —(3/4)(3/7)1/3 = —0.738. Finally, the correlation energy is given by
ELPA Ty] = / dr n(r)e®™ (r,(r)), (2.17)
where €#°™(r,) is the correlation energy per electron of the uniform gas. «2°™(r;) cannot be
determinedanalytically except for the high- and low-density limits, where r; — 0 andr, — oo,
respectively. For intermediate values of 1;, accurate quantum Monte Carlo simulations have
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been performed on the homogeneouselectron gas [83]. These results have been used to derive
approximate analytical formsof «2°™(r,) [84-86].
2.2.2 Generalised gradient approximation (GGA)
In the generalised gradient approximation (GGA) the exchange has the form
ESA] = f dr dm(n(r))F(o(0) (2.18)
Thefactor F;, is the exchange enhancementfactor, which tells how much exchange is enhanced
over its LDA value. The parameter s(r) is defined as
|Vin(r)|s(r) = ———.. 2.19a(r 2kpn(r) 2.19)
Hence, as the name suggests, GGA dependsnot only on the electron density, but also on the
gradient of the density. This type of the gradient corrected DFT is often referred to as semi-
local DFT.
Thefull exchange-correlation energy is written as (in the spin-unpolarised case)
ESSATy] = / Prb™ (n(r)) Fec(rs(r), 8(2))- vem
The enhancementfactor has the limiting behaviours
Fc(ts, 8 = 0)= FP(rs), Fe(rs = 0,8)= F,(s). (2.21)
F,,. is often evaluated on analytical forms, which are designed to satisfy certain criterions,
such as the correct uniform electron gas limit (recovering LDA for s=0) and the LDA linear
response, or by fitting parameters to experimental data [87].
There exist several flavours of GGA, of which the Perdew-Wang 91 (PW91) [9], Perdew-
Burke-Ernzerhofer (PBE) [10] and the revised form of PBE (revPBE) proposed by Zhang and
Wang [88] have been usedinthis thesis.
2.2.3 The van der Waals density functional
Several versions of the van der Waals density-functional (vdW-DF) exist, in this work we are
exclusively using the van der Waals density functional for general geometries introduced by
Dion and coworkers 2004 [11], which also goes under the name of the Langreth-Lundgqvist
functional.
In the vdW-DF,the correlation energy is divided into two parts
E.{n] = E°[n] + E™[n]. (2.22)
The first term is treated within LDA. This is according to the authors of Ref. [11] appropri-
ate since the second term is designed to give the non-local correlation energy, which can be
expressed as
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E™| = ; / Prdr'n(r)d(r, r’)n(r’), (2.23)
where the kernel ¢(r, r’) depends on |r — r’| and the densities n close to r and r’. Thefull
derivation of the kernel é(r, r’) can be found in Ref. [11], and is based on a model response
function. The detailed form of this response functionis still a subject of research [73].
In the vdW-DFthe E”! term is designedto take careofall non-local, including semi-local,
contributions to the correlation energy. Hence, in the vaW-DF methodology the total vdW-
corrected energy is given by
Evaw = Eaca — Ecaca + Ecipa + B®. (2.24)
where E..qaqa is the correlation part of the GGA XC-energy, Eeipa is the correlation en-
ergy given by LDA, and E®! is the non-local correlation energy given by Eq.(2.23). Note
that the GGAcorrelation energy is replaced by LDAcorrelation plus the non-local correlation
energy. It was first suggested to use the revPBE-functional for GGA exchange-part since it
has no non-physical bonding contribution in the exchange energy for purely dispersion bonded
systems [89]. Howeverlater studies [74, 75] have suggested that other flavours of the GGA
exchange energy maybebetter suited.
Both non-selfconsistent [11] and self-consistent implementations [72, 74, 75,90,91] of the
vdW-DFexist. In a non-selfconsistent calculation the non-local correlation energy is calculated
as a post-correction to the semi-local DFT calculation using the self-consistent GGA electron
density as input.
For a self-consistent calculation the vdW-DFis included in the potential of each iteration
in the self-consistent DFT calculation. The main advantage ofthe self-consistent approachis
that the vdW-correction is not only includedin the total energies, but also in the forces.
The most demandingpart for calculating the non-local correlation energy in the vdW-DF
schemeis evaluating the six-dimensional integral in Eq. (2.23). Several implementations for
evaluating this integral are available [74, 75,91]. For example it can be done from integration
of the density on spherical Lebedev grids centred on each atom [74], or by making use offast
Fourier transforms[91].
2.2.4 Semi-empirical “C’s-corrections”
An empirical approach to include non-local dispersion interactions in semi-local DFT is by
adding pair wise interaction betweenall atomsin the system. Thetotal dispersion energy for a
system of NV atomsis then given by
N N
Ex = >> V(Ra): (2.25)
i=1 j>t
where the pair-potential V (r;;) between two atoms 7 and j has the general form
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Figure 2.2: The damping function fgamp as function ofthe distance between two carbon atoms
used in the Grimmecorrection [77]. The damping function is equal unity at large separations
and zero for small separations and is used avoid divergence due to the Cg correction for small
separations.
CeijaRi; V (rij) = —faamp (Riz) (2.26)
Here Rj; is the distance between the two atoms, Cg;; is the Cg coefficient determining the
strength of the interaction between the atoms and fgamp (Ai;) is a damping function which
has the value 1 for large separations and 0 for small separations between the two atoms. The
damping function is needed to avoid divergence in the energy at small distances. There exists
several methods for applying this type of correction to DFT [76-79] with different definitions
of the damping function as well as the Cg;; coefficients, which are discussed in more detail
below. Figure 2.2 shows the damping function applied in the Grimme correction [77] as a
function of the distance between two carbon atoms.
The forces contributed by the Cg correction are obtained analytically by taking the gradi-
ents of Eq. (2.26), with the force acting on atom 7 due to the interaction with atom 7 given
by
R; ~~ R; 6faamp (Rij)Fy = -ViV(Riy) = Coz’ "OR, Rij ~~ Fasens (Ri ) ) (2.27)
Note that for periodic systems the atoms from periodic images haveto be included in Eq.(2.25)
for the total energy, and in a similar mannerfor the forces.
Various Cg schemes
In this thesis four different C6-correction schemeswill be discussed, namely Wu-Yang (WY) [76],
Grimme[77], Ortmann-Bechstedt-Schmidt (OBS) [78] and Tkatchenko-Scheffler (TS) [79],
where each schemehasgiven the nameoftheir respective inventors. All schemes have in com-
monthat the dispersion energy contributed by one pair of atoms is given by Eq. (2.26) and
the total energy by Eq. (2.25). However, how the Cg coefficients and damping functionsare
evaluated differ for each method.
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In the OBS scheme the Cg parameters are obtained in a similar manner for unlike and
like atom pairs using the original description by London [92]. In this description the coeffi-
cients are obtained from the ionisation potentials and polarisabilities of the atoms [78]. In the
WY, Grimme and TS schemesthe Cg;; coefficients for unlike atoms are obtained from those
of like atoms pairs using combination rules. However, the combination rules vary between
the schemesandin particular other parameters than homonuclear interaction coefficients enter
these combination rules. For example in the WY scheme the effective number of electrons
enters the combination rule [76] and in the TS schemestatic polarisabilities of free atoms are
used [79], while no parameters other than interaction coefficients enter the combination rule in
the Grimme scheme[77]. Also the interaction coefficients between homonuclear atomsare ob-
tained by different means in these three schemes. In the Grimme schemethey are obtained from
the ionisation potential, dipole polarisability and an additional parameter depending on which
row in the periodic table the atom can be found [77], while in the WY schemethe coefficients
are calculated by least square fitting of molecular Cg coefficients obtained experimentally.
In none of the WY, Grimme or OBS schemesare the chemical environments of the atoms
accounted for, although the WY schemehasdifferent coefficients for example, and sp, sp” and
sp® carbon atomsare all treated differently. This raises the question about transferability of
these schemes from one system to another. In the TS schemeonehastried to circumwentthis
problemby defining the interaction coefficients by relating the effective volume of an atom with
the volumeofthe free atom, which is done through a Hirchfeld decomposition of the electron
density [79]. Hence, the interaction coefficients have to be calculated on the fly for each atomic
configuration and accordingto the authorsofRef. [79] the coefficients are determined from first
principles.
However, although the Cg coefficients are determinedfrom first principles in the TS scheme,
this is not the case for the accompanying damping function. The damping function contains
two free parameters of which one wasfitted to reproduce binding energies for the S22 database
obtained from coupledcluster calculations by Jurecka and co-workers [93]. In other words, the
damping function in fact makes the TS scheme semi-empirical. The Grimmecorrection has a
similar damping function as the TS scheme, but withoutthis fitting parameter. However, an-
other parameterenters this function which according to Grimme doesnotaffectthe results [77],
but is chosen to a seemingly arbitrary number. The damping function entering the OBS scheme
has a different form than Grimme and TS and wasdesigned to reproduce the interlayer spac-
ing of graphite. A third form of damping function is found in the WY scheme, wherealso a
seemingly arbitrary parameterisation is made. One can question how these damping functions
affect the final result of a calculation, especially since each approach uses their own damping
function, which supposedly workbest for the particular parameterisation of C¢-coefficients.
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2.3 Solutions of the Kohn-Sham equations
2.3.1 Plane wave basis set and Bloch’s theorem
In density-functional theory the many-body problem ofinteracting electrons is simplified to a
problem of non-interacting electrons experiencing an effective potential V(r). In other words,
weare searching for solutions to the one-particle time-independent Schrédinger equation:
|-5v? + vin] Un (r) = envn(r). (2.28)
For a system wherethe nuclei are arranged in a periodic structure, for example in a crystalline
solid, V (r) is also periodic
V(r +R) =V(r), (2.29)
where is a lattice vector
R= nya, + ngag + 13a3. (2.30)
Here 71, nz and 73 are integers, and aj, ag and agare the three unit cell vectors of the system.
Ourfirst assumption is that the systemis confined into a large volume (2 which consists of NV
primitive unit cells with volume 2),, so that Q = NQ<¢.
According to Bloch’s theorem, a wave function of such a periodic system can be written as
a productof a plane wave function and periodic function, u,(r), with the same periodicity as
the potential
U(r) = eTu(r), (2.31)
from whichit follows that
vi (r + R) = vy (rje*®. (2.32)
Here, k is a wavevector in the first Brillouin zone and attains N discrete values due to the
periodic boundary conditions over the large volume. The physical meaning of the Bloch’s
theorem is that the wave functions at positions r and r + R are the same except for the phase
factor exp(7k - R), and more importantly, the electron density has the same periodicity as the
potential.
The periodic function u(r) can be expanded in terms of plane waves
(0) = S| cx (G)e’S*. (2.33)
G
Dueto the periodicity of u(r) only the reciprocal lattice vectors enter the expansion, which are
defined as
G = 5_ mbi, (2.34)
i
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where m; are integers and b; are the basis vectors of the reciprocal lattice. Note that the
reciprocallattice vectors are defined such that they fulfil R -G = 27, where is aninteger.
The full wave function can then be written as
W(t) = d- ex(G)et)*, (2.35)
G
The periodic potential can also be expanded in plane waves
V(r) = 5 V(G)e'G* (2.36)
G
By insertion of Eq. (2.35) and (2.36) into Eq. (2.28) the following eigenvalue problem is
obtained
S- Ainm! (k)cx (Gin) = e(k)cy(Gm), (2.37)
The original problem has been transformed to N independent equations, one for each k-point
in the first Brillouin zone. The matrix elements of the Hamiltonian are given by
|k+G,,|?
2
By diagonalisation of the Hamiltonian a set of discrete eigenvalues ¢,(k) together with their
Hmm! = Omm! + V(Gm ~ Gin’), (2.38)
corresponding eigenvectors Cc,, are obtained, one for each k-value. The label 7for the dif-
ferent eigenvaluesis the band index and the energy eigenvalue for the electrons in the periodic
potential defines the bandstructure e€,,(k).
Equation 2.37 can be solved numerically when the numberof plane wavesis truncated.
This is done by introducing a kinetic energy cut-off, often referred to as the plane wave cut-off
defined as
|k+G/
2
The convergence of the solution is controlled by varying the value of the plane wave cut-
< Eoutort- (2.39)
off Eeutox. The convergence is also controlled by the number of k-points included in the
calculations. In practice only a few k-points of the first Brillouin zone are included and the
actual number required for convergence of the total energy depends on both the size and the
type of the system under study. Several methodsexist for generating the k-points in thefirst
Brillouin zone, the most commonone being the Monkhorst-Pack scheme[94].
Plane wavebasis set for non-periodic structures
The plane wavebasis set requires periodic boundary conditions in all the three real-space co-
ordinates. The method is however notrestricted to study periodic structures. The periodic
18
  
Figure 2.3: Illustration of the supercell approach for atomic oxygen adsorbed on a Cu(110)
slab. The vacuum region between slabs prevent interactions between periodic images in the
direction perpendicular to the surface. Furthermore, the size of the surface unit cell prevents
interactions between oxygen atoms of periodic images parallel to the surface unit cell. The
boundariesof the periodic supercell are indicated by black lines.
supercell can be designed so that when applying the periodic boundary conditions, the interac-
tions between supercells in certain dimensions are made negligible by adding a vacuum region.
Theprinciple is illustrated for a single oxygen atom adsorbed on Cu(110) in Figure 2.3. The
coppersubstrate is modelled by a slab of four copper layers perpendicular to the surface that
are indefinitely repeated along the principle axes of the surface. A vacuum region is used to
preventthe slab to interact with its periodic images (perpendicular to the surface). Furthermore,
the surface unit cell should be chosen to be large enough to prevent interaction of the oxygen
atom with its periodic images.
2.3.2 Pseudopotentials
All pseudopotential approachesare based onthe frozen core approximation.In this approxima-
tion the effect of the local chemical environment on core-electrons is assumed to be weak and
treated by first order perturbation theory. Therefore, the wave functions of the core-electrons
are frozen and equalto thoseofthe isolated atom. Only the valence electron wave functions
are updated during the self-consistent iterations.
Dueto the requirementof orthogonality, valence wave functions have rapid oscillations in
the core region of the core wave functions. Outside this core region, the core wave functions
are essentially zero, which results in much smoother valence wave functions in this region.
To treat the rapid variation of the valence wave functions in the core region a large number
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of plane waves are needed for convergence. One way of getting around this problem is the
use of a pseudopotential, in which the interactions of the valence electrons with the nuclei and
the core-electrons are described by an effective, much weakerpotential. The resulting pseudo-
wave functions are smooth inside the core region and are equal the real wave functions outside
the core region. The number of plane waves required to describe the pseudo-wave functions
is muchless than for the real wave functions, rendering the solution of Eq. (2.37) much more
feasible.
Several different pseudopotentials exist, for example orthogonalised plane wave (OPW),
norm-conserving pseudopotentials (NCPP), ultra-soft pseudopotentials (USPP) and the pro-
jected augmented waves (PAW) method. The USPP and PAW methodsare knownto converge
with a relative small numberof plane waves. Since the PAW is a more general method com-
pared to USPP, the PAW method has been used for the plane waves calculations presented in
this thesis. The PAW methodwasoriginally developed by Bléchl,and for a description ofhow
this method workssee the original publication by Bléchl in Ref. [95] or the paper by Kresse
and Joubert in Ref. [96].
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  Chapter
Experimental characterisation
The aim ofthis chapter is to give a brief introduction to the principles of the different exper-
imental characterisation techniques behind the experimental results presented with our theo-
retical results in Chapter 4 and 5. It will also be discussed how the quantities measured in
the different experiments can be evaluated within density functional theory as well as how the
theory relates to the experimental observations.
3.1 Scanning tunnelling microscopy
Since its invension in 1981 by Gerd Binnig and Heinrich Rohrer [97], the scanning tunnelling
microscope (STM)has had greatinfluence on surface science sinceit forthefirst time allowed
scientists to study surfaces on a sub-nanometerscale in real space. In an STM a metaltip is
approached very close (~10 A) to a (semi) conducting surface and a bias voltage is applied
betweenthetip and surface. Although the bias voltage would notclassically allow the electrons
to overcomethe potential barrier between thetip and surface, quantum mechanics introduces a
small probability oftunnelling betweentip and sample. The basic principle behind the quantum
tunnellingis illustrated in Figure 3.1, where a particle with mass 7and energy level E tunnels
through a square potential V. The energy of the particle is conserved but the amplitude of
the particle’s wave function is decreased. The probability for the tunnelling to occur is given
approximately by
V—E£)P «x exp-e ; (3.1)h
 
where d is the width of the barrier, F is the energy of the particle, V is the height of the
potential barrier. The tunnelling probability, and the resulting tunnelling current in STM,decay
exponentially with respect to the width of the potential barrier, whichis related to the distance
between tip and sample in the STM setup. Typically, the tunnelling probability decreases by
an order ofmagnitude whenincreasingthe tip-surface distance by 1 A. Dueto this exponential
behaviour ofthe tunnelling probability it is possible to achieve spatial resolution on the atomic
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Figure 3.1: An electron with energy E tunnelling through a potential barrier V > F of width
d. The probability of the tunneling in given by Eq.(3.1).
scale.
In STM,electrons tunnel between electronic states of the tip and the sample. From first
order perturbation theory the tunnelling current from the tip to the sample is given by Fermi’s
golden rule as
My? O(Ey _ év); I = (27e/h) S- {f(eu) [1 - Fler + eV)) — fla) [1 - Fen + eV)]} x
pv
G.2)
where f(€) is the Fermifunction, V is the applied voltage, M!,,,, is the tunnelling matrix element
between states ~,, of the probe and 7, of the sample and €,, is the energy ofstate 7,, in the
absenceoftunnelling.
Assuming a constant density of states of the tip, the tunnelling current depends on the
electronic structure of the sample as well as the distance between tip and sample. STM im-
ages with both these aspects are illustrated in Figure 3.2. The contrast difference between the
tetragonal networksin Figure 3.2 (a) results from a topographic effect, since twoterraces ofthe
Cu(111) surface (with adsorbed molecular network) is imaged, while the waves on the atomi-
cally flat terrace in Figure 3.2 (b) is an electronic effect. The white protrusions in Figure 3.2 (b)
are molecules which change both topography and electronic structure compared to the metal
substrate, which means that molecular adsorbates are not necessarily imaged as bright protru-
sions [98]. An ability of STM to imagethe electronic structure, also makes it possible to image
molecular orbitals [99] whichis illustrated in Figure 3.2 (c).
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Figure 3.2: (a) Molecular networks on twoterraces of the Cu(111) surface, wth the difference
in contrast being due to topographical differences. (b) Molecular chains imaged brighter due to
topographical differences, wavelike features on surface standing wave pattern dueto scattering
of the surface state from the chains, (c) topographical contrast (molecules imaged brighter than
surface) as well as electronic contrast (imaging of a molecular orbital).
3.1.1 The Tersoff-Hamann approximation
From the Bardeen’s approximation [100] of the matrix elements V/,,, in Eq. (3.2) and by as-
suming a spherical tip one can show that the tunnelling current is proportional to the local
density of states (LDOS) of the sample
epteVHV.) [ depleF) 3.3)
cr
and thefirst derivative of the tunnelling current is given by
dl
dV (V, 7) x plep + eV, 7) = S- |val7o)|? d(er + eV — €a), (3.4)a
where p(er+eV, 79) is the LDOSat point 7and energy er +eV, Wo(7o) are the wavefunctions
of the sample. This is the Tersoff-Hamann approximation [101,102] which has been used in
all STM simulations within this thesis.
In DFT the wave functions in Eq. (3.4) are given by the Kohn-Sham wave functions. In
the STM simulations the wave functions have been extrapolated far away from the surface by
an exponentially decaying function where the matching distance was determined at a height
above the surface where the electrostatic potential becomes constant, corresponding to the
vacuum region. Figure 3.3 illustrates the electrostatic potential averaged over the xy-plane
along a vector perpendicular to a four layer Cu(111) slab. The matching distance is chosen at
the distance above the surface where the vacuum region begins(grey area).
23
Q     
 
Ele
ctr
ost
ati
c p
ote
nti
al
(e
V)
       1 1 1 I L 12 0 2 4 6
Distance (A)
co
k
— Oo — N
Figure 3.3: Average electrostatic potential perpendicular to a four layer Cu(111) slab illustrat-
ing the choice of matching distance fromthe first surface layer, defined as dyatch — Csurt-
3.2 Infrared absorption spectroscopy
Infrared (IR) absorption spectroscopy probes the fundamental vibrations, or normal modes,
of molecules. The vibrations can be excited by irradiating an infrared light, if the energy of
the photon matches the energy of the vibration. Furthermore, the vibration must be infrared
active, in other wordsthe vibrational excitation must give rise to a dynamic dipole moment of
the molecule. Hence IR spectroscopy is sensitive both to the vibrational frequencies and the
dynamic dipole moments of molecules. By irradiating a molecule by infrared light of different
frequencies(typical in a range 0-4000 cm~!) characteristic spectrum will be obtained which
provides information about the moleculeitself, but also about the interaction of the molecule
with for example other molecules.
For molecules adsorbed on metal surfaces, one has to use reflection absorption infrared
spectroscopy (RAIRS). In RAIRSthe metal substrate is irradiated and the photonsare reflected
from the metal surface. A vibration in a molecule adsorbed on the surface can absorb a photon,
but only if it has the same frequency as the photon and has a dynamical dipole momentperpen-
dicular to the surface. This dipole selection rule is due to the screening by the metal substrate,
illustrated in Figure 3.4: Dipole moments parallel to the surface will be cancelled out due to
the screening from the metal substrate, while dipole moments perpendicular to the surface are
instead enhanced.
3.2.1 The harmonic approximation
In the harmonic approximation the change of the potential energy due to a displacement of
an atom away from its equilibrium position is approximated to be quadratic. Here we will
show how the harmonic approximation can be used to obtain vibrational spectra first for a
model system ofa single atom moving in a one-dimensional harmonic potential, which will be
followed by a generalisation to a molecule of NV atomsin three dimensions. In the general case
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Figure 3.4: Illustration of the screening of an external dipole moment by a metal substrate. If
the external dipole momentis aligned parallel to the metal surface the induced image charge
will cancel out the dipole moment(a). If the external dipole is aligned perpendicular to the
metal surface, the induced image charge will reinforce the dipole moment(b). Therefore, when
modelling RAIRS spectrum only dipole moments that are perpendicular to the metal surface
are taken into account.
it will also be shown howtheinfrared activities of the vibrational modes can be obtained.
Single atom in one dimension
Let us begin with deriving the eigenfrequency ofan atom movingin a one dimensionalpotential
V(x). For small displacements « around the equilibrium position 9 the potential can be
expandedin a Taylor series with respect to the powers of the displacement x
. dV| 1 dVV(ro + 2) =V(a) +2 | ws ae
x lo=ao
(3.5)
 
L=2X0
At equilibrium positions the derivative of the potential equals zero. Furthermore, by mak-
ing the variable substitution « — x — 2and setting the potential to zero at equilibrium,
Eq. (3.5) simplifies to
1 d?v 1— m2 _ wel=" 3 a = gh ; (3.6)
where k is a force constant determined by the curvature of the harmonic potential. To find the
V(2)   z=0
solutions of x first consider the force acting on the atomin the harmonic potential
 dvF=- = —kx (3.7)dx
combined with Newton’s second law of motion
d2x
resulting in
2
mos = —kx, (3.9)
where 7is the mass of the atom. The general solutions for « is then given by
z(t) = Asin (VE) + Bcos ( zy (3.10)
tL m
Hencethe atom oscillates with the frequency
1= —/k : :V 5 /m (3.11)
By using the definition of & in Eq. (3.6) one obtains
2y dF ies. eae =—- ar _ = (27v)°m, (3.12)
which gives the fundamental vibration frequency v of an atom of mass m, oscillating in a
 
 
z=0
harmonic potential described by V. Hence, if the first derivative of the force acting on the
particle at the equilibrium position as well as the mass of the atom are known,the fundamental
frequency of the atom’s motionin the potential is also known.
Molecule of V atomsin three dimensions
Equation (3.12) gives the foundation for calculations of the normal modes of a molecule within
the framework of the harmonic approximation. For a molecule of N atoms, Eq. (3.12)is
generalised to the eigenvalue problem [103]
3NS- (Hix — Mj) Xp =0, i = (20%)? (3.13)
k=1
wherev;is the frequency of the normal mode 7 and X;,,are the elementsof its eigenvector. H
is the force constant matrix of the system with matrix elements
__ev_ ak~ OxjOr,’ OE
where the indices 7,7 = 1,...,3V are over all atoms and the three Cartesian directions. For
Hyx (3.14)
example, for a molecule of two atomsa and 6 the matrix H is given by
dF? dF dF? dFr dF? dF?
dx® dy@ dz da? dy? dz
a a a a adF; dF; dF; dF; : aFy
dz@ dy@ dz da? dy? dz?
dF? die dF? dF? dF? dF?
dz dy* dz4 dz’ dy? dz?H=—| are art are are are are (3.15)
dz dy* dz4 dz’ dy? dz?
b b b b ba oe wy ee Oe Oedz* dy% dz@ da? dy? dzdFo arb aFe dre aFe dF?
dz* dy dz¢ da? dy? dz
where for example dF?/dx* is the derivative of the force of atom b in the y-direction with
respect to displacementof atom ain the x-direction (from the equilibrium configuration of the
system). The elements of the diagonal matrix Min Eq. (3.13) are given by
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My = Opin, k = 3n— 2, 3n—1, 3n, (3.16)
where m,, is the mass of the nth atom.
Finally, the infrared intensity of a normal mode 7 is given by the derivative of the elec-
trostatic dipole moment with respect to a displacement of the atoms in the directions of the
eigenvector 7:
dy |
dQ;
where J;abs is the absolute infrared intensity, Q; is referred to as a normal mode coordinate
esis = (3.17)  
of eigenvector X;. The derivative with respect to Q; can be calculated as as a sum over the
derivatives of the dipole moment with respect to the Cartesian atomic coordinates x,
 
du 3N Ou=ys. 2dQ; Ds ang = G18)
Computational approach
The derivatives of the forcesin the force constant matrix, as well as the derivatives ofthe dipole
momentare calculated using centralfinite differences. We can illustrate how central differences
workby considering a function f(x) for which we wantto calculate the derivative at the point
XO
 ct i _ f(a +ae — Az) + O(A22), (3.19)
where Ax is the finite displacement of an atom. Hence to obtain the derivative using central
differences two calculations are needed. The error of this approximation is proportional to the
square of the spacing Ax, which is an improvement over forward and backward differences
wheretheerror is linearly dependent on the spacing Az.
For each DFTcalculation the forces on all atomsare calculated, this meansthat to setup the
force constant matrix using central differences for a system of N molecules, 6calculations
are required, two calculations per atom and Cartesian coordinate. For each DFT calculation
also the electric dipole momentofthe system is calculated, which is used to determine the in-
frared intensity for each normal mode,using Eq. (3.17) to calculate the derivative of the dipole
momentwith respect to the eigenvectors and Eq. (3.16) to calculate the infrared intensity. Note
that for calculations of RAIR spectra only the dipole moment perpendicular to the substrate
has to be considered (see Section 3.2).
A module for calculating infrared spectra was implemented into the Atomic Simulation
Environment [104] which is available for download for free at Attps://wiki.fysik.dtu.dk/ase/
under the GNU Lesser General Public License.
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Figure 3.5: Nls spectra from XPS experiments of (A) a free-based tetraphenylporphyrin
(H2TPP) on Ag(111) and (B) after deposition of Zn atoms in which the porhyrins dehydro-
genate and picks up the Zn atoms to form ZnTAPP. (C) N1s spectra of a directly deposited
monolayer of ZnTAPP on Ag(111) for comparison. [20] - Reproduced by permission of The
Royal Society of Chemistry.
3.3. X-ray photoelectron spectroscopy
X-ray photoelectron spectroscopy (XPS) experiments measure the energy cost to remove core-
electrons from atoms. Since the core levels are very sensitive to the local electrostatic po-
tential, XPS can be used to determine the local chemical environments an atom experiences
in a molecule. Figure 3.5 shows the XPS spectra of the nitrogen 1s (N1s) core levels of
the free-based tetraphenylporphyrin molecule (H2TPP) adsorbed on the Ag(111) surface from
Kretschmann and co-workers [20]. The nitrogen atoms in the molecule exhibit two different
chemical environments, one with and one without attached hydrogen atoms, which results in
two peaks in the spectrum (A). After deposition of Zn atoms on the surface, the molecule
dehydrogenates and picks up a Zn atom to form the ZnTPP species. This results in a sym-
metrisation of the nitrogen atoms, hence only one peak is observed in the spectrum (B). In
(C) the N1s spectrum ofa directly deposited monolayer of ZnTPP on Ag(111) is shown for
comparison.
This section will describe how core-hole binding energies can be calculated using DFT
and how theresults are related to experiments. For more details see for example the book by
Hiifner [105].
Figure 3.6 illustrates the basic principles behind the XPS technique: X-ray radiation with
energy hv per photon core-ionises an atom. For a metallic system,the kinetic energy F,, ofthe
emitted electron is measured andthe core level binding energy F} (relative to the Fermi level)
is given by
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Figure 3.6: Sketchillustrating the principle of the XPS technique. A photon with energy hv
core-ionises an atom and generates a photoelectron.
Ey = hv — Ek, -¢ = E(N - 1) - B(N), (3.20)
where (JV)is the total energy of the neutral system, E(.V — 1) is the total energy of the core-
ionised system, and ¢ is the work function. The work function is experimentally determined as
the smallest energy required to generate a photoelectron, in other words the energy required to
excite an electron at the Fermi level to the vacuum level. It is important to notethat the relation
between the measured core level binding energy and the energy of the occupied core level
is only approximate. In reality the measured core level binding energy is related to the total
energies of a state with N electrons E(.V) and the one with N — 1 electrons E(V — 1) [105].
3.3.1 Chemical shifts from density-functional theory
According to Eq. (3.20), the core level binding energy ofan atom in a molecule canin principle
be determinedifthe total energies ofthe core-ionised and neutral molecule is known. However,
in practice the absolute core level binding energies are not what we will calculate, but rather
the core level (chemical) shifts Ecyg of an element in a system a with respect to system b
Ecus = [E°(N - 1) - E°(N)] — [Er —1)— B°(N)|, (3.21)
where £*(V)is the total energy of the neutral system a and E*(.N — 1)is the total energy of
system a withoutan electron on a core level, and similar for system 5.
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The total energies of the neutral systems are obtained from DFT calculations. The core-
ionised system will be treated within the frozen core approximation [106]. In this approxi-
mation the core-hole is assumedto stay entirely localised at the excited atom. For molecular
adsorbates on metals this is a valid approach since the metal substrate acts as an electron reser-
voir, and the effect on the total energy when adding or removing an electron from the system
is negligible. Within this approximation we will discuss two possible ways oftreating the
core-ionised atom, namely through the Z+/ approximation or a core-ionisedPAWpotential.
Z+1 approximation
In the Z+/ approximation [107] the effect of removing a core-electron is approximated by
adding a proton to the core of the atom under consideration. In other words, the core-ionised
atom with atomic number Z is replaced by a valence-ionised atom with atomic number Z + 1.
In practise a neutral atom with atomic number Z + 1 is used since we are working on metallic
substrates.
Core-ionised PAW potential
A more sophisticated method to the Z+/ approximation is to use a specially designed core-
ionised potential to describe the core-ionised atom [106]. The principle is the same as for the
Z+1 approximation, but the core-hole is better described this way, and hence this method gives
more accurate results for chemical shifts.
3.4 X-ray standing wave absorption
X-ray standing wave (XSW) absorption experiments can be used both to determine the height,
and in principle, also lateral position of molecular adsorbates above a surface. In this thesis,
only XSW measurements of adsorption height will be presented. With this technique, it is
possible not only to determine the height of an adsorbate but the individual heights of the
different chemical species making up the adsorbate. It is important to notice that XSW is a
laterally averaging technique, hence a reasonable coverage of the surface is necessary and it is
not possible to determine the height of a single molecule.
The aim ofthis section is to give a brief introduction ofthe basic principles of XSW.For a
more detailed description of the technique see for example the reviews by J. Zegenhagen [108]
and D. P. Woodruff [109].
The basic principle of XSW is illustrated in Figure 3.7. By irradiating a single crystal
by X-ray photons whose energyfulfils the Bragg condition, the superposition of the incident
and reflected wave results in a standing wavefield. If an atom of chemical species A of the
adsorbate is located in one ofthe anti-nodes of the standing wavefield it will be core-ionised
and emit a photoelectron. If instead the atom is located in one of the nodes of the standing
wavefield the atom would not be core-ionised, and the intensity of emitted photoelectronsis
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Figure 3.7: Sketchillustrating the basic principle of the XSW technique. Maximum intensity
of photoelectrons is observed if the maximaof the intensity Jax of the standing wavefield
coincide with the atomic positions. The maximaare adjusted by tuning the phase between
the incident and reflected beam. (a) The intensity maximaof the standing wavefield coincide
with atom A, and consequently the intensity of photoelectrons emitted from atom A will be at
a maximum. (b) The intensity maxima of the standing wave field coincide with atom B, and
consequently the intensity of photoelectrons emitted from atom B will be at a maximum.
therefore zero. By tuning the incident phonon energy in a small range around the Bragg energy
(typically about +2 eV) the phase difference between incident and reflected beam can be tuned,
which meansthatthe position of the nodes and antinodesofthe standing wavefield will move.
By recording the intensity of the emitted electrons as a function of the incident photon energy
one will obtain a unique function for each adsorbate height (modulus the distance between
the Bragg planes). These functions are determined experimentally and the heights of different
atoms above a surface are calculated from their profiles.
The intensity profiles are determined indirectly by measuring the numbers of photoelec-
trons emitted by the adsorbate in an X-ray photoelectron spectroscopy (XPS) setup. This makes
it possible to determine the height of each chemical species of the adsorbate (and even diffen-
tiate between atomsof identical chemical species) as the energy of the emitted photoelectron
is dependent on the core-level binding energy (as in XPS). It is important to notice that the
heights of the adsorbates are determined modulus the distance between Bragg planes.
For the experimentalresults presented in this thesis the normal incidence XSW (NIXSW)
was performed on a Cu(111) surface in which the X-ray beam wasperpendicular to the Bragg
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planes. The Bragg distance between the Bragg planesis then equal to the interplanar spacing
perpendicular to the surface of the substrate. The height from NIXSW, hxswis then given by
hxsw = hads—Cu (mod d<i115), (3.22)
where hads—Cu is the height of the adsorbate above the first Cu(111) bulk layer and dz1115 is
the interlayer spacing in the < 111 > direction. hags—surface can be approximatedas the height
above the outermost surface layer since relaxations of the surface layers are small. For the
Cu(111) surface the relaxation ofthe first surface layers is less than 2 % (inwards) with respect
to dei115 |, so for simplicity hags—surface has been interpreted as the height above thefirst Cu
layer.
 
1This value was obtained from a fully converged calculation of a four layered Cu(111) slab where the two
outermostlayers relaxed.
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  Chapter
Surface structures of perylene derivatives on Cu(111)
In this chapter various structures formed throughself-assembly of either of the two perylene
derivatives 1,3,8,10-tetraazaperopyrene (TAPP) or 4,9-diaminoperylene-quinone-3, 1 0-diimine
(DPDI) molecules on the Cu(111) surface will be discussed and compared. The main focus
will be on the porous surface networks, but otherstructureswill also be investigated.
The TAPP molecule self-assembles into two-dimensionalas well as one-dimensionalstruc-
tures on the Cu(111) surface. Figure 4.1 depicts images from STM experiments showingdif-
ferent structures adapted by TAPP moleculesat different annealing temperatures under UHV
conditions: A close-packed network (a) was observed at temperatures of -70 °C in very small
patches After annealing to around 150 °C a long-range ordered tetragonal porous network(b)
was found. The long range-order in the porous network was destroyed around 190 °C, and
after further annealing to 250 °C, one-dimensional chains (c) were formed.
 
Figure 4.1: STM images from UHV experiments of the TAPP molecule adsorbed on the
Cu(111) surface. (a) At around -70°C the molecules self-assemble into small patches of a
close-packed network (1.5 V, 12 pA, 20x20 nm’), (b) after annealing at around 150 °C a
long-range ordered tetragonal porousstructure is formed (1.4 V, 20 pA, 70x70 nm7?), and (c)
finally at 250°C the TAPP molecules polymerise to form 1-D covalently linked chains (0.1 V,
20 pA, 50x50 nm?). Theinset in (b) showsa close-up ofthe porous network (1.4 V, 20 pA,
5.3x5.3 nm’).
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 Figure 4.2: STM images from UHV experiments of the DPDI molecule adsorbed on the
Cu(111) surface. Before annealing a mobile phase is observed in which the molecules are
isolated from each other on the surface. The image in (a) shows a snapshot of this mobile
phase at 5 K,at this temperature the mobility of the moleculesis frozen (0.1 V, 50 pA, 50x50
nm7). (b) After annealing of the sample around 200 °C the moleculesorganise in a honeycomb
structure, (-2 V, 30 pA, 100x100 nm). Theinset in (b) showsa high resolution image(-1.4 V,
25 pA, 15x15 nm?), exhibiting the honeycomb networkin detail and showing a defect.
DPDI molecules are able to self-assemble into several different structures on the Cu(111)
surface, depending on the surface coverage of molecules and the annealing temperature [62].
For coverages below 0.7 ML ordered and disordered phases have been observed in STM exper-
iments at different temperatures: In the disordered phase the molecules are very mobile on the
surface at room temperature, and werefer to this phase as the mobile phase. At 5 K the transla-
tional motions of the molecules are frozen, andit is possible to image individual molecules in
STM,furthermore they are found to be isolated from each other on the surface, Figure 4.2 (a).
After annealing ofthe mobile phase to around 200 °C the molecules self-assemble into a hexag-
onal porous network, Figure 4.2 (b). This honeycomb network has an extraordinary structural
stability, which is reflected in its inertness towards manipulations of monomersin the network
with the STM tip. Furthermore LEED studies show that the long-range order of the network
persists up to temperatures of 450 °C [62].
We will start to discuss the structures and stability of the two porous surface networks
formed either by the TAPP or DPDI molecules,illustrated in Figure 4.1 (b) and 4.2 (b), respec-
tively. Furthermore,it will also be shown how the adatoms, which were found to coordinate
to the molecules in the two networks, can be identified by an STM fingerprint of the adatom-
ligand coordination. Moreover, the chemical bonding of the covalently linked chains of TAPP
molecules will be discussed. The chapter ends with a section on what influence non-local
dispersion interactions have on the different structures.
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Figure 4.3: Schematics of the TAPP tautomers.
The details of the experimental work of TAPP is given in Chapter 5 of the PhD thesis
by Manfred Matena [110]. This thesis also contains the experiments on the porous DPDI
network, which was a continuation of the PhD project by Marcus Wahl [111] on this system.
Mytheoretical work was done in close collaboration with Prof. Thomas Jung’s group at the
University of Basel and Meike Stohr’s group at Zernike institute of advanced materials, who
performedall the UHV experiments presented in this chapter, and with Prof. Lutz Gade’s group
at the University of Heidelberg, who synthesised the TAPP and DPDI molecules.
4.1 Molecular building blocks
4.1.1 1,3,8,10-tetraazaperopyrene (TAPP)
1,3,8,10-tetraazaperopyrene (TAPP) [112] with the chemical formula C22Hi0Nzis a perylene
derivative featuring two pyrimidine end groups, Figure 4.3. The possible chemistry of the
molecule happens around the four nitrogen atoms: They can function as hydrogen bond donors,
but also coordinate to metal atoms due to the four lone-pair orbitals associated with the four
nitrogen atoms. There is also a possibility of a tautomerisation of the molecule, in which the
hydrogen in the CH-group separating two nitrogen atoms hopsto one of the adjacent nitrogen
atoms,illustrated in Figure 4.3.
4.1.2 4,9-diaminoperylene-quinone-3,10-diimine (DPDI)
The chemistry of the 4,9-diamino-quinone-3,10-diimine molecule (DPDI) [113, 114] with the
chemical formula C29H4Na is more complex than the TAPP molecule because of the many
possible transformations the molecule can undergo. For example the molecule can dehydro-
genate, forming one of two possible forms of dehydrogenated DPDI (dehydro-DPDI): On the
one hand the amine group can lose the hydrogen atom not involved in the intramolecular hy-
drogen bond,resulting in a dehydro-DPDIwith only imine groups (dehydro-DPDI-imine). On
the other handit is possible to form a covalent bond between the twonitrogen atoms,resulting
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Figure 4.4: Schematics of DPDI and three ofits derivatives formed by dehydrogenation:
dehydro-DPDI-imine, the trans form of dehydro-DPDI-amine andtridehydro-DPDI.
in a dehydro-DPDI with only secondary amines (dehydro-DPDI-amine), whichin turn can take
either cis or a trans form depending on the direction in which the amine hydrogen atomspoint.
In vacuum the trans and cis forms of dehydro-DPDI-amine were shown from our calculations
to be 1.12 eV and 0.71 eV morestable than dehydro-DPDI-imine,respectively.
Furthermore, by splitting off all the H-atoms from the N-atoms of dehydro-DPDI-amine a
molecule with a double bond between twonitrogen atomsis formed (tridehydro-DPDI). Further
transformations of the DPDI molecule by removing (or adding) H-atomsto the nitrogen atoms
are probable, however, these are not of interest for the structures formed by DPDI molecules
on Cu(111).
4.2 Structure andstability of porous surface networks
In this section we will show howthestructures of the porous networks formed by deposition
of either TAPP or DPDI on the Cu(111) surface were determined from combined theoretical
and experimental studies. Furthermore, the underlying mechanism making the DPDI network
considerably more stable than the TAPP network will be discussed.
The results presented here were achieved from GGA-DFTcalculations; hence non-local
dispersion forces were neglected. How these interactions affect the geometric structure as well
as electronic structure of the coordination networks will be discussed in Section 4.5.2. More
details of the calculations are given in Appendix A.1.
4.2.1 Structure of the tetragonal TAPP network
Experimental background
The porous network of TAPP on Cu(111) is formed through self-assembly either after anneal-
ing of a pre-formed close-packed phase to 150 °C, or by direct deposition of the molecules
on the surface at 150 °C. The networkis stable up to about 190 °C [49]. Above this temper-
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ature the long-range orderis lost, and after annealing of the sample to around 250 °C oligo-
and polymeric chains are formed [49], which will be discussed in Section 4.4. A large do-
main ofthe self-assembled porous TAPP networkis shown in the experimental STM imagein
Figure 4.1 (b).
Low-energy electron diffraction (LEED) experiments have established that the TAPP net-
work is commensurate with the underlying Cu(111) substrate with a unit cell given by
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where @, and @are the primitive surface unit cell vectors of Cu(111). The unit cell has the
dimensions 17.9 x 16.8 A? and an almost orthorombic shape, with an angle of 89.4° spanned
by the two unit cell vectors. Note that each unit cell contains two molecules.
Furthermore, X-ray standing wave (XSW) experiments have been performed, showing that
the average heights of the nitrogen and carbon atoms above the Cu(111) surface are 2.89 A
and 2.81 A, respectively. The combined vdW radiusof copper (1.40 A) and nitrogen (1.55 A)
is 2.95 A. Comparing the height of the nitrogen atoms from the XSW experiments with the
vdW radii it is possible to exclude a direct chemisorption of TAPP to the Cusurface since the
molecule is adsorbed too far away from the surface for this to occur. The LEED results, on
the other hand, indicate a strong chemical interaction between the molecules and the substrate,
since the molecular overlayer is commensurate with the Cu substrate. Instead it was suggested
from the experimental XSW and LEED datathat the molecules are coordinated to Cu adatoms.
This finding is corroborated by our theoretical DFT study.
DFTinvestigations
Onthe basis of the measured unit cell in Eq. (4.1) two different structures were investigated
for the porous network; one with and one without adatoms. In the absence of adatoms, Figure
4.5 (b), the network was found to be stabilised by weak C-H...N hydrogen bonds between
adjacent molecules which is madepossible bya slight rotation ofthe molecules. The adsorption
energy ofthis structure was foundto be -0.33 eV molecule~!, defined as
1
2
where E-papp/cu(ii1 is the total energy of the TAPP network on Cu(111), Erapp is the total
Eaas = [Evapp/ou(ii) — (2Etape + Eowiti)] ; (4.2)
energy of an isolated TAPP molecule, and £¢,111) is the total energy of the isolated Cu(111)
surface. Negative adsorption energyindicates a stabilisation with respectto the reference struc-
tures.
An adatom supported network (Cu-TAPP), Figure 4.5 (a), was found to be significantly
morestable than the hydrogen-bonded network, with an adsorption energy of-2.40 eV molecule’,
calculated using Eq. (4.2) with Eoy(i11) redefined asthe total energy of the bare Cu(111) sur-
face with adatomsadsorbedin the closest hollow site in the structure shown in Figure 4.5 (a).
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 Figure 4.5: Minimum energystructures of the porous network of TAPP on Cu(111) (a) with
and (b) without Cu adatoms. The adatomsare illustrated as red balls. The calculations show
that the adatom-coordinated structure (a) is energetically favourable.
In the Cu-TAPP network each Cu adatom is coordinated to two nitrogen atoms of adjacent
molecules, resulting in a ratio of two Cu adatoms per TAPP molecule. The average N—Cudis-
tance was found to be 2.06 A, hence a N-Cu-N distance of 4.12 A. Because of the different
symmetry of the TAPP—Cuoverlayer and the Cu(111) substrate and the preference of the Cu
adatomsto adsorb on hollowsites, the bond lengths of the different N-Cu bondsin a supercell
differ slightly. Further support for the adatom-supported Cu-TAPP network was foundin bias
dependent STM images,and will be discussed in Section 4.3.
4.2.2 Structure of the DPDI honeycomb network
Experimental background
Figure 4.2 (b)illustrates the honeycomb network which is formed from DPDI molecules on the
Cu(111) after annealing to around 200 °C. The network exhibits an extraordinary stability, as
is reflected by its inertness towards manipulation of single DPDI molecules with the STM tip,
as well as the long-range order of the networkpersisting to above 450 °C [62].
LEED experiments have shown that also the DPDI network is commensurate with the
Cu(111) substrate with a p(10 x 10) unit cell containing three molecules [62]. Furthermore,
X-ray photoelectron spectroscopy (XPS) has shown [111] that all nitrogen atoms exhibit the
same chemical environment. In contrast, the two peaks observed in XPS experiments for the
mobile phase (Figure 4.2) are dueto the different core-level binding energies of the amine and
imine nitrogen atoms. Since only a single peak is observed in the XPS experiments for the
honeycomb network, a symmetrisation of the nitrogen atoms occurs in the formation of the
network. In Table 4.1 the Nls chemical shifts from XPS as well as the heights of the nitrogen
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atomsabove the Cu surface from XSW experiments are summarised.
Table 4.1: Observed Nls chemical shifts and distances of the two nitrogen atomsto the first
surface layer, given by XPS and XSW experiments, for the mobile phase and the honeycomb
network of DPDI on Cu(111). The chemical shifts are given with reference to the low-energy
N1s peak of the mobile phase.
| Mobile phase | Honeycomb network
 Relative chemical shift (eV) N-atoms| 0 1.82 1.50
N-atoms 2.20 2.42 2.83Distance to surface (A) C-atoms 268 3.00
The commensurability of the DPDI based network with respect to the Cu(111) substrate
and the stability of the network, suggest a strong molecule-substrate interaction. However, the
observed heights of the N and C atoms abovethe surface from XSW experimentsare 2.83 A
and 3.00 A respectively. Considering that the combined vdW radiusof nitrogen and copperis
2.95 A a direct chemisorption of the molecules in the honeycomb networkto the copper sub-
strate does not seem likely. Instead, in a similar manneras for the tetragonal TAPP network,
the honeycomb network of DPDI molecules is suggested to be stabilised by Cu adatoms. Fur-
thermore, as mentioned in the previous paragraph, the honeycomb network exhibits only one
type of nitrogen atom indicating a symmetrisation of the nitrogen atoms during the formation
ofthe honeycomb network,through a thermally activated dehydrogenation of the molecule into
one ofthree possible derivatives: dehydro-DPDI-imine, dehydro-DPDI-amine, or tridehydro-
DPDI, shown in Figure 4.4.
DFTinvestigation
The DFTinvestigation was donefirst ofall with the experimental LEED and XSW data in mind.
Hence, the p(10 x 10) unit cell was assumedand in all models (except one) the molecules coor-
dinate to copper adatoms. The calculations took into account the possible transformations the
molecule can undergo through dehydrogenation. Thusall four derivatives of DPDIillustrated
in Figure 4.4 (including the intact molecule) were considered as possible building blocks in the
honeycombnetwork.
Figure 4.6 shows the most stable configurations with intact DPDI molecules found with
either three (a) or six (b) Cu adatomsper crossing of three intact DPDI molecules. Thesestruc-
tures are stabilised due to the interaction between the molecules and adatoms, as well as the
interaction between adatoms. It is important to notice that it was not possible to find a struc-
ture for the intact DPDI molecule where two adjacent molecules share an adatom. Hence the
formation of the honeycomb networkdoesin this case rely on a molecule-molecule interaction
mediated through two Cu adatoms, which seemsunlikely.
In the first report [62] of the DPDI honeycomb network it was suggested that the DPDI
molecule dehydrogenates to form the dehydro-DPDI-imine species, and that the network is
stabilised by hydrogen bonding between adjacent molecules. The resulting network assuming
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Figure 4.6: Moststable structures of honeycomb networksinvestigated on the Cu(111) using
the intact DPDI molecule as molecular building block with (a,b) three Cu adatoms(c) six Cu
adatomsper crossing between three molecules. The adatomsareillustrated as red balls.
a hydrogen bonded networkasinitial structure is shown in Figure 4.7 (a), and the simulations
show that each individual dehydro-DPDI-imine molecule rather bonds directly to the copper
substrate than forming a hydrogen bonded network. In fact the distance, 2.85A, between a hy-
drogen and nitrogen acceptor atom is larger than a typical hydrogen bond distance. Therefore,
the possibility of a strongly hydrogen bonded networkcan be excluded. It was also investigated
whether dehydro-DPDI-imine can be used to form a honeycombnetwork through coordination
to Cu adatoms. The moststable structure is illustrated in Figure 4.7 (b) with three adatomsper
crossing of three molecules. In this structure each adatom is shared between nitrogen atoms of
adjacent molecules, similar to the Cu-TAPP coordination network.
Figure4.8 illustrates the moststable structures found using the dehydro-DPDI-amine molecule
as building blocks for the network using either three (a) or six (b) Cu adatomspercrossing be-
tween three molecules. Note that to ensure as strong interaction of the nitrogen atoms with
the adatoms we only considered the form of the molecule where the NH hydrogen atomspoint
in the same direction (away from the substrate). Similarly to the intact DPDI molecules, the
dehydro-DPDI-amine molecules do not like sharing a Cu adatom between them,andthenet-
works using these molecules as building blocks are dependent on a molecule-molecule inter-
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 Figure 4.7: Moststable structures of investigated honeycomb networks on the Cu(111) using
the dehydro-DPD]-imine as molecular building block with (a) no Cu adatomsand(b) three Cu
adatomsper crossing between three molecules. The adatomsareillustrated as red balls.
Figure 4.8: Most stable structures of investigated honeycomb networks on the Cu(111) using
the dehydro-DPDI-amine as molecular building block with (a) three Cu adatomsand (b) six
Cu adatomsper crossing between three molecules. The adatomsareillustrated as red balls.  he ~~Y a es re
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Figure 4.9: Moststable structures of honeycomb networksinvestigated on the Cu(111) using
the tridehydro-DPDI as molecular building block with three Cu adatomsper crossing between
three molecules. The adatomsareillustrated asredballs.
4]
action mediated by two Cu adatoms.
Finally, honeycomb networks were investigated using the DPDI molecule with completely
dehydrogenated nitrogen atoms, namely tridehydro-DPDI, as molecular building block. Fig-
ure 4.9 illustrates two networks with three Cu adatomsper crossing between three molecules.
These two networks are identical, exceptfor the lateral position of adatoms and molecules with
respect to the copper substrate. This difference will be discussed later. In these networks an
adatomis shared equally between two adjacent molecules, which makesit a promising building
block for the formation of the honeycomb network.
Figure 4.10 shows a diagram of the formation energies for the different structures. This
energy was defined as
I ¢-Etom = 3 [Etot — (3Eppp1 + Eouii)
7 TM (Eou/cu(i1) _~ Eoui))
+ 3m (Eyyoucaiy — Bou) - (4.3)
where F;,1 is the total energy of the investigated network, Epppy is the energy of a DPDI
molecule in vacuum, Foy(111) the energy of the bare Cu(111) slab, Eou/cuit1) is the energy
of a copper slab with one adatom, and y/c,(111) 1s the energy of a single hydrogen atom
adsorbed on a Cu(111) slab. The integer n is the total number of adatoms in the network
per surface unit cell, and mis the total number of H atoms dehydrogenated from each DPDI
molecule. In other words m = 0 for the intact molecule, m = 2 for the dehydro-DPDI
species, and m= 6 for the tridehydro-DPDIspecies. Negative formation energy indicates an
exothermic reaction(stabilisation) with respect to the reference systems.
The trend of the formation energies in Figure 4.10 showsthat the structures consisting of
intact DPDI molecules are the most stable ones. This is due to the energy cost to dehydro-
genate the molecule. However, the calculated formation energies are those at 0 K. The network
formation occurs at temperatures of around 200 °C and at these temperatures one can expect
that dehydrogenation of the nitrogen atoms does occur. The question then raises whatis the
probability for an already dehydrogenated H-atom atom to rejoin a molecule. It is known that
atomic hydrogen is desorbed from the Cu(111) surface at these temperatures [115], and hence
in the UHV system these dehydrogenated atoms are most probably removed from the thermal
equilibrium.
For a more correct analysis of the energetics one would need to take into account the tem-
perature and entropy in the calculations. However, due the the size and the many degrees of
freedom ofthe system, such approachis not practical. Our approach to make conclusions about
the structure of the honeycomb networkrelies instead on the core-level binding energies of the
nitrogen atoms. We know from the XPS experiments that the nitrogen atoms in the network
only exhibit one chemical environment. Hence, by determining the core-level shifts between
the nitrogen atoms within the separate networksit is possible to exclude networksthat exhibit
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Figure 4.10: Formation energies for the honeycombstructures illustrated in Figures 4.6-4.9
consisting of DPDI, tridehydro-DPDI-imine, tridehydro-DPDI-amine and tridehydro-DPDI,
respectively. The energies were calculated using Eq. (4.3). Note that the honeycomb network
will later be shown to have structure (b) of tridehydro-DPDI species which is not the most
energetically favourable network.
different core-level binding energies of the nitrogen atoms. Furthermore,the relative chemical
shift of the nitrogen atoms in the honeycomb network with respect to that in the mobile phase
is known experimentally from XPS.If the structure of the molecules in the mobile phase was
knownit would in principle be possible to simulate the chemicalshift of the nitrogen atomsin
the honeycomb networksrelative to the mobile phase, and compare these simulated shifts to
the experimental chemical shift given by the XPSdata.
Understanding the mobile phase is thus important for making conclusions about the hon-
eycomb network. Therefore, before discussing further the structure of the honeycomb network
the geometrical structure of the molecules in the mobile phase will be discussed.
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 Figure 4.11: The most stable adsorption configuration of a single DPDI molecule adsorbed on
Cu(111).
Mobile phase of DPDI on Cu(i11) To model the mobile phase of DPDI on Cu(111), illus-
trated in Figure 4.2 (a), we assumedthat the molecules behave like a two-dimensionallattice
gas, and only the adsorption configuration of a single molecule on the surface was considered.
An extensive study of different adsorption geometries of the isolated molecules was carried
out, and a detailed description of the different adsorption geometries which were investigated
is given in Appendix A.2.
The moststable adsorption configuration, illustrated in Figure 4.11, has an adsorption en-
ergy of -0.59 eV molecule™!, defined by
Eas = Epppt/cu(ii1) ~ (Epppt + Ecuci)) ; (4.4)
where Epppi/cu(i11) is the total energy of DPDI adsorbed on Cu(111), Epppr is the total
energy of the isolated DPDI molecule, and E’q,,(111) is the total energy of the isolated Cu(1 11)
surface. The calculated chemical shift with respect to the imine (NH) nitrogen is given in
Table 4.2.
Table 4.2: Simulated core-level shifts and distances fromfirst surface layer for the most ener-
getically favourable adsorption site for an isolated DPDI molecule on Cu(111), as illustrated
in Figure 4.11. The experimental values are given in the paranthesis, with the chemical shift
given with respect to the NH nitrogen atoms.
Chemical environment
NH NH»
Relative chemical shift (eV) N-atoms 0 (0) 1.86 (1.82)
N-atoms 2.31 (2.20) 2.42 (2.40)
C-atoms 3.36 (2.68)
 
Distance to surface (A)
Considering the nitrogen atoms, the model of the isolated DPDI on Cu(111) agrees well
both with the chemical shift from the XPS experiments as well as the height of nitrogen atoms
above the surface from XSW experiments of the mobile phase. The height of the amine ni-
trogen atoms above the surface agrees very well with the XSW experiments, while the imine
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nitrogen atomsare found slightly too far away from the surface in the calculations. However,
the average height of the C-atomsto the Cu surface is too large in the simulations. We will show
in Section 4.5 that this discrepancy is due to the absence of non-local dispersion interactions
in semi-local DFT. The perylene core mainly experiences a repulsive interaction from the sub-
strate in semi-local DFT and by including the dispersion interactions the perylene core comes
closer to the surface. However, the effects of the non-local dispersion forces on the core-level
shifts on the nitrogen atoms are very small. The low-energy peak and the high energy peaksin
the XPS experiments are assigned to the imine nitrogen and the amine nitrogen, respectively.
The calculations are consistent with the XSW experiments showing that the imine nitrogenis
closer than the amine nitrogen to the copper substrate.
In the following paragraphs the nitrogen atoms in the most stable adsorption geometry
of the isolated DPDI molecule adsorbed on Cu(111) will be used as the reference for the
calculation of chemical shifts of the nitrogen atoms in the different honeycomb networks in
Figures 4.6-4.9.
Core-level shifts of honeycomb networks Before considering the results from the calcu-
lations we recall the results from the XPS experiments. These latter results showed that the
honeycomb network exhibits only one chemical environmenton the nitrogen atoms. Further-
more, the chemical shift of the core-levels for the nitrogen atom is (1.50 + 0.10) eV relative to
the imine nitrogen of the molecules in the mobile phase.
The simulated N1s core-level shifts with respect to the imine nitrogen of the isolated
molecule, together with the heights of nitrogen and carbon atoms, are summarised in Table 4.3.
From the simple fact that we are searching for a structure with one N1s core-level binding en-
ergy it is possible to reject the structures formed by the intact DPDI molecule, whichall exhibit
two distinct N1s corelevels.
Also the structures formed from dehydro-DPDI-imine molecules can be excluded using
the same argumentas for the intact DPDI. The nitrogen atomsin this molecule experience two
different chemical environments due to the intra-molecular hydrogen bond, whichis reflected
in the simulated core-level shifts. Furthermore the calculated N1s core-level binding energies
are both too small and have the wrongsign for this molecule to explain the XPSresults.
Regarding the structures formed with the dehydro-DPDI-amine molecule as a building
block, they are symmetric with respect to the nitrogen atoms and exhibit a single N1s core-
level. However, the simulated shift is much larger than the observed one in the XPS exper-
iments. Hence also dehydro-DPDI-amine can be rejected as a possible molecular building
block.
Tridehydro-DPDI honeycomb networks Wefind that one of the two networks formed by
the tridehydro-DPDImolecules, Figure 4.9 (b), gives excellent agreement with the experimen-
tal XPS data. In these networks the molecules are coordinated to Cu adatoms in a similar
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Table 4.3: Simulated N1s chemical shifts and heights above the surface of the N-atoms, and av-
erage height to the surface of the C-atomsfor the investigated honeycombstructures, in which
either DPDI, dehydro-DPDI-imine, dehydro-DPDI-amineor tridehydro-DPDI were used as
molecular building block. The structures for the different molecules are illustrated in Fig-
ure 4.6, 4.7, 4.8 and 4.9, respectively. The chemical shifts are given with the imine nitrogen
of the isolated DPDI molecule adsorbed on Cu(111) as reference, i.e. with respect to the low-
energy peak in XPS of the mobile phase.
 
 
Chemical shifts (eV) Distance to surface (A)
N-atoms N-atoms C-atoms
Experimental
1.50 + 0.10 2.83+0.03 3.00 +0.04
DPDI
(a) -0.25, 2.13 3.11, 3.79 3.64
(b) 0.24, 1.40 3.77, 4.27 4.25
(c) 0.10, 2.14 3.89, 4.05 4.37
Dehydro-DPDI-imine
(a) -0.49, -0.06 2.15, 2.18 3.31
(b) -0.61, -0.37 2.92, 3.55 3.47
Dehydro-DPDI-amine
(a) 3.44, 3.83 3.85, 4.35 3.95
(b) 3.91 3.99 4.46
Tridehydro-DPDI
(a) 1.76 3.05 3.37
(b) 1.47,1.52 2.90 3.20 
manner as for the Cu-TAPP network: One adatom is shared between two nitrogen atoms of
adjacent tridehydro-DPDI molecules, resulting in a junction of three molecules coordinating
through three adatoms. The adsorption energy of the two networks wasdefined as
Eaas = [Etot — (3Etridehyaro—pppt + oui) | /3: (4.5)
where, Eo; is the total energy of the structurally optimised coordination network on Cu(111),
Exidehydro—DPDIIs the total energy of the structurally optimised tridehydro-DPDI molecule in
vacuum and Foy(111) is the total energy ofthe structurally optimised Cu slab with Cu adatoms.
It was found that the networkin Figure 4.9 (a) has an adsorption energy of -3.96 eV molecule!
whereas the network in Figure 4.9 (b) has an adsorption energies -4.27 eV molecule‘. Thus,
the most stable oneis also the one which is in best agreement with the XPS experiments.
Thestructural differences between the two tridehydro-DPDInetworksare understood from
Figure 4.12 where larger areas of the two networks are shown. In thefirst structure (a) all
adatoms are symmetrically positioned with respect to the first Cu layer and the tridehydro-
DPDImolecules. Dueto the strong coordination with the molecules, the adatomsare “pulled”
away from their equilibrium sites close to top sites ofthe Cu surface. The geometry of structure
(b) is simply a translation of network (a) so that the adatomsinstead sit close in hollowsites
ofthe surface. The preference of the adatomsto adsorbto hollowsites gives rise to the energy
46
 Figure 4.12: Isomeric structures of the honeycomb networks of tridehydro-DPDI molecules
coordinated to Cu adatoms, with adsorption energies (a) —3.96 eV molecule™! and (b)
—4.27 eV molecule~!. Note that network (a) followsthe six-fold symmetry ofthefirst surface
layer, while the network (b) has a three-fold symmetry. This allows the adatomsin (b) tosit
in hollow positions, making the network with three-fold rotational symmetry (b) energetically
favourable over the network with six-fold rotational symmetry (a). The black lines indicate the
rotational symmetry of the networks and the adatomsare illustrated as red balls.
difference between the two networks, making network (b) 0.31 eV molecule~ more stable
than network(a).
Note that for the most stable network from tridehydro-DPDI molecules,illustrated in Fig-
ure 4.12 (b), the coordination network breaks the six-fold rotational symmetry ofthe first Cu
layer and instead a three-fold rotational symmetry is obtained. The three-fold rotational sym-
metry of network (b) has the consequence that two inequivalent crossings of three molecules
exist in each unit cell, labelled as I and II in Figure 4.12. In the simulated core-level shift this
gives rise to a small chemical shift of 50 meV between nitrogen atomsin the two inequivalent
crossings of three moleculesper unit cell. This energy difference is too small to be resolved in
the XPS experiments. However, the energy difference is experimentally observable in STM by
the fingerprint associated with the coordination between molecules and adatoms, which gives
additional support for this structure being formed, as will be discussed in Section 4.3.1.
It is worth noting that the tridehydro-DPDI honeycombnetwork, shown in Figure 4.12 (b)
not only reproduces the XPS experiments with high accuracy, but givesalso the heights of the
nitrogen and carbon atomsin good agreement with XSW experiments. Finally, the adsorption
energy of —4.27 eV molecule~! compared to TAPP network with an adsorption energy of
—2.40 eV molecule™' is consistent with the experimental observation that the honeycomb
network formed from DPDI molecules is considerably more stable than the TAPP network.
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Summary
We have shown by a combined theoretical and experimental study that during the forma-
tion of the honeycomb network the DPDI molecule undergoes a chemical transformation, in
whichthe nitrogen atomsare fully dehydrogenated, resulting in tridehydro-DPDI. The network
is stabilised by Cu adatoms, where one adatom coordinates two nitrogen atoms of adjacent
tridehydro-DPDI molecules, as illustrated in Figure 4.12 (b). This conclusion is supported by
the fact that DFT can only reproduceall experimental data (STM, LEED, XPS, XSW)forthis
structure.
4.2.3. Resemblance between free and surface-commensurate networks
In this section we will discuss the importance of the commensurability of the coordination
networks with the Cu(111) substrate and whatrole the substrate plays in determining the unit
cell. First the TAPP network will be discussed, followed by the tridehydro-DPDI network.
This section will end with a summary ofthe results for the two networks.
Note that the calculations done in this subsection were done using a 500 eV kinetic energy
cut-off for the plane waves. This was done to make sure that energies obtained from using
different unit cell sizes can be compared with a numerical accuracy of less than 1 meV.
TAPP network
From the simple bonding argument that for the most stable Cu-TAPPoverlayer all N-Cu bond
distances should be equal and also that the N-Cu—N bondangles should be the same, the most
stable unit cell of the free Cu-TAPP overlayer has a D4, symmetry. The two surface unit cell
vectors are then of equal length, and perpendicular with respect to each other. By optimising
the internal structure of the free Cu-TAPPoverlayerfor different unit cell sizes, constrained to
have D4, symmetry, the most energetically favourable unit cell was found, Figure 4.13. The
dimension ofthis unit cell is 17.63 x 17.63 A?. However, the adatoms havea preference to
adsorb on hollow sites of the Cu(111) substrate, hence for a long-ranged ordered structure to
be formed a unit cell commensurate with the Cu(111) surface is essential. By sampling all
possible unit cells commensurate with Cu(111), within reasonable deviations in size and shape
from the optimised unit cell ofthe free overlayer, two unit cells were found: The experimentally
observedcell, defined in Eq. (4.1), and a secondpossible unit cell defined by
7 0\(a(8) (a), “9
where G@) and @z are the primitive surface unit cell vectors of Cu(111).For the free Cu-TAPP
overlayer, the two unit cells give very similar energies, with the alternative unit cell being
the more stable one by 12 meV molecule~!. However, when adsorbed on Cu(111), the ex-
perimentally observed unit cell was found to be 112 meV molecule! morestable than the
alternative unit cell, from a comparison of the adsorption energies defined by Eq. (4.2). Thus,
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the molecule-substrate interaction is decisive in determining the unit cell for the porous TAPP
network on Cu(111).
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Figure 4.13: Energy as a function of unit cell area of isolated, structurally optimised, Cu-TAPP
coordination networks. Thesolid line is the results for cells with D4, symmetry. The areas and
energies of the observed unit cell (C1) and an alternative unitcell (©), both being commensurate
with the Cu(111) surface, are included.
The energy difference between the two unit cells when the Cu-TAPPoverlayeris adsorbed
on the Cu(111) surface can be partly understood from the structural deformation energies. For
the Cu adatoms we defined this quantity as the energy difference between the system with the
four adatoms on the surface in the geometry of the surface network and the four adatoms on
the surface relaxed into the nearest hollow site on the surface (both systems with the TAPP
molecules absent). The difference between structural deformation energies of the adatoms for
the two unit cells is negligible (less than 1 meV per adatoms). Considering the deformation
energy of the TAPP molecule, defined as the energy difference between the free molecule in
the surface network geometry and the structurally optimised free molecule, this deformation
energy is 62 meVlarger for the surface network with the competing unitcell than the network
with the experimentally determined unit cell. Hence the structural deformation energy can
account for about 30% of the total energy difference between the surface networks with the
two different unitcells.
The preference for the experimentally observed unit cell is better understood by consider-
ing the N—Cu bondlengthsin the different networks. Table 4.4 gives the bond lengths for the
two unit cells both for the free overlayers, and the surface coordinated overlayers. The N—Cu
distance of the most energetically favourable D4, unit cell is 1.87 A. Hencefor the free over-
layers the observed unit cell gives slightly too small N—Cu distances, while the competing unit
cell gives slightly too large N—Cu distances, comparing with the corresponding distances for
the optimised free overlayer. However, when adsorbed on the Cu(111) surface, the Cu adatoms
are displaced out of the molecular plane, resulting in an elongation of the N-Cu bondlengths.
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Table 4.4: N-Cu bond lengths of the Cu-coordinated TAPP overlayer for the observed andal-
ternative unit cells, with and without the Cu substrate. Note that in the isolated Cu-coordinated
TAPPoverlayer the optimum N-Cudistance is 1.87 A.
N-Cu bond length (A)
  On Cu(111) IsolatedObservedunit cell 2.00-2.11 1.84
Alternative unit cell 2.12-1.18 1.93
 
This favours the observed unit cell which has N-Cu bondlengthscloser to the optimised free
overlayer than the surface network with the competing unit cell.
Tridehydro-DPDI network
In a similar manner as for the isolated TAPP network, the isolated honeycomb network of
tridehydro-DPDI molecules and Cu atoms wasstructurally optimised using different unit cell
sizes. Note that, in contrary to the unit cell of the surface network ofTAPP, the surface network
of tridehydro-DPDI already has the optimised symmetry. Whensearching for the optimised
unit cell this symmetry of the unit cell was assumed whichresults in a perfect honeycomb
pattern of tridehydro-DPDI molecules and Cu atoms. In other words, the surface unit cells
(10 0\ (a(4 io) (3), tel}
where @ and dz are the primitive surface unit cell vectors of Cu(111) and 6 is a real number
under considerations are defined by
(close to unity) that scales the experimental surface unit cell. In this unit cell all N-Cu bond
lengths and N-Cu-N bondangles are allowed to be equal, hence allowing all N-Cu bondsto
be optimised. For the isolated networks the Cu atomsare in the plane of the overlayer. The
resulting unit cell area versus total energy plotis illustrated in Figure 4.14.
For the optimised unit cell the length of each ofthe twosurface unit cell vectors is 17.76 A,
whichis to be compared to 17.81 A for the experimental unit cell. Hence, the results show that
the experimentally observed (commensurate) unit cell is very close to the optimised one for the
free network, with an energy difference between the optimised and experimental cell of less
than 10 meV molecule~!. The optimised N-Cu bonddistanceis 1.85 A, whichis in very close
to that for TAPP of 1.87 A.In the tridehydro-DPDI surface network this distance is found to
be in the range 1.94-1.95 A. The N-Cudistancesare not all equal in the surface network due
to the asymmetry between the two “crossings”per unit cell as discussed earlier.
4.2.4 Nature of the coordinative bonding
To understand the difference in structural stability between the Cu-TAPP and Cu-DPDI co-
ordination network we have characterised the coordinative bonding in the two networks. This
section will discuss the bonding mechanism by lookingat the charge transfer between substrate,
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Figure 4.14: Energy as a function of unit cell area of isolated, structurally optimised, Cu-
coordinated tridehydro-DPDI networks. The unitcells are given by Eq. (4.7) defining by sym-
metry considerations the most stable unit cell for the honeycomb network. Thecircles indicate
the calculated data points and the square (C1) indicates the experimentally observed unitcell,
which is commensurate with the Cu(111) surface.
adatomsand moleculesin the two systems through an atoms-in-molecules approach combined
with an investigation of the orbitals of the molecules that are affected by the interaction with
the Cu adatomsand substrate.
Badercharge analysis
The net electronic charge of the different fragments of the different systems was calculated
according to the Atoms-in-Molecules (AIM) approach by Bader [116,117]. Table 4.5 shows
the net electronic charge of the molecules and Cu adatomsfor the various systems, together
with the charge for the Cu slabs which wascalculated as the negative value of the total charge
over molecules and Cu adatoms. Starting with the isolated Cu-TAPP network, each adatom
donates -0.57 e to the TAPP molecules, resulting in a net charge of —1.14 e per molecule.
For the surface network, the charge donation from the adatoms to TAPP is slightly reduced,
and the network as a whole stays (almost) neutrally charged. The fact that the Cu adatomsare
important for electron transfer into the TAPP molecules can be shownbyartificially removing
the adatoms from the network, in which case the TAPP molecules becomecloseto neutral.
For the Cu-DPDI network a quite similar trend as the one for TAPP is observed, for the
isolated network the net charge on the tridehydro-DPDI molecules and Cu atoms are almost
identical as those for the Cu-TAPP network, +0.59 e per adatom and -1.18 e per molecule.
However, for the surface network the net charge on the molecules stays almost constant for
DPDIin contrast to TAPP, with most of the electrons contributed from the Cu adatoms. Fur-
thermore, if the adatoms are removed,there is still a considerable charge transfer into the
tridehydro-DPDI molecule from the surface, which is not the case for TAPP.
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Table 4.5: Net electronic charges from the Bader analysis of molecules and Cu adatomsof the
isolated coordination networks, the networks on Cu(111) and the networks on Cu(111) with
either the molecules or the adatoms removed. The electronic charges of the Cu slabs are given
the opposite value of the total charge over molecules and Cu adatoms, since the net charge of
each system is zero. Note that for the Cu-TAPP network each unit cell holds two molecules
and four adatoms, while for the Cu-DPDI network each unit cell holds three molecules and six
adatoms.
 
TAPP network
TAPP Cuadatoms Cu slab
(e/molecule) (e/adatom)  (e/cell)
Isolated network -1.14 +0.57 -
Network on Cu(111) -0.86 +0.47 -0.16
—Adatoms removed -0.18 _ +0.18
tridehydro-DPDI network
tridehydro-DPDI Cuadatoms Cu slab
(e/molecule) (e/adatom) (e/cell)
Isolated network -1.18 +0.59 —
Network on Cu(111) -1.22 +0.53 +0.46
—Adatoms removed -0.89 - +2.65 
Molecular orbital projected density of states
The mechanism behindthetrend in the charge analysis becomes more transparent by consider-
ing the molecular orbital projected density of states (MO-PDOS). The MO-PDOSwascalcu-
lated as projectionsofthe orbitals of either TAPP or tridehydro-DPDIontothe electronic states
for different networks: For either of the networks the MO-PDOSwascalculated for an isolated
network (no surface), the surface network, and for the surface network with the adatoms being
artificially removed.
The MO-PDOSis shown for the TAPP networkin Figure 4.15 and for the tridehydro-DPDI
in Figure 4.16. For the isolated networks (a) the (former) lowest unoccupied molecularorbital
(LUMO)is fully occupied for both systems. If instead considering the networks on Cu(111)
(b) the LUMO of TAPP becomesonly partially occupied, while the LUMOoftridehydro-
DPDIstays completely filled well below the Fermi level. The average position of the LUMOis
Ep — 1.1 eV for tridehydro-DPDI whileit is Ep — 0.2 eV or TAPP.So it is more favourable to
moveelectrons from the copper substrate to the LUMOoftridehydro-DPDIthan to the LUMO
of TAPP.
Furthermore the nitrogen lone-pair orbitals are more affected by the tridehydro-DPDInet-
work than by the TAPP network. In the TAPP network the states associated with the N lone-
pairs for the surface network (b) are on average shifted by -2.4 eV compared to the adatom
free reference structure (c). The corresponding energy shift for the tridehydro-DPDI network
is -3.3 eV.
Howdoesthe filling of the LUMO oftridehydro-DPDI contribute to the stability of the
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Figure 4.15: PDOS onto the molecular orbitals of TAPP of (a) the isolated network, (b) the
network on Cu(111), and (c) the network on Cu(111) with the adatoms removed.
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(b) the network on Cu(111), and (c) the network on Cu(111) with the adatoms removed.
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Figure 4.17: Evolution of the projected density of states onto the LUMO(a) andthe orbitals
associated with the nitrogen lone-pairs (b) of tridehydro-DPDIas the molecule is moved away
from its equilibrium configuration on the surface. The perpendicular displacement of the
molecule with respect to the surface, as well as the Bader charge integrated over the molecule
is indicated for each curve. As tridehydro-DPDI is moved away from the surface the LUMO
moves above the Fermi level and the molecule becomesless negatively charged, at the same
time as the states associated with the nitrogen lone-pairorbitals shift to higher energy.
honeycomb network? The LUMObecomesfilled when the molecule comes into contact with
the substrate which results in an energy gain. However, what will happen to the occupancy
of this LUMOif the moleculeis lifted away from the surface? Figure 4.17 (a) illustrates how
the LUMOisaffected as tridehydro-DPDI is moved away from the surface showing that the
LUMOis gradually moved above the Fermilevel as the interaction between the molecule and
the substrate is decreased. Thus, when forcing the molecule away from the surface, at the same
time one forces the molecule to back donate electronsto the substrate. This result is in analogy
with studies [71,118] of another perylene derivative, namely 3,4,9,10-perylene-tetracarboxylic
acid dianhydride (PTCDA). It has been shown both from experiments [118] and theory [71]
that the electron transfer into the LUMOis dependenton the height of the PTCDA above the
surface; the closer the molecule is to a metal surface the larger the electron transfer is into the
LUMO. A similar behaviour is found for tridehydro-DPDI on the Cu(111) surface, as shown
in Figure 4.16 (a). However, in contrast to the studies of the PTCDA molecule, the electron
transfer into tridehydro-DPDI mainly comes from the copper adatoms and not the substrate.
It is noteworthy that the Bader charges summed over the tridehydro-DPDI molecule follows
exactly the trend of the LUMO, as the LUMO becomesless occupied the molecule becomes
less negatively charged. This showsthat the Bader charge analysis can be used as a consistent
tool for analysing electron transfer in this type of molecular system on metal substrates.
The extraordinary stability of the tridehydro-DPDI compared to the TAPP networkis a
combination of the stronger interaction between the Cu adatoms with the N lone-pairs as well
as a larger energy gain by filling the LUMOorbital in tridehydro-DPDI. Having in mind that
there are four lone-pair orbitals, they have probably larger influence on the stability compared
to the single LUMO.Theelectrontransfer into the LUMO maystill affect the nitrogen lone-pair
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orbitals: a type of bonding that can be understood in terms of the well-established o-donor/7-
backbondinginteraction in coordination chemistry [119]. It is a well knowneffect that thereis
a synergism between the o-donor and the 7-backbonding interactions: a stronger a-donation
is accompanied with a stronger 7-backbonding. The c-donation in our coordination networks
is reflected by the lowering of the lone-pair orbitals while the 7-backbondingis reflected by
the filling of the LUMOin our MO-PDOSplots [120]. Comparing the TAPP and tridehydro-
DPDI networksthe filling of the LUMOin the formeris only partial and the nitrogen lone-
pairs are lowered on average by 2.4 eV. Onthe other hand for the tridehydro-DPDI network
the LUMOis completely filled and the nitrogen lone-pairs are lowered on average by 3.3 eV.
Hence, the synergism between the a-donation and the 7-backbonding may bevalid also for
surface coordination networks, reminiscent with for example the bonding of carbon monoxide
on transition metals [119].
The coordinative bondingis not only characterised by the covalent bonds reflected in low-
ering and hybridisation of molecular orbitals. Due to the charge rearrangement in the systems,
also an electrostatic Coulomb contribution to the interaction has to be taken into account. This
interaction comesnotonly from the attraction between the positively charged adatoms and neg-
atively charged molecules, but also from the interaction of the negatively charged molecules
with the metal substrate. Since the LUMOoftridehydro-DPDIis fully occupied while in the
TAPPnetworkit is only partially occupied, the electrostatic interaction between the copper
substrate and tridehydro-DPDIis therefore stronger than for TAPP. This might explain why the
height of the molecules in the tridehydro-DPDI network is in a better agreement with XSW
experiments than for the molecules in the TAPP network.
To summarise the different interactions, there is a covalent contribution reflected in the hy-
bridisation ofnitrogen lone-pair orbitals together with thefilling ofthe LUMOofthe molecules.
Due to negatively charged molecules, there is also an electrostatic contribution, both between
the molecules and adatoms as well as between the molecules and the copper substrate. One
important point is missing in this bonding picture, namely the contribution from non-local dis-
persion forces, which by definition are not included in the semi-local DFT calculations. In
Section 4.5.2 the influence of these non-local interactions on the structure of the coordination
networks is discussed, as well as the indirect influence on the coordinative bonding will be
discussed.
4.3 STM fingerprint of metal-ligand coordination
In the previoussection it was shown thatin the porous surface networks formed by either TAPP
or DPDI the molecules are coordinated to Cu adatoms. In neither of the two networks can
the adatomsbe resolved in topographic STM images. However,it is possible to find a distinct
resonancefor both networks in bias-dependent STM images, which wasfoundto be a signature
of the adatom—molecule coordination. In this section we will discuss how the adatomscan give
rise to this signature.
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4.3.1 LDOSof surface supported networks
TAPP network
In STM experiments, a characteristic protrusion is observed when tunnelling into the sample
at high tunnelling voltages. Figures 4.18 (a-c) show a comparison of experimental topographic
STM imagesof the TAPP networkat -1.0 V (a) and at higher bias voltages where the charac-
teristic bright protrusion is observed, +2.7 V (b) and +3.0 V (c).
The experimental STM images are well reproduced in the simulated constant current im-
ages, Figure 4.18 (d-f). At an energy of 1.0 eV below the Fermilevel the LUMO ofTAPP [112]
provides the dominant contribution to the simulated image, Figure 4.18 (d). A bright protru-
sion, representing a high tunnelling current feature, was observed at the same location as in
experiments when increasing the energy to 3.2 eV above the Fermi level, Figure 4.18 (e),
and becomes even more dominantat energies of 3.4 eV above the Fermilevel, Figure 4.18 (f).
Hence, the experimentally observed high tunnelling current feature can also be identified within
the simulated images, obtained by integration of the LDOSfrom the Fermilevel to 3.2—3.4 eV.
Furthermore, from our theoretical study it is possible to show that Cu adatomsare a key
ingredient for the appearance ofthis characteristic feature in the LDOS. When removing the
adatoms from the porous network while keeping the geometrical structure of the adsorbed
TAPP molecules fixed in the calculations, the bright protrusion in the common crossing of
four molecules (equivalent with the geometrical centre of the four adatoms) was found to be
absent at all energies. Figure 4.18 (g) shows the LDOS 6 A above the first Cu layer as a
function of the energy at the lateral position of the commoncrossing of four molecules for the
network with adatoms and the network in the absence of the adatoms, as well as above the
TAPP molecule. The LDOSindicates that the bright protrusion observed in the STM images
of the porous surface network at large positive sample bias results from electronic states at
an energy of about 3.3 eV above the Fermi energy (0.8 eV below the vacuum level). This
resonance disappears whenartificially removing the adatoms from the network. This supports
our previous conclusion that the Cu adatomsare involved in the formation of the porous TAPP
network.
So far we have shown that the characteristic high tunnelling current feature observed in the
centre of four adatoms in STM is a signature of the adatomsbeing present in the network. Fur-
thermore, it can be shown that also the molecules are important for this protrusion to appear,
since it cannot be explained by solely the Cu adatoms. If the adatomsare held in their position
in the porous network while the TAPP molecules are removed,a single bright protrusion with
the same characteristics as the one for the TAPP surface network cannot be foundin the simu-
lated LDOS.It is possible to find a bright protrusion in the centre of the adatomsat distances
far away from the surface (10A), as the LDOSoriginating from the four adatoms merge into
a single protrusion. However,at a distance of 6A from the surface the adatoms in most cases
give rise to four distinct protrusions, and more importantly, a single protrusion that is most
dominant in the centre of the adatoms of the TAPP surface network cannot be found for this
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Figure 4.18: Bias dependenceof(a-c) experimental and (d-e) simulated constant current STM
images ofthe TAPP coordination network on Cu(111). The experimental images were obtained
above the same region with an area of 4x4 nm?. Tunnelling parameters were (a) -1V/20pA,
(b) 2.7V/1pA,(c) 3V/1pA. The LDOSin the simulated images wasintegrated from the Fermi
level, Ep, to (d) Ep-1.0 eV, (e) Ept3.20 eV, (f) Ep+3.4 eV. Ball and stick models of the
molecular structure of TAPP including the Cu adatoms(red balls) have been superimposed in
the images. The images(a-e) are taken from [121]. The LDOS(g) was calculated at a height
of 6A above the uppermost Cu layer and atthe lateral positions indicated in (e). The dashed
curve shows the LDOSabovethecrossings in absence ofthe adatoms.
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distance.
Tridehydro-DPDI network
A similar high tunnelling current phenomenon as the one observed for the TAPP network is
seen in the STM images of the DPDI network. Figure 4.19 (a-c) shows the experimentalto-
pographic STM imagesat 1.5 V (a), 2.9 V (b) and 3.4 V (c). Note that, in contrast to the
TAPP network, the tridehydro-DPDI network has two crossings per unit cell. In the exper-
imental image taken at 2.9 V it is in fact possible to distinguish between the two crossings,
Figure 4.19 (b), as the bright protrusions appearat different intensities in the two crossings.
Figure 4.20 showsa line scan at 2.9 V through the two different crossingsillustrating this quite
small but significant effect.
The simulated constant current images correlate well with the experimental STM images,
Figure 4.19 (d-f). At an energy of 1.5 eV above the Fermilevel, Figure 4.19 (d) the molecules
are imaged, almost without any submolecular contrast as observed in the experimental 1.5 V
image, Figure 4.19 (a). Whenincreasing the energy in the integration window to 3.3 eV above
the Fermi level, Figure 4.19 (e), a bright protrusion appears also above one ofthe two common
crossings of three molecules per unit cell. Finally, if increasing the energy further to 3.4 eV
above the Fermilevel, Figure 4.19 (f), a bright protrusion appears above the second crossing,
with comparable intensity to the protrusion abovethe first crossing. Hence, the experimentally
observed effect that one of the crossings per unit cell of the network appears brighter than the
other one at 2.9 V is reproduced in the simulated LDOS,albeit at slightly higher energies.
The difference between theory and experiments is that the effect is more distinct in the
theoretical results, as it is possible to image a bright protrusion above oneofthe crossingssi-
multaneously as the other crossing appears with low intensity in the LDOS.This effect is better
visualised in the LDOSasa function ofthe energy above the two inequivalent crossingsperunit
cell, Figure 4.19. The LDOS show dominantfeatures above both crossings in the energy range
3.3-3.4 eV, with an energy difference between the two maxima of 50 meV.In Section 4.2.2 we
showed that the geometrical structure of the honeycomb network has two inequivalentcross-
ings per surface unit cell due to the three-fold rotational symmetry of the network, illustrated
in Figure 4.12 (b). The geometrically inequivalent crossings of the honeycomb network give
rise to the two maxima in the LDOS,andin fact an energy difference is also found between the
simulated core-level shifts of the nitrogen atoms in the twocrossings.
Thefact that the different brightness of the two crossings is observable in the experimental
STM imagesfor the tridehydro-DPDInetwork gives not only support for an adatom supported
structure, it also supports the formation of the theory predicted network with three-fold rota-
tional symmetry on the Cu(111), asillustrated in Figure 4.12 (b).
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Figure 4.19: Bias dependence of(a-c) experimental and (d-e) simulated constant current STM
images of the porous network formed by DPDI molecules on Cu(111). The experimental im-
ages were obtainedat 5 K above the sameregion with an area of 6x6 nm? with bias voltages (a)
1.5V/10pA,(b) 2.9V/10pA,(c) 3.4V/10pA. The LDOSin the simulated images wasintegrated
from the Fermilevel, Ep, to (d) Ept+1.5 eV, (e) Ep+3.3 eV, (f) Ept3.4 eV. Ball and stick mod-
els of the molecular structure of tridehydro-DPDI including the Cu adatoms(red balls) have
been superimposedin the images. Note that the two bright protrusions per supercell appearsat
different intensities in the experimental image taken at 2.9 V (b) and that only one of the two
crossings per supercell appearas a bright protrusion in the simulated LDOSat Ep+3.3 eV (e).
The LDOS(g) wascalculated at a height of6A above the uppermost Cu layer andat the lateral
positions indicated in (e). The dashed curves show the LDOSabovethe crossing in absence of
adatoms.
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Figure 4.20: (a) Experimental topographic STM image taken at 2.9 V, the two bright protru-
sionsper surface unit cell appears with differentintensities, whichis illustrated by the line scan
(b). The red line in (a) indicates where in the STM imagethe line scan was performed.
4.3.2 LDOSoffree networks
The bright protrusion observed in the centre of the adatoms for both the porous surface net-
works dependsonthe presence of both the organic ligands and Cu adatoms, see Section 4.3.1.
In this section we will show that this electronic feature appears solely due to the adatom-
molecule interactions, and that the substrate only plays a subsidiary role. It will also be shown
that the electronic states giving rise to the STM fingerprint have the same character in the two
networks, and thus this can be expected to be a more general phenomenon.
By decomposing the total electron density into contributions from each electronic state
it was possible to isolate an electronic state with the same character as the bright protrusion
feature observed in STM experimentsat high tunnelling voltage, for the networks formed from
both TAPPandtridehydro-DPDI. Figure 4.21 (c,f) shows cross-sections of the charge density
ofthis electronic state for the two networks, at a height of 5 A above the networks.
The character of this electronic state in both of the two networks was revealed by iso-
surface plots of the band-decomposed density at a much higher value of the density, shown in
Figure 4.21 (a,d). The density is primarily localised around the Cu atoms as well as the carbon
atomsofthe organic ligands, and has a prominentp, character for both networks. Furthermore,
by decreasing the value of the density, Figure 4.21 (b,e), the density is found to decay more
slowly into the vacuum around the Cu adatomsthan on the molecule, giving rise to the bright
protrusion observed in the STM imagesfor the TAPP, as well for the tridehydro-DPDI porous
surface networks.
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Figure 4.21: Visualisations of the band-decomposed electron densities ofthe states giving rise
to the STM fingerprint for TAPP (a-c), Figure 4.18, and for DPDI (d-e), Figure 4.19. The
surface contour plots (a,b,d,e) of the band-decomposed densities were produced at a value of
-0.025 e A~3 (a), -0.018 e A~3 (b), -0.0088 e A~? (d), and -0.007 e A~? (e) The cross-sections
(c,f) were made 5 A above the (c) TAPP and (f) DPDI coordination networks covering an area
of4x4 nm?. (c) is taken from [121].
4.4 Transformation ofa porous networkinto covalently linked chains
Therelatively low stability of the porous TAPP network, whosestructure is destroyed at about
190°C, enables the formation of a new structure, namely oligo- and polymeric chains of TAPP
molecules, which are formed around 250°C. The possibility to manipulate the chains with the
STMtip without destroyingtheir internal structure, along with the curved arrangement of some
chains, provide support for covalently linked TAPP molecules [49]. The TAPP chains appear
to have an arbitrary orientation on the Cu(111) surface. However,a statistical analysis of the
observed directions of the chains with respect to the principal directions of Cu(111), revealed
an influence ofthe substrate on the alignmentofthe chains. It was shownthat a majority of the
chains are aligned along the principle directions of the Cu(111) surface [61]. Thus, although
the dominating interaction is provided by the covalent bonds between the molecules, the chains
also have a strong preferenceto align with respect to the substrate.
From STM experiments the distance between TAPP monomers in the chains was deter-
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Figure 4.22: Polymeric covalently linked chains consisting of (a) tautomerised TAPP
molecules, (b) deprotonated TAPP molecules, and (c) deprotonated TAPP molecules with Cu
adatomscoordinated to the nitrogen atoms.
minedto be (1.23 + 0.12) nm. Using the experimentallattice constant of copper (3.610 A)it
is possible to construct a one-dimensional supercell commensurate with the copper substrate,
where the Cu(111) surface unit cell has been repeated five times in the close-packed direction
of the lattice, resulting in a supercell with the dimension of 1.28 nm. In the modelling of the
chains a unit cell ofp(5 x 8) was used which assumes commensurate chains alongthe principle
axis ofthe lattice and ensures negligible interactions between chains in periodic images (the
distance between neighbouringchainsis larger than 11 A).
4.4.1 Chemical nature of the chains
Thefirst interpretation [49] of the chains assumed that they were formed through a tautomeri-
sation ofTAPP,illustrated in Figure 4.3. This model was also supported by simulated STM im-
ages of the tautomerised chain which resembled the experimental high resolution STM images
of the chains very well. However, as will be shown, STM is nota suitable tool to determine the
detailed structure of the chainsasit is not able to distinguish between chains formedby differ-
ent chemical bonds. Furthermore, XPS experiments reveal only one peak in the N1s spectrum
of the chains, indicating that all nitrogen atoms experience the same chemical environment,
and the interpretation of the chemical nature of the chains had to be re-considered.
Figure 4.22 showsthree different types of chains considered, with the respective formation
energies summarised in Table 4.6. It is found that the chain formed by dehydrogenation of
TAPP, poly(TAPP), is energetically disfavoured. However, coordination of this chain to Cu
adatoms, in a similar fashion to the porous network with one Cu adatom shared between two
nitrogen atoms of adjacent molecules, stabilises the chain, with a reaction energy of -2.21
eV molecule~!. This chain is referred to as poly(Cu-TAPP) and is even more stable than
poly(iso-TAPP) formed by tautomerised molecules.
Thenitrogen atomsofthe three different chain structures poly(iso-TAPP), poly(TAPP) and
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Table 4.6: Reaction energies of the three different types of chains illustrated in Figure 4.22.
Type of chain Reaction energy (eV molecule~‘)
 poly(iso-TAPP) -1.12
poly(TAPP) +0.29
poly(Cu-TAPP) -2.21
poly(Cu-TAPP) exhibit in each case different chemical environments and are therefore XPS
should be able to differentiate between different models. The N1s chemicalshifts of the chains
with respect to the Nls core-level binding energy of the porous network were calculated in
the final state approximation using two different methods to model the core-ionised systems:
the Z+1 approximation, and a core-ionised PAW potential. Details on how the calculations
of chemical shifts were done are given in Section 3.3. The results using the two methodsare
summarised in Table 4.7. Note that the trend of the core-level shifts is consistent between the
two methods.
Table 4.7: Calculated chemical shifts of the N core level of poly(iso-TAPP), poly(TAPP) and
poly(TAPP-Cu). Note that poly(iso-TAPP) has two types of nitrogen atoms with different
chemical shifts. The shifts were calculated using the final state approximation using two dif-
ferent methods to model the core-ionised systems, as described in Section 3.3. The chemical
shift from XPS experiments is —0.21 eV.
 
Type of chain Z+1 (eV) Core-ionised PAW (eV)
; C=N-C -0.43 -0.43poly(iso-TAPP) CNHC +171 +1.54
poly(TAPP) C=N-C -0.87 -0.82
poly(Cu-TAPP) N-Cu -0.23 -0.23
Figure 4.23 compares the simulated N1s core-level shifts of the different chains compared
with the observed shift from XPS experiments. The simulated shift of poly(Cu-TAPP) gives
an excellent agreement with the experiments, while the simulated chemical shifts of the other
chains are not able to reproduce the experiments. Together with the reaction energies of the
different chains, these results give the conclusive result that poly(Cu-TAPP)is the predominant
structure of the chain.
Figure 4.24 depicts a comparison between an experimental high resolution STM image and
the simulated LDOS of poly(taut-TAPP) and poly(Cu-TAPP). Although one might imagine
that the structural differences between the two chains would make the chains distinguishable
in STM,the simulated images for the two chains both reproduce very well the main features
of the experimental image. Thusthe suitability of STM in making conclusionsaboutdetailed
structures is in this case very limited.
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Figure 4.23: Calculated chemical shifts of the N1s core-level of a) poly(TAPP), b) poly(iso-
TAPP) and c) poly(Cu-TAPP). d) Chemical shift of the chains obtained from thefits of the e)
Nls spectra from XPS experiments of the chains shown in e). All chemical shifts are given
with the N1s peak of the coordination network of TAPPas reference. From [61].
4.5 Effect of non-local dispersion forces
All the results presented up to here were obtained from semi-local DFT calculations, using
a GGA XC-functional (PW91) which does not account for non-local correlation effects, gen-
erally known as van der Waals (vdW) interactions. In this section we aim to summarise the
calculations which have been done to account for non-local dispersion interactions for the
TAPP and DPDIsystems. The main objective is to investigate how these interactions influence
the structure of the different systems, but also any indirect effects on the electronic structure
due to the corrected geometrical structure will also be discussed, such as core-level shifts, local
density of states, molecular orbital projected density of states and Bader charges.
The calculations were carried out using the correction scheme by Grimme from 2006 [77]
as well as the van der Waals density functional (vdW-DF) [11] which was implementedself-
consistently by Jiri Klimes. The Grimmecalculations were based on the PBE functional[10],
while the vdW-DFcorrection was applied to the revPBE functional [88] as well as the PBE
functional. The vdW-DFcalculations based on the revPBE functional are referred to as revPBE-
vdW and the ones based on PBE as PBE-vdW.Further details of how the calculations were
performedare discussed in Sections A.1.1 and A.1.2 for the vdW-DF and Grimmecorrections,
respectively.
64
 (a) (b) (c)
Figure 4.24: Simulated STM imagesof(a) poly(TAPP—Cu) and (c) poly(iso-TAPP). (b) Exper-
imental constant current STM image at a sample bias of -0.6 V, which is well reproduced by
the simulated imagesin (a) and (c). The simulated STM imagesshow the local density of states
integrated from the Fermi level to -0.6 eV, thus corresponding to a constant current image at
-0.6 V. All images have the size 1.8 x 4 nm’.
4.5.1 Isolated DPDI on Cu(111)
Structure and energies
For the isolated DPDI molecule on Cu(111) the investigated corrections to the dispersion prob-
lem wasapplied to the three most stable adsorption geometries found from the semi-local DFT
calculations, illustrated in Figure A.1 (a), (d) and (e). The adsorption energies for the different
corrections and adsorption geometries were calculated as
Eads = Eppprycu(y ~ (Epppi + Ecucii1)) + (4.8)
where Epppt/cucii1) is the total energy of DPDI adsorbed on Cu(111), Epppr is the total
energy of the DPDI molecule in vacuum and £¢,111) is the total energy of the free Cu(111)
surface. Note that the corrections have also been applied to the reference structures.
The general trendis that each vdW-correction contributes with a more or less constant term
to the total adsorption energy, as shown in Table 4.8. Thus the trend of the adsorption ener-
gies is the same,irrespective of the employed vdW-correction. Morespecifically, each method
predicts the same adsorption configuration to be the most stable one, namely (e), followed by
configuration (d) which is found to be less stable by 10-20 meV throughoutall methods.It is
not possible to make conclusions about which method gives the best description of the mag-
nitude of the adsorption energy since to date no experiments have been performed to estimate
this quantity for the DPDI and TAPP systems. In the next paragraphsthe structural changes
imposedbythe various corrections as wellas their indirect influence on the core-level binding
energies will be discussed.
Table 4.9 summarises the distances from thefirst surface layer of the carbon atoms and the
twodifferent nitrogen speciesofthe isolated DPDI network in its most energetically favourable
65
Table 4.8: Adsorption energies of the three most stable structures of the isolated DPDI on
Cu(111) (from semi-local DFT) when employing different corrections to account for the non-
local dispersion interaction. The structuresare illustrated in Figure A.1.
 
Adsorption energy (eV)
Structure (a) Structure (d) Structure (e)
PW91 (nocorr.) -0.46 -0.52 -0.54
PBE-Grimme -3.13 -3.34 -3.36
PBE-vdW -2.49 -2.54 -2.56
revPBE-vdW -1.55 -1.60 -1.61
adsorptionsite, illustrated in Figure 4.11, for the different corrections as well as the semi-local
PW91 results.
The results without correction are in good agreement with the experimental XSW data
considering the nitrogen atoms. As observed in XSW, the amine and imine nitrogen atoms
adsorbat different heights above the surface. However, the imine nitrogen atomsare predicted
at a slightly too large distance from the surface. Furthermore the average distance ofthe carbon
atomsis far too large compared to the XSW data.
The conventional form of the vdW-DF based on the revPBE functional (revPBE-vdW)
increases the error of the distances for both nitrogen and carbon atoms compared to the non-
corrected PW91 calculations. In other words, revPBE-vdW is not a suitable choice for describ-
ing the structure of this type of system and will therefore be excluded from the study ofthe
other systems. If vdW-DFis instead based on PBE exchange (PBE-vdW),the distances of the
nitrogen atoms stay roughly the same as for PW91, and the carbon atoms moveslightly closer
to the surface. Hence, PBE-vdWcorrects the adsorption height of the DPDI, although theerror
for the average height ofthe carbon atomsisstill larger than 0.5 A.
The best agreement with the experimental data is found for the Grimmecorrection. This
semi-empirical scheme gives a perfect agreement with the XSW data for the imine nitrogens,
while the amine nitrogensare adsorbedtoo close to the surface, almost at the same height as the
imine nitrogens. Most remarkable is howeverthe treatmentofthe perylenecore,as the average
height of the carbon atomsis almost within the error margin of the XSW measurements. The
height of the carbon atomsare onlyslightly overestimated, and comparedto the other methods
the Grimmecorrection gives the best agreement with experimental results for this particular
system.
Core-level shifts
Table 4.9 shows,in addition to adsorption heights, the effect on the core-level shifts, generated
due to the structural geometrical difference imposed by the different vdW corrections, for the
isolated DPDI molecules on Cu(111). The calculations were done using a core-ionised PAW
potential for the core-ionised atom, and assumingthat the difference in the non-local correlation
energy is negligible between the neutral and the core-ionized state. Hence as before in this
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Table 4.9: Core-level shifts of NH and NH2 nitrogen atoms, and average heights above the
first surface layer of the nitrogen atomsas well as carbon atomsin the isolated DPDI on the
Cu(111) surface using indicated vdW-corrections. The core-level shifts are given with respect
to the NH nitrogen in the PW91 geometry andforall geometries the shifts were calculated using
the PW91 functional and a core-ionised PAW potential for the core-ionised atom as described
in Section 3.3.
 
Chemical shift (eV) Distanceto first Cu-layer (A)
NH NH2 NH NH2 C-atoms
Experimental 0 1.82+£0.11 2.20+0.03 2.40+0.11 2.68+0.06
PW91 (no correction) 0 1.86 2.31 2.42 3.36
PBE-Grimme -0.06 1.79 2.20 2.22 2.61
PBE-vdW -0.13 1.80 2.32 2.46 3.22
revPBE-vdW -0.09 1.65 2.45 2.81 3.40
Table 4.10: Adsorption energies ofthe metal-organic coordination networks formed from either
TAPP or DPDI molecules on the Cu(111) surface when employing different corrections to ac-
count for the non-local dispersion interaction. The structure of the TAPP networkis illustrated
in Figure 4.5 a and the structure of the DPDI network in Figure 4.12 b.
Adsorption energy (eV molecule~')
TAPP network tridehydro-DPDI network
 PW91 (no correction) -2.40 -4.27
PBE-Grimme -5.48 -7.18
PBE-vdW -4.21 -5.98
thesis the PW91 XC-functional was used to evaluate the core-level shifts, but using the relaxed
structural geometries given by the different corrections.
The calculated chemical shifts between the amine and imine nitrogen atoms were foundto
be within the error margin of the experiments for all the applied vdW-corrections.
4.5.2. TAPP and DPDI coordination networks
Structure and energies
For the porous networks formed from either TAPP or DPDI molecules, we used the structure
found from semi-local DFT as the starting point for the PBE-Grimme and PBE-vdW calcu-
lations. The revPBE-vdW was excluded from this study due to its large errors for a single
DPDI on Cu(111). The geometries of the TAPP and tridehydro-DPDI networksare illustrated
in Figure 4.5 a and Figure 4.12 b, respectively.
The adsorption energies for the different corrections of the two networks are summarised
in Table 4.10, together with the results from the non-corrected PW91 calculations. A similar
trend as for the isolated DPDI on Cu(111): Each correction adds a more or less constant term,
andthe relative energy between different structures within each correction scheme follows the
sametrendas in the semi-local DFT calculation.
Table 4.11 summarises the heights of carbon and nitrogen atoms abovethe first surface
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layer for the TAPP and tridehydro-DPD1 networks. The results are compared to experimental
XSW data. Both Grimme and PBE-vdW give close agreement with the experiments for the
nitrogen atoms. These atoms pose no problem in semi-local DFT since the PW91 calculations
are also in good agreement with the experiments. The carbon atom heights in the tridehydro-
DPDl1arealsotreated relatively well by the PW91 calculations. The error when applying either
of the two correction schemesis about the same magnitude, but of opposite sign for the Grimme
correction. For the TAPP network the carbon atoms are adsorbed more than 0.6 A too far away
from the surface when using PW91. In this case both the Grimme and PBE-vdW give a height
within 0.15 A from the experimentalvalue.
The calculated core-level shifts for the network formed by DPDI molecules are also in-
cluded in Table 4.11. The calculated shifts are given relative to the core-level binding energy
of the NH nitrogen atom of the isolated DPDI on Cu(111), from the structure of respective
correction scheme.
Table 4.11: Average heights of the nitrogen and carbon atoms of the porous TAPP and
tridehydro-DPDI networks above the surface plane, when using different corrections to the
GGA-DFTcalculations. For the DPDI network also the simulated core-level shifts for the
dispersion-corrected structures are given relative the core-level binding energy of the NH-
nitrogen of the corresponding vdW-corrected structure of the isolated DPDI molecule on
Cu(111). The experimental core-level shift is given relative to the low energy peak of the
XPS experiments of the mobile (isolated DPDI) phase.
 
Distance to first Cu-layer (A) Chemical shift
TAPP tridehydro-DPDI tridehydro-DPDI
N-atoms C-atoms N-atoms C-atoms N-atoms
Experimental 2.89 2.81 2.83+0.03 3.00+0.04 1.50 + 0.10
PW91 (no corr.) 3.12 3.43 2.90 3.20 1.47, 1.52
PBE-Grimme 2.93 2.90 2.77 2.79 1.58, 1.64
PBE-vdW 2.73 2.95 2.94 3.21 1.72, 1.74   
Effects on the coordinative bonding
The vdW interaction is a purely non-local phenomenon and doesnot contribute directly to the
chemisorption bond of a molecule to a surface. However, this non-local dispersion interaction
is necessary for chemisorption in systems where the attractive chemical interaction cannot
overcomethe Pauli repulsion between the molecule and substrate. One example is provided by
the PTCDA molecule adsorbed on Ag(111) which only physisorbs in the GGA, but chemisorbs
to the surface when vdW-interactions are included [71]. Hence although the van der Waals
interaction does not have a covalent character, this interaction can allow a molecule to come
closer to the substrate, into a regime where short-range chemicalinteractionstake place.
In the case of our metal-organic coordination networks these interactions are not essential
for the formation of chemisorption bonds between organic ligands and adatoms. However, the
strength of the chemical interaction and hence of the coordinative bondingisstill sensitive to
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Figure 4.25: PDOSprojected onto the molecular orbitals of (a) TAPP and (b) DPDIforre-
spective porous network. The PDOS wascalculated both for the structures determined by
semi-local DFT (PW91) and by the Grimmecorrected calculations (PBE-Grimme).
the vdW-interactions. Figure 4.25 illustrates how the molecular orbitals are affected for both
the TAPP and DPDI honeycomb networks due to the structural changes imposed by non-local
dispersion forces as described by the Grimmecorrection.
For the TAPP network both the LUMOandthenitrogen lone-pair orbitals are shifted down
by 0.3 eV in averagerelative to the Fermi level. As concluded in Section 4.2.4 the effect on
these orbitals defines the coordinative bonding, and hence the chemical bondingis slightly
strengthen by the non-local vdW-interactions. Notably the energy level of the HOMOis not
sensitive to the vdW-interactions.
In the case ofthe tridehydro-DPDI networkall of the frontier orbitals are shifted down in
energy by around 0.4 eV,except for the orbitals associated with the nitrogen lone-pairs, which
are only shifted down by 0.2 eV. Therigid shift of the molecular orbitals of tridehydro-DPDI
is probably dueto an electrostatic effect, since also the vacuum level is shifted down by 0.3 eV
(compared to 0.1 eV for the TAPP network). The reason whythe nitrogen lone-pair orbitals are
less shifted than other orbitals may be because they are shared with the Cu adatoms. Therefore,
these orbitals do not share the reference level with the other molecular orbitals, which is the
vacuum level, but rather the reference level of the metal substrate, which is the Fermilevel.
4.5.3 Discussion
In Figure 4.26 the calculated adsorption heights using the different vdW-corrections are com-
pared to the data from XSW experiments. Considering the nitrogen atoms both PBE-Grimme
and PBE-vdW give adsorption heights that agree well with the experimental observations. Also
the PW91 calculations without any correction work well in describing the height, in most cases
better than the correction schemes. Only for the porous TAPP network do the PW91 results
give a considerably larger adsorption height for the nitrogen atoms.
For the carbon atoms PW91 works much morepoorly in predicting the adsorption height
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Figure 4.26: The heights of the nitrogen atoms (top) and carbon atoms (bottom) for (a) the
single DPDI molecule, (b) the tridehydro-DPDI honeycomb network,and (c) the porous TAPP
network, using the different vdW-corrections, indicated in the legend. The calculated data are
compared to data from XSW experiments. Note that for the single DPDI molecule the heights
of the two different types of nitrogen atoms are shown and for the carbon atoms the average
heights above the Cu(111) surface are given.
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than for the nitrogen atoms.It is only for the tridehydro-DPDI networkit gives a deviation from
experiments whichis less than 0.3 A while for both the TAPP network and the adsorption of a
single DPDI moleculesit gives a deviation larger than 0.6 A. The PBE-vdW calculations gives
a reasonable description of the two coordination networks, but fails dramatically for the more
closely bonded single DPDI molecule. The PBE-Grimmecalculations, on the other hand, gives
a very good description of the adsorption height both for the TAPP network and the isolated
DPDI molecule, although the adsorption height for the DPDI networkis slightly too small. An
interesting observationis that the DPDI network for which Grimmeovercorrectsis the structure
for which the semi-local PW91 calculations give the best agreement with experiments. Note
that the revPBE-vdW calculations were only performed for the single DPDI molecule, for
whichit gives too large heights for both nitrogen and carbon atoms. We can expectthis to be
the general case, since revPBE-vdW will always give larger separations than PBE-vdW since
the exchangepart ofthe revPBE functional is more repulsive than the exchangepart of the PBE
functional.
Summarising the results of the adsorption heights it is obvious that PBE with the Grimme
correction gives the overall best performanceofthe tested methodsfor our perylene derivatives
on Cu(111). Hence,if one desires to describe adsorption geometries in this type of systemsthis
correction is a fairly good choice and will improve the adsorption height compared to semi-
local DFT. The question is also whether the Grimmecorrection (or any vdW-correction) can be
used to comparethe energetics of different systems. For the studied systems no experimental
reference exists for the binding energies, although it has been shown [122] that the Grimme
correction overestimates binding energies for molecules adsorbed on metals.
Although the absolute binding energies given by the Grimme maybetoolarge, our results
do suggest that it is possible to compare the energies within this correction. From Table 4.8
comparing the adsorption energies for an isolated DPDI molecule on Cu(111) it was shown
that the trend of the binding energies for the different corrections follows closely the trend of
the binding energies given by the semi-local PW91 calculations.
Our results suggest that for molecules that are partly chemisorbed to a surface, as our
perylene derivatives, the energy difference between adsorption sites originates mainly from the
chemisorptioninteractions andit is sufficient to compare energies of different sites using semi-
local DFT.It is necessary to include the dispersion forces only to correct the structure for the
most stable adsorption configuration(s).
Although wefind that the Grimmecorrection scheme works fine for our systemsthis is
not necessarily transferable to other systems. This benchmark has to be extended not only to
different systems, but also future studies applying different correction schemes to the vdW-
interactions are necessary. For example the Cg-scheme by Tkatchenko and Scheffler [79] is
one possible option, but also an updated version of the vdW-DFhas recently becomeavail-
able [123].
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Figure 4.27: Summary of adsorption energies for (a) the single DPDI molecule, (b) the
tridehydro-DPDI honeycomb network, and (c) the porous TAPP network, using different vdW-
corrections as indicated in the legend.
4.6 Summary
In this chapter the structure and bonding in the porous surface networks formed by either the
TAPP or DPDI molecule on the Cu(111) have been discussed and compared. It was shown
that both networks are stabilised by copper adatoms coordinated to the nitrogen atomsof the
molecules. Furthermore, the formation of the porous network from DPDI moleculesis driven
by a complete dehydrogenation of the nitrogen atoms, resulting in a network consisting of
tridehydro-DPDI molecules.
Experimentally it has been observed that the tridehydro-DPDI networkhasa greater ther-
mal stability compared to the TAPP network. The difference in stability between the two net-
worksis partly due to the different strength of the coordination bonds in the networks. In the
tridehydro-DPDI network the LUMOofthe tridehydro-DPDI molecules is completely filled
well below the Fermi level of the substrate, while the LUMOof the molecules in the TAPP
networkis only partly occupied in semi-local DFT but becomesfully occupied in the vdW-
corrected structure. Furthermore, the lowering of the nitrogen lone-pair orbitals is greater for
the tridehydro-DPDI network than for the TAPP network. Furthermore, it was investigated
how close the commensurate network structures are to those of the free isolated coordination
networks. It was found that the commensurate surface unitcell of the tridehydro-DPDI surface
network is closer to the optimised unit cell of the isolated network, compared to the TAPP
network.
It is possible to identify the copper adatomsindirectly in STM dueto the interaction with
the organic ligands in both the TAPP andtridehydro-DPDIporous networks. The metal-ligand
interactions give rise to an unoccupied electronic state which is observable as a resonance in
bias-dependent STM imaging. Thefactthat this electronic state is observed experimentally in
STM,gives further evidence for the adatom-supported structures.
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The polymeric chains formed from TAPP molecules consist ofdeprotonated TAPP molecules
and not tautomerised ones which wasthe original interpretation. Furthermore, as for the TAPP
porous network the chains are coordinated to copper adatoms, which is supported by XPS
experiments and simulated core-level shifts.
Finally, it has been illustrated how non-local dispersion forces influence the structure of a
single DPDI molecule as well as the tridehydro-DPDI and TAPP networks. It was shown that
the semi-local Grimme gives the overall best description of the different structures. Further-
more it was shownthat the energetic ordering of chemisorbed molecules is not changed by the
van der Waals correction, but only the absolute adsorption energies. Finally, the structural dif-
ferences induced by van der Waals interactions have some influence on the molecular orbitals
ofthe molecules,slightly strengthening the coordination bondin the case ofthe TAPP network,
andrigidly shifting all frontier orbitals down in energy for tridehydro-DPDI.
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  Chapter
An organic paramagnet on Cu(110)
In the previous chapter the structural stabilities and electronic properties of two porous metal-
organic coordination networks were discussed. These networks were designed partly because
of their properties to host smaller functionalised guest molecules. Here we will have a lookat
a possible candidate of such a functionalised guest molecule, namely the adsorption of a free
radical on a metallic substrate. It will be shown from our combined theoretical and experi-
mental study that the organic molecule retains its paramagnetic properties upon adsorption on
the paramagnetic Cu(110) surface. This work was donein collaboration with the experimental
group of Prof. Rasmita Raval at University of Liverpool.
5.1 2,2,5,5-tetramethyl-3-carboxypyrrolidine nitroxide (3-CP)
The 2,2,5,5-tetramethyl-3 carboxypyrrolidine nitroxide (3-CP) molecule is a free radical due to
the un-paired spin centred on the NO-group, making the molecule paramagnetic in the gas-
phase. The molecule, whosestructure is shown in Figure 5.1, is tailored with four methyl
groups protecting the NO moiety from interacting with other molecules. Furthermore, it is
designed with a carboxylic acid group that can interact with other molecules or, as will be
shownhere, de-protonate and bondto the Cu(110) surface.
5.2 Elucidation of the adsorption geometry
5.2.1 Adsorption configurations
To obtain information on the orientation and adsorption site of the 3CP molecule on Cu(110) a
numberofdifferent adsorption sites were investigated. The most stable of the adsorption sites
investigated are illustrated in Figure 5.2. Note that for the structures (c-e) in Figure 5.2 the 3CP
molecule is deprotonated, while for the structures (c-e) in Figure 5.2 the molecule stays intact.
For the intact adsorption,(structure (a) and (b)), the adsorption energy was defined as
Ext = Escp/ou — [Esce + Ecul ; (5.1)
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Figure 5.1: Schematics of the 3CP molecule.
and in the case of the deprotonated adsorption as
Fpteprot = E3cp/cu + Euyou — [E3cp + 2Ecul ’ (5.2)ads
where E3qp/cy is the total energy of the molecule adsorbed on Cu(110), E’3cp the total energy
of the structurally optimised free 3CP molecule, Ec, the total energy of the optimised bare
Cu(1 10) slab, and Exc, the total energy of atomic hydrogen adsorbed on Cu(110). Note that
a negative value of the adsorption energy indicates a stabilisation compared to the reference
systems.
The results, summarised in Table 5.1, show a strong preference for the molecule to depro-
tonate and bond with the resulting carboxylate group to the short bridge site, Figure 5.2 (a),
which has an adsorption energy of -1.31 eV. However, the deprotonation of the molecule will
only occur at activated temperatures to overcome the energy barrier for deprotonation. If the
molecule instead stays intact upon adsorption to the surface, the adsorption with the NO-group
to the short bridge, Figure 5.2 (c), is the most energetically favourable adsorption site, which
has an adsorption energy of -0.72 eV. It is also possible for the intact 3CP molecule to adsorb
with the carboxylic acid group to the surface, but this is much weaker compared to adsorption
with the NO groupto the surface.
Since the deprotonation is an activated process, it is not possible to make predictions of
whether the 3CP molecule adsorbs with the NO group to the surface, or with the NO group
pointing away from the surface as a result of a deprotonated 3CP molecule bonding with the
carboxylate groupto the surface from consideration of the adsorption energy alone. It is known
from literature [124, 125] that carboxylic acid groups deprotonate at elevated temperatures on
the Cu(110) surface. For example benzoic acid has been found to deprotonate in the tempera-
ture range 119-175 K [124] and formic acid has been found to deprotonate around 270 K [125].
However, although literature seems to suggest a deprotonation, we need additional data to sup-
port this hypothesis for our system. To gain more information of the bonding configurations
we performedcalculations of IR spectra that were compared with the experiments.
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 (a) COO ~to short bridge (b) COO™to long bridge
     
(c) NO to short bridge (d) NO to long bridge (e) NO to top
Figure 5.2: The most stable adsorption configurations found for the 3CP molecule on the
Cu(110) surface with the (carboxylate group (a,b) adsorbed to either the short bridge (a) or
the long bridge (b) site of the surface, and with the NO group (c-e) adsobedto either the short
bridge (c), the long bridge (d) or the top (e) site of the surface. In structure (a) and (b) the
carboxylic acis group ofthe 3CP molecule has deprotonated and the molecule is anchored with
the resulting carboxylate group to the surface.
Table 5.1: Calculated adsorption energies of the 3CP molecule adsorbed on Cu(110). For the
two “radical up” adsorption sites the molecule was deprotonated and the adsorption energy
wascalculated using Eq. (5.2) while for the three “radical down”adsorptionsites the molecule
was assumedtostay intact and the adsorption energy was calculated using Eq. (5.1). Note that
the more negative is the value of the adsorption energy, the more energetically stable is the
adsorption.
 
Adsorptionsite Adsorption energy (eV)
Radicalup, Figure 5.2(a,b)
(a) COOonshort bridge -1.31
(b) COO~ onlong bridge -1.22
Radical down, Figure 5.2(c-e)
(c) NO onshort bridge -0.72
(d) NO on long bridge -0.47
(e) NOon top -0.35
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5.2.2 Infrared spectroscopy
Infrared spectra and intensities were calculated within the framwork of the harmonic approx-
imation, as described in Section 3.2. Figure 5.3 depicts a comparison between the room-
temperature RAIR spectrum and the two simulated spectra, with 3CP adsorbed either with the
carboxylate group (de-protonated molecule) or the NO-group (intact molecule) to the Cu(110)
surface. The agreement between the measured spectrum andthe spectrum of the 3CP molecule
adsorbed with the carboxylate group, as shown in Figure 5.2 (a), agrees well in the fingerprint
1 in experiments is
—1
region, 1000-1800 cm~!. In particular the dominant peak at 1396 cm~
found at 1408 cm™! in the calculations. The smaller, butstill significant, peaks at 1450 cm
and 1134 cm™! in the experimental spectrum is found at 1468 cm~! and 1136 cm™?, respec-
tively, in the simulated spectrum. Furthermore, the peak at 1345 cm? in the simulated spec-
trum can be seen as a shoulder of the experimental 1396 cm! peak. The largest discrepancy
between the simulated spectrum of the deprotonated molecule adsorbed with the carboxylate
group to the surface (radical up) and the experimental room temperature spectrum is the high
frequency region (~3000 cm~!), which appearsto be almost absentin the simulated spectrum.
The reason for this discrepancy is explained below. Furthermore, a small peak is observed in
experiments at 831 cm~', which could not be explained from the simulated spectrum.
The simulated spectrum with the intact 3CP molecule adsorbed with the NO groupto the
short bridge site, Figure 5.2 (c), does not reproduce the RAIR spectrum, Figure 5.2 (a). In the
simulated spectrumthere is no prominent peak at ~1400 cm™!, butinstead at 1776 cm} due
to the C=0 stretch, which is not observed experimentally. It is worth noting that a prominent
peak in the region 1700-1800 cm~! is observed experimentally at temperatures well below
room temperature. However, at room temperature our combined theoretical and experimen-
tal analysis gives strong indication that the 3CP molecule deprotonates and bonds with the
carboxylate group preferably to the short bridgesite of the Cu(110)surface.
Enhancementofthe calculated infrared intensity in the fingerprint region
Despite that the fingerprint region of the simulated spectrum ofthe deprotonated 3CP molecule
being adsorbed with the carboxylate group to the Cu(110) surface correlates well between the
experimental room temperature, it appears that the infrared intensities of the high frequency
modes (~3000 cm7!) are too weak in the simulated spectrum. However, this appearance is
rather due to an enhancementofthe calculated infrared intensities in the fingerprint region.
This can be shown by comparingthe calculatedintensities in this spectrum with the calculated
intensities in the high frequencyregionofthe calculated spectrum with the NO group anchored
to the surface, Figure 5.3 (c). In the latter spectrum, the relative intensities between high
frequency andfingerprint region comparesbetter with the measured spectrum in Figure 5.3 (a).
At the sametimethe intensities of the high frequency regions of the two simulated spectra are
of the same order of magnitude. Hence the normal modes intensities of the fingerprint region
are overestimated in Figure 5.3b.
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Figure 5.3: (a) Experimental RAIR spectrum of 3CP/Cu(110) taken at room temperature. Sim-
ulated spectra of (b) the deprotonated 3CP molecule adsorbed with the resulting carboxylate
group to the short bridge of Cu(110) and (c) the intact 3CP molecule adsorbed with the NO-
radical to the short bridge of Cu(110). The intensities ofthe peaks in (c) have been scaled twice
with respect to the intensity of the peaks in (b). The intensities between the experimental and
theoretical spectra are not directly related to each other. Assignmentof the peaks is found in
Table 5.2
Table 5.2: Peak assignment of the main peaks in the simulated IR-spectra in Figure 5.3 (b) and
(c).
Spectrum in Figure 5.3 (b)
 
 
Frequencies (cm~*) Assignment
1050-1250 Ring deformations, skeletal C-(CH3)2
1345 v(NO), v.(COO), 6,(CH3)
1408 v(NO), vs(COO)
1468 Oas(CH3), Jas(CH2)
2982 v5(CHg3)
3057 Vas(CH3), Vas(CH2)
Spectrum in Figure 5.3 (c)
Frequencies (em~+) Assignment
910-960 Ring deformations
1040-1340 v(C-O), 6(OH), 6(CH,,), ring deformations1776 v(C=0)
3020 Vas(CH3), ¥s(CH2)
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This enhancementis attributed to an artefact of DFT arising from the electron delocali-
sation (or derivative discontinuity) problem of DFT [126] which results in the localised 27*-
orbital being fractionally charged for the deprotonated molecule adsorbed on the surface. Small
displacements of the NO-group results in that the fractionally charged 27*-orbital changeits
occupancy, with the Cu-substrate acting as electron donor or acceptor. The dynamical dipole
moment induced by the NO-group is therefore overestimated and vibrational modes with con-
tributions from this group will hence havetoo large intensity in the calculated infrared spectra.
The reason forthe infrared intensities of the fingerprint region not being enhancedin the spec-
trum in Figure 5.3c is that the NO grouphasnofractional occupation.
5.3 Survival of the unpaired spin upon adsorption
In previous sections we have shown that upon adsorption on the Cu(110) surface at elevated
temperatures the 3CP molecule deprotonates and bonds with the resulting carboxylate group
with preference to the short bridgesite of the Cu(110) surface, illustrated in Figure 5.2. In this
adsorption geometry the NO groupis almost perpendicular to the surface, however, it remains
to show whether the unpaired spin on the NO group survives the adsorption or not, in other
words, whether the 3CP moleculeis still a radical once adsorbed on the Cu(110) surface.
5.3.1 Spin-polarised electron density
The first indication of what happens to the unpaired electron upon adsorption of the 3CP
molecule in its most stable adsorption configuration was obtained fromthe calculated spin-
polarised electron density, p;_;. The spin-polarised electron density is defined as
pr— (rt) = py (r) — py (x), G3)
where p; is the electron density of electrons with spin up and p, is the electron density of
electrons with spin down. In Figure 5.4 the spin-polarised electron density is visualised as
surface contour plots, for both the isolated (intact) and adsorbed 3CP molecule. In both plots
the value of the contours is chosento be -0.1 e, to illustrate how much the unpaired electron is
affected by the deprotonation and adsorption. The differences between the contours of the two
molecules are only minor giving a first qualitative indication that the unpaired electron stays
localised upon adsorption of the 3CP molecule on the Cu(110) surface.
5.3.2 Partial density of states
The second indication that the un-paired electron survives comes from the calculated partial
density of states. The partial density of states of an atom is calculated as a projection of the
Kohn-Sham orbitals of the total system onto spherical harmonics centred on the atom and
integrated over an atomic sphere. Figure 5.5 showsthe partial density of states calculated
for the NO group both for the isolated (intact) 3CP molecule and deprotonated 3CP molecule
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(a) (b)
Figure 5.4: Visualisation ofthe spin-polarised electron density as defined Eq. (5.3). The surface
plots in greenillustrates the spin-polarised density at a contour value of -0.1 e for the isolated
3CP molecule (a) and the deprotonated 3CP molecule adsorbed with the carboxylate group to
the short bridgesite (b).
adsorbedin its most stable adsorption configuration. The vacuum levels are aligned for the two
systems.
Theplots of the partial density of states in Figure 5.5 show that the electronic states cen-
tred on the NO-group are not much affected by the deprotonation and adsorption of the 3CP
molecule on the surface. There is a minor rigid shift of all states with respect to the vac-
uum level, but apart from this no differences are found between the isolated and the adsorbed
molecule, hence the NO-groupis hardly affected at all by the adsorption. However, the 27*-
orbital, which gives rise to the spin-polarisation of the molecule, is only fractionallly charged
for the adsorbed deprotonated molecule. This means that, in our calculations, the adsorbed
molecule has a smaller spin-polarisation than the molecule in vacuum. Thefractional charge is
explained by the derivative discontinuity problem of DFT [126]. Furthermore, this fractional
occupation is responsible for the increase of the peaksin the fingerprint region ofthe calculated
IR-spectrum for this system, as discussed in Section 5.2.2.
5.4 Summary
The organic 3-Carboxy Proxy] (3-CP) moleculeis a radical and paramagnetic becauseofits un-
paired electron in the NO group. The NOgroupis surrounded by methyl groups, which prevent
this radical from interacting with other molecules. Experiments using STM andinfrared vibra-
tional spectroscopy suggest that when bondingto the copper(110) surface at room temperature,
the molecule deprotonates and bondsto the surface via the resulting carboxylate group. This
bonding geometry leaves the NO-group unperturbed andindicates that the unpaired electron in
the NO groupsurvives on the surface.
The proposed nature of bondingofthe molecule with the surface is corroborated from den-
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Figure 5.5: Spin-polarised partial density of states of the 7-orbitals, showing the spin up (7)
and spin down (|) contributions summed over the atoms in the NO-group for the isolated 3CP
molecule (a) and the deprotonated 3CP molecule adsorbed with the carboxylate group to the
short bridge site (b). The vacuum level of the two systems have been aligned and for the
isolated molecule (a) the Fermi level was defined as the middle between the single highest
occupied molecular orbital and the first unoccupied molecular orbital of the molecule.
sity functional calculations of the electronic structure and bonding geometry. The calculated
IR spectra of the lowest energy structure are in good agreement with experimental spectra. The
calculated spin-polarized charge density together with the partial density of states suggest that
the un-paired spin in the NO-group survives upon adsorption of the molecule on the surface.
Further experimental studies are needed to verify this theoretical prediction about the survival
of the unpaired spin of the 3CP molecule upon adsorption on the Cu(110) surface, such as
spin-polarised scanning tunnelling spectroscopy experiments.
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Polycyclic aromatic hydrocarbons on graphene
In this chapter, different methods for including the missing long-range dispersion term in semi-
local DFT are benchmarked for twelve different polycyclic aromatic hydrocarbons (PAHs)
adsorbed on graphene. These methods include the van der Waals density functional (vdW-
DF) described in subsection 2.2.3, as well as the different semi-local Cg-correction schemes
described in subsection 2.2.4. Results obtained from popular force-field methodsare also in-
cluded in the benchmark, and the theoretical results are compared to temperature programmed
desorption experiments from literature [127]. Furthermore the role of the dispersive versus
electrostatic Coulombforces is investigated by a decomposition of the total interaction energy
for a selection of PAHs. The calculations using the semi-local C¢-corrections as well as the
revPBE energy decomposition were performed by Felix Hanke at the University of Liverpool,
and the force-field calculations were carried out by Carlos-Andres Palma in Paolo Samori’s
groupat the University of Strasbourg. The computational details for the work performedin this
chapter are summarised in Subsection C.1.1 for the DFT calculations and in Subsection C.1.2
for the force-fields calculations.
6.1 Adsorption of PAHs on graphene
6.1.1 System setup and binding energy curves
For all molecules considered in this study it was assumedthat a weak physisorption of a PAH
on graphene does notaffect the intramolecular geometry of either the PAH or the graphene.
Similar to the stacking order in graphite and in bilayer graphene, the lowest-energy configu-
ration for benzene adsorption was found to be the AB-type stacking, which was then used for
the aromatic hydrocarbons throughout. This geometry isillustrated for the case of adsorbed
hexabenzocoronene in Figure 6.1. Note that if one considers only nearest neighbour interac-
tions any PAH molecule has two kinds of sp” carbon atoms: One type adjacentto three other
carbons atomsand the second type with two carbon neighbours and one hydrogen neighbour.
For each PAH a binding energy curve was obtained by calculating the total energy at dif-
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Figure 6.1: Lateral configuration of the AB stacking of hexabenzocoronene (C42Hj8) on a
graphenesheet.
ferent heights of the molecule above the graphene plane with respect to the total energy of the
molecules at a reference height as
Exot (h) = E(h) ~ E(Pres). (6.1)
hye was chosen at a height where the interactions between the PAH and graphene can be
neglected. A value of h,es = 14.0 A wasused throughoutthe study. The equilibrium heights
ho were determinedas the height where the binding energy curve has a minimum:
 dEtot =0. (6.2)
dN \h=ho
Thetotal binding energy was determined by
ving = —Etot (ho). (6.3)
Note that a negative value ofthe total energy indicates a stabilisation with respect to the ref-
erence system, while the binding energyis given as a positive quantity. In practice the height
ho was determined by sampling the total energy around the equilibrium heightuntil the height
was determined within a numerical precision of +0.01 A.
In Figure 6.2 the binding energy curves ofthe graphene dimer(a) and benzene on graphene
(b) areillustrated for the different vdW corrections to DFT and the force-field methods. Also
the values from semi-local DFT using the PBE and revPBEflavours ofGGAare included in the
comparison. Without any vdW correction these GGAsgive virtually no bonding. The binding
energies and heightsofall the investigated PAHsfor the different methods are summarised in
Table C.1-C.4.
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Figure 6.2: Potential energy curves of (a) graphene and (b) benzene adsorbed on graphene
using different vdW corrections as indicated in the legend, and using the PBE and revPBE XC-
functionals without correction. The experimental binding energies are taken from [127], which
for graphene were obtained by an extrapolation of the measured binding energies ofa series of
PAHs.
6.1.2 Parametrisation of the binding energy
Figure 6.3 comparesthe binding energies as a function ofthe hydrogento carbon ratio, Ny/Nc,
for the twelve PAHs adsorbed on graphene. Also the experimental values of the binding en-
ergy for benzene, naphtalene, coronene and ovalene on graphite are shown, which were ob-
tained from temperature programmed desorption (TPD) experiments by Zacharia and cowork-
ers [127]. The binding energy ofthe bilayer of grapheneis also shown in Figure 6.3. It should
be noted that this value is not a direct experimental value but was obtained in Ref. [127] by
an extrapolation of the binding energies of the other four adsorbates using the MM3 force-
field [128].
Ourresults indicate thatthe first-principles vdW-DF methodgives the best agreement with
the data obtained from the TPD experiments with the lowest mean absolute error (MAE) of
6.1 meV/atom, see Table 6.1. Also the Wu-Yang scheme gives good agreement with the ex-
perimental data with a MAE of 7.7 meV/atom. The MAEswere calculated without taking the
experimentally extrapolated binding energy of grapheneinto account. Includingthis value the
vdW-DFgives the exclusively best agreement with experiments. Note that the data given by
the OBS scheme could notbefitted into Figure 6.3.
The binding energy normalised per number of carbon atoms follows a linear trend with
respect to the hydrogen-to-carbon ratio Ny/Nc for all models. The binding energy per carbon
atom can hence be expressed as
NyBads/No = Ecc + (Ecu — Ecc) No’ (6.4)
Here Eccisthe fitted binding energy per central carbonin the adsorbate (all covalent bondsto
other carbon atoms) and Ey is the adsorption energy per edge carbon with an adjoining hydro-
gen atom, the two different carbon types are illustrated for hexabenzocoronenein Figure 6.1.
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Figure 6.3: The binding energy normalised by the number of carbon atoms for aromatic aro-
matic hydrocarbons adsorbed on graphene. The grey error bars show data from temperature-
programmed desorption experiments [127] for benzene, naphthalene, coronene and hexaben-
zocoronene, and the binding energy of bilayer graphene from an extrapolation of the TPD
data. The vdW-DF binding energies of benzene, naphtalene and graphene agree well with the
previous vdW-DFstudy [129] for these systems.
Table 6.1: Values for the energies Ecc and Ecy, from the linear fits in Figure 1 of the
manuscript, together with the mean absolute error (MAE = 5°; |Egt — Eexp,i|/Nexp) per
atom of the fits with respect to the experimental data from Zacharia and coworkers [127]. The
experimentally extrapolated binding energy of bilayer graphene wasnotincludedin the calcu-
lation of the MAEs.
 Eco (meV) Ecy (meV) MAE (meV)
vdW-DF 49.2 80.1 6.1
Wu-Yang 66.0 82.1 Td
CHARMM 55.5 70.9 9.5
Grimme 52.6 68.0 11.4
MMFF 52.9 65.5 12.7
Tkatchenko-Scheffler 74.9 95.8 16.2
Ortmann-Bechstedt-Schmidt 78.1 127.9 39.2
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Table 6.1 gives the fitted values of the parameters Ecc and Eqy for the various correction
schemes.
For the semi-empirical schemes(all models except vdW-DFand TS)thelinearfit in Fig-
ure 6.3 is trivial, and it is merely a result of the assumed additivity of vdW-interactions in these
schemes [128]. Asall these schemes consider the same Cg coefficient to be used forall the
sp” hybridised carbon atomsthe difference between the slopes of the curves in Figure 6.3, is
a result of the binding energy contributed by the hydrogen atomsandit cannotbe attributed to
different binding energy for graphene-like and benzene-like carbon atoms.
In contrast to the empirical methods, the vdW-DF as well as the TS correction includes
information on the local chemical environment of atoms, either through the non-local density
functional or via a Hirshfeld charge decomposition. Notably, the slopes of the linearfits in
Eq. (6.3) are larger for the vdW-DFas well as the TS model compared to the semi-empirical
and empirical models. The slope is given by Ecy — Ecc, and is equal to 30.9 meV and
20.9 meV for the vdW-DFand TS,respectively, while it is found within the interval 12.6—
16.1 meV for the other schemes. In other words, the group of an edge carbon withits adjoining
hydrogeninteracts stronger with graphene within the vdW-DFand the TS schemesthan for any
other scheme. There are two possible explanations for the different slopes: (1) In the vdW-DF
and TS schemes the hydrogen atomshavea larger contribution to the binding than in the other
schemes. (2) The carbon atoms in a PAH with an adjoining hydrogen atom are chemically
distinguishable from those without, with the former binding stronger to the substrate. The
current data set cannot conclude which ofthe interpretations (or a combination of the two) is
correct, and a further investigation is needed before concluding about this.
From the MAE the vdW-DFis shownto give the best agreement with the experimental data
and is thus the recommendedcorrection to use for prediction of the adsorption energy in this
type of system. However, although the vdW-DFcorrectly describes the adsorption energy it is
questionable how well the adsorption height is described as the underlying revPBE functional
is known to give too large bonding distances. This seemsto be the case also in this kind of
system, as our calculations of bulk graphite with the revPBE based vdW-DFgive inter-layer
distances of 3.55 A, to be compared with the well known experimental value of 3.35 A. The
details of the graphite calculations are outlined in Section C.2.
6.2. Non-local correlation versus electrostatic contribution
It is a general belief in the chemistry community that the attractive interaction between 7-
systems is a complex interplay between non-local (London)dispersion forces and static Coulomb
interactions. However any investigation of the different contributions to the total bonding for
PAH ongraphene including a quantification of the non-local correlation energy do not exist.
Charlier and coworkers [130] approached this problem for the interplanar bondingin graphite.
Howeverin their study the exchange-correlation was calculated using LDA in which no non-
local bonding effects are taken into accountand instead the XC-part of the bonding comes from
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the exchange energy.
To study the mechanism behind the bonding in our 7-7 stacked systems, we decomposed
the total binding energy from the vdW-DFcalculationsinto its individual contributions accord-
ing to
tot [7] = E,[n] + Eoun] = Pein [n] + Ex,.GGA [7] + E.upaln, (6.5)
where E,s is the electrostatic Coulomb energy, E.n) is the non-local correlation energy, Exin
is the kinetic energy,qaqa is the GGA exchange energy, and ,ipa is the LDA correlation
energy. The total interaction energy, Etot, along with the dispersive Ey) and electrostatic
(Coulomb) £;, contributions are plotted in Figure 6.4 as a function of the separation between
adsorbate and graphene layer. A full energy decomposition into all the components is shown
in Figure C.2.
Around the equilibrium distance, the total interaction energy is a complex mixture ofdif-
ferent interactions. Both the electrostatic energy and the non-local correlation energy has a
significant contributions to the total energy, and hence this is in agreement with the general
view of 7-7 stacking that the attractive part of the bonding is a mixture of electrostatic and
non-local correlation interactions. However, the exact ratio between non-local correlation and
electrostatic energies at the equilibrium separation is sensitive to the position of its energy
minimum.
At bonding distances electrostatic and dispersive effects are both importantfor the stabil-
ity of the bonds between PAHs and graphene. However, for distances larger than 4.5 A the
electrostatic contribution to the bondingis essentially zero for all adsorbates (and noteworthy
even slightly repulsive at large enough distances). For these distances the attractive non-local
correlation energy isstill significant, and morespecifically for distances larger than 4.5 A the
attractive part of the interaction is solely due to non-local correlation. As a consequence, the
initial bonding of these systems would not be possible without the attractive vdW interactions.
This is illustrated in Figure 6.5 where two binding energy curves are plotted with either the
electrostatic or non-local correlation contribution missing, respectively. Without the non-local
correlation energy almost no bonding is found between the PAHsand graphene.In the absence
ofthe electrostatic interactions, bondingis still achieved between the PAHsand graphene. This
result illustrates the importance of the vdW interactions for the initial formation of the com-
plexes.
6.3 Summary
In summary, the adsorption properties of polyaromatic hydrocarbons on graphene have been
investigated as an archetypical system with 7-7-interactions. Six different corrections to DFT
for dispersion together with two force-field methods have been benchmarked. We find that
semi-empirical corrections based on the commonly used —C¢/R®-functional form ofthe in-
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Figure 6.4: Contributions from the non-local correlation energy, Eni, and the electrostatic
Hartree energy, Es, to the total vdW-DFinteraction energy, Eo, for a numberof representa-
tive hydrocarbons adsorbed on graphene. Thecircles, squares and diamondsindicate the global
energy minimafor the different adsorbates. The repulsive contributionat short distances comes
from the Pauli repulsion is manifested in the kinetic energy asillustrated in the complete energy
decomposition in Figure C.2.
teraction give generally fair results, while the vdW-DF resulted in a better agreement with
available experimental data. The binding energy of aromatic hydrocarbons on graphene was
found to be additive, hence the total binding energy can be decomposedinto contributions from
each atomicpair. In particular, a simple yet quantitative estimate of the binding energy foraro-
matic hydrocarbons on graphene wasintroduced: using the adsorption energies Ego = 49.2
meV and Ecy = 80.1 meV (vdw-DF)per graphene-like and benzene-like carbon atom respec-
tively, one obtains the binding energy for any given aromatic hydrocarbon simply by counting
the numberofhydrogen and carbon atoms. Within the vdW-DFwefound that 7-7 interactions
in physisorption are composed of a complex mixture of dispersive and electrostatic interac-
tions. It is concluded that purely dispersive forces drive the docking of neutral adsorbates on
grapheneandthatelectrostatic interactions have an importantcontributionto the attractive part
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Figure 6.5: Binding curves for the vdW-DFwith either the electrostatic (Coulomb) energy Es
or the non-localcorrelation energy En) missing for a numberofrepresentative hydrocarbons
adsorbed on graphene. Note that a binding occur for all hydrocarbons if the /,, is missing
while almost no bondingis observedif instead the £,y) term is neglected,illustrating the im-
portanceofthe dispersion forces overthe electrostatic (Coulomb)interactions for the formation
of the complexes.
of the bonding around binding distances. The repulsive contribution at short distances comes
from the Pauli repulsion which is manifested in the kinetic energy
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Concluding remarks and outlook
Theory and modelling oforganic molecules on surfaces has been the common themebehind the
results presented in this thesis. Three rather different types of systems have been investigated.
The results for each of these systems are summarised at the end of Chapters 4-6, of which a
few key results will be highlighted once again.
Porous network formation through adatom-coordination The two porous networks formed
by either TAPP or DPDI molecules on the Cu(111) surface are stabilised through coordination
of the molecules to copper adatoms. Furthermore, in the case of DPDI a complete dehydro-
genation ofthe nitrogen atomsdrives the network formation, resulting in a honeycombstructure
of tridehydro-DPDIspecies.
Nature of N-Cu coordination bonds The interaction between adatoms and organic ligands
in the porous networks are characterised by lowering in energy of the nitrogen lone-pair or-
bitals, as well as a partialfilling of the lowest unoccupied molecular orbital. Furthermore, the
results suggest that there is a synergism betweenthefilling of the LUMOandthe lowering of
the nitrogen lone-pair orbitals. This is in analogy with the synergism between o-donation and
a-backbonding in coordination chemistry.
Fingerprint of metal-ligand interactions The interactions between copper adatomsandor-
ganic ligandsgiverise to a characteristic unoccupied electronic state. This state can be imaged
in STMasa fingerprint of the coordination between the Cu adatomsand the organic ligands,
and provides a method for proving that native adatomsare taking part in the formation of the
networks.
Survival of un-paired electron of organic radical upon adsorption on a metal surface
The organic radical 3CP molecule, deprotonates upon adsorption on the Cu(110) surface at
room temperature and bondstothe surface with the resulting carboxylate group. The unpaired
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spin, whichresides in the NO group,is predicted to survive upon the adsorption ofthe molecule
on the surface.
Van der Waalsinteractions for metal-organic interfaces A modified van der Waals density
functional and the semi-empirical scheme by Grimme from 2006 give a fair description of the
adsorption heights of the TAPP and tridehydro-DPDI porous networks. The Grimmecorrec-
tion schemegives the general best description of the heights of the TAPP and DPDI molecules.
Noneofthe correction schemes changes the bonding trend from semi-local (PW91) calcula-
tions. Semi-local DFTis thus sufficient for comparing different adsorption configurations of
these two molecules on the Cu(111) surface.
Prediction of binding energies of aromatic hydrocarbons on graphene The conventional
form of the van der Waals density functional, which is based on revPBE exchange, gives the
best prediction of the binding energy of polycyclic aromatic hydrocarbons on graphene, com-
pared to six empirical van der Waals correction schemes to DFT. Furthermore, for all models
the binding energy normalised by the numberof adsorbate carbon atomsfollows a linear trend
with respect to the adsorbate hydrogen-to-carbon ratio. From this relationship the binding
energy of any polycyclic aromatic hydrocarbon on graphene can be obtained without any addi-
tional calculations.
Nature of the 7-7 stacking between hydrocarbons and graphene The 7-7 stacking of
polycyclic aromatic hydrocarbons on graphene is predominantly dispersive for separations
larger than 4.5 A, and is necessary for the initial formation of these complexes. For sepa-
rations close to the equilibrium binding distance the binding is characterised by a complex
mixing of dispersive andelectrostatic interactions.
Outlook
The work presented here has provided some new insights into the phenomena of molecule-
surface interaction, as well as the interaction between molecules adsorbed on a surface. I will
round upthis thesis by mentioning a few possible directions for future work.
The 3CP molecule is predicted to remain as a radical upon adsorption on the Cu(110)
surface, but no long-range ordering of the molecule has been achieved.Is it possible to use the
TAPPor DPDIporous network to host the 3CP molecule, hence creating an ordered array of
3CP molecules? This would require that (1) the moleculeis still a radical also after adsorption
on the Cu(111) surface and that (2) the porous template does not interfere with the unpaired
spin.
The honeycomb network of tridehydro-DPDI network has been shown experimentally to
confine the Shockley surface state of Cu(111). Is it possible to understand this confinement
using theoretical modelling within the framework of DFT? In that case, how sensitive is the
91
confinement to the adsorption height; or how precise do we need to describe the molecular
adsorption for modelling of the surface state?
For a reliable prediction of the adsorption of large organic molecules we need an accurate
description of the van der Waals interactions. We haveillustrated two seemingly rather contra-
dictory results in this thesis: The van der Waals density functional was found to give the best
prediction of the binding energy of polycyclic aromatic hydrocarbons on graphene, while the
same functional gives too large adsorption heights of perylene deriative on Cu(111), for which
instead the Grimmecorrection scheme performed best. Further benchmarkingstudies includ-
ing other correction schemes, but also different kind of systems, are needed before the DFT
community can agree on a universal method for including van der Waals forces into theoretical
modelling of organic molecules on metal surfaces.
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Appendix to Chapter4
A.1 Computational details
All calculations were done within the framework of periodic density-functional theory using
the Vienna Ab-initio Simulation Package (VASP) [131]. The ion-core interaction was described
by the projector augmented wave method [95,96] and, unless stated otherwise, the generalised
gradient approximation through the Perdew Wang 91 (PW91) functional [9] was used to de-
scribe exchange-correlation effects. The plane-wave basis set was expandedup to 400 eV.
The copper (1.11) substrates were modelled by four layer slabs separated by 15 A ofvac-
uum region. Structural optimisations were performed until the force acting on each atom in
molecules, adatomsand the two outermostlayers ofthe copper substrate was below 0.01 eV/A.
If not stated otherwise, the surface unit cells, and k-point sampling summarised in Table A.1
were used.
A.1.1 vdW-DFcalculations
For the vdW-corrected calculations we used the same parameters as for the non-corrected
PW91 calculations, as described above. Furthermore, the lattice constant of the copper sub-
strate was adjusted to the optimised lattice constant for the vdW-DF with revPBE and PBE,
which was found to be 3.719A for the revPBE+vdW and 3.683A for PBE+vdW.Thisis to be
comparedto the optimisedlattice constant calculated with PW91 of 3.63 5A.
A.1.2. Grimmecalculations
The Grimmecorrection from 2006 [77] was used in these calculations, which is described
in more detail in Section 2.2.4. The correction was only applied between atoms within the
molecules, and atoms in the molecules with the atoms of the outermost copper layer. Hence
interactions between the Cu atoms were neglected, to avoid a contraction of the Cu substrate.
The number of Cu layers included in the Grimmecorrection was reduced to one to mimic the
screening from the substrate, which has shown to lower the vastly overestimated adsorption
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Table A.1: Summary ofsurface unit cell k-point sampling used, if not stated otherwise, in the
calculations of the different structures based on either the TAPP or the DPDI molecule. The
surface unit cells are expressed in the matrix representation [132], as well as via the lengths of
the two unitcell vectors. The k-point sampling refers to a Monkhorst-Pack samplingtranslated
to be centered around the [-point.
 
Surface unitcell k-point sampling
Matrix Size (A?)
TAPP
Porous network (4 5) 17.99 x 16.85 2x«x2
; 5 0Polymeric chains 0 8 12.85 x 20.56 2x1
DPDI
Isolated molecules (| 5) 18.41 x 23.67 1x1
10 OPorous network 0 10 25.70 x 25.70 1x1
 
energy, but without having any considerable structural effects [122].
A.2 Adsorption of a single DPDI molecule on Cu(111)
Figure A.1 illustrates the different adsorption geometries considered for the isolated DPDI
molecule on the Cu(111) surface. The adsorption energies of these structures, the height of
the amine and imine nitrogen atoms, as well as the chemical shift between the two types of
nitrogen atoms is summarised in Table A.2. The adsorption energy was defined as
Eaas = Epppr/cu(i1) — (Epppr + Eou(ii)) + (A.1)
where Epppi/cu(ii1) is the total energy of DPDI adsorbed on Cu(111), Epppris the total
energy of the isolated DPDI molecule, and Fo,(111) is the total energyof the isolated Cu(111)
surface.
The moststable adsorption geometry (e) in Figure A.1, with an adsorption energy of-
0.54 eV is only 20 meV morestable than the adsorption geometry (d). These two structures
are also the onesbest correlating with the XSW and XPS experiments.
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Figure A.1: Configurations investigated of the isolated DPDI molecule adsorbed on Cu(111).
The calculated adsorption energies of the structures (a-e) are given in Table A.2, showingthat
structure (e) is the most energetically favourable adsorption configuration.
Table A.2: Calculated adsorptionenergies, core-level shifts ofthe amine (NH) and imine (NH2)
nitrogen atoms, as well the height above the first Cu layer of the amine and imine nitrogen
atoms, for the different adsorption configurations of the isolated DPDI on Cu(111) shown in
Figure A.1. The core-level shifts are given relative to the core-level binding energy of the
amine nitrogensofstructure (e) which was found to be the most energetically stable adsorption
configuration.
Adsorption energy (eV) Core-level shift (eV) Height above first Cu-layer (A)
 
Structure: NH NH» NH NH»
(a) -0.46 -0.02 1.56 2.39 3.03(b) -0.25 -0.61 1.14 3.39 3.46(c) -0.24 -0.61 1.15 3.41 3.50(d) -0.52 0.00 1.85 2.29 2.41(e) -0.54 0.00 1.87 2.31 2.42
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Appendix to Chapter 5
B.1 Computational details
All calculations were done within the framework of periodic density-functional theory using
the Vienna Ab-initio Simulation Package (VASP) [131]. The ion-core intraction was described
by the projector augmented waves method [95,96] and the generalised gradient approximation
through the Perdew Wang 91 (PW91) functional [9] was used to describe exchange-correlation
effects. All calculations were spin-polarised, the plane-wave basis set was expanded up to
400 eV andthe structural optimisation was done until the force on each atom wasless than
0.05 eV/A. The copper (110) substrates were modelled by four layer slabs separated a vacuum
region of 14 timesthe lattice spacing, and a 3 x 4 surface unit cell together with a 4 x 4 k-point
sampling was used.
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Appendix to Chapter 6
C.1 Computationaldetails
C.1.1 DFT calculations
The revPBEresults needed for the vdW-DF were obtained using the VASP package [131].
The PBE results needed for the semi-empirical schemes; Tkatchenko-Scheffler (TS) [79].
Grimme [77], Wu-Yang (WY) [76] and Ortmann-Bechstedt-Schmidt (OBS) [78] schemes,
were obtained using the all-electron code FHI-aims [133]. The calculations use a supercell
approach,with integration settings converged to less than 1 meV/atom: A 2 x 2 k-point sam-
pling is used for all systems, except for graphene with a 12 x 12 k-point grid. All VASP
calculations have a plane wave energy cutoff of 450 eV, while the FHI-aimscalculations use
the internal tight species defaults. The supercell heightis 35 A in all calculations. Comparison
between FHI-aims and VASP shows meV agreementin total binding energies, which confirms
the overall convergenceofthesesettings.
The vdW-DFis designed to take care of all non-local (including semi-local) correlation
energies. To avoid double counting the GGAcorrelation energy is replaced by the LDA corre-
lation energy. The GGA and LDAcorrelation energy and the non-local correlation energy was
calculated non self-consistently using the pseudo-valence plus the pseudo-core density from
the self-consistent revPBE calculation. The numerically challenging six-dimensional integral
in the vdW-DFwasevaluated following the approach by Gulans and coworkers [74] which was
included in the VASPcalculations using the Atomic Simulation Environment[104].
The Cg corrections were computed by adding upall Cg/R® termsin successively larger
supercells until the total energy was converged to within 1 jreV. Available reference data has
been used to verify the implementationsofthe Cg-corrections in the FHI-aims code.
C.1.2 Force-field calculations
Contribution by Carlos-Andres Palmaat the University of Strasbourg.
All force-field calculations were performed using the program CHARMM [134]. MMFF
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calculations were performed using the implementation in the c35b1 update. A 10800 graphene
C-atom slab was used with periodic boundary conditions and a cutoff 200 A to simulate an
infinite graphene slab for all molecular force field calculations. Molecular geometries were
minimizedin the presence of the C-atom slab below 0.0001 kcal/molin energy using the same
adsorption site as in the DFT calculations. The adsorption energy was calculated by subtract-
ing the energy calculated after displacing the molecule 100 A away from the substrate. In
CHARMMall sp” carbons were parameterised with atom types 21 (i.e. C-aromatic), including
the graphene slab, which corresponds to standard OPLS[135] parameters for benzene, hydro-
gens where assigned atom types 3 (i.e. H-aromatic). Except for ethane, partial charges are
-0.15 for carbons and +0.15 for hydrogens. Note that the energy of adsorption in the force
field does not depend on charge parameterization since the graphene slab was not assigned any
charges. For the parameterization in MMFF,all sp” carbons were parameterized with atom
types 37 (aromatic), while graphene was assigned an atom type 2 (vinylic). Hydrogens where
assigned atom types of 5 (apolar H). As with the CHARMMparametrization, the samepartial
charges were used and no charges were assignedto the grapheneslab.
C.2. revPBE-vdW calculations of bulk graphite
The calculations of bulk graphite were done by calculating the total energy as a function of
the interplanar spacing. Asreference structure weused an inter-planar spacing of 14 A. The
calculations were done with the vdW-DF methodtogether with the revPBE functional. The cal-
culations were performed using the samesettings as for the calculations of PAHs on graphene,
with the exception that a 12x 126 k-point sampling wasused.
The resulting interlayer spacing versus interlayer binding energy is shown in Figure C.1
showing that the vdW-DFtogether with revPBE gives an interplanar spacing of 3.55 A for
graphite, which is to be compared to the experimental value of 3.35 A.
Experimental value
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Figure C.1: Binding energy curveofthe bulk graphite as a function of the spacing between the
grapheneplanes.
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C.3. Energy decompositions
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Figure C.2: The different energy components of the total vdW-DF binding energy ot: The
electrostatic Coulomb energy (Les), the non-local correlation energy (£.,n1), the kinetic energy
(Exin), the GGA-revPBE exchange energy (gga) and the LDA correlation energy (£...pa).
The Pauli repulsion in manifested in the kinetic energy term.
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C.4 Binding energies and heights
Table C.1: Surface unit cell sizes, binding heights /eg., total binding energies Eyjng, and bind-
ing energies per carbon atom Fying/Nc for the PAHs adsorbed on graphene using the vdW-DF.
Thecell size is given as multiplesofthe lattice vectors of the primitive unit cell of graphene.
 
vdw-DF
Adsorbate Formula Cell size  heg, (A) Epinag (€V)  Evina/No (meV)
Benzene CgHe, 6 x 6 3/55 0.485 80.8
18-annulene CigHig 8x8 3.55 1.439 79.9
Napthalene Ci9Hs 7x6 3.59 0.729 72.9
Anthracene Cy4Hio 8 x6 3.56 1.006 71.9
Tetracene CigHie 9x6 3.59 1.243 69.1
Triphenylene CygHy2 & x 8 3.56 1.256 69.8
Pentacene Co2Hy4 10 x 6 3.56 1.539 70.0
Pyrene CigHio 7x7 3.60 1.071 66.9
Coronene Co4Hy2 8x8 3.57 1.556 64.8
Ovalene C39Hi4 9x8 3.61 1.957 61.2
HBC C42Hjg 10 x 10 3.58 2.619 62.4
Graphene ~ 1x1 3,57 - 50.0
 
Table C.2: Binding heights /eq., total binding energies Ey,;nq, and binding energies per carbon
atom Eying/Nc for the PAHs adsorbed on graphene using the Tkatchenko-Scheffler and the
Grimme schemes.
Tkatchenko-Scheffler Grimme
Adsorbate Neg (A) Evina (CV) Ebina/Nc (meV) heg. (A) Ebina (€V) Fina /Ne (meV)
Benzene 3.33 0.575 95.9 3.27 0.415 69.2
18-annulene 3.33 1.723 95.7 3.27 1.216 67.6
Naphtalene 3.34 0.912 91.2 3.27 0.652 65.2
Anthracene 3.34 1.261 90.1 3.28 0.893 63.8
Tetracene 3,34 1.261 89.0 3.26 1.141 63.4
Triphenylene 3.33 1.602 89.3 3.27 1.126 62.6
Pentacene 3.33 1.607 89.5 3.25 1.389 63.1
Pyrene 3.35 1.970 86.0 3.27 0.986 61.6
Coronene 3.35 2.033 84.7 3.27 1.422 59.3
Ovalene 3.36 2.636 82.4 3.27 1.861 58.1
HBC 3.35 3.295 78.4 3.26 2.462 58.6
Graphene 3.35 ~ 76.3 3.24 ~ 54.2
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Table C.3: Binding heights heg., total binding energies Epina, and binding energies per carbon
atom Eying/Nc for the PAHs adsorbed on graphene using the Wu-Yang and the Ortmann-
Bechstedt-Schmidt schemes.
 Wu-Yang Ortmann-Bechstedt-Schmidt
Adsorbate Meg. (A) Epvina (€V)  Ebina/Nc (meV) eg. (A) Evina (@V) Epina/No (meV)
Benzene 3.24 0.500 83.3 3.25 0.776 129.4
18-annulene 3.24 1.471 81.7 3.25 2.301 127.8
Naphtalene 3.24 0.791 79.1 3.28 1.182 118.2
Anthracene 3.24 1.088 del 3.29 1.592 113.7
Tetracene 3.23 1.391 773 3.29 2.008 111.6
Triphenylene 3.24 1.375 76.4 3.30 1.995 110.8
Pentacene 3.22 1.694 77.0 3.29 2.425 110.2
Pyrene 3.24 1.206 75.4 3.31 1.735 108.5
Coronene 3.24 1.749 72.9 3.33 2.443 101.8
Ovalene 3.24 2.295 71.7 3.34 3.155 98.6
HBC 3.23 3.034 dad 3,33 4.414 98.6
Graphene 3.22 - 67.5 3.40 ~ 79.9
 
Table C.4: Summary ofthe binding heights /ieg., total binding energies Eping, and binding
energies per carbon atom Eying/Nc for the PAHs adsorbed on graphene from the force-field
calculations.
 
CHARMM MMEFF
Adsorbate Neg. (A) Evina (€V)  Ebina/Nc (meV) heg, (A) Ebina (€V)  Evina/No (meV)
Benzene 3.48 0.425 70.9 3.68 0.397 66.1
18-annulene 3.3 1.280 71.1 3.7 1.151 63.9
Naphtalene 3.50 0.678 67.8 3.69 0.634 63.4
Anthracene 3.50 0.931 66.5 3.70 0.871 62.2
Tetracene 3.50 1.183 65.7 3.70 1.108 61.5
Triphenylene 3.49 1.183 65.7 3.68 1.108 61.6
Pentacene 3.52 1.435 65.2 3.70 1.345 61.1
Pyrene 3.51 1.042 65.1 3.69 0.976 61.0
Coronene 3.50 1.517 63.2 3.69 1.423 59.3
Ovalene 3.51 1.992 62.3 3.70 1.870 58.5
HBC 3.52 2.608 62.1 3.70 2.449 58.3
Graphene 3.54 - 55.5 3.72 - 52.4
12-annulene 3.5 0.848 70.7 3.7 0.792 66.0
8-annulene 3.49 0.565 70.6 3.7 0.526 65.7
4-annulene 3.48 0.282 70.5 342 0.263 65.8
ethene 3.5 0.172 86.0 3.70 0.160 80.0
ethyne 3.5 0.142 70.8 3.64 0.137 68.7
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