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Network topology and nodal dynamics are two fundamental stones of adaptive networks. Detailed
and accurate knowledge of these two ingredients is crucial for understanding the evolution and
mechanism of adaptive networks. In this paper, by adopting the framework of adaptive SIS model
proposed by Gross et al. [Phys. Rev. Lett. 96, 208701 (2006)] and carefully utilizing the information
of degree correlation of the network, we propose a link-based formalism for describing the system
dynamics with high accuracy and subtle details. Several specific degree correlation measures are
introduced to reveal the co-evolution of network topology and system dynamics.
PACS numbers: 89.75.Hc, 87.19.X-, 89.75.Fb.
I. INTRODUCTION
Binary-state dynamics on complex networks have been
widely adopted to model various social and technologi-
cal systems. Such modelling is highly competent in sys-
tem description while still allowing relatively simple anal-
ysis. In a network with binary-state dynamics, nodes
can switch between two discrete states, and the rules of
switching typically depend on the nodal dynamics and
the network structure. Examples include information
cascade dynamics [1], opinion dynamics [2–4], disease
propagation [5–10], rumor spreading [11], Ising model
[12], and neural dynamics [13–15].
Among these models, adaptive epidemic susceptible-
infected-susceptible (SIS) model [16] has been commonly
used to study adaptive networks with co-evolution of
epidemic dynamics and network topology [16, 17]. Ef-
forts have been made to construct a theoretical founda-
tion for predicting the time evolution of such a system
and its dynamical features [18, 19] and several successful
node-based methods have been developed. For exam-
ple, by adopting a node classification approach, where
nodes are distinguished by their states and the states
of their neighbors, a highly accurate mean-field theory-
based approach has been proposed to predict the evolu-
tions of adaptive networks [19]. A theoretical framework
has also been built to describe general binary-state dy-
namics with high-order accuracy [20–23]. However, all
the current node-based methods employ zero degree cor-
relation approximation, in which the degree correlation
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of the underlying networks is largely ignored. Such an
approximation imposes limitations to revealing detailed
network structures, causing nontrivial degradation in the
accuracy of prediction, especially in correlated networks.
A theoretical formalism that can properly reveal detailed
network structural information is therefore in great de-
mand.
In this work, based on the framework of the adaptive
epidemic model of Gross et. al. [16], we introduce a
theoretical formalism from a link classification approach.
Differing from the node classification method, where net-
work nodes are the objects of classification, in the pro-
posed link classification approach links are the objects to
be classified according to the infection states, the number
of neighboring links, and the number of infected neigh-
boring nodes of each link’s two end nodes, respectively.
As we shall show, compared to the existing results, the
new approach achieves more accurate prediction of the
time evolution of adaptive networks and provides more
detailed information on the network structure, thanks to
a proper reflection of degree correlation.
The remainder of this paper is organized as follows.
We introduce the adaptive network model In Sec. II
and present our formalism in Sec. III. We then validate
the proposed formalism by simulation results for uncor-
related and correlated network, respectively, in Sec. IV.
Finally, We conclude the paper by Sec. V.
II. ADAPTIVE EPIDEMIC NETWORK MODEL
For clarity of later discussions, we first introduce some
common definitions about the network structure under
investigation. Suppose that there are N nodes and M
2edges in a network, the average nodal degree 〈k〉 therefore
equals 2M/N . The degree distribution of the network is
denoted by pk, which represents the probability that the
degree of a randomly selected node is k. The edge end
distribution is denoted as qk, which represents the prob-
ability that the degree of a node reached by a randomly
selected edge is k. Both pk and qk satisfy normaliza-
tion conditions, i.e.,
∑
k pk = 1 and
∑
k qk = 1. Thus,
〈k〉 =
∑
k kpk and qk = kpk/〈k〉 [24, 26].
The degree correlation of a network can be repre-
sented by a joint degree distribution pi,k. Specifically,
pi,k denotes the probability that the two end nodes of
a randomly selected edge have degrees i and k, respec-
tively. For an undirected network, pi,k = pk,i. Accord-
ing to the definition of pi,k, it is straightforward to have
qk =
∑
i pi,k and kpk = 〈k〉
∑
i pi,k [26]. The overall
degree correlation is described by the assortativity coef-
ficient r defined as follows [24]:
r =
1
σ2e
∑
i,k
ik[pi,k − qiqk], (1)
where σ2e =
∑
k k
2qk− (
∑
k qk)
2
is the normalization fac-
tor to make r ∈ [−1, 1]. In the global scale, r > 0 (r < 0)
corresponds to positive (negative) correlation, where a
large-degree node tends to connect another large-degree
(small-degree) node and vice versa; and r = 0 means
there is not such correlation. Note that in the origi-
nal definition proposed in Ref. [24], the calculated of
r adopted the remaining degree of each node, which is
its actual degree minus one. In our calculations here-
after, we directly adopt the actual nodal degree: it is
easy to prove that these two definitions are equivalent in
the limit of large networks.
Next, we briefly introduce the adaptive susceptible-
infected-susceptible (SIS) model. In the SIS model, each
node can either be susceptible (S) or infected (I), which
are the two states of the infection. When an S node is
connected with an I node, it has a probability of β in
each time step to be infected and becomes an I node. If
an S node has a total of k neighbors of which kinf are I
nodes, the probability that an S node to be infected in a
single time step equals 1− (1− β)kinf. When the interval
of a time step is set to be small enough, β shall be a
small value; hence the probability that an S node with
kinf infected neighbors is converted into an I node can
be approximated by βkinf. On the other hand, in each
time step, an I node has a probability of γ to recover to S
state. In the adaptive network model, we assume that all
the nodes have global knowledge of node infection state.
To avoid being infected, an S node may cut each of its
links connected to infected neighbors with a probability
ω. To compensate each lost connection the S node will
form a new connection with a randomly selected S node
(not one of its existing neighbors). By doing so, the link
rewiring process remains the total number of links in the
network.
III. FORMALISM BASED ON LINK
CLASSIFICATION
Now, we introduce the link classification method and
derive a theoretical formalism accordingly.
We first classify the nodes according to their states and
the states of their neighbors by Sk,l and Ik,l, respectively,
where Sk,l (Ik,l) denotes the fraction of the nodes that
are susceptible (infected) with k neighbors among which
l are infected. Therefore, we have
∑
k,l
(Sk,l + Ik,l) = 1. (2)
We then proceed to classify the links. The links can be
easily classified into four types, namely SS, II, IS, and SI,
where S and I denote the states of the two end nodes of
the link, respectively. Further classification of the links
is done by introducing a function XijYkl, where X and
Y can be either S or I. Specifically, for the X-state node,
besides its Y -state neighbor connected through the link
being considered, it has i other neighbors among which j
are infected; and similarly for the Y -state node. Hence,
the two end nodes of a link belonging to IijSkl belong to
Ii+1,j and Sk+1,l+1, respectively (see Fig. 1). In an undi-
rected network, a link belonging to XijYkl also belongs
to YklXij . Therefore, Sk,l and Ik,l represent different
classes of nodes and XijYkl represent different classes of
links [25].
According to the conservation relations that
∑
i,j,k,l
(SijSkl + IijIkl + IijSkl + SijIkl) = 1, (3)
   Sk,l 
(k=5,l=3)
       IijSkl 
(i=4,j=2,k=3,l=1)
A B
AB
(a) (b)
O
FIG. 1. Diagram of the method of node and link classifi-
cations. Open symbols (◦) represent susceptible nodes, and
solid symbols (•) represent infected nodes. (a) The hub node
O is a susceptible node. It has five neighbors, in which three
are infected. Therefore, this node is in the set Sk,l where
k = 5 and l = 3. (b) The link plotted with the thick straight
line, denoted as AB, has an infected node, denoted as A, at
its left end and a susceptible node, denoted as B, at its right
end. For node A, in addition to link AB it has four other
links, of which two connect to infected nodes. While for node
B, in addition to link AB it has three other links, of which
one connects to an infected node. Therefore, link AB is in
the set IijSkl with i = 4, j = 2, k = 3, and l = 1. Besides,
node A is in the set I5,2 and node B is in the set S4,2.
3and ∑
k,l
k (Sk,l + Ik,l) = 〈k〉, (4)
we obtain
∑
k,l
SijSkl = (i+ 1− j)Si+1,j
/∑
k,l
k(Sk,l + Ik,l)
= (i+ 1− j)Si+1,j
/
〈k〉,∑
k,l
IijIkl = (j + 1)Ii+1,j+1
/
〈k〉,
∑
k,l
IijSkl = (i+ 1− j)Ii+1,j
/
〈k〉,
∑
k,l
SijIkl = (j + 1)Si+1,j+1
/
〈k〉. (5)
The first equation in Eq. (5) comes from the fact that the
summation of SijSkl with respect to all possible k and l
equals the fraction of links connecting an Si+1,j node at
one end and an arbitrary S node at the other end.
Further, with the equal footing of two end nodes of a
link in an undirected network, we have
SijSkl = SklSij , IijIkl = IklIij , IijSkl = SklIij .(6)
Eqs. (2)-(6) provide the constraints on both node classes
and link classes.
Next, we provide initial condition for the sizes of all
the classes. Suppose initially a fraction ε of nodes are
randomly selected to be infected. Then, we have
Sk,l = (1− ε)pk
(
k
l
)
εl(1− ε)k−l,
Ik,l = εpk
(
k
l
)
εl(1 − ε)k−l, (7)
and
SijSkl=(1− ε)
2pi+1,k+1
(
i
j
)
εj(1− ε)i−j
(
k
l
)
εl(1− ε)k−l,
IijIkl=ε
2pi+1,k+1
(
i
j
)
εj(1− ε)i−j
(
k
l
)
εl(1− ε)k−l,
IijSkl=ε(1− ε)pi+1,k+1
(
i
j
)
εj(1− ε)i−j
(
k
l
)
εl(1− ε)k−l,
SijIkl=(1− ε)εpi+1,k+1
(
i
j
)
εj(1− ε)i−j
(
k
l
)
εl(1− ε)k−l.
(8)
We take SijSkl as an example to show the reasoning of
the above equations. An SijSkl link has two end nodes
with degree i+1 and k+1, respectively. The probability
of picking such a link therefore equals pi+1,k+1, and the
probability that both of its end nodes being susceptible
equals (1−ε)2. Furthermore, the probability that among
the i [k] links j [l] of them connect to infected nodes
equals
(
i
j
)
εj(1 − ε)(i−j) [
(
k
l
)
εl(1− ε)(k−l)].
After obtaining the constraints and the initial con-
ditions for all the classes, we now provide the corre-
sponding ordinary differential equation (ODE) to de-
scribe the time evolution of the system. To simplify the
discussion, we separate the whole process into three sub-
processes, named “Recovery Process”, “Infection Pro-
cess” and “Rewiring Process”, respectively. Since during
a very short time the mutual influences of these three sub-
processes could be ignored, for each class we shall firstly
calculate its variations in the three sub-processes, respec-
tively, and then sum them up to obtain the variation of
the whole process. Denoting the differential operators
of the ODEs describing the three sub-processes and the
whole process as “dR/dt”, “dI/dt”, “dW/dt”, and “d/dt”
respectively, we have d/dt = dR/dt+ dI/dt+ dW/dt.
Firstly, for the Recovery Process, there are two differ-
ent situations that may cause the variations in the size
of the node classes and link classes, respectively. For the
node classes Sk,l and Ik,l, the first situation is the change
of the infection state that happens on the nodes belong-
ing to Sk,l and Ik,l (for example, the node O in Fig. 1(a)),
and the second one is the change of the infection state
that happens on the neighboring nodes of those nodes
belonging to Sk,l and Ik,l (for example, the neighbors of
node O in Fig. 1(a)). Similarly, for the link class XijYkl,
where X and Y can be either S or I, the first situation
is the change of the infection state that happens on the
nodes at the ends of the links belonging to XijYkl (for
example, the nodes A and B in Fig. 1(b)), and the sec-
ond one is the change of the infection state that happens
on the neighboring nodes of those at the ends of the links
belonging to XijYkl (for example, the nodes other than
A and B in Fig. 1(b)). To distinct the two situations, in
the formalism describing the Recovery Process provided
below, the terms corresponding to the first situation are
labelled with “{Self}” on the right side of the equations:
dRSk,l
dt
=γIk,l {Self}
+ γ[(l + 1)Sk,l+1 − lSk,l], (9)
dRIk,l
dt
=− γIk,l {Self}
+ γ[(l+ 1)Ik,l+1 − lIk,l], (10)
and
dRSijSkl
dt
=γIijSkl + γSijIkl {Self}
− γjSijSkl + γ(j + 1)Si(j+1)Skl
− γlSijSkl + γ(l+ 1)SijSk(l+1), (11)
dRIijIkl
dt
=− γIijIkl − γIijIkl {Self}
− γjIijIkl + γ(j + 1)Ii(j+1)Ikl
− γlIijIkl + γ(l + 1)IijIk(l+1), (12)
4dRIijSkl
dt
=− γIijSkl + γIijIkl {Self}
− γjIijSkl + γ(j + 1)Ii(j+1)Skl
− γlIijSkl + γ(l + 1)IijSk(l+1), (13)
dRSijIkl
dt
=− γSijIkl + γIijIkl {Self}
− γjSijIkl + γ(j + 1)Si(j+1)Ikl
− γlSijIkl + γ(l + 1)SijIk(l+1). (14)
Diagrams of the Recovery Process described by the above
equations are depicted in Figs. 8 (a)-(c).
Similar with the Recovery Process, for the Infection
Process there are also two different situations that may
cause the variations of the sizes of the node classes Sk,l
and Ik,l and of the link class XijYkl. The first situation
is the change of the infection state that happens on the
nodes belonging to Sk,l and Ik,l or at the ends of XijYkl,
and the second one is the change of the infection state
that happens on the neighbors of the nodes referred in
the first situation. Now, we give the formalism for the
Infection Process. Again, we label “{self}” on the right
side of the terms corresponding to the first situation. To
facilitate the understanding of the terms describing the
second situation, for each term we list the correspond-
ing process it describes in braces on its right side, where
“∼” denotes the terms under derivation on the left side
of the corresponding equations. Moreover, we provide a
detailed explanation of the second term on the right side
of Eq. (15) in Appendix A.
dISk,l
dt
=− βlSk,l {Self}
− β
∑
i′,j′
j′Si′j′S(k−1)l〈k〉
+ β
∑
i′,j′
j′Si′j′S(k−1)(l−1)〈k〉, (15)
dIIk,l
dt
=βlSk,l {Self}
− β
∑
i′,j′
(j′ + 1)Si′j′I(k−1)l〈k〉
+ β
∑
i′,j′
(j′ + 1)Si′j′S(k−1)(l−1)〈k〉, (16)
and
dISijSkl
dt
= −βjSijSkl − βlSijSkl {Self}
− β(i − j)
∑
k′,l′
SijSk′l′ l
′〈k〉
(i− j + 1)Si+1,j
SijSkl {∼→Si(j+1)Skl}
− β(i − j + 1)
∑
k′,l′
Si(j−1)Sk′l′ l
′〈k〉
(i − j + 2)Si+1,j−1
Si(j−1)Skl
{Si(j−1)Skl→∼}
− β(k − l)
∑
i′,j′
j′Si′j′Skl〈k〉
(k − l + 1)Sk+1,l
SijSkl {∼→SijSk(l+1)}
− β(k − l + 1)
∑
i′,j′
j′Si′j′Sk(l−1)〈k〉
(k − l + 2)Sk+1,l−1
SijSk(l−1),
{SijSk(l−1)→∼}
(17)
dIIijIkl
dt
= β(j + 1)SijIkl + β(l + 1)IijSkl {Self}
− β
∑
k′,l′
Ii(j+1)Sk′l′(l
′ + 1)〈k〉
Ii+1,j+1
IijIkl {∼→Ii(j+1)Ikl}
+ β
∑
k′,l′
IijSk′l′(l
′ + 1)〈k〉
Ii+1,j
Ii(j−1)Ikl {Ii(j−1)Ikl→∼}
− β
∑
i′,j′
(j′ + 1)Si′j′Ik(l+1)〈k〉
Ik+1,l+1
IijIkl {∼→IijIk(l+1)}
+ β
∑
i′,j′
(j′ + 1)Si′j′Ikl〈k〉
Ik+1,l
IijIk(l−1), {IijIk(l−1)→∼}
(18)
dIIijSkl
dt
= βjSijSkl − β(l + 1)IijSkl {Self}
− β(i − j)
∑
k′,l′
IijSk′l′(l
′ + 1)〈k〉
(i− j + 1)Ii+1,j
IijSkl {∼→Ii(j+1)Skl}
+ β(i − j + 1)
∑
k′,l′
Ii(j−1)Sk′l′(l
′ + 1)〈k〉
(i− j + 2)Ii+1,j−1
Ii(j−1)Skl
{Ii(j−1)Skl→∼}
− β
∑
i′,j′
j′Si′j′Sk(l+1)〈k〉
Sk+1,l+1
IijSkl {∼→IijSk(l+1)}
+ β
∑
i′,j′
j′Si′j′Skl〈k〉
Sk+1,l
IijSk(l−1), {IijSk(l−1)→∼}
(19)
5dISijIkl
dt
= −β(j + 1)SijIkl + βlSijSkl {Self}
− β
∑
k′,l′
Si(j+1)Sk′l′ l
′〈k〉
Si+1,j+1
SijIkl {∼→Si(j+1)Ikl}
+ β
∑
k′,l′
SijSk′l′ l
′〈k〉
Si+1,j
Si(j−1)Ikl {Si(j−1)Ikl→∼}
− β(k − l)
∑
i′,j′
(j′ + 1)Si′j′Ikl〈k〉
(k − l + 1)Ik+1,l
SijIkl {∼→SijIk(l+1)}
+ β(k − l + 1)
∑
i′,j′
(j′ + 1)Si′j′Ik(l−1)〈k〉
(k − l + 2)Ik+1,l−1
SijIk(l−1).
{SijIk(l−1)→∼}
(20)
Diagrams of the Infection process described by the
above equations are depicted in Figs. 8 (d)-(f).
Finally, for the Rewiring process, it is composed of two
sub-processes. One is the link breaking process, where
some susceptible nodes break their links connecting to
infected neighbors; and the other is the link attachment
process, where susceptible nodes rewire their broken links
to other susceptible nodes so as to form new connections.
In the following, we give the formalism for the Rewiring
Process. We label “{break}” on the right side of all the
terms describing the link breaking process; for each term
describing the link attachment process we show the cor-
responding process it describes in braces on its right side
with “∼” having the same meaning as that in the Infec-
tion Process.
dWSk,l
dt
=− ωlSk,l + ω(l + 1)Sk,l+1 {Break}
− ω(IS)
Sk,l
S
+ ω(IS)
Sk−1,l
S
, (21)
dWIk,l
dt
=− ω(k − l)Ik,l + ω(k − l+ 1)Ik+1,l, {Break}
(22)
dWSijSkl
dt
=− ωjSijSkl + ω(j + 1)Si(j+1)Skl {Break}
− ωlSijSkl + ω(l + 1)SijSk(l+1) {Break}
− ω|IS|
SijSkl〈k〉
|S|
{∼→S(i+1)jIkl}
+ ω|IS|
S(i−1)jSkl〈k〉
|S|
{S(i−1)jIkl→∼}
− ω|IS|
SijSkl〈k〉
|S|
{∼→SijI(k+1)l}
+ ω|IS|
SijS(k−1)l〈k〉
|S|
{SijI(k−1)l→∼}
+ ω|ISkl|
Si,j
|S|
+ ω|SijI|
Sk,l
|S|
,
(23)
dWIijIkl
dt
=− ω(i− j)IijIkl {Break}
+ ω(i− j + 1)I(i+1)jIkl {Break}
− ω(k − l)IijIkl {Break}
+ ω(k − l + 1)IijI(k+1)l, {Break}
(24)
dWIijSkl
dt
=− ωIijSkl − ω(i− j)IijSkl {Break}
+ ω(i− j + 1)I(i+1)jSkl {Break}
− ωlIijSkl + ω(l+ 1)IijSk(l+1) {Break}
− ω|IS|
IijSkl〈k〉
|S|
{∼→IijS(k+1)l}
+ ω|IS|
IijS(k−1)l〈k〉
|S|
, {IijS(k−1)l→∼}
(25)
dWSijIkl
dt
=− ωSijIkl − ωjSijIkl {Break}
+ ω(j + 1)Si(j+1)Ikl {Break}
− ω(k − l)SijIkl {Break}
+ ω(k − l + 1)SijIk(l+1) {Break}
− ω|IS|
SijIkl〈k〉
|S|
{∼→S(i+1)jIkl}
+ ω|IS|
S(i−1)jIkl〈k〉
|S|
, {S(i−1)jIkl→∼}
(26)
where |IS| =
∑
i,j,k,l IijSkl, |ISkl| =
∑
i,j IijSkl, |SijI| =∑
i,j SijIkl and |S| =
∑
k,l Sk,l.
The terms describe the link breaking process is rela-
tively easy to understand. For example, the first term on
the right side of Eq. (24) means: For the IijIkl link, the
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FIG. 2. (Color online) Time evolution of the infected fraction ρ(t) for the cases of γ = 0.005, ω = 0.02, (a)-(c) β = 0.06,
ε = 0.1, where the systems eventually evolve to the endemic state, and (d)-(f) β = 0.01, ε = 0.5 where the systems eventually
evolve to the disease-free state. The black solid curves are obtained from our link-based method; the blue dotted curves are
obtained from the node-based method in Ref. [19]; and the red circle symbols are obtained from simulations. Left, middle, and
right panels correspond to different cases for k-regular network, Poisson network, and power-law network, respectively. The
average degrees of all the networks are the same, 〈k〉 = 2. For the power-Law network, kT = 13 and τ = 2.019.
I(i+1),(j+1) node at one of its ends has (i−j) neighboring
susceptible nodes. Thus, the probability that the node
looses a neighbor in a time step equals ω(i − j). Once
this event happens, an IijIkl link changes to an I(i−1)jIkl
link. Hence, for all the IijIkl links the probability that
one of them changes to the I(i−1)jIkl link in one time
step equals ω(i − j)IijIkl. The link attachment process
is a bit more complicated. Specifically, the last term in
Eq. (23) denotes the probability of the event that a link
previously having the Si+1,j+1 node at one end and an
infected node at the other end now becomes the SijSkl
links by rewiring itself from the infected node to the Sk,l
node. To help a better understanding, we give a de-
tailed explanation of the fifth term on the right side of
Eq. (23) in the Appendix B. Diagrams of the Rewiring
process described by the above equations are depicted in
Figs. 8 (g)-(k).
Note that Eqs. (9)-(10) and (21)-(22) do not have any
link term XijYkl, which means in the Recovery Process
and Rewiring Process, the link classification information
is not directly utilized to calculate the variations of the
sizes of the node classes. However, Eqs. (15)-(16) do con-
tain the information of link classes. The information of
link classification is utilized to calculate the variations
of the sizes of the node classes in the Infection Process.
Since the link classification method provides more de-
tailed information of the network structure than the node
classification, the accuracy in predicting the time evolu-
tion of the node states could be improved by employing
our method, as shown in the following section.
IV. SIMULATION RESULTS
A. Uncorrelated networks
In the simulations, unless otherwise specified, all the
results are obtained based on networks with size N =
10000 and averaged on 1000 different realizations.
In this subsection, we will compare our link-based
method to the node-based method proposed in Ref. [19].
Specifically, we adopt three kinds of initial degree dis-
tribution: (i) k-regular, where the degrees of all the
nodes are the same as k. (ii) Poisson distribution, where
pk = z
ke−z/k! with z = 〈k〉 being the average degree.
This distribution can be achieved from a random-graph
model in the limit N → ∞. (iii) Truncated power-law
distribution, where pk = ck
−τ when 0 < k < kT and
pk = 0 otherwise. For convenience of discussion, we re-
fer to the three kinds of networks as k-regular network,
Poisson network, and power-law network, respectively.
We start from the case that the initial network topol-
ogy has no degree correlation. Figure 2 shows the infected
fraction ρ(t) for the three kinds of networks, respectively.
We observe that both our link-based formalism (solid
black curve) and the existing node-based formalism [19]
(blue dotted curve) have high accuracy in predicting ρ(t).
However, detailed plots in the insets of Fig. 2 show that
link-based formalism offers better approximation, except
for panel (b) where their performances are similar. As
mentioned earlier, such improvements are a result of uti-
lizing the link information, which contains more details
7about the network structure compared with the pure
node-based method.
When the proposed formalism is applied on networks
with nonempty degree classes, the total number of dif-
ferential equations is 3(kmax + 1)(kmax + 2) + 3(kmax +
1)2(kmax+2)
2 with kmax being the largest degree, which
grows with the fourth power of the largest nodal de-
gree. For the node-based method used in [19], the num-
ber of the differential equations is (kmax + 1)(kmax + 2),
which is more efficient. Therefore, on uncorrelated net-
works where the interest is mainly on the infected fraction
rather than network topology, the node based method
can be a good approximation to describe the system. For
the case of correlated networks, however, the following
subsection will show that our method can obtain predic-
tion results with high accuracy.
B. Correlated Networks
Now we study how the degree correlation evolves in an
adaptive network. We focus on the case where the sys-
tem in the endemic state could evolve sufficiently and the
evolution of the degree correlation is evident. For conve-
nience in presenting the degree correlation, we introduce
a relative correlation function defined by fi,k = pi,k/qiqk.
Obviously, when fi,k = 1, for all the i and k the network
is uncorrelated. For positive (negative) correlated net-
works, a smaller difference between the values of i and k
leads to a larger (smaller) value of fi,k.
In our formalisms, the initial joint degree distribution
function pi,k can be arbitrary. To verify the formalism,
we need to construct networks with a given degree dis-
tribution of which the initial degree correlations are tun-
able so as to satisfy the given pi,k. A method to con-
struct networks with arbitrarily given degree correlations
is provided in Ref. [26], which also proposes an approach
for generating a relative correlation function fi,k satis-
fying a pre-assigned score of factor r. Specifically, sup-
pose that the function fi,k is required to satisfy an aver-
age nearest-neighbor function knn(k) with knn(k) ∝ k
α,
where knn(k) denotes the mean value of the average de-
gree of the nearest neighbors of all the k-degree nodes.
Then, when α > 0 the network possesses a positive de-
gree correlation and a larger α corresponds to a larger
score of r, and vice versa. It is shown that when fi,k
is obtained from the following equation, the condition of
knn(k) ∝ k
α can be satisfied [26]:
fi,k = 1 +
1
〈kα〉e
(iα − 〈kα+1〉e)(k
α − 〈kα+1〉e)
〈kα+1〉e/〈k〉e − 〈kα〉e
, (27)
where 〈•〉e =
∑
k (• × qk). Therefore, by tuning α we
may get the desired function fi,k from which a pre-
assigned function knn(k) and correspondingly the desired
r score can be obtained.
As an example, we show the values of fi,k on the
degree-degree plane that are generated by the method
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FIG. 3. Gray-scale plots of fi,k obtained from Eq. (27), which
satisfy the conditions of (a) r = 0.3 and (b) r = −0.3.
introduced above for the cases of r = 0.3 and −0.3 in
Figs. 3 (a) and (b), respectively. For the case of r = 0.3,
fi,k with values larger than 1 are mostly close to the
diagonal line especially for the two ends, while for the
case of r = −0.3, high values of fi,k dominate in the far
off-diagonal region.
Since the degree correlation of a degree-regular net-
work is trivial and the degrees of Possion distribution
are distributed in a narrow range that largely restricts
the range of r, we focus our attention on power-law net-
works. Figures 4 (a)-(d) show the time evolution ρ(t) for
different values of r(0) ranging from −0.3 to 0.4, where
all the cases are eventually evolve to the endemic state.
Detailed plots in Figs. 4 (a)-(c) show that the results ob-
tained from the theoretical formalism (curves) have a
good match with the simulation results (symbols). More-
over, as shown in Fig. 4 (d), in the middle stage of evo-
lution, cases with smaller r(0) always have higher ρ(t)
than those with larger r(0), meaning that negative ini-
tial correlation favors the spreading of infection in this
case. Figures 4 (e)-(h) show the evolution of r(t) for the
corresponding cases in (a)-(d), respectively. Figure 4 (h)
shows that r(t) moves gradually towards zero in all the
cases, which indicates that the memory of the initial de-
gree correlation fades out since the nodal degree is not
discriminated during the Rewiring Process. Finally, for
all the cases, ρ(t) converge to the same value.
To study the degree correlation more carefully, we fur-
ther introduce several measures according to the nodes
states at the ends of edges. Specifically, we use rSS, rII,
rIS to measure the degree correlations for the links whose
ends are attached by two S nodes, two I nodes, and one S
node and one I node, respectively. By using the Pearson
correlation, these measures are defined as
rXY =
1
σXe σ
Y
e
∑
i,k
(pXYi,k − q
X
i q
Y
k ), (28)
where X and Y can be either S or I. In the defini-
tion, pSSi,k denotes the probability that an SS link are at-
tached by an i-degree S node and a k-degree S node,
and qSi is defined as q
S
i =
∑
k p
SS
i,k denoting the edge
end distribution of all the S nodes reached by the SS
links. Hence, we have
∑
i,k p
SS
i,k = 1, and
∑
i q
S
i = 1, and
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FIG. 4. (Color online) The evolution of i) ρ(t) for (a) r(0) = 0.3, (b) r(0) = 0, (c) r(0) = −0.3; and ii) r(t) for (e) r(0) = 0.3,
(f) r(0) = 0, (g) r(0) = −0.3 respectively, where the initial power-law degree distribution is the same as that in Fig. 2. Panels
(d) and (h) show the evolution of ρ(t) and r(t) for different initial r(0). Specifically, in panel (d), curves from above to bottom
correspond to the cases of r(0) = −0.3, · · · , 0.4, respectively. Symbols represent the simulation results and the curves are
obtained from the theoretical formalism. Moreover, the insets of panels (a) - (d) show the zoom in results for the middle stage
of the evolution of the corresponding panels. For clarity, the error bars are only shown in the insets of panels (a) - (c), while
the sizes of other ones are conform with them. The parameters of the epidemic model are γ = 0.0025, β = 0.03 and ω = 0.01.
FIG. 5. (Color online) The evolution of the correlation measurements of (a) rSS(t), (b) rII(t), and (c) rIS(t) for dif-
ferent initial degree correlations. In all the panels, curves from above to below correspond to the cases of r(0) =
0.4, 0.3, 0.2, 0.1, 0,−0.1,−0.2,−0.3, respectively. Other parameters are the same as those in Fig. 4.
σSe =
(∑
i i
2qSi − (
∑
i iq
S
i )
2
)1/2
. Moreover, pIIi,k, p
IS
i,k, q
I
i
and σIe are similarly defined. For the initial condition,
suppose that a fraction ε of nodes are randomly selected
as infected nodes. Then, the number of SS links whose
ends are attached by an i-degree S node and a k-degree S
node can be calculated as (1−ε)(1−ε)pi,kM , and the to-
tal number of SS links is (1− ε)(1− ε)
∑
i,k pi,kM = (1−
ε)(1−ε)M with M being the total number of the connec-
tions. Therefore, we have pSSi,k/
∑
i,k p
SS
i,k = pi,k/
∑
i,k pi,k
and consequently rSS(0) = r(0). With similar analysis,
we obtain r(0) = rSS(0) = rII(0) = rIS(0).
Figure 5 shows the evolution of these measures for the
cases studied in Fig. 4. We can observe that, in all cases,
rSS goes to 0 most quickly as compared with other mea-
sures and rII have a significant drop in the beginning
stage of the evolution. Besides, the speed of rIS moving
towards 0 is between those of rSS and rII. This phe-
nomenon can be understood as follows: for the suscepti-
ble nodes, those have larger degree can be infected more
easily as they have more infected neighbors on average.
Thus, the number of large-degree S nodes reduces quickly,
which makes the degrees of the nodes at the ends of SS
links quickly tend to small value. As a small-degree range
confines the degree correlation at a low level, the value
of rSS reduces accordingly. On the other hand, since in
the beginning stage, large-degree susceptible nodes are
easily infected, which contributes to the increase of the
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FIG. 6. Gray-scale plots the ratio pSSi,k(t = 60)/p
SS
i,k(t = 0) for
the cases of (a) r(0) = 0.3 and (b) r(0) = −0.3, and the ratio
pIIi,k(t = 60)/p
II
i,k(t = 0) for the cases of (c) r(0) = 0.3 and (d)
r(0) = −0.3 on the degree-degree plane. Other parameters
are the same as those in Fig. 4.
number of large-degree infected nodes and these large-
degree infected nodes probably have infected neighbors
with smaller degree, they could form II links with a neg-
ative correlation.
To verify our explanation, we plot the ratios of pSSi,k and
pIIi,k at t = 60 to that at t = 0 for the case of r(0) = 0.3
in Fig. 6 (a) and (c) and for the case of r(0) = −0.3 in
Fig. 6 (b) and (d), respectively. We observe that for both
cases SS links mainly converge to the point (2,2) on the
degree plane with 2 being the average degree in this case
at t = 60, while pIIi,k increases in the large-degree range.
In other words, for the case of r(0) = −0.3, the ratio of
pIIi,k has an obvious increase in the negative correlation
region.
V. CONCLUSION
We have introduced a link-based formalism to present
the adaptive network model proposed by Gross et al.
[16]. In our method, inspired by the node classification
method [19] and master equations approach [20], we took
link as the object and classify them according to the dis-
ease states, the number of neighbors, and the number of
infected neighbors of each node at its ends. Moreover,
for clarity, we have separated the whole dynamics into
three sub-processes, namely Recovery Process, Infection
Process and Rewiring Process. For each process, a set of
differential equations is established to describe the evolu-
tion of each class of links. By combining all these equa-
tions together, an integrated formalism describing the
time evolution of the adaptive networks is established.
Our formalism provides subtle detailed information of
degree correlation. It can predict the evolution of the
system with higher accuracy than former node-based
method where the network was treated under zero degree
correlation approximation. More importantly, it can offer
a more precise description of the network structure. Since
the network topology is one of the key ingredients of an
adaptive network, in-depth observation of the topology is
of importance to reveal how the network topology and the
nodal dynamics coevolve. Thus, our theoretical formal-
ism could be a valuable improvement in understanding
the mechanism of adaptive networks.
To reveal further details than those by the degree cor-
relation measure r [24], we have introduced other degree
correlation measures rSS, rII, rIS according to the disease
states of the nodes at the ends of the links. We found
that although the time evolution of r is relatively steady,
the evolutions of rSS, rII are not. Specifically, rSS moves
to zero most quickly among all the measurements, while
rII has a significant drop in the beginning stage. An ex-
planation of this phenomenon can be provided with our
formalism.
In this work, we assume that when susceptible nodes
are rewiring their broken links, they do not consider
the nodal degree of the susceptible nodes to be selected.
Thus, the system will tend to zero (or a near zero) corre-
lation when the evolving time is long enough. However,
in a more general situation, nodes may consider the nodal
degrees of each other, and hence the system could possess
non-zero correlation all the time. For this more general
situation, our link-based method might be extended to
handle the degree correlation in predicting the dynamics
of such systems, and this will be a future research topic.
Appendix A: Derivation of the second term on the
right hand side of Eq. (15)
This term is −β
∑
i′,j′ j
′Si′j′S(k−1)l〈k〉, which denotes
the rate of the process that Sk,l nodes change to Sk,l+1.
This process happens when one of the susceptible neigh-
bors of an Sk,l node is infected.
A B
 
,k lS
 
( ' 1), 'i jS +
 
( )' ' 1i j k lS S −
k-1 links other
than AB 
AB
i’ links other
than AB 
FIG. 7. Diagram of an Sk,l node, denoted as B, connected
with an S(i′+1),j′ node, denoted as A, through an Si′j′S(k−1)l
link, denoted as AB.
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FIG. 8. Diagram of the variations of node/link class sizes in the Recovery Process dR/dt (a) - (c), the Infection Process dI/dt
(d) - (f), and the Rewiring Process dW/dt (g) - (k). Open symbols (◦) represent the susceptible nodes and solid symbols (•)
represent the infected nodes. A → B means the state of node or link represented by A changes to that represented by B, and
the term near an arrow ’→’ indicates the rate of the corresponding change. Specifically, panel (a) [(d)] indicates the variations
of the node states in the Recovery [Infection] Process, panel (b) [(e)] indicates the variations of the link states caused by the
state change of the nodes at their ends, and panel (c) [(f)] indicates the variations of the links states caused by the state
change of the neighbors of the their end nodes. In panels (c) and (f), X and Y can be either S or I . In panel (f) the rates
are complicated therefore are not shown here; details can be found in the text. Panel (g) indicates the variations of the node
states in the Rewiring Process. Panel (h), (i), (j), (k) indicate the variation of the link states for the SS link, II link, IS link
and SI link in the Rewiring Process, respectively, where |IS| =
∑
i,j,k,l
IijSkl, |ISkl| =
∑
i,j
IijSkl, |SijI | =
∑
k,l
SijIkl, and
|S| =
∑
k,l Sk,l.
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As shown in Fig. 7, we use B to denote an Sk,l node.
Suppose that node B has a neighbor A which is an
S(i′+1),j′ node. Then, the link, denoted as AB, connect-
ing A and B, is an Si′j′S(k−1)l link. Here, k − 1 comes
when we count the number of the neighbors of node B
we exclude the present link AB. Moreover, since node A
is in S state, we could infer that among the other k − 1
neighbors of node B, l of them are infected. Therefore,
the fourth subscript of the link class that AB belongs
to is l. The meaning of i′ and j′ could be understood
similarly. Since node A has j′ infected neighbors, the
probability that it is infected in one time step equals βj′.
Now, the question is: what is the probability that
the node A is an S(i′+1),j′ node? This is equivalent
to ask: what is the probability that a link connect-
ing node B is an Si′j′S(k−1)l link. Here, we use the
mean-field theory to estimate it. The total number of
the links that have an Sk,l node on one end and an-
other S state node on the other end equals (k − l)Sk,lN .
Among them, Si′j′S(k−1)l〈k〉N links satisfy the condi-
tion that one end is an Sk,l node and the other end is
an S(i′+1),j′ node. Therefore, on average the probabil-
ity that a link connecting node B is an Si′j′S(k−1)l link
equals [Si′j′S(k−1)l〈k〉N ]/[(k − 1)Sk,lN ], and this proba-
bility is also the one that node A is an S(i′+1),j′ node.
Since an S(i′+1),j′ node has j
′ infected neighbors, the
probability that node A is an S(i′+1),j′ node and gets
infection in one time step equals [βj′Si′j′S(k−1)l〈k〉]/[(k−
l)Sk,l].
Furthermore, by summing up all the possible node
classes that node A may belong to, we obtain the prob-
ability that a susceptible neighbor of B gets infection in
one time step, as [β
∑
i′,j′ j
′Si′j′S(k−1)l〈k〉]/[(k − l)Sk,l].
Since node B has (k − l) links connecting to its
S state neighbors, the rate that Sk,l nodes change to
Sk,l+1 equals (k − l)Sk,l[β
∑
i′,j′ j
′Si′j′S(k−1)l〈k〉]/[(k −
l)Sk,l]. Finally, since this process leads to the decrease
of the fraction of Sk,l nodes, we come to the result
−β
∑
i′,j′ j
′Si′j′S(k−1)l〈k〉.
Appendix B: Derivation of the fifth term on the
right hand side of Eq. (23)
This term is −ω|IS|SijSkl〈k〉/|S|, which denotes the
rate of the process that links SijSkl change to S(i+1)jSkl.
This process happens when an S(i+1),j node at one end
of an SijSkl link is chosen in rewiring to form a new link.
First, the total amount of broken links is ω|IS| with
|IS| =
∑
i,j,k,l IijSkl being the total amount of IS
link. Then, for each broken link, the probability that
it chooses an S(i+1),j node equals S(i+1),j/|S|, where
|S| =
∑
k,l Sk,l. When an S(i+1),j node is chosen by
a rewired link, the states of the links attached on this
node will also be changed. By adopting the mean-filed
theory approximation, for a link attached on an S(i+1),j
node, the probability that it is an SijSkl link equals
[SijSkl〈k〉N ]/[(i − j + 1)Si+1,jN ], where the denomina-
tor represents the total number of the links of which one
end is an S(i+1),j node and the other end is a suscep-
tible node, while the numerator represents the number
of SijSkl links. Since an S(i+1),j node has (i − j + 1)
such links, the average number of the SijSkl links that
an S(i+1),j node has is equal to {(SijSkl〈k〉N)/[(i − j +
1)Si+1,jN ]}(i− j + 1).
Summing up all the above, the portion that the SijSkl
links changing to S(i+1)jSkl links in this process equals
ω|IS|{Si+1,j/|S|}{SijSkl〈k〉N/[(i − j + 1)Si+1,jN ]}(i −
j + 1). Since this process leads to the decrease of the
fraction of SijSkl links, we come to the conclusion that
the item is −ω|IS|(SijSkl〈k〉)/|S|.
Appendix C: A comprehensive diagram of all the
processes described in the ODEs
This diagram is shown in Fig. 8.
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