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The problem. To investigate the function of the 
proximity of elements in a feature discrimination paradigm 
on the feature-positive effect, remote responding and 
stimulus identification. ' 
Procedure. Sixty preschoolers between the ages of 
three and five years were trained to discriminate between 
two simultaneously presented displays containing either four 
common features, or three common and one distinctive feature. 
One-third of the sUbjects were reinforced for touching any 
feature on the display with the distinctive feature (FP-l 
group), one-third for touching a common feature on the dis­
tinctive feature display (FP-2 group), and one-third for 
touching any feature on the common feature display (FN 
group). Half of each group of subjects were trained with 
the features compacted in the centers of the displays and 
half with the features distributed in the outer corners of 
the displays. 
Findings. A clear feature-positive effect occurred 
only when the elements were distributed. Compacting the 
elements resulted in fewer errors but did not eliminate a 
significant difference between the FP-2 and FN group. 
Generalization tests given during extinction indicated that 
subjects responded on the basis of features, pattern, or 
both independent of the condition to which they were assigned. 
Conclusions. Responses to features were influenced 
by reinforcement probability but responses did not have to 
be directed to a feature for it to affect responding. The 
hypothesis that cue-response separation contributes to 
feature-negative difficulty was not supported. 
Recommendations. Future research in this area should 
attempt to clarify the parameters of the effect, remote 
responding strategies, and factors that affect responding. 
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CHAPTER I 
INTRODUCTION 
"Discrimination learning is the name we give to the 
process by which stimuli come to acquire selective control 
over behavior (Hilgard & Bower, 1966, p. 521)." Discrimina­
tion learning has been an important tool in the investiga­
tion of learning phenomena because it seems to be involved 
in all learning to some degree. 
One common paradigm through which organisms come to 
discriminate among stimuli is differential reinforcement. 
In a typical differential reinforcement training paradigm, 
one stimulus is arbitrarily designated as the positive or 
S+ stimulus and responses in its presence are followed by 
reinforcement while responses in the presence of another 
stimulus (designated as the negative or S- stimulus) are not 
reinforced. Operationally, discrimination training is a 
combination or conditioning and extinction procedure, where 
the S+ trials are conditioning trials and the S- trials are 
extinction trials. Discrimination training increases the 
probability of a response occuring in the presence of the 
S+ stimulus and reduces the probability of a response 
occuring in the presence of the S- stimulus. In a succes­
sive discrimination only one stimulus is presented at a time 
with stimuli separated in a temporal sequence. In a 
simultaneous discrimination the S+ and s- stimuli are 
2 
presented together and the organism can respond to only one 
of the spatially separate displays. 
In a feature discrimination paradigm the discrimina­
tion is between stimulus displays which ~re differentiated 
only by the presence of a single distinctive feature. That 
is, one display contains only ~ elements while the other 
display contains a B element in addition to the A elements. 
In the feature-positive case, responses to the AB display 
are reinforced and responses to the ~ display are not rein­
forced. In the feature-negative case, the reinforcement 
contingency is reversed. The ~ display is the S+, or posi­
. . 
htive display, and the AB display is the S-, or negative dis- [J 
'( 
play. Thus, the distinction between the feature-positive ~ 
!
 
and feature-negative conditions is determined by the loca­
tion of the distinctive feature on the positive or negative
 
display.
 
In a simple differential conditioning paradigm, if 
two stimuli differ along one dimension (e.g., vertical vs. 
horizontal line), the acquisition of the two-choice discrim­
ination is not usually influenced by the assig~ment of the 
stimuli to the positive and negative conditions. This is 
not the case, however, in the feature discrimination para­
digm. Previous work has shown that if two stimulus displays 
were differentiated by a single distinctive feature, 
locating the distinctive feature on the positive display 
---
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facilitated learning more than if the distinctive feature 
were on the negative display. In this case, acquisition of 
the discrimination is not symmetrical. When the distinc­
tive feature is located on the S+ display, the discrimina­
tion is made with fewer errors than if it is located on the 
negative display (Jenkins & Sainsbury, 1969, 1970; 
Sainsbury, 1971a, 1971b, 1973). This phenomenon has been 
termed the feature-positive effect by Jenkins and Sainsbury 
(1969, 1970) and has been found with all the stimulus 
arrangements in Figure 1. The effect is most likely to 
occur when the> two stimulus displays differ asymmetrically. 
Jenkins and Sainsbury (1970) suggest a principle to be used 
in determining whether a pair of stimulus displays are 
symmetrical or asymmetrical. They suggest that if all the 
fea tures common to the two displays are removed, and nothing 
remains, then the displays are symmetrical: if, however, 
that operation leaves one display with something remaining, 
then the two displays are asymmetrical. 
The feature-positive effect has been demonstrated 
with pigeons using a successive discrimination (Jenkins & 
Sainsbury, 1969, 1970; Sainsbury, 1971a). In this go/no-go 
type discrimination, the pigeons learned to respond dif­
ferentially to the two displays in the feature-positive 
case but not in the feature-negative case. In the feature­
positive case, pigeons eventually directed their responses 
on the S+ display to the B feature before ceasing to 
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Fig. 1. Typical feature discrimination displays. 
The common feature display is on the left and the distinctive 
feature display is on the right. 
!I 
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respond to the S- display. In the feature-negative case, 
the pigeons failed to withhold responding to the negative 
display AB even though they did not peck B. 
Sainsbury (1971a) used a stimulus complex that was 
divided into four quadrants. When only one element occupied 
each quadrant, pigeons failed to learn the discrimination 
in the feature-negative condition, but when all four ele­
ments were compacted into one quadrant the feature-negative 
discrimination was facilitated. One explanation of 
Sainsbury's results is based upon a Gestalt interpretation 
that states that bringing the elements closer together 
,
, 
created patterns to which the sUbject could respond. Thus, 
the discrimination became a simple choice discrimination 
between two patterns. Sainsbury suggests that for learning 
to take place in the feature-negative condition, common and 
distinctive elements within the AB display must be discrim­
inated from each other and that compacting the display may 
provide the necessary interaction by allowing ~ to suppress 
AB responses. The results of responses to test displays 
during extinction (Sainsbury, 1971) suggest that in the 
feature-negative case, the pattern created by the compacted 
display exerted a great deal of control over responding. 
However, one test display could show no evidence of responses 
to common features being inhibited by the presence of a 
distinctive feature. 
It should be pointed out that Jenkins and Sainsbury 
6 
(1969) use the concept of inhibition strictly in an opera­
tional sense when they state that, "We do not know whether 
the distinctive feature on the negative display exerts 
inhibitory control. The observation is simply that the 
locus of responding shifts away from it to common features." 
Other theorists, notably Hull (1943) and Spense (1952) deal 
with inhibition as an intervening variable with surplus 
meaning, thus depicting it as more of a process than as 
simply the result of the manipulation of empirical vari­
ables. 
Using Pigeons as sUbjects, Hearst (1969) reported 
superior learning in the feature-negative condition. He 
used two circular displays that were differentiated by the 
presence of a straight line on one of the displays. Hearst 
initially proposed that the blank key and the keys with 
different line tilt values were orthogonal. He suggested 
that one stimulus value was equidistant from the other and 
that learning should be the same for either condition. 
Hearst also noted basic procedural differences between his 
experiments and the pigeon study of Jenkins and Sainsbury 
(1969). Hearst used a VI schedule of reinforcement and the 
operant chamber was blacked out during intertrial intervals. 
Jenkins and Sainsbury used a limited trial procedure and 
the chamber was continuously illuminated. Their subjects 
had to peck four times within seven seconds or wait until 
the next trial to receive reinforcement. Jenkins and 
7 
Sainsbury gave non-differential pretraining while Hearst 
pretrained his birds to peck the blank key. When Hearst 
introduced the line in phase I, the blank key should have 
had an initial advantage because of its history of reinforce­
ment. If after pretraining, responding was under control of 
the blank key, learning would be faster in the feature­
negative condition because the blank key was the positive 
stimulus. In the feature-positive condition the organismrs 
initial preference to the blank key would have to be exting­
uished before the line could gain control over responding. 
Norton, Muldrew, and Strub (1971) found the feature­
positive effect with children using a simultaneous discrim­
ination and with adults using a successive discrimination. 
Wi th humans this effect is influenced by maturation. 
Sainsbury (1973) found this effect to gradually disappear 
within older age groups until each condition was learned 
equally easily. Sainsbury found the effect for all his 
4 year-old group, for half of his 7 year-old group, and for 
none of his 9 year-old group. The youngest group, unlike 
pigeons failed to withhold responding to B on the S- dis­
play. When errors to criterion was used as the dependent 
measure, the feature-positive effect was very evident in 
the 5 and 7 year-old groups. The number of errors to cri­
terion	 declined with age. 
with children, Pilek (1972) found that the feature-
positive effect could be eliminated with prior training on 
8 
easier feature-negative discriminations involving fewer ele­
ments. The Pilek (1972) experiment involved two displays 
which totaled either 3, 5, or 7 common elements. Five year­
olds were unable to learn in the feature-negative condition 
with 7 common elements unless they were first trained to 
criterion with the 3 and 5 common element displays. 
Bitgood, Segrave, and Jenkins (Note 1) found that consequat­
ing responses to the S- display in the feature-negative con­
dition with mild verbal punishment facilitated learning the 
discrimination more than a neutral or blank consequence. 
This effect was attributed to misinterpretation of the lack 
of explicit consequences for an incorrect response. 
Whenever a phenomena such as the feature-positive 
effect is discovered, existing theories of learning are 
examined to see if they can account for the results. Not 
all theories of learning agree on how an organism establishes 
a discrimination. An examination of some of these theories 
will show how the feature-positive effect relates to various 
learning theories. 
Theories of discrimination learning can be categor­
ized as continuity theory or non-continuity theory. The 
continuity theory emphasizes the gradual accumulation of 
habit strength and the interaction of gradients of excita­
tion and inhibition. According to this type of theory 
organisms base their discriminations upon absolute stimulus 
values and they learn equally about all cues impinging upon 
9
 
their receptors. This type of theory has also been re­
ferred to as the nonselection, absolute, or nonattention 
theory. The noncontinuity theory emphasizes active problem 
solving by an organism which tries out different hypotheses 
to solve the discrimination. Noncontinuity theory implies 
that the organism bases his responses on relationships 
among stimuli. This type of theory has also been referred 
to as selection, relational or attention theory. 
One of the first phenomena to test continuity and 
noncontinuity theory was transposition. This is the appar­
ent ability of an organism to make a discrimination based 
upon a relationship rather than an absolute stimulus value. 
This phenomena is illustrated in experiments by Spence 
(1937a, 1937b). Spence trained chimpanzees to respond to 
the larger of two circles. Later, the chimps were pre­
sented with the original reinforced circle and one that was 
larger. The chimps chose the larger circle over the pre­
viously reinforced circle. The chimps apparently were re­
sponding to the concept of "larger than" instead of re­
sponding to a specific size. Spence incorporated the notion 
of algebraic summation within a gradient of generalization 
to account for transposition. He hypothesized that response 
strength was greatest not at the original S+ value but at a 
larger stimulus value. This explanation would temporarily 
strengthen one weakness of continuity theory. 
The reversing of discriminative cues in the 
10 
presolution period is one method of investigating continuity 
and noncontinuity theories. While the subject is still re­
sponding at chance level, S+ and S- are reversed. This 
procedure is known as the reversal shift. If the subject 
is using a hypothesis during presolution and has not demon­
strated learning, reversing the cues should not effect 
learning because the subject was using the wrong hypothesis. 
If, however, response strength and response inhibition are 
being accumulated on S+ and S- trials as Hull (1943) or 
Spence (1952) suggest, then a reversal shift should hinder 
learning. The habit strength accumulated to the previous S+ 
stimulus would first have to be extinguished before inhibi­
tion strength could be accumulated. The inhibition accumu­
lated to the previous S- would first have to be overcome 
before habit strength could start to accumulate. Continuity 
theory would propose an initial disadvantage to the subject 
when cues are reversed. Ehrenfreund (1948) and Mackintosh 
(1965b) have conducted experiments which demonstrate that 
reversing cues does retard learning. Reid (1953), Pubols 
(1956), and Sperling (1965a, 1965b) have, on the other hand, 
found that when cues were reversed after the discrimination 
was well established made learning the reversal easier. 
There also have been experiments reported in which these 
results were not obtained (D'A~ato & Schiff, 1965). 
Continuity theory states that the organism makes an 
absolute discrimination and noncontinuity theory states that 
11
 
the organism makes a relational discrimination. If the 
organism does solve the discrimination based on a relation­
ship, then the opportunity to compare stimuli as in the 
case of a simultaneous discrimination should be easier than 
a successive discrimination where no direct comparison of 
stimuli is available. Because one method of presenting 
stimuli involves a choice and the other does not, a direct 
comparison of the methods is difficult. A classic experi­
ment by Lawrence and DeRivera (1954) did investigate this 
question. Rats were given a discrimination which they could 
solve on the basis of a relationship between stimuli or on 
the basis of absolute stimulus values. Transposition tests 
administered after learning showed that about 80% of the 
rats were responding according to a relational interpretation 
and 20% according to an absolute interpretation. 
"Attention-like" phenomena have also been used in 
attempts to resolve the issue of continuity versus noncon­
tinuity. The fact that compound stimuli are not equally 
conditionable has contributed to the acceptance of the notion 
that mere continuity is not a sufficient condition for 
learning. Currently, there is no single theory that can 
account adequately for all of the phenomena associated with 
discrimination learning. 
Traditional theories of discrimination are of the 
continuity type. Since discrimination training is a com­
bination of conditioning and extinction procedures, many 
12 
theories have made use of these operations to explain dis­
crimination learning. Spence (1952) and Hull (1943) repre­
sent the traditional conditioning-extinction theorists. The 
following assumptions are incorporated into their theories: 
(Kimble, 1961, p. 364) 
1. that every reinforcement leads to an increment 
in the (excitatory) tendency to repeat a 
response. 
2.	 that every non-reinforcement leads to an incre­
ment in the (inhibitory) tendency not to 
respond. 
3.	 that both of these tendencies generalize to
 
other stimuli.
 
4.	 that the magnitude of the inhibitory ten­

dency is less than that of the excitatory
 
tendency.
 
5.	 that the excitatory and the inhibitory
 
tendencies interact algebraically.
 
6.	 that discriminatory reactions are based on 
their resolution of the competing tendencies 
in favor of the reaction to the stimulus 
which has the stronger tendency conditioned 
(or	 generalized) to it. 
Spence and Hull proposed that a gradient of excitation 
associated with reinforcement and a gradient of inhibition 
associated with extinction interact algebraically to produce 
varying degrees of response strength. This concept of 
algebraic summation was adopted to account for response 
strength. Response strength is represented in the following 
equation: 
= R	 - I 
R represents net response strength 
a 
represents strength of generalization ofR
 
reinforcement
 
-13 
I represents strength of generalization of 
extinction 
The net strength of a response at any moment is the strength 
of the generalization of reinforcement minus the strength 
of the generalization of extinction. 
Jenkins and Sainsbury (1969, 1970) developed a 
simultaneous discrimination theory to interpret data gener­
ated from the feature discrimination paradigm. This theory 
proposes a simultaneous discrimination within the elements 
of the feature display and between the two displays. The 
displays are viewed as being composed of two types of ele­
ments--common (~) and distinctive (~). The subject may 
respond to any element rather than to the display as a whole. 
In the feature-positive (FP) arrangement, the discrimination 
is an A~+~- type (the slanted linemdicates a separation of 
displays and "+" indicates the positive display and "_" the 
negative display). The feature-negative (FN) arrangement is 
an A+AB- discrimination. In the FP case, the probability 
(P) of a response to ~ being reinforced is 1.0 while the 
P(A) = .50. On the AB+ display a simultaneous discrimination 
exists between the A elements and the B element. The ele­
ment B eventually gains control over the response because of 
the greater reinforcement probability. Thus, all elements 
In theof the display are considered independent elements. 
FP case, an organism needs only to learn to respond to B 
and not to A. No interaction is necessary. As the theory 
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predicts, subjects localize their responses to B prior to 
their termination of responding to the negative display 
(Sainsbury, 1973). In the RN case, ~ responses have the 
same probability of reinforcement as the FP case, initially, 
but now P(B) = O. In the RN case some interaction between 
elements is necessary if the discrimination is to be learned. 
A conditional discrimination must develop. The subject must 
learn to respond to ~ unless B is present. with pigeons, 
the element A does eventually gain control over responding 
and a simultaneous discrimination occurs within the AB- dis­
play. The pigeons no longer respond to B but fail to 
withhold responding to ~ on the AB- trials. The P(~) on S­
trials remains approximately equal to the P(A) on S+ trials 
(Jenkins, 1973). One explanation is that responding per­
sists to the S- display because it is composed of elements 
common the S+ display which are controlling responsing 
(Jenkins & Sainsbury, 1970). The A responses are thus main­
tained by partial reinforcement. 
The phenomena of locating responses to a particular 
element even though the location of the element is switched 
from trial to trial is called feature tracking. In the FP 
case the organisms come to locate responses on the B 
feature and track the feature from quadrant to quadrant and 
' 1 d'splay Jenkins andfrom side to side on the s t lmu US l .
 
Sainsbury (1969, 1970) explain that the organism responds
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to the stimulus with the greatest probability of reinforce­
ment. Jenkins and Sainsbury (1969) made an assumption that 
the effects of reinforcement were restricted to the stimulus 
element to which the response was directed on any trial. 
This assumption was made to explain the eventual shift from 
A to B within the AB+ display. Jenkins (1974) states that 
such an assumption is suspect. He found that B could still 
accumulate excitatory strength even when B responses were 
not reinforced. Therefore, to assume that ~ does not gain 
excitatory strength when responses are directed to ~ may be 
unwarranted. Jenkins and Sainsbury (1969) proposed a theory 
of complete selectivity. Now, Rescorla and Wagner (1972) 
have a theory that incorporates an opposite assumption. 
The Rescorla-Wagner (1972) model was developed as a 
theory for Pavlovian conditioning that can be applied to 
instrumental conditioning. In this model the associative 
strength of a compound stimulus AB depends not only upon the 
current total strength of A and B but on the strength of one 
component relative to the other. When an AB compound is 
followed by an unconditioned stimulus, the excitatory value 
of B will be increased more if ~ is arranged to have low 
excitatory value than when ~ has high excitatory value. 
Also, when AB trials are nonreinforced, the conditioned re­
sponse inhibition characteristics of ~ will increase much 
more if A has high excitatory value than when ~ has low 
The theory is represented in the followingexcitatory value. 
16 
mathematical model: 
~VA aA 81 (Al-VAB ) 
~VB = aB 81 (Al-VAB ) 
= VB 
V = associative strength 
S = learning rate parameter associated with 
the reinforcer 
A = the asymptotic level of associative strength 
which the reinforcer will support 
a = the learning rate parameter related to the 
salience of the component 
Wagner and Rescorla assume that the effects of reinforcement 
or extinction on the excitatory value of either element of 
a compound stimulus is a function of the total excitatory 
value of the compound but is entirely independent of the 
relative excitatory values of the components. 
Although the Wagner-Rescorla model does not deal with 
feature tracking (location of responses on the ~ element) it 
does predict the major results of the Jenkins (1973) study. 
Jenkins manipulated the consequences of ~ responses and cue 
salience and found three factors that influence responses 
to the B element. One factor is whether or not pecks 
directed to B are reinforced. A second and most important 
factor is the role of B as a signal that ~ responses will or 
will not be reinforced when ~ responses are not reinforced. 
A third factor is the salience of the B stimulus relative to 
the A stimulus. The more salient B the greater the probability 
17
 
that responses will be made to it. Jenkins used six groups. 
The groups are arranged in Table 1 according to the ex­
pected number of ~ responses based on the cue function of 
B and the probability of a response to B being reinforced. 
The arrangement represents a continuum with the most B re­
sponses emitted in the feature-positive condition to the 
least B responses occurring in the feature-negative condi­
tion. The Wagner-Rescorla model would predict the same 
ordering of the groups. 
According to Wagner-Rescorla model both A and B will 
gain strength in the FP condition. This assumption that 
reinforcement strength is not confined solely to the element 
responded to resembles a nonselection theory. However, ~ 
will gain strength on every trial while ~ will gain strength 
on A+B+ trials but will lose strength on A- trials. The 
element A does not recover enough strength on ~+~+ trials 
to overcome the strength lost on A- trials. The result is 
that the strength of ~ approaches zero as B gains in strength. 
In the ~+B+/~- condition, A+ responses cause both A and B 
to gain in strength while A- responses cause A to lose 
strength. The B responses cause a loss in strength for 
both A and B. The A and B elements both gain and lose 
excitatory strength on each trial, but since only responses 
directed to A are reinforced ~ eventually gains more 
The lower excitatory value of B in condi­strength than B.
 
tions A+B- and ~+~-/~+ is correctly predicted by
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Table 1 
Stimul~ ~isplayed and the Outcome of Responses During 
Tralnlng for Each Group in Jenkin's 1974 Study 
Group Comment 
1) A(+)B(+)/A(-) 
2) A(+)B(-)/A(-) 
3) A(+)B(-) 
4) A(+)B(-)/A(+) 
5) A (+) /A (-) 
6) A(+)/A(-)B(-) 
The feature-positive case. B 
signals that response to A is 
reinforced and the B-response 
is also reinforced.­
B signals that response to A is 
reinforced, but the B-response 
is nonreinforced. ­
B is present when response to 
A is reinforced, but the B­
response is nonreinforced~ 
B is sometimes present when a 
response to A is reinforced, 
but the B-response is nonrein­
forced. ­
B not present. Used to test 
generalization from A to B on 
test. 
The feature-negative case. B 
signals that response to ~ is 
nonreinforced, and the ~­
response is nonreinforced. 
-19 
Wagner-Rescorla model. Here, A gains strength on every 
trial and approaches asymptote strength while Bls strength 
remains low. In the feature-negative condition, ~+/~_~_ 
condition, the theory predicts that B will accumulate 
inhibitory strength. Theoretically, the strength of the 
~-~- compound should approach an asymptote strength of zero 
due to non-reinforcement. For this to happen B must acquire 
inhibitory strength to overcome the excitatory strength that 
A gets from ~+ trials. None of the generalization tests 
indicated that ~ gained inhibitory strength. This study 
also yielded results that do not support the Wagner-Rescorla 
model of non-selection. In the ~+~-/~ condition, signifi­
cantly fewer responses were made to the less salient green 
dot than to the more salient red dot. Apparently ~ responses 
are reduced more by non-reinforcement of ~ responses on the 
A+B- display than by non-reinforcement of a response to A on 
that display. As Jenkins points out, the shift to B was 
prevented by a very small number of nonreinforced ~ responses 
when B was the less salient dot and it is most unlikely that 
the same number of nonreinforcements delivered without re­
gard to which stimulus was pecked would have prevented the 
shift to B. 
Jenkins (1973) conducted an experiment to demonstrate 
that the element responded to is more affected by reinforce­
ment or nonreinforcement than the element which is not 
selected. Jenkins set up a simultaneous discrimination 
-20 
between the elements on an ~+~- display. The B element was 
more salient and received an initial high rate of respond­
ing but a preference for ~ gradually developed. In this 
demonstration by Jenkins, reinforcement appeared to selec­
tively increase excitatory values and nonreinforcement seems 
to selectively decrease excitatory values of elements to 
which a response is made. 
Hull's (1943, 1952) theory was one of reinforcement 
selection. The strength of a component was thought to be an 
independent value unaffected by the strength of the other 
components. Rescorla and Wagner (1972) assert that strength 
of one stimulus component depends upon the total associative 
strength of the compound of which it is a part. It appears 
that neither of the two theories in their present form can 
adequately account for all the data. 
Noncontinuity theory is the second type of discrimin~ 
ation theory. It developed out of the use of compound con­
ditioned stimuli in the classical conditioning paradigm. 
Compound stimuli have assumed an important role in the 
investigation of operant discrimination learning. A com­
pound stimulus is a combination of independent stimulus 
elements, cues, or features (i.e., light + tone; red square). 
The cues of a compound stimulus can be relevant (correlated 
'rrelevant (not correlated with rein-
with reinforcement ) or l
forcement). If both cues of a compounds stimulus are rele­
vant then the two cues are redundant. "If a subject has 
21 
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been trained with several redundant relevant cues serving 
for differential behavior, later tests may show that behav­
ior is primarily under the control of only one component of 
the entire stimulus complex (Trabasso & Bower, 1968, p. 527)." 
They contend that organisms do not attend equally to all 
stimulus dimensions in solving a discrimination. 
If organisms are reinforced for responding to a re­
dundant relevant stimulus complex AB, some of the organisms 
apparently base their discrimination solely on cue ~, others 
solely on cue B, and still others on both cues A and B 
(Suchman & Trabasso, 1966; Sutherland & Mackintosh, 1964). 
In some cases, the effect that one element has on responding 
can overshadow any effect that the other might have had if 
it had been conditioned singly. For example, if a pigeon 
is conditioned to peck a key in the presence of a light + 
tone, the pigeon's responding may be significantly affected 
by modification or removal of the light but not by modifica­
tion or removal of the tone. Broadbent (1958) proposes 
that some dimensions of a complex stimulus gain control over 
a response whereas others do not because organisms are 
limited in the number of stimulus properties to which they 
can attend simultaneously. This is the concept of limited­
channel capacity. When an organism's behavior is controlled 
by only certain dimensions of a stimulus complex, selective 
attention is the phenomena said to be occuring. 
22 
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Thus, there are two basic assumptions in attention 
theory. The first assumption is that organisms will learn 
only about those cues to which they are attending. The 
second assumption is that organisms are limited in the 
number of stimuli to which they can attend simultaneously. 
Early noncontinuity theorists such as Lashley (1942) claimed 
that only one cue could be attended to at a time. Recently 
two-stage models of discrimination learning have developed. 
The two-stage model states that discrimination learning is 
a chained response. The organism must first learn to at­
tend to the relevant stimulus dimension and then secondly 
the organism must learn to attach an appropriate response 
to the correct cue. Since some elements are common to both 
the S+ and S- displays a neutralization of these common 
elements must occur if the discrimination problem is to be 
solved. Two-stage theories of discrimination learning at­
tempt to cope with this problem of overlap. These theories 
might be grouped into three categories. 
One type of two-stage theory was developed by 
Wyckoff (1952). He introduced the observing-response con­
cept. An observing response is any response which produces 
exposure to a discriminative stimulus. This conception of 
attention is more ameliorative to a S-R paradigm. The pro­
posed orienting responses precedes the operant response in 
a behavior chain. The first link is the response exposing 
"scrl"TI11"native stimulus; the second linkthe subject to t h e dl
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is the response to the discriminate stimulus. If the 
second link is reinforced it establishes itself as a con­
ditioned or secondary reinforcer. The observing response 
is thus strengthened or weakened by the consequences of the 
last link in the behavior chain. If reinforcement follows 
the last link, the observing response is likely to be re­
peated. If nonreinforcement follows the operant response 
the observing response will be weakened. 
A second type of two-state attention theory is the 
mediating response model (Kendler & Kendler, 1962). How­
ever, there remains some confusion as to what a mediating 
response is. Some authors such as Hill (1971) state that 
the observing response is a mediating response. However 
there are some instances in which attention cannot be char­
acterized by an overt orienting response. Some animals 
attend without obvious overt orientation responses. This 
situation may have led some theorists to adopt a mediating 
response position. Still, the mediating response is not 
well defined. Whatever its nature the mediating response 
can be viewed as a link connecting the external stimulus and 
the observable response. For this model discrimination 
learning is still represented as a behavior chain. 
The third type of model is the attention response 
model. Goodwin and Lawrence (1955) suggest that the subject 
must learn to attend to the relevant dimension. Sutherland 
(1959) states that organisms must learn to switch in the 
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relevant analyzer. Lovejoy (1966) and Zeaman and House 
(1963) state that the subject must learn attention re­
sponses. Lawrence (1949, 1963) interprets discrimination 
learning in terms of acquired distinctiveness of cues or 
stimulus coding. Some of these theories sound very cogni­
tive in nature and suggest that the subject tries out a 
number of hypotheses and then discards or reuses them accord­
ing to the successfulness. There is not a clear line of 
demarcation between the types of two-stage attention 
theories. 
The attention theories make an assumption of selec­
tion. The effects of reinforcement and nonreinforcement are 
hypothesized to be confined to only the stimulus dimension 
that is attended to on anyone trial. Sutherland (1959) 
stated that failure of a dimension to provide accurate pre­
diction of outcome would cause the organism to shift atten­
tion to another feature. Restle (1962) states that re­
sampling of dimensions is the result of nonreinforcement. 
Lovejoy (1966) proposes that attention to an element is 
strengthened on reinforced trials and weakened on nonrein­
forced trials. The assumption of selection makes attention 
theory similar to Jenkins and Sainsbury's (1969) original 
position. Jenkins (1973) has modified his position but 
still accounts for discrimination learning without using an 
attention response concept. 
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Jenkins and Sainsbury (1969) compared the cue acqui­
sition phase of the two-stage attention theory to what they 
termed a "search theory". This theory states that in a suc­
cessive discrimination, non-reinforcement induces search in 
the form of an elemental response shift. A response to an 
element that is not reinforced is weakened and a new response 
is more likely to occur at the next trial. In the feature­
positive condition, search will strengthen both search and 
the response to~. In the feature-negative-condition, rein­
forcement following search strengthens search and the re­
sponse to A. An increase in the tendency to respond to A 
will compete with the tendency to search on the next trial. 
Search following nonreinforced ~-responses would yield ~ 
which has never been reinforced. Nonreinforcement is less 
damaging in the feature-positive case. 
In the feature-negative condition, non-reinforcement 
for search occurs only on trials in which the response is 
made to B. Reinforcement increases the probability of 
search more in the feature-positive than in the feature­
negative condition and non-reinforcement decreases the 
probability of search more in the feature-negative than in 
the feature-positive case. It is hypothesized that search 
will be maintained throughout training in the feature­
positive condition but will extinguish in the feature-
negative condition. 
If a failure to develop differential performance in 
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the feature-negative condition were caused by a failure to 
search for the distinctive feature, one would expect no 
discrimination within the negative display between common 
and distinctive elements. Jenkins and Sainsbury (1969) and 
Jenkins (1973) found that their feature-negative subjects 
eventually located all responses to the common feature. A 
search theory stated that a successive discrimination fails 
to develop in the feature-negative condition because the 
outcome of the search phase that is required to make the B­
feature distinctive from the rest of the display is not sup­
ported. However, the failure of a successive discrimination 
to develop in the feature-negative condition can better be 
accounted for by the subject's inability to form a condi­
tional discrimination rather than failure to develop an ob­
serving response that alters the availability of the 
features on the display. 
This study will investigate the effects of the prox­
imity of elements upon the feature-positive effect with pre­
school children. Sainsbury (1971a) varied the proximity of 
colored dots in a feature discrimination paradigm with 
pigeons and found that when the elements were compacted into 
one quadrant rather than centered in each of the quadrants, 
the feature-positive effect was significantly reduced. In 
Sainsbury's (1971a) study the stimulus displays were 
divided into four equal parts by a 1/16 inch metal strip. 
In the distributed condition the elements were located in 
27 
the centers of each quadrant. In the compacted condition 
all the elements were located in one quadrant. This stimu­
lus arrangement changed more than proximity because the 
elements were no longer divided by the metal strips and 
feature touching could not be recorded. 
This experiment will attempt to improve upon 
Sainsbury's (1971a) design. Instead of compacting the ele­
ments into one quadrant, the elements will be compacted 
toward the center of the display while still being divided 
into quadrants by two intersecting lines. This way feature 
touching can still be recorded. A second purpose of this 
study will be to investigate cue-response separation in the 
feature discrimination paradigm. One successful strategy 
that a subject can use to solve the feature-negative dis­
crimination is to locate the distinctive feature and then 
respond to the other display. Sainsbury (1973) reported 
several subjects apparently employing this strategy. It is 
hypothesized that the difficulty of acquiring this response 
prevents many subjects from successfully using this strategy. 
Previous studies have shown that manipulating the spatial 
separation of cue, response and reward can affect the 
acquisition of a discrimination in primates (c.f., Murphy & 
Miller, 1955, 1958, 1959i Stol1nitz & Schrier, 1962). 
Jeffrey and Cohen (1964) found this effect with children but 
Campione and Beaton (1972) did not. It is hypothesized that 
primates restrict their attention to where they put their 
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fingers (Schuck, 1960). 
It is further hypothesized that the elements touched 
indicate the cues used to solve the discrimination. In the 
feature-positive case an organism can solve the discrimina­
tion by using B as a cue to respond. Cue and response can 
be separated in the S+ display by reinforcing only ~-re­
sponses on the AB display. Learning rate appears to be a 
direct function of the distance between cue and response. 
The greater the separation of cue and response the greater 
the difficulty in acquiring the discrimination. This effect 
was found with rhesus monkeys (c.f., McClearn & Harlow, 1954; 
Meyer, Polidora & McConnell, 1961; Miller & Murphy, 1964; 
Murphy & Miller, 1959). 
A third purpose of this study will be to investigate 
the stimulus identification hypothesis. This hypothesis 
states that the organism will solve the discrimination either 
by grouping or not grouping the elements and that this 
strategy is relatively fixed. In other words, the subject 
can base his discrimination on the individual elements or 
on a pattern of elements. A generalization test will be 
given all subjects to investigate the dimension(s} of the 
stimulus complex that controlled responding during the 
experiment. 
-CHAPTER II 
METHOD 
Subjects 
The subjects were sixty 3-5 year-old children from 
preschools and day care centers in Des Moines, Iowa. The 
subjects attended either Wakonda Christian Church Pre­
school, Calvary Christian Church Day Care Center, or 
Children's Garden. 
Apparatus 
Two stimulus cards were presented to the subjects on 
an 18" long by 10" high metal card holder. The holder was 
black with two angle supports on each side so that the 
stimulus cards could be loaded on the holder, out of view 
of the subject, and then flipped over to expose both cards 
simultaneously. The holder tilted at about a 120 degree 
angle away from the subject. Eight mirror mounting brackets 
held the stimulus cards in position. The brackets were 
positioned such that the center to center distance of the 
stimulus cards was 10.5 inches. 
Stimuli and Recording 
The stimulus cards were 6" by 6" white cardboard. 
Each card had two perpendicular black lines intersecting in 
the middle of the card which divided it into four 3" by 3" 
quadrants. The two pre training stimulus cards (see Figure 2) 
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Fig. 2. Pretraining stimuli. 
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each had one 3/8" geometric figure centered in one quadrant. 
The two figures used were a circle with a 3/8" diameter and 
a square with 3/8" sides. The sizes of these figures re­
mained the same throughout the experiment. After pre­
training, subjects received differential training between a 
common feature card and a distinctive feature card (see 
Figure 3). The common feature card had four identical 
geometric figures. The distinctive feature card continued 
3 figures exactly like those on the common feature card plus 
one different geometric figure. On either card each of the 
four elements occupied a separate quadrant. Half of all 
subjects were trained with a square as the distinctive fea­
ture and half with the circle as the distinctive feature. 
In each of these cases, half of the subjects were trained 
with cards which had the elements located in the outer 
corners of each card and half with the elements located 
near the centers of the cards. The distance from the 
middle of a card to the middle of any geometric figure was 
3.84 inches for the distributed elements and .37 inches for 
the compacted elements. 
In the generalization test all of the elements were 
centered in the quadrants (see Figure 4). The distance from 
the center of the figure to the center of the card was 2.12 
inches. In the new elements generalization test, the ele~ 
ments used were 3/8 inch triangles and hexagons. 
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Fig. 3. Training stimuli. 
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A trial was begun with the presentation of the stimu­
lus display and terminated when the subject touched one of 
the elements or when ten seconds elapsed--whichever came 
first. The location and the type of element touched was 
recorded for each trial. 
Except during the generalization test, verbal feed­
back was given for each response. When the subject made a 
correct response the experimenter would say, "Yes, that is 
the one" and then remove the display. When the subject 
made an incorrect response the experimenter would say, "No, 
that is not the one" and then remove the display. When each 
session was completed, the experimenter thanked the subject 
for playing the game and the subject was shown a number of 
small toys from which he or she could choose one to keep. 
Procedure 
The subjects were randomly assigned to one of twelve 
experimental conditions. Each subject was brought to an 
area of their preschool or day care center that was quiet 
and where other children would not interfere with the pro­
cedure. The subject was seated at a table directly across 
from the experimenter and facing him. Each subject was 
given the following instructions at the beginning of the 
first session: 
to playa guessing g~me. I am
"We are going 
cards (experlmenter pre­going to show you two 
The cards have shapes on them.sents cards). 
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I want you to touch the shape that you think 
is the good shape. Touch it with your finger." 
Discrimination training then started. Pretraining consisted 
of ten trials or five consecutive correct responses. Table 
2 lists the twelve groups and the type of pretraining each 
received. The purpose of pretraining was to insure that the 
subject touched the elements and to reinforce the subject 
for touching the same type of element necessary to solve 
the training phase discrimination. 
In the training phase, subjects in the feature­
positive-one conditions (FP-l) were reinforced for touching 
any element (geometric figure) on the display with the dis­
tinctive feature while subjects in the feature-positive-two 
condition (FP-2) were reinforced for touching any common 
element on the distinctive-feature display and subjects in 
the feature-negative condition (FN) were reinforced for 
touching any of the elements on the common feature display. 
The stimulus cards were presented according to a preset 
randomized sequence. Over forty trials, each card appeared 
on either side of the display half of the time. Also, the 
distinctive feature appeared in each of the quadrants 
equally often. Between trials the experimenter recorded 
This resultedresponses and changed the stimulus display. 
in an intertrial interval of approximately 10 to 15 seconds. 
In a later session, which was conducted the follow-
The
, h b' t were given a generalization test.lng day, t e su Jec S 
-----------
-
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Table 2 
Pretraining Phase S+ Elements 
for Each Group 
TRAINING FEATURE FEATURE FEATURE 
PHASE POSITIVE POSITIVE NEGATIVE 
B-FEATURE I II 
CIRCLE CIRCLE SQUARE SQUARE 
DISTRIBUTED 
ELEM-.ENTS 
SQUARE SQUARE CIRCLE CIRCLE 
CIRCLE CIRCLE SQUARE SQUARE 
COMPACTED 
ELEMENTS 
SQUARE SQUARE CIRCLE CIRCLE 
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instructions to the subjects were: 
"Do you remember the guessing game that we
 
played the last time? Well, we are going to
 
play the same game and we will use some new
 
cards." 
In this session the experimenter briefly reviewed the dis­
crimination with the subject. This review consisted of no 
more than ten trials. Positive and negative feedback was 
given during the review trials. The experimenter then pre­
sented five stimulus arrangements (see Figure 4) eight 
times in random order for forty trials. The generalization 
tests consisted of the following stimulus arrangements: 
1.	 The original pretraining stimulus cards. 
2.	 The training phase stimulus arrangement. 
3.	 A reversal of the training stimulus arrange­
ment (common feature now distinctive) . 
4.	 A feature discrimination with novel elements 
(A = triangles, B = hexagon). 
5.	 A three versus four common elements arrange­
ment. 
-CHAPTER III 
RESULTS 
Three measures of performance were taken during the 
training phase of the experiment. One measure was the total 
number of errors for each child. A second measure was the 
percentage of distinctive feature responses (B) on the dis­
tinctive feature display (AB) for trials 1-10. This measure 
is represented as the ratio ~/AB. A third measure was the 
percentage of total responses made to the distinctive 
feature (B). This measure is represented as the ratio 
~/A+~. Each statistic in this analysis was computed by 
dividing the total number of responses to the distinctive 
feature by the total number of "actual" training trials (not 
always 40). The first performance measure is a measure of 
error and the other two are measures to investigate feature 
tracking. 
The training phase of the experiment was terminated 
after 10 consecutive correct responses or 40 trials--which­
ever came first. Those children who reached criteria in 
less than 40 trials were assumed to perform at the 100% 
correct response level for the remaining trials. The actual 
number of training trials received for all children ranged 
from 10 (the least possible) to 40 (the maximum possible) . 
The 40 trials were divided into 4 blocks of 10 trials each. 
Errors were recorded as the total number occuring in each 
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block (see Appendices A, B, C). 
An analysis of variance of errors (see Table 3) re­
sulted in no significant difference in the groups trained 
with either the circle or the square as the distinctive 
feature and therefore these two conditions will be combined 
for analysis. A significant difference among the feature 
condi tions was obtained, (!.. (2.48) = 9.9019, E < .01). 
Tukey's HSD test results (see Table 4) revealed that all 
feature groups differed significantly from each other in 
the distributed elements condition but only the FP-2 and FN 
groups differed significantly in the compacted elements con­
dition. ThUS, a feature-positive effect was obtained only 
for the distributed elements condition. 
The children in the compacted elements condition 
made fewer errors than the children in the distributed ele­
ments condition, (F (1.48) = 4.7440, E< .05). Tukey's HSD 
test (see Table 4) revealed that compacting the elements 
significantly reduced errors for both the FP-2 and FN condi­
tions but not for the FP-l condition. 
A graph of errors (see Figure 5) shows that the FP-2 
group made the most errors in both distributed and com­
pacted elen1ents conditions. The FN group made more errors 
than the FP-l group in the distributed elements condition 
but fewer in the compacted elements condition. However, a 
feature x proximity interaction was not significant. 
In the within source of variance there was a 
Table 3
 
Analysis of Variance of Error Responses
 
Source SS df MS F 
Between 1,254.1500 59 
Features (F) 282.1000 2 141.0500 9.9019** 
Proximity (C) 68.2667 1 68.2667 4.7440* 
Elements ( D) 
.0667 1 .0667 .0046 
F X C 84.9333 2 42.4666 2.9511 
F X D 9.7333 2 4.8666 .3382 
D X C 43.3499 1 43.3499 3.0125 
F X D X C 75.1004 2 37.5502 2.6095 
Between Error 690.6000 48 14.3900 
Within 484.5000 180 
Blocks (B) 135.6500 3 45.2167 25.7763** 
F X B 49.0000 6 8.1667 4.6555** 
D X B 6.7333 3 2.2444 1.2794 
C X B .4000 3 .1333 .0760 
D X C X B 4.1834 3 1. 3945 .7949 
F X C X B 7.5000 6 1.2500 .7126 
F X D X B 15.1667 6 2.5278 1.6393 
F X D X C X B 13.2666 6 2.2111 2.2605 
Within Error 252.6000 144 1. 7542 
Total 1,738.6500 239 
* P < .05 
** P < .01 
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Table 4 
Tukey's HSD Test 
X6 Xl X2 Xs X4 X3 
X6 
Xl 
= 
= 
2.4 
3.5 
1.1 3.5 
2.4 
6.8** 
5.7* 
7.8** 
6.7** 
16.2** 
15.1** 
X2 
Xs 
X4 
X3 
= S.9 
= 9.2 
=10.2 
=18.6 
3.3 4.3 
1.0 
12.7** 
9.4** 
8.4** 
* P < • OS 
** P < .01 
Xl = FP-l Distributed Elements 
X2 = FP-l Compacted Elements 
X 3 = 
FP-2 Distributed Elements 
X4 = FP-2 Compacted 
Elements 
X5 = FN Distributed Elements 
X6 = FN Compacted 
Elements 
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significant difference within blocks of t '1 (
rla s,F (3.144) = 
25.7763, P < .01). Also a feature x blocks l'nt t'
- - erac lon was 
significant, (F (6.144) = 21.3716, E < .01). The children 
made fewer errors across trials depending upon the condi­
tion to which they were assigned. No other significance was 
found. 
An analysis of variance of the percentage of ~ re­
sponses on the AB card for trials 1-10 (see Table 5) 
yielded a significant difference only among the feature 
conditions, (F (2.48) = 21.3716, E < .01). Figure 6 is a 
bar graph of mean percentage of ~/AB responses for trials 
1-10. The graph shows that ~-responses were highest in the 
FP-l condition where B-responses were reinforced. The FP-l 
group differed significantly from the FP-2 and FN groups 
(Tukey's HSD test). 
The mean percentage of B-responses for total training 
trials (B/~+B) was also analyzed (see Table 6). The only 
significance was among the feature conditions, (F (2.48) = 
36.6918, £ < .01). Figure 7, a bar graph of the mean per­
centage of ~-responses to total responses, shows that B­
responses were highest in the FP-l condition where responses 
to B were reinforced. A Tukey's HSD test showed that the 
FP-l group emitted significantly more ~-responses than either 
the FP-2 or FN groups. 
The results of the generalization tests are recorded 
in Appendices D, E, and F. Responses to the original "OTS", 
-Table 5 
Analysis of Variance of the Ratio of BlAB
 
Responses for Trials 1-10
 
Source df SS MS F 
Feature (F) 
Elements (D) 
proximity (e) 
F X D 
F X e 
D X e 
F X D X e 
2 
1 
1 
2 
2 
1 
2 
3.7613 
.0055 
.2707 
.0297 
.0743 
.3067 
.0941 
1.8807 
.0055 
.2707 
.0149 
.0372 
.3067 
.0471 
21. 3716** 
.0625 
3.0761 
.1693 
.4227 
3.4852 
.5352 
Error 48 4.2248 .0880 
Total 59 8.7671 
* P 
** P 
< 
< 
.05 
.01 
100 .­
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Table 6 
Analysis of Variance of the Ratio of B/A Responses 
During the Training Phase 
Source df 58 MS F 
Feature (F) 
Element ( C) 
Proximity (D) 
F X D 
F X C 
D X C 
F X D X C 
Error 
Total 
2 
1 
1 
2 
2 
1 
2 
48 
59 
3.8821 
.0034 
.1852 
.0734 
.2549 
.1109 
.0117 
2.5412 
7.0628 
1. 9410 
.0034 
.1852 
.0367 
.1274 
.1109 
.0058 
.0529 
36.6918** 
.0642 
3.5009 
.6937 
2.4083 
2.0964 
.1096 
* P 
** 
p 
< 
< 
.05 
.01 
100 DISTRIBUTED 
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reversed "REV", and new "NEW" 1 
, e ements generalization tests 
are represented by the schema AB/A The 1 tt B 
_ _ . e er _ repre­
sents the distinctive feature, the letter AB represent the 
distinctive feature card, and the letter A represents the 
common feature card. 
Figure 8 is a composite of bar graphs for the orig­
inal, reversed, and new elements generalization tests. All 
groups responded as expected to the original elements 
generalization tests. Feature-positive children showed a 
preference for the AB card while the feature-negative 
children preferred the A-card. In the reversed elements 
test (REV) the feature-positive children continue to respond 
to the AB display. In the feature-negative condition, the 
children switched preferences from the (OTS) test and re­
sponded more to the AB display. This switch is most obvious 
in the distributed elements condition. In the new elements 
(NEW) generalization test the feature-positive children 
continue to respond to the AB display while the feature­
negative children respond more to A alone if the display 
elements are compacted. 
Figure 9 is a bar graph of the "OTS", "REV", and 
"NEW II elements generalization tests results combined for 
analysis. It appears that overall the feature-positive 
children chose the AB card and the feature-negative children 
chose the A card when the elements were compacted but 
elements were distributed.showed no preference when the 
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Figure 10 is a bar graph of the original pretraining 
stimulus test results. It appears that all children main­
tained a preference for the pretraining S+ stimulus. 
Figure 11 is a bar graph of the three versus four 
common elements generalization test. The feature-positive 
children chose the three common elements card while the 
feature-negative children chose the four common elements card. 
Only two children responded to the blank sector on the three 
common elements card. Both children were in the FP-l condi­
tion. One child in the distributed elements condition re­
sponded exclusively to the blank sector, while the other 
child in the compacted elements condition emitted only one 
response to the blank sector. 
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alization teat results. 
CHAPTER IV 
DISCUSSION 
Significantly more errors occurred when the elements 
were located in the outer corners of the display cards than 
when the elements were located near the centers of the dis­
play cards. In the distributed elements condition, a condi­
tional discrimination failed to develop in either the FP-2 
or FN conditions. The children failed to modify their 
responses to A based on the presence or absence of B. The 
children did not have to make a conditional discrimination 
in the FP-l condition. They needed only to respond to ~ to 
learn. Most of the children who solved the discrimination 
responded exclusively to ~ in the last ten trials. The 
pigeons in the studies of Jenkins and Sainsbury (1969, 1970) 
did not solve the discrimination until responses to ~ had 
ceased and only ~ responses were emitted. Both organisms 
used a similar response pattern in solving the discrimina­
tion. 
Compacting the elements eliminated the feature­
Thepositive effect and significantly reduced FP-2 errors. 
FP-2 compacted group made significantly fewer errors than 
the FP-2 distributed group but significantly more errors 
t d oups Sainsbury (197Ib,than the FP-I and FN compac e	 gr . 
h 'ld who did learn in the1973) reported that those few c 1 ren 
cue to respond to theFN condition appeared to use ~	 as a 
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other display. These ch'ld 
1 ren would appear to search out B 
with their finger without touching B and then make a remote 
response to the other display. A t 
remo e response strategy 
could successfully solve both the FP-2 and FN discrimina­
tions. Murphy and Miller (1959) and Jeffrey and Cohen 
(1964) state that a remote response strategy is difficult 
to learn because of the cue-response separation. They also 
suggest that the difficulty of learning when cue and re­
sponse are separated is a function of the distance between 
cue and response. The findings of this study as well as 
those of Campione and Beaton (1972) do not support cue­
response difficulty. 
Sainsbury (197Ib) suggests that failure to learn in 
the FN condition might be attributed to the difficulty in 
acquiring a remote response. If the acquisition of a remote 
response is influenced by the distance between cue and re­
sponse, compacting the elements should not have changed the 
difficulty of the FN discrimination because the separation 
between cue and response remains approximately the same. 
Instead, compacting the elements facilitated the discrimina­
tion. In the FP-2 condition, the child needed only to 
locate B and then make a remote response to an A element on 
the same display. Compacting the display made the distance 
between cue and response much shorter than that in the FN 
d 't' HOT.7e'Ter, FP-2 children madecompacted elements con 1 lon. w, 
. ,. I errors than the FN children in theslgnlflcant y more 
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compacted elements condition. The greater cue-response 
separation was in the FN case and thus it should have been 
the more difficult discrimination. It may have been that 
too few children used the remote response strategy and thus 
were not influenced by the independent variable of cue­
response separation. Simple probability theory offers an 
explanation of why the FP-2 discrimination is more diffi­
cult than the FN discrimination. In the FN condition four 
to eight elements are positive while in the FP-2 condition 
only three of eight elements are positive. Since B re­
sponses are never reinforced in either condition and A re­
sponses are partially reinforced, 57% of the ~ responses in 
the FN condition are positive while only 43% of the A re­
sponses are positive in the FP-2 condition. This fact 
should be considered in any direct comparison of the level 
of difficulty of these two conditions. 
The stimulus identification hypothesis is one way of 
integrating the feature discrimination data. The major 
assumption is that subjects respond either to the individual 
elements of the feature discrimination or to the pattern 
created by the arrangement of the elements. Each strategy 
is called a stimulus identification response (SIR). A 
second assumption is that the strategy remains relatively 
fixed through training. A theory that incorporates Gestalt 
principles states that compacting the elements creates 
. respond and thus, thepatterns to which the subJect can f 
-----------_24
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discrimination becomes a choice between two patterns 
created by the compacted elements. There is some evidence 
of pattern responding in the generalization tests. 
Generalization test results show that some children 
appear to use an elemental SIR, some use a pattern SIR, and 
some use a combination of both. In the FP-l condition (see 
Appendix D), Sl appears to have learned an elemental dis­
crimination in the "REV" test and a pattern discrimination 
in the "NEW" and "3 v. 4" tests while S6 appears to respond 
on the basis of pattern exclusively. In the FP-2 condition 
(see Appendix E), S17 appears to have learned solely on the 
basis of pattern, whereas, S19 appears to have responded on 
the basis of both element and pattern. In the FN condition 
(see Appendix F), S5 appears to have responded on the basis 
of element, S8 on the basis of pattern, and Sl on the basis 
of both element and pattern. Sainsbury (1971b) found that 
for his children, common elements alone had exerted litt1e 
control over responding and that a 3 v. 4 common elements 
generalization test resulted in no differential responding. 
The results of this more recent study indicate that the 
children's responses were affected not only by the common 
element itself, but also by the number of common elements 
in the	 3 v. 4 generalization test. 
Schuck (1960) has demonstrated that monkeys tend to 
· observations to the area of thelimit the scope of t helr 
Young children are also thought to limit themanipulanda. 
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scope of their observations to the l'mmed'lat e area of their 
finger when emitting a finger pointing response. One pos­
sible explanation of why compacting elements facilitates FN 
learning is that B now remains in sight toward the end of A 
responses on the AB card. This may allow the inhibitory 
strength of B to suppress AB responses. No reduction of 
responding to B was observed in generalization tests for the 
compacted elements group in Sainsbury's 1971a study. 
Children in the FN compacted group in this study did respond 
differentially to individual A and B elements in the 
original pretraining elements generalization test. This 
would indicate that individual elements were noticed. 
These results should be interpreted with caution, however, 
because such effects could be attributed to differential 
pretraining. 
According to the simultaneous discrimination model 
the organism responds to the individual elements rather than 
the display as a whole, leaving each element (common or 
distinctive) with its own reinforcement probability. The 
FP-2 group results indicated that the children responded to 
the distinctive display because the distinctive feature 
. 1 ' f t Responses do not have to be madeslgna ed reln orcemen . 
to the distinctive feature to gain stimulus control as 
. d b Jenkins and Sainsbury (1969,
originally hypotheslz e Y 
1970) . 
Feature positive children appear to learn a general 
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response to a display with a distinctive element, since re­
sponses generalize to other displays with common and dis­
tinctive elements other than those originally used . 
Response to the distinctive display generalized even when 
responses to the distinctive feature were not reinforced as 
in the FP-2 condition. Children in the FN condition appear 
to learn on the basis of both number and type of element. 
In both the distributed and compacted elements groups the FN 
children preferred the four common element card over the 
three common element card in the three versus four common 
elements generalization test and the number of responses to 
the distinctive feature increased when common and distinc­
tive elements were interchanged in the reversed elements 
generalization test. 
The proximity of elements appears to be a critical 
veriable in determining feature discrimination difficulty. 
However, to what extent remote responding influences that 
difficulty is unclear. Several studies have found that 
learning a discrimination is inversely related to the dis­
tance between cue and response (c.f., Murphy & Miller, 1955, 
Sal'nsbury (197lb) sug­1958, 1959; Jeffrey & Cohen, 1964) . 
gests that remote responding may explain the difficulty of 
For theacquiring a feature-negative discrimination. 
, . this study, a remote responsefeature-negative subJects ln 
. 'b t d than in the compacted elementsis shorter in the dlstrl u e 
condition. These results either contradict the assumption 
~------_.,~ 
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that remote response difficulty is a function of distance 
or suggest that a factor other than cue-response 
separation 
determined feature-negative diffl.·culty. R 1esu ts of the 
feature-positive two condition support the hypothesis that 
learning is adversely affected by larger distances between 
cue and response. 
Compacting the elements to the centers of the dis­
plays improved the design of Sainsbury's (197la) experiment 
by providing more information about the subjects responses 
to the compacted displays during actual training trials by 
allowing responses to the individual elements to be re­
corded. This was not possible in Sainsbury's study. The 
results showed that in all the compacted elements condi­
tions, common and distinctive elements were responded to 
differentially. These subjects appeared to be responding 
to the individual elements as well as to a pattern created 
by the elements. 
The generalization data showed that children appeared 
to respond to the displays on the basis of element or pat­
tern or both. The particular strategy used by the children 
appeared to be independent of the condition to which they 
These results need to be interpreted withwere assigned. 
caution. The specific directions to respond to an element 
Further investiga ­
may have prompted an elemental response. 
. on 
tions should examine the effects of verbal instructlonS 
responding. 
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> 
Future research should also investigate the function 
of the characteristics and complexity of the stimulus dis­
plays. Independent variables that can be investigated 
include type, number, size, redundance, similarity, saliancy, 
and proximity of elements as well as the function of quad­
rants separating the elements. Dependent variables to 
investigate may include latency of responding. Change-over 
of responding could be investigated in a free operant situa­
tion. As more dimensions are added and displays become 
more complex, it will be necessary to investigate how the 
subject responds in the presence of each of these dimen­
sions. A developmental question then arises. That is, do 
subjects of different ages respond differently to the dis­
plays. Finally feature discrimination results can be com­
pared to current theories to learning to see how they 
account for the results. 
b2 
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APPENDIX A 
FP-l ERRORS PER BLOCKS OF TEN TRIALS 
Bl B2 B3 B4 Total 
(Cl) 
Circle 
(Dl) 
Distributed 
Sl 
S2 
S3 
S4 
S5 
4 
2 
0 
1 
0 
7 
5 
0 
0 
0 
0 
5 
1 
0 
0 
0 
0 
1 
3 
0 
0 
0 
0 
3 
13 
2 
0 
1 
0 
16 
Square 
(D2) 
S6 
S7 
S8 
S9 
S10 
7 
0 
0 
0 
2 
9 
1 
0 
0 
0 
0 
1 
8 
0 
0 
0 
0 
8 
1 
0 
0 
0 
0 
1 
17 
0 
0 
0 
2 
19 
Circle 
(Dl) 
S11 
S12 
S13 
S14 
S15 
5 
0 
0 
3 
1 
9 
5 
0 
0 
4 
0 
9 
5 
0 
0 
3 
0 
8 
5 
0 
0 
4 
0 
9 
20 
0 
0 
14 
1 
35 
(C2 ) Compacted 
Square 
(D2) 
S16 
S17 
S18 
S19 
S20 
3 
5 
4 
1 
6 
19 
0 
2 
0 
0 
0 
2 
0 
3 
0 
0 
0 
3 
0 
0 
0 
0 
0 
0 
3 
10 
4 
1 
6 
24 
69 
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APPENDIX B 
FP-2 ERRORS PER BLOCKS OF TEN TRIALS 
Bl B2 B3 B4 Total 
Sl 3 2 0 0 5 
Circle S2 6 8 55 24 (Dl) S3 2 0 0 0 2 
S4 8 3	 0 0 11 
S5 7 7 6 1 21 
26 20 11 6 63 
(Cl) Distributed 
S6 6 10 0 0 16 
S7 8 8 5 6 27 
Square S8 7 8 7 7 29 
(D2 ) S9 7 7 5 5 24 
S10 7 6 9 5 27 
35 39 26 23 123 
Sll 8 7 7 5 27 
Circle S12 2 0 0 0 2 
(Dl) S13 7 6 5 6 24 
S14 3 0 0 0 3 
SIS 5 8 0 0 13 
12 6925 21 11 
(C2 ) Compacted 
3S16 3 0	 0 0 14S17 4 5	 5 0 
0 0 3Square S18 3 0 
(D2) S19 1 0 0 00 12
1 
S20 6 6 0 335 017 11 
, 70
 
APPENDIX C 
FN ERRORS PER BLOCK8 OF TEN TRIAL8 
B1 B2 B3 B4 Total 
Circle 
(D1) 
81 
82 
83 
S4 
85 
2 
1 
2 
7 
5 
17 
1 
0 
0 
7 
4 
12 
2 
0 
0 
3 
5 
10 
0 
0 
0 
8 
4 
12 
5 
1 
2 
25 
18 
51 
(C1) Distributed 
8quare 
(D2 ) 
86 
87 
88 
89 
810 
2 
2 
5 
2 
7 
18 
0 
0 
4 
0 
3 
7 
0 
0 
5 
0 
4 
9 
0 
0 
2 
0 
5 
7 
2 
2 
16 
2 
19 
41 
Circle 
(D1 ) 
811 
812 
S13 
814 
815 
4 
1 
0 
2 
a 
7 
3 
0 
0 
0 
0 
3 
2 
0 
0 
0 
a 
2 
1 
0 
0 
0 
a 
1 
10 
1 
0 
2 
a 
13 
(C2 ) Compacted 
Square 
( D2) 
816 
817 
818 
819 
S20 
2 
0 
1 
1 
1 
5 
2 
0 
a 
a 
a 
2 
3 
a 
a 
0 
0 
3 
1 
a 
a 
0 
a 
1 
8 
0 
1 
1 
1 
11 
71 
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APPENDIX D 
FP-1 GENERALIZATION TEST 
OTS REV 
TE* A B /A A B /A 
Sl 0 0 8 0 1 0 7 
Circle 82 1 5 1 2 4 2 2 
(D1) 83 0 2 5 1 2 5 1 
84 2 3 4 1 5 1 2 
85 13 2 0 6 3 2 3 
16 TIIBTIf 15 10 IS 
(C1) Distributed 
86 0 0 8 0 1 7 0 
87 0 1 6 1 1 4 3 
Square 88 0 0 8 0 4 0 4 
(D2 ) 89 2 1 5 2 3 1 4 
810 17 5 1 2 0 8 0 
19 7285 9" 20 11 
811 0 o 8 0 170 
Circle 812 14 305 062 
(D1) 813 1 530 6 2 0 
814 0 080 404 
815 20 170 1 4 3 
35 9265 12199" 
(C2) Compacted 
816 1 800 170 
817 6 305 413 
Square 818 10 341 3 3 2 
(D2) 819 3 2 5 1 323 
4 0 4820 4 314 
24 19 10 11 15 TI 12 
NEW 
A B /A 
OPT 
0 S 
3v.4 
3 4 B** 
0 
4 
8 
2 
0 
2 
8 
5 
0 
3 
8 
4 
0 
4 
8 
1 6 1 2 6 4 4 
2 3 3 5 3 5 3 
3 1 4 4 4 4 4 
10 20 10 24 16 25 15 
0 8 0 0 8 8 0 
2 4 2 2 6 5 3 
4 0 4 0 8 6 2 
2 2 4 3 5 4 4 
0 8 0 8 0 8 0 
8" TI 10 13 27 31 9" 
o 7 1 8 0 711 
224 1 7 5 3 
251 8 0 a 8 
080 8 0 5 3 
242 6 2 5 3 
6268 31 9" 22 18 
170 8 0 7 1 
3 2 3 8 a 4 4 
4 
4 
3 
1 
1 
3 
2 
2 
6 
6 
6 
4 
2 
4 
5 0 3 
17 TI 10 
3 5 
TI 17 
3 5 
"2416 
*TE Total Errors for S 
**B Blank sector of Three common element card 
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APPENDIX E 
FP-2 GENERALIZATION TEST 
OTS REV NEW OPTTE A B /A A B /A 3v.4 A B /A 0 S 3 4 
81 24 1 1 6 2 2 4 3 3 2 2 6 3 5

circle 82 2 2 6 0 0 8 0
 0 8 0 0 8 7 1(D1) 83 11 7 0 1 0 8 0 0 8 0 0 8 7 184 21 7 0 1 0 8 0 2 6 8 50 0 3 
85 5 6 0 2 4 0 4 4 o 4 0 8 1 763 237"10 6268 9" 19 12 238 23 17 
(C1) Distributed 
86 27 0 4 4 2 3 3 4 2 2 5 3 3 5 
87 29 4 0 4 2 1 5 4 0 4 5 3 3 5 
Square 88 24 4 2 2 2 3 3 3 1 4 3 5 3 5 
(D2 ) 89 27 3 0 5 2 6 0 2 3 3 8 0 5 3 
810 16 2 6 0 0 8 0 0 8 0 0 8 8 0 
123 TI 12 15 8 21 11 13 14 13 21 19 2218 
8 0 3 5 7 1Sll 2 1 7 1 0 8 0 0 
Circle 812 24 5 1 2 3 3 2 2 0 6 0 8 7 1 
(D1) 813 3 8 0 0 0 8 0 0 7 1 0 8 8 0 
1 0 8 7 1814 13 6 1 1 2 5 1 4 3 
3 3 1 4 5 3 2 6815 27 4 1 3 3 2 
69 2"4106 8266 9" 19 12 832 31 9 
(C2 ) Compacted 
816 14 2 6 0 2 1 5 2 3 3 0 8 4 
4 
8 0 0 8 0 8 0 817 3 8 0 0 8 0 0 0 0 5 30 8 8Square 818 1 7 0 1 0 8 0 8 0 8 0 (D2) S19 12 8 0 0 0 8 0 0 8 0 8 0 8 0 5 3 820 3 6 0 2 0 8 0 0 30 1010 25 S- 10 27 3" 328 33 3163" 
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OT5 REV NEW OPT 3 4v.TE A B /A A B / A A B /A 0 S 3 4 
51 2 008 o 8 0 107 8 8o oCircle 52 25 521 323 224 3 5 2 6(Dl) 53 18 413 242 4 3 1 7 1 7 11 20654 161 071 1 7 4 4 
55 5 206 1 7 0 404 o 8 4 45I TI 3 24 7276 11 12 17 11 29 17 TI 
(Cl) Distributed 
56 2 206 1 7 0 170 8 0 4 4 
57 16 233 026 143 4 4 6 2 
Square 58 2 o 0 B 008 008 8 0 1 7 
(D2) 59 19 305 440 422 6 2 3 5 
510 2 008 008 026 8 0 o 8 
41 7330 5132"2 61519 346 1426 
215 3 5 4 4511 0 314 314 
2 6Circle 512 2 008 017 o 0 8 7 1 
(Dl) 513 1 512 o 6 2 008 o 8 2 6 
053 o 8 o 8514 0 o 0 B 080 
515 10 413 2 2 4 206 4 4 4 4 
TI 123 E 5 18 17 11 6 30 1426 12 28 
(C2) Compacted 
107 7 1 o 8516 0 008 125 2 6404 5 32 1 5517 1 215 8 0 1 7 Square 518 1 107 o 3 5 008 
080 8 0 6 2 (D2) 519 1 305 080 
134520 8 1 1 6 404 2 6 
6 2 
3010 IS 25 
11 72 31 7 14 19 6 11 TI 
APPENDIX F
 
FN GENERALIZATION TEST
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APPENDIX G 
B/AB RESPONSES FOR TRIALS 1-10 
FP-l FP-2 FN 
Sl 2/6 1/8 0/2Circle S2 8/8 0/4 0/1(Dl) 53 10/10 1/9 0/2
S4 7/9 1/3 3/7
S5 10/10 2/5 0/5 
(Cl) Distributed 
S6 0/3 1/5 1/2 
S7 10/10 2/4 0/2 
Square S8 10/10 2/5 2/5 
(D2 ) S9 10/10 4/7 0/2 
S10 8/8 3/6 2/7 
Sll 4/5 3/5 3/4 
Circle 512 10/10 1/9 0/1 
(Dl) S13 10/10 1/4 0/0 
S14 1/7 1/7 1/2 
SIS 3/9 0/5 0/0 
(C2 ) Compacted 
S16 6/7 0/7 0/2 
0/0517 5/5 0/6 
Square S18 6/6 0/8 0/1 1/1(02 ) 819 0/9 0/9 
S20 0/4 2/6 0/1 
-

d .. 
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APPENDIX H 
RATIO OF B-RE5PON5ES TO TOTAL TRAINING TRIALS 
FP-1 FP-2 FN 
51 9/40 1/22 0/39
Circle 52 11/13 0/40 0/12 
(D1) 53 10/10 1/12 0/14
54 8/12 1/25 5/40 
55 10/10 2/40 0/40 
(Cl) Distributed 
56 0/40 2/30 1/13 
57 10/10 5/40 2/18 
Square 58 10/10 3/40 9/40 
(D2) 89 10/10 7/40 2/12 
510 11/13 4/40 7/40 
511 19/40 9/40 5/40 
Circle 812 10/10 1/13 0/12 
(D1) 813 10/10 3/12 0/10 
814 2/40 1/15 1/14 
815 4/11 0/30 0/10 
(C2) Compacted 
816 16/20 0/15 1/40 
517 6/39 2/37 0/10 
Square 518 10/14 0/13 1/11 
(D2 ) 519 1/11 0/11 1/17 
520 0/19 3/26 1/12 
J _
 
