The Kawasaki identity ͑KI͒ and the Jarzynski equality ͑JE͒ are important nonequilibrium relations. Both of these relations take the form of an ensemble average of an exponential function and can exhibit convergence problems when the average of the exponent differs greatly from the log of the average of the exponential function. In this work, we re-express these relations so that only selected regions need to be evaluated in an attempt to avoid these convergence issues. In the context of measuring free energies, we compare our method to the JE and the literature standard approach, the maximum likelihood estimator ͑MLE͒, and show that in a system with asymmetric work distributions it can perform as well as the MLE. For the KI, we derive an analog to the MLE to compare with our relation and show that these two new relations improve on the KI and are complimentary to each other.
I. INTRODUCTION
The dissipation function ⍀ is an important property in the study of nonequilibrium systems. It has attracted considerable interest because its integral can be shown to be related to the spontaneous entropy production in the linear regime for field-driven flow 1 and it quantifies the relaxation of a system after a nonequilibrium perturbation. [2] [3] [4] Its time integral ⍀ t ͑⌫͑0͒ , t͒ = ͐ 0 t ⍀͑s͒ds can be defined as the logarithm of the probability of observing a trajectory and its reverse ⍀ t ͑⌫͑0͒,t͒ = ln
where f 1 ͑⌫͑t͒͒ is the phase space density at ⌫͑t͒ measured according to the distribution f 1 , dV͑⌫͑0͒͒ is an infinitesimal volume of phase space centered on ⌫͑0͒, and dV͑⌫͑t͒͒ is the volume of the bundle of trajectories originating in dV͑⌫͑0͒͒ after it has evolved over time t. Note that we assume that the system dynamics are deterministic. [5] [6] [7] The dissipation function is only defined for ⌫͑0͒ for which f 1 ͑⌫͑t͒͒ is nonzero, which will depend on the initial distribution f 1 and the dynamics over time t. The Kawasaki identity ͑KI͒, also referred to as the nonequilibrium partition identity, Kawasaki normalization factor, Kawasaki function, and integral fluctuation theorem, states that for a system where the dissipation function is defined for all trajectories, the ensemble average of the negative exponential of ⍀ t ͑⌫͑0͒ , t͒ is unity 8 ͗e −⍀ t ͑⌫͑0͒,t͒ ͘ = 1. ͑2͒
Here the ensemble average is over the distribution f 1 ͑⌫͑0͒͒. This relation was first derived for Hamiltonian systems by Yamada and Kawasaki in 1967 9 and for the thermostatted dynamical systems by Morriss and Evans in 1984. 10 Due to the poor statistical convergence of Eq. ͑2͒, however, debate about the validity of this expression for thermostatted systems continued until 1995 ͑Ref. 11͒ and experimental verification was finally provided almost a decade later. 12 The Jarzynski equality ͑JE͒ enables calculation of the free energy difference between two states that both have canonical distribution functions. The Hamiltonian of the system is changed parametrically with time H͑⌫͑t͒ , ͑t͒͒, and the work W t ͑⌫͑0͒ , ͒ is measured along these nonequilibrium pathways for a period t, starting at ⌫͑0͒. 13 For a thermostatted system, the work can be defined as The KI ͓Eq. ͑2͔͒ and the JE ͓Eq. ͑5͔͒ measure the properties of a system in terms of the average of an exponential function. Both of these relations are of critical importance to understanding the behavior of nonequilibrium thermodynamic systems. 16 The JE enables the calculation of free energy differences without having to carry out changes in a reversible manner. The KI is useful as a check on the behavior of the dissipation function and it can be used as a diagnostic tool in simulations and experimental design and calibration. This is due to its extreme sensitivity to errors in the dissipation measurement caused by either a mismatch between the model used to derive the dissipation and the experiment or errors in experimental measurement. 12 When the JE is defined in terms of the dissipative work W t d = W t ͑⌫͑0͒ , ͒ − ⌬F, relations ͑2͒ and ͑5͒ are extremely similar in form and they exhibit similar behaviors. Although both of these relations have been demonstrated in numerous systems, [17] [18] [19] [20] the fact that they rely on determining the average of an exponential function using a finite set of data can cause significant problems in their application. 
II. IMPROVING ON EXPONENTIAL SAMPLING
The obvious solution to fixing sampling problems is to take more samples. However, for many systems this is not possible. Even when possible, the convergence of Eqs. ͑2͒ or ͑5͒ require that rare events are observed and in the meantime the average will not change greatly. Thus, not only can convergence be slow, but it can appear that the average has converged when it has an incorrect value. In the case of the JE where the free energy is not known, it will be difficult to determine when convergence to the correct value has been achieved. This has been particularly well studied for the KI, where the correct result is always known, with a number of simulations showing the KI average going to zero as the average dissipation increased because the negative values required to lift the average over one were rarely sampled. 11 We will therefore focus on methods that improve the results of an existing set of data.
Underlying the KI is the fluctuation theorem ͑FT͒ which relates the probability of observing positive values of the dissipation function to negative values via an exponential function 2, 21 
where P͑⍀ t ͑⌫͑0͒ , t͒ = A͒ · dA is the probability that ⍀ t ͑⌫͑0͒ , t͒ takes on a value A Ϯ dA. This relation defines the fundamental behavior of nonequilibrium systems. The KI can be derived from the FT by integration, although it is important to note that while the FT implies the KI, the reverse is not true. Therefore, the KI is a useful indicator that the FT is obeyed for a system, though it is possible to construct distributions for which the KI is true, whereas the FT is not. 22 We can express the KI in terms of this probability
In this form we can also see that given an arbitrary probability distribution with independent error bars ⌬P͑⍀ t ͑⌫͑0͒ , t͒ = A͒, the error in the integrand is e −A ⌬P͑⍀ t ͑⌫͑0͒ , t͒ = A͒. Thus, values of ⍀ t ͑⌫͑0͒ , t͒ that are large and negative will contribute greatly to the error, even if the error bars ⌬P͑⍀ t ͑⌫͑0͒ , t͒ = A͒ are quite small. In order to address this issue, we use Eq. ͑7͒ to substitute for the argument of the integral when ⍀ t ͑⌫͑0͒ , t͒ is negative. We then get the positive range Kawasaki identity ͑PRKI͒
In Eq. ͑9͒, the negative trajectories can be thought of as being inferred from the better sampled positive range, scaled by the proportion of negative trajectories. Now the error in the integrand becomes ͑1+e −A ͒⌬P͑⍀ t ͑⌫͑0͒ , t͒ = A͒ Ͻ 2⌬P͑⍀ t ͑⌫͑0͒ , t͒ = A͒, effectively trading exponential magnification of the uncertainties of the negative trajectories for a small constant magnification in the uncertainty in evaluating the positive trajectory.
For a set of N trajectories of length t, the KI is evaluated as
where ⍀ i is the integral of the dissipation function along the ith trajectory and the PRKI as
where in Eq. ͑11͒ the sum is over the N + trajectories for which ⍀ i Ͼ 0. While we refer to this expression as the "positive range" expression, all the data are being used in its evaluation because the negative trajectories are counted in evaluation of N and ensure that only positive distributions consistent with the KI will average to 1.
Measuring free energy differences is a fundamental activity in chemistry and physics and it is unsurprising that a variety of methods would be developed to try to maximize accuracy. Of these methods, the current standard in the literature is the maximum likelihood estimator method ͑MLE͒. 23, 24 The origin of the MLE actually predates the JE: in the 1970s, Bennett developed an iterative approach for measuring the free energies of systems with instantaneous switching between states, known as the Bennett acceptance ratio ͑BAR͒. 25 To adapt the BAR to systems with finite time work paths, we first need the Crooks relation ͑CR͒. Just as the FT ͓Eq. ͑7͔͒ can be used to derive the KI, the CR is a fluctuation relation that can be used to derive the JE. 26 The CR connects the distribution of work going from system state "1" to system state "2" ͑following a "forward" proto-col͒ to the distribution of work going from system state 2 to system state 1 ͑following the "reverse" protocol͒ via the free energy difference between the two 27
where P 1 ͑W t,1→2 = A͒ · dA is the probability with respect to the distribution P 1 ͑W t ͑⌫͑0͒ , ͒͒ that the work has value A Ϯ dA when the Hamiltonian is changed according to the forward protocol, and P 2 ͑W t,2→1 =−A͒ · dA is the probability with respect to the distribution P 2 ͑W t ͑⌫͑0͒ , ͒͒ that the work has value −A Ϯ dA when the change is carried out according to the reverse protocol. The MLE is an iterative method that weights the measurements to remove statistical bias and minimize the subsequent variance [28] [29] [30] [31] 
It has the same form as the BAR, except that the work paths are evaluated over a finite time transition. While the original derivation of this relation applied Bennett's method to the CR, 27 Shirts et al. 28 demonstrated that this form could be derived using a maximum likelihood approach instead. As the MLE, the system is expected to be asymptotically unbiased ͑that is unbiased at infinite samples͒ and to have the lowest variance of any asymptotically unbiased estimator. 28 It is clear that the problems associated with rarely observed trajectories having a large contribution to the sums is removed in this case. If W 1→2 is large and positive or large and negative, the contribution to the sum on the right hand side is small. The same holds for the left hand side. The disadvantage of this relationship, compared to the JE, is that both the forward and reverse paths have to be sampled and that it requires an iterative scheme for its evaluation. To minimize the cost of the iterative process, the JE is used to generate a good initial estimate of the free energy.
The similarity of the JE and CR to the KI and FT suggests that taking a limited range approach might be employed to try to improve free energy measurements. The CR is subtly different from the FT in that it connects two different work distributions, while the FT relates the two sides of the same distribution together. The second distribution disappears from the average in the JE because the probability is normalized over the range ͑−ϱ , ϱ͒. When taking a limited range, however, such as when we truncate the JE as we truncated the KI, the probability over that range in the other distribution does not normalize
We refer to this as the truncated range JE ͑TRJE͒. Choosing an appropriate range for this relation requires balancing the probabilities and weightings in the two distributions. The analogous range to the PRKI ͓⌬F , ϱ͒ is the obvious choice for comparison purposes. In a real system, however, the aim of this relation is to estimate the free energy without a priori knowledge. To solve this problem, the JE can be used to provide the lower bound. 32 For a set of N 1→2 samples obtained using a forward protocol and N 2→1 samples taken using a reverse protocol, we can write
Here W 1→2,i is the work done along the ith trajectory of length t when the forward protocol is followed and N 1→2 + is the number of those trajectories for which ͑W 1→2,i − ⌬F 1→2 ͒ Ͼ 0, and N 2→1 − is the number of trajectories for which ͑W 2→1,i + ⌬F 1→2 ͒ Ͻ 0 when the reverse protocol is followed. It is important to note that for distributions TRJE with few samples or large deviations of the average work from the free energy, it is possible that N 2→1 − = 0 and in this situation the TRJE will fail.
Since the partial range method can be applied from the KI to the JE, it is of interest to determine if the MLE can be applied from the JE to the KI. The MLE is derived from the CR by Shirts et al., 28 and using this approach we can derive an expression that, like the KI, should have a value equal to 1 if the system obeys the FT, but has better sampling properties ͑see Appendix͒
where the sums are carried out over the positive and negative parts of the distribution. We will assess this method ͑the ratio method͒ against the KI and PRKI in this paper. It is important to note, however, that this expression is only defined when both sides of the distribution are sampled, and therefore cannot be used in the extreme situation where there are no negative trajectories sampled.
III. SIMULATIONS AND RESULTS
To test the relative convergence of these various relations, it is necessary to test a distribution that both obeys the relation and can have its average adjusted to bias the sampling. A Gaussian distribution of the dissipation function with variance equal to twice the mean ͑ 2 =2͒ will satisfy the KI and FT. As the mean increases for this system, the relative standard deviation decreases and fewer negative samples will be observed. The normal distribution was generated with ran1 quasirandom number generator from numerical recipes and the Box-Muller transformation. 33 In Fig. 1 , we plot the average and standard deviation of 1000 independent sets of data for the KI, PRKI, and the ratio method against the number of trajectories for a data set with a mean dissipation of 5. By averaging over multiple runs we can show how the spread of data converges toward the correct value. Note that the KI was plotted on different scales because of the large errors associated with it. From these results, we can see that the PRKI is most likely to generate a value that is close to 1 for a data set that obeys the fluctuation theorem and the KI is the least likely. It is worth noting that the large standard deviation in the KI is due to extreme positive values as the function is bounded by 0.
In Fig. 1͑d͒ , a convergence plot of a single run is shown under the same conditions. The jumps/discontinuities in the KI convergence are caused by sampling negative events that significantly increase the average. Both other approaches are largely free of these discontinuities; however, the ratio method does not produce an estimate until a negative trajectory is sampled and is considerably noisier than the PRKI. This difference in convergence behavior makes the PRKI and the ratio methods preferable, as they do not exhibit misleading convergence with the number of trajectories that the KI does.
In the past, the KI has been used to demonstrate that the correct equipment parameters and model have been used in calculation of ⍀ in experiments. It is therefore not enough that these relations converge when the FT is obeyed, but they also need to fail when the FT fails. If we change the ratio between the variance and the mean, we can test these expressions where the FT is not obeyed and we expect these relations to converge to a value other than 1. In Figs. 2͑a͒ and 2͑b͒, we plot the three expressions against a number of trajectories for a Gaussian distribution with a mean of 5, a variance equal to the mean, and a variance four times the mean. These systems do not obey the FT, and therefore none of the relations should converge to 1. If we calculate the theoretical values for the ensemble average of the KI for these two distributions, we arrive at KI= 0.0821 and KI = 148, in good agreement with our numerical results and significantly different from the value of 1 expected for a system obeying the FT. The ratio method also diverges from 1, though not as strongly and in the opposite direction. The PRKI converges rapidly however to a value very close to 1. If we consider other means ͓Fig. 2͑c͔͒, we find that the PRKI approaches 1 as the mean increases and the variance decreases. This is unsurprising, for systems with large means but small variances, ͐ 0 ϱ exp͑−⍀ t ͑⌫͑0͒ , t͒͒dA → 0, and this expression will be dominated by the constant, regardless of the distribution of the dissipation function. It is important to note that the PRKI does not actually converge to 1 in this situation, just that the value to which the PRKI converges can be very close to 1. We find that the most successful method for evaluating extreme distributions is the least sensitive at identifying when distributions do not obey the FT. Failure of the PRKI to produce a value of 1 indicates that the FT is not obeyed, but a value close to 1 will be ambiguous if the mean of the distribution is large and the number of negative samples is small. From these results, we have two important parameters to consider when choosing the best KI estimator: the size of the sample and the distribution of the samples of the dissipation. All three approaches work well with a large sample size and a distribution of the dissipation function with a high probability of observing negative trajectories. As the number of samples shrinks, the relative accuracy of the three relations from the PRKI ͑most accurate͒ to the KI becomes more important. As the distribution becomes more positive, the Average over 1000 sets of data for the dissipation against number of trajectories in each set with standard deviation error bars for the KI, PRKI, and ratio method for the Gaussian system with = 5. All three methods have a distribution around the expected value of 1; however, the KI has the widest distribution, and the PRKI the narrowest for any sample size. In ͑d͒, a single run is plotted as an example for the KI, PRKI, and the ratio method. The gentle convergence followed by a discontinuous jump is a characteristic behavior of the KI. accuracy of the KI and the sensitivity of the PRKI are both impaired, while the ratio method works consistently. In summary, when testing whether a system obeys the KI, the PRKI is the fastest method ͑by number of samples͒, but is prone to false positives, the KI converges slowly and is prone to false negatives, and the ratio method falls between the two. Any function that obeys the FT can be turned into two distributions that obey the CR by adding and subtracting the free energy ͑xЈ = x Ϯ⌬F͒ and we can therefore test the various work relations using a direct analog to the Gaussian system. This system is symmetric in the forward and reverse directions, while the distributions of work in most systems is asymmetric, and in some systems can even be disjoint. We will therefore test an additional pair of distributions based on the capture experiment. 12 In this system a simple harmonic oscillator subject to thermal noise has its spring constant changed discontinuously. This gives a work function of
where k 0− is the initial spring constant, k 0+ is the final spring constant, and where r is the oscillator position which is a Gaussian distributed variable dependent on k 0− . This system is studied because it can be generated from a set of Gaussian random variables and has a known free energy difference,
Since the free energy difference is known for these two systems, the TRJE can be tested using either the actual free energy or the JE estimate as the lower bound of evaluation: we label the TRJE with lower bound of the free energy as TRJE1 and the TRJE with lower bound of the JE estimate as TRJE2. In Fig. 3 , the average over a 1000 independent sets of work of the JE, TRJE1, TRJE2, and MLE are plotted against the number of work trajectories in each set for a Gaussian system with ⌬F = 2 and = 7. The MLE performs significantly better than any of the other relations, with both the average and the variance of the estimates converging to the correct value, while the TRJEs improve on the JE. In Fig.  3͑c͒ , the free energy estimates of the JE, TRJE1, TRJE2, and MLE against the number of trajectories for a single run of the Gaussian system are presented. The most notable aspect of the MLE is how smooth its convergence is relative to the other relations. The discontinuous jumps seen in the other methods are almost completely smoothed out for the smaller free energy difference and have little effect on the average at large differences. Also of note is TRJE2, which follows the JE until approximately N = 50; this represents the TRJE not being able to be evaluated using the JE as the lower bound due to no samples being present in the reverse range.
In Fig. 4͑a͒ , the same estimates are plotted for the capture system with k 0− =1, ⌬F = 2, evaluated in the forward ͑positive free energy difference͒ direction, and in Fig. 4͑b͒ the estimates in the reverse direction are plotted. For the same free energy difference as in our Gaussian system, the performance of the MLE for the capture system is significantly different. Instead of immediate convergence, there is now a noticeable slope toward the correct value with a number of samples. For the JE, the forward direction converges significantly better than the reverse direction and significantly better than either of the TRJE estimators in the forward direction. In contrast, the reverse direction TRJE results When we plot the standard deviations around the averages for the MLE and TRJE1, we see that the MLE estimates are generally closer to the correct value of the free energy than the TRJE1 results. For a single set of data, the MLE converges most smoothly, while the JE is prone to discontinuities in convergence. FIG. 4. Free energy estimates for 1000 sets of work separated by the distribution of works that is exponentially weighted ͑positive, negative͒ and 1000 sets of work with the standard deviation plotted as error lines ͑standard deviation͒ for the JE ͑red -͒, TRJE1 ͑⌬F lower bound, magenta¯͒, TRJE2 ͑JE lower bound, orange ·−·͒, and MLE ͑blue --͒ for the capture system with k 0− = 1 and ⌬F = 2. Note that while the JE performs better in the positive direction, the TRJE performs better in the negative direction and comparably to the MLE. When we compare variance as well as average of the estimators, we see that the TRJE is comparable in spread to the MLE as well as convergence.
are significantly better than the forward results and converge comparably to the MLE. This is due to the nature of the distributions. The error in the JE is caused by poorly sampled events lower than the free energy difference. In the forward distribution ͓Fig. 5͑a͔͒, the low value tail is zero bounded and well sampled, while in the reverse direction ͓Fig. 5͑b͔͒, the values lower than the free energy are sampled orders of magnitude less then those values above the free energy. In contrast, the error in the TRJE has two sources: the accuracy of sampling of the values greater than the free energy in the primary direction and the accuracy of sampling of the values lower than the free energy in the opposite direction. Here the zero bound benefits the reverse orientation. When we compare the variance of the MLE and TRJE1, we see that for very small numbers of samples ͑approximately ten͒, the spread of TREJ1 estimates is significantly smaller than that of the MLE, while for most of the run the variances are very similar with the MLE giving a marginally better spread of estimates. Figures 3 and 4 show that the MLE consistently performs the best of the relations and the JE the worst. The performance of the TRJE relative to the MLE is of the most interest, however. In the capture system, the TRJE was comparable in performance to the MLE, as the performance of the former improved over the symmetric system, and the performance of the later was worse. The TRJE performed significantly better than the JE in both of these systems, however. This suggests that the TRJE may be useful in a wide variety of systems, either as a check on the MLE or, in certain systems where the MLE performs poorly, a replacement.
The various fluctuation relations, the FT, CR, JE, and KI are fundamentally connected through their exponential weighting. This means that a method developed for use with one argument can be easily ported over to the other. This is demonstrated by our application of the MLE to evaluating the KI and our development of a novel approach to measure both these relations by giving samples in certain ranges no weighting in the average. We also showed that while the usual goal of simulations or experiments is to get as much data as possible to evaluate a relation, careful but mathematically rigorous weighting of data, particularly in heavily weighted distributions, can drastically improve results.
Indeed while the MLE and ratio method generally perform well, our results suggest that our truncated range methods can provide excellent performance in certain types of systems.
APPENDIX: DERIVATION OF RATIO METHOD
Following from the derivation of the MLE from the CR by Shirts et al., 28 we can define the conditional probability P͑+ ͉͉A͉͒ as the probability that a measured trajectory is positive given a dissipation of ͉A͉ and P͑− ͉͉A͉͒ as the probability that a measured trajectory was negative given a dissipation ͉A͉. The ratio of these conditional probabilities is the same as the ratio in the KI P͑⍀ t ͑⌫͑0͒,t͒ = A͒ P͑⍀ t ͑⌫͑0͒,t͒ = − A͒ = P͑+ ͉͉A͉͒ P͑− ͉͉A͉͒ , ͑A1͒
but has the additional useful property that P͑+ ͉͉A͉͒ + P͑− ͉͉A͉͒ = 1. We can therefore substitute into Eq. ͑2͒ and rearrange to get .
͑A4͒
If we finally substitute the appropriate dissipation term ⍀ for A in this expression, and rearrange as a ratio, we get Eq. ͑17͒, an expression that is true ͑equal to 1͒ when the distribution of measured dissipations is most likely to obey the fluctuation theorem ͑have ⌬f =0͒. 6 work values total, bin size 0.25͒. Note that both the forward and reverse distributions are bounded by zero and disjoint and that this causes the negative work distribution to be significantly more compact than the forward work distribution.
