The use of robust regression has gained popularity among applied econometricians. Unfortunately, most practitioners who have used these estimators seem to be unaware of the fact that their properties can be dramatically affected by both heteroskedasticity and skewness of the errors. In this paper we reconsider the interpretation of a specific robust regression estimator that has become popular in applied econometrics, and conclude that its use in this context cannot be generally recommended. Alternatively, quantile and mode regression could be used when the researcher wants to estimate conditional location functions that are robust to the presence of outliers.
INTRODUCTION
The expression "robust regression" denotes a set of estimation techniques that are less sensitive than ordinary least squares (OLS) to the effect of possible influential observations. The main argument invoked to justify the use of robust regression is that it provides efficiency gains in the presence of errors with heavy-tailed distributions. 1 In its various forms, robust regression has a well established tradition in statistics (see, e.g., Huber, 1981; Hampel, Ronchetti, Rousseeuw and Stahel, 1986; Rousseeuw and Leroy, 1987, and Maronna, Martin and Yohai, 2006) . However, apart from median regression and quantile regression in general (Koenker and Bassett, 1978) , robust regression was slow to gain popularity in economics and econometrics, and it is not covered in leading modern econometric textbooks. 2 Nevertheless, over the past decade, a form of robust regression based on Huber's (1964) M-estimator was made available in popular software packages 3 and has been frequently used both in leading research publications and in industry. 4 The particular version of this estimator that has become popular in applied econometrics is based on 1 For example, in an often-cited book, Hamilton (2008, p. 253) states: "Robust regression methods aim to achieve almost the efficiency of OLS with ideal data and substantially better-than-OLS efficiency in non-ideal (for example, nonnormal errors) situations". 2 A rare exception is Peracchi (2001) . 3 This robust regression estimator is available, for example, in Stata via the command rreg (StataCorp., 2009 ), in SAS via PROC ROBUSTREG (SAS Institute Inc., 2008 , in R and S-PLUS via rlm (Venables and Ripley, 2002) and rreg (Heiberger and Becker, 1992) , and in Matlab via robustfit (Mathworks, 2008) . 4 For examples of top academic publications using this M-estimator see, among many others, Alpizar, Carlsson and Johansson-Stenman (2008) , Andersen and Aslaksen (2008) , Baker and Hall (2004) , Chan, Godby, Mestelman and Muller (2002) , Crinò (2010) , Croxson, Propper and Perkins (2001) , Currie and Fahr (2004) , Deschênes and Greenstone (2007) , Freund and Bolaky (2008) , Lang and Kahn (1998) , Rogers (2008) , and Strömberg (2004) . The recent merger appraisals of Ryanair/Aer Lingus and StatoilHydro/ConocoPhillips (European Commission, 2007 and are examples of the use of this estimator in industry. Baldauf advised Ryanair and StatoilHydro and Santos Silva provided economic advice to StatoilHydro.
the algorithm proposed by Li (1985) , which is an iteratively reweighted least squares algorithm using biweights (Beaton and Tukey, 1974) .
However, perhaps because of the lack of appropriate references on its use in econometrics, most practitioners who have used this estimator seem to be unaware of the fact that its properties depend on strong assumptions about the symmetry and homoskedasticity of the errors, and justify its use with misleading claims about its advantages.
In this paper we discuss the interpretation of the specific robust M-estimator that has become popular in applied econometrics, henceforth termed BWM-estimator, 5 and give the conditions required for it to be consistent for the parameters of the conditional mean. In particular, we emphasize that in the presence of skewed heteroskedastic errors this M-estimator will be inconsistent for these parameters and note that its efficiency can be severely affected by heteroskedasticity. Although we focus on the BWM-estimator, our results extend to other robust regression estimators as it is illustrated both in the simulations and in the empirical application we present.
The paper is organized as follows. In the next section we describe in detail the version of Huber's (1964) M-estimator that has been used in applied econometrics, and discuss its interpretation. Section 3 presents the results of simulation studies illustrating the pitfalls of using robust regression estimators when the errors are heteroskedastic and/or skewed. Section 4 revisits the study of Strömberg (2004) on the relation between mass media and public spending, and illustrates the importance of defining the location measure of interest and using a suitable estimator for it. Finally, Section 5 presents brief concluding remarks. 5 We use this terminology in reference to the use of biweights and to distinguish this particular estimator from other M-estimators.
THE M-ESTIMATOR

Set-up and notation
We consider the problem of estimating a regression model of the form
where y i is a scalar, x i and β are k dimensional vectors with k < n, and ε i is a random disturbance.
Part of the difficulty in interpreting the results obtained with robust regression estimators is that the authors are often vague about the properties of the error term and, consequently, about what location function of the conditional distribution of y is being estimated.
For example, in his seminal contributions, Huber (1973 Huber ( , 1981 just states that the errors are independent with approximately identical distributions. However, Huber (1973, p. 800) adds that the desired estimate of β "will in some sense generalize a robust alternative to the sample mean," suggesting that x 0 i β = E(y i ), for fixed regressors, or x 0 i β = E(y i |x i ), for random regressors. When further assumptions are made about the errors, it is typically added that they are identically distributed with E(ε i ) = 0 (see, among others, Li, 1985, and Wu, 1985) , confirming the idea that the objective is to make the usual mean regression more robust.
More rarely, it is additionally assumed that ε i has a symmetric distribution (e.g., Hogg, 1979 , Hampel et al., 1986 . In this case, typically, there is no difficulty in interpreting the robust regression estimator because the location functions estimated by these methods coincide with the mean. However, the symmetry assumption is not explicitly mentioned in any of the empirical applications of this estimator that we came across.
Because in economic applications it is generally more appropriate to treat the regressors as random, we will assume that x 0 i β is the conditional expectation of y i given x i , and consequently E(ε i |x i ) = 0.
Following Huber (1973) , a M-estimator of β is defined aŝ
where δ is a scale parameter, and ρ (·) is an even function that is non-decreasing in the positive half-line. Generally speaking,β will be an estimate of the parameters of some location function of the conditional distribution of y given x and its properties will naturally depend of the particular form of ρ (·) that is adopted. For example, it is well known that OLS and least absolute deviations are special cases of (1) that estimate the conditional mean and median, respectively.
The choice of ρ (·) is often based on robustness and computational considerations (see, e.g., Li, 1985) . However, it is clear that different choices of ρ (·) will affect not only the efficiency of the estimator and the convergence properties of the algorithm used in the minimization of the objective function (see, e.g., Li, 1985) , but, more importantly, the interpretation of the estimates. Consequently, in order to be able to interpret the robust regression results that have appeared in the literature, it is now important to study in detail the particular algorithm used to compute them.
Li's algorithm
The algorithm described in Li (1985, pp. 335-6) has been used in virtually all econometric applications of the M-estimator. This algorithm starts with an OLS regression and proceeds with a set of iterations using weighted least squares regressions. These iterations use Huber (1964) weights of the form
where c H is a tuning constant and s is proportional to the median absolute deviation defined as mad = med
, where b is evaluated at the current estimate of β. 6 The purpose of this first set of iterations is just to find suitable starting values for the minimization of the objective function of interest.
After convergence with the first set of weights is achieved, a new set of iterations is performed, this time using biweights (Beaton and Tukey, 1974 ) of the form
where c B is a new tuning constant and s is defined as before. 7 The use of this reweighted least squares algorithm with biweights is equivalent to finding the vector b that minimizes the objective function
where I [e] is the indicator function for event e (see Li, 1985, p. 293 ).
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To gain further insight into this estimator, it is interesting to notice that minimizing (3) is equivalent to maximizing
e.g., Wand and Jones, 1995 Mode regression has been pioneered by Lee (1989 and 1993) and the estimator defined by (3) can be seen as a member of the family of mode regression estimators based on smooth kernels described in Lee and Kim (1998, pp. 214-5) . Indeed, Lee and Kim (1998) explicitly consider the mode regression estimator based on the objective function of Andrews' (Andrews, Bickel, Hampel, Huber, Rogers, and Tukey, 1972) cosine M-estimator, and mention that the same approach can be used with related objective functions, such as the quartic (or biweight) kernel (see, e.g., Wand and Jones, 1995) .
More generally, although that does not seem to have been recognized in the literature on robust regression, (1) can define a mode-regression estimator when the distribution of the errors ε i has some degree of symmetry and ρ (·) = a 1 − a 2 K (·), where a 1 and a 2 > 0 are constants and K (·) is a kernel function such that R K (z) dz = 1 and
The link between mode regression and the M-estimator defined by (3) is convenient because the conditions for it to be consistent for the parameters of the conditional mean can be explicitly found in the results given by Lee (1989 Lee ( , 1993 ).
Properties of the M-estimator based on biweights
As in Lee (1989 Lee ( , 1993 , the BWM-estimator suggested by Li (1985) treats δ as a fixed parameter. That is, δ is not allowed to depend on the sample size and its choice depends on the researcher's preferences with respect to the trade-off between efficiency and robustness.
For fixed δ, the sufficient conditions for the estimator based on (3) to be consistent for the parameters of the conditional expectation of y i given x i are as follows (see Lee, 1989 Lee, , 1993 , for further details):
A1: The conditional density of ε i is strictly unimodal with a finite mode at zero; A2: Either of the following conditions holds:
(a) the conditional density of ε i is symmetric around zero; 9 (b) ε i is statistically independent of x i .
Given A1, assumption A2 (a) is enough to ensure the consistent estimation of all parameters of the conditional expectation. Assumption A2 (b) only ensures the consistent estimation of the slope parameters (Lee, 1989) , but the inconsistency of the intercept estimator is generally only a minor nuisance.
What A2 makes clear, however, is that under asymmetry consistent estimation of the slope parameters requires the statistical independence of ε i and x i , which rules out, for example, heteroskedasticity. Therefore, while A1 is possibly acceptable for most practitioners, A2 is clearly too strong to be generally accepted in econometric applications. Indeed, the ubiquitous use of the Eicker-White standard errors (Eicker, 1963 , 1967 , White, 1980 suggests that in many applications the researcher is not willing to assume homoskedasticity. Moreover, the fact that in most econometric problems the variate of interest is non-negative suggests that skewness is also pervasive in this kind of applications. The widespread practice of logging the dependent variable can be seen as evidence that researchers often try to partially eliminate the skewness of the data. Of course, taking logs of the dependent variable not only makes it difficult to interpret the estimation results, but it also does not ensure that the resulting model has errors with a symmetrical distribution.
10
9 Notice that for consistent estimation of the conditional mode the conditional density of ε i only needs to be symmetric around zero up to ±δ. However, this milder condition does not ensure that the conditional mode coincides with the conditional mean and therefore it is not enough to ensure consistent estimation of the conditional expectation. 10 The work of Box and Cox (1964) is the leading reference in a vast literature on transformations of the dependent variable to achieve an approximately symmetrical distribution of the errors. In
Even if the errors are symmetrically distributed, heteroskedasticity is also likely to affect the efficiency of the BWM-estimator relative to OLS. Although we present no formal results on this, the simulation evidence in section 3 clearly illustrates this point.
A related consequence of the possible presence of heteroskedasticity is that it invalidates the estimator of the covariance matrix proposed by Street, Carroll and Ruppert (1988) , which is generally used in practice (see Croux, Dhaene and Hoorelbeke, 2003) .
Therefore, the presence of heteroskedasticity greatly reduces the attractiveness of the BWM-estimator and, when coupled with skewed errors, it is likely to have devastating consequences.
Of course, if δ is allowed to go to zero as the sample size passes to infinity, the properties of the BWM-estimator based on (3) are very different. In this case, under suitable regularity conditions, it can be shown that the estimator is consistent for the conditional mode of y i given x i , even if the errors are skewed and heteroskedastic (see Kemp and Santos Silva, 2010) . However, it is important to note that, although of interest in itself, the conditional mode does not generally coincide with the conditional mean and has very different properties. 
SIMULATION EVIDENCE
In this section, we perform two simulation studies to illustrate the performance of robust regression estimators when the errors of the regression model are heteroskedastic and/or skewed. The first set of experiments considers in detail the relative performance of the OLS and the BWM-estimator. The second set of experiments illustrates that the sensitivity of the BWM-estimator to skewness and heteroskedasticity extends to other robust regression estimators.
spite of this, skewness is rarely mentioned in econometric applications because it has little effect on the properties of the OLS estimator. 11 For instance, the mean of a population can be obtained as the weighted average of the means of sub-populations, but the same is not true for the mode.
Simulation design
The design of the experiments is inspired by the classic study of Arabmazar and Schmidt (1981) . In particular, data are generated by the model
where x i is a Bernoulli random variable with Pr (x i = 0) = p, ε i is a random variable with zero mean and variance one, h is a parameter controlling the degree of heteroskedasticity, and k is set so that the population R 2 is one half. 12 Throughout, we set β 0 = β 1 = 1 and p = 0.8.
To explore the effects of heteroskedasticity, we perform simulations with h ∈ {−4/5, −2/3, 0, 2, 4}. Notice that, for g positive, the degree of heteroskedasticity is the same for h = g and h = −g/(g + 1). 13 However, the two situations are quite different in that h = g implies that the observations have the larger variance with probability 1 − p, whereas when h = −g/(g + 1) the probability of the larger variance is p. Therefore, the designs with h = g and h = −g/(g + 1) will have very different implications for the performance of the estimators.
To complete the design, it is necessary to define how ε i is generated. We consider two cases. As it is standard in the analysis of the performance of robust estimators, we conduct some experiments in which ε i is obtained from a contaminated normal.
In particular, following Tukey (1960) , we generate data such that, with probability
(1 − α), ε i is drawn from a standard normal distribution and, with probability α, it is drawn from a normal distribution with zero mean and variance 9. In our experiments we consider α ∈ {0.00, 0.01, 0.05, 0.10}. The second case we study considers errors with different degrees of asymmetry. Specifically, ε i is generated from a χ distribution, with ν ∈ {3, 6, 12, 24, 48}. 14 As mentioned above, in all experiments ε i is centred and scaled so that it has zero mean and unit variance.
For each of the designs, y i , x i and ε i were newly generated for each replication. All computations were performed using Stata (StataCorp., 2009), which has been used by most applied econometricians to implement the BWM-estimator. 
Main simulation results
We start by considering the relative performance of the OLS and the BWMestimator. Tables 1 and 2 summarize the results obtained with 100, 000 replications for each design point. To conserve space, we only report results for the more interesting parameter β 1 . Specifically, for each design point, we report the mean of the estimates of β 1 obtained with the OLS and the BWM-estimator, as well as the ratio of the variance of the OLS to that of the BWM-estimates, labelled variance ratio.
Homoskedastic errors
As expected, the results obtained with h = 0 confirm that under homoskedasticity the estimates for the slope parameter obtained with the BWM-estimator have means very close to 1, even for the heavily skewed χ 2 (3) errors. Moreover, the BWM-estimator has a smaller variance than the OLS for distributions with reasonable excess-kurtosis, i.e., for α ∈ {0.01, 0.05, 0.10} when the errors are generated as normal mixtures, and ν ∈ {3, 6, 12} when the errors have a χ 2 (ν) distribution. Therefore, under homoskedasticity, the BWM-estimator may have clear advantages over OLS and this is the sort of results that has been used to advocate its use.
However, the results obtained for h 6 = 0 paint a very different picture.
14 The coefficient of skewness for the χ 2 (ν) distribution is p 8/ν. 15 The algorithm used in Stata (StataCorp., 2009), via the command rreg, is slightly different from the one described in subsection 2.2. above in that observations with Cook's (1977) distance larger than 1 are discarded after the initial OLS estimation (see Hamilton, 2008) . However, with the particular design used in these experiments, that difference is immaterial. 
Heteroskedastic symmetrical errors
For the experiments with the contaminated normal errors, we again find that the estimates of β 1 obtained with the BWM-estimator have means very close to 1, even when h 6 = 0. However, the presence of heteroskedasticity has a detrimental effect on the performance of the BWM-estimator. For h ∈ {−4/5, −2/3}, the variance of this estimator is smaller than that of OLS only for α > 0.01, but even in these cases the gains from the BWM-estimator are now smaller than in the homoskedastic case. For positive h, however, the variance of the BWM-estimator is up to 5 times larger than that of the OLS estimator. Moreover, this advantage of the OLS is substantial even when there is noticeable excess-kurtosis. 
Heteroskedastic skewed errors
With skewed errors the consequences of the heteroskedasticity are even more dramatic. First of all, with the χ 2 (ν) errors, the variance of the BWM-estimator is larger than that of the OLS for all cases with h 6 = 0, except when h = 2 and ν = 3. Again, we find that for positive h, the variance of the BWM-estimator can be more than 5 times larger than that of OLS.
What is more serious, however, is that now the means of the BWM-estimates of β 1 are often quite different from 1. In particular, we observe that for h < 0 the estimator is biased upwards, with the reverse happening for h > 0. In this case, the bias of the BWM-estimator is particularly severe, e.g. in excess of −40% for h = 4 and ν = 3.
Even for the χ 2 (48) errors, which are almost symmetrical, the BWM-estimator can be severely biased in the presence of moderate heteroskedasticity.
Results with other robust estimators
The sensitivity of the BWM-estimator to skewness and heteroskedasticity extends to other robust estimators. This is obvious for estimators that explicitly depend on symmetry, such as the Gastwirth and trimean estimators introduced by Koenker and Bassett (1978) , and the trimmed least squares estimator of Ruppert and Carroll (1980) . However, more modern robust estimators are also sensitive to departures from the assumption of symmetric homoskedastic errors.
To illustrate this, we used the design described before to perform a small scale simulation experiment based only on 5, 000 replications, where we also studied the estimators implemented in Stata (StataCorp., 2009) by Verardi and Croux (2009) and by Jann (2010) . The additional estimators considered are an M-estimator using Huber weights as defined in (2), the S-estimator of Rousseeuw and Yohai (1987) , the MM-estimator of Yohai (1987) , and the least median of squares and least trimmed squares of Rousseeuw (1984) . 16 In the interest of space, we do not report in detail the results of these experiments, which are available on request, but provide a brief overview of our findings. For homoskedastic errors, as expected, the means of the estimates of β 1 are always very close to 1 and, again, the robust estimators can be more efficient than OLS for highkurtosis distributions. However, some robust estimators, notably the least median of squares, the least trimmed squares, and the S-estimators, are substantially less efficient that OLS for all the designs considered. With heteroskedastic symmetrical errors, the means of the estimates are again generally very close to 1, the exceptions being the S-and MM-estimators as implemented by Verardi and Croux (2009) , for which the mean of the estimates of β 1 can be as low as 0.941 when h is positive. Like in the main set of experiments, we find that the efficiency of the robust estimators is greatly affected by heteroskedasticity, especially when h is positive. For example, for h = 4 and α = 0.10, only the M-estimator using Huber weights is more efficient than the OLS. Finally, for heteroskedastic skewed errors, the mean of the estimates of β 1 is very different from 1 for all robust estimators. Specifically, the means of β 1 can be substantially above 1 for h < 0, or substantially below 1 for h > 0.
This set of results confirms that, when the distribution of the errors is skewed and heteroskedastic, the so-called robust estimators do not identify the parameters of the conditional mean. Moreover, these estimators are also inconsistent for the parameters of the conditional median and mode. For example, for χ 2 (3) errors with h = 4, the slope parameters for the conditional median and mode are 0.828 and 0.458, respectively, whereas the mean of the BWM-estimates is 0.558. Therefore, unless very strong assumptions are made about the shape of the conditional density of the variate of interest, robust estimators like the BWM-estimator do not identify the parameters of any well understood measure of central tendency, making them, at best, difficult to interpret.
RADIO'S IMPACT ON PUBLIC SPENDING REVISITED
To illustrate the critical importance of defining the location function that is of interest and of choosing an appropriate estimator for it, we revisit the recent study by Strömberg (2004) on how mass media influences policy-making and public spending. Strömberg (2004) develops an economic model that yields three testable implications: 1) government spending is higher on groups with better access to mass media, 2) government spending is higher on groups where a high percentage of people vote, and 3) turnout is higher in groups where many have access to media.
To test the first two implications of the model, Strömberg (2004) The benchmark results of Strömberg (2004) are obtained by estimating the model by OLS using a sample with data from 2492 counties.
17 Table 3 provides a brief description of the variables used; for further details on the data, including a description of the sources, see Strömberg (2004) . The first column of Table 4 replicates the benchmark estimates presented in Table II in Strömberg (2004, p. 206) . In accordance with the predictions of the model, the estimate of the coefficient associated with the log of the share of radios per household his positive and the coefficient associated with the log of voter turnout is between zero and one.
As part of the checks to assess the robustness of these results, Strömberg (2004) also estimated the model using the BWM-estimator, whose results are presented in the second column of Table 4 . Although the results obtained with the two estimators are generally close, there are a few instances where the differences are substantial, including the coefficient of one of the main variables of interest, ln (r c ), whose effect is halved when the BWM-estimator is used.
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17 The author also considers instrumental variables estimation, but focuses on the least squares results when discussing the effects of radio on spending. 18 In the interest of space, we do not report in detail the results obtained with other robust
estimators, but for completeness we note that the estimated coefficients of ln (r c ) (and corresponding t-statistics) obtained with the the M-estimator using Huber weights as defined in (2), the S-estimator of Rousseeuw and Yohai (1987) and the MS-estimator of Maronna and Yohai (2000) are, respectively, 0.082 (2.396), 0.015 (0.284), and 0.003 (0.067).
In view of the results presented before, it is interesting to investigate whether the difference between the estimates of the coefficient of ln (r c ) obtained with the two methods is the result of the OLS sensitivity to influential observations, or rather the consequence of applying the BWM-estimator in a situation where it does not identify the parameters of the conditional mean.
We start by checking whether the OLS results are critically affected by influential observations. Figure 1 displays the plot of the usual leverage indicator against the Studentized least squares residuals (see, e.g., Cook and Weisberg, 1982) . This plot shows that there are both several high leverage points and some large residuals, especially in the left tail of the distribution. However, the observations with high leverage have reasonably small residuals, and the observations with large residuals tend to have little leverage, suggesting that none of the observations is particularly influent. To confirm this, we computed the percentage change of the fitted value of ln (z c ) that would result from deleting each single observation, and reestimated the model excluding the set of five observations whose deletion would lead to changes of over 5 percent of the fitted value. The estimates for the two main parameters of interest changed by less than 7 percent (less than 0.2 of a standard error), confirming that no single observation is particularly influential. In this particular application we found that a standard test for the normality of the estimates of the coefficient of ln (r c ) in 5, 000 pair-bootstrap replicas has a p-value of 0.767. Moreover, the mean of these estimates is equal to 0.138, and its standard error is 0.037. These results are remarkably close to the OLS estimates obtained with the full sample and therefore suggest that indeed influential observations are not an issue.
Turning now to the conditions for the BWM-estimator to be consistent for the parameters of the conditional mean, we investigate the skewness and heteroskedasticity of the conditional distribution of ln (z c ). For this particular model and sample, the statistic for the non-normality-robust symmetry test of Godfrey and Orme (1991) has a value of 5.21, to which corresponds a p-value of 0.02, thus confirming the sig-nificance of the skewness revealed by Figure 1 . As for heteroskedasticity, we use the non-normality-robust version of the Breusch and Pagan (1979) test proposed by Koenker (1981) to check whether the variance of ε c depends on ln (r c ), the regressor of interest whose coefficient is more sensitive to the choice of estimator. The test statistic in this case has a value of 22.26, to which corresponds a p-value virtually equal to zero. 19 Therefore, in this particular application, there are signs of skewness and very strong heteroskedasticity, and therefore the OLS and the BWM-estimator are likely to identify measures of central tendency with different slope parameters.
The differences between the results of the OLS and BWM-estimator suggest that, even focusing only on measures of central tendency, one regression is not enough to understand the effect of radio penetration on the program expenditures. To further explore this issue, it is interesting to see how ln (r c ) and ln (t c ) affect the conditional median and the conditional mode, two measures of central tendency known for their robustness properties.
The last two columns of Table 4 display the estimation results for the conditional median and mode, respectively. 20 As noted by Strömberg (2004) , the conditional median estimates (labelled LAD in Table 4) (1) variates. 20 The conditional mode was estimated using the method described in Kemp and Santos Silva (2010) Therefore, in this application, by changing the measure of central tendency that is estimated it is possible to make the effect of ln (r c ) on spending to go all the way from positive and significant to negative and significant. This clearly illustrates that, as noted by Portnoy and Welsh (1992) , it is important to define which location function of the distribution is of interest because that determines the estimator to use, and the results obtained may depend critically on this choice. In the case of the model considered by Strömberg (2004) , the maintained assumption is that ε c is uncorrelated with the regressors, and therefore the functional of interest is either the conditional mean or a linear approximation to it. Consequently, OLS is the appropriate estimator for the parameters of the model proposed by Strömberg (2004) .
Nevertheless, even if interest is mainly focused on the mean regression results, the estimation of other location measures of the conditional distribution provided additional information that enriched our understanding of the effects of radio penetration on the distribution of funds in the program being considered. Taking into account the results of all the estimators, it appears that an increase in radio penetration does not shift the conditional distribution of spending upwards, but rather that it changes its shape in complex ways so that the mean shifts upwards, as found by Strömberg (2004) , but the mode moves in the opposite direction. Therefore, the positive effect of media access on public spending is not uniform, and the bulk of the counties may 21 Kemp and Santos Silva (2010) note that it is possible that a regressor has a positive effect in all quantiles, but a negative effect on the mode. Indeed, that seems to be the case in one of the empirical examples they consider.
not benefit at all from an increased access to media. This heterogeneous effect of information on public spending raises interesting questions and deserves additional scrutiny, both theoretical and empirical. That endeavour is, however, beyond the scope of this paper.
CONCLUDING REMARKS
The BWM-estimator has a long and well justified tradition of successful application in different areas of statistics. However, this is no guarantee that this particular estimator can also be generally useful in econometrics. On the contrary, the results presented in Sections 3 and 4 show that, in typical econometric problems, the BWMestimates are difficult to interpret and can be very misleading. Therefore, the use of the BWM-estimator in econometrics cannot be generally recommended, and it certainly should not be used as an alternative to OLS. This is perhaps why most modern textbooks in econometrics completely ignore the BWM-estimator. However, by ignoring it, these textbooks also fail to alert potential users to the pitfalls of this estimator in econometric applications. This lack of information on the potential drawbacks of the estimator, coupled with the attractive "robustness" label that is often attached to it and with its ready availability in popular software packages, helps to understand the recent rise in popularity of the BWM-estimator among applied econometricians.
It is, however, important to recall that the BWM-estimator was introduced at a time when there were no robust alternatives to least squares estimators. Given that in practice the presence of outliers is often a source of concern, these estimators were a very welcomed step in the long path towards the development of estimators for location measures that are less sensitive to the presence of atypical observations. The main limitation of this approach, however, is that it tries to obtain a robust estimator of the mean which, by definition, is not itself a "robust" location function. Consequently, the so-called robust regression methods are only valid under very stringent conditions. The natural next step in this path was the development of estimators for conditional location functions that are intrinsically robust, like the quantiles (Koenker and Bassett, 1978) and the mode (Lee, 1989 , 1993 , and Kemp and Santos Silva, 2010 .
These estimators combine the desired robustness to the presence of outliers with both a clear interpretation and validity under mild distributional assumptions. Moreover, as illustrated in Section 4, they also provide important informational gains in many contexts.
Therefore, practitioners have at their disposal appropriate tools to perform regression analysis when they want to shield their results from the effects of possible outliers.
Indeed, both median and mode regression are consistent for the parameters of the conditional mean when the BWM-estimator is valid, and they continue to be consistent for interesting and clearly interpretable sets of parameters when the BWM-estimator is invalid. In view of this, it is recommended that practitioners should consider using both quantile and mode regression when the information provided by the standard OLS is somehow deemed inappropriate or insufficient.
