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where the potential V has a unique strict global maximum at a point, that we can take as the origin, and a singular set. More precisely, we assume that
S is a closed subset of R _ 0 such that R _ S is path-con-Ž N . nected and the fundamental group G s R _ S, 0 is nontrivial; Ž . The simplest example of a singular set satisfying S0 is given by a point Ž .
2 Ž . or a compact contractible set in R . In this case the equation HS describes the relative motion of a system of two particles which interact Ž . < < y ␣ each with the other according to a potential V x , x ; y x y x , for 1 2 1 2 < < x yx small, with ␣ G 2.
1 2 Ž . In the classical N-body problem, with potential of the type V x , . . . , x 1 N < < y ␣ Ž 3 . Ž ; y Ý x y x x , . . . , x g R , the singular set for V i.e., the set i-j i j 1 N . Ž . of collisions is a finite union of affine spaces and also satisfies S0 .
Ž . Ž . Assumptions V3 and V4 concern the local behavior of V respectively Ž . near the singular set and at infinity. In particular, V3 is the strong-force w x Ž . condition introduced by Gordon Go . It governs the rate at which V x ª Ž . ␣ Ž . yϱ as x ª S and holds, for example, provided lim sup dist x, S V x xªS Ž . Ž . -0 for some ␣ G 2. Similarly, with V4 we allow V x to go to 0 as < < Ž . x ªϱ, xfS, although at a slow enough rate. Condition V4 is satisfied < < ␤ Ž . Ž x when lim x V x s 0 for some ␤ g 0, 2 .
< x < ªϱ, x f S Ž . By V2 the origin is an unstable equilibrium. Let us note that no hypothesis is made on the behavior of V in a neighborhood of 0.
In this work we will investigate the existence of homoclinic orbits to 0, 2 Ž N . Ž . Ž. i.e. functions u g C R, R _ S solving HS and such that u t ª 0 and Ž . u t ª 0 as t ª "ϱ. In particular, given a homotopy class g g G, we look for a homoclinic orbit belonging to g. We notice that, contrary to the analogous periodic problem, which has Ž w x. been widely studied see, e.g., Go , the homoclinic problem exhibits a lack of compactness, which gives rise to some difficulties in finding multiple Ž . Ž . Ž . homoclinics. In fact, assumptions S0 and V1 ᎐ V4 seem too general to guarantee the existence of a homoclinic orbit in every nontrivial homotopy class. In this paper we give some geometrical conditions on V and on S Ž which allow us to find an infinite family of homotopy classes which may . not exhaust G , each of them containing a homoclinic.
We point out that the presence of infinitely many geometrically distinct Ž homoclinic solutions i.e., that cannot be obtained one from the other by . time translation or reflection is an indication of the nonintegrability and Ž . Ž w x . chaotic behavior of the system HS see Bo2, BN . w x In fact, this kind of problem, which goes back to Poincare P , has beeń developed in the framework of the classical geometric theory of Hamilto-Ž w x. nian dynamical systems by Smale, Birkhoff, Conley, and others see GH .
w x In particular, using the Melnikov theory Me , it is possible to show a chaotic behavior for a class of systems obtained adding a time periodic perturbation to an integrable autonomous Hamiltonian system. Other perturbative techniques have been subsequently set up to study systems w x with a more general time dependence MS .
Recently several results in the study of chaotic properties of certain Hamiltonian systems with a hyperbolic rest point have been obtained also Ž w with variational methods see, for instance, Bo1, CZES, S1, S2, CZR, x . MNT and the references therein .
In particular, in the case of planar second-order singular systems with an w x almost-periodic time dependence, Rabinowitz R3 proved the existence of multibump solutions. In his argument a key role is played by a suitable nondegeneracy variational assumption, which substitutes the classical transversality condition.
In the autonomous case the nondegeneracy assumption is never satisfied and a different approach is required to get multiplicity of homoclinic Ž w x solutions see ACZ, Bu, T2 for smooth, conservative second-order Hamil-N w x. tonian systems in R ; see also BS .
A first existence result concerning homoclinics for singular second-order conservative systems using variational methods was obtained by Tanaka w x T1 when S is a point and V satisfies slightly stronger assumptions than Ž . Ž . V1 ᎐ V4 .
Then, assuming a pinching condition on V and using Ljusternik᎐ w x Schnirelmann category theory, Bessi Be was able to find N y 1 distinct homoclinics.
A different kind of multiplicity was recently obtained by Bertotti and w x Jeanjean BJ , who considered the same situation studied in the present Ž . paper and proved the existence of at least rank G distinct homoclinic Ž w x. orbits see also Bo1 , characterized as minima of the Lagrangian func-Ž . w x tional associated to HS . We also mention CS , where the multiplicity of homoclinics for a Hamiltonian system on a manifold is related to the topology of the manifold itself. w x w x Actually our results are motivated also by the papers CN and CJ w x concerning the planar case. This situation was already considered in R1 w x and Bo2 . w x In Bo2 a geometric condition on V concerning the cost, in term of the action functional, to wind the singularity passing or not through 0 was w x introduced; under this condition, Bolotin Bo2 proved chaoticity of the Ž . system HS on some invariant subset of the energy level ⑀ , for small ⑀ ) 0. w x Under the same condition, always for N s 2, Rabinowitz R1 showed the existence of two distinct homoclinics. This result was subsequently w x improved in CJ to get the existence of infinitely many homoclinic soluw x w x tions, under the same assumptions of R1 . We point out that, in R1 as w x well as in CJ , the key tool is given by the fact that any closed curve with winding number with respect to a point P greater than one, always admits a noncontractible, simple subloop. This fact is due to the special topology of R 2 and fails in R N for N ) 2. In this paper we give a generalization of the above condition, in order to get multiple homoclinics also for N ) 2, even in the case in which rank Ž . G s 1.
Precisely, we introduce a generalized condition involving a comparison, in terms of the Lagrangian functional, between any homotopy class of . assumption A* in Remark 4.5 . This condition allows us to set up a recursive argument to get a given number of distinct homoclinics, found as absolute minima of the Lagrangian functional in their respective homotopy class.
Our main result concerning the existence of infinitely many homoclinic orbits is Theorem 4.4. We point out that the additional conditions assumed in Theorem 4.4 involve indirectly the shape of the singular set S and of the graph of V, and can be checked in some cases, as shown in Remark 4.5.
Ž . We also discuss a situation where the assumption A can be checked n Ž . Ž . in a recursive way Lemma 4.6 . In particular, A holds under a condin w x tion, already introduced in CN , on the angle formed by the directions at which a homoclinic orbit leaves and enters the origin, when the potential is quadratic in a neighborhood of 0. Also this case is illustrated in an Ž . example Remark 4.7 .
NOTATION AND PRELIMINARY RESULTS

Ž .
We introduce the Lagrangian functional associated to HS
Ž .
H 2 R defined on the Hilbert space
The space E can be characterized as the completion of C R, R c Ž < < 2 . 1r2 endowed with the norm H u dt . We also note that any boundeḋ R sequence of E admits a subsequence converging weakly in E and strongly
From this remark, the Lagrangian functional turns out to be weakly lower sequentially semicontinuous on E but one can see that it is not continuous.
Then we consider the set
Any function u g ⌳ describes a closed curve in R N which starts and ends at the origin without crossing the singular set.
Ž N . We identify G s R _ S, 0 with the set of homotopy classes of the 1 curves u g ⌳ and we study the problem of existence of a minimizer for in g, where g is a fixed element of G.
We will use the following notation: for ␦ ) 0 and u g E we set
For every u g ⌳ we denote by u the element of Ġ 2 w x containing u. In particular we write e s 0 the unit element of G. Finally, < < given a measurable set A : R, we denote by A the Lebesgue measure of A.
In the following lemma, we list some uniform estimates for the sublevel Ž . Ž . sets of , due to the strong-force assumptions V3 and V4 . We omit the w x proof, which is standard and can be found, e.g., in CJ .
LEMMA 2.1. Gi¨en a ) 0, the following properties hold:
Now we introduce some minimization classes. For H ; G, H / л we define Ä 4
Ž . ŽÄ 4. Moreover, for every g g G we set c g s c g . By Lemma 2.1, the following result holds.
for in ⌳ H , standard arguments can be used to prove that u is a Ž . Ž . classical solution to HS . Moreover, u t ª 0 as t ª "ϱ and, since
The main goal of this section is to characterize the minimizing se-
First we recall a result, in the spirit of the concentration᎐compactness w x Ž . principle by Lions L , which shows the behavior of the sequences u ; E n Ž . 
with l g N independent of the sequence u .
␦ , a ␦ , a n Ž . Remark 2.6. Since w g ⌳ and 2.1 holds, then we get that, for every
w иy t , supp w иy t ª qϱ as n ª ϱ for Ž .
. w x every t g R. Since u t y y t -dist u t , S we infer that y g u . n n n n n 2 w x w x w x w x w x But y g w иии w holds, too. Then u s w иии w .
w x For the proof of Lemma 2.5 and related remarks, we refer to CJ . Now, Ž . in view of the characterization of the minimizing sequences for in ⌳ H , we state a result concerning the weak limit of these sequences.
Ž 
and we evaluate
In addition, since u ª¨weakly in E and
Ž . By V1 ᎐ V2 and since¨/ 0, taking ␦ g 0, sufficiently small, we can 0 2 Ž . insure that ␦ q M y ¨-0 and thus
n w x w x If it were¨s e, then for ␦ ) 0 small we would have¨g u , that is, n n Ž . Ž . g ⌳ H , which, together with 2.9 , leads to a contradiction with the n Ž . w x definition of c H . Therefore¨/ e. Ž . Žw x. To prove that ¨s c¨, we argue by contradiction assuming that Ž . Žw x. w x w x ¨) c¨. Then there is¨g¨such that supp¨; yR, R for
Ž w x. some R ) 0 and ¨F c¨q ⑀r2 where ⑀ s ¨y c¨. We
Setting y s¨q¨, we have Ž . 
Ž . Ä 4 COROLLARY 2.9. i If g , . . . , g g G _ e and g s g иии g then
Ž . c g s c g q иии qc g , and for e¨ery i s 1, . . . , l the¨alue c g is
achie¨ed by at some u g g .
i i
Ž . Proof. To prove part i , it is enough to consider for every i s 1, . . . , l a
Ž . Ä 4 Part ii follows directly by Lemma 2.8, choosing H s g .
ABSTRACT SETTING OF THE PROBLEM
Ž .
We will define a suitable decreasing sequence H of subsets of G k kgN
Ž . and we look at the distribution of the values c H .
k To do this, we can consider a more general situation where a nonnegative function is defined on a decreasing sequence of sets and the corresponding infimum values satisfy certain relations.
Ä 4 Let X be a nonempty set, A a sequence of pairwise disjoint, k kgN w x nonempty subsets of X, and f : X ª 0, qϱ a given function. For Ž . every k g N we set B s D A and b s inf f B . We observe that
;B and then b F b . We assume that:
iii for every k g N there exist l g N and k , . . . , k g N such that:
. By ii and iii we deduce that if
attained and, by Remark 3.2, b is attained too, for every k g I .
By induction, for n g N we define
where ␣ denotes the integer part of a real number ␣, r k s k y n w x kr and we agree that b s 0. If J / л we set k s inf J ,
Ž . We point out that, by i , -qϱ and I ; J .
LEMMA 3.4. If b is achie¨ed for e¨ery k g I j иии j I and J / л,
Proof. By Remark 3.2 it is enough to prove that b is achieved. First, nq 1 w x we point out that for k -k we have that b s kr b q b with 
Hence G b and this contradicts the fact that g J . hand, by the definition of , it must be k g I . Then k s and nq 1 1 n q 1 1 n q 1 the proof is complete.
MAIN RESULT AND EXAMPLES
Ž . In this section we study the case in which, in addition to S0 , the following property on S holds: Ž . S1 there exists a homomorphism of G onto Z.
We point out that this assumption is quite general and is satisfied in all Ž . the cases described in the introduction. In particular, S1 always holds true for N s 2 when G is nontrival, and for N G 3 when S admits a component given by a manifold of dimension N y 2.
Ž . Under condition S1 , that we always assume from now on, we will apply Ä the general setting discussed in Section 3, taking f s and A s g g G:
iii for e¨ery k g N there exist l g N and k , . . . , k g N such that: 
Ž .
Ž . the value c g is achieved by at some u g g . Setting k s g
Ž . c B , a contradiction. Here we used again Corollary 2.9 and the fact that
Ž . knowing that c g is attained by , we prove that also c A is attained,
Setting g s g иии g g g иии g , we can easily check that g g B but Following the same notation used in Section 3, we define recursively, for n g N:
Ž . Ž . LEMMA 4.3. Gi¨en n g N, assume that:
Proof. We set s t y s and for every m g N we define Ž . H L w dt -u . 0 w x Proof. We only sketch the proof and we refer to CN for the details.
Ž . Ž . Given ␦ ) 0 small enough, we define t ␦ , t ␦ g R such that y q < Ž Ž ..< < Ž .< Ž . Ž . u t ␦ s ␦ and u t -␦ for t -t ␦ and for t ) t ␦ . Then, for " q y every T ) 0 we set up the following minimization problem: Remark 4.7. We notice that the result given by Lemma 4.6 depends only on the quadratic behavior of V at the origin and not on the other assumptions on V and S.
As an example in which every homoclinic orbit u g ⌳ verifies 4.2 we can consider a potential V of the form
Ž . Ž . and has support included in a cone with center 0 and width less than r2. Ž . Ž . Ž . Ž . Hence, in this case, under the assumptions V1 ᎐ V5 and S0 ᎐ S1
Ž . the system HS admits infinitely many geometrically distinct homoclinic solutions.
Finally, putting together Theorem 4.4, Remark 4.5, and Lemma 4.6, we can state the following result. 
