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Abstract
This chapter provides a perspective from the latest EEG evidence in how brain signals 
enlighten the neurophysiological and neurocognitive mechanisms underlying the recog‐
nition of socioemotional expression conveyed in human speech and voice, drawing upon 
event‐related potentials’ studies (ERPs). Human sound can encode emotional mean‐
ings by different vocal parameters in words, real‐ vs. pseudo‐speeches, and vocaliza‐
tions. Based on the ERP findings, recent development of the three‐stage model in vocal 
processing has highlighted initial‐ and late‐stage processing of vocal emotional stimuli. 
These processes, depending on which ERP components they were mapped onto, can be 
divided into the acoustic analysis, relevance and motivational processing, fine‐grained 
meaning analysis/integration/access, and higher‐level social inference, as the unfolding 
of the time scale. ERP studies on vocal socioemotions, such as happiness, anger, fear, 
sadness, neutral, sincerity, confidence, and sarcasm in the human voice and speech 
have employed different experimental paradigms such as crosssplicing, crossmodality 
priming, oddball, stroop, etc. Moreover, task demand and listener characteristics affect 
the neural responses underlying the decoding processes, revealing the role of attention 
deployment and interpersonal sensitivity in the neural decoding of vocal emotional 
stimuli. Cultural orientation affects our ability to decode emotional meaning in the voice. 
Neurophysiological patterns were compared between normal and abnormal emotional 
processing in the vocal expressions, especially in schizophrenia and in congenital amu‐
sia. Future directions highlight the study on human vocal expression aligning with other 
nonverbal cues, such as facial and body language, and the need to synchronize listener's 
brain potentials with other peripheral measures.
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1. Introduction
Theoretical models based on electrophysiological studies have indicated early and late neu‐
rophysiological markers that index online perception of vocal emotion expressions in speech 
as well as other higher‐order socioemotive expressions (e.g., confidence, sarcasm, sincerity, 
etc.), which roughly correspond to each hypothesized processing stage [1, 2]. Studies with 
event‐related potentials (ERPs), which focused on the analysis of averaged electrophysi‐
ological response to a certain vocal or speech event, have enlightened neurocognitive pro‐
cesses at a fine‐grained temporal scale. The early fronto‐central auditory N1 is known to be 
associated with a wide range of auditory stimulus types as a measure of sensory‐perceptual 
processing. In vocal emotion processing, N1 has been linked to the extraction of acoustic 
cues that differentiate different types of vocal signals, frequency, and intensity parameters 
[3, 4], and is unaffected by differences in emotional meaning. The fronto‐central P200 has 
been associated with the early attentional allocation or relevance evaluation of vocal signals 
[2, 5], ensuring preferential processing of emotional stimuli. Differentiation of P200 ampli‐
tude can be found between basic emotions [6] or between emotional vs. neutral speech [3, 
7], suggesting that this component may reflect an early function of “tagging” emotional or 
motivational relevant stimuli. The P200 tended to be associated with higher mean and range 
of f0, larger mean and range of amplitude of speech, and slower speech rate [6], implicating 
that the early P200 modulation is partially explained by early meaning encoding as well as 
continued sensory processing [8]. A late centro‐parietal positivity (also named LPC) evoked 
by vocal emotion expressions has been defined as a positive‐going wave starting about 
500 ms post‐onset of the vocal stimuli and perhaps sustaining until 1200 ms depending on 
stimulus features. The LPC is considered as reflecting continued or second‐pass evaluative 
process of the meaning of vocal emotional signals [2, 5]. The LPC was larger in emotional 
vocal stimuli, leading to larger differences in the LPC amplitude among basic emotion types 
[6], suggesting a more elaborative processing vocal information at this stage. In addition 
to these ERP effects, a more delayed sustained positivity may reflect a listener's attempt to 
infer the goal of a speaker, especially when an expected way of speaking is mismatched in 
an utterance context [9]. These event‐related potential components have provided a useful 
tool to examine the temporal neural dynamics of emotional decoding in voice and speech.
2. Neurophysiological studies on basic vocal emotion in speech and voice
Vocal emotion has been investigated mainly in vocalization and speech. A study compared 
the ERP responses toward the perception of three basic emotions (happiness, sadness, and 
anger) in vocalization vs. pseudo‐speech (same as real‐speech except the lexical‐semantic 
contents were replaced by meaningless syllables [10, 11]) in a task when listeners were pre‐
sented with emotional vocal expressions followed by emotional and neutral faces and were 
asked to judge the emotionality of the face. Pell et al. [11] showed that the vocalization and 
speech can be differentiated very early at about 100 ms. Vocalization elicited a larger, earlier, 
and more differentiated P200 between emotions, and a stronger and earlier late‐positivity 
effect. These findings support a preferential decoding in the neurophysiological system of 
vocalization over speech‐embedded emotions in the human voice. They also demonstrated 
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angry voice elicited the strongest P200 than the other expressions. In another study in which 
anger, happiness, and neutral vocalizations were compared, anger elicited a stronger positiv‐
ity in the 50 ms while both anger and happiness elicited a reduced N100 and an increased 
P200 as compared with neutral vocalization [7]. These findings, taken together, suggest an 
early sensory registration of emotional information which is assigned increased relevance or 
motivational significance in decoding human vocalization.
Earlier ERP works have focused on how the brain responded to emotional transitions in the 
voice and to the transition in both voice and lexico‐semantics simultaneously [13]. Using 
a crosssplicing technique, a leading phrase of a sentence was crossspliced with the main 
stem of a sentence either congruent or incongruent in prosody with the leading phrase. The 
onset of the crosssplicing point of the vocal expression in the main sentence elicited a larger 
negativity (350–550 ms) for a mismatch in both voice and lexico‐semantics and a larger more 
right‐hemispheric distributed positivity (600–950 ms) for a mismatch in voice only (pseudo‐
utterances: [3]; utterances with no emotional lexical items: [1]). The negativity suggested an 
effort of integrating the emotional information in both vocal and semantic channel with the 
context. The late positivity suggests a detection of acoustic variation in the vocal expression.
Some evidence further delineated the role of a specific acoustic feature in the ERP responses 
toward the vocal emotion decoding. For example, one EEG study compared the ERPs for 
the mismatching emotional prosody (a statement with neutral voice which was disrupted 
by an anger voice) and that for the matching prosody revealed an increased N2/P3 as com‐
pared with the matching prosody ([12]). The amplitude of the N2/P3 complex was reduced 
and the latency of such complex was more delayed when the intensity for that prosody was 
weakened. This finding suggests that emotional significance in the voice can be promoted by 
increased sound intensity. The role of a specific acoustic profile such as loudness of sound 
needs to be specified in vocal‐emotion studies.
3. Neurophysiological studies on vocal sarcasm, sincerity and confidence
In order to evaluate whether and how basic emotional and higher‐level social information 
(e.g., attitudinal) are manifested in the brain in a different manner, Wickens and Perry [13] 
compared the ERP responses to neutral, angry, and sarcastic expressions. These expres‐
sions began with a leading phrase (e.g., He has) in a neutral voice and were followed by an 
expression (e.g., a serious face) intoned with different voices. As compared with the neutral 
expression, both angry and sarcastic expression elicited an increased P200 and a late positiv‐
ity effect (450–700 ms) with no amplitude difference between the two emotions. The angry 
voice also elicited an early N100 as compared with the other two expressions when listeners 
performed a probe‐verification task. These findings revealed similar neurocognitive pro‐
cesses between basic emotion and interpersonal attitudes conveyed in the voice while the 
basic emotion seems to be registered earlier under certain conditions. Other studies revealed 
that the decoding of sarcasm involved similar neurocognitive processes to social intention 
perception. Rigoulot et al. [14] compared compliments with sincere vs. insincere tone of 
voice (What do you think of my presentation? I think it is very interesting) and found that 
the sincere compliment to the question elicited a larger P600 effect as compared with the 
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insincere one. This ERP effect was localized in the left insula which is associated with the 
action of lying and concealment.
Recent growing evidence has been accumulated in the field of decoding of speaker's feeling 
of (un)knowing using event‐related potentials. In Jiang and Pell [15], vocal expression of con‐
fidence was manipulated such that statements which sounded very confident, somewhat con‐
fident, and unconfident and those which sounded neutral were presented to native English 
speakers. At the onset of the vocal expression, the confident expression elicited an increased 
positive response than the other two types of expressions. The unconfident expression elicited 
an increased P300 as compared with the confident and the neutral expression. The neutral voice 
produced a more‐delayed positivity as compared with all confidence‐intending expressions.
Two follow‐up experiments further evaluated how the decoding of vocal confidence expres‐
sion is impacted by the presence of additional linguistic cues which either congruent [16] 
or incongruent [17] with the tone of voice in statements which followed the linguistic cues. 
Different from the statements with no lexical cues, statements with congruent cues (e.g., I'm 
sure; Maybe) elicited an increased N1 and P2 for confident than for unconfident and close‐to‐
confident expressions, and an enhanced delayed positivity in unconfident and close‐to‐con‐
fident expression than confident one. Moreover, the direct comparison between statements 
with and without a preceding lexical phrase elicited a reduced N1, P2, and N400 in those 
without a phrase [16]. The incongruent cues elicited different ERP effects at the onset of the 
main statement of confident and unconfident tones. The unconfident statement elicited an 
increased N400 or late positivity (depending on the listener's gender). The confident state‐
ment elicited a more delayed, sustained positivity effect. Source localization of these ERP 
effects revealed pre‐SMA for N400, suggesting a difficulty in accessing the speaker mean‐
ing, and SFG, STG and insula underlying the late positivity effect, suggesting an increased 
demand of executive control to implement the attentional resources and socioevaluative pro‐
cesses [17]. These studies extended the neurocognitive model for basic vocal emotion and 
argued for a perspective of studying the neurophysiological mechanisms underlying decod‐
ing interpersonal and sociointeractive affective voice.
4. Modulation of brain responses toward vocal expression by other 
nonverbal expressions
One of the key questions in emotional communication is how decoding vocal information is 
aided by other nonverbal cues. The neurophysiological studies have focused on emotional 
processing when voice is paired with other nonverbal social cues (such as face). In a task 
when participants were asked to evaluate the actor's identity (e.g., monkey or not) rather than 
the emotion, the simultaneous presentation of vocal and facial expressions revealed some 
similar ERP correlates of emotional information as the vocal expression did [18]. The bimodal 
emotional cues elicited a larger P200 and P300 for happy and angry expressions and a larger 
N250 for neutral expression, suggesting that an implicit affective processing of audiovisual 
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information emerges as early as 200 ms. Using a priming paradigm in which a face was fol‐
lowed by a vocal expression of words either congruent or incongruent with the emotion of the 
facial expression (happiness vs. anger), Diamond and Zhang [19] revealed that the mismatch 
elicited an increased N400 followed by a late positivity. Further, source localization of these 
two effects revealed activations in the superior temporal gyrus and inferior parietal gyrus 
dominated in the right hemisphere.
The interaction between vocal and other nonverbal emotional information was also exam‐
ined in detection of emotional change. In a study in which participants were presented with 
simultaneously presented vocal and facial expressions while being asked to detect the change 
of emotion from neutral to anger or happiness conveyed in voice or in face [20]. The P3 associ‐
ated with the detection of the emotional categorical change in both voice and face was larger 
than the sum of the change in single channel (see also [21]). The N1 associated with the detec‐
tion of early acoustic change was dependent on whether their attention was guided to the 
voice or the face, with the attention to the voice yielding to a N1 in bimodal change larger than 
the sum of the two single modal change conditions. These findings suggest the modulation 
of selection attention on voice‐face integration during emotional change perception in early 
sensory processing.
5. Effects of task demand, listener characteristics, and speaker 
characteristics on brain responses toward vocal expression decoding
Decoding emotion from voice has suffered from many variations, one noticeable factor 
is the communication context. The task relevance modulates the level of explicitness of 
emotional processing of vocal expression. One study presented mismatching and match‐
ing emotional prosody to listeners and asked them to judge the emotional congruency 
(where the emotional information is task relevant), or to verify the consistency between a 
visually presented lexical item and the statement [22]. Three ERP effects were elicited: an 
early negativity effect from 150 to 250 ms regardless of task relevance and the pattern of 
mismatch, an early positivity from 250 to 450 ms only on angry voice which was preceded 
by a neutral voice but regardless task relevance, and a late positivity effect after 450 ms for 
the task that directed listener's attention to the emotional aspects of the vocal expression. 
Explicit task relevant processing emotionality enhanced vigilance in perceiving emotional 
change in the voice.
Vocal emotion decoding is also characterized according to the listener's characteristics. 
Developmental studies revealed neurophysiological correlates of emotional voice process‐
ing (especially negative emotion) were similar in children and adults [23]. Using emotional 
interjections (“ah”), Chronaki et al. [23] compared angry, happy, and neutral voices in 6‐ to 
11‐year‐old typically developing children. The N400 was attenuated by angry than by other 
expression types over parietal and occipital regions. Comparing neurocognitive processes 
along stages of early human development merits further examinations [24].
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Another topic is how listener's linguistic and cultural background affect their perception 
of vocal expressions. In a recent EEG study, native North‐American English and Chinese 
speakers were asked to detect the emotion of the vocal or facial expression in a voice‐face 
pair [25]. The emotional information between the voice and face was either congruent or 
incongruent. Both groups were sensitive to the emotional differences between voice and 
face, revealing lower accuracy and higher N400 amplitude for the incongruent voice‐
face pairs. However, English speakers showed more pronounced N400 enlargement and 
more reduced accuracy when vocal information was attended, suggesting that those from 
a Western culture suffered from a larger interference effect from irrelevant face informa‐
tion. Another study using a passive odd‐ball paradigm in which the two groups of listen‐
ers were presented with deviant or standard facial expressions which were paired with a 
vocal expression or not [26]. Chinese speakers showed a larger mismatch negativity when 
vocal expression was presented together with a facial expression, suggesting that individu‐
als from an eastern culture were more sensitive to an interference from task‐irrelevant vocal 
cues. These findings implicate a role of cultural learning and different cultural practices 
in communication shape neurocognitive processes associated with the early perception of 
voice‐face emotional cues.
Listener's biological sex has been central in modulating the integration of emotional informa‐
tion in vocal and verbal channels [27, 28]. Recent evidence extended this idea beyond the 
basic emotion. Jiang and Pell [15] examined the sex difference in evaluating confidence in both 
confidence‐ and neutral‐intending vocal expressions and the associated neural responses. 
They revealed that the delayed positivity effect elicited by neutral‐intending expression was 
only observed in female listeners, suggesting an inferential process aimed at deriving speaker 
meaning from nonexpression‐intending vocal expressions. Their further analysis revealed 
that, when vocal statements were led by lexical phrases of some level of certainty (LEX + 
VOC), females elicited more pronounced N1 in confident expression and larger late positivity 
(550–1200 ms) in unconfident and close‐to‐confident expressions. When these statements were 
compared with those with only vocal cues signifying confidence (VOC only), reduced N1, P2 
as well as N400 were observed in females [16]. These findings suggest the enhanced sensitivity 
to socioemotional information for females in vocal communication. Females and males also 
engage different strategies in resolving conflicting information in vocal expressions. Jiang 
and Pell [17] demonstrated that the conflicting message of vocal confidence expressions elic‐
ited different ERP effects in female vs. male listeners. The confident statement following an 
unconfident phrase elicited a larger delayed positivity only in a female participant; while the 
unconfident statement following a confident phrase elicited an N400 in a male participant and 
a P600 effect in male participants. These findings provided a picture of how mixed messages 
are dealt with in female vs. male brain: in face of a mismatch in vocal expressions, the female 
attempted to unify separate information to establish an integrated representation while the 
male updated the initially built representation by switching an alternative interpretation (for 
example, by saying “She has access to the building” in the unconfident voice following “I'm 
certain,” the speaker reveals some level of hesitation).
Given its sociointeractive nature, inferring a speaker meaning from interactive emotive 
expression is susceptible to listener's traits and personality characteristics. One factor which 
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has been ignored but should be evaluated is the individual's interpersonal sensitivity. Jiang 
and Pell [16, 17] measured individual's interpersonal sensitivity using interpersonal reactiv‐
ity index (IRI) [29] and regressed the early and late ERP responses toward perceiving a cer‐
tain level of confidence to the interpersonal sensitivity. They found that those who displayed 
higher IRI score revealed more pronounced delayed positivity effects in close‐to‐confident 
and unconfident congruent expressions [16] and in incongruent confident expressions pre‐
ceded by an unconfident phrase [17]. A further examination of such individual difference 
revealed that a larger positivity for a female listener fully mediated their perceptual adjust‐
ment toward that incongruent expression (e.g., judging the incongruent confident expression 
to be less confident than the congruent one).
Listener's level of anxiety also places an important role in modulating their neural 
responses toward decoding vocal emotions. In Jiang and Pell [15], both early (N100) and 
late ERP responses (P200, late positivity) were associated with the one's trait anxiety with 
those exhibiting higher trait anxiety revealed a reduced N100 and late positive effect in 
both vocalization and speech but an enhanced P200 effect in vocalization. Jiang and Pell 
[17] further found that the P200 in response to the confident vs. unconfident vocal expres‐
sion was larger in those who displayed a lower level of trait anxiety and such modulation 
mediated the reduced P200 in male listeners who showed reduced anxiety as compared 
with female listeners.
6. Brain responses toward vocal expression in clinical populations
The study on vocal emotion decoding in normal populations has provided a wide range of 
neurophysiological markers and experimental paradigms to examine how such process is 
impaired in a clinical context. Studies have been focusing on psychiatric‐risk populations and 
neurodevelopment disorders.
A study used an oddball paradigm in which a group of healthy listeners with anxious and 
depressive tendencies and a group of controls detected the target of emotional stimuli from 
a sequence of neutral expressions [30]. The emotional expressions were presented in voice, 
in face, or in voice‐face pair with congruent expressions. The amplitude of P3b in response 
to the deviant expression was reduced in the clinical group than the control group, only in 
voice‐face presentation. This finding suggests the crossmodal design as an effective approach 
to increase the sensitivity of the P300 amplitude difference between healthy populations and 
those with clinical symptoms.
Another study used an auditory oddball paradigm in which anger or happy deviant vocal 
or nonvocal synthesized syllables (data) were presented in a sequence of neutral syllables 
to listeners with symptoms in schizophrenia and normal listeners [31]. A larger mismatch 
of negativity was elicited following the deviant angry voice and anger‐bearing nonvocal 
sounds and such enlargement was decreased in those with schizophrenia. The weaker the 
MMN amplitudes, the more positive symptoms of schizophrenia. Using MMN responses 
to anger voice, anger‐derived nonvocal sound could predict whether someone received a 
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 clinical diagnosis of schizophrenia. These findings implicate that the emotional salience 
detection of voices differentiate the negative and positive symptoms in neuropsychiatric 
disorders at the preattentive level.
The emotional prosody was also examined in those with congenital amusia (a specific neu‐
rodevelopmental disorder featured as tone‐deafness, [32]). Lu et al. [32] presented emotional 
words spoken with declarative or the question voice to the amusics and their healthy control. 
The N1 was reduced and the N2 was increased in incongruent voice. The modulation of N1 
was intact whereas the change in N2 was reduced in amusics, suggesting an impaired conflict 
processing in amusia. The authors argued that the impaired discrimination of speech intona‐
tion among amusic individuals may arise from an inability to access information extracted at 
early processing stages.
7. Applications and future directions
One application of these studies is to build an artificial intelligence to decode brain signals 
which contribute to socioemotion understanding. Most of the studies use the acted (posted) 
vocal expression as testing materials, which were produced by professional actors, public 
speakers, or amateurs to portray an intended emotion. In real‐life communication, the com‐
municators may use such emotional pose to achieve certain communicative goals. Some 
research purpose, for example, the cultural display in vocal expression communication, may 
be specifically favored by using posed stimuli. However, a call for research on naturalistic, 
ecological, and observation‐based stimuli is highly recommended. Therefore, a future study 
is to examine how the brain differentiates “real” vs. “fake” vocal expression by looking at the 
neurophysiological responses.
Another implication of using EEG signals to study vocal emotion decoding is to test the 
effectiveness of speech‐coding strategies used in hearing aids for deaf listeners when they 
distinguish the emotions via prosody‐specific features of language [33, 34]. In Agrawal et al. 
[33], statements simulated with different speech‐encoding strategies differentiated the P200 
in the happy expression and an early (0–400 ms) and late (600–1200 ms) gamma band power 
increase in vocal expressions of happiness, anger, and neutral. In Agrawal et al. [34], the 
P200 was differentiated by different simulation strategies in all types of emotions, and was 
larger in happiness than in other emotion types across speech‐encoding strategies. These 
studies emphasized the importance of vocoded simulation to better understand the prosodic 
cues which cochlear impairment users may be utilizing to decode emotion in the voice. 
Further studies will also draw upon the merits of multimodal recording and synchroniza‐
tion of neurophysiological and peripheral physiological responses to decoding vocal expres‐
sions, including eye movement, pupil dilation, heart rate tracking, etc., to understand how 
different systems support the understanding of social and emotional information in speech 
and vocalizations.
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