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In this paper, we establish effective asymptotic formulas of DelangeSelberg type
for some arithmetic functions on the semigroup GK of all non-zero integral ideals
in ZK . Our theorems generalize and improve on previous results.  1996 Academic
Press, Inc.
1. Introduction
Let K :=K(Q) be an algebraic number field of degree d :=[K : Q] over
the rational number field Q. Denote by ZK the ring of algebraic integers in
K, and by GK the multiplicative semigroup of all non-zero integral ideals
in ZK . We shall use lower case Gothic letters n, m, d (resp. p) to denote
the non-zero integral (resp. prime) ideals in ZK . The norm of n will be
denoted by N(n).
Let f and F be two functions defined on the semigroup GK and satisfying
the conditions (i)(iv) of Theorem 1 below. Grytczuk ([3], [4]) studied
the following functions
G(x, z) := :
N(n)x
n # GK
f (n)zF(n) ( |z|1),
&k(x) := :
N(n)x, F(n)=k
n # GK
f (n) (k1).
By the method of Delange [2], he established explicit formulas of Selberg
Delange type for G(x, z), &k(x) (cf. [4], Theorem and Formula (VV)). As
article no. 0085
1
0022-314X96 18.00
Copyright  1996 by Academic Press, Inc.
All rights of reproduction in any form reserved.
* E-mail: wujieiecn.u-nancy.fr.
File: 641J 196102 . By:CV . Date:29:07:96 . Time:14:21 LOP8M. V8.0. Page 01:01
Codes: 3023 Signs: 1975 . Length: 45 pic 0 pts, 190 mm
applications of these explicit formulas, he deduced many interesting conse-
quences concerning important problems in number theory (cf. [4],
Corollaries 46).
In this paper, we shall give another formula of integration type for G(x, z),
by a simple contour integration. Using this formula, we can improve on
Corollaries 46 of [4], mentioned above. Further inspiring the idea of
[13], we also deduce an effective formula of SelbergDelange type for
&k (x) with a deeper error term. This allows us to generalize results of
Kolesnik and Straus [5] to algebraic number fields (cf. Corollary 3 below).
It is worth noticing that our method is simpler than that of Kolesnik and
Straus, and that Grytczuk’s explicit formula of SelbergDelange type for
&k (x) contains results of Kolesnik and Straus with weaker error term.
Before presenting our results, we first introduce some notations. Let CK
be the positive constant determined by Lemma 2 below. The letter s
denotes a complex number and we define implicitly the real numbers _, {
by the relation s=_+i{. Put
_({) :=CK(log( |{|+3))
&23 (log2( |{|+3))&13,
DCK :=[s # C : _1&10_({), { # R],
where logk denotes the k th iteration of the logarithm function. Let ‘K(s) be
the Dedekind zeta-function and QK(s) be defined by
‘K(s)=(s&1)
&1 exp[QK(s)] (s # DCK).
It is well known that QK(s) is analytic in the zero-free region DCK of ‘K(s)
(cf. Lemma 2 below). We denote by G(s, z) the Dirichlet serie with coef-
ficients f (n)zF(n) and put G1(s, z) :=‘K(s)
&z G(s, z). By Lemma 1 below,
the following function
G0(s, z) :=
sin(?z)
?s
G1(s, z) exp[zQK(s)]
is analytic for s # DCK and |z|1. Finally, we use C1 , C2 , ... to denote
positive constants depending only on the algebraic number field K and set
N(x) :=(log x)35 (log2 x)&15.
Our first result is as follows.
Theorem 1. Let f (n) and F(n) satisfy the following conditions
(i) f : GK  C, | f (n)|M, where M is a positive constant,
(ii) F: GK  N _ [0],
(iii) f is multiplicative and F is additive on GK ,
(iv) for every prime ideal p # GK , f (p)=F(p)=1.
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Then we have uniformly for x10, |z|1 and z{1
:
N(n)x
n # GK
f (n)zF(n)=x |
_(0)
0
G0(1&t, z) t&zx&t dt+OK(x exp[&C1 N(x)]).
(1.1)
When z=1, we have uniformly for x10
:
N(n)x
n # GK
f (n)=M( f )x+OK(x exp[&C2 N(x)]), (1.2)
where
M( f ) :=\K `
p # GK
\1+ :

&=2
f (p&)& f (p&&1)
N(p)& +
and \K is the residue of ‘K(s) at s=1. The constants implied in Landau's
symbol depend only on the algebraic number field K.
Let n=p&11 } } } p
&q
q be the canonical decomposition of n # GK , we define
the Mo bius function +K(n) and the Liouville function *K(n) on GK as
follows:
+K(ZK) :=1, +K(n) :={1 if &1= } } } =&q=1,0 otherwise
and
*K(ZK) :=1, *K(n) :=(&1)
&1+ } } } +&q.
As an immediate consequence of (1.1), we state the following Corollary 1,
which considerably improves on Corollary 5 of [4].
Corollary 1. We have uniformly for x10
:
N(n)x
n # GK
+K(n)RK x exp[&C3 N(x)], (1.3)
:
N(n)x
n # GK
*K(n)RK x exp[&C4 N(x)]. (1.4)
The constants implied in Vinogradov's symbol depend only on the algebraic
number field K.
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Our asymptotic formula (1.2) deepens Corollary 4 of [4]. Applying this
estimate with f =+2K , we may obtain an improvement of Corollary 6 of
[4]. But using (1.3), we can deduce a better result.
Corollary 2. We have uniformly for x10
:
N(n)x
n # GK
+K(n)
2=
\K
‘K(2)
x+2(x), (1.5)
where
x12 exp[&C5 N(x)] if d=1, 2,
2(x)RK {x12 log x if d=3,x(d&1)(d+1) if d4.
The constant implied in Vinogradov's symbol depends only on the algebraic
number field K.
Since
:
n # GK
+K(n)2
N(n)s
=
‘K(s)
‘K(2s)
(_>1),
it seems reasonable to conjecture
2(x)RK x12 exp[&C6 N(x)] (x10). (1.6)
With the aid of Theorem 1 and Cauchy’s formula, we also obtain an
effective formula of SelbergDelange type for &k (x).
Theorem 2. With the previous notations, we have uniformly for x10,
0J_(0) log x and k1
&k (x)=
x
log x
:
J
j=0
Pj, k&1(log2 x)
(log x) j
+OK (x exp[&C7 N(x)]+xRJ, k(x)),
(1.7)
where Pj, k&1(X) is a polynomial with real coefficients of degree k&1 at
most, defined as in (4.10) below, which satisfies
|Pj, k&1(log2 x)|C8(2_(0))&j j !k log x, (1.8)
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and
RJ, k(x) :=x&_(0)2(log2 x)k&1+
(log2 x)k&1
(2_(0) log x)J+2 \
(k&1)!
J+1
+(J+1)!+ .
The constant implied in Landau's symbol depends only on the algebraic
number field K.
Let 0K(n) be the number of all prime divisors of n and |K(n) be the
number of distinct prime divisors of n. For every k1, we define
Nk (x, K) :=|[n # GK : N(n)x, 0K(n)=k]| ,
?k (x, K) :=|[n # GK : N(n)x, |K(n)=k]| .
Applying Theorem 2 with f (n)#1 and F(n)=0K(n) or |K(n), we
immediately get the following statement.
Corollary 3. Putting J(x) :=(log x)35 (log2 x)&65, we have uniformly
for x10 and 1kC9 J(x)
Nk (x, K)=
x
log x
:
0 jC10 J(x)
8j, k&1(log2 x)
(log x) j
+OK(x exp[&C11 N(x)]), (1.9)
?k (x, K)=
x
log x
:
0 jC12 J(x)
9j, k&1(log2 x)
(log x) j
+OK(x exp[&C13 N(x)]), (1.10)
where 8j, k&1(X) and 9j, k&1(X) are polynomials with real coefficients of
degree k&1 at most. The constants implied in Landau's symbol depend only
on the algebraic number field K.
In the rational case K=Q, the estimates (1.9) and (1.10) above have
been established by Kolesnik and Straus ([5], Theorems 4.16 and 4.20),
but with the larger number of terms: 0 jC9 log x. For small k, we can
prove some more precise quantitive estimates for Nk (x, K) and ?k (x, K).
The following result is a generalization of SatheSelberg’s theorem ([8],
[9]) in algebraic number fields.
Theorem 3. Let AK :=inf[N(p) : p # GK]. Then for any =>0, we have
uniformly for x10 and 1k(AK&=) log2 x
Nk (x, K)=
x
log x
}
(log2 x)k&1
(k&1)! {U \
k&1
log2 x++OK, = \
k
(log2 x)2+= (1.11)
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where
U(z) :=
\zK
1(z+1)
`
p # GK
\1& zN(p)+
&1
\1& 1N( p)+
z
.
For any A>0, we also have uniformly for x10 and 1kA log2 x
?k (x, K)=
x
log x
}
(log2 x)k&1
(k&1)! {V \
k&1
log2 x++OK, A \
k
(log2 x)2+= (1.12)
where
V(z) :=
\zK
1(z+1)
`
p # GK
\1+ zN(p)&1+
&1
\1& 1N( p)+
z
.
Remark. We note that using the results of [1] and [11], it is possible
to calculate effectively CK , C1 , C2 , ... and the constants implied in Landau’s
and Vinogradov’s symbols, in terms of d (degree of K) and 2 (discriminant
of K).
2. Basic Lemmas
Let f (n) and F(n) satisfy the conditions (i)(iv) of Theorem 1. For z # C
and \ # R+, we put g(n, z) := f (n)zF(n) and introduce a new multiplicative
function h(n) defined by
h(p&, \) :=| f (p&)| \ |F(p&)| (p # GK , &1).
It is easy to see that
| g(n, z)|h(n, |z| ) (n # GK , z # C). (2.1)
We define their Dirichlet series
G(s, z) := :
n # GK
g(n, z)
N(n)s
, H(s, \) := :
n # GK
h(n, \)
N(n)s
.
The following lemma, due to Grytczuk [4], describes the comportment
of these two Dirichlet series.
Lemma 1 ([4], Lemma 7). With the previous notations, we have for
_>1 and max[ |z| , \]1
G(s, z)=‘K(s)
z G1(s, z), H(s, \)=‘K(s)
\ H1(s, \) (2.2)
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where
G1(s, z) := `
p # GK
\1+ :

&=1
f (p&)zF(p&)
N(p)&s +\1&
1
N(p)s+
z
,
H1(s, \) := `
p # GK
\1+ :

&=1
| f (p&)| \ |F(p&)|
N(p)&s +\1&
1
N(p)s+
\
.
Moreover for any =>0, the infinite products G1(s, z), H1(s, \) are absolutely
and uniformly convergent in the region _ 12+=, max[ |z| , \]1, and we
have
G1(s, z)RK, = 1, H1(s, \)RK, = 1. (2.3)
On 1968, Mitsui [6] and Sokolovski@$ [10] independently obtained the
following important result.
Lemma 2. There exists a positive constant CK depending only on the
algebraic number field K such that ‘K(s) has no zeros in the region DCK .
Lemma 3 ([6], Lemma 11). For _1&10_({) and |{|3, we have
‘$K
‘K
(s)RK (log |{| )
23 (log2 |{| )13.
Lemma 4. For 1&10_({)_2 and |{|3, we have
|log ‘K(s)|d log2 |{|+OK(1), (2.4)
‘K(s)
zRK (log |{| )
d |z| (z # C). (2.5)
The constants implied in Landau's and Vinogradov's symbols depend only on
the algebraic number field K.
Proof. For 1&10_({)_2 and |{|3, we put
_0 :=1+_({) and s0 :=_0+i{.
If __0 , Lemma 7.2 of [7] implies
|log ‘K(s)|d log ‘(_)d log(1+(_&1)
&1)
d log(1+(_0&1)&1)d log2 |{|+OK(1), (2.6)
where ‘(s) denotes the usual Riemann zeta-function.
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In the contrary case, we apply Lemma 3 and (2.6) to write
|log ‘K(s)| } |
s
s0
‘$K
‘K
(w) dw }+|log ‘K(s0)|d log2 |{|+OK(1).
This establishes (2.4). The estimate (2.5) is its immediate consequence. This
completes the proof of Lemma 4.
Lemma 5 ([4], Lemma 8). We have for x10
:
N(n)x
n # GK
1=\K x+OK(x
(d&1)(d+1)).
The constant implied in Landau's symbol depends only on the algebraic
number field K.
3. Proof of Theorem 1.
We first prove (1.1). In view of (2.1) and (2.2), we may write, by Perron’s
formula (cf. [9], Corollaire II.2.2.1), for xT10
G(x, z)=
1
2?i |
}+iT
}&iT
G(s, z)
xs
s
ds+OK(xT
&1 log x) (3.1)
with }=1+1log x.
Let Cr be the truncated contour of Hankel with parameter
r # (0, _(0)5 log x], which is composed of three parts: the real segment
[1&_(0), 1&r] runs from the left to the right with argument &?; the
circle |s&1|=r, deprived of the point s=1&r, runs in the trigonometric
sense; the real segment [1&_(0), 1&r] runs from the right to the left with
argument ?. Now we move the segment of integration [}&iT, }+iT] in
(3.1) to the contour two horizontal segments [1&10_(T)\iT, }\iT],
two curves _=1&_({) (0<|{|T) and the truncated contour Cr of
Hankel. With the aid of Lemmas 1 and 5, we can easily show that the
contribution of two horizontal segments [1&_(T)\iT, }\iT] is
RK xT&1(log T)d (3.2)
and that of curves _=1&_({) (0<|{|T) is
RK x1&_(T) |
T
0
(log({+1))d
{+1
d{RK x1&_(T)(log T)d+1. (3.3)
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Together with (3.1)(3.3) and taking T=exp[C14 N(x)], we obtain
G(x, z)=
1
2?i |Cr G(s, z)
xs
s
ds+OK(x exp[&C1 N(x)]). (3.4)
It remains to evaluate the integral in (3.4). Obviously the value of this
integral is independent of r. When |z|1 and z{1, the integral over the
circular part |s&1|=r of Cr tends to 0 as r  0 and that over the double
horizontal segments tends to
1
2?i |
1
1&_(0)
G1(_, z) exp[zQK(_)] |_&1|
&z (ei?z&e&i?z)
x_
_
d_
=|
1
1&_(0)
G0(_, z) |_&1| &z x_ d_=x |
_(0)
0
G0(1&t, z) t&zx&t dt.
This shows for x10, |z|1 and z{1
1
2?i |Cr G(s, z)
xs
s
ds=x |
_(0)
0
G0(1&t, z) t&zx&t dt. (3.5)
Combining (3.4) and (3.5), we get the formula (1.1).
When z=1, we also have for xT10
G(s, 1)=
1
2?i |
}+iT
}&iT
G(s, 1)
xs
s
ds+OK(xT
&1 log x).
From Lemma 1 and the theorem of residues, we deduce
1
2?i |
}+iT
}&iT
G(s, 1)
xs
s
ds=\K G1(1, 1)+
1
2?i |L G(s, 1)
xs
s
ds
where L is the line breaken [}&iT, 1&_(T)&iT, 1&_(T)+iT, }+iT].
With the aid of Lemmas 1 and 5, we can show, as before, that
|
L
G(s, 1)
xs
s
dxRK xT&1(log T)d+x1&_(T)(log T)d+1.
Together with these estimates, we obtain
G(s, 1)=\K G1(1, 1)+OK(xT
&1(log xT)d+x1&_(T)(log T)d+1).
The required result now follows on taking T=exp[C15 N(x)]. The proof of
Theorem 1 is complete.
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4. Proof of Theorem 2
We first prove a lemma.
Lemma 6. With the previous notations, we have uniformly for x10 and
k1
&k (x)=x |
_(0)
0
Wk (t)x&t dt+OK(x exp[&C7 N(x)]), (4.1)
where Wk (t) is the coefficient of zk in Taylor's development of
G0(1&t, z) t&z at z=0. The function Wk (t) has the following expression
Wk (t)= :

j=0
t jQ j, k&1(&log t) (0<t2_(0)),
where Q j, k&1(X) is a polynomial with real coefficients of degree k&1 at
most, defined as in (4.6) below. In particular, the asymptotic development
Wk (t)= :
J
j=0
t jQ j, k&1(&log t)+OK \\ t2_(0)+
J+1
(&log t)k&1+ (4.2)
holds uniformly for 0<t_(0), J0 and k1. The constants implied in
Landau's symbol depend only on the algebraic number field K.
Proof. Defining R(x, z) by the relation
G(x, z)=x |
_(0)
0
G0(1&t, z) t&zx&t dt+R(x, z), (4.3)
Theorem 1 implies for x10, |z|1 and z{1
R(x, z)RK x exp[&C7 N(x)]. (4.4)
We multiply on both sides of (4.3) by (2?i)&1 z&k&1 and integrate over
|z|=1&= for any = # (0, 12]. Noticing that (4.4) implies
}  |z|=1&=
R(x, z)
zk+1
dz }|z|=1&=
|R(x, z)|
|z|k+1
|dz|
RK (1&=)&k x exp[&C7 N(x)],
we obtain, making =  0, that
&k (x)=x |
_(0)
0
Wk (t) x&t dt+OK(x exp[&C7 N(x)])
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uniformly for x10 and k1, where Wk (t) is the coefficient of zk in
Taylor’s development of G0(1&t, z) t&z at z=0. This establishes (4.1).
Since G0(1&s, z) is analytic for |s|3_(0) and |z|1, we can write
G0(1&s, z)= :

j=0
:

k=1
:j, k s jzk ( |s|3_(0), |z|1)
with
:j, k :=
1
(2?i)2 |s|=2_(0) |z|=1
G0(1&s, z)
s j+1zk+1
ds dzRK (2_(0))&j. (4.5)
Hence we get
G0(1&s, z) t&z= :

k=1
zk :

j=0
t j :
k&1
l=0
: j, k&l
l !
(&log t) l
and
Wk (t)= :

j=0
t jQ j, k&1(&log t) (0<t2_(0)),
where
Q j, k&1(X) := :
k&1
l=0
:j, k&l
l !
X l. (4.6)
For any J0, we deduce from (4.5)
:

j=J+1
t j :
k&1
l=0
: j, k&l
l !
(&log t) lRK :

j=J+1 \
t
2_(0)+
j
:
k&1
l=0
(&log t)k&1
l !
RK \ t2_(0)+
J+1
(&log t)k&1.
This completes the proof of Lemma 6.
We now are in position to complete the proof of Theorem 2.
In view of (4.2), we can write
|
_(0)
0
Wk (t) x&t dt= :
J
j=0
|
_(0)
0
t jQ j, k&1(&log t) x&t dt+O(R1), (4.7)
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where
R1 :=|
_(0)
0 \
t
2_(0)+
J+1
(&log t)k&1 x&t dt.
Making the change of variable u :=t log x, it yields
R1RK \ 12_(0) log x+
J+2
|
_(0) log x
0
uJ+1(log2 x&log u)k&1 e&u du.
We estimate the preceding integral, breaking this into two parts,
|
1
0
uJ+1(log2 x&log u)k&1 e&u du
 :
k&1
m=0
(k&1)! (log2 x)m
(k&1&m)! m! |
1
0
uJ+1(&log u)k&1&m du
= :
k&1
m=0
(k&1)! (log2 x)m
(k&1&m)! m! |

0
tk&1&me&(J+2) t dt
= :
k&1
m=0
(k&1)! (log2 x)m
m! (J+2)k&m
R
(k&1)!
J+1
(log2 x)k&1
and
|
_(0) log x
1
uJ+1(log2 x&log u)k&1 e&u du(log2 x)k&1 |

0
uJ+1e&u du
=(J+1)! (log2 x)k&1.
Hence
R1RK
(log2 x)k&1
(2_(0) log x)J+2 \
(k&1)!
J+1
+(J+1)!+ . (4.8)
For the integral on the right-hand side of (4.7), we have, making the
change of variable u=t log x, that
|
_(0)
0
t jQ j, k&1(&log t) x&t dt
= :
k&1
l=0
:j, k&l
l ! |
_(0)
0
t j(&log t) l x&t dt
=
1
(log x) j+1
:
k&1
l=0
:
l
m=0
:j, k&l (log2 x)m
(l&m)! m! |
_(0) log x
0
u j(&log u) l&m e&u du.
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Notting 1(s) the gamma function, we have
|
_(0) log x
0
u j(&log u) l&m e&u du=(&1) l&m 1 (l&m)( j+1)&R2 ,
where
R2 :=|

_(0) log x
u j(&log u) l&m e&u du
R x&_(0)2 |

_(0) log x
u j(log u) l&m e&u2 du
RK x
&_(0)22 j+l&m |

(12_(0)) log x
t j(log t) l&m e&t dt
RK x
&_(0)22 j+l&m(l&m)! j !.
By (4.5) and Stirling’s formula, we have for 0 j_(0) log x
1
(log x) j+1
:
k&1
l=0
:
l
m=0
:j, k&l (log2 x)m
m!
x&_(0)22 j+l&mj !
RK
x&_(0)2 j !
(_(0) log x) j+1
:
k&1
m=0
1
m! \
log2 x
2 +
m
:
k&1
l=m
2l
RK x
&_(0)2(log2 x)k&1 \ je_(0) log x+
j+1
RK x
&_(0)2(log2 x)k&1 e&j.
Therefore we arrive at
|
_(0)
0
t jQ j, k&1(&log t) x&t dt
=
Pj, k&1(log2 x)
(log x) j+1
+OK(x
&_(0)2(log2 x)k&1 e&j), (4.9)
where
Pj, k&1(X) := :
k&1
m=0
:
k&1
l=m
: j, k&l
m!(l&m)!
(&1) l&m 1 (l&m)( j+1)X m. (4.10)
Together with (4.7)(4.9), we obtain for x10 and 0J_(0) log x
|
_(0)
0
Wk (t) x&t dt= :
J
j=0
Pj, k&1(log2 x)
(log x) j+1
+OK(RJ, k (x))
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with
RJ, k (x) :=x&_(0)2(log2 x)k&1+
(log2 x)k&1
(2_(0) log x)J+2 \
(k&1)!
J+1
+(J+1)!+ .
From the definition of Pj, k&1(log2 x) and (4.5), we easily deduce that
|Pj, k&1(log2 x)|C8(2_(0))&j j ! :
k&1
m=0
(k&m)
(log2 x)m
m!
C8(2_(0))&j j !k log x.
This completes the proof of Theorem 2.
5. Proofs of Corollaries 1, 2, and 3
We first prove Corollary 1.
Defining an additive function F(n) by
F(p&) :={1 if &=1,0 otherwise
and putting f (n) :=+K(n)(&1)
&F(n), it is clear that f (n) and F(n) satisfy
the conditions of Theorem 1. Applying this theorem to these two functions
and z=&1 with noticing G0(s,&1)=0, we obtain (1.3). The another can
be treated similarly.
We then prove Corollary 2.
As in the rational case, we have the following decomposition
+2K=1 V &K ,
where
&K(n) :={+K(d)0
if n=d2,
otherwise.
Setting
QK(x) := :
N(n)x
n # GK
+K(n)
2, MK(x) := :
N(n)x
n # GK
+K(n), IK(x) := :
N(n)x
n # GK
1,
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we write, by Dirichlet’s hyperbola principle, for xy10
QK(x)= :
N(d)- y
d # GK
+K(d) IK(xN(d)
2)
+ :
N(m)xy
m # GK
MK(- xN(m))&IK(xy) MK(- y)
=: E1+E2&E3 .
From (1.3) and Lemma 5, we deduce
|E2|+|E3|R K xy
&12 exp[&C1 N(- y)].
In order to evaluate E1 , we write by Lemma 5
E1=
\K
‘K(2)
x+OK(x |R3|+x
(d&1)(d+1)R4),
where
R3 := :
N(d)>- y
d # GK
+K(d)
N(d)2
, R4 := :
N(d)- y
d # GK
N(d)&2(d&1)(d+1).
Using (1.3) and Lemma 5, an integration by parts gives us
R3=|

- y&
t&2 dMK(t)RK y
&12 exp[&C1 N(- y)],
R4=|
- y
1&
t&2(d&1)(d+1) dIK(t)RK y
(3&d)2(d+1) log x+1.
This shows that
2(x)RK xy
&12 exp[&C1 N(- y)]+x(d&1)(d+1)(y(3&d)2(d+1) log x+1).
The required result now follows on taking y=x exp[&C16 N(x)]. This
finishes the proof of Corollary 2.
Finally, we prove Corollary 3.
It suffices to verify
RJ, k (x)RK x exp[&C11 N(x)]
for J=C10 J(x) and 1kC9 J(x). Using Stirling’s formula, it is a simple
exercise.
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6. Proof of Theorem 3
We shall proceed by Selberg’s method [9]. The following statement is an
improvement of Corollaries 1 and 3 of [4].
Lemma 7. For any =>0, we have uniformly for x10 and |z|AK&=
:
N(n)x
n # GK
z0K(n)=zU(z)
x
(log x)1&z
+OK, = \ x(log x)2&Re z+ . (6.1)
For any A>0, we also have uniformly for x10 and |z|A
:
N(n)x
n # GK
z|K(n)=zV(z)
x
(log x)1&z
+OK, A \ x(log x)2&Re z+ . (6.2)
In these formulas, the functions U(z) and V(z) are defined as in Theorem 3.
Proof. It is easy to show that for _>1 and |z|AK&=
U(s, z) := :
n # GK
z0K(n)
N(n)s
=‘K(s)
z U1(s, z) (6.3)
where
U1(s, z) := `
p # GK
\1& zN(p)s+
&1
\1& 1N(p)s+
z
.
Further the infinite product U1(s, z) is absolutely and uniformly convergent
for _ 12+= and |z|AK&=, and
U1(s, z)RK, = 1. (6.4)
Hence we can prove, as (3.4), that
:
N(n)x
n # GK
z0K(n)=
1
2?i |Cr U(s, z)
xs
s
ds+OK(x exp[&C17 N(x)]) (6.5)
with r=_(0)5 log x.
Since (s&1) ‘K(s){0 for s # DCK , we may write
s&1((s&1) ‘K(s))
z=\zK+OK( |s&1|) ( |s&1|2_(0), |z|AK).
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We also have for |s&1|2_(0) and |z|AK&=
U1(s, z)=U1(1, z)+OK, =( |s&1|).
Hence using (6.3) and (6.4), it yields
1
2?i |Cr U(s, z)
xs
s
ds=
1
2?i |Cr s
&1((s&1) ‘K(s))
z U1(s, z)(s&1)&z xs ds
=
1
2?i |Cr (\
z
K U1(1, z)+OK, =( |s&1|))(s&1)
&z xs ds.
(6.6)
By Hankel’s truncated formula ([12], Corollaire II.5.2.1), the principal
term in (6.6) is
1
2?i |Cr \
z
K U1(1, z)(s&1)
&z xs ds=
1
1(z)
}
x
(log x)1&z
+OK, =(x
12+_(0)). (6.7)
The error term in (6.6) is controlled by
|
Cr
|s&1| 1&Re z x_ |ds|
R K, = |
1&r
1&_(0)
(1&_)1&Re z x_ d_+x1+rr2&Re z
R K, =
x
(log x)2&Re z |
_(0) log x
_(0)
t1&Re ze&t dtRK, =
x
(log x)2&Re z
. (6.8)
Combining (6.5)(6.8), we immediately get (6.1). The formula (6.2) can be
treated similarly. The proof of Lemma 7 is complete.
We now are in position to complete the proof of Theorem 3.
We consider only (1.11). The case of k=1 is trivial, because of the prime
ideal theorem (cf. [6], main theorem). We now suppose that k2. Multi-
plying on both sides of (6.1) by (2?i)&1 z&k&1 and integrating over |z|=r,
it yields for any rAK&=
Nk (x, K)=
x
log x
}
1
2?i ||z|=r U(z)(log x)
z z&k dz+OK, =(R5) (6.9)
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where
R5 :=
x
(log x)2 ||z|=r (log x)
Re z |z| &k&1 |dz| .
To evaluate the principal term in (6.9), we write
U(z)=U(r)+(z&r) U$(r)+(z&r)2 |
1
0
(1&t) U"(r+t(z&r)) dt.
For the choice r :=(k&1)log2 x, Cauchy’s formula gives
1
2?i | |z|=r (z&r)(log x)
z z&k dz=
(log2 x)k&2
(k&2)!
&r
(log2 x)k&1
(k&1)!
=0.
Therefore it follows
1
2?i ||z|=r U(z)(log x)
z z&k dz=
1
2?i | |z|=r U(r)(log x)
z z&k dz+OK, =(R6)
=
(log2 x)k&1
(k&1)!
U \ k&1log2 x++OK, =(R6), (6.10)
where
R6 :=|
|z|=r } (z&r)2 |
1
0
(1&t) U"(r+t(z&r)) dt } (log x)Re z |z|&k |dz| .
Noticing that |r+t(z&r)|(1&t)r+tr=r (0t1, |z|=r), we have
U"(r+t(z&r))RK, = 1
and
R6RK, = |
2?
0
|ei%&1| 2 r3&ker log2 x cos % d%
RK, = r
3&k |
2?
0
e(k&1) cos %(1&cos %) d%
RK, = r3&k \|
1
0
e(k&1)t - 1&t d%+2?+
RK, = r3&kek&1(k&1)&32
RK, =
(log2 x)k&1
(k&1)!
}
k&1
(log2 x)2
. (6.11)
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Similarly, we have
R5RK, =
x
(log x)2
ek&1r&k(k&1)&12
RK, =
x
log x
}
(log2 x)k&1
(k&1)!
}
k&1
(log2 x)2
. (6.12)
The estimate (1.10) now follows from (6.9)(6.12). This finishes the proof
of Theorem 3.
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