This paper describes a system for information storage, retrieval, and updating, with special attention to the search algorithm and data structure demanded for maximum program efficiency. The program efficiency is especially warrantedwhen a natural language or a symbolic language is involved in the searching process.
Best of all, since the program can use the same technique for storing and updating informations, the maximum efficiency is also applicable to them wlth the same ease. Thus, it eliminates all the problems of inefficiency caused in establishing a file, and in updating a file.
I. MOTIVATION
In our daily life, there are too many instances of looking for some type of information such as checking a new vocabulary in a dictionary, finding a telephone number and/or an address in a directory, searching a book of a certain author, title, or subject in a library catalog card file, etc, Before the desired information is found, one has to go through a number of items or entries for close examination. The quantitative measurement is usually termed as the "number of searches", "number of lookups", or "number of file accesses" in mechanized information systems.
HoWever, as King pointed out in his article in the Annual Review of Information Science and Technology, volmne 3, that the most cOmmon measures of accuracy of an information system are the recall ratio and precision ratio. These two measures have come under considerable criticism for their indifference in retrieval characteristics, being misleading and producing varying results. They probably should be used primarily to highlight a system's unsatisfactory perf~nce.
From the failure analysis of Hooper, King, Lancaster and others, the reasons are: incorrect query formulation, indexing errors, mechanical errors, incorrect screening, etc.
In the same volume (p. 139), Shoffner cc~nented on the evaluation of system, s that "it is important to be able to determine the extent to which file structures and search techniques influence the recall, precision, and other measures of syste~ performance". Not until very recently, file structure and search techniques were apparently i unpopular topics among information scientists except Salton and a few others. Nevertheless, these topics have been attacked constantly by system scientists for a much smaller size of file but the maximt~ efficiency is a vital factor for the total system. They are frequently discussed under the title of "symbol table techniques", or "scatter storage techniques" as used by Morris as the title of his article. In addition to the "number of searches" and the "number of lookups" other terminologies used by the syste~ scientist for referencing the most basic measure are the "number of probes"~ the "number of attempts", and the "search length".
Ever since 1964 the author stepping into the cemputer profession noticed that the efficiency of a file handling system is always crippled by its file searching technique no matter how sophisticated the system. This was especially the case during 1965 and 1966 when the author was employed at the Itek Corporation on an Air Force project of a Chinese to English machine translation experiment. The best search technique used for dictionary lookups was the binary search which is still considered one of the best techniques available today.
For a large file with a huge number of records, entries or items, the binary search technique will still yield a substantial number of searches which is a function of the file size. The typical files are: dictionaries of any sort, telephone directories, library catalog cards, personnel records, merchandise catalogs, doct~ment collections, etc. For example, in a 50,000-entry file system the average number of searches for finding an entry is 15.6 calculated as log2N. This figure will not be very satisfactory if frequent search inquiries to a file are the case. As a result to finding better search techniques, at least three kinds of search techniques or algorithms are found to be more satisfactory than the binary search.
Namely they are: lamb and Jacobson's "Letter Table Method", Peterson's "Open-Addressing Technique", and Johnson's "Indirect Chaining Method".
They have a rather interesting c~on feature that the file size is no longer a factor in the search efficiency.
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IIo EFFICIENCY OF VARIOUS SEARCH AIEORITHMS
In order to have a gross understanding of various search algorithms, six of them are examined and compared in respect to their search effieieneies.
i. Linear Search
This is also called sequential search or sequential scan.
The linear search of an unordered list or file is the simplest one, but is inefficient because the average number of searches for a given entry in a N-entry file will be N/2. For example, if N = 50,000, the average number of searches for a given entry is an enormous 25,000. It is assumed that the probability of finding a given entry in the file is one. The average number of searches in a linear search is calculated as:
if N is a large number°
The linear search has to be performed in a consecutive storage area and this sOmetimes causes certain inconvenience if the required storage area is very large. The inconvenience can be avoided by using the last cOmputer word (or some bits of it) to index the location of the next section of sto~age area used and thus form a single chain for searching. This variation of the linear search method is called the single chain method. It differs from the linear search in storage flexibility but is otherwise the same in the efficiency.
Directory Search
This is also called block search. With the aid of a directory which contains the addresses of every Bth entry of the ordered file, a better result can be achieved because the average number of searches is greatly reduced. For the best result, choosing the blocking factor B = 220 in the example above, the answer is 223.6 searches whihh is calculated as: Table Method This attractive method as suggested by Lamb and Jacobsen in 1961 for the dictionary lookup in a machine translation system did not receive good attention for its possible applications in general information systems. In order to achieve the above efficiency, the letter tables at each level should be structured in alphabetic order, and every letter should be converted into a numeric value such as A = I, B = 2, C = 3, ... , Z = 26 and the space delimiter = 0 or 27 through a simple It is at these two figures and the above-mentioned update efficiency and overflow advantage that the author believes some storage inefficiency and programming complexity should be tolerated painlessly. 
I. Keyword Construction
Under the consideration of the programming and computing efficiency and of the storage efficiency, usually a keyword of one computer word size is more desirable, e.g., eight-character keyword in a 48-bit word machine.
In machine files such as dictionaries, thesauruses, keyword indices, and merchandise catalogs, the keyword is almost readily available for hashing. If the keyword is longer than the allowable number of characters, a simple word truncation at the right end or some word compression schemes can be used to reduce the word size to a desired amount of number of characters.
For example, the standard word abbreviatiOn, and a simple procedure to eliminate all the vowels and One of the two same consecutive cOnsonants in a word will all be acceptable for this purpose.
In cases of author indices and catalogs, membership rosters, alphabetical telephone directories, taxatiOn records, census, personnel records, student files, and any file using a person's name as the primary source of indexing will have the convenience in using the last name plus one space character and the initials as the keyword. The word compression scheme is certainly applicable if it is necessary.
When title indices and catalogs, subject indices and catalogs, business telephone directories, scientific and technical dictionaries, lexicons and idiom-and-phrase dictionaries, and other descriptive An alternative to meet the need of the multi-word situation but with a possible improvement in the uniqueness of the resulting hashed value is to perform some arithmetic or logical manipulation on the binary representation of the multi-werd.
When the multi-word is stored in consecutive computer words, each binary representation of a computer word is treated as an individual constant. Then either an arithmetic operatiOn (e.g., ADD, SUB~RA~E~ MULTIPLY, and DIrgE) or a logical operatiOn (e.g., AND, OR) is to be performed on these computer words to collapse them into one single computer word as the -14-keyword. The resulting keyword from this kind of manipulation is not human readable but will serve its purpose for hash addressing.
In some cases where a unique number is assigned to an entry~ there is no need to hash this number provided that number is inside the range of the allotted table size. This is mostly seen when a record or document is arranged in its accession number or location index. Otherwise the number can be treated as letters and be constructed in one of the methods described above.
Hash Function
The different functions used for random number generations can also serve as the hash function if a likely one-to-one relation can be established between the keyword and the resulting random number. This is also subject to the restriction that only nmnbers inside the range of table size ace aceeptable. Frequently this method will not give a balanced distribution of table addresses and thus affect the search and update efficiencies.
The arithmetic or logical manipulation described above for handling multi-word items can also be used as a hash function.
One method called division hash code is suggested by Maurer that the binary representation of a keyword is treated as an integer and divided by the table size. The remainder of this division is thus inside the range of the table size and is used as the hash value. As Maurer noticed this method has the disadvantage that sometimes it does not produce indices which are equally distributed.
Three methods of computing hash addresses with proven satisfactory results were described very neatly by Morris:
-15-"If the keys are names or other objects that fit into a single machine word, a popular method of generating a hash address from the key is to choose some bits from the middle of the square of the key--enough bits to be used as an index to address any item in the table. Since the value of the middle bits of the square depends on all of bits of the key, we can expect that different keys will give rise to different hash addresses with high probability, more or less independently of whether the keys share some coe~on feature, say all beginning with the same bit pattern.
"If the keys are multiword items, then some bits from the product of the words making up the key may be satisfactory as long as care is taken that the calculated address does not turn out to be zero most of the time. The most dangerous situation in this respect is when blanks are coded internally as zeros or when partial word items are padded to full word length with zeros.
'~ third method of computing a hash address is to cut the key up into N-bit sections, where N is the number of bits needed for the hash address, and then to form the sum of all of these sections. The low order N bits of the sum is used as the hash address. This method can be used for single-word keys as well as for multiword keys .... " All these three method assume one slight restriction that the size of the table has to be a power of two because of the binary bit selection.
Personally the author prefers the first method of these three due to the extremely simple programming involved. Depending on different machines, the main operation requires about five machine language instructions: load A register with the keyword, integer multiply with the keyword, left shift A and Q registers X bits so that the desired bits is at the left end of the Q register~ clear A register, left shift A & Q registers again Y bits so that the desired bits are resided at the right end of the A register (CDC 3600 COMPASS).
-16-If the second method described by Morris is used, the keyword construction for multi-word itom can be eliminated if there is no risk of the kind described. The thlrd method is more interesting because it has the generality of accepting both single-word and multi-word itoms but at a slight cost of some more programming which is to be offset by the cost of multi-word construction.
IV. HAICS DATA STRUCTURE
In response to the needs of search and update efficiencies, the data structure for the HAICS technique has to be organized in a much more sophisticated way with some additional storage requirement over the entries themselves. The layout of the chaining table is shown in Table 4with some sample linkages indicated in hand-drawn circles and arrows.
-18- Step Sll S14 Repeat for additional entries starting at Step $2. Tables 5 and 6 show the result of several stored entries under this algorithm.
Examples in
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Repeat for additional entries starting at
Step RI. Tables 5 and 6 will also illustrate this algorlthm in actual applications, The execution of the RETRIEVE command will not change the contents of the Chaining Table and the Available Space List in any event.
Examples in

Algorlthm ADD (A)
This algorithm is used when an additlonal or new entry is put into the already established HAICS file. It is an operation of "adding" an entry to the end of a chain of its hashed address, rather than breaking up the chain and "inserting" the entry according to some order or hierarchy. This is so because each chain in the HAICS file is mostly very short with only one or two entries and the "inserting" will gain very little in search and update efficiencies. List and all the pertinate information in the Chaining Table. DI Go to
Step RI in Algorithm RETRIEVE, return to Step D2 upon exit on failure from Algorithm RETRIEVE, or return to Step D3 upon exit on success from Algorithm RETRIEVE
D2
Exit on failure. 
RP5
The new entry is stored in ASL starting from
ASL(J)
RP6 If the new entry plus an EOE can be accomodated in the old space, exit on success.
RP7
If the new entry plus an EOE can not be accommodated in the old space, then store the new entry up to the same length of the old entry and put an EOE at the end, exit on partial success.
RP8
If KEYWORD(1) ~ KEY and LINK(1) = 0, then exit on failure.
RP9
If KEYWORD(1) ~ KEY and LINK(1) ~ 0, then I = LINK(1), go to Step RP4.
RPI0
Repeat for additional entries starting at
Step RPI Table ii will display the changes rode through the use of this algorithm upon Table i0 .
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This is a simple algorithm for a utility function of arranging information in table form and printing out of the chaining Table and the Available Space List as those of Table 4 to Table 14 in this paper. Table   P2 Step P5 until the end of the Available Space List is reached, exit on success.
P1
Algorithm COMPRESS (C)
This is an algorithm designed to serve as a "Garbage
Collector" in the list processing languages for better storage efficiency. In practical applications, the Available Space List is a huge free storage area which can be on a secondary bulk storage device Such as a drum or disk for random access. After several updating functions performed on the HAICS file, there will inevitably be some space groups residing in the middle of the used portion of the Available Space List. And eventually it will reach a situation that the end of the Available Space List is reached but with many space groups scattered in the middle.
To remedy this situation, a periodical operation of the C(R4PRESS command is desirable to repack the Available Space
List for a better storage utilization. Many strategies or hierarchies can be used to achieve this purpose with some variations in computing efficiency. A sample result of the COMPRESS algoritlrm upon Tables 9 and ii is shown in the following Tables 12 and 13: i 
4J--Z--
433
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Algorithm LIST (L)
In contrast to the Algorithm PRINT, LIST will initiate an alphabetical sort on the keywords stored in the Chaining Set J = INDEX(l), print the hash value, the keyword, the entry starting address in ASL, and the entry itself, exit on success.
Repeat for the next keyword and its original sequence number in the sorted array until this array is exhausted.
-39- Tables 15 and 16 and are the basis for a prelim£mary discussion. The RETRIEVE efficiency is always identical with the search efficiency as indicated in Table 3 which is an average of 1.25 for the indirect chaining method. The accumulative average number of searches does fall into the range between the minimum of 1.0 and the maximum of 1.5 which is a 1.263 at 59.4% table fullness. As mentioned before, the above discussion is preliminary and even premature. The statistics in Tables 15 and 16 do not cover some unusual circumstances although it is a typical example of several regular test runs. To support, or oppose, the above discussion will demand several further extensive tests of each of these five efficiencies under a controlled and isolated environment.
LI~T
A Framework for Information Systems
The HAICS method is a basic framework aimed to improve the total efficiency of an information system. It can be progran~ned in a number of languages from the fundamental machine language or assembly language of a particular family of computers, to the high-level procedure-oriented languages such as Fortran and Algol which are acceptable to most of the computers.
With an amazing 1.25 average number of searches per entry, this method will certainly make natural language processing not much worse than the n,-nerical computation. It is ready to be implemented for text processing and document retrieval; Specifically, the dictionary lookup operation as the principal operation of an information system, is no longer a lengthy and painful procedure and thus a barrier in natural language processing. Linguistic analysis may be provided with a complete freedom in referring back and forth any entry in the dictionary and the grammar, and the information gained at any stage of analysis can be stored and retrieved in the same way. Document retrieval may go deeper in content analysis and providing a synonym dictionary for some better query descriptor transforw~tions and matching functions. As Shoffner noted, "it is important to be able to determine the extent to which file structure and search techniques influence recall, precision, and other measures of system performance." This paper tends to support Shoffner's statement by presenting an analysis of current search techniques and a detailed description of the HAICS method which is a possible framework for most information systems.
