In this paper we investigate the potential impact of the introduction of stock index futures trading on the daily returns seasonality of the underlying index for seven national markets. This daily seasonality testing is performed with respect to (a) mean returns; (b) return autocorrelations; and (c) return volatilities using a modified GARCH model. It has been previously argued that the introduction of futures trading should lead to reduced seasonality of mean returns and generally our results support this conclusion. This is particularly the case with regard to the general weakening of the Monday effect in mean returns for the US; Germany; and Switzerland, and to a lesser extent for the UK. Similarly for Japan and to a lesser extent for Australia, the Tuesday effect in mean returns is no longer in evidence. While we detect daily seasonality in return autocorrelations and volatilities that is largely related to Monday and Tuesday observations, this seasonality does not seem to be affected by the introduction of index futures contracts. 
INTRODUCTION
Futures contracts provide investors with a relatively low cost way of trading on new information and for hedging against adverse price movements. The price of futures contracts is fundamentally determined by the price of the underlying asset on which the futures contract is based. Thus, the introduction of futures trading may impact on the market for the underlying asset and a body of literature has evolved which attempts to empirically validate the nature of this relationship.
One major area of this literature has considered the impact of futures trading on the volatility of the underlying asset. For example, in the case of financial futures this literature is well represented by Figlewski (1981) ; Moriarty and Tosini (1985) ; and Edwards (1988a); while for commodity futures see Working (1960) ; Powers (1970) and Cox (1976) . Further, in the case of stock index futures the literature includes Stoll and Whaley (1987) ; Edwards (1988a and 1988b) ; Harris (1989) ; Damodaran (1990) ; Hodgson and Nicholls (1991) ; Bessembinder and Seguin (1992) ; Kamara, Miller and Siegel (1992) ; Lee and Ohk (1992) ; Robinson (1994) ; Antoniou and Holmes (1995) ; Kamara (1997) ; Hiraki, Maberly and Taube (1998); and Antoniou, Holmes and Priestley (1998) . 1 In general, this literature provides mixed evidence as to the volatility impact of futures trading.
This empirical ambiguity is not all that surprising since the theoretical literature proposes both a "destabilizing forces" hypothesis which predicts increased volatility and a "market completion" hypothesis in which decreased volatility is predicted. For the former hypothesis, it is argued that the inflow and existence of speculators in futures markets may produce destabilizing forces, which among other things create undesirable "bubbles". 2 However, the contrary view is that the introduction of futures trading leads to more complete markets, enhancing information flows and thus improving investment choices facing investors. 3 Moreover, futures may bring more (private) information to the market and allow for a quicker dissemination of 1 A parallel literature also exists for the case of the impact of option listing on the underlying stock's return behavior. See, for example, Conrad (1989) ; Skinner (1989) ; Damodaran and Lim (1991); and Kumar, Sarin and Shastri (1998) . 2 See, for example, Harris (1989) ; Edwards (1988a Edwards ( & 1988b ; and Stein (1987 Stein ( & 1989 ). 3 See, for example, Ross (1977) ; Hakansson (1978) ; Breeden and Litzenberger (1978) and Arditti and John (1980) ).
information. Further, speculative activity may be transferred from the spot to the futures market which can dampen spot market volatility.
The principal aim of the current study is to extend the segment of this literature which has investigated the impact of index futures introduction. While the vast majority of these studies have focussed on US markets [see for example, Harris (1989) and Kamara, Miller and Siegel (1992) ], only a limited amount of work has been directed toward other markets [for example, in the case of the UK see Robinson (1994) , Antoniou and Holmes (1995) , and Antoniou, Holmes and Priestley (1998) ; in the case of Australia see Hodgson and Nicholls (1991) ; and in the case of Japan see Hiraki, Maberly and Taube (1998) ]. Accordingly, the general argument of Leamer (1983) regarding the concern about data snooping and that of Lo and MacKinlay (1990) in the context of finance research, oblige us to investigate alternative datasets in order to assess the robustness of these findings. 4 In the current paper this is achieved by analysing seven separate markets in which index futures have been introduced.
Stock market index futures typically have a face value of a given multiple (e.g. 100) times the value of a predetermined national stock market index. Thus, the value of these futures contracts fluctuates as the value of the underlying index changes reflecting the machinations of the overall market. It is commonly hypothesized that the introduction of such stock index futures may have an impact on the return characteristics of the index itself. While much of the relevant literature has solely focused on the (unconditional) volatility impact of such an event, other related but under-researched areas of interest have recently been identified. Of particular relevance to the current paper, is the potential impact that the introduction of index futures trading has on the daily seasonality of the underlying index returns. 4 A similar 'data-snooping' justification has been used elsewhere to examine non-US data -see for example, Jagannathan, Kubota and Takehara (1998) who use Japanese data to test a labor-income based CAPM [of Jagannathan and Wang (1996) ] and Clare, Priestley and Thomas (1998) who use UK data to test the CAPM using a one-step procedure.
Daily seasonality in mean returns is a phenomenon that has been documented in many asset return series including numerous national stock market indices [see for example, Osborne (1962) ; Cross (1973); French (1980) ; Gibbons and Hess (1981) ;
Jaffe, Westerfield and Ma (1989) ; Wilson and Jones (1993) ; Chang, Pinegar and Ravichandran (1993) ; Agrawal and Tandon (1994) ; Dubois and Louvet (1996) ; Wang, Li and Erickson (1997) ; Bachiller, Blasco and Espitia (1998) and Coutts and Hayes (1999) ]. In most markets it is has generally been observed that to some degree a "Monday" effect is in evidence -namely, that the Monday mean return is significantly negative and less than the average return found for all other days. However, in a smaller subset of markets such as Japan and Australia, a "Tuesday" effect has been documented, in which it is the mean Tuesday return which is found to be significantly negative and less than the average return for all other days.
Although daily seasonality in return autocorrelations and return volatility has also attracted some research attention, they are far less extensively investigated than their mean returns counterpart. With regard to the daily seasonality in return autocorrelations, Bessembinder and Hertzel (1993) and Higgins and Peterson (1999) are representative of the literature. For example, Bessembinder and Hertzel (1993) examined a large set of US equity and futures markets data. Generally, they found that the return autocorrelation between Monday (Tuesday) and the previous trading day is unusually high (low) and positive (and in many cases negative) compared to other day of the week autocorrelations. With regard to the daily seasonality in return volatility, Fama (1965); Gibbons and Hess (1981) and Agrawal and Tandon (1994) are good examples of this literature. Generally, these papers have found that the Monday return variance tends to be higher than for all other days of the week.
Recently an interest has emerged in investigating whether, and to what extent, daily return seasonality is impacted by the introduction of index futures trading.
Specifically, Kamara (1997) considered the impact of the introduction of an S&P 500 index futures contract on the daily mean return seasonality of the US market index return. Using data sampled over the period 1962 to 1993, the author finds evidence to suggest that the daily seasonal effect in the S&P 500 declined significantly in the postfutures trading period. The author argued that the observed decline in the daily seasonal is consistent with the fact that futures' trading greatly reduces the obstacle to arbitraging it, due to the considerable reduction in transaction costs. Further, similar analysis of this issue for the Japanese market is reported in Hiraki, Maberly and Taube (1998) . In their paper, the authors found that trading of the NIKKEI 225 stock index futures had impacted on daily index returns seasonality. Specifically, while the Tuesday effect was found to disappear in the post-trading period, a Monday effect seemed to take its place. The authors argue that such effects are the result of heightened information flows which result from futures index trading.
Accordingly, the specific purpose of the current paper is to supplement and enhance the literature which considers the impact of the introduction of a stock index futures contract on the daily returns seasonality of the underlying aggregate national stock market index. In contrast to the previous work which has confined its scope for analysis to a single national index, this study will empirically scrutinize a wide range of markets. Specifically, in addition to the US and Japan cases which were the subject of analysis in Kamara (1997) and Hiraki et al (1998) respectively, we present evidence on the effect of stock index futures trading on daily returns seasonality for the Australian, German, Spanish, Swiss and UK markets. The use of a broad range of countries for analysis has distinct advantages. For example, it allows the experiences of each country to be compared and any common pattern to be uncovered, thus helping to alleviate the data snooping concern discussed above. Further, the inclusion of the US and Japan cases allows comparisons to be made between the new methodology applied in this paper and the results of the earlier literature.
As pre-empted in the preceding paragraph, the current paper employs a different (and arguably superior) testing methodology compared to previous studies that have investigated the impact of futures trading. Specifically, as far as we are aware our methodology for the first time uniquely brings together three major elements, namely: (a) the impact of futures trading; (b) the incidence of daily seasonality; and (c) the GARCH modeling framework. 5 Accordingly, within this framework we make two major contributions to the existing literature. First, the use 5 Interestingly, while (to our knowledge) these three features have not ever before been combined together in one unified analysis, it is true that each pairwise combination has been previously explored.
In the case of (a) GARCH modeling and the impact of futures introduction, see for example, Antoniou and Holmes (1995); and Antoniou, Holmes and Priestley (1998) ; (b) the impact of futures introduction and daily seasonality, see for example, Kamara (1997) and Hiraki et al (1998) ; and (c) GARCH modeling and daily seasonality, see for example, Connolly (1989) and Easton and Faff (1994) . of a GARCH model allows us to provide new insights as we may simultaneously consider the impact of stock index futures trading on daily returns seasonality in both the mean and volatility dimensions. 6 Specifically, daily seasonality testing is performed with respect to (a) mean returns; (b) return autocorrelations; and (c) return volatilities. Second, as mentioned earlier we present a unified package of evidence spanning a number of national boundaries that will help to counter the concern of data snooping bias. Existing evidence (and then for mean returns seasonality only)
pertaining to this general area is currently only available for two markets, namely, the US and Japan. Our investigation extends the coverage to seven markets.
A brief summary of our major findings is as follows. In general, our results suggest that the introduction of futures trading has been associated with reduced seasonality of mean returns. This is particularly the case with regard to the general weakening of the Monday effect in mean returns for the US; Germany; and Switzerland, and to a lesser extent for the UK. Similarly for Japan and to a lesser extent for Australia, the Tuesday effect in mean returns no longer is in evidence. This finding supports the arguments presented by Kamara (1997) and Hiraki et al. (1998) that, for example, futures trading lowers transaction costs of traders who may be looking to arbitrage any profitable opportunities, including daily seasonals.
Furthermore, while we detect daily seasonality in return autocorrelations and volatilities that is largely related to Monday and Tuesday observations, this seasonality does not seem to be affected by the introduction of index futures contracts. With reference to the previous literature, these results provide an important international extension of the evidence of seasonality in return volatility such as that found in Fama (1965), Gibbons and Hess (1981) and Agrawal and Tandon (1994) and seasonality in return autocorrelations as reported in Bessembinder and Hertzel (1993) .
The rest of this paper proceeds as follows. Section II details the basic testing methodology which is employed in this paper. Section III discusses details of the seven national stock indices on which futures contracts are traded. Further, the estimation results are presented and discussed. Finally, Section IV presents some concluding comments.
II. RESEARCH METHOD

A. Daily Seasonality Modified GARCH Model Framework
Our basic model comprises an Auto-Regressive (AR) mean equation augmented by dummy variables to capture the day-of-the-week (DOW) seasonality. 7, 8 The inclusion of autoregressive terms follows Bessembinder and Hertzel (1993) , Higgins and Peterson (1999) and Hiraki et al. (1998) . The latter authors argue that:
"[f]ailure to adjust for the short-term pricing dynamics in returns may introduce bias in the estimates of the DOW coefficients since the coefficient estimates will attempt to capture some of the effects associated with the missing model components". (p.498)
Specifically, the mean equation takes the form:
where R t is the return to the stock market index; D Mon is a dummy variable which takes the value unity if the day is a Monday and zero otherwise; D ODW is a dummy variable for the "other days of the week" (ODW) which takes a value of unity if the day is a Tuesday, Wednesday, Thursday or Friday and zero otherwise; and ϕ Mon , ϕ ODW , λ Mon and λ ODW are coefficients to be estimated. It should be noted that for Australia and Japan in which a Tuesday effect has been documented in the literature, the role of the Monday dummy in the above specification is supplanted by a Tuesday dummy (D Tue ) and so the ODW dummy in this case captures Monday, Wednesday, Thursday and Friday.
The stochastic error term, ε t in Equation (1), is modeled as a GARCH process whereby the variance of the error term is attributed with dynamic (autoregressive)
properties. Specifically, we adopt the GARCH (1,1) specification of Bollerslev (1986), which has been widely applied in the literature. As with the mean equation, 7 A version of the model was investigated in which a dummy variable was included for the stock market crash of October 1987. As the results are robust to this variation they are not reported in order to conserve space. 8 In earlier versions of this paper, higher order autoregressive terms were also employed. In order to keep the specification manageable, only first order terms are reported here. Importantly, the outcome of the hypothesis testing is robust to this variation. the GARCH specification of the conditional variance equation is also augmented to include a matching set of day-of-the-week dummy variables to capture the potential for daily seasonality in market volatility. Thus, the conditional variance equation is specified as:
where h t is the conditional variance of the stochastic error term (ε t ) in the mean 
B. Daily Seasonality and Pre/Post Index Futures Trading Modified GARCH Model Framework
To determine the impact of the introduction of (and, hence, trading in) an aggregate stock market futures contract on the daily returns seasonality of the underlying index, the basic model as specified above, requires modification. Specifically, the day-of-theweek dummy variables of Equations (1) and (2) may be split into a pre-futures trading period and a post-futures trading period. Thus, each dummy variable in the pre-trading era D i (i = PreMon and PreODW) will take on a value of unity on the day(s)-of-theweek to which it is assigned and zero otherwise. In the post-trading period however, they will take on a value of zero regardless. The converse case is 9 Our focus in this specification of the variance equation is on the intercept term. In principle, the ARCH and GARCH terms can also be allowed to vary according to daily seasonality, however the interpretation of any changes found is not straightforward. Furthermore, we encountered considerable computation problems when extending the specification of our model to allow for such shifts in the ARCH and GARCH terms -indeed the model typically failed to converge in these cases. Interestingly, in the few cases in which versions of these models did successfully estimate, the ARCH and GARCH parameters seemed remarkably similar -clearly unable to reject basic tests of equality. Accordingly, we feel justified holding these parameters constant over the full sample period.
true for day-of-the-week dummy variables assigned to the post-trading regime, D i (i = PostMon and PostODW). Accordingly, the fully specified mean and variance equations become: 
C. Test of Main Hypotheses: Daily Seasonality Effects
C.1 Daily Seasonality Effects in the Mean Return
Following Kamara (1997), our primary tests relate to the basic seasonal effect -that is, for Spain, Germany, Switzerland, the UK and the US; we perform a test of whether Monday returns are significantly lower than the average return on other weekdays.
The analogous test of whether Tuesday returns are significantly lower than the average return on other weekdays is applicable for Australia and Japan. Hence, in the pretrading case the test is formalized as (note that the Tuesday version of the hypothesis is presented in parentheses to avoid confusion):
Similarly, the post-trading counterpart of the above test may be specified as:
C.2 Daily Seasonality Effects in the Return Autocorrelation
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An analogous set of hypothesis tests is performed for the return autocorrelations, following Bessembinder and Hertzel (1993) . That is, in the case of Spain; Germany;
Switzerland; the UK; and the US (Australia and Japan in parentheses) the hypothesis tested in the pre-trading period is:
Similarly, the counterpart autocorrelation hypotheses for the post-trading period are:
C.3 Daily Seasonality Effects in the Return Volatility
Following Fama (1965); Gibbons and Hess (1981) and Agrawal and Tandon (1994) which identifies a seasonal effect in variances, an analogous set of tests is performed for the variance equation intercepts. Specifically, for the pre-trading period we have:
While for the post-trading period we have:
D. Tests of Supplementary Day of the Week Hypotheses
In addition to the hypotheses outlined above, some further tests can be performed on a variation of the model represented by Equations (3) and (4) in which individual day of the week dummies are incorporated. Thus, we define five separate day-of-the-week dummy variables in the pre-trading era (PreMon, PreTue, PreWed, PreThu, PreFri)
which each take on a value of unity on the day-of-the-week to which they are assigned and zero otherwise. In the post-trading period however, they take on a value of zero regardless. The converse case is true for day-of-the-week dummy variables assigned to the post-trading regime, (PostMon, PostTue, PostWed, PostThu, PostFri). Accordingly, the fully specified mean and variance equations in this case become: This specification allows us to compare the pre-trading and post-trading day-of-theweek effects by testing some null hypotheses framed in terms of equality restrictions.
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Specifically, in the pre-trading (post-trading) period we consider whether the joint hypothesis of equality of the day-of-the-week impacts has any empirical support.
In the case of the mean returns this is formalized as: 
III. RESULTS
A. Data
In the current paper, the impact of the introduction of stock index futures trading on seven national stock market indices is investigated. Specifically, the markets analysed are Australia; Spain; Germany; Japan; Switzerland; the UK and the US. Daily stock market index data were collected from the Datastream database from the earliest available date to the end of January 1999. The longest sample period involved the US S&P 500 index for which the initial observation occurs in January 1969.
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Accumulated indexes were chosen for analysis except for Japan, Switzerland and the US -for these countries a price index series was employed to allow a longer period to be analyzed. 14 Details of the stock indexes used, the date on which the futures contracts began trading as well as the beginning of each sample period are presented in Table 1 . 11 Estimation results of the model represented by Equations (5) and (6) will not be reported -only the outcome of the hypotheses outlined in this section will be reported to conserve space. The full set of estimation results is available from the authors upon request. 12 A series of further hypotheses were tested with regard to the equality of individual day of the week measures (mean, autocorrelation and volatility) in the pre-and post-futures trading period. These results do not greatly enhance those discussed in the text and, hence, are not reported in order to conserve space. 13 As is common in studies that model conditional heteroskedasticity, we use long sample periods [for example, see Jones, Lamont and Lumsdaine (1998, p. 319) ]. 14 In the case of the countries in which both price and accumulation are available, we checked the sensitivity of our results, with regard to whether the type of index matters. While not reported here, we find that the basic thrust of our conclusions is robust to this variation in data. The details are available from the authors upon request.
[ The returns for each index were estimated as the log price relative and some basic descriptive statistics are reported in Table 2 . It can be seen that the average daily returns vary between 0.015% for Japan (capital returns only) to 0.064% for Spain.
Further, while all market returns reveal some degree of negative skewness, as expected in daily data there is strong evidence of leptokurtosis, particularly for
Australia and the US.
[ 
Model: Mean Equation Results
The modified GARCH (1,1) model represented by Equations (3) and (4) was fitted to the stock market index returns data for each of the seven countries in our sample and the mean equation results are presented in Table 3 . 15 According to Panel A of the table, with respect to the pre-trading period, as expected (given the existing literature), a Tuesday effect is in evidence in both Australia and Japan. Specifically, we see that the Tuesday mean return is negative and lower than the mean return of all other days for these two cases. Of the remaining countries, Germany, Switzerland, and the US reveal a Monday effect -that is, a significant negative return (at the 5 % level)
on Monday that is lower than the mean return for all other days of the week. Further, the UK reveals a significantly negative mean Monday return at the 10 % level. In addition, it can be seen that during the pre-trading period, average returns on all other days of the week are positive and highly significant in all cases (except Spain). This again is generally consistent with previous evidence documenting daily seasonality across international markets [see for example, Dubois and Louvet (1996) ].
15 It should be noted, consistent with the arguments of Nelson (1990a Nelson ( , 1990b Evidence as to the seasonality of return autocorrelation is presented in Panel B
of other days in the pre-trading period. This is consistent with the findings of Bessembinder and Hertzel (1993) who examined US equity and futures markets data.
Second, the finding of daily seasonality in return autocorrelations discussed above, is also evident in the post-trading period across these five countries, although In summary, in terms of the estimated return autocorrelations reported in Table   3 , while daily seasonality is generally observed, there is not a strong pattern indicating any particular effect associated with the introduction of futures trading in index futures contracts. 
C. Daily Seasonality and the Pre/Post Index Futures Trading Modified GARCH
Model: Variance Equation Results
D. An Extended Analysis of the US Case
Following Kamara (1997) Perhaps even more importantly, the modified GARCH framework permits us to detect whether there is some sort of related daily seasonal effect in the volatility equation. Accordingly, we now turn our attention to Panel C of Table 5 . Similar to the preceding analysis, we observe that the estimated Monday volatility coefficient in the first pre-trading period (Pre1Mon) is higher than the estimated average volatility in all other cases with the exception of the Monday volatility coefficient in the second pre-
trading period (Pre2Mon). A Wald test of equality between the Pre1Mon and
Pre2Mon volatility coefficients produces a p-value of 0.7017 which suggests that these two coefficients are statistically indistinguishable from each other.
In sum, the preceding analysis of mean and volatility suggests a paradox -higher average returns tend to be associated with lower return volatility. The decline in volatility may simply reflect a decline in noise however, both of which could be consistent with an improvement in efficiency. Furthermore, unless information arrival varies by day of the week, a seasonal in volatility may reflect a seasonal in noise (especially for the Tuesday seasonal since it does not follow the non-trading weekend). Moreover, even if information arrival is different on Monday than on other weekdays, unless this has changed by the introduction of futures, a change in the volatility seasonal following futures inception may reflect a change in the seasonal in noise.
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E. Tests of Main Hypotheses -Daily Seasonal Effects: Mean Equation Results
The above analysis indicates that a certain degree of variation is observed when Table 6, respectively.
The first set of analysis presented in this table consists of testing the basic "seasonality" hypothesis as applied to the mean returns case. This is represented by Hypotheses H1 and H2 outlined previously. H1: ϕ PreMon = ϕ PreODW represents the null hypothesis that average pre-trading period Monday returns equal the average return on other pre-trading period weekdays. The alternative hypothesis of interest here is whether average Monday returns are significantly lower than the average return on other weekdays. As revealed in Panel A of Table 6 , the Monday version of hypothesis H1 is resoundingly rejected for all countries -although note that Spain presents a perverse case since the average Monday return is significantly positive (refer back to Table 3 ). Likewise, H1: ϕ PreTue = ϕ PreODW -the Tuesday counterpart for the pre-trading period is strongly rejected for both countries involved -Australia and Japan.
Interestingly, when we consider the post-trading versions of these two tests we find 16 The authors are most grateful to an anonymous referee for suggesting this interpretation.
only Australia (H2: ϕ PostTue = ϕ PostODW ); and Spain and the UK (H2: ϕ PostMon = ϕ PostODW ) provide a rejection of the relevant hypothesis. Notably, in each case the rejection is much less convincing than that found for each pre-trading period counterpart.
[ TABLE 6 ABOUT HERE]
Overall, the results discussed thus far suggest that the introduction of share index futures has at least coincided with a general change in the daily seasonality in mean returns. Moreover, our evidence largely confirms the findings of Kamara (1997) and Hiraki et al. (1998) for the US and Japanese markets, and importantly suggests similar effects have occurred in other markets such as Germany, Switzerland and the UK.
Further analysis consists of testing the basic "seasonality" hypothesis as applied to the return autocorrelations case. This is represented by Hypotheses H3 and H4 outlined previously and the results are shown in Panel B of Table 6 . For H3: λ PreMon = λ PreODW , in all cases except the UK this hypothesis is rejected. This therefore supports the earlier conclusion that the Monday autocorrelation is significantly higher than its counterpart taken for all other days during the pre-trading period. In the case of Australia and Japan, H3: λ PreTue = λ PreODW shows rejection only for Japan -in this case driven by a lower Tuesday return autocorrelation. Furthermore, the counterpart autocorrelation hypotheses for the post-trading period (H4: λ PostMon = λ PostODW and λ PostTue = λ PostODW ) reveal similarly strong rejections. Generally, these findings confirm the belief that the introduction of futures trading has not been associated with any major change to the return dynamics as reflected by daily seasonality in return autocorrelations.
F. Tests of Main Hypotheses -Daily Seasonal Effects: Variance Equation Results
Panel C of Table 6 presents the outcome of the set of Wald tests of the analogous "seasonality" hypothesis in the variance equation. This is represented by Hypotheses H5 and H6 outlined previously. Generally, it can be seen in the table that the basic seasonality hypothesis for volatility only fails to be rejected twice out of 14 occasions.
Of note is the case of Australia in which the daily seasonal in volatility, while being strong in the post-trading period, was non-existent in the pre-trading period. However, the US reveals the opposite change -namely, an extremely strong rejection of the main volatility seasonal hypothesis in the pre-trading period, has become starkly insignificant in the post-trading period. This latter finding is consistent with the earlier extended analysis reported for the US. Given that the volatility equality hypothesis is only rejected for Australia and the US -and then in opposing ways, suggests that this is unlikely to be driven by the introduction of index futures trading. A more plausible conclusion relates to noise, as outlined earlier.
G. Tests of Supplementary Day of the Week Hypotheses
Finally, for (a) mean returns; (b) return autocorrelations; and (c) return volatilities; we perform an additional set of joint tests as outlined in Section II D -namely, the joint equality of (a) the five pre-trading period day-of-the-week coefficients and (b) the five post-trading period day-of-the-week coefficients, for each country. These tests are conducted in the context of the expanded version of the model outlined in Equations (5) and (6) earlier and the results are reported in Table 7 .
[
TABLE 7 ABOUT HERE]
Consulting Panel A of the table with respect to the mean returns version of this hypothesis in the pre-trading period (H7), except in the case of Spain, the day-of-theweek coefficients are statistically different from each other. With regard to the counterpart joint tests applied to the post-trading period (H8), only Australia, Japan and the UK reject the null hypothesis. However, in the case of Japan and the UK the strength of the rejection is much weaker in the post-trading period (particularly for Japan). While these results vary slightly from the main tests reported above, they confirm that in the case of Germany, Switzerland and the US, a significant change in the day of the week effect in mean returns coincided with the introduction of index futures contracts.
Panel B of Table 7 reveals the outcome of the supplementary equality tests applied to the return autocorrelations. Specifically, it can be seen that in the pretrading period (H9) all countries (with the exception of Australia) reject the equality of day of the week return autocorrelations coefficients. In the post-trading period (H10) it is Germany that presents the only case of a non-rejection of this hypothesis.
These outcomes are largely consistent with the results of the main hypothesis testing reported in the previous table.
Finally, Panel C of Table 7 reports the results for testing the equality hypothesis as applied to the day of the week volatilities. In both the pre-trading period (H11) and the post-trading period (H12) an overwhelming rejection of the equality hypothesis is revealed.
Generally, the outcome of the secondary tests reported in this subsection reinforce the earlier conclusion that while index futures trading has coincided with a change in the mean return daily seasonality, similar changes in either the return autocorrelation or volatility seasonality have not been evident.
IV. CONCLUSION
The trading of futures contracts often has an impact on the underlying asset on which its value is based. In this paper, the potential impact of the introduction of stock index futures on the daily seasonality of the underlying share index was examined for a group of seven countries -Australia, Germany, Japan, Spain, Switzerland, the UK and the US. This daily seasonality testing is performed with respect to (a) mean returns;
(b) return autocorrelations; and (c) return volatilities. Each country's index return is modeled using a GARCH model augmented by day-of-the-week dummy variables in both the mean and variance equation. A variety of Wald tests were performed to assess whether the daily seasonality in the pre-futures trading period was different to that of the post-futures trading period.
In this paper two major contributions to the existing literature are made. First, the use of a GARCH model allows us to provide new insights as we may simultaneously consider the impact of stock index futures trading on daily returns seasonality in both the mean and volatility dimensions. Second, we present a unified package of evidence spanning a number of national boundaries that will help to counter the concern of a data snooping bias. Existing evidence pertaining to this general area is currently only available for two markets, namely, the US and Japanbut then only in terms of mean return effects. Our investigation extends the coverage to seven markets.
Our major findings are as follows. In general, our results suggest that the introduction of futures trading has been associated with reduced seasonality of mean returns. This is particularly the case with regard to the general weakening of the Monday effect in mean returns for the US; Germany; and Switzerland, and to a lesser extent for the UK. Similarly for Japan and to a lesser extent for Australia, the Tuesday effect in mean returns no longer is in evidence. This finding supports the arguments presented by Kamara (1997) and Hiraki et al. (1998) that, for example, futures trading lowers transaction costs of traders who may be looking to arbitrage any profitable opportunities, including daily seasonals. Furthermore, while we detect daily seasonality in return autocorrelations and volatilities that is largely related to Monday and Tuesday observations, this seasonality does not seem to be affected by the introduction of index futures contracts. Notably however, the general confirmation (across our sample of seven countries) of seasonality in (a) return volatility provides an important international extension of the findings of Fama (1965); Gibbons and Hess (1981) and Agrawal and Tandon (1994) ; and (b) return autocorrelations, provides an important international extension of the findings of Bessembinder and Hertzel (1993) .
As such, our analysis suggests that a finding of a weakening in daily seasonals that coincides with index futures introduction, is not as simple as first thought. While we agree with the conclusion of Hiraki et al. (1998, p. 505) "...that return seasonality in itself is a dynamic process and that previously documented returns patterns are likely to change whenever there is a major structural change in financial markets", our work suggests focusing solely on mean returns may only partially capture this evolution. That is, the interplay between changes occurring in the first and second moments of returns presents additional challenges for empirical researchers.
Accordingly, we commend this as a focus for future research in this area. NOTE. -Since the FTSE 100 index was introduced to support the futures contact at the time of its introduction, the FTALL index was used for testing purposes. NOTE. -In the case of Australia and Japan the model distinguishes Tuesdays from other days of the week. R t is the daily returns measured for a given stock market index. D PreMon (D PreTue ) is a dummy variable which takes the value unity if the day is a Monday (Tuesday) in the pre-futures trading period and zero otherwise. D PostMon (D PostTue ) is a dummy variable which takes the value unity if the day is a Monday (Tuesday) in the post-futures trading period and zero otherwise. In the case of Spain, Germany, Switzerland, the UK and the US, D PreODW (D PostODW ) is a dummy variable for the "other days of the week" which takes a value of unity if the day is a Tuesday, Wednesday,Thursday or Friday in the pre-futures (post-futures) trading period and zero otherwise. In the case of Australia and Japan, D PreODW (D PostODW ) is a dummy variable for the "other days of the week" which takes a value of unity if the day is a Monday, Wednesday, Thursday or Friday in the pre-futures (post-futures) trading period and zero otherwise. The absolute value of t-statistics are presented in parentheses below each parameter estimate. An asterisk (*) denotes statistical significance at the 5% level. NOTE. -In the case of Australia and Japan the model distinguishes Tuesdays from other days of the week. R t is the daily returns measured for a given stock market index. D PreMon (D PreTue ) is a dummy variable which takes the value unity if the day is a Monday (Tuesday) in the pre-futures trading period and zero otherwise. D PostMon (D PostTue ) is a dummy variable which takes the value unity if the day is a Monday (Tuesday) in the post-futures trading period and zero otherwise. In the case of Spain, Germany, Switzerland, the UK and the US, D PreODW (D PostODW ) is a dummy variable for the "other days of the week" which takes a value of unity if the day is a Tuesday, Wednesday,Thursday or Friday in the pre-futures (post-futures) trading period and zero otherwise. In the case of Australia and Japan, D PreODW (D PostODW ) is a dummy variable for the "other days of the week" which takes a value of unity if the day is a Monday, Wednesday, Thursday or Friday in the pre-futures (post-futures) trading period and zero otherwise. The absolute value of t-statistics are presented in parentheses below each parameter estimate. An asterisk (*) denotes statistical significance at the 5% level. All variance equation parameters except the ARCH (α 1 ) and GARCH (β 1 ) coefficients are multiplied by 10 5 . DW stands for the Durbin-Watson statistic. NOTE. -R t is the daily returns measured for the S&P 500 index. Following Kamara (1997), the prefutures trading period has been partitioned into two subperiods to capture the possible effects of US regime changes. The first pre-futures trading subperiod ( ) is a dummy variable which takes the value unity if the day is a Monday (Tuesday) in the post-futures trading period and zero otherwise. In the case of Spain, Germany, Switzerland, the UK and the US, D PreODW (D PostODW ) is a dummy variable for the "other days of the week" which takes a value of unity if the day is a Tuesday, Wednesday, Thursday or Friday in the pre-futures (post-futures) trading period and zero otherwise. In the case of Australia and Japan, D PreODW (D PostODW ) is a dummy variable for the "other days of the week" which takes a value of unity if the day is a Monday, Wednesday, Thursday or Friday in the pre-futures (post-futures) trading period and zero otherwise. The pvalues associated with each hypothesis are presented in parentheses below the Wald test statistic. An asterisk (*) denotes statistical significance at the 5% level. NOTE. -R t is the daily returns measured for a given stock market index. Five separate day-of-the-week dummy variables are defined in the pre-trading era D i (i = PreMon, PreTue, PreWed, PreThu, PreFri) which each take on a value of unity on the day-of-the-week to which they are assigned and zero otherwise. In the post-trading period however, they take on a value of zero regardless. The converse case is true for day-of-the-week dummy variables assigned to the post-trading regime, D i (i = PostMon, PostTue, PostWed, PostThu, PostFri). The p-values associated with each hypothesis are presented in parentheses below the Wald test statistic. An asterisk (*) denotes statistical significance at the 5% level.
