which has an important significance as well as (1.1) in the theory of Fourier series (cf. [1] where references are given). T. M. From (2.4), (2.5), (2.6) and (2.7) we can conclude the convergence of the integral (2.3).
The case k>2 was proved. The case 1<k<2 will be proved by showing the convergence of (2.3) with suitable application of the Holder inequality along the similar way as above. But in this case the more will be proved in the next theorem, and we omit the proof here.
For the proof of the latter half of the theorem let us suppose that the series (2.1) is summable A for all x EE, E>0. We may suppose that the summability is uniform in the set E. Hence we may suppose that j dx 1-pknay r(x) pdp<K.
By the Khinchin inequlity
K>j (1-pJk-1 dp Jnay r(x) p1-1dx
>K' j(1-p/k-dp n2ap
We put p1=1-21 and I1 (ppi) then
Therefore the series (2.2) is convergent. The theorem was proved.
Since the summability IC, a implies the summability IAI k, where k>1, a>-1 (Flett [1] Theorem 2), the following theorem is a refinement of the first part of theorem 2 if the summability index k is restricted such as 1 k<2. THEOREM 3. Let {cpm(x)} be an orthonormal system. 11 1 k<2, a>1/2 and if the series (2.2) is convergent, then the orthonormal series a on(x) is summable C, a k almost everywhere.
For the convenience we shall prove this theorem after the proof of the next two theorems. Since the second term of (2.8) is a necessary condition for the summability C, a k in a set of positive measure ([1] Theorem 3), it seems to us that the first term of (2.8) should play an important role for the summability IC, aJ, r if a *0.
PROOF OF THEOREM 4. Let us denote by o-(x) the n-th Cesaro mean of order a of the series (2.1).
Then by the well known formula we have
where Ea=n+a na. Hence by the Khinchin inequality we get
which is easily majorated by K times the sum of the series (2.8). Hence the first part of Theorem was proved. Now let us suppose that the I C, a k sum of the series (2.1) is uniformly bounded for x EE, I EI>0. We have
Let N be a positive integer and replace a1, a2...... aN-1 in the series (2.1) by zeros. This replacement has no influence on the summability, since a a
From (2.9) and (2.10) we get immediately the convergence of the series (2.8), since the integer N may be replaced by 1 repeating the similar argument as above.
Thus the theorem was proved.
THEOREM. 5. Let 1<k
2 and a>-1. If the series (2.8) is convergent, then the orthonormal series a, t(on(x) is summable C, a, almost everywhere.
The proof is immediate by the sane line as the proof of the first part of the preceding there n using the Holder inequality and the Parseval relation in place of using the Khinchin inequality. The detail may be omitted.
Now we are in a position to prove Theorem 3. For this purpose it is sufficient, by Theorem 5, to show that if one of the series (2.2) On the other hand, we get (2.14)
say. We have 
=K5
is divergent, and a fortiori the series (2.8) is divergent for the indiceswhich a=1-1/k, and k>1. Therefore there exists a value of x such that the series (2. 18) is summable A I k but not C, 1-1 Jk j k (k>1). This proved the theorem.
