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The aim of this thesis is to prove a part of the Mazur-Tate refined conjecture of BSD type
in many cases. It asserts mysterious relations between zeta functions of elliptic curves over
Q and arithmetic invariants in terms of Mazur-Tate elements. Our main result shows that
the order of vanishing of Mazur-Tate elements is greater than or equal to the Mordell-Weil
rank.
1.1 Background
In number theory, it is believed that zeta functions, or L-functions, mysteriously relate
to arithmetic invariants. For an elliptic curve E over Q , the Birch and Swinnerton-
Dyer conjecture (BSD conjecture, for short) asserts that the order of vanishing of the
Hasse-Weil L-function L(E, s) at s = 1 is equal to the Mordell-Weil rank:
Conjecture 1.1.1 (The weak BSD conjecture).
ords=1(L(E, s)) = rank(E(Q)).
The full BSD conjecture further asserts an interpretation of the leading coefficient
of L(E, s) in terms of arithmetic invariants of E . Today, there are general conjectures
due to Beilinson [1], Bloch [3], [4] and Bloch-Kato [5] for L-functions of general motives.
These conjectures relate arithmetic invariants to complex analytic behavior of L-functions
of motives. On the other hand, the p-adic BSD conjecture, Iwasawa main conjecture
and their generalization relate the p-adic aspects of arithmetic invariants to p-adic L-
functions.
The Mazur-Tate refined conjecture of BSD type is a partial refinement of the p-adic
BSD conjecture. To compare these two conjectures, we first review the weak p-adic BSD
conjecture briefly. For simplicity, we assume that p is a good ordinary prime of E . Then,
1
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such that for every finite character χ of Gal(Q(µp∞)/Q) , the evaluation χ(Lp,E) equals
the algebraic part of the special value L(E,χ−1, 1) up to an explicit factor. Let I be
the augmentation ideal of Λ , that is, the ideal I is the kernel of the morphism Λ → Qp
sending every σ ∈ Gal(Q(µp∞)/Q) to 1 . We put rE = rank(E(Q)). The weak p-adic
BSD conjecture asserts that the order of vanishing of Lp,E is equal to rE :
Conjecture 1.1.2 (The weak p-adic BSD conjecture).
Lp,E ∈ IrE \ IrE+1.
In [28], not only for powers of p but also for every positive integer S , Mazur-Tate
constructed an element in Q[Gal(Q(µS)/Q)] whose evaluations are also special values
L(E, χ−1, 1) , and they proposed a conjecture connecting the elements with arithmetic
invariants. We call the conjecture the Mazur-Tate refined conjecture of BSD type.
1.2 The Mazur-Tate refined conjecture of BSD type
The Mazur-Tate refined conjecture of BSD type consists of two parts. One is a conjecture
on the order of vanishing of Mazur-Tate elements, and the other is a conjecture on the
formula of leading coefficients of the elements. In this section, we review the former part.
The other part is reviewed in Chapter 3.
For each positive integer S , we put GS = Gal(Q(µS)/Q). The Mazur-Tate element
θS constructed in [28] is an element of Q[GS] such that for every character χ of GS ,
the evaluation χ(θS) equals the algebraic part of L(E, χ−1, 1) up to an explicit factor.
It is important that the denominators of θS are bounded as S varies, which implies
the existence of non-trivial congruences between these special values as χ varies. One
can construct the p-adic L-function as a certain limit of {θpn}n , and then Mazur-Tate
elements may be regarded as a refinement of the p-adic L-function.
We fix a positive integer S and a subring R of Q such that θS ∈ R[GS] . It is
known that if E is a strong Weil curve, then θS ∈ Z[1/tc(E)][GS] for all S > 0 , where
t := |E(Q)tors| , and c(E) ∈ Z denotes the Manin constant, which is conjectured to be
1 in this case. We denote by IS the augmentation ideal of R[GS] , that is, the ideal IS
is the kernel of the map from R[GS] to R sending every σ ∈ GS to 1 . The aim of this
thesis is to prove the following conjecture in many cases.
Conjecture 1.2.1 (Mazur-Tate). We denote by sp(S) the number of split multiplicative
primes of E dividing S . Then, we have
θS ∈ IrE+sp(S)S .
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Remark 1.2.2. Unlike Conjecture 1.1.2, it may happen that θS ∈ IrE+sp(S)+1S . We give
some cases where it happens.
1. It is known that if |GS| ∈ R× then IS = I2S = I3S = · · · . Hence, if θS ∈ IS , then
θS ∈ IaS for all a ≥ 1.
2. We assume that rE = 0 , and let ℓ be a good prime such that the Hasse invariant
aℓ is equal to 2 . Although rE = 0 and sp(ℓ) = 0 , the norm relation of Mazur-Tate
elements shows that θℓ ∈ Iℓ for any subring R of Q such that θS ∈ R[GS] . For
example, if E is defined by y2 + y = x3 − x2 − 2x + 1 , then rank(E(Q)) = 0, and
the good primes ℓ ≤ 100000 satisfying aℓ = 2 are ℓ = 2, 3, 5, 251, 983, 1009, 1051,
1669, 8219, 9397, 10477, 11789, 14461, 21773, 24019, 32117, 51239, 57737, 93199,
95747, 97859, 98711. The calculation is due to Sage [41].
We mention known results on this conjecture. It seems that there have been only a
few results up to present. Tan [43] proved Conjecture 1.2.1 in many cases. However,
he was assuming the validity of the full BSD conjecture not only over Q but also over
cyclic extensions K of Q inside Q(µS). In [22], for each good ordinary prime p with
mild assumptions, Kurihara proved that θS ∈ Z(p) ⊗R IrES . However he was assuming
the validity of the µ = 0 conjecture on the structure of a Selmer group (cf. Remark
[22, Remark 2] and [28, Proposition 3]). In order to use his result to obtain θS ∈ IrES ,
we need to assume the µ = 0 conjecture for all primes p not invertible in R . In their
unpublished work, Emerton, Pollack and Weston seem to have proved Conjecture 1.2.1
at least when S is a power of a supersingular prime p .
Today, there are some analogues of the refined BSD conjecture in which certain
elements play roles of Mazur-Tate elements. In [8], Darmon considered elements in
E(KS) ⊗ Z[Gal(KS/K)] constructed from Heegner points, and proposed a similar con-
jecture to the Mazur-Tate conjecture. Here, KS is the ring class field of an imaginary
quadratic field K of conductor S . Moreover, he proved a part of his conjecture on the
order of vanishing of his element. In [24], Longo-Vigni announced a generalization of
Darmon’s result for the case of Heegner cycles. Instead of the BSD conjecture for ellip-
tic curves, Gross [15] and Darmon [10] formulated the refined class number formulas for
number fields.
1.3 The main result
1.3.1 The statement
We suppose that E is an elliptic curve over Q of conductor N without complex multi-
plication. Let R be a subring of Q in which the primes p satisfying one of the following
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conditions are invertible:
(i) p divides 6N · |E(Fp)|
∏
ℓ|N [E(Qℓ) : E0(Qℓ)] , where for a prime ℓ , we denote by
E0(Qℓ) the group of points in E(Qℓ) whose reduction is a non-singular point of
E(Fℓ) ,
(ii) The Galois representation of GQ attached to the p-adic Tate module Tp(E) is not
surjective,
(iii) p < rE .
By Serre [37], there are only finitely many primes satisfying (ii). Following Mazur [26],
we call a good prime p an anomalous prime of E if p divides |E(Fp)| . We note that
if E(Q) has a non-trivial torsion point, then there are at most three anomalous primes
of E ([26, Lemma 8.18]). In particular, in this case, each prime p ≥ 5 dividing |E(Fp)|
satisfies (ii) (cf. [26, p. 249]). In this thesis, primes p not satisfying the conditions (i), (ii)
or (iii) are of interest to us.
The main result of this thesis is the following.
Theorem 1.3.1 (Theorem 5.4.1). Let S be a square-free product of good primes ℓ with
the following condition : if ℓ ≡ 1 mod p for a prime p not invertible in R , then E(Fℓ)[p]
is isomorphic to Z/pZ or 0 (cf. (2.1.1)). Then, Conjecture 1.2.1 holds, that is,
θS ∈ IrES .
Remark 1.3.2. 1. For a good supersingular prime ℓ of E and a prime p ≥ 3 , if
ℓ ≡ 1 mod p , then E(Fℓ)[p] = 0. Thus, there are infinitely many S satisfying the
assumption of Theorem 1.3.1.
2. We denote by πE(x) the number of primes ℓ such that E(Fℓ) is cyclic and ℓ ≤ x.
Then, by [16, Theorem 1], if E(Q)[2] ̸∼= Z/2Z⊕2, then we have πE(x)≫ x/ log2(x).
3. According to [42, §3], by the condition (ii) above, we have θS ∈ R[GS] .
As a special case of Theorem 1.3.1, by using [7, Theorem 2] and [37, Théorèm 4′], we
have the following corollary.

















and take R = Z[p−1; p < d]. Then, for every square-free product S of good supersingular
primes, we have
θS ∈ IrES .
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Example 1.3.4. If E is defined by y2 + xy + y = x3 − 22x− 24 , then E does not have
complex multiplication, and satisfies E(Q) ∼= Z⊕2⊕Z/2Z , N = 1918 and d = 8232.59 . . . .
The good supersingular primes ℓ with ℓ ≤ 100000 are ℓ = 41, 283, 311, 353, 383, 439,
491, 811, 823, 1319, 1439, 2203, 3301, 3557, 4091, 4111, 5087, 5279, 6691, 9323, 9949,
10139, 10667, 12113, 13327, 15377, 16631, 20743, 20807, 23159, 23831, 30161, 31391,
32051, 32603, 32633, 32969, 33107, 33317, 35999, 38669, 50627, 50723, 69431, 70619,
84059, 86351, 89759, 91631, 96017, 97301, 98563. The calculation is due to Sage [41].
We also prove a partial evidence of the Mazur-Tate conjecture (cf. Conjecture 3.3.7)
on the leading coefficient of θS , which is defined as the image θ̃S in IrES /I
rE+1
S .
Theorem 1.3.5 (Theorem 5.4.2). Let p be a prime not invertible in R and S a square-
free product of good primes ℓ such that ℓ ≡ 1 mod p and E(Fℓ)[p] is isomorphic to Z/pZ
or 0. If θ̃S ̸≡ 0 mod pIrES /I
rE+1
S , then we have
X[p] = 0 and p ∤ JS ,
where X is the Tate-Shafarevich group of E over Q, and JS denotes the order of the







1.3.2 An outline of the proof
We briefly explain how to prove Theorem 1.3.1. The case rE = 1 follows from a result of
Kato and Kolyvagin (cf. [36, Theorem 3.5.4]). Then, we may assume that rE ≥ 2 . By a
group ring theoretic argument (Lemma 5.1.4), we are reduced to proving that
(1.3.1) θS ∈ Zp ⊗R IrES for all primes p not invertible in R.
We take a prime p not invertible in R . For each positive integer S , we denote by
Q(S) the maximal p-extension of Q inside Q(µS) . We put ΓS = Gal(Q(S)/Q) , and
denote by IΓS the augmentation ideal of Zp[ΓS]. Let Sel(Q, E[p∞]) denotes the (discrete)
Selmer group. We put T = Tp(E) and rp∞ = corankZp(Sel(Q, E[p∞])) . We recall that
rp∞ ≥ rE. Let {zSpn}S,n ∈
∏
S,nH
1(Q(Spn), T ) denote Kato’s Euler system.
Our proof of (1.3.1) consists of three steps:






S ⊗ γ ∈ H
1(Q(S), T )⊗ Imin{rp∞−1,p}ΓS .




S ⊗ γ with θS , and have
θS ∈ Zp ⊗R I
min{rp∞−1,p}
S .
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Step 3. We apply the p-parity conjecture, and obtain
θS ∈ Zp ⊗R I
min{rp∞ ,p}
S .
Then, we show (1.3.1), and hence Theorem 1.3.1.
We next explain more details of each step.
Step 1. Our strategy for (1.3.2) is to modify an argument of Darmon [8] for Kato’s Euler
system. In [8], Darmon showed a similar result to (1.3.2) for Heegner points. His idea
was to consider a generalization of Kolyvagin derivative which we call Darmon-Kolyvagin
derivative. As Darmon did, we show that some derivatives of Kato’s Euler system are
divisible by a power of p (Theorem 4.3.10), and obtain (1.3.2). We note that Kato’s Euler
system and the Euler system of Heegner points have different norm relations and local
conditions at p . Then, it is not straightforward to apply Darmon’s argument to Kato’s
Euler system. See also Remark 1.3.6.
Step 2. Modifying ideas of Kurihara [21], Kobayashi [19] and Otsuki [33], we construct
an element cS ∈ ⊕λ|pE(Q(S)λ) such that if we denote by θS,p the image of θS in Zp[ΓS]






S )γ in Zp[ΓS].




1(Q(S)λ, T ) ×
⊕
λ|pH
1(Q(S)λ, T ) → Zp induced by the cup product
(we regard the element cS as an element of the cohomology by the Kummer map). Then
by (1.3.2), we obtain θS,p ∈ I
min{rp∞−1,p}
ΓS
. Since p ∤ [GS : ΓS], by a group ring theoretic
argument (Lemma 5.1.2), we have θS ∈ Zp ⊗ I
min{rp∞−1,p}
S .
Step 3. The p-parity conjecture, which is a theorem ([12, Theorem 1.4]) now, asserts
that
rp∞ ≡ ords=1(L(E, s)) mod 2.
On the other hand, Mazur-Tate showed the sign of the “functional equation of θS ” is
the same as that of L(E, s) (see Section 5.3). More specifically, it is shown that if
θS ∈ Zp ⊗ IaS \ Ia+1S for some a ≥ 1, then a ≡ ords=1(L(E, s)) mod 2. If we take
a = rp∞ − 1 and we assume that p ≥ rp∞ and θS /∈ I
rp∞
S , then we have a contradiction,
and hence θS ∈ Zp ⊗R I
min{rp∞ ,p}
S .




S ⊗ γ belongs
to H1(Q(S), T ) ⊗ Imin{rp∞ ,p}ΓS and conclude (1.3.1) with Step 2. However, unfortunately,
our modification of Darmon’s argument enables us to obtain only (1.3.2). The obstruction
is due to the local condition of Kato’s Euler system. In Darmon’s case, each Heegner point
is obviously a local rational point of E under the localization at p , and then he was able
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to relate Heegner points to Selmer groups with the usual local condition at p . On the
other hand, the element zS does not necessarily come from a local rational point under
the localization map at p , and we can relate Kato’s Euler system only to the strict Selmer
group H1f,p(Q, E[p∞]) , whose localization at p is trivial (cf. Remarks 4.3.12). We note





hence if the element zS comes from a rational point under the localization at p , then the
Mazur-Tate element θS is identically equal to zero. Hence, we cannot generally expect
that zS comes from a rational point under the localization. Then, since the Zp -corank
of the strict Selmer group is not necessarily greater than rp∞ − 1, we obtain only (1.3.2),
and we need an additional argument to conclude Theorem 1.3.1. Our idea is to use the
p-parity conjecture in Step 3.
A similar phenomenon also occurred in the proof of Kato’s significant result ([18,
Theorem 18.4]) which shows that Lp,E ∈ IrE . A standard result on Euler systems by
[17], [35] and [36] connects {zpn} only with the strict Selmer groupH1f,p(Q(p∞), E[p∞]).
1.4 A result on a construction of rational points
We also give a result on a construction of rational points of E from some indivisibility of
Euler systems. We show that if a certain derivative of an Euler system is not divisible by




1(Q(Spn), T ) be Kato’s Euler system. If L(E, 1) = 0 and
the Tate-Shafarevich group is finite, then z1 ∈ E(Q) ⊗ Qp ⊆ H1(Q, Vp(E)) . However, a
relation between Euler systems and Selmer groups (cf. [36, Theorem 2.2.3]) shows that
z1 = 0 if rE ≥ 2 . By taking derivatives of Euler systems, we have Q-rational points
(modulo p) even for greater rE (notation is explained in Chapter 4):
Theorem 1.4.1 (Theorem 4.5.2). Let p be a prime not invertible in R . Let S be a
square-free product of good primes ℓ such that ℓ ≡ 1 mod p and E(Fℓ)[p] is isomorphic
to Z/pZ or 0. We assume that the natural map E(Q)/p → E(Qp)/p is surjective. Let
D be a Darmon-Kolyvagin derivative with support S such that ord(D) = rE − 1. If
DzS ̸≡ 0 mod pH1(Q(S), T ), then X[p] = 0, and there exists a unique rational point
κ ∈ E(Q)/p ⊆ H1(Q, E[p]) such that the restriction of κ to H1(Q(S), E[p]) coincides
with the image of DzS in H1(Q(S), E[p]).
Remark 1.4.2. 1. By Theorem 4.3.10, which is a key to (1.3.2), if ord(D) < rE − 1
then we have DzS ≡ 0 mod pH1(Q(S), T ) .
2. For Heegner points, a similar result was obtained in [8, Proposition 5.10], where
K -rational points are considered for imaginary quadratic fields K .
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3. It seems difficult to check the assumption DzS ̸≡ 0 mod pH1(Q(S), T ) . We note
that there is a conjecture by Perrin-Riou [34] as follows. When L(E, 1) = 0 , she
conjectures that z1 ̸= 0 in H1(Q, T ) if and only if L′(E, 1) ̸= 0 .
4. Zhang [46] recently proved a result on indivisibility of Kolyvagin derivatives of Heeg-
ner points.
1.5 Organization
This thesis is organized as follows.
In Chapter 2, we recall basic notion and results on elliptic curves. We also review the
BSD conjecture.
In Chapter 3, we introduce Mazur-Tate elements, and state the Mazur-Tate refined
conjecture of BSD type precisely.
In Chapter 4, we study divisibility of derivatives of Euler systems. The aim of this
chapter is to show that some Darmon-Kolyvagin derivatives of Euler systems are divisible
by a power of p (Theorem 4.3.10). Then, Step 1 of Subsection 1.3.2 is essentially com-
pleted in Section 4.3. In section 4.4, we show that a certain indivisibility of localization of
Euler systems at p implies indivisibility of the Tate-Shafarevich group (Corollary 4.4.3).
In section 4.5, we prove Theorem 1.4.1.
In Chapter 5, we prove our main result. In Section 5.2, we construct elements cS as
in Step 2 of Subsection 1.3.2, and relate Kato’s Euler system with Mazur-Tate elements.
We complete Step 3 in Section 5.3. Finally, we prove our main result in Section 5.4.
1.6 Notation
For a set X , we denote by |X| the cardinality of X .
For an abelian group M and an integer n , we denote by M [n] the group of the n-
torsion points of M and by Mtors the maximal torsion subgroup of M . We also put
M/n =M/nM .
For a field K , we denote by GK the absolute Galois group Gal(K/K) , where K is
a separable closure of K . For a continuous GK -module T , we denote by H∗(K,T ) the
Galois cohomology H∗(GK , T ). For a Galois extension L/K and a continuous Gal(L/K)-
module T , we put H∗(L/K, T ) = H∗(Gal(L/K), T )
We fix an embedding Q ↪→ C and put ζn = exp(2πi/n) for n ≥ 0 . We also fix an
embedding Q ↪→ Qp for every prime p .
Chapter 2
Preliminaries on elliptic curves
In this chapter, we recall basic notion on elliptic curves, and state the BSD conjecture
over Q . Section 2.1 is devoted to fixing notation on elliptic curves. In Section 2.2, we
review the statement of the BSD conjecture. We also recall the p-parity conjecture, which
is used to prove our main result (cf. Subsection 1.3.2).
2.1 Elliptic curves
2.1.1 Generalities on elliptic curves
Let E be an elliptic curve over a perfect field K , that is, there exist a1, a2, a3, a4, a6 ∈ K
such that E is isomorphic to the smooth subvariety of P2K as the Zariski closure of the
affine variety defined by
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6.
It is known that E is a commutative group variety whose origin is given by [0 : 1 : 0].
Then, for a field L containing K ,
E(L) := {[X : Y : Z] ∈ P2K(L); Y 2Z+a1XY Z+a3Y Z2 = X3+a2X2Z+a4XZ2+a6Z3}
is an abelian group.
The Kummer map For a positive integer n , we denote by E[n] the group of n-torsion
points in E(K), which has a natural structure of discrete GK -module. Then, we have an
exact sequence of discrete GK -modules
0→ E[n]→ E(K) n−→ E(K)→ 0.
9
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Taking Galois cohomology, we have an exact sequence
0→ E(K)/n→ H1(K,E[n])→ H1(K,E)[n]→ 0,
where E(K)/n := E(K)/nE(K) and H1(K,E) := H1(K,E(K)). We call the connecting
map E(K)/n→ H1(K,E[n]) the Kummer map. We often regard E(K)/n as a subgroup
of H1(K,E[n]) by this map.
Torsion points For a prime p , we have the following.
1. If p is not equal to the characteristic ch(K) of K , then the group E[p] is isomorphic
to (Z/pZ)⊕2.
2. If p = ch(K), then the group E[p] is trivial or isomorphic to Z/pZ.
In particular, we have
(2.1.1) E(K)[p] ∼= (Z/pZ)⊕j, where 0 ≤ j ≤ 2.
We note that E(K)[p] is cyclic if j = 0 or 1 .
In the case p = ch(K), we say E is supersingular if E[p] = 0, and say E is ordinary
otherwise.
The Tate module For a prime p relatively prime to ch(K) , we define the p-adic Tate




and put Vp(E) = Tp(E)⊗Zp Qp . Then, we have a p-adic representation
GK → AutZp(Tp(E)).
Since Tp(E) ∼= Z⊕2p , we have GK → GL2(Zp).
2.1.2 Elliptic curves over local fields
Suppose that K is a discrete valuation field with perfect residue filed k . We denote by
OK the ring of integers and by m the maximal ideal of OK .
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Reduction We fix a minimal Weierstrass model of E over OK . Namely, we fix an
equation
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6 (ai ∈ OK)
which defines E over K , and whose discriminant is minimal (cf. [40, §VII.1]). By reducing
this equation modulo m , we have a closed subvariety Ẽ of P2k . We denote by Ẽns the set
of nonsingular points of Ẽ. Then, Ẽns satisfies one of the following:
(a) Ẽns = Ẽ, that is, the variety Ẽ is an elliptic curve over k .
(b) Ẽns(k) ∼= k× as abelian groups.
(c) Ẽns(k) ∼= k as abelian groups.
In the case (a), we say E has good reduction. In this case, we often write E(k) = Ẽ(k).
In the case (b), we say E has multiplicative reduction. In this case, we say E has split
multiplicative reduction if Ẽns(k) ∼= k× , and say E has nonsplit multiplicative reduction
otherwise. In the case (c), we say E has additive reduction. When E does not have good
reduction, we say E has bad reduction.
The reduction map For each element P of E(K), there exist elements X, Y, Z ∈ OK
such that P = [X : Y : Z] and at least one of X, Y, Z belongs to O×K . Then, by reducing
[X : Y : Z] modulo m , we obtain an element P̃ of Ẽ(k), which is independent of the
choice of X,Y, Z . By sending each P ∈ E(K) to P̃ ∈ Ẽ(k) , we have the reduction map
E(K)→ Ẽ(k) .
We define a subgroup E0(K) ⊆ E(K) as the inverse image of Ẽns(k) under the reduc-
tion map. By the existence of Néron model (cf. [23], [39]), it is known that E(K)/E0(K)
is a finite abelian group (cf. [39, Chapter IV, Corollary 9.2]).
Local points In the following, we suppose that K is a finite extension of Qℓ for a prime
ℓ . Then, Hensel’s lemma shows that the reduction map is surjective (cf. [40, Chapter VII,
Proposition 2.1]). Thus, we have an exact sequence
(2.1.2) 0→ Ê(OK)→ E0(K)→ Ẽns(k)→ 0,
where Ê is the formal group of E over OK . We note that E(K)/E0(K) and Ẽns(k) are
finite and Ê(OK) is isomorphic to a direct sum of Z[K:Qℓ]ℓ and a finite group. Hence, the
torsion group E(K)tors is finite and
(2.1.3) E(K) ∼= Z[K:Qℓ]ℓ ⊕ E(K)tors.
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Proposition 2.1.1. Let K be a finite extension of Qℓ for a prime ℓ and E an elliptic
curve over K with good reduction. We take a prime p not equal to ℓ. Then,
E(K)/p ∼= E(K)[p] ∼= E(k)[p].
In particular,
E(K)/p ∼= (Z/pZ)⊕j, where 0 ≤ j ≤ 2.
Proof. By (2.1.3), we have
(2.1.4) E(K)/p ∼= E(K)tors/p.
Since E(K)tors is finite, by the structure theorem for finite abelian groups, we have a
non-canonical isomorphism
(2.1.5) E(K)tors/p ∼= E(K)[p].
Since E has good reduction and ℓ ̸= p , Hensel’s lemma shows that
E(K)[p] ∼= E(k)[p].
Hence, by (2.1.4) and (2.1.5), we obtain
E(K)/p ∼= E(k)[p].





1(K,E[m])→ H1(Kur, E[m])) for m ≥ 0.
We note that if E has good reduction then
H1ur(K,E[m]) = H
1(Kur/K,E[q]) = H1(Fℓ, E[q]).
Proposition 2.1.2. We assume that E has good reduction. Let p be a prime not equal
to ℓ. For a power q of p, we have
E(K)/q = H1ur(K,E[q]),
where E(K)/q is regarded as a subgroup of H1(K,E[q]) by the Kummer map.
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Proof. First we show that E(K)/q ⊆ H1ur(K,E[q]). We take an element x of
E(K)/q . Since ℓ ̸= p , by (2.1.3) we have E(K)/q ∼= E(K)[p∞] ⊗ Z/qZ. We take
P ∈ E(K)[p∞] whose image in E(K)/q is equal to x . Then, there exists an element
Q ∈ E(K)[p∞] such that qQ = P. Since E has good reduction and ℓ ̸= p , we have
Q ∈ E(Kur)[p∞]. By the definition of the Kummer map, if we regard x as a cocycle, then
for σ ∈ GK
x(σ) = (σ − 1)Q ∈ E[q].
Since Q ∈ E(Kur), the restriction of x to H1(Kur, E) is zero. Then, we show that
x ∈ H1ur(K,E[q]).
Conversely, we take an element y ∈ H1ur(K,E[q]). Since E has good reduction,
H1ur(K,E[q]) = H
1(Kur/K,E[q]).
Since H2(Kur/K, Tp(E)) = 0, by taking Galois cohomology with respect to the exact
sequence
0→ Tp(E)
×q→ Tp(E)→ E[q]→ 0,
we have an exact sequence
H1(Kur/K, Tp(E))
×q→ H1(Kur/K, Tp(E))→ H1(Kur/K,E[q])→ 0.
Then, we have a lift ỹ ∈ H1(Kur/K, Tp(E)) of y . We denote by Fr the generator of
Gal(Kur/K) . We note that
H1(Kur/K, Tp(E))⊗Qp = (Tp(E)/(Fr− 1)Tp(E))⊗Qp = Vp(E)/(Fr− 1)Vp(E) = 0,
where the last equality follows from the fact that each eigenvalue of Fr on Vp(E) is not
1 . Thus,
(2.1.6) H1(Kur/K, Tp(E)) ⊆ H1(K,Tp(E))tors.
By taking Galois cohomology with respect to the exact sequence
0→ Tp(E)→ Vp(E)→ E[p∞]→ 0,
we have an exact sequence
0→ E(K)[p∞]→ H1(K,Tp(E))→ H1(K,Vp(E)),
which implies that H1(K,Tp(E))tors = E(K)[p∞]. By (2.1.6), we obtain ỹ ∈ E(K)[p∞],
and hence y ∈ E(K)/q.
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Let E be the Néron model of E over Spec(OK). We denote by π0(Ek) the group
of connected components of Ek , which has a natural action of Gk = GK/IK . Here
IK denotes the inertia group. Then, we have a natural Gk -invariant isomorphism (cf.
[39, Corollary 9.2 in Chapter IV])
E(Kur)/E0(K
ur) ∼= π0(Ek).
Proposition 2.1.3. We have
H1(GK/IK , E(K
ur)) ∼= H1(Gk, π0(Ek)).
Proof. This is [30, Proposition 3.8 in Chapter I].
Duality For n ∈ Z relatively prime to ch(K) , we have the Weil paring, which is a
perfect GK -invariant paring
E[n]× E[n]→ µn,
where µn is the group of n-th roots of unity in K . By using the Weil pairing and local
Tate duality, we have a perfect pairing
H1(K,E[n])×H1(K,E[n]) ∪−→ H2(K,µn) ∼= Z/nZ,
where ∪ denotes the cup product, and the last isomorphism is the invariant map.
Theorem 2.1.4. Under the cup product above, the subgroup E(K)/n of H1(K,E[q]) is
the exact annihilator of itself. In other words, we have a perfect pairing
E(K)/n×H1(K,E)[n]→ Z/nZ.
Proof. In [30], This is Corollary 3.4 of Chapter I.
2.1.3 Elliptic curves over number fields
Let K be a finite extension of Q . For an elliptic curve E over K , we call E(K) the
Mordell-Weil group. The Mordell-Weil theorem (cf. [40]) says:
Theorem 2.1.5. The Mordell-Weil group E(K) is finitely generated over Z, that is, we
have
E(K) ∼= Z⊕r ⊕ T
for some r ≥ 0 and a finite abelian group T .
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where Kλ is the completion of K at λ . By taking the direct limit with respect to























which is a torsion group and is conjectured to be finite:
Conjecture 2.1.6. The Tate-Shafarevich group X(E/K) is finite.
By the exact sequences
0→ E(K)⊗Q/Z→ H1(K,Etors)→ H1(K,E)→ 0,
0→ E(Kλ)⊗Q/Z→ H1(Kλ, Etors)→ H1(Kλ, E)→ 0
for each λ , we have the exact sequence
0→ E(K)⊗Q/Z→ Sel(E/K)→X(E/K)→ 0.
For a prime p , we denote by Sel(K,E[p∞]) the p-torsion part of Sel(E/K). Then, we
have the following exact sequence
0→ E(K)⊗Qp/Zp → Sel(K,E[p∞])→X(E/K)[p∞]→ 0,
and have rank(E(K)) ≤ rankZp(Sel(K,E[p∞])∨), where we denote by Sel(K,E[p∞])∨ the
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2.2 The Birch and Swinnerton-Dyer conjecture
Suppose that E is an elliptic curve over Q of conductor N . We recall that N is a
product of the primes in which E has bad reduction (see [39, Chapter IV, §11] for the
precise definition of conductor).
We first define the Hasse-Weil L-function L(E, s) of E , and review its property.





1− aℓ(E)ℓ−s + ϵ(ℓ)ℓ1−2s
)−1
,
where for each prime ℓ , we put
aℓ(E) =

ℓ+ 1− |E(Fℓ)| if ℓ ∤ N
1 if ℓ is a split multiplicative prime
−1 if ℓ is a nonsplit multiplicative prime
0 if ℓ is an additive prime,
ϵ(ℓ) =
1 if ℓ ∤ N0 if ℓ|N.
By Hasse’s theorem (cf. [40, Chapter V, Theorem 1.1]), the function L(E, s) converges
for all s with Re(s) > 3/2. For a Dirichlet character χ modulo S , we also define




1− aℓ(E)χ(ℓ)ℓ−s + ϵ(ℓ)χ(ℓ)2ℓ1−2s
)−1
.
By the Shimura-Taniyama conjecture, which was proved by Wiles [45], Taylor-Wiles
[44] and Breuil-Conrad-Diamond-Taylor [6], we have the following.
Theorem 2.2.2. There exists a unique newform f of weight 2 for Γ0(N) with trivial
character such that
L(f, s) = L(E, s).
In particular, L(E, s) has an analytic continuation to the whole complex s-plane, and has
a functional equation relating its value at s to its value at 2− s.
We fix a global minimal Weierstrass model of E over Z . Namely, we fix an equation
defining E over Q
y2 + a1xy + a3y = x
3 + a2x
2 + a4x+ a6 (ai ∈ Z)
which is a minimal Weierstrass model of E over Zℓ for every prime ℓ . We put
ω =
dx
2y + a1x+ a3
.
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Then, H0(E,Ω1E/Q) = Qω. We call ω the Néron differential. We define the real period





We denote by ĥ the real-valued canonical height (cf. [40, VIII.9]) on E/Q , and define




ĥ(P +Q)− ĥ(P )− ĥ(Q)
)
∈ R.
We fix a Z-basis {Pi} of E(Q)/E(Q)tors , and define
Reg(E/Q) = det(⟨Pi, Pj⟩) ∈ R.
For each prime ℓ|N , we put
mℓ = [E(Qℓ) : E0(Qℓ)].
Finally, we state the BSD conjecture:
Conjecture 2.2.3 (The Birch and Swinnerton-Dyer conjecture). Let rE be the rank of
E(Q) . Then, the following assertions hold.
1. We have ords=1(L(E, s)) = rE.











The parity of ords=1(L, s) is described in terms of the global root number of E (cf.
[11]). The assertion 1 leads us to the parity conjecture:
Conjecture 2.2.4 (The parity conjecture). Let E be an elliptic curve over a number
field K and w(E/K) ∈ {±1} its global root number. Then,
w(E/K) = (−1)rank(E(K)).
It was shown that the finiteness of Tate-Shafarevich groups implies this conjecture
(see [11], [13] for details).
Instead of the rank of the Mordell-Weil group, the p-parity conjecture over K connects
the root number with rp∞(E/K) := corankZp(Sel(K,E[p∞])) . Nekovář [31] proved the
p-parity conjecture for most modular elliptic curves for totally real number fields. In
[12], T. Dokchitser and V. Dokchitser proved the p-parity conjecture over Q without any
assumption. Namely, they proved the following.
Theorem 2.2.5. Let E be an elliptic curve over Q. Then, for each prime p,
ords=1(L(E, s)) ≡ rp∞(E/Q) mod 2.
Chapter 3
The Mazur-Tate refined conjecture of
BSD type
In this chapter, we introduce Mazur-Tate elements, and state the Mazur-Tate refined
conjectures of BSD type.
3.1 Modular symbols
Following [29], we recall the modular symbol and its basic properties. We denote by
GL+2 (Q) the subgroup of GL2(Q) consisting of matrices with positive determinant. Let





∈ GL+2 (Q) and τ ∈ H∪ P1(Q), we
put
A(τ) =
(aτ + b)/(cτ + d) if τ ∈ H ∪Q,a/c if τ =∞.
For a positive integer N , we denote by S2(Γ0(N), ϵ) the space of cusp forms of weight 2
for Γ0(N) with character ϵ . We put S2 =
∑
N,ϵ S2(Γ0(N), ϵ).





∈ GL+2 (Q) , we define








If A ∈ Γ0(N) and f ∈ S2(Γ0(N), ϵ), then we have f |A = ϵ(d)f.
For an element r ∈ Q ∪ {∞} and f ∈ S2 , we define







f (r + it) dt if r ∈ Q,
0 if r =∞.
18
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Lemma 3.1.1. For a matrix A ∈ GL+2 (Q), we have
ϕ(f |A, r) = ϕ(f, A(r))− ϕ(f,A(∞)).
Proof. We note that (f |A)(τ)dτ = f(A(τ))d(A(τ)) . Then, we have
ϕ(f |A, r) = 2πi
∫ r
∞













f(z)dz = ϕ(f, A(r))− ϕ(f,A(∞)).
Definition 3.1.2. For rational numbers a, S with S > 0 and an element f ∈ S2 , we
define λ(f ; a, S) by















Remark 3.1.3. 1. Comparing the notation of [29] and ours, our λ(f ; a, S) coincides
with λ(f, 1; a, S) in [29].
2. If we fix a positive integer S and an element f ∈ S2 , then λ(f ; a, S) depends only
on a modulo S.
Lemma 3.1.4. We have



















































= λ(f ; a, S).
Definition 3.1.5. For every prime ℓ , we define the Hecke operator T (ℓ) on S2(Γ0(N), ϵ)
as
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Proposition 3.1.6. For f ∈ S2(Γ0(N), ϵ) and a prime ℓ, we have
λ(f |T (ℓ); a, S) =
ℓ−1∑
u=0
λ(f ; a− uS, ℓS) + ϵ(ℓ)λ(f ; a, S/ℓ).






. By Lemma 3.1.4, we have

































= λ(fu; a, S).
By Lemma 3.1.4, we also have












































By these formulas, we compute the left hand side in the proposition:
ℓ−1∑
u=0
λ(f ; a− uS, ℓS) + ϵ(ℓ)λ(f ; a, S/ℓ) =
ℓ−1∑
u=0


































=λ(f |T (ℓ); a, S).
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Definition 3.1.7. For f ∈ S2(Γ0(N), ϵ), we define wN(f) ∈ S2(Γ0(N), ϵ−1) by















Proposition 3.1.8. For relatively prime integers a, S such that S > 0 and (S,N) = 1.
We take an integer a′ such that aa′N ≡ −1 mod S. Then, we have
λ(f ; a, S) = −ϵ(−S)λ(wN(f); a′, S).



































WN = ϵ(b)f |WN = ϵ(−S)−1f |WN
and therefore


























































Then, by (3.1.1) and (3.1.2), we have




















= λ(f ; a, S),





, and the last
equality follows from Lemma 3.1.4.
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For a cusp form f(z) =
∑
n≥1 ane
















(see [38, Theorem 3.66] and its proof). Then, we have
(3.1.3) λ(f ; 0, 1) = L(f, 1).
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Proof. By using (3.1.3) and Lemma 3.1.9, we have


























χ(a)λ (f ;−a, S) ,
where the third equality follows from Lemma 3.1.4.
3.2 Mazur-Tate elements
In the rest of this chapter, let E be an elliptic curve over Q of conductor N . We fix a
global minimal Weierstrass model of E over Z and the Néron differential ω . Then, we
have a natural map from the first homology group H1(E(C),Z) to C




We denote by Λ the image of this map. Let Ω+,−iΩ− > 0 be the largest numbers such
that
Λ ⊆ ZΩ+ ⊕ ZΩ−.
We note that Ω+ does not always coincide with ΩE :=
∫
E(R) |ω| in Section 2.2.
Let f ∈ S2(Γ0(N)) be the newform corresponding to E (cf. Theorem 2.2.2). For
integers a and S with S > 0 , we define [a/S]+E , [a/S]
−
E ∈ R by































By the Manin-Drinfeld theorem ([14], [25]), we have the following:
Proposition 3.2.1. [a/S]+E , [a/S]
−
E ∈ Q.

























We introduce Mazur-Tate elements.
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Definition 3.2.2. For a positive integer S , we put GS = Gal(Q(µS)/Q). We define an















where δa ∈ GS is the element satisfying δaζS = ζaS . We call θS the Mazur-Tate element.
Remark 3.2.3. Our θS slightly differs from the original Mazur-Tate element, which is
called the modular element in [28]. The image of 1
2
θS in Q[Gal(Q(µS)+/Q)] is their
modular element, where Q(µS)+ is the maximal totally real subfield of Q(µS) .
For n|m , we denote by πm/n the map Q[Gm]→ Q[Gn] induced by the natural surjec-




τ for σ ∈ Gn.
Proposition 3.2.4. Mazur-Tate elements are characterized by the following properties :
1. Let S be a positive integer and ℓ a prime. Then, we have
πSℓ/SθSℓ = −Frℓ(1− aℓFr−1ℓ + ϵ(ℓ)Fr
−2
ℓ )θS if ℓ ∤ S,
πSℓ/SθSℓ = aℓθS − ϵ(ℓ)νS,S/ℓ(θS/ℓ) if ℓ|S,
where aℓ := aℓ(E) and ϵ(ℓ) are as in Definition 2.2.1, and Frℓ denotes the arithmetic
Frobenius of ℓ.





where ± = χ(−1).








δa ∈ Q[GS], ΘS =
∑
a∈(Z/SZ)×
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The map πSℓ/S is linearly extended on C[GSℓ] , and we have

















λ(f ;−b, Sℓ)⊗ δa.
(3.2.4)
We suppose that ℓ ∤ S , and we take integers x, y such that xS+yℓ = 1. For an integer
a relatively prime to S , we put ea = ayℓ, whose image in Z/SℓZ is a unique element
such that
ea ≡ a mod S, ea ≡ 0 mod ℓ.
Then, by Proposition 3.1.6, we have∑
b∈(Z/SℓZ)×
b≡a mod S








λ(f ;−a− uS, Sℓ)− λ(f ;−ay, S)
= λ(f |T (ℓ);−a, S)− ϵ(ℓ)λ(f ;−a, S/ℓ)− λ(f ;−aℓ−1, S)
= aℓλ(f ;−a, S)− ϵ(ℓ)λ(f ;−aℓ, S)− λ(f ;−aℓ−1, S),












aℓλ(f ;−a, S)⊗ δa − ϵ(ℓ)
∑
a
λ(f ;−aℓ, S)⊗ δa −
∑
a
λ(f ;−aℓ−1, S)⊗ δa
=aℓΘS − ϵ(ℓ)Fr−1ℓ ΘS − FrℓΘS
=− Fr−1ℓ (1− aℓFrℓ + ϵ(ℓ)Fr
−2
ℓ )ΘS





















and hence by (3.2.2), we prove the assertion 1 for the case ℓ ∤ S.
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In the case ℓ|S, for a ∈ (Z/SZ)× we have∑
b∈(Z/SℓZ)×
b≡a mod S
λ(f ;−b, Sℓ) =
ℓ−1∑
u=0
λ(f ;−a− uS, Sℓ)
= λ(f |T (ℓ);−a, S)− ϵ(ℓ)λ(f ;−a, S/ℓ)
= aℓλ(f ;−a, S)− ϵ(ℓ)λ(f ;−a, S/ℓ).












































which implies the assertion 1 for the case ℓ|S.
We next prove the assertion 2. By Proposition 3.1.10, we have
χ(ΘS) = τS(χ)L(E, χ
−1, 1).
If we put ± = χ(−1), then by (3.2.1), we have
χ(θS) = χ(θ
±









Finally, we show the uniqueness of {θS}S>0. We suppose that there exists another
{θ′S}S>0 satisfying the assertions 1 and 2. It suffices to show that ιS := θS − θ′S is zero
for each S > 0. We prove it by induction on the number of divisors of S . If S = 1, then
by the assertion 2, we have ι1 = θ1 − θ′1 = 0 . For general S , it suffices to show that
χ(ιS) = 0 for all Dirichlet characters χ modulo S,
which shows that ιS belongs to any maximal ideal of Q[GS] and hence ιS = 0. For
a primitive character χ, the assertion 2 shows that χ(ιS) = 0. For a character χ of
conductor S ′ < S, we note that χ(ιS) = χ(πS/S′(ιS)). By the induction hypothesis and
the assertion 1, we have πS/S′(ιS) = 0. Thus, we complete the proof.
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3.3 The refined conjecture
We fix a positive square-free integer S and a subring R of Q such that θS ∈ R[GS] and
|E(Q)tors| ∈ R×.
3.3.1 Conjectures on the order of vanishing
In this subsection, we state conjectures which connect θS with the Mordell-Weil group or
the Selmer group. We denote by IS the augmentation ideal of R[GS] and by rE the rank
of E(Q).
Conjecture 3.3.1 (Mazur-Tate). Let sp(S) denote the number of split multiplicative
primes dividing S . Then, we have
θS ∈ IrE+sp(S)S .
Remark 3.3.2. It may happen that θS ∈ IrE+sp(S)+1S (cf. Remark 1.2.2). We note that
Bertolini-Darmon [2] proposed a more precise version.
Let χ be a character of GS , and we put R[χ] = R[Im(χ)]. Then, the character χ
induces the map R[GS]→ R[χ] , and we denote by Iχ its kernel. We put
rχ = dimC((E(Q(µS))⊗Z C)χ),
where (E(Q(µS))⊗C)χ is the subspace of E(Q(µS))⊗C on which GS acts by χ . Here,
σ ∈ GS acts on E(Q(µS))⊗ C by σ ⊗ 1 .
Conjecture 3.3.3 (Mazur-Tate). We have
θS ∈ Irχχ .
There is also a conjecture which connects θS with the Selmer group as the Iwa-
sawa main conjecture does. By the definition (cf. Subsection 2.1.3) of the Selmer group
Sel(E/Q(µS)) , we have an exact sequence
0→X(E/Q(µS))∨ → Sel(E/Q(µS))∨ → Hom(E(Q(µS))⊗Q/Z,Q/Z)→ 0,
where ∨ denotes the Pontryagin dual Hom(−,Q/Z). Let φ denote the map above from
Sel(E/Q(µS))∨ to Hom(E(Q(µS)) ⊗ Q/Z,Q/Z) . We note that there is an injective ho-
momorphism
Hom(E(Q(µS)),Z) ↪→ Hom(E(Q(µS))⊗Q/Z,Q/Z); f 7→ (x⊗ 1/n 7→ f(x)/n).
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By this map we regard the finitely generated Z[GS]-module Hom(E(Q(µS)),Z) as a
subgroup of Hom(E(Q(µS))⊗Q/Z,Q/Z) , and put
S (E/Q(µS)) = φ−1(Hom(E(Q(µS)),Z)).
Then, we have an exact sequence
0→X(E/Q(µS))∨ → S (E/Q(µS))→ Hom(E(Q(µS)),Z)→ 0.
We assume that X(E/Q(µS)) is finite, and then the module S (E/Q(µS)) is finitely
generated Z[GS]-module.
Conjecture 3.3.4 (Mazur-Tate). We denote by FittZ[GS ](S (E/Q(µS))) the 0-th Fitting
ideal of the finitely generated Z[GS]-module S (E/Q(µS)). Then, we have
θS ∈ FittZ[GS ](S (E/Q(µS)))⊗Z R.
Remark 3.3.5. Unlike the Iwasawa main conjecture, it is not generally expected that θS
generates FittZ[GS ](S (E/Q(µS)))⊗Z R . See the remark below [28, Conjecture 3].
Proposition 3.3.6. Conjecture 3.3.4 implies Conjecture 3.3.3.
Proof. This is [28, Proposition 3].
3.3.2 The conjecture on leading coefficients
Mazur-Tate also conjectured a formula on the leading coefficients of Mazur-Tate elements.
We introduce some notation to review its statement.
In this subsection, we assume Conjecture 3.3.1. For simplicity, we assume that S is





, where G+S :=
Gal(Q(µS)+/Q) and IG+S denotes the augmentation ideal of R[G
+
S ] . We note that our θ̃S
coincides with the leading coefficient considered in [28] (cf. Remark 3.2.3).









ET (Q) = ker(jT ), JT = |coker(jT )|.
In [28], by modifying ideas of [27], Mazur-Tate defined a canonical paring
⟨−,−⟩T : E(Q)× ET (Q)→ G+T .
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We note that rank(ET (Q)) = rE. We fix a set {Pi}1≤i≤rE (resp. {Qj}1≤j≤rE ) of elements of
E(Q) (resp. ET (Q)) which is a Z-basis of E(Q)/E(Q)tors (resp. ET (Q)/ET (Q)tors ). More
precisely, we need to choose elements above with compatible orientations of E(Q)⊗R (see
[28, §2.5] for the detail) in order to remove an ambiguity up to sign in the definition of the






i(G+T ). Then, we note that ⟨Pi, Qj⟩T ∈ Sym
1(G+T ) , and
regard (⟨Pi, Qj⟩T )1≤i,j≤rE as a matrix with coefficients in SymZ(G
+
T ) , whose determinant
belongs to SymrE(G+T ). We define dT by
dT =
1
[E(Q) : ⊕1≤i≤rZPi][ET (Q) : ⊕1≤j≤rZQj]
⊗ det (⟨Pi, Qj⟩T ) ∈ R⊗Z SymrE(G+T ),
which is independent of the choice of {Pi} and {Qj} . Here we use the assumption





induced by the natural homomorphism G+T → IG+T /I
2
G+T
; σ 7→ σ − 1 .




πS/T−−−→ G+T → 0.
For each gT ∈ G+T , we take its lift gS to G
+





µS,T (gT ) = g
hT
S
is independent of the choice of gS . Then, we have a homomorphism µS,T : G+T → G
+
S .
The following is the conjecture on the leading coefficient θ̃S :
Conjecture 3.3.7 (Mazur-Tate). We assume that S is relatively prime to N and the
Tate-Shafarevich group X(E/Q) is finite. Then, the element θS belongs to IrES and
θ̃S = |X(E/Q)| ·
∑
T |S>0






where ν(T ) denotes the number of primes dividing T .
Remark 3.3.8. 1. It may happen that ηrE(dS) = 0 . Bertolini-Darmon [2] constructed
a lift of ηrE(dS) to I
rE
G+S
, which gives extra information when ηrE(dS) = 0.
2. See [28, Conjecture 4] for more general cases. Although Conjecture 3.3.7 might look
different from the original conjecture [28, Conjecture 4], it is not difficult to check
that they are equivalent.
Chapter 4
Divisibility of Euler systems for elliptic
curves
In this chapter, by modifying Darmon’s argument in [8], we show that some Darmon-
Kolyvagin derivatives of Euler systems are divisible by a power of p (Theorem 4.3.10).
By using this divisibility, we obtain Corollary 4.3.13, which is a key to proving our main
result (Theorem 5.4.1).
Throughout this chapter, we fix a prime p ≥ 5. For a positive integer S , we denote by
Q(S) the maximal p-extension of Q inside Q(µS) and put ΓS = Gal(Q(S)/Q) . Let IS
be the augmentation ideal of Zp[ΓS] . For relatively prime integers m,n , by the canonical
decomposition Γmn = Γm × Γn , we regard Γm and Γn as subgroups of Γmn
4.1 Darmon-Kolyvagin derivatives
Following [8], we introduce derivatives which we call Darmon-Kolyvagin derivatives as in
[24]. The reason why we consider them is explained in Lemma 4.1.8.













= 1 for j ≥ 0 .









We note that Dkσ = 0 if k ≥ n. For k < 0 , we define Dkσ = 0 . We recall its basic property.
30
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Lemma 4.1.1. If σ ∈ ΓS is of order n and 1 ≤ k ≤ n− 1, then






In particular, if n is a power q of p and 0 < k < p, then we have
(σ − 1)Dkσ ≡ −σDk−1σ mod q.
Proof. We have



















































































































(j − 1)(j − 2) · · · (j − k + 1)(j − k)
k!
− j(j − 1) · · · (j − k + 1)
k!
=
(j − 1)(j − 2) · · · (j − k + 1)(j − k − j)
k!
= −(j − 1)(j − 2) · · · (j − k + 1)k
k(k − 1)!








Definition 4.1.2. In the following, we fix a generator σℓ of Γℓ for each prime ℓ , and
write D(k)ℓ = D
(k)
σℓ . Let S > 0 be a square-free integer. We call an element D of Z[ΓS] a




· · ·D(ks)ℓs ∈ Z[Γℓ1···ℓs ] ⊂ Z[ΓS],
where ℓ1, . . . , ℓs are distinct primes dividing S , and k1, . . . , ks are integers such that
0 ≤ ki < |Γℓi| for each i . We note that ℓ1, . . . , ℓs, k1, . . . , ks are uniquely determined. We
define
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which we call the support and the conductor of D , respectively. We put
ord(D) = k1 + · · ·+ ks, n(D) = min
ki>0
{|Γℓi|}, eℓi(D) = ki.
We call n(D) the order of D . Since Γℓ is a p-group for each prime ℓ , the natural number
n(D) is a power of p . When ki = 0 for all i , we define n(D) = 1 . When S = ℓ1 · · · ℓs ,




· · ·D(0)ℓs .
Remark 4.1.3. In the original argument on Euler systems by Kolyvagin [20], the deriva-




Example 4.1.4. Let S be a positive square-free integer and S = ℓ1 · · · ℓs its prime
factorization.


























Let S be a square-free integer S > 0 and M a Zp[ΓS]-module without p-torsion. We




γa⊗ γ ∈M ⊗Zp Zp[ΓS].
The element θ has a Taylor expansion as follows.




Dka⊗ (σℓ1 − 1)k1 · · · (σℓs − 1)ks ,
where Dk := D
(k1)
ℓ1
· · ·D(ks)ℓs for k = (k1, . . . , ks).
Remark 4.1.6. Since D(ki)ℓi = 0 if ki ≥ |Γℓi|, we have Dk = 0 for all but finitely many
k ∈ Z⊕s≥0
Proof. We prove the proposition by induction on the number of primes dividing S ,
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For each j , we note that




















































ℓ a⊗ (σ − 1)
k.
Then, we complete the case where S is a prime.












































a⊗ (σℓ1 − 1)k1
)




Dka⊗ (σℓ1 − 1)k1 · · · (σℓs − 1)ks ,
where the equality (∗) also follows from the induction hypothesis. Thus, we complete the
proof.
Lemma 4.1.7. Let G be a finite abelian p-group and σ an element of G with order q .
Then, we have
q(σ − 1) ∈ IpG,
where IG denotes the augmentation ideal of Zp[G].
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Proof. We have


















































(σ − 1)k ∈ IpG.






∈ Z if 1 ≤ k ≤ p− 1. We note that Zp[G] is a local










(σ − 1)k−1 ∈ Zp[G]×.
Thus, by (4.1.1), we conclude q(σ − 1) ∈ IpG.
Combining Proposition 4.1.5 and Lemma 4.1.7, we have the following.
Lemma 4.1.8. Let t ≥ 1. Assume that for all Darmon-Kolyvagin derivatives such that
Supp(D) = S and ord(D) < min{t, p}, we have Da ≡ 0 mod n(D). Then,
θ −NSa⊗ 1 ∈M ⊗Zp I
min{t,p}
S .
Remark 4.1.9. This is [8, Lemma 3.8]. It seems that there is an error in the statement
of [8, Lemma 3.8]. However, the error is not crucial when we consider Euler systems.




Dka⊗ (σℓ1 − 1)k1 · · · (σℓs − 1)ks .
We pick k = (k1, . . . , ks) ∈ Z⊕s≥0 \ {0, . . . , 0} such that k1 + · · · ks < min{t, p} . In other
words, ord(Dk) < min{t, p}. By the definition of n(Dk), we have |Γℓi| = n(Dk) and
ki > 0 for some i . Then, Lemma 4.1.7 shows that n(Dk)(σℓi − 1) ∈ I
p
S. Hence, since
Dka ≡ 0 mod n(Dk) , we have
(4.1.3) Dka⊗ (σℓ1 − 1)k1 · · · (σℓs − 1)ks ∈M ⊗ I
p
S.
This holds for each Dk such that ord(Dk) < min{t, p} and Dk ̸= NS. By (4.1.2), we
complete the proof.
Remark 4.1.10. Under the assumption of the lemma, we also have∑
σ
σ−1a⊗ σ −NSa⊗ 1 ∈M ⊗ Imin{t,p}S
by twisting the action of ΓS on M .
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4.2 Euler systems and their local behavior at primes
not dividing p
In this section, following [36, Chapter 4], we study local behavior of Darmon-Kolyvagin
derivatives of Euler systems at primes not dividing p . While Rubin [36] considers Euler
systems for general Galois representations, we only consider Euler systems for elliptic
curves.
Let E be an elliptic curve over Q of conductor N without complex multiplication.
We denote by T the p-adic Tate module Tp(E) of E .
4.2.1 Preliminaries on Galois cohomology
In this subsection, we review basic results on Galois cohomology. We assume that the
p-adic representation
ρ : GQ → AutZp(T )
is surjective. In particular, the Galois representation GQ → AutZp(E[p]) is surjective,
and then the module E[p] is irreducible as a GQ -module.
Proposition 4.2.1. For a power q of p and a finite abelian extension F of Q, we have
E(F )[q] = 0. Moreover, the restriction map induces an isomorphism





Proof. For the first assertion, it suffices to show that E(F )[p] = 0. We assume that
E(F )[p] ̸= 0 , and take a non-trivial point P ∈ E(F )[p]. Since the Galois representation
GQ → AutZ/pZ(E[p]) is surjective, for each non-trivial point Q ∈ E[p] there exists an
element σ ∈ GQ such that σP = Q . Since the extension F/Q is a Galois extension, we
have Q ∈ E(F )[p]. Thus, Q(E[p]) ⊆ F , which implies that Gal(Q(E[q])/Q) is abelian.
However, since Gal(Q(E[p])/Q) ∼= GL2(Z/pZ) is not abelian, we have a contradiction.
Then, we show that E(F )[q] = 0.
By the five term exact sequence (cf. [32, Proposition 1.6.7]), we have an exact sequence




→ H2(F/Q, E(F )[q]).
Since E(F )[q] = 0, we conclude the latter assertion of the proposition.
Proposition 4.2.2. Let L be the filed Q(E[q]) for a power q of p. Then. we have
H1(L/Q, E[q]) = 0.
CHAPTER 4. DIVISIBILITY OF EULER SYSTEMS FOR ELLIPTIC CURVES 36
Proof. Since the Galois representation GQ → AutZ/qZ(E[q]) is surjective, we have
Gal(L/Q) ∼= GL2(Z/qZ) . If we fix a Z/qZ-isomorphism E[q] ∼= (Z/qZ)⊕2 , then
H1(L/Q, E[q]) ∼= H1(GL2(Z/qZ), (Z/qZ)⊕2),
where the action of GL2(Z/qZ) on (Z/qZ)⊕2 is the natural action. By the inflation-







→ H1(GL2(Z/qZ), (Z/qZ)⊕2)→ H1({±1}, (Z/qZ)⊕2)),




























Since p ̸= 2, this implies that H0 ({±1}, (Z/qZ)⊕2) = 0. Since the order of {±1} is 2 ,
we also have H1 ({±1}, (Z/qZ)⊕2) = 0.
Proposition 4.2.3. There exists an element τ ∈ Gal(Q/Q(µp∞)) such that
(4.2.1) T/(τ − 1)T ∼= Zp.
Proof. We recall that the Weil pairing induces an isomorphism detZp(T ) ∼= lim←− µpn .
Hence, if we fix a Zp -isomorphism T ∼= Z⊕2p , then the Galois representation induces the
surjective map ρ : Gal(Q/Q(µp∞)) → SL2(Zp). We take an element τ ∈ Gal(Q/Q(µp∞))





, and conclude (4.2.1).
For a torsion module M and an element b ∈M , we denote by ord(b,M) the order of
b .
Lemma 4.2.4. Let q be a power of p and L a finite Galois extension of Q such that
GL acts trivially on E[q]. Then for κ, η ∈ H1(Q, E[q]), there exists an element γ of GL
such that
1. ord (κ(γτ), E[q]/(τ − 1)E[q]) ≥ ord(κ,H1(L,E[q])),
2. ord (η(γτ), E[q]/(τ − 1)E[q]) ≥ ord(η,H1(L,E[q])),
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where τ is as in (4.2.1), and we regard κ, η as elements of H1(L,E[q])) by the restriction
map H1(Q, E[q])→ H1(L,E[q]).
Remark 4.2.5. For γ ∈ GL and κ ∈ H1(Q, E[q]), the image of κ(γτ) in E[q]/(τ−1)E[q]
is independent of the choice of a cocycle representing κ . Indeed, if we take a coboundary
x given by σ 7→ (σ − 1)P for some P ∈ E[q] , then for γ ∈ GL we have
x(γτ) = (γτ − 1)P = (τ − 1)P ∈ (τ − 1)E[q].
Proof. We follow the proof of [36, Lemma 5.2.1]. We define subsets of GL
Bκ = {γ ∈ GL; ord(κ(γτ), E[q]/(τ − 1)E[q]) < ord(κ,H1(L,E[q]))},
Bη = {γ ∈ GL; ord(η(γτ), E[q]/(τ − 1)E[q]) < ord(η,H1(L,E[q]))}.
Since each γ ∈ GL \ (Bκ ∪Bη) satisfies the inequalities 1,2 of the lemma, we are reduced
to showing that Bκ ∪Bη is a proper subset of GL . We define a subgroup J of GL by
J = {γ ∈ GL; ord(κ(γ), E[q]/(τ − 1)E[q]) < ord(κ,H1(L,E[q]))}.
Then, Bκ = ∅ or Bκ = σJ for some σ ∈ GL. To prove this, we assume that Bκ ̸= ∅ , and
we fix an element σ ∈ Bκ . Let δ ∈ Bκ. Then, we have
κ(σ−1δτ) ≡ κ(σ−1δ) + κ(τ) mod (τ − 1)E[q],
and hence
κ(σ−1δ) ≡ κ(σ−1δτ)− κ(τ) ≡ σ−1κ(δτ) + κ(σ−1)− κ(τ) ≡ κ(δτ)− κ(σ)− κ(τ)
≡ κ(δτ)− κ(στ) mod (τ − 1)E[q],
(4.2.2)
where the third congruence follows from the assumption that GL acts on E[q] trivially
and H1(L,E[q]) = Hom(GL, E[q]). Since σ, δ ∈ Bκ , (4.2.2) shows that σ−1δ ∈ J, and
hence δ ∈ σJ. Conversely, we take σg ∈ σJ. Then, we have
κ(σgτ) ≡ σκ(gτ) + κ(σ) ≡ κ(gτ) + κ(σ) ≡ gκ(τ) + κ(g) + κ(σ)
≡ κ(g) + κ(σ) + κ(τ) ≡ κ(g) + κ(στ) mod (τ − 1)E[q],
which implies that σg ∈ Bκ. Thus, we deduce that Bκ = ∅ or B = σJ for some σ ∈ GL.
We put d = ord(κ,Hom(GL, E[q])). Since κ ∈ Hom(GL, E[q])Gal(L/Q), we have
h(κ(γ)) = κ(hγh−1) for γ ∈ GL, h ∈ GQ.
Therefore, κ(GL) is a GQ -stable subgroup of E[pd] which is not contained in E[pd−1] .
Since pd−1κ(GL) is a GQ -stable subgroup of E[p] and E[p] is irreducible as a GQ -module,
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E[pd−1] + (τ − 1)E[q]
)
∩ E[pd].
Since E[q]/(τ − 1)E[q] ∼= Z/qZ , we have (τ − 1)E[q] ∼= Z/qZ , and hence(
E[pd−1] + (τ − 1)E[q]
)
∩ E[pd] ⊊ E[pd] = κ(GL).
Then, we obtain κ(J) ⊊ κ(GL) , and hence [GL : J ] ≥ p .
In the same way, we deduce that Bη is either empty or a coset of a subgroup of GL
of index at least p . Since p > 2 , we have Bκ ∪Bη ̸= GL.
4.2.2 Euler systems
We fix notation on Euler systems. We put
R = {primes not dividing pN},
N = {square-free products of primes in R} ∪ {1}.
For each prime ℓ ∈ R , we define Pℓ(t) by
(4.2.3) Pℓ(t) = 1− aℓt+ t2 ∈ Z[t],
where aℓ := aℓ(E) is as in Definition 2.2.1.
Definition 4.2.6. We call a system {zSpn}S∈N ,n≥0 ∈
∏
S,nH
1(Q(Spn), T ) an (modified)
Euler system for T if {zSpn} satisfies the following conditions.




where CorSℓpn/Spn : H1(Q(Sℓpn), T ) → H1(Q(Spn), T ) denotes the corestriction
map, and Frℓ ∈ ΓSpn denotes the arithmetic Frobenius at ℓ .
2. For S ∈ N , the system {zSpn}n≥0 is a norm compatible system, that is,
{zSpn}n≥0 ∈ lim←− H
1(Q(Spn), T ),
where the limit is taken with respect to the corestriction maps CorSpn+1/Spn .
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Remark 4.2.7. Our definition of Euler system slightly differs from the usual definition
of Kato [17], Perrin-Riou [35] and Rubin [36]. In their definition, instead of the condition



















mod ℓ − 1 , Lemma 9.6.1 of [36] shows that the
existence of an Euler system in our sense is equivalent to the existence of an Euler system
in the usual sense. Although in this chapter, we show results for Euler systems in our









We use the following in order to construct our Euler system from original Kato’s Euler
system (Theorem 5.2.6).
Proposition 4.2.8. For every prime ℓ ∈ R, we fix a polynomial P ′ℓ(t) ∈ Zp[t] such that
Pℓ(t) ≡ P ′ℓ(t) mod ℓ− 1.
We suppose that there exists a system {z′Spn}S∈N ,n≥0 ∈
∏
S,nH
1(Q(Spn), T ) with the
following conditions :










2. For S ∈ N , the system {z′Spn}n≥0 is a norm compatible system.
Then, there exists an Euler system {zSpn}S,n in the sense of Definition 4.2.6 such that
(a) for n ≥ 0 zpn = z′pn ,







Proof. We follow the proof of [36, Lemma 9.6.1]. For a prime ℓ ∈ R, we fix a lift







ℓ ) ∈ (ℓ− 1)Zp[GQ].








[Q(S) : Q(S ′)]
z′S′pn ,
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where S ′ ranges over all positive integers dividing S , and ℓ′ ranges over all primes dividing












































[Q(S) : Q(S ′)]
z′S′pn .



























































Since the system {z′Spn}n is norm compatible, by the definition of {zSpn}S,n, it is obvious
that {zSpn}n≥0 is also norm compatible. Thus, we show that {zSpn}S,n is an Euler system.
The assertion (a) immediately follows from the definition of {zSpn}S,n . We show the





Hence, by the definition of zSpn , we deduce the assertion (b).
Proposition 4.2.9. Let {zSpn} be an Euler system and λ ∤ p a prime of Q. Then, for
S ∈ N , n ≥ 0, the image locλ(zSpn) of zSpn in H1(Q(Spn)λ, T ) is unramified, that is,
locλ(zSpn) ∈ H1ur(Q(Spn)λ, T ),
where Q(Spn)λ denotes the completion at the prime of Q(Spn) below λ.
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Proof. This is a special case of [36, Corollary B.3.5]. We put K = Q(S)λ and
Kn = Q(Spn)λ for n ≥ 1. We note that Kn/K is unramified, and hence Kn ⊆ Kur.
Then, we have an exact sequence






By the projective limit with respect to the corestriction maps H1(Kn+1, T )→ H1(Kn, T ) ,
we kave an exact sequence
0→ lim
←−
H1ur(Kn, T )→ lim←− H







Since {locλ(zSpn)}n ∈ lim←− H





















where ∨ denotes the Pontryagin dual Hom(−,Qp/Zp). Since Gal(Kur/K) ∼=
∏
ℓ:primes Zℓ ,




















Since the pro-p-part of Gal(Kur/K∞) is trivial, its cohomological p-dimension is zero (cf.
[32, Corollary 3.3.7]). Hence, we have H1 (Kur/K∞, H0(Kur, E[p∞]))
∨
= 0 , and complete
the proof.
4.2.3 Unramifiedness of derivatives at primes not dividing con-
ductors





Let q be a power of p and {zSpn} an Euler system. For an element x ∈ H1(Q(S), E[q])
and a prime λ of Q(S) , we denote by locλ(x) the image of x in H1(Q(S)λ, E[q]).
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Proposition 4.2.10. We suppose that D is a Darmon-Kolyvagin derivative with support
S , and put S ′ = Cond(D). We assume that DzS ∈ H0 (ΓS, H1(Q(S), T )/q) and denote
by κ ∈ H1(Q, E[q]) the inverse image of DzS ∈ H1(Q(S), E[q]) under the isomorphism
(cf. Proposition 4.2.1) H1(Q, E[q]) ∼= H0 (ΓS, H1(Q(S), E[q])). Then, the element κ is
unramified outside pS ′ , that is, for every prime ℓ ∤ pS ′ we have
locℓ(κ) ∈ H1ur(Qℓ, E[q]).
Proof. First, we suppose that ℓ ∤ pS . Since the extension Q(S)/Q is unramified
at ℓ , we have (Q(S)λ)ur ∼= Qurℓ for a prime λ|ℓ. Hence, we have locℓ(κ) = locλ(DzS) as
elements of H1(Qurℓ , E[q]) . By Proposition 4.2.9, we have locℓ(κ) ∈ H1ur(Qℓ, E[q]).






where D′ is a derivative such that Supp(D′) = S/ℓ . Since the extension Q(S/ℓ)/Q is
unramified at ℓ , for a prime λ of Q(S/ℓ) we have locℓ(κ) = locλ(D′Pℓ(Fr−1ℓ )zS/ℓ) as
elements of H1(Qurℓ , E[q]) . Then by Proposition 4.2.9, we complete the proof.
Corollary 4.2.11. Under the notation as above, for every prime ℓ ∤ pS ′ , we have
locℓ(κ) ∈ E(Qℓ)/q.
Proof. The proof is based on that of [8, Theorem 4.9]. By the exact sequence
0→ E(Qℓ)/q → H1(Qℓ, E[q])→ H1(Qℓ, E)[q]→ 0,
it suffices to show that the image of κ in H1(Qℓ, E)[q] is trivial. Proposition 4.2.10 shows
that the image of κ in H1(Qℓ, E)[q] comes from H1(Qurℓ /Qℓ, E(Qurℓ ))[q] . By Proposition
2.1.3, we have

























and hence conclude that the image of κ in H1(Qℓ, E)[q] is trivial.
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4.2.4 Local behavior at primes dividing conductors
As in the previous subsection, let q be a power of p . We put
Rq = {ℓ ∈ R ; q|ℓ− 1},
RE,q = {ℓ ∈ Rq ; q|Pℓ(1)},
Nq = {square-free products of primes in Rq}.
(4.2.5)
We take an element S ∈ Np . The aim of this subsection is to compare DzS with DD(1)ℓ zSℓ
under the localization at primes dividing ℓ . See Theorem 4.2.21 for the precise statement.
Definition 4.2.12. Let n ≥ 0 . For a positive divisor S ′ of S , let xS′pn denote an
indeterminate. We denote by YSpn the free Zp[ΓSpn ]-module generated by {xS′pn}S′|S>0,
that is, YSpn = ⊕S′|S>0Zp[ΓSpn ]xS′pn . We denote by ZSpn the submodule of YSpn generated
by
σxS′pn − xS′pn for S ′|S, σ ∈ ΓS/S′ and NℓxS′ℓpn − Pℓ(Fr−1ℓ )xS′pn for primes ℓ with ℓS
′|S.
We define XSpn = YSpn/ZSpn .
If we regard zS′pn as an element of H1(Q(Spn), T ) for S ′|S by the restriction map,
then there exists a unique homomorphism of ΓSpn -modules
gSpn : XSpn → H1(Q(Spn), T )
sending xS′pn to zS′pn for S ′|S .




(|Γℓ| − 1) = |Γm| − 1.
Proof. We prove the lemma by induction on the number of primes dividing m . If
m is a prime, then there is nothing to prove.




















(|Γℓ| − 1) + 1

= |Γm′ | − 1 + (|Γℓ0 | − 1)|Γm′|
= |Γm′ ||Γℓ0 | − 1
= |Γm| − 1,
where the second and the third equalities follow from the induction hypothesis.
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We review properties of XSpn .
Proposition 4.2.14. 1. The Zp[ΓSpn ]-module XSpn is a free Zp -module of finite rank.
2. The Qp[ΓSpn ]-module XSpn ⊗Qp is free of rank 1.
Proof. We follow the proof of [36, Proposition 4.3.1]. For each prime ℓ dividing S ,
we put Aℓ = Γℓ \ {1} ⊂ ΓSpn . Since S ∈ Np, we have Aℓ ̸= ∅ . For a positive integer S ′







γℓ ; gn ∈ Γpn , 1 ̸= γℓ ∈ Γℓ
 if S ′ > 1,
An,S′ = Γpn if S
′ = 1.




An,S′xS′pn ⊂ XSpn ,
where An,S′xS′pn := {gxS′pn ; g ∈ An,S′}. Our goal is to show that BSpn is a Zp -basis of
XSpn .
Claim 1. For S ′|S , the finite set Γpn
∏
ℓ|S′(Aℓ ∪ {Nℓ}) generates Zp[ΓS′pn ] over Zp.
Proof of Claim 1. In the case where S ′ is a prime ℓ , we note that 1 = Nℓ−
∑
γℓ∈Aℓ γℓ
in Zp[Γℓ] , and then the finite set Aℓ ∪ {Nℓ} generates Zp[Γℓ] over Zp . Hence, the finite
set Γpn
∏











We note that this product belongs to the Zp -submodule generated by
∏
ℓ|S′(Aℓ ∪ {Nℓ}) .
Hence the finite set Γpn
∏
ℓ|S′(Aℓ ∪ {Nℓ}) generates Zp[ΓS′pn ] over Zp for S ′|S .
Claim 2. The finite set BSpn generates XSpn over Zp .
Proof of Claim 2. We prove the claim by induction on the number of primes dividing
S . For a subset B of XSpn , we denote by Zp[B] the Zp -submodule of XSpn by B .
In the case S = ℓ is a prime, it is clear that Zp[Γpn ]xpn ⊆ Zp[Bℓpn ] . Then it suffices
to show that Zp[Γℓpn ]xℓpn ⊆ Zp[Bℓpn ] . Since Nℓxℓpn = Pℓ(Fr−1ℓ )xpn , we have
(4.2.6) Nℓxℓpn ∈ Zp[Bpn ] ⊆ Zp[Bℓpn ].
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By definition,
(4.2.7) γℓxℓpn ∈ Z[Bℓpn ] for γℓ ∈ Aℓ.
Combining (4.2.6) and (4.2.7), we have
(Aℓ ∪ {Nℓ})xℓpn ∈ Zp[Bℓpn ].
Hence, by Claim 1, obtain
Zp[Γℓpn ]xℓpn ⊆ Zp[Bℓpn ].
In the general case, we write S = ℓ1 · · · ℓs . For a proper divisor S ′ of S , by the
induction hypothesis, we have
Zp[ΓSpn ]xS′pn = Zp[ΓS′pn ]xS′pn ⊆ Zp[BS′pn ] ⊆ Zp[BSpn ].
Therefore, by Claim 1, we are reduced to showing that∏
ℓ|S
(Aℓ ∪ {Nℓ})
xSpn ⊂ Zp[BSpn ].
We take an element γ ∈
∏




· NS2 , where
S = S1S2 , γℓ′ ∈ Aℓ′ for ℓ′|S1. When S = S1, we have γxSpn ∈ Zp[BSpn ] by definition.























xS1pn ∈ Zp[BS1pn ],
and hence γxSpn ∈ Zp[BSpn ]. Thus, we complete the proof of the claim.













Claim 3. The map φ is well-defined and surjective.
Proof of Claim 3. For the well-definedness, we show that φ(ZSpn) = 0 for ZSpn as in
Definition 4.2.12. Let S ′|S and σ ∈ ΓS/S′ . Then, we have
φ(σxS′pn − xS′pn) = (σ − 1)φ(xS′pn)
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= 0,
where the last equality follows from (σ − 1)
∏
ℓ′|(S/S′)Nℓ′ = (σ − 1)
∑
γ′∈ΓS/S′
γ = 0. We
next pick a prime ℓ0 dividing S/S ′ . We have










































































φ(Nℓ0xS′ℓ0pn − Pℓ0(Fr−1ℓ0 )xS′pn) = 0.
Then, we deduce that φ is well-defined. We next show that φ is surjective. We recall that
Qp[ΓSpn ] ∼=
∏
χKχ, where χ ranges over all the characters of ΓSpn and Kχ := Qp[Im(χ)].






















This shows that Im(φ) is an ideal of Qp[ΓSpn ] not contained in any maximal ideal of
Qp[ΓSpn ] and hence is equal to Q[ΓSpn ] . Thus, we deduce that φ is surjective, and
conclude the claim.

















(|Γℓ| − 1) + 1

= |ΓSpn| by Lemma 4.2.13.
Then, Claim 3 shows that
rankZp(XSpn) = dimQp(XSpn ⊗Qp) ≥ |ΓSpn | ≥ |BSpn |.
By Claim 2, we have rankZp(XSpn) ≤ |BSpn | and deduce the assertion 1 of the proposition.
We also have
rankZp(XSpn) = dimQp(XSpn ⊗Qp) = |ΓSpn | = |BSpn |,
and hence by Claim 3, the map φ is an isomorphism. Thus, we complete the proof.
Lemma 4.2.15. Let R be a ring and G a finite abelian group. Suppose that B is an
R[G]-module. Then, the following assertions hold.
1. HomR[G](B,R[G]) ∼= HomR(B,R) as R-modules.
2. If B is free as an R-module then Ext1R[G](B,R[G]) = 0.






ϕ : HomR[G](B,R[G])→ HomR(B,R) by ϕ(f)(b) = ξ(f(b)) for b ∈ B.
We show that the inverse ψ of ϕ is given by








To show that ψ ◦ ϕ = id , we take an element f ∈ HomR[G](B,R[G]). For an element
b ∈ B, we write f(b) =
∑
g∈G agg , and then have
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which implies that ψ ◦ ϕ = id. Next, we prove that ϕ ◦ ψ = id. We take elements
h ∈ HomR(B,R) , b ∈ B. Then,










which is zero when B is R-free.
Corollary 4.2.16. For k ≥ 0, we have
Ext1Z/qZ[ΓSpn ](XSpn/qXSpn ,Z/qZ[ΓSpn ]
⊕k) = 0.
Proof. We apply Lemma 4.2.15 with
R = Z/qZ, G = ΓSpn , H = {1}, B = XSpn/qXSpn .
Then the corollary follows from the assertion 1 of Proposition 4.2.14.
We put Mq = Ind
GQ
{1}(E[q]) . We recall that Ind
GQ
{1}(E[q]) is defined as the module of
continuous maps from GQ to E[q] , and GQ acts on Ind
GQ
{1}(E[q]) by (σf)(g) = f(gσ) for
σ, g ∈ GQ. Then we have an exact sequence of GQ -modules
0→ E[q]→Mq →Mq/E[q]→ 0,
where the map E[q] → Mq is defined as y 7→ (g 7→ gy). For a finite extension L of Q ,
by taking Galois cohomology, we obtain an exact sequence
(4.2.8) 0→ E(L)[q]→MGLq → (Mq/E[q])GL
δL−→ H1(L,E[q])→ 0.
See [36, Proposition B.4.5] for the surjectivity of the connecting map δL .
Lemma 4.2.17. The Z/qZ[ΓSpn ]-module M
GQ(Spn)












{1} (E[q]) = HomZp(Z/qZ[ΓSpn ], E[q]),
which is a free Z/qZ[ΓSpn ]-module of rank two.
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Proposition 4.2.18. There is a homomorphism dSpn of ΓSpn -modules from XSpn to
(Mq/E[q])










Proof. We put R = Z/qZ . By Proposition 4.2.1, we have E(Q(Spn))[q] = 0 .
Therefore, by (4.2.8), we have an exact sequence
0→MGQ(Spn)q → (Mq/E[q])GQ(Spn)
δQ(Spn)−−−−→ H1(Q(Spn), E[q])→ 0.
Then, we have an exact sequence
0→HomR[ΓSpn ](XSpn/q,M
GQ(Spn)
q )→ HomR[ΓSpn ](XSpn/q, (Mq/E[q])
GQ(Spn))
→ HomR[ΓSpn ](XSpn/q,H




By Proposition 4.2.16 and Lemma 4.2.17, we have Ext1R[ΓSpn ](XSpn/q,M
GQ(Spn)





is surjective. We let dSpn ∈ HomR[ΓSpn ](XSpn/q, (Mq/E[q])GQ(Spn)) be a lift of gSpn under
the map, and complete the proof.
We take a prime ℓ ∈ RE,q which splits completely in Q(S) . We denote by Dℓ ⊆ GQ
a decomposition group of ℓ , and by Iℓ ⊂ Dℓ the inertia group. Then, the natural map
Iℓ → Γℓ is surjective. We fix a lift of σℓ to Iℓ , which we also denote by σℓ. We recall
that for a power m of p , we have an isomorphism of Gal(Qurℓ /Qℓ)-modules defined as
Iℓ/I
m




From this, the quotient Iℓ/I
|Γℓ|
ℓ is cyclic, and hence Iℓ/I
|Γℓ|
ℓ
∼= Γℓ. Since Γℓ is generated
by σℓ , the quotient Iℓ/I
|Γℓ|
ℓ is also generated by σℓ. Since q|Γℓ, the quotient Iℓ/I
q
ℓ is
generated by σℓ .
Lemma 4.2.19. Let dSpn be a homomorphism of ΓSpn -modules as in Proposition 4.2.18.
We take a lift d̂(xSpn) ∈Mq of dS(xSpn). Then, for γ ∈ GQ and ρ, ρ′ ∈ Dℓ , we have
ρρ′γd̂(xSpn) = ρ
′ργd̂(xSpn) in Mq.
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Proof. We follow the proof of [36, Lemma 4.7.1]. Since the extension Q(Spn)/Q
is unramified at ℓ , we have Iℓ ⊆ GQ(Spn) . If we denote by resIℓ the restriction map
H1(Q(Spn), E[q])→ H1(Iℓ, E[q]) , then Proposition 4.2.9 implies that
resIℓ(γzSpn) = 0 in H
1(Iℓ, E[q]) = Hom(Iℓ, E[q]).
Since δSpn(γxSpn) = γzSpn , the definition of the connecting map δSpn shows that for
σ ∈ Iℓ,
(4.2.10) (σ − 1)γd̂(xSpn) = (γzSpn)(σ) = 0 in E[q].
Since Dℓ/Iℓ = Gal(Qurℓ /Qℓ) is abelian, we have(ρ′ρ)−1ρρ′ ∈ Iℓ. Then, we may apply
(4.2.10) with σ = (ρ′ρ)−1ρρ′ , and complete the proof.










where nℓ := |Γℓ| . Then we have
(4.2.11) (σℓ − 1)D(1)ℓ = nℓσ
nℓ
ℓ −Nℓ in Z[Iℓ].
Lemma 4.2.20. For a homomorphism dSℓpn : XSℓpn →Mq/E[q] as in Proposition 4.2.18,
we take lifts d̂(xSℓpn), d̂(xSpn) ∈ Mq of dSℓpn(xSℓpn), dSℓpn(xSpn), respectively. Then, for
every γ ∈ GQ, we have
Nℓγd̂(xSℓpn) = Pℓ(Fr
−1
ℓ )γd̂(xSpn) in Mq.
Proof. We follow the proof of [36, Lemma 4.7.3]. Since dSℓpn is GQ -equivariant, the





Nℓγd̂(xSℓpn)− Pℓ(Fr−1ℓ )γd̂(xSpn) ∈ E[q].
Claim. The element Nℓγd̂(xSℓpn) − Pℓ(Fr−1ℓ )γd̂(xSpn) of E[q] is independent of the
choices of dSℓpn , d̂(xSℓpn) and d̂(xSpn).
Proof of Claim. We take another choice d′Sℓpn of dSℓpn . By the exact sequence (4.2.9),
we may write
d′Sℓpn = dSℓpn + d0 for some d0 ∈ HomGQ(XSℓpn ,Mq).
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If we choose lifts d̂′(xSℓpn), d̂′(xSpn) ∈Mq of d′Sℓpn(xSℓpn), d′Sℓpn(xSpn) ∈Mq/E[q] , respec-
tively, then we have
(4.2.12) d̂′(xSℓpn) = d̂(xSℓpn) + d0(xSℓpn) + a, d̂′(xSpn) = d̂(xSpn) + d0(xSpn) + a′,















= Nℓγ (d0(xSℓpn) + a)− Pℓ(Fr−1ℓ )γ (d0(xSpn) + a
′)












= Nℓγa− Pℓ(Fr−1ℓ )γa
′.




′ = Fr−2ℓ (Fr
2
ℓ − aℓFrℓ + ℓ)γa′ = 0 in E[q].
Thus, we prove the claim.
By the claim, we may replace dSℓpn . We take dSℓpn as follows. We fix a positive
integer k such that Frkℓ acts trivially on Q(Spn) and E[q]. Let kp the largest power
of p dividing k . We pick an integer m ≥ n such that the decomposition group of ℓ
in Q(Sℓpm)/Q(Sℓpn) has order divisible by kpq. Let dSℓpm : XSℓpm → Mq/E[q] be a




where the first homomorphism is induced by the map xS′pn 7→
∑
σ∈Gal(Q(pm)/Q(pn)) σxS′pm
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Thus, we deduce that dSℓpn satisfies the condition in Proposition 4.2.18.
Let H ⊂ Gal(Q(Sℓpm)/Q(Sℓpn)) be the subgroup generated by Frkℓ . We fix a set









(4.2.13) N ′N ′′ =
∑
σ∈Gal(Q(Sℓpm)/Q(Sℓpn))
σ in Z[ΓSℓpm ].
We fix lifts d̂(xSℓpm), d̂(xSpm) ∈ Mq of dSℓpm(xSℓpm), dSℓpm(xSpn) , respectively. Since
dSℓpm(xSℓpm), dSℓpm(xSpn) ∈ (Mq/E[q])GQ(Sℓpm) , by (4.2.13)
d̂(xSℓpn) := γ
−1N ′N ′′γd̂(xSℓpm), d̂(xSpn) := γ
−1N ′N ′′γd̂(xSpm) ∈Mq
are lists of dSℓpn(xSℓpn), dSℓpn(xSpn), respectively. We note that
NℓN
′′d̂(xSℓpm)− Pℓ(Fr−1ℓ )N
′′d̂(xSpm) = 0 in (Mq/E[q])GQ(Sℓpm) .
By Lemma 4.2.19, we have
Nℓγd̂(xSℓpn)− Pℓ(Fr−1ℓ )γd̂(xSpn)
= NℓN






Since Frkℓ fixes E[q] , we have
N ′E[q] ⊂ |H|E[q].
Then, we are reduced to showing that q divides |H| .
We note that Gal(Q(Sℓpm)/Q(Sℓpn)) = Gal(Q(pm)/Q(pn)) is a cyclic group. Hence,
if we denote by G the decomposition group of ℓ in Gal(Q(Sℓpm)/Q(Sℓpn)) , then by the
definition of H we have
[G : H]|kp.
On the other hand, we recall that |G| is divisible by kpq . Hence, we deuce that q divides
|H| .
We denote by H1f (Qℓ, E[q]) the image of the Kummer map E(Qℓ)/q ↪→ H1(Qℓ, E[q]) ,
and put
H1/f (Qℓ, E[q]) = H1(Qℓ, E[q])/H1f (Qℓ, E[q]),
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which is isomorphic to H1(Qℓ, E)[q]. By Proposition 2.1.2, we have
H1f (Qℓ, E[q]) = H1ur(Qℓ, E[q]),
and hence H1/f (Qℓ, E[q]) = H1(Qurℓ , E[q]). Then, we have two isomorphisms
αℓ : H
1
/f (Qℓ, E[q]) ∼= E[q]Frℓ=1; c 7→ c(σℓ),
βℓ : H
1
f (Qℓ, E[q]) ∼= E[q]/(Frℓ − 1)E[q]; c 7→ c(Frq),
where each element c ∈ H1(Qℓ, E[q]) is regarded as a cocycle. Here, we note that the
map αℓ depends on the choice of σℓ and coincides with the composite




where the last map is given by c 7→ c(σℓ) .
Since Pℓ(1) = 2− aℓ ≡ 0 mod q, we have aℓ ≡ 2 mod q, and hence
Pℓ(t) ≡ 1− 2t+ t2 ≡ (t− 1)2 mod q.
We put Qℓ(t) = t− 1 ∈ Z/qZ[t].
Since Pℓ(t) ≡ detZp(1− Frℓt|T ) mod q , we have
Pℓ(Fr
−1
ℓ )E[q] = 0.
Therefore, since Pℓ(t) mod q = (t− 1)Qℓ(t) , we have a homomorphism
Qℓ(Fr
−1





f (Qℓ, E[q])→ H1/f (Qℓ, E[q])
as the composite
H1f (Qℓ, E[q])




α−1ℓ−−→ H1/f (Qℓ, E[q]).
For each Darmon-Kolyvagin derivative D , we fix a lift D to Z[GQ] .
Theorem 4.2.21. Let S be an element of Np and q a power of p. We take a prime ℓ ∈
RE,q which splits completely in Q(S). Let λ be the prime of Q(S) above ℓ corresponding
to the decomposition group Dℓ of Q. For a Darmon-Kolyvagin derivative D whose support
is S , we have the following.
1. locλ(DzS) ∈ H1f (Q(S)λ, E[q])
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2. DD(1)ℓ zSℓ ∈ H0 (Γℓ, H1(Q(Sℓ), T )/q) .
3. If κ(ℓ) ∈ H1(Q(S), E[q]) denotes the inverse image of DD(1)ℓ zSℓ under the iso-
morphism H1(Q(S), E[q]) ∼= H0 (Γℓ, H1(Q(Sℓ), E[q])) and loc/f,λ(κ(ℓ)) denotes the
image of κ(ℓ) in H1/f (Qℓ, E[q]), then we have
loc/f,λ(κ
(ℓ)) = ϕfsℓ (locλ(DzS)).
Proof. The assertion 1 follows from Proposition 4.2.9.
By Lemma 4.1.1, we have
(σℓ − 1)DD(1)ℓ xSℓ ≡ −σℓDNℓxSℓ ≡ −σℓDPℓ(Fr
−1
ℓ )xS ≡ −σℓDPℓ(1)xS ≡ 0 mod qXSℓ,
where the third congruence follows from Frℓ = 1 in ΓS , and the last congruence follows
from ℓ ∈ RE,q . Hence, DD(1)ℓ xSℓ ∈ (XSℓ/q)
Γℓ . Since the homomorphism dSℓ as in
Proposition 4.2.18 is GQ -equivariant, we have dSℓ(DD
(1)
ℓ xSℓ) ∈ (Mq/E[q])GQ(S) . Since













ℓ xSℓ))) = DD
(1)
ℓ zSℓ and hence
DD
(1)







We take lifts d̂(xSℓ), d̂(xS) ∈ Mq of dSℓ(xSℓ), dSℓ(xS) , respectively. According to the
definition of ϕfsℓ , it suffices to show that
(4.2.14) Qℓ(Fr−1ℓ ) ((DzS)(Frℓ)) = κ
(ℓ)(σℓ) ∈ E[q].
Since δQ(S)(dSℓ(x)) = zS , δQ(S)(D
(1)
ℓ D(dSℓ(x)) = κ
(ℓ) and δQ(S) is the connecting map
from (Mq/E[q])GQ(S) to H1(Q(S), E[q]) , we have
(DzS)(Frℓ) = (Frℓ − 1)Dd̂(xS) ∈ E[q],
κ(ℓ)(σℓ) = (σℓ − 1)D(1)ℓ Dd̂(xSℓ) ∈ E[q].
(4.2.15)




ℓ − 1) ((DzS)(Frℓ)) = 0, and hence
Qℓ(Fr
−1





















ℓ (Frℓ − 1)Dd̂(xS)− (σℓ − 1)D
(1)
ℓ Dd̂(xSℓ)
= −Pℓ(Fr−1ℓ )Dd̂(xS) +NℓDd̂(xSℓ).
By Lemma 4.2.20, we conclude (4.2.14).
Lemma 4.2.22. If E[q]/(Frℓ − 1)E[q] is free of rank one over Z/qZ, then
Qℓ(Fr
−1
ℓ ) : E[q]/(Frℓ − 1)E[q]→ E[q]
Frℓ=1
is an isomorphism.
Proof. By the exact sequence
0→ E[q]Frℓ=1 → E[q] Frℓ−1−→ E[q]→ E[q]/(Frℓ − 1)E[q]→ 0,
we also have
E[q]Frℓ=1 ∼= Z/qZ.
















where a, b ∈ Z/qZ. Since detZ/qZ(E[q]) ∼= µq as a GQℓ -module and Frℓ acts trivially on







Hence, we have a = 1 and
(Frℓ − 1)E[q] = bZ/qZP2.
Therefore, since E[q]/(Frℓ − 1)E[q] ∼= Z/qZ , we have b ∈ (Z/qZ)×. Hence, we have
Qℓ(Fr
−1
ℓ )E[q] = (Fr
−1
ℓ − 1)E[q] = −Fr
−1
ℓ (Frℓ − 1)E[q] = Z/qZP2,
which shows that Qℓ(Fr−1ℓ ) : E[q] → E[q]Frℓ=1 is surjective. Thus, by comparing orders,
we deduce that the map
Qℓ(Fr
−1
ℓ ) : E[q]/(Frℓ − 1)E[q]→ E[q]
Frℓ=1
is an isomorphism.
Corollary 4.2.23. Under the notation in Theorem 4.2.21, if E[q]/(Frℓ − 1)E[q] ∼= Z/qZ
then we have
ord(locλ(κ
(ℓ)), H1(Qℓ, E)[q]) = ord(locλ(DzS), H1(Qℓ, E[q])).
Proof. By Lemma 4.2.22, the homomorphism ϕfsℓ is an isomorphism. Then, the
corollary follows from the assertion 3 of Theorem 4.2.21.
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4.3 The theorem on divisibility of Euler systems
The aim of this section is to prove Theorem 4.3.10. It suggests congruences of derivatives
of Euler systems, and plays an important role in the proof of our main result (Theorem
5.4.1). We also give a modification (Theorem 4.3.15) of Theorem 4.3.10, which is used to
prove Theorems 4.5.2 and 5.4.2.
As in Section 4.2, we denote by E an elliptic curve over Q of conductor N without
complex multiplication. We fix an Euler system {zSpn}S∈N ,n≥0 for T = Tp(E) in the
sense of Definition 4.2.6.
4.3.1 Notation
Assumption 4.3.1. In the following, we assume that
1. p ∤ 6N
∏
ℓ|N mℓ ,
2. the Galois representation GQ → AutZp(T ) is surjective.
Let q be a power of p .
Definition 4.3.2. For a finitely generated Zp -module M , we define a non-negative integer
rq(M) by
M ⊗ Z/qZ ∼= (Z/qZ)⊕rq(M) ⊕M ′,
where the exponent of M ′ is strictly less than q .
We have a basic property:
Lemma 4.3.3. For an exact sequence of finite Z/qZ-modules
0→M ′ →M →M ′′,
we have
rq(M) ≤ rq(M ′) + rp(M ′′).
Proof. We denote by f the map from M to M ′′. Since rp(f(M)) ≤ rp(M ′′) , by
replacing M ′′ with f(M) we may assume that f is surjective. We write q = pm. Then,
there is an exact sequence
(4.3.1) 0→ pm−1M ′ → pm−1M →M ′′/f(M [pm−1]),
where the last morphism is given by pm−1a 7→ f(a) for a ∈M . Since
M ′′/f(M [pm−1]) = f(M)/f(M [pm−1])
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is an Fp -vector space, the sequence (4.3.1) is an exact sequence of Fp -vector spaces.
Therefore, we have
dimFp(p
m−1M) ≤ dimFp(pm−1M ′) + dimFp(M ′′/f(M [pm−1]).





′′/f(M [pm−1]) ≤ rp(M ′′).
Thus, we complete the proof.
Definition 4.3.4. For a positive integer S , we define H1f,S(Q, E[q]) by





where ℓ ranges over all the primes dividing S . If there is no fear of confusion, we simply
write H1f,S = H1f,S(Q, E[q]).
We put
Aq(S) = ⊕ℓ|SE(Qℓ)/q.
Lemma 4.3.5. Let S be a positive integer and ℓ ∤ S a prime such that E(Qℓ)/p is cyclic
(i.e. E(Qℓ)/p is trivial or isomorphic to Z/pZ. See Proposition 2.1.1). Then, we have
(4.3.3) rq(H1f,Sℓ) + rp(Aq(Sℓ))− 1 ≤ rq(H1f,S) + rp(Aq(S)).
In addition, if E(Qℓ)/p ∼= Z/p, then we have
(4.3.4) rq(H1f,S) + rp(Aq(S)) ≤ rq(H1f,Sℓ) + rp(Aq(Sℓ))
Proof. Since H1f,Sℓ ⊆ H1f,S , rp(Aq(Sℓ)) ≤ rp(Aq(S))+1 , we have the first inequality.
We assume that E(Qℓ)/p ∼= Z/p . By the exact sequence
0→ H1f,Sℓ → H1f,S → E(Qℓ)/q
and Lemma 4.3.3, we have
rq(H
1
f,S) ≤ rq(H1f,Sℓ) + rp(E(Qℓ)/p) = rq(H1f,Sℓ) + 1.
Since rp(Aq(S)) + 1 = rp(Aq(Sℓ)), we conclude
rq(H
1
f,S) + rp(Aq(S)) ≤ rq(H1f,Sℓ) + rp(Aq(Sℓ)).
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Definition 4.3.6. Let S ∈ Nq (see (4.2.5) for Nq ). For a Darmon-Kolyvagin derivative
D whose support is S , we define the weight of D as
w(D) = ord(D)− |{ℓ ∈ RE,q; ℓ divides S}|.
Remark 4.3.7. In Darmon’s argument, the notion of weight also played an important
role. We modify his weight for our case.
Definition 4.3.8. For a positive integer m , we denote by ν(m) the number of primes
dividing m .
Proposition 4.3.9. Let D be a Darmon-Kolyvagin derivative with support S . Suppose
that S ∈ Nq . If w(D) < 0 and maxℓ|S{eℓ(D)} < p (see Definition 4.1.2 for eℓ(D)), then
we have
DzS ≡ 0 mod qH1(Q(S), T ).
Proof. We note that the assumption w(D) < 0 implies that there exist a prime
ℓ ∈ RE,q dividing S and derivative D′ such that
(4.3.5) D = D′Nℓ Supp(D′) = S/ℓ, ord(D′) = ord(D).
We prove the proposition by induction on ν(S) . If S = ℓ is a prime, then ℓ ∈ RE,q
and D = Nℓ . Hence, since Pℓ(1) ≡ 0 mod q,
Dzℓ = Nℓzℓ = Pℓ(Fr
−1
ℓ )z1 ≡ Pℓ(1)z1 ≡ 0 mod q.
In general, since w(D) < 0 , there exists a prime ℓ ∈ RE,q dividing S, and we define
D′ as in (4.3.5). Then, we have
w(D′) = ord(D′)− |{ℓ′ ∈ RE,q; ℓ′ divides S/ℓ}|
= ord(D)− |{ℓ′ ∈ RE,q; ℓ′ divides S}|+ 1
= w(D) + 1 ≤ 0.
We write S/ℓ = ℓ1 · · · ℓa. We show that
(4.3.6) (σℓi − 1)D′zS/ℓ ≡ 0 mod q for 1 ≤ i ≤ a
It suffices to consider the case i = 1. We write D′ = D(k1)ℓ1 · · ·D
(ka)
ℓa




· · ·D(ka)ℓa . Hence (4.3.6) is clear. We may assume that ki ≥ 1. Since the
order of σℓ1 is divisible by q and 0 < k1 < p , Lemma 4.1.1 implies that






· · ·D(ka)ℓa mod q.














· · ·D(ka)ℓa ) = w(D
′)− 1 < 0.







· · ·D(ka)ℓa zS/ℓ ≡ 0 mod q,
and hence by (4.3.7),
(σℓ1 − 1)D′zS/ℓ ≡ 0 mod q.
Since Γℓ1 is generated by σℓ1 , we have D′zS/ℓ ∈ H0 (Γℓ1 , H1(Q(S/ℓ), T )/q) . Then, we












′zS/ℓ ≡ Pℓ(1)D′zS/ℓ ≡ 0 mod q.
4.3.2 The proof and an application
Now, we state our theorem on congruences of derivatives.
Theorem 4.3.10. Let q be a power of p. Let D be a Darmon-Kolyvagin derivative
with support S satisfying maxℓ|S{eℓ(D)} < p. We suppose that S ∈ Nq and for every





, then we have
DzS ≡ 0 mod qH1(Q(S), T ).
We prove it by induction on w(D). Before the proof, we prove a lemma.
Lemma 4.3.11. We fix w ∈ Z, and assume that Theorem 4.3.10 holds for any Darmon-
Kolyvagin derivative whose weight is strictly less than w . Let D be a Darmon-Kolyvagin
derivative with support S such that maxℓ|S{eℓ(D)} < p and w(D) = w . We suppose that
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2. We take a prime ℓ ∈ RE,q which splits completely in Q(S), and suppose that
E(Qℓ)/q ∼= Z/qZ. Then, we have
DD
(1)







Proof. We write S = ℓ1 · · · ℓs . We first show the assertion 1. It suffices to show that





for each 1 ≤ i ≤ s.
It suffices to consider the case i = 1 . If eℓ1(D) = 0 , then we have D = Nℓ1D′ for
some derivative D′ . Since (σℓ1 − 1)Nℓ1 = 0 , we prove (4.3.8). Then, we may assume that
eℓ1(D) ≥ 1. By Lemma 4.1.1, we have
(σℓ1 − 1)D ≡ −σℓ1D′ mod qZ[ΓS],
where D′ is a derivative such that
ord(D′) = ord(D)− 1, Supp(D′) = S.
Then, we have
w(D′) = ord(D′)− |{ℓ′ ∈ RE,q; ℓ′ divides S}|
= ord(D)− 1− |{ℓ′ ∈ RE,q; ℓ′ divides S}|
= w(D)− 1 = w − 1,
which shows that Theorem 4.3.10 holds for D′ , that is, D′zS ≡ 0 mod qH1(Q(S), T ).
Hence, we obtain
(σℓ1 − 1)DzS ≡ −σℓ1D′zS ≡ 0 mod q,
which shows (4.3.8). Hence, we prove the assertion 1.
Next, we show the assertion 2. Since (σℓ − 1)DD(1)ℓ ≡ −σℓDNℓ mod q and Frℓ = 1
in ΓS, we have
(4.3.9) (σℓ − 1)DD(1)ℓ zSℓ ≡ −σℓDNℓzSℓ ≡ −DPℓ(Fr
−1
ℓ )zS ≡ −DPℓ(1)zS ≡ 0 mod q.
Then, we are reduced to proving that






for each 1 ≤ i ≤ s.
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We only need to consider the case i = 1 . In the case where eℓ1(D) = 0 , we have
D ∈ Nℓ1Z[ΓS], and hence we have (4.3.10). We assume that eℓ1(D) ≥ 1. By Lemma
4.1.1, we have
(σℓ1 − 1)D ≡ −σℓ1D′ mod qZ[ΓS],
where D′ is a derivative such that








′ ∈ RE,q; ℓ′ divides Sℓ}|
= ord(D)− |{ℓ′ ∈ RE,q; ℓ′ divides S}| − 1
= w(D)− 1 = w − 1.




ℓ zSℓ ≡ −σℓiD
′D
(1)
ℓ zSℓ ≡ 0 mod q,
which shows (4.3.10). We thus conclude the assertion 2.
Proof of Theorem 4.3.10. We prove the theorem by induction on w(D) . Note
that the theorem obviously follows from Proposition 4.3.9 when w(D) < 0. We may
assume that w := w(D) ≥ 0 and the theorem holds for any derivative whose weight is
strictly less than w . We assume that
(4.3.11) DzS ̸≡ 0 mod q
to have a contradiction. We put S ′ = Cond(D).










= 0 . By Lemma 4.3.3 and the
exact sequence
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By Proposition 2.1.1, for a prime ℓ ∤ pN we have
E(Qℓ)/p ∼= E(Fℓ)[p].





However, by the definition of S ′ = Cond(D), we have
∑
ℓ|S′ 1 ≤ ord(D). Then, we have
a contradiction, and conclude the claim.






is an isomorphism. By Lemma 4.3.11, we have DzS ∈ H0 (ΓS, H1(Q(S), E[q])) . We
denote by κ ∈ H1(Q, E[q]) the inverse image of DzS under the restriction map above.
By (4.3.11) and the exact sequence
H1(Q(S), T ) ×q−→ H1(Q(S), T )→ H1(Q(S), T/q),
we have κ ̸= 0 .
Claim 2. There exists a good prime ℓ of E such that
(1) ℓ ≡ 1 mod q , ℓ splits in Q(S) , and E(Qℓ)/q ∼= Z/qZ (in particular ℓ ∈ RE,q ),
(2) locℓ(κ) ̸= 0 in H1(Qℓ, E[q]) ,
(3) the localization map H1f,pS′(Q, E[q])→ E(Qℓ)/q is surjective.
Proof of Claim 2. By Claim 1, there exists an element η ∈ H1f,pS′(Q, E[q]) of order q .
We put L = Q(S)(E[q]) (the composite of Q(S) and Q(E[q])). Since (S, pN) = 1 , we
have Gal(L/Q) = Gal(Q(S)/Q)×Gal(Q(E[q])/Q). By Proposition 4.2.2, we have
H1(L/Q(S), E[q]) ∼= H1(GL2(Z/qZ), (Z/qZ)⊕2) = 0.
Hence, the restriction map
H1(Q(S), E[q])→ H1(L,E[q])
is injective, and then the restriction map H1(Q, E[q]) → H1(L,E[q]) is also injective.
Then, the element κ is non-trivial and η is of order q in H1(L,E[q]) . By Lemma 4.2.4
we have an element γ of GL such that
(4.3.12) κ(γτ) is non-trivial and η(γτ) is of order q in E[q]/(τ − 1)E[q],
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where the element τ ∈ GQ(µSp∞ ) is as in (4.2.1). We regard κ , η as elements of
H1(L,E[q]) = Hom(GL, E[q]), and put H = ker(κ) ∩ ker(η) ⊂ GL . Let L′ be a fi-
nite Galois extension of Q containing QH . For σ ∈ GQ, we denote by [σ] the conjugacy
class of the image of σ in Gal(L′/Q). Then, by Chebotarev’s density theorem, there exists
a prime ℓ ∤ pNS such that
(4.3.13) [Frℓ] = [γτ ].
We show that this ℓ satisfies the conditions (1), (2) and (3) in Claim 2 above.
(1). Since γτ = 1 in Gal(Q(S)(µq)/Q) (recall that Q(µq) ⊆ Q(E[q]) by the Weil
pairing),
ℓ ≡ 1 mod q, and ℓ splits completely in Q(S) .
By (4.3.13), we have Frℓ = σγτσ−1 in Gal(Q(E[q])/Q) for some σ ∈ Gal(Q(E[q]/Q) .
Then, since γτ = τ in Gal(Q(E[q])/Q) and (4.2.1), we have
H1(Fℓ, E[q]) ∼= E[q]/(Frℓ − 1)E[q] = E[q]/σ(τ − 1)E[q] ∼= Z/qZ,
where the first isomorphism is given by f 7→ f(Frℓ) . Proposition 2.1.2 implies that
E(Qℓ)/q = H1(Fℓ, E[q]).
Hence we deduce that the condition (1) holds.
(2). By Proposition 4.2.10, the image locℓ(κ) belongs to H1(Fℓ, E[q]) . By the isomor-
phism H1(Fℓ, E[q]) ∼= E[q]/(Frℓ − 1)E[q] , it suffices to show that for a lift Frℓ ∈ GQ of
the arithmetic Frobenius at ℓ ,
(4.3.14) κ(Frℓ) ̸= 0.
By (4.3.13), we write Frℓ = σγτσ−1g ∈ GQ for some σ ∈ GQ and g ∈ GL′ . Then, for




= ξ(σγτσ−1) = σξ(γτσ−1) + ξ(σ)
= σ(γτξ(σ−1) + ξ(γτ)) + ξ(σ)
(ii)
= στξ(σ−1) + ξ(σ) + σξ(γτ)
= −στσ−1ξ(σ) + ξ(σ) + σξ(γτ) = −(Frℓ − 1)ξ(σ) + σξ(γτ)
= σξ(γτ) in E[q]/(Frℓ − 1)E[q],
where the equality (i) follows from ξ(g) = 0 , and (ii) follows from γ ∈ GL. Since
(Frℓ − 1)E[q] = σ(τ − 1)E[q],
CHAPTER 4. DIVISIBILITY OF EULER SYSTEMS FOR ELLIPTIC CURVES 64
we obtain
(4.3.15) ord (ξ(Frℓ), E[q]/(Frℓ − 1)E[q]) = ord (ξ(γτ), E[q]/(τ − 1)E[q]) .
By (4.3.12) and (4.3.15) with ξ = κ , we deduce (4.3.14).
(3). By definition, the image locℓ(η) belongs to H1(Fℓ, E[q]) By (4.3.12) and (4.3.15)
with ξ = η , we deduce that ord (η(Frℓ), E[q]/(Frℓ − 1)E[q]) = q, and hence the element
locℓ(η) ∈ E(Qℓ)/q is of order q . Therefore, since E(Qℓ)/q ∼= Z/qZ , we deduce the
assertion (3).
By Lemma 4.3.11, we have
DD
(1)







Let κ(ℓ) ∈ H1(Q, E[q]) denote the inverse image of DD(1)ℓ zSℓ ∈ H0 (ΓSℓ, H1(Q(Sℓ), E[q]))
under the isomorphism H1(Q, E[q]) ∼= H0 (ΓSℓ, H1(Q(Sℓ), E[q])) .
Claim 3. We have locℓ(κ(ℓ)) ∈ H1f (Qℓ, E[q]).
Proof of Claim 3. By taking the Pontryagin dual, Claim 2 (3) implies that the map
(4.3.16) H1(Qℓ, E)[q]→ H1f,pS′(Q, E[q])∨; a 7→ (y 7→ (y, a)ℓ)
is injective, where (−,−)ℓ is the cup product H1(Qℓ, E[q])×H1(Qℓ, E[q])→ Z/qZ. Hence,
it suffices to show that the image of κ(ℓ) in H1(Qℓ, E)[q] is in the kernel of the map above.
For x ∈ H1f,pS′(Q, E[q]), the Hasse principle shows that




By Corollary 4.2.11, we have locw(κ(ℓ)) ∈ E(Qw)/q for w ∤ pS ′ℓ . Since the localization
locw(x) at w belongs to E(Qw)/q ,
(x, κ(ℓ))w = 0
For w|pS ′ , by the definition of H1f,pS′ , we have (x, κ(ℓ))w = 0 . Therefore by (4.3.17), we
obtain (x, κ(ℓ))ℓ = 0 . Since x ∈ H1f,pS′(Q, E[q]) is arbitrary, we deduce that locℓ(κ(ℓ)) is
in the kernel of the map (4.3.16). Then, we have locℓ(κ(ℓ)) ∈ H1f (Qℓ, E[q]).
On the other hand, Corollary 4.2.23 shows that
ord(locℓ(κ
(ℓ)), H1(Qℓ, E)[q]) = ord(locℓ(κ), H1(Qℓ, E[q])).
Hence, by Claim 2 (2), we have
locℓ(κ
(ℓ)) /∈ H1f (Qℓ, E[q]).
Then, we obtain a contradiction to Claim 3, and hence complete the proof.
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Remark 4.3.12. If the image of κ(ℓ) in H1(Qp, E[q]) always belonged to E(Qp)/q as the
class d(ℓ) in [8, Theorem 4.9], we were able to assume ord(D) < rq(Sel(Q, E[q])) instead
of ord(D) < rq(H1f,p(Q, E[q])) .







. As a consequence of Theorem 4.3.10, we
have the following.
Corollary 4.3.13. Let S be a square-free product of primes ℓ relatively prime to pN




S ⊗ σ ∈ H1(Q(S), T )⊗ I
min{rmin,p}
S .
Remark 4.3.14. 1. Since E(Q(S))[p] = 0 , the cohomology group H1(Q(S), T ) is
Zp -free.
2. If E(Qp)/p ∼= Z/pZ (e.g. p is not anomalous), then by Lemma 4.3.3 and by the
exact sequence
0→ H1f,p(Q, E[pn])→ Sel(Q, E[pn])→ E(Qp)/pn for all n ≥ 1,
we have rmin ≥ rank(E(Q))− 1.
Proof. We may assume that rmin ≥ 1 . We apply Lemma 4.1.8 for H1(Q(S), T ) and
zS . Let D be a derivative such that Supp(D) = S and ord(D) < min{rmin, p} . We put
S ′ := Cond(D) . Then, we have
D = D′N S
S′
for some derivative D′ such that









where v ranges over all the primes dividing S/S ′.
We recall that n(D) is defined as minℓ|Cond(D){|Γℓ|} (cf. Definition 4.1.2). Thus, if we
put q = n(D′) , which is a power of p , then S ′ ∈ Nq. Since






{eℓ(D′)} ≤ ord(D′) < p,
Theorem 4.3.10 implies that
D′zS′ ≡ 0 mod q,
CHAPTER 4. DIVISIBILITY OF EULER SYSTEMS FOR ELLIPTIC CURVES 66
and hence
DzS ≡ 0 mod q.




S ⊗ σ −NSzS ⊗ 1 ∈ H1(Q(S), T )⊗ I
min{rmin,p}
S .
Since rmin ≥ 1 and H1(Q, E[pn])→ H1(Q, E[p∞]) is injective for all n ≥ 1 , the cohomol-
ogy group H1f,p(Q, E[p∞]) := lim−→ H
1
f,p(Q, E[pn]) is not finite. By [36, Theorem 2.2.3] (our








S ⊗ σ ∈ H1(Q(S), T )⊗ I
min{rmin,p}
S .
4.3.3 A modification of the theorem
As stated before, we give a slight modification of Theorem 4.3.10.
Theorem 4.3.15. Let q be a power of p. Let D be a Darmon-Kolyvagin derivative with
support S satisfying maxℓ|S{eℓ(D)} < p. We suppose that S ∈ Nq and for each prime ℓ
dividing S , E(Fℓ)[q] is isomorphic to Z/qZ or 0. We put S ′ = Cond(D) and recall that
Aq(S





′)), then we have
DzS ≡ 0 mod q.










In particular, when q = p, Theorem 4.3.15 implies Theorem 4.3.10
Lemma 4.3.17. We fix w ∈ Z, and assume that Theorem 4.3.15 holds for any derivative
whose weight is strictly less than w . Let D,S, S ′ be as in Theorem 4.3.15. We suppose
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2. We take a prime ℓ ∈ RE,q such that ℓ splits completely in Q(S) and suppose that
E(Fℓ)[q] ∼= Z/qZ. Then, we have
DD
(1)











· · ·D(ks)ℓs . Then, each ℓi satisfies one of the following conditions.
(i) ki = 0 .
(ii) ki ≥ 2 .
(iii) ki = 1 , ℓi ∈ Rq \RE,q , and hence E(Qℓi)/q = 0.
(iv) ki = 1 , ℓi ∈ RE,q , and hence E(Qℓi)/q ∼= Z/qZ.






for each 1 ≤ i ≤ s.
We only need to consider the case i = 1. In the case k1 = 0 , we have D ∈ NℓZ[ΓS] ,
and hence DzS ∈ H0 (Γℓ1 , H1(Q(S), T )/q) .
Then, we may assume that k1 ≥ 1. By Lemma 4.1.1, we have






· · ·D(ks)ℓs mod qZ[ΓS].
We put D′ = D(k1−1)ℓ1 D
(k2)
ℓ2
· · ·D(ks)ℓs . Then
Supp(D′) = S, ord(D′) = ord(D)− 1,
and we have
w(D′) = w(D)− 1.
It suffices to show that
D′zS ≡ 0 mod q.
We consider the cases (ii), (iii) or (iv).
Case (ii). In this case, we have Cond(D′) = S ′. We recall that




Then, Theorem 4.3.15 holds for D′ , that is, D′zS ≡ 0 mod q. Thus, we complete the
case (ii).
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Case (iii). We have
D′ = NℓiD
′′,
where D′′ is a derivative satisfying
Supp(D′′) = S/ℓi, Cond(D
′′) = S ′/ℓi, ord(D
′′) = ord(D)− 1.
Then,
D′zS ≡ Nℓ1D′′zS ≡ Pℓ1(Fr−1ℓ1 )D
′′zS/ℓ1 mod q.














Since ℓ1 /∈ RE,q, we have
w(D′′) = ord(D′′)− |{ℓ′ ∈ RE,q; ℓ′ divides S/ℓ1}|
= ord(D)− 1− |{ℓ′ ∈ RE,q; ℓ′ divides S}|
= w(D)− 1.
Hence, Theorem 4.3.15 holds for D′′ , that is, D′′zS/ℓ1 ≡ 0 mod q.
Case (iv). In this case, we have Cond(D′) = S ′/ℓ1. By using Lemma 4.3.5, we obtain
ord(D′) = ord(D)− 1 < rq(H1f,pS′) + rp(Aq(S ′))− 1
≤ rq(H1f,pS′/ℓ1) + rp(Aq(S
′/ℓ1)).
Then, Theorem 4.3.15 holds for D′ , that is, D′zS/ℓi ≡ 0 mod q. Therefore, we prove the
assertion 1 of the lemma.
Next, we prove the assertion 2 of the lemma.
The same calculation as (4.3.9) in the proof of Lemma 4.3.11 shows that







The rest of the proof consists of two steps.
Step 1. For each ℓi satisfying the conditions (i), (ii) or (iii) above, we have
DD
(1)







It suffices to consider the case i = 1
Case (i). We easily have DD(1)ℓ zSℓ ∈ H0 (Γℓ1 , H1(Q(Sℓ), T )/q) .
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Case (ii). By Lemma 4.1.1, we have






· · ·D(ks)ℓs mod qZ[ΓS].
If we put D′ = D(k1−1)ℓ1 D
(k2)
ℓ2
· · ·D(ks)ℓs , then
Supp(D′) = S, Cond(D′) = S ′, ord(D′) = ord(D)− 1.




′)) ≤ rq(H1f,pS′ℓ) + rp(A(S ′ℓ)),
and hence by the equation ord(D′D(1)ℓ ) = ord(D) ,
ord(D′D
(1)




Since Supp(D′D(1)ℓ ) = Sℓ , we have
w(D′D
(1)




′ ∈ RE,q; ℓ′ divides Sℓ}|
= ord(D)− |{ℓ′ ∈ RE,q; ℓ′ divides S}| − 1
= w(D)− 1.
Then, Theorem 4.3.15 hods for D′D(1)ℓ , that is,
D′D
(1)
ℓ zSℓ ≡ 0 mod q.
By (4.3.20), we have DD1ℓzSℓ ∈ H0 (Γℓ1 , H1(Q(Sℓ), T )/q) .
Case (iii). We have
(σℓ1 − 1)D ≡ −Nℓ1D′′,
where D′′ is a derivative satisfying
Supp(D′′) = S/ℓ1, Cond(D
′′) = S ′/ℓ1, ord(D




ℓ zSℓ ≡ −Nℓ1D
′′D
(1)





ℓ zSℓ/ℓ1 mod q.
Hence, it suffices to show that D′′D(1)ℓ zSℓ/ℓ1 ≡ 0 mod q. Since ℓ1 /∈ RE,q, we have
w(D′′D
(1)




′ ∈ RE,q; ℓ′| divides Sℓ/ℓ1}|
= ord(D)− |{ℓ′ ∈ RE,q; ℓ′| divides S}| − 1
= w(D)− 1.
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Hence, Theorem 4.3.15 hods for D′′D(1)ℓ , that is, D
′′D
(1)
ℓ zSℓ/ℓi ≡ 0 mod q. Then, we
complete Step 1.
Step 2. We prove the assertion 2 of the lemma by induction on the number n of primes
satisfying (iv). Without loss of generality, we may write S = ℓ1 · · · ℓs, where ℓ1, ℓ2, . . . , ℓn
satisfy (iv) and ℓn+1, ℓn+2, . . . , ℓs satisfy (i), (ii) or (iii).
The case n = 0 . This case follows from Step 1 and (4.3.19).
The case n ≥ 1. By Step 1 and (4.3.19), we are reduced to showing that
DD
(1)










Then, we have D = D(1)ℓ1 DS1 and
(σℓ1 − 1)DD
(1)
ℓ zSℓ ≡ −Nℓ1DS1D
(1)





ℓ zS1ℓ mod q.
Since ℓ1 ∈ RE,q , if we prove that
(4.3.21) DS1D
(1)













ℓ zS1ℓ ≡ Pℓ1(1)DS1D
(1)
ℓ zS1ℓ ≡ 0 mod q,
and complete Step 2. We prove (4.3.21). By Lemma 4.3.5,
ord(DS1) = ord(D)− 1 < rq(H1f,pS′) + rp(A(S ′))− 1
≤ rq(H1f,pS′/ℓ1) + rp(A(S
′/ℓ1)).
We recall that Cond(DS1) = S ′/ℓ1. Since w(DS1) = w(D) = w, we may apply the
induction hypothesis on n to DS1 , and the obtain (4.3.21).
Proof of Theorem 4.3.15. As in the proof of Theorem 4.3.10, Theorem 4.3.15 is





′)) , we have
rq(H
1
f,pS′(Q, E[q])) > 0 . By using Lemma 4.3.17 instead of Lemma 4.3.11, we complete
the proof in the same way as that in the proof of Theorem 4.3.10 .
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Corollary 4.3.18. Let q be a power of p. Let D be a Darmon-Kolyvagin derivative
with support S satisfying maxℓ|S{eℓ(D)} < p. We suppose that S ∈ Nq and for each













Proof. The proof is similar to that of Lemma 4.3.17.
We write S = ℓ1 · · · ℓs and D = D(k1)ℓ1 · · ·D
(ks)
ℓs
. Then, each ℓi satisfies one of the
following conditions.
(i) ki = 0 .
(ii) ki ≥ 2 .
(iii) ki = 1 , ℓi ∈ Rq \RE,q , and hence E(Qℓi)/q = 0.
(iv) ki = 1 , ℓi ∈ RE,q , and hence E(Qℓi)/q ∼= Z/qZ.







It suffices to consider the case i = 1.
Case (i). This case is trivial.
Case (ii). By Lemma 4.1.1, we have






· · ·D(ks)ℓs mod qZ[ΓS].
Since k1 ≥ 2 , if we put D′ = D(k1−1)ℓ1 D
(k2)
ℓ2
· · ·D(ks)ℓs , then
Supp(D′) = S, Cond(D′) = S ′, ord(D′) = ord(D)− 1.





Hence, by Theorem 4.3.15, we have D′zS ≡ 0 mod q, and then by (4.3.22), we complete
the case (ii).
(iii). We have
(σℓ1 − 1)D ≡ −Nℓ1D′′,
where D′′ is a derivative satisfying
Supp(D′′) = S/ℓ1, Cond(D
′′) = S ′/ℓ1, ord(D
′′) = ord(D)− 1.
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Then, we have
(σℓ1 − 1)DzS ≡ −Nℓ1D′′zS ≡ −Pℓ1(Fr−1ℓ1 )D
′′zS/ℓ1 mod q.













Then, Theorem 4.3.15 implies that D′′zS/ℓ1 ≡ 0 mod q, and we complete Step A.
Step B. We prove the corollary by induction on the number n of primes satisfying (iv).
Without loss of generality, we may write S = ℓ1 · · · ℓs, where ℓ1, ℓ2, . . . , ℓn satisfy (iv) and
ℓn+1, ℓn+2, . . . , ℓs satisfy (i), (ii) or (iii).
The case n = 0 . This case is completed by Step A.










Then, D = D(1)ℓ1 DS1 , and we have
(σℓ1 − 1)DzS ≡ −Nℓ1DS1zS ≡ −Pℓ1(Fr−1ℓ1 )DS1zS1 mod q.
By Lemma 4.3.5, we have
ord(DS1) = ord(D)− 1 ≤ rq(H1f,pS′) + rp(A(S ′))− 1
≤ rq(H1f,pS′/ℓ1) + rp(A(S
′/ℓ1)).




)DS1zS1 ≡ 0 mod q .
4.4 Local behavior of derivatives of Euler systems at p
In this section, we study local conditions of derivatives of Euler systems at p . The aim of
this section is to show that if certain localization of derivatives of Euler systems at p is
not divided by p , then the order of the Tate-Shafarevich group is not divided by p . See
Corollary 4.4.3 for the detail.
We keep the notation and assumption as in Section 4.3. We put rE = rank(E(Q)) ,
and denote by X the Tate-Shafarevich group of E over Q .
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Assumption 4.4.1. We assume that E(Qp)/p ∼= Z/pZ , or equivalently, E(Qp)[p] = 0
(cf. (2.1.3)).
We note that if p ∤ |E(Fp)| , then Assumption 4.4.1 holds. By Lemma 4.3.3, Assump-
tion 4.4.1 implies that rp(H1f,p(Q, E[p])) ≥ rp(Sel(Q, E[p]))− 1 ≥ rE − 1.
For a positive integer S and A = Tp(E), Vp(E) or E[p] , we put
H1(Q(S)⊗Qp, A) = ⊕λ|pH1(Q(S)λ, A),
where λ ranges over all the primes of Q(S) dividing p , and Q(S)λ denotes the completion
at λ . We denote by H1f (Q(S)⊗Qp, A) the image of the Kummer map, and define




For η ∈ H1(Q(S), E[p]), we denote by locp(η) the image of η in H1(Q(S)⊗Qp, E[p]).
Theorem 4.4.2. We assume that E(Qp)/p ∼= Z/pZ. Let D be a Darmon-Kolyvagin
derivative with support S such that maxℓ|S{eℓ(D)} < p. We suppose that S ∈ Np and for
each prime ℓ dividing S , E(Fℓ)[p] is cyclic (i.e. E(Fℓ)[p] is isomorphic to Z/pZ or 0).





′)), then the following
assertions hold.
1. DzS ∈ H0 (ΓS, H1(Q(S), T )/p) .
2. If we denote by κ the inverse image of DzS ∈ H1(Q(S), E[p]) under the isomor-
phism H1(Q, E[p]) ∼= H0 (ΓS, H1(Q(S), E[p])), then we have
locp(κ) ∈ H1f (Qp, E[p]).
Proof. We simply write H1f,∗ = H1f,∗(Q, E[p]). By the exact sequence











Then, the assertion 1 follows from Corollary 4.3.18.








, then by Theorem 4.3.15, we have
DzS ≡ 0 mod pH1(Q(S), T ), and hence κ = 0 .








+ 1 . Then, by (4.4.1), the localization map
H1f,S′ → E(Qp)/p is surjective.
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We recall that the pairing induced by the cup product
(−,−)p : E(Qp)/p×H1/f (Qp, E[p])→ Z/pZ
is perfect. It then suffices to show that
(c, κ)p = 0 for each c ∈ E(Qp)/p.
We take an element c of E(Qp)/p . Since H1f,S′ → E(Qp)/p is surjective, there exists an
element η ∈ H1f,S′ whose localization at p coincides with c . Then, by the Hasse principle,




By the definition of H1f,S′(Q, E[p]) and Corollary 4.2.11 for κ , we have (η, κ)w = 0 for
w ∤ p . Hence, we conclude that (c, κ)p = 0.
The following plays an important role in the proof of Theorem 5.4.2.
Corollary 4.4.3. Let D be a Darmon-Kolyvagin derivative with support S . We suppose
that S ∈ Np and E(Fℓ)[p] is cyclic for each prime ℓ|S . We assume that p ≥ rE and
ord(D) = rE . If locp(DzS) /∈ H1f (Q(S)⊗Qp, E[p]), then we have
1. X[p] = 0,
2. E(Q)/p→ ⊕ℓ|SE(Qℓ)/p is surjective.
Proof. We put S ′ = Cond(D) . Since locp(DzS) /∈ H1f (Q(S) ⊗ Qp, E[p]), Theorem
4.4.2 implies that
rE ≥ rp(H1f,S′) + rp(A(S ′)).




′)) ≥ rp(Sel(Q, E[p])).
Since rE ≤ rp(Sel(Q, E[q])), we have
(4.4.2) rE = rp(H1f,S′) + rp(A(S
′)) = rp(Sel(Q, E[p])).
This implies that X[p] = 0 , and the following sequence
0→ H1f,S′ → E(Q)/p→ ⊕ℓ|S′E(Qℓ)/p→ 0
is exact. For the assertion 2, it suffices to show that E(Qℓ)/p = 0 for each prime ℓ
dividing S/S ′ .
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We assume that E(Qℓ)/p ∼= Z/pZ for some ℓ dividing S/S ′ . In particular, ℓ ∈ RE,p.
Since ℓ ∤ S ′ , we have D = NℓD′ for some derivative D′ such that Supp(D′) = S/ℓ and
ord(D′) = rE . We claim that
(4.4.3) locp(D′zS/ℓ) ∈ H0(ΓS/ℓ, H1/f (Q(S/ℓ)⊗Qp, E[p])).
To prove this, we take a prime ℓ′ dividing S/ℓ . If eℓ′(D′) = 0, then D′ ∈ Nℓ′Z[ΓS/ℓ], and
hence D′zS/ℓ ∈ H0(Γℓ′ , H1/f (Q(S/ℓ) ⊗ Qp, E[p])). We assume that eℓ′(D′) ≥ 1. Then, we
have (σℓ′ − 1)D′ ≡ −σℓ′D′′ mod p for some derivative D′′ such that ord(D′′) = rE − 1.
If we put S ′′ = Cond(D′′), then by Lemma 4.3.3, we have
rE − 1 < rp(Sel(Q, E[p])) ≤ rp(H1f,S′′) + rp(Ap(S ′′)).
Hence, by applying Theorem 4.4.2, we have
logp(D
′′zS/ℓ) ∈ H1f (Q(S/ℓ)⊗Qp, E[p]),
which implies that locp(D′zS/ℓ) ∈ H0(Γℓ′ , H1/f (Q(S/ℓ) ⊗ Qp, E[p])) . Then, we obtain







Then, we obtain a contradiction.
4.5 Rational points from derivatives of Euler systems
In this section, we prove Theorem 4.5.2. We keep the notation and assumption as in
Section 4.4.
Assumption 4.5.1. We assume that the natural map E(Q)/p→ E(Qp)/p is surjective.






= rp (Sel(Q, E[p]))− 1.
We define a subgroup Cp of E(Q)/p by
Cp = ker (E(Q)/p→ E(Qp)/p) .
Then, by Assumption 4.5.1, we have
(4.5.1) rp(Cp) = rE − 1.
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By applying the snake lemma to the commutative diagram
0 −−−→ E(Q)/p −−−→ Sel(Q, E[p]) −−−→ X[p] −−−→ 0y y y
0 −−−→ E(Qp)/p −−−→ E(Qp)/p −−−→ 0 −−−→ 0,
we have an exact sequence
(4.5.2) 0→ Cp → H1f,p(Q, E[p])→X[p]→ 0.
Now, we prove the following theorem.
Theorem 4.5.2. We assume that the natural map E(Q)/p→ E(Qp)/p is surjective and
E(Qp)/p ∼= Z/pZ. Let D be a Darmon-Kolyvagin derivative with support S such that
maxℓ|S{eℓ(D)} < p. We suppose that S ∈ Np and for each prime ℓ|S , E(Fℓ)[p] is cyclic.
We assume that ord(D) = rE − 1 and DzS ̸≡ 0 mod pH1(Q(S), T ). Then, the following
assertions hold.
1. X[p] = 0.
2. The localization map H1f,p(Q, E[p])→ ⊕ℓ|SE(Qℓ)/p is surjective.
3. DzS ∈ H0 (ΓS, H1(Q(S), T )/p) .
4. Let κ ∈ H1(Q, E[p]) be the inverse image of DzS under the isomorphism








Proof. 1. We simply write H1f,∗ = H1f,∗(Q, E[p]). Since DzS ̸≡ 0 mod p , Theorem
4.3.10 implies that
rE − 1 ≥ rp(H1f,p).
Hence, by (4.5.1) and (4.5.2), we have rp(H1f,p) = rE − 1 and X[p] = 0 .
2. Since ord(D) = rp(H1f,p) and DzS ̸≡ 0 mod p , Theorem 4.3.15 implies that
rp(H
1
f,p) ≥ rp(H1f,pS′) + rp(Ap(S ′)).
Therefore by Lemma 4.3.3, we have rp(H1f,p) = rp(H1f,pS′)+rp(Ap(S ′)) . Then, the sequence
(4.5.3) 0→ H1f,pS′ → H1f,p → ⊕ℓ|S′E(Qℓ)/p→ 0
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is exact. In order to deduce the assertion 2, it suffices to show that E(Qℓ)/p = 0 for each
prime ℓ dividing S/S ′ . We assume that E(Qℓ)/p ∼= Z/pZ for some prime ℓ dividing
S/S ′ . In particular, ℓ ∈ RE,p. Since ℓ ∤ S ′ , we have
D = NℓD
′,
where D′ is a derivative such that
Supp(D′) = S/ℓ, Cond(D′) = Cond(D), ord(D′) = ord(D) = rE − 1.












′zS/ℓ ≡ Pℓ(1)D′zS/ℓ ≡ 0 mod p,
where the last equality follows from ℓ ∈ RE,p. Hence, we obtain a contradiction, and
deduce the assertion 2.
3. By Lemma 4.3.3, if we put S ′ = Cond(D′), then we have
rp(H
1
f,p) ≤ rp(H1f,pS′) + rp(Ap(S ′)).
Since rE − 1 = rp(H1f,p), by Corollary 4.3.18, we deduce the assertion 3 of the theorem.
4. Since X[p] = 0, it suffices to show that κ ∈ Sel(Q, E[p]). By Corollary 4.2.11, we
are reduced to showing that κ ∈ E(Qℓ)/p for each prime ℓ|pS ′ . By taking the Pontryagin









is injective. We first prove that the image of κ in H1(Qℓ, E)[p] is in the kernel of the
map above. We take an element η ∈ H1f,p(Q, E[p]) . By the Hasse principle, we have∑
ℓ|S′
(κ, η)ℓ = −
∑
v∤S′
(κ, η)v = −(κ, η)p = 0,
where the second equality follows from Corollary 4.2.11, and the last equality follows from
the definition of H1f,p(Q, E[p]) . Since η is arbitrary, we have locℓ(κ) ∈ ker(φ) . Since the
map φ is injective, we have locℓ(κ) ∈ E(Qℓ)/p for all ℓ|S ′. By Theorem 4.4.2, we also
have
locp(κ) ∈ E(Qp)/p.
Then, we deduce that κ ∈ Sel(Q, E[p]) , and hence κ ∈ E(Q)/p .
Chapter 5
Proof of the main result
In this chapter, we prove our main result on the Mazur-Tate refined conjecture of BSD
type.
Throughout this chapter, we denote by E an elliptic curve over Q of conductor N
without complex multiplication. We fix a global minimal Weierstrass model of E over
Z , and denote by ω the Néron differential. We also denote by Ω+,Ω− the periods as in
Section 3.2. For a positive integer S, we put GS = Gal(Q(µS)/Q).
5.1 Preliminaries on group rings
5.1.1 Local property
For this subsection, let p be a prime. For a finite abelian group G , we denote by IG the
augmentation ideal of Zp[G] .
Lemma 5.1.1. For an element σ ∈ G whose order is relatively prime to p, we have
σ − 1 ∈ I tG for all t ≥ 1. In particular, if p ∤ |G|, then IG = I2G = I3G = · · · .
Proof. We denote by n the order of σ. Then, we have
























(σ − 1)k−2 ∈ I2G.
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Since p ∤ n, we see that σ − 1 ∈ I2G . Then, by using (5.1.1) again, we have σ − 1 ∈ I4G.
By using (5.1.1) repeatedly, we conclude that σ − 1 ∈ I tG for all t ≥ 1.
Lemma 5.1.2. Suppose that we are given a decomposition G = K ×H with p ∤ |H|. Let
α be an element of Zp[G]. Let αK denote the image of α under the map Zp[G]→ Zp[K]
induced by the projection G↠ K. If αK ∈ I tK for some t ≥ 1, then α ∈ I tG .
Proof. By the natural inclusion Zp[K] ↪→ Zp[G] , we regard αK as an element of
Zp[G] . Then, we have
α− αK ∈ ker(Zp[G] ↠ Zp[K]) = Zp[K]⊗Zp IH .
Lemma 5.1.1 implies that Zp[K]⊗IH = Zp[K]⊗I tH . Since αK ∈ I tK , we have α ∈ I tG .
Lemma 5.1.3. Under the notation as in Lemma 5.1.2, we suppose that α ∈ Zp ⊗ I tG .
We denote by α̃(p) (resp. α̃(p)K ) the image of α (resp. αK) in Z/pZ ⊗ I tG/I
t+1
G (resp.
Z/pZ⊗ I tK/I t+1K ). If α̃
(p)
K = 0, then α̃
(p) = 0.
Proof. As in the poof of Lemma 5.1.2, we have
α− αK ∈ Zp[K]⊗ I tH = Zp[K]⊗ I t+1H ⊆ Zp ⊗ I
t+1
G .
Then, we have α̃ − α̃(p)K = 0 in Z/pZ ⊗ I tG/I
t+1
G , where we regard α̃
(p)
K as an element of
Z/pZ⊗ I tG/I t+1G under the map induced by the inclusion K ⊆ G. Since α̃
(p)
K = 0 , we have
α̃(p) = 0 .
5.1.2 Global property
Next, we fix a proper subring R of Q , and we denote by IG the augmentation ideal of
R[G] .
Lemma 5.1.4. Let α be an element of R[G]. For a positive integer t, the following
conditions are equivalent :
1. α ∈ I tG ,
2. α ∈ Zp ⊗R I tG for all the primes p not invertible in R .
Proof. We only need to show that the condition 2 implies the condition 1. It is
proved by induction on t . First, we assume that t = 1 . Then there exists a prime p
such that α ∈ Zp ⊗ IG. We note that we have the natural inclusion R ↪→ Zp . Since
R[G]/IG = R and Zp[G]/(Zp ⊗R IG) = Zp , we have R/IG ↪→ Zp[G]/(Zp ⊗R IG). Hence,
by the assumption 2, we have α ∈ IG.
We next assume that t ≥ 2 . By the condition 2 and the induction hypothesis, we have





is trivial for any prime p . Hence, the image of α in I t−1G /I
t
G is also trivial.
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5.2 Local study of Mazur-Tate elements
In this section, with a modification of ideas of [19], [21] and [33], we construct local points
cS of E , and relate (modified) Kato’s Euler system to Mazur-Tate elements. Then, we
apply results in Chapter 4 to obtain our main result.
Throughout this section, we fix a prime p such that
1. p ∤ 6N · |E(Fp)|
∏
ℓ|N mℓ ,
2. the Galois representation GQ → AutZp(Tp(E)) is surjective,
For a positive integer S , as in Chapter 4, we denote by Q(S) the maximal p-extension
of Q inside Q(µS) and put ΓS = Gal(Q(S)/Q) . Let OS denote the ring of integers of
Q(S) . We also put HS = Gal(Q(µS)/Q(S)). Then, we have the canonical decomposition
GS = HS × ΓS.
5.2.1 Construction of local points
For a finite unramified extension K of Qp and its ring O of integers, we let σ denote the
arithmetic Frobenius automorphism.
We denote by Ê the formal group law of E over Zp (associated to ω ) and by logÊ
the logarithm of Ê , which induces an isomorphism Ê(O)→ pO .
Lemma 5.2.1. We suppose that K is a finite unramified p-extension of Qp . Then, the
homomorphism of Zp -modules defined as










is an isomorphism, where ap = ap(E) is as in Definition 2.2.1.







: pO → O is also an isomorphism. We put d = [K : Qp], which is
assumed to be a power of p .
We first assume that p is a good ordinary prime of E , that is, p ∤ ap. Let α ∈ Z×p be

















Since p ∤ |E(Fp)| , we have ap ̸≡ 1 mod p , and hence α ̸≡ 1 mod p . Since d is a power
of p , we obtain
(5.2.2) αd − 1 ∈ Z×p .
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: pO → O is surjective, and then it is
an isomorphism.
We next assume that p is a good supersingular prime of E . Since p ≥ 5, we have













: pO → O is surjective, and then it is an isomorphism.
For each integer S relatively prime to p , we have OS⊗Zp =
∏
λ|p OS,λ, where λ ranges
over all the primes of Q(S) dividing p , and we denote by OS,λ the completion of OS at
λ. Then, the logarithm logÊ naturally induces an isomorphism Ê(OS ⊗Zp)→ pOS ⊗Zp ,
where Ê(OS ⊗ Zp) := ⊕λ|pÊ(OS,λ).
We recall that ζS denotes exp(2πi/S).
Definition 5.2.2. For a square-free product S of primes relatively prime to p , we define










logÊ(cS) = trQ(µS)/Q(S) (ζS) ∈ OS ⊗ Zp.
By Lemma 5.2.1, the element cS is well-defined.
We state basic properties of {cS}S , where S ranges over all square free products of
primes relatively prime to p .
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where TrSℓ/S : Ê(OSℓ ⊗ Zp) → Ê(OS ⊗ Zp) is the trace map with respect to the addition
of Ê .
Proof. By Lemma 5.2.1, it suffices to show that








trQ(Sℓ)/Q(S) ◦ trQ(µSℓ)/Q(Sℓ) = trQ(µS)/Q(S) ◦ trQ(µSℓ)/Q(µS),
we are reduced to showing that trQ(µSℓ)/Q(µS)(ζSℓ) = −ζ
Fr−1ℓ
S . We put α = ζ
Fr−1ℓ
S . Then,
Xℓ − ζS = Xℓ − αℓ = (X − α)(Xℓ−1 + αXℓ−2 + · · ·+ αℓ−2X + αℓ−1) in Q(µS)[X].
Since Xℓ−1 + αXℓ−2 + · · ·+ αℓ−2X + αℓ−1 is irreducible over Q(µS) and ζSℓ is a root of
the polynomial, we have trQ(µSℓ)/Q(µS)(ζSℓ) = −α .












On the right hand side, we regard χ as a character of GS = ΓS ×HS by χ|HS = 1, and




























































































































































where the equality (a) follows from χ(σ) = χ(p) . Combining (5.2.4) and (5.2.5) we
complete the proof.
5.2.2 Relation between Kato’s Euler system and Mazur-Tate el-
ements
We first recall the dual exponential map. We put T = Tp(E) and V = Vp(E). For a
positive integer S , we have the pairing (−,−) induced by the cup product
(−,−) : H1f (Q(S)⊗Qp, V )×H1/f (Q(S)⊗Qp, V )→ ⊕λ|SQp → Qp,
where the last map is given by (aλ)λ 7→
∑
λ aλ. Then, we have a Qp -linear map
(5.2.6) H1(Q(S)⊗Qp, V )→ HomQp
(
H1f (Q(S)⊗Qp, V ),Qp
)
.
The exponential map expÊ of Ê induces an isomorphism Qp⊗Q(S)→ H1f (Q(S)⊗Qp, V ).
By taking the dual, we have a Qp -linear map
(5.2.7) HomQp
(
H1f (Q(S)⊗Qp, V ),Qp
)
→ Q(S)⊗Qp.
Definition 5.2.5. We denote by exp∗S the dual exponential map (associated to ω ) defined
as the composite of (5.2.6) and (5.2.7)
H1(Q(S)⊗Qp, V )→ HomQp
(
H1f (Q(S)⊗Qp, V ),Qp
)
→ Q(S)⊗Qp,
We note that for c ∈ Ê(OS ⊗ Zp) and z ∈ H1(Q(S)⊗Qp, T ), we have
(5.2.8) (c, z) = trQ(S)/Q (logÊ(c) · exp
∗
S(z)) ∈ Zp.
As in Chapter 4, we denote by N the set of square-free products of primes relatively
prime to pN . Kato constructed the following system (cf. [18, Theorems 9.7 and 12.5]).
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2. for S ∈ N , the system {z′Spn}n≥0 is a norm compatible system,
















We slightly modify this system to construct an Euler system in our sense.
Proposition 5.2.7. There exists an Euler system {zSpn}S∈N ,n≥0 ∈
∏
H1(Q(Spn), T ) in






















t2 mod ℓ− 1,
we apply Proposition 4.2.8 to Kato’s Euler system in Theorem 5.2.6, and have our Euler
system {zSpn} .
Remark 5.2.8. In [19], [21] and [33], original Kato’s Euler system in Theorem 5.2.6 is
related to Mazur-Tate elements.







S )γ ∈ Zp[ΓS].
In order to connect ϑ(zS) with the Mazur-Tate element θS (Definition 3.2.2), we
study properties of ϑ(zS) . By abuse of notation, we denote by πm/n the natural map
Zp[Γm]→ Zp[Γn] for n|m.
Proposition 5.2.10. We have the following:
1. Let ℓ be a prime with ℓ ∤ pNS . Then we have
πSℓ/S(ϑ(zSℓ)) = −Frℓ(1− aℓFr−1ℓ + Fr
−2
ℓ )ϑ(zS).
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= −Frℓ(1− aℓFr−1ℓ + Fr
−2
ℓ )ϑ(zS),
which shows the assertion 1.






































We denote by θS,p ∈ Zp[ΓS] the image of the Mazur-Tate element θS under the natural
map Zp[GS]→ Zp[ΓS] .
Corollary 5.2.11. For a square-free product S of primes relatively prime to pN , we have
ϑ(zS) = θS,p ∈ Zp[ΓS],
Proof. Combining the proposition above with Proposition 3.2.4, we have
χ(θS,p) = χ(ϑ(zS)) for all the characters χ of ΓS,
which shows that the element θS,p − ϑ(zS) ∈ Qp[ΓS] belongs to all maximal ideals of
Qp[ΓS]. Hence, we have θ(p)S = ϑ(zS).
For a finite abelian group G , we denote by IG the augmentation ideal of Zp[G]. As








Corollary 5.2.12. Let S be a square-free product of primes ℓ relatively prime to N with
the following condition : if ℓ ≡ 1 mod p, then E(Fℓ)[p] is cyclic, that is, E(Fℓ)[p] is
isomorphic to Z/pZ or 0. Then, we have
θS ∈ Imin{rmin, p}GS .
Proof. We first assume that (S, p) = 1 . By Lemma 5.1.2, we are reduced to proving
that θS,p ∈ Imin{rmin, p}ΓS . Since the Zp -linear map H
1(Q(S) ⊗ Qp, T ) → Zp; x 7→ (cS, x)
induces H1(Q(S) ⊗ Qp, T ) ⊗Zp I tΓS → I
t
ΓS
for all t ≥ 0, Corollary 4.3.13 implies that
ϑ(zS) ∈ Imin{rmin, p}ΓS . Hence, by Corollary 5.2.11, we have
θS,p ∈ Imin{rmin, p}ΓS .
Next, we assume that (S, p) ̸= 1 . If we put S ′ = S/p, then p ∤ S ′. By the case above and
Proposition 3.2.4, we have




Hence, by Lemma 5.1.2 and p ∤ |Gp|, we obtain θS ∈ Imin{rmin, p}GS .
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We put rp∞ = corankZp(Sel(Q, E[p∞])) . Since Sel(Q, E[pn]) → Sel(Q, E[p∞])[pn] is
surjective (cf. [36, Lemma 1.5.4]), we have
(5.2.12) rpn(Sel(Q, E[pn])) ≥ rpn (Sel(Q, E[p∞])[pn]) ≥ rp∞
for n ≥ 1 . Since p ∤ |E(Fp)| , we have E(Qp)/p ∼= Z/pZ . By Lemma 4.3.3 with the exact
sequence
0→ H1f,p(Q, E[pn])→ Sel(Q, E[pn])→ E(Qp)/pn,
we have
(5.2.13) rpn(H1f,p(Q, E[pn])) ≥ rpn(Sel(Q, E[pn]))− 1 for n ≥ 1.
By (5.2.12) and (5.2.13),
rmin ≥ rp∞ − 1.
Hence, by Corollary 5.2.12, we obtain the following:
Corollary 5.2.13. Let S be a square-free product of primes ℓ relatively prime to N with






5.3 Application of the p-parity conjecture
In this section, we apply the p-parity conjecture, and prove Theorem 5.3.2. We keep the
notation and assumption as in Section 5.2.
First, following [28, Chapter 1, §6], we recall the functional equation of Mazur-Tate
elements. Let wN be the operator defined in Definition 3.1.7. We denote by f the
newform corresponding to E . Then, there exits εf ∈ {±1} such that
wN(f) = −εff.
It is known that
(5.3.1) εf = (−1)ords=1(L(E,s)).
Let S be a positive integer relatively prime to N . By Proposition 3.1.8 (with ϵ(−S) = 1),
for an integer a relatively prime to S , we have




where a′ is an integer satisfying a′aN ≡ −1 mod S . Let ι be the map Q[GS]→ Q[GS]
sending σ ∈ GS to σ−1. We have a functional equation of Mazur-Tate elements as follows.

























































where the equation (a) follows from (5.3.2).
For γ ∈ GS , we have
ι(γ − 1) = γ−1 − 1 ≡ −γ−1(γ − 1) ≡ −(γ − 1) mod I2GS .
Then, we have ι = −1 on IGS/I2GS , and similarly ι = (−1)
t on I tGS/I
t+1
GS
for t ≥ 1 .
Theorem 5.3.2. We suppose that p does not divide 6N · |E(Fp)|
∏
ℓ|N mℓ and the Galois
representation GQ → AutZp(Tp(E)) is surjective. Let S be a square-free product of primes
ℓ relatively prime to N with the following condition : if ℓ ≡ 1 mod p then E(Fℓ)[p] is





Proof. By Corollary 5.2.13, we have θS ∈ I
min{rp∞−1,p}
GS
. If p ≤ rp∞ − 1 or rp∞ = 0 ,














(5.3.3) θS = εfδ−1−N ι(θS) = εfδ
−1
−N(−1)
rp∞−1θS = εf (−1)rp∞−1θS.
The p-parity conjecture (Theorem 2.2.5) asserts that
(−1)ords=1(L(E,s)) = (−1)rp∞ .
Combining this with (5.3.1), by (5.3.3), we have
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5.4 The order of vanishing and leading coefficients of
Mazur-Tate elements
In this section, we prove the main result on the Mazur-Tate refined conjecture. We put
rE = rank(E(Q)). Let R be a subring of Q on which the primes satisfying at least one
of the following conditions are invertible:
1. p divides 6N · |E(Fp)|
∏
ℓ|N mℓ ,
2. the Galois representation GQ → AutZp(Tp(E)) is not surjective,
3. p < rE .
For a square-free product S of good primes, we denote by IS the augmentation ideal of
R[GS] .
Theorem 5.4.1. Let S be a square-free product of good primes ℓ with the following
condition : if ℓ ≡ 1 mod p for a prime p not invertible in R , then E(Fℓ)[p] is cyclic (cf.
(2.1.1)). Then, we have
θS ∈ IrES .
Proof. For each prime p not invertible in R , we see that S satisfies the assumption
of Theorem 5.3.2. Then, we have θS ∈ Zp ⊗R IrES . By Lemma 5.1.4, we complete the
proof.
Finally, we prove the result on leading coefficients of Mazur-Tate elements. As in
Subsection 3.3.2, for each integer S relatively prime to N , we denote by JS the order of










We take S as in Theorem 5.4.1. Let p be a prime not invertible in R such that p ∤ S .
As in Chapter 4, we denote by Rp the set of good primes ℓ such that ℓ ≡ 1 mod p. We
then write S = ℓ1 · · · ℓs , where ℓ1, ℓ2, . . . , ℓn ∈ Rp , and ℓn+1, . . . , ℓs /∈ Rp . We put S1 =





Theorem 5.4.2. If θ̃(p)S ̸= 0, then we have




Remark 5.4.3. 1. Since [GS : G+S ] = 2 , by using Lemma 5.1.3, we have the same





as in Conjecture 3.3.7.
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2. If S = S1 , then this theorem is Theorem 1.3.5.
Proof. Let ΓS, θS,p, IΓS be as in Section 5.2.




Then by Lemma 5.1.3, we have
(5.4.1) θ̃(p)S,p ̸= 0.





















− 1)k1 · · · (σ−1ℓs − 1)
ks mod IrE+1ΓS .
For k such that k1 + · · · + kn < rE and kn+1 = · · · = ks = 0 , we have Dk = NS2D′ ,
where D′ = D(k1)ℓ1 · · ·D
(kn)
ℓn
. We put S ′ = Cond(D′). By applying Lemma 4.3.3 to the
exact sequence
0→ H1f,S′(Q, E[p])→ Sel(Q, E[p])→ ⊕ℓ|S′E(Qℓ)/p,










∈ H1f (Q(S)⊗Qp, E[p]).
Under the pairing (−,−) , the group H1f (Q(S)⊗Qp, E[p]) is the orthogonal complement








− 1)k1 · · · (σ−1ℓs − 1)
ks mod pZp[ΓS] + IrE+1ΓS .
By (5.4.1), there exists k such that k1 + · · · + kn = rE , kn+1 = · · · = ks = 0 and
(cS, DkzS) ̸≡ 0 mod p. Hence, for D′ as above, we have
locp(D
′zS1) /∈ H1f (Q(S1)⊗Qp, E[p]).
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Since ord(D′) = rE , Corollary 4.4.3 implies that X[p] = 0 and that the natural map
E(Q)/p → ⊕ℓ|S1E(Qℓ)/p is surjective. In addition, since p ∤
∏









⊗ Z/pZ is surjective, that is, p ∤ JS1 .
Since ΓS1 acts on I
rE
S1
/IrE+1S1 trivially and θS1 ∈ I
rE

















 θS1 mod IrE+1S1 .(5.4.2)




not zero. Hence, by (5.4.2), we obtain p ∤
∏
ℓ|S2(aℓ − 2).
We assume that rE = 0 . If we denote by π the natural map R[GS] → R sending












Hence, since π(θS) ̸≡ 0 mod p , we have L(E, 1) ̸= 0. By the work of Kolyvagin and Kato





Since rE = 0 and E(Q)[p] = 0 , we have E(Q)/p = 0 . We note that |E(Fℓ)| ≡ 2− aℓ for
ℓ ∈ RE,p. Then by (5.4.4), we have p ∤
∏
ℓ|S1 |E(Fℓ)| , and hence p ∤ JS1 .
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