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Abstract
Stanley’s formula for the number of reduced expressions of a permutation
regarded as a Coxeter group element raises the question of how to enumerate
the reduced expressions of an arbitrary Coxeter group element. We provide
a framework for answering this question by constructing combinatorial ob-
jects that represent the inversion set and the reduced expressions for an
arbitrary Coxeter group element. The framework also provides a formula
for the length of an element formed by deleting a generator from a Coxeter
group element. Fan and Hagiwara, et al. showed that for certain Coxeter
groups, the short-braid avoiding elements characterize those elements that
give reduced expressions when any generator is deleted from a reduced ex-
pression. We provide a characterization that holds in all Coxeter groups.
Lastly, we give applications to the freely braided elements introduced by
Green and Losonczy, generalizing some of their results that hold in simply-
laced Coxeter groups to the arbitrary Coxeter group setting.
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Chapter 1
Introduction
Let W be an arbitrary Coxeter group with generating set S of involutions.
The geometric representation of W is a canonically determined faithful rep-
resentation of W on a vector space V of dimension |S|. Associated to the
geometric representation is a special subset Φ of V , called the root system
of W , upon which W acts. The root system splits into “positive” and “neg-
ative” roots, and it is known that a Coxeter group element w is determined
by the set Φ(w) of positive roots sent negative by w.
The minimal length representations of Coxeter group elements with respect
to the generators in S are called reduced expressions. The number of gen-
erators in a minimal length representation of a Coxeter group element w is
called the length of w.
In this thesis, we study two problems associated with the combinatorics
of reduced expressions. The first problem is to construct correspondences
between the set of reduced expressions for an arbitrary Coxeter group el-
ement w and sets of combinatorial objects related to the set Φ(w). The
second problem is to determine the reduction in length caused by deleting
a generator from a reduced expression.
A general correspondence for reduced expressions of arbitrary Coxeter groups
was given by Tits in [24], but that correspondence involves the Coxeter com-
plex instead of the set Φ(w). In [8], Edelman and Greene gave a correspon-
dence between the set of reduced expressions for a special type of element
in a type A Coxeter group and what they call “balanced tableaux”. These
tableaux can be viewed as special labelings of the set Φ(w). A more general
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correspondence was given by Kras´kiewicz in [20], in which he gave a corre-
spondence between the set of reduced expressions for w and what he calls
standard w-tableaux. While more general than the Edelman-Greene cor-
respondence, Kras´kiewicz’s correspondence only applies to Coxeter groups
that are finite Weyl groups.
For an arbitrary element w of an arbitrary Coxeter group W , we introduce
incidence structures with “betweenness” relations on the set of positive roots
Φ+ and the set Φ(w). The main theorem of this thesis, Theorem 4.4.21, gives
several correspondences between the set of reduced expressions for w and
sets of combinatorial objects that are naturally compatible with these two
incidence structures.
Additionally, Theorem 5.1.8 uses the incidence structure on Φ(w) to de-
termine the reduction in length caused by deleting a generator from a re-
duced expression. We use Theorem 5.1.8 to give a characterization of the
fully covering elements of W , which are the elements such that deletion of
any generator from any reduced expression results in a reduced expression.
Such elements were characterized by Fan for finite Weyl groups in [9] and
by Hagiwara, et al. for FC-finite simply-laced Coxeter groups in [17]. Our
characterization applies in the setting of arbitrary Coxeter groups.
Lastly, we study the freely braided elements introduced by Green and Loson-
czy for simply-laced Coxeter groups in [12]. We generalize their definition to
the setting of arbitrary Coxeter groups and characterize the freely braided
elements in terms of statistics determined by the element.
This thesis is organized as follows:
In Chapter 1, we give the preliminaries associated to Coxeter groups and the
geometric representation for a Coxeter group W acting on a vector space V
with basis determined by S. Associated to the geometric representation are
important subsets of the vector space V that W acts upon. These are the
root system Φ and its associated positive system Φ+ and negative system
Φ−.
Chapter 2 begins with the preliminaries for reduced expressions and their
associated root sequences. In Corollary 2.1.11, we show that the length of
an element w obtained by deleting a generator from a reduced expression
x for w is given by finding the number of roots in the root sequence of x
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sent negative by a reflection associated to the deletion. Towards making this
calculation in Chapter 5, we introduce the notion of a local Coxeter system
associated to a set Λ of roots. In this thesis, we primarily use the case where
Λ consists of two roots, which determines local Coxeter systems that we call
“dihedral subsystems”.
In Chapter 3 we study the dihedral subsystems of W by analyzing how
the roots associated to a dihedral subsystem are formed. We introduce se-
quences of the roots in a dihedral subsystem that make transparent the
restrictions on the order in which these roots must occur in a root sequence.
Such restrictions are given by a property of subsets of roots called “bicon-
vexity”. Proposition 3.4.7 characterizes the biconvex subsets of Φ+ in terms
of their intersections with dihedral subsystems.
In Chapter 4 we construct a discrete incidence structure with betweenness
relations for the set of positive roots Φ+ that is compatible with the se-
quences of roots introduced in Chapter 3. For an arbitrary w ∈ W we also
construct a discrete (and necessarily finite) incidence structure for the set
Φ(w). We then give correspondences between reduced expressions for w
and information placed “on top” of these structures, which is summarized
in Theorem 4.4.21.
In Chapter 5, Corollary 5.1.6 shows that the sequences of roots in a dihedral
subsystem derived in Chapter 3 can be used to determine which reflections
applied to a positive root will send that positive root to a negative root.
This information is naturally encoded in the discrete incidence structure on
Φ(w) introduced in Chapter 4, so in Theorem 5.1.8, we use the incidence
structure to determined the effect of deleting a generator from a reduced
expression upon the length of the resulting Coxeter group element. We then
use Theorem 5.1.8 to characterize the fully covering elements of a Coxeter
group, which are the elements such that deletion of any generator from any
reduced expression always results in a reduced expression. We then intro-
duce the freely braided elements of Green and Losonczy. Definition 5.3.1
generalizes their definition to the setting of arbitrary Coxeter groups. The-
orem 5.3.14 characterizes the elements w that are freely braided in terms
of the number of commutation classes of w and the number of contractible
long inversion sets of w.
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1.1 Preliminaries
We define a Coxeter system to be a pair (W,S) consisting of a group W and
a finite set of generators S ⊆W subject only to relations of the form
(ss′)ms,s′ = 1,
where ms,s = 1 and ms,s′ > 1 for s 6= s′ in S. In case no relation occurs
for a pair s, s′, we make the convention that ms,s′ =∞. Thus, to specify a
Coxeter system (W,S) is to specify a finite set S and a matrix m indexed
by S with entries in Z∪ {∞} satisfying the above conditions on m. We call
the matrix m the Coxeter matrix of (W,S). See [19, Section 5.1] for details.
Let S∗ denote the free monoid on S. The elements of S∗ will be writ-
ten as finite sequences. There is a natural surjective monoid morphism
φ : S∗ → W given by φ(s1, . . . , sn) = s1 · · · sn. We say that x ∈ S∗ is an
expression for w ∈ W if φ(x) = w. In general, given any finite sequence α,
the length ℓ(α) of α is the number of entries in the finite sequence. Thus,
for x = (s1, . . . , sn) ∈ S∗, we say that ℓ(x) = n. The length of an element
w ∈ W , denoted ℓ(w), is the minimum of the lengths of the sequences in
φ−1({w}). If w = φ(x) and ℓ(x) = ℓ(w), then we say that x is a reduced
expression for w. We denote the set of all reduced expressions for w byR(w).
We also sometimes specify a group element w ∈W as a product
w = w1w2 · · ·wk
where each wi ∈ W is called a factor of w. The product w1w2 · · ·wk is also
called an expression for w.
For k ≥ 0, we write (s, t)k for the length k sequence (s, t, s, . . .) in S∗ that
begins with s and alternates between s and t. Similarly, if u, v ∈ W , we
write (uv)k for the alternating product uvu · · · with k factors. If k = 0, we
adopt the convention that (s, t)k and (uv)k represent the identity element
of S∗ and W , respectively.
Let V be the real vector space with basis ∆ = {αs : s ∈ S}. Asso-
ciated to (W,S) is the symmetric bilinear form B on V determined by
B(αs, αt) = − cos(π/ms,t) for all s, t ∈ S. We define an action of W on
V by requiring that s(αt) = αt − 2B(αs, αt)αs and extending linearly. It
follows that the action of s on an arbitrary v ∈ V takes the same form. It
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can also be checked that B is invariant under the action of the generators
in S, and hence under the action of any w ∈W . This action gives rise to a
canonical representation σ : W → GLn(V ) called the geometric representa-
tion of W . For details, see [19, Section 5.3].
We call the set Φ = {w(αs) : s ∈ S,w ∈W} the root system of (W,S), and
we call the elements of Φ roots. Given s ∈ S, we call αs a simple root and ∆
the simple system of (W,S). Let Φ+ be the set of all α ∈ Φ expressible as a
nonnegative linear combination of the simple roots. We call the set Φ+ the
positive system of (W,S) and we call the elements of Φ+ positive roots. Let
Φ− = −Φ+. We call the set Φ− the negative system of (W,S) and we call
the elements of Φ− negative roots. It is known (see [19, Section 5.4]) that
Φ = Φ+ ∪ Φ− and that the union is disjoint.
Let α, β ∈ Φ+. Suppose that a, b are nonnegative real numbers such that
a, b are not both 0 and suppose that aα + bβ ∈ Φ. Then it follows easily
that aα + bβ ∈ Φ+. Similarly, a root that is a nonnegative linear com-
bination of negative roots is itself a negative root. It is a consequence of
the W -invariance of B that all roots are of unit length (i.e. α ∈ Φ implies
B(α,α) = 1). Hence, if α ∈ Φ, then ±α are the only scalar multiples of α
in Φ. It follows that distinct positive roots are not scalar multiples of one
another. For details, see [19, Section 5.4].
Once we specify a Coxeter system (W,S), we obtain the geometric represen-
tation of W and hence the associated simple system, positive (and negative)
system, and the root system associated to σ. The terminology we use is the
same as in [19, Section 1.3] except that we allow W (and hence Φ) to be
infinite.
If α = w(αs) for some s ∈ S, then we write sα = wsw−1 and we call
sα a reflection. We denote the set of all reflections by R. The formula for a
reflection sα applied to an arbitrary vector λ ∈ V is given by
sα(λ) = λ− 2B(λ, α)α. (1.1)
Observe that sα is independent of the choice of w and s, and that the action
of sα on V takes the same form as that of a simple reflection. That is,
the action of sα on V sends α to its negative and since B(α,α) 6= 0, the
orthogonal complement of span({α}) is a subspace of V of codimension 1
(i.e. a hyperplane) and this subspace is fixed pointwise by sα. Also, we have
sα = s−α for any α ∈ Φ. See [19, Section 5.7] for details.
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To each w ∈ W one can associate the set Φ(w) = Φ+ ∩ w−1(Φ−), which
we call the inversion set of w. This is the set of positive roots sent to neg-
ative roots by w. It is well known (see [19, Proposition 5.6]) that Φ(w) has
ℓ(w) elements and that w is uniquely determined by Φ(w).
We let N0 denote the set of all natural numbers containing zero.
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Chapter 2
Root sequences, labelings,
and reflection subgroups
2.1 Root Sequences and Labelings
Let (W,S) be a Coxeter system, let w ∈ W and let x = (s1, . . . , sn) be an
expression for w (i.e. φ(x) = w). We form the sequence θ(x) = (θ1, . . . , θn)
given by θk = sn · · · sk+1(αsk) for 1 ≤ k ≤ n (with θn understood to be
αsn), which we call the root sequence of x. It is well-known (cf. [19, Exer-
cise 5.6(1)]) that if x is reduced, then the entries of the root sequence are
precisely the elements of Φ(w).
We use the following basic results from the theory of Coxeter groups, so
we reproduce them here for convenience.
Proposition 2.1.1. Let (W,S) be a Coxeter system with root system Φ.
Then:
(1) If α, β ∈ Φ+ and β = w(α) for some w ∈W , then wsαw−1 = sβ.
(2) Let w ∈W and s ∈ S. Then ℓ(ws) = ℓ(w)± 1.
(3) If s ∈ S, then s sends αs to −αs, but permutes the remaining positive
roots.
(4) Let w ∈W and α ∈ Φ+. Then ℓ(wsα) > ℓ(w) if and only if w(α) ∈ Φ+.
(5) Let w = s1 · · · sn (si ∈ S). Suppose sα satisfies ℓ(wsα) < ℓ(w). Then
there is an index i for which wsα = s1 · · · ŝi · · · sn (si is omitted).
12
(6) If w = s1 · · · sn and ℓ(w) < n, then there exist indices i and j such that
w = s1 · · · ŝi · · · ŝj · · · sn.
(7) Let w,w′ ∈W . If Φ(w) = Φ(w′), then w = w′.
(8) Let w ∈W and let x be a reduced expression for w. Then the entries of
θ(x) are precisely the elements of Φ(w).
(9) Let w ∈ W and let x and x′ be reduced expressions for w. Suppose
θ(x) = θ(x′). Then x = x′.
Proof. See [19, Lemma 5.7] for a proof of statement (1). See [19, Proposition
5.2] for a proof of statement (2). See [19, Proposition 5.6a] for a proof of
statement (3). See [19, Proposition 5.7] for a proof of statement (4). See
[19, Theorem 5.8] for a proof of statement (5). See [19, Corollary 5.8] for
a proof of statement (6). Statement (7) follows from [1, Proposition 2].
For statement (8), see Exercise 1 of [19, Section 5.6] or [3, Lemma 4.3].
Statement (9) can be proven by a straightforward induction argument, and
is explicitly mentioned in [13, Section 1.2].
Statement (5) is called the strong exchange condition, while statement (6)
is called the deletion condition. It is well known that if W is a group gener-
ated by a set S of involutions, then (W,S) is a Coxeter system if and only
if (W,S) satisfies the deletion condition if and only if (W,S) satisfies the
strong exchange condition (see [2, Theorem 1.5.1], for example).
We wish to make our root sequence manipulations precise. Thus, given
two finite sequences α = (α1, . . . , αk) and β = (β1, . . . , βk′) of roots we
define the multiplication αβ by concatenation of sequences. In other words,
αβ = (α1, . . . , αk, β1, . . . , βk′).
Also, given w ∈W , we let w act on a sequence θ = (θ1, . . . , θk) by
w[θ] = (w(θ1), . . . , w(θk)).
If we form the free monoid over the set Φ, we find that our multiplication
of finite sequences of roots is isomorphic to the multiplication of the free
monoid Φ∗. We do not pursue this except to point out that our sequence
multiplication satisfies both the left and right cancelation properties. The
next two lemmas record cancelation properties of our sequence multiplica-
tion, which are well known and trivial.
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Lemma 2.1.2. Let α, β, and γ be sequences of roots. If αβ = αγ, then
β = γ. Similarly, if αγ = βγ, then α = β.
Proof. This is clear.
Lemma 2.1.3. Let α, β, γ, δ be sequences of roots and suppose α γ = β δ.
If ℓ(α) = ℓ(β), then α = β and γ = δ.
Proof. This is clear.
Lemma 2.1.4. Let a, b ∈ S∗, let x = ab, and let w−1 = φ(b). Then
θ(x) = w[θ(a)] θ(b).
Proof. Starting at the ℓ(a)+1 entry of θ(x), the calculations are identical to
those of θ(b). If a = (s1, . . . , sm) and b = (s
′
1, . . . , s
′
n), then for i < ℓ(a)+1,
the i-th entry of θ(x) is s′n · · · s′1sm · · · si+1(αsi) = w(sn · · · si+1(αsi)), which
is w applied to the i-th entry of a.
It will be useful to know what change occurs in a root sequence upon substi-
tuting one expression for another in a word where the expressions represent
the same element w ∈W . For more complex decompositions of a word than
what appears in Lemma 2.1.4, we need the following terminology:
Definition 2.1.5. Let x = a1 · · · ak be a product in S∗. If θ(x) = θ1 · · · θk
and
ℓ(θi) = ℓ(ai)
for all i such that 1 ≤ i ≤ k, then we say that the equation θ(x) = θ1 · · · θk
is the decomposition of θ(x) respecting a1 · · · ak.
Remark 2.1.6. Note that the θi’s appearing in the decomposition are to
denote subsequences of the root sequence of x, but are not themselves root
sequences of the ai. Rather, the θi are given by some w ∈ W acting on
the root sequence of ai, which can be made precise by repeatedly applying
Lemma 2.1.4 to the factorization of x in Definition 2.1.5.
Lemma 2.1.7. Let x = abc and x′ = ab′c. Let v−1 = φ(c) and u−1 = φ(b).
Suppose φ(b) = φ(b′) and set θ2
′
= v[θ(b′)]. If θ(x) = θ1 θ2 θ3 is the decom-
position of θ(x) respecting abc, then θ(x′) = θ1 θ2
′
θ3 is the decomposition
of θ(x′) respecting ab′c. Thus, substituting equivalent expressions changes
only the corresponding substituted portion of the root sequence.
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Proof. From Lemma 2.1.4, we have
θ(x) = vu[θ(a)] v[θ(b)] θ(c).
Thus, by Lemma 2.1.3 and Definition 2.1.5, θ1 = vu[θ(a)], θ2 = v[θ(b)], and
θ3 = θ(c). By Lemma 2.1.4 again,
θ(x′) = vu[θ(a)] v[θ(b′)] θ(c),
which gives the result.
The root sequence of a reduced expression x is related to the strong exchange
condition by the following well known fact, which specifies the reflection that
will remove the k-th generator of x.
Lemma 2.1.8. Suppose that x = (s1, . . . , sn) is a reduced expression for
w, θ(x) is the root sequence for x, and θk is the k-th root of θ(x). Then
wsθk = s1 · · · ŝk · · · sn.
Proof. This is a straightforward calculation based on Proposition 2.1.1(1),
which appears in the proof of [19, Theorem 5.8].
We can state a version of the previous lemma that gives the effect of deleting
a generator upon the root sequence of a reduced expression. It is probably
well known, but we have not found it in the literature, so we prove it here.
Lemma 2.1.9. Let (W,S) be a Coxeter system and let w ∈ W . Let s ∈ S,
let x = a (s) b be a reduced expression for w, and let θ(x) be the root sequence
of x. Let j = ℓ(a)+1 and let Dj(x) = x
′ = ab denote the expression obtained
by deleting the j-th letter from x. Let θ(x) = θ1(θj)θ2 be the decomposition
of θ(x) respecting a (s) b. Then θ(x′) = sθj [θ1] θ2 is the decomposition of
θ(x′) respecting ab.
Proof. Let θ(x′) = θ′1 θ
′
2 be the decomposition of θ(x
′) respecting ab. By
Definition 2.1.5, we have θ2 = θ′2 = θ(b). Let u
−1 = φ((s)b). By Lemma 2.1.8,
(sθju)
−1 = φ(b). Thus, by Lemma 2.1.4 and Definition 2.1.5, we have
θ1 = u[θ(a)] and θ′1 = sθju[θ(a)].
It follows that θ′1 = sθj [θ1].
The root sequence of an expression is related to the deletion condition by the
following result, which asserts that the number of times we must apply the
deletion condition to an expression to reach a reduced expression is given
by the number of negative roots in the root sequence.
15
Proposition 2.1.10. Let (W,S) be a Coxeter system. Let w ∈ W , let
x = (s1, . . . , sn) be an expression for w, and let θ(x) be the root sequence of
x. If d is the number of negative entries in θ(x), then ℓ(x) = ℓ(w) + 2d. In
particular, x is reduced if and only if θ(x) consists only of positive roots.
Proof. The proof is by induction on d. If d = 0, then the entries in θ(x)
are precisely the positive roots sent negative by w, so ℓ(x) = ℓ(w). Let
d > 0 and let i be the greatest index such that (si, . . . , sn) is not re-
duced. Since (sn, . . . , si+1) is a reduced expression but (sn, . . . , si) is not
reduced, we have sn · · · si+1(αsi) ∈ Φ− by Proposition 2.1.1(4). Thus if we
let a = (s1, . . . , si−1), b = (si, . . . , sn), and we let θ(x) = θ1 θ2 be the de-
composition of θ(x) respecting ab, then the first root (and only the first
root) of θ2 is negative. Thus, θ1 contains d− 1 negative roots.
Since (sn) is a reduced expression, i < n. Let u
−1 = φ(si+1, . . . , sn), so that
(usi)
−1 = φ(b) and ℓ(u) = n− i. By Proposition 2.1.1(2), ℓ(usi) = ℓ(w)±1,
while the choice of i implies ℓ(usi) = ℓ(u) − 1. Thus, since the expres-
sion (si, . . . , sn) is not reduced, the deletion condition implies there ex-
ists an expression b′ = (s′i, . . . , s
′
n−2) such that φ(b
′) = (usi)−1 = φ(b).
Thus x′ = ab′ is an expression for w such that ℓ(x′) = ℓ(x) − 2. Since
ℓ(usi) = ℓ(u) − 1 and ℓ(b′) = n − i − 1, b′ is a reduced expression for
(usi)
−1. If θ2
′
is the root sequence for b′, then θ(x′) = θ1 θ2
′
is the root
sequence for x′ by Lemma 2.1.4. The sequence θ2
′
has no negative roots
since b′ is a reduced expression, and θ1 contains d − 1 negative roots, so
θ(x′) contains d− 1 negative roots. The induction hypothesis now implies
ℓ(x)− 2 = ℓ(x′) = ℓ(w) + 2(d− 1),
which then implies ℓ(x) = ℓ(w) + 2d.
Corollary 2.1.11. Let (W,S) be a Coxeter system and let w ∈ W . Let x
be a reduced expression for w, let s ∈ S, and let x = a (s) b. Let j = ℓ(a)+1
and x′ = Dj(x) = ab. Let w′ = φ(x′) and let θ(x) = (θ1, . . . , θℓ(w)) be
the root sequence of x. If d is the number of roots θk, 1 ≤ k < j, such
that sθj(θk) ∈ Φ−, then ℓ(w′) = ℓ(w)− 2d− 1. In particular, x′ is a reduced
expression for w′ if and only if sθj (θk) ∈ Φ+ for every k such that 1 ≤ k < j.
Proof. If we let θ(x) = θ1(θj)θ2 be the decomposition of θ(x) respecting
a(s)b, then by Lemma 2.1.9, θ(x′) = sθj [θ1]θ2. Thus the roots in the root
sequence θ(x′) not already in θ(x) are those of the form sθj(θk), where
1 ≤ k < j. Since x is a reduced expression, the roots in θ(x) are positive,
so the result follows by Proposition 2.1.10.
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While we will use root sequences in the sequel, we shall also have some use for
labelings of roots. In Definition 2.1.14, we introduce a labeling associated
to an expression x, which carries the exact same information as the root
sequence of x. We give correspondences in Chapter 4 between certain types
of labelings of Φ+ and reduced expressions for a Coxeter group element w.
While the correspondences can also be stated in terms of root sequences, we
prefer the labeling approach for technical reasons.
Definition 2.1.12. Let (W,S) be a Coxeter system and and let Λ ⊆ Φ. A
function T : Λ → N0 is called a labeling of Λ. The support of T is the set
supp(T ) of all λ ∈ Λ such that T (λ) 6= 0. We call a labeling sequential if
supp(T ) is finite and T (supp(T )) = {1, . . . , |supp(T )|}.
Remark 2.1.13. The definition of labeling allows the restriction of a labeling
T to its support to be non-injective. If we view the range of T as the labels of
a labeling, then the definition allows the labels to skip numbers and be larger
than |supp(T )|. By contrast, the nonzero labels of a sequential labeling T
occur in order (sequentially), and the restriction of a sequential labeling T
to its support is necessarily injective.
Definition 2.1.14. [20, Definition 2.4] Let x be a reduced expression for w
and let
θ(x) = (θ1, . . . , θℓ(w))
be the root sequence for x. Define Tx : Φ
+ → N0 by Tx(θk) = k and
Tx(λ) = 0 for λ 6∈ Φ(w). We call this labeling of Φ+ the standard encoding
of x and we say that Tx encodes x.
The following terminology is quite standard. In addition to the linear orders
on Φ(w) determined by the root sequence of an expression, we shall have
some use for partial orders on Φ(w) in Chapter 5.
Definition 2.1.15. A partial order is a binary relation ≤ on a set X that
is:
(1) reflexive: for all x ∈ X, x ≤ x;
(2) antisymmetric: for all x, y ∈ X, if x ≤ y and y ≤ x, then x = y;
(3) transitive: for all x, y, z ∈ X, if x ≤ y and y ≤ z, then x ≤ z.
We call the pair (X,≤) a partially ordered set. A linear order (or to-
tal order) on X is a partial order ≤ on X that satisfies the following
additional property:
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(4) For all x, y ∈ X, either x ≤ y or y ≤ x.
If properties (1) − (4) are satisfied, then we call the pair (X,≤) a linearly
ordered set (or a totally ordered set).
2.2 Reflection subgroups and the roots associated
to them
At this point we fix a Coxeter system (W,S) and the root system Φ asso-
ciated to the geometric representation of (W,S). Thus we also fix Φ+, Φ−,
and ∆ for the remainder of this thesis.
Subgroups ofW generated by a set of (not necessarily simple) reflections are
called reflection subgroups and were investigated by Deodhar in [4] and Dyer
independently in [5]. In both papers it is shown that a reflection subgroup
is a Coxeter system in its own right. Thus, if R is the set of reflections of
(W,S), R′ ⊆ R, andW ′ = 〈R′〉, then there exists a (canonically determined)
set S′ ⊆ R′ such that (W ′, S′) is a Coxeter system. If
R(w) := {t ∈ R : ℓ(tw) < ℓ(w)},
then the canonical set S′ is the set of all t′ ∈ R such that R(t′) ∩W ′ = {t′}
(see [19, Section 8.2] for a summary or the papers [4] and [5] for details).
Theorem 2.2.1 (Deodhar, Dyer). Let (W,S) be a Coxeter system and
R be the set of reflections in W . Let W ′ be the subgroup of W generated by
R′ ⊆ R. Then, with S′ defined as above,
(1) Every reflection in R ∩W ′ is of the form w′s′w′−1, where w′ ∈W ′ and
s′ ∈ S′;
(2) The pair (W ′, S′) is a Coxeter system.
Proof. See [5, Theorem 3.3(i)] for a proof of statement (1). See [4, Theorem]
or [5, Theorem 3.3] for a proof of statement (2).
Proposition 2.1.1(1) induces a 1–1 correspondence between the set R of re-
flections in (W,S) and the set Φ+ of positive roots. Thus, from an arbitrary
subset Λ ⊆ Φ+, we can form the reflection subgroup (W [Λ], S[Λ]) by letting
R′ = {sλ : λ ∈ Λ}. We associate to such an arbitrary Λ, sets Φ[Λ], Φ+[Λ],
Φ−[Λ], and ∆[Λ] that are analogs of the root system Φ, the positive system
Φ+, the negative system Φ−, and the simple system ∆, respectively. We
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would like the following properties to hold for the associated root system in
(W [Λ], S[Λ]):
(1) The positive root analogs are positive roots in the original Coxeter sys-
tem. Similarly, the negative root analogs are negative roots in the original
Coxeter system. That is, Φ+[Λ] ⊆ Φ+ and Φ−[Λ] ⊆ Φ−.
(2) The reflections associated to the simple root analogs form the gener-
ating set S[Λ] of (W [Λ], S[Λ]). That is, S[Λ] = {sδ : δ ∈ ∆[Λ]}.
(3) Every root in Φ[Λ] is either a nonnegative linear combination of roots in
∆[Λ] or a nonpositive linear combination of roots in ∆[Λ].
(4) Every root in Φ[Λ] is either a positive root or a negative root, but not
both. In other words, Φ[Λ] = Φ+[Λ] ∪ Φ−[Λ] and the union is disjoint.
(5) Every root in Φ[Λ] can be obtained by applying an element in W [Λ]
to a root in ∆[Λ].
Deodhar establishes properties (1) through (4) in the proof of [4, Theo-
rem]. We give his constructions in Definitions 2.2.2 and 2.2.6. Property (1)
is immediate from Definition 2.2.2. Property (2) is given by Lemma 2.2.7(1).
Property (3) follows from Lemma 2.2.7(3) and Definition 2.2.2(5). Property
(4) is Lemma 2.2.7(2). Lastly, Lemma 2.2.9, gives property (5).
Below we give the above mentioned subsets of Φ that we use from Deodhar’s
proof of [4, Theorem].
Definition 2.2.2. Let Λ ⊆ Φ+ and let (W ′, S′) = (W,S)[Λ] be the reflection
subgroup generated by R′ = {sλ ∈ R : λ ∈ Λ}. Then we set:
(1) W [Λ] =W ′,
(2) S[Λ] = S′,
(3) Φ[Λ] = {w(γ) : w ∈W ′, sγ ∈ R′} = {w(γ) : w ∈W ′, γ ∈ Λ},
(4) Φ+[Λ] = Φ[Λ] ∩ Φ+,
(5) Φ−[Λ] = Φ[Λ] ∩ Φ−.
We call Φ[Λ], Φ+[Λ], and Φ−[Λ], respectively, the root system, positive sys-
tem, and negative system, respectively, of (W,S)[Λ]. We call S[Λ] the canon-
ical generators for (W,S)[Λ].
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Note that the root system, positive system, and negative system analogs
are obtained from roots associated to the reflections present in the reflec-
tion subgroup W ′. The simple system analog we will use can be similarly
obtained from S[Λ], but to identify the simple root analogs we will need
more specific information regarding such roots. The relation ≦Λ in the next
definition is from [4, Section 2].
Definition 2.2.3. Let Λ ⊆ Φ+. We say that µ ∈ Φ+[Λ] is a positive
summand of λ ∈ Φ+[Λ] if there exists a > 0 and a finite set {γi ∈ Λ}i∈I of
roots such that λ = aµ+
∑
aγiγi, where aγi ≥ 0 for all i ∈ I. If µ ∈ Φ+[Λ]
is a positive summand of λ ∈ Φ+[Λ], then we write µ ≦Λ λ.
Remark 2.2.4. It is noted in [4, Section 2] that ≦Λ is a preorder relation (i.e.
a reflexive and transitive relation). Thus there is an equivalence relation ∼Λ
given by λ ∼Λ µ if and only if λ ≦Λ µ and µ ≦Λ λ that gives rise to a
partial order on the equivalence classes. For our purposes, we only need the
preorder relation.
Example 2.2.5. To illustrate the preorder ≦Λ, we let (W,S) be the Coxeter
system of type B2 given by S = {s, t} and ms,t = 4. It is known that the
positive system is given by Φ+ = {αs,
√
2αs + αt, αs +
√
2αt, αt}. We have
αs ≦Φ+
√
2αs + αt
by writing √
2αs + αt = (
√
2αs) + αt,
which makes αs a positive summand of
√
2αs + αt. Similarly
αs ≦Φ+ αs +
√
2αt.
Since √
2αs + αt =
√
2/2(αs +
√
2αt) +
√
2/2αs,
we have √
2αs + αt ≦Φ+ αs +
√
2αt.
By a similar calculation, we also have
αs +
√
2αt ≦Φ+
√
2αs + αt.
Note that αs and αt, the simple roots of (W,S), are incomparable and
minimal with respect to ≦Φ+ .
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Definition 2.2.6. Let
∆[Λ] = {λ ∈ Φ+[Λ] : (µ ∈ Φ+[Λ] and µ ≦Λ λ)⇒ λ = µ}.
We call the set ∆[Λ] the simple system of (W,S)[Λ].
The next lemma tells us that our constructions of Φ[Λ], Φ+[Λ], Φ−[Λ], and
∆[Λ], respectively, behave like a root system, a positive system, a negative
system, and a simple system, respectively.
Lemma 2.2.7. Let ∆[Λ] be the simple system of (W,S)[Λ]. Then:
(1) S[Λ] = {sδ : δ ∈ ∆[Λ]}.
(2) Φ[Λ] = Φ+[Λ] ∪ (−Φ+[Λ]) = Φ+[Λ] ∪ Φ−[Λ], where the unions are dis-
joint.
(3) Any λ ∈ Φ+[Λ] can be written as a sum∑
δ∈∆[Λ]
aδδ,
where aδ ≥ 0 for all δ ∈ ∆[Λ].
Proof. See “step 4” of the proof of [4, Theorem].
For the next lemma, recall that B(λ, λ) = 1 for all λ ∈ Φ.
Lemma 2.2.8. Let α, β ∈ Φ and suppose sα = sβ. Then α = ±β.
Proof. Since sα(β) = sβ(β), we have β − 2B(α, β)α = β − 2B(β, β)β. Thus
−2B(α, β)α = −2β,
so that α = µβ for some scalar µ. It follows that
1 = B(α,α) = B(µβ, µβ) = µ2.
Thus µ = ±1, so α = ±β.
Lemma 2.2.9. Let Λ ⊆ Φ+ and let (W ′, S′) = (W,S)[Λ] be the reflection
subgroup generated by R′ = {sλ ∈ R : λ ∈ Λ}. Then
Φ[Λ] = {w(δ) : w ∈W [Λ], δ ∈ ∆[Λ]}.
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Proof. For any w ∈ W [Λ] and δ ∈ ∆[Λ], we have w(δ) ∈ Φ[Λ] by Defini-
tion 2.2.2(3).
By Definition 2.2.2(3), to prove the converse, we need to show that for
any sλ ∈ R′ and u ∈ W [Λ], we have u(λ) = v(δ) for some δ ∈ ∆[Λ] and
v ∈W [Λ]. Thus, we let sλ ∈ R′. By Theorem 2.2.1(1), sλ = wsµw−1, where
w ∈W [Λ] and sµ ∈ S[Λ]. By Lemma 2.2.7(1), sµ = sδ, where δ ∈ ∆[Λ]. By
Proposition 2.1.1(1), sλ = sw(δ). Lemma 2.2.8 then implies that λ = ±w(δ).
Thus, if u ∈ W [Λ], then u(λ) = uw(δ) or u(λ) = uw(sδ(δ)). In either
case, u(λ) = v(δ) for some v ∈W [Λ] and δ ∈ ∆[Λ].
If a positive system of a reflection subgroup contains a simple root αi, then
αi must be simple relative to the root system Φ[Λ]. This is the content of
the next lemma.
Lemma 2.2.10. Let Λ ⊆ Φ+ and let αi ∈ Φ+[Λ] be a simple root relative
to (W,S). Then αi ∈ ∆[Λ].
Proof. Suppose λ ∈ Φ+[Λ] is such that αi = aλ +
∑
aδδ, where a > 0
and the sum on the right hand side of the equation is a nonnegative linear
combination of positive roots. Then, since αi is simple, we must have λ = αi,
a = 1, and aδ = 0 for all δ in the sum. By Definition 2.2.6, αi ∈ ∆[Λ].
2.3 Local Coxeter systems
It was noted in [6, Remark 3.2] that associated to each pair of distinct
positive roots α and β there exists a unique maximal dihedral reflection
subgroup containing the reflections sα and sβ. In general, given an arbitrary
set Λ of roots, we can form a reflection subgroup that is maximal with respect
to the roots that lie in the subspace spanned by Λ. The next definition gives
a name to these reflection subgroups. This section is devoted to the useful
properties that do not hold for arbitrary reflection subgroups that do hold
in these maximal reflection subgroups.
Definition 2.3.1. Let (W,S) be Coxeter system. Let Λ ⊆ Φ. We call the
Coxeter system (W,S)[span(Λ) ∩ Φ+] the local Coxeter system of Λ, which
we denote by (W,S)Λ. Similarly, we set:
(1) WΛ =W [span(Λ) ∩ Φ+],
(2) SΛ = S[span(Λ) ∩ Φ+],
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(3) ΦΛ = Φ[span(Λ) ∩ Φ+],
(4) Φ+Λ = Φ
+[span(Λ) ∩ Φ+],
(5) Φ−Λ = Φ
−[span(Λ) ∩ Φ+],
(6) ∆Λ = ∆[span(Λ) ∩ Φ+].
We call ΦΛ the local root system of Λ. We call Φ
+
Λ the local positive system
of Λ. We call Φ−Λ the local negative system of Λ. We call ∆Λ the local simple
system of Λ. If |Λ| = 2, then we say that (W,S)Λ is a dihedral subsystem.
Remark 2.3.2. Note that we do not allow arbitrary subsets of reflections in
our formation of local Coxeter systems. A simple example of what we wish
to disallow occurs with the Coxeter system (W,S) of type B2 specified by
S = {s, t} and ms,t = 4. We have
Φ+ = {αs,
√
2αs + αt, αs +
√
2αt, αt}.
Using R′ = {s, tst}, the reflection subgroup generated by R′ is the subgroup
W ′ = {1, s, tst, stst}. Letting Λ = {αs, αs +
√
2αt} (the positive roots
associated to the reflections in R′), the local Coxeter system is (W,S) itself
since span(Λ) ∩ Φ+ = Φ+. By Definition 2.2.2 parts (3) and (4), we can
apply the elements of W ′ to those of Λ to check that Φ+[Λ] = Λ, which
is properly contained in Φ+. In the sequel we show that the positive root
systems of distinct dihedral subsystems intersect in at most one root. This
example shows that this fact does not hold for the positive root systems of
distinct reflection subgroups generated by two reflections.
For local Coxeter systems, parts (3), (4) and (5) of Definition 2.2.2 can be
made more explicit. Thus one advantage to using local Coxeter systems over
arbitrary reflection subgroups is that we know what the root system ΦΛ is
without reference to the reflection subgroup W ′.
Lemma 2.3.3. Let Λ ⊆ Φ+. Then we have
(1) ΦΛ = span(Λ) ∩ Φ;
(2) Φ+Λ = span(Λ) ∩ Φ+;
(3) Φ−Λ = span(Λ) ∩ Φ−.
Proof. Let λ ∈ span(Λ) ∩ Φ. Since sα = s−α for all α ∈ Φ, we have that
sλ is one of the generating reflections of W [span(Λ) ∩ Φ+]. Using w = 1
in part (3) of Definition 2.2.2, we have λ ∈ ΦΛ, so span(Λ) ∩ Φ ⊆ ΦΛ.
Conversely, each reflection of the form sγ with γ ∈ span(Λ) ∩ Φ+ fixes (set-
wise) the space span(Λ) by the reflection formula (1.1), so ΦΛ ⊆ span(Λ)∩Φ,
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which proves the first assertion. Intersecting both sides of the equation
ΦΛ = span(Λ) ∩ Φ with Φ+ and Φ−, we obtain the stated formulas for Φ+Λ
and Φ−Λ by Definition 2.3.1 and Definition 2.2.2.
Lemma 2.3.4. Let Λ = {α, β} ⊆ Φ+ be such that α 6= β. Let (W,S)Λ be
the local Coxeter system of Λ. Then |∆Λ| = 2.
Proof. See [6, Remark 3.2].
Remark 2.3.5. Proposition 4.5.4 of [2] states that a subgroup generated by
distinct reflections sγ , sδ is a finite dihedral group if |B(γ, δ)| < 1 and an
infinite dihedral group if B(γ, δ) ≤ −1. This, combined with Lemma 2.3.4,
shows that the subgroup W{α,β} of W is a dihedral group. Thus, the name
“dihedral subsystem” (as given in Definition 2.3.1) is justified whenever
|Λ| = 2.
Definition 2.3.6. Let α, β ∈ Φ+ be distinct. If ∆{α,β} = {γ, δ} and
S{α,β} = {sγ , sδ} then we call γ and δ the canonical simple roots, and sγ , sδ
the canonical generators, for the dihedral Coxeter system (W,S){α,β}.
The next lemma shows that a dihedral subsystem and its associated root
system is uniquely determined by the canonical simple roots. As a result, any
two distinct roots within a dihedral subsystem determine the same dihedral
subsystem.
Lemma 2.3.7. Let α, β ∈ Φ+ be distinct and let γ and δ be the canonical
simple roots for the local Coxeter system (W,S){α,β}. Then:
(1) (W,S){α,β} = (W,S){γ,δ}.
(2) ∆{α,β} = ∆{γ,δ}.
(3) Φ+{α,β} = Φ
+
{γ,δ}.
(4) Φ{α,β} = Φ{γ,δ}.
Proof. Recall that distinct positive roots are not scalar multiples of one an-
other. Thus, since γ, δ ∈ span({α, β}) and span({γ, δ}) is two-dimensional,
we have
span({α, β}) = span({γ, δ}),
so the generating set of reflections is the same for both localizations. By
Theorem 2.2.1(2), the generating set of reflections uniquely determines the
reflection subgroup and its canonical generating set. Therefore we have
(W,S){α,β} = (W,S){γ,δ}. The remaining equations follow from Defini-
tion 2.2.2.
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Lemmas 2.3.8 shows that when an arbitrary w ∈ W acts on a dihedral
subsystem, the result is a dihedral subsystem. Lemmas 2.3.9 and 2.3.10
show that if w does not send the canonical simple roots negative, then w
maps positive roots to positive roots and canonical simple roots to canonical
simple roots in the resulting subsystem.
Lemma 2.3.8. Let w ∈W and let α, β ∈ Φ be distinct roots. Then
w(Φ{α,β}) = Φ{w(α),w(β)}.
Proof. Since W acts on Φ and each w ∈W acts as a vector space automor-
phism on V , we have aα + bβ ∈ Φ if and only if aw(α) + bw(β) ∈ Φ. We
also have
w(span({α, β})) = span({w(α), w(β)})
because w acts as a vector space automorphism on V . Thus
w(span({α, β}) ∩Φ) = span({w(α), w(β)}) ∩ Φ.
By Lemma 2.3.3, the result follows.
Lemma 2.3.9. Let γ and δ be the canonical simple roots of Φ{α,β} and
suppose that w(γ), w(δ) ∈ Φ+. Then
w
(
Φ+{α,β}
)
= Φ+{w(α),w(β)} and w
(
Φ−{α,β}
)
= Φ−{w(α),w(β)}.
Proof. Let w ∈ W and suppose γ and δ are the canonical simple roots of
Φ{α,β} and that w(γ), w(δ) ∈ Φ+. Let λ ∈ Φ+{α,β}. We have λ = cγ + dδ
for some c, d ≥ 0 by Lemma 2.2.7(3). Since w(γ), w(δ) ∈ Φ+, we have
w(λ) ∈ Φ+. Similarly, we have that λ ∈ Φ−{α,β} implies w(λ) ∈ Φ−. By
Lemma 2.3.8, λ ∈ Φ{α,β} implies w(λ) ∈ Φ{w(α),w(β)}. Thus, by parts (4)
and (5) of Definition 2.2.2, this proves
w
(
Φ+{α,β}
)
⊆ Φ+{w(α),w(β)}
and
w
(
Φ−{α,β}
)
⊆ Φ−{w(α),w(β)}.
To prove the converse, suppose λ ∈ Φ+{w(α),w(β)}. By Lemma 2.2.7(3), we
have λ = aw(α) + bw(β) for some a, b ∈ R and λ ∈ Φ+. Then we have
w−1(λ) ∈ Φ{α,β} by Lemma 2.3.8. Suppose towards a contradiction that
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w−1(λ) ∈ Φ−{α,β}. By Lemma 2.2.7, there exist c, d ∈ R such that c, d ≤ 0
and w−1(λ) = cγ + dδ. Since
w
(
Φ−{α,β}
)
⊆ Φ−{w(α),w(β)},
we have w(w−1(λ)) ∈ Φ−. This implies λ ∈ Φ− and since it was assumed
that λ ∈ Φ+, we have a contradiction. Thus w−1(λ) ∈ Φ+. Now, since
w−1(λ) ∈ Φ+{α,β}, it follows that
λ ∈ w
(
Φ+{α,β}
)
.
By a similar argument, we have λ ∈ Φ−{w(α),w(β)} implies λ ∈ w
(
Φ−{α,β}
)
.
Lemma 2.3.10. Let w ∈W and let α and β be distinct positive roots such
that γ and δ are the canonical simple roots for (W,S){α,β}. Suppose that
w(γ), w(δ) ∈ Φ+. Then the canonical simple roots of (W,S){w(α),w(β)} are
w(γ) and w(δ).
Proof. Set Λ = span({α, β})∩Φ+ and Λ′ = span({w(α), w(β)})∩Φ+ . We as-
sumed that w(γ), w(δ) ∈ Φ+, so Lemma 2.3.9 implies that if µ ∈ Φ+{w(α),w(β)}
then we may write µ = w(λ) for some λ ∈ Φ+{α,β}.
Suppose that w(λ) ≦Λ′ w(γ). Then, by Definition 2.2.3 there exists a > 0
and a finite set of coefficients {aν}ν∈I such that aν ≥ 0 for all ν ∈ I satis-
fying
w(γ) = aw(λ) +
∑
ν∈I
aνw(ν) = w(aλ+
∑
ν∈I
aνν),
where each ν ∈ Φ+{α,β}. Thus we have
γ = aλ+
∑
ν∈I
aνν,
so that λ ≦Λ γ. Since γ ∈ ∆{α,β}, we have λ = γ by Definition 2.2.6.
Thus w(λ) = w(γ), and it follows that w(γ) ∈ ∆{w(α),w(β)}. The same argu-
ment applies to w(δ) so that {w(δ), w(γ)} ⊆ ∆{w(α),w(β)}. By Lemma 2.3.4,∣∣∆{w(α),w(β)}∣∣ = 2, so
∆{w(α),w(β)} = {w(γ), w(δ)}.
26
Recall that the expression (sγsδ)k has k factors (as opposed to 2k factors)
and does not end in sδ if k is odd.
Lemma 2.3.11. Let ∆{α,β} = {γ, δ}. Then the roots in Φ{α,β} can be
obtained by applying a product of the form (sγsδ)k or (sδsγ)k (k ≥ 0) to γ
or to δ.
Proof. Let λ ∈ Φ{α,β}. By Lemma 2.2.9, we have that λ = w(θ) for some
w ∈ W{α,β} and θ ∈ {γ, δ}. Since W{α,β} is generated by sγ and sδ we may
express w as a product whose only factors are sγ and sδ. If any repeated
factors of sγ or sδ occur, we may apply the relations s
2
γ = 1 and s
2
δ = 1 until
there are no repeated factors.
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Chapter 3
Dihedral subsystems
The alternating generators expression of Lemma 2.3.11 gives recurrences for
the roots of a dihedral subsystem. These recurrences also naturally deter-
mine doubly infinite sequences, which give a natural total ordering on the
positive roots of the subsystem. We then solve the recurrences explicitly in
terms of substitutions into Chebyshev polynomials in Lemma 3.3.7. In Lem-
mas 3.3.15 and 3.3.17, as well as Corollaries 3.3.16 and 3.3.18, the solution
is used to characterize when a root in one of the doubly infinite sequences
lies in the convex cone spanned by two roots from the sequences. These
characterizations are used in Section 3.4 to construct a total ordering on
the positive roots of a dihedral subsystem. We will find that “betweenness”
in the ordering detects when a root lies in the convex cone spanned by two
other roots and vice versa.
In [7, Section 2], Dyer defines an ordering on the reflections of a dihedral
subsystem that corresponds to our total ordering on the positive roots. He
outlines an approach for showing the two orders are compatible, which we
provide details for in this chapter.
In Chapter 5, building on what we develop in this chapter, we will give
conditions that determine whether sθ(µ) is negative in terms of where θ and
µ lie in the ordering. The conditions are made precise in Corollary 5.1.6,
which is used to prove Theorem 5.1.8.
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c({α, β})
β
α
Figure 3.1: The shaded region portrays the convex cone spanned by α and
β. Included in the convex cone is the indefinite extension into the plane of
the shaded region.
3.1 Convex cones and biconvexity
Definition 3.1.1. Let A ⊆ V . We call the set c(A) of all nonnegative
linear combinations of elements of A the convex cone spanned by the set A.
If A = {α, β}, then we call c(A) = {aα + bβ : a, b ≥ 0} the convex cone
spanned by α and β. If γ = aα + bβ where a, b > 0, then we say γ strictly
lies in the convex cone spanned by α and β.
The following lemma is basic, but useful.
Lemma 3.1.2. Let α, β, γ ∈ V be pairwise distinct nonzero vectors such
that α is not a scalar multiple of β. Suppose γ strictly lies in the convex
cone spanned by α and β. Then α does not lie in the convex cone spanned
by β and γ. Similarly, β does not lie in the convex cone spanned by α and
γ.
Proof. This is clear.
In [1, Section 3], it is shown that given a finite Weyl groupW , the subsets of
positive roots that have the form Φ(w) for some w ∈W are characterized by
a property called “biconvexity”. Corollary 4.1.6, which is probably folklore,
shows that this characterization holds for arbitrary Coxeter groups.
Definition 3.1.3. Let Λ ⊂ Φ+. We say that Λ is convex (or that Λ satisfies
the convexity property) if for every α, β ∈ Φ+ the following condition holds:
(1) If α, β ∈ Λ and λ ∈ Φ+ lies in the convex cone spanned by α and β,
then λ ∈ Λ.
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If both Λ and Φ+ \ Λ are convex, then we say Λ is biconvex (or that Λ
satisfies the biconvexity property). Equivalently, (1) and the following
implication holds:
(2) If α, β 6∈ Λ and λ ∈ Φ+ lies in the convex cone spanned by α and β,
then λ 6∈ Λ.
Recall that Φ(w) is the set of positive roots that are sent to a negative root
by w. Lemma 3.1.4 is implicit in [1, Section 3] and stated exactly as we
state it here in [12, Section 2] and [10, Section 2]. No proof is given in any
of those papers, so we include a proof for the sake of completeness.
Lemma 3.1.4. Let w ∈ W . Then the set Φ(w) satisfies the biconvexity
property.
Proof. Recall that w acts as a linear transformation, and that a nonnega-
tive linear combination of positive (respectively, negative) roots is a positive
(respectively, negative) root.
Let α, β ∈ Φ(w) and suppose λ is a root such that λ = aα + bβ for some
a, b ≥ 0. By the definition of Φ(w), α and β are positive roots, so λ is
also a positive root. Since w(α) and w(β) are negative roots, we have that
aw(α) + bw(β) is also a negative root. It follows that λ ∈ Φ(w).
Similarly, let α, β ∈ Φ+\Φ(w) and suppose λ is a root such that λ = aα+bβ
for some a, b ≥ 0. Then λ is a positive root since α and β are positive roots.
Since α, β 6∈ Φ(w), w(α) and w(β) are positive roots. Thus, w(λ) is a
positive root as well and it follows that w(λ) 6∈ Φ(w).
3.2 Chebyshev polynomials of the second kind
By Lemma 2.3.11, the roots of a dihedral subsystem can be obtained by ap-
plying an alternating product of canonical generators to one of the canonical
roots. We can directly calculate the scalars arising in the linear combina-
tions of the canonical generators by applying the reflection formula (1.1).
The alternating products give rise to a recurrence that has the same form
that the Chebyshev polynomials of the second kind have. The way in which
the alternating products are calculated is independent of the canonical roots
themselves, so the Chebyshev polynomials require an evaluation based on
the canonical roots to calculate the actual scalars. In this section, we collect
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the results about Chebyshev polynomials that we need for later calculations.
In what follows, it will be convenient to use sequences indexed by the in-
tegers instead of the natural numbers. A typical recurrence for a sequence
of natural numbers expresses a sequence entry in terms of previous entries
in the sequence. For doubly infinite sequences, we also need a “backward
recurrence”, which is a recurrence expressing a sequence entry in terms of
entries indexed by larger integers. In the sequences we use, we can obtain
these backward recurrences by rearranging the forward recurrences.
The following definition of the Chebyshev polynomials of the second kind
agrees with [18, Definition 1.2] except that we shift the indices up by one
and extend it to a doubly infinite sequence.
Definition 3.2.1. Let x ∈ [−1, 1] and write x = cos θ for some θ ∈ [0, π].
Then for n ∈ Z, we define
Un(x) =
sin(nθ)
sin θ
.
The functions in this doubly infinite sequence are known as the Chebyshev
polynomials of the second kind.
Remark 3.2.2. The discontinuities that occur at θ = 0 and θ = π are re-
movable. Since the functions Un(x) turn out to be polynomials, they are
continuous and hence, the discontinuities are not present when Un(x) is
viewed as a polynomial. Thus, Un(1) = n and Un(−1) = (−1)n+1n for all
n ∈ Z.
The following lemma is our reason for shifting the indices in the standard
definition.
Lemma 3.2.3. For any n ∈ N, we have U−n(x) = −Un(x).
Proof. We have
U−n(x) =
sin(−nθ)
sin θ
= −sin(nθ)
sin θ
= −Un(x).
Lemma 3.2.4. Let {Un(x)}n∈Z be the Chebyshev polynomials of the second
kind. Then Un(x) satisfies the initial conditions
U0(x) = 0, U1(x) = 1 (3.1)
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and the recurrence
Un+2(x) = 2xUn+1(x)− Un(x) (n ∈ Z). (3.2)
The associated backward recurrence is given by
Un(x) = 2xUn+1(x)− Un+2(x). (3.3)
Proof. Equation (3.2) is [18, (1.6a)], which is obtained by applying the iden-
tity
sin((n+ 1)z) + sin((n − 1)z) = 2 cos(z) sin(nz)
to the definition. We obtain the backward recurrence (3.3) by rearranging
(3.2).
Although the defining representation for the Chebyshev polynomials of the
second kind applies only to the interval [−1, 1], the recurrence relations im-
ply that the resulting sequence of functions is a sequence of polynomials
with integral coefficients. Thus, we may extend the domain of Un(x) to R
(or even C). In what follows, we will assume that for each function Un(x),
the domain and codomain are both R. Note that if we obtain an identity
using the trigonometric definition, then the identity applies to the extended
domain because two polynomials need only agree on a large enough finite
set in order for them to agree everywhere. Thus, if two polynomials agree on
[−1, 1], an infinite set, then they have the same coefficients and must agree
on their extension to R.
We will see that B(γ, δ) ≤ −1 whenever sγ and sδ generate an infinite dihe-
dral subsystem. Thus the condition a ≥ 1 in the lemmas that follow will be
applied when we make substitutions of the form x = a, where a = −B(γ, δ).
Lemma 3.2.5. Let a ≥ 1 be a fixed real number and let n ≥ 1. Then the
sequence of real numbers {Un(a)}n≥1 is positive and strictly increasing.
Proof. Since U1(a) = 1 and U2(x) = 2a where x ≥ 1, we have U2(a) > U1(a).
Suppose that Un+1(a) > Un(a). Then, by the recurrence (3.2), we have
Un+2(a) = 2aUn+1(a)− Un(a) > 2aUn+1(a)− Un+1(a).
Thus Un+2(a) > (2a− 1)Un+1(a) ≥ Un+1(a) since we assumed a ≥ 1. From
U1(a) > 0, we get that the sequence {Un(a)}n≥1 is positive and strictly
increasing by induction.
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Lemma 3.2.6. Let a ≥ 1 be a fixed real number and for n ≥ 1, form the
sequence of ratios
rn =
Un+1(a)
Un(a)
.
Then we have rn is a decreasing sequence of positive real numbers such that
rn ≥ 1 for all n ≥ 1.
Proof. First note that by Lemma 3.2.5, the denominator of rn is nonzero.
For the base case, we prove that r1 > r2. By the recurrence relations and
initial conditions, we have U1(a) = 1, U2(a) = 2a, and U3(a) = 4a
2 − 1.
Thus r1 = 2a and r2 = 2a − 12a . Since a ≥ 1, we have r1 > r2 ≥ 1, as
desired. For the inductive step, if we divide both sides of (3.2) by Un+1(a)
we have
Un+2(a)
Un+1(a)
= 2a− Un(a)
Un+1(a)
.
Thus we have rn+1 = 2a− 1rn . It follows that rn+2 = 2a− 1rn+1 . If we assume
that rn > rn+1, then rn+1 − rn+2 = 1rn+1 − 1rn , so that rn+1 − rn+2 > 0.
Thus, the sequence is decreasing by induction. Also, if rn ≥ 1, then 1rn ≤ 1
so that rn+1 = 2a− 1rn ≥ 1 follows from the assumption that a ≥ 1. Thus,
by induction, rn ≥ 1 for all n ≥ 1.
The previous lemma is useful because of the next lemma, which will be used
to determine when a root in an infinite dihedral subsystem lies in the convex
cone spanned by two other roots in the subsystem.
We interpret the next lemma in the extended real number system. The
natural ordering on the extended reals R∪{−∞,+∞} is determined by the
condition that
−∞ < x <∞
for every x ∈ R. We interpret a fraction of the form a0 , where a > 0, as +∞.
Such an interpretation is not standard, but our coefficients are nonnegative
(so that we are approaching 0 from the right) and the inferences we use are
consistent with this choice. In particular, for the hypothesis c1
d1
< c3
d3
< c2
d2
(or its reverse), only one of the fractions can have 0 as a denominator in
order for the inequalities to be strict. Thus, if a
b
< c
d
where the denominator
d is 0, we still have ad− bc < 0.
Lemma 3.2.7. Suppose that {γ, δ} forms a basis for a two-dimensional
subspace of V . Let α1 = c1γ + d1δ, α2 = c2γ + d2δ, and α3 = c3γ + d3δ,
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where ci, di ≥ 0 and (ci, di) 6= (0, 0) for each i ∈ {1, 2, 3}. Suppose that
either c1
d1
< c3
d3
< c2
d2
or c1
d1
> c3
d3
> c2
d2
. Then there exist positive scalars
a, b > 0 satisfying aα1 + bα2 = α3.
Proof. The given fractional inequalities imply inequalities involving deter-
minants:
c1
d1
<
c3
d3
<
c2
d2
⇒ c1d2 − d1c2 < 0, c1d3 − d1c3 < 0, and c3d2 − d3c2 < 0.
c1
d1
>
c3
d3
>
c2
d2
⇒ c1d2 − d1c2 > 0, c1d3 − d1c3 > 0, and c3d2 − d3c2 > 0.
The solution to the vector equation aα1 + bα2 = α3 is given by the matrix
equation [
c1 c2
d1 d2
] [
a
b
]
=
[
c3
d3
]
.
Since c1d2 − d1c2 6= 0 in either case, the matrix in the matrix equation is
invertible. By Cramer’s rule, the solution to this matrix equation is given
by
a =
∣∣∣∣c3 c2d3 d2
∣∣∣∣∣∣∣∣c1 c2d1 d2
∣∣∣∣ and b =
∣∣∣∣c1 c3d1 d3
∣∣∣∣∣∣∣∣c1 c2d1 d2
∣∣∣∣ .
If c1
d1
< c3
d3
< c2
d2
then the inequalities imply all of the above determinants
are negative. If instead, c1
d1
> c3
d3
> c2
d2
, then the inequalities imply all of the
above determinants are positive. In either case, a, b > 0.
Lemma 3.2.8. Let a ≥ 1 be a fixed real number. Then, for n ∈ Z the real
numbers Un(a) are pairwise distinct, where Un(a) > 0 if n ≥ 1, Un(a) < 0
if n ≤ −1, and Un(a) = 0 if n = 0.
Proof. By Lemma 3.2.5, for n ≥ 1, we have that {Un(a)}n≥1 is a strictly
increasing sequence of positive real numbers. Thus, the numbers present in
the sequence are pairwise distinct. Since U0(a) = 0 and U−n(a) = −Un(a),
the result follows.
With the exception of the shift of indices, our proof of the next lemma is
identical to the one given for [25, (2.1)] and is included for completeness.
Lemma 3.2.9. Let n, i, j ∈ Z and a ∈ R. Then we have
Ui(a)Un+i+j(a) + Uj(a)Un(a) = Ui+j(a)Un+i(a). (3.4)
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Proof. First suppose a ∈ [−1, 1]. Let θ ∈ [0, π] be such that a = cos θ. Then
Ui(a)Un+i+j(a) + Uj(a)Un(a) =
sin(iθ)
sin θ
sin((n+ i+ j)θ)
sin θ
+
sin(jθ)
sin θ
sin(nθ)
sin θ
=
cos((n + j)θ)− cos((n+ 2i+ j)θ)
2 sin2 θ
+
cos((n − j)θ)− cos((n + j)θ)
2 sin2 θ
=
cos((n − j)θ)− cos((n+ 2i+ j)θ)
2 sin2 θ
=
sin((i+ j)θ)
sin θ
sin((n + i)θ)
sin θ
= Ui+j(x)Un+i(a).
The first and last equations are by Definition 3.2.1, while the second and
fourth equations use the basic identity
sin(x) sin(y) =
cos(x− y)− cos(x+ y)
2
.
Since the left hand side and the right hand side are both polynomials for
fixed values of n, i, j ∈ Z, the fact that the equality holds for all a ∈ [−1, 1]
implies that the equality holds for all a ∈ R.
We will see that B(γ, δ) = − cos(π/m) for some m < ∞ whenever sγ and
sδ generate a finite dihedral subsystem. Thus, there are two substitutions
into the Chebyshev polynomials of the second kind that are of importance
to us. These are substitutions of the form x = a, where a = cos(π/m) for
2 ≤ m <∞ and substitutions of the form x = a where a ≥ 1.
Lemma 3.2.10. Let a = cos(π/m), where m ≥ 2. For −m ≤ n ≤ m − 1,
the ordered pairs
(Un(a), Un+1(a))
are pairwise distinct as ordered pairs of real numbers.
Proof. If a = cos(π/m), then
Un(a) =
sin(nπ
m
)
sin( π
m
)
and Un+1(a) =
sin( (n+1)π
m
)
sin( π
m
)
.
Suppose there exist n, n′ such that −m ≤ n, n′ ≤ m− 1 and Un(a) = Un′(a)
and Un+1(a) = Un′+1(a). Since
sin
(
(n+ 1)π
m
)
= sin
(nπ
m
)
cos
( π
m
)
+ sin
( π
m
)
cos
(nπ
m
)
,
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and since we are assuming Un+1(a) = Un′+1(a), we have
sin
(nπ
m
)
cos
( π
m
)
+ sin
( π
m
)
cos
(nπ
m
)
= sin
(
n′π
m
)
cos
( π
m
)
+ sin
( π
m
)
cos
(
n′π
m
)
.
Since we are assuming Un(a) = Un′(a), and hence that
sin(nπ/m) = sin(n′π/m),
this last equation reduces to
cos
(nπ
m
)
= cos
(
n′π
m
)
.
As nπ
m
, n
′π
m
∈ [−π, π) and the two angles agree on both sine and cosine, we
must have nπ
m
= n
′π
m
. Thus n = n′ and the ordered pairs (Un(a), Un+1(a))
are pairwise distinct in the given range.
3.3 Sequences associated to dihedral Coxeter sys-
tems
In this section we show that we can generate the roots of a dihedral sub-
system using a recurrence very much like the one given by the Chebyshev
polynomials. Though we only gave results for evaluating Chebyshev polyno-
mials at x = cos(π/m) and x ≥ 1, those will be the only values at which we
evaluate the Chebyshev polynomials. Specifically, we will be plugging in the
value −B(γ, δ), which by a theorem of Dyer can only take on certain values.
The next theorem is translated to the situation of dihedral subsystems.
Theorem 3.3.1 (Dyer). Let (W,S){α,β} be a dihedral subsystem of (W,S).
Then, if γ and δ are the canonical simple roots of (W,S){α,β}, we must have
B(γ, δ) ∈ (−∞,−1] ∪ {− cos(π/n) : n ∈ N, n ≥ 2}.
Proof. See [5, Theorem 4.4].
Definition 3.3.2. Let α, β ∈ Φ+ and let ∆{α,β} = {γ, δ} be the simple
system of (W,S){α,β}. Let γ = {γi}i∈Z and δ = {δi}i∈Z be the doubly
infinite sequences of roots defined by the initial conditions
γ1 = γ, δ1 = δ (3.5)
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γ = γ1 = δ4
γ2 = δ3
γ3 = δ2
δ = γ4 = δ1
γ5 = δ0
γ8 = δ−3
γ7 = δ−2
γ6 = δ−1
Figure 3.2: The sequence of roots in a dihedral subsystem pictured will form
what we call a “local root sequence” for the dihedral subsytem. This figure
depicts the case when |sγsδ| = 4.
and the recurrences
γi+1 = sγ(δi), δi+1 = sδ(γi). (3.6)
The associated backward recurrences are given by
γi = sδ(δi+1), δi = sγ(γi+1). (3.7)
We call γ the γ-sequence of Φ{α,β} and δ the δ-sequence of Φ{α,β}. Any such
sequence is called a local root sequence.
Remark 3.3.3. The entries of the γ- and δ-sequences are calculated by multi-
plying alternating factors of sγ and sδ and applying the result to either γ or
δ. In particular, each γi for i > 0 has sγ as a leftmost factor, and similarly
δi has sδ as a leftmost factor.
Example 3.3.4. Let (W,S) be the Coxeter system of type A3, with generating
set S = {s, t, u} and relations given by ms,t = mt,u = 3 and ms,u = 2. Let
α = αs + αt + αu and β = αs. Then γ = αt + αu and δ = αs are canonical
simple roots for the local system (W,S){α,β}. We have
γ = (. . . ,−(αs + αt + αu),−αs, αt + αu, αs + αt + αu, αs,−(αt + αu), . . .),
37
δ = δ1
γ = γ1
−δ = γ0
−γ = δ0
γ2
γ3
δ2
δ3
δ−1
δ−2
γ−1
γ−2
Figure 3.3: The geometric analogies break down somewhat for infinite dihe-
dral subsystems. This figure treats the simple roots as perpendicular (they
are not perpendicular in the geometric representation). The non-simple
roots are then projected so that their coefficients add to 1. The picture does
faithfully represent the property of a root lying in the convex cone of two
roots in the subsystem.
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where the displayed root αt + αu is meant to represent γ1. Also,
δ = (. . . ,−αs,−(αs+αt+αu),−(αt+αu), αs, αs+αt+αu, αt+αu,−αs, . . .),
where the displayed root αs is meant to represent δ1.
The recurrences given in Definition 3.3.2 for the γ- and β-sequences can,
in a certain sense, be “solved” explicitly. Our first “solution” expresses the
roots as an alternating product applied to either γ or δ.
Recall that if u, v ∈W , then (uv)k denotes the alternating product uvuv · · ·
of u and v beginning with u and having k factors. Thus, if k is odd, then
(uv)k ends with the factor u; otherwise, (uv)k ends with the factor v.
Lemma 3.3.5. Let α, β ∈ Φ+ and let ∆{α,β} = {γ, δ} be the simple system
of (W,S){α,β}. Let γ and δ be the associated local root sequences. Then, for
k ≥ 1, there exist θk, θ′k ∈ {γ, δ} satisfying
(sγsδ)k(θk) = γk+1
(sγsδ)k(θ
′
k) = δ−k+1
(sδsγ)k(θ
′
k) = δk+1
(sδsγ)k(θk) = γ−k+1,
where θk 6= θ′k.
Proof. For the base case of k = 1, we apply the recurrences (3.6) and (3.7)
once to the initial conditions to obtain γ2 = sγ(δ), δ0 = sγ(γ), δ2 = sδ(γ),
and γ0 = sδ(δ). Thus the equations are satisfied if θ1 = δ and θ
′
1 = γ. For
the inductive step, we have:
γk+1 = sγ(δk) = sγ(sδsγ)k−1(θ′k−1) = (sγsδ)k(θ
′
k−1)
δ−k+1 = sγ(γ−(k−1)+1) = sγ(sδsγ)k−1(θk−1) = (sγsδ)k(θk−1)
δk+1 = sδ(γk) = sδ(sγsδ)k−1(θk−1) = (sδsγ)k(θk−1)
γ−k+1 = sδ(δ−(k−1)+1) = sδ(sγsδ)k−1(θ′k−1) = (sδsγ)k(θ
′
k−1),
where the first equation in each line follows from (3.6) or (3.7), and the
second equation in each line follows from the inductive hypothesis. We also
have that θk−1, θ′k−1 ∈ {γ, δ} and θk−1 6= θ′k−1 by the inductive hypothesis.
The result follows from the last equation of each line by using θk = θ
′
k−1
and θ′k = θk−1.
The next lemma provides much of the motivation for introducing the γ- and
δ-sequences.
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Lemma 3.3.6. Let (W,S){α,β} be a dihedral subsystem with canonical gen-
erators sγ and sδ. Then every root in Φ{α,β} is in either the γ-sequence or
the δ-sequence.
Proof. By Lemma 2.3.11, every root in Φ{α,β} can be obtained as a (possibly
empty) alternating product of sγ and sδ applied to either γ or to δ. In
particular, γ and δ can be obtained using the empty product applied to γ
or δ. For an alternating product of fixed length k ≥ 1, the product either
begins with sγ or with sδ, and is applied to either γ or to δ. These four
cases are precisely the four cases given in Lemma 3.3.5.
The next lemma gives another “solution” to the recurrences (3.6) and (3.7).
This solution gives an explicit description of the scalars of any root in a
dihedral subsystem expressed as a linear combination of the canonical simple
roots.
Lemma 3.3.7. Let α, β ∈ Φ and ∆{α,β} = {γ, δ}. Let a = −B(γ, δ). Then
we have
γk = Uk(a)γ + Uk−1(a)δ and
δk = Uk−1(a)γ + Uk(a)δ,
(3.8)
for all k ∈ Z.
Proof. For k = 1, this is just the initial conditions given by (3.1) since
U0(a) = 0 and U1(a) = 1. For k = 0, we have
γ0 = sδ(δ1) = −δ = U0(a)γ + U−1(a)δ
and
δ0 = sγ(γ1) = −γ = U−1(a)γ + U0(a)δ.
Suppose k > 1. Then, by induction,
γk = sγ(δk−1)
= sγ(Uk−2(a)γ + Uk−1(a)δ)
= −Uk−2(a)γ + Uk−1(a)(δ − 2B(γ, δ)γ)
= (2aUk−1(a)− Uk−2(a))γ + Uk−1(a)δ
= Uk(a)γ + Uk−1(a)δ.
The equation δk = Uk−1(a)γ+Uk(a)δ can be obtained by reversing the roles
of γ and δ in the above proof. For k < 0, we apply the backward recurrences
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and use induction, proving the equations hold for γk, δk assuming they hold
for γk+1,δk+1:
γk = sδ(δk+1)
= sδ(Uk(a)γ + Uk+1(a)δ)
= Uk(a)(γ − 2B(γ, δ)δ) − Uk+1(a)δ
= Uk(a)γ + (2aUk(a)− Uk+1(a))δ
= Uk(a)γ + Uk−1(a)δ.
The last equation applies the backward recurrence (3.3) given for the Cheby-
shev polynomials using n = k − 1. The equation for δk with k < 0 can be
obtained by reversing the roles of γ and δ in the above proof.
Lemma 3.3.8. Let α, β ∈ Φ+ and ∆{α,β} = {γ, δ} be the simple system of
(W,S){α,β}. If m = |sγsδ|, then the roots of the form γi, 1 ≤ i ≤ m (i < m
if m = ∞), are pairwise distinct and positive. Similarly, the roots of the
form δi, 1 ≤ i ≤ m (i < m if m =∞), are pairwise distinct and positive.
Proof. Suppose m is finite. Then B(γ, δ) > −1, so by Theorem 3.3.1 we
have
B(γ, δ) = − cos(π/m′)
for some m′ ≥ 2. Since m′ determines the order of sγsδ, m′ = m. If γk = γk′
for 1 ≤ k, k′ ≤ m, then by Lemma 3.3.7, we have
Uk(a)γ + Uk−1(a)δ = Uk′(a)γ + Uk′−1(a)δ,
where a = cos(π/m). By Lemma 3.2.10, we must have k = k′. Since the
scalars in δk can be obtained from the γk scalars by interchanging γ and δ,
the same argument can be applied to the roots δi, 1 ≤ i ≤ m.
For all i satisfying 0 ≤ i ≤ m, we have sin( iπ
m
) ≥ 0. Since a = cos(π/m),
we have that the linear combination Ui(a)γ + Ui−1(a)δ has nonnegative co-
efficients for 1 ≤ i ≤ m by Definition 3.2.1. Thus γi is a positive root for
all i satisfying 1 ≤ i ≤ m. The same argument applies to δi where 1 ≤ i ≤ m.
If m is infinite, then B(γ, δ) ≤ −1 by Theorem 3.3.1. By Lemma 3.2.8,
for a = −B(γ, δ), we have Uk(a) = Uk′(a) only if k = k′. Also, for k ≥ 0,
Uk(a) ≥ 0 by Lemma 3.2.8, so that the linear combination Ui(a)γ+Ui−1(a)δ
has nonnegative coefficients for i ≥ 1. Thus, for i ≥ 1, the γi are pairwise
distinct and positive. Similarly, the δi are pairwise distinct and positive for
all i ≥ 1.
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Lemma 3.3.9. Let α, β ∈ Φ+ and ∆{α,β} = {γ, δ} be the simple system of
(W,S){α,β}. Then, for i ≥ 0, we have γ−i = −δi+1 and δ−i = −γi+1.
Proof. First note that γ0 = sδ(δ1) = −δ and δ0 = sγ(γ1) = −γ by the
backward recurrences of (3.7). Next, for i > 0, we have
γ−i = sδ(δ−i+1)
= sδ(−γi)
= −δi+1.
The second equality follows from induction while the last equality follows
from the definition of the δ-sequence. A similar computation yields the
result that δ−i = −γi+1.
Corollary 3.3.10. Let α, β ∈ Φ+ and ∆{α,β} = {γ, δ} be the simple system
of (W,S){α,β}. If m = |sγsδ|, then the roots of the form γ−i, 0 ≤ i ≤ m− 1
(with i < m if m = ∞), are negative and pairwise distinct. Similarly, the
roots of the form δ−i, 0 ≤ i ≤ m − 1 (with i < m if m = ∞), are negative
and pairwise distinct.
Proof. The formulas for γ−i and δ−i given by Lemma 3.3.9 and Lemma 3.3.8
imply that the roots of the form γ−i, for 0 ≤ i ≤ m − 1 are negative and
pairwise distinct, and similarly for the roots of the form δ−i, ≤ i ≤ m−1.
Corollary 3.3.11. Let γ, δ be the canonical simple roots for a dihedral
subsystem and suppose m = |sγsδ| is finite. Then, the γ- and δ-sequences
are periodic with period 2m.
Proof. It follows from the defining recurrence for the γ- and δ-sequence that
γi+2 = sγsδγi and δi+2 = sδsγδi for all i. Since
(sγsδ)
m = (sδsγ)
m = 1,
we have γi+2m = γi and δi+2m = δi. Lemma 3.3.8 and Corollary 3.3.10
imply that the 2m roots γ−(m−1), . . . , γm are pairwise distinct, as are the
2m roots δ−(m−1), . . . , δm, so the result follows.
Lemma 3.3.12. Let γ, δ be the canonical simple roots for a local Coxeter
system and let γ ∈ Φ+(γ, δ). If m = |sγsδ| is finite, then γi = δm+1−i and
δi = γm+1−i.
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Proof. Let a = −B(γ, δ) = cos(π/m). We have
γi = Ui(a)γ + Ui−1(a)δ and
δm+1−i = Um−i(a)γ + Um−(i−1)(a)δ,
by Lemma 3.3.7. Since
sin
(
(m− i)π
m
)
= sin
(
π − iπ
m
)
= sin
(
iπ
m
)
for any i ∈ Z, we have Um−i(a) = Ui(a) and Um−(i−1)(a) = Ui−1(a). Thus
we have γi = δm+1−i for all i ∈ Z. By the same calculation with γ and δ
interchanged, we have δi = γm+1−i for all i ∈ Z.
Lemma 3.3.13. Let Φ+{α,β} be an infinite dihedral subsystem with canonical
simple roots γ and δ. Then, no entry in the γ-sequence is an entry of the
δ-sequence.
Proof. Let a = −B(γ, δ). Since Φ+{α,β} is infinite, we have a ≥ 1 by Theo-
rem 3.3.1. By Lemma 3.2.5, {Un(a)}n≥1 is a strictly increasing sequence of
real numbers. By Lemma 3.3.7, for any i, j ≥ 1, we have
γi = Ui(a)γ + Ui−1(a)δ
and
δj = Uj−1(a)γ + Uj(a)δ.
Thus, the γ coefficient is strictly larger than the δ coefficient for γi, whereas
the γ coefficient is strictly smaller than the δ coefficient for δj . It follows
that γi 6= δj . By Lemma 3.3.9, this implies that γi 6= δj for any i, j ≤ 0 as
well. In the case that i ≤ 0 but j ≥ 1, γi is negative by Corollary 3.3.10,
whereas δj is positive by Lemma 3.3.8, so γi 6= δj . The same reasoning
applies to the case i ≥ 1 and j ≤ 0.
Proposition 3.3.14. Let γ, δ be the canonical simple roots for a dihedral
subsystem Φ{γ,δ}. Let γ and δ be the associated local root sequences. Let
m = |sγsδ|. If m is finite, then
Φ+{α,β} = {γ1, . . . , γm} = {δ1, . . . , δm}.
If m is infinite, then
Φ+{α,β} = {γ1, γ2, . . .} ∪ {δ1, δ2, . . .},
and the union is disjoint.
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Proof. By Lemma 3.3.6, every root of Φ+{α,β} is an entry of the γ-sequence
or of the δ-sequence.
Suppose that m is finite. By Lemma 3.3.12, every root of the δ-sequence
is an entry of the γ-sequence, so that every root of Φ+{α,β} is an entry of
the γ-sequence. By Corollary 3.3.11, the γ-sequence is periodic with period
2m, so every root of Φ{α,β} is in the set {γ−m−1, . . . , γ0, γ1, . . . , γm}. Thus,
Lemma 3.3.8 and Corollary 3.3.10 imply that Φ+{α,β} = {γ1, . . . , γm}.
Suppose that m is infinite. By Lemma 3.3.8 and Corollary 3.3.10, the roots
γi and δi are positive if i ≥ 1 and negative if i ≤ 0. It follows that every
root of Φ+{α,β} is in the set {γ1, γ2, . . .} ∪ {δ1, δ2, . . .}. The union is disjoint
by Lemma 3.3.13.
If we think of the indices of the γ- or δ-sequence as providing a total order
to the roots in the sequences, then the next lemma says that given any three
roots in a local root sequence that are close enough together in the sequence,
the “middle root” lies in the convex cone spanned by the “outer roots”.
Lemma 3.3.15. Let d1, d2 ≥ 1 and n ∈ Z. Let γ, δ be the canonical simple
roots for a local Coxeter system andm = |sγsδ| (where m is possibly infinite).
Suppose d1 + d2 < m. Then γn+d1 lies in the convex cone spanned by γn
and γn+d1+d2 . Similarly, δn+d1 lies in the convex cone spanned by δn and
δn+d1+d2 . In particular, if i, j, k ∈ N+ and 1 ≤ i < j < k ≤ m, then γj lies
in the convex cone spanned by γi and γk. Similarly, δj lies in the convex
cone spanned by δi and δk.
Proof. By Lemma 3.3.7, we have γn+d1 = Un+d1(a)γ + Un+d1−1(a)δ, where
a = −B(γ, δ). Let x = Ud1(a) and y = Ud2(a). Then, by Lemma 3.2.9, we
have
Ud1+d2(a)γn+d1 = Ud1+d2(a)Un+d1(a)γ + Ud1+d2(a)Un+d1−1(a)δ
= [xUn+d1+d2(a) + yUn(a)]γ
+ [xUn+d1+d2−1(a) + yUn−1(a)]δ
= x(Un+d1+d2(a)γ + Un+d1+d2−1(a)δ)
+ y(Un(a)γ + Un−1(a)δ)
= xγn+d1+d2 + yγn.
Since 1 ≤ d1, d2 < m, we have x, y > 0. Since 2 ≤ d1 + d2 < m, if m
is finite then sin
(
(d1+d2)π
m
)
> 0 implies Ud1+d2(a) > 0. If m is infinite
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then Lemma 3.2.8 implies Ud1+d2(a) > 0. The result follows by solving for
γn+d1 .
Recall by Definition 3.3.2 that the sequences γ and δ associated to a local
dihedral Coxeter system with γ and δ as canonical roots are called local root
sequences.
Corollary 3.3.16. Let γ, δ be the canonical simple roots for a dihedral Cox-
eter system and let γ be an associated local root sequence. Let m = |sγsδ|
(where m is possibly infinite). Let i, j, k ∈ N+, where 1 ≤ i < j ≤ m
and 1 ≤ k ≤ m. If γk lies in the convex cone spanned by γi and γj , then
i < k < j.
Proof. Suppose that k < i < j. Then by Lemma 3.3.15, γi lies in the convex
cone spanned by γk and γj, which (together with the hypothesis that γk
lies in the convex cone spanned by γi and γj) contradicts Lemma 3.1.2.
Similarly, if i < j < k, then γj lies in the convex cone spanned by γi and γk,
contradicting Lemma 3.1.2.
The previous two results apply to infinite dihedral subsystems whenever the
roots involved lie within a single local root sequence. However, it is possible
for two roots in an infinite dihedral subsystem to lie in distinct local root
sequences. The next two lemmas show that in this case, results similar to
the previous two lemmas hold.
Lemma 3.3.17. Let Φ+{α,β} be an infinite dihedral subsystem with canonical
simple roots γ and δ. Let γ and δ be the associated local root sequences.
Suppose 1 ≤ i < j and k ≥ 1. Then:
(1) the root γj lies in the convex cone spanned by γi and δk;
(2) the root δj lies in the convex cone spanned by γk and δi.
Proof. Let a = −B(γ, δ). Since Φ+{α,β} is infinite, we have a ≥ 1 by Theo-
rem 3.3.1. Let r1 =
Uk−1(a)
Uk(a)
, r2 =
Uj(a)
Uj−1(a)
, and r3 =
Ui(a)
Ui−1(a)
. By Lemma 3.2.5,
we have r1 < 1 and r2, r3 > 1. By Lemma 3.2.6, we have r3 > r2. Since each
ri gives the ratio of the γ coefficient to the δ coefficient, and r1 < r2 < r3,
the first assertion follows from Lemma 3.2.7. The second assertion is proven
by interchanging γ and δ in the above argument.
Corollary 3.3.18. Let γ, δ be the canonical simple roots for a dihedral Cox-
eter system. Suppose |sγsδ| is infinite and let γ and δ be the associated local
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root sequences. Suppose i, j, k ≥ 1, i 6= j, and that γj lies in the convex cone
spanned by γi and δk. Then i < j. Similarly, if j 6= k and δj lies in the
convex cone spanned by γi and δk, then k < j.
Proof. Suppose i > j and γj lies in the convex cone spanned by γi and δk.
Then by Lemma 3.3.17, γi lies in the convex cone spanned by γj and δk,
contradicting Lemma 3.1.2. Similarly, if δj lies in the convex cone spanned
by γi and δk, we get a contradiction if we assume k > j.
3.4 Inversion sets
The sets that contain all the positive roots of a dihedral subsystem play a
special role in the constructions of Chapter 4, so we give these sets a name.
In [12], Green and Losonczy referred to any set of positive roots of the form
{α,α + β, β} as an inversion triple. We view our definition of inversion set
as a generalization of this notion.
Definition 3.4.1. We call any subset of Φ+ of the form Φ+{α,β}, where
α, β ∈ Φ are (possibly negative) roots that are not scalar multiples of one
another, an inversion set. The set of all inversion sets is denoted by Inv(Φ+).
If m =
∣∣∣Φ+{α,β}∣∣∣, then we also say that Φ+{α,β} is an inversion m-set.
Lemma 3.4.2. Let Ψ be an inversion set. Then span(Ψ) is a two-dimensional
subspace of V . Furthermore, given two distinct roots α, β ∈ Ψ, we have
span({α, β}) = span(Ψ).
Proof. Since Ψ is an inversion set, Ψ = Φ+{α,β} for some α, β ∈ Φ. Let γ, δ
be the canonical simple roots of (W,S){α,β}. By Lemma 2.3.11, every root
in Φ+{α,β} can be obtained as an alternating product of sγ and sδ applied to
γ or δ. By the reflection formula (1.1), sγ and sδ preserve (set-wise) the set
span({γ, δ}). Thus every root in Ψ is in span({γ, δ}) so that span(Ψ) is a
two-dimensional subspace of V , which proves the first assertion.
If α, β ∈ Ψ are distinct, then since roots in Ψ are positive, we have that
α and β are not scalar multiples of one another. Thus span({α, β}) is a
two-dimensional subspace of span(Ψ), which is two-dimensional, so
span({α, β}) = span(Ψ).
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Lemma 3.4.3. Let Ψ and Υ be inversion sets with Ψ 6= Υ. Then Ψ and Υ
intersect in at most one root.
Proof. Suppose Ψ and Υ intersect in distinct positive roots α and β. We
may then form the dihedral subsystem (W,S){α,β}. We have Ψ = Φ+{α′,β′}
for some α′, β′ ∈ Φ, by Definition 3.4.1 and hypothesis. Also, we have
α, β ∈ Ψ, by assumption. It follows that span({α, β}) = span({α′, β′}),
since span({α, β}) is a 2-dimensional subspace of span({α′, β′}), which itself
is a two-dimensional space by Lemma 3.4.2. Similarly, Υ = Φ+{α′′,β′′} for
some α′′, β′′ ∈ Φ and span({α, β}) = span({α′′, β′′}). Intersecting the span
equations with Φ+ gives Ψ = span({α, β}) ∩ Φ+ = Υ by Lemma 2.3.3.
Corollary 3.4.4. Let α, β ∈ Φ+ be distinct positive roots. There exists a
unique inversion set Ψ containing α and β.
Proof. By Definition 3.4.1 and Lemma 2.3.3, Ψ = Φ+{α,β} is an inversion set
containing α and β. The uniqueness of Ψ follows from Lemma 3.4.3.
The indices of the γ- and δ-sequences make a natural candidate for an order
on the roots of an inversion set. However, in the case that the inversion set is
infinite, the situation is not as straightforward. Though the next definition
is made from the point of view of the γ-sequence, either canonical simple
root can be “the γ root”.
Definition 3.4.5. Let Ψ = Φ+{α,β} be an inversion m-set with canonical
simple roots γ and δ. Then we define a total ordering ≤Ψ,γ on Ψ as follows:
(1) If m is finite, and α = γi, and β = γj, where 1 ≤ i, j ≤ m, then we say
that α ≤Ψ,γ β if i ≤ j.
(2) If m is infinite then we say α ≤Ψ,γ β if one of the following holds:
(a) α = γi and β = γj , where i, j ≥ 1 and i ≤ j;
(b) α = δi and β = δj , where i, j ≥ 1 and i ≥ j;
(c) α = γi and β = δj , where i, j ≥ 1.
Remark 3.4.6. We can graphically depict the total ordering of Ψ with respect
to γ on a line by placing the roots of Ψ on a line so that α is to the left of
β if and only if α ≤Ψ,γ β. If Ψ is finite, then the typical total ordering of Ψ
with respect to γ is depicted below:
· · ·
γ = γ1 γ2 γm = δ
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If Ψ is infinite, then the order begins with all the roots from γ and ends with
the roots in δ. Thus, there are two endpoints, γ and δ, having infinitely many
roots between them. We depict this situation by placing a bar between the
two infinite sequences. Thus, the three cases given in Definition 3.4.5 for
infinite inversion sets are translated pictorially as: the two roots are to the
left of the bar (both roots are in γ), one root is to the left of the bar and
one root is to the right of the bar (one root is in γ, one root is in δ), and
the two roots are to the right of the bar (both roots are in δ).
· · · · · ·
γ = γ1 γ2 δ1 = δδ2
We use interval notation in the standard way. That is, given any totally
ordered set (X,≤), we have [a, b] = {x : a ≤ x ≤ b}.
Proposition 3.4.7. Let Λ ⊆ Φ+ be any set of positive roots. Then Λ is a
biconvex set of positive roots if and only if for every inversion set Ψ with
local simple system ∆, we have one of the following:
(1) Λ ∩Ψ = ∅, so that Λ ∩∆ = ∅.
(2) There exists γ ∈ Λ∩∆ such that Λ∩Ψ = {γ1, γ2, . . .}, the set of positive
roots in the sequence γ.
(3) There exists γ ∈ Λ ∩∆ such that for some λ ∈ Ψ, Λ ∩Ψ = [γ, λ] in the
total order (Ψ,≤Ψ,γ).
Proof. We first show that if statement (1), (2), or (3) holds for any inversion
set Ψ, then Λ is a convex set of positive roots. Suppose that α, β ∈ Λ are
distinct and a, b ≥ 0. We must show that aα+bβ ∈ Φ+ implies aα+bβ ∈ Λ.
Thus we let Ψ = Φ+{α,β} and suppose that aα + bβ ∈ Φ+. Since Λ ∩ Ψ is
nonempty, (2) or (3) holds. We consider the following two cases:
(A) The roots α and β are both in the γ-sequence.
(B) The set Ψ is infinite and (without loss of generality) α is contained in
the γ-sequence while β is in the δ-sequence.
Suppose α and β are in the γ-sequence and that α = γi and β = γj for some
i, j ≥ 1. We assume without loss of generality that i < j. If aα + bβ is in
the δ-sequence but not the γ-sequence, then Corollary 3.3.18 implies that β
is in the convex cone spanned by α and aα+bβ, contradicting Lemma 3.1.2.
Thus aα+ bβ = γk, where i < k < j by Corollary 3.3.16. If (2) holds, then
aα + bβ ∈ Λ since Λ contains all the roots of the γ-sequence. If (3) holds,
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then α, β ∈ [γ, λ] and we have α ≤Ψ,γ aα+bβ ≤Ψ,γ β, so that aα+bβ ∈ [γ, λ]
and hence aα+ bβ ∈ Λ.
Suppose Ψ is infinite, α = γi, and β = δj . If aα + bβ = γk for some
k ≥ 1, then Corollary 3.3.18 implies that k > i. By Definition 3.4.5, we have
α ≤Ψ,γ aα + bβ ≤Ψ,γ β, and hence aα + bβ ∈ Λ. Similarly, if aα + bβ = δk
for some k ≥ 1, then Corollary 3.3.18 implies that k > j. Then we have
aα+ bβ ∈ [γ, λ] since α, β ∈ [γ, λ] ⊆ Λ.
To show that Λ is biconvex, we note that if Λ satisfies (1), (2), or (3)
for every inversion set Ψ, then so does Φ+ \ Λ. (This follows from Defini-
tion 3.4.5 or Remark 3.4.6.) Thus, we have that Φ+ \Λ is convex, and hence
Λ is biconvex by Definition 3.1.3.
Turning to the converse, we suppose that Λ is a biconvex set of positive
roots. Let Ψ be an inversion set with local simple system ∆ = {γ, δ} and
suppose Λ ∩ Ψ 6= ∅. If γ, δ 6∈ Λ ∩ Ψ, then there exists λ ∈ Λ ∩ Ψ such that
λ = cγ+ dδ. Since γ, δ ∈ Ψ, we have γ, δ 6∈ Λ, contradicting the biconvexity
of Λ. Thus we may assume there exists γ ∈ Λ ∩∆.
Suppose there exists a λ′ in the γ-sequence such that λ′ 6∈ Λ ∩ Ψ. Let
i be the smallest index such that γi 6∈ Λ ∩ Ψ and set λ = γi−1. Since
γi ∈ Ψ, γi 6∈ Λ. If there exists j ∈ N+ such that i < j ≤ |sγsδ| and
γj ∈ Λ∩Ψ, we have that γi lies in the convex cone spanned by γi−1 and γj ,
by Lemma 3.3.15. This contradicts the biconvexity of Λ. Similarly, if Ψ is
infinite and there is a root µ in the δ-sequence, then by Lemma 3.3.17, γi
lies in the convex cone spanned by γi−1 and µ. Thus, in this case, it follows
that Λ ∩Ψ = [γ, λ] = [γ, γi−1].
Suppose there is no positive root λ′ in the γ-sequence such that λ′ 6∈ Λ∩Ψ.
Then if Ψ is finite, we have that Λ∩Ψ = Ψ = [γ, δ] by Proposition 3.3.14. If
instead Ψ is infinite, then every root of the γ-sequence is in Λ ∩Ψ. If there
are no roots of the δ-sequence in Λ ∩Ψ, then Condition (2) is satisfied.
Suppose every positive root of γ lies in Λ ∩ Ψ and that there are roots
of Λ ∩Ψ in the δ-sequence. If Λ ∩Ψ = Ψ, then Λ ∩Ψ = [γ, δ] so that state-
ment (3) is satisfied. Thus we suppose there exists a λ′ in the δ-sequence
such that λ′ 6∈ Λ ∩ Ψ. Let i be the smallest index such that δi ∈ Λ ∩ Ψ. If
i > 1, set λ = δi and note that δi−1 6∈ Λ ∩Ψ. If there exists j > i such that
δj 6∈ Λ∩Ψ, then Lemma 3.3.15 implies that δi lies in the convex cone of δi−1
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and δj . Since δi−1, δi, δj ∈ Ψ, this would imply that δi−1 6∈ Λ, δi ∈ Λ, and
δj 6∈ Λ, which contradicts the biconvexity of Λ. Thus, if i > 1, Condition (3)
is satisfied with Λ ∩ Ψ = [γ, λ] = [γ, δi]. Lastly, if i = 1, then γ, δ ∈ Λ ∩ Ψ.
By Lemma 3.3.17, λ′ lies in the convex cone spanned by δ and γ, which
contradicts the biconvexity of Λ because λ′ 6∈ Λ.
Corollary 3.4.8. Let w ∈ W and let Ψ be an inversion set with canonical
simple roots γ and δ. Let γ and δ be the associated local root sequences. If
m = |sγsδ|, then at least one of the three following statements holds:
(1) For some k satisfying 1 ≤ k ≤ m (k < m if m =∞), we have
Φ(w) ∩Ψ = [γ1, γk]
in the total order (Ψ,≤Ψ,γ).
(2) For some k satisfying 1 ≤ k ≤ m (k < m if m =∞), we have
Φ(w) ∩Ψ = [δ1, δk]
in the total order (Ψ,≤Ψ,δ).
(3) We have Φ(w) ∩Ψ = ∅.
Proof. By Lemma 3.1.4, Φ(w) is a biconvex set of roots so we may apply
Proposition 3.4.7. Since Φ(w) is finite we can eliminate Condition (2) of
Proposition 3.4.7. Thus, if Φ(w) ∩Ψ is nonempty, we have
Φ(w) ∩Ψ = [γ, λ]
for some λ ∈ Φ(w) ∩Ψ in the total ordering (Ψ,≤Ψ,γ) or
Φ(w) ∩Ψ = [δ, λ]
for some λ ∈ Φ(w) ∩Ψ in the total ordering (Ψ,≤Ψ,δ). Since Φ(w) is finite,
in the first case we must have λ = γk for some k ≤ m. Similarly, in the
second case we must have λ = δk for some k ≤ m.
3.5 Consequences for standard encodings of re-
duced expressions
The following definition has many variants. In [20, Definition 2.5], we find
the same definition applied to the situation where a, b = 1 in the definition
given below. In [2, Section 5.2], the conditions are meant to apply to a total
ordering on Φ+. Our variant is introduced to characterize the labelings of
Φ+ that encode reduced expressions for some w ∈W .
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Definition 3.5.1. Let T : Φ+ → N0 be a labeling of Φ+. We say that T is
a standard labeling of Φ+ if for any pair of distinct positive roots α and β
the following implication holds:
If γ lies in the convex cone spanned by α and β then we have either
T (α) ≤ T (γ) ≤ T (β)
or
T (β) ≥ T (γ) ≥ T (α).
Remark 3.5.2. Recall by Definition 2.1.12 that T : Φ+ → N is sequential
if T (supp(T )) = {1, . . . , |supp(T )|}. If T is both sequential and standard,
the inequalities in Definition 3.5.1 are strict whenever α, β, γ ∈ supp(T ), i.e.
whenever T (α), T (β), T (γ) 6= 0.
Lemma 3.5.3. Let (W,S) be a Coxeter system. Let w ∈ W . If x is any
reduced expression for w and Tx : Φ
+ → N is the standard encoding of x,
then Tx is a standard labeling.
Proof. Let α, β, aα + bβ ∈ Φ+, where a, b > 0 and α 6= β. Since Φ(w) is
biconvex and α and β can be interchanged in all proofs of standardness,
there are only four cases to consider:
(1) α ∈ Φ(w), aα+ bβ ∈ Φ(w), β ∈ Φ(w);
(2) α ∈ Φ(w), aα+ bβ ∈ Φ(w), β 6∈ Φ(w);
(3) α ∈ Φ(w), aα+ bβ 6∈ Φ(w), β 6∈ Φ(w);
(4) α 6∈ Φ(w), aα+ bβ 6∈ Φ(w), β 6∈ Φ(w).
Let x = (s1, . . . , sn). By Definition 2.1.14, Tx(λ) = 0 for λ 6∈ Φ(w), so cases
(3) and (4) satisfy Tx(β) ≤ Tx(aα + bβ) ≤ Tx(α) since the first two labels
in the inequality are zero in both cases.
Thus, we first suppose α, β, aα+bβ ∈ Φ(w), where a, b > 0. Assume without
loss of generality that Tx(α) < Tx(β). Towards a contradiction, we must
consider the subcase where Tx(aα+bβ) is larger than both Tx(α) and Tx(β)
and the subcase where Tx(aα + bβ) is smaller than both Tx(α) and Tx(β).
First suppose Tx(α) = k, Tx(β) = k
′ > k, and Tx(aα + bβ) > k′. Then we
can form the reduced expression x′ = (sk′+1, . . . , sn) for some w′ ∈W . The
root sequence for x′ contains neither α nor β, but it does contain aα + bβ.
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By Lemma 3.1.4, this contradicts the biconvexity of Φ(φ(x′)). Now suppose
Tx(aα+bβ) < k. Then we can form the reduced expression x
′ = (sk, . . . , sn)
for some w′ ∈W . The root sequence of x′ contains α and β, but not λα+µβ,
a contradiction.
We next suppose that α, aα + bβ ∈ Φ(w) and β 6∈ Φ(w). Suppose that
Tx(aα + bβ) = k and k > Tx(α). Then the expression x
′ = (sk, . . . , sn) is
a reduced expression for some w′ ∈ W . The root sequence for x′ does not
contain α or β but it does contain aα + bβ, contradicting the biconvexity
of Φ(w′). Thus Tx(α) > Tx(aα + bβ). Since Tx(β) = 0, the standardness
property is satisfied for α, aα + bβ, β ∈ Φ+. As all cases are exhausted, Tx
is standard.
The following useful consequence of the biconvexity of Φ(w) is noted in [12,
Section 2] and [10, Section 2] for simply laced Coxeter systems (that is,
Coxeter systems such that for all i, j ∈ I, mij = 2 or mij = 3).
Corollary 3.5.4. Let α, β, λ ∈ Φ+ and suppose λ lies in the convex cone
spanned by α and β. Let w ∈W and let x be a reduced expression for w.
(1) If α, β, λ ∈ Φ(w) then λ occurs between α and β in the root sequence of
x.
(2) If α, λ ∈ Φ(w), but β 6∈ Φ(w), then λ must occur before α in the root
sequence of x.
Proof. Let θ(x) = (θ1, . . . , θℓ(w)) be the root sequence of x. Let θi = α
and θj = λ. By Definition 2.1.14, the standard encoding Tx of x satisfies
Tx(θn) = n for all n satisfying 1 ≤ n ≤ ℓ(w).
Suppose α, β, λ ∈ Φ(w) and let θk = β. Then by Lemma 3.5.3 and Def-
inition 3.5.1, either i < j < k or k < j < i, which proves the first assertion.
Suppose α, λ ∈ Φ(w), but β 6∈ Φ(w). Then Lemma 3.5.3 and Definition 3.5.1
imply that Tx(β) = 0 < Tx(λ) < Tx(α), which proves that j < i. The second
assertion follows.
Lemma 3.5.5. Let T : Φ+ → N be a sequential standard labeling of Φ+ such
that supp(T ) is finite. Let γ, δ be the canonical simple roots for an inversion
set Ψ, let m = |sγsδ|, and let γ and δ be the associated local root sequences.
We have:
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(1) If T (γ) = 0 and T (δ) = 0, then T (λ) = 0 for all λ ∈ Ψ.
(2) If T (γ) 6= 0 and T (δ) = 0, then there exists k < m such that
T (γ1) > · · · > T (γk)
and T (γi) = 0 for i > k.
(3) If T (γ) 6= 0 and T (δ) 6= 0 then m is finite and we have either
T (γ1) < · · · < T (γm)
or
T (γ1) > · · · > T (γm).
Proof. Since T is sequential with finite support, all the inequalities in Defi-
nition 3.5.1 are strict when they apply to roots in supp(T ).
First suppose T (γ) = 0 and T (δ) = 0. Then by Lemmas 3.3.15 and 3.3.17
and Definition 3.5.1, we have T (γi) = T (δj) = 0 for any i, j ∈ N+. Thus by
Proposition 3.4.7, for any λ ∈ Ψ, T (λ) = 0.
For case (2), we suppose that T (γ) 6= 0 and T (δ) = 0. Since supp(T ) is
finite, and since δ 6∈ supp(T ), there must exist a smallest index k ≥ 1 such
that γk ∈ supp(T ) and γk+1 6∈ supp(T ). Suppose towards a contradiction
that γk+j ∈ supp(T ) for some j > 1. We have T (γ1) > T (γk+1) = 0 because
γ1 ∈ supp(T ). By Lemma 3.3.15 and Definition 3.5.1, either
T (γ1) ≤ T (γk+1) ≤ T (γk+j)
or
T (γ1) ≥ T (γk+1) ≥ T (γk+j),
contradicting the assumption that T (γ1), T (γk+j) 6= 0 and T (γk+1) = 0.
By Lemma 3.3.15 and Definition 3.5.1, for any i satisfying 1 < i < k,
we have γi ∈ supp(T ). Thus, for 1 ≤ i ≤ k, we have γi ∈ supp(T ), and for
k < i ≤ m (with i finite if m =∞), we have γi 6∈ supp(T ).
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Let i be such that 1 < i ≤ k. Then, γi is a positive linear combination
of γ and δ and T (δ) = 0, so by Definition 3.5.1, we have
T (γ1) > T (γi) > T (δ) = 0
for all i such that 1 < i ≤ k. Now, by Lemma 3.3.15 and Definition 3.5.1,
we have T (γ1) > T (γi) > T (γi+1) for any i such that 2 ≤ i ≤ k. This forces
T (γ1) > T (γ2) > · · · > T (γk).
Turning to case (3), suppose γ, δ ∈ supp(T ). Assume by way of contra-
diction that m = ∞. Then for each i > 1, by Lemma 3.3.17 and Defini-
tion 3.5.1, T (γi) lies between T (γ) and T (δ). This implies that supp(T ) is
infinite, contradicting the hypotheses. Thus m is finite.
If T (γ) < T (δ), then Lemma 3.3.15 and Definition 3.5.1 imply that
T (γ1) < · · · < T (γm) = T (δ).
Similarly, if T (γ) > T (δ), then T (γ1) > · · · > T (γm), as desired.
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Chapter 4
Correspondences with
reduced expressions for a
Coxeter group element
The goal of this chapter is to establish a correspondence between subsets
of Φ+ and the elements of W , as well a correspondence between standard
labelings of Φ+ with support equal to Φ(w) and the reduced expressions for
w. In addition to these correspondences, we introduce an incidence structure
that faithfully represents the local dihedral subsystem structure present in
Φ+ and Φ(w).
4.1 A reduced expression correspondence with la-
belings
In [20], Kras´kiewicz gave a 1–1 correspondence between reduced expressions
for an element w of a crystallographic Weyl group and standard w-tableaux.
In adopting the labeling terminology of Fomin et al. [11], we will decouple
any structure associated to w and its inversion set Φ(w) from structure
imposed by a reduced expression. In our terminology, a standard w-tableau
is called a standard sequential labeling. Kras´kiewicz’s notion of encoding
a reduced expression is the same as ours. However, we have generalized
the meaning of standard labeling so that the correspondence applies in the
expanded context of arbitrary Coxeter groups. We now recall Kras´kiewicz’s
Theorem and his definition of “standard” translated into our terminology
for comparison purposes.
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Definition 4.1.1. [20, Definition 2.5] We say that a labeling T is standard
if for every γ ∈ Φ+ and every decomposition γ = α+β of γ into a sum of two
positive roots, T (γ) is between T (α) and T (β) (i.e. T (α) ≥ T (γ) ≥ T (β) or
T (α) ≤ T (γ) ≤ T (β)).
Theorem 4.1.2 (Kras´kiewicz). Let W be the Weyl group of a crystallo-
graphic root system Φ. Let w ∈ W and let T be a sequential labeling of Φ+
such that supp(T ) = Φ(w). Then w encodes a reduced expression if and only
if T is standard.
Proof. See [20, Theorem 2.6].
Lemma 4.1.3. Let (W,S) be a Coxeter system with root system Φ. Let
γ ∈ Φ+. Suppose there do not exist α, β ∈ Φ+, α 6= β, and a, b > 0 such
that γ = aα+ bβ. Then γ is a simple root.
Proof. Suppose there do not exist α, β ∈ Φ+, α 6= β, and a, b > 0 satisfying
γ = aα+bβ. Let δ ∈ Φ+ be distinct from γ. By the reflection formula (1.1),
sγ(δ) = δ − 2B(δ, γ)γ. Suppose towards a contradiction that sγ(δ) ∈ Φ−.
Then δ ∈ Φ+ implies δ 6= sγ(δ). Since γ, δ ∈ Φ+ and sγ(δ) ∈ Φ−, we have
−2B(δ, γ) < 0 by the reflection formula (1.1). Thus
γ =
1
2B(δ, γ)
δ +
1
2B(δ, γ)
(−sγ(δ)),
contradicting the assumption that no such decomposition exists. It follows
that sγ(δ) ∈ Φ+ for each δ ∈ Φ+ distinct from γ, so that Φ(sγ) = {γ}.
However, this implies that ℓ(sγ) = 1, so γ is a simple root.
The proof of the next proposition is structurally identical to the proof of
Theorem 4.1.2, but the details with respect to Lemma 4.1.3 and calcula-
tions verifying that a labeling is standard in the proof of Proposition 4.1.4
are different. Our primary contribution to this proposition is in giving the
characterization that applies for the weakened hypothesis on (W,S). For
purposes of coherence, we include the full proof.
Recall from Definition 2.1.12 that the support of T , denoted supp(T ), is
the set of elements not mapped to zero. Also recall that a sequential label-
ing has finite support and satisfies T (supp(T )) = {1, . . . , |supp(T )|}.
Proposition 4.1.4. Let (W,S) be a Coxeter system. Let T : Φ+ → N be a
labeling of Φ+. Then T encodes a reduced expression x for some w ∈ W if
and only if T is a sequential standard labeling of Φ+.
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Proof. Let A = supp(T ). If T : Φ(w) → N is the standard encoding of a
reduced expression x for some w ∈W , then by Definition 2.1.14, A = Φ(w)
and T (A) = {1, . . . , |A|}, so T is a sequential labeling. Also, T is a standard
labeling by Lemma 3.5.3.
We prove the converse by induction on |A|, which is finite since T is assumed
to be a sequential labeling. For the base case, if A = ∅, then T (λ) = 0 for
all λ ∈ Φ+, so T is the standard encoding of the empty word, which is a
reduced expression for the identity. Now let T be a sequential standard
labeling of Φ+ such that |A| = k, k > 0. The induction hypothesis states
that if T ′ : Φ+ → N is a sequential standard labeling of Φ+ such that
|supp(T ′)| < k, then T ′ encodes a reduced expression x′ for some w′ ∈W .
Let γ = T−1(k). If γ is not a simple root then γ = aα + bβ for some
α, β ∈ Φ+, α 6= β, by Lemma 4.1.3. Since k is the largest value in the
image of T and since T is a bijection when restricted to its support, we have
that T (α) < k and T (β) < k. This contradicts the assumption that T is
standard. Thus, γ must be simple. We define a labeling T ′ : Φ+ → N by
T ′(λ) =
{
T (sγ(λ)) if λ 6= γ;
0 if λ = γ.
To show that T ′ is standard, there are two cases to consider: one of the
positive roots in a decomposition is γ or neither of the positive roots in a
decomposition is γ.
We first suppose that a, b > 0, α, β, aα + bβ ∈ Φ+ are such that α 6= β,
and neither α nor β is γ. Then sγ(α), sγ(β), and asγ(α) + bsγ(β) are all
positive roots by Proposition 2.1.1(3). Thus
T (sγ(α)) ≤ T (asγ(α) + bsγ(β)) ≤ T (sγ(β))
if and only if
T ′(α) ≤ T ′(aα+ bβ) ≤ T ′(β)
(and similarly for the reverse inequalities). Thus, in this case, T ′ satisfies
one of the inequalities required for T ′ to be standard.
Now suppose that one of the roots in a decomposition is γ. That is, sup-
pose a, b > 0, α, β, aα + bβ ∈ Φ+, α 6= β, and without loss of generality
suppose α = γ. Since T (α) is the maximum value of T (Φ+) and T is
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a standard labeling, we must have T (α) ≥ T (aα + bβ) ≥ T (β). Since
α is a simple root, Proposition 2.1.1(3) implies that asα(α) + bsα(β) and
sα(β) are positive roots. From asα(α) + bsα(β) = −aα + bsα(β), it follows
that sα(β) =
1
b
(−aα+ bsα(β)) + abα is a nonnegative linear combination of
asα(α) + bsα(β) and α. Since T is standard and T (α) is the maximum
of T (Φ+), we have T (sα(aα + bβ)) ≤ T (sα(β)) ≤ T (α). This implies
T ′(α) ≤ T ′(aα + bβ) ≤ T ′(β), because T ′(α) = 0. Thus, in both cases,
one of the inequalities required for T ′ to be standard is satisfied. Thus T ′ is
standard.
Since T is sequential, and sγ is a bijection, and the root with the high-
est label in T is labeled 0 in T ′, it follows that T ′ is sequential. Thus, the
inductive hypothesis implies that T ′ is the standard encoding for a reduced
expression x′ for some w′ ∈ W . Since γ is simple, we may assume γ = αi
for some i ∈ I. We let x = x′ i and w = w′sγ . Then T ′(γ) = 0 and T ′
is the standard encoding for x′, so it follows from Definition 2.1.14 that
γ 6∈ Φ(w′) and w′(γ) is therefore a positive root. By Proposition 2.1.1 parts
(2) and (4), ℓ(wsγ) = ℓ(w) + 1, so x is a reduced expression for w. Fur-
thermore, we can apply Lemma 2.1.9 (with b being the empty string) to
get θ(x) = sγ [θ(x
′)](θi). From the construction of T ′ we get that T is the
standard encoding for x.
The next corollary is used to construct the correspondence of Proposi-
tion 4.1.7.
Corollary 4.1.5. Let (W,S) be a Coxeter system and let w ∈ W . Let
T : Φ+ → N be a labeling of Φ+. Then T encodes a reduced expression
x for w if and only if T is a sequential standard labeling of Φ+ such that
supp(T ) = Φ(w).
Proof. If T encodes a reduced expression x for w then supp(T ) = Φ(w) by
Definition 2.1.14. By Proposition 4.1.4, T is a sequential standard labeling
of Φ+.
Conversely, if T is a standard sequential labeling of Φ+, then Proposi-
tion 4.1.4 implies that T encodes a reduced expression x for some w ∈ W .
Since we are also assuming that supp(T ) = Φ(w), Definition 2.1.14 implies
that Φ(w) = Φ(φ(x)). By Proposition 2.1.1(7), w = φ(x) so that x is a
reduced expression for w.
We regard the next corollary as fundamental to our work in Chapter 5,
though it might be folklore. In the paper [1], Bjo¨rner gives a characteri-
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zation of subsets of Φ+ that take the form Φ(w). The characterization is
that the set must be finite and biconvex (see [1, Proposition 3]), so long as
W is a finite Coxeter group. In [10, Section 2], Fan and Stembridge assert
that the same characterization holds in the setting of arbitrary simply-laced
Coxeter groups. Since there is a natural correspondence between reflections
and positive roots, it is also interesting to characterize the corresponding
subsets of reflections. In [7, Lemma 2.11], Dyer characterizes such subsets
as the initial sections of reflection orders. He then notes (see [7, Remark
2.12]) that through the natural correspondence between reflections and pos-
itive roots, the initial sections of reflection orders correspond to biconvex
sets but that the converse is open.
The next corollary asserts that sets of the form Φ(w) can be character-
ized as the finite biconvex sets of positive roots in the generalized setting of
arbitrary Coxeter groups. Via Dyer’s [7, Lemma 2.11], it then follows that
finite biconvex sets of positive roots correspond to initial sections of reflec-
tion orders. Whether infinite biconvex sets of positive roots (in a necessarily
infinite Coxeter group) correspond to initial sections of reflection orders is
open.
Corollary 4.1.6. Let A ⊆ Φ+. Then A = Φ(w) for some w ∈ W if and
only if A is finite and biconvex.
Proof. If A = Φ(w), then A is finite and biconvex by Lemma 3.1.4. By [2,
Proposition 5.2.1], there exists a total ordering < on Φ+ such that if a, b > 0
and α, β, aα + bβ ∈ Φ+ then α < aα + bβ < β or β < aα + bβ < α. We
form T : Φ+ → N by setting T (λ) = 0 for λ 6∈ A and T (α) = i if α is the
i-th highest root in A relative to the total ordering <. It follows that T is
standard, so that by Proposition 4.1.4 there exists a reduced expression x for
some w ∈W such that T is the standard encoding of x. By Definition 2.1.14,
A = Φ(w).
Proposition 4.1.7. Let (W,S) be a Coxeter system and let w ∈ W . Then
there is a 1–1 correspondence between the set R(w) of reduced expressions
for w and the set Lab(w) of all sequential standard labelings T such that
supp(T ) = Φ(w). The correspondence is given by x←→ Tx.
Proof. Let x be a reduced expression for w. By Corollary 4.1.5, the standard
encoding Tx satisfies supp(Tx) = Φ(w) and is a sequential standard labeling
of Φ+. Thus we may define F : R(w)→ Lab(w) by F(x) = Tx.
59
Conversely, Corollary 4.1.5 also shows that given any sequential standard la-
beling T of Φ+ such that supp(T ) = Φ(w), there exists a reduced expression
x for w such that T = Tx. By Definition 2.1.14 and Proposition 2.1.1(9), the
reduced expression x is unique. Thus we may define G : Lab(w)→ R(w) by
G(Tx) = x.
Then we have G(F(x)) = G(Tx) = x, by the definitions of F and G.
Similarly, by the definitions of F and G, we have F(G(Tx)) = F(x) = Tx,
so that F and G are inverse to each other.
4.2 Combinatorial Models
In this section, for any w ∈W , we give a combinatorial model of the set Φ(w)
that faithfully represents the local root structure. We give a related combi-
natorial representation of the reduced expressions for w. The terminology
we introduce is very similar to that of hypergraphs or incidence structures
from graph theory, but we need some additional features.
Definition 4.2.1. A segment structure is a triple I = (P,L, B), where P is
a set of elements called points, L is a set of non-empty subsets L of P called
lines satisfying |L| ≥ 2, and B is a ternary relation on P satisfying:
(B1) If B(p1, p2, p3) holds, then p1, p2, and p3 are pairwise distinct.
(B2) If B(p1, p2, p3) holds, then there exists L ∈ L such that p1, p2, p3 ∈ L.
(B3) If p1, p2, p3 ∈ L for some L ∈ L and p1, p2, p3 are pairwise distinct,
then there exists a permutation
σ : {p1, p2, p3} → {p1, p2, p3}
such that B(σ(p1), σ(p2), σ(p3)) holds.
(B4) If B(p1, p2, p3) holds, then B(p3, p2, p1) holds, and for any permutation
σ : {p1, p2, p3} → {p1, p2, p3}
other than the identity or the transposition (p1 p3), the ternary relation
B(σ(p1), σ(p2), σ(p3)) does not hold.
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If B(p1, p2, p3) holds, then we say that p2 lies between p1 and p3. If p ∈ L
and there do not exist p′, p′′ ∈ L such that B(p′, p, p′′), then we say p is an
endpoint of L. Otherwise, p is an intermediate point of L. If for all L ∈ L,
p is an endpoint of L, then we say p is an endpoint of I.
Remark 4.2.2. Observe that the lines L ∈ L may be infinite. In the case
that L has fewer than three elements, no betweenness relations are satisfied,
so every point in L is an endpoint of L.
Pictorially, we represent a segment structure with points and (not neces-
sarily straight) edges, similar to the drawings of graphs in graph theory.
However, we prefer to have any collinear points to appear collinear and for
the betweenness relations to be respected in the pictorial representation.
Example 4.2.3. Let A3 be the Coxeter system with set generating set given
by S = {s, t, u} and Coxeter relations ms,t = mt,u = 3 and ms,u = 2. As
an abstract group, W (A3) is isomorphic to the symmetric group S4. It is
known that
Φ+ = {αs, αt, αu, αs + αt, αt + αu, αs + αt + αu}.
We let I = (P,L, B) be the segment structure obtained by letting P = Φ+,
and L = {Φ+{α,β} : α, β ∈ Φ+ and α 6= β}. If γ, δ are the canonical
simple roots for some inversion set Φ+α,β, and γi, γj , γk ∈ Φ+ are entries in
the associated γ-sequence, then we set B(γi, γj , γk) if and only if we have
either i < j < k or k < j < i. The pictorial representation is given below.
αt αt + αu αu
αs + αt
αs
αs + αt + αu
Observe that αs, αt, and αu satisfy the definition for an endpoint of I. On
the other hand, αs + αt is an endpoint of the line
L = {αs + αt, αs + αt + αu, αu},
but is an intermediate point of the line
L = {αs, αs + αt, αt},
and hence is not an endpoint of I.
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In the next definition we give a ternary relation on Φ+ that is intended to
capture the notion of “betweenness” for inversion sets.
Definition 4.2.4. Let λ, µ, ν ∈ Φ+ be pairwise distinct positive roots. If
there exists an inversion set Ψ with a canonical simple root γ such that either
λ <Ψ,γ µ <Ψ,γ ν or ν <Ψ,γ µ <Ψ,γ λ, then we say that µ is between λ and
ν. We denote this ternary relation by BW (λ, µ, ν) and say that BW (λ, µ, ν)
holds if such a Ψ exists. If λ, µ, ν are not pairwise distinct positive roots or
if there does not exist such an inversion set Ψ, then we say that BW (λ, µ, ν)
does not hold.
Lemma 4.2.5. Let (W,S) be a Coxeter system and let Φ+ be the associated
positive system. Let W = (Φ+, Inv(Φ+), BW ), where BW is the between-
ness relation of Definition 4.2.4 and Inv(Φ+) is the set of all inversion sets
contained in Φ+. Then W is a segment structure.
Proof. By definition, an inversion set consists of at least two positive roots,
so all of the lines are nonempty. If BW (λ, µ, ν) holds, then there exists an
inversion set Ψ containing λ, µ, ν, which are distinct by Definition 4.2.4.
Thus BW satisfies properties (B1) and (B2).
Suppose λ, µ, ν ∈ Ψ = Φ+{α,β} and that γ is a canonical simple root for
Φ+{α,β}. Then, since ≤Ψ,γ is a total ordering, there exists a permutation σ
of {λ, µ, ν} such that σ(λ) <Ψ,λ σ(µ) <Ψ,γ σ(ν), so BW (σ(λ), σ(µ), σ(ν))
holds, proving that BW satisfies property (B3).
Suppose BW (λ, µ, ν) holds. Then there exists an inversion set Ψ such that
either λ <Ψ,γ µ <Ψ,γ ν or ν <Ψ,γ µ <Ψ,γ λ. Thus BW (ν, µ, λ) holds also.
Since <Ψ,γ is a total order, no other permutation of λ, µ, ν is consistent
with <Ψ,γ . By Lemma 3.4.3, if Υ is another inversion set containing λ, it
cannot contain µ or ν, and hence no other betweenness relations for λ, µ, ν
are possible. This proves that BW satisfies property (B4) and hence W is a
segment structure.
Definition 4.2.6. Let (W,S) be a Coxeter system and let Φ+ be the as-
sociated positive system. Let W be the segment structure of Lemma 4.2.5.
We call W the standard segment structure of W .
Definition 4.2.7. Let I = (P,L, B) be a segment structure and T :
P → N0. Then we call T an I-labeling. We denote by supp(T ) the set
of all p such that T (p) 6= 0. We say that T is a sequential I-labeling
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if T (supp(T )) = {1, . . . , |supp(T )|}. Suppose that whenever B(p1, p2, p3)
holds, either T (p1) ≤ T (p2) ≤ T (p3) or T (p3) ≤ T (p2) ≤ T (p1). Then we
call T a standard I-labeling.
Lemma 4.2.8. Let W be the standard segment structure of W and let
λ, µ, ν ∈ Φ+ be distinct positive roots. Then BW (λ, µ, ν) holds if and only if
µ lies in the convex cone spanned by λ and ν.
Proof. Suppose BW (λ, µ, ν) holds. Then there exists an inversion set Ψ
and canonical simple root γ of Ψ such that either λ <Ψ,γ µ <Ψ,γ ν or
ν <Ψ,γ µ <Ψ,γ λ. If Ψ is finite, then Definition 3.4.5 and Lemma 3.3.15
imply that µ lies in the convex cone spanned by λ and ν. If Ψ is infinite,
then Definition 3.4.5, Lemma 3.3.15, and Lemma 3.3.17 imply that µ lies in
the convex cone spanned by λ and ν.
Conversely, suppose that µ lies in the convex cone spanned by λ and ν.
Then we may form the inversion set Ψ = Φ+{λ,ν} = span({λ, ν}) ∩Φ+. Since
µ ∈ Φ+{λ,ν}, we have that λ, µ, ν are comparable relative to <Ψ,γ , where γ is
a canonical simple root of Ψ, since <Ψ,γ is a total order. Lemma 3.1.2 shows
that the only orders consistent with Lemma 3.3.15 and Lemma 3.3.17 are
λ <Ψ,γ µ <Ψ,γ ν and ν <Ψ,γ µ <Ψ,γ λ. Thus BW (λ, µ, ν) holds.
Proposition 4.2.9. Let W = (Φ+, Inv(Φ+), BW ) be the standard segment
structure of W . The function T : Φ+ → N0 is a standard W-labeling if and
only if T is a standard labeling of Φ+.
Proof. Suppose α, β, aα + bα ∈ Φ+, where a, b > 0 and α 6= β. By
Lemma 4.2.8, BW (α, aα+ bβ, β) holds. Thus, if T is a standardW-labeling,
then T (α) ≤ T (aα + bβ) ≤ T (β) or T (β) ≤ T (aα + bβ) ≤ T (α). Since
α, aα + bβ, β were arbitrary with a, b > 0 and α 6= β, we have that T is a
standard labeling of Φ+ by Definition 3.5.1.
Conversely, suppose T is a standard labeling of Φ+. If BW (λ, µ, ν) holds,
we have µ = aλ + bν, where a, b > 0 and λ 6= ν by Lemma 4.2.8. Thus,
either T (λ) ≤ T (µ) ≤ T (ν) or T (ν) ≤ T (µ) ≤ T (λ). By Definition 4.2.7, T
is a standard W-labeling.
Corollary 4.2.10. Let W = (Φ+, Inv(Φ+), BW ) be the standard segment
structure ofW . Let w ∈W and let Lab(W, w) denote the set of all sequential
standard W-labelings such that supp(T ) = Φ(w). Let Lab(w) denote the set
of all sequential standard labelings of Φ+ such that supp(T ) = Φ(w). Then
Lab(w) = Lab(W, w).
63
Proof. Both Lab(w) and Lab(W, w) consist of functions T : Φ+ → N0
such that supp(T ) = {1, . . . , |Φ(w)|} (since the labelings are required to
be sequential with support Φ(w)). Thus Proposition 4.2.9 implies that
T ∈ Lab(w) if and only if T ∈ Lab(W, w).
Note that the labelings of Φ+ and the W-labelings of the previous corollary
are defined in different ways. The usage we have in mind for W is that
we compute the geometrical structure in advance, then the W-labelings
are placed on top of this structure. In this way, the reduced expression
correspondence of the next corollary involves only combinatorial properties
of a fixed discrete structure instead of the messy details of Φ+ and convex
cones.
Corollary 4.2.11. Let (W,S) be a Coxeter system and let w ∈W . Let
W = (Φ+, Inv(W ), BW )
be the standard segment structure of Φ+. Then there is a 1–1 correspondence
between the set R(w) of all reduced expressions for w, and the set Lab(W, w)
of all sequential standard W-labelings such that supp(T ) = Φ(w). The cor-
respondence is given by
x←→ Tx.
Proof. This follows directly from Proposition 4.1.7 and Corollary 4.2.10.
Example 4.2.12. The Coxeter matrix of the Coxeter group of type B3 is
determined by the entries ms,t = 4, ms,u = 2, and mt,u = 3. The element
w = φ(u, s, t, s, t, u) has four reduced expressions. We have
Φ(w) = {αu, αt+αu, αs+
√
2αt+
√
2αu,
√
2αs+αt+αu, αs,
√
2αs+2αt+αu}.
The positive roots of Φ+ not in Φ(w) are αt, αs +
√
2αt, and
√
2αs + αt.
To avoid clutter in our explanations and figures, we associate names to each
root in Φ+. The first figure below depicts the standard segment structure
of Φ+ and the chart to its right gives the names we use for each root in Φ+.
Thus, “root F” refers to the root
√
2αs + 2αt + αu and “the B − E line”
refers to the line
{αs,
√
2αs + αt + αu, αs +
√
2αt +
√
2αu, αt + αu}.
Let W be the standard segment structure of Φ+. The four figures fol-
lowing the first one are the sequential standard W-labelings T such that
supp(T ) = Φ(w), which we explain after listing the figures. In all of the
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diagrams below, we omit the lines containing exactly two roots.
A B
C
D
E F
G
H
I
Name Root
A αu
B αs
C
√
2αs + αt + αu
D αs +
√
2αt +
√
2αu
E αt + αu
F
√
2αs + 2αt + αu
G
√
2αs + αt
H αs +
√
2αt
I αt
TheW-labelings corresponding to the reduced expressions (u, s, t, s, t, u) and
(s, u, t, s, t, u), respectively are:
6 2
3
4
5 1
0
0
0
6 1
3
4
5 2
0
0
0
TheW-labelings corresponding to the reduced expressions (u, t, s, t, s, u) and
(u, t, s, t, u, s), respectively are:
6 5
4
3
2 1
0
0
0
5 6
4
3
2 1
0
0
0
It is easy to check that the fourW-labelings above are indeed sequential and
standard and have Φ(w) as their support. For the converse, we make an ad
hoc argument for this specific example.
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Suppose that T is a sequential standard W-labeling with Φ(w) as support.
The roots not in Φ(w) must then be labeled 0. Thus, the roots G, H, and
I are labeled 0 by T .
Since T is standard and the roots G, H, and I are labeled 0 by T , the
labels on the I − A, H − A, and G − A lines increase towards root A.
Thus, root A necessarily has a higher label than any other root in Φ(w),
except possibly root B, which does not lie on the I−A, H−A, or G−A line.
On the lines G − E, H − A, and I − C, and in the direction away from
the points labeled 0, root F is the first root with a nonzero label. Thus
root F must have a lower label than all roots lying on one of those three
lines. Since root B is the only root not lying on those three lines, root F
necessarily has a lower label than any root in Φ(w), except possibly root B.
The remaining roots of Φ(w) lie on the B − E line, so that the remain-
ing nonzero labels must lie on that line. By Definition 4.2.6, the lines of
W are inversion sets of Φ+. By Proposition 4.2.9 and Lemma 3.5.5(3),
root E must have either the highest label or the lowest label on the B − E
line for T to be a standard W-labeling. Furthermore, once this choice is
made, the order of the remaining labels on the B−E line are determined by
Lemma 3.5.5(3). Thus, there are eight cases that exhaust all possibilities,
according to whether:
(1) root A is labeled 5 or 6;
(2) root F is labeled 1 or 2;
(3) root E has the highest label on the B−E line or root E has the lowest
label on the B − E line.
Choosing root A to have label 6 and root F to have label 1, we see that the
roots on the B−E line must be labeled 2, 3, 4, and 5. The case where root
E is labeled 5 gives theW-labeling corresponding to the reduced expression
(u, s, t, s, t, u), while the case where root E is labeled 2 gives the W-labeling
corresponding to the reduced expression (u, t, s, t, s, u).
The case of root A being labeled 5 and root F being labeled 2 is impos-
sible by the following reasoning:
if root E is labeled 1, then T (G) = 0, T (F ) = 2, and T (E) = 1, which
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contradicts the assumption that T is standard since root F is between root
G and root E on the G − E line. If root E is labeled 6, then T (I) = 0,
T (E) = 6, and T (A) = 5, which again contradicts the assumption that T is
standard since root E is between root A and root I on the A− I line.
Now suppose that root A is labeled 6 and root F is labeled 2. Then root E
must be labeled 1 or 5. If root E is labeled 1, then T (G) = 0, T (F ) = 2, and
T (E) = 1, which contradicts the assumption that T is standard. However,
the case where root E is labeled 5 gives the W-labeling corresponding to
the reduced expression (s, u, t, s, t, u).
If root A is labeled 5 and root F is labeled 1, then root E must be la-
beled either 2 or 6. If root E is labeled 6, we have T (I) = 0, T (E) = 6, and
T (A) = 5, which contradicts the assumption that T is standard. However,
the case where root E is labeled 2 gives the W-labeling corresponding to
the reduced expression (u, t, s, t, u, s).
4.3 Restricting the standard segment structure to
Φ(w)
The definitions and correspondences of the previous section concern label-
ings of Φ+ that have Φ(w) as support. The conceptual advantage to this
approach is that whenever an inversion set intersects Φ(w), but is not com-
pletely contained in Φ(w), our labeling scheme informs us what labeling
inequalities must hold. However, computationally this is not optimal if the
number of roots in Φ+ \Φ(w) is large. For infinite Coxeter groups, there are
always infinitely many such roots, so it is desirable to have an alternative
to Corollary 4.2.11.
Definition 4.3.1. Let I = (P,L, B) be a segment structure and let A ⊆ P .
For each L ∈ L, we set LA = A ∩ L and define
LA = {LA : L ∈ L and |LA| ≥ 2}.
Define a ternary relation BA by the following condition: BA(p1, p2, p3) holds
if and only if p1, p2, p3 ∈ A and B(p1, p2, p3) holds. We call the triple
IA = (A,LA, BA) the restriction of I to A.
Lemma 4.3.2. Let I = (P,L, B) be a segment structure and let A ⊆ P .
Let IA = (A,LA, BA) be the restriction of I to A. Then IA is a segment
structure.
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Proof. First note that the lines L ∈ LA satisfy |L| ≥ 2.
If BA(p1, p2, p3) holds, then B(p1, p2, p3) holds, so p1, p2, and p3 are pairwise
distinct. Thus, BA satisfies property B1.
If BA(p1, p2, p3) holds then B(p1, p2, p3) implies there exists L ∈ L such
that p1, p2, p3 ∈ L. Since p1, p2, p3 ∈ A, this implies p1, p2, p3 ∈ LA for some
LA ∈ LA, so BA satisfies property B2.
If p1, p2, p3 ∈ LA for some LA ∈ LA, then by property B3 for B, there exists
a permutation σ such that B(σ(p1), σ(p2), σ(p3)) holds. Since p1, p2, p3 ∈ A,
this implies BA(σ(p1), σ(p2), σ(p3)) holds, so BA satisfies property B3.
To show that BA satisfies property B4, let σ : {p1, p2, p3} → {p1, p2, p3}
be a permutation. If BA(p1, p2, p3) holds, then p1, p2, p3 ∈ A and by defini-
tion
BA(σ(p1), σ(p2), σ(p3))
holds if and only if B(p1, p2, p3) holds, proving that BA satisfies property
B4.
Definition 4.3.3. Let (W,S) be a Coxeter system and let
W = (Φ+, Inv(Φ+), BW )
be the standard segment structure of W . For any w ∈ W , we call WΦ(w)
the standard segment structure of Φ(w).
Remark 4.3.4. Although the definition for restriction to a subset A allows
infinite lines in the same way that Definition 4.2.1 does, the primary choice
for restriction in this thesis is Φ(w), which is a finite set. Thus, the lines we
see in this section are all finite.
Lemma 4.3.5. Let w ∈W and let WΦ(w) = (Φ(w), Inv(Φ+)Φ(w), BΦ(w)) be
the standard segment structure of Φ(w). Let λ, µ, ν ∈ Φ+ be distinct positive
roots. Then BΦ(w)(λ, µ, ν) holds if and only if µ lies in the convex cone
spanned by λ and ν and λ, µ, ν ∈ Φ(w).
Proof. By Lemma 4.3.2 and Definition 4.3.3, BΦ(w)(λ, µ, ν) holds if and only
if λ, µ, ν ∈ Φ(w) and BW (λ, µ, ν) holds. By Lemma 4.2.8, BW (λ, µ, ν) holds
if and only if µ lies in the convex cone spanned by λ and ν. The conclusion
follows.
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Given any standard W-labeling T of the standard segment structure for W ,
if we restrict the labeling to the set Φ(w), where w ∈ W , then the result is
a standard WΦ(w)-labeling. However, the converse need not be true. The
problem is that if an inversion set Ψ partially intersects Φ(w), then some
roots of the inversion set must be labeled 0. This forces the roots in Ψ∩Φ(w)
to have labels increasing towards the one canonical simple root of Ψ that is
in Φ(w). However, a standard WΦ(w)-labeling could have labels increasing
in the opposite direction. Since we wish to produce a correspondence for
our restricted segment structure WΦ(w), we must do some bookkeeping to
account for this possibility.
Definition 4.3.6. Let w ∈W . Let Ψ be an inversion set. If Ψ∩Φ(w) = Ψ
then we call Ψ ∩ Φ(w) a full inversion set of w. If |Ψ ∩ Φ(w)| ≥ 2 and
Ψ ∩ Φ(w) 6= Ψ, then we call Ψ a partial inversion set of w.
Remark 4.3.7. Observe that for an infinite inversion set Ψ, if |Ψ∩Φ(w)| ≥ 2,
then Ψ ∩ Φ(w) is automatically a partial inversion set of w, since Φ(w) is
finite.
Example 4.3.8. Let W = W (A3), let S = {s, t, u}, and let w = φ(t, s, t, u).
Then
Φ(w) = {αs, αs + αt + αu, αt + αu, αu}.
Recall, by Definition 3.4.1, that an inversion 2-set is an inversion set Ψ such
that |Ψ| = 2. Observe that (by Definition 4.3.6) an inversion 2-set can not
be a partial inversion set and that a partial inversion set can not be a full
inversion set. The sets
Ψ1 = {αs, αs + αt + αu, αt + αu},
Ψ2 = {αt, αt + αu, αu},
Ψ3 = {αs, αs + αt, αt}, and
Ψ4 = {αs + αt, αs + αt + αu, αu}
are all the 3-inversion sets in the positive root system Φ+ of W (A3). Since
Ψ1 ⊆ Φ(w), the set Ψ1 ∩ Φ(w) = Ψ1 is a full inversion set of w. Since
Ψ2∩Φ(w) = {αt+αu, αu} 6= Ψ2, we see that Ψ2∩Φ(w) is a partial inversion
set of w. However, note that Ψ3∩Φ(w) = {αs} is neither a partial inversion
set of w nor a full inversion set of w. (This choice in terminology is made
because Ψ3 ∩ Φ(w) fails to form a line in the restriction of W to Φ(w).)
Lastly, note that Ψ4 ∩ Φ(w) is a partial inversion set.
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Lemma 4.3.9. Let w ∈W and let Ψ be an inversion set such that Ψ∩Φ(w)
is a partial inversion set of w. Then there exists exactly one canonical simple
root γ of Ψ such that γ ∈ Ψ ∩Φ(w).
Proof. By Definition 4.3.6, Ψ ∩ Φ(w) 6= ∅. By Corollary 3.4.8, there exists
a canonical simple root γ ∈ Ψ ∩ Φ(w). Suppose towards a contradiction
that both canonical simple roots are in Ψ∩Φ(w). By Lemma 3.1.4, Φ(w) is
biconvex, so it follows that Ψ∩Φ(w) = Ψ, which contradicts the hypothesis
that Ψ ∩ Φ(w) is a partial inversion set.
Remark 4.3.10. We will always use γ as a name for the unique canonical
simple root of a partial inversion set.
Corollary 4.3.11. Let w ∈ W and let Ψ ∩ Φ(w) be a partial inversion
set of w. Then there exist canonical simple roots γ and δ for Ψ such that
Ψ ∩ Φ(w) = [γ1, γk] in the total order (Ψ, <Ψ,γ) and such that k < |sγsδ|.
Proof. By Lemma 4.3.9, there exists one canonical simple root γ of Ψ such
that γ ∈ Ψ ∩ Φ(w). Let δ be the canonical simple root of Ψ that is not in
Ψ∩Φ(w). Then, by Corollary 3.4.8, we have Ψ∩Φ(w) = [γ1, γk] in the total
order (Ψ, <Ψ,γ) for some k because γ ∈ Ψ ∩ Φ(w). If |sγsδ| is infinite then
k < |sγsδ| since k is finite. Otherwise, δ 6∈ Ψ ∩Φ(w) and Proposition 3.3.14
implies that k < |sγsδ|.
Definition 4.3.12. Let w ∈W . Let Ψ be an inversion set and let Ψ∩Φ(w)
be a partial inversion set. We call the unique canonical simple root γ of Ψ
that satisfies γ ∈ Ψ ∩ Φ(w) the canonical simple root of Ψ ∩ Φ(w).
Example 4.3.13. In Example 4.3.8, the partial inversion set
Ψ2 ∩Φ(w) = {αt + αu, αu}
has αu as its canonical simple root. The inversion set Ψ2 has γ = αu and
δ = αt as its canonical simple roots, but αt 6∈ Ψ2 ∩ Φ(w). Note that
Ψ ∩Φ(w) = [γ1, γ2],
which is consistent with the assertions of Corollary 4.3.11.
Definition 4.3.14. Let w ∈ W and let WΦ(w) be the standard segment
structure of Φ(w). Let Ψ ∩ Φ(w) be a partial inversion set of w, let γ = γ1
be the canonical simple root of Ψ ∩ Φ(w) and, as in Corollary 4.3.11, write
Ψ ∩ Φ(w) = [γ1, γk]. We say that a WΦ(w)-labeling T : Φ(w)→ N0 satisfies
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the restrictions of Ψ ∩ Φ(w) if T (γ1) > · · · > T (γk). We say that a WΦ(w)-
labeling T satisfies the restrictions of Φ(w) if T satisfies the restrictions of
every partial inversion set Ψ∩Φ(w) of w. We denote the set of all sequential
standard WΦ(w)-labelings with supp(T ) = Φ(w) that satisfy the restrictions
of Φ(w) by Lab(WΦ(w), w).
Example 4.3.15. Again we let W = W (A3) and let w = φ(t, s, t, u). Define
T : Φ(w) → N0 by T (αs) = 1, T (αs + αt + αu) = 2, T (αt + αu) = 3, and
T (αu) = 4. From Example 4.3.8, we have that Ψ2 ∩ Φ(w) = {αt + αu, αu}
and Ψ4 ∩ Φ(w) = {αs + αt + αu, αu} are the only two partial inversion sets
of w. The canonical simple root of Ψ4 ∩Φ(w) is αu, and the canonical sim-
ple root of Ψ2 ∩ Φ(w) is also αu. We note that T (αu) > T (αt + αu) and
T (αu) > T (αs + αt + αu) so that T satisfies the restrictions of Φ(w).
If instead we chose the labeling T ′ : Φ(w) → N0 defined by T ′(αs) = 1,
T ′(αs + αt + αu) = 2, T ′(αu) = 3, and T ′(αt + αu) = 4, then T ′ satisfies
the restrictions of Ψ4 ∩ Φ(w), but not those of Ψ2 ∩ Φ(w): this is because
T ′(αu) < T ′(αt+αu). As T ′ does not satisfy the restrictions of all the partial
inversion sets of w, T ′ does not satisfy the restrictions of Φ(w). Note that
T ′ is, however, a sequential standard WΦ(w)-labeling.
The restrictions made on WΦ(w)-labelings are justified by the next lemma.
Lemma 4.3.16. Let T : Φ(w)→ N0 be a sequential standard WΦ(w)-labeling
that satisfies the restrictions of Φ(w) and has supp(T ) = Φ(w). Then there
exists a unique sequential standard W-labeling T ′ : Φ+ → N0 such that
supp(T ′) = Φ(w) and T ′|Φ(w) = T .
Proof. To construct T ′, we set T ′(α) = 0 if α 6∈ Φ(w); otherwise we set
T ′(α) = T (α). We have supp(T ′) = supp(T ) = Φ(w). Thus, T ′ is sequential
since T is sequential.
To show that T ′ is a standard W-labeling, we let λ, µ, ν be distinct pos-
itive roots such that µ strictly lies in the convex cone spanned by λ and
ν. By Corollary 3.4.4, there is a unique inversion set Ψ containing λ and ν
(and hence µ). If Ψ ∩Φ(w) is a partial inversion set we apply Lemma 4.3.9
and let γ be the canonical simple root of Ψ ∩ Φ(w). Assume without loss
of generality that λ <Ψ,γ µ <Ψ,γ ν (the reverse case being a symmetric
argument and the other cases being eliminated by Lemma 4.2.8). Recall
that by Definition 4.2.4 this means that BW (λ, µ, ν) holds. We consider the
following cases:
(1) λ, µ, ν ∈ Φ(w);
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(2) λ, µ ∈ Φ(w), but ν 6∈ Φ(w);
(3) λ ∈ Φ(w) but µ, ν 6∈ Φ(w);
(4) λ, µ, ν 6∈ Φ(w).
The assumed ordering of λ, µ, and ν with respect to <Ψ,γ and Corollary 3.4.8
ensures that these are the only possibilities.
For case (1), Lemma 4.3.5 implies that BΦ(w)(λ, µ, ν) holds. Since T is
assumed to be a standard WΦ(w)-labeling and T = T ′ on Φ(w), we have
either T ′(λ) ≤ T ′(µ) ≤ T ′(ν) or T ′(ν) ≤ T ′(µ) ≤ T ′(λ).
For case (2), we have that Ψ ∩ Φ(w) is a partial inversion set. By Defini-
tion 4.3.14, we have T (λ) > T (µ) since T satisfies the restrictions of Ψ∩Φ(w).
Since λ, µ ∈ Φ(w), this means T ′(λ) > T ′(µ). We have T ′(µ) > T ′(ν) since
T ′(ν) = 0.
For case (3), we have that T ′(λ) > 0 since λ ∈ Φ(w). Thus
T ′(λ) > T ′(µ) ≥ T ′(ν).
Similarly, for case (4) we have T ′(λ) ≥ T ′(µ) ≥ T ′(ν). Having exhausted all
cases, we see that T ′ is a standard W-labeling by Definition 4.2.7.
Now suppose there exists a sequential standard W-labeling T ′′ : Φ+ → N0
such that supp(T ′′) = Φ(w) and T ′′|Φ(w) = T . Then, if α ∈ Φ(w), we have
T ′′(α) = T (α) = T ′(α). If α 6∈ Φ(w), then since supp(T ′′) = Φ(w), we have
T ′′(α) = 0 = T ′(α). Thus T ′′ = T ′ so that T ′ is the unique W-labeling
satisfying these properties.
Lemma 4.3.17. Let T : Φ+ → N0 be a sequential standard W-labeling such
that supp(T ) = Φ(w). Then T |Φ(w) is a sequential standard WΦ(w)-labeling
that satisfies the restrictions of Φ(w). Furthermore, (T |Φ(w))′ = T , where ′
is the extension of the domain Φ(w) to Φ+ introduced in Lemma 4.3.16.
Proof. Since supp(T ) = Φ(w), we have supp(T |Φ(w)) = Φ(w). Thus T |Φ(w)
is sequential because T is sequential.
For every λ, µ, ν ∈ Φ(w) such that BΦ(w)(λ, µ, ν) holds, BW (λ, µ, ν) must
also hold. Thus, if BΦ(w)(λ, µ, ν) holds, then either
T |Φ(w)(λ) ≤ T |Φ(w)(µ) ≤ T |Φ(w)(ν)
72
or
T |Φ(w)(ν) ≤ T |Φ(w)(µ) ≤ T |Φ(w)(λ).
It then follows that T |Φ(w) is a standard WΦ(w)-labeling.
Now let Ψ ∩ Φ(w) be a partial inversion set of w. By Corollary 4.3.11,
there exist canonical simple roots γ and δ of Ψ such that γ ∈ Ψ, δ 6∈ Ψ
and such that we may write Ψ ∩ Φ(w) = [γ1, γk] for some k < |sγsδ|. By
Lemma 3.5.5(2), we have
T (γ1) > · · · > T (γk) > 0
so that
T |Φ(w)(γ1) > · · · > T |Φ(w)(γk).
By Definition 4.3.14, T |Φ(w) satisfies the restrictions imposed by Ψ ∩ Φ(w).
Lastly, (T |Φ(w))′ = T follows from the uniqueness assertion of Lemma 4.3.16.
Corollary 4.3.18. Let Lab(W, w) be the set of all sequential standard W-
labelings T such that supp(T ) = Φ(w). Let Lab(WΦ(w), w) be the set of
all sequential standard WΦ(w)-labelings that satisfy the restrictions of Φ(w).
Then there is a 1–1 correspondence between Lab(W, w) and Lab(WΦ(w), w)
given by
T −→ T |Φ(w) and
T ′ ←− T.
Proof. This follows from Lemmas 4.3.16 and 4.3.17.
Corollary 4.3.19. Let (W,S) be an arbitrary Coxeter system and let w ∈
W . Then the set R(w) of reduced expressions for w is in 1−1 correspondence
with the set Lab(WΦ(w), w) of all sequential standard WΦ(w)-labelings that
satisfy the restrictions of Φ(w).
Proof. This correspondence can be obtained by composing the correspon-
dence given in Corollary 4.3.18 with the one given in Corollary 4.2.11.
Example 4.3.20. For purposes of comparison, we demonstrate the corre-
spondence of Corollary 4.3.19 using the same Coxeter group element as in
Example 4.2.12, namely W = W (B3) and w = φ(u, s, t, s, t, u). For this
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example, the vertices are only the roots of Φ(w) instead of all the roots
in Φ+, and we pictorially represent the inversion sets with two roots. We
represent the partial inversion sets with an arrow pointing in the direction
that the labels must go. The first figure below depicts the standard segment
structure of Φ(w) and the chart to its right gives names we will use for the
roots in Φ(w). Thus, the full inversion sets of w are {A,B}, {B,F}, and
{B,C,D,E}. The partial inversion sets of w are {A,E}, {A,D,F}, {A,C},
{C,F}, and {E,F}.
The four figures following the first figure give the sequential standardWΦ(w)-
labelings that satisfy the restrictions of Φ(w), which we discuss after listing
the figures.
A B
C
D
E F
Name Root
A αu
B αs
C
√
2αs + αt + αu
D αs +
√
2αt +
√
2αu
E αt + αu
F
√
2αs + 2αt + αu
The labelings corresponding to the reduced expressions (u, s, t, s, t, u) and
(s, u, t, s, t, u), respectively are:
6 2
3
4
5 1
6 1
3
4
5 2
The labelings corresponding to the reduced expressions (u, t, s, t, s, u) and
(u, t, s, t, u, s), respectively are:
6 5
4
3
2 1
5 6
4
3
2 1
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One can check that the four figures above are sequential standard WΦ(w)-
labelings satisfying the restrictions of Φ(w). Conversely, if we follow the
arrows, we see many of the features we pointed out in Example 4.2.12. Root
A must have a greater label than all other roots except possibly root B, so it
must be labeled 5 or 6. The arrows also give that root F must have a smaller
label than all other roots except possibly root B. As in Example 4.2.12, the
remaining labels occur on the B − E line. Thus, we can again break our
analysis into the eight cases according to whether root A is labeled 5 or 6,
whether root F is labeled 1 or 2, and whether root E has the highest or
lowest remaining label on the B − E line.
The main difference in the reasoning is that wherever we contradicted the
assumption that T is standard in Example 4.2.12, we now contradict the
assumption that T satisfies the restrictions of a particular partial inversion
set. For example, in Example 4.2.12, we derived the following contradiction:
“Now suppose that root A is labeled 6 and root F is labeled 2. Then root
E must be labeled 1 or 5. If root E is labeled 1, then T (G) = 0, T (F ) = 2,
and T (E) = 1 contradicts the assumption that T is standard.”
The corresponding contradiction here is as follows: Suppose that root A
is labeled 6 and root F is labeled 2. Then root E must be labeled 1 or
5. If root E is labeled 1, then we contradict the assumption that T satis-
fies the restrictions of the partial inversion set {E,F}, which requires that
T (F ) < T (E) since root E is the canonical simple root of {E,F}.
Note that the above restriction on labelings for the partial inversion set
{E,F} is caused by the absence of root G from Φ(w). The other contra-
dictions derived in Example 4.2.12 are translated similarly to the setting of
WΦ(w)-labelings. One can also check that the four labelings given for this
example are the same as those of Example 4.2.12, except that the labelings
are restricted to the set Φ(w).
4.4 Labelings and Directed Acyclic Graphs
We establish a connection between the labelings we have obtained, and di-
rected acyclic graphs with restrictions imposed upon them. For this purpose,
we need the basic terminology and some basic results from graph theory.
Definition 4.4.1. We call the pair G = (V,E) a simple directed graph if V
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is a set and E ⊆ V × V such that for each v ∈ V , (v, v) 6∈ E. The elements
of V are called vertices and the elements of E are called directed edges. We
sometimes denote the assertion that (u, v) ∈ E by u→ v. An oriented graph
is a simple directed graph such that for any u, v ∈ V , there is at most one
directed edge connecting u and v (i.e. u→ v or v → u or neither).
Remark 4.4.2. Every oriented graph is a simple directed graph. However,
a simple directed graph may have both u → v and v → u. The directed
graphs that arise in this thesis are all simple and directed, so we do not
bother with the full spectrum and generality of graph theoretic objects. It
should also be remarked that all of the directed graphs we use have a finite
vertex set V (and hence a finite edge set E).
Definition 4.4.3. Let G = (V,E) be a directed graph. If v1, . . . , vn ∈ V ,
then a sequence of edges satisfying v1 → v2 · · · → vn → v1 is called a
directed cycle. If G contains no directed cycles, then we call G a directed
acyclic graph.
Remark 4.4.4. A directed acyclic graph is necessarily oriented since u → v
and v → u gives a cycle.
Lemma 4.4.5. Let G = (V,E) be a directed acyclic graph. Then there
exists a partial order ≤ on V such that for x, y ∈ V , x ≤ y whenever x→ y.
Proof. For any edge x → y we require that x ≤ y. Forming the reflexive
and transitive closure of the required relations makes ≤ a partial order. See
[15, Section 3.2.3] for details.
Definition 4.4.6. A topological sort of a directed acyclic graph G = (V,E)
is a linear ordering of V such that if G contains an edge u → v, then u
appears before v in the linear ordering. A linear extension of a partially
ordered set (X,≤) is a linear ordering ≤′ of X such that x ≤ y implies
x ≤′ y.
Lemma 4.4.7. There exists a topological sort of any finite directed acyclic
graph.
Proof. See Fact 23 of [15, Section 3.2.4].
As discussed in [15, Section 3.2.3], there is a close connection between di-
rected acyclic graphs and partially ordered sets. From any directed acyclic
graph we can produce a partially ordered set compatible with it, and associ-
ated to a partially ordered set is at least one directed acyclic graph (typically
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we represent partially ordered sets with “Hasse diagrams”, which can be in-
terpreted as a directed acyclic graph). Thus it is not surprising that we
can also give a linear extension (via a topological sort) of a finite partially
ordered set.
Lemma 4.4.8. Every finite partially ordered set (X,≤) has a linear exten-
sion.
Proof. See [16, Algorithm 12.2.2].
Definition 4.4.9. We call a directed graph G = (V,E) a tournament on V
if for every pair of distinct vertices x, y ∈ V , we have either x→ y or y → x
(but not both). A tournament is transitive if for all x, y, z ∈ V , (x→ y and
y → z) implies x→ z.
Remark 4.4.10. According to [15, Section 3.3], tournaments arise as models
of round-robin tournaments, which are competitions in which each partici-
pant competes against every other participant exactly once. Thus an edge
u → v models the situation in which u defeats v in the tournament. In
a transitive tournament, there is a unique overall winner, unique overall
second place, and so forth. This is captured in the next lemma.
Lemma 4.4.11. Let G = (V,E) be a transitive tournament. Then G is a
directed acyclic graph and there is a unique topological sort of G.
Proof. See Fact 14 of [15, Section 3.3.2].
Lemma 4.4.12. Let T : Φ(w) → N0 be a sequential WΦ(w)-labeling such
that supp(T ) = Φ(w). Let GT = (V,E) be the directed graph with vertex set
Φ(w) and edge set
E = {(α, β) : T (α) < T (β)}.
The directed graph GT is a transitive tournament on Φ(w).
Proof. If α, β ∈ Φ(w) are distinct positive roots, then by Definition 4.2.7,
either T (α) < T (β) or T (β) < T (α). Thus, either α→ β or β → α.
Definition 4.4.13. We call the directed graph GT in Lemma 4.4.12 the
transitive tournament on Φ(w) determined by T .
It will be convenient to regard the labelings of Φ(w) in Corollary 4.3.19 as
inducing linear orders on Ψ ∩ Φ(w) for any inversion set Ψ.
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Definition 4.4.14. Let (W,S) be a Coxeter system and let w ∈W . If
Ψ ∩Φ(w) = {γ1, . . . , γk}
is a partial inversion set of w, then we call the linear ordering (Ψ∩Φ(w),≤)
given by γ1 > · · · > γk the induced ordering on Ψ ∩ Φ(w). Suppose
Ψ = {γ1, . . . , γm}
is a full inversion set. Then we call the two linear orderings ≤1 and ≤2 on
Ψ given by γ1 <1 · · · <1 γm and γm <2 · · · <2 γ1 the dual orderings of Ψ.
To phrase our correspondence in the terminology of tournaments, we need
to account for the variety of restrictions that our correspondence from the
previous section imposes.
Definition 4.4.15. Let G = (V,E) be a transitive tournament. Suppose
U ⊆ V and (U,≤) is a linearly ordered set. We say that the tournament G
is consistent with (U,≤) if for any u, u′ ∈ U , u < u′ implies (u, u′) ∈ E.
Example 4.4.16. Let V = {A,B,C,D,E} and let G = (V,E) be the tour-
nament having the edge set depicted in the graph below.
A B
C
D
E
Let U = {A,B,C} and U ′ = {C,D,E}. Let (U,≤) be the linear order
determined by the relations A < B < C and let (U ′,≤′) be the linear order
determined by the relations E <′ D <′ C. Then G is consistent with (U,≤)
since A→ B → C in G and A < B < C. However, G is not consistent with
(U ′,≤′) since C → D → E in G and E <′ D <′ C.
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Lemma 4.4.17. Let G = (V,E) be a transitive tournament. Suppose (U,≤)
is a linearly ordered set and suppose that G is consistent with U . Let (V,≤′)
be the unique topological sort of G. Then for any distinct u, u′ ∈ U we have
u < u′ if and only if u <′ u′.
Proof. If u < u′, then since G is consistent with U we have u → u′. Thus,
since <′ is given by the topological sort of G, we have u <′ u′.
Conversely, suppose u <′ u′. Since G is a tournament, we have either
u → u′ or u′ → u, but not both. As <′ is a topological sort of G, we must
have u→ u′. Now since G is consistent with U , we have u < u′.
Definition 4.4.18. Let G = (V,E) be a transitive tournament with vertex
set V = Φ(w) and let Ψ be an inversion set. Suppose that for any partial
inversion set Ψ ∩ Φ(w), the tournament G is consistent with the induced
ordering on Ψ ∩ Φ(w). Also suppose that for any full inversion set Ψ, the
tournament G is consistent with one of the two dual orders of Ψ. Then
we say that G satisfies the restrictions imposed by Φ(w). The set of all
transitive tournaments on Φ(w) that satisfy the restrictions imposed by
Φ(w) is denoted by Tour(w).
Lemma 4.4.19. Let (W,S) be an arbitrary Coxeter system and let w ∈W .
Then the set Lab(WΦ(w), w) of sequential standard labelings of WΦ(w) satis-
fying the restrictions of Φ(w) is in 1–1 correspondence with the set Tour(w)
of transitive tournaments satisfying the restrictions imposed by Φ(w).
Proof. Let T be a sequential standard labeling of WΦ(w) satisfying the re-
strictions of Φ(w). Let Ψ∩Φ(w) be a partial inversion set. By Lemma 4.3.9,
there exists a canonical simple root γ ∈ Ψ ∩ Φ(w). By Corollary 4.3.11, we
have Ψ∩Φ(w) = [γ1, γk] in the total ordering (Ψ, <Ψ,γ). By Definition 4.3.14,
T (γ1) > · · · > T (γk). In the transitive tournament GT determined by the
labeling T , we have γi → γj for any i > j. Thus, GT is consistent with the
induced ordering on Ψ ∩ Φ(w).
Similarly, if Ψ = {γ1, . . . , γm} is a full inversion set, then since T is standard,
either
T (γ1) < · · · < T (γm)
or
T (γm) < · · · < T (γ1).
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For GT , the subgraph induced by the vertices of Ψ is consistent with one of
those orders. Thus we may define G : Lab(W, w)→ Tour(w) by G(T ) = GT .
Conversely, let G = (V,E) be a transitive tournament on the vertex set
V = Φ(w) that satisfies the restrictions imposed by Φ(w). By Lemma 4.4.11,
there is a unique topological sort (Φ(w),≤). We define a labeling T by
T (α) = k if α is the k-th element appearing in the linear ordering ≤. This
immediately implies that T is sequential and supp(T ) = Φ(w).
If Ψ ∩ Φ(w) = {γ1, . . . , γk} is a partial inversion set of w, then γi → γj
for any i > j since G satisfies the restrictions imposed by Φ(w). Since
γi → γj for i > j gives γi < γj in the linear ordering given by the topologi-
cal sort, it follows that T (γ1) > · · · > T (γk) by our construction of T .
If Ψ = {γ1, . . . , γm} is a full inversion set, then the restrictions imposed
by Φ(w) give that either
γ1 → · · · → γm
or
γm → · · · → γ1.
By our definition of T , this implies that either
T (γ1) < · · · < T (γm)
or
T (γm) < · · · < T (γ1),
so that T is a standard WΦ(w)-labeling. Thus, we may define
F : Tour(w)→ Lab(W, w)
by F(G) = TG, where TG is determined by the unique topological sort of G.
The labeling T can be reconstructed by knowing whether T (α) < T (β)
or T (α) > T (β) for each pair α, β ∈ Φ(w). Thus we have TGT = T , since
GT faithfully encodes the order of the labels. Similarly, GTG = G so that F
and G are inverse to each other.
Corollary 4.4.20. Let (W,S) be an arbitrary Coxeter system and let w ∈
W . Then the set Tour(w) of all transitive tournaments on Φ(w) satisfying
the restrictions induced by Φ(w) are in 1 − 1 correspondence with the set
R(w) of reduced expressions for w.
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Proof. This follows by combining the correspondences of Lemma 4.4.19 and
Corollary 4.3.19.
We now combine the correspondences obtained so far into a single main
theorem.
Theorem 4.4.21. Let w ∈ W . Then the following sets are all in natural
bijection:
(1) the set R(w) of reduced expressions for w;
(2) the set Lab(w) of all sequential standard labelings with Φ(w) as support;
(3) the set Lab(W, w) of all sequential standard W-labelings with Φ(w) as
support;
(4) the set Lab(WΦ(w), w) of all sequential standard WΦ(w)-labelings that
satisfy the restrictions of Φ(w);
(5) the set Tour(w) of all transitive tournaments satisfying restrictions im-
posed by Φ(w).
Proof. Proposition 4.1.7 establishes a bijection between (1) and (2). Corol-
lary 4.2.11 establishes a bijection between (1) and (3). Corollary 4.3.18
establishes a bijection between (1) and (4). Corollary 4.4.20 establishes a
bijection between (1) and (5).
Example 4.4.22. To illustrate Theorem 4.4.21, we give a “side by side” view
of the corresponding element of the sets (1)−(5) for a single reduced expres-
sion of a Coxeter group element. As in Example 4.3.20, we let W =W (B3)
and w = φ(u, s, t, s, t, u). Let x = (u, s, t, s, t, u). Recall that
Φ+ = {αs, αt, αu,
√
2αs + αt, αt + αu, αs +
√
2αt,
√
2αs + αt + αu,
αs +
√
2αt +
√
2αu,
√
2αs + 2αt + αu}.
Also recall that
Φ(w) = {αs, αu, αt+αu,
√
2αs+αt+αu, αs+
√
2αt+
√
2αu,
√
2αs+2αt+αu}.
Then the corresponding elements for (1) − (5) are given by:
(1) the reduced expression x = (u, s, t, s, t, u);
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(2) the labeling Tx : Φ
+ → {1, 2, 3, 4, 5, 6} given by
Tx(αt) = Tx(αs +
√
2αt) = Tx(
√
2αs + αt) = 0,
Tx(
√
2αs + 2αt + αu) = 1, Tx(αs) = 2, Tx(
√
2αs + αt + αu) = 3,
Tx(αs +
√
2αu +
√
2αu) = 4, Tx(αt + αu) = 5, Tx(αu) = 6;
(3) the sequential standard W-labeling below, using the root chart of Ex-
ample 4.2.12:
6 2
3
4
5 1
0
0
0
(4) the sequential standard WΦ(w)-labeling below that satisfies the restric-
tions of Φ(w):
6 2
3
4
5 1
(5) the transitive tournament satisfying the restrictions imposed by Φ(w):
For the pictorial representation of the tournament in (5), we make the con-
vention that we need not display arrows implied by transitivity. Further-
more, the arrows “outside the lines” give the restrictions on Φ(w) associated
with the partial inversion sets of Φ(w). The arrows “along the lines” give
the choice of direction made for each line of the standard segment structure
WΦ(w) of Φ(w). Observe that the arrows point in the directions of the labels
in increasing order from the previous two examples.
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Chapter 5
Reduced Expression
Combinatorics
The goal of this chapter is to apply the constructions of the previous chapters
to answer questions involving the combinatorics of reduced expressions. The
main theorem of this chapter is Theorem 5.1.8, which gives a formula for
the length of an element of W obtained by deleting a generator from a
reduced expression for another element of W . In Section 5.2, we collect
facts about the relationship between braid moves and root sequences which
will be applied in Section 5.3. In Section 5.3, we introduce the freely braided
elements of Green and Losonczy, and give a characterization of the elements
w that are freely braided in terms of statistics derived from w.
5.1 Deletion
Segment structures do not come equipped with a metric. Though we can
define one based on the betweenness relation, we only need such a metric
for the standard segment structure W of Φ+.
Definition 5.1.1. Let Ψ be an inversion set and let γ and δ be the canonical
simple roots of Ψ. Let γ and δ be the associated γ- and δ-sequences. If
α = γi and β = γj , then we define the distance between α and β to be |i− j|.
Similarly, if α = δi and β = δj then we define the distance between α and β
to be |i − j|. If neither of the above two conditions hold then the distance
between α and β is undefined. We denote the distance between α and β by
d(α, β).
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Remark 5.1.2. We only use this metric in the context of the restriction of
the standard segment structure W = (Φ+, Inv(Φ+), BW ) to
WΦ(w) = (Φ(w), Inv(Φ+)Φ(w), BΦ(w))
for a prescribed w ∈ W . In this context, if α, β ∈ Ψ ∩ Φ(w) for some
inversion set Ψ, then Corollary 3.4.8 implies α and β lie in the same local
root sequence. It follows by Corollary 3.4.4 that if α, β ∈ Φ(w), then d(α, β)
is defined.
Definition 5.1.3. LetWΦ(w) = (Φ(w), Inv(W )Φ(w), BΦ(w)) be the standard
segment structure of Φ(w). Let L ∈ Inv(W )Φ(w) be a line in WΦ(w) and let
θ ∈ L. If L = [γ1, γk], then we define the minimum distance of θ = γi to the
endpoints of L to be min(d(γi, γ1), d(γi, γk)) = min(i − 1, k − i), which we
denote by |θ|L. If θ 6∈ L, we set |θ|L = 0.
Example 5.1.4. Let W = W (B3) and w = φ(u, s, t, s, t, u). Below, we rep-
resent the standard segment structure of Φ(w) in a way similar to Exam-
ple 4.3.20 so that roots in the same inversion set (or partial inversion set)
appear to be collinear. Throughout our explanation, we refer to the roots
by their name given in the chart below. (Note that this naming is not a
“labeling” in the sense of Definition 2.1.12.)
Let L be the full inversion set Ψ ∩ Φ(w) = {B,C,D,E}. Then root B
and root E are the canonical simple roots of Ψ. Thus, if E = γ = γ1, we
have that E = γ1, D = γ2, C = γ3, and B = γ4. To find |C|Ψ, we note
that d(C,E) = 2 and d(C,B) = 1. Thus |C|Ψ = min(1, 2) = 1. On the
other hand, if Ψ′ is the full inversion set Ψ′ ∩Φ(w) = {A,B}, then we have
|C|Ψ′ = 0, since C 6∈ Ψ′. In the partial inversion Ψ′′ ∩ Φ(w) = {C,F}, we
have |C|Ψ′′ = 0 because d(C,C) = 0 and C is an endpoint of Ψ′′.
One advantage to ordering the positive roots of a dihedral subsystem ac-
cording to how many alternating reflections are applied to a root is that
we can use statistics from the ordering to determine whether a reflection
applied to a root within the dihedral subsystem is positive or negative.
Lemma 5.1.5. Let γ, δ be the canonical simple roots for a local Coxeter
system and let i ≥ 1, j ∈ Z. Then we have sγi(γj) = δj−2i+1. Similarly,
sδi(δj) = γj−2i+1.
Proof. For i = 1, this is just the backward recurrence sγ(γj) = δj−1 of (3.7).
For i > 1, we first show that sγi = [(sγsδ)]2i−1 and sδi = [(sδsγ)]2i−1 by
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induction:
sγi = ssγδi−1
= sγsδi−1sγ
= sγ [(sδsγ)]2i−3sγ
= [(sγsδ)]2i−1.
Now, since γj = sγ(δj−1) and since the last factor of sγi is sγ , we have
sγi(γj) = [(sγsδ)]2i−1 sγ(δj−1)
= [(sγsδ)]2i−3 sδsγsγ(δj−1)
= sγi−1(γj−2)
= δ(j−2)−2i+3
= δj−2i+1.
The third equality applies the backward recurrence of (3.7) to get the equal-
ity sδ(δj−1) = γj−2. The fourth equality follows by induction. Interchanging
the roles of γ and δ gives the last statement of the lemma.
Corollary 5.1.6. Let γ, δ be canonical simple roots for a local Coxeter sys-
tem and let i ≥ 1. Let m = |sγsδ| and let j be such that i < j ≤ m (j < m
if m =∞). Then sγi(γj) is negative if j < 2i, otherwise sγi(γj) is positive.
Proof. By Lemma 5.1.5, sγi(γj) = δj−2i+1. If j < 2i, then since j ≤ m, we
have −(m − 1) ≤ j − 2i + 1 ≤ 0 (j − 2i + 1 ≤ 0 if m = ∞), which implies
that sγi(γj) is negative by Lemma 3.3.9. If j ≥ 2i, then since j ≤ m and
i ≥ 1, we have 1 ≤ j − 2i+ 1 ≤ m, which implies that sγi(γj) is positive by
Lemma 3.3.8.
Lemma 5.1.7. Let w ∈W and let Ψ be an inversion set intersecting Φ(w)
so that |Ψ ∩ Φ(w)| ≥ 2. Let x be a reduced expression for w. Then there
exists a unique canonical simple root γ of Ψ that is the last root of Ψ∩Φ(w)
to occur in the root sequence θ(x).
Proof. If Ψ ∩ Φ(w) is a partial inversion set, then by Lemma 4.3.9, there is
only one canonical simple root of Ψ in Φ(w). By Lemma 3.5.5(2), Tx(γ) has
the highest label of the roots in Ψ ∩ Φ(w).
If Ψ ∩ Φ(w) is a full inversion set, then there are two distinct canonical
simple roots in Φ(w). By Lemmas 3.5.5 and 3.3.12, the root labeled highest
by Tx among all the roots of Ψ ∩ Φ(w) is one of the canonical simple roots
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of Ψ. We let γ be that highest labeled root and note that the root sequence
result follows from Definition 2.1.14.
Recall that Dj(x) denotes the expression obtained from x by deleting the
j-th generator. By Lemma 2.1.8, if x is a reduced expression for w and θj
is the j-th entry of the root sequence θ(x), then Dj(x) is an expression for
wsθj . Thus, the length of the Coxeter group element φ(Dj(x)) is given by
the length of wsθj . Lastly, recall that by Corollary 2.1.11, the length of wsθj
is ℓ(w)−2d−1 where d is the number of θk in θ(x) satisfying 1 ≤ k < j and
sθj (θk) ∈ Φ−. The content of the next theorem is that the number d can be
expressed in terms of a statistic associated to θk in the standard segment
structure of Φ(w).
Theorem 5.1.8. Let w ∈W , let θ ∈ Φ(w), and let
WΦ(w) = (Φ(w), Inv(W )Φ(w), BΦ(w))
be the standard segment structure of Φ(w). Define
D =
∑
L∈Inv(W )Φ(w)
|θ|L,
where |θ|L is as it is in Definition 5.1.3. Then
ℓ(wsθ) = ℓ(w)− 1− 2D.
Proof. Let x be a reduced expression for w with root sequence θ(x) and
let n be the index of the root sequence satisfying θn = θ. Since θ is fixed
throughout the proof, so is the associated index n. Let
Θ = {θk ∈ θ(x) : 1 ≤ k < n and sθn(θk) ∈ Φ−}
and set d = |Θ|. By Corollary 2.1.11, it suffices to show that D = d.
For each L ∈ Inv(W )Φ(w), define ΘL = Θ ∩ L.
By Corollary 3.4.4, for any k < n there exists a unique inversion set Ψ
containing θn and θk. By Definition 4.3.3 each L ∈ Inv(W )Φ(w) is of the
form Ψ ∩ Φ(w) for some inversion set Ψ. Thus there exists a unique inver-
sion set L ∈ Inv(W )Φ(w) containing both θn and θk by Corollary 3.4.4. By
Lemma 3.4.3 if L,L′ ∈ Inv(W )Φ(w) are distinct lines that contain θn, then
they have no other points in common. In other words,
(L \ {θn}) ∩ (L′ \ {θn}) = ∅.
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Since θn 6∈ Θ, Θ is the disjoint union of sets of the form Θ ∩ L, where L
contains θn. Thus we have
|Θ| =
∑
|Θ ∩ L|,
where the sum is over all L ∈ Inv(W )Φ(w) that contain θ = θn.
Since |θn|L = 0 for any L ∈ Inv(W )Φ(w) such that θn 6∈ L, it now suf-
fices to show that |θn|L = |Θ ∩ L| for all L ∈ Inv(W )Φ(w) containing θn.
Now let L be an arbitrary line L of Inv(W )Φ(w) containing θn and let θl
be a root occurring before θn in θ(x) so that 1 ≤ l < n. By Corollary 3.4.4,
there exists a unique inversion set Ψ containing θn and θl. By Lemma 5.1.7,
we may let γ denote the unique canonical simple root of Ψ that occurs latest
in the root sequence θ(x).
By Corollary 3.4.8, since L = Ψ ∩ Φ(w) and |L| ≥ 2, we have L = [γ1, γk]
for some k ≤ m = |sγsδ|. Thus θn = γi for some i satisfying 1 ≤ i ≤ k. We
have chosen γ so that the only roots in [γ1, γk] occurring before θn in the
root sequence θ(x) are the roots γi+1, . . . , γk. Thus, θl = γj where i < j.
By Corollary 5.1.6, since i < j, sγi(γj) is negative if and only j < 2i.
There are two cases: k − i ≤ i− 1 and k − i > i− 1.
First suppose k − i ≤ i − 1, so that k ≤ 2i − 1. Then, for any j satisfying
i+1 ≤ j ≤ k, k ≤ 2i− 1 implies j < 2i. Thus sγi(γj) is negative. There are
k − i such j in this interval, so that, in this case, |θn|L = min(k − i, i− 1).
Next suppose i − 1 < k − i so that 2i − 1 < k. Then, for j satisfying
i+1 ≤ j ≤ 2i−1 < k, sγi(γj) is negative. For j satisfying 2i ≤ j ≤ k, sγi(γj)
is positive. Thus the number of sγi(γj) sent negative, where i < j ≤ k, is
i− 1, which is min(k − i, i − 1) in this case as well.
Thus, in both cases the number of roots in L occurring before θn in θ(x) is
min(k − i, i − 1) = |θn|L, as desired.
Example 5.1.9. Again we use the example W = W (B3), x = (u, s, t, s, t, u),
and w = φ(x). Using the naming scheme of Example 5.1.4, we have that the
root sequence θ(x) = (F,B,C,D,E,A). Thus, deletion of the root C in θ(x)
(given by right multiplying by s√2αs+αt+αu) corresponds to the expression
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x′ = (u, s, s, t, u). We have that |C|Ψ = 0 except for Ψ = {B,C,D,E}. In
that case |C|Ψ = 1, so that D = 1 in Theorem 5.1.8. Theorem 5.1.8 now
predicts that ℓ(x′) = 6− 2(1)− 1 = 3, which is easily verified by inspection.
If instead we delete the root D from θ(x), we get the expression
x′ = (u, s, t, t, u).
On the lines L = {B,C,D,E} and L′ = {A,D,F}, we have |D|L = 1 and
DL′ = 1, respectively. Thus, D = 2 in Theorem 5.1.8. It follows that
ℓ(φ(x′)) = 6− 2(2)− 1 = 1, which is also easily verified by inspection. Note
that the deletion of a generator associated to any other root results in a
reduced expression.
In [9], Fan explores the connection between three types of special elements
of Coxeter groups: fully commutative elements, short-braid avoiding ele-
ments, and fully covering elements. The fully commutative elements are
the w ∈ W such that only relations of the form st = ts need to be applied
to transform one reduced expression for w into another. The short-braid
avoiding elements are those whose reduced expressions avoid substrings of
the form sts, where s, t ∈ S are noncommuting generators. If the deletion
of any generator from any reduced expression for w results in a reduced
expression (for some w′ ∈W ), then the element is called fully covering. Fan
([9, Theorem 1]) shows that in a finite Weyl group, the short-braid avoiding
elements are precisely the fully covering elements. In [17], Hagiwara, et al.
show that the fully commutative elements of a simply-laced Coxeter group
are precisely the fully covering elements so long as the group has finitely
many fully commutative elements. Since fully commutative elements are
precisely the short-braid avoiding elements in simply-laced Coxeter groups,
this extends Fan’s result. In Proposition 5.1.16, we give a characterization
of the fully covering elements in terms of the geometry of WΦ(w), which
applies in the setting of arbitrary Coxeter groups.
Definition 5.1.10. Let (W,S) be a Coxeter system and let u, v ∈ W . If
there exists a reflection t ∈ T such that ut = w, then we write u → w. We
denote the transitive closure of→ by ≺, which we call the Bruhat–Chevalley
order of W .
Definition 5.1.11. We say that w covers v relative to ≺ if v ≺ u ≺ w
implies that either u = v or u = w. We say that w is fully covering if
ℓ(w) = |{u ∈W : w covers u}|.
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In the next proposition, we record some well-known facts about the Bruhat–
Chevalley order. In Corollary 5.1.13, we give a trivial (but useful) translation
of Definition 5.1.11 into a generator deletion property.
Proposition 5.1.12. Let (W,S) be a Coxeter system and let ≺ denote the
Bruhat–Chevalley order of W . Then:
(1) Suppose w = s1 · · · sk is a reduced expression for w ∈W . Then for any
u ∈ W , u ≺ w if and only if u = si1 · · · sik for some choice i1, . . . , ik of
indices.
(2) For any u ∈W , w covers u if and only if ℓ(u) = ℓ(w)− 1.
Proof. For fact (1), see [19, Theorem 5.10]. For fact (2), see [19, Proposition
5.11].
Corollary 5.1.13. Let w ∈W . Let s1 · · · sk be a reduced expression for w.
Then w is fully covering if and only if the expression s1 · · · ŝi · · · sk is reduced
for every i satisfying 1 ≤ i ≤ k.
Proof. Let w be fully covering so that w covers ℓ(w) elements in the Bruhat–
Chevalley order. By Proposition 5.1.12, w covers u if and only if the equation
ℓ(u) = ℓ(w) − 1 holds and u can be realized as a subexpression of s1 · · · sk.
The only subexpressions having k−1 generators are those formed by deletion
of a generator. Their length is ℓ(w) − 1 if and only if each such expression
is reduced.
Example 5.1.14. LetW =W (A3) with S = {s, t, u}, ms,t = 3, mt,u = 3, and
ms,u = 2. Then the element w = φ(t, s, u, t) is fully covering since (s, u, t),
(t, u, t), (t, s, t), and (t, s, u) are all reduced expressions in type A3.
For an example of an element that is not fully covering, consider the Cox-
eter group W = W (A˜2). This is the Coxeter group with generating set
S = {s, t, u}, ms,t = 3, mt,u = 3, and ms,u = 3. Thus, W is simply-
laced, but it is known (see [22, Theorem 4.1]) that there are infinitely many
fully commutative elements in type A˜2. Thus Hagiwara et al.’s character-
ization ([17, Theorem 2.9]) of fully covering elements does not apply. Let
w = φ(t, u, s, t, u). Then w is fully commutative since no Coxeter relations
can be applied. However, (t, u, t, u) is a non-reduced subexpression, so w is
not fully covering.
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Lemma 5.1.15. Let (W,S) be an arbitrary Coxeter group and let
WΦ(w) = (Φ(w), Inv(W )Φ(w), BΦ(w))
be the standard segment structure of Φ(w). Then w ∈W is fully covering if
and only if every point of the standard segment structure is an endpoint of
the standard segment structure WΦ(w) of Φ(w).
Proof. If w is fully covering then given a reduced expression x for w, Dj(x)
is reduced for every j satisfying 1 ≤ j ≤ ℓ(w). Thus, by Theorem 5.1.8, we
have that for every µ ∈ Φ(w), |µ|L = 0 for every line L containing µ. Thus
µ is an endpoint of (Φ(w), Inv(W )Φ(w), BΦ(w)).
Conversely, if every point of Φ(w) is an endpoint, then by Theorem 5.1.8,
ℓ(wsµ) = ℓ(w) − 1 for every µ ∈ Φ(w). Thus, the number of roots of Φ(w)
for which this happens is ℓ(w).
Recall that by Definition 4.2.1 that every line of a segment structure contains
at least two points.
Proposition 5.1.16. Let w ∈W and let
WΦ(w) = (Φ(w), Inv(W )Φ(w), BΦ(w))
be the standard segment structure of Φ(w). Then w ∈W is fully covering if
and only if |L| = 2 for every line L ∈ Inv(W )Φ(w).
Proof. Let λ be a positive root in Φ(w) and suppose |L| = 2 for every line
L ∈ Inv(W )Φ(w). By Definition 4.2.1, λ is an endpoint of the standard seg-
ment structure WΦ(w) if λ is an endpoint for each line L ∈ Inv(W )Φ(w) that
contains λ. However, if λ ∈ L, then λ is an endpoint of L since |L| = 2 by
Remark 4.2.2.
Conversely, if w ∈ W is fully covering, then by Lemma 5.1.15, every root
λ ∈ Φ(w) is an endpoint of the standard segment structureWΦ(w). However,
if there exists a line L ∈ Inv(W )Φ(w) such that |L| > 2, then property (B3)
of Definition 4.2.1 implies the existence of an intermediate point λ ∈ L.
This contradicts that λ is an endpoint of the standard segment structure
WΦ(w).
Example 5.1.17. LetW =W (A˜2) and consider the element w = φ(t, u, s, t, u)
given in Example 5.1.14. By calculation,
Φ(w) = {αu, αt + αu, αs + αt + 2αu, αs + 2αt + 2αu, 2αs + 2αt + 3αu}.
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The set
L = {αu, (αs + αt) + 2αu, 2(αs + αt) + 3αu}
is a partial inversion set: one can check (using Definitions 2.2.3 and 2.2.6)
that the inversion set containing αu and αs+αt has γ = αu and δ = αs+αt
as canonical simple roots so that L is a partial inversion set. Since |L| = 3,
we have that w is not fully covering by Proposition 5.1.16.
5.2 Braid moves
Definition 5.2.1. Let a,b ∈ S∗ and s, t ∈ S. Let x = a(s, t)ms,tb and
x′ = a(t, s)ms,tb. We call the substitution a(s, t)ms,tb = a(t, s)ms,tb an m-
braid move and we say that x and x′ are braid move related. We denote the
braid move transforming x into x′ by x → x′. The reflexive and transitive
closure of the braid move relation is an equivalence relation called braid
equivalence.
A well-known result of Matsumoto [21] and Tits [23] states that any reduced
expression for w can be transformed into any other by applying a finite
sequence of braid moves. Thus, the set R(w) of reduced expressions for w
form a single equivalence class with respect to braid equivalence.
Theorem 5.2.2 (Matsumoto, Tits). Let w ∈W . Let x and y be reduced
expressions for w. Then x and y are braid equivalent.
Proof. For a proof, see [2, Theorem 3.3.1(ii)].
Definition 5.2.3. Let θ = (θ1, . . . , θk) be a sequence of roots. Then we
denote the sequence (θk, . . . , θ1) by θ
R
and call θ
R
the reversal of θ.
Recall that if x factors as x = x1 · · ·xn then we call θ(x) = θ1 · · · θn the
decomposition of θ(x) respecting x1 · · ·xn if ℓ(xi) = ℓ(θi) for each i satisfying
1 ≤ i ≤ n.
Lemma 5.2.4. Let m = ms,t be finite and let x = a(s, t)mb be a reduced
expression for some w ∈ W . Let θ(x) = θ1 θ2 θ3 be the decomposition of
θ(x) respecting a(s, t)mb. Let x
′ = a(t, s)mb. Then θ(x′) = θ1 θ2
R
θ3 is the
decomposition of θ(x′) respecting a(t, s)mb.
Proof. Let v−1 = φ(b) and let α = θ((s, t)m) = (θ1, . . . , θm) be the root
sequence for (s, t)m. The first m entries of the associated αs- and αt-
sequences give the root sequences for (s, t)m and (t, s)m respectively, so
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Lemma 3.3.12 implies that β = θ((t, s)m) = (θm, . . . , θ1) = α
R is the root
sequence for (t, s)m. Since φ((s, t)m) = φ((t, s)m), Lemma 2.1.7 implies
that θ(x′) = θ1 θ2
′
θ3, where θ2
′
= v[θ((t, s)m)] = v[β]. By Lemma 2.1.4,
θ2 = v[θ((s, t)m) = v[α]. Thus θ2
′
= θ2
R
.
Lemma 5.2.5. Let m = ms,t be finite and let x = a(s, t)mb be a reduced
expression for some w ∈W . Let θ(x) = θ1 θ2 θ3 be the decomposition of θ(x)
respecting x = a(s, t)mb. If Ψ is the set of roots in the sequence θ2, then Ψ
is an inversion m-set.
Proof. Let v−1 = φ(b). If u = (s, t)m, then the roots in θ(u) form an
inversion m-set Ψ′. Let Ψ = v(Ψ′) be the set of roots in θ2. Then, since all
roots in v(Ψ′) are in Φ(w) (and thus positive), Lemma 2.3.9 implies that Ψ
is an inversion m-set.
Definition 5.2.6. Let x = a(s, t)mb and x
′ = a(t, s)mb be reduced expres-
sions for w that are braid move related. Let θ1 θ2 θ3 be the decomposition
of θ(x) respecting x = a(s, t)mb. We call the set of roots Ψ in the sequence
θ2, the inversion set of the move x→ x′.
Example 5.2.7. LetW =W (A3) with S = {s, t, u}, and let x = (u, s, t, s, u).
Let a = b = (u) so that x = a(s, t, s)b. Then θ1 = (αs + αt),
θ2 = (αt + αu, αs + αt + αu, αs),
and θ3 = (αu) determine the decomposition of θ(z) respecting a(s, t, s)b.
Then
Ψ = {αt + αu, αs + αt + αu, αs}
is the inversion set of the move (u, s, t, s, u)→ (u, t, s, t, u).
Lemma 5.2.8. Let x be a reduced expression for w of the form
x = abc,
and let θ(x) = θ1 θ2 θ3 be the decomposition of θ(x) respecting abc. Suppose
that the roots of θ2 form an inversion m-set. Then, there exist distinct
s, t ∈ S such that b = (s, t)m with ms,t = m.
Proof. Let v−1 = φ(c). Let s be the last entry of b and t be the (m− 1)-st
entry of b. Then αs and s(αt) are in the root sequence θ(b) = (θ
′
1, . . . , θ
′
m).
Note that s(αt) is a positive root in the local Coxeter system (W,S){αs ,αt}.
Since αs, αt are simple roots, ∆{αs,αt} = {αs, αt} by Lemma 2.2.10. By
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hypothesis and Lemma 2.1.7, {v(θ′1), . . . , v(θ′m)} is an inversion m-set. Thus
there exist α, β ∈ Φ such that
Φ+{α,β} = {v(θ′1), . . . , v(θ′m)}
with canonical simple roots γ = v(θ′i) and δ = v(θ
′
j), where 1 ≤ i, j ≤ m.
Since b is a reduced expression, v−1(γ) and v−1(δ) are positive roots. By
Lemma 2.3.9 and Definition 3.4.1, {θ′1, . . . , θ′m} is an inversion m-set. In
particular, we must have {θ′1, . . . , θ′m} = Φ+{αs,αt} by Lemma 2.3.7.
Suppose u ∈ S is an entry occurring in b and suppose u 6= s, t . Then,
for some θ′k in the root sequence θ(b), the αu coefficient is nonzero by the
reflection formula (1.1). This contradicts the fact that
span({θ′1, . . . , θ′m}) = span({αs, αt})
is a two-dimensional subspace of V by Lemma 3.4.2. Thus, every entry in
b is either s or t, and since b is reduced we have b = (s, t)m or b = (t, s)m.
Since
∣∣∣Φ+{αs,αt}∣∣∣ = |st| = ms,t, we have m = ms,t.
Lemma 5.2.4 asserts that the effect of applying a braid move upon the root
sequence is that the corresponding roots are reversed in the root sequence of
the resulting expression. Lemma 5.2.5 asserts that associated to any braid
move is an inversion set. Thus the roots of an inversion set are the roots
being reversed upon applying a braid move. Lemma 5.2.8 asserts that when
roots of an inversion set appear consecutively in the root sequence of an
expression, then there exists a braid in the corresponding portion of the
expression. In light of this, the next definition is natural in the context of
braid moves.
Definition 5.2.9. Let x be a reduced word for some w ∈ W with root
sequence θ(x). We say that the inversion k-set Ψ is contracted in x if the
roots in Ψ occur as a consecutive subsequence of θ(x). If Ψ is an inversion
k-set and there exists a reduced expression y for w such that Ψ is contracted
in y then we say that Ψ is contractible in w. Otherwise we say that Ψ is
non-contractible.
Remark 5.2.10. Though we do not pursue this, Lemmas 5.2.4, 5.2.5, and
5.2.8 combine in a natural way with the reduced expression correspondences
of Chapter 4. In particular, when an inversion set is contracted, the associ-
ated labelings of Φ+ or Φ(w) given by Theorem 4.4.21 will be consecutive
and applying a braid move reverses the labelings.
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Recall that two “braid move related” expressions differ by a single braid
move.
Lemma 5.2.11. Let x and x′ be reduced expressions for w that are braid
move related. Let Ψ be the inversion set of the braid move x→ x′. If Ψ′ 6= Ψ
is an inversion set, then the roots of Ψ′ ∩Φ(w) appear in the same order in
θ(x′) as they do in θ(x).
Proof. If |Ψ′ ∩Φ(w)| < 2, the statement is vacuously true. Let
µ, ν ∈ Ψ′ ∩ Φ(w)
and suppose that µ and ν appear in a different order in θ(x′) than they do
in θ(x). By Lemma 5.2.4, µ and ν can only appear in a different order in
θ(x′) as they do in θ(x) if µ, ν ∈ Ψ. However, by Lemma 3.4.3, this would
imply that Ψ′ = Ψ.
Lemma 5.2.12. Let x be a reduced expression for some w ∈W . Let
θ(x) = (θ1, . . . , θℓ(w))
and suppose that B(θi, θi+1) = 0 for some i such that 1 ≤ i ≤ ℓ(w) − 1.
Then Ψ = {θi, θi+1} is an inversion 2-set.
Proof. By Corollary 3.4.4, there is a unique inversion set Ψ that contains
θi and θi+1. By calculating θi+1 and θi in the root sequence θ(x), we have
that θi+1 = v(αs) and θi = vs(αt) for some s, t ∈ S. Thus
B(θi, θi+1) = B(vs(αt), v(αs)) = B(s(αt), αs) = −B(αt, αs)
since B is invariant under multiplication inW . By hypothesis, B(αs, αt) = 0
so thatmst = 2. By Lemma 5.2.5, we have that Ψ = {θi, θi+1} is an inversion
2-set since the factor st = (st)2 occurs as the associated factor in x.
Lemma 5.2.13. Let Ψ be an inversion m-set, where m ≥ 2. Suppose that
λ 6∈ Ψ and that there are distinct roots α, β ∈ Ψ such that B(λ, α) = 0 and
B(λ, β) = 0. Then, for any root µ in Ψ, we have B(λ, µ) = 0.
Proof. We can express any µ ∈ Ψ as µ = aα+ bβ since
span({α, β}) = span(Ψ)
by Lemma 3.4.2. Thus
B(λ, µ) = B(λ, aα+ bβ) = aB(λ, α) + bB(λ, β) = 0,
since B is bilinear.
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Lemma 5.2.14. Let Ψ be an inversion m-set with m > 2 and Ψ′ be an
inversion m′-set with m′ > 2, and assume that |Ψ ∩ Ψ′| = 1. Then there
exist distinct roots α ∈ Ψ and β ∈ Ψ′, neither of which is in Ψ ∩ Ψ′, such
that B(α, β) 6= 0. If α and β occur together in an inversion m′′-set Ψ′′, then
m′′ > 2.
Proof. Let γ be the root in Ψ ∩ Ψ′. Choose α ∈ Ψ distinct from γ such
that B(α, γ) 6= 0. Since m > 2, Lemma 5.2.13 implies such an α exists.
Suppose towards a contradiction that B(α, β) = 0 for all roots β ∈ Ψ′ such
that β 6= γ. Since m′ > 2, there are two roots in Ψ′ orthogonal to α, so
α is orthogonal to every root in Ψ′. In particular, since γ ∈ Ψ′, we have
B(γ, α) = 0, a contradiction. Thus we may choose β such that B(α, β) 6= 0,
so that if α and β occur together in an inversionm′′-set, we havem′′ > 2.
Definition 5.2.15. Let x = a(s, t)b and suppose ms,t = 2. Then we
say x′ = a(t, s)b is a 2-braid neighbor of x. The reflexive and transitive
closure of the 2-braid neighbor relation is an equivalence relation that we call
commutation equivalence. The equivalence classes are called commutation
classes. The set of commutation classes for the reduced expressions for w is
denoted C(w). We denote commutation equivalent expressions x and x′ by
x ∼C x′.
Remark 5.2.16. We can partition the reduced expressions for w into com-
mutation classes. See [22, Section 1.1] for details.
Lemma 5.2.17. Let x = ab and let x′ = ab′. Suppose b ∼C b′. Then
x ∼C x′.
Proof. The sequence of 2-braid moves transforming b into b′ can be applied
to transform x into x′ via 2-braid moves.
Definition 5.2.18. Let Ψ be an inversion set. If |Ψ| = 2 then we call Ψ a
short inversion set. If |Ψ| > 2, we call Ψ a long inversion set. The set of all
contractible long inversion sets is denoted CInv(w).
Remark 5.2.19. By Proposition 3.3.14, if |Ψ| = 2, then m = |sγsδ| = 2.
Since B(γ, δ) = − cos(π/|sγsδ|), the two roots in a short inversion set are
necessarily orthogonal relative to B. In a long inversion set there exists
at least one pair of nonorthogonal roots. The notion of “long inversion
set” generalizes the notion of “inversion triple”, as defined by Green and
Losonczy in [12], from the context of simply-laced Coxeter groups to that of
arbitrary Coxeter groups. That is, long inversion sets are inversion triples
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(and vice versa) whenever W is simply-laced, but long inversion sets need
not be inversion triples in a Coxeter group that is not simply laced.
Lemma 5.2.20. Let w ∈ W and let α, β ∈ Φ(w). Suppose there exist
reduced expressions x and x′ such that α occurs before β in θ(x), but β
occurs before α in θ(x′). Then there exists a contractible inversion set Ψ of
w that contains α and β.
Proof. By Theorem 5.2.2, there exists a sequence of braid moves transform-
ing x into x′. By Lemma 5.2.4 and Lemma 5.2.8, each braid move reverses
the order in the root sequence of the roots in an inversion m-set Ψ. If such
a Ψ contains both α and β, then it is a contractible inversion set of w con-
taining both α and β. Otherwise, Lemma 5.2.4 implies that α and β remain
in the same order. Since α and β occur in a different order in θ(x′) than
they do in θ(x), there must exist an inversion set Ψ containing both α and
β.
Corollary 5.2.21. Let w ∈ W and let α, β ∈ Φ(w). Suppose α and β do
not occur together in a contractible long inversion set and suppose there exist
reduced expressions x and x′ for w where Tx(α) > Tx(β) and Tx′(α) < Tx′(β).
Then there exists a contractible inversion 2-set Ψ containing α and β so that
α ⊥ β.
Proof. By Lemma 5.2.20, there exists an inversion Ψ containing α and β.
Since α and β are not contained in a long inversion set, Ψ is an inversion
2-set by Definition 5.2.18.
5.3 Freely braided elements
The elements whose contractible long inversion sets are pairwise disjoint are
the freely braided elements. They were introduced by Green and Losonczy in
[12] for simply-laced Coxeter groups. Our definition is for arbitrary Coxeter
groups, but in many places our exposition closely follows that of [12].
Definition 5.3.1. Let w ∈ W . We say that w is freely braided if for every
pair of contractible long inversion sets Ω,Ω′ ∈ CInv(w), we have Ω∩Ω′ = ∅.
Lemma 5.3.2. Let Ψ = {γ1, . . . , γm} be a contractible long inversion set.
Let x be reduced expression for a freely braided element w ∈ W and let
α ∈ Φ(w) be such that α 6∈ Ψ. Then the following implications hold:
(1) If Tx(γ1) < Tx(α) < Tx(γ2), then α ⊥ γ1.
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(2) If Tx(γm−1) < Tx(α) < Tx(γm), then α ⊥ γm.
(3) If m > 3 and Tx(γi) < Tx(α) < Tx(γi+1) for some i satisfying the
inequality 1 < i < m− 1, then α ⊥ µ for all µ ∈ Ψ.
Proof. Recall, by Lemmas 3.5.3 and 3.5.5(3), that Tx is monotone with re-
spect to the indices of elements γi of a local root sequence. That is, we
either have Tx(γ1) < · · · < Tx(γm) or Tx(γm) < · · · < Tx(γ1).
We first prove statement (1), so suppose that Tx(γ1) < Tx(α) < Tx(γ2).
The monotonicity of Tx with respect to Ψ implies that Tx(α) < Tx(γi) for
i ≥ 2. Since Ψ is contractible, there exists a reduced expression x′ for
w in which Ψ is contracted. Since Ψ is contracted in x′ we either have
Tx′(α) < Tx′(γi) for all 1 ≤ i ≤ m or Tx′(γi) < Tx′(α) for all 1 ≤ i ≤ m.
In the case that Tx′(α) < Tx′(γi) for all 1 ≤ i ≤ m, we have Tx(γ1) < Tx(α)
and Tx′(α) < Tx′(γ1). By Corollary 5.2.21, we have α ⊥ γ1.
In the case that Tx′(γi) < Tx′(α) for all 1 ≤ i ≤ m, we have in particu-
lar that Tx′(γm−1) < Tx′(α) and Tx′(γm) < Tx′(α). Since
Tx(α) < Tx(γm−1) < Tx(γm),
Corollary 5.2.21 implies that α ⊥ γm−1 and that α ⊥ γm. Thus, in this case,
α ⊥ γ1 by Lemma 5.2.13 and statement (1) follows.
The argument for statement (2) can be obtained by interchanging γ1 and γm
in the proof of statement (1), by interchanging γ2 and γm−1 in the proof of
statement (1), and by reversing the inequalities in the proof of statement (1).
Turning to statement (3), suppose that m > 3 and
Tx(γi) < Tx(α) < Tx(γi+1)
for some i satisfying 1 < i < m − 1. The monotonicity of Tx with respect
to Ψ implies that Tx(γj) < Tx(α) for 1 ≤ j ≤ i and Tx(α) < Tx(γj) for
i+ 1 ≤ j ≤ m. Since Ψ is contractible, there exists a reduced expression x′
for w such that Ψ is contracted in x′. Since Ψ is contracted in x′, we either
have Tx′(α) < Tx′(γi) for all 1 ≤ i ≤ m, or Tx′(γi) < Tx′(α) for all 1 ≤ i ≤ m.
In the case that Tx′(α) < Tx′(γi) for all 1 ≤ i ≤ m, we have in particu-
lar that Tx′(α) < Tx′(γ1) and Tx′(α) < Tx′(γ2). As Tx(α) > Tx(γ1) and
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Tx(α) > Tx(γ2), Corollary 5.2.21 implies that α ⊥ γ1 and α ⊥ γ2. Thus,
α ⊥ µ for all µ ∈ Ψ by Lemma 5.2.13.
In the case that Tx′(α) > Tx′(γi) for all 1 ≤ i ≤ m, we have in particular that
Tx′(α) > Tx′(γm) and Tx′(α) > Tx′(γm−1). Since Tx(α) < Tx(γm−1) and
Tx(α) < Tx(γm), Corollary 5.2.21 implies that α ⊥ γm−1 and that α ⊥ γm.
By Lemma 5.2.13, α ⊥ µ for all µ ∈ Ψ, proving statement (3).
Recall that sequence multiplication is given by concatenation, so that θ1(α)
refers to the concatenation of the sequence θ1 with the length 1 sequence
(α).
Lemma 5.3.3. Let w ∈ W and let x be a reduced expression for w that
factors as x = x1x2(s)x3x4 and let θ(x) = θ1 θ2(α)θ3 θ4 be the decomposi-
tion of θ(x) respecting x1x2(s)x3x4. Suppose that α ⊥ θ for every θ ∈ θ2.
Then x′ = x1(s)x2x3x4 is a reduced expression for w such that x ∼C x′ and
θ(x′) = θ1(α)θ2 θ3 θ4 is the decomposition of θ(x′) respecting x1(s)x2x3x4.
Similarly, if α ⊥ θ for every θ ∈ θ3, then x′ = x1x2x3(s)x4 is a reduced
expression for w such that x ∼C x′ and θ(x′) = θ1 θ2 θ3(α)θ4 is the decom-
position of θ(x′) respecting x1x2x3(s)x4.
Proof. Let θ2 = (α1, . . . , αk). Since α ⊥ αk, Lemma 5.2.12 implies that
Ψ = {α,αk} is an inversion 2-set that is contracted in θ(x). Thus, by
Lemma 5.2.8, x2 = x
′
2(t), where ms,t = 2. Let x
′ = x1x2(s, t)x3x4 be
the reduced expression formed by applying the braid move (s, t) = (t, s).
Furthermore, by Lemma 5.2.4,
θ(x′) = θ1(α1, . . . , αk−1, α, αk)θ3 θ4.
Also, since ms,t = 2, we have x
′ ∼C x.
Since α ⊥ α1, . . . , αk−1 we may proceed inductively to obtain a reduced
expression y such that θ(y) = θ1 (α)θ2 θ3 θ4. Furthermore, y ∼C x.
The statement for the situation in which α ⊥ θ for every θ in θ3 is proven
similarly.
Lemma 5.3.4. Let w ∈ W be freely braided. Let x be a reduced expres-
sion for w that factors as x = x1(s)x2(t)x3 and let θ(x) = θ1(α)θ2(β)θ3
be the decomposition of θ(x) respecting x1(s)x2(t)x3. Suppose that Ψ is a
contractible long inversion set containing both α and β and that Ψ′ 6= Ψ is
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a long inversion set that is contracted in x. Then every root in Ψ′ occurs
consecutively in exactly one of the subsequences θ1, θ2, or θ3.
Proof. Suppose that Ψ′ has roots in more than one of the subsequences.
Since Ψ′ is contracted in x, the roots of Ψ′ occur consecutively in θ(x). It
follows that Ψ′ contains α or Ψ′ contains β. Thus Ψ∩Ψ′ 6= ∅, contradicting
the assumption that w is freely braided.
Definition 5.3.5. Let x be a reduced expression for a freely braided element
w ∈W . We say that x is a contracted reduced expression for w if every long
contractible inversion set of w is contracted in θ(x).
Lemma 5.3.6. Let w ∈W be a freely braided element. Then there exists a
contracted reduced expression x for w. Furthermore, every reduced expres-
sion x for w is commutation equivalent to a contracted reduced expression.
Proof. Let y be a reduced expression such that the number of contracted
long inversion sets in y is n < N(w). Let Ψ = {γ1, . . . , γm} be a contractible
long inversion set that is not contracted in y. We suppose without loss of
generality that the order in which the roots of Ψ appear in θ(y) is γ1, . . . , γm.
Since m ≥ 3, γ2 is a root that is neither γ1 nor γm. Factor y as
y = y1(s)y2(t)y3
so that the decomposition of θ(y) respecting y1(s)y2(t)y3 is given by
θ(y) = θ1(γ2)θ2(γ3)θ3.
By Lemma 5.3.2, every root λ between γ3 and γ2 in θ(y) is orthogonal to
γ3. Thus, by Lemma 5.3.3, the expression y
′ = y1(s, t)y2y3 is a reduced
expression for w such that y ∼C y′ and θ(y′) = θ1(γ2)(γ3)θ2 θ3 is the de-
composition of θ(y′) respecting y1(s, t)y2y3.
Let Ψ′ 6= Ψ be an inversion set that is contracted in y. By Lemma 5.3.4, Ψ′
has all of its roots in exactly one of the subsequences θ1, θ2, or θ3. Thus, Ψ
′
remains contracted in y′.
We repeat this procedure of shifting γi+1 to the left until it is consecu-
tive with γi for all 2 ≤ i ≤ m − 1. This results in a reduced expression
y′′ in which γ2, . . . , γm are consecutive in θ(y′′), and by the same logic as
above, all inversion sets that are contracted in y remain contracted in y′′.
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Furthermore, y′′ ∼C y.
With γ2, . . . , γm consecutive in θ(y
′′), we apply Lemma 5.3.2 to get that
every root λ between γ1 and γ2 in θ(y
′′) is orthogonal to γ1. Thus we may
apply Lemma 5.3.3 to shift γ1 to the right to obtain a reduced expression y
′′′
in which γ1 is consecutive with γ2, and where the contracted long inversion
sets of y are contracted in y′′′. Furthermore, y′′′ ∼C y.
The result is that y′′′ has n + 1 long inversion sets that are contracted.
By induction, there exists a reduced expression x such that there are N(w)
contracted long inversion sets.
Since the only moves required to transform a reduced expression into a
contracted reduced expression are commutation moves, the last statement
of the lemma follows.
Definition 5.3.7. Let x be a reduced expression for a Coxeter group ele-
ment w and let θ(x) be the associated root sequence. Let
R = {(θi, θj) : i < j and θi 6⊥ θj}.
Then the reflexive and transitive closure of R is a partial order on Φ(w) that
we denote by ≤θ(x).
Remark 5.3.8. Given distinct reduced expressions x and x′ for w, the partial
orders ≤θ(x) and ≤θ(x′) are both binary relations on Φ(w). Thus, when we
speak of equality of these partial orders in the sequel, we mean that ≤θ(x)
and ≤θ(x′), viewed as subsets of Φ(w)× Φ(w), are equal.
The statement and proof of [12, Proposition 3.1.5], which is formed in the
context of simply-laced Coxeter group generalizes exactly. We reproduce
the proof and statement here for convenience.
Proposition 5.3.9 (Green and Losonczy). Let w ∈ W . Let x and x′
be reduced expressions for w. Then ≤θ(x) and ≤θ(x′) are equal as partially
ordered sets if and only if x ∼C x′.
Proof. Suppose x and x′ are reduced expressions that differ by a single 2-
braid move. Then, by Lemma 5.2.8 and Definition 5.3.7, α ≤θ(x) β if and
only if α ≤θ(x′) β. Thus if x and x′ are commutation equivalent, then ≤θ(x)
and ≤θ(x′) are equal.
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Conversely, suppose ≤θ(x) and ≤θ(x′) are equal as partially ordered sets.
Write θ(x) = (θ1, . . . , θn) and θ(x
′) = (θ′1, . . . , θ
′
n). Let π ∈ Sn be the
permutation of the indices satisfying θi = θ
′
π(i). Suppose θ1 and θi are
nonorthogonal. Then, since the partial orders are equal, π(1) < π(i) so that
the roots occurring before θ1 in θ(x
′) are all orthogonal to θ1.
Let (θ′1, . . . , θ
′
k, θ
′
π(1)) be the initial subsequence of θ(x
′). By Lemma 5.2.8,
we can form an expression x′′ by applying a sequence of 2-braid moves
starting with x′ such that θ(x′′) = (θ′′1 , . . . , θ
′′
n) satisfies θ
′′
1 = θ1. Since the
sequence consisted of 2-braid moves, we have x′′ ∼C x′.
Now we factor x = (sα)y and x
′′ = (sβ)y′′. Let v = φ(y) and v′′ = φ(y′′).
Since the root sequences θ(y) and θ(y′′) have the same entries, v = v′′ by
Proposition 2.1.1 parts (7) and (8). Similarly, we have sαv = sβv
′′ so that
sα = sβ. By induction, since the partial orders ≤θ(y) and ≤θ(y′′) are equal,
we have y ∼C y′′. By Lemma 5.2.17, we now have x ∼C x′′. It follows that
x ∼C x′′ ∼C x′.
Following [12], we denote the number of contractible long inversion sets of
w by N(w). One result of [12] and [13] we wish to generalize is that an
element w ∈ W is freely braided if and only if the number of commutation
classes of w is 2N(w). Towards this end we introduce an injective map from
the set of reduced expressions for w to the set of 0-1 states indexed by the
contractible long inversion sets of w.
Definition 5.3.10. Let w ∈W and let x be a fixed reduced expression for w
with standard encoding Tx. Let R(w) denote the set of reduced expressions
for w. We define a map Fx : R(w)→ {0, 1}CInv(w) by
Fx(x
′) (Ω) =
{
0 if Ω is in the same relative ordering in Tx as in Tx′
1 otherwise.
Lemma 5.3.11. Let w ∈W and x be a fixed reduced expression for w. Let
y and y′ be reduced expressions for w. If y ∼C y′, then Fx(y) = Fx(y′).
Proof. Suppose y and y′ differ by a 2-braid move. By Lemma 5.2.4, there
exist α, β ∈ Φ(w), and a label k such that Ty(α) = k, Ty(β) = k + 1,
Ty′(α) = k + 1, and Ty′(β) = k. Since y and y
′ differ by only a 2-braid
move, Ty(γ) = Ty′(γ) whenever γ is neither α nor β. By Lemma 5.2.8, {α, β}
is an inversion 2-set. Thus if Ω ∈ CInv(w), then Ω ∩ {α, β} 6= {α, β} by
Lemma 3.4.3. It follows that Ω is in the same relative ordering in Ty as in Ty′ .
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Hence, Fx(y) (Ω) = Fx(y
′) (Ω) for any Ω ∈ CInv(w). Repeatedly applying
2-braid moves gives the same result, so y ∼C y′ implies Fx(y) = Fx(y′).
We now prove the converse of the previous assertion.
Lemma 5.3.12. Let w ∈W and x be a fixed reduced expression for w. Let
y and y′ be reduced expressions for w. If Fx(y) = Fx(y′), then y ∼C y′.
Proof. Let α and β be distinct nonorthogonal roots of Φ(w). Without loss
of generality, suppose that α <θ(y) β. Then, since α and β lie in some
inversion set Ψ by Corollary 3.4.4, we have Fx(y)(Ψ) = Fx(y
′)(Ψ). Thus, α
and β occur in the same relative order in θ(y) as they do in θ(y′). It follows
that ≤θ(y) and ≤θ(y′) are the same partial order. By Proposition 5.3.9, we
have y ∼C y′.
Corollary 5.3.13. The map Fx induces a an injective mapping
F ′x : C(w)→ {0, 1}CInv(w).
Proof. By Lemma 5.3.11, the map Fx is well-defined on the commutation
classes of w. By Lemma 5.3.12, Fx is injective.
Theorem 5.3.14. Let w ∈ W . Then w is freely braided if and only if the
number of commutation classes of w is 2N(w).
Proof. Let w be freely braided and x be a reduced expression for w. Since
w is freely braided, Lemma 5.3.6 implies that there is a contracted reduced
expression y for w. By Lemma 5.2.4, applying a braid move to a contracted
long inversion set Ψ results in a contracted reduced expression y′ for w such
that the roots in θ(y′) occur in the reverse order of those in θ(y). Thus, for
each contracted long inversion set, we may specify that it be in either order
and find a sequence of braid moves that transforms y into a contracted re-
duced expression with each contracted inversion set in the prescribed order.
Thus, Fx is surjective. By Corollary 5.3.13, we have that |C(w)| = 2N(w).
Conversely, if w is not freely braided, then there exist distinct contractible
inversion sets Ψ and Ψ′ that intersect in a single root δ. By Lemma 5.2.14,
there exist α, β ∈ Φ+, neither of which is δ, such that α ∈ Ψ, β ∈ Ψ′, and
B(α, β) 6= 0. By Corollary 3.4.4, there is an inversion set Ψ′′ containing α
and β, but not δ.
If Ψ′′ is not contractible, then by Lemma 5.2.4, α is before β in every root se-
quence or vice versa. Suppose without loss of generality that Tx(α) > Tx(β)
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for all reduced expressions x for w. If there were 2N(w) commutation
classes for w, then there would be a commutation class representative y
such that Ψ was in the relative ordering Ty(α) < Ty(δ) and Ψ
′ was in
the relative ordering where Ty(δ) < Ty(β). This would then imply that
Ty(α) < Ty(δ) < Ty(β) < Ty(α), a contradiction.
If instead, the set Ψ′′ is a contractible inversion set of Φ(w), and there are
2N(w) commutation classes, then there is a labeling T of Φ(w) such that the
relative ordering of Ψ implies T (α) < T (δ), that of Ψ′ implies T (δ) < T (β)
and that of Ψ′′ implies T (β) < T (α). However, this relative ordering can
not exist, for it implies T (α) < T (α).
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