Abstract. In this paper, we study algebraic and analytic properties of Fourier coefficients, expressed as q-series, of the so-called Bloch-Okounkov n-point function. We prove several results about these series and explain how they relate to Rogers' false theta function. Then we obtain their full asymptotics, as τ → 0, and use this result to derive asymptotic properties of the coefficients in the q-expansion. At the end, we also introduce and discuss higher rank generalization of Bloch-Okounkov's functions.
Introduction and statement of results
In [1] , S. Bloch and A. Okounkov introduced certain formal series F (t 1 , .., t n ) (defined in Section 2), depending also on q := e 2πiτ (τ ∈ H), in connection with the representation theory of the Lie algebra of differential operators on the circle and quasimodular forms. Somewhat unexpectedly, they showed that F (t 1 , ..., t n ) (n ∈ N), which they called the n-point function, has a meromorphic extension with possible poles at divisors q m t j 1 · · · t j k = 1, where {j 1 , ..., j k } ⊂ {1, ..., n} and m ∈ N. Among other things, Bloch and Okounkov proved the following beautiful result. Θ t σ(1) Θ t σ(1) t σ(2) · · · Θ t σ(1) t σ(2) · · · t σ(n) , where S n is the symmetric group on n letters, ) k Θ(t). In particular
.
In the second author's PhD thesis (Part 2; published as [8] , see also [9] ), this n-point function was reformulated in the language of vertex algebras and generalized for an arbitrary insertion of vectors. This generalization is based on a simple observation: the n-point function above is obtained from a 2n-point correlation function on the torus in conformal field theory (or vertex algebra theory), after we integrate out n of the variables. More precisely, it was shown in [8] that F (t 1 , ..., t n ) is the constant term of the following elegant quotient
taken with respect to the x-variables Because we are only considering a "slice" of the correlation function, Bloch-Okounkov functions cannot be elliptic with respect to u j → u j +τ if we write t j := e 2πiu j . Instead, a very complicated q-difference equation holds, which, in a way, reflects the complexity of the determinant part in Theorem 1.1. The relevant vertex (super)algebra for F (t 1 , ..., t n ) is the infinite-wedge fermionic space [7] . There are other interpretations of n-point functions closely related to random partitions which we do not pursue here (instead, see [6, 10] ).
In this paper, we investigate algebraic and analytic properties of the Fourier coefficients Coeff
where the r j are integers. There are at least two reasons for studying these objects. Firstly, beyond n-point correlation functions on the torus, much less is known about traces of products of modes of vertex operators which we study here. Another reason is recent increased interest in meromorphic Jacobi forms of negative index, including their Fourier coefficients (see [2] and references therein). For example, the negative index Jacobi forms 1 Θ(t) ℓ (ℓ ∈ N) studied in [2] also appear in this paper as (generalized) higher-level Bloch-Okounkov 1-point functions. The n-point functions F (t 1 , ..., t n ) (n ≥ 2) are more subtle to describe in terms of Jacobi forms. From Theorem 1.1, we can at least infer that
where F (t 1 , ..., t n ) is a linear combination of functions of non-negative "weight" ≥ 0, where the "weight" of
is set to be k and where empty slots stand for products of t j 's. Alternatively, we can also view (1.2) as a term in the Fourier expansion of (1.1), which is clearly a quotient of products of Jacobi forms.
Except for a few examples (implicitly) studied in [8] , we know very little about Fourier coefficients of generalized Bloch-Okounkov functions for ℓ ≥ 2 and n ≥ 2.
In this paper, we establish two main results. We first give a fairly useful description of these coefficients in terms of Rogers false theta function (cf. [11] )
. . , r m ), s := (s m+1 , . . . s n )) be the Fourier coefficient as defined in Section 2.5. Then the series
can be written as
for unique Laurent polynomials P and Q.
Next we find the explicit asymptotic expansion of (1.2) in terms of Euler numbers; see Theorem 3.4. In particular, this gives Corollary 1.3. With the r and s as in Theorem 1.2, we have, as y → 0,
This is then used to obtain the asymptotic behavior of the modes in the q-expansion of (1.2) (see Theorem 3.3 and Corollary 3.6). We also briefly discuss more general "higher level" Bloch-Okounkov n-point functions F (ℓ) (t 1 , ..., t n ) (ℓ ∈ N), introduced in the last section.
2. The Fourier expansion of F (t 1 , ..., t n )
In this section we are interested in explicit formulas for the coefficients in the Fourier expansion of F (t 1 , ..., t n ), that is, we want to extract some information about coefficients t r 1 +1/2 · · · t rn+1/2 (r j ∈ Z). We shall consider several cases depending on the nature of the r j 's.
Let us first recall, following notation in [8] , the definition of F (t 1 , ..., t n ). Denote by F the infinite-wedge vertex superalgebra associated to a pair of fermions
This space, which also has a vertex operator superalgebra structure [7] , admits a decomposition into "charge" subspaces: F = ⊕ m∈Z F m , such that F m is spanned by monomials of the form
where m = ℓ − j ∈ Z and 1 is the vacuum vector. We also use the usual convention where the fermonic modes satisfy anti-bracket relations (ℓ, k ∈ N):
while other anti-commutators are zero. We further let
and finally, we define Bloch-Okounkov's n-point function
where η(τ ) := q 1 24
We note that this trace was computed only on the zero-charge subspace of F ; traces on F m can be easily computed from F (t 1 , ..., t n ) by a simple shift of parameters, so we omit their considerations here. Observe here that (2.1) has very different properties compared to correlation functions studied in vertex algebra theory. For example, in the t-expansion of A(t) all the coefficients have degree zero (if viewed as operators acting on the graded space F 0 ).
2.1.
Positive powers: no repetition. Throughout, we abbreviate for r := (r 1 , . . . , r n )
where the r j 's are non-negative integers.
where CT denotes the constant term with respect to the formal variable ζ and where
Proof: We have two linear operators
Because of the condition on the r j 's, observe that ψ
commute with each other for all j and k. Then
This trace can now be computed on the aforementioned basis. Observe that the only monomials that contribute to the trace must contain the submonomial
with no other conditions except that the total charge is zero. Notice that the weight of this submonomial is n 2 + n j=1 r j and its charge is −n. Thus the r-the coefficient of the n-point function equals
An application of the Jacobi triple product identity
where (a; q) ℓ := ℓ−1
as desired.
involves multiplication of a graded trace on F 0 with the Dedekind η-function. As such it involves both positive and negative coefficients. Thus it make sense to consider the pure trace and somewhat better behaved function
which is essentially the generating function of all pairs (π, π ′ ) where π and π ′ are partitions into distinct odd parts such that π ′ has no parts of size 2r j + 1 and ℓ(π) − ℓ(π ′ ) = n. We shall return to this quotient later on when we consider asymptotic properties of F r (q).
We next write F r as an explicit q-series.
Corollary 2.2. Assuming the notation above we have
Proof: The corollary follows directly from Theorem 2.1 by expanding
We next consider some examples.
Observe that this is, modulo the η-factor, the character of a module for the Zamolodchikov singlet vertex algebra W(2, 3). In the notation of [3, 5] , this irreducible module is denoted by M r+2,1 .
Example 2. (n = 2) An easy computation gives with 0 ≤ r 1 < r 2
More generally, we may present the functions of interest in terms of false theta functions.
is a finite sum of series of the form ℓ≥0 (−1)
+bℓ+c . More precisely, for every n ≥ 1, it has the shape
with P and Q Laurent polynomials.
Proof: We use induction on n. The second statement is clearly true for n = 1 since from Example 1
The first statement of the theorem also holds for n = 2. Instead of summing over the orthant N n 0 , we introduce variables λ j := m 1 + · · · + m j , where λ n ∈ N 0 and (λ 1 , ..., λ n−1 ) parametrize the (n − 1)-simplex. Clearly, m j = λ j − λ j−1 . Rewriting the sum in terms of new variables results in
After we sum over λ 1 , we get that this equals
Then the above shows that
This gives inductively that
and P j is a polynomial. Now
which gives the claim.
Remark 2. The Laurent polynomials P and Q are uniquely determined.
2.2.
Negative powers: no repetition. We again assume that r 1 > r 2 > · · · > r n ≥ 0. In this case, we obtain the following result.
Theorem 2.4. We have
Proof: Since the proof is analogous to the proof of Theorem 2.1, we omit some details here. Recall
We apply the relation ψ * r j +
. This relation when inserted in the trace, together with the observation that the roles of ψ and ψ * are now switched, implies that the left hand-side of (2.3) equals
1 + ζq
This gives the wanted relation. We do not compute the explicit Fourier expansion of (2.3) here -this is done in Section 2.5 in a more general setup but instead we give an example. This agrees with formula (3.51) in [8] , which was obtained by using a completely different method.
2.3.
Negative and positive powers: colliding case. We now discuss the case when in the t-expansion of F (t 1 , ..., t n ) there are terms with positive and negative powers of t.
Proposition 2.5. If r 1 , ...., r n ∈ Z are such that for some j and k we have −r j −1/2 = r k + 1/2, then Coeff t
Proof: Because of
the operator Coeff t r 1 +1/2 ···t rn+1/2 F (t 1 , ..., t n ) computes the trace of the zero operator. This directly yields the claim.
2.4.
Repetitions: compression phenomenon. Let r j ∈ Z (j = 1, ..., n) possibly with repetition. Moreover, let I (1) ,...,I (k) be the partition of the set {1, ..., n}:
such that for all j ∈ I (k) , the values r j are all equal to some r (k) . Then we get Lemma 2.6. We have
Proof: The claim is immediate, once we observe the formula
and use the description of F (t 1 , ..., t n ) as trace operator. We next consider an example.
Example 4. Take n = 2 and let r = r 1 = r 2 > 0. Then, by Example 1,
which also follows from Proposition 3.5 in [8] .
2.5. General formula: no repetitions. In view of the previous discussion and compression phenomena (cf. Lemma 2.6), without loss of generality, we may assume that r 1 > r 2 > · · · > r m ≥ 0 and s m+1 > · · · > s n ≥ 0 and that −r j − 1/2 = s k + 1/2 for all 1 ≤ j ≤ m and m + 1 ≤ k ≤ n. We summarize everything into a single result.
Theorem 2.7. Then, with r := (r 1 , . . . , r m ) and s := (s m+1 , . . . , s n ),
From this we obtain a q-series representation.
Proposition 2.8. With the assumptions as above, we have
We next consider the case n = 2 as an explicit example.
We have the following generalization of Theorem 2.3.
Theorem 2.9. With r j (1 ≤ j ≤ m) and s k (m + 1 ≤ k ≤ n) as above, the series
is a sum of series of the form
+bℓ+c , where b, c ∈ Z. More precisely, it has the shape P (q) ℓ≥0 (−1) ℓ q ℓ(ℓ+1) 2 + Q(q) with P and Q being Laurent polynomials.
Proof: As in in the proof of Theorem 2.3, we set λ j := a 1 + · · · + a j (1 ≤ j ≤ m) and
Carrying out the summation over λ 1 gives
Similarly summing over µ 1 yields
We thus obtain inductively that
To see that G(r, s; τ ) has the desired shape, in view of Example 5, we may assume that m ≥ 2. We rewrite
For the first double sum in the parentheses we use Example 5 and for the second one we slightly rewrite the ℓ-summation and then apply identity (2.2).
Asymptotics
In this section we study asymptotic properties of F r and of G r,s towards the cusp 0. We should mention that in [1] , asymptotic properties of F (e 2πiu 1 , ..., e 2πiun ) were studied in connection to quasi-modular forms.
3.1. Asymptotics of F r . Theorem 3.1. We have, as y → 0,
where a ∈ R + , ℓ := n k=1 ℓ k , ν := n k=1 ν k , and E k (x) denotes the kth Euler polynomial.
Proof: We abbreviate (ζ := e 2πiz throughout)
Then, by Theorem 2.1, F (τ ) = CT ζ F (z; τ ) and Cauchy's Theorem yields
Using the usual theta transformation law, we get ( [12] , page 290)
, we thus obtain that, up to an exponentially smaller term, 1 + ζq
where ℓ and ν should not be confused with those used in the statement of the theorem. Thus
where for ℓ even
y dz.
Note that, with an exponentially smaller error term,
This follows by turning the integral in an integral over R and using that for a ∈ R
The error is given by bounding the lower incomplete gamma function. Combining the above yields the required asymptotic expansion. From Theorem 3.1, we directly obtain the following first terms in the asymptotic expansion.
Corollary 3.2. We have with r := n k=1 r k
Proof: The claim follows directly from Theorem 3.1, noting that E 0 (1) = 1, E 1 (1) = 1 2 , and E 2 (1) = 0.
Remark 3. In view of the previous theorem, we consider the asymptotic behavior of the Fourier coefficients of F r F r (q) =:
But a closer inspection of the coefficients a m shows a quite erratic behavior. For example, if we take r = (2, 3, 4, 5), then in the expansion of F r we have a 43 = 2, a 100 = −7, a 153 = 18, a 245 = −2, a 538 = −81, a 713 = 112, a 894 = −4.
On the other hand F r (q) (q; q) ∞ =:
has non-negative coefficients (see Remark 1) that are much better behaved. For example, for r as above, the coefficients b ℓ seem to be positive and increasing for all ℓ ≥ 25. We have the following asymptotic behavior, with p(ℓ) denoting the number of partitions of ℓ.
Theorem 3.3. We have, as ℓ → ∞,
The claim follows by using Wright's version of the Circle Method [14] . The key is that one can prove, similarly as in Theorem 3.1, that
2 n as τ → 0 with τ = u + iv and |u| ≤ v. This gives the appropriate bound on the major arc in Wright's Circle Method. On the minor arcs one uniformly approximates the partial theta function similarly to Wright (see the calculations leading to formula (4.6) of [14] ). We leave the details to the interested reader.
3.2. Asymptotic properties of G r,s . Similarly to the case of F r , we obtain for G r, s Theorem 3.4. We have as, y → 0,
where a ∈ R + , ℓ := 
Higher level Bloch-Okounkov n-point functions
There are many possible extensions and generalizations of the concept of BlochOkounkov n-point function [8, 6, 4, 13] . The most obvious one comes from the consideration of a single uncharged free fermion vertex superalgebra [8, 13] . Although a recursion can be derived in this case, an explicit formula as in Theorem 1.1 is not known. Another level of generalization comes from considerations of tensor products of vertex (super) algebras. "Higher level" infinite wedge space is one such example -it is simply the tensor product of ℓ ∈ N copies of the (rank one) infinite-wedge space discussed earlier.
Let us denote rank-ℓ fermonic generators with ψ j (r +1/2), ψ * j (r +1/2) (j = 1, ..., ℓ), where the anti-bracket relations are
The relevant spaces are now V = F ⊗ ℓ and its charge zero subspace is F ⊗ ℓ 0 . Here the charge of the tensor product is defined as the sum of charges of tensor components. Again, other non-zero charge subspaces can be easily handled by using shifting. We set (here (ℓ) not to be confused with ℓ-th derivative).
Proposition 4.1. We have F (ℓ) (t 1 , ..., t n ) = F (t 1 , ..., t n ) ℓ .
In particular, F (ℓ) (t) has a meromorphic continuation such that
