We characterize separable multidimensional permutations in terms of forbidden patterns and enumerate them by means of generating function, recursive formula and explicit formula. We find a connection between multidimensional permutations and guillotine partitions of a box. In particular, a bijection between d-dimensional permutations and guillotine partitions of a 2 d−1 -dimensional box is constructed. We also study enumerating problems related to guillotine partitions under certain restrictions revealing connections to other combinatorial structures. This allows us to obtain results on avoided patterns in permutations.
Introduction
In the first part of this paper we study the multidimensional generalization of separable permutations. Separable permutations form a well known class of permutations, they may be defined recursively as follows: a separable permutation is either a permutation of one element or a concatenation of two smaller separable permutations, upon an appropriate relabeling. A d-permutation is a sequence of d permutations, the first of them being the natural order permutation 12 . . . n. The notion of separable permutations generalizes to that of separable d-permutations in a natural way. After formal definitions (Section 1), we find the generating function, a recursive formula and an explicit formula for the number of separable d-permutations of {1, 2, . . . , n} (Section 2) and characterize them in terms of forbidden patterns (Section 3).
The second part of the paper is devoted to guillotine partitions of a d-dimensional box, i.e., recursive partitions of a d-dimensional box B by axis-aligned hyperplanes. Guillotine partitions were introduced in 1980ies, and they have numerous applications in computational geometry, computer graphics, etc. Recently, Ackerman, Barequet, Pinter and Romik studied the enumerative issues related to guillotine partitions [1, 2, 3] . We observe that the generating function for the number of separable d-permutations is identical to the generating function for the number of (structurally different) guillotine partitions of a 2 d−1 -dimensional box. Ackerman et al. constructed a bijection between these sets in the case d = 2. In Section 3 we generalize a version of their bijection to any d, and find a subclass of separable d-permutations which correspond to guillotine partitions of q-dimensional box where q is not necessarily a power of 2.
In Section 4 we deal with guillotine partitions with certain restrictions. In Sections 1 -3 we enumerate some classes of restricted guillotine partitions, in Section 4 we use these results and the correspondence between separable permutations and guillotine partitions for enumerating of permutations avoiding certain patterns.
Separable d-permutations 1 Notation and convention
A d-permutation of [n] = {1, 2, . . . , n} is a sequence P = (p 1 , p 2 , . . . , p d ) where each p i is a permutation of [n] and p 1 is the natural-order permutation 12 . . . n. It may be represented as a d × n matrix (also denoted by P ) each row of which is a permutation of [n], the first row being 12 . . . n. Thus, for 1 ≤ i ≤ d, p i is a row of this matrix, and we shall denote by P (j) its jth column (1 ≤ j ≤ n). P ij will denote the (i, j)-entry of the matrix P .
A d-permutation may be represented geometrically as a point set in R d -a subset of size n of the discrete cube [n] d such that each hyperplane x i = j, 1 ≤ i ≤ d, 1 ≤ j ≤ n contains precisely one point. We shall refer to this geometric representation as to the graph of P . P (j) is the coordinate vector of the point whose first coordinate is j.
It is clear that there are (n!) A d-permutation P of [n] is separable if either n = 1, or n > 1 and there is a number ℓ, 1 ≤ ℓ < n, such that for each 1 ≤ i ≤ d we have either P ij1 < P ij2 or P ij1 > P ij2 for all 1 ≤ j 1 ≤ ℓ, ℓ + 1 ≤ j 2 ≤ n, and the two d-permutations obtained from P by taking the first ℓ columns and the last n − ℓ columns and order preserving relabeling them so that they become d-permutations of [l] and [n − ℓ], respectively (these d-permutations will be called left and right blocks of P with respect to ℓ and denoted by P ℓ L and P ℓ R ), are themselves separable. In this case we say that P is separated between ℓ and ℓ + 1.
A primary block structure of a separable d-permutation P (with n ≥ 2), separated between ℓ and ℓ + 1, is a d-permutation S = S(P ) of {1, 2} defined as follows:
Note that in general, ℓ is not unique: a separable permutation may be separated in several places. However, it is easy to see that the primary block structure is determined uniquely. 
and for ℓ = 3,
The primary block structure of P is
Geometrically, the graph of a separated d-permutation of [n], n > 1, is obtained by placing graphs of two smaller separable d-permutations in opposite orthants, and appropriate relabeling.
For d = 2, we get separable permutations. It is well known that the number of separable permutations of [n] is the (n − 1)th Schröder number [7] , and that a permutation is separable if and only if it avoids the patterns 2413 and 3142 [5] . We shall generalize these results for d-permutations.
Enumeration
In this section we generalize the result that the number of separable permutations of [n] is the (n − 1)th Schröder number. Recall that the generating function of Schröder numbers is f = 1 + xf + xf 2 [6] .
Observation 1 The generation function counting the number of separable
satisfies the recursive formula: a d (1) = 1, and for n > 1
and for n > 1 it is given by the formula
Proof. Let d be fixed. For n = 1 there is one d-permutation, which is separable. Let n > 1. Let P be a separable d-permutation, and assume that its primary block structure is (1 2) in each row. Consider its separation with the minimal possible ℓ. If ℓ > 1 then the left block is a separable d-permutation with primary block structure which has (2 1) at least in one row (because of the minimality of ℓ); if ℓ = 1 then the primary block structure of the left block is not defined. The right block may be any separable d-permutation. Such a decomposition is unique, therefore, taking in account all 2 d−1 possible primary block structures, we get
and the recursive formula (1) is clear from the same reasoning. Ackerman et al. [3] obtained this recursive formula (with d instead of 2 d−1 , and a(0)=1) in their study of guillotine partitions. From this recursive formula they deduced an explicit formula which, after replacing d by 2 d−1 and n by n − 1, gives (2) . We shall go into details on the connection between separable d-permutations and guillotine partitions in Section 3.
Characterization in terms of forbidden patterns
Recall that a permutation is separable if and only if it avoids the patterns 2413, 3142. We generalize this result for separable d-permutations. We shall use the following convention. Let P be a d-permutation represented by matrix. Take a restriction of P to some d ′ rows and n ′ columns, apply an order preserving relabeling on all the rows so that they will contain the numbers from 1 to n ′ , and exchange columns so that the first row will be 12 . . . n ′ . Denote the obtained matrix by Q. We say that P contains Q as a pattern.
In our discussion on separable permutations, we shall agree that the patterns are row-invariant, that is: A pattern π is a d ′ -permutation, and any pattern obtained from π by interchanging rows or columns is considered identical to π (recall that we interchange columns in order to cause the first row be the natural order permutation).
Observation 2 If a d-permutation P contains any of the patterns
This observation follows from the simple fact that any pattern in a separable d-permutation must be separable itself, and it is easy to check directly that π 1 , π 2 , π 3 are not separable. Observe that π 1 may be written in two forms: The next theorem is a characterization of separable d-permutations. It says that the patterns from Observation 2 may be taken as the only forbidden patterns.
Theorem 3 A d-permutation P of [n] is separable if and only if it avoids the patterns
Proof. The only if direction is precisely Observation 2, we shall prove the if direction. Let d be fixed. For n ≥ 3 the proof is by induction on n. For n = 3, it is easy to see that if 2 does not appear in the first column or does not appear in the last column (and this precisely means that P avoids π 2 and π 3 ) then P is separable with, respectively, ℓ = 1 or ℓ = 2. Note that according to the formula from Observation 1, the number of separable d-permutations of {1, 2, 3} is 2 Apply on all the rows of P the order preserving relabeling so that first n columns contain members of [n], and the numbers in P (n+1) (the (n + 1)th column of P ) belong to { We shall keep calling this object P . The matrix formed by its first n columns is a d-permutation of [n] which we denote by P ′ . If P ′ is not separable, then it contains one of the forbidden patterns by induction hypothesis, therefore P also contains it.
Thus we suppose from now on that P ′ is separable. Let ℓ be the minimal number, 1 ≤ ℓ < n, so that P ′ is separated between ℓ and ℓ + 1. We assume that the primary block structure of P ′ is (1 2) in each row: there is no loss of generality because otherwise we can relabel the members of any row according to j ↔ (n − j + 1); it is easy to see that separability of a d-permutation, and avoiding the patterns π 1 , π 2 , π 3 are invariant under this transformation (which is, geometrically, reflection with respect to the direction of an axis).
Consider P (n+1) . If all the numbers in P (n+1) belong to {ℓ + 1 2 , . . . , n + 1 2 }, then P may be separated between ℓ and ℓ + 1. If all the numbers in P (n+1) belong to { 1 2 , n + 1 2 }, then P may be separated between n and n + 1. Thus we assume from now on that there is a member of P (n+1) that belongs to { Suppose that one of the members in P (n+1) is 1 2 -assume that this happens in the row p 2 . According to our assumption, P (n+1) contains a number that belongs to {1 + 1 2 , . . . , n − 1 2 } -suppose that this happens in the row p 3 . Restrict P to the rows p 1 , p 2 , p 3 and the following three columns: (1) the column which contains 1 in p 3 , (2) the column which contains n in p 3 , (3) P (n+1) . This restriction has the following form -we write either an exact number, or the interval to which it belongs:
which is (a form of) π 2 .
In particular, now the case ℓ = 1 is settled, since assumed that P (n+1) contains a number from the interval { } -suppose that this happens in the row p 2 . Suppose P ′ (L) be separated between k and k + 1, where 1 ≤ k < ℓ (recall that ℓ > 1). Consider the primary block structure of P ′ (L). Suppose first that it is (2 1) in the row p 2 . Take the restriction of P to the rows p 1 and p 2 and the following four columns: (1) the column which has 1 in p 2 , (2) the column which has ℓ in p 2 , (3) the column which has n in p 2 , (4) P (n+1) . This restriction is
, or, after relabeling,
which is (a form of) π 1 . We assume from now on that the primary block structure of P ′ (L) in the row p 2 is (1 2). However it cannot be (1 2) in all the rows, because the minimality in the choice of ℓ. Therefore there is a row (say p 3 ), such that the primary block structure of P ′ (L) in p 3 is (2 1). Consider P 3,n+1 . If it belongs to {1 + 1 2 , . . . , ℓ − 1 2 }, we obtain a pattern π 1 as just discussed. Therefore we assume that it belongs to {ℓ + 1 2 , . . . , n + 1 2 }. We have here two cases. If P 3,n+1 > ℓ + 1 2 : take P restricted to the rows p 2 and p 3 and to the columns: (1) the column which has 1 in p 2 , (2) the column which has ℓ in p 2 , (3) the column which has ℓ + 1 in p 3 , (4) P (n+1) . This restriction is
, or, after relabeling, 1 3 4 2 2 1 3 4 , which is (a form of) π 1 .
In the second case, P 3,n+1 = ℓ + 1 2 : take P restricted to the rows p 1 , p 2 and p 3 and to the columns: (1) the column which has 1 in p 2 , (2) the column which has ℓ in p 2 , (3)
Guillotine partitions 1 Introduction
For the sake of completeness, we remind the definition of guillotine partition. The next paragraph, containing this definition, is taken from [3] almost verbatim, with only a slight change in notation:
is a guillotine partition if k = 1 or there are a hyperplane h and two disjoint non-empty subsets S − , S + ⊂ S such that:
1. h splits B into two interior-disjoint boxes B − and B + ;
2. S − is a guillotine partition of B − ;
3. S + is a guillotine partition of B + .
In this definition, the hyperplane h is orthogonal to some axis x i . It is assumed that the interior of B − is below h and the interior of B + is above h, with respect to x i . Ackerman et al. [3] enumerated structurally different guillotine partitions of B by n hyperplanes and established a bijection between the set of such partitions and the set of binary trees with n vertices, each vertex colored by a color belonging to the set {1, 2, . . . , d}, with the restriction: if a vertex v is a right child of u, then these vertices have different colors. The binary tree corresponding to a guillotine partition S is constructed recursively as follows. An empty tree corresponds to the trivial partition S = {B}. Otherwise, consider a hyperplane h that splits B into two subboxes as in the definition. If there are several such hyperplanes, they must be orthogonal to the same axis x i ; in this case choose h to be the highest among them (with respect to x i ). The root of the corresponding tree is then colored by i; the left branch of the root is the tree that corresponds to the partition of B − and the right branch of the root is the tree that corresponds to the partition of B + . The choice of h implies that no vertex has a right child with the same color, and it is easily proved recursively that this correspondence is indeed a bijection. See Fig. 2 for some examples. The main enumeration results in [3] are an exact formula for a number of structurally different guillotine partitions of B (see [6, A103209] ), and its asymptotic behavior.
We construct a bijection between between the set guillotine partitions of a 2 d−1 -dimensional box by n cuts and separable d-permutations of [n + 1]. In addition, we consider structurally different guillotine partitions under several natural restrictions, enumerate them by means of generating function or explicit formula, find some connections with other combinatorial structures, and use it for enumeration of permutations under certain restrictions.
Notation and convention. "The number of guillotine partitions" stands for "the number of structurally different guillotine partitions".
The d-dimensional box (or d-box, for short) being partitioned will be denoted by B. A subbox of B is a subset of B obtained at some recursive stage of constructing a guillotine partition.
Let h be a hyperplane which splits a subbox of B into two smaller subboxes, as in the definition of guillotine partition. A cut is the intersection of such a hyperplane with appropriate (d − 1)-dimensional faces of these subboxes.
In a binary tree, a left descendant of a vertex x is either the left child of x or a descendant of the left child of x. A right descendant is defined similarly.
Partitions are identified with trees that correspond to them under the bijection described above. Therefore consider cuts as vertices of the tree and we shall occasionally use expressions like "right (left) child (descendant)" for cuts in B.
If h is a cut and we say the higher (or lower ) half-space bounded by h, this means higher (or lower) with respect to the axis to which h is orthogonal.
The principal cut of B is a cut which splits it into two parts. It was noted above that all principal cuts of B are parallel. Note that the highest principal cut corresponds to the root of the tree.
On figures, the letter right to a vertex denotes its color, the letter left to it denotes its label.
In each section, f denotes the generating function in the case discussed in this section. For fixed d, it is also denoted by f d . The coefficient of x n in f d -that is, the number of guillotine partitions of a d-box by n cuts, with the relevant restriction -will be denoted by a d (n).
Schröder paths
For d = 2 the counting sequence of guillotine partitions is the sequence of Schröder numbers (this was also found by Yao et al. [9] ). We remind how this follows from considering the generating function, and construct a bijection between guillotine partitions and an appropriate generalization of Schröder paths -for general d. In a Schröder path, letters U, D, and L denote up-steps, down-steps and level-steps, respectively.
Proof of Observation 4.
We construct a bijection ϕ from ∪ d≥1,n≥0 S d,n to ∪ d≥1,n≥0 T d,n as follows.
For n = 0: the empty tree corresponds to the empty Schröder path (ϕ(∅) = ∅).
For n ≥ 1: Each Schröder path P may be decomposed in precisely one of the three following ways: P = LQ, P = UQD (where Q is a Schröder path of length 2(n − 1)), or P = UQDR (where Q and R are Schröder paths of total length 2(n − 1) and R is non-empty). Define ϕ(P ) as follows:
• If P = LQ: the left branch of ϕ(P ) is ϕ(Q), and the root of ϕ(P ) is colored by 0.
• If P = UQD and U is colored by a: the left branch of ϕ(P ) is ϕ(Q), and the root of ϕ(P ) is colored by a.
• If P = UQDR and U is colored by a: the left branch of ϕ(P ) is ϕQ, the left branch of ϕ(P ) is ϕ(R) and the root of ϕ(P ) is colored by (a + b)(mod d) where b is the color of the root of ϕ(Q).
No vertex and its right child colored by the same color in the tree ϕ(P ), since in the third case a = 0. It is easy to see that ϕ is bijective, and that the image of its restriction to S d,n is T d,n . See Fig. 3 for illustration.
Guillotine partitions and separable d-permutations
As we already mentioned in the proof of Observation 1, Ackerman et al. [3] found a recursive formula for the number of guillotine partitions of a d-box by n cuts, which, after replacing d by 2 d−1 and n by n − 1 gives the formula for the number of d-permutations of [n + 1]. In the next theorem we construct a bijection between these structures. For n = 0, the trivial partition corresponds to the only d-permutation of {1}. Let P be a partition of B with n > 0 cuts. Let h be its highest principal cut, and assume that it is orthogonal to x i -axis. Construct the (unique) d-permutation which has the d-permutation corresponding to B − as the left block, the d-permutation corresponding to B + as the right block, and has the primary block structure corresponding to x i -axis. (Geometrically, we put the graphs of the d-permutations corresponding to B − and B + into an appropriate orthants.) This d-permutation corresponds to P . It is easy to see that this correspondence is a bijection. In fact, our bijection in this case (d = 2) is a version of a special case of a bijection found by Ackerman et al. [1, 2] . They found a bijection between all planar rectangular partitions of a square by n cuts and Baxter permutations of [n + 1]. A restriction of this bijection is a correspondence between guillotine partitions and separable permutations, which is essentially equal to our correspondence. More precisely, the permutation corresponding to a guillotine partition under our bijection and the permutation obtained from the same partition by applying FP2BR algorithm from [1] , are obtained from each other by relabeling j ↔ (n − j + 1).
Recall that Baxter permutations are those avoiding 25314 and 41352 and thus separable permutations form their subfamily. Thus the 2-dimensional case of Theorem 5 may be interpreted as follows: While all partitions correspond to Baxter permutations which allow patterns 2413 and 3142 only on some condition, guillotine partitions correspond precisely to those avoiding these patterns. Thus we have here the 
Restricted guillotine partitions
In this section we consider guillotine partitions with certain natural restrictions. We find their generating functions, in some cases -explicit formulae, and show connections with other combinatorial structures. In planar case, this will also help us to obtain several results on patterns in permutations.
Boundary guillotine partitions
Consider the following subfamily of guillotine partitions. Let B be a d-box. Each cut in a guillotine partition of B is a (d − 1)-dimensional box which has d − 1 pairs of opposite (d − 2)-dimensional faces. We require that for all cuts, in each such pair at least one face belongs to the boundary of B. A guillotine partition that satisfies this condition will be called a boundary guillotine partition. Example: Among four guillotine partitions on Fig. 2, only (4) is a boundary guillotine partition.
Theorem 7 For fixed d, the generating function counting the number of boundary guillotine partitions of a d-dimensional box obtained by n cuts is
. . . ) the subbox whose highest principal cut is h i+1 . See Fig. 6 . 
The factor 1 1−ix is due to the fact that before we reach B * (− − · · · − i ) we (possibly) have cuts orthogonal to x j , j ≤ i, that may appear in any possible order which determines their structure completely. The factor (d − i) is due to the fact that the cut in "new" direction may be orthogonal to any
+) because of possible several principal cuts, and thus Table 1 presents the number of boundary guillotine partitions for 2 ≤ d ≤ 5, 0 ≤ n ≤ 15. For d = 2, we have
Finding the coefficients of this function, we get the explicit formula: the number of boundary partitions of a square obtained by n cuts is
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We can also estimate the asymptotic behavior of f d . Recall that sequences a n and b n are asymptotically equivalent as n → ∞ if lim n→∞ an bn = 1; this is denoted by a n ∼ b n . Theorem 7 implies the following result:
Proof. Define
, which is equivalent to
, and the smallest positive pole of the function
as claimed.
Recall the bijection between guillotine partitions and binary trees (see Section 1). We characterize the trees corresponding to boundary partitions under this bijection.
Observation 9
There is a bijection between boundary guillotine partitions of a d-box by n hyperplane cuts and binary trees with n vertices colored by {1, 2, . . . , d} that satisfy the following:
• If v is a right child of u, then they have different colors.
• If v is a right descendant of u, w is the left child of v, v and u having the same color, then the color of w is different from the color of u and v.
• (1) is forbidden in binary trees corresponding to all guillotine partition, and this is the only forbidden subtree in the general case [3, Observation 2] . Suppose that the tree corresponding to a partition has a subtree of type (2) . The cut u partitions a subbox of B into two subboxes. The cut v lies above u. Therefore the cut w is bounded by the cut v from above and by the cut u from below (with respect to the x a -axis). Thus both (d − 2)-dimensional faces of w orthogonal to x a do not belong to the boundary of B: they belong to u and v. A similar reasoning proves that the subtrees of type (3) are forbidden.
Suppose now that a guillotine partition P is not a boundary partition. Assume without loss of generality that P is a minimal not boundary guillotine partition. That is: P is not a boundary partition, but it is obtained by joining two boundary partitions -say, those of boxes B − and B + , along a cut u orthogonal to the x a -axis. There is a cut w in one of the boxes -assume that w is in B + and it is orthogonal to x b -axiswhich meets u (from above) and another cut v orthogonal to h a (from below). Then w is the left child of v, and v is a right descendant of u. Besides, u and v have the color a, and w has the color b, thus we obtain a subtree of type (2) . Similarly, assuming w is in B
− we obtain a subtree of type (3). 
.
Proof. Let j be the number of principal cuts of a partition P , orthogonal to x 1 -axis, 0 ≤ j < m. They split B into j + 1 parts all of which may have all possible m-alternating partitions with a principal cut in another direction. Therefore partitions with exactly j such cuts contribute
to the generating function, see Fig. 9 . Therefore 
We consider some special cases.
1. If m is not bounded, we obtain all the guillotine partitions. Indeed, in this case we have
, which gives after simplifications
2. Let m = 2. In this case we have g = 1 + (d − 1)xg 2 . Since h = 1 + xh 2 is the generating function for Catalan numbers, we have
for n ≥ 1. This can be also easily proved by induction.
3. Let d = 2. We have
This g is also known to be the generating function enumerating the number of dissections of a convex polygon with (n + 2) vertices by non-crossing diagonals into polygons with at most m + 1 vertices. Indeed, it is easy to construct a bijection between m-alternating guillotine partitions with n cuts, principal cut being in a fixed direction, and such dissections. A subbox with j principal cuts would correspond to a j + 2-gon in the dissection, see 
We use Lagrange's inversion formula (see [8, Section 5.4] ) to obtain: 
(from here, b and c are assumed fixed different from a and from each other.)
Figure 12: Trees corresponding to partitions which avoid
where C(t) =
is the generating function for the Catalan numbers c n = 1 n+1 2n n . In order to get an explicit formula for the x n coefficient of f we recall that C(t) = n≥0 1 n+1 2n n t n , and obtain
which implies that the x n coefficient of f is Consider the planar case (d = 2) of the following variation: now the forbidden situation is that p is a principal cut of a subbox of B, and two parallel cuts q and r belong to different subspaces bounded by p (but they do not necessarily meet p). In other words, we consider -avoiding partitions. Let f be the generating function counting such partitions, h the generating function counting all such non-trivial partitions with principal cut in a fixed direction. Then we have h = 
Restricted guillotine partitions and permutations
In view of the planar case of Theorem 5, we can interpret the results on restricted guillotine partitions, with d = 2, in terms of permutations. Figure 13 shows how patterns in guillotine partitions correspond to patterns in separable permutations: (1) presents the pattern forbidden in boundary partitions, (2) in -avoiding partitions, (3) in -avoiding partitions. We obtain the following result: 1 3 2 
