§0. Introduction
In this paper we determine transcendental classical solutions of the third Painleve equation by applying the method of our previous papers [23] and [25] . According to Okamoto [15] , the third Painleve equation is written as the following system 5(v) of ordinary differential equations of first order for variable T and unknowns Q and P: Here we notice that in our notation the vector v = (^1,1/2) € C 2 corresponds to the vector (-#o 5 ~^oo) in Okamoto's notation (cf. [15] ). As is explained in [15] , if we set (1) ί = T 2 , p = T-1 P, q = TQ, then we obtain a new system S(v) of differential equations dp 9 1 t-= -2gp + 2gp -v x p + -(vi + v 2 ).
at z Therefore the determination of transcendental classical solutions for 5(v) is equivalent to that for 5 (v) . In this paper we treat the system S(v) mainly, and, if necessary, refer to the original system 5(v).
§1. Preliminaries and principal results
Following Okamoto [15] , we summarize some basic properties of the following system S(v) of ordinary differential equations of first order for variable t and unknowns q and p: 5(v) 2qp -υ lP + -{v λ + υ 2 Here we regard the additive group Z 2 as a subgroup of the additive group C 2 . The four subsets above are G-invariant. The subset ΓΠ W\ -{v G Γ v ι -v 2 -0 or v\ +v 2 = 0} is a fundamental region of W\ for G. The subset Γ Π W 2 = {v G Γ I vι -v 2 -1 = 0 or v λ + v 2 -1 = 0} is a fundamental region of W 2 for G. The set D\ is the orbit of the origin 0 of C 2 by G (i.e., Dι = G 0), and the set D 2 is the orbit of a point (1,0) G C 2 by G (i.e., Let Σ(v) be the set of solutions (p, q) of 5(v). We set Σ = U v Σ(v) (the disjoint union). We introduce four birational transformations σ 2 -(i = 1,2,3,4) of the set Σ as follows (see [15] 
The definitions above are well-defined by the following facts: for each (p,g)GΣ(v),
(ii) pφO Ίϊv 1 +v 2 7^0;
(iii) qφϋ.
We can easily verify the three assertions above if we compare the similar parts in previous papers [23] and [25] . Therefore we omit the proofs. Let G* be the subgroup generated by the four σ^'s (i = 1, 2, 3,4) in the group of all bijections of the set Σ. The group G* consists of birational transformations of Σ. There exists a surjective group morphism / of G* onto G such that /(σ^) = Si (i = 1, 2, 3,4). Let π be the natural projection of Σ onto C 2 defined by π(p, q) = v for (p, q) G Σ(v) (v G C 2 ). Then the following diagram is commutative for every 7 G G*: Remark 1.1. Our notation above is slightly different from Okamoto's in [15] . For example, our vector v =• (i/i, ^2) in C 2 corresponds to the vector (-#o 5 -#oo) in his notation. Moreover, the groups G and G* defined above are proper subgroups of the groups G and G* in [15] , respectively.
In [23] , we defined a classical solution, an algebraic solution, etc. of the system 5(v). Let us state our principal results in this paper. [18] ; see also Theorem 1.4.).
To prove Theorem 1.2, we may assume by the operation of G* on Σ that the vector v parametrizing the system S(y) belongs to the fundamental region Γ of the group G. Therefore it is sufficient to prove the following: The assertions (i) and (ii) are obvious. Therefore our main task is to prove the assertion (iii), which will be done in the following sections.
Using birational transformations in the group G*, we can explicitly write every classical solution in 
This is nothing but the system £(vi, -V2 (5) and (6), we obtain the Bessel's differential equation
Therefore we see that the Riccati equations (1) and (2), and therefore all the transcendental classical solutions of 5(v) for v G Wi, are rationally generated from Bessel functions defined by (7). 
(iii) For every v G Γ, Zeί (P, Q) 6e α transcendental solution of the system 5(v) different from those in (i) αncί (ii). T/ien neither the function P nor the function Q is classical; the transcendence degree of C(T, P, Q) over C(T) equals two. §2. Necessary condition of the existence of invariant ideals
Let K be an ordinary differential overfield of the field C(t) of rational functions over C, and let K\p, q] be the polynomial ring over K in two variables p and q. We consider the following derivation -SΓ(v) on K\p, q]: 
Proof We shall proceed in eight steps.
Step 1. By hypothesis there exists a differential overfield K of C(t) such that there exists an X(v)-invariant principal ideal / properly between the zero-ideal and K\p,q], Let JP G K\p, q] be a generator of 7. Then we have I = (F), F i K and (3) X(v)F -GF for some G G To investigate the equation (3), we introduce the following two gradings in the polynomial nng K[p,q\.
In the first grading we define the weights of p and q to be 0 and 1 respectively so that the weight of a monomial ap dt dq \ 2 J dp' dq so that we have X(v) = X\ + Xo + X-\ and each X{ maps Rd to i?^.
In the second grading we define the weights of p and q to be 2 and -1 respectively so that the weight of a monomial ap Let us determine the form of the polynomial G in (3). Since the highest part X\ of X(v) is of weight one with respect to the first grading, the polynomial G belongs to the direct sum i?o θ i?i Namely we have G = 9iQ + 9 f°r some g\,g G i?o In addition, since the highest part X[ of X(v) is also of weight one with respect to the second grading, the polynomial G belongs to the direct sum θcKi-f^ Therefore we have g G K and g\ = λp+μ for some λ, μ G K. Namely we have 
Comparing the homogeneous parts of both sides of (5), we have a system of m + 3 equations equivalent to (3):
for each integer d such that -2<d<m.
Here we consider F_2 = F-\ - 
Comparing the homogeneous parts of both sides of (7), we have a system of n -n' + 4 equations equivalent to (3):
By the same argument as in Subsection 2.5 in [23] , we see that the gradings above come from the Newton polygon of the derivation X(v), which is represented by the following picture:
Here an integral point (i,j) φ (0,0) in R 2 represents the derivation in X(v) of the form up i+1 q j d/dp + vp i q j+1 d/dq (u y υ G K) the point (0,0) represents that of the form td/dt + upd/dp + vqd/dq (u, v G K).
Step 2. We prepare three lemmas (Lemmas 2.2-2.4) to investigate the equations (6)^ and (8) 
Proof of Lemma 2. If we apply φ to (14), we have an equality 
Xl

Y&
K\p,q}--^K[T).
Hence the kernel Kerτ/> = (p-1) is Xi-invariant. In fact we have a formula (16) Xχ{p -1) = -2qp(p -1).
We can show A = 0 (mod (p -I) 1 ) by induction on / (1 < / < k) in the same procedure as in the proof of Lemma 2.2 if we use φ and (15) for φ and (11). The detail is left to the reader. Remark 2.2. The commutative diagrams (11) and (15) are obtained in the following procedure (cf. [23] , [25] ). Let us determine homogeneous if-algebra morphisms θ such that the following diagram is commutative:
Here we consider the polynomial ring K[T] as a graded ring in the usual way. Hence, if we set θ(p) = α, θ(q) = bT with a,b £ K, then we get a system of algebraic equations:
Therefore we have the solutions (α, b) -(0,-1), (1,1), (α, 0). The first two of them define the expected morphisms φ and φ respectively, and the remainder has no importance.
LEMMA 2.4. Let d be an integer and let k be a positive integer. Let A be a polynomial in R' d , and let X' be an element of K. If X' + d -21 + 2 Φ 0 for every integer I such that 1 < / < k and if A satisfies a congruence
(17) X[A = X'pqA (mod (pq 2 + t) h ), then AΞO (mod (pq 2 + t) k ).
Proof. We denote by K[T, T" 1 ] the ring of Laurent polynomials in one variable T over K. Let Φ be the X-algebra morphism of K\p, q] onto K[T,T-1 ) defined by Φ(p) --t~λT 2
and Φ( ? ) = tT~ι. The kernel Ker Φ is the principal ideal generated by pq 2 
+t).
Let us now show A = 0 (mod (pq 2 + t) 1 ) by induction on / (1 < Z < k). The proof is divided into the following three cases: (i) the case where the integer d is non-negative and even; (ii) the case where it is non-negative and odd; (iii) the case where it is negative.
(i) Suppose that the integer d is non-negative and even. Then there exists an element B G i?ό -K\pq 2 ] such that A = Bpΐ. If we apply Φ to both sides of (17), then we have If we substitute (20) into (17) and divide both sides of the resulting congruence by (pq 2 + ί)'" 1 , then we get
If we apply Φ to (21), we have an equality (18) is obtained in the following procedure (cf. [23] , [25] ; see also Remark 2.2). Let us determine the homogeneous iί-algebra morphism θ such that the following diagram is commutative: Therefore we have the solutions (α, b) = (-ί" 1 , t), (0, -t). The former gives the expected morphism Φ, and the latter has no importance.
Step 3. Now we come back to the proof of the proposition. The polynomial Fm satisfies the equation (6) where we allow i -0 or j -0. If we substitute (24) into (6) m , we have by (22) and (23) an equation for c: X\c -0. Since c is a polynomial in p over K, we have c G K immediately.
Step 4. The polynomial F* n satisfies the equation (8) 
Since q \ X[q, we have q\A. This contradicts (26). Therefore we see that the integer n is non-negative and even. Secondly we claim that |(λ + n) is a non-negative integer. Otherwise, we would have λ + n -21 + 2 φ 0 for every integer / > 1. By Lemma 2.4 we would have F^ΞO (mod (pq 2 + t) k ) for every integer k > 1. Hence we would have F' n -0 and this is a contradiction. Setting h = ^(λ + n), we have λ = 2Λ-n. Step 5 In particular we see from (29) and (30) that (22) and (27) are compatible each other. The polynomial c~ιF is X(v)-invariant and generates the ideal / = (F) introduced in Step 1. Hence we may assume c -1. Namely we have 3 .
Since F £ K, we have i + j > 1. If m > 1, we have ΐ + j > ft > 1 by (29) and (30). Therefore we have (1) as required.
Step 6. The polynomial F m -ι satisfies the equation (6) The equality (37) with h -0 satisfies (2) . Therefore the proposition is proved in the case m = 0. Assume ra > 1. Since Xi is a derivation, we have From (40), (48), we obtain
Step 7. The polynomial F^ι_ ι satisfies the equation (8) n _i:
If we substitute (33) into (8) Proof. It is sufficient to prove that, for arbitrary non-negative integers Λ,, i, j such that i + j > 1, the complex line in C Proof. We prove only the assertion (i). We omit the proof of (ii) because we can prove (ii) similarly. Let the notation be as in Proposition 2.1. The first half of (i) is obvious. For the second half, it is sufficient to prove that the X(vi)-invariant polynomial F is equal to (p -I)- 7 for some positive integer j. We set vi = (^1,^2). Since v\ -i>2, we have Proof. The first half is obvious. For the second half, the notation being as in Proposition 2.1, it is sufficient to prove that the X(O)-invariant polynomial F is equal to p ι (p -1) J for some non-negative integers i and j such that i + j > 1. Since v = 0, we get h = 0 by (2) in §2. Namely we get m = 0 by (30) in §2. Hence we have F = F o = p*(p -l) j by (32) in §2.
Here we notice that the non-negative integers i and j satisfy (1) in §2. The derivation X(v) for v E Γ -W\ satisfies the condition (J) by Corollary 2.5. By Theorem 1.1 in [23] we see that every transcendental solution (p, q) of 5(v) for v G Γ -W\ is non-classical.
On the other hand, by Lemmas 3.1 and 3.2 and the same argument as in Subsection 2.3 in [23] , all the transcendental classical solutions of 5(v) for v G ΓlΊ W\ are determined by the principal prime ideals (p) and (p -1), and the other transcendental solutions of 5(v) for v G Γ Π W\ are not classical. Thus we complete the proof of Theorem 1.3.
