A regularization method based on the non-extensive maximum entropy principle is devised. Special emphasis is given to the q = 1 =2 case. We show that, when the residual principle is considered as constraint, the q = 1 =2 generalized distribution of Tsallis yields a regularized solution for bad-conditioned problems. The so devised regularized distribution is endowed with a component which corresponds to the well known regularized solution of Tikhonov.
Introduction
Consider a linear mappingÂ from the space X of all distributions fpg characterizing the statistics of a sample into the space Y of all measurable quantities. If one is given the distribution, the measurable quantities can bepredicted. This is the so-called direct problem, a typical application being the computation of expectation values given a system's wave-function.
Usually, a more di cult problem is posed by the inverse problem: given the measurable quantities, determine the underlying distribution fpg. In this paper we will concern ourselves with questions concerning the inverse problem, and will focus attention upon p 1=2 -distributions associated to the generalized non-extensive maximum entropy formalism of Tsallis (corresponding to q = 1=2) 1, 2] . A physically relevant q = 1=2 instance is that related to the relaxation of two-dimensional Euler turbulence 3]. In the relaxation of Euler turbulence several identi able stages can be identi ed: an initially hollow v orticity pro le develops a l i n e a r d i o c hotron instability w h i c h saturates with the creation of long-lived vortix patches. These patches move a b o u t for hundreds of diochotron periods, shedding laments, and eventually mixing and inwardly transporting. This process gives rise to an axisymmetric metaequilibrium state, whose density decreases monotonically with radius, which then persists for tens of thousands of diochotron periods 3]. The shape and radial vorticity pro le of the metaequilibrium state is an interesting and fundamental problem. As such, one could anticipate that it could bedescribed by a variational principle. The most natural one applying within this context is Jaynes' maximum entropy principle, using Boltzmann-Gibbs' entropy. This yields, however, unsatisfactory results in this case 3]. Non-extensive entropy, with q = 1 =2, allows for the use of Jaynes' variational principle and gives a c o n vincing explanation of this phenomenon 3].
We are interested in the so-called stability issue of the inverse problem concerning the generalized non-extensive maximum entropy distribution corresponding to q = 1 =2, which forces one to look also at the concomitant \direct" problem by assuming that it is appropriately represented by a linear mappingÂ from the space X of all p 1=2 distributions characterizing the statistics of a sample, into the space Y of all corresponding measurable quantities.
In the present e ort considerations will berestricted to the analysis of samples composed by a nite numberof, say N, subsamples of known properties, so that the X-space will beidenti ed with an N-dimensional Euclidean space X N = fp 1=2 j 0 j = 1 : : : N P N j=1 p j = 1g.
In practice the outcome of an experiment is a nite set of, say M, real numbers, so that the experimental measurements can be viewed as the components of an M-dimensional vector that we will call the data vector jfi 2 R M . The probability distribution can also beregarded as a vector jp 1 2 i 4]. Thus, the operator representing the direct problem admits a matrix representation of M rows and N columns.
In these terms the problem we wish to investigate consists of the following ingredients:
When we apply the operatorÂ to all vectors jp 1 2 i of X N we obtain a set of images that will be called the set of exact or noise-free images jfi verifying: jfi =Âjp The question is: how to achieve robustness (stability) of the solution against noise?
The answer: the solution needs to be regularized.
Consistently with the formulation of the direct problem, which is assumed to involve the jp The paper is organized as follows: The inversion problem to be addressed is introduced in Section 2 via the description of the concomitant direct problem. In Section 3 the non-extensive maximum entropy approach is summarized and the uniqueness of the jp 1 2 i distribution for the case of dependent measurements is discussed, while, in Section 4, the residual principle is shown to bean appropriate constraint t h a t , together with the non-extensive maximum entropy principle, leads to a regularization method for badly conditioned inverse problems. For the q = 1 =2 case, the regularized jp 1 2 i distribution is shown to be the sum of two components, one of which corresponds to the well known regularized solution of Tikhonov 11] . The proposed regularization approach is illustrated in Section 5 by recourse to a numerical simulation concerning the determination of the statistical properties of a rare earth sample on the basis of magnetization measurements 12, 13].
The direct vs the inverse problem
As stated in the previous section, we shall focus attention on the stability aspect of the jp 1 2 i distribution. For the sake of completeness we mention rst the \direct" problem, corresponding to the inverse problem to be addressed, in terms of the general jp q i distribution.
Let us assume that we wish to investigate a physical system S which is composed by N subsystems S j j = 1 : : : N of known properties. In line with Tsallis' proposal 1], let us further assume that the statistical description of such subsystems is given by the generalized weights p q j 0 j = 1 : : : N such that P N j=1 p j = 1 2]. Consider now that one interacts with the system S by means of a signal (probe) I. If the physical laws ruling the interaction are well known then one could \predict" the outcome f of the experiment, provided that the statistical distribution of subsystem is also known a priori. Thus, the above-mentioned \direct" problem can beformulated in mathematical form as follows: WI = f (1) where the linear operatorŴ (associated to S) portrays the e ect that the system produces upon the input signal so as to originate the response f. As S is a composition of N subsystems S j and the subsystems' statistics is assumed to berepresented by the gures p q j j = 1 : : : N we can decompose the operatorŴ in the following fashion W = N X j=1 p q jŴj (2) where the operatorŴ j accounts for the (assumedly known) action of S j upon the probe I, i.e., W j I = j (3) j beingtheresponse evoked by S j when impinged upon by the probe I.
According to (1) and (2) and (3) we can write:
p q j j = f (4) and it becomesclear that if we know boththe gures p q j j = 1 : : : N and the physical laws governing the interaction, we can predict f and the \direct" problem is solved.
On the order hand, the concomitant \inverse" problem concerns the \mirror" situation: knowing the response f evoked by a system when impinged upon by a probe, determine the statistic distribution p q j j = 1 : : : N characterizing the sample (system) S. Since in this case f is an experimental result, its available representation will be given as a nite set of, say M, n umbers f 1 f 2 : : : f M and equation (4) where i j are the values one would obtain by performing the observation i upon the response j of system S j . Certainly, the i j values should also be derivable by recourse to physical considerations, as we are assuming that we deal with N subsystems S j j = 1 : : : N , o f k n o wn properties. They can beregarded as matrix elements of an operatorÂ, i.e, i j = hijÂjji i = 1 : : : M j = 1 : : : N (the notation jji is used to represent an element of the standard basis in Euclidean spaces). With this notation, and adopting the vectorial representation
f i jii (6) the previous equation can berecast in the more compact form jfi =Âjp q i (7) where jp q i stands for the vectorial representation of p q j j = 1 : : : N , i.e.:
p q j jji: (8) As already discussed, when one aims to solve the inverse problem, rather than the exact data jfi, what is actually available is an observed vector jf o i = jfi+j fi. How to take i n to account the uncertainty of the observed data so as to guarantee stability of the inverse problem-solutions will be the subject of Section 4.
3 The non-extensive maximum entropy approach
The generalized p q distribution
The non-extensive maximum entropy approach for determining the generalized distribution p q j j = 1 : : : N entails maximizing the entropy S q : S q = P N j=1 p q j ; P N j=1 p j 1 ; q (9) subjected to the constraints of the problem. In the problem we are dealing with, if one wishes to reproduce the data jf o i, Tsallis' proposal leads to the maximization of (9) In order to stress the role of the q;parameter we believe t o b e i n teresting to analyze the above optimization process by looking at it in a new, but quivalent, fashion: after the change of variables p q j !p j one sees that, from a numerical viewpoint, the maximization of (9) with constraints (10) and (11) is tantamount to dealing with max P N j=1p j 1 ; q (13) subject to the constraints jf o i =Âjpi 
whereby, for q < 1, maximizing the q;entropy is tantamount to minimizing jjpjj , while preserving the 1-norm. In this contribution we shall deal with constraint (11) and therefore, as already discussed, the parameter q is assigned the role of preserving the 1=q-norm. In particular, for q = 1 =2 the Euclidean norm is seen to be preserved. One way to proceed, in order to restore stability to the solutions, might be that of applying the regularization method that prescribes the truncation of the singular values spectrum. We w ould like to stress that such a criterion is somewhat embodiedin the jp that minimizes the distance to the data, we should look for a predictor,Âjp q i, such that:
where 2 is the square norm of the data error j fi. In order to determine the gures p q j j = 1 : : : N , out of all the distributions satisfying condition (27) we will choose the one that, in addition to be endowed with the normalization property (11), maximizes the entropy (9).
We incorporate constraint (27) into the variational process through the introduction of an additional variable t 0 and write (27) as jjÂjp q i ; j f o ijj 2 2 + t = 2 t 0:
The functional, L, t o b e maximized is 
The parameter 1 , which characterizes the regularized solution (34), is to be xed by solving equation (30).
Numerical Test
Consider that the sample to beanalyzed is a mixture of N = 1 1 di erent rare earth elements.
We shall deal with a simple paramagnetic model given in the literature 14, 15] . Our aim is that of determining the statistical composition of a paramagnetic sample on the basis of magnetization measurements.
We shall simulate the \direct" problem by assuming that the jp with C an appropriate constant accounting for the normalization condition (37).
We appeal now to a classical result: if, via a magnetic eld H at the temperature T, one interacts with a given ion j of 
where x = H=T, B is the Bohr magneton, g j is the spectral factor for the ion j g j = 1 + J j (J j + 1 ) + S j (S j + 1 ) ; L j (L j + 1 ) 
For any given j we list the corresponding quantum numberS j L j and J j in Table I . As it can beseen, both the Tikhonov regularization and the non-extensive maximum entropy regularization succeed in retrieving stability. In addition, the non-extensive maximum entropy regularized solution is shown to achieve a better agreement with the \true" solution.
Conclusions
Stability aspects of the generalized q = 1 =2 Tsallis distribution, with regards to bad-conditioned problems, have here been addressed. It has been shown that, although redundant measurements do not a ect the theoretical uniqueness of such a distribution in the noise free case, when dealing with problems of bad-conditioned nature small perturbation in the data require the regularization of the \idealistic" noise free solution.
On the basis of both the residual and the non-extensive maximum entropy principles, a regularization method has beenpresented in this Communication. The ensuing regularized jp 1 2 i distribution is endowed with a component w h i c h corresponds to the well known regularized solution of Tikhonov. By recourse to a n umerical test we were able to illustrate the fact that, in addition to guarantying stability against perturbations in the data, the jp The dotted lines are the corresponding non-extensive maximum entropy regularized results.
