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1 Introduction
1.1 Motivation
In recent years the energy and resource efficiency has become more and more impor-
tant in all fields of industrial production processes. This also effects the development
phase of new products, for example mechanical components. In order to improve their
properties, we often find that new modern materials are used. The problem is that the
behaviour of these new materials and hence the behaviour of the final component is
widely unknown. This makes it necessary to perform expensive tests and experiments
to overcome this lack of knowledge. But if we can avoid this, we find a high savings
potential here. Hence, it is crucial to provide a simulation tool that precisely predicts the
behaviour of mechanical components under strain. To bring this development forward,
the Technische Universität Chemnitz participates in the wide-ranging Saxonian cluster of
excellence “Energy-efficient Product and Process Innovations in Production Engineering”
(eniPROD).
As a part of this project, we work on the development of a basic technology tool that fast
and efficiently simulates the behaviour of modern materials. The main objective of our
research is non-linear elastic, (nearly) incompressible material that is undergoing a large
deformation. This includes linear elasticity with small deformations as a special case.
Although these rubber-like materials are widely used in the industry and have been the
focus of research in the past, see [8] and [26], the efficient 3D simulation of such parts
is still an open problem due to their special material properties. Since incompressible
materials have an infinite bulk modulus, they may change their shape, but they keep
their constant volume during any deformation. A common way to treat this property
is to introduce a new variable, the hydrostatic pressure P , next to the displacement U ,
which leads to a mixed formulation.
But first, we need a mathematical formulation for the deformation process itself. There-
fore, we introduce the 3D theory of large deformations and the equilibrium of forces.
They basically describe the elastic deformation that we want to consider. Then the
conditions that arise from the incompressibility follow. This is done in Chapter 2.
In Chapter 3 we derive the weak formulation for both the linear case with small defor-
mations and the non-linear case with large deformations. Since the non-linear case leads
to a non-linear formulation in U and P , we need to perform a linearisation. Here we
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use a Newton’s method that is discussed in Chapter 4. The solvability of the arising
problem is shown with the coercivity on the kernel and the inf-sup or LBB condition,
see Chapter 5.
In Chapter 6 we proceed with the discretisation of the problem by means of the finite
element method. We discuss two mixed FE discretisations and several iterative solvers
and their implementation. Since we want to use an adaptive refinement technique, we
need an appropriate error estimator that determines those elements with the highest
contribution to the error. This is the topic of Chapter 7.
In Chapter 8 we consider some modifications to the material and the stress formulation,
which leads to an improved mathematical model. But still, there are some limitations
to our method that we cannot overcome. They are discussed in Chapter 9. Finally, we
want to give some numerical results in Chapter 10. They shall illustrate the variety of
possible applications.
1.2 Notation and preliminary results
In this section we want to introduce the terminology that is used throughout this thesis.
Based on it some definitions and inequalities follow.
First, we begin with the description of the mechanical component that is under consid-
eration. We assume that any mechanical component is given as an elastic solid body B
and that B has the initial configuration
Ω =
{
X(η) ∈ R3 : η = (η1, η2, η3) ∈ P
}
, P ⊂ R3 . (1.1)
This domain shall be compact and shall have a piecewise smooth boundary, i. e. a
Lipschitz-continuous boundary, see [12, s. 6.1] or [2, notation 2.1]. Each material point
X(η) ∈ Ω is parametrised by η that lies in the parametrising set P. With a fixed para-
metrisation, it is possible to define two tensor bases in Ω.
1.1 Definition. Let Ω be given via (1.1). Then there exist
(i) the covariant tensor basis Gi ∈ T1 with Gi = ∂
∂ ηi
X(η) and
(ii) the contravariant tensor basis Gi ∈ T1 that is given by Gj ·Gi = δji .
Thence, any arbitrary space dependent, first order tensor (i. e. any vector field) U ∈ T1
can be described as a linear combination of these basis elements G1, . . . ,Gd (usually
d = 3). Using the summation convention of Einstein, we simply can write U = U iGi
instead of U = ∑di=1 U iGi. One prominent example of such a first order tensor is the
gradient operator, see (2.6).
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Pairs of vectors, e. g. UV , form a 2nd order tensor E ∈ T2, and in general any 2nd order
tensor is a linear combination of such pairs. In the same way, a pair of 2nd order tensors,
such as EF , defines a 4th order tensor A ∈ T4.
All mechanical quantities and the corresponding operators that occur in this thesis are
described by using these tensors of order n. The space of these tensors is denoted by
Tn. By choosing a fixed basis, the notation of Voigt can be used. That allows the
representation of the tensors as matrices or vectors. For distinction we use different
typefaces for different types of values. This is shown in Table 1.1. Only a few exceptions
can occur.
variable description
Q, φ tensor of order zero, scalar function
V , v tensor of order one, vector field
T ,σ tensor of order two
A tensor of order four
a, R n-vector of coefficients w. r. t. a basis (of a function space)
A matrix in Rp×q
A block matrix
Table 1.1: Types of notation
The next definition gives an overview on the products that can be used on tensors.
1.2 Definition. Let U , V , C , D, A, and B be arbitrary first order tensors in T1 and
let Y be an arbitrary second order tensor in T2. Then we define the following products.
(i) The dot product is defined by (V ·U ) ∈ T0.
(ii) The double dot product is given by CD :UV = (D ·U )(C ·V ) ∈ T0 and
ABCD :UV = (D ·U )(C ·V )AB ∈ T2. For a shorter notation, we want to use
E :ET = |E|2.
(iii) The usual outer vector product is denoted by
(
.× .
)
.
(iv) The usual scalar triple product is denoted by [ . , . , . ].
(v) The trace of Y is denoted by tr(Y) and defined as tr(Y) = I :Y with the second
order unit tensor I that fulfils I ·V = V .
1.3 Note. Any second order tensor E is a linear operator from T1 to T1 such that
E : U 7→ E ·U . If there is a representation CD = E, then the dot product yields
E ·U = (CD) ·U = (D ·U )C . An analog statement holds for any fourth order tensor
A since this is a linear operator from T2 to T2 w. r. t. the double dot product.
1.4 Definition. For a special second order tensor Y = UV , we denote its transpose
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by YT , and it is YT = VU . For an arbitrary tensor Y ∈ T2, its transpose is defined
from linearity.
1.5 Note. It is U ·Y = YT ·U for all Y ∈ T2 and U ∈ T1.
1.6 Definition. The symmetric part of an arbitrary second order tensor Y ∈ T2 is
defined via Sym
(
Y
)
= 12
(
Y +YT
)
.
1.7 Note. If Y0 = Y0T , we obviously get Y0 : Sym
(
Y
)
= Y0 :Y .
1.8 Definition. A second order tensor Y ∈ T2 permits the definition of three tensor
invariants
I1(Y) = tr(Y) ,
I2(Y) = 12
(
tr(Y)2 − tr(Y2)
)
, (1.2)
I3(Y) = detY ,
whereas I1(Y) denotes the trace of Y and I3(Y) its determinant.
As an abbreviation we set I(Y) = (I1(Y) I2(Y) I3(Y))T .
1.9 Note. Using the three eigenvalues λi = λi(Y) of Y that are given by
Y ·U i = λiU i, the invariants fulfil
I1(Y) = λ1 + λ2 + λ3 ,
I2(Y) = λ1λ2 + λ1λ3 + λ2λ3 ,
I3(Y) = λ1λ2λ3 .
Additionally, if the inverse of Y ∈ T2 exists, then it is I2(Y) = tr(Cof Y) with the
cofactor Cof Y = (detY)Y−T .
1.10 Lemma (Cayley-Hamilton theorem). An arbitrary second order tensor
C ∈ T2 fulfils I3 C−1 = I2 I − I1 C + C2.
Proof. The characteristic polynomial χC(λ) = λ3 − I1(C)λ2 + I2(C)λ− I3(C) is zero for
the argument C.
1.11 Definition. Let M3+ denote the set of all second order tensors with a positive
determinant. Then O3+ denotes the set of all orthogonal tensors in M3+.
O3+ =
{
Y ∈ T2 : detY ≥ 0, I = Y ·YT = YT ·Y
}
(1.3)
With a chosen basis, the elements of these sets can be identified with 3× 3-matrices.
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1.12 Definition. Let X′ denote the dual space of a space X. Then the adjoint operator
A′ : Y′ → X′ of A : X→ Y is given via
〈A · x , y〉Y,Y′ =
〈
x , A′ · y〉X,X′ . (1.4)
Next to the tensors itself, their derivatives are also of importance, especially the deri-
vatives of scalar tensors or tensors of second order.
1.13 Definition. Let ζ(Y) : T2 → T0 denote a scalar function. Then its derivative
∂
∂Y ζ(Y) is a second order tensor that fulfils
ζ(Y + δY) = ζ(Y) + ∂ ζ(Y)
∂Y : δY +O
(
‖δY‖2
)
(1.5)
for all Y , δY ∈ T2. In addition, let T (Y) ∈ T2. Then its derivative ∂
∂YT (Y) is of order
four and fulfils
T (Y + δY) = T (Y) + ∂ T (Y)
∂Y : δY +O
(
‖δY‖2
)
(1.6)
for all directions δY ∈ T2.
1.14 Note (notation of derivatives). To be brief the derivative of a first order tensor
W with respect to the parameter ηi from (1.1) is denoted by W ,i. In general, we set
∂
∂ ai
ζ = ζ,ai for any scalar value ai.
1.15 Note. By DαQ we want to denote the derivative ∂
α Q(X)
∂ Xα
= ∂
|α|Q
∂Xα11 · · · ∂Xαdd
for a
multiindex α = (α1, . . . , αd) with αk ∈ R.
1.16 Definition (Sobolev spaces). Let Ω ⊆ Rd.
(i) The Sobolev space L2(Ω) is the set of all scalar functions Q(X) with∫
Ω
(Q(X))2 dΩ <∞ . (1.7)
Furthermore, we set L20(Ω) =
{
Q ∈ L2(Ω) :
∫
Ω
Q dΩ = 0
}
.
(ii) The Sobolev space H1(Ω) is the set of all scalar functions Q ∈ L2(Ω) that addi-
tionally fulfil
∫
Ω
(
DαQ
)2
dΩ <∞ for all multiindices |α| ≤ 1. For later use we
identify V =
(
H1(Ω)
)3
. Furthermore, let ∂Ω = ΓH ∪ ΓD ∪ ΓN be the partition of
the boundary, and let U 0 be a given function on ΓD. Then we set
V0 =
{
V (X) ∈
(
H1(Ω)
)3
: V
ΓD
= 0
}
(1.8)
5
1 Introduction
and
VD =
{
V (X) ∈
(
H1(Ω)
)3
: V
ΓD
= U 0
}
. (1.9)
(iii) In general, the Sobolev space Hm(Ω), m ∈ N, is the set of all functions Q ∈ L2(Ω)
whose derivatives additionally fulfil DαQ ∈ L2(Ω) for all multiindizes 1 ≤ |α| ≤ m.
1.17 Note. We also can set up Sobolev spaces of fractional order, e. g.
(
H1/2(∂Ω)
)d
. For
a general definition, we refer to [27, pp. 345] or [12, ss. 6.10].
1.18 Definition (scalar products and norms). Depending on the arguments, we define
different L2-scalar products by
〈Q , P 〉0,Ω =
∫
Ω
QP dΩ , (1.10)
〈V , U 〉0,Ω =
∫
Ω
V ·U dΩ , and 〈E , F〉0,Ω =
∫
Ω
E : FT dΩ (1.11)
for all Q,P ∈ T0, V ,U ∈ T1, and E,F ∈ T2. The induced L2- and H1-(semi)norm are
given by
‖Q‖20,Ω = 〈Q , Q〉0,Ω , (1.12)
‖V‖20,Ω = 〈V , V 〉0,Ω , |V |21,Ω =
∫
Ω
GradV : (GradV )T dΩ (1.13)
and ‖V‖21,Ω = ‖V‖20,Ω + |V |21,Ω. In general, it is ‖Q‖2m,Ω =
∑
1≤|α|≤m
‖DαQ‖20,Ω.
1.19 Note. The definition of the gradient operator as well as the definition of the diver-
gence operator is given later in section 2.1.
1.19 Theorem (divergence theorem). Let Ω ⊂ R3 be compact and have a piecewise
smooth boundary. If DivE is continuously defined on a neighbourhood of Ω, then it
holds ∫
Ω
(
DivE
)
·V dΩ +
∫
Ω
E : (GradV )T dΩ =
∫
∂Ω
n · E ·V dΓ . (1.14)
1.20 Lemma (surjectivity of divergence). Let Ω denote a bounded, connected domain
with a smooth (e. g. Lipschitz continuous) boundary.
(i) For all Q ∈ L2(Ω), there is a V ∈ H1(Ω)3 with a positive constant c1 = c1(Ω) such
that Q = DivV and ‖V‖1,Ω ≤ c1 ‖Q‖0,Ω, see proof below.
(ii) For all Q ∈ L20(Ω), there is a V ∈ H10 (Ω)3 such that (i) holds with a positive
constant c2 = c2(Ω), see [6, p. 153].
(iii) For all Q ∈ L2(Ω) and g ∈
(
H1/2(Γ)
)3
with the compatibility condition∫
ΩQ dΩ =
∫
Γ g · n dΓ, there is a V ∈ H1(Ω)3 with a constant c3 > 0 independent
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of Q, V , and g such that (1.15) holds, see [9, lemma 3.3].
Q = DivV , V
Γ
= g , and ‖V‖1,Ω ≤ c3
(
‖Q‖0,Ω + ‖g‖1/2,Γ
)
. (1.15)
Proof. Although the proof is widely known, we give a short sketch: We enlarge the
domain such that Ω ⊂⊂ Ω∗ with a Lipschitz C1,1-continuous boundary ∂Ω∗ and we
extend Q by zero to Q∗ ∈ L2(Ω∗) such that ‖Q∗‖Ω∗ = ‖Q‖Ω. With U∗ = 0 on ∂Ω∗
(note that 0 ∈ H3/2(∂Ω∗)), the problem Q∗ = −Div(GradU∗) has a unique solution
in H2(Ω∗) with ‖U∗‖2,Ω∗ ≤ C ‖Q∗‖0,Ω∗ , see [15, theorem 1.8]. Thus, we can define
V ∈ H1(Ω) via V = −GradU∗
Ω
. Hence, it obviously is Div(V ) = Q and the norm
estimation ‖V‖1,Ω ≤ ‖U‖2,Ω ≤ ‖U∗‖2,Ω∗ ≤ C ‖Q‖Ω holds.
1.21 Note. The proof of lemma 1.20(i) can be extended by considering the problem
Q∗ = −Div(A ·GradU∗) with an appropriate tensor A ∈ T2, i. e. a tensor with coerci-
vity and continuity. This may give V = A ·GradU∗
Ω
, see [1, pp. 175].
1.22 Lemma (Friedrich’s inequality). Let Ω ⊂ Rd be a bounded domain and
Γ0 ⊂ ∂Ω be a part of the boundary. Then there exists a positive constant cF depending
on Ω such that
‖Q‖0,Ω ≤ cF |Q|1,Ω ∀Q ∈ H1(Ω) with Q Γ0 = 0 . (1.16)
If Γ0 = ∂Ω, then cF correlates to the edge length s of Ω ⊆
[
0, s
]
d.
1.23 Note. Since (Y :I)2 ≤ 3(Y :YT ), we have ‖Div(V )‖20,Ω ≤ 3 |V |21,Ω, and obviously
we can estimate |V |21,Ω ≤ ‖V‖20,Ω + |V |21,Ω = ‖V‖21,Ω.
1.24 Lemma (Korn’s inequality). Let Ω ⊂ Rd (d = 2, 3) be a bounded domain with a
piecewise smooth boundary (see [6, pp. 290], [21, pp. 168]).
(i) If Γ0 ⊂ ∂Ω has a positive (d− 1)-measure, then there exists a positive constant
cK = cK(Ω,Γ0) such that
∥∥∥Sym(GradV)∥∥∥2
0,Ω
≥ cK ‖V‖21,Ω holds for all
V ∈
(
H1(Ω)
)d
with V
Γ0
= 0 .
(ii) If Γ0 = ∂Ω, then it is
∥∥∥Sym(GradV)∥∥∥2
0,Ω
≥ 12 |V |21,Ω .
(iii) For Γ0 = ∅, it is
∥∥∥Sym(GradV)∥∥∥2
0,Ω
+ ‖V‖20,Ω ≥ cK ‖V‖21,Ω .
1.25 Note. Extensions on Korn’s inequality are given for instance in [22] and [24] for
instance.
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1.26 Definition. Let A be an arbitrary matrix in Rn×n and X an arbitrary vector in
Rn. Let 〈 , 〉∗ be a special inner product. Then the Rayleigh quotient Θ∗,A(X) is given
by
Θ∗,A(X) =
〈A ·X , X〉∗
〈X , X〉∗
. (1.17)
1.27 Lemma (Min-Max). If A is a symmetric matrix that may be derived from a self-
adjoint operator, then its minimal eigenvalue λ1(A) and its maximal eigenvalue λn(A)
can be estimated by the Rayleigh quotient with
λ1(A) ≤ Θ∗,A(X) = 〈A ·X , X〉∗〈X , X〉∗
≤ λn(A) ∀X . (1.18)
1.28 Note. If M−1 · A is self-adjoint w. r. t. a scalar product 〈 , 〉∗, then there are two
constants γ1 ≤ λmin(M−1 ·A) and γ2 ≥ λmax(M−1 ·A) such that
γ1〈M ·X , X〉 ≤ 〈A ·X , X〉 ≤ γ2〈M ·X , X〉
holds. It is true since (1.18) holds with 〈 , 〉∗ = 〈 , 〉M .
λmin(M−1 ·A) ≤
〈
M−1 ·A ·X , X〉M
〈X , X〉M
= 〈A ·X , X〉〈M ·X , X〉 ≤ λmax(M
−1 ·A) .
This directly implies the desired assertion.
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In this chapter we want to introduce the framework of large deformations of a solid
body B that consists of elastic, incompressible material. This includes the mathematical
description of the geometry of B via the theory of differential geometry and the mathe-
matical description of the deformation as it is common for solid or continuum mechanics.
As we consider incompressibility, we also need to introduce appropriate conditions to
describe this property. Then we use these ingredients to formulate the equilibrium of
forces that determines the elastic deformation problem. For more details we refer to [6,
Chapter 6], [17], and [8].
2.1 Differential geometry
We consider an arbitrary solid elastic body B as a representation of any given mechanical
component which is undergoing an arbitrary deformation process. We assume that B
has the initial configuration Ω = Ω0 prior to the deformation with
Ω =
{
X(η) ∈ R3 : η ∈ P
}
, P ⊂ R3 (2.1)
and the current configuration
Ωτ =
{
x(η) ∈ R3 : η ∈ P
}
, P ⊂ R3 (2.2)
for all τ ≥ 0 afterwards. All these domains shall be compact and shall have a Lipschitz-
continuous boundary.
∂Ω = Γ = ΓD ∪ ΓN ∪ ΓH , (2.3)
∂Ωτ = Γτ = ΓD,τ ∪ ΓN,τ ∪ ΓH,τ . (2.4)
We emphasise that for all τ the parametrising set P remains the same. Hence, the
material point X(η) in Ω turns over to the spatial point x(η) during the deformation.
Since we have a fixed parametrisation for Ω and Ωτ , we can define the co- and contra-
variant tensor basis in Ω, see definition 1.1, and in Ωτ .
gi =
∂
∂ ηi
x(η) and gj · gi = δji . (2.5)
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2.1 Note. With these bases the unit tensor of second order I ∈ T2 can be written as
I = GiGi = gigi .
Using the contravariant basis, we can define two important differential operators: the
gradient and the divergence. They are given by
Grad = Gi ∂
∂ ηi
and Div = Grad · in Ω , (2.6)
grad = gi ∂
∂ ηi
and div = grad · in Ωτ . (2.7)
2.2 Note. For a sufficiently smooth vector field W , we have
GradW = Gi ∂
∂ ηi
W = GiW ,i
which implies a correct Taylor expansion
W (X +V ) = W (X) +V ·GradW +O
(
‖V‖2
)
.
2.2 Deformation
Displacement
We assume that the deformation of the observed body B can be described by a sufficiently
smooth function Φ : Ω→ Ωτ with Φ : X(η) 7→ x(η). Since we are interested in the
difference between Ω and Ωτ , we introduce the first order displacement tensor U ∈ T1
and rewrite Φ as a sum.
x = Φ(X) = X +U (X) . (2.8)
2.3 Note. From (2.8) the covariant tensor basis gi decomposes into gi = Gi +U ,i be-
cause of x,i = gi =
(
X +U
)
,i
= X,i +U ,i.
Strain
From U we can derive a few important tensors that measures the strain: First we
consider the deformation gradient F(U ) ∈ T2 that is given by
dx = dX + dU = F(U ) · dX . (2.9)
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With a short computation, see proof A.1, we get the explicit representation of the de-
formation gradient
F(U ) = I + (GradU )T = (GradΦ)T = giGi . (2.10)
The determinant of F(U ), which is denoted by J , can be used to guarantee that Φ(X)
is feasible. We claim
det(F(U )) = J > 0 . (2.11)
2.4 Note. There exists a unique polar decomposition F(U ) = P · V = U ·P where V
(and U , resp.) is a unitary tensor of rotation, and P is a symmetric stretch tensor. Due
to F(U ) being invertible, P is even positive definite.
2.5 Note. The gradient operators in each configuration are connected via F(U ) such
that
(GradV )T =
(
Gi ∂
∂ ηi
V
)T
=
(
gi ∂
∂ ηi
V
)T
· gjGj = (gradV )T ·F(U ) .
Now the local change of lengths ‖ dx‖2 − ‖ dX‖2 gives rise to the (right) Cauchy-Green
strain tensor C(U ) ∈ T2 and the Green-Lagrange strain tensor E(U ) ∈ T2 since we find
‖dx‖2 − ‖ dX‖2 = dx · dx− dX · dX
=
(
F(U ) · dX
)
·
(
F(U ) · dX
)
− dX · dX
= dX ·
(
F(U )T ·F(U )− I
)
· dX . (2.12)
This allows the definitions
C(U ) = F(U )T ·F(U ) (2.13)
and
E(U ) = 12
(
C(U )− I
)
. (2.14)
With (2.10) it obviously is
2E(U ) = GradU + (GradU )T + GradU · (GradU )T . (2.15)
For later use we also define the directional derivative E(U ;V ) of E(U ).
2E(U ;V ) = GradV + (GradV )T
+ GradU · (GradV )T + GradV · (GradU )T
= 2 Sym
(
GradV ·F(U )
)
. (2.16)
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2.3 Incompressibility
As a special material property, we want to focus on (non-linear elastic) incompressible
material. This means that there is no change in volume during any deformation or
any change of shape. Since J gives the ratio of the volume of B before and after the
deformation, see [8], it has to fulfil the condition
detF(U ) = J ≡ 1 (2.17)
to ensure the constant volume. In case of almost incompressibility, this condition (2.17)
needs to be fulfilled only approximately.
Furthermore, we have to mind the restriction on the material parameter K, which is
called the bulk modulus. This number describes how much pressure is needed to be
applied to produce a relative change of volume and to compress a body B. As we
consider nearly or completely incompressible material, we have to include the limit
K →∞ (2.18)
in our calculations.
2.4 Equilibrium of forces
We presume that the deformation Φ of the body B is caused by the influences of external
loads. These loads can be of different types:
• a given displacement U 0 ∈ T1 on the Dirichlet boundary ΓD,τ ,
• a deformation-independent force density per unit volume ρτ f ∈ C(Ωτ ,R3) with
f(X(η)) = f(x(η)) for all η ∈ P (i. e. an acceleration field f and a material density
per unit volume ρτ ),
• or a force density per unit surface gτ ∈ R3 on the Neumann boundary ΓN,τ , a
so-called surface force.
After the deformation the body B shall be in a state of equilibrium of forces, i. e. the
internal and external forces shall compensate each other. With these assumptions we can
derive integral equilibriums which lead to theorem 2.6, the so-called theorem of Cauchy,
see [6, p. 275].
2.6 Theorem. Let f , gτ , and U 0 be given as stated above. Let ρτ be the scalar
material density in Ωτ and nτ ∈ T1 the outer normal vector on the boundary ∂Ωτ .
Then there exists a displacement U (X) in Ω and even a symmetric second order stress
tensor σ(U ) ∈ C1(Ωτ ) such that (2.19) to (2.21) hold.
divσ(U ) + ρτ f = 0 in Ωτ , (2.19)
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nτ · σ(U ) = gτ on ΓN,τ , (2.20)
U = U 0 on ΓD,τ . (2.21)
The tensor σ(U ) is often called the Cauchy stress tensor.
2.7 Note. The part of the boundary where no external loads are given is denoted by
ΓH,τ = ∂Ωτ \ (ΓD,τ ∪ ΓN,τ ), and it is (nτ · σ(U )) ΓH,τ = 0. All boundary conditions can
also be stated component wise.
Finally, this gives the strong formulation of the deformation problem for non-linear
elastic and incompressible material.
2.8 Problem. Find U that fulfils theorem 2.6 together with condition (2.17) for incom-
pressibility.
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In this chapter we derive the variational formulation of problem 2.8. This is done for
linear elasticity with small deformations as well as for non-linear elasticity with large
deformations. To do so, it is necessary to find a suitable representation of the stress
tensor σ. This can be achieved by using the linear part of the strain or by using the
derivative of the specific energy density function φ(C). Furthermore, the hydrostatic
pressure P is introduced as a new process variable to handle the infinite bulk modulus.
This leads to a mixed variational formulation in each case.
3.1 Weak formulation
In this section we consider problem 2.8 and determine its variational formulation on the
deformed domain. Thus, we multiply equation (2.19) with a test function V ∈ V0 from
definition 1.16 (ii) and integrate over the domain Ωτ .
0 =
∫
Ωτ
(
divσ(U ) + ρτ f
)
·V dΩτ ∀V ∈ V0 . (3.1)
Now we can apply the divergence theorem 1.19 and plug in the given boundary conditions.∫
Ωτ
divσ(U ) ·V dΩτ = −
∫
Ωτ
σ(U ) : (gradV )T dΩτ
+
∫
∂Ωτ
nτ · σ ·V d∂Ωτ ,∫
∂Ωτ
nτ · σ ·V d∂Ωτ =
∫
ΓD,τ
nτ · σ(U 0) · 0 dΓτ
+
∫
ΓN,τ
gτ ·V dΓτ +
∫
ΓH,τ
0 ·V dΓτ . (3.2)
This finally results in the weak formulation of the problem on Ωτ .
3.1 Problem. Find U ∈ VD with detF(U) = 1 such that∫
Ωτ
σ(U) : (gradV)T dΩτ =
∫
Ωτ
ρτ f ·V dΩτ +
∫
ΓN,τ
gτ ·V dΓN,τ (3.3)
holds for all V ∈ V0.
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3.2 Linear elasticity
In the case of linear elasticity, we can assume that the integrals over Ωτ are almost equal
to the integrals over Ω. Hence, we can replace all functions, operators, and integrals
on Ωτ with their counterparts of Ω. Next to it, we can assume that there is a material
law that linearly predicates the stress σ(U ) on the linear part of the strain E(U ). This
permits a linear weak formulation which is derived in the next two sections.
3.2.1 Stress strain relation with incompressibility
It is known that in the case of linear elasticity with small deformations the material law
σ(U ) = 2µ ε(U ) + λ tr(ε(U ))I (3.4)
is a good approximation of the reality if we set ε(U ) = Sym
(
GradU
)
, which obviously
is equal to the linear part of E(U ). Moreover, this gives tr(ε(U )) = DivU .
The constants λ and µ denote the usual Lamé constants, but µ also denotes the shear
modulus and for linear elasticity it is λ = K. Both parameters λ and µ depend on the
Young’s modulus E and the Poisson’s ratio ν.
µ = µ(E, ν) = E2(1 + ν) and λ = λ(E, ν) = 2µ
ν
(1− 2ν) . (3.5)
In most cases ν takes values around 0.3, but in general it is ν ∈
[
−1, 0.5
]
. The influence
of ν on the volume of a deformed body is shown in figure 3.1. It compares the initial
configuration Ω with the current configurations Ωτ .
tension α~eΩ Ωτ : ν = 0.5
Ωτ : 0 < ν < 0.5
Ωτ : −1 ≤ ν < 0
Figure 3.1: The deformation of B after a uniaxial tensile load
Now the additional assumption of incompressibility has an effect on (3.4). The Poisson’s
ratio ν has to be set to 0.5 and condition (2.17) yields
DivU = 0 (3.6)
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due to the expansion of the determinant via
1 = detF(U ) = det
(
I + (GradU )T
)
= 1 + (GradU )T :I +O
(
‖(GradU )T ‖2
)
. (3.7)
However, in this case the determination of λ(E, ν) is accompanied by the problem of
divergence to infinity since
lim
ν→ 0.5 λ(E, ν) =
E
3 limν→ 0.5
1
1− 2ν =∞. (3.8)
Hence, we need a λ-free formulation of σ(U ) that is equivalent to (3.4). A simple
possibility is given by the substitution
P = λ DivU = λ tr(ε(U )) . (3.9)
This introduces a new process variable to the problem, namely the hydrostatic pressure.
If we apply this ansatz to (3.4), we get a new formulated stress tensor
σ(U , P ) = 2µ ε(U ) + P I (3.10)
and a side condition
DivU − λ−1P = 0 . (3.11)
3.2.2 Mixed formulation
We want to come back to problem 3.1 that is formulated in terms of U only. Since we
can use the similarity of the integrals over Ω and Ωτ , we get∫
Ω
σ(U ) : (GradV )T dΩ = l(V ) ∀V ∈ V0 (3.12)
with the right hand side
l(V ) =
∫
Ω
f ·V dΩ +
∫
ΓN
g ·V dΓN . (3.13)
Here we also use gτ = g, ρτ = ρ, and w. l. o. g. we set ρ = 1. Now we apply the U -P
formulation of σ from (3.10). This yields∫
Ω
2µ ε(U ) : (GradV )T dΩ +
∫
Ω
P I : (GradV )T dΩ = l(V ) ∀V ∈ V0 . (3.14)
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Because ε(U ) is symmetric, we can replace ε(U ) : (GradV )T by ε(U ) : ε(V ). In addi-
tion, we use I : (GradV )T = DivV . Then (3.14) is equivalent to∫
Ω
2µ ε(U ) : ε(V ) dΩ +
∫
Ω
P DivV dΩ = l(V ) ∀V ∈ V0 . (3.15)
On the other hand, we have to incorporate the side condition (3.11). Thereto we multiply
with appropriate test functions Q ∈ Q = L2(Ω) and integrate over the whole domain.
This gives ∫
Ω
Q DivU dΩ−
∫
Ω
λ−1P Q dΩ = 0 ∀Q ∈ Q . (3.16)
The integrals in (3.15) and (3.16) have a bilinear structure. Hence, we use the following
notation.
a(U ,V ) =
∫
Ω
2µ ε(U ) : ε(V ) dΩ , (3.17)
b(Q,U ) =
∫
Ω
Q DivU dΩ , (3.18)
c(P,Q) =
∫
Ω
λ−1P Q dΩ . (3.19)
Finally, this yields the mixed boundary value problem of (nearly) incompressible linear
elasticity with small deformations, which is a linear saddle point problem.
3.2 Problem. Find the displacement U ∈ VD and the hydrostatic pressure P ∈ Q such
that
a(U,V) + b(P,V) = l(V)
b(Q,U) − c(P,Q) = 0 (3.20)
holds for all test functions (V, Q) ∈ V0 ×Q.
3.3 Note. The incompressible limit is contained in problem 3.2 with c(P,Q) = 0.
3.3 Non-linear elasticity
In this section we want to consider problem 3.1 in the context of non-linear elasticity
with large deformations. Contrary to the case of Section 3.2, this implies that we need
to distinguish between the values on Ω and Ωτ . Using non-linear elasticity, we cannot
assume them to be equal. But since Ωτ is unknown, we would prefer a formulation of
problem 3.1 on Ω. Fortunately, we can derive some transformation rules to achieve a
pull back from Ωτ to Ω, which is shown in the next sections. Thereafter, we discuss the
effect of the incompressibility. This leads to a mixed formulation in the end.
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3.3.1 Stress-strain relation
In this section we want to derive a formulation of the Cauchy stress σ(U ) that is
depending on the strain C(U ) or E(U ) and on the initial configuration Ω. A key
ingredient for this is the assumption that σ(U ) can be expressed in terms of the Piola-
Kirchhoff stresses which represents the stresses on Ω.
3.4 Definition. It is P(U ) ∈ T2 the first and T (U ) ∈ T2 the second Piola-Kirchhoff
stress tensor with
σ(U ) = J−1 F(U ) ·P(U ) (3.21)
= J−1F(U ) · T (U ) ·F(U )T . (3.22)
3.5 Note. The 1st and 2nd Piola-Kirchhoff stresses fulfil P(U ) = T (U ) ·F(U )T .
Differently from σ(U ), these new tensors are living on the initial configuration, and at
least the second Piola-Kirchhoff stress tensor keeps the symmetry property of σ(U ).
This gives a connection between the stresses on Ωτ and on Ω.
If we assume some further material properties, we can find some further restrictions on
the stresses. An overview is given in the following lemma.
3.6 Lemma. A material is called
1. elastic if there is a tensor σ(F) such that σ(F) = σ(U ). Then T is depending
on F as well.
2. objective if σ(Q ·F) =Q · σ(F) ·QT holds for all Q ∈ O3+, see definition 1.11.
Then T is depending on C.
3. isotropic if σ(F) = σ(F ·Q) holds for allQ ∈ O3+. Then σ is depending onF ·FT .
In addition, the Rivlin-Ericksen-Theorem, see [6, pp. 277], shows that an elastic, object-
ive, and isotropic material has a second Piola-Kirchhoff stress tensor T that depends on
C and its invariants I(C).
Furthermore, it is shown in [10, s. 2-5] or [8, p. 5] that the Piola-Kirchhoff stress tensor
can be derived from the Clausius-Duhem inequality
P(U ) : qF(U )− ρ0 q˜φ(U ) ≥ 0 . (3.23)
Here φ˜(C) denotes the free Helmholtz energy density per unit mass and the dot symbolises
the usual time derivative. For simplification we define the specific energy density function
per unit volume φ(C) with φ(C) = ρ0 φ˜(C). Then the inequality (3.23) yields the so-called
law of hyperelasticity
T (U ) = 2 ∂ φ(C(U ))
∂ C(U ) . (3.24)
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Therefore, the second Piola-Kirchhoff stress tensor is directly depending on φ(C), and if
we have an explicit formulation of φ(C), we can determine T via equation (3.24). Since
we want to consider elastic, isotropic and objective material, lemma 3.6 implies that we
can choose an energy density function
φ(I1(C), I2(C), I3(C)) = φ(C) (3.25)
that only depends on the three tensor invariants I(C) from definition 1.8 instead of the
tensor C itself. The actual choice of φ is discussed later in Section 3.3.3.
3.7 Note. To be more precise, we should use a different notation if we change the
arguments of a function, e. g. we should say φˆ(I1(C), I2(C), I3(C)) = φ(C) instead of
φ(I1(C), I2(C), I3(C)) = φ(C). The same occurs in lemma 3.6 or in other sections later
on. But in order to minimise the number of functions, we keep the notation.
3.3.2 Integral transformation
The aim of this section is the transformation of the given integrals from (3.3) onto Ω.
To do so, we can exploit the common parametrisation of Ω and Ωτ . As a first result,
this easily gives the transformation dΩτ = J dΩ of the volume element since it is
dΩτ = [g1, g2, g3] dη = [F(U ) ·G1,F(U ) ·G2,F(U ) ·G3] dη
= detF(U ) · [G1,G2,G3] dη . (3.26)
Cauchy stress
We consider I1(U ,V ) = 〈σ(U ) , (gradV )T 〉Ωτ from (3.3). By using (3.21), note 2.5,
and note 3.5, we get
I1(U ,V ) =
∫
Ω
J−1F(U ) ·P(U ) : (gradV )T J dΩ
=
∫
Ω
P(U ) : (GradV )T dΩ
=
∫
Ω
T (U ) :
(
F(U )T · (GradV )T
)
dΩ . (3.27)
Since T (U ) is symmetric, we can replace F(U )T · (GradV )T by E(U ;V ) and get∫
Ωτ
σ(U ) : (gradV )T dΩτ =
∫
Ω
T (U ) :E(U ;V ) dΩ . (3.28)
19
3 Variational formulation
Volume force
We go on with I2 = 〈ρτ f , V 〉Ωτ . Since the mass conservation∫
Ωτ
ρτ (x) dΩτ =
∫
Ω
ρτ (Φ(X)) J(X) dΩ =
∫
Ω
ρ(X) dΩ (3.29)
shall hold, we find that the material density fulfils ρτ = J−1ρ. We can apply this equi-
valence and assume w. l. o. g. that ρ = 1. Then we get∫
Ωτ
ρτ f ·V dΩτ =
∫
Ω
f ·V dΩ . (3.30)
Surface force
We conclude with the surface integral I3(V ) = 〈nτ · σ , V 〉ΓN,τ . W. l. o. g we can fix a
part of the boundary ∂Ω with
ΓN,τ =
{
x(η1, η2, η3) : η3 = η0 constant, (η1, η2) ∈ PN
}
. (3.31)
Then a surface element is given by dsτ = ‖g1 × g2‖ dη1 dη2 and the boundary integral
I3(V ) can be transformed via
I3(V ) =
∫
PN
g1 × g2
‖g1 × g2‖
·
(
σ(U ) ·V
)
‖g1 × g2‖ dη1 dη2
=
∫
PN
[
g1, g2,σ(U ) ·V
]
dη1 dη2 . (3.32)
We can use the same ideas as in the transformation of the volume element and get
I3(V ) =
∫
PN
detF
[
G1,G2, J−1P(U ) ·V
]
dη1 dη2
=
∫
PN
G1 ×G2
‖G1 ×G2‖ ·
(
P(U ) ·V
)
‖G1 ×G2‖ dη1 dη2
=
∫
ΓN
n ·P(U ) ·V dΓN . (3.33)
Finally, by setting
g
ΓN
= n ·P(U ) , (3.34)
we get the weak formulation on Ω.
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3.8 Problem. Find U ∈ VD such that∫
Ω
T (U) : E(U;V) dΩ = l(V) (3.35)
holds for all V ∈ V0 with the linear form
l(V) =
∫
Ω
f ·V dΩ +
∫
ΓN
g ·V dΓN . (3.36)
3.9 Note. For all V ∈ V0 the value of
∫
Ω
(
Div(P(U )) + f
)
·V dΩ vanishes.
3.3.3 Incompressibility
A common and useful tool in the special case of incompressibility is the split of the
deformation process into a deviatoric and a volumetric part. The first part shall describe
the change of shape whereas the latter part shall describe the change of volume during
the deformation process. Since we have incompressible material, the volumetric part
shall describe that there is no change of volume at all. In the following section, we want
to apply this idea.
Multiplicative split
Following an idea that goes back to the Flory split, see [14], [8], [26], we postulate
F = FD ·FV (3.37)
with detFD = 1 and J = detFV. We note that in the incompressible limit J has to
coincide with 1.
These conditions can be fulfilled easily by setting
FD = J−1/3F and FV = J1/3 I . (3.38)
Analogously, we can decompose C with C = CD · CV. Then both quantities have to fulfil
CD = F TD ·FD = J−2/3C and CV = F TV ·FV = J2/3 I . (3.39)
Additive split
The ansatz (3.37) is also applicable for the specific energy density function. We postulate
that φ(I(C)) splits up into two additive parts.
φ(I(C)) = φD(I(CD)) + U(I(CV)) (3.40)
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= φD(I(CD)) + K2 φV(I(CV))
2 . (3.41)
Again, we get a deviatoric part φD(I(CD)), which is dedicated to the energy of the
changing shape and a volumetric part φV(I(CV)), which only describes the energy of the
changing volume during the deformation.
Since we set CD = J−2/3C, the identity I3(CD) = 1 follows. In addition, we can show
that Ik(CV) only depends on J for all k = 1, 2, 3, cf. lemma A.2. Therefore, we can omit
the dependency on I3(CD) and replace I(CV) by J2.
φ(I(C)) = φD(I1(CD), I2(CD)) + K2 φV(J
2)2 (3.42)
Furthermore, we omit all terms depending on I2(CD). In that case a suitable material
function is the Neo-Hooke material function, see [26], with
φD(I1(CD)) = c10(I1(CD)− 3)
= c10
(
I1(C)I3(C)−1/3 − 3
)
= φD(I1(C), I3(C)) . (3.43)
For the volumetric part, we choose φV(J2)2 to be a convex function that is zero in J = 1.
Thus,
φV(J2) = ln J =
1
2 ln(I3(C)) = φV(I3(C)) (3.44)
is a good choice. Both parts yield
φ(I(C)) = φD(I1(C), I3(C)) + K2 φV(I3(C))
2 . (3.45)
3.10 Note. As an abbreviation we use Ik = Ik(C) from now on.
3.11 Note. The linear part of φ(C) shall give the stress tensor (3.4) of the linear elasticity.
Hence, we can compute a relation between the material paramters. We get that c10 = 12µ
and K = λ+ 132µ, see lemma A.23.
Stress tensor
Due to the hyperelasticity (3.24), the second Piola-Kirchhoff stress tensor is given as a
derivative of φ(C). Hence, the ansatz (3.45) additively decomposes the second Piola-
Kirchhoff stress tensor such that
T (U ) = 2 ∂ φ(C)
∂ C = 2
∂ φD(C)
∂ C +KφV(C) 2
∂ φV(C)
∂ C (3.46)
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holds. For later use we introduce a new notation
T D(U ) = 2 ∂ φD(C)
∂ C and SV(U ) = 2
∂ φV(C)
∂ C . (3.47)
To determine T (U ) and thus the derivative of φ(C) w. r. t. C, it is recommended to use
the pseudo invariants
ai(Y) = 1
i
tr
(
Y i
)
∀Y ∈ T2 (3.48)
for i = 1, 2, 3, see [18], [20]. They permit the reformulation of the tensor invariants
I1(Y) = a1(Y) ,
I2(Y) = 12
(
a1(Y)2 − 2a2(Y)
)
, (3.49)
I3(Y) = 16
(
a1(Y)3 − 6a1(Y) a2(Y) + 6a3(Y)
)
,
and they have a simple derivative w. r. t. any second order tensor Y , see [20].
∂ ai(Y)
∂Y = Y
i−1 (3.50)
To be short we set ai = ai(C) and a = (a1 a2 a3)T . As a consequence the specific
energy density function can be reformulated in terms of a. Instead of (3.45), we get
φ(I(C)) = φV(a1, I3(a)) + K2 φV(I3(a))
2 (3.51)
= φV(a) +
K
2 φV(a)
2 . (3.52)
3.12 Note. Again, we keep the notation φD and φV although the dependencies of the
functions are changed.
By applying the chain rule to (3.52) the derivatives of φD(C) and φV(C) with respect to
C can be determined as the second order tensors
T D = 2 ∂ φD(C)
∂ C = 2
3∑
i=1
(
∂ φD(a)
∂ ai
Ci−1
)
, (3.53)
SV = 2 ∂ φV(C)
∂ C = 2
3∑
i=1
(
∂ φV(a)
∂ ai
Ci−1
)
. (3.54)
Explicitly, this gives
T D = 2 ∂ φD
∂ a1
I + 2 ∂ φD
∂ a2
C + 2 ∂ φD
∂ a3
C2 , (3.55)
SV = 2 ∂ φV
∂ a1
I + 2 ∂ φV
∂ a2
C + 2 ∂ φV
∂ a3
C2 . (3.56)
A more detailed representation is given in the next lemmas.
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3.13 Lemma. Let φD and φV be taken as in (3.43) and (3.44). Then it is
T D = 2 ∂ φD(a1, I3)
∂ a1
I + 2 ∂ φD(a1, I3)
∂ I3
3∑
i=1
(
∂ I3
∂ ai
Ci−1
)
, (3.57)
SV = 2 ∂ φV(I3)
∂ I3
3∑
i=1
(
∂ I3
∂ ai
Ci−1
)
. (3.58)
Moreover, it is
T D = 2c10I −1/33
(
I − a13 C
−1) and SV = C−1 . (3.59)
Proof. Obviously, φD and φV are not depending directly on a but on (a1, I3) and I3,
respectively. Hence, it is
T D = 2 ∂ φD(a1, I3)
∂ a1
∂ a1
∂ C + 2
∂ φD(a1, I3)
∂ I3
∂ I3
∂ C and SV = 2
∂ φV(I3)
∂ I3
∂ I3
∂ C .
With the derivatives of ai from (3.50) and the relation
∂ I3(C)
∂ C = I3(C)C
−1 =
3∑
j=1
∂ I3
∂ aj
Cj−1
that follows from lemma A.7 and corollary A.6, the equations (3.57) and (3.58) follow.
Plugging in the explicit derivatives of φD and φV from lemma A.11 eventually gives
T D = 2c10I −1/33 I − 2
a1
3 c10I
−4/3
3 I3 C−1 = 2c10I −1/33
(
I − a13 C
−1) ,
SV = 2 12I3 I3 C
−1 = C−1 .
But we cannot directly use the current formulation
T (U ) = T D(U ) +K φV(I3(C)) SV(U ) (3.60)
with (3.55) and (3.56) or the results from lemma 3.13 since the product termK φV(I3(C))
cannot be determined explicitly because K diverges according to (2.18) and φV(I3)
vanishes for J = 1. One way out is given by the substitution
P = K φV(I3) =
1
κ
φV(I3) , (3.61)
24
3.3 Non-linear elasticity
which eliminates the problematic term. Here we have to introduce the new material
parameter κ, the material compressibility, that is defined as the reciprocal of the bulk
modulus K. Obviously, we have κ = 0 for incompressible material and κ & 0 for nearly
incompressible material.
After plugging in the substitution (3.61) into (3.60), we obtain a new formulation of the
stress
T (U , P ) = T (C(U ), P ) = T D(C) + P SV(C) (3.62)
together with the side condition
φV(I3)− κP = 0 , (3.63)
which is added to the problem in a weak sense later.
3.14 Note. Let φD and φV be taken as shown in (3.43) and (3.44). Then the substitution
(3.61) and lemma 3.13 explicitly yield
T (U , P ) = 2c10I −1/33 I +
(
P − 2c10a13 I
−1/3
3
)
C−1 . (3.64)
3.3.4 Mixed formulation
In this section we want to apply the decomposed second Piola-Kirchhoff stress from
(3.62) to the given problem 3.8 in order to incorporate the incompressibility. With the
decomposition of T (U , P ), we get∫
Ω
T D(U ) :E(U ;V ) dΩ +
∫
Ω
P SV(U ) :E(U ;V ) dΩ = l(V ) (3.65)
for all V ∈ V0 instead of equation (3.35). Additionally, we have to take care of condition
(3.63). Since we want to work with a weak formulation, we choose suitable test functions
Q ∈ Q = L2(Ω) and get∫
Ω
φV(I3(U )) Q dΩ−
∫
Ω
κP Q dΩ = 0 ∀Q ∈ Q . (3.66)
We introduce a new notation such that
aD(U ;V ) =
∫
Ω
T D(U ) : E(U ;V ) dΩ , (3.67)
aV(U , P ;V ) =
∫
Ω
P SV(U ) : E(U ;V ) dΩ , (3.68)
b0(U ;Q) =
∫
Ω
φV(I3(U )) Q dΩ , (3.69)
c(P,Q) =
∫
Ω
κP Q dΩ (3.70)
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holds. We note that the semicolon separates the functions with linear dependency from
those with non-linear dependency. The functions after the semicolon solely enter the
form in a linear way, but those functions before the semicolon may occur non-linearly.
Now we are able to formulate the mixed boundary value problem of (nearly) incompressi-
ble non-linear elasticity with large deformations via a non-linear system of equations.
This yields a non-linear saddle point like problem.
3.15 Problem. Find the displacement U ∈ VD and the hydrostatic pressure P ∈ Q such
that
aD(U;V) + aV (U, P ;V) = l(V)
b0(U;Q) − c(P,Q) = 0
(3.71)
holds for all test functions (V, Q) ∈ V0 ×Q.
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The main objective of this thesis is to solve problem 3.15. But in contrast to problem
3.2, it has a non-linear structur. Hence, a linearisation is needed. In our case this is
done via the Newton’s method. This approach is discussed in the following chapter.
4.1 Newton’s method
In this section we want to give a very short introduction on the Newton’s method (for
further details we refer to [11, pp. 97]), and we want to show how it can be applied to
our given problem.
4.1 Definition (Newton’s method). Let F : X→ Y be a non-linear and continuously
differentiable operator, and let F (X) = 0. Then the solution X can be approximated by
the iteration
X(i+1) = X(i) + δX with ∂ F
∂ X X(i)
· δX = −F (X(i)) (4.1)
for i ≥ 0. The iteration locally has even quadratic convergence if the initial solution X(0)
is chosen “near” X.
Because our problem 3.15 is inhomogeneous, we first have to transform it to its homo-
geneous version.
4.2 Problem. Find U ∈ VD and P ∈ Q such that
S(U, P ;V, Q) = 0 (4.2)
with
S(U, P ;V, Q) =
[
aD(U;V) + aV(U, P ;V)− l(V)
b0(U;Q) − c(P ;Q)
]
(4.3)
holds for all test functions (V, Q) ∈ V0 ×Q.
4.3 Note. Again, we use the semicolon to separate the linear and non-linear dependencies
in S.
Although the operator S(U , P ;V , Q) is non-linear only in U , we have to perform the
linearisation in both U and P . From definition 4.1 it follows that starting from an initial
solution (U (0), P (0)) we have to
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(i) solve equation
S′(U (i), P (i); δU , δP,V , Q) = −S(U (i), P (i);V , Q) (4.4)
for all (V , Q) ∈ V0 ×Q, and
(ii) update the current solution (U (i), P (i)) with the increment (δU , δP )[
U (i+1)
P (i+1)
]
=
[
U (i)
P (i)
]
+
[
δU
δP
]
(4.5)
in each step of the iteration with i ≥ 0 until the solution converges.
To overcome the deficiency of only local convergence, we use incremental load steps:
Instead of (4.3), we consider
S(U , P, t;V , Q) =
[
aD(U ;V ) + aV(U , P ;V )− t · l(V )
b0(U ;Q) − c(P ;Q)
]
(4.6)
with t ∈ (0, 1], which gives the new Newton’s equation
S′(U (i), P (i); δU , δP,V , Q) = −S(U (i), P (i), t;V , Q) (4.7)
for all test functions (V , Q) ∈ V0 ×Q. Each time when the stopping criterion
‖δU‖ < newt ‖U‖ (4.8)
is fulfilled for any fixed t, we update t := t+ δt. For t = 1 this yields the approximate
solution of problem 4.2.
4.4 Note. We abbreviate S = S(U , P, t;V , Q) and S′ = S′(U , P ; δU , δP,V , Q).
4.2 Newton’s equation
In this section we want to take a closer look on equation (4.7). From definition 4.1 we
know that the linear operator S′ follows as the first derivative of S applied to (δU , δP )
from a Taylor expansion of S.
S(U+δU , P+δP, t;V , Q)
=
[
aD(U+δU ;V ) + aV(U+δU , P+δP ;V )− t · l(V )
b0(U+δU ;Q) − c(P+δP,Q)
]
(4.9)
= S(U , P, t;V , Q)
+ S′(U , P ; δU , δP,V , Q)
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+O
(
‖δU‖2
)
+O
(
‖δP‖2
)
+O
(
‖δU‖ ‖δP‖
)
. (4.10)
Hence, we need the Taylor expansions of the integral forms (3.67) to (3.70). Thereto we
need the expansion of the integrands E(U ), E(U ;V ), T D(U ), SV(U ) and φV(U ), see
Section A.3. The combination of all these parts yields the expansion of the first row in
(4.9) via
aD(U+δU ;V ) + aV(U+δU , P+δP ;V )− t · l(V )
= aD(U ;V ) + aV(U , P ;V )− t · l(V )
+ aV(U , δP ;V )
+
∫
Ω
E(U ;V ) :
(
2∂ T D(C)
∂ C + P 2
∂ SV(C)
∂ C
)
:E(U ; δU ) dΩ
+
∫
Ω
(GradV )T :
((
T D(U ) + P SV(U )
)
·Grad δU
)
dΩ
+O
(
‖δU‖2
)
+O
(
‖δP‖2
)
+O
(
‖δU‖ ‖δP‖
)
(4.11)
and the expansion of the second row with
b0(U+δU ;Q)− c(P+δP,Q)
= b0(U ;Q)− c(P,Q)
+
∫
Ω
Q SV(U ) :E(U ; δU ) dΩ− c(δP,Q) +O
(
‖δU‖2
)
. (4.12)
As a new notation, we let M(U , P ) denote the material tensor with
M(U , P ) = 2∂ T D(C)
∂ C︸ ︷︷ ︸
MD(U )
+P 2 ∂ SV(C)
∂ C︸ ︷︷ ︸
MV(U )
(4.13)
and define the bilinear and linear forms
a(U , P ; δU ,V ) =
∫
Ω
E(U ;V ) :M(U , P ) :E(U ; δU ) dΩ
+
∫
Ω
(GradV )T :
(
T (U , P ) ·Grad δU
)
dΩ , (4.14)
b(U ; δP, δU ) =
∫
Ω
δP SV(U ) :E(U ; δU ) dΩ , (4.15)
c(δP,Q) =
∫
Ω
κ δP Q dΩ , (4.16)
f(t,U , P ;V ) = t · l(V )− aD(U ;V )− aV(U , P ;V ) , (4.17)
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g(U , P ;Q) = c(P,Q)− b0(U ;Q) . (4.18)
Here we use the notation from (3.36) and (3.67) to (3.70). This allows the reformulation
of the operators S′ und S such that
S′(U , P ; δU , δP,V , Q) =
[
a(U , P ; δU ,V ) + b(U ;V , δP )
b(U ; δU , Q) − c(δP,Q)
]
(4.19)
and
−S(U , P, t;V , Q) =
[
f(t,U , P ;V )
g(U , P ;Q)
]
. (4.20)
Then each Newton’s equation (4.7) is given by (4.19) and (4.20). Obviously, this has the
structure of a linear saddle point problem (LSPP). Hence, in each step of the iteration
we have to solve the following problem 4.5.
4.5 Problem (LSPP). Let (t,U, P ) be a given tripel in (0, 1]× VD ×Q. Find the solu-
tion pair (δU, δP ) ∈ V0 ×Q that fulfils
a(U, P ; δU,V) + b(U;V, δP ) = f(t,U, P ;V)
b(U; δU, Q) − c(δP,Q) = g(U, P ;Q) (4.21)
for all test functions (V, Q) ∈ V0 ×Q.
4.6 Note. Problem 4.5 includes P and δP only linearly. Hence, by using the identity
b(U ;V , Q) = aV(U , Q;V ), see (3.68) and (4.15), we can combine P and δP in one
bilinear form and get the new linear saddle point problem 4.7.
4.7 Problem ((LSPP) without pressure increment). Let (t,U, P ) be a given tripel in
(0, 1]× VD ×Q. Find the solution pair (δU, P˜ ) ∈ V0 ×Q with P˜ = P + δP that fulfils
a(U, P ; δU,V) + b(U;V, P˜ ) = t · l(V)− aD(U;V)
b(U; δU, Q) − c(P˜ , Q) = − b0(U;Q)
(4.22)
for all test functions (V, Q) ∈ V0 ×Q.
4.3 Material tensor
The aim of this section is to show a more detailed representation of the material tensor
in (4.13). The general representations (3.53) and (3.54) of the stress tensors can be used
to get the general form
M?(U ) = 2
∂
∂ C
(
2
3∑
i=1
(
∂ φ?(a)
∂ ai
Ci−1
))
for ? = D/V . (4.23)
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Using chain rule we get
M?(U ) = 4
3∑
i=1
(
Ci−1 ∂
∂ C
(
∂ φ?(a)
∂ ai
)
+ ∂ φ?(a)
∂ ai
∂ Ci−1
∂ C
)
= 4
3∑
i,j=1
(
Ci−1 ∂
∂ aj
(
∂ φ?(a)
∂ ai
)
∂ aj
∂ C
)
+ 4
3∑
i=1
(
∂ φ?(a)
∂ ai
∂ Ci−1
∂ C
)
= 4
3∑
i,j=1
(
∂2 φ?(a)
∂ ai aj
Ci−1Cj−1
)
+ 4
3∑
i=1
(
∂ φ?(a)
∂ ai
∂ Ci−1
∂ C
)
. (4.24)
The new tensors Ci−1Cj−1 and ∂ C
i−1
∂ C for i, j = 1, 2, 3 are of order four with
∂ I
∂ C = 0 ,
∂ C
∂ C = I and
∂ C2
∂ C = C . (4.25)
Here 0 is the fourth order null tensor, and I is the fourth order unit tensor, i. e. 0 :Y = 0
and I :Y = Y for all Y ∈ T2. The tensor C realises the definition
C :Y = Y · C + C ·Y ∀Y ∈ T2 . (4.26)
Using (4.25) within M?(U ), we get
M?(U ) = 4
3∑
i,j=1
(
∂2φ?(a)
∂ai ∂aj
Cj−1Ci−1
)
+ 4 ∂ φ?(a)
∂ a2
I+ 4 ∂ φ?(a)
∂ a3
C . (4.27)
Altogether, we get
M(U , P ) = 4
3∑
i,j=1
({
∂2φD(a)
∂ai ∂aj
+ P · ∂
2φV(a)
∂ai ∂aj
}
Cj−1Ci−1
)
+ 4
(
∂ φD(a)
∂ a2
+ P · ∂ φV(a)
∂ a2
)
I
+ 4
(
∂ φD(a)
∂ a3
+ P · ∂ φV(a)
∂ a3
)
C . (4.28)
However, the chosen material function (3.45) does only depend on I3 and a1 directly.
This can be exploited to find a more detailed representation, see Section A.5. These
considerations lead to
M(U , P ) = 4I 23
(
∂2φD
∂I3 ∂I3
+ P ∂
2φV
∂I3 ∂I3
)
C−1C−1
+ 4
(
∂ φD
∂ I3
+ P ∂ φV
∂ I3
)(
a1 II − IC − CI − a1 I+ C
)
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+ 4I3
∂2φD
∂a1 ∂I3
(
IC−1 + C−1I
)
. (4.29)
If we use the fourth order tensor Cˆ with Cˆ :Y = C−1 ·Y · C−1 for all Y ∈ T2, we even
get
M(U , P ) = −4I3
(
∂ φD
∂ I3
+ P ∂ φV
∂ I3
)
Cˆ
+ 4I3
(
∂ φD
∂ I3
+ I3
∂2φD
∂I3 ∂I3
)
C−1C−1
+ 4I3
∂2φD
∂a1 ∂I3
(
C−1I + IC−1
)
. (4.30)
The definition of the scalar functions
pi(U , P ) = −I3
(
∂ φD
∂ I3
+ P ∂ φV
∂ I3
)
, (4.31)
piD(U ) = I3
(
∂ φD
∂ I3
+ I3
∂2φD
∂I3 ∂I3
)
and pi13(U ) = I3
∂2φD
∂a1 ∂I3
(4.32)
allows us to rewrite (4.30) as follows.
M(U , P ) = 4pi(U , P ) Cˆ
+ 4piD(U )C−1C−1 + 4pi13(U )
(
C−1I + IC−1
)
. (4.33)
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In this section we want to discuss the solvability of the saddle point problem 4.5, i. e. we
want to discuss conditions for the bilinear forms
a(U , P ; δU ,V ) : V0 × V0 → R , (5.1)
b(U ; δP,V ) : Q× V0 → R , (5.2)
c(δP,Q) : Q×Q→ R (5.3)
for fixed, admissible U and P such that the problem 4.5 admits a solution (δU , δP ),
especially a unique solution.
5.1 Babuška-Brezzi theory
It is known that a saddle point problem is uniquely solvable if there exists two positive
constants α > 0 and β > 0 such that the three bilinear forms (5.1) to (5.3) are continuous
and fulfil the conditions
a(U , P ;V ,V ) ≥ α ‖V‖2V0 ∀V ∈ N′ , (5.4)
sup
06=V∈V0
b(U ;Q,V )
‖V‖V0
≥ β ‖Q‖Q ∀Q ∈ Q , (5.5)
c(Q,Q) ≥ 0 ∀Q ∈ Q , (5.6)
see [27, s. 5.2.2], [13, s. 2.4.1] (or [6, s. III.4] and [26, s. 3.2]). Here we use the setting
N′ =
{
V ∈ V0 : b(U ;Q,V ) = 0 ∀Q ∈ Q
}
(5.7)
and for completeness N =
{
Q ∈ Q : b(U ;Q,V ) = 0 ∀V ∈ V0
}
.
5.1 Note. The Riesz representation theorem gives the existence of linear operators that
are associated to the bilinear forms, see [13, theorem B.8] and [27, s. 5.2.2]. For example,
we get
A(U , P ) = A ∈ L(V0,V0′) such that 〈A · δU , V 〉V0′,V0 = a(U , P ; δU ,V ) ,
B(U )′ = B′ ∈ L(V0,Q′) such that
〈B′ ·V , Q〉Q′,Q = b(U ;Q,V )
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and the adjoint B = B(U ) ∈ L(Q,V0′) due to Q = Q′′. Then N′ and N represent the
kernels of B′ and B. We emphasise here that we introduce B′ and B conversely in
comparison to other common literature.
The first two conditions (5.4) and (5.5) are of special importance. They are called the
coercivity on the kernel of B′ and the inf-sup condition. The latter one is also known
as the Ladyženskaja-Babuška-Brezzi condition, LBB condition in brief. In the following
sections they are considered closely.
5.2 Note. Instead of showing the coercivity (5.4), it suffices to show the stability on the
kernel with
sup
δU∈N′
a(U , P ; δU ,V )
‖δU‖V0
≥ α ‖V‖V0 ∀V ∈ N′ with α > 0 (5.8)
and 0 < sup
δU∈N′
a(U , P ; δU ,V ) for all 0 6= V ∈ N′, see [27, Remark 5.8].
5.3 Lemma. The bilinear form c(p, q) is continuous and fulfils condition (5.6).
Proof. It easily follows from
c(Q,Q) =
∫
Ω
κQ2 dΩ ≥ min κ︸ ︷︷ ︸
≥0
‖Q‖20,Ω ≥ 0 ∀Q ∈ Q , (5.9)
c(Q,Q) =
∫
Ω
κQ2 dΩ ≤ max κ︸ ︷︷ ︸
<∞
‖Q‖20,Ω︸ ︷︷ ︸
<∞
<∞ ∀Q ∈ Q . (5.10)
5.4 Note. Following the proof of lemma 5.3 we can show that the bilinear form c of the
linear problem 3.2 also fulfils condition (5.6) and is continuous.
5.2 Inf-sup condition
In this section we want to study the inf-sup condition (5.5). Thereto we first rewrite
b(U ;Q,V ).
5.5 Lemma. The bilinear form b(U ;Q,V ) in problem 4.5 can be simplified to
b(U ;Q,V ) =
∫
Ω
Q divV dΩ =
∫
Ωτ
q div v J−1 dΩτ . (5.11)
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Proof. From lemma 3.13 we know that SV(U ) = C−1(U ). Since this is a symmetric
tensor and by (2.16), we can write
SV(U ) :E(U ;V ) = C−1(U ) : Sym
(
GradV ·F(U )
)
= C−1(U ) :
(
FT · (GradV )T
)
=
(
F(U )−1 ·F(U )−T
)
:
(
F(U )T · (gradV )T ·F(U )
)
= I : (gradV )T = divV .
Hence,
b(U ;Q,V ) =
∫
Ω
Q SV(U ) :E(U ;V ) dΩ =
∫
Ω
Q divV dΩ .
Furthermore, we can identify V (X) = v(x) and Q(X) = q(x), which yields the second
part of (5.11).
We notice that the application of the divergence theorem 1.19 yields∫
Ωτ
Q divV dΩτ = −
∫
Ωτ
V · gradQ dΩτ +
∫
∂Ωτ
QV · nτ dΓτ . (5.12)
5.6 Note. With the transformation (3.22) from σ to T and the decomposition (3.62) of
T (U , P ) into a deviatoric and a volumetric part, we can achieve a result on Ωτ .
σ(U , P ) = J−1F · T (U , P ) ·FT
= J−1F · T D ·FT + P J−1F · SV ·FT
= σD(U ) + P σV(U ) .
Again, we identify V (X) = v(x) and Q(X) = q(x). Analogously to the proof of lemma
5.5 and by applying theorem 1.19 as well as the product rule, we derive the result
b(U ;Q,V ) =
∫
Ωτ
(q σV(U )) : (grad v)T dΩτ
= −
∫
Ωτ
grad q · σV(U ) · v dΩτ −
∫
Ωτ
q div(σV(U )) · v dΩτ
+
∫
Γτ
nτ · (qσV(U )) · v dΓτ .
In the special case ΓD = ∂Ω, the formula (5.12) gives rise to a nice effect. Then it is
V0 = H10 (Ω)3 and the integral over ∂Ω vanishes. Hence, the function Q is unique up
to an additive constant. To recover uniqueness, we restrict the problem onto the space
L20(Ω), see definition 1.16(i) and [27, s. 5.1].
Now we can show the inf-sup condition (5.5) for some special cases.
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5.7 Lemma. If ΓD = ∂Ω or ΓD = ∅, the inf-sup condition (5.5) holds.
Proof. First we recall that via the parametrisation P we can identify the sobolev spaces
based on Ωτ and Ω. Then we can exploit the surjectivity of the divergence from H1(Ω)3
to L2(Ω) and from H10 (Ω)3 to L20(Ω) which is given by lemma 1.20. Hence, we can
choose an appropriate pair (Q,VQ) = (q, vq) in Q× V0 with q = div vq and apply it to
b(U ;Q,V ).
b(U ;Q,VQ) =
∫
Ωτ
q div(vq) J−1 dΩτ =
∫
Ωτ
q2
J
dΩτ =
∫
Ω
Q2 dΩ = ‖Q‖20,Ω .
Furthermore, it holds ‖VQ‖1,Ω ≤ CΩ ‖Q‖0,Ω. So we finally get
sup
V∈V0
b(U ;Q,V )
‖V‖V0
≥ b(U ;Q,VQ)‖VQ‖V0
=
‖Q‖20,Ω
‖VQ‖1,Ω
≥ 1
CΩ
‖Q‖0,Ω ∀Q ∈ Q .
For the general case ΓD ( ∂Ω, we need the surjectivity of the divergence operator from
V0 to Q = L2(Ω). Then we can derive the desired inf-sup condition from [13, s. 2.4.1].
5.8 Lemma. The divergence operator is surjective from V0 to Q = L2(Ω).
Proof. We use lemma 4.9 from [13]. There we have to consider a partition of the boun-
dary ∂Ω˜ = Γ˜1 ∪ Γ˜2 ∪ Γ˜3 ∪ Γ˜4 for any Ω˜ ⊂ R3 such that
X =
{
V ∈
(
H1(Ω˜)
)3
: V
Γ˜1
= 0, V · n
Γ˜2
= 0, V × n
Γ˜3
= 0 .
}
Then the divergence from X to L2(Ω˜) is surjective if
∣∣∣Γ˜3 ∪ Γ˜4∣∣∣ 6= 0.
Now let Ω˜ = Ωτ and Γ˜2 = Γ˜3 = ∅ with the non-empty free boundary ΓH,τ =ˆ Γ˜4 and the
Dirichlet boundary ΓD,τ =ˆ Γ˜1. This setting also fulfils the requirements for lemma 4.9,
so
div :
{
v ∈
(
H1(Ωτ )
)3
: v
ΓD,τ
= 0, ∂Ωτ = ΓD,τ ∪ ΓH,τ
}
= Xτ → L2(Ωτ )
is surjective. Since we can identify Xτ with V0 and L2(Ωτ ) with Q due to the paramet-
risation P, we finally get the needed surjectivity.
5.9 Lemma. The surjectivity of div = B′ : V0 → Q is equivalent to the inf-sup con-
dition (5.5).
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Proof. Since Q is a Hilbert space, it is reflexive, i. e. Q = Q′′. Then the dual operator of
B′ ∈ L(V0;Q′) : V0 → Q′ is given by B = B′′ ∈ L(Q′′;V′0) = L(Q;V′0) and lemma A.40
from [13] gives the equivalence
B′ ∈ L(V0;Q′) : V0 → Q′ is surjective
⇔ ∃c > 0 : c ≤ inf
Q∈Q′′
sup
V∈V0
〈B ·Q , V 〉V′0,V0
‖Q‖Q′′ ‖V‖V0
= inf
Q∈Q
sup
V∈V0
〈B ·Q , V 〉V′0,V0
‖Q‖Q ‖V‖V0
= inf
Q∈Q
sup
V∈V0
b(U ;Q,V )
‖Q‖Q ‖V‖V0
⇔ ∃c > 0 : c ‖Q‖Q ≤ sup
0 6=V∈V0
b(U ;Q,V )
‖V‖V0
∀Q ∈ Q .
For more details we refer to the proof of theorem 2.34 in [13].
5.10 Note. With the provided approach we also can show the inf-sup condition for the
bilinear form b(Q,U ) = 〈Q , DivU 〉0,Ω in the linear problem 3.2.
5.3 Coercivity
In this section we want to study the condition (5.4). Therefor we first derive the explicit
representation of a(U , P ;V ,V ) and then we apply suitable transformations.
5.11 Lemma. For all V ∈ N′, the bilinear form a(U , P ;V ,V ) in problem 4.5 is given
by
a(U , P ;V ,V ) =
∫
Ω
2∂ φD
∂ a1
|GradV |2 dΩ
−
∫
Ω
2pi(U , P )
∣∣∣F−T ·GradV ∣∣∣2 dΩ
+
∫
Ω
4pi(U , P )E(U ;V ) : Cˆ :E(U ;V ) dΩ . (5.13)
Proof. We consider the two parts〈E(U ;V ) ,M(U , P ) :E(U ;V )〉0,Ω and 〈GradV , T (U , P ) ·GradV 〉0,Ω
of a(U , P ;V ,V ) separately for all V in
N′ = kernB′ =
{
V ∈ V0 : 〈Q , SV(U ) :E(U ;V )〉0,Ω = 0 ∀Q ∈ L2(Ω)
}
.
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First we recall the representation of M(U , P ) in (4.33) and get∫
Ω
E(U ;V ) :M(U , P ) :E(U ;V ) dΩ
=
∫
Ω
4pi(U , P )E(U ;V ) : Cˆ :E(U ;V ) dΩ
+
∫
Ω
4piD(U )
(
E(U ;V ) :C−1
)2
dΩ
+
∫
Ω
4pi13(U )2 tr(E(U ;V ))
(
E(U ;V ) :C−1
)
dΩ .
Since all terms of the type 〈Q , SV(U ) :E(U ;V )〉0,Ωvanish if Q ∈ L2(Ω), we can omit
the last two addends.
From lemma 3.13 we take the stress tensor T (U , P ) and get∫
Ω
(GradV )T :
(
T (U , P ) ·GradV
)
dΩ
=
∫
Ω
(GradV )T : 2∂ φD
∂ a1
GradV dΩ
−
∫
Ω
2pi(U , P )
(
F−T ·GradV
)T
:
(
F−T ·GradV
)
dΩ .
This gives the desired result.
We can also find a representation of a(U , P ;V ,V ) which uses the gradient operator
from Ωτ .
5.12 Lemma. The bilinear form a(U , P ;V ,V ) in problem 4.5 fulfils
a(U , P ;V ,V ) = 2
∫
Ω
φD,a1(I3, a1) |GradV |2 dΩ
− 2
∫
Ω
pi(U , P ) |gradV |2 dΩ
+ 4
∫
Ω
pi(U , P )
∣∣∣Sym(gradV)∣∣∣2 dΩ ∀V ∈ N′ . (5.14)
Proof. We apply
(
FT · gradV
)
= GradV and the result
E(U ; δU ) : Cˆ :E(U ;V ) = Sym
(
grad δU
)
: Sym
(
gradV
)
from lemma A.28 to formula (5.13).
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Now we take a closer look on pi(U , P ) and φD,a1(I3, a1). From lemma A.11 we can derive
pi(U , P ) = −I3
(
∂ φD
∂ I3
+ P ∂ φV
∂ I3
)
= −I3
(
−c10I −4/33
a1
3 + P
1
2I3
)
= c10I −1/33
a1
3 −
P
2 (5.15)
From its definition we know that
a1 = tr(C) > 0 and I3 = detC > 0 . (5.16)
Hence, we get
φD,a1 = c10I
−1/3
3 > 0 , (5.17)
and moreover c10I −1/33
a1
3 > 0. It follows that pi(U , P ) only becomes negative if P attains
a sufficiently high value. This may happen whenever high external loads occur.
This gives the motivation to assume that pi(U , P ) ≥ 0. Then we can use Korn’s inequal-
ity from lemma 1.24 such that∥∥∥Sym(gradV)∥∥∥2
0,Ω
≥ cK ‖gradV‖20,Ω (5.18)
holds, and we get
a(U , P ;V ,V ) ≥ 2
∫
Ω
φD,a1(I3, a1) |GradV |2 dΩ
+ (4cK − 2)
∫
Ω
pi(U , P ) |gradV |2 dΩ . (5.19)
5.13 Theorem. Let ΓD = ∂Ω. With the setting from above and pi(U , P ) ≥ 0, there
exists a constant α > 0 such that condition (5.4) is fulfilled.
Proof. If ΓD = ∂Ω, then it is V0 = H10 (Ω)3, and Korn’s inequality holds with cK = ½.
Hence, we have 4cK − 2 = 0 in (5.19), and
a(U , P ;V ,V ) ≥ 2
∫
Ω
φD,a1(I3, a1) GradV : (GradV )T dΩ
≥ min
Ω
{
I
−1/3
3
}
︸ ︷︷ ︸
= c3
2c10 |V |21,Ω
≥ c3 2c10
c 2F + 1
‖V‖21,Ω .
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In general, we need
cK ≥ ½ , if pi(U , P ) ≥ 0 . (5.20)
Then we are also allowed to omit the cK-depending term in (5.19), which gives the
desired result
a(U , P ;V ,V ) ≥ α ‖V‖1,Ω with α = 2c10c3
(
c 2F + 1
)−1
> 0 . (5.21)
5.14 Note. In Section 9.1 we discuss the coercivity condition for a simple example in
detail.
5.15 Note. Restarting from (5.14) we can follow a different ansatz. A direct computation
easily shows that
4
∣∣∣Sym(gradV)∣∣∣2 − 2 |gradV |2 = 2 gradV : gradV .
Hence, we need to show
∫
Ω pi(U , P ) gradV : gradV dΩ ≥ 0. Here the formula of the
second invariant yields
gradV : gradV = (divV )2 − 2 Cof(gradV ) :I .
Applying the divergence theorem to the second term gives
〈Cof(gradV ) , I〉0,Ω = 〈n · Cof(gradV ) , X〉0,Γ
since 0 = div(Cof gradV ) for all V . Hence, to achieve the desired result (5.21) with
this framework, we need to show
(divV )2 ≥ 2 Cof(gradV ) :I or ‖divV‖0,Ω ≥ 〈n · Cof(gradV ) , X〉0,Γ
for all V ∈ N′.
5.16 Note. We recall the bilinear form a(U ,V ) = 〈2µ ε(U ) , ε(V )〉0,Ω of the linear prob-
lem 3.2. Its coercivity directly follows from Korn’s inequality (1.24) on the whole space
V0.
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6 Mixed finite element method
The given linear saddle point problem 4.5 and for completeness the problem 3.2 shall be
solved by means of a mixed finite element method (FEM). This implies that we seek for
a discrete version of our problem and moreover a version in matrix vector form. Then
we could apply suitable solvers and determine the solution, i. e. U (X) and P (X).
The chosen discretisation is discussed in the next section. Afterwards, the description
of the solvers follows.
6.1 Mixed finite element discretisation
We start with the ansatz that each function V ∈ VD, V ∈ V0, and Q ∈ Q has a discrete
version V h ∈ V?,h and Qh ∈ Qh that is given by
V (j)h (X) =
NQ∑
k=1
V (j)k Φk(X) and Qh(X) =
NL∑
k=1
QkΨk(X) . (6.1)
Here we use appropriate scalar ansatz functions Φk and Ψk from Ω to R such that
V?,h = span
{
Φked : 1 ≤ k ≤ NQ, d = 1, 2, 3
}
(6.2)
Qh = span
{
Ψk : 1 ≤ k ≤ NL
}
(6.3)
and scalar coefficients V (j)k , j = 1, 2, 3 and Qk. The connection between the discrete
and the continuous space shall be given by the nestings V?,h ⊆ V? and Qh ⊆ Q. This
yields a conforming method. To define the ansatz functions, we use a discretisation of
the domain Ω. It is subdivided into tetrahedral or hexahedral elements Ti, and usually
each ansatz function is given as a polynomial on Ti. In our framework we assume that
there is a regular triangulation Υh of Ω available with NT hexahedral elements Ti. The
index h denotes the element size. The element-wise nodes X(i)l , l = 1, ..., 27 sum up to
NN nodal points in Ω.
Next to the real elements Ti, we define a reference element T̂ and an associated trans-
formation map
B̂T : T̂ → T with X̂ 7→ X . (6.4)
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Then we can set
Φ̂k(X̂) = Φk(B̂T (X̂)) = Φk(X) (6.5)
as the counterpart of Φk on T̂ for each ansatz function. Analogously, we can define
Ψ̂k(X̂). Since we work with three dimensional hexahedral elements, the reference element
is set to be T̂ = [−1, 1]3.
6.1.1 Taylor-Hood Element
The Taylor-Hood element implies the usage of mixed ansatz functions, i. e. Φ̂k and Ψ̂k
are suitable triquadratic and trilinear nodal ansatz functions with
δkj = Φk(X(t)j ) = Φ̂k(X̂j) and δli = Ψl(X
(t)
i ) = Ψ̂l(X̂i) (6.6)
for all k, j = 1, . . . , nq with nq = 27 and l, i = 1, . . . , nl with nl = 8. This yields a mixture
of an element-wise triquadratic displacement and an element-wise trilinear pressure and
moreover a stable element.
The mapping B̂T is constructed by means of the triquadratic ansatz functions. It follows
that
X(X̂) = B̂T (X̂) =
nq∑
k=1
XkΦ̂k(X̂) (6.7)
Gr̂adX = Gr̂ad B̂T =
nq∑
k=1
Xk Gr̂ad Φ̂k , (6.8)
GradV =
(
Gr̂ad B̂T
)−1 ·Gr̂adV . (6.9)
Corresponding to the ansatz above, we use the following function spaces
Vh =
{
V ∈ C(Ω)3 ∩H1(Ω)3 : V |T ◦ B̂T ∈ Q2(T̂ )3 ∀ T ∈ Υh
}
, (6.10)
V0,h =
{
V ∈ Vh : V |ΓD = 0
}
, (6.11)
VD,h =
{
V ∈ Vh : V |ΓD = U 0
}
, (6.12)
Qh =
{
Q ∈ C(Ω) ∩ L2(Ω) : Q|T ◦ B̂T ∈ Q1(T̂ ) ∀ T ∈ Υh
}
(6.13)
with
Qp(T̂ ) :=
{
Q̂ : Q̂(X̂) =
∑
0≤i,j,k≤p
αijkX̂
i
1X̂
j
2X̂
k
3 ∀X̂ ∈ T̂
}
. (6.14)
This leads to a discrete linear saddle point problem (DLSPP).
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6.1 Problem (DLSPP). Let (t,Uh, Ph) be a given triple in (0, 1]×VD,h×Qh. Find the
solution pair (δUh, δPh) ∈ V0,h ×Qh that fulfils
a(Uh, Ph; δUh,V) + b(Uh; δPh,V) = f(t,Uh, Ph;V)
b(Uh;Q, δUh) − c(δPh, Q) = g(Uh, Ph;Q)
(6.15)
for all test functions (V, Q) ∈ V0,h ×Qh.
This formulation has an equivalent matrix-vector formulation.
6.2 Problem (DLSPP in matrix-vector form). Find
[
δU
δP
]
∈ R3NQ+NL such that equation
(6.16) holds. [
A B
BT −C
]
·
[
δU
δP
]
=
[
F
G
]
(6.16)
6.3 Note. The problem 4.7 permits an easier discrete problem: Let (t,U h, Ph) be a given
triple in (0, 1]× VD,h ×Qh. Find U h ∈ VD,h and P˜h ∈ Qh such that (6.17) holds for all
(V , Q) ∈ V0,h ×Qh.
a(U h, Ph; δU h,V ) + b(U h;V , P˜h) = t · l(V )− aD(U h;V )
b(U h; δU h, Q) − c(P˜h, Q) = − b0(U h;Q)
(6.17)
6.1.2 Q2-Q0 element
Subsequent to Section 6.1.1, we want to study a different mixed ansatz in this section,
i. e. a triquadratic-constant ansatz.
As in Section 6.1.1, we assume that a regular discretisation Υh with NT hexahedral
elements Tk is given and that the displacement U (and δU ) and its corresponding test
functions V are element-wise triquadratic. We also keep the transformation map B̂T
from (6.7). But now we assume that the pressure P (or δP ) and its test functions Q are
element-wise constant, i. e.
Q(X) =
NT∑
k=1
Qk χTk(X) with χTk(X) =
{
1 X ∈ Tk
0 else
(6.18)
and
Qh =
{
Q ∈ L2(Ω) : Q
T
◦ B̂T ∈ Q0(T̂ ) ∀T ∈ Υh
}
. (6.19)
Analogously to problem 6.1 and 6.2, this ansatz yields a discrete version of problem 4.5.
However, it has a smaller dimension now since NT < NL.
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As a special feature of this ansatz, the matrix C is diagonally shaped since each entry
is given by [
C
]
j,i
= c(χTi , χTj ) =
∫
Ω
κχTi χTj dΩ = δji
∫
Tj
κ dTj (6.20)
with an element-wise constant material parameter κ. Obviously, if κ 6= 0, we easily can
invert C. This can be used to simplify the system of equations: The second row from
(6.16) gives
C−1 ·BT · δU − C−1 ·G = δP , (6.21)
which can be plugged in into the first row. This again yields(
A+B · C−1 ·BT
)
· δU = F +B · C−1 ·G . (6.22)
The problem that arises from inverting C is no longer a saddle point problem, and
it is not applicable for incompressible material. But it can be used to determine an
approximate solution of the large-deformation problem for almost incompressible and
compressible material.
6.4 Problem (Discrete linear problem for almost incompressibility and compressibility).
Let κ 6= 0 and let A, B, and C be given analogously to problem 6.2. Then find δU ∈ R3NQ
such that equation (6.22) holds and find δP ∈ RNT via equation (6.21).
6.2 Iterative solver
This section is dedicated to the determination of the solution of system (6.16). Since
the size of this system can grow very large, a direct solver would not be the right choice.
Hence, we want to apply an iterative method which stepwise computes the final solution
starting from a given initial solution. In this context a special conjugate gradient method
(CGM) allows a possible way. Since this method is a Krylov subspace method, we want to
introduce this first, and then we want to turn towards two special forms: the conjugate
gradient method by Bramble and Pasciak (BPCG), see [7] and [19], and the minimal
residual algorithm (MinRes). In the end, we want to discuss the usual preconditioned
conjugate gradient method (PCGM) to solve problem 6.4.
6.2.1 Krylov subspace methods
We start out from a given problem Ah ·X = B or its preconditioned version
P −1h ·Ah ·X = P −1h ·B (6.23)
that should have a better condition number κ(P −1h · Ah). By setting Mh = P −1h · Ah
and Y = P −1h ·B, we can rewrite the latter problem as a new unpreconditioned problem
Mh ·X = Y .
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One way to solve (6.23) is given by a Krylov subspace method. The corresponding general
algorithm is shown in Algorithm 1: First, we have to choose an initial solution X and to
compute the initial residual R, the preconditioned residual W and the search direction
Q. Afterwards, we iteratively update these values until the algorithm converges or the
maximum number of steps is exceeded.
Algorithm 1 general algorithm for a Krylov subspace method
1: X(0) := 0 initial solution
2: R(0) := Ah ·X(0) −B initial residual
3: Q(0) := W (0) := P −1h ·R(0) initial precond. residual
initial search direction
4: for k := 0 to kmax do
5: X(k+1) := X(k) + αkQ(k), update solution
6: R(k+1) := R(k) + αkAh ·Q(k), update residual
7: W (k+1) := W (k) + αkMh ·Q(k) = P −1h ·R(k+1) update precond. residual
8: if (converged) Exit.
9: Q(k+1) := W (k+1) +∑kj=0βk,jQ(j) update search direction
10: end for
Then the final solution X(k+1) lies in X(0) +Kk(W (0),Mh) with
Kk(W (0),Mh) = span
{
W (0),Mh ·W (0), ...,
(
Mh
)k ·W (0)} (6.24)
= span
{
Q(0), Q(1), ..., Q(k)
}
, (6.25)
and it can be shown that the error Z(k+1) = X(k+1) −X∗ is orthogonal to this space
Kk(W (0),Mh).
Crucial to the algorithm is the determination of the coefficients αk and βk,i.
6.5 Lemma. For all i ≤ k, the coefficients αk and βk,i are determined by
αk = −
〈
Z(k) , Q(k)
〉
F〈
Q(k) , Q(k)
〉
F
= −
〈
Z(k) , W (k)
〉
F〈
Q(k) , Q(k)
〉
F
, (6.26)
βk,i = −
〈
W (k+1) , Q(i)
〉
F〈
Q(i) , Q(i)
〉
F
. (6.27)
Moreover, if i = k, then βk,k =
〈
W (k+1) , Z(k+1)
〉
F
〈
W (k) , Z(k)
〉−1
F holds. But if Mh is
self-adjoint w. r. t. 〈. , .〉F , all βk,i with i < k become zero.
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Proof. The orthogonality 0 =
〈
Z(k+1) , Q(i)
〉
F together with the expansion
Z(k+1) = Z(k) + αkQ(k) yields (6.26), and the orthogonality 0 =
〈
Q(k+1) , Q(i)
〉
F of the
basis
{
Q(j)
}k+1
j=0
together with the expansion Q(k+1) = W (k+1) +∑kj=0 βk,jQ(j) yields
(6.27). Furthermore, a self-adjoint operator Mh permits〈
W (k+1) , Q(i)
〉
F =
〈
Mh · Z(k+1) , Q(i)
〉
F =
〈
Z(k+1) , Mh ·Q(i)
〉
F
i<k= 0 .
Hence, βk,i = 0 for i < k.
We note that a natural choice of F is Ah whenever it induces a scalar product and hence
a norm.
6.2.2 Bramble-Pasciak’s conjugate gradient method
At first glance we notice that the system (6.16) is self-adjoint but indefinite. There-
fore, the system matrix does not induce a proper scalar product. As one way out, we
consider the CG method by Bramble and Pasciak. This is a Krylov subspace method
that introduces a special preconditioner and a special scalar product to deal with the
indefiniteness of the given system. In this section we want to show the application of
this ansatz to our problem.
We consider the preconditioned version
P −1h ·
[
A B
BT −C
]
·
[
δU
δP
]
= P −1h ·
[
F
G
]
(6.28)
of (6.16) with
P −1h =
[
A−10 0
δC −10 B
TA−10 −γ δC −10
]
and Ah =
[
A B
BT −C
]
. (6.29)
SinceMh = P −1h ·Ah is not self-adjoint w. r. t. 〈 , 〉Ah , we add a suitable duality product
〈X , Y 〉∗ = 〈Xo , Y o〉o + 〈Xu , Y u〉u (6.30)
= ((A− γA0) ·Xo , Y o) +
(
(δ−1C0) ·Xu , Y u
)
. (6.31)
Under the assumption that AT = A  0 and CT = C  0, we can apply the CGM which
gives Algorithm 2 with the coefficients
αk = −
〈
Mh · Z(k) , W (k)
〉
∗〈
Mh ·Q(k) , Q(k)
〉
∗
= −
〈
W (k) , W (k)
〉
∗〈
Mh ·Q(k) , Q(k)
〉
∗
=: −ηk
θk
, (6.32)
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βk =
〈
W (k+1) , W (k+1)
〉
∗〈
W (k) , W (k)
〉
∗
=: ηk+1
ηk
. (6.33)
Algorithm 2 Bramble-Pasciak CGM
1: X(0) :=
[
δU (0), δP (0)
]
2: R(0) :=
[
A · δU (0) +B · δP (0) − F
BT · δU (0) − C · δP (0) −G
]
3: Hu := BT ·A−10 ·R(0)o − γR(0)u
4: V (0) :=
[
A−10 ·R(0)o
C −10 ·Hu
]
, Q(0) := W (0) :=
[
V (0)o
δV
(0)
u
]
5: η0 :=
〈
W (0) , W (0)
〉
=
(
A ·W (0)o , W (0)o
)
− γ
(
R
(0)
o , W
(0)
o
)
+ δ (Hu , V u)
6: for k := 0 to kmax do
7: Ho := A ·Q(k)o +B ·Q(k)u
8: Hu := BT
[
A−10 ·Ho − γQ(k)o
]
+ γC ·Q(k)u
9: θk :=
〈
Mh ·Q(k) , Q(k)
〉
10: αk := −ηk/θk
11: X(k+1) := X(k) + αkQ(k)
12: W (k+1) := W (k) + αk
[
A−10 ·Ho
δC −10 ·Hu
]
13: ηk+1 :=
〈
W (k+1) , W (k+1)
〉
14: if (converged) Exit.
15: βk := ηk+1/ηk
16: Q(k+1) := W (k+1) + βkQ(k)
17: end for
6.6 Note. In Algorithm 2 for k > 0, we find
θk =
(
A−10 ·Ho , AQ(k)o
)
− γ
(
Ho , Q
(k)
o
)
+
(
Hu , Q
(k)
u
)
,
ηk =
(
A ·W (k+1)o , W (k+1)o
)
− γ
(
R(k+1)o , W
(k+1)
o
)
+ δ
(
Ru , C
−1
0 Hu
)
.
Stopping criterion
It is suitable to test
(
ηk < 
2
cg η0
)
with a given tolerance cg because ηk gives the norm
of the preconditioned residual.
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Preconditioning
We choose A0 as a preconditioner of A, e. g. the Bramble-Pasciak-Xu preconditioner
(BPX), with
α1 (A0 ·W , W ) ≤ (A ·W , W ) ≤ α2 (A0 ·W , W ) ∀W, α1, α2 > 0 (6.34)
and C0 as a preconditioner of the Schur complement K = BTA−10 B + γ C via
β1 (C0 ·W , W ) ≤ (K ·W , W ) ≤ β2 (C0 ·W , W ) ∀W, β1, β2 > 0 , (6.35)
for example by taking κ · C0 = diag(C). Hence, we get the diagonal of the mass matrix
on L2(Ω). It corresponds to the bilinear form c0(P,Q) = 〈P , Q〉0,Ω.
The parameters γ and δ are used to control the performance of the BPCG method. If
they are chosen in the “right” way, the method exhibits an especially good performance.
Choice of parameter γ
The parameter γ is assumed to be positive and shall guarantee that
0 ≺ (A− γA0) . (6.36)
The determination of γ is done by a rather simple method. We consider the value(
W T · (A− γA0) ·W
)
=
(
W T ·A ·W
)
− γ
(
W T ·A0 ·W
)
. (6.37)
If it is negative, we reduce γ by a fixed factor until condition (6.36) is fulfilled again.
Choice of parameter δ
The parameter δ is assumed to be positive and shall decrease the condition number of
the given system (6.28). To determine δ, we can use the eigenvalues of the matrices, see
[19] and [28, s. 4.2]. First, we consider the block diagonal of Mh that is denoted by Dh.
Dh =
[
A−10 ·A 0
0 δC −10 ·K
]
(6.38)
6.7 Lemma. There are positive constants θ1, θ2 such that
θ1〈Dh ·X , X〉∗ ≤
〈
Mh ·X , X
〉
∗ ≤ θ2〈Dh ·X , X〉∗ . (6.39)
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Proof. From [28, s. 4.2.1] or [19], it is known that the spectrum of D −1h ·Mh lies within[
θ1, θ2
]
with
θ1 = 1−
√
1− γ /γ2 ≥ 0 and θ2 = 1 +
√
1− γ /γ2 ≥ 0 .
Hence, the desired estimate follows with note 1.28.
6.8 Corollary. The condition numbers of the symmetric matrices Mh and Dh can be
estimated with κ(Mh) ≤ θ2
θ1
κ(Dh) and
κ(Dh) =
max
{
λmax(A−10 ·A), δλmax(C −10 ·K)
}
min
{
λmin(A−10 ·A), δλmin(C −10 ·K)
} . (6.40)
In order to minimise the condition number ofMh, we have to limit the condition number
of Dh. This can be done by deriving a suitable parameter δ.
We follow the idea from [28, s. 4.2.2]: Due to the symmetry of the matrices〈
A−10 ·A ·Xo , Y o
〉
o
=
〈
Xo , A
−1
0 ·A · Y o
〉
o
, (6.41)〈
C −10 ·K ·Xu , Y u
〉
u
=
〈
Xu , C
−1
0 ·K · Y u
〉
u
, (6.42)
we can estimate the eigenvalues in (6.40) with a Rayleigh quotient Θ∗, see definition
1.26.
Θo,A−10 ·A(Xo) =
〈
A−10 ·A ·Xo , Xo
〉
o
〈Xo , Xo〉o
≤ λmax(A−10 ·A) ∀Xo , (6.43)
Θu,C −10 ·K(Xu) =
〈
C −10 ·K ·Xu , Xu
〉
u
〈Xu , Xu〉u
≥ λmin(C −10 ·K) ∀Xu . (6.44)
Hence, we can set
δ =
Θo,A−10 ·A(Xo)
Θu,C −10 ·K(Xu)
≤ λmax(A
−1
0 ·A)
λmin(C −10 ·K)
(6.45)
and apply this choice to (6.40). This gives the estimate
κ(Mh) ≤ cA κ(Dh) ≤ cA κ(A−10 ·A) κ(C −10 ·K) . (6.46)
6.9 Note. With an exact choice of δ, we would get
κ(Dh) = max
{
κ(A−10 ·A), κ(C −10 ·K)
}
for δ = λmax(A
−1
0 ·A)
λmax(C −10 ·K)
,
κ(Dh) = κ(A−10 ·A) κ(C −10 ·K) for δ =
λmax(A−10 ·A)
λmin(C −10 ·K)
.
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Hence, with a “good” choice of δ, the spectra of (A−10 ·A) and (C −10 ·K) can be shifted
towards each other. This yields a better overall condition number.
Numerical implementation
To numerically use this ansatz for δ, we need to compute both Rayleigh quotients
Θo,A−10 ·A(Xo) and Θu,C −10 ·K(Xu) for an arbitrary vector X. But we have to avoid the
multiplication with A0 and C0. However, this can be achieved easily by a few transfor-
mations.
Since C0 is positive definite, we find for every Xu a corresponding vector Y u such that
Xu = C −10 · Y u holds, and we get
Θu,C −10 ·K(Xu) =
δ−1 (K ·Xu , Xu)
δ−1 (C0 ·Xu , Xu)
= (K ·Xu , Xu)(Y u , Xu)
. (6.47)
Analogously, there is a Y o such that Xo = A−10 · Y o for every arbitrary Xo. Hence, it is
Θo,A−10 ·A(Xo) =
([
A− γA0
]
·A−10 ·A ·Xo , Xo
)
([
A− γA0
]
·Xo , Xo
)
=
(
A ·A−10 ·A ·Xo , Xo
)
− γ
(
A0 ·A−10 ·A ·Xo , Xo
)
(A ·Xo , Xo)− γ (A0 ·Xo , Xo)
=
(
A−10 ·A ·Xo , A ·Xo
)
− γ (A ·Xo , Xo)
(A ·Xo , Xo)− γ
(
Y o , A
−1
0 · Y o
) . (6.48)
These two formulae (6.48) and (6.47) show that Θ∗,M (X∗) can be determined without
the explicit multiplication with A0 or C0. We can choose an arbitrary vector Y and
compute X and thus Θ∗,M (X∗).
6.10 Note. Since Θo,A−10 ·A(Xo) shall be a good approximation of the largest eigenvalue
λmax of A−10 ·A, it could be useful to take a vector Xo that is close to the corresponding
eigenvector instead of using an arbitrary Xo. Numerically, this can be achieved by using
the power iteration on the arbitrary vector Xo. Hence, we compute Θo,A−10 ·A
(
X(1)o
)
with X(1)o = A
−1
0 ·A·Xo‖A−10 ·A·Xo‖ instead of Θo,A−10 ·A(Xo). This gives
Θo,A−10 ·A
(
X(1)o
)
=
([
A− γA0
]
·A−10 ·A ·A−10 ·A ·Xo , A−10 ·A ·Xo
)
([
A− γA0
]
·A−10 ·A ·Xo , A−10 ·A ·Xo
)
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=
([
A ·A−10 − γI
]
·A ·A−10 ·A ·Xo , A−10 ·A ·Xo
)
([
A ·A−10 − γI
]
·A ·Xo , A−10 ·A ·Xo
)
=
(
A−10 ·A ·A−10 · Y o , A ·A−10 · Y o
)
− γ
(
A ·A−10 · Y o , A−10 · Y o
)
(
A ·A−10 · Y o , A−10 · Y o
)
− γ
(
Y o , A
−1
0 · Y o
)
=
(
A−10 ·A · Zo , A · Zo
)
− γ (A · Zo , Zo)
(A · Zo , Zo)− γ (Y o , Zo)
with Y o = A ·Xo and Zo = A−10 ·A ·Xo.
6.11 Note. In [28, s. 4.2.3] a slightly more complicated but subtraction-free variant to
achieve Θo,A−10 A(Xo) is discussed. This ansatz is applicable for our problem, too. We
refer to lemma A.32. But with this approach, the idea from note 6.10 can not be applied.
6.2.3 Minimal residual algorithm
As before we consider the system (6.16) in problem 6.2. In the following section, we want
to discuss the usage and the effect of MinRes. Here we could neglect the requirement
A  0 because MinRes is a preconditioned CGM that takes F = Ah · P −1h ·Ah as the
inner product 〈. , .〉F . This is a proper definition if P −1h is positive definite. Secondary,
this gives a self-adjoint operator Mh = P −1h ·Ah. For our application we choose
P −1h =
[
A−10 0
0 δC −10
]
 0 (6.49)
as the new preconditioner, and hence we consider the preconditioned system[
A−10 ·A A−10 ·B
δC −10 ·BT −δC −10 · C
]
·
[
δU
δP
]
=
[
A−10 F
δC −10 G
]
. (6.50)
This leads to Algorithm 3 with the inner products〈
Q(k) , Q(k)
〉
F =
(
P −1h ·
(
Ah ·Q(k)
)
, Ah ·Q(k)
)
= θk , (6.51)〈
W (k) , Z(k)
〉
F =
(
W (k) , Ah ·W (k)
)
= ηk , (6.52)
which are used in the coefficients αk and βk.
Stopping criterion
As in the BPCG method, we could use ηk, but it can reach negative values now. Another
possible convergence test is given by
(
ζk < 
2
cg · ζ0
)
. But this may lead to a higher
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Algorithm 3 MinRes
1: X(0) :=
(
δU (0) δP (0)
)
initial solution
2: R(0) :=
[
A · δU (0) +B · δP (0) − F
BT · δU (0) − C · δP (0) −G
]
initial residual
3: Q(0) := W (0) :=
[
A−10 ·R(0)o
δ C −10 ·R(0)u
]
initial precond. residual
and search direction
4: V (0) := Ah ·Q(0)
5: η0 :=
(
Ah ·W (0) , W (0)
)
:=
(
V (0) , W (0)
)
6: ζ0 :=
(
W (0) , R(0)
)
7: for k := 0 to kmax do
8: H := P −1h · V (k) :=
[
A−10 · V (k)o
δ C −10 · V (k)u
]
9: θk :=
〈
Q(k) , Q(k)
〉
F
=
(
H , V (k)
)
10: αk := −ηk/θk
11: X(k+1) := X(k) + αkQ(k) update solution
12: R(k+1) := R(k) + αkV (k) update residual
13: W (k+1) := W (k) + αkH update precond. residual
14: ζk+1 :=
(
W (k+1) , R(k+1)
)
15: H := Ah ·W (k+1)
16: ηk+1 :=
(
H , W (k+1)
)
17: if (converged) Exit.
18: βk+1 := ηk+1/ηk
19: Q(k+1) := W (k+1) + βkQ(k) update search direction
20: V (k+1) := H + βkV (k) := Ah ·Q(k+1)
21: end for
number of iterations due to “null steps”: If coincidentally ηk+1 becomes very small, the
newly iterated values hardly change. Hence, we only have a small progress.
Preconditioning
The preconditioning of A is again done by a BPX method with A0 and (6.34). The
preconditioner C0 is taken via (6.35).
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Choice of parameter δ
As in the BPCG method, we can use δ to improve the performance of the algorithm.
Again, we find κ(Mh) ≤ c κ(Dh). Hence, we can limit δ with
δ =
Θ1,A−10 ·A(X1)
Θ2,C −10 ·K(X2)
≤ λmax(A
−1
0 ·A)
λmin(C −10 ·K)
. (6.53)
Here we have to choose the inner products in such a way that they yield symmetric
matrix products A−10 ·A and C −10 ·K. As A0 and C0 are positive definite, we could
simply use 〈 , 〉1 = 〈 , 〉A0 and 〈 , 〉2 = 〈 , 〉C0 . Then it is
δ =
〈
A−10 ·A ·X1 , X1
〉
A0
〈X1 , X1〉A0
〈X2 , X2〉C0〈
C −10 ·K ·X2 , X2
〉
C0
=
(
A0 ·A−10 ·A ·X1 , X1
)
(A0 ·X1 , X1)
(C0 ·X2 , X2)(
C0 · C −10 ·K ·X2 , X2
)
= (A ·X1 , X1)(Y 1 , X1)
(Y 2 , X2)
(K ·X2 , X2)
(6.54)
with Y i such that X1 = A−10 · Y 1 and X2 = C −10 · Y 2.
6.12 Note. Another variant that allows A 6 0 is given by 〈 , 〉1 = 〈 , 〉A·A−10 ·A together
with 〈 , 〉2 = 〈 , 〉K . Then it is
δ =
(
A ·A−10 · Z1 , A−10 · Z1
)
(
A−10 · Z1 , Z1
) · (X2 , Z2)(
C −10 · Z2 , Z2
) .
with Z1 = A ·X1 and Z2 = K ·X2.
As in Section 6.2.2, we get the estimate
κ(Mh) ≤ c κ(Dh) ≤ c κ(A−10 ·A) κ(C −10 ·K) . (6.55)
6.2.4 Conjugate gradient method
In this section we want to focus on problem 6.4. Its solution can be found in a two-step
scheme: First, we solve equation (6.22) iteratively, and afterwards we directly determine
δP via (6.21) with the last solution of δU . To obtain δU in the first step, we can use
an usual CGM. Hence, we follow the steps from Algorithm 1 based on the symmetric
system matrix
Ah = A+B · C−1 ·BT (6.56)
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and the right hand side
B = F +B · C−1G . (6.57)
If a suitable preconditioning matrix P −1h is available, we can replace the CGM by a
PCGM. In this case we also use Algorithm 1, but this time it is based on the system
matrix Mh = P −1h ·Ah and the right hand side F = P −1h ·B, see Section 6.2.1.
Since we want to omit all βk,i with i < k, we have to show that Mh = P −1h ·Ah is self-
adjoint w. r. t. 〈. , .〉F while F = Ah.〈
Mh ·W , Q
〉
F =
(
Ah ·Mh ·W , Q
)
=
(
P −1h ·Ah ·W , Ah ·Q
)
=
(
Ah ·W , P −1h ·Ah ·Q
)
=
〈
W , Mh ·Q
〉
F . (6.58)
Hence, we focus on βk,k = βk from lemma 6.5 and get
βk =
ηk+1
ηk
with ηk =
〈
W (k) , Z(k)
〉
F =
(
W (k) , R(k)
)
. (6.59)
At last, we determine αk from (6.26) and get
αk = −
(
W (k) , R(k)
)
(
Ah ·Q(k) , Q(k)
) . (6.60)
The resulting procedure is shown in Algorithm 4.
6.13 Note. In step (1) of Algorithm 4, it is
R(0) = Ah · δU (0) −B = A · δU (0) +B · C−1 ·
(
BT · δU −G
)
− F .
6.14 Note. A suitable preconditioner may be given by Ph = A0 wheneverK is sufficiently
far away from infinity. However, if Mh = Ah, it follows that W (k) = R(k) for all k ≥ 0.
6.3 Implementation
The actual implementation of the algorithms is done on the basis of [17, s. 5] using the
programming language Fortran.
To avoid the effort of assembling all matrices in total, we use matrix-free methods. This
means that during the whole algorithm the stiffness matrix Ah is never assembled, but
each element-wise contribution ATi ∈ Rdnq×dnq , BTi ∈ Rdnq×nl and CTi ∈ Rnl×nl . Then
each matrix-vector product M ·X can be expressed as a sum of element based products
M ·X =
NT∑
i=1
Li
T ·MTi · Li ·X (6.61)
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Algorithm 4 (Preconditioned) conjugate gradient method with δU (0) = 0
1: R(0) := Ah · δU (0) −B
2: W (0) := P −1h ·R(0) and Q(0) := W (0)
3: η0 :=
(
W (0) , R(0)
)
4: for k := 0 to kmax do
5: H := Ah ·Q(k) =
(
A+B · C−1 ·BT
)
·Q(k)
6: θk :=
(
H , Q(k)
)
7: αk := −ηk/θk
8: δU (k+1) := δU (k) + αkQ(k),
9: R(k+1) := R(k) + αkH,
10: W (k+1) := P −1h ·R(k+1)
11: ηk+1 :=
(
W (k+1) , R(k+1)
)
12: if (converged) Exit.
13: βk := ηk+1/ηk
14: Q(k+1) := W (k+1) + βkQ(k)
15: end for
16: δP (k+1) := C−1 ·
(
BT · δU (k+1) −G
)
with a mapping Li from global nodes in Υh to local nodes in Ti.
This ansatz has a special effect on the CG method from Section 6.2.4 that is used to
solve the problem 6.4. Since B can be expressed via
B =
[
L1
T · b1 . . . LNT T · bNT
]
(6.62)
with its element-wise contributions BTj = bj ∈ Rdnq and dnq = 81, we can rewrite (6.56)
and get
Ah =
NT∑
i=1
LTi ·ATi · Li +
[
L1
T · b1 . . . LNT T ·bNT
]
·
c1 . . .
cNT

−1
·
 b
T
1 · L1
. . .
bTNT · LNT

=
NT∑
i=1
Li
T ·
(
ATi +
1
ci
bi · biT
)
· Li . (6.63)
Hence, it suffices to store AˆTi = ATi + 1ci bi · biT instead of saving all ATi , BTi and CTi .
For the right hand side B, we can use a similar ansatz. Next to CTi ∈ R, we use
F Ti ∈ Rdnq and GTi ∈ R. The latter term follows from
GTi,j = c(P,Ψj)− b0(U ; Ψj) (6.64)
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for j = 1, i. e. Ψ1 = χTi . Then we get
B = F +B · C−1 ·G
=
NT∑
i=1
LTi · F i +
[
L1
T · b1 . . . LNT T · bNT
]
·
c1 . . .
cNT

−1
·

GT1...
GTNT

=
NT∑
i=1
LTi ·
(
F Ti +
(
GTi/ci bi
))
. (6.65)
6.4 Parallelisation
The matrix-free nature of our method makes it possible to include a parallelisation with
openMP, a shared memory programming language. The sum in (6.61) can be distributed
over several parallel threads (Pj : j = 1, . . . , NP ) such that each thread only computes
the sum from i = Nj−1 to Nj−1. Afterwards, the contributions from each thread can be
combined to one result. This ansatz is especially easy to implement with openMP since it
works with shared memory. Hence, we only need to declare a few private arrays instead
of distributing common arrays or values (e. g. array sizes). More details are given in [5].
6.5 Nested algorithm
In this section we give an overview on the overall algorithm that solves the equation
S(U , P, t;V , Q) = 0 from problem 4.2. The output is the vector pair (U h, P h), which
is the representation of the discrete approximate solution (U h, Ph). As a double outer
iteration, we use a Newton’s method with incremental load steps. Within, we apply one
of the iterative solvers that are described in the former sections. The general scheme is
shown in Algorithm 5.
Typically, we start with one or two total mesh refinements. Then we increase the load
until t = 1. Afterwards, we can go on with further total refinement steps, but mainly
we proceed with adaptive refinement steps.
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Algorithm 5 Nested Newton algorithm
1: Set initial data t = t0 = δt and (U h, P h) = 0, set U h = U 0 if Dirichlet type b. c.
are present.
2: while (t < 1 or NT ≤ NT,max) do
3: while (‖δU h‖ / ‖U h‖ ≥ newt) do
4: Set Ah := Ah(U h, Ph), B := B(U h, Ph, t) and Ph := Ph(U h, Ph) from the
system Ah ·X = B as the discrete version of the Newton’s equation
S′(U , P ;V , Q, δU , δP ) = −S(U , P, t;V , Q) for all (V , Q).
5: Apply an iterative solver from Section 6.2 to determine X = (δU h, δP h) as
the solution of the discrete system.
6: Update (U h, P h) := (U h, P h) + (δU h, δP h).
7: end while
8: Update t := t+ δt or increase NT by an adaptive mesh refinement
9: end while
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For a given discretisation Υh of Ω, we consider the approximate solution (U h, Ph) of the
linear problem 3.2
a(U h,V ) + b(Ph,V ) = l(V ) ∀V ∈ V0,h
b(Q,U h) − c(Ph, Q) = 0 ∀Q ∈ Qh (7.1)
or the non-linear problem 3.15
aD(U h;V ) + aV(U h, Ph;V ) = l(V ) ∀V ∈ V0,h
b0(U h;Q) − c(Ph, Q) = 0 ∀Q ∈ Qh . (7.2)
The error of this solution is given by eU ∈ V0 and eP ∈ Q with
eU = U −U h and eP = P − Ph . (7.3)
One possibility to increase the solution’s accuracy is to perform a mesh refinement and
to rerun the computation. But we only want to refine those parts of the mesh which
produce a high error in the solution. Hence, we want to do an adaptive refinement. To
control this refinement, we need an appropriate error estimator. We assume that this
estimator is an error functional J (eU , eP ) with element-wise error indicators ηT such
that the inequality
J (eU , eP ) ≤ c
( ∑
T∈Υh
ηT
2)1/2
(7.4)
holds for a positive constant c. Then we refine all elements T ∈ Υh with a high value of
ηT , i. e. we set the refinement condition
refine element T if ηT ≥ ref max
T∈Υh
{
ηT
}
, ref ∈ (0, 1) . (7.5)
The “≥” sign prevents the case that there is no mesh refinement if the estimated error
is zero, which may happen if ∂Ω = ΓD without any inner faces. If it is not mentioned
otherwise, we set ref = 0.5.
In the next sections, we derive this error indicator ηT for both the linear and the non-
linear deformation problem of (nearly) incompressible material.
7.1 Note. We introduce a‡(U , P ;V ) = aD(U ;V ) + aV(U , P ;V ) as an abbreviation.
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7.1 Linear elasticity
Since the sum a(V ,V ) + c(Q,Q) of the bilinear forms in problem 3.2 gives an energy
norm, we can use the error functional
J (eU , eP ) = a(eU , eU ) + c(eP , eP )(
a0(eU , eU ) + c0(eP , eP )
)1/2 . (7.6)
Here the new bilinear forms a0 and c0 are chosen to be equivalent to the H1(Ω)3-norm
and the L2(Ω)-norm, respectively.
Reliability
We introduce two projectors Ih,U : V → Vh and Ih,P : Q→ Qh and use them to define
two test functions
V˜ = eU − Ih,U eU and Q˜ = eP − Ih,P eP . (7.7)
Then we apply the Galerkin orthogonality, which is given by
a(eU ,V ) + b(eP ,V ) = 0 ∀V ∈ V0,h
b(Q, eU ) − c(eP , Q) = 0 ∀Q ∈ Qh , (7.8)
to the numerator of J (eU , eP ) from (7.6) and plug in V˜ and Q˜. This yields
D = a(eU , eU ) + c(eP , eP )
= a(eU , eU ) + b(eP , eU )− b(eP , eU ) + c(eP , eP )
= a(eU , V˜ ) + b(eP , V˜ )−
(
b(Q˜, eU )− c(eP , Q˜)
)
(7.9)
=
∫
Ω
σ(eU , eP ) : ε(V˜ ) dΩ−
∫
Ω
Q˜
(
Div eU − λ−1eP
)
dΩ . (7.10)
Next, we use the discretisation Υh. It follows that
D =
∑
T∈Υh
∫
T
σ(eU , eP ) : ε(V˜ ) dT −
∫
T
Q˜
(
Div eU − λ−1eP
)
dT . (7.11)
The second integral gives∫
T
Q˜
(
Div eU − λ−1eP
)
dT =
∫
T
Q˜
(
Div(U h)− λ−1Ph
)
dT (7.12)
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since Div(U )−λ−1P is zero. By applying the divergence theorem 1.19, the first integral
yields ∫
T
σ(eU , eP ) : ε(V˜ ) dT
=
∑
F⊂∂T
∫
F
n · σ(eU , eP )) · V˜ dF −
∫
T
V˜ ·Div(σ(eU , eP )) dT
(7.3)=
∑
F⊂∂T
∫
F
RF (T ) · V˜ dF +
∫
T
V˜ ·
(
Div(σ(U h, Ph)) + f
)
dT . (7.13)
Combining (7.13) and (7.12) leads to
D =
∑
T
∑
F⊂∂T
(∫
F
RF (T ) · V˜ dF
)
+
∫
T
V˜ ·RT dT −
∫
T
Q˜RP dT (7.14)
with the residuals
RP = Div(U h)− λ−1Ph , (7.15)
RT = Div(σh) + f = Div(σ(U h, Ph)) + f , (7.16)
RF (T ) =

1
2
(
−
(
n · σh
)
T2
−
(
n · σh
)
T
)
if F = T ∩ T2 ,
g − n · σh if F ⊂ ΓN ,
0 else .
(7.17)
With the Cauchy-Schwarz inequality, we can estimate (7.14) from above such that
D ≤
∑
T
(∑
F
∥∥∥RF (T )∥∥∥0,F ∥∥∥V˜∥∥∥0,F + ‖RT ‖0,T ∥∥∥V˜∥∥∥0,T + ‖RP ‖0,T ∥∥∥Q˜∥∥∥0,T) . (7.18)
The projectors Ih,? in V˜ and Q˜ can be chosen in such a way that for an element T with
its patch ωT and for a face F with its patch ωF the interpolation estimates∥∥∥V˜∥∥∥
0,T
= ‖eU − Ih,U eU‖0,T ≤ c1 hT |eU |1,ωT , (7.19)∥∥∥V˜∥∥∥
0,F
= ‖eU − Ih,U eU‖0,F ≤ c2 h
1/2
T |eU |1,ωF , (7.20)∥∥∥Q˜∥∥∥
0,T
= ‖eP − Ih,P eP ‖0,T ≤ c3 hαT ‖eP ‖0,ωT , (7.21)
hold for mesh-size independent constants ci, see [30] or [25, p. 216]. If we choose Ih,P
to be a Clément interpolation operator, see [6, pp. 80], we get α = 0, and
D ≤
∑
T
‖RT ‖0,T c1 hT |eU |1,ωT + ‖RP ‖0,T c3 ‖eP ‖0,ωT
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+
∑
T
∑
F∈∂T
∥∥∥RF (T )∥∥∥0,F c2 h 1/2T |eU |1,ωF . (7.22)
Furthermore, we combine all constants cj and introduce an element-wise scaling factor
γT = 2µ.
D ≤ c†
(∑
T
hT√
2µ ‖RT ‖0,T
√
2µ |eU |1,ωT + ‖RP ‖0,T ‖eP ‖0,ωT
+
∑
T
∑
F∈∂T
h
1/2
T√
2µ
∥∥∥RF (T )∥∥∥0,F √2µ |eU |1,ωF
 . (7.23)
Again, we use the Cauchy-Schwarz inequality to get
D ≤ c†
(∑
T
(
h 2T
2µ ‖RT ‖
2
0,T + ‖RP ‖20,T +
∑
F
hT
2µ
∥∥∥RF (T )∥∥∥20,F
))1/2
(∑
T
(
2µ |eU |21,ωT + ‖eP ‖
2
0,ωT +
∑
F
2µ |eU |21,ωF
))1/2
, (7.24)
D ≤ c‡
(∑
T
(
h 2T
2µ ‖RT ‖
2
0,T + ‖RP ‖20,T +
∑
F
hT
2µ
∥∥∥RF (T )∥∥∥20,F
))1/2
(
2µ |eU |21,Ω + ‖eP ‖20,Ω
)1/2
. (7.25)
We define a0 and c0 such that
2µ |eU |21,Ω =
∫
Ω
2µ (Grad eU )T : Grad eU dΩ = a0(eU , eU ) , (7.26)
‖eP ‖20,Ω =
∫
Ω
eP · eP dΩ = c0(eP , eP ) = λ c(eP , eP ) . (7.27)
Then we can formulate the error indicator ηT .
7.2 Corollary. For problem 3.2 let Υh be a given discretisation. Then there is a
constant c > 0 such that the error functional J (eU , eP ) in (7.6) fulfils condition (7.4)
with the element-wise error estimator
η 2T =
h 2T
2µ ‖RT ‖
2
0,T + ‖RP ‖20,T +
∑
F∈∂T
hT
2µ
∥∥∥RF (T )∥∥∥20,F . (7.28)
However, in many numerical examples we find that RP is dominated by the other parts
or that it is at most of the same magnitude as the other parts. This indicates that it
can be omitted.
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7.3 Note. The ansatz (7.6) for J (eU , eP ) does not support the usual way of showing
efficiency
ηT ≤ c J (eU , eP )
ωT
=
2µ ‖ε(eU )‖20,ωT + λ−1 ‖eP ‖
2
0,ωT(
2µ |eU |21,ωT + ‖eP ‖
2
0,ωT
)1/2
with element- and face-oriented bubble functions βT and βF , see [29], [6, pp. 170],
since it is difficult to recover the correct norms and bilinear forms with the appropriate
coefficients. Under the assumption f ∈ V0,h, we only get the intermediary results
h 2T ‖RT ‖20,T ≤ c1
(
2µ ‖ε(eU )‖20,T + ‖eP ‖20,T
)
,
‖RP ‖20,T ≤ c2
(
2µ |eU |21,T + λ−1 ‖eP ‖20,T
)
,
hT ‖RF ‖20,F ≤ c3
(
2µ ‖ε(eU )‖20,ωF + ‖eP ‖
2
0,ωF
)
.
The simple summation of these estimates does not directly give the efficiency. Especially,
it is not clear how to combine λ−1 ‖eP ‖20,T and ‖eP ‖20,T .
7.2 Non-linear elasticity
As it is shown in [17], the form a‡(U , P ;V ) does not lead to a proper energy norm in
the case of non-linear elasticity. Besides, the Galerkin orthogonality is given here by
a‡(U , P ;V )− a‡(U h, Ph;V ) = 0 ∀V ∈ V0,h . (7.29)
However, we can derive a reliability result analogously to (7.4). As a generalisation from
(7.6), we now consider the error functional J (eU , eP ) that is given by
d(eU , eP )1/2 J (eU , eP ) = a‡(U , P ; eU )− b0(U ; eP ) + c(P, eP )
− a‡(U h, Ph; eU ) + b0(U h; eP )− c(Ph, eP ) . (7.30)
The form d(eU , eP ) denotes some kind of norm and needs to be defined later.
Reliability
We start with the consideration of
DU = a‡(U , P ; eU )− a‡(U h, Ph; eU ) , (7.31)
which is part of the numerator from J (eU , eP ) in (7.30). For a suitable projector
Ih : V0 → V0,h, we define the test function V˜ = eU − IheU in V0. After exploiting the
Galerkin orthogonality (7.29), we get
DU = a‡(U , P ; V˜ )− a‡(U h, Ph; V˜ )
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=
〈
T (U , P ) , E(U ; V˜ )
〉
0,Ω
−
〈
T (U h, Ph) , E(U h; V˜ )
〉
0,Ω
=
〈
ρ0 f , V˜
〉
0,Ω
+
〈
g , V˜
〉
0,ΓN
−
〈
P(U h, Ph) , Grad V˜
〉
0,Ω
. (7.32)
Using the abbreviation Ph = P(U h, Ph) and the discretisation Υh, we get
DU =
∑
T∈Υh
(〈
ρ0 f , V˜
〉
0,T
−
〈
Ph , Grad V˜
〉
0,T
+
∑
F⊂ΓN
〈
g , V˜
〉
0,F
)
. (7.33)
We introduce the operator IΓN,F that is the identity if F ∈ ΓN and zero elsewise. Again,
we set ρ0 equal to one, w.l.o.g., and use the divergence theorem. This yields
DU =
∑
T∈Υh
〈
f , V˜
〉
0,T
+
∑
F⊂ΓN
〈
g , V˜
〉
0,F
+
∑
T∈Υh
(〈
Div(Ph) , V˜
〉
0,T
−
∑
F⊂∂T
〈
n ·Ph , V˜
〉
0,F
)
=
∑
T∈Υh
(〈
f + Div(Ph) , V˜
〉
0,T
+
∑
F⊂∂T
〈
IΓN,F · g − n ·Ph , V˜
〉
0,F
)
. (7.34)
By defining the residuals RT and RF (T ) via
RT = f + Div(Ph) , (7.35)
RF (T ) =

1
2
(
−
(
n ·Ph
)
T2
−
(
n ·Ph
)
T
)
if F = T ∩ T2
g − n ·Ph if F ⊂ ΓN
0 else
, (7.36)
we can reformulate formula (7.34) such that
DU =
∑
T∈Υh
(〈
RT , V˜
〉
0,T
+
∑
F⊂∂T
〈
RF (T ) , V˜
〉
0,F
)
. (7.37)
7.4 Note. Since n
T2
= −n
T
, it follows that RF (T ) =
1
2n T ·
(
Ph
T2
−Ph
T
)
.
Equation (7.37) can be bounded from above by using the Cauchy-Schwarz inequality,
the interpolation estimates (7.19) and (7.20), and the Clément interpolation operator
with the patches ωT and ωF around T and F , respectively. In addition, we use a scalar
material function γ(T ) = γT
T
that is constant on every element T . Thence, we get the
estimate
DU ≤ C1
( ∑
T∈Υh
h 2T
γ 2T
‖RT ‖20,T +
∑
T,F⊂∂T
hT
γ 2T
∥∥∥RF (T )∥∥∥20,F
)1/2
|γ(T ) eU |1,Ω . (7.38)
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Analogously, we can handle the remaining part in the numerator of J (eU , eP ) in (7.30).
We define a test function Q˜ = (I − Ih)eP in Q with a projector Ih : Q→ Qh and the
error eP from (7.3). Subsequently, we consider
DP = b0(U ; eP )− c(P, eP )− b0(U h; eP ) + c(Ph, eP ) (7.39)
and get
DP = −b0(U h; Q˜) + c(Ph, Q˜)
=
〈
κ Ph − φV (U h) , Q˜
〉
0,Ω
. (7.40)
With the new residual
RP = κPh − φV (U h) , (7.41)
the Cauchy-Schwarz inequality, and the interpolation estimate (7.21), we derive the
estimate
DP ≤ C2
( ∑
T∈Υh
‖RP ‖20,T
)1/2
‖eP ‖0,Ω . (7.42)
If we combine the results (7.38) and (7.42) and their derivations, we can find an estima-
tion for the whole numerator of J (eU , eP ) in (7.30).
d(eU , eP )1/2 J (eU , eP )
=
∑
T∈Υh
(〈
RT , V˜
〉
0,T
+
∑
F⊂∂T
〈
RF (T ) , V˜
〉
0,F
+
〈
RP , Q˜
〉
0,T
)
≤ C
( ∑
T∈Υh
h 2T
γ 2T
‖RT ‖20,T +
∑
F⊂∂T,T∈Υh
hT
γ 2T
∥∥∥RF (T )∥∥∥20,F + ∑
T∈Υh
‖RP ‖20,T
)1/2
(
|γ(T )eU |21,Ω + ‖eP ‖20,Ω
)1/2
. (7.43)
Now we set
d(eU , eP ) = |γ(T )eU |21,Ω + ‖eP ‖20,Ω (7.44)
which leads to an element-wise error indicator ηT,comb that gives an upper bound for the
error function J (eU , eP ).
7.5 Corollary. For problem 3.15 let Υh be a given discretisation. Then there is a
constant c > 0 such that the error functional in (7.30) fulfils
J (eU , eP ) ≤ c
( ∑
T∈Υh
η 2T,comb
)1/2
(7.45)
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with the element-wise error estimator
η 2T,comb = ‖RP ‖20,T +
(
hT
γT
)2
‖RT ‖20,T +
hT
γ 2T
∑
F⊂∂T
∥∥∥RF (T )∥∥∥20,F . (7.46)
Following the derivation for the case of linear elasticity where we usually choose γ(T )2
to represent the smallest eigenvalue of M, we take γ(T )2 = c10.
Since the computation of Div(P)h = 2 Div
(
∂ φ(C)
∂ C ·F(U h)T
)
in RT is quite expensive,
we approximate it with its analogue Div(2µ ε(U h) + Ph I) from the linear case. But in
doing so, numerical experiments show that the element residual is of the same order as the
edge residual RF . This behaviour is known from linear elasticity whenever tetrahedral
meshes and linear ansatz functions are used, see [16]. Hence, we omit the norm of RT .
In addition, numerical examples show that the norm of RP is negligible because it is
dominated by the other residuals or at most of the same magnitude.
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The numerical realisation of the hitherto presented model exhibits some stability prob-
lems, i. e. the solution may not converge properly. Therefore, this chapter aims for an
improvement of the numerical realisation of our problem. We discuss some modifica-
tions of the underlying model which especially include some modifications to the energy
density function and the formulation of the stress. This leads to a modified problem
that gives better results.
8.1 Simplified energy density function
The deviatoric part of φ(C) from (3.45) can be chosen differently. Instead of (3.43), we
can use
φD,S(C) = φD,S(a1, I3) = c10
(
a1 − 3− ln(I3)
)
. (8.1)
This changes the formulation of the deviatoric part of the stress and the material tensor.
We still have the validity of lemma 3.13, but the new derivatives from φD,S(C) which are
given in lemma A.15 yield
TD,S(U ) = 2c10I − 2c10C−1(U ) . (8.2)
The deviatoric part of the material tensor becomes MD,S(U ) = 4c10Cˆ which is proven
in Section A.5.3.
8.1 Note. Using (8.1), the second Piola-Kirchhoff stress tensor TS(U , P ) is explicitly
given by (P − 2c10)C−1(U ) + 2c10I. A general representation for MS(U , P ) is given
in corollary A.31 by (4c10 − 2P )Cˆ.
LBB condition
We get an easier formulation for the coercivity condition (5.4). By setting
piS = 2c10 − P , it is
a(U , P ;V ,V ) = 2
∫
Ω
(
2c10 − P
)
E(U ;V ) : Cˆ :E(U ;V ) dΩ
+
∫
Ω
2c10 (GradV )T : GradV dΩ
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−
∫
Ω
(
2c10 − P
)
(GradV )T :
(
C−1(U ) ·GradV
)
dΩ (8.3)
=
√
2c10 ‖GradV‖20,Ω
+ 2
∫
Ω
piS
∣∣∣Sym(gradV)∣∣∣ dΩ2 − ∫
Ω
piS |gradV |2 dΩ . (8.4)
As in Section 5.3, we can successfully use Korn’s inequality to show (5.4) if piS > 0.
This material density function is known to be a good approximation of the behaviour of
compressible material. Hence, (8.2) can be used if ν < 0.485. This extends the usability
of our method to compressible material.
8.2 Mooney-Rivlin material
In this section we want to discuss the Mooney-Rivlin material and its effects on our
problem.
The Mooney-Rivlin material is defined as
φD,MR(I1, I2, I3) = φD(I1(CD)) + φDD(I2(CD)) (8.5)
with
φDD(I2(CD)) = c01
(
I2(CD)− 3
)
= c01
(
I2I3
−2/3 − 3
)
(8.6)
and φD(I1(CD)) from (3.43). Contrary to the Neo-Hooke material from Section 3.3.3,
this new material depends on both the second and the first invariant of C. Hence, we lose
some simplicity, but we may gain a more accurate prediction of the material behaviour.
Again, we are interested in the structure of the second Piola-Kirchhoff stress tensor and
the material tensor. Since we already discussed the first part φD in Section 3.3.3, we
can adopt these results. For the second part φDD, we can use the same techniques.
Obviously, we get
T D,MR(C) = T D(C) + TDD(C) = 2∂ φD(C)
∂ C + 2
∂ φDD(C)
∂ C (8.7)
and
MD,MR(C) = MD(C) +MDD(C) = 4∂
2φD(C)
∂C ∂C + 4
∂2φDD(C)
∂C ∂C . (8.8)
We can use the chain rule to find
∂ φDD
∂ C =
3∑
i=1
∂ φDD(a)
∂ ai
Ci−1
67
8 Modified model
= ∂ φDD(I2, I3)
∂ I3
3∑
i=1
∂ I3
∂ ai
Ci−1 + ∂ φDD(I2, I3)
∂ I2
3∑
i=1
∂ I2
∂ ai
Ci−1
= ∂ φDD(I2, I3)
∂ I3
I3 C−1 + ∂ φDD(I2, I3)
∂ I2
(
a1 I − C
)
. (8.9)
Together with (3.57) we get
TD,MR(U ) = 2
(
∂ φD
∂ I3
+ ∂ φDD
∂ I3
)
I3 C−1
+ 2
(
∂ φD
∂ a1
+ a1
∂ φDD
∂ I2
)
I − 2 ∂ φDD
∂ I2
C . (8.10)
The material tensor MD,MR(U ) undergoes a similar extension.
8.2 Note. Using the derivatives from lemma A.16, we get
∂ φDD
∂ C = −
2
3c01I2I
−5/3
3 I3 C−1 + c01I −2/33
(
a1 I − C
)
= c01I −2/33
(
−23I2 C
−1 + a1 I − C
)
.
8.3 Split of the bulk modulus
In this section we want to study a small shift in the material function. We decompose
the bulk modulus into
KD +K∞ = K ≤ ∞ such that 0 ≤ KD  K∞ ≤ ∞ . (8.11)
Then we reorder the terms in φ(C) and define a new deviatoric part
φdv(I1, I3) = φD(I1, I3) +
KD
2 (φV(I3))
2 (8.12)
such that the energy density becomes
φ(C) = φdv(I1, I3) + K∞2 (φV(I3))
2 . (8.13)
Accordingly, the substitution that introduces the hydrostatic pressure has the form
P∞ = K∞ φV(C) . (8.14)
But in the incompressible limit with K = K∞ =∞, the new variable P∞ equals the old
one.
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With this ansatz we receive a new formulation of the stress tensor
T (U , P∞) = T dv(U ) + P∞ SV(U ) (8.15)
with the deviatoric part
T dv(U ) = T D(U ) +KD φV(I3(U )) SV(U ) . (8.16)
The fourth order material tensor changes to
M(U , P∞) = 2
∂ T D(C)
∂ C +KD SVSV + 2KD φV(I3(U ))
∂ SV(C)
∂ C
+ 2P∞
∂ SV(C)
∂ C . (8.17)
Material parameters
The split (8.11) has an influence on the computation of the material parameters as well.
So far we have c10 = µ2 and K = λ+
1
32µ, i. e.
K = 2µ ν + 13(1− 2ν) , (8.18)
see lemma A.23. But now the bulk modulus K∞ fulfils
K∞ =
2µ(ν + 1)− 3KD(1− 2ν)
3(1− 2ν)
= ν(2µ+ 6KD) + 2µ− 3KD3(1− 2ν) . (8.19)
Hence, its reciprocal, the compressibility κ∞, fulfils
κ∞ =
3(1− 2ν)
2µ(ν + 1) + 3KD(2ν − 1) . (8.20)
In the incompressible limit, we obviously get κ∞ = 0. But away from ν = 0.5, we have
to ensure that κ∞ stays positive even though we subtract 3KD in (8.20). This is done
by postulating a positive denominator with
0 < 2µ(ν + 1) + 3KD(2ν − 1) , (8.21)
which gives the upper bound
KD <
2µ
3
ν + 1
1− 2ν . (8.22)
We note that due to ν ≤ 0.5 the numerator 1− 2ν always is non-negative.
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8.4 Scaling function
This section discusses the effect of introducing a scaling function ζ(I3) ∈ T0 into the
volumetric part P SV of the second Piola-Kirchhoff stress tensor T (U , P ).
So far the volumetric part of T (U , P ) is given by
K φV(I3) 2
∂ φV(I3(C))
∂ C = P SV . (8.23)
Now we want to consider its equivalent reformulation
K φV(I3)
ζ(I3)
2ζ(I3)
∂ φV(I3(C))
∂ C = Pζ SV,ζ . (8.24)
Consequentially, the substitution with the hydrostatic pressure Pζ requires a slightly
changed side condition
κPζ = ζ(I3)−1φV(I3) . (8.25)
The explicit form of SV,ζ fulfils
SV,ζ = ζ(I3) 2∂ φV(I3)
∂ I3
I3 C−1 = ζ(I3)C−1 . (8.26)
In the incompressible limit with I3 = 1, we want to end up with the original formulation.
Hence, a reasonable property of ζ(I3) seems to be given by ζ(1) = 1. That is why
ζ(I3) = (I3)y, y 6= 0 (8.27)
seems to be a good choice.
8.3 Note. With (8.26) and ζ(I3) = J , it is Pζ = 13 tr(σ(U )) since
Jσ(U ) = F(U ) · T (U ) ·F(U )T
= F(U ) · T D ·F(U )T + Pζ F(U ) · SV,ζ(U ) ·F(U )T
= F(U ) · 2c10I −1/33
(
I − a13 C(U )
−1) ·F(U )T
+ Pζ F(U ) · ζ(I3)C(U )−1 ·F(U )T
= 2c10I −1/33 C(U )T − 2c10I −1/33
a1
3 I + Pζ ζ(I3)I
tr(Jσ(U )) = 2c10I −1/33
(
tr(C(U ))− 3a13
)
+ 3Pζ ζ(I3)
Jtr(σ(U )) = 3JPζ .
Analogously, we can derive the general case with J tr(σ(U )) = 3 ζ(I3) Pζ . Hence, in the
original formulation without ζ(I3), i. e. ζ(I3) = 1, the hydrostatic pressure P is equal to
1
3 Jtr(σ(U )).
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Variational formulation
Contrary to (8.11), the modification (8.24) does not only affect the stress and the material
tensor. It also affects the system of equations since it implies a change in the weak side
condition via (8.25). As in problem 3.15, we have to consider
aD(U ;V ) + aV(U , Pζ ;V ) = l(V )
b0(U ;Q) − c(Pζ , Q) = 0 .
(8.28)
But here we have an extended bilinear form
b0(U ;Q) =
∫
Ω
φV(U )
ζ(U ) Q dΩ . (8.29)
The linearisation of (8.28) with a Newton’s method can be carried out as in Section 4.
But since b0(U ;Q) is depending on ζ(U ), we get a different result. As a matter of form,
we find
a(U , Pζ ; δU ,V ) + b(U , δPζ ;V ) = f(t,U , Pζ ;V )
bζ(U ;Q, δU ) − c(δPζ , Q) = g(U , Pζ ;Q)
(8.30)
with the usual notation (4.14) to (4.18) except of
bζ(U ;Q, δU ) =
∫
Ω
Q Z(U )SV,ζ(U ) :E(U ; δU ) dΩ (8.31)
with
Z(U ) = 1
ζ(I3(U ))2
(
1− φV(I3(U ))
ζ(I3(U ))
(
∂ φV(I3)
∂ I3
)−1 ∂ ζ(I3)
∂ I3
)
. (8.32)
For a detailed derivation we refer to Section A.7.
8.4 Note. By using the choice (8.27), Z(U ) simplifies to 1− y ln(I3).
In order to achieve a saddle point problem again, we have to match the bilinear forms
bζ(U ; δU , Q) and b(U , δPζ ;V ) in (8.30). Thereto we plug in Q = Z−1Qζ with
Qζ = Z Q˜ and Q˜ ∈ Q. This transforms the second equation of (8.30) into
bζ(U ;Z−1Qζ , δU )− c(δPζ ,Z−1Qζ) = g(U , Pζ ;Z−1Qζ) . (8.33)
In integral form this gives∫
Ω
Z−1Qζ Z
(
SV,ζ :E(U ; δU )
)
dΩ−
∫
Ω
κ δPζ Z−1Qζ dΩ
=
∫
Ω
κPζ Z−1Qζ dΩ−
∫
Ω
φV Z−1Qζ dΩ . (8.34)
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Hence, a simple reordering yields∫
Ω
Qζ SV,ζ :E(U ; δU ) dΩ−
∫
Ω
Z−1κ δPζ Qζ dΩ
=
∫
Ω
Z−1κPζ Qζ dΩ−
∫
Ω
Z−1φV Qζ dΩ . (8.35)
Now we can define the new bilinear forms
cζ
(
U ;Pζ , Qζ
)
=
∫
Ω
Z(U )−1κPζ Qζ dΩ , (8.36)
bζ
(
U ;Qζ
)
=
∫
Ω
Z(U )−1φV(U ) Qζ dΩ . (8.37)
They transform (8.35) into
b(U ;Qζ , δU )− cζ(U ; δPζ , Qζ) = cζ
(
U ;Pζ , Qζ
)
− bζ
(
U ;Qζ
)
. (8.38)
Since Z is bounded as long as I3  0, we can replace Qζ by Q ∈ Q. This gives the
desired saddle point problem.
8.5 Problem (Modified linear saddle point problem). Let (t,U, Pζ) be a given triple in
(0, 1]× VD ×Q. Find δU ∈ V0 and δPζ ∈ Q such that
a(U, Pζ ; δU,V) + b(U, δPζ ;V) = f(t,U, Pζ ;V)
b(U;Q, δU) − cζ(U; δPζ , Q) = cζ
(
U;Pζ , Q
)
− bζ
(
U;Q
) (8.39)
holds for all Q ∈ Q and V ∈ V0.
8.6 Note. Problem 8.5 is quite similar to problem 4.5. It differs slightly in the stress and
material tensor as well as in the c-bilinear form due to Z(U ).
8.5 Combined modifications
The ansatz of the scaling function (8.24) and the decomposition of the bulk modulus
(8.11) can be used together. We simply set
P∞ζ SV,ζ =
K∞ φV(I3)
ζ(I3)
2ζ(I3)
∂ φV(I3(C))
∂ C (8.40)
and use the side condition
κ∞ P∞ζ = ζ(I3)−1φV(I3) . (8.41)
Furthermore, the stress tensor changes to
T (U , P∞ζ ) = T dv(U ) + P∞ζ SV,ζ
72
8.5 Combined modifications
=
(
T D(U ) +KD φV(I3) SV(U )
)
+ P∞ζ
(
ζ(I3)SV(U )
)
(8.42)
and the material tensor changes to
M(U , P∞ζ ) = Mdv(U ) + P∞ζ MV,ζ(U )
= 2∂ T D(C)
∂ C +KD SVSV +KD φV(I3) 2
∂ SV(C)
∂ C
+ P∞ζ
(
2∂ ζ(I3)
∂ I3
I3 C−1SV(C) + ζ(I3) 2∂ SV(C)
∂ C
)
. (8.43)
The linear saddle point problem 8.7 that arises from these modifications has the same
structure as problem 4.5. It only differs in T (U , P∞ζ ) and M(U , P∞ζ ), and instead of
c(δP,Q), we use a different cζ-bilinear form that depends on U .
cζ(U ;P∞ζ , Q) =
〈
Z(U )−1κ∞ P∞ζ , Q
〉
. (8.44)
8.7 Problem. Let (t,U, P∞ζ ) be a given triple in (0, 1]× VD ×Q. Find δU ∈ V0 and
δP∞ζ ∈ Q such that
a(U, P∞ζ ; δU,V) + b(U, δP∞ζ ;V) = f(t,U, P∞ζ ;V)
b(U; δU, Q) − cζ(U; δP∞ζ , Q) = cζ
(
U;P∞ζ , Q
)
− bζ
(
U;Q
) (8.45)
holds for all Q ∈ Q and V ∈ V0.
Since this new problem 8.7 has the same structure as problem 4.5, it also can be solved
with the methods that are described in Chapter 6. Indeed, the discrete version of the
problem can be found analogously to problem 6.2. Only the element-wise contributions,
such as ATi et alii, from Section 6.3 differ.
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Several numerical experiments reveal that some limitations of our method still remain,
although we use the modification from Section 8, and although we use both the MinRes
algorithm and the PCGM based on the Q2-Q0 element instead of using the well-suited
BPCG only. In this chapter we want to give a brief summary of the occurring problems.
If it is possible, we add some hints how the simulation can be performed nevertheless
and which limits are insuperable up to now.
9.1 Lack of coercivity
In [4] and [3], the authors describe one limitation of the mixed FEM for large deforma-
tions and incompressible elasticity that also applies to our three dimensional case. They
show that the coercivity condition (5.4) can fail if the load is exceedingly large, and
they prove this for a simple bidimensional example. In this case it is not possible to
guarantee the convergence of the incremental load steps towards the correct solution on
a continuous path of load steps.
We encounter this difficulty in some of our numerical tests, too. If the load is too large,
a negative value of the residual 〈A ·W , W 〉 may occur. There is also a jump in the
deformation towards an unstable and undesired solution and a jump in the estimated
error to a high value possible. Hence, the mathematical model and its discretisation
may loose the coercivity property, although it is the right model. To lessen this problem
at high loads, it is reasonable to use the MinRes method since it does not need this
property. Or we can introduce the modification from Section 8.
For one of our examples which are introduced in the subsequent chapter 10, we want
to discuss this difficulty in detail. We consider the cylindrical beam that is described
by (10.3) in Section 10.1 with its boundary conditions (10.4) and (10.5). Since this is a
rather simple example, we can determine an analytic solution: the hydrostatic pressure
(10.14) and the deformation (10.6) that both depend on the changing radius ∆R(t) from
(10.8) and the applied load t ·U 3 {X∈ΓD:X3=+2} with t ∈ R. We note here that in the
case of t = −1, we have a compression load such that the length of the beam becomes
zero. Moreover, if t < −1, the length becomes “negative”. Since these are inadmissible
cases, we only have to consider loads with t ∈ (−1,+∞). Thence, the deformation tensor
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is given by
F = (1 + t)−1/2
(
G1G1 +G2G2
)
+ (1 + t)G3G3 . (9.1)
Now we want to show a(U , P ;V ,V ) ≥ α ‖V‖2V0 for all V ∈ kernB′ in dependency on
the parameter t. To do so, we can use lemma 5.14. This gives
a(U , P ;V ,V ) = 2
∫
Ω
φD,a1(I3, a1) |GradV |2 dΩ
− 2
∫
Ω
pi(U , P )
∣∣∣F−T ·GradV ∣∣∣2 dΩ
+ 4
∫
Ω
pi(U , P )
∣∣∣Sym(F−T ·GradV)∣∣∣2 dΩ (9.2)
with pi(U , P ) from (5.15) and φD,a1(I3, a1) = c10I
−1/3
3 from (5.17). In the non-discrete
case we have I3 = 1 and a1 = 2
(
1 + t
)−1
+
(
1 + t
)2
. Hence, it is
pi(U , P ) = c103
{
2
(
1 + t
)−1
+
(
1 + t
)2}− 12
(2
3c10
{(
1 + t
)2 − (1 + t)−1})
= c10
(
1 + t
)−1
. (9.3)
Obviously, pi(U , P ) is positive for all t > −1.
Tensile load
In the case t > 0, which corresponds to a tensile load, (9.2) together with (9.3) provides
a(U , P ;V ,V ) = 2
∫
Ω
c10 |GradV |2 dΩ
− 2
∫
Ω
c10
(
1 + t
)−1 ∣∣∣F−T ·GradV ∣∣∣2 dΩ
+ 4
∫
Ω
c10
(
1 + t
)−1 ∣∣∣Sym(F−T ·GradV)∣∣∣2 dΩ (9.4)
≥ 2
∫
Ω
c10 |GradV |2 dΩ
− 2
∫
Ω
c10
λmax(F−T )2(
1 + t
) |GradV |2 dΩ
+ 4
∫
Ω
c10
λmin(F−T )2(
1 + t
) ∣∣∣Sym(GradV)∣∣∣2 dΩ . (9.5)
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Since 1 + t > (1 + t)−1/2, we can continue with
a(U , P ;V ,V ) ≥ 2
∫
Ω
c10 |GradV |2 dΩ− 2
∫
Ω
c10 |GradV |2 dΩ
+ 4
∫
Ω
c10
(
1 + t
)−3 ∣∣∣Sym(GradV)∣∣∣2 dΩ (9.6)
= 4c10
(
1 + t
)−3 |V |1,Ω (9.7)
≥ 4c10
(
1 + t
)−3 (
1 + c 2F
)−1 ‖V‖1,Ω . (9.8)
9.1 Note. In (9.8) we take advantage of the relation λmin(Y) = 1λmax(Y) , the eigenvalues
λmin(F) = (1 + t)−1/2 and λmax(F) = 1 + t, and Friedrich’s inequality such that
(1 + c 2F) |V |21,Ω = |V |21,Ω + c 2F |V |21,Ω ≥ |V |21,Ω + ‖V‖20,Ω = ‖V‖21,Ω .
Hence, we achieve the coercivity on the kernel with the positive constant
α = 4c10
(
1 + c 2F
)−1 (
1 + t
)−3
. (9.9)
Compressive load
In the case of a compressive load, i. e. −1 < t < 0, we get a different result. Starting
again from (9.5) with 0 < 1 + t < (1 + t)−1/2, we get
a(U , P ;V ,V ) ≥ 2c10
∫
Ω
|GradV |2 dΩ
− 2
∫
Ω
c10
1(
1 + t
)
λmin(F)2
|GradV |2 dΩ
+ 4
∫
Ω
c10
1
λmax(F)2
(
1 + t
) ∣∣∣Sym(GradV)∣∣∣2 dΩ (9.10)
≥ 2c10
(
1−
(
1 + t
)−3)∫
Ω
|GradV |2 dΩ
+ 4
∫
Ω
c10
∣∣∣Sym(GradV)∣∣∣2 dΩ . (9.11)
Here we are confronted with the problem that 1−
(
1 + t
)−3
is always negative and tends
to −∞ for t→ −1. With Korn’s inequality from lemma 1.24, we get
a(U , P ;V ,V ) ≥ 2c10
(
1−
(
1 + t
)−3
+ 2cK
)
︸ ︷︷ ︸
β(t)
∫
Ω
|GradV |2 dΩ (9.12)
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with cK > 0. If β(t) > 0, we can go on with the inequality of Friedrichs such that
a(U , P ;V ,V ) ≥ 2c10 β(t)
(
1 + c 2F
)−1 ‖V‖1,Ω . (9.13)
This yields the coercivity on the kernel. But β(t) > 0 only holds for
(
1 + 2cK
)−1/3 − 1 = t0(cK) < t . (9.14)
The behaviour of t0(cK) is shown in Figure 9.1, and some explicit values are given in
Table 9.1. At least, we find that even for very small values of cK there are some small,
feasible values for t.
−0.1 0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1 1.1
−0.3
−0.2
−0.1
0
cK
t 0
(c
K
)
Figure 9.1: Graph of t0(cK) such that β(t) > 0 for all 0 > t > t0(cK), see (9.14) and (9.12)
cK 0.01 0.1 0.25 0.5
t0(cK) -0.0066 -0.0590 -0.1264 -0.2063
Table 9.1: Explicit values of t0(cK) in (9.14)
9.2 Note. In Table 9.1 the case cK = 0.5 belongs to ∂Ω = ΓD, see lemma 1.24.
9.2 Practical issues
In this section we want to discuss some practical issues, e. g. the discretisation of the
domain and the problem description, that we should be aware of in order to get a proper
result.
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Growing angles
Any discretisation of a given domain has to mind regions with corners where the inner
angles can grow up to 180° during the deformation. As shown in Figure 9.2, this can be
avoided by adding an edge that divides the corner.
additional edge
load Ω
additional edge
load Ωτ
Figure 9.2: Avoiding a corner with a growing angle in the discretisation Υh of Ω by an additional
edge (green dash)
Self contact
We consider a mechanical component that includes a hole that may be circular or cyl-
indrical shaped, see Section 10.2. At a high load, the possibility is given that the hole
collapses such that its boundary touches itself and thereby creates a self contact zone.
This is not yet included in the simulation and has to be avoided. Hence, we need to
restrict the applied load to smaller values.
Simulation controlling
Instead of only relying on the value ‖δU‖ / ‖U‖ (and ‖δP‖ / ‖P‖, resp.) as a critical
value to abort the Newton iteration, it is advisable to also consider the development of
detF and the number of elements that are recommended for refinement. One should not
refine the mesh or increase the load if these values significantly jump from each Newton
iteration to the next.
We also recommend to restart a simulation that failed, with different control instructions,
i. e. to change kmax in the CG method, to change the number of load steps by varying
the value of δt, or to repeat a certain Newton solving step to gain more accuracy. It
also may help to change ref in (7.5) to achieve a different adaptive mesh in order to
overcome a critical refinement.
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In this section we want to consider several deformation problems of mechanical com-
ponents and give numerical results. All simulations are based on problem 8.7 using the
Neo-Hooke material (3.45). This is a modified version of problem 6.1. The discretisation
is done as described in Chapter 6.
We show that we are able to simulate not only incompressible but also nearly incom-
pressible material. Moreover, we can combine these materials with compressible ones.
This makes it possible to even simulate mixed components.
10.1 Cylindrical beam
In this first section, we want to consider a rather simple example, namely a cylindrical
beam that is exposed to an uniaxial tensile load. For this setting we derive an analytical
solution and compare it to the numerical one for different values of ν. Afterwards, we
show the numerical results and the estimated error.
Problem description
We consider an uniaxial tension test of a cylindrical beam. The domain Ωbeam of the
component is described by
Ωbeam =
{
X ∈ R3 : X3 ∈ [−2, 2], ‖(X1, X2)‖R2 ≤ 1
}
, (10.1)
and the load is given as a Dirichlet type boundary condition
U 3 {X∈∂Ω:X3=±2} = ±2 . (10.2)
To reduce the problem, we only consider the eighth part of the component
Ω =
{
X ∈ [0, 1]2 × [0, 2] : ‖(X1, X2)‖R2 ≤ 1
}
(10.3)
with the Dirichlet type boundary condition
2 = U 3 {X∈∂Ω:X3=2} (10.4)
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X3
X1
X2
Figure 10.1: Eighth part model of a cylindrical beam under uniaxial tension in X3 direction
and the necessary symmetry boundary conditions
0 = U 3 {X∈∂Ω:X3=0} = U 2 {X∈∂Ω:X2=0} = U 1 {X∈∂Ω:X1=0} . (10.5)
This setting is shown in Figure 10.1. The volume force density f is set to zero. The
material parameters are given by ν = 0.5 and E = 21.42 in such a way that K =∞ and
c10 = 3.57.
10.1 Note. We set E = 21.42. Since we consider rubber-like material that usually has a
Young’s modulus between 0.01 kNmm2 and 0.1
kN
mm2 , our unit should be
N
mm2 . Hence, the
unit length is 1 mm, and the unit pressure is 1 Nmm2 .
Analytical solution
With the given boundary conditions and the time-independency of the problem, we
expect that in each load step the cylindrical beam remains cylindrical, i. e. the radius
stays constant along X3. But the component becomes elongated from L to (L+ t ·∆L)
and thinner from R to (R+∆R(t)) with ∆R < 0 in each step t ·∆L. Here we set R = 1,
L = 2 and ∆L = 2, which is predetermined by the definition of Ω in (10.3) and the
boundary conditions from (10.4). In detail we can assume a linear deformation
U (t) =
(∆R(t)/R)X1(∆R(t)/R)X2
(t∆L/L)X3
 =
∆R(t)X1∆R(t)X2
t X3
 (10.6)
and a constant hydrostatic pressure P in each load step t · ∆L. We easily get the
Green-Lagrange strain
C = (1 + ∆R(t)/R)2
(
G1G1 +G2G2
)
+ (1 + t ·∆L/L)2G3G3 (10.7)
and its determinant I3 = (1 + ∆R(t)/R)4 · (1 + t ·∆L/L)2.
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In the incompressible limit with ν = 0.5, we even can derive an analytical solution for
∆R(t) with
0 > ∆R(t) =
((
1 + t ·∆L
L
)−ν
− 1
)
R (10.8)
for all t ∈ (0, 1). This follows from the constant volume during the deformation, see [31].
Based on this knowledge, we are able to compute the value of P .
Since the problem has a surface
ΓH,τ =
{
X ∈ ∂Ωτ : ‖(X1, X2)‖R2 = R+ ∆R(t)
}
(10.9)
that shall be stress-free in normal direction, we get 0 =
(
σ(U ) · n
)
ΓH,τ
. For the special
point X∗ = (1 0 X3)T on the initial boundary ΓH,
ΓH =
{
X ∈ ∂Ω : ‖(X1, X2)‖R2 = R = 1
}
, (10.10)
we have n = g1 and
0 = (σ11 σ21 σ31)T
X∗
. (10.11)
In particular, it is 0 = σ11 in X∗. To evaluate σ11 now, we use the transformation (3.22)
from σ to T , the Piola-Kirchhoff stress tensor T from (8.42), and its explicit formulation
in lemma 3.13. This gives
Jσ = 2c10I −1/33
(
F ·FT − a13 I
)
+
(
KD φV(I3) + ζ(I3)P∞ζ
)
I . (10.12)
This formula and (10.11) allow us to compute the value of P in X∗ via
ζ(I3)P∞ζ = 2c10I
−1/3
3
C33 − C11
3 −KD
ln I3
2 . (10.13)
Eventually, this yields
ζ(I3)P∞ζ (t) = 2c10
(
1 + t ·∆L/L
)2 − (1 + ∆R(t)/R)2
3
= 23c10
((
1 + t
)2 − (1 + t)−1) . (10.14)
Hence, for t = 1 (and ζ
I3=1
≡ 1), we get P∞ζ = 73c10 = 8.330.
In Figure 10.2 we show a comparison of the analytical solution from above and our
numerical solution. Depicted are the numerical values of U 2 and P depending on U 3 in
the material point X = (0 1 2)T . It is apparent that the simulated solution actually
reproduces the analytical one, and in t = 1 we actually achieve P∞ζ = 8.330.
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The numerical results are computed with the BPCG method with 40 load steps, i. e. δt =
0.05, and by setting KD = 2c10, ζ(I3) = J , cg = 1E-3, newt = 1E-4 and kmax = 250. We
note that Figure 10.2 only contains the results from the load step phase of the numerical
simulation. If we have solutions from several Newton solves for one load step t · ∆L,
we only show the last one. Prior to the load step phase one uniform refinement was
performed. This means that the simulation is done on a rather coarse mesh with about
550 nodes, i. e. circa 1600 unknowns in U h and 100 unknowns in Ph.
For nearly incompressible material, the ansatz (10.8) is only an approximation to the
real behaviour of the radius. Hence, the approach from above only gives an approximate
formula for the hydrostatic pressure P . We get
J P∞ζ (t) =
2
3c10I
−1/3
3
[(
1 + t
)2 − (1 + t)−2ν]−KD ln I32 . (10.15)
If we use compressible material with ν < 0.485, i. e. if we use the simplified energy density
φD,S(C) from (8.1) with KD = 0, then we get
Jσ = F ·
(
TD,S + P∞ζ ζSV
)
·FT = 2c10
(
F ·FT − I
)
+ P∞ζ ζI .
For ζ(I3) = J , the above approach yields J P∞J = 2c10
(
1− C11
)
instead of (10.13).
The slight deviation between the numerical and the analytical solution of the almost
incompressible material is shown in Figure 10.3. Using the PCGM based on the Q2-Q0
element instead of the BPCG method gives the same results.
0 1 2
−0.2
0
t · ∆L
∆
R
(t
)
Change of radius vs change of length
analyt.
num.
0 1 2
0
5
10
t · ∆L
P
(t
)
Hydrostatic pressure vs change of length
analyt.
num.
Figure 10.2: Comparison of the numerical and the analytical solution for an incompressible
cylindrical beam (ν = 0.5)
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Figure 10.3: Comparison of the numerical and the analytical solution for an almost incompressible
cylindrical beam (ν = 0.49)
Numerical result at final load
In Figure 10.4 we show the numerical solutions of the BPCG method at the final load.
This simulation is done with the parameters KD = c10/2, ζ(I3) = J and cg = 1E-3,
newt = 1E-4 with kmax = 100. We perform one uniform refinement, 10 load steps with
δt = 1/10, and three uniform refinement steps afterwards with three Newton steps on
each mesh. Then the final mesh contains about 206,000 nodes and 25,000 elements.
This implies 620,000 unknowns in U h and 27,000 unknowns in Ph. The solution coin-
cides very well with the predicted solution since it provides the linear displacement, the
constant pressure P = 8.330, the stress-free outer cylindrical surface, and the constant
value of the determinant detF = 1. The overall computation time of the parallel imple-
mented program lies just under a minute by using an Intel(R) Core(TM) i7 CPU 920
@ 2.67GHz PC with four cores.
At the end of this section, we want to show the estimated error that is generated in a
simulation with solely uniform refinement, see Figure 10.5. Obviously, the error decreases
quite fast which is caused by the simplicity of the solution. Since the deformation is
linear and the pressure is constant, the exact solution would lie in our FEM ansatz
space if we have a linear transformation map B̂T from (6.4). But this is not the case
in this example because we have to use distorted elements here. Hence, we get an
approximation error ‖U −U h‖VD that comes from the approximation of the circular
boundary of the geometry. A numerical test shows that the usage of a axes-parallel
cuboid instead of a cylinder leads to an even faster decreasing error estimator.
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(a) (b) (c)
(d) (e) (f) (g)
Figure 10.4: Numerical solution of incompressible cylindrical beam under tension - (a) displace-
ment U 1, (b) displacement U 3, (c) hydrostatic pressure P , (d) stress σ11, (e) stress σ33, (f)
detF , (g) adaptive refined mesh (black: deformed, blue: initial)
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Figure 10.5: Deformation simulation of a cylindrical beam with uniform refinement
10.2 Note. Omitting the modifications from Section 8.5, especially setting ζ(I3) = 1, can
lead to undesired results. Then it may happen that the displacement does not converge
to the right solution (buckling may occur) or we may get a negative residual 〈A ·W , W 〉,
which violates the requirements of the BPCG method. For more details we refer to the
Chapter 9.
10.2 Slice with a hole
In this section we want to give an example that shows the possibility to compare different
geometries of one mechanical component by doing fast computations. We present the
comparison of the numerical results, the evolution of the stress, and the time needed for
the simulation.
Problem description
We consider a mechanical component that is described by a three dimensional, flat cuboid
Ωsl = [0, 3]× [0, 1]× [0, 5], i. e. a slice, and contains three different sets of cylindrical
holes, see Figure 10.6. This results into three different domains
Ω1 =
{
X ∈ Ωsl : ‖(X1, X3)− (1.5, 2.5)‖R2 ≥
√
0.98
}
(10.16)
and
Ωj = Ωsl \
⋃
k=1,2
{
X ∈ R3 : ‖(X1, X3)− (1.5,Mj,k)‖R2 < rj
}
(10.17)
for j = 2, 3 with r2 = 0.7, M2,1 = 1.45, M2,2 = 3.55 and r3 = 0.495, M3,1 = 1.25,
M3,2 = 3.75.
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X1
X2
X3
(a) (b) (c)
Figure 10.6: A slice with three different “inner” geometries
The boundary conditions are set to be
U {X∈∂Ω:X3=0} = 0 , (10.18)
U 3 {X∈∂Ω:X3=5} =
1
4X1 +
1
2X2 + 3 . (10.19)
Hence, we only have Dirichlet type b. c. such that the lower face is fixed and the upper
face is under a asymmetric tension in X3 direction. In addition, it is f = 0 and the
material parameters are given by κ = 0 and E = 21.42 Nmm2 . Again, the unit of length is
mm.
Numerical results
The numerical solution is achieved by using the BPCG method with the parameters
KD = 2c10, ζ(I3) = J and newt = 1E-4, cg = 1E-3 with the maximum iteration number
kmax = 250. The load steps are predefined with δt = 0.05. First, we increase the load up
to t = 0.5. Then we perform one uniform refinement step and proceed with increasing
the load. Once the final load is applied, we go on with refinement steps until the number
of elements exceeds 60 000 for the first time. For this adaptive mesh refinement, we set
the threshold value ref from (7.5) to 0.75. We end up with circa 241,000 unknowns
(7,200 elements) for the geometry in Figure 10.6 (a), 202,300 unknowns (6,100 elements)
in (b), and 213,600 unknowns (6,500 elements) in (c). The results are shown in Figure
10.7. We find that the three geomtries exhibit different values of the von Mises stress
although they are subjected to the same load.
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(a)
(b)
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(c)
Figure 10.7: Simulation of a slice with three geometries - (a) von Mises stress, (b) displacement
U 2, (c) adaptive refined meshes (blue: initial, black: deformed)
Evolution of the stress
In Figure 10.8 we show a comparison of the evolution of the von Mises stress σvM while
the final load is applied, with t = 1, and the mesh refinement is active.
103.5 104 104.5 105
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Comparison of three slices: von Mises stress vs number of nodes
(a) σmaxvM (b) σmaxvM (c) σmaxvM
(a) σvM(X†) (b) σvM(X†) (c) σvM(X†)
Figure 10.8: Evolution of von Mises stress σvM in a slice for three geometries (solid: maximum
value in Υh, dash: value in X†)
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Depicted are the von Mises stresses in the upper right rearward corner X† = (3 1 5)T
and the maximum value σmaxvM = maxX∈Υh
{
σvM(U (X))
}
of the stresses over all points of
the discretisation Υh. This is shown for all three geometries Ωj .
We find that those values differ from each other and that the maximum value of σvM is
rarely attained in X†. A closer look reveals that in (a) the maximum can be found in
the middle of the component at the boundary of the hole, near X = (2.49 0.5 2.5)T .
For (b) and (c) the maximum value sometimes matches the value in X†. With a
quite coarse mesh, σmaxvM can be found in the points X(c) = (1.995 0.75 3.75)T and
X(b) = (2.2 0.75 3.55)T , respectively. But with a finer mesh, we can detect other
critical points at the corners of the bottom face, near (3 0 0)T and (3 0 1)T . Con-
cluding, it can be seen that Ω1 is stressed least and has different critical points than Ω2
and Ω3. Hence, Ω1 should be preferred whenever the aim is a stress minimisation in the
corners.
Runtime of the simulation
The advantage of the simulation is its rapidity due to the parallelisation and the efficient
mathematical methods. The effect of the parallelisation is shown next in Figure 10.9.
Here we consider the runtime of the method by using an Intel(R) Core(TM) i7 CPU
920 @ 2.67GHz PC with one cpu core and compare it with the runtime of four cores,
i. e. four parallel threads. It becomes apparent that the assembling of the element-wise
stiffness matrices with four threads takes a fourth of the time that is needed when only
one thread is in use. Hence, we achieve an optimal strong scaling. The runtime of the
BPCG method is less optimal but at least the time is halved.
10.3 Note. Next to the acceleration of the simulation we also get a small disadvantage.
The results of each simulation may differ with each execution because the parallelisation
brings in some non-deterministic effects. Mainly, this seems to be caused by the reduction
operations where the solution of each thread is not collected in a fixed order. In the end,
this can lead to different numerical solutions and adaptive refinements. But the final
result differs at most on a very small scale.
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Figure 10.9: Runtime of the deformation simulation of a slice for three different geometries given
by Figure 10.6 (dotted solid: 4 threads, crossed dash: 1 thread)
10.3 Rubber mount
The subject matter of this section is the performance of our method with respect to mixed
components. Here we switch between the used materials and the material parameters in
dependency on the position of the point X in Ω. For one example we show the numerical
results of the deformation problem and the evolution of the estimated error.
Problem description
As an example of a combined component, we consider a cylindrical metal shaft whose
ball shaped ending is conjunct with a cylindrical rubber mount. Hence, the reference
configuration Ωcomp consists of two parts
Ωcomp = Ωrub ∪ Ωmet (10.20)
90
10.3 Rubber mount
with the cylindrical metal shaft
Ωmet =
{
X ∈ R3 : X1 ∈ [2, 3.5], ‖(X2, X3)‖R2 ≤ 1.5
}
∪
{
X ∈ R3 : ‖Xm −X‖R3 ≤ 1.5
}
(10.21)
and the cylindrical rubber mount
Ωrub =
{
X ∈ R3 : X1 ∈ [0, 2], ‖(X2, X3)‖R2 ≤ 2, ‖Xm −X‖R3 ≥ 1.5
}
. (10.22)
Here Xm denotes the material point (2 0 0)T .
X1
X2
X3
Figure 10.10: Fourth part model of a metal shaft connected to rubber mount with boundary
conditions (blue: uniaxial surface load, red: zero displacement)
The boundary conditions are given as Dirichlet type boundary conditions
U FD
= 0 (10.23)
on all faces Fi in
FD =
{
X ∈ ∂Ω : X1 ∈ [0, 2], ‖(X2, X3)‖R2 = 2
}
∪
{
X ∈ ∂Ω : X1 = 0
}
(10.24)
and as Neumann type boundary conditions
g {X∈∂Ω:X1=3.5}
= 65 . (10.25)
This represents an uniaxial surface load on the right side of the metal shaft and an
almost everywhere fixed rubber surface.
To reduce the computational cost later, we only consider the fourth part of the compon-
ent
Ω =
{
X ∈ Ωcomp : X2, X3 ≥ 0
}
(10.26)
and add symmetry boundary conditions on the former inner faces
0 = U 2 {X∈∂Ω:X2=0} = U 3 {X∈∂Ω:X3=0} . (10.27)
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The volume force density f is set to zero, and the material parameters are given by
νmet = 0.35, Emet = 104 and νrub = 0.5, Erub = 21.42. As before, the units are given by
mm and N/mm2.
Numerical results
The results of the deformation simulation are shown in Figure 10.11. They are gene-
rated by using one initial adaptive refinement step and 40 load steps with one uniform
refinement in between at t = 0.5. After the whole load is applied, we take 10 adaptive
refinement steps such that we reach about 8,200 elements which implies about 265,000
unknowns. The parameters are given by newt = 1E-4, cg = 1E-3, KD = 2c10, ζ = J ,
and kmax = 250. But we emphasise that in most steps of the algorithm the number of
CG iterations stays below 100.
(a) (b)
(c) (d)
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(e) (f)
Figure 10.11: Deformation simulation of a rubber mount - (a) displacement U 1, (b) displacement
U 3, (c) hydrostatic pressure P , (d) von Mises stress σvM, (e) determinant of F , (f) deformed,
adaptive refined mesh
Error estimation
In Figure 10.12 the values of the estimated error are shown for this example. In fact,
we depict the comparison between a simulation with adaptive refinement and uniform
refinement. As expected, we can see that the error of the adaptive refined mesh lies
below the error of the uniform refined mesh. Hence, we have a better solution with a
less refined, but goal oriented mesh.
103 104 105 106
10−1
10−3
10−5
unknowns in Uh
m
ax
η
2 T
Maximum value of error estimator η2T vs number of unknowns per Uh
adap. ref.
unif. ref.
Figure 10.12: Deformation simulation of a rubber mount - Comparison of error estimation for
adaptive and uniform mesh refinement
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10.4 Slice with 49 pores
This section is based on an example that can be found in [23]. As in the previous
sections, we want to show the results of the numerical simulation, but in this case we
use the MinRes method instead of the BPCG method as the inner iteration method.
Problem description
We consider a slice
Ωsl =
{
X ∈ R3 : X1, X3 ∈ [−40, 40], X2 ∈ [0, 15]
}
(10.28)
that is covered with a periodic pattern of cylindrical pores
Ω(M)◦ =
{
X ∈ R3 : ‖(X1, X3)−M‖R2 ≤ R = L0
√
0.46
pi
}
. (10.29)
The distance between the mid points of two pores is given by L0 = 10 which yields a
radius R ≈ 3.82652. The mid points themselves are placed via M = (M1,M3) ∈M2
withM =
{
−40,−30, . . . , 30, 40
}
. Hence, the component has the mathematical repres-
entation
Ω = Ωsl \
⋃
M∈M2
Ω(M)◦ . (10.30)
All faces on the bottom side are fixed with a vertical zero Dirichlet type b. c.
U 3 {X∈∂Ω:X3=−40} = 0 (10.31)
and all faces on the top side are loaded with a vertical non-zero Dirichlet type b. c.
U 3 {X∈∂Ω:X3=40} = −10 . (10.32)
In addition, to achieve an inward displacement, we place an obstacle boundary condition
on the four faces Fi in
Fobst =
{
X ∈ ∂Ω : X1 = ±40, X3 ∈ (−10, 10)
}
(10.33)
such that the deformation X +U (X) must not cross the planes
Hobst,± =
{
X ∈ R3 : X1 = ±40
}
(10.34)
and we set zero Dirichlet type b. c. U 1 Ffix
= 0 on the four faces Fj in
Ffix =
{
X ∈ ∂Ω : X3 = ±40, X1 ≤ −30−R or X1 ≥ 30 +R
}
. (10.35)
94
10.4 Slice with 49 pores
Due to the symmetry of the component, we do not need to apply any boundary conditions
inX2 direction. The numerical simulation detects this symmetry and reproduces it nicely
without any boundary conditions.
The whole setting of this problem is depicted in Figure 10.13.
L0
R
X1
X2
X3
Figure 10.13: Geometry and boundary conditions of a slice with 49 circular pores (blue: fixed in
X3 direction, red: loaded in X3 direction, green: flat obstacle boundary condition, violet: fixed
in X3 and X1 direction, orange: loaded in X3 and fixed in X1 direction)
We assume that there is no volume force and set f = 0. The material parameters take the
values E = 0.19 and ν = 0.5. Again, all lengths are given in mm, the Young’s modulus
has the unit N/mm2.
Numerical results
To simulate this example, we use the MinRes method. A suitable set of simulation
parameters is given by δt ≤ 0.1 and kmax ≥ 150 together with ζ = J−1, KD = 2c10,
cg = 1E-4, and newt = 1E-4. The simulation is done by first applying stepwise the
load on the coarse mesh and doing at least five mesh refinements afterwards with about
four Newton solves on each mesh. In the end, the final mesh contains about 55,000
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nodes, i. e. about 165,000 degrees of freedom for U h and 9,200 for Ph.
The numerical results are shown in Figure 10.14. We find that the solution of the
deformation approximates the solution that is presented in [23] sufficiently well. We
note in particular that a similar buckling occurs.
(a) (b)
(c) (d)
Figure 10.14: Numerical solution of a slice with 49 pores under compression: (a) absolute dis-
placement ‖U‖, (b) hydrostatic pressure P , (c) von Mises stress σvM, (d) detF
In Figure 10.15 we also give the numerical results of a two dimensional view of the X1-X3
plane to obtain a better understanding.
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(a) (b)
(c) (d)
Figure 10.15: Two dimensional view of numerical solution of slice with 49 pores: (a) displacement
U 1, (b) displacement U 3, (c) adaptive refined mesh before deformation, (d) adaptive refined
mesh after deformation
10.4 Note. The current implementation of the obstacle boundary condition gives rise to
unstable deformations and allows unrealistic values of detF near the obstacle. Hence,
this kind of boundary condition should be avoided in practice.
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11 Summary and outlook
In this thesis we investigate the numerical simulation of three dimensional, mechanical
deformation problems in the context of large deformations. Here the considered material
is assumed to be non-linear elastic, but we also review the simplified case of linear
elasticity with small deformations. In addition, we restrict ourselves onto incompressible
as well as almost incompressible material.
We find that this problem can be formulated as a mixed saddle point problem by
using the equilibrium of forces in the deformed domain Ωτ , a pullback onto Ω, and
the substitution with the hydrostatic pressure P . But in contrast to the linear case,
where we immediately get a linear mixed formulation that is a saddle point problem,
we need to perform an additional linearisation in the non-linear case. Furthermore, we
discuss the solvability of the continuous problem by means of the well-known inf-sup
or LBB condition and the coercivity on the kernel. But we encounter some restrictions
here that may be a starting point for additional research.
We find that we have several possibilities to derive the discrete version of the continuous
problem. Based on the hexahedral discretisation of the given domain, we can use both
the Taylor-Hood element and the Q2-Q0 element. The final linear system of equations
can be solved by the BPCG method as well as the MinRes algorithm. But if we restrict
our problem to almost incompressible material, then we even can use a reduced system of
equations together with a usual PCGM. In the future it may be interesting to study the
effects of the combination of these discretisation approaches and to derive a special solver
on the coars grid. We also find that the matrix-free implementation of these iterative
solvers gives rise to an efficient parallelisation that reduces the time of computation.
A further, important part of our method is the adaptive mesh refinement to avoid un-
necessary refinement. Hence, we derive a reliable error estimator that is based on the
approach of the case of linear elasticity. But the efficiency is still an open problem since
the usual approach (see [6, pp. 170]) is not well-fitting here. This may be part of future
work.
Finally, we discuss several modifications that can be applied to our formulation. It
appears that especially the split of the bulk modulus and the introduction of a scaling
function provide some enhancements. By choosing appropriate values, the performance
of the simulation can be improved considerably. But some limitations remain such as
the lack of coercivity at high loads and the prevention of self-contact. We also have to
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take care that an appropriate mesh is used. We remark that the problem of self-contact
could be incorporated in an advanced simulation later.
The modifications together with the various iterative solvers result in a high number of
possible approaches to solve the deformation problem. We conclude with several nu-
merical examples. They illustrate the variety of possible applications of our method
and the good performance. First, we show the accuracy of our approach in comparison
to an analytical solution. Then we demonstrate that we can compare different “inner”
geometries of a component by doing a fast calculation of the several variants. The eval-
uation of the computed stresses gives a basis to decide on the best geometry. The third
example presents the possibility that we can simulate nearly incompressible components
and moreover mixed components. In the end, we provide an example that is taken from
recent literature. Here we find that our results nicely coincides with the given ones.
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A.1 Basic notation
A.1 Lemma. The deformation gradient fulfils
F(U ) = I + (GradU )T =
(
GradΦ
)T
. (A.1)
Proof. First, we apply ∂
∂ ηi
dηi to the definition F · dX = dx.
F · ∂ X
∂ ηi
dηi = ∂ x
∂ ηi
dηi
F ·Gi dηi = gi dηi
Next, we omit dηi and plug in Gi on the right hand side.
F ·Gi = gi
F ·GiGi = giGi
Finally, we use I = GiGi and gi = Gi +U ,i, which yields
F =
(
Gi +U ,i
)
Gi
= GiGi +U ,iGi
= I + (GradU )T = (GradΦ)T .
A.2 Lemma. The tensor invariants of CD and CV can be converted to
I1(CD) = I3(C)−1/3I1(C) I1(CV) = 3J2/3 ,
I2(CD) = I3(C)−2/3I2(C) I2(CV) = 3J4/3 , (A.2)
I3(CD) = 1 I3(CV) = I3(C) .
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Proof. We plug in the definition of CD and CV. Hence, it is
I1(CD) = tr
(
J−2/3 C
)
= J−2/3 tr(C) = I3(C)−1/3I1(C) ,
I2(CD) = 12
((
I3(C)−1/3I1(C)
)2 − (J−2/3 C) : (J−2/3 C))
= 12
(
I3(C)−2/3I1(C)2 − J−4/3 C :C
)
= 12I3(C)−2/3
(
I1(C)2 − C :C
)
= I3(C)−2/3I2(C) ,
I3(CD) = det(J−2/3 C) = det(J−2/3 I) det(C) =
(
J−2/3
)3
J2 = 1 ,
I1(CV) = (J2/3 I) :I = 3J2/3 ,
I2(CV) = 12
(
(3J2/3)2 − (J2/3 I) :(J2/3 I)
)
= 12
(
9J4/3 − 3J4/3
)
= 3J4/3 ,
I3(CV) = det(J2/3 I) =
(
J2/3
)3
= J2 = I3(C) .
A.2 On the derivatives
A.3 Lemma. The first order derivatives of I3(a) w. r. t. ak fulfil
∂ I3
∂ ak
=

1
2a
2
1 − a2 = I2 k = 1 ,
−a1 = −I1 k = 2 ,
1 k = 3 .
(A.3)
Proof. It follows from I3(a) = 16a13 − a1a2 + a3.
A.4 Lemma. The first order derivatives of I2(a) w. r. t. ak fulfil
∂ I2
∂ ak
=

a1 k = 1 ,
−1 k = 2 ,
0 k = 3 .
(A.4)
Proof. It follows easily from I2 = 12a 21 − a2.
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A.5 Lemma. Based on lemma A.3, we get the second order derivatives of I3(a) w. r. t.
ak via
∂2I3(a)
∂ai ∂aj
=

a1 (i, j) = (1, 1) ,
−1 (i, j) = (1, 2), (2, 1) ,
0 else .
(A.5)
A.6 Corollary. The application of lemma A.3 to the theorem of Cayley-Hamilton 1.10
allows the reformulation
I3 C−1 = I2 I − a1 C + C2 =
3∑
i=1
∂ I3(a)
∂ ai
Ci−1 . (A.6)
A.7 Lemma. The derivative of I3(C) w. r. t. C is given by
∂ I3
∂ C =
∂ detC
∂ C =
(
detC
)
C−1 = I3 C−1 . (A.7)
A.8 Lemma. The derivative of the (right) Cauchy-Green strain C−1 fulfils
∂ C−1
∂ C : δC = −C
−1 · δC · C−1 = −Cˆ : δC . (A.8)
Proof. We consider the Taylor expansion.
(
C + δC
)−1
= C−1 + ∂ C
−1
∂ C : δC +O
(
‖δC‖2
)
=
(
C
[
I + C−1 · δC
])−1
=
(
I + C−1 · δC
)−1 · C−1 .
On the term (I − (−C−1 · δC))−1, we can apply the Neumann series.
(
C + δC
)−1
=
( ∞∑
k=0
(
−C−1 · δC
)k) · C−1
= C−1 − C−1 · δC · C−1 +O
(
‖δC‖2
)
This results in lemma A.8.
A.9 Lemma. With C from (4.26), the derivative Cˆ of C−1 fulfils
Cˆ = C−1C−1 − I −13
(
a1 II − IC − CI − a1 I+ C
)
. (A.9)
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Proof. We start with
−Cˆ = ∂ C
−1
∂ C =
∂
∂ C
(
I −13 I3 C−1
)
.
Then corollary A.6 yields
= ∂
∂ C
(
I −13
(
I2 I − a1 C + C2
))
= ∂ I
−1
3
∂ C I3 C
−1 + I −13
(
∂ I2
∂ C I −
∂ a1
∂ C C − a1
∂ C
∂ C +
∂ C2
∂ C
)
,
and lemma A.7 gives
= −I −23 I3 C−1 I3 C−1
+ I −13
( 3∑
i=1
∂ I2
∂ ai
∂ ai
∂ C I − IC − a1 I+ C
)
= −C−1C−1 + I −13
(
a1 II − CI − IC − a1 I+ C
)
.
A.2.1 Specific energy density
A.10 Lemma. The first order partial derivatives of φD(a1, I3) and φV(I3) w. r. t. ak
and I3 are given by
∂ φV(I3)
∂ I3
= 12I3
(A.10)
∂ φD(a1, I3)
∂ I3
= −c10I −4/33
a1
3 , (A.11)
∂ φD(a1, I3)
∂ ak
=
{
c10I3
−1/3 k = 1 ,
0 k = 2, 3 .
(A.12)
Proof. With the equations (3.44) and (3.43), it is φD(a1, I3) = c10(a1I −1/33 − 3), and
φV(I3) = 12 ln(I3). Hence, the assertion follows with the usual rules for derivatives.
A.11 Lemma. The first order derivatives of φD(a) and φV(a) w. r. t. ak are
∂ φD(a)
∂ ai
= c10
I
1/3
3

1− a13 I
−1
3 I2 i = 1 ,
a1
3 I
−1
3 a1 i = 2 ,
− a13 I
−1
3 i = 3 ,
(A.13)
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∂ φV(a)
∂ ai
= 12I3

I2 i = 1 ,
−a1 i = 2 ,
1 i = 3 .
(A.14)
Proof. From the equations (3.44) and (3.43), it is φD(a1, I3) = c10(a1I −1/33 − 3), and
φV(I3) = 12 ln(I3). Deploying the chain rule gives
∂ φD(a)
∂ ai
= ∂ φD(a1, I3)
∂ ai
+ ∂ φD(a1, I3)
∂ I3
∂ I3(a)
∂ ai
,
∂ φV(a)
∂ ai
= ∂ φV(I3)
∂ I3
∂ I3(a)
∂ ai
.
The derivatives of the third invariant are known from lemma A.3, and the partial deriv-
atives of φ(a1, I3) are given by lemma A.10. Altogether, this yields the derivatives.
A.12 Lemma. The second order partial derivatives of φD(a1, I3) and φV(I3) w. r. t.
ak and I3 are given by
∂2φV(I3)
∂I3 ∂I3
= − 12I 23
, (A.15)
∂2φD(a1, I3)
∂I3 ∂I3
= 43c10I
−7/3
3
a1
3 , (A.16)
∂2φD(a1, I3)
∂I3 ∂ak
=
−
1
3c10I
−4/3
3 k = 1 ,
0 k = 2, 3 .
(A.17)
Proof. It follows from lemma A.10 by applying the usual rules of partial differentiation.
A.13 Lemma. The second order derivatives of φD(a) are given by
∂2φD(a)
∂a1 ∂a1
= ∂
2φD(a1, I3)
∂I3 ∂I3
(
∂ I3
∂ a1
)2
+ 2∂
2φD(a1, I3)
∂a1 ∂I3
∂ I3
∂ a1
+ ∂ φD(a1, I3)
∂ I3
∂2I3
∂a1 ∂a1
(A.18)
∂2φD(a)
∂a1 ∂a2
= ∂
2φD(a1, I3)
∂I3 ∂I3
∂ I3
∂ a1
∂ I3
∂ a2
+ ∂
2φD(a1, I3)
∂a1 ∂I3
∂ I3
∂ a2
+ ∂ φD(a1, I3)
∂ I3
∂2I3
∂a1 ∂a2
(A.19)
∂2φD(a)
∂a1 ∂a3
= ∂
2φD(a1, I3)
∂I3 ∂I3
∂ I3
∂ a1
∂ I3
∂ a3
+ ∂
2φD(a1, I3)
∂a1 ∂I3
∂ I3
∂ a3
(A.20)
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∂2φD(a)
∂ai ∂aj
= ∂
2φD(a1, I3)
∂I3 ∂I3
∂ I3
∂ aj
∂ I3
∂ ai
for i, j 6= 1 . (A.21)
Analogously, for (i, j) ∈ {(1, 1), (1, 2), (2, 1)} we get the derivatives of the volumetric part
with
∂2φV(a)
∂ai ∂aj
= ∂
2φV(I3)
∂I3 ∂I3
∂ I3
∂ aj
∂ I3
∂ ai
+ ∂ φV(I3)
∂ I3
∂2I3(a)
∂ai ∂aj
(A.22)
or elsewise
∂2φV(a)
∂ai ∂aj
= ∂
2φV(I3)
∂I3 ∂I3
∂ I3
∂ aj
∂ I3
∂ ai
. (A.23)
Proof. We apply the chain rule to the first derivatives of φ∗(a) and get
∂
∂ aj
(
∂ φV(a)
∂ ai
)
= ∂
∂ aj
(
∂ φD(I3)
∂ I3
∂ I3(a)
∂ ai
)
= ∂
∂ aj
(
∂ φD(I3)
∂ I3
)
∂ I3(a)
∂ ai
+ ∂ φD(I3)
∂ I3
∂
∂ aj
(
∂ I3(a)
∂ ai
)
= ∂
2φD(I3)
∂I3 ∂I3
∂ I3(a)
∂ aj
∂ I3(a)
∂ ai
+ ∂ φD(I3)
∂ I3
∂2I3(a)
∂ai ∂aj
as well as
∂
∂ aj
(
∂ φD(a)
∂ ai
)
= ∂
∂ aj
(
∂ φD(a1, I3)
∂ ai
+ ∂ φD(a1, I3)
∂ I3
∂ I3(a)
∂ ai
)
= ∂
∂ aj
(
∂ φD(a1, I3)
∂ ai
)
+ ∂
∂ aj
(
∂ φD(a1, I3)
∂ I3
)
∂ I3(a)
∂ ai
+ ∂ φD(a1, I3)
∂ I3
∂2I3(a)
∂ai ∂aj
= ∂
2φD(a1, I3)
∂ai ∂aj
+ ∂
2φD(a1, I3)
∂ai ∂I3
∂ I3(a)
∂ aj
+ ∂
2φD(a1, I3)
∂I3 ∂aj
∂ I3(a)
∂ ai
+ ∂
2φD(a1, I3)
∂I3 ∂I3
∂ I3(a)
∂ aj
∂ I3(a)
∂ ai
+ ∂ φD(a1, I3)
∂ I3
∂2I3(a)
∂ai ∂aj
.
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The derivative ∂
2
∂ai ∂aj
I3(a) vanishes in most cases, cf. lemma A.5, and based on the
prove of lemma A.11, it is ∂
2
∂ai ∂aj
φD(a1, I3) = 0. Moreover, we can apply the partial
derivatives from lemma A.12. After omitting the argument a of I3(a), we obtain the
derivatives.
A.14 Note. The derivatives of the volumetric part φV(I3(a)) = 12 ln(I3) vanish for
∂ φV
∂ I3
+ I3
∂2φV
∂I3 ∂I3
= 12I3
+ I3
(
− 12I 23
)
= 0 ,
but φD(a1, I3(a)) = c10
(
a1I3
−1/3 − 3
)
leaves the remainder
∂ φD
∂ I3
+ I3
∂2φD
∂I3 ∂I3
= −a13 c10I
−4/3
3 + I3
4
3
a1
3 c10I
−7/3
3
= 13c10
a1
3 I
−4/3
3 .
A.2.2 Simplified specific energy density
A.15 Lemma. Let (8.1) describe the simplified version of the deviatoric part of the
energy density function instead of (3.45). Then the first order derivatives are given via
φD,S(a) = c10

1− I −13 I2 j = 1 ,
I −13 a1 j = 2 ,
− I −13 j = 3 .
(A.24)
Furthermore, the second order derivatives are given via
∂2φD,S(a)
∂aj ∂ai
= ∂
2φD,S(a1, I3)
∂I3 ∂I3
∂ I3
∂ ai
∂ I3
∂ aj
+ ∂ φD,S(a1, I3)
∂ I3
∂2I3
∂aj ∂ai
(A.25)
for (i, j) ∈ {(1, 1), (1, 2), (2, 1)}, or otherwise
∂2φD,S(a)
∂aj ∂ai
= ∂
2φD,S(a1, I3)
∂I3 ∂I3
∂ I3
∂ ai
∂ I3
∂ aj
. (A.26)
Proof. With φD,S(a1, I3(a)) = c10(a1 − ln(I3)− 3), we obviously get
∂
∂ aj
φD,S(a1, I3(a)) =
{
c10 j = 1 ,
0 j = 2, 3 ,
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∂
∂ I3
φD,S(a1, I3(a)) = −c10I −13 .
Together with the usage of the chain rule
∂ φD,S(a)
∂ aj
=

∂ φD,S(a1, I3(a))
∂ a1
+ ∂ φD,S(a1, I3(a))
∂ I3
∂ I3
∂ a1
j = 1
∂ φD,S(a1, I3(a))
∂ I3
∂ I3
∂ aj
j = 2, 3
,
this gives the first order derivatives.
Since the derivative ∂
∂ aj
φD,S(a1, I3) is constant, the second order partial derivatives are
given by
∂2φD,S(a)
∂aj ∂ai
= ∂
∂ ai
(
∂ φD,S(a1, I3(a))
∂ I3
∂ I3
∂ aj
)
= ∂
∂ ai
(
∂ φD,S(a1, I3(a))
∂ I3
)
∂ I3
∂ aj
+ ∂ φD,S(a1, I3(a))
∂ I3
∂2I3
∂aj ∂ai
= ∂
2φD,S(a1, I3(a))
∂I3 ∂ai
∂ I3
∂ aj
+ ∂
2φD,S(a1, I3(a))
∂I3 ∂I3
∂ I3
∂ ai
∂ I3
∂ aj
+ ∂ φD,S(a1, I3(a))
∂ I3
∂2I3
∂aj ∂ai
.
It is ∂
2φD,S
∂I3 ∂aj
= 0, and ∂
2φD,S
∂I3 ∂I3
= c10I −23 (as well as
∂2φD,S
∂ai ∂aj
= 0). Hence, we get the
second order derivatives (A.25) and (A.26).
A.2.3 Mooney-Rivlin material
A.16 Lemma. The derivatives of φDD(I2, I3) = c01(I2I −2/33 − 3) are given by
∂ φDD
∂ ai
=

−23c01I2I
−5/3
3 I2 + c01I
−2/3
3 a1 i = 1 ,
2
3c01I2I
−5/3
3 a1 − c01I −2/33 i = 2 ,
−23c01I2I
−5/3
3 i = 3 .
(A.27)
Proof. It is
∂
∂ ai
φDD(I2, I3) =
∂
∂ I3
c01
(
I2I
−2/3
3 − 3
) ∂ I3
∂ ai
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+ ∂
∂ I2
c01
(
I2I
−2/3
3 − 3
) ∂ I2
∂ ai
with
∂
∂ I2
φDD(I2, I3) =
∂
∂ I2
c01
(
I2I
−2/3
3 − 3
)
= c01I −2/33 ,
∂
∂ I3
φDD(I2, I3) =
∂
∂ I3
c01
(
I2I
−2/3
3 − 3
)
= −23c01I2I
−5/3
3
and ∂ I2
∂ ak
from lemma A.4. This yields (A.27).
A.3 On the Taylor expansions
A.17 Lemma. The Green-Lagrange strain tensor (2.14) fulfils
E(U+δU ) = E(U ) + E(U ; δU ) + 12 Grad δU · (Grad δU )
T . (A.28)
Proof.
2E(U+δU ) = 2 Sym
(
Grad(U+δU )
)
+ Grad(U+δU ) ·
(
Grad(U+δU )
)T
= 2 Sym
(
GradU
)
+ GradU · (GradU )T
+ 2 Sym
(
Grad δU
)
+ 2 Sym
(
Grad δU · (GradU )T
)
+ Grad δU · (Grad δU )T
= 2E(U ) + 2E(U ; δU ) + Grad δU · (Grad δU )T .
A.18 Lemma. Let G(δU ;V ) denote Sym
(
Grad δU · (GradV )T
)
. Then the
directional derivative (2.16) of the Green-Lagrange strain fulfils
E(U+δU ;V ) = E(U ;V ) +G(δU ;V ) . (A.29)
Proof.
2E(U+δU ;V )
= 2 Sym
(
GradV
)
+ 2 Sym
(
Grad(U+δU ) · (GradV )T
)
= 2 Sym
(
GradV
)
+ 2 Sym
(
GradU · (GradV )T
)
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+ Grad δU · (GradV )T + GradV · (Grad δU )T
= 2E(U ;V ) + 2G(δU ;V ) .
A.19 Lemma. The expansion of φV(I3(U+δU )) is given by
φV(I3(U + δU )) = φV(I3(U )) + SV(U ) : E(U ; δU ) +O
(
‖δU‖2
)
, (A.30)
and the expansions of SV(U ) and T D(U ) are given by
SV(U+δU ) = SV(U ) + 2 ∂ SV(C)
∂ C : E(U ; δU ) +O
(
‖δU‖2
)
, (A.31)
T D(U+δU ) = T D(U ) + 2 ∂ T D(C)
∂ C : E(U ; δU ) +O
(
‖δU‖2
)
. (A.32)
Proof. A general function H(U ) allows the expansion
H(U+δU ) = H(U ) + ∂ H(U )
∂U : δU +O
(
‖δU‖2
)
= H(U ) + ∂ H(E)
∂ E :
∂ E(U )
∂U : δU +O
(
‖δU‖2
)
= H(U ) + 2 ∂ H(C)
∂ C :E(U ; δU ) +O
(
‖δU‖2
)
.
Hence, the lemma follows with 2 ∂ φV
∂ C = SV(U ).
A.20 Lemma. The expansion of the volumetric bilinear form aV is given via
aV(U+δU , P + δP ;V )
= aV(U , P ;V ) + aV(U , δP ;V )
+
∫
Ω
(GradV )T :
(
P SV(U ) ·Grad δU
)
dΩ
+
∫
Ω
E(U ;V ) :
(
2P ∂ SV(C)
∂ C
)
:E(U ; δU ) dΩ
+O
(
‖δU‖2
)
+O
(
‖δP‖ ‖δU‖
)
. (A.33)
Proof. Let E ′[δU ] abbreviate E(U ; δU ). Then the definition of aV in (3.68) yields
aV(U+δU , P + δP ;V )
=
∫
Ω
(
P + δP
)
SV(U+δU ) : E(U+δU ;V ) dΩ
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=
∫
Ω
P
(
SV(U ) + 2 ∂ SV(C)
∂ C : E
′[δU ]
)
:
(
E ′[V ] +G(δU ;V )
)
dΩ
+
∫
Ω
δP
(
SV(U ) + 2 ∂ SV(C)
∂ C : E
′[δU ]
)
:
(
E ′[V ] +G(δU ;V )
)
dΩ
+O
(
‖δU‖2
)
.
Since it is G(δU ;V ) : 2 ∂ SV(C)
∂ C : E(U ; δU ) = O
(
‖δU‖2
)
, the first line gives
∫
Ω
P
(
SV(U ) + 2 ∂ SV(C)
∂ C : E
′[δU ]
)
:
(
E ′[V ] +G(δU ;V )
)
dΩ
=
∫
Ω
P SV(U ) :E(U ;V ) dΩ
+
∫
Ω
P SV(U ) :G(δU ;V ) dΩ
+
∫
Ω
P E ′[V ] : 2 ∂ SV(C)
∂ C :E
′[δU ] dΩ +O
(
‖δU‖2
)
.
The second line gives∫
Ω
δP
(
SV(U ) + 2 ∂ SV(C)
∂ C : E
′[δU ]
)
:
(
E ′[V ] +G(δU ;V )
)
dΩ
=
∫
Ω
δP SV(U ) :E(U ;V ) dΩ +O
(
‖δP‖ ‖δU‖
)
+O
(
‖δP‖ ‖δU‖2
)
.
Altogether, we have
aV(U+δU , P + δP ;V )
=
∫
Ω
P SV(U ) :E(U ;V ) dΩ +
∫
Ω
δP SV(U ) :E(U ;V ) dΩ
+
∫
Ω
P SV(U ) :G(δU ;V ) dΩ
+
∫
Ω
P E ′[V ] : 2 ∂ SV(C)
∂ C :E
′[δU ] dΩ
+O
(
‖δU‖2
)
+O
(
‖δP‖ ‖δU‖
)
+O
(
‖δP‖ ‖δU‖2
)
,
which can be rewritten as (A.33).
A.21 Lemma. Analogously to lemma A.20, the deviatoric bilinear form aD can be
expanded with
aD(U+δU ;V )
= aD(U ;V )
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+
∫
Ω
(GradV )T :
(
T D(U ) ·Grad δU
)
dΩ
+
∫
Ω
E(U ;V ) :
(
2∂ T D(C)
∂ C
)
:E(U ; δU ) dΩ +O
(
‖δU‖2
)
. (A.34)
Proof. Let E ′[δU ] := E(U ; δU ). From (3.67) it is
aD(U+δU ;V )
=
∫
Ω
T D(U+δU ) : E(U+δU ;V ) dΩ
=
∫
Ω
T D(U ) : E(U ;V ) dΩ +
∫
Ω
T D(U ) : G(δU ;V ) dΩ
+
∫
Ω
(
2 ∂ T D(E)
∂ E : E
′[δU ]
)
: E ′[V ] dΩ +O
(
‖δU‖2
)
,
which can be rewritten in the desired form.
A.22 Lemma. The expansion of the side condition becomes
b0(U+δU ;Q)
= b0(U ;Q) +
∫
Ω
Q SV(U ) : E(U ; δU ) dΩ +O
(
‖δU‖2
)
. (A.35)
Proof. Let E ′[δU ] := E(U ; δU ). Then we get
b0(U+δU ;Q)
=
∫
Ω
Q φV(I3(U+δU )) dΩ
=
∫
Ω
Q
(
φV(I3(U )) + SV(U ) : E ′[δU ]
)
dΩ +O
(
‖δU‖2
)
= b0(U ;Q) +
∫
Ω
QSV(U ) : E ′[δU ] dΩ +O
(
‖δU‖2
)
.
A.4 On the material parameters
A.23 Lemma. Using the material parameters λ, µ for linear elasticity from (3.5), the
parameters of the energy densitiy function (3.45) for non-linear elasticity become
c10 =
1
2µ and K = λ+
1
32µ . (A.36)
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Proof. The Taylor expansion for a function f : X→ R is given by
f(x+ h) =
N∑
i=0
( 1
i!
∂ f(y)
∂ y x
hi
)
+O
(
‖h‖N+1
)
= f(x) + f ′(x) · h+ h · f (2)(x) · h+O
(
‖h‖3
)
.
Hence, it is
ln(1 + h) = h− 12h
2 +O
(
‖h‖3
)
,
(1 + h)−
1
3 = 1− 13h+
2
9h
2 +O
(
‖h‖3
)
,
and
I1(C) =
(
I + 2E
)
:I = 2
(
E :I
)
+ 3 ,
I3(C) = det(I + 2E)
= detI + 2∂ detY
∂Y I : E +
1
24E :
∂2 detY
∂Y 2 I : E +O
(
‖E‖3
)
= 1 + 2
(
E :E
)
+ 2
(
E :E
)2 − 2 (E :E)+O(‖E‖3)
with the results from Section A.2. Now we set f(E) = 2A1 + 2A 21 − 2(E :E) and
A1 = (E :E). Then the volumetric part of the energy density function φ(C) from (3.45)
gives
(φV(E))2 = (φV(C))2 =
(1
2 ln(I3(C))
)2
= 14
(
ln(I3(C))
)2
= 14
(
ln
(
1 + f(E) +O
(
‖E‖3
)))2
= 14
(
f(E)− 12f(E)
2 +O
(
‖E‖3
))2
= 14
(
2A1 +O
(
‖E‖2
))2
= A 21 +O
(
‖E‖3
)
.
Since it is
I3(C)−1/3 = 1− 13f(E) +
2
9f(E)
2 +O
(
‖E‖3
)
= 1− 13
(
2
(
E :E
)
+ 2
(
E :E
)2 − 2 (E :E)+O(‖E‖3))
+ 29
(
2
(
E :E
)
+ 2
(
E :E
)2 − 2 (E :E)+O(‖E‖3))2 +O(‖E‖3)
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= 1− 13
(
2
(
E :E
)
+ 2
(
E :E
)2 − 2 (E :E))+ 294
(
E :E
)2
+O
(
‖E‖3
)
= 1− 23
(
E :E
)
+ 23
(
E :E
)
+ 29
(
E :E
)2
+O
(
‖E‖3
)
,
the deviatoric part gives
φD(E) = φD(C) = c10
(
I1(C)I3(C)−1/3 − 3
)
= c10
(
2A1 + 3
)(
1− 23A1 +
2
3
(
E :E
)
+ 29A
2
1 +O
(
‖E‖3
))
− 3c10
= 2c10
(
A1 − 23A
2
1
)
+ 3c10 + c10
(
−2A1 + 2
(
E :E
)
+ 23A
2
1
)
+O
(
‖E‖3
)
− 3c10
= −2c10 23A
2
1 + 2c10
((
E :E
)
+ 13A
2
1
)
+O
(
‖E‖3
)
= 2c10
((
E :E
)
− 13A
2
1
)
+O
(
‖E‖3
)
.
Altogether, we have
φ(E) = φ(C) = c10
(
2
(
E :E
)
− 23A
2
1
)
+ K2 A
2
1 +O
(
‖E‖3
)
= 2c10
(
E :E
)
+
(
K
2 −
2
3c10
)
A 21 +O
(
‖E‖3
)
and
σ(E) = ∂ φ(E)
∂ E = 4c10 E + 2
(
K
2 −
2
3c10
)
A1 I
!= 2µE + λ(E : I)I .
Comparing the coefficients, i. e.
4c10 = 2µ and λ = 2
(
K
2 −
2
3c10
)
= K − 232c10 ,
gives the desired results 2c10 = µ and K = λ+ 132µ.
A.24 Lemma. The material parameters of φ(C) with φD,S(C) from (8.1) can be com-
puted via
λ = K and c10 =
1
2µ . (A.37)
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Proof. As befor we set f(E) = 2(A1 +A 21 − (E :E)). Thence, it is
φD,S(E) = φD,S(C)
= c10
(
2A1 + 3−
(
f(E)− 12f(E)
2
)
+O
(
‖E‖3
)
− 3
)
= c10
(
2A1 + 2
(
−A1 −A 21 +
(
E :E
))
+ 2A 21 +O
(
‖E‖3
))
= 2c10
(
E :E
)
+O
(
‖E‖3
)
.
Together with φV(C), this gives
φ(E) = φ(C) = 2c10
(
E :E
)
+ K2 A
2
1 +O
(
‖E‖3
)
σ(E) = 4c10 E +K
(
E :I
)
I +O
(
‖E‖2
) != 2µE + λ(E : I)I .
Comparing the coefficients yields λ = K and 2c10 = µ.
A.5 On the material tensor
A.5.1 General ansatz
In (4.13) we setM(U , P ) = MD(U ) + P ·MV(U ), and in (4.27) it is shown that both
parts fulfil
M∗(U ) = 4
3∑
i,j=1
(
∂2φ∗(a)
∂ai ∂aj
Cj−1Ci−1
)
+ 4 ∂ φ∗(a)
∂ a2
I+ 4 ∂ φ∗(a)
∂ a3
C . (A.38)
But we can derive a more detailed representation if we exploit the structure of the energy
density functions φD(a1, I3) and φV(I3).
A.25 Lemma. Using the general ansatz from (A.38), both parts M∗(U ) yield
MV(U ) = 4
∂2φV(I3)
∂I3 ∂I3
I 23 C−1C−1
+ 4∂ φV(I3)
∂ I3
((
a1 II − IC − CI
)
+
(
−a1 I+ C
))
(A.39)
and
MD(U ) = 4
∂2φD(a1, I3)
∂I3 ∂I3
I 23 C−1C−1
+ 4∂ φD(a1, I3)
∂ I3
(
a1 II − IC − CI − a1 I+ C
)
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+ 4∂
2φD(a1, I3)
∂a1 ∂I3
I3
(
IC−1 + C−1I
)
. (A.40)
Proof. Applying the chain rule to (A.38) gives
MV(U ) = 4
3∑
i,j=1
(
∂2φV(I3)
∂I3 ∂I3
∂ I3
∂ ai
∂ I3
∂ aj
+ ∂ φV(I3)
∂ I3
∂2I3
∂ai ∂aj
)
Cj−1Ci−1
+ 4 ∂ φV(I3)
∂ I3
∂ I3
∂ a2
I+ 4 ∂ φV(I3)
∂ I3
∂ I3
∂ a3
C
= 4∂
2φV(I3)
∂I3 ∂I3
3∑
i,j=1
∂ I3
∂ ai
∂ I3
∂ aj
Cj−1Ci−1
+ 4∂ φV(I3)
∂ I3
3∑
i,j=1
∂2I3
∂ai ∂aj
Cj−1Ci−1 + 4∂ φV(I3)
∂ I3
(
−a1 I+ C
)
.
Here we use the derivatives ∂a3I3 = 1, ∂a2I3 = −a1 and ∂a1I3 = I2 of the first invariant,
see lemma A.3. The second order derivatives of I3 are given in (A.5). Applying corollary
A.6 yields the desired expression (A.39).
For the deviatoric part, there are additional terms which come from the dependency on
a1(C). But analogously to the volumetric part, we get
MD(U ) = 4
∂2φD(a1, I3)
∂I3 ∂I3
3∑
i,j=1
∂ I3
∂ ai
∂ I3
∂ aj
Cj−1Ci−1
+ 4∂ φD(a1, I3)
∂ I3
(
∂2I3
∂a1 ∂a1
II + ∂
2I3
∂a1 ∂a2
(
IC + CI
))
+ 4∂
2φD(a1, I3)
∂a1 ∂I3
3∑
i=1
∂ I3
∂ ai
ICi−1 + 4∂
2φD(a1, I3)
∂I3 ∂a1
3∑
j=1
∂ I3
∂ aj
Cj−1I
+ 4∂ φD(a1, I3)
∂ I3
∂ I3
∂ a2
I+ 4∂ φD(a1, I3)
∂ I3
∂ I3
∂ a3
C ,
which gives
MD(U ) = 4
∂2φD(a1, I3)
∂I3 ∂I3
I 23 C−1C−1
+ 4∂ φD(a1, I3)
∂ I3
(
a1 II − IC − CI
)
+ 4∂
2φD(a1, I3)
∂a1 ∂I3
I3
(
IC−1 + C−1I
)
+ 4∂ φD(a1, I3)
∂ I3
(
C− a1 I
)
.
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A.26 Corollary. The deviatoric and the volumetric part of the material tensor can
be written as
MD(U ) = −4I3∂ φD(a1, I3)
∂ I3
Cˆ
+ 4I3
(
∂2φD(a1, I3)
∂I3 ∂I3
I3 +
∂ φD(a1, I3)
∂ I3
)
C−1C−1
+ 4I3
∂2φD(a1, I3)
∂a1 ∂I3
(
IC−1 + C−1I
)
(A.41)
and MV(U ) = −4I3∂ φV(I3)
∂ I3
Cˆ.
Proof. The results follow with −I3 Cˆ+ I3 C−1C−1 = (a1 II − IC − CI − a1 I+ C)
from lemma A.9 and with the results from note A.14.
A.27 Corollary. If we plug in the derivatives of φ∗, we get
MV(U ) = −2 Cˆ (A.42)
and
MD(U ) = 4c10
a1
3 I3
−1/3 Cˆ
+ 4c10
1
3I3
−1/3 (a1
3 C
−1C−1 − IC−1 − C−1I
)
. (A.43)
A.5.2 Special parts of M(U, P )
A.28 Lemma. The derivative of the strain fulfils
E(U ; δU ) : Cˆ :E(U ;V ) = Sym
(
grad δU
)
: Sym
(
grad δU
)
. (A.44)
Proof. Again, let E ′[V ] abbreviate E(U ;V ). Then with (A.8), we can perform the
transformation
E ′[δU ] : Cˆ :E ′[V ] =
(
E ′[δU ] · C−1
)
:
(
E ′[V ] · C−1
)
.
From C we get C−1 = F−1 ·F−T . Hence, it follows that
4E ′[δU ] : Cˆ :E ′[V ]
=
(
F−T · 2E ′[δU ] ·F−1
)
:
(
F−T · 2E ′[V ] ·F−1
)
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=
(
F−T ·Grad δU ·F ·F−1 +F−T ·FT ·Grad δUT ·F−1
)
:
(
F−T ·GradV ·F ·F−1 +F−T ·FT ·GradV T ·F−1
)
=
(
F−T ·Grad δU + Grad δUT ·F−1
)
:
(
F−T ·GradV + GradV T ·F−1
)
= 2
(
Sym
(
Grad δUT ·F−1
))
: 2
(
Sym
(
GradV T ·F−1
))
= 2
(
Sym
(
grad δU
))
:
(
Sym
(
grad δU
))
= 4 ε(δU ) : ε(V ) .
A.5.3 Simplified ansatz
A.29 Lemma. With φD,S from (8.1), the deviatoric part of the material tensor be-
comes
MD,S(U ) = 4I 23
∂2φD,S(a1, I3)
∂I3 ∂I3
C−1C−1
+ 4∂ φD,S(a1, I3)
∂ I3
(
a1 II −
(
IC + CI
)
+
(
−a1 I+ C
))
. (A.45)
Proof. We use (A.38) and φD,S from (8.1). Thence, it is
MD,S(U ) = 4
3∑
i,j=1
(
∂2φD,S
∂I3 ∂I3
∂ I3
∂ ai
∂ I3
∂ aj
+ ∂ φD,S
∂ I3
∂2I3
∂ai ∂aj
)
Cj−1Ci−1
+ 4∂ φD,S
∂ I3
(
∂ I3
∂ a2
I+ ∂ I3
∂ a3
C
)
= 4I 23
∂2φD,S(a1, I3)
∂I3 ∂I3
C−1C−1
+ 4∂ φD,S(a1, I3)
∂ I3
(
a1 II −
(
IC + CI
)
+
(
−a1 I+ C
))
.
A.30 Corollary. If we deploy (A.9) on (A.45), we get
MD,S(U ) = −4I3∂ φD,S(a1, I3)
∂ I3
Cˆ = 4c10 Cˆ (A.46)
since
I3
∂2φD,S(a1, I3)
∂I3 ∂I3
+ ∂ φD,S(a1, I3)
∂ I3
= I3c10I3−2 − c10I −13 = 0 .
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A.31 Corollary. With MS(U , P ) = MD,S(U ) + P MV(U ), we get
MS(U , P ) =
(
4c10 − 2P
)
Cˆ . (A.47)
A.6 On the automatic choice of parameter δ
A.32 Lemma. The parameter δ in (BPCGM) is computable without the mutliplica-
tion with A0 by using Θo,A0−1·A(X) =
(A ·X , X)
(X , Y ) with X = A0
−1 · Y .
Proof. In order to shorten the text, we leave out all multiplicative dots. Then we use
the approach from [28, s. 4.2.3]: Due to the scalar product 〈. , .〉o, we get
Θo,A0−1A(X) =
([
A− γA0
]
A0
−1AX , X
)
([
A− γA0
]
X , X
) .
For each vector X there is a vector Z such that X = QZ with a symmetric Q from
A0
−1 = QQ, i. e. Q = A0−
1
2 . Hence,
Θo,A0−1A(X) =
([
A− γA0
]
A0
−1AQZ , QZ
)
([
A− γA0
]
QZ , QZ
)
=
([(
QAQ
)2 − γQAQ]Z , Z)([
QAQ− γI
]
Z , Z
) .
We define A˜ = QAQ such that A˜ and
[
A˜− γI
] 1
2 are symmetric. This yields
Θo,A0−1A(X) =
([
A˜− γI
]
A˜Z , Z
)
([
A˜− γI
]
Z , Z
)
=
(
A˜
[
A˜− γI
] 1
2 Z ,
[
A˜− γI
] 1
2 Z
)
([
A˜− γI
] 1
2 Z ,
[
A˜− γI
] 1
2 Z
) =
(
A˜W , W
)
(W , W )
with W =
[
A˜− γI
] 1
2 Z. Finally, we find for each W a Y such that W = QY and
Θo,A0−1A(X) =
(
AA0
−1Y , A0−1Y
) (
A0
−1Y , Y
)−1
with X = A0−1Y .
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A.7 On the scaling function
A.33 Lemma. Using the scaling function ζ(I3) from section 8.4, the semi-linear form
b0(U ;Q) can be expanded to
b0(U+δU ;Q) = b0(U ;Q) + bζ(U ;Q, δU ) +O
(
‖δU‖2
)
(A.48)
with bζ(U ;Q, δU ) from (8.31) and Z(U ) from (8.32).
Proof. We have to consider
b0(U+δU ;Q) =
∫
Ω
ζ(I3(U+δU ))−1 φV(I3(U+δU )) ·Q dΩ .
As in the prove of lemma A.19, we get
φV(I3(U+δU )) = φV(I3(U )) + 2
∂ φV(I3(C))
∂ C : E(U ; δU ) +O
(
‖δU‖2
)
,
ζ(I3(U+δU ))−1 = ζ(I3(U ))−1 + 2
∂ ζ(I3(C))−1
∂ C : E(U ; δU ) +O
(
‖δU‖2
)
.
Hence, the quotient yields
φV(I3(U+δU ))
ζ(I3(U+δU ))
= φV(I3(U ))
ζ(I3(U ))
+O
(
‖δU‖2
)
+ 1
ζ(I3(U ))
(
2 ∂ φV(I3(C))
∂ C :E(U ; δU )
)
+ φV(I3(U ))
(
2 ∂ ζ(I3(C))
−1
∂ C :E(U ; δU )
)
= φV(I3(U ))
ζ(I3(U ))
+O
(
‖δU‖2
)
+
(
1
ζ(I3)2
SV,ζ(U ) + 2 φV(I3) ∂ ζ(C)
−1
∂ C
)
:E(U ; δU ) .
The derivative of ζ(I3(C)) is given via
∂ ζ(C)−1
∂ C = −ζ(I3)
−2 ∂ ζ(I3)
∂ C
= − 1
ζ(I3)2
∂ ζ(I3)
∂ φV(I3)
1
2ζ(I3)
2ζ(I3)
∂ φV(I3)
∂ C
= − 1
ζ(I3)2
∂ ζ(I3)
∂ I3
(
∂ φV(I3)
∂ I3
)−1 1
2ζ(I3)
SV,ζ(U ) .
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Altogether, we get
φV(I3(U+δU ))
ζ(I3(U+δU ))
= φV(I3)
ζ(I3)
+O
(
‖δU‖2
)
+ 1
ζ(I3)2
(
1− ∂ ζ(I3)
∂ I3
(
∂ φV(I3)
∂ I3
)−1 φV(I3)
ζ(I3)
)
︸ ︷︷ ︸
Z(U )
SV,ζ(U ) :E(U ; δU ) ,
which implies the desired result
b0(U+δU ;Q) =
∫
Ω
Q
φV(I3)
ζ(I3)
dΩ
+
∫
Ω
Q Z(U )
(
SV,ζ(U ) :E(U ; δU )
)
dΩ +O
(
‖δU‖2
)
.
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List of Symbols
η = (η1, η2, η3) parametrising tripel of each configuration Ω∗
P parameter domain
Ω, Ωτ reference and deformed configuration of an elastic body B
ΓN,∗, ΓD,∗, ΓH,∗ boundary of Ω∗ with Dirichlet type b. c., Neumann type b. c., and
the remaining part
n∗ outer normal unit vector on Γ∗
X(η), x(η) material point in Ω and spatial point in Ωτ
Φ(X) deformation
Gi, Gi (gi, gi) covariant and contravariant tensor basis in Ω (in Ωτ )
Div (div) divergence operator in Ω (in Ωτ )
Grad (grad) gradient operator in Ω (in Ωτ )
U , δU , V (v) vector functions (displacement, increment, and test function)
P , δP , Q (q) scalar functions (hydrostatic pressure, increment, and test function)
V0, VD, Q space of vector functions with zero Dirichlet type b. c. on ∂Ω \
ΓN and with given Dirichlet type b. c. U 0 on ΓD, space of scalar
functions
Tn, M3+, O3+ set of n-th oder tensors, set of second order tensors with positive
determinant and orthogonality
F deformation gradient
C Cauchy-Green strain tensor
E, ε (Green-Lagrange) strain tensor and its linear part
E(U ;V ), E ′[V ] directional derivative of E(U ) in direction V and its abbreviation
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List of Symbols
J , I3, a1 determinant of F , determinant of C, and trace of C
λj(Y) Eigenvalue of a second order tensor Y , j = 1, 2, 3
Ij(Y), aj(Y) tensor invariants (trace, cofactor and determinant) and pseudo ten-
sor invariants of a second order tensor Y , j = 1, 2, 3
φ (φD, φV) specific strain-energy density per unit volume, usually Neo-Hooke
material function (deviatoric and volumetric part)
φD? modified deviatoric part of material function
f , g∗, ρ∗ force density per unit volume and per unit surface w. r. t. Ω∗ and
material density in Ω∗
σ Cauchy stress tensor in Ωτ
P , T 1st and 2nd Piola-Kirchhoff stress tensor
T D?, SV? (modified) deviatoric and volumetric part of T
M fourth order material tensor
MD?, MV? (modified) deviatoric and volumetric part of M
I, C, Cˆ fourth order tensors: unit tensor, derivative of C2, and C−1
pi(U , P ), pi?(U ) coefficient functions in M
E, ν Young’s modulus and Poisson’s ratio
µ, λ shear modulus and Lamé constant
K?, κ? (decomposed) bulk modulus and incompressibility
ζ(I3) scaling function in volumetric part of T
c10, c01 Neo-Hooke and Mooney-Rivlin material parameters
a?(· ), b?(· ), c?(· ) (bi)linear forms of linear, non-linear or linearised deformation
problem
l(· ) (f(· ), g(· )) right hand side of (linearised) deformation problem
B Riesz representation (linear operator) of the bilinear form b(U ;Q, · )
N′ = kernB′ kernel of the bilinear form b(U ;Q, · )
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List of Symbols
t load step in Newton’s method
S, S′ Newton operator and its derivative
newt, cg tolerance of Newton’s method and CG method
Υh FE mesh of Ω
Qp(T ) space of polynomial degree p on T
V0,h, VD,h, Qh finite function space based on Υh
T , Ti finite element of Υh, i = 1, . . . , NT
T̂ reference element [−1, 1]3
B̂T transformation map from T̂ to T
hT element size
F , Fj boundary face of T
Φ̂k, Ψ̂l (Φk, Ψl) triquadratic and trilinear nodal ansatz functions on T̂ (on T )
U h, Ph, δU h, δPh FE approximation
δU h, δP h, X coefficient vector of FE approximation
A, B, C, K matrix representation of bilinear forms, Schur complement
A0, C0 preconditioner in matrix form
P −1h ·Ah, Mh (Dh) block matrix of discrete saddle point problem
Θ∗,A(X) Rayleigh quotient of vector X w. r. t. matrix A and scalar product
〈. , .〉∗
eU , eP FE approximation error
J (· ) error functional
RP , RT , RF (T ) pressure, element and face residual
ηT , ηT,comb element-wise error indicator
ref refinement treshold
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Theses
(1) The equilibrium of forces on the deformed domain Ωτ yields a variational for-
mulation of the large deformation problem on Ωτ . By using the Piola-Kirchhoff
transformation, integral transformations, and the substitution of the bulk modu-
lus, a mixed weak formulation is achievable that simultaneously determines the
displacement U and the hydrostatic pressure P in the undeformed domain Ω.
(2) For linear elastic problems with small deformations, the weak formulation yields
a linear saddle point problem in (U , P ) that directly allows the application of a
mixed FE discretisation.
(3) The weak formulation of the deformation problem for non-linear elasticity with
large deformations has the structure of a non-linear saddle point like problem
for (U , P ). After applying the Newton’s method with incremental load steps for
linearisation, a linear saddle point problem in (δU , δP ) can be obtained, which can
be treated with a mixed FE method.
(4) The linear saddle point problem for (δU , δP ) partially fulfils the conditions for
unique solvability. The inf-sup condition holds in all cases but the coercivity on
the kernel can only be guaranteed for suitable loads.
(5) To achieve a stable FE discretisation, the Taylor-Hood element and the Q2-Q0
element based on a hexahedral mesh Υh of the given domain can be used. The linear
system that follows can be solved with preconditioned Krylov subspace methods:
a special CG method by Bramble and Pasciak or a minimal residual algorithm.
With the restriction onto nearly incompressible material, the Q2-Q0 ansatz allows
the usage of a reduced system of equations and a usual preconditioned CG method.
(6) For the linear and non-linear deformation problem, a reliable error estimator ηT
exists that can be used to control the adaptive mesh refinement.
(7) Appreciable improvements of the mathematical model can be achieved with the
split of the bulk modulus K = KD + K∞ and the scaling function ζ(I3) in the
volumetric part of the 2nd Piola-Kirchhoff stress tensor P SV. Some limitations of
the presented approach still remain, for example a counterexample on the coercivity
of the a-form can be found.
(8) Several examples illustrate the variety of possible applications of the presented
approach and the good performance, e. g. a high rapidity in time, a high accuracy,
and a fast descent of the estimated error.
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