Individual alpha frequency (IAF) is a promising electrophysiological marker of interindividual differences 21 in cognitive function. IAF has been linked with trait-like differences in information processing and general 22 intelligence, and provides an empirical basis for the definition of individualised frequency bands. Despite its 23 widespread application, however, there is little consensus on the optimal method for estimating IAF, and 24 many common approaches are prone to bias and inconsistency. Here, we describe an automated strategy for 25 deriving two of the most prevalent IAF estimators in the literature: peak alpha frequency (PAF) and centre of 26 gravity (CoG). These indices are calculated from resting-state power spectra that have been smoothed using a 27 Savitzky-Golay filter (SGF). We evaluate the performance characteristics of this analysis procedure in both 28 empirical and simulated EEG datasets. Applying the SGF technique to resting-state data from n = 63 healthy 29 adults furnished 61 PAF, and 62 CoG estimates. The statistical properties of these estimates were consistent 30 with previous reports. Simulation analyses revealed that the SGF routine was able to reliably extract target 31 alpha components, even under relatively noisy spectral conditions. The routine consistently outperformed a 32 simpler method of automated peak detection that did not involve spectral smoothing. The SGF technique is 33 fast, open-source, and available in two popular programming languages (MATLAB and Python), and thus can 34 easily be integrated within the most popular M/EEG toolsets (EEGLAB, FieldTrip and MNE-Python). As 35 such, it affords a convenient tool for improving the reliability and replicability of future IAF-related research.
• k, SGF polynomial degree (higher = less smoothing/peak height loss; Press, Teukolsky, Vetterling, & 166 Flannery, 1992);
167
• W α , the domain of the PSD searched for evidence of peak activity; 168 • minP , the minimum power value that a local maximum must exceed to qualify as a peak candidate 169 (defined as 1 s.d. above the power estimate predicted by a regression model of the log-transformed PSD); 170 • pDif f , the minimum proportion of peak height by which the highest peak candidate within W α must 171 exceed any competitors to be assigned as the PAF; 172 • cM in, the minimum number of channel estimates necessary for computing cross-channel averages. 173 Since channel spectra may be differentially contaminated by signal noise, our algorithm evaluates the relative 174 'quality' of channel-wise PAF estimates prior to cross-channel averaging. To this end, we extend the logic 175 of the first-derivative test to extract second derivative estimates of the inflection points bounding the PAF. 176 These points are used to define the area under the peak (normalised power units), which is then divided by the 177 frequency span of this area. The resulting quantity (Q value) thus affords an indication of the relative quality of 178 the resolved peak in terms of how well its distributional characteristics conform to the ideal of a highly powered, 179 less variable (i.e. narrower) peak (as opposed to broader and/or shallower counterparts). Within-subject channel 180 estimates are scaled in proportion to the peak with the highest Q value, and the (weighted) cross-channel 181 average computed (hence, channels with the strongest evidence of PAF detection contribute more information 182 to the mean estimate of the PAF). We consider this strategy (which only influences results when channel 183 estimates fail to converge) an acceptable trade-off between loss of information (incurred by higher rates of 184 channel exclusion) vs. loss of precision (incurred by treating all estimates as equally indicative of the estimand).
185
Figure 1: Flow diagrams summarising key steps of the analysis pipeline. (A) depicts processing of channel data, (B) depicts cross-channel averaging, assuming a sufficient number of estimates. See main text/Appendix for details. PSD: power spectral density; f range: frequency bins included in analysis; P: power estimate; minP: minimum power necessary to qualify as a candidate peak; pDiff: minimum power difference necessary to qualify as a PAF estimate; Q weights: quantification of relative peak quality (scaled Q value); cMin: minimum number of channel estimates required for cross-channel averaging; IAW: individualised alpha-band window; f 1 and f 2 : lower and upper bounds of IAW; P AF M : mean PAF estimate; CoG M : mean CoG estimate; IAF M : P AF M or CoG M ; IAF GA : grand average PAF/CoG estimate.
Empirical EEG data
to linked mastoids. Each dataset was then trimmed to retain only the EOG and the nine centro-posterior detection routines were then applied to identify regions of channel data (segmented into 2 s epochs) that 218 contained excessive deviations in the frequency domain (frequency range: 15-40 Hz, spectral threshold: 10 dB).
219
Channels that exhibited an improbable signal distribution (kurtosis z-score > 5) were excluded from analysis.
220
EOG channels were removed following artifact rejection, and remaining channels were downsampled to 250 Hz 221 in preparation for spectral analysis. Datasets exceeding 120 s were trimmed to this duration in order to reduce 222 variability in the quantity of data analysed per participant. 
IAF analysis parameters 224
Initial parameters for the IAF analysis were determined on the basis of preliminary testing on an independent 225 dataset (collected as part of a separate EEG protocol). We implemented pwelch with a 1024 sample Hamming 226 window (i.e. 4 times the sampling rate raised to the next power of 2; window overlap = 50%), yielding a 227 frequency resolution of~0.24 Hz. SGF and peak detection parameters were defined as follows: F w = 11 228 (corresponding to a frequency span of~2.69 Hz); k = 5; W α = [7, 13 Hz]; pDif f = .20 (meaning that the largest 229 peak detected within W α had to be at least 20% higher than any other peak to qualify as the PAF estimate); 230 cM in = 3. minP was automatically determined for each channel spectrum according to its distributional 231 characteristics. As an initial proof of concept, we analysed the performance of the SGF routine in extracting target alpha 235 frequency components embedded within noisy time series. These composite signals were created by combining 236 a sine wave oscillating at target frequency F α with a 2 min 'pink noise' signal (i.e. a randomly sampled signal 237 with a frequency distribution scaled in accordance with the 1/f inverse power-law). SNR was manipulated by 238 varying the length of the target signal embedded in the composite time series (e.g., for SNR = 0.5, the first 239 half of the signal would comprise the convolution of the alpha and noise signals, whereas the second half would 240 comprise only the noise signal). 241 We examined PAF estimation at SNR = 0.05, 0.10, 0.15, 0.20, 0.25, 0.30, 0.40, and 0.50, generating 1000 242 simulated signals for each SNR level. The target frequency was randomly sampled (with replacement) from a 243 vector ranging from 7.5 to 12.5 in iterations of 0.1. We compared the SGF routine's capacity to extract these 244 target peaks with a that of a simple peak detection routine designed to locate the local maximum (LM) within 245 W α . To avoid spurious estimates from suprema at the lower bound of W α , this routine evaluated whether the 246 LM exceeded the power estimates of adjacent frequency bins (thus making it functionally equivalent to the 247 first-derivative test). Next, we investigated the performance of the SGF routine under more ecologically valid spectral conditions.
250
This involved creating alpha signals that were comprised of a set of neighbouring frequency components 251 from different channels. We did this by sampling an 'actual'/'measured' alpha frequency per channel from 252 a truncated Gaussian distribution centered at the randomly sampled target F α (selected as for the single 253 component simulation) for each simulated (sub)component (targets chosen uniformly from the standard alpha 254 band, as above). The tails of the Gaussian were truncated ± 2.5 Hz from its mean/target frequency. Alpha 255 signals were thus constructed by creating a weighted average of frequencies within this distribution; in other 256 words, a Gaussian blur was applied to the frequency-domain signal in order to generate a mixture of alpha 257 waves in the time domain.
258
Constructed alpha signals were again combined with random pink noise signals at a specified SNR. This time, 259 each composite alpha signal was replicated 9 times, and combined with an independently sampled pink noise 260 signal. This yielded a dataset of 9 synthetic 'channels', each comprised of identical alpha signals embedded 261 within stochastically varying background noise. This enabled us to examine how our algorithm's channel 262 exclusion and averaging procedures performed under varying levels of SNR and peak dispersal.
263
As per the preliminary analysis, we compared the accuracy of SGF-generated PAF estimates against those 264 produced by the LM procedure. For the latter, the optimisation function was applied to the mean PSD and were therefore excluded from the PAF analysis.
291
Visual inspection of channel spectra confirmed the 292 absence of any consistent alpha peak. The CoG was 293 however estimated for one of these individuals. across the sample, rather than intraindividual differences between recordings (see Figure 3B ). These data 301 are therefore in accord with previous reports of the IAF's high temporal stability (at least within the same 302 recording session) and interindividual variability (at least in the context of eyes-closed resting-state EEG).
303
Kernel density estimation of grand-averaged alpha peak and gravity estimates (PAF GA and CoG GA , respectively) 304 suggested that the probability density function underlying both estimators was well-characterised by a Gaussian 305 distribution, although CoG GA was rather more heavy-tailed. Despite this difference, PAF GA and CoG GA 306 produced remarkably consistent results (ICC 3,k = .97; R 2 = .90). This finding, which extends that reported in 307 a smaller sample by Jann, Koenig, Dierks, Boesch, and Federspiel (2010), lends weight to the claim that these 308 two estimators tap into the same fundamental oscillatory process(es).
309
As a final point of comparison with previous findings, we examined the relation between age and IAF ( Figure   310 3B). Both estimators showed a similar trend towards reduced IAF as age increases beyond the fourth decade.
311
However, this association accounted for a rather small proportion of the variance (R 2 = 0.05 and 0.04 for 312 PAF GA and CoG GA , respectively). This is consistent with previously reported findings from much larger to 3 frequency bins. Given the rareness of these binShift deviations in the higher SNR conditions, and the 325 relatively low magnitude of such discrepancies when they did occur, it seems that the SGF technique exhibited 326 near-optimal performance at SNR ≥ 0.30.
327
The LM routine returned PAF estimates for all simulated spectra; however, 15 estimates in the SNR = 0.05 328 condition were discarded as lower bound suprema. Even with these estimates removed, LM detection was 329 associated with a 12-fold increase in average estimate error in the SNR = 0.05 condition as compared to the 330 SGF method. Of the 224 estimates that were shifted by more than one frequency bin from their corresponding 331 target frequency, 42 deviated by 1 to 2.5 Hz, while a further 56 deviated by > 2.5 Hz. All of these extreme errors PAF (F α = 9.9 Hz). Here, the LM technique is disadvantaged by its inability to evaluate whether the detected 344 LM constitutes a substantial deviation from background noise. The second scenario arises when the target 345 component is suboptimally resolved by pwelch, resulting in either a broad structure featuring two maxima 346 (SNR = 0.10) or a more clearly defined split-peak (SNR = 0.20). In both cases, smoothing helps to recover the 347 shape of the peak component underlying the spectral data, thus culminating in more veridical PAF estimates 348 than those derived via the LM method.
349
In sum, this preliminary analysis provides compelling evidence that the SGF method generally furnishes CoG 9 (0.79) 9 (0.36) 9 (0.10) 9 (0) 9 (0) 9 (0) Figure 6 : Box plots summarising spread of estimate deviation from the centre frequency of the sampling window. Centre marks indicate median deviation, edges indicate interquartile range (IQR), whiskers indicate approximately 1.5 × IQR. Zero deviation (broken horizontal line) corresponds to estimating the midpoint between the two components. Peak locations indicated by dotted horizontal lines. Left column: Schematic of the sampling window used to construct composite alpha signals simulated in corrosponding row. The discrepancy between simulated peaks (higher relative to lower frequency bins) ranges from 0 (top row) to +0.50 (bottom row). LM and SG: Local Maximum and Savitzky-Golay PAF estimates, respectively. CoG: Savitzky-Golay CoG estimates. PAF SG 4 (1.52) 5 (1.49) 5 (1.68) 5 (1.36) 6 (1.64) 6 (1.31) CoG 9 (0.46) 9 (0.48) 9 (0.51) 9 (0) 9 (0) 9 (0) 
