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Nuclear matter under astrophysical conditions is explored with time-dependent and static Hartree-
Fock calculations. The focus is in a regime of densities where matter segregates into liquid and
gaseous phases unfolding a rich scenario of geometries, often called nuclear pasta shapes (e.g.
spaghetti, lasagna). Particularly the appearance of the different phases depending on the pro-
ton fraction and the transition to uniform matter are investigated. In this context the neutron
background density is of special interest, because it plays a crucial role for the type of pasta shape
which is built. The study is performed in two dynamical ranges, once for hot matter and once at
temperature zero to investigate the effect of cooling.
PACS numbers: 26.50.+x,21.60.Jz,21.65.-f
I. INTRODUCTION
Nuclear matter in supernova cores and proto-neutron
stars covers a wide range of density, temperature, and
proton fraction, and hence exhibits various interesting
properties such as, e.g., liquid-gas mixing [1]. It is be-
lieved that after the bounce of the inner core, cooling
and deleptonization lead to drastic changes in the tem-
perature and proton fraction of each matter element in-
side the core [2, 3]. Just below normal nuclear density,
matter is likely to disentangle into exotic shapes, which
resemble pastas like spaghetti and lasagna and can af-
fect neutrino transport [4–11]. Steadily increasing com-
puting power allows meanwhile to simulate pasta matter
by fully three-dimensional, symmetry unrestricted time-
dependent Hartree-Fock (TDHF) calculations. This has
led to a revival of investigations of structure and dy-
namics of pasta matter within TDHF [12–16] as well as
classical and quantum molecular dynamics calculations
[17, 18]. In this contribution, we address the question
how the map of pasta shapes changes with the proton
fraction and how the neutron excess is distributed be-
tween the nuclear liquid and a gaseous neutron back-
ground. Nuclear pasta matter for different values of
the proton fraction has been studied so far using clas-
sical molecular dynamics [19], the TDHF-like DYWAN
model[14], and a Thomas-Fermi approximation based on
a relativistic mean-field model [20]. Here we aim at a fully
quantum mechanical TDHF description. We thus ex-
tend our previous TDHF calculations for proton fraction
1/3 [16] to the general case of arbitrary proton fractions.
Thereby we concentrate on the regime of low densities up
to saturation density of symmetric nuclear matter. We
consider phases at high temperature in the MeV range
which are relevant for core-collapse super-novae as well
as phases at zero temperature which have relevance to
materials that deleptonize in proto-neutron stars.
For the calculations done here the Skyrme-TDHF code
as explained in [21] is used. For the astrophysical calcu-
lations periodic boundary conditions are assumed. For
the interaction the Skyrme force SLy6 is taken [22]. Ad-
ditionally to the proton charge distribution we take a
uniform electron background to keep the charge neutral-
ity.
II. SIMULATION AND BASIC QUANTITIES
Static and dynamic properties of inhomogeneous nu-
clear matter are computed with the TDHF code. For
the astrophysical calculations performed here, periodic
boundary conditions are applied, thus simulating infinite
matter approximately with a periodic lattice of simula-
tion boxes. The imposed periodicity exerts a constraint
on the system which, in turn, may shift a bit the transi-
tion points from one phase to another. We have checked
the impact of box size earlier [16] and find that effects are
not dramatic for the simple geometries discussed here, al-
though box size can become an issue when dealing with
involved shapes as, e.g., gyroids [23]. The actual sim-
ulation box uses a grid spacing of 1 fm and 16×16×16
grid points thus having a box length l = 16 fm and a
box volume V = l3. We vary the number of α-particles
Nα, and of additional neutrons Nn+. The Coulomb field
in a periodic simulation is given by the Ewald sum [24].
The Fourier representation of kinetic energy allows a very
elegant computation in Fourier space. Total charge neu-
trality is achieved by assuming a homogeneous electron
background. This approximation ignores screening ef-
fects from the electrons, for detailed discussions see [25–
28]. Although screening lengths can vary in a wide range
and are occasionally of the order of structure size, the net
effect of electron screening is found to be small [25, 26],
thus justifying the homogeneous approximation for the
present exploration.
The initial state is prepared in similar fashion as in
[16]. From the Np protons together with Np neutrons,
we form Nα = Np/2 α-particles. These are distributed
stochastically over the whole space of the simulation box
while keeping a minimal distance of 3.5 fm between the
2centers of the α-particles to avoid too large overlaps be-
tween them. The α-particles are initialized at rest. The
remainingNn−Np neutrons are initialized as plane waves
filling successively the states with the lowest kinetic ener-
gies with degenerate pairs of spin-up and spin-down par-
ticles. Finally, all nucleons are ortho-normalized. The
then following time evolution of the system is done by
standard TDHF propagation [21].
This initial state is far above the ground state. Dur-
ing the first few fm/c of dynamical evolution, the system
quickly evolves into a fluctuating thermal state whose av-
erage properties (shapes, densities, energies) remain ba-
sically constant. The emerging temperatures end up in
a range well representing pasta matter in core-collapse
supernovae. They lie between 2 and 7 MeV depending
on proton fraction Xp and density ρ where lower Xp and
larger ρ are found to be associated with lower tempera-
tures. For the present exploratory stage, we use just this
broad temperature range as representatives of hot mat-
ter. In a second step, we cool down the system for each
Xp and density ρ to a locally stable zero-temperature
state. To that end, we start from a given dynamical state
and perform a static calculation with standard techniques
of the code [21]. The starting configuration is taken from
some time point in the late phases of the TDHF simula-
tion. The precise time is unimportant for the final result.
The whole procedure (random initialization, evaluation
of thermal state, cooling) is done twice for each setting
of Xp and ρ. This gives some clue on the stability of a
configuration.
A word is in order about the analysis of non-
homogeneous structures of infinite systems in a finite sim-
ulation box. It is known that the imposed boundary con-
ditions have an impact on the structures due to symmetry
violation and possibly spatial mismatch [29, 30]. A study
within classical molecular dynamics without Coulomb in-
teractions implies that this may be particularly critical
for extended, inhomogeneous structures [31]. However,
the numerical expense of fully quantum-dynamical sim-
ulations sets limits on the affordable box sizes. To check
its effect, we have studied for the case of Xp = 1/3 also
larger boxes up to 26 fm and find the same structures.
Thus we confine the exploratory survey here to the one
box size 16 fm.
In order to characterize the matter, we will use a few
global properties. The total number of protons and neu-
trons is
Np = 2Nα , Nn = 2Nα +Nn+ (1)
where Nα is the number of initial α particles (strictly
related to Np) and Nn+ the number of excess neutrons
(not absorbed into initial α particles). The key parameter
is the proton fraction Xp
Xp =
Np
Np +Nn
=
2Nα
2Nα +Nn+
≤
1
2
. (2)
The latter inequality means that we confine studies to
neutron rich systems which is the typical scenario in as-
trophysical environment. There are several further mea-
sures related to densities. The most important one is the
mean density
ρ =
Np +Nn
V
=
4Nα +Nn+
V
=
A
V
(3)
where V is the box volume and A = Np + Nn is the
total nucleon number. It is only at high densities that
matter stays homogeneous. Usually, matter segregates
into dense regions of nuclear liquid with density ρl and a
dilute gas phase with density ρg, consisting here of a neu-
tron gas. These two phases fill correspondingly volumes
Vl and Vg with Vl + Vg = V . These volumes are defined
with the help of the Gibbs dividing surface [32]. A thresh-
old density ρthr is set and all regions with ρ(r) > ρthr are
added to Vl and all other to Vg. The threshold is deter-
mined such that
ρl · Vl + ρg · Vg = A . (4)
From these volumes, the volume fraction ul of the liquid
phase can be deduced as
ul =
Vl
V
=
ρ− ρg
ρl − ρg
. (5)
Since ρ is always smaller than ρl for pasta shapes and
the gas density consists of the background densities, the
volume fraction becomes smaller for larger neutron back-
ground densities and the type of pasta shape which is
formed depends strongly on this volume fraction.
The volume fraction ul is the most important param-
eter to determine the geometry of the system. With
steadily increasing ul, the system marches through a se-
ries of geometrical phases. For the lowest ul the indi-
vidual shapes are the sphere, which corresponds to fi-
nite nuclei with large zones of vacuum around. In the
next stage, the nuclei fuse to cylinder-like shapes, the
“rod” structure, also denoted as “spaghetti”. Further in-
creasing ul leads to planar meshes of orthogonal rods,
“rod(2)”, followed by three-dimensional grids of rods, de-
noted “rod(3)”. Equally densely packed is the “slab”
structure, parallel planes completely filled with matter,
also called in a more appetizing manner “lasagna”. From
then on the picture is reversed. We have more matter
than voids. The slab and rod(3) are symmetric under
exchange of matter and voids, thus residing at the turn-
ing point. Further increasing ul then yields the phases
of “rod(2) bubble”, “rod bubble”, and “sphere bubble”,
where bubble denotes that the gas phase has the shape
of the pasta. A further increase ends up in homogeneous
matter. These are the phases which we will study in the
following.
III. RESULTS
A. Equation of state of homogeneous matter
As a first step, we look at the binding energy curves of
homogeneous asymmetric nuclear matter for the SLy6 in-
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FIG. 1. (Color online) Binding energy per particle E/A as
function of total density for asymmetric nuclear matter at
zero temperature for various proton fractions Xp as indicated.
The ground states are indicated by black boxes for those Xp
where a local minimum could be found. The curves have been
computed for the Skyrme force SLy6.
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FIG. 2. (Color online) Equilibrium density as function of
proton fraction Xp for different Skyrme interactions (expla-
nations see text). Each curve stops at some low Xp because
no equilibrium (minimum of energy as function of ρ) could be
found for smaller Xp.
teraction as shown in Fig. 1. Pure neutron matter (Xp =
0) is unbound, a feature which is well known. Unbound
matter persists for small Xp up to about Xp = 0.09. For
Xp = 0.1 we are able to find a local minimum at non-
zero density which, however, is a metastable state. A well
bound ground state (negative energy) emerges then from
Xp = 0.13 on. Binding and equilibrium densities increase
very quickly above Xp = 0.13. We thus have a clear dis-
tinction between low proton content Xp and moderate or
large one with a proton fraction around a critical point
Xp ≈ 0.13. Once substantial binding sets on above the
critical point, the equilibrium densities saturate quickly
around ρnm = 0.12 − 0.16 fm
−3. Just recently a study
appeared of the equation-of-state of asymmetric nuclear
matter based on classical molecular dynamics simulations
[33]. Although the formal framework is very different, the
classical results at temperatures as low as 2 MeV show
the same trends as seen here at zero temperature, e.g.,
the shape of the binding curves and the drift of the equi-
librium density with Xp.
The sequence of equations of state for different Xp
looks very similar for all Skyrme interactions which we
have studied. It can be characterized by the sequence of
equilibrium points shown as black boxes in Fig. 1. Fig. 2
shows this sequence of equilibrium points for a great va-
riety of Skyrme interactions. The upper panel shows
results for widely used interactions found in the litera-
ture, SkM* [34], SLy6 [22], SkI3 [35], and UNEDF0 [36].
The lower panel shows results from a set of interactions
in which nuclear matter properties have been systemati-
cally varied with respect to standard values set in SV-bas
[37], SV-mas07 with lower effective mass, SV-K218 with
smaller incompressibility, SV-sym34 with larger symme-
try energy, and SV-kap00 with smaller Thomas-Reiche-
Kuhn sum rule enhancement factor (equivalent to isovec-
tor effective mass). All of the interactions show very sim-
ilar behavior. The largest deviations are seen for the in-
teractions with untypically large symmetry energy, SkI3
in the upper panel and SV-sym34 in the lower one. Even
including these, all interactions show the same trends
and the binding energies in dependence on the proton
fraction are almost identical. Therefore we expect the
results in this work obtained with SLy6 representative
for all reasonable Skyrme interactions. Varying the in-
teraction may shift slightly the borders between phases.
But the overall sequence should be robust.
B. The map of pasta shapes
The map of pasta shapes obtained from the dynamical
simulations under various initial conditions is shown in
the upper panel of Fig. 3. For every value of Xp and
mean density ρ, two calculations with different initial
conditions are performed. These yield in most cases the
same phase. There are few cases where two different fi-
nal states are reached. This is indicated by showing two
different colors in a cell. The value Xp = 0.3 is replaced
by Xp = 1/3 to establish contact with the previous study
[16] which worked exclusively at this proton fraction. To
fill the resulting larger gap towards Xp = 0.2, we also
show a lower value Xp = 0.29. At first glance, one sees a
jump between Xp = 0.1 and the larger Xp to the extent
that Xp = 0.1 has a much larger range of pure nuclear
matter on the side of high ρ. This reflects the “phase
transition” around Xp ≈ 0.13 observed in the equation
of state in Fig. 1. The transition between pure nuclear
matter and structured matter is, in fact, predominantly a
4FIG. 3. (Color online) Upper panel: Map of pasta shapes achieved in TDHF calculations starting from a gas of α-particles with
neutron background for various proton fractions and mean densities. Starting from these final states, the map of pasta shapes
achieved in Hartree-Fock calculations (cooled pasta) is shown in the lower panel. Two different colors in a cell mark different
final states for two calculations with similar initial conditions. The structures are named like in [16] and examples and further
properties can be found there.
competition between the spherical bubbles (black boxes)
and homogeneous matter. All other shapes show steady,
often moderate, changes with Xp. The sequence in which
the shapes appear and disappear with increasing density
is practically the same at all Xp. There is a slight trend,
however, that for an increasing proton fraction the differ-
ent pasta shapes appear at lower mean densities. Take,
e.g. the border between rod and rod(2): it is above a
mean density of ρ = 0.05 fm−3 for Xp = 0.1 and moves
to about 0.04 fm−3 for symmetric matter (Xp = 0.5).
In Ref. [20] the trend that for low proton fractions
pasta matter appears in a smaller range in density is also
clearly visible. The densities for the transitions between
normal nuclei, pasta matter, and uniform nuclear matter
are in detail different, like in other approaches. These
numbers seem to be very sensitive to the equation of
state used for the calculations.
It is interesting to compare the present results at
Xp = 0.33 to our earlier simulations [16]. The sequence
of shapes is the same. But the middle region shows more
slab configurations. This is probably an effect of dif-
ferent initialization. The earlier calculation allowed a
smaller minimal distance between the α-particles lead-
ing to an initial state which contains more clustered α-
particles obviously driving the slab phase. The appear-
ance of shapes thus seems to depend to some extent on
the initial state. This indicates that the barriers between
the different shapes are sufficiently high to stabilize a
shape even though it is not necessarily the minimum con-
figuration.
As a further check of the stability of the dynamical
configurations, we have cooled each of them down to tem-
perature zero actually starting the static iteration from
the final stage of dynamical evolution. The resulting map
of shapes is shown in the lower panel of Fig. 3. Most of
the dynamical configurations persist when cooled down.
There are only a few small shifts of borders between
shapes and, not surprisingly, a few more slabs pop up
which corrects somewhat the underestimation of slabs.
A subtle difference in detail ought to be mentioned.
The border to uniform nuclear matter is shifted to smaller
mean densities for Xp = 0.1 but to higher mean densities
for all higher proton fractions Xp > 0.1. The jump in
the border between uniform nuclear matter and spherical
bubbles thus becomes even more pronounced. In fact, the
larger jump for the cooled configurations is closer to the
sharp transition indicated in the equation of state, see
Fig. 1. Increasing temperature weakens this transition.
C. Neutron background
We have matter with very different neutron contents.
It is thus interesting to look for the gaseous neutron back-
ground density ρg under the different conditions. In or-
der to find ρg, we follow the strategy of Ref. [16] and
compute the distribution of volumes of the neutron den-
sity, v(ρref) =
∫
d3r δ(ρref − ρn(r)). This displays typ-
ically a clear peak at low ρref . A Gauss fit to this low
density peak in the neutron distribution then yields ρg.
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FIG. 4. (Color online) Upper panel: Neutron background
densities (ρnbg) of the series of calculations of Fig. 3. Full
symbols show results from dynamical calculations and open
symbols from zero-temperature configurations, marked with
the additional index C in the legend. The case Xp,C = 0.5 is
not shown because it did not produce a background. The
shaded area indicates the region where ρg is only vaguely
defined. Lower panel: Neutron Fermi energies for the cooled
Pasta shapes in dependence on the mean density for different
proton fractions are shown.
No clear peak is visible for higher mean densities. In
this case, the edge where the curves starts to differ from
zero was taken as an indicator. The proton background
densities, if present at all, are very small and can be
ignored. The results are shown in the upper panel of
Fig. 4. The shaded area at high ρ indicates the region
where the determination of ρg becomes uncertain. Nat-
urally, ρg is very large for the smallest proton fraction
Xp = 0.1 and drops quickly with increasing Xp. The val-
ues from cooled configurations are systematically lower
than for the dynamical ones. This reflects the fact that
cold bound systems can accommodate more extra neu-
trons than hot ones. For ρ & 0.1 fm−3 (shaded area) the
tails of the density distributions in the voids of the rod
bubble or the sphere bubble cover very little space and
thus do not reach small values for the density. There-
fore in these configurations a large neutron background
is present.
While the neutron background is present for all proton
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FIG. 5. (Color online) Upper panel: Liquid phase densities
for two representative values of Xp. The cooled calculations
are marked with the additional index C. Lower panel: Liquid
phase occupied volume fractions ul for two Xp. The color
bars on the right indicate a pasta shape with the color code
as explained in Fig. 3. The bars mark the intervals of ul for
which the pasta shape associated with this color appears.
fractions in the finite temperature calculations, it van-
ishes completely for Xp > 0.29 for the zero temperature
calculations. In order to corroborate this result, we show
in the lower panel of Fig. 4 the neutron Fermi energies
ǫF,n for the cooled configurations. For Xp = 0.1 and
Xp = 0.2, the ǫF,n stay significantly above zero, confirm-
ing that a large amount of neutrons are unbound. The
case of Xp = 0.29 is transitional to the extent that the
ǫF,n are close to zero and therefore, the neutron back-
ground is only marginally present. For Xp = 0.33 the
Fermi energies are slightly below zero and thus there is no
neutron background present any more. For even higher
Xp the Fermi energies drop further below zero and yield
a strongly bound system. For finite temperature calcula-
tions the distribution around the Fermi edge is softened
and therefore a small neutron background is present even
for large proton fractions.
6D. Liquid phase
The liquid densities ρl are also computed from the dis-
tribution of the total density v(ρref), but now fitting the
high density peaks or flanks. The results for ρl are shown
in the upper panel of Fig. 5. Only graphs for two values
of Xp are shown because there is very little variation of
the ρl for Xp = 0.2...0.5. The line for Xp = 0.4 is taken
to represent all lines for Xp ≥ 0.2. Visibly different is
the case Xp = 0.1 where ρl is lower than for the other
Xp for both cases, cooled and dynamic. This complies
well with the equilibrium densities shown in Fig. 1 which
also shows this marked difference between low Xp ≤ 0.1
and larger Xp > 0.13. The actual values for ρl can differ
from the case of homogeneous matter, because the liquid
phase is not as neutron rich as the proton fraction indi-
cates due to the separate neutron background and due
to surface and Coulomb effects. The liquid phase density
decreases with increasing mean density and converges to
the mean density below nuclear saturation density. Not
surprisingly, the cooled calculations show higher liquid
densities because they are better bound. The effect is
much more pronounced for high Xp.
From ρl and ρg ≈ ρnbg the volume fraction ul can
be derived using Eq. (5). The result is displayed in the
lower panel of Fig. 5. Again, we take one representative
Xp = 0.4 for the whole group Xp ≥ 0.2. Most curves
show an increasing slope, so they grow faster than lin-
early. This correlates to the fact that the liquid density
decreases with increasing density (upper panel of Fig. 5)
which results in a larger volume fraction. Very interest-
ing is the behavior of the curves for Xp = 0.1. There
are two counteracting effects. First, we have a low liquid
density which results in a larger volume fraction. Second,
ρg is very large which reduces the volume fraction. The
figure shows that for low mean densities the background
neutron effect dominates, resulting in lower volume frac-
tion than for the other Xp. For higher mean densities
the small values for ρl dominate and the ul for Xp = 0.1
crosses the other lines making the transition from low ul
to high ones significantly steeper than for the larger Xp.
This can also be seen in Fig. 3: The sequence of non-
trivial shapes (rod until spherical-bubble) is compressed
to a smaller range of ρ than for Xp ≥ 0.2.
The impact of the type of the Skyrme force on these
results can be estimated from Fig. 2. The main difference
is that the liquid densities would be different especially
for SkI3 and asym = 34MeV. Therefore the values in
Eq. 5 change slightly and the transition points from one
to another pasta structure would change. The overall
structure of the map of pasta should be the same for all
interactions.
IV. CONCLUSION
Using time-dependent Hartree-Fock simulations and
static Hartree-Fock calculations, we have investigated the
scenarios of the various “pasta” configurations in nuclear
matter under astrophysical conditions. Thereby, we have
explored the appearance of the different shapes (sphere,
rod, slab, ..., bubble) in dependence on a given mean
density and proton fraction. The dynamical simulations
produce thermal states with temperatures in the range
2–7 MeV. The static calculations start from the thermal
states and serve to check the stability of geometry under
changing thermal conditions.
We find a clear distinction between a regime of low pro-
ton fractions Xp ≤ 0.13 and high ones. The results for
Xp = 0.2...0.5 show practically the same shapes as func-
tion of mean density ρ while the sequence of non-trivial
geometries is compressed to a smaller density range for
Xp = 0.1. The sequence as such is similar in all cases,
starting from isolated spheres (nuclei) at very low den-
sity, proceeding over rods, planar meshes of orthogonal
rods, triaxial meshes of rods, slabs, to the reciprocal pro-
files of planar meshes of rod-like bubbles, linear bubble-
rods, spherical bubbles, and finally homogeneous matter.
The special properties of the small low-density regime are
corroborated from the equation of state of homogeneous
matter. Matter is unbound for low Xp. Binding sets on
at around Xp = 0.13 and develops very quickly to strong
binding with an almost constant equilibrium density.
Generally, the matter segregates into high-density re-
gions of nuclear quantum liquid and low-density regions
of a gas of background nucleons, predominantly neutrons.
Its density increases with mean density ρ and decreases
with increasing Xp. There is also a significant differ-
ences between thermal and cooled state to the extent
that the cooled state contains much less neutron gas, for
Xp > 0.29 even no gas at all. These observations are cor-
roborated by the neutron Fermi energies which are above
zero in the cases of largest neutron gas background.
The volume fraction ul (liquid volume divided by total
volume) is the most important parameter determining
the pasta shapes. Each shape is found to have a certain
interval of ul for which it can appear. The trend ul(ρ)
shows also a clear distinction between Xp = 0.1 and all
larger Xp. The curve is steeper for the low Xp which is
related to the compressed sequence of shapes atXp = 0.1.
All in all, the results are rather robust in the region of
larger proton fraction Xp = 0.2...0.5. This means earlier
investigations done for one proton fraction, mostly Xp =
1/3 apply in this whole range. The region of low proton
fractions is different and generally more sensitive to the
system parameters.
ACKNOWLEDGMENTS
This work was supported by the Bundesministerium
für Bildung und Forschung (BMBF) under contract num-
ber 05P12RFFTB and by Grants-in-Aid for Scientific Re-
search on Innovative Areas through No. 24105008 pro-
vided by MEXT.
7[1] D. Q. Lamb, J. M. Lattimer, C. J. Pethick, and D. G.
Ravenhall, Phys. Rev. Lett. 41, 1623 (1978).
[2] H. A. Bethe, Rev. Mod. Phys. 62, 801 (1990).
[3] H. Suzuki, Physics and Astrophysics of Neutrinos, edited
by M. Fukugita and A. Suzuki (Springer, Tokyo, 1994).
[4] D. G. Ravenhall, C. J. Pethick, and J. R. Wilson,
Phys. Rev. Lett. 50, 2066 (1983).
[5] M. Hashimoto, H. Seki, and M. Yamada,
Prog. Theor. Phys. 71, 320 (1984).
[6] M. Lassaut, H. Flocard, P. Bonche, P. Heenen, and
E. Suraud, Astron. Astrophys. 183, L3 (1987).
[7] C. J. Pethick and D. G. Ravenhall,
Ann. Rev. Nucl. Part. Sci 45, 429 (1995).
[8] N. Chamel and P. Haensel,
Living Rev. Relativ. 11 (2008).
[9] C. J. Horowitz, M. A. Pérez-García, and J. Piekarewicz,
Phys. Rev. C 69, 045804 (2004).
[10] C. J. Horowitz et al., Phys. Rev. C 70, 065806 (2004).
[11] H. Sonoda et al., Phys. Rev. C 75, 042801 (2007).
[12] W. G. Newton and J. R. Stone, Phys. Rev. C 79, 055801
(2009).
[13] F. Sébille, S. Figerou, and V. de la Mota, Nucl. Phys. A
822, 51 (2009).
[14] F. Sébille, V. de la Mota, and S. Figerou,
Phys. Rev. C 84, 055801 (2011).
[15] H. Pais and J. R. Stone,
Phys. Rev. Lett. 109, 151101 (2012).
[16] B. Schuetrumpf, M. A. Klatt, K. Iida, J. A.
Maruhn, K. Mecke, and P.-G. Reinhard,
Phys. Rev. C 87, 055805 (2013).
[17] H. Sonoda, G. Watanabe, K. Sato, K. Yasuoka, and
T. Ebisuzaki, Phys. Rev. C 77, 035806 (2008).
[18] A. S. Schneider, C. J. Horowitz, J. Hughto, and D. K.
Berry, Phys. Rev. C 88, 065807 (2013).
[19] C. O. Dorso, P. A. Giménez Molinelli, and J. A. López,
Phys. Rev. C 86, 055805 (2012).
[20] M. Okamoto, T. Maruyama, K. Yabana, and T. Tatsumi,
Phys. Rev. C 88, 025801 (2013).
[21] J. Maruhn, P.-G. Reinhard, P. Stevenson, and A. Umar,
Comput. Phys. Commun. 185, 2195 (2014).
[22] E. Chabanat, P. Bonche, P. Haensel, J. Meyer, and
R. Schaeffer, Nucl. Phys. A 635, 231 (1998).
[23] B. Schuetrumpf, M. A. Klatt, K. Iida, G. E. Schröder-
Turk, J. A. Maruhn, K. Mecke, and P.-G. Reinhard,
submitted to Phys.Rev.Lett. (2014), arXiv:1404.4760.
[24] P. P. Ewald, Ann. Phys. (Leipzig) 64, 253 (1921).
[25] T. Maruyama, T. Tatsumi, D. N. Voskresensky, T. Tani-
gawa, and S. Chib, Phys. Rev. C 72, 015802 (2005).
[26] G. Watanabe and K. Iida,
Phys. Rev. C 68, 045801 (2003).
[27] C. O. Dorso, P. A. P. A. Giménez Molinelli, J. A. López,
and E. Ramírez-Homs, “Coulomb forces in neutron star
crusts,” ArXiv:1208.4841v1.
[28] P. N. Alcain, P. A. Giménez Molinelli, J. I. Nichols, and
C. O. Dorso, Phys. Rev. C 89, 055801 (2014).
[29] R. Hockney and J. Eastwood, Computer Simulations Us-
ing Particles (McGraw-Hill, New York, 1981).
[30] M. P. Allen and D. J. Tildesley, Computer Simulation of
Liquids (Oxford University Press, New York, 1987).
[31] P. G. Molinelli, J. Nichols, J. López, and C. Dorso,
Nuclear Physics A 923, 31 (2014).
[32] E. D. Shchukin, A. V. Pertsov, E. A. Amelina, and
A. S. Zelenev, Colloid and Surface Chemistry, edited by
D. Möbius and R. Miller (Elsevier Science B.V., 2001).
[33] J. A. López, E. Ramírez-Homs, R. González, and R. Rav-
elo, Phys. Rev. C 89, 024611 (2014).
[34] J. Bartel, P. Quentin, M. Brack, C. Guet, and H.-B.
Håkansson, Nucl. Phys. A386, 79 (1982).
[35] P.-G. Reinhard and H. Flocard, Nucl. Phys. A584, 467
(1995).
[36] M. Kortelainen, T. Lesinski, J. Moré, W. . Nazarewicz,
J. Sarich, N. Schunck, M. V. Stoitsov, and S. Wild,
Phys. Rev. C 82, 024313 (2010).
[37] P. Klüpfel, P.-G. Reinhard, T. J. Bürvenich, and
J. A. Maruhn, Phys.Rev. C 79, 034310 (2009),
http://www.arxiv.org/abs/0804.3385.
