Abstract-Reliability assessment is of primary importance in designing and planning distribution systems that operate in an economical manner with minimal interruption of customer loads. With the advances in renewable energy sources, Distributed Generation (DG), is forecasted to increase in distribution networks. This paper presents a new methodology that can be used to quantitatively analyze the reliability of such distribution systems and can be applied in preliminary planning studies for such systems. The method uses a sequential Monte Carlo simulation of the distribution system's stochastic model to generate the operating behavior. This is combined with a path augmenting Max flow algorithm to evaluate the load status for each state change of operation in the system. Overall system and load point reliability indices such as hourly loss of load, frequency of loss of load and expected energy unserved can be computed using this technique. The reliability indices can be compared for different scenarios and strategies for placement of DG using this methodology.
I. INTRODUCTION
T HE goal of a power system is to supply electricity to its customers in an economical and reliable manner. It is important to plan and maintain reliable power systems because cost of interruptions and power outages can have severe economic impact on the utility and its customers. At present, the deregulated electric power utilities are being restructured and operated as distinct generation, transmission and distribution companies and the responsibility of maintaining reliability of the overall power system is shared by all involved companies instead of by a single electric utility [1] .
With recent advances in technology, use of distributed generation (DG) in the power distribution system is increasing. Increased reliability and reduced cost are the primary incentives of adding DG to a power network. DG is mostly used for standby or backup power in the event of utility supply interruption. Other applications include peak shaving, independent generation, net metering, voltage support, combined heat and power etc. In one study [2] , the positive impacts of DG to the distribution network such as reactive power compensation to achieve voltage control, reduction of power losses, spinning reserve to support generation outages and improvement in reliability through backup generation were listed. In another study [3] , an optimal siting and sizing method for placing DG in a distribution system was presented and was used to improve the system reliability. One study [4] developed a methodology to evaluate loss of load expectation and unserved energy and also improved the computational efficiency. In the proposed approach, the authors correlated the hourly load to the output of the unconventional units and assigned them to specific states using a clustering algorithm. In another study [5] , a time sequential simulation to evaluate the reliability of a distribution system with wind turbine generators (WTG) was presented. The power output of the WTG at a specific hour was expressed as a function of the wind speed at that hour, and the rated power of the unit. The authors in [6] developed a Monte Carlo based method for the adequacy assessment of a distribution system with DG. The total output power of all the working DG was treated as a random process attributed to the random nature of the DG duty cycle, its failure rates and restoration times. One study [7] used an hourly reliability worth assessment of a distribution system to determine the optimal operating scheme for DG. According to the authors [7] , in order to determine the optimal strategy for the DG operation, the reliability worth should be balanced with the cost of power through a suitable combination of the two operating modes.
For state evaluation of the distribution network, most of these studies used load flow programs to evaluate the load demand status corresponding to a particular system state. The methodology developed in this paper uses the FordFulkerson algorithm to determine the flows in the network and evaluate the load demand status for every state of the system operation. On addition of DG to the network, reliability assessment and comparison can be done with this technique using easily available failure/repair statistics of components and load characteristics. For preliminary planning studies, this technique offers an efficient and thorough evaluation of the system reliability.
II. MONTE CARLO SIMULATION
The Monte Carlo method is a stochastic simulation of the operation of a network. The failure and repair histories of components are simulated using random variables with probability distributions of the component states, which mimic the random behavior of the system operation such as component failures. The main objective of the simulation is to generate the expected or average value of various component and system reliability indices [8] .
The benefit of Monte Carlo technique over analytical evaluation techniques is that for large-scale systems, analytical techniques become progressively more complicated and unsuitable for assessing system reliability. Analytical techniques often require contingency enumeration of a large number of states before they can be reduced. Monte Carlo techniques avoid this problem by sampling a representative set of system states.
A. Sequential and Sampling simulations
There are two main approaches for Monte Carlo methods in power system reliability studies viz. the sequential and sampling techniques. The sampling technique randomly samples the probability distribution of component states to evaluate the system state. The sequential technique chronologically simulates component state transitions to evaluate the system state. In this paper, the sequential Monte Carlo technique is used since it is difficult to evaluate the frequency index using the sampling approach.
The sequential Monte Carlo technique may be performed using the Fixed Time Interval (synchronous timing) method by advancing time in fixed steps or by using the Next Event (asynchronous timing) method by advancing to the occurrence of the next event [9] . The Fixed Time Interval method is inefficient in practice since most of the simulated intervals may contain no event or change. The Next Event method simulates a system over time as a sequence of discrete events. Unlike the Fixed Time Interval method, this method only evaluates the system state when a component state changes. Thus the simulation is event-driven, not time driven. This is essentially a Discrete Event view of the system over time. Reliability indices are calculated using both the number and duration of system states simulated.
III. THE FORD-FULKERSON ALGORITHM
The Max-Flow Min-Cut theorem [10] states that for any network, the value of the maximum flow from source to sink is equal to the capacity of the minimum cut. The net flow in the network satisfies the three conditions viz.
1) Capacity constraint from any arc in the path 2) Flow conservation between nodes 3) Skew symmetry The Max-Flow Min-Cut problem is computed using the FordFulkerson Max Flow Labeling algorithm. To determine a feasible flow augmentation path from source node to the sink node a Labeling routine is used in the following manner
• Mark all nodes as unlabeled and unscanned.
• Label source node with value −∞.
• While sink node not labeled, for any labeled and unscanned node x, -label each unlabeled successor node y with excess capacity between x and y. -label each unlabeled predecessor node w with positive flow from w to x. -Mark x as scanned.
• If the sink is labeled, then an augmenting path has been found.
• If the sink is not labeled, then no augmenting paths exist. This Labeling routine is used in the Ford-Fulkerson algorithm as shown is Figure 1 to compute the maximum flow in a [10] . The algorithm initializes flow in all arcs in the network to zero and ascertains that capacity constraints and flow conservation at nodes are observed. If a flow augmenting path is found using the Labeling routine from the source to the sink node, the algorithm computes the maximum flow on that path. For arcs leaving the node or forward arcs, the flow is incremented by the maximum flow amount computed. For arcs entering the node or backward arcs, the flow is decremented by the the same computed amount. The Labeling routine is called to find another flow augmenting path and the entire process is repeated again. The algorithm terminates when all possible augmenting paths have been found.
IV. IMPLEMENTATION
A flexible and high-performance simulator is developed in C++. Some primary goals are to support features such as timevarying loads and multiple distributions for generator and line failure and repair rates. Additionally, given the computationintensive nature of such simulations, fast simulation times are also desired.
A. Architecture
The simulator can be viewed as a harmonious collection of several independent modules. The Discrete Event module manages simulated time and keeps track of what events happen next. The Monte Carlo portion uses Monte Carlo techniques to simulate a stochastic model of the power system. In the stochastic model, each generator/line/load has two states: UP (functioning) and DOWN (failed). The Max-Flow module uses the augmentation algorithm to determine the amount of power flowing through every generator/line/load in the system. A fourth module is responsible for collecting system-level statistics. Lastly, the Visualization module creates a readable representation of the power system and collects statistics.
1) Discrete Event Simulator :
The simulator uses a sequential simulation of the power system's stochastic model to collect a representative sampling of system states. To this end, it is necessary to manage and keep track of simulated time and events. However, the addition of time-varying loads and certain types of statistic-collection require artificial events to happen during the simulation. These events are artificial in the sense that they do not necessarily correspond to a physically-based action. Formally, the time model used in the simulator is a Discrete Event model, in which the simulation progresses as a sequence of instantaneous events.
In terms of the implementation, a priority queue is used to keep a list of events waiting to happen. The priority queue structure allows the next-event to be determined in O(1) time. Associated with each event is the time of occurence (in hours), and a call-back method that will be executed upon occurence. Each object that schedules an event has its own call-back function to handle the event's occurence.
2) Monte Carlo : For reasons previously mentioned, the handling of simulation time is kept separate from the Monte Carlo simulation of the power system. The components that are subject to failure and repair are generators and lines. Each generator and line is implemented as an object that interacts with the Discrete Event portion of the system. Each generator and transmission line (independently) schedules its own failure and repair events. This is sometimes referred to as an Agent-based approach. The failure distribution and repair distribution are specified (independently) for each component. Currently, fixed-interval (non-random), Exponential, and LogNormal distributions are supported.
3) Max-Flow : A path-augmenting Max-Flow algorithm is implemented. It takes as inputs an adjacency matrix (representing the interconnection of components) and a list of maximum generation/transmission/demand capacity for each component. Constant and time-varying loads are supported and are evaluated at each time step. The Monte-Carlo state of the system determines which generators and lines are available for supplying power. Since the Max-Flow algorithm is inherently deterministic, for large classes of system states, result of the algorithm is the same for each class. For example, consider a system with two generators and two loads. Assume that each generator generates 1MW and each load demands 1MW. Since both loads are connected to both generators, a purely deterministic Max-Flow algorithm will cause only the second load to be unserved when either generator is down. The first load will always be served if either generator is up. Due to the symmetry of the system, one would generally expect both loads to have similar HLOLE/FLOL statistics. In reality, when there is insufficient generation to satistfy the load demand, rolling blackouts are typically used to evenly distribute the loss of load.
The order in which paths are discovered in augmentingpath Max-Flow algorithms is not easy to control. In this case, the problem of determinacy is solved by using a (pseudo) random number generator to randomize the element order of the adjacency matrix and capacity list provided to the MaxFlow algorithm. Randomizing the order of the elements has the effect of randomizing the order of augmenting paths discovered by the Max-Flow algorithm.
4) Collection of Statistics :
A variety of statistics are collected for individual components as well to characterize system-wide behavior. Each generator and transmission line maintain durations of their respective Monte Carlo states as well as the number of state changes experienced since the beginning of the simulation. In the case of time-varying loads, the load statistics are updated upon every change of any time-varying load. For all loads, system-level statistics are collected. At a particular time instance, the system is defined to be UNSERVED if at least one load is in an UNSERVED state. System-level HLOLE, FLOL, and EUE statistics are maintained. Also a statistic for convergence is maintained. At each simulated year, the coefficient of variation of the systemwide HLOLE is sampled and a running mean and standard deviation are updated:
5) Visualization : For visualizing simulation results
, an open-source package, Graphviz is used to graphically display the power system being simulated and each component's associated statistics. Such a display permits easy visualization of the power system and allows quick verification of results.
B. Simulation Procedure
The following steps are carried out at every simulated instant:
1) Run Max-Flow. 1) Coefficient of Variation for System HLOLE < a theshold 2) Number of simulated time steps < a threshold When time-varying loads are present, the COV of the system HLOLE does not strictly decrease over simulated time. It is observed that near the beginning of the simulation, the COV varies wildly and may even increase steadily. Thus, the second termination condition is intended to allow the simulation to progress far enough until the COV becomes strictly decreasing.
V. DISTRIBUTION SYSTEM DATA Two types of networks used for the case studies are shown in Figure 2 Both networks are configured to have two main supply points, each of capacity equal to half of the total energy supplied to the network.
For the analysis, different capacity levels for the supply points are considered. In addition, DG is included at various points in the networks. The network points with loads having the highest indices for HLOLE and EUE are chosen for DG placment. Some of these cases are analysed in the next section. The load points with lower reliability indices usually occur at the end of the feeders, farthest from the supply points.
A. Distributions for Component Models
For both the networks, the supply point failure rates and mean repair times are assumed to be 4.42 failures/year and 20 hours respectively. Distribution line failure rates and mean repair times are 0.44 failures/year and 10 hours respectively. DG is modeled in the same manner as the main supply with the same failure rates and repair times. The mean Time-ToFailure (TTF) and mean Time-To-Repair (TTR) for the supply points and lines are assumed to have exponential distribution. The relation between the transition times and transition rates is given by
Exponential distributions have cumulative distribution functions of the form:
with mean 1 ρ . For simulation using Monte Carlo methods, it is useful to generate random numbers from an exponential distribution. For example, it is a standard practice to model a component's TTF and TTR using an exponential distribution. Generally, most software languages provide a floating-point random number generator that is uniform on [0, 1). For a random number z taken from a uniform distribution on [0, 1), a realization of an exponentially distributed random variable X with parameter ρ can be obtained by :
B. Load Models
The different load categories and classifications are obtained from the RBTS network data [11] . Bus 2 has four types of customers viz. residential, small user, government/institution and commercial. Bus 4 has three types of customers viz. residential, small user and commercial. All the load points of the two networks are classified as one of these customer types. The total peak load for Bus 2 is 20 MW, while the total peak for Bus 4 is 40 MW. For the load modeling, hourly time-varying characteristics is incorporated. The weekly loads for 52 weeks are expressed as percentages of the annual peak load for the different customer types. Similarly, the daily loads are expressed as percentages of the weekly peaks and the hourly loads are expressed as percentages of the daily peaks for summer, winter and spring/fall weeks.
VI. CASE STUDIES
A wide range of scenarios are simulated and studied to assess the reliability of the modified distribution networks of the RBTS Bus 2 and Bus 4. Using the Monte Carlo-Max Flow methodology, distributions for component models and time varying load characteristics, the networks are simulated and various reliability indices are evaluated.
A. BUS 2 Reliability Results
The first study considers the Bus 2 network. At each simulated year, the coefficient of variation of the systemwide HLOLE is sampled and a running mean and standard deviation are updated. The system level statistics for all the cases are recorded when the sampled HLOLE reaches a COV of 2.5. However, in order to compare the individual load point indices, convergence of system HLOLE doesn't necessarily imply convergence of load point statistics. This is due to the fact that the system converges faster than the individual load points. Hence, a convergence criterion based on the load point EUE index is used for collecting load statistics and for comparing the specific load status. A COV of 2.5 gives a 95 percent confidence margin for the obtained statistics.
The graphical illustration for all these cases represent the actual distribution network links with added nodes to show the interconnections between distribution lines, supply points and loads. To run the Max-Flow module all generation arcs including DG arcs are connected to the source node and all load arcs terminate into the sink node. The nodes into which DG arcs terminate represent the actual placement location for the DG.
1) Supply Capacity of 30 MW:
In distribution networks, it is common practice to have some margin between the supply and maximum load demand. Hence, in the case considered in this section, the total supply capacity is assumed to be 30 MW. The maximum system load is 20 MW. It is probable that in the event of loss of any one generation, the load demand may still be met by the standing generation of 15 MW as long as the minimum load demand in its time varying cycle is not above 15 MW. Also, with the surplus generation, the line failure rates have greater influence on the loss of load and unserved energy indices.
Figures 4 show the graphical overview of the distribution network at supply capacity of 30 MW where G01 and G02 represent the equivalent generators for the two supply points. 2 DG are at nodes 9 and 34 of the network respectively. For the three cases, Table I compares the EUE, HLOLE and FLOL indices for no DG in the network, 1 DG and 2 DG additions respectively.
The differences in the load point EUE for the three cases is recorded in Figure 5 . Loads directly served by the DG, in the event of supply outage, show improvements from the base case. However, for all other loads that experienced the most outage, addition of DG does not produce much difference. This is due to the fact that generation outage is a less influencing factor than line outage when there is surplus generation. Hence, for loads that are not directly fed from DG, loss of load is caused more often by line outage than generation outage and the reliability indices are less affected.
B. BUS 4 Reliability Results
The distribution system of the RBTS Bus 4 is also evaluated by the developed methodology. Some modifications are made to the network as described previously. Different capacity levels for supply are considered in a similar fashion to the Bus 2 network. Bus 4 is a larger network than Bus 2 with 7 feeders, 67 distribution lines and 38 loads. 
1) Supply Capacity of 40 MW:
The maximum system load demand for this network is 40 MW. The study assumes the supply capacity to be exactly equal to this maximum demand. The system supply is represented by two generators each of capacity half of the total supply. Hence, loss of load occurs when any one of the generators or lines are failed. The generator failure rate assumed to be ten times the line failure rate has the greatest influence on the status of load satisfaction.
The load points at the end of the feeders that have the most number of distribution arcs show the highest indices for EUE and HLOLE. Hence, DG operating in standby mode is added to the network to assess the system reliability. The first case considers addition of 2 DG at nodes 28 and 54. These nodes connect the load points farthest from the supply. In addition, node 54 is connected to loads that have the highest individual peak load of the entire network. Hence, these load points experience much higher loss of load than others. Installing DG at node 28 will offer standby support to loads 15, 16 and 17 and DG at node 54 supplies to loads 30 and 31. The capacity of the DG at node 28 is 2.5 MW and the capacity of the DG at node 54 is 4.1 MW. These values are the sum of the peak demand of the supplied load points.
Since the network is large, there are several load points which experience substantially high outage indices. Hence, the final case considers addition of 4 DG to the network. As in the previous case, there are 2 DG each at node 28 and 54 as well as a DG at nodes 41 and 65 of capacity 2.5 MW. Node 41 connects to load points 23, 24 and 25 and node 65 connects to load points 36, 37 and 38 as shown in Figure  6 . Comparison of system reliability indices in Table II show T07   8   T06   12   T10   10   T08   11   T09   13   T11   14   T12   17   T15   16   T14   19   T17   18   T16   20   T18   23   T21   22   T20   25   T23   24   T22   T26   26   T24   27   T25   30   T28   29   T27   32   T30   31   T29   35   T33   34   T32   38   T36   36   T34   37   T35   T39   39   T37   40   T38   43   T41   42   T40   44   T42   45   T43   48   T46   47   T45   50   T48   49   T47   51   T49   T52   53   T51   56   T54   55   T53   57   T55   60   T58   59   T57   62   T60   61   T59   T63   63   T61   64   T62   67   T65   66   T64   68   T66   69   T67   L01 L02 L03 L04  L11 L12 L13  L18 L19 L20 L21  L32 L33 L34 L35  L05  L14 L15  L22 L23  L36 L37  L08  L10  L26 L27 L28 L29 L30  L09  L31  L06 L07 L16 L17 L24 L25 L38 marked improvement when 2 and 4 DG are added. In this case, where outage of any one of the system generators result in loss of load, the load point EUE significantly improve on addition of DG. All load points, whether they are supplied by the DG or not show significantly reduced EUE in Figure  7 . This again is attributed to the fact that limited available main supply generation is fed to loads not connected to DG in the event of outage. Hence, reliability of all load points are improved with addition of DG when the supply outage is the main factor for loss of load.
In conclusion, analysis of the two different distribution networks validates general reliability assessments for load points and overall system. Some of the observations can be easily verified intuitively, but for large systems this becomes progessively difficult. This methodology provides a good quantitative reliability assessment tool for large distribution networks. These assessments may be used in preliminary planning studies to analyse the tradeoffs between cost reductions and reliability enhancements. Also, in the studies shown, EUE is appears to be the most responsive index of reliablity and the relative influence of DG in a network is seen be closely related to the capacity redundancy of the supply. Loads connected to DG always demonstrate improved reliability, however the improvement of other load point reliability indices depend on whether the generation outage or line outage is the principle contributor for loss of load.
VII. CONCLUSION This paper has presented a new methodology that simulates the operation of distribution networks with DG and evaluates the status of load demand and system reliability in such networks. This methodology can be used for preliminary planning studies and quantitative reliability analysis of distribution networks. A flexible and efficient simulator has been developed to implement this methodology. Various additional features such as multiple distributions for the supply and distribution line outage and repair rates and time-varying load characteristics have been incorporated.
Cases of different supply level distribution networks with variable number of DG have been studied to analyze the reliability impact of DG to the network at system level and at specific load points. The reliability assessment is based on computation of indices such as HLOLE, FLOL and EUE. Based on the results, EUE is observed to be the most responsive index of reliablity for this application. Also, the relative impact of DG in a network is seen be related to the capacity redundancy of the supply in the network. Loads connected to DG always demonstrate improved reliability. Elsewhere in the network DG enhanced reliability to a lesser degree by reducing the feeder loadings. However, the improvement of these load point reliability indices depends on whether the generation outage or line outage is the principle contributor for loss of load. Further research on this aspect can be done to device a new index of reliability.
