Introduction
In the paper an algorithm is described for the computation of the dimension of an algebraic variety over a zero characteristic ground eld. The variety is given as a set of zeros of a family of polynomials of the degree less than d in n + 1 variables. The working time of the algorithm is polynomial in the size of input and d n . The problem of the computation of the dimension has attracted the attention of specialists for approximately ten years. In 3] an algorithm is suggested for decomposing an algebraic variety into the irreducible components with the complexity polynomial in d n 2 . This algorithm has the best known bound for the complexity of the computation of the dimension in the case of arbitrary characteristic. In 6] a well parallelizable arithmetical network is constructed for the computation of the dimension in non{uniform polynomial sequential time in the size of input and d n .
In 6] the problem also is stated to nd an algorithm with a bitwise complexity d O(n) . The result of the present paper solves this problem for varieties over elds of zero characteristic. In the case of non{zero characteristic the problem is still open.
In this paper we consider only the case of projective varieties but some modication of the method is also valid for the computation of the dimensiosn of a ne varieties. These results a ord to compute all the components of a given dimension
Research supported by the Volkswagen{Stiftung, Program on Computational Complexity, University of Bonn c of the variety in time polynomial in d (c+1)(n?c) and the size of input which proves the hypothesis from 3]. We are going to present these algorithms in next papers.
By constructing the algorithm in this work the technics of the real algebraic geometry is essentially used. Here the result from 10] is crucial which in its turn is based on the result of 9], see below section 2. We consider algebraically closed elds but for them the existance of the automorphism of the complex conjugation is essential or more generally of the conjugation over a really closed sub eld, see section 1.
Note that the probabilistic algorithm for the computation of the dimension is simple in every characteristic. For every s one takes in random an hyperplane H s of the dimension s, adds to the initial family of polynomials linear ones which determine H s and nd whether the set of zeros of this new family is nite. This can be done in time polynomial in d n . The dimension will be equal to n ? s 1 where s 1 is the maximal s for which this set of zeros is nite. Now we give the precise statements. Let k = Q(t 1 ; : : : ; t l ; ) be the eld where t 1 ; : : : ; t l are algebraaically independant over the eld Q and is algebraic over Q(t 1 ; : : : ; t l ) with the minimal polynomial F 2 Q t 1 ; : : : ; t l ; Z] and leading coe cient lc Z F of F is equal to 1. Let homogeneous polynomials f 0 ; : : : ; f m 2 k X 0 ; : : : ; X n ] be given. Consider the closed algebraic set or which is the same in this paper the algebraic variety V = f(x 0 ; : : :; x n ) : f i (x 0 ; : : :; x n ) = 0 80 i mg P n ( k) :
This is a set of all common zeros of polynomials f 0 ; : : :; f m in P n ( k), where k is an algebraic closure of k. The dimension dimV of V is de ned to be the maximum of dimensions of all irreducible components of V .
We present each polynomial f = f i in the form f = 1 a 0 X i0;:::;in X 0 j<deg a i1;:::;in;j j X i0 0 X in n ;
where a 0 ; a i1;:::;in;j 2 Z t 1 ; : : :; t l ]; gcd i1;:::;in;j (a 0 ; a i1;:::;in;j ) = 1. We de ne the length l(a) of an integer a by the formula l(a) = minfs 2 Z: jaj < 2 s?1 g.
The length of coe cients l(f) of the polynomial f is de ned to be the maximum of length of coe cients from Zof polynomials a 0 ; a i1;:::;in;j . By de nition deg t (f) = max i1;:::;in;j fdeg t (a 0 ); deg t (a i1;:::;in;j )g ; where 1 l. In the similar way deg t F and l(F) are de ned.
We shall suppose that we have the following bounds The size L(f) of the polynomial f is de ned to be the product of l(f) to the number of all the coe cients from Zof REMARK. The working time of the algorithm from the theorem is essentialy the same as by solving system of polynomial equations with a nite set of solutions in projective space. So it can be formulated also in the case when l is not xed, see 3].
1 Constructing a real structure on the constant eld
In this section l is not xed. The existance of follows immediately from the construction and the fact that is not a real root of '. Finitely, we set = , = and R 1 ; I 1 to be the residues from the division of R 2 and I 2 by . In the case when ' has a real root we can also take = , = ', R 1 = Z, I 1 = 0. So in any case we can construct , , R 1 , I 1 for which (i) and (ii) hold. (2) 0 , i1; ::: ;il = (1) i1; :::;il + p ?1 (2) i1; :::;il , where (1) 0 ; (2) 0 ; (1) i1; :::;il ; (2) i1; ::: ;il 2 Q ].
De ne elements 
i1; ::: ;il u i1 1 u il l :
Suppose that is not real. Then we have = (1) + p ?1 (2) . The element = (1) ? p ?1 (2) is a root of the polynomial ' 1 = '=(Z ? ) 
Thus we have constructed the required polynomial ; R; I in the case when is not real. If is real we set = ', = = (1) , (2) = 0, R = Z, I = 0 and all the formulated above statements are satis ed. Thus, we can construct ! j1; ::: ;jl in the required time and check whether ! j1; ::: ;jl > 0 within the same time; Lemma is proved.
Below we shall need the following LEMMA 3. There exists a polynomial P such that changing in the construction described elements z i for arbitrary elements z i 2 Q with jz i ? z i j < Then we set = (R j t1=z 1 ; ::: ;tl=z l )(~ ) + p ?1(I j t1=z 1 ; ::: ;tl=z l (~ ) (it can be computed due to (b)). We have '(R( ) p ?1 I( )) = 0; = R( ) + cI) ). So '(z 1 ; : : : ; z l ; ) = 0. Let correspond to in our construction when corresponds to . Then we have =~ and by the uniqueness in Hensel's lemma = ; = ; R = R.
Note that in the assumptions of the Lemma (a), (b), and (c) are satis ed for some polynomial P. Lemma is proved.
Remind that the eld Q(t 1 ; : : : ; t l ) has the order induced by the linear order on monomials u j1 1 : : : u jl l described above. Denote by Q(t 1 ; : : : ; t l ) the real closure of the eld Q(t 1 ; : : : ; t l ) with this xed order. PROOF. It follows from (2) that
Show that for each connected component W of solutions of (3) which contains some solution of (2), also (4) is satis ed, i.e. every 1 2 W is a solution of (4).
Indeed, since W is a component of solutions of (3) Each connected component of solutions of (4) is bounded. Therefore, each connected component W of solutions of (3), which contains some solution of (2), is also bounded. Therefore, there exists a local maximum 2 of g in the domain W. In the point 2 the equality grad g = 0 is satis ed.
Connected components of solutions of (4) tend to connected components of solutions of (2) in the sense that for every > 0 there exists > 0 such that for every 0 < " < the {neighbourhood of the connected component W 1 of solutions (2) contains the connected component W 2 of solutions of (4) which satis es (2). This assertion is also true in the classic topology.
PROOF. Set " = " 1 =" 0 , X i = Z i =Z 0 , 1 i n, and consider the homogeneous relatively (" 1 ; " 0 ); (Z 0 ; : : : ; Z n ) system corresponding to (6), which is obtained from (6) by the given above substitution and multiplication to the least common denominator. Let we get the following system g 1 = : : : = g n = 0
It de nes the set of solutions W (P 1 P n )(C). Let W = We have V W. Denote by V the closure of V in P 1 P n . Let V = S j V j be the decomposition of V into irreducible components. Each component of V is also the component of W, and each component of W which is not contained in some hyperplane f" 1 = c " 0 g, c 2 C , is the component of V . This follows from the fact that p 0 2 P 1 A n .
Thus, we have proved that Wnf" 1 = 0g\f" 1 = 0g is nite. Therefore, U \f" = 0g is nite, since U Wnf" 1 = 0g. The second assertion of the lemma follows from the Lemma 5. The Zariski topology in (A 1 A n )(R) is weaker than the topology of the really closed eld. Therefore, the rst statement of the lemma is satis ed also in the Zariski topology. (2) The construction for the base s = 1 is easy. If f 0 (X 0 ; X 1 ; 0; : : : ; 0) 6 = 0 then one can take h 1 = f 0 and L (1) i = X i , i 2. In the general case it is not di cult to nd an appropriate linear substitution such that after applying it the condition f 0 (X 0 ; X 1 ; 0; : : : ; 0) 6 = 0 will be satis ed. where ' j ( j ) = 0, ' j 2 k Z] is an irreducible polynomial, x j; 6 = 0. Construct for every j a primitive element j = + c j of the eld k( j ) over 
The solutions of system (8) over the algebraic closure K 1 of the eld K 1 correspond bijectively to the solutions of system (9) over the real closureK 1 of the eld K 1 . Let x j = (x j;0 : x j;1 : : : : : x j;n ), some x j; = 1, x j;u = y j;u + p ?1 z j;u , y j;u ; z j;u 2 K, 0 u n. Denote h (3) = P 0 i n ((Y i ? y j;i ) 2 + (Z i ? z j;i ) 2 ) and consider the system with an inequality h 1;1 = h 1;2 = : : : = h s;1 = h s;2 = h (1) = h (2) = 0; h (3) " 1 (10) with coe cients from the eld K 1 . Each solution of (10) overK 1 is the solution of (9) and gives the solution of (8) over K 1 . 
Here " is considered as a variable.
(10) Similarly to section 2 de ne the set U 1 for (11) corresponding to the set U for (6) . We have U 1 (A 1 A 2n+2 )(K 1 ). Analogous to the proof of Lemma 6 we prove that U 1 \ f" = 0g is a nite set where U 1 is the closure of U 1 in the Zariski topology. Therefore, each irreducible component V of U 1 which has a non{empty intersection with f" = 0g has the dimension dimV = 1.
Further, Lemma 8 implies that if (10) has a solution over the eldK 1 then there exists 2 (U 1 \ f" = 0g) which satis es (10). In the next paragraphs (11), (12), (13) we shall construct all the points from U 1 \ f" = 0g.
(11) Consider the system
for the system (11) which is analogous to (7) for system (6) and the sets The component v is given in output of the algorithm from 3] by the isomorphism of elds over K 1 (") K 1 (") v ] = K 1 (") y ;0 ; : : : ; y ;n ; z ;0 ; : : :; z ;n ] ' K 1 (") ]:
(13)
Here K 1 (") v ] is the eld of rational functions on v de ned over K 1 ("), y ;0 ; : : : ; y ;n ; z ;0 ; : : : ; z ;n are coordinate functions on v in A 2n+2 (K 1 (")), the element is algebraic over K 1 (") and has minimal polynomial 2 
give all the points (y 0 ; : : : ; y n ; z 0 ; : : : ; z n ) 2 (U 1 \ f" = 0g) .
Let be an embedding of the eld K (15) Now our aim is to nd the points form (U 1 \ f" = 0g) which are solutions of (10). By paragraphs (10), (13) and (14) it is su cient for this to construct expansions in the eld of all the elements ; , i.e. to construct expansions of all the roots of polynomials P ; in for all ; . Besides that we have deg z (P ; ; ); deg "1 ; deg tj (P ; ; ); < P(d n ; d 1 ; d 2 ) for all j and l (P ; ; ) < (M 1 + M) P (d n ; d 1 ; d 2 )) for all ; ; for some polynomial P, see 4] . We can suppose also without loss of generality that P ; ; 2 K " 1 ; Z], lc z P ; ; = 1.
(17) Apply again the algorithm from 4] and nd partial sums of the expansions of roots of P ; ; in 1 . We take the partial sums till the separation of roots of P ; ; in Newton's polygon method, see 4]. Herewith the irreducible polynomials P ; ; ; 2 K Z] with roots ; ; ; are constructed which satisfy the following properties. Let 2 be an arbitrary embedding of the eld K ; ; ; ] in K over K. Then the set of elds K 2 ; ; ; ] for all 2 ; ; ; ; coincides with the set of elds K ; ; ; 1 for all ; ; ; 1 , where the eld K ; ; ; 1 is generated over K by the coe cients from K of the expansion in 1 of the element 1 ; ; .
Besides that, we have, see 4], deg z (P ; ; ; ); deg tj (P ; ; ; ) < P (d n ; d 1 ; d 2 ) for all j and l (P ; ; ; ) < (M 1 + M) P (d n ; d 1 ; d 2 ) for all ; ; ; and some polynomial P.
We can suppose also without loss of generality that P ; ; ; 2 Q t 1 ; : : : ; t l ; ( ; 0 ) . Let in the algorithm of section 1 by the construction of j the elements z 1 ; : : : ; z l 2 Q be chosen. Using lemma 3 for the element j instead of nd z 1 ; : : : ; z l 2 BbbQ for which the conclusion of lemma 3 is satis ed and 3 (z 1 ; : : : ; z l ) 6 = 0. Thus, by lemma 3 we construct a new real structure of Q (t 1 ; : : : ; t l ) j ] for which j = j ; R j = R j ; I j = I j . By lemma 4 construct using the algorithm from section 1 all the real structures for the eld Q (t 1 ; : : : ; t l ) m u] which induce this new real structure of the eld Q (t 1 ; : : : ; t l ) j ]. These real structures of Q (t 1 ; : : : ; t l ) ] exist by lemma 4, sinceK ( p ?1) = K Q (t 1 ; : : : ; t l ) ]. The number of these real structures of Q (t 1 ; : : : ; t l ) ] is no more than deg z P by the construction of section 1. Considering one of these real structures we shall denote by ; R ; I ; the elements corresponding to ; R; I ; of section 1.
(19) Note that systems (9) (20) Now we can nd the elements of (U 1 \ f" = 0g) which are solutions of (10) . By paragraphs (15), (16), (17) if such a solution exists then there exists for which the eld Q (t 1 ; : : : ; t l ) ] is a real ordered eld in one of real structures constructed in paragraph (18), i.e. in one of real structures with = . This condiction means that the corresponding element of (U 1 \ f" = 0g) belongs to A 2n+2 (K 1 ) . The elements of (U 1 \ f" = 0g) are given by (14). Now we substitute those of them, for which there exists = ( ; ; ; ) and the real structure from paragraph (18) with = , in system (10) and check whether (10) is satis ed. By lemma2 we can check the inequality from (10) in time polynomial in d n ; d 1 ; d 2 ; M; M 1 . Thus, we can nd all the elements of (U 1 \ f" = 0g) which are solutions of (10) . Therefore, by paragraph (10) we can nd one of solutions of (10) 4 Conclusion of the description of the algorithm (21) LEMMA 9. The polynomial h is equal identically to zero on each irreducible component W 1 of the variety W = fh 1 = : : : = h s = 0g P n (K), such that x j 2 W 1 if and only if there exists no solutions of system (9) over the real closure K 1 of K 1 . PROOF. Let h be equal identically to zero on each such W 1 . Denote V = fh1 = : : : = h s = 0g A n+1 (K 1 ) . So, V is the set of all the zeros of h 1 ; : : : ; h s in A n+1 (K 1 ) . Then there exists a homogeneous polynomial P with coe cients from K such that (h = L d 0 )(V \ fPL 0 6 = 0g) = f0g and P (x j ) 6 = 0. Let x j = (x j;0 ; : : : ; x j;n ) 2 A n+1 , where x j = (x j;0 : : : : : x j;n ) 2 P n+1 , see paragraph (10) of section 3. Denote by fjx ? x j j 2 < " 1 g A n+1 (K 1 ) the set corresponding to the set fh (3) < " 1 g A 2n+2 (K 1 ) , see paragraph (10) where x r = y r + p ?1 z r , see paragraph (10) of section 3, and eld is de ned in paragraph (14) of section 3. Besides that, these expressions for X r in are algebraic over
is a nite extension of elds. Therefore, the expression for y r and z r are also algebraic over K 1 , since they are linear combinations of roots of minimal polynomial for x r over K (" 2 ) , cf. section 1. Therefore, by paragraph (14) and the fact, that " 2 is the in nitely small value of greater order of smalness than " 1 , we conclude that these expressions for y r ; z r ; 0 r n, give the solution of system (10) over the eldK. Lemma is proved.
(22) Suppose that we found 1 j N 0 , for which system (10) had no solutions.
Then we go to the consideration of the next element h 2 H.
(23 Let for the considered index j system (10) have a solution which is found in paragraph (20) of section 3. By paragraph (8) we get a solution x j = (x j;0 :
: : : : x j;n 2 P n (K 1 ) of system (8) ; , see paragraph (13) and (8) . The condiction h (3) " 1 from (10) for x j can be written in the form P 0 i n jx j;i ?x j;i j 2 " 1 where x j = (x j;0 ; : : : ; x j;n ), see paragraph (21). has a nite number of solutions and at least N 1 solutions (all solutions in P n (K) ). Show that we can change an arbitrary coe cient in forms L 0 s+1 ; : : : ; L 0 n for an integer coe cient with the required length such that the new obtained system analogous to (15) will have no less than N 1 solutions but a nite number of solutions. Let L 0 s+1 = P 0 i n l s+1;i X i ; l s+l;i 2 K 1 and we wish to change, say, l s+1;0 for a coe cient from Z. At rst change l s+1;0 for a transcendental element t and denote by L 00 s+1 = t X 0 + P 0 i n l s+1;i X i the form obtained. Consider the system h 1 = : : : = h s = L 00 s+1 = L 0 s+2 = : : : = L 0 n = 0:
Let (U 0 ; : : : ; U n ; ; t) 2 K 1 U 0 ; : : : ; U n ; ; t] be the U-resultant of system (16), see 8] . Note that (U 0 ; : : : ; U n ; ; l s+1;0 ) 6 = 0 is the U-resultant os system (15 (17), we nd t = t 0 such that system (17) has N 2 N 1 solutions and N 2 < +1. We change l s+1;0 for t 0 and get new forms L 0 s+1 ; : : : ; L 0 n . Applying the procedure described further to the second, third, : : : coe cients of the forms L 0 s+1 ; : : : ; L 0 n , we get the required M s+1 ; : : : ; M n .
(27) Return to paragraph (23). Solve system (15). It has a nite number of solutions. Indeed, the U-resultant 1 of system (15) has coe cients which coindice with the coe cients of the U-resultant 2 of the system h 1 = : : : = h s = L (s) s+1 = : : : = L (s) n = 0 up to in nitely small values relatively toK, i.e.
1 ? 2 has in nitely small relatively toK coe cients. We have 2 6 = 0, since ] V s < 1, see paragraph (1) . Therefore, 1 6 = 0. This implies that system (15) has a nite number of solutions. If system (15) has N 1 > N solutions we construct M s+1 ; : : : ; M n by paragraph (26) and change L s+1 ; : : : ; L n for M s+1 ; : : : ; M n . Then we return to the beginning of the algorithm for the considered s. The number of points of V s , see paragraph (1) of section 3, now is greater than it was. Indeed, it is su cient to prove that h is not equal identically to zero on each component W 1 of the variety W = fh 1 = : : : = h s = 0g . Note that W 1 \ fL s+1 = : : : = L n = 0g 6 = since W 1 is projective and dim W 1 = n?s. So there exists 1 j N such that x j 2 W 1 . If N 0 < j N we have h(x j ) 6 = 0, see paragraph (1) , and the assertion is proved for W 1 . If 1 j N 0 then by lemma 9 the polynomial h is not equal identically to zero on some component W 2 of W such that x j 2 W 2 . Suppose that h is equal identically to zero on W 1 . Then by lemma 11 there exist two di erent points x 0 and x 00 which are solutions of (15) and x ji ? x 0 i ,x ji ? x 00 i are in nitely small relatively to the eldK for all 0 i n . On the other side by lemma 10 for every 1 j N there exists a solution x 000 of system (15) such that x 000 2 W 1 and x 000 ? x j;i are in nitely small relative toK for all 0 i n . Therefore, system (15) has N + 1 solutions, since points x j 2 P n (K). This leads to the contradiction. Thus, h is not equal identically to zero on W 1 . The assertion is proved. We set in this case h s+1 = h . (32) We have concluded the description of the algorithm for the computation of the dimension. Note that in paragraph (27) by B ezouts inequality we have no more than d s returns to the beginning of the step s. Therefore, by the construction described the general working time of the algorithm is polynomial in d n ; d 1 ; d 2 ; M 1 ; M 2 . The theorem from the introduction is completely proved.
