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Figure 1: Completion results of face images with synthetic and real occlusions.
Abstract
Deep convolutional networks (CNNs) have achieved
great success in face completion to generate plausible facial
structures. These methods, however, are limited in main-
taining global consistency among face components and re-
covering fine facial details. On the other hand, reflectional
symmetry is a prominent property of face image and bene-
fits face recognition and consistency modeling, yet remain-
ing uninvestigated in deep face completion. In this work,
we leverage two kinds of symmetry-enforcing subnets to
form a symmetry-consistent CNN model (i.e., SymmFCNet)
for effective face completion. For missing pixels on only
one of the half-faces, an illumination-reweighted warping
subnet is developed to guide the warping and illumination
reweighting of the other half-face. As for missing pixels on
both of half-faces, we present a generative reconstruction
subnet together with a perceptual symmetry loss to enforce
symmetry consistency of recovered structures. The Symm-
FCNet is constructed by stacking generative reconstruction
subnet upon illumination-reweighted warping subnet, and
can be end-to-end learned from training set of unaligned
face images. Experiments show that SymmFCNet can gen-
erate high quality results on images with synthetic and real
occlusion, and performs favorably against state-of-the-arts.
1. Introduction
The task of face completion is to fill in missing facial
pixels with visually plausible hypothesis [19, 31]. The gen-
erated solutions for missing parts aim to restore semantic
facial structures and realistic fine details, but are not re-
quired to exactly approximate the unique ground-truth. Un-
like images of natural scene, face images usually contain
little repetitive structures [33], which further increases the
difficulties of face completion. Moreover, face completion
can also be used in many real world face-related applica-
tions such as unwanted content removal (e.g., glasses, scarf,
and HMD in interactive AR/VR), interactive face editing,
and occluded face recognition.
Recently, along with the development of deep learn-
ing, significant progress has been made in image inpaint-
ing [24, 26, 28, 29, 33] and face completion [11, 19, 20, 33].
The existing methods generally adopt the generative adver-
sarial network (GAN) [7] framework which involves a gen-
erator and a discriminator. On one hand, contextual atten-
tion [33] and shift-connection [26,28] have been introduced
into the baseline generator (i.e., context-encoder) [24] to
exploit surrounding repetitive structures for generating vi-
sually plausible content with fine details. On the other
hand, global and local discriminators are incorporated to
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(a) Illumination-reweighted warping subnet.
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(b) Generative reconstruction subnet.
Figure 2: Overview of our SymmFCNet. Red, green and blue lines represent the pixel-wise correspondence between the input and the flip
image. Red: missing pixels (input) to non-occluded pixels (flip); Green: missing pixels (input) to missing pixels (flip); Blue: remaining
pixels (input) to remaining pixels (flip).
obtain globally consistent result with locally realistic de-
tails [11, 19], and semantic parsing loss is also adopted to
enhance the consistency of face completion result [19].
However, face completion is not a simple application of
image inpainting, and remains not well solved. Fig. 1 il-
lustrates the results by state-of-the-art CNN-based methods,
including Iizuka et al. [11], Li et al. [19], Yu et al. [33], and
Liu et al. [20]. Because face images are generally of non-
repetitive structures, blurry results remain inevitable in the
methods [11, 19, 33] based on auto-encoder and contextual
attention. Furthermore, from the top image in Fig. 1(e), al-
though the generated right eye by [20] is locally satisfying,
it is globally inconsistent with the left eye.
In this work, we present a deep symmetry-consistent face
completion network (SymmFCNet), which leverages face
symmetry to improve the global consistency and local fine
details of face completion result. The reflectional symme-
try of face images, which has been widely adopted to face
recognition and consistency modeling [4, 8, 27], remains a
non-trivial issue to exploit the symmetry property in face
completion due to the effect of illumination and pose. Non-
symmetric lighting causes the pixel value not equal to the
corresponding pixel value in the other half-face. The devia-
tion from frontal face further breaks the reflectional symme-
try and makes the pixel correspondence between two half-
faces much more complicated.
As shown in Fig. 2, the correspondence between two
half-faces can be divided into three types: (1) The missing
pixels in input image correspond to non-occluded pixels in
flip image (red lines in Fig. 2(a)), which indicates that these
missing pixels can be filled by their symmetric ones. (2)
The missing pixels in input image correspond to missing
pixels in flip image (green lines in Fig. 2(a)), which indi-
cates that these missing pixels can only be filled by gener-
ation. (3) The remaining pixels in input image correspond
to other pixels in flip image (blue lines in Fig. 2(a)). Based
on this, we present two mechanisms to leverage symmetric
consistency for filling in two types of missing pixels.
For missing pixels happened on only one of the half-
faces (see Fig. 2(a)), it is natural to fill them by reweight-
ing the illumination of the corresponding pixels in the other
half-face (the red correspondence in Fig. 2(a)). To cope
with pose and illumination variation between half-faces, we
suggest an illumination-reweighted warping subnet of two
parts: (i) a FlowNet to establish the correspondence map be-
tween two half-faces, and (ii) a LightNet to indicate the ratio
of illumination between two half-faces. For missing pixels
happened on both of the half-faces (see Fig. 2(b)), percep-
tual symmetry loss is incorporated with a generative recon-
struction subnet (RecNet) for symmetry-consistent comple-
tion. Based on the correspondence map established by
FlowNet, the perceptual symmetry loss is defined on the
decoder feature layer to alleviate the effect of illumination
inconsistency between two half-faces. To sum up, our full
SymmFCNet can be constructed by stacking generative re-
construction subnet upon illumination-reweighted warping
subnet. Perceptual symmetry, reconstruction and adver-
sarial losses are deployed on RecNet to end-to-end train
the full SymmFCNet. While illumination consistency loss,
landmark loss and total variation (TV) regularization are
employed to illumination-reweighted warping subnet for
improving the training stability of FlowNet and LightNet.
Experiments show that illumination-reweighted warping
is effective in filling in missing pixels happened on only one
of the half-faces. In contrast, the RecNet can not only gener-
ate symmetry-consistent result for missing pixels happened
on both of the half-faces, but also benefit the refinement
of the result by illumination-reweighted warping. In terms
of quantitative metrics and visual quality, our SymmFCNet
performs favorably against state-of-the-arts [11, 19, 20, 33],
and achieves high quality results on face images with real
occlusions. The contributions of this work include:
• An illumination-reweighted warping network for fill-
ing in missing pixels on only one of the half-faces.
• A generative reconstruction network equipped with
perceptual symmetry loss for the inpainting of missing
pixels on both of the half-faces.
• Our full SymmFCNet for high quality symmetry-
consistent face completion with either rectangular or
irregular missing regions.
• Favorable performance of SymmFCNet in comparison
to state-of-the-arts [11, 19, 20, 33].
2. Related Work
In this section, we briefly review the relevant work of
three sub-fields: deep image inpainting, deep face comple-
tion and the applications of symmetry in face analysis.
Deep Image Inpainting. Image inpainting aims to fill
in missing pixels in a seamless manner [2], which has wide
applications, such as restoration of damaged image and un-
wanted content removal. Recently, motivated by the un-
precedented success of GAN in many vision tasks like style
transfer [10,16], image-to-image translation [12,39], image
super-resolution [15] and face attribute manipulation [17],
deep CNNs have also greatly facilitated the development of
image inpainting. Originally, Pathak et al. [24] present an
encoder-decoder (i.e., context encoder) network to learn the
image semantic structure for the recovery of the missing
pixels, and an adversarial loss is deployed to enhance the
visual quality of the inpainting result. Subsequently, global
and local discriminators [11] are adopted for better discrim-
ination between real images and inpainting results. In ad-
dition, dilated convolution [11] and partial convolution [20]
are introduced to improve the training of generator. To ex-
ploit the repetitive structures in surrounding contexts, multi-
scale neural patch synthesis (MNPS) [29] is suggested, and
contextual attention [33] and shift-connection [26, 28] are
further presented to overcome the inefficiency of MNPS.
Unlike natural images, face images generally exhibit non-
repetitive structures and are more sensitive to semantic con-
sistency and visual artifacts, making it difficult to directly
apply general-purposed inpainting models.
Deep Face Completion. Apart from the aforementioned
image inpainting methods, Yeh et al. [31] develop a seman-
tic face completion method, which exploits the trained GAN
to find the closest encoding and then fill the missing pix-
els by considering both context discriminator and corrupted
input image. Li et al. [19] learn a generative model to re-
cover missing pixels by minimizing the combination of re-
construction loss, local and global adversarial losses as well
as semantic parsing loss. For better recovery of facial de-
tails, Zhao et al. [37] suggest a guidance image from the
extra non-occluded face image to facilitate identity-aware
completion. However, the introduction of guidance image
certainly limits its wide applications, and its performance
degrades remarkably when the guidance and occluded im-
ages are of different poses. Instead of guidance image, we
leverage the symmetry of face images to establish the cor-
respondence between two half-faces, which is then used to
guide the generation of high quality completion result.
Face Symmetry. Symmetry is closely related to the hu-
man perception, understanding and discovery of images,
and also has received upsurging interests in computer vi-
sion [4, 5, 8, 21, 23, 27]. In computational symmetry, nu-
merous methods have been proposed to detect reflection,
rotation, translation and medial-axis-like symmetries from
images [5, 21]. Reflectional symmetry is also an important
characteristic of face images, which has been used to as-
sist 3D face reconstruction [4], 3D face alignment [23] and
face recognition [8, 27]. In addition, Huang et al. [9] adopt
symmetry loss on pixel and Laplacian space for identity-
preserving face frontalization. Unlike [9], we present a
more general scheme for modeling face symmetry for face
completion.
3. Method
Face completion aims at learning a mapping from oc-
cluded face Io as well as its binary indicator mask M to
a desired completion result Iˆ (i.e., an estimation of the
ground-truth I). Here, the images Io, M , and Iˆ are of the
same size h×w, andM(i, j) = 0 indicates the pixel at (i, j)
is missing. To exploit face symmetry, we present our two-
stage SymmFCNet to generate symmetry-consistent com-
pletion result. In the first stage, an illumination-reweighted
warping subnet is deployed to fill in missing pixels hap-
pened on only one of the half-faces (see Fig. 2(a)), where
a FlowNet is included to establish the correspondence be-
tween two half-faces. In the second stage, a generative re-
construction subnet is used to handle missing pixels hap-
pened on both of the half-faces and further refine the in-
painting result (see Fig. 2(b)). Using the output of FlowNet,
we define a perceptual symmetry loss on the decoder fea-
ture layer to enforce symmetry consistent completion. In
this section, we first detail the architecture of SymmFCNet
and then define the learning objective.
3.1. Illumination-reweighted warping
Unlike general-purposed image inpainting, face is a
highly structured object with prominent reflectional sym-
metric characteristic. Thus, when the missing pixels are
within only half of the face, it is reasonable to fill them
based on the corresponding pixels in the other half-face.
To this end, we should solve the illumination inconsistence
and create correspondence between the pixels from two
half-faces. For example, given a missing pixel (i, j), if its
corresponding pixel (i′, j′) in the other half-face and their
illumination ratio R(i, j) = I(i,j)I(i′,j′) is known, the value
Iˆ(i, j) can then be computed by Io(i′, j′)R(i, j) (Note that
Io(i′, j′) = I(i′, j′)). In the following, we introduce a
FlowNet and a LightNet for computing pixel correspon-
dence and illumination ratio, respectively.
3.1.1 FlowNet
One may establish the correspondence between the pixels
from two half-faces by direct matching. However such ap-
proach is computational costly and the annotation of dense
correspondence is also practically infeasible. Instead, we
introduce the flip image Io
′
(M
′
) of occluded face (mask)
Io (M ), and adopt a FlowNet which takes both Io
′
and Io
to predict the flow field Φ = (Φx,Φy),
Φ = Fw(Io, Io′ ; Θw), (1)
where Θw denotes the FlowNet model parameters. Given
a pixel (i, j) in Io, (Φxi,j ,Φ
y
i,j) indicates the position of its
corresponding pixel in Io
′
. Note that Io
′
is the flip image
of Io. Thus, Io(i, j) and Io
′
(Φxi,j ,Φ
y
i,j) are a pair of cor-
responding pixels from different half-faces, and the corre-
spondence between two half-faces is then constructed.
With Φ, the pixel value at (i, j) of the warped image Iw
is defined as the pixel value at (Φxi,j ,Φ
y
i,j) of the flipped
image Io
′
. Since Φxi,j and Φ
y
i,j are real numbers, then
Io
′
(Φxi,j ,Φ
y
i,j)
can be bilinear interpolated by its 4 surround-
ing neighboring pixels. Thus, the warped image Iwi,j can be
computed as the interpolation result:
Iwi,j =
∑
(h,w)∈N
Io
′
h,w max(0, 1−|Φyi,j−h|) max(0, 1−|Φxi,j−w|),
(2)
where N denotes the 4-pixel neighbors of (Φxi,j ,Φyi,j).
Analogously, the warped mask image Mw of M
′
can be
given by:
Mwi,j =
∑
(h,w)∈N
M
′
h,w max(0, 1−|Φyi,j−h|) max(0, 1−|Φxi,j−w|).
(3)
By definingMs1 = Mw(1−M), we can then identify the
missing pixels (i, j) within only half of the face as Ms1i,j =
1. Here,  represents the element-wise product operation.
The FlowNet adopts the encoder-decoder architecture
which is the same as pix2pix [12] except that the inputs con-
tain 6 channels rather than 3 ones. As for the last activation
function, we employ tanh to normalize the two channels co-
ordinates to the range [−1, 1]. Please refer to the appendix
for more details of FlowNet.
Because it is unpractical to annotate the dense correspon-
dence between left and right half-faces, alternative losses
are required to train FlowNet. In [6, 30, 38], the losses are
enforced on the warped images. For face completion, how-
ever, the ground-truth of warped image is unknown, and the
two half-faces may be of different illumination, making it
unsuitable to use Io as the ground-truth.
Following [18], we train FlowNet in a semi-supervised
manner by incorporating landmark loss with a TV regu-
larizer. Given the ground-truth image I , we detect its 68
facial landmarks
{
(xgi , y
g
i )
∣∣68
i=1
}
through [36]. Denote by
I
′
the horizontal flip of I . Landmarks of I
′
, denoted by{
(xg
′
i , y
g′
i )
∣∣68
i=1
}
, can be obtained by horizontal flip of
(xg, yg). In order to align Io
′
to the pose of Io, it is nat-
ural to require (Φx
xg
′
i ,y
g′
i
,Φy
xg
′
i ,y
g′
i
) be close to (xgi , y
g
i ), and
we thus define the landmark loss as:
`lm =
68∑
i=1
(Φx
xg
′
i ,y
g′
i
− xgi )2 + (Φyxg′i ,yg′i − y
g
i )
2. (4)
Furthermore, TV regularization is deployed to constrain
the spatial smoothness of flow field Φ. Given the 2D dense
flow field (Φx,Φy), the TV regularization is defined as:
`TV = ‖∇xΦx‖2 + ‖∇yΦx‖2 + ‖∇xΦy‖2 + ‖∇yΦy‖2,
(5)
where∇x and∇y denote the gradient operators along x and
y coordinates, respectively.
3.1.2 LightNet
Generally, the left and right half-faces are lighting incon-
sistent, therefore, we cannot fill in missing pixels directly
by Iw. In order to compensate the illumination variation,
we add the light adjustment module (LightNet) to make the
completion result more harmonious. LightNet takes Io and
Io
′
as inputs, and adopts the same network architecture of
FlowNet but it predicts the illumination ratio R as shown
in the start of Sec. 3.1 as follows:
R = Fl(Io, Io′ ; Θl), (6)
where Θl denotes the LightNet model parameters.
Given the illumination ratio R, warped image Iw, the
inpainting result for missing pixels within only one of the
half-face can be given by Ms1  Iw  R. Taking the sur-
rounding context into account, the completion result in the
first stage can be obtained by:
Iˆ1 = Ms1  Iw R+ Io  (1−Ms1). (7)
Here,  represents the element-wise product operation.
We note that illumination reweighted warping cannot
handle missing pixels happened on both of the half-faces,
which will be addressed in the second stage.
For training LightNet, we introduce an illumination con-
sistency loss. Denote by Iw
′
the warped version of the flip
ground-truth I
′
. Then, the illumination reweighted Iw
′
is
required to approximate the original ground-truth I . And
we thus define the illumination consistency loss as:
Ll = ‖Iw′ R− I‖2. (8)
3.2. Generative reconstruction
We further present a generative reconstruction subnet for
the inpainting of missing pixels happened on both of the
half-faces. Let Ms2 = 1 −M −Ms1. When Ms2i,j = 1, it
indicates that pixel at location (i, j) is missing. Thus, gen-
erative reconstruction subnet (RecNet) takes Iˆ1 (the com-
pletion result in the first stage) andMs2 as input to generate
the final completion result.
Iˆ = Fr(Iˆ1,Ms2; Θr), (9)
where Θr represents the RecNet model parameters. For
RecNet, we adopt the U-Net architecture [25] which has the
same structure with FlowNet. Moreover, skip connections
are included to concatenate each l-th layer to the (L− l)-th
layer, where L is the network depth.
The flow field Φ is further utilized to enforce the symme-
try consistency on the completion results of missing pixels
on both of the half-faces. RecNet also takes the flip versions
of Iˆ1 and Ms2 as input to generate Iˆ
′
. We define Ωl (Ω
′
l)
as the (L − l)-th layer of decoder feature map for Iˆ1 and
Ms2 (their flip versions). By downsampling Φ (Ms2) to
Φ↓ (Ms2↓ ) which has the same size with Ωl, the perceptual
symmetry loss can then be defined as:
Ls= 1
Cl
∑
i,j
((Ωl(i, j)−Ω′l(Φx↓,i,j ,Φy↓,i,j))Ms2↓ (i, j))2,
(10)
where Cl denotes the channel number of the feature map
Ωl. In our implementation, we set l = 1 with feature size
128× 128. Benefited from Ls, we can maintain symmetric
consistency even for filling in the missing pixels on both of
the half-faces.
Reconstruction loss is introduced to require the final
completion result Iˆ be close to the ground-truth I , which
involves two terms. The first one, `2 loss, is defined as the
squared Euclidean distance between Iˆ and I ,
`2 = ‖Iˆ − I‖2. (11)
Inspired by [13], the second term adopts the perceptual loss
defined on pre-trained VGG-Face [22]. Denote by Ψ the
VGG-Face model, and Ψk the k-th layer (i.e., k = 5) of
feature map. The perceptual loss is then defined as,
`perceptual =
1
CkHkWk
‖Ψk(Iˆ)−Ψk(I)‖2, (12)
where the Ck, Hk and Wk denote the channel number,
height and width of feature maps, respectively. Then, the
reconstruction loss is defined as,
Lr = λr,2`2 + λr,p`perceptual. (13)
where λr,2 and λr,p are the tradeoff parameters.
Finally, adversarial loss is deployed to generate photo-
realistic completion result. In [11, 19], global and local dis-
criminators are exploited, where local discriminator is de-
fined on the inpainting result of a hole. Considering that
the hole may be irregular, it is inconvenient to define and
learn local discriminator. Instead, we apply local discrim-
inators to four specific facial parts, i.e., left/right eye, nose
and mouth. Thus, local discriminators are consistent for any
images with any missing masks, and facilitate the learning
process of SymmFCNet. For each part, we define its local
adversarial loss as,
`a,pi = min
Θ
max
Dpi
EIpi∼pdata(Ipi )[logDpi(Ipi)]+
EIˆpi∼prec(Iˆpi )[log(1−Dpi(Iˆpi))],
(14)
where pdata(Ipi) and prec(Iˆpi) stands for the distributions
of the i-th part from I and Iˆ , respectively. Dpi denotes the
i-th part discriminator. To sum up, the overall adversarial
loss is defined as,
La = λa,g`a,g +
∑
i
λa,pi`a,pi , (15)
where `a,g represents the global adversarial loss [7] work-
ing on the whole image rather than parts, λa,g and λa,pi
are the tradeoff parameters for the global and local adver-
sarial losses, respectively. Here, left eye, right eye, nose,
and mouth denote the first, second, third and fourth parts,
respectively. For each part cropped from face images, we
employ bi-linear interpolation to resize it to 128× 128.
3.3. Learning Objective
Taking all the losses on FlowNet, LightNet and RecNet
into account, the overall objective of SymmFCNet can be
defined as,
L = Lr +La+λsLs+λlLl +λlmLlm+λTV LTV , (16)
where λs, λl, λlm and λTV are the tradeoff parameters for
symmetry consistency loss, illumination consistency loss,
landmark loss and TV regularization, respectively. Note
that our SymmFCNet is constructed by stacking generative
reconstruction subnet upon illumination reweighted warp-
ing subnet and can be trained in an end-to-end manner.
Thus, FlowNet and LightNet can also be learned by min-
imizing Lr, La and Ls even they are defined on RecNet.
4. Experiments
In this section, experiments are conducted to assess our
SymmFCNet and compare it with the state-of-the-art im-
age inpainting and face completion methods [11,19,20,33].
For comprehensive evaluation, quantitative and qualitative
results as well as user study are reported. In addition,
we test the completion performance on both images with
synthetic missing pixels and images with real occlusion.
Testing code is available at: https://github.com/
csxmli2016/SymmFCNet.
4.1. Dataset and Setting
The VGGFace2 dataset [3] is used to train our Symm-
FCNet. The dataset contains 9,131 identities and each has
an average of 362 images, from which we manually select
19,000 images to constitute our training set by excluding
images with low quality and large occlusions. A valida-
tion set is also built by selecting another 400 images from
VGGFace2 for guiding the settings of model and learning
parameters. We adopt two test sets to assess SymmFC-
Net. The first one involves 1,200 images from VGGFace2,
and the other includes 1,200 images from WebFace [32]
to verify generalization performance across datasets. The
identities of face images from training, validation and test
sets are non-overlapped. Using bounding box detected by
MTCNN [34], each face image is cropped and resized to
256× 256.
The model parameters for SymmFCNet are set as fol-
lows: λr,2 = 300, λr,p = 0.01, λa,g = 100, λa,p1 =
λa,p2 = 100, λa,p3 = λa,p4 = 80, λs = 50, λlm = 10,
λTV = 1, λl = 100. The pixel-missing masks are gener-
ated by randomly selecting the location and mask size. Data
augmentation such as flipping and random cropping are also
adopted. The training of SymmFCNet includes three stages.
(i) We first pre-train illumination reweighted warping sub-
net for 10 epochs. (ii) Fixed FlowNet and LightNet, we
pre-train RecNet for 20 epochs. (iii) Finally, the full Symm-
FCNet is end-to-end trained by minimizing the learning ob-
jective L. To train SymmFCNet, we use the ADAM algo-
rithm [14] with the learning rate of 2 × 10−4, 2 × 10−5,
2 × 10−6 and β1 = 0.5, where a smaller learning rate is
adopted until the reconstruction loss Lr on validation set
becomes non-decreasing. To improve the perception qual-
ity, the tradeoff parameters of adversarial losses are gradu-
ally increased according to Lr on validation set. The batch
size is 1 and the training is stopped after 200 epochs.
4.2.Results on Imageswith SyntheticMissingPixels
Quantitative and qualitative results are reported on our
SymmFCNet and four state-of-the-art methods [11, 19, 20,
33]. Among them, Li et al. [19] and Iizuka et al. [11] can
only handle 128× 128 images, and we use bicubic interpo-
lation to upsample the output to the size of 256 × 256. For
Methods VggFace2 [3] WebFace [32]PSNR↑SSIM↑LPIPS↓Dis.↓ PSNR↑SSIM↑LPIPS↓Dis.↓
State-of-
the-arts
Iizuka et al. [11] 18.62 .688 .513 1.325 19.04 .683 .504 1.462
Li et al. [19] 25.05 .932 .397 0.932 25.65 .959 .371 1.116
Yu et al. [33] 25.53 .963 .292 0.788 25.96 .965 .270 0.965
Ablation
study
Plain RecNet 24.99 .957 .279 0.864 25.81 .959 .310 1.035
SymmFcNet (-GL0) 25.54 .959 .260 0.830 25.94 .963 .294 0.987
SymmFcNet (-L) 26.43 .967 .226 0.622 26.43 .968 .258 0.852
SymmFCNet (-S) 26.33 .962 .232 0.714 26.17 .961 .266 0.945
SymmFCNet (Full) 27.81 .970 .219 0.617 27.22 .969 .252 0.849
Table 1: Quantitative results. Here, ↑ (↓) indicates higher
(lower) is better.
Iizuka et al. [11], we exploit the alignment tool suggested
by the authors to pre-process the input image. For Liu et
al. [20], it upsamples the input to 512× 512 and we down-
sample the output to 256×256. Online manual specification
of missing masks is required to obtain the results by Liu et
al. [20], and we thus do not report its quantitative metrics
(e.g., PSNR) because it is exhausted to manually edit the
masks for thousands of images.
4.2.1 Quantitative Results
Table 1 lists the PSNR, SSIM, identity distance (Dis.)
by OpenFace toolbox [1], and perceptual similarity
(LPIPS) [35] on the the two test sets (i.e., VGGFace and
WebFace). In comparison with the competing methods, no-
table PSNR gain (i.e., >1 dB) is achieved by our Symm-
FCNet. In terms of SSIM, our SymmFCNet also performs
favorably. LPIPS [35] is a recently proposed perceptual
similarity which is more consistent with human perception.
Again our SymmFCNet achieves the best LPIPS perfor-
mance in comparison to the competing methods. In ad-
dition, identity distance measures whether the result and
ground-truth have the same identity, and thus can be used to
assess the coherence of the completion result with surround-
ing context. From Table 1, it can be seen that SymmFCNet
exhibits better identity-preserving ability than the compet-
ing methods.
4.2.2 Qualitative Results
The solutions for face completion are neither unique nor re-
quired to exactly approximate the ground-truth. Thus, qual-
itative comparison is conducted to show the effectivenss
of our methods. Figs. 3 and 4 show the completion re-
sults on rectangular and irregular holes, respectively. The
results by Liu et al. [20] are also included for compari-
son. Benefited from the joint effectiveness of illumina-
tion reweighted warping and perceptual symmetric loss, our
SymmFCNet can achieve very promising inpainting results
which preserve visually pleasing symmetry consistent de-
tails for missing pixels within only one half-faces and both
half-faces. In comparison, the methods [11,19,33] fail to re-
(a) Input (b) Iizuka et al. [11] (c) Li et al. [19] (d) Yu et al. [33] (e) Liu et al. [20] (f) Ours (g) Ground-truth
Figure 3: Completion results on regular holes.
Methods Regular Mask Irregular Mask Real Image
Iizuka et al. [11] 2.04% 3.52% 2.56%
Li et al. [19] 0.24% 0.16% 0.48%
Yu et al. [33] 0.40% 0.64% 2.40%
Liu et al. [20] 16.80% 1.68% 15.04%
SymmFCNet 80.52% 94.00% 79.52 %
Table 2: Voting results for three types of missing pixels.
cover rich details and even semantic facial structures, while
Liu et al. [20] is still limited in maintaining global symme-
try consistency and sometimes fails in generating plausible
results with large occlusions.
4.2.3 User Study
User study is conducted on a crowdsourcing platform for
three types of missing pixels, i.e., regular mask, irregular
mask and real occlusions, which contain 50, 25 and 25 im-
ages, respectively. For each image, we display the results by
our SymmFCNet and the methods [11,19,20,33] in random
order to 50 workers who are required to choose the one with
the best global consistency and perception quality. We use
the percent of the votes of one particular algorithm against
all votes to evaluate the performance of the algorithm in Ta-
ble. 2. The result by SymmFCNet has 84.68% probability
on average to be selected as the best one.
4.2.4 Running Time
All the experiments are conducted on a computer equipped
with Intel Xeon E3 CPU and NVIDIA GeForce GTX
1080Ti GPU. And the model is trained and tested with
Torch. Our SymmFCNet takes 36.29 ms on average for
completing a 256× 256 image.
4.3. Results on Images with Real Occlusions
By manually specifying the missing masks, Fig. 5 shows
the completion results on two face images with real oc-
clusions. For the first image, even the occlusion is large
and nearly symmetric, SymmFCNet still performs favor-
ably, validating the effectiveness of perceptual symmetry
loss. As for the second image, the occlusion is mainly in
one half-face, and the result by SymmFCNet is globally
more symmetry consistent in comparison to Liu et al. [20].
4.4. Ablation Study
Two groups of experiments are conducted to assess the
contributions of main components in our SymmFCNet. In
(a) Input (b) Iizuka et al. [11] (c) Li et al. [19] (d) Yu et al. [33] (e) Liu et al. [20] (f) Ours (g) Ground-truth
Figure 4: Completion results on irregular holes.
the first group of experiments, Fig. 6 shows the intermedi-
ate results of SymmFCNet, including warped images, and
the completion results after FlowNet, LightNet, and Rec-
Net. From Fig. 6, we have the following observations: (i)
FlowNet can correctly align the flip image with the origi-
nal one, and construct the correspondence between left and
right half-faces. (ii) Although the correspondence can be
used to fill in missing pixels within only one half-face, the
result suffers from illumination inconsistency, and can be
improved via the introduction of LightNet. (iii) RecNet not
only can fill in missing pixels on both of the half-faces, but
also is effective in further refining the result of illumination-
reweighted warping.
In the second group of experiments, we further assess
the effect of perceptual symmetry loss, FlowNet, and Light-
Net. To this end, we consider five variants of SymmFCNet:
(i) SymmFCNet (Full), (ii) SymmFCNet (-S): removing
perceptual symmetry loss, (iii) SymmFCNet (-L): remov-
ing LightNet, (iv) SymmFCNet (-GL0): removing Light-
Net and applying the predicted flow field only in percep-
tual symmetry loss, (v) plain RecNet: removing FlowNet,
LightNet and perceptual symmetry loss. Table 1 and Fig. 7
report the quantitative and qualitative results of these vari-
ants. By removing FlowNet, LightNet and perceptual sym-
metry loss, plain RecNet only performs on par with Li et
al. [19] (Table 1) and is prone to symmetry-inconsistent
completion results (Fig. 7 (b)).
FlowNet. The flow field by FlowNet can be exploited
for (i) guiding the completion of missing pixels within only
one half-face and (ii) incorporating with Ls to train Rec-
Net. Here we only focus on (i) and compare SymmFC-
Net (-L) and SymmFCNet (-GL0). By using FlowNet to
complete missing pixels within only one half-face, notable
gains on PSNR, LPIPS and identity distance can be attained
by SymmFCNet (-L) (see Table 1). From Fig. 7(c) and
Fig. 7(d), SymmFCNet (-GL0) is still limited in preserv-
ing the symmetry consistency of result, while it can be well
addressed by SymmFCNet (-L).
Perceptual symmetry loss. The contribution of percep-
tual symmetry loss can be assessed by both SymmFCNet (-
GL0) vs RecNet and SymmFCNet (Full) vs SymmFCNet (-
S). In comparison to plain RecNet, SymmFCNet (-GL0) can
achieve moderate gains on quantitative metrics (see Table 1)
and more symmetry consistent results (see Fig. 7(b)(c)).
It is worth to note that, compared with SymmFCNet (-S),
much more gains (e.g., 1.1 dB by PSNR) can be obtained
by SymmFCNet (Full). From Fig. 7 (e) and (f), SymmFC-
Net (Full) is also able to correct the artifacts and illumina-
tion inconsistency produced in the first stage. Thus, RecNet
with perceptual symmetry loss is helpful in filling missing
(a) Real Image (b) Iizuka et al. [11] (c) Li et al. [19] (d) Yu et al. [33] (e) Liu et al. [20] (f) Ours
Figure 5: Completion results on images with real occlusion.
(a) (b) (c) (d) (e)
Figure 6: Intermediate results of SymmFCNet, (a) occluded
face Io, (b) warped image Iw by FlowNet, (c) completion
result in the first stage without illumination correction, (d)
completion result in the first stage after illumination correc-
tion, (e) final completion result Iˆ from RecNet.
pixels on both of the half-faces and refining the result of
illumination-reweighted warping.
LightNet. We further compare SymmFCNet (Full) with
SymmFCNet (-L) to assess the contribution of LightNet. It
can be seen that the introduction of LightNet can further im-
prove the quantitative performance (see Table 1) and gener-
ate illumination consistent results (see Fig. 7(d)(f)). We also
note that, RecNet also benefits the correction of illumina-
tion inconsistency, and SymmFCNet (-L) attains the second
best quantitative performance among the five SymmFCNet
varaints. Even though, from the top image in Fig. 7(d), il-
lumination inconsistency remains obvious for the result by
SymmFCNet (-L), indicating that LightNet is still required
and cannot be totally replaced by RecNet.
5. Conclusion
This work presents a symmetry consistent CNN model,
i.e., SymmFCNet, for effective face completion. In the pro-
posed method, a FlowNet is adopted to construct the corre-
spondence between two half-faces. The correspondence is
(a) (b) (c) (d) (e) (f) (g)
Figure 7: Results of our SymmFCNet variants. From left to right: (a) input, (b) RecNet, (c) SymmFCNet (-GL0), (d) Symm-
FCNet (-L), (e) SymmFCNet (-S), (f) SymmFCNet (Full), (g) ground-truth. Best viewed by zooming in the screen.
then combined with a LightNet for filling in missing pixels
within only one half-face, and incorporated with RecNet in
the form of perceptual symmetry loss for recovering miss-
ing pixels in both of half-faces. Extensive experiments show
the the effectiveness of SymmFCNet on generating photo-
realistic results with fine details for inpainting rectangular
and irregular holes and even real occlusions. In terms of
quantitative metrics, perception quality and user study, our
SymmFCNet performs favorably against state-of-the-arts.
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Appendix
Our SymmFCNet consists of three sub-networks, i.e.,
FlowNet, LightNet and RecNet. FlowNet and LightNet
have the same structure except the channel number of the
output. Architecture details are shown in Table A. Here,
Conv (d, k, s) and TransConv (d, k, s) denote the convo-
lutional layer and transposed convolutional layer, respec-
tively. d, k and s represent output dimension, kernel size
and stride, respectively. BN is batch normalization and
Concat indicates the concatenation from the i-th layer to the
(L − i)-th layer via skip connetion (L is the depth of Rec-
Net). LReLU and DropOut are equipped with parameters of
0.2 and 0.5, respectively. Besides, as for global and part dis-
criminators, the architectures are demonstrated in Table B.
PatchGAN is adopted to classify if each N ×N patch in an
image is real or fake [12].
FlowNet LightNet RecNet
Input (6× 256× 256) Input(6× 256× 256)
Conv (64, 4, 2), LReLU Conv (64, 4, 2), LReLU
Conv (128, 4, 2), BN, LReLU Conv (128, 4, 2), BN, LReLU
Conv (256, 4, 2), BN, LReLU Conv (256, 4, 2), BN, LReLU
Conv (512, 4, 2), BN, LReLU Conv (512, 4, 2), BN, LReLU
Conv (1024, 4, 2), BN, LReLU Conv (1024, 4, 2), BN, LReLU
Conv (1024, 4, 2), BN, LReLU Conv (1024, 4, 2), BN, LReLU
Conv (1024, 4, 2), BN, LReLU Conv (1024, 4, 2), BN, LReLU
Conv (1024, 4, 2), ReLU Conv (1024, 4, 2), LReLU
TransConv (1024, 4, 2), BN, ReLU TransConv (1024, 4, 2), BN, DropOut, Concat, LReLU
TransConv (1024, 4, 2), BN, ReLU TransConv (1024, 4, 2), BN, DropOut, Concat, LReLU
TransConv (1024, 4, 2), BN, ReLU TransConv (1024, 4, 2), BN, DropOut, Concat, LReLU
TransConv (512, 4, 2), BN, ReLU TransConv (512, 4, 2), BN, Concat, LReLU
TransConv (256, 4, 2), BN, ReLU TransConv (256, 4, 2), BN, Concat, LReLU
TransConv (128, 4, 2), BN, ReLU TransConv (128, 4, 2), BN, Concat, LReLU
TransConv (64, 4, 2), BN, ReLU TransConv (64, 4, 2), BN, Concat, LReLU
TransConv (2, 4, 2), Tanh TransConv (3, 4, 2), ReLU TransConv (3, 4, 2), Sigmoid
Output(2× 256× 256) Output(3× 256× 256) Output(3× 256× 256)
Table A: Network architecture of SymmFCNet.
Global Discriminator Part Discriminator
Input(3× 256× 256) Input(3× 128× 128)
Conv(64, 4, 2), LReLU Conv(64, 4, 2), LReLU
Conv(128, 4, 2), BN, LReLU Conv (128, 4, 2), BN, LReLU
Conv(256, 4, 2), BN, LReLU Conv (256, 4, 1), BN, LReLU
Conv(512, 4, 1), BN, LReLU Conv (1, 4, 1), Sigmoid
Conv(1, 4, 1), Sigmoid Output(1× 30× 30)
Output(1× 30× 30)
Table B: Network architecture of global and part discriminators.
