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ANALISIS ALGORITMA NAIVE BAYES UNTUK KLASIFIKASI 









Kemiskinan merupakan salah satu permasalahan yang sering dihadapi dalam 
upaya peningkatan kesejahteraan di hampir semua negara. Tersedianya data 
kemiskinan yang akurat dan berkesinambungan merupakan salah satu instrumen 
penting untuk mengevaluasi kebijakan pemerintah dalam mengentaskan kemiskinan 
dengan memfokuskan perhatian pada pendistribusian bantuan sesuai rumah tangga 
sasaran (RTS). Penelitian terkait klasifikasi kesejahteraan rumah tangga sering 
menggunakan variabel target/kelas berupa kategori miskin dan tidak miskin. Kategori 
tersebut  jika dilihat dari aspek pendistribusian bantuan masih bersifat umum, hal 
tersebut  karena kategori rumah tangga miskin tersebut dapat diklasifikasikan lagi 
kedalam status kesejahteraan rumah tangga sesuai rumah tangga sasaran (RTS) 
sehingga dalam pendistribusian  bantuan dapat disesuaikan dengan status 
kesejahteraan rumah tangga sasaran (RTS). Oleh sebab itu diperlukan variabel kelas 
baru yang sesuai RTS yaitu sangat miskin dan miskin. Dalam penelitian ini akan 
dilakukan pengujian menggunakan algoritma Naive Bayes untuk mengklasifikasi status 
kesejahteraan rumah tangga miskin yaitu rumah tangga sangat miskin (RTSM) dan 
rumah tangga miskin (RTM). Hasil pengujian yang didapatkan adalah algoritma Naive 
Bayes menghasilkan akurasi sebesar 85.80% dan nilai AUC sebesar 0.930. 
 




Kemiskinan di Indonesia saat ini 
telah menjadi masalah yang harus 
ditanggulangi secara tuntas karena 
sebagaimana diamanatkan dalam 
Pembukaan Undang – Undang Dasar 
1945. Tersedianya data kemiskinan yang 
akurat, dan berkesinambungan 
merupakan salah satu instrumen penting 
bagi pengambil kebijakan dalam 
memfokuskan perhatian pada 
pendistribusian bantuan sesuai rumah 
tangga sasaran (RTS).   
Penelitian terkait klasifikasi 
kesejahteraan rumah tangga sering 
menggunakan variabel target/kelas 
berupa kategori miskin dan tidak miskin. 
Kategori tersebut  jika dilihat dari aspek 
pendistribusian bantuan masih bersifat 
umum, hal tersebut  karena kategori 
rumah tangga miskin tersebut dapat 
diklasifikasikan lagi kedalam status 
kesejahteraan rumah tangga sesuai 
rumah tangga sasaran (RTS) sehingga 
dalam pendistribusian  bantuan dapat 
disesuaikan dengan status kesejahteraan 
rumah tangga sasaran (RTS). 
Berdasarkan uraian permasalahan 
diatas, diperlukan analisis proses 
klasifikasi status kesejahteraan rumah 
tangga menggunakan variabel 
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target/kelas yang sesuai dengan kategori 
rumah tangga sasaran (RTS) yaitu rumah 
tangga miskin (RTM) dan kelompok  
rumah tangga sangat miskin/fakir miskin 
(RTSM) berdasarkan aspek non-
monetary menggunakan metode 





Berdasarkan permasalahan diatas 
maka rumusan masalah penelitian ini 
adalah klasifikasi status kesejahteran 
RTS (Rumah Tangga Sasaran) Keluarga 
Binaan Sosial mengunakan Naive Bayes. 
Sehingga “Seberapa besar akurasi 
metode Naive Bayes untuk klasifikasi 
status kesejahteran RTS (Rumah Tangga 





Berdasarkan  latar  belakang  dan  
rumusan  masalah  diatas,  maka  
penelitian  ini  bertujuan untuk 
menerapkan metode dari algoritma 
Naive Bayes dalam klasifikasi status 
kesejahteran RTS (Rumah Tangga 
Sasaran) Keluarga Binaan Sosial. 
 
 
TARGET LUARAN DAN MANFAAT 
PENELITIAN 
 
Target luaran dalam pembuatan 
laporan penelitian ini adalah untuk 
memfasilitasi tercapainya tingkat akurasi 
dari data PPLS dengan menggunakan 
metode naïve bayes  sehingga 
didapatkan hasil yang akurat dalam 
pengelompokkan data. 
Manfaat dari penelitian ini adalah:  
1. Manfaat Praktis 
Hasil penelitian ini diharapkan dapat 
digunakan untuk membantu 
mengidentifikasi kesejahteraan 
rumah tangga sasaran keluarga 
binaan sosial. 
2. Manfaat Teoritis 
Hasil penelitian ini diharapkan dapat 
memberikan sumbangan untuk 
pengembangan teori yang berkaitan 
metode klasifikasi data mining 
untuk klasifikasi kesejahteraan 
rumah tangga khususnya metode 
Naive Bayes. 
3. Manfaat Kebijakan 
Hasil penelitian ini diharapkan dapat 
memberikan masukan pada instansi 
terkait dalam rangka mengambil 
kebijakan untuk mengevaluasi 
kebijakan dalam upaya 





Beberapa metode dalam 
penelitian ini diantaranya adalah  
1. Pengumpulan Data 
2. Pengolahan Data  
3. Eksperimen Dan Pengujian 
 
1. Pengumpulan Data  
Dataset yang digunakan 
merupakan data sekunder hasil 
pendataan PPLS 2011 Provinsi 
Kalimantan Selatan, Kecamatan Rantau 
Badauh Barito Kuala. Dataset tersebut 
memiliki 1 variabel sebagai kelas yaitu 
status rumah tangga sangat miskin 
(RTSM) dan status rumah tangga miskin 
(RTM) dan 16 variabel sebagai atribut. 
Sebagian besar variabel atribut bertipe 
data nominal kecuali atribut umur, 
jumlah keluarga dan jumlah individu. 
Variabel dan kategori yang digunakan 







Kelompok 1 (Paling 
Miskin) 
2 Kelompok 2 (Miskin) 
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1 Satu Keluarga 
2 Dua Keluarga 







1 1 Orang 
2 2 Orang 
3 3 Orang 
4 4 Orang 



















1 Pertanian (Padi & Palawija) 
2 Hortikultura 
3 Perkebunan 
4 Perikanan Tangkap 
5 Perikanan Budidaya 
6 Peternakan 
7 Kehutanan & Pertanian 
Lain 
8 Pertambangan / Penggalian 
9 Industri Pengolahan 
10 Listrik & Gas 
11 Bangunan / Konstruksi 
12 Pedagang 
13 Hotel & Rumah Makan 
14 Transportasi & 
Pergudangan 
15 Informasi & Komunikasi 
16 Keuangan & Asuransi 
17 Jasa Pendidikan/  











1 Berusaha Sendiri 
2 Berusaha dibantu  
Buruh tidak  
tetap / tidak dibayar 
3 Berusaha dibantu  
Buruh tetap/dibayar 
4 Buruh/ Karyawan/  
Pegawai Swasta 
5 Pekerja Bebas 







1 Milik Sendiri 



















1 Bagus/ Kualitas Tinggi 
2 Biasa/ Kualitas Sedang 
3 Jelek/ Kualitas Rendah 
  1 Tembok 









1 Bagus/ Kualitas Tinggi 
2 Biasa/ Kualitas Sedang 
















1 Air Kemasan 
2 Air Ledeng 
3 Air Terlindung 






1 Listrik PLN 
2 Listrik Non-PLN 







1 Listrik/ Gas/ Elpiji 




2. Pengolahan Data  
Setelah pengumpulan data maka 
data tersebut kemudian diolah agar dapat 
diproses dalam data mining karena 
dalam data mining, attribut yang kurang 
lengkap tidak dapat ditangani secara 
sistematis oleh algoritma data mining.  
 
3. Eksperimen Dan Pengujian 
Beberapa tahapan dalam 
eksperimen, yaitu (A) Melakukan 
pengujian klasifikasi algoritma Naïve 
bayes menggunakan data original yang 
masih terdapat data kosong (B) Mengisi 
data kosong menggunakan replace 
missing value (C) Memisahkan dataset 
menjadi data training dan data testing 
(D) Mengevaluasi ketepatan klasifikasi 
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ANALISA HASIL DAN 
PEMBAHASAN 
 
Sebelum melakukan eksperimen 
dan pengujian model/metode maka data 
yang dikumpulkan terlebih dahulu diolah 
agar dapat diproses dalam data mining. 
Data yang terkumpul kemudian 
dilakukan pre-processing dengan cara 
melakukan identifikasi dan inspeksi 
sejumlah atribut-atribut yang tidak 
relevan. Kemudian setelah diketahui 
sejumlah atribut yang tidak relevan maka 
tahap selanjutnya adalah mengeliminasi 
sejumlah atribut tersebut dan melakukan 
subtitusi data sehingga data dapat 













Dataset akan diproses dengan 
metode Naïve Bayes dengan beberapa 
tahapan sehingga perlu menentukan 
besarnya nilai fakta umum dari data 
yaitu P( Y = sangat miskin ) dan P( Y = 
miskin ). Banyaknya data label status 
kesejahteraan bernilai sangat miskin 
adalah 16 dari 30 sampel data yang 
digunakan sehingga dapat ditentukan 
nilai P( status kesejahteraan = sangat 
miskin ) sedangkan banyaknya data pada 
label status kesejahteraan bernilai miskin 
adalah 14 dari 30 sampel data sehingga 
dapat ditentukan nilai P( status 


















Hasil perhitungan fakta umum 
yaitu P(Y=sangat miskin) adalah 0,53 
sedangkan P(Y=miskin) adalah 0,46. 
Selanjutnya menghitung berdasarkan 
rumus NaiveBayes atau HMAP data 
training dengan hipotesa berdasarkan 




Hasil yang didapatkan diketahui 
perbandingan hasil keputusan Naïve 
Bayes dengan data original yaitu 29 data 
teridentifikasi akurat dan hanya satu 




P ( Y = Sangat Miskin ) P ( Y = Miskin ) 
0,53 0,46 
P (X1 = Jenis Kelamin, X2 = Umur KRT, X3 = Pendidikan KRT, X4 = Lapangan 
Usaha KRT, X5 = Status Kependudukan Pekerjaan, X6 = Status 
Penguasaan Bangunan, X7 = Jenis Atap, X8 = Kualitas Atap, X9 = Jenis 
Dinding, X10 = Kualitas Dinding, X11 = Jenis Lantai, X12 = Sumber Air 
Minum, X13 = Bahan Bakar Memasak, X14 =Sumber Penerangan, X15 = 













Y = Status Kesejahteraan KRT 
1 = sangat miskin/RTSM 
2 = miskin/RTM 
X1 = Jenis Kelamin 
X2 = Umur KRT 
X3 = Pendidikan KRT 
X4 = Lapangan Usaha KRT 
X5 = SKP KRT 
X6 = SPB KRT 
X7 = Jenis Atap 
X8 = Kualitas Atap 
X9 = Jenis Dinding 
X10 = Kualitas Dinding 
X11 = Jenis Lantai 
X12 = Sumber Air Minum 
X13 = Bahan Bakar Memasak 
X14 =Sumber Penerangan 
X15 = Jumlah Keluarga 
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Pada tahap pertama eksperimen 
dan pengujian model dilakukan dengan 
data original yang sebagian masih 
memiliki data kosong. Kemudian 
pengujian dilakukan menggunakan 
algoritma Naïve Bayes dengan validasi 
model klasifikasi dilakukan terhadap 
data testing dengan teknik 10-folds cross 
validation. 
 





PredMiskin 478 42 91.92% 
PredSangat 
Miskin 
63 445 87.60% 
Classrecall 88.35% 91.38%  
 
Dari hasil pengujian tersebut 
didapatkan akurasi yang sudah cukup 
baik sekitar 89,79% dengan nilai AUC 
sebesar 0.959. Namun hasil tersebut 
belum maksimal karena pada data 
original yang digunakan terdapat data 
yang kosong. Oleh sebab itu dilakukan 
pre-processing untuk memastikan data 
yang akan diolah dalam data mining 
adalah data yang baik dan lengkap 
sehingga menghasilkan model keputusan 
yang baik pula. Salah satu teknik yang 




















PredMiskin 449 54 89.26% 
PredSangat 
Miskin 
92 433 82.48% 
Classrecall 82.99% 88.91%  
Dari hasil pengujian 
membuktikan bahwa algoritma Naïve 
Bayes sudah dapat diterapkan untuk 
mengidentifikasi status kesejateraan 
rumah tangga miskin dengan akurasi 
85.80%. Meskipun mengalami 
penurunan akurasi setelah dilakukan 
replace missing value,  namun hasil 
tersebut masih lebih baik karena telah 
menggunakan data yang lengkap 
daripada pada  sebelum dilakukan pre-
processing sekalipun Naïve Bayes 
merupakan algoritma yang mampu 
menangani data yang hilang. Kemudian 
dari hasil pengujian juga dianalisa 













Menurut Gorunescu, tingkat 
keakurasian AUC dapat diklasifikasikan 
menjadi lima kelompok yaitu : 
1. 0.90 - 1.00 = excellent classification 
2. 0.80 - 0.90 = good classification 
3. 0.70 - 0.80 = fair classification 
4. 0.60 - 0.70 = poor classification 
5. 0.50 - 0.60 = failure 
Nilai AUC yang didapatkan dari 
pengujian berdasarkan kurva ROC 
menggunakan metode Naïve bayes 
sebesar 0.930 sehingga dari hasil 
tersebut berdasarkan kriteria diatas 
menunjukan klasifikasi yang dihasilkan 
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classification atau klasifikasi yang 
sangat baik. 
Pada tahap evaluasi dan validasi 
model klasifikasi dilakukan pengujian 
yang dilakukan terhadap data testing 
dengan metode tersebut dilakukan 
dengan teknik cross validation dengan 
pengujian data mulai 2,3,4,5,6,7,8,9 dan 
10 sehingga dapat di evaluasi hasilnya 
dengan mengukur seberapa keakuratan 
akurasi yang dihasilkan dari beberapa 
percobaan tersebut menggunakan 
metode Naïve Bayes. Namun sebelum 
melakukan percobaan tersebut, terlebih 
dahulu akan dilakukan percobaan 
dengan mengganti jenis parameter pada 
X-validation yaitu sampling type yang 
terdiri atas tiga jenis, diantaranya linear 
sampling, shuffled sampling, dan 
stratified sampling sehingga didapatkan 
sampling type yang terbaik dan sesuai 
untuk digunakan pada data yang diuji. 
 
Hasilnya penggunaan X-
Validation dengan sampling type 
stratified  memiliki tingkat akurasi yang 
sedikit lebih baik daripada sampling type 
yang lain meskipun dalam hal 
kehandalan klasifikasi masih sedikit 
lebih unggul  penggunaan sampling 
typestratified.  
Kemudian percobaan selanjutnya akan 
dilakukan pengujian algoritma Naïve 
Bayes dengan teknik folds cross 
validation dengan pengujian data mulai 
2,3,4,5,6,7,8,9 dan 10. 
 
Dari hasil pengujian didapatkan 
pengulangan pengujian sebanyak 4 kali 
dengan hasil pengukuran berupa nilai 
rata-rata 4 kali pengujian memiliki 
tingkat akurasi tertinggi sebesar 86.28% 
dengan nilai AUC sebesar 0.940.  
Namun  hasil dari berbagai percobaan 
yang ekstensif  dan pembuktian teoritis, 
menunjukkan bahwa penggunaan 10-fold 
cross-validation adalah pilihan terbaik 
untuk mendapatkan hasil validasi yang 
akurat. Hal tersebut karena  10-fold 
cross-validation akan mengulang 
pengujian sebanyak 10 kali dan hasil 
pengukuran adalah nilai rata-rata dari 10 
kali pengujian sehingga dalam evaluasi 
hasil perbandingan menggunakan 
pengukuran 10 kali didapatkan akurasi 
sebesar 85.80% dan pengujian 
performance dengan menggunakan 
Confusion Matrix didapatkan nilai AUC 
sebesar 0.930. maka hasilnya algoritma 
Naïve Bayes tergolong kedalam 
Excellent Classification dalam 
mengklasifikasi datsa status 




Dari hasil penelitian yang 
dilakukan dari tahap awal hingga 
pengujian, dan hasil perbandingan dapat 
disimpulkan bahwa model yang 
terbentuk dengan menggunakan 
algoritma Naïve Bayes menghasilkan 
akurasi yang cukup baik yaitu sebesar 
85.80 %. Berdasarkan kehandalan dalam 
klasifikasi berupa nilai AUC yang 
didapat dari algoritma Naïve Bayes 
adalah 0.930 sehingga tergolong sebagai 
Excellent Classification sehingga dapat 
disimpulkan algoritma Naïve Bayes 
dapat diterapkan untuk melakukan 











Accuracy 83.18 85.41 85.80 
AUC 0.931 0.937 0.930 
Val 2 3 4 5 6 7 8 9 10 
Acc 85.70 85.80 86.28 85.50 85.70 85.80 86.19 85.60 85.80 
Pre 82.96 82.44 83.31 82.12 82.47 82.96 83.21 82.63 82.75 
Rec 87.89 89.33 88.92 89.12 88.91 88.31 89.13 88.71 88.90 
AUC 0.937 0.935 0.940 0.927 0.938 0.935 0.935 0.938 0.930 
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Pada penelitian ini hanya 
menggunakan 2 variabel target/kelas dari 
RTS (Rumah Tangga Saran) yaitu rumah 
tangga sangat miskin dan rumah tangga 
miskin sehingga untuk penelitian 
selanjutnya diharapkan dapat mencoba 
menggunakan 3 variabel target sesuai 
RTS (Rumah Tangga Saran) dengan 
menambahkan variabel target/kelas 
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