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ABSTRACT
The dissertation consists of three chapters on econometric methods related to parameter
instability, forecasting and long memory. The rst chapter introduces a new frequentist-
based approach to forecast time series in the presence of in and out-of-sample breaks in
the parameters. We model the parameters as random level shift (RLS) processes and
introduce two features to make the changes in parameters forecastable. The rst models
the probability of shifts according to some covariates. The second incorporates a built-in
mean reversion mechanism to the time path of the parameters. Our model can be cast
into a non-linear non-Gaussian state-space framework. We use particle ltering and Monte
Carlo expectation maximization algorithms to construct the estimates. We compare the
forecasting performance with several alternative methods for di¤erent series. In all cases,
our method allows substantial gains in forecasting accuracy.
The second chapter extends the RLS model of Lu and Perron (2010) for the volatility of
asset prices. The extensions are in two directions: a) we specify a time-varying probability
of shifts as a function of large negative lagged returns; b) we incorporate a mean reverting
mechanism so that the sign and magnitude of the jump component change according to the
deviations of past jumps from their long run mean. We estimate the model using daily data
on four major stock market indices. Compared to competing models, the modied RLS
v
model yields the smallest mean square forecast errors overall.
The third chapter proposes a method of inference about the mean or slope of a time trend
that is robust to the unknown order of fractional integration of the errors. Our tests have
the standard asymptotic normal distribution irrespective of the value of the long-memory
parameter. Our procedure is based on using quasi-di¤erences of the data and regressors
based on a consistent estimate of the long-memory parameter obtained from the residuals of
a least-squares regression. We use the exact local-Whittle estimator proposed by Shimotsu
(2010). Simulation results show that our procedure delivers tests with good nite sample
size and power, including cases with strong short-term correlations.
vi
Contents
1 A new approach to forecasting in the presence of in and out of sample
breaks 1
1.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 The basic model . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
1.3 Modications useful for forecasting improvements . . . . . . . . . . . . . . . 7
1.4 Estimation Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.1 Particle ltering . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.4.2 Particle Smoothing . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
1.4.3 MCEM algorithm . . . . . . . . . . . . . . . . . . . . . . . . . . . . 14
1.4.4 Selection of the initial values and construction of the standard errors 16
1.5 Simulations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
1.6 Forecasting applications . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 19
1.6.1 Equity premium . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 20
1.6.2 Ination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 23
1.6.3 Exchange rates . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 26
1.6.4 Interest rate forecasting . . . . . . . . . . . . . . . . . . . . . . . . . 29
1.7 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 30
2 Forecasting Return Volatility: Level Shifts with Varying Jump Probabil-
ity and Mean Reversion 45
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 45
2.2 Data and Summary Statistics . . . . . . . . . . . . . . . . . . . . . . . . . . 49
2.3 The Basic Random Level Shift Model . . . . . . . . . . . . . . . . . . . . . 49
2.3.1 Fitted Level Shifts and Autocorrelation Functions . . . . . . . . . . 51
vii
2.3.2 Clustering Jumps and Mean Reversion . . . . . . . . . . . . . . . . . 52
2.4 Extensions of the Random Level Shift Model . . . . . . . . . . . . . . . . . 53
2.5 Estimation Methodology . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
2.6 Full Sample Estimation Results . . . . . . . . . . . . . . . . . . . . . . . . . 59
2.7 Forecasting . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
2.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 63
3 Robust testing of time trend and mean with unknown integration order
errors 76
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 76
3.2 The model and test statistics . . . . . . . . . . . . . . . . . . . . . . . . . . 80
3.3 Estimate of d . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
3.4 Simulation results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 84
3.4.1 Empirical Applications . . . . . . . . . . . . . . . . . . . . . . . . . . 87
3.5 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 88
3.6 Appendix . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 102
References 105
Curriculum Vitae 117
viii
List of Tables
1.1 Simulation Results for the Basic and Full Models. . . . . . . . . . . . . . . . . . . . . . . 32
1.2 Robustness Check. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 33
1.3.1 Equity Premium Forecasting Comparisons for the Period 1998-2012 . . . . 34
1.3.2 Equity Premium Forecasting Comparisons for the Period 1988-1996 . . . . 35
1.4 Ination Forecasting Comparisons. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 36
1.5.1 Exchange Rate Forecasting Comparisons; Canada . . . . . . . . . . . . . . . . . . . . . . 37
1.5.2 Exchange Rate Forecasting Comparisons; Japan. . . . . . . . . . . . . . . . . . . . . . . . 38
1.6 Treasury Bill Rate Forecasting Comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . 39
2.1 Summary Statistics of the Volatility Series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 64
2.2 Maximum Likelihood Estimates of the Basic RLS Model . . . . . . . . . . . . . . . 65
2.3 Maximum Likelihood Estimates of RLS Model with time varying Proba-
bility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 66
2.4 Maximum Likelihood Estimates of the RLS Model with Mean Reversion 67
2.5 Maximum Likelihood Estimates of RLS Model with a time varying Proba-
bility of shifts and Mean Reversion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 68
2.6 Out-of-Sample Forecast Compariosn . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
3.1 Finite sample size of the t-statistics for mean t^1 using ELW . . . . . . . . . . 90
ix
3.2.1 Finite sample size of the t-statistic for trend slope t^2 using ELW . . . . . . 91
3.2.2 Finite sample size of the t-statistics for trend slope t^2 using ELW . . . . . 92
3.3 Finite sample size of the t-statistics for mean and trend slope . . . . . . . . . . 93
3.4 Finite sample size comparisons . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 94
3.5 Empirical applications to temperature series . . . . . . . . . . . . . . . . . . . . . . . . . . . 95
x
List of Figures
1.1 Particle Filtered Estimates and Trues Values of the Parameter Process . 40
1.2 Particle Filtered Estimates and True Values of the Parameter and Sto-
chastic Volatility Processes . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 41
1.3 Out-of-Sample Forecasts of the Equity Premium . . . . . . . . . . . . . . . . . . . . . . . 42-43
1.4 Out-of-Sample Forecasts of Ination . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 44
2.1 Full Sample autocorrelations . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
2.2 Fitted level shifts and volatility . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 71
2.3 Sample autocorrelations of S&P 500 residuals . . . . . . . . . . . . . . . . . . . . . . . . . . 72
2.4 S&P500 Smoothed lter of the level shifts for di¤erent thresholds . . . . . . 73
2.5 S&P Smoothed lter of the level shift components for di¤erent models . 74
2.6 Autocorrelation function of the residual term in RLS with both mean
reversion and changing probability . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 75
3.1 Finite sample power of the t-statistic for mean t^1 (T=500) . . . . . . . . . . . . 96
3.2 Finite sample power of the t-statistics for trend slope t^2 (T=500) . . . . . 97
3.3 Finite sample power of the t-statistic for mean t^1 (T=1000) . . . . . . . . . . . 98
3.4 Finite sample power of the t-statistic for trend slope t^2 (T=1000) . . . . . 99
xi
3.5 Finite sample power comparisons of tests for trend slope . . . . . . . . . . . . . . . 100
3.6 Temperature series . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 101
xii
List of Abbreviations
AIC Akaike Information Criterion
AMO Atlantic Multidecanal Oscillation
ARFIMA Autoregressive Fractional Integration Moving Average
DGP Data Generating Process
DJIA Dow Jones Industrial Average
ELW Exact Local Whittle
EM Expectation Maximization
ESS E¤ective Sample Size
GLS Genenralized Least Square
LSV Long Memory Stochastic Volatility
MCEM Monte Carlo Expectation Maximization
MCMC Markov Chain Monte Carlo
MCS Model Condence Set
MSFE Mean Square Forecast Error
MU Median Unbiased
RLS Random Level Shift
SIR sampling/importance resampling
SIS sequential importance sampling
SISR sequential importance sampling with resampling
UB Upper Biased
UC-SV Unobserved Component Stochastic Volatility
UIRP Uncovered Interest Rate Parity
xiii
1Chapter 1
A new approach to forecasting in the presence of
in and out of sample breaks
1.1 Introduction
Forecasting is obviously of paramount importance in time series analyses. The theory of
constructing and evaluating forecasting models is well established in the case of stable
relationships. However, there is growing evidence that forecasting models are subject to
instabilities, leading to imprecise and unreliable forecasts. This is so in a variety of elds
including macroeconomics and nance. Indeed, Stock and Watson (1996) documented wide-
spread prevalence of instabilities in macroeconomic time series relationships. A prominent
example is forecasting ination; see, e.g., Stock and Watson (2007). This problem is also
prevalent in nance. Pastor and Stambaugh (2001) document structural breaks in the con-
ditional mean of the equity premium using long time return series. Paye and Timmermann
(2006) examined model instability in the coe¢ cients of ex post predictable components of
stock returns. See also Pesaran and Timmermann (2002), Rapach and Wohar (2006) and
Pettenuzzo and Timmermann (2011).
There is a vast literature on testing for and estimating structural changes within a given
sample of data; see, e.g., Andrews (1993), Bai and Perron (1998, 2003) and Perron (2006)
for a survey. Much of the literature does not model the breaks as being stochastic. Hence,
the scope for improving forecasts is limited. There can be improvements by relying on the
estimates of the last regime (or at least putting more weights on them) but even then such
improvements are possible if there are no out-of-sample breaks. In the presence of out-of-
sample breaks the limitation imposed by treating the breaks as deterministic mitigates the
2forecasting ability of models corrected for in-sample breaks. This renders forecasting in the
presence of structural breaks quite a challenge; see, e.g., Clements and Hendry (2006).
Some Bayesian models have been proposed to address this problem; see, e.g., Pesaran
et al. (2006), Koop and Porter (2007), Maheu and Gordon (2008), Maheu and McCurdy
(2009) and Hauwe et al. (2011). The advantage of the Bayesian approach steams from
the fact that it treats the parameters as random and by imposing a prior (or meta-prior)
distribution one can model the breaks and allow them to occur out-of-sample with some
probability. Such methods can, however, be sensitive to the exact prior distributions used.
We propose a frequentist-type approach with a forecasting model in which the changes
in the parameters have a probabilistic structure so that the estimates can help forecast
future out-of-sample breaks. Our approach is best suited to the case for which breaks occur
both in and out-of-sample, which in particular avoids the problematic use of a trimming
window assumed to have a stable structure. The method will work best indeed if there are
many in-sample breaks, so that a long span of data is benecial. This is unavoidable since
good out-of-sample forecasts of breaks require in-sample information about the process
generating such breaks, the more so the more e¢ cient the forecasts will be. The same
applies to previously proposed Bayesian methods, though the use of tight priors can partially
substitute for the lack of precise in-sample information. Having said that, our method still
yields considerable improvements even if relatively few breaks are present in-sample.
Our approach is similar in spirit to unobserved components models in which the para-
meters are modeled as random walk processes. There are, however, important departures.
Most importantly, a shift need not occur every period. It does so with some probability
dictated by a Bernoulli process for the occurrence of shifts and a normal random variable
for its magnitude. This leads to a specication in which the parameters evolve according
to a random level shift process. Some or all of the parameters of the model can be allowed
to change and the latent variables that dictate the changes can be common or di¤erent for
each parameters. Also, the variance of the errors may change in a similar manner.
The basic random level shift model has been used previously to model changes in the
3mean of a time series, whether stationary or long-memory, in particular to try to assess
whether a seemingly long-memory model is actually a random level shift process or a genuine
long-memory one; see Ray and Tsay (2002), Perron and Qu (2010), Lu and Perron (2010),
Qu and Perron (2012), Varneskov and Perron (2012), Li and Perron (2012) and Xu and
Perron (2012). It has been shown to provide improved forecasts over commonly used short or
long-memory models. Our basic framework is a generalization in which any or all parameters
of a forecasting model are modeled as random level shift processes.
To improve the forecasting performance we augment the model in two directions. First,
we model the probability of shifts as a function of some covariates which can be forecasted.
Second, we allow a mean-reversion mechanism such that the parameters tend to revert
back to the pre-forecast average. This last feature is especially inuential in providing
improvements in forecasting performance at long horizons. Functional forms for these two
modications are suggested for which the parameters can be estimated and incorporated in
the forecast scheme to model the future path of the parameters.
Our model can be cast into a non-linear non-Gaussian state space framework for which
standard Kalman lter type algorithms cannot be used. The state space representation of
our model is actually a linear dynamic mixture models in the sense that it is linear and
Gaussian conditional on some latent random variables. See Giordani et al. (2007) who
discuss the advantages of the class of conditionally linear and Gaussian state space models.
To provide a computationally e¢ cient method of estimation, we rely on recent developments
on particle ltering methods. The predictive distribution of the state is approximated by
a weighted sum of particles. The key to particle ltering is turning integrals into sums
via discrete approximations. The EM algorithm is used to obtain the maximum likelihood
estimates of the parameters. This allows treating the latent state variables as missing data
(see Bilmes, 1998) and using a complete or data-augmented likelihood function which is
easier to evaluate than the original likelihood. Since the missing information is random,
the complete-data likelihood function is a random variable and we end up maximizing the
expectation of the complete-data log-likelihood with respect to the missing data. Wei and
4Tanner (1990) introduced the Monte Carlo EM algorithm where the evaluation step is
executed by Monte Carlo methods. Random samples from the conditional distribution of
the missing data (state variables) can be obtained via a particle smoothing algorithm. For
an application of the use of such methods to the estimation of stochastic volatility models,
see Kim (2006). The forecasting procedure is then relatively simple and can be carried out
in a straightforward fashion once the model has been estimated. Simulations show that
the estimation method provides very reliable results in nite samples. The parameters are
estimated precisely and the ltered estimates of the time path of the parameters follow
closely the true process.
We apply our forecasting model to a variety of series which have been the object of
considerable attention from a forecasting point of view. These include the equity premium,
ination, exchange rates and the Treasury bill interest rates. In each case, we compare
the forecast accuracy of our model relative to the most important forecasting methods
applicable for each variable. We also consider di¤erent forecasting sub-samples or periods.
The results show clear gains in forecasting accuracy, sometimes by a very wide margin; e.g.,
over 80% reduction in mean squared forecast error for the equity premium over all popular
contenders.
Finally, note that given the availability of the proper code for estimation and forecasting,
the method is very exible and easy to implement. For a given forecasting model, all that
is required by the users are: 1) which parameters (including the variance of the errors if
desired) are subject to change; 2) whether the same or di¤erent latent Bernoulli processes
dictates the timing of the changes in each parameters; 3) which covariates are potential
explanatory variables to model the probability of shifts.
The rest of the paper is organized as follows. Section 2 describes the basic model with
random level shifts in the parameters. Section 3 discusses the modications introduced to
improve forecasting: the modeling of the probability of shifts and the allowance for a mean-
reverting mechanism. Section 4 presents the estimation methodology: the particle ltering
algorithm in Section 4.1, the particle smoothing algorithm in Section 4.2, the Monte Carlo
5Expectation Maximization method to evaluate the likelihood function in Section 4.3, and in
Section 4.4 issues related to initialization and the construction of the standard errors of the
estimates. Section 5 presents results pertaining to the accuracy of the estimation method
in nite samples. Section 6 contains the various applications and comparisons with other
forecasting methods. Section 7 o¤ers brief concluding remarks.
1.2 The basic model
We consider a basic forecasting model specied by
yt = Xtt + et (1.1)
where yt is a scalar variable to be forecasted, Xt is a k-vector of covariates and, in the base
case et  i:i:d: N(0; 2e). It is assumed that the some or all of the parameters are time-
varying and exhibit structural changes at some unknown time. The specication adopted
for the time-variation in the parameters is the following:
t = t 1 +K

t t
where Kt = diag(K

1;t; :::;K

k;t) and t = (1;t; :::; k;t)
0  i:i:d: N(0;). The latent vari-
ablesKj;t  Ber(p(j)) and are independent across j. Hence, the parameter evolves according
to a Random Level Shift (RLS) process such that the shifts are dictated by the outcomes
of the Bernoulli random variables Kj;t. When K

j;t = 1, a shift j;t occurs drawn from a
N(0; 2;j) distribution, otherwise when K

j;t = 0, the parameter does not change. The shifts
can be rare (small values of p(j)) or frequent (larger values of p(j)).
This specication is ideally suited to model changes in the parameters occurring at
unknown dates. Many specications are possible depending on the assumptions imposed
on Kt and . First, when K

1;t = ::: = K

k;t, we can interpret the model as one in which all
parameters are subject to change at the same times, akin to the pure structural change model
of Bai and Perron (1998). A partial structural model, can be obtained by setting p(j) = 0
for the parameters not allowed to change, or equivalently by setting the corresponding rows
6and columns of  to 0. The case with K1;t = ::: = K

k;t is arguably the most interesting for
a variety of applications. However, it is also possible not to impose equality for the di¤erent
Kj;t. This allows the timing of the changes in the di¤erent parameters to be governed by
di¤erent independent latent processes. This may be desirable in some cases. For instance,
it is reasonable to expect changes in the constant to be related to low frequency variations
of the random level shifts type, while changes in the coe¢ cients associated with random
regressors to be related to business-cycle type variations. In such cases, it would therefore
be desirable to allow the timing of the changes to be di¤erent for the constant and the other
parameters. Of course, many di¤erent specications are possible, and the exact structure
needs to be tailored to the specic application under study.
The assumption that the latent Bernoulli processes Kj;t are independent across j may
seem strong. It implies that the timing of the changes are independent across parameters.
As stated above, this can be relaxed by imposing a perfect correlation, i.e., setting some
latent variables to be the same. Ideally, one may wish to have a more exible structure that
would allow imperfect though non-zero correlation. This generalization is not feasible in our
framework. In many cases, it may also be sensible to impose that  is a diagonal matrix.
This implies that the magnitudes of the changes in the various parameters are independent.
In our applications, we follow this approach as it appears the most relevant case in practice
and also considerably reduces the complexity of the estimation algorithm to be discussed
in the next section. Hence, for the jth parameter j (j = 1; :::; k), we have
j;t = j;t 1 +K

j;tj;t (1.2)
where j;t  N(0; 2;j) and Kj;t  Ber(p(j)).
In some cases, it may also be of interest to allow for changes in the variance of the errors.
The specication for the distribution is then et = ";t"t with
ln2";t = ln
2
";t 1 +K

t v";t (1.3)
where "t  N(0; 1), Kt  Ber(p) and v";t  N(0; 2v).
7Remark 1 When p(j) = p = 0 for all j, the model reduces to the classic regression model
with time invariant parameters. When p(j) = 1 for all j and p = 0, it becomes the standard
time varying parameter model; e.g., Rosenberg (1973), Chow (1984), Nicholls and Pagan
(1985) and Harvey (2006).
Remark 2 The model can be extended to a multiple regressions framework such as VAR
models. However, the focus here will be on a single equation model.
1.3 Modications useful for forecasting improvements
The framework laid out in the previous section is well tailored to model in-sample breaks
in the parameters. However, as such it does not allow future breaks to play a role in
forecasting. In order to be able to do so, we incorporate some modications. Two features
that are likely to improve the t and the forecasting performance is to allow for changes
in the probability of shifts and model explicitly a mean-reverting mechanism for the level
shift component. In the rst step, we specify the jump probability to be
p
(j)
t = f(p; wt)
where p is a constant, wt are covariates that would allow to better predict the probability
of shifts and f is a function that ensure that pt 2 [0; 1]. Note that wt needs to be in the
information set at time t in order for the model to be useful for forecasting. We shall adopt
a linear specication with the standard normal cumulative distribution function (), so
that Kj;t  Ber(pt) with pt = (r0 + r1wt). As similar specication can be made for the
probability of the Bernoulli random variable Kt a¤ecting the shifts in the variance of the
errors.
The second step involves building a mean reverting mechanism to the level shift model.
The motivation for doing so is that we observe evidence that parameters does not jump
arbitrarily and that large upward movement tend to be followed by a decrease. This fea-
ture can be benecial to improve the forecasting performance if explicitly modeled. The
8specication we adopt is the following:
j;t  N(;j;t; 2;j)
;j;t = (j;t 1   (t 1)j )
where j;t 1 is the ltered estimate of the parameter subject to change at time t   1 and

(t 1)
j is the mean of all the ltered estimates of the jump component from the beginning of
the sample up to time t 1. This implies a mean-reverting mechanism provided  < 0. The
magnitude of  then dictates the speed of reversion. Note that the specication involves
using data only up to time t  1 in order to be useful for forecasting purposes. Also, it will
have an impact on forecasts since being in a high (low) values state implies that in future
periods the values will be lower (higher), and more so as the forecasting horizon increases.
Hence, this specication has an e¤ect on the forecasts of both the sign and size of future
jumps in the parameters. Similar specications can be made to p and v";t for the changes
in the variance of the errors.
The out-of-sample forecasts are then constructed in two steps. The rst involves fore-
casting the covariates wt using a preliminary model; e.g., using an AR(p). The h-step ahead
forecast of the jump probability is then pt+hjt = (r0+ r1wt+hjt) where wt+hjt is the h-step
ahead forecast of wt+h at time t. Note that one can also forecast the regressors Xt to obtain
predicted values denoted by Xt+hjt. The second step is to forecast j;t as a weighted sum of
two di¤erent possible outcomes: one with structural breaks and one without. For example,
the one-step-ahead forecast at time t is
j;t+1jt = E(j;t+1jj;t) = (1  p(j)t+1jt)j;t + p
(j)
t+1jt(j;t + ;j;t+1jt);
where ;j;t+1jt = (j;tjt   (t)j ). Longer horizon forecasts are based on forward iterations
9to compute future conditional means. Therefore, the h-step ahead forecast is
j;t+hjt = E(j;t+hjj;t) = E(j;t +
hX
k=1
p
(j)
t+kjt;j;t+kjtjj;t)
= j;t +
hX
k=1
pt+kjt;j;t+kjt = j;t +
hX
k=1
p
(j)
t+kjt(j;t+k 1jt   
(t+k 1)
j )
As the forecast horizon increases, the probability of future structural changes also increases.
This feature is also present in some Bayesian-type forecasting methods for out-of-sample
structural breaks; see, e.g., Hauwe et al. (2011).
1.4 Estimation Methodology
The model described is within the class of non-linear non-Gaussian State Space models of
the form
yt = Ht(xt; vt)
xt = Ft(xt 1; ut)
where yt is the variable to be forecasted and xt are the latent processes. The measurement
equation is (1.1) and the transition equations are (1.2) and (1.3). This implies that standard
Kalman lter type algorithms are not appropriate and that an extended estimation method
is needed. The one adopted is discussed in this section.
1.4.1 Particle ltering
As an alternative to simulation-based algorithms like Markov Chain Monte Carlo (MCMC)
methods, particle lters and smoothers are sequential Monte Carlo methods used to eval-
uate the probability distribution of some variable x, which is hard to compute directly as
in cases for which the analytic solutions are not available. They approximate the contin-
uous distribution of x by a discrete distribution involving a set of weights and particles
fw(i); x(i)gMi=1. We can view particle lters and smoothers as generalizations of the Kalman
lters and smoothers for general state space models. Since our model setup includes mix-
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tures of normal errors and stochastic volatility, standard Kalman ltering and smoothing
techniques are not applicable. Of particular interest is the fact that sequential Monte Carlo
ltering or particle ltering enables us to approximate the conditional density f(xtjy(t)) as
a weighted sum of particles, where y(t) = (y1; :::; yt) denotes the history of the data up to
time t.
The ltered distribution of xt+1 conditional on information up to time t+ 1 is
p(xt+1jy(t+1)) / p(yt+1jxt+1)p(xt+1jy(t)) (1.4)
The likelihood p(yt+1jxt+1) is usually known, and the predicting density p(xt+1jy(t)) is given
by:
p(xt+1jy(t)) =
Z
p(xt+1jxt)p(xtjy(t))dxt (1.5)
Particle ltering methods approach the ltering problem through simulations and a dis-
crete approximation of the optimal ltering distribution. More precisely, particle methods
approximate p(xtjy(t)) by
pM (xtjy(t)) =
MX
i=1
!
(i)
t x(i)t
where  is the Dirac delta function and f!(i)t ; x(i)t gMi=1 denote a set of weights and particles.
Here M is the number of particles. See Johannes and Polson (2006) for a brief introduction
to particle ltering, and Doucet et al. (2001) and Ristic et al. (2004) for a textbook
discussion. For applications to stochastic volatility models using particle ltering, see Kim
et al. (1998), Chib et al. (2006) and Malik and Pitt (2009). Pitt (2005) applies particle
ltering to maximum likelihood estimation, while Fernandez and Rubio (2005) apply it
to dynamic macroeconomic models. See also Creal (2012) for a survey of applications of
sequential Monte Carlo methods in economics and nance.
Via resampling fw(i)t ; x(i)t gMi=1 can yield an equally weighted random sample from p(xtjy(t)).
Therefore, we can discretely approximate p(xtjy(t)) by
pM (xtjy(t)) = 1
M
MX
i=1
p(ytjxt)p(xtjx(i)t 1):
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Hence, using (1.5) we can update p(xtjy(t)) to p(xt+1jy(t)), and using (1.4) we can obtain
sample particles from p(xt+1jy(t+1)). There are di¤erent sampling strategies developed in
the literature, such as sampling/importance resampling (SIR), sequential importance sam-
pling (SIS), exact particle ltering and auxiliary particle ltering algorithms. We adopt
the sequential importance sampling with resampling (SISR) algorithm to get particles from
p(xt+1jy(t+1)). This algorithm was introduced by Gordon et al. (1993) to add a resampling
step within the SIS algorithm that can mitigate the weight degeneracy problem. A sequen-
tial importance density q(xt+1jy(t+1)) is introduced, which is easier to sample from than
p(xt+1jy(t+1)): By the change of measure formula
E[f(xt+1)jy(t+1)] = Eq[wt+1f(xt+1)jy
(t+1)]
Eq[wt+1jy(t+1)]
;
with wt = p(xtjy(t))=q(xtjy(t)). Given samples from the importance density,
EM [f(xt+1)jy(t+1)] /
MX
i=1
w
(i)
t+1f(x
(i)
t+1)
Given the recursive specications for p(xt+1jy(t+1)) and q(xt+1jy(t+1)), we have
p(xt+1jy(t+1)) / p(yt+1jxt+1)p(xt+1jxt)p(xtjy(t))
and
q(xt+1jy(t+1)) / q(xt+1jxt; y(t+1))q(xtjy(t))
The weights are also recursive, so that:
w
(i)
t+1 =
p(x
(i)
t+1jy(t+1))
q(x
(i)
t+1jy(t+1))
=
p(yt+1jx(i)t+1)p(x(i)t+1jx(i)t )
q(x
(i)
t+1jx(i)t ; y(t+1))
p(x
(i)
t jy(t))
q(x
(i)
t jy(t))
=
p(yt+1jx(i)t+1)p(x(i)t+1jx(i)t )
q(x
(i)
t+1jx(i)t ; y(t+1))
w
(i)
t
The rst equation follows from the denition of the change of probability measures, and the
second from the recursive representation for p(xt+1jy(t+1)) and q(xt+1jy(t+1)). We summa-
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rize the steps involved in implementing the SISR algorithm in the context of our forecasting
model with one parameter subject to change and no stochastic volatility, in which case the
state or latent variables are fKt g and j;t.
 Particle ltering algorithm based on SISR: First, for i = 1; : : : ;M : generate
K
(i)
0  Ber(p0), then (i)0  K(i)0  N(0 ; 20). Set the initial weights to w
(i)
0 =
(1=M). Second, for t = 1; : : : ; T : generate K(i)t  Ber(pt) and (i)t = (i)t 1 +K(i)t 
N(;t; 
2
), compute
w
(i)
t / p(ytjx(i)t )w(i)t 1 /
1p
22e
exp( (yt  Xt
(i)
t )
2
22e
);
for i = 1; : : : ;M , and normalize the weights to get w^(i)t = w
(i)
t =
PM
i=1w
(i)
t . Then,
resample f(i)t ;K(i)t gMi=1 with probability w^(i)t , and set w(i)t = (1=M). Repeat the
steps above increasing from t+ 1 until T .
Remark 3 Resampling the particles f(i)t ;K(i)t gMi=1 implies replicating a new population of
particles from the existing population in proportion to their normalized importance weights.
In Gordon et al. (1993), resampling is carried out every time period, and M random
variables are drawn with replacement from a multinomial distribution with probabilities
fw^(i)t gMi=1. After resampling, we set the weights of the particles to a constant (1=M). This
resampling scheme allows solving the weight degeneracy problem of the SIS algorithm.
Remark 4 Liu and Chen (1995) suggest to resample only when the importance weights are
unstable to decrease the e¤ect of Monte Carlo variation impacted to the estimator. The
e¤ective sample size (ESS) as a measure of the weight instability is dened as:
ESS =
1PM
i=1(w^
(i)
t )
2
At each time period, ESS is calculated and compared to a user chosen threshold. If ESS
drops below the threshold, then resampling is performed. Usually the threshold is picked as
a percentage of the number of particles, e.g., in the range 0.5 to 0.75. In our applications,
we use 0.5.
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1.4.2 Particle Smoothing
The particle smoothing algorithm is designed to obtain particle smothers fs(i)t gMi=1 with
certain weights fw(i)t gMi=1 from p(xtjy(T )). Godsill et al. (2004) provide a forward-ltering
and backward-simulation smoothing procedure. It allows drawing random samples from
the joint density p(x0; x1; : : : xT jy(T )), not only the individual marginal smoothing densities
p(xtjy(T )): The smoothing algorithm relies on a pre-ltering procedure and previously ob-
tained set of particles fw(i)t ; x(i)t gMi=1 for each time period. The main ingredients behind the
smoothing algorithm are the relations:
p(x1; x2; : : : ; xT jy(T )) = p(xT jy(T ))
T 1Y
t=1
p(xtjxt+1; : : : ; xT ; y(T ))
and
p(xtjxt+1; : : : ; xT ; y(T )) = p(xtjxt+1; y(t))
=
p(xtjy(t))p(xt+1jxt)
p(xt+1jy(t))
/ p(xtjy(t))p(xt+1jxt)
The rst equality follows from the Markov property of the model and the second from
Bayesrule. Since random samples fx(i)t gMi=1 from p(xtjy(t)) can be obtained from the particle
ltering algorithm, p(xtjxt+1; : : : ; xT ; y(T )) can be approximated as
PM
i=1w
(i)
tjt+1x(i)t
(xt) with
modied weights
w
(i)
tjt+1 =
w
(i)
t p(xt+1jx(i)t )PM
i=1w
(i)
t p(xt+1jx(i)t )
:
This procedure is performed in a reverse-time direction conditioning on future states. Given
a random sample fst+1; : : : ; sT g drawn from p(xt+1; : : : ; xT jy(T )), we take one step back and
sample st from p(xtjst+1; : : : ; sT ; y(T )). The smoothing algorithm is summarized as follows
in the context of the simple version of our model.
 Particle smoothing algorithm: Consider the weighted particles obtained from
the ltering algorithm fw(i)t ; (i)t ;K(i)t gMi=1 for i = 1; : : : ;M , and t = 1; : : : ; T . Let
fs(j);t; s(j)K1;tgMj=1 be a set of particle smoothers. First set s
(j)
;T = 
(i)
T and s
(j)
K1;T
= K
(i)
T
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with probability (1=M). Then, for t = T   1; T   2; : : : ; 1, compute
w
(i)
tjt+1 / w
(i)
t p(s
(j)
;t+1j(i)t )
/ fpt+1exp( 
(s
(j)
;t+1   (i)t   ;t)2
22
)gs
(j)
K1;t+1f1  pt+1g1 s
(j)
K1;t+1
for i = 1; : : : ;M , and let s(j);t = 
(i)
t and s
(j)
K1;t+1
= K
(i)
t with probability w
(i)
tjt+1.
Repeat the steps above decreasing from t   1 until 1 to obtain fs(j);t; s(j)Kt ;t+1g as
approximations to p(t;K

t jy(T )), for j = 1; : : : ;M .
1.4.3 MCEM algorithm
Frequentist likelihood-based parameter estimation of non-linear and non-Gaussian state
space models using particle lters and smoothers is not straightforward. The gradient-
based optimizer su¤ers from a discontinuity problem caused by the resampling. Here, we
follow the Monte Carlo Expectation Maximization (MCEM) method proposed by Olsson
et al. (2008). The Basic EM algorithm is a general method to obtain the maximum-
likelihood estimates of the parameters of an underlying distribution from a given data set
with missing values. Suppose the complete data set is Z = (Y;X), in which Y is observed
but X is unobserved. For the joint density p(zj) = p(y; xj) = p(yj)p(xjy;), we dene
the complete-data likelihood function by L(jY;X) = p(Y;Xj). The original likelihood
L(jY ) is the incomplete-data likelihood. SinceX is unobserved and may be generated from
an underlying distribution, e.g., the transition equation in a state space model, L(jY;X)
is indeed a random variable. Therefore, we maximize the expectation of logL(jY;X) with
respect to X, with the expectation dened by:
Q(;(k 1)) = E[logL(jY;X)jY;(k 1)] =
Z
logp(Y; xj)p(xjY;(k 1))dx
The di¤erence between Monte Carlo EM algorithm and the basic EM algorithm is that
when evaluating Q(;(k 1)), the MCEM uses a Monte-Carlo based sample average to
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approximate the expectation. The Monte Carlo Expectation or E-step is:
Q(;(k 1)) =
1
M
MX
i=1
logp(Y; x(i)j)
where fx(i)gMi=1 are random samples from p(xjY;(k 1)). Given current parameter esti-
mates, random samples from p(xjY;(k 1)) are simply the particle smoothers fs(i)t gMi=1
obtained as described above. The Maximization or M-step is:
(k) = argmax

Q(;(k 1))
These two steps are repeated until (k) converges. The rate of convergence has been studied
by many researchers; e.g., Dempster et al. (1977), Wu (1983) and Xu and Jordan (1996). In
the context of the simple version of our model, the specics of the algorithm are as follows.
For the E-step, the complete likelihood of f1; : : : ; T ;K1 ; : : : ;KT ; y1; : : : ; yT g is
f(;K1; Y ) =
TY
t=1
f(tjt 1;Kt )
TY
t=1
f(Kt )
TY
t=1
f(ytjt;Kt )
= f
TY
t=1
1q
22
exp( (t   t 1   ;t)
2
22
)gKt
TY
t=1
p
Kt
t (1  pt)1 K

t
TY
t=1
1p
22e
exp( (yt  Xtt)
2
22e
)
The log-likelihood function is:
 2logf(;K ; Y ) =
TX
t=1
Kt [log(
2
) +
(t   t 1   ;t)2
2
]
 2
TX
t=1
[Kt log(pt) + (1 Kt )log(1  pt)]
+
TX
t=1
[log(2e) +
(yt  Xtt)2
2e
]
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The expectation of the complete log-likelihood function with respect to the unknown state
variables ;K given Y and current parameter estimates (k 1) is the objective function
to be maximized (or minimized if using the negative of the log-likelihood function). For the
Monte Carlo EM algorithm, we approximate the expectation by Monte Carlo sample aver-
age with random samples drawn from p(t;K

t jyT ) obtained using the particle smoothing
algorithm. Then,
Q(;(k 1)) = E[ 2logf(;K ; Y )jY;(k 1)]
=
1
M
MX
i=1
f
TX
t=1
K
(i)
t [log(
2
) +
(
(i)
t   (i)t 1   (i);t)2
2
]
 2
TX
t=1
[K
(i)
t log(pt) + (1 K(i)t )log(1  pt)]
+
TX
t=1
[log(2e) +
(yt  Xt(i)t )2
2e
]g
For the M-step, note that conditional on K , the model is a linear Gaussian state space
model. Hence, standard maximum likelihood estimates are obtained by solving the rst
order condition.
Remark 5 For the full model with stochastic volatility, the estimation methodology is the
same. The di¤erence is that instead of having two state variables, we now have four state
variables ft;Kt ; ln2";t;Kt g. Similarly, if di¤erent parameters are allowed to vary inde-
pendently, we simply add the additional latent variables (jt;K

jt).
1.4.4 Selection of the initial values and construction of the standard errors
In order to speed up the convergence of the estimation algorithm, we can use information
from the data in order to provide better initial parameter values. Consider for example, the
simple model
yt = t + et
t = t 1 +K

t t
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where t  N(0; 2), et  N(0; 2e) and Kt  Ber(p). The initial parameter values are set
to p(0)2
(0)
 = jvar(y  y 2)  var(y  y 1)j and 2
(0)
e = (var(y  y 1)  p(0)2
(0)
 )=2. We set
p(0) according to prior judgment about the frequency of the jumps.
To construct the standard errors of the estimates, Louis (1982) provides a way of ob-
taining the information matrix when using the EM algorithm. It is given by
I =
TX
t=1
E[B(t; ^)jt] 
TX
t=1
E[S(t; ^)S
T (t; ^)j]
 2
TX
t<k
E[S(t; ^)j]E[S(k; ^)j]0
where S(t; ^) and B(t; ^) are the rst and second order derivatives, respectively and 
refers to the complete data set including both observed data and unobserved state variables.
However, since simulations are used in the EM algorithm, this may cause discontinuities, in
which case this method is unstable and cannot always provide a positive denite covariance
matrix. Duan and Fulop (2011) proposed a stable estimator of the information matrix
applicable to the EM algorithm. They estimate the variance using the smoothed individual
scores. Dene at() = E[@logf(xtjt 1;)=@jY;], then the estimate of the information
matrix is
I^ = 
0 +
lX
j=1
w(l)(
j +

0
j)
where 
j =
PT j
t 1 at(^)at+j(^)
0 and w(j) = 1  j=(l+1). This method is easy to compute
and does not require evaluations of the second-order derivatives of the complete data log-
likelihood.
1.5 Simulations
We now present simulation results to assess the adequacy of our estimation method in
providing good estimates in nite samples. All simulation results are obtained from N =
1000 particles and the sample size is T = 1000. The number of replications is 500.
We start with a simple model in which only a constant is included as a regressor and
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the variance of the errors does not change. The model is then
yt = t + et (1.6)
t = t 1 +K

t t
where et  i:i:d: N(0; 2e), t  i:i:d: N(0; 2) and Kt  Ber(pt) with pt = (r0 + r1wt).
We start with a case with infrequent shifts with parameters given by 0 = (r0; r1; e; ) =
( 1:96; 4; 0:2; 0:2). Since we are not concerned about forecasting here, we set ;t = 0. The
covariate wt is a vector in which every 50 time periods wt = 1, and 0 otherwise. Hence, a
shift occurs with probability very close to one every 50 periods, otherwise the probability
of a shift is 2.5%. We also consider a case with frequent jumps so that a shift occurs with
probability 0:5 every time period. In this case the parameter values are 0 = (0; 0; 0:2; 0:2).
In both cases, we use the true parameter values as the initial conditions. Table 1 (panel A)
presents the mean and standard errors of the estimates showing that, in both cases, they
are very accurate. Figure 1(a,b) presents a plot of the true path of the process t along
with the ltered estimates tjt obtained for the particle lter algorithm. This is done for
a single realization chosen randomly. These reveal that the ltered estimates provide very
accurate estimates of the time path of the parameter.
We now present results when using adding a mean reverting component and allowing
the variance of the errors to change. Hence, et = ";t"t with
ln2";t = ln
2
";t 1 +K

t v";t (1.7)
where "t  i:i:d: N(0; 1), Kt  Ber(p) and v";t  i:i:d: N(0; 2v). Also,
t  N(;t; 2)
;t = (t 1   (t 1))
The true parameters are 0 = (r0; r1; p; ; v; ; ) = ( 1:96; 4; 0:5; 0:95; 0:2; 0:2; 0:1).
The covariate wt is as specied before. The mean and standard deviations of the estimates
19
are presented in Panel B of Table 1. Figure 2 presents a graph of the path of the true t
and ln2";t along with their ltered estimates, again for a single realization chosen randomly.
The results show that the mean values of the estimates are close to the true values. The
ltered estimates of t and ln
2
";t follow the general time variations of the true processes,
though not as precisely as in the simplied case.
To assess the robustness of our estimation method, we rst consider the simplied model
(1.6) with Kt  Ber(p) for two extreme cases involving a constant probability of changes.
One has t constant (jump probability 0) and the other has t changing every period (jump
probability 1). Here, the parameter space of interest is  = (p; e; ). The simulation
results for the means and standard deviations are presented in Table 2 for both cases. For
the case with p = 0, the estimates are very accurate. When p = 1, p is very precisely
estimated but the estimates of e and  are slightly biased upward.
The next experiment aims to assess whether it is detrimental to introduce a mean
reversion component when none is present. To that e¤ect, we use model (1.6) with the
addition that
t  N(;t; 2)
;t = (t 1   (t 1))
The true parameter values are 0 = (r0; r1; e; ; ) = ( 1:96; 4; 0:2; 0:2; 0). The results
presented in the last panel of Table 2 show that the estimate of all parameters are precise
so that no e¢ ciency loss is incurred.
1.6 Forecasting applications
We consider a variety of forecasting applications pertaining to variables which have been
the object of intense attention in the literature: the equity premium, ination, the treasury
bill rate and exchange rates. We compare the forecasting performance of our model relative
to popular forecasting methods applicable to the di¤erent variables. In all cases, our model
provides improved forecasts, in some cases by a considerable margin.
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Throughout, the out-of-sample forecasting experiments aim at evaluating the experience
of a real-time forecaster by performing all model specications and estimations using data
through date t, making a h-step ahead forecast for date t + h, then moving forward to
date t+ 1 and repeating this through the sub-sample used to construct the forecasts. The
estimation of each model is recursive, using an increasing data window starting with the
same initial observation. The forecasting performance is evaluated using the mean square
forecast error (MSFE) criterion dened as
MSFE(h) =
1
Tout
ToutX
t=1
(yt;h   yt+hjt)2
where Tout is the number of forecasts produced, h is the forecasting horizon, yt;h =
Ph
k=1 yt+k
and yt+hjt =
Ph
k=1 yt+kjt with yt+k the actual observation at time t+ k and yt+kjt its fore-
cast conditional at time t. To ease presentation, the MSFE are reported relative to some
benchmark model, usually the most popular forecasting model in the literature. In all cases,
we allow mean reversion in the paramters of the model when constructing forecasts using
our model.
1.6.1 Equity premium
Forecasts of excess returns at both short and long-horizons are important for many economic
decisions. Much of the existing literature has focused on the conditional return dynamics
and studied the implications of structural breaks in regression coe¢ cients including the
lagged dividend yield, short interest rate, term spread and the default premium. However,
most of the research has focused on modeling the equity premium assuming a certain num-
ber of structural breaks in-sample while ignoring potential out-of-sample structural breaks.
Recently, Maheu and McCurdy (2009) studied the e¤ect of structural breaks on forecasts
of the unconditional distribution of returns, focusing on the long-run unconditional distrib-
ution in order to avoid model misspecication problems. Their empirical evidence strongly
rejects ignoring structural breaks for out-of-sample forecasting. We consider using our fore-
casting model with di¤erent specications. One models the unconditional mean of excess
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returns incorporating random level shifts in mean, with the time varying jump probabilities
inuenced by the absolute rate of growth in the earning price ratio. We also consider a
conditional mean model using the dividend yield as the explanatory variable.
Following Jagannathan et al. (2000), we approximate the equity premium of S&P 500
returns as the di¤erence between stock yield and bond yield. The data were obtained
from Robert Shillers website (http://www.econ.yale.edu/~shiller/data.htm). According to
Gordons valuation model, stock returns are the sum of the dividend yields and the expected
future growth rate in stock dividends. We use the average dividend growth rate to proxy
for the expected future growth rate. The data is monthly and covers the period from 1871
to 2012.5. High quality monthly data are available after 1927, before 1927 the monthly data
are interpolated from lower frequency data. We use the 10-year Treasury constant maturity
rate (GS10) as the risk free rate.
We start with a simple random level shift model without explanatory variables given
by:
yt = t + et (1.8)
t = t 1 +K

t t
where et  i:i:d: N(0; 2e), t  i:i:d: N(;t; 2), ;t = (t 1 (t 1)),Kt  Ber(pt) with pt
= (r0 + r1wt). The covariate wt used to model the time variation in the probability of
shifts is the lagged absolute value of the rates of changes in the EP ratio. The rational
for doing so that it is expected that large uctuations in the earning price ratio induce a
higher probability that excess stock returns will experience a level shift in the unconditional
mean. We also allow a mean reversion component and to assess its e¤ect we also consider
a version without it. To implement the forecasts, we use an AR(p) model to forecast wt for
which, here and throughout all applications, the number of lags is selected using the Akaike
Information Criterion (AIC) with a maximal value of 4.
We also consider a conditional forecasting model that uses the lagged dividend price
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ratio as the regressor. The specications are
yt = 1t + 2tdpt 1 + et (1.9)
where, with t = (1t; 2t),
t = t 1 +K

t t:
Lettau and van Nieuwerburgh (2007) analyzed the implications of structural breaks in the
mean of the dividend price ratio for conditional return predictability. Xia (2001) studied
model instability using a continuous time model relating excess stock returns to dividend
yields. They model the coe¢ cient t to follow an OrnsteinUhlenbeck process and the
ensuing estimates of the time varying coe¢ cient 2t revealed instability of the forecasting
relationship. Hence, instabilities have been shown to be of concern when using this con-
ditional forecasting model, which motivates the use of our forecasting model. Besides the
addition of the lagged dividend price ratio as regressors, the specications are the same as
for the unconditional mean model (1.8).
We consider various versions depending on which coe¢ cients are allowed to change and
if so whether they change at the same time. These are: 1) the unconditional mean model
(1.8) with level shifts, 2) the conditional mean model (1.9) with the coe¢ cient on the lagged
dividend yield allowed to change (K1t = 0) , 3) the conditional mean model (1.9) with the
constant allowed to change (K2t = 0). We compare our forecasting model with the most
popular forecasting models used in the literature. These are: 1) a rolling ten-years average
(used as the benchmark model); 2) the historical average; 3) the conditional model with
a constant and the lagged dividend price ratio as the regressors without changes in the
parameters.
We rst consider 1998-2012 as the forecasting period, with forecasting horizons 1; 3; 6; 12,
18; 24; 30; 36; 40. The results are presented in Table 3.1. The rst thing to note is that all
three versions involving random level shifts perform very well and are comparable. The best
model for horizons up to 6 months is the conditional mean model (1.9) with the coe¢ cient
on the lagged dividend yield allowed to change (K1t = 0), though the di¤erence are quite
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minor. For longer horizons, the the unconditional mean model (1.8) with level shifts is the
best. What is noteworthy is that our model performs much better than any competing
forecasting models. This is especially the case at short-horizons, for which the gain in
forecasting accuracy translates into a reduction in MSFE of up to 90% when compared to
the conditional model with no breaks (and even more so when compared to the rolling 10
year average or the historical average, the latter performing especially badly). At longer
horizons, the unconditional mean model (1.8) with level shifts still perform better than
the conditional model with constant coe¢ cient but to a lesser extent. Figure 3 presents a
plot of the forecasts obtained from the various methods (without the historical average) for
horizons 1, 12, 24 and 36 months. On can see that the forecasts from the random level shift
model track the actual data quite well.
To assess the robustness of the results we also consider the forecasting period 1988-
1996, given that it o¤ers an historical episode with di¤erent features. What is noteworthy
is that the conditional mean model with constant parameters now performs very poorly with
MSFE more than four times the rolling 10 year average. On the other hand the models with
random level shifts continue to perform very well, with MSFE around 10% of the rolling
10 years average at short horizons, and around 20% at longer horizons. All models with
random level shifts have comparable performance at short horizons, but the conditional
mean model (1.9) with the constant allowed to change (K2t = 0) is best at longer horizons.
In summary, the evidence provides strong evidence that our forecasting model o¤ers
marked improvements in forecast accuracy. It does so at all horizons with results that are
robust to di¤erent forecasting periods.
1.6.2 Ination
Stock and Watson (2007) documented the fact that the rate of price ination in the United
States has become easier to forecast in the sense that using standard methods yields a lower
MSFE since the mid-1980s (the Great Moderation). At the same time, however, they
showed that the advantage of using a multivariate forecasting model such as the backward-
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looking Phillips curve has declined concurrently. Hence, in fact ination has become harder
to forecasts except for the fact that the variance of the shocks is smaller. They argued that
the best forecasting model is an unobserved components model with stochastic volatility
(UC-SV model) which allows for changing ination dynamic in both the conditional mean
and the variance. They conjectured two reasons for the deterioration. One is due to the
changes in the variance of the various activity measures used as predictors and the other
is due to changes in coe¢ cients. We consider extending both the UC-SV model and the
popular backward-looking Phillips curve model to incorporate random level shifts in the
parameters and stochastic volatility.
The data used were collected from the Federal Reserve Bank of St. Louis and the US
Bureau of Labor Statistics and are the monthly CPI for all items and the civilian unemploy-
ment rates (seasonally adjusted) from 1960-2012. Annual ination rates are constructed as
t = 1200ln(Pt=Pt 1).
The unobserved components model with stochastic volatility for ination yt is given by:
yt = t + et
t = t 1 +K

t t
et = ";t"t
ln2";t = ln
2
";t 1 + v";t
with the various variables as dened in Section 2. In this case the probability of shifts is
modelled using the unemployment rate as the covariate.
The other class of models considered are based on the popular backward looking Phillips
curve
4t+1 = t4t + + '(L)4t 1 + ut + (L)4ut + ";t"t (1.10)
where only the coe¢ cient of the current value of the rst-di¤erences in ination is allowed
to change and '(B), (B) are polynomials in the lag operator L whose order is selected
using AIC. Also, t, ";t and "t are as specied above, with the mean reversion mechanism
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incorporated for t. The covariate wt used to model the probability of shifts in t is the
e¤ective federal funds rate.
We also considered several models used in Stock and Watson (2007) for forecasting
comparisons. Those are: 1) the AR(AIC) model, which simply uses an AR(p) model for
the rst-di¤erences of ination with the lag order selected using the AIC. 2) AO model as
suggested by Atkeson and Ohanian (2001) which is simply a 12 periods backward average
so that the h-steps ahead forecast is given by
t+hjt =
1
12
(t + t 1 +   + t 11):
Note that in this case multi-steps forecasts are the same for all horizons. Since we are
using monthly data, the forecasts of future ination are based on a rolling but xed length
window of average ination for the previous 12 months. 3) Backward-looking Phillips curve
which is the same as model (1.10) but without allowing for changes in coe¢ cients and
stochastic volatility. We also consider a slight modication that drops the regressor ut and
only include the stationary predictors 4ut. This version is labelled as model PC-4u. 4)
UC-SV (unobserved component with stochastic volatility) model:
t =  t + t
 t =  t 1 + "t
where "t = ";t";t, t = ;t;t, ln
2
;t = ln
2
;t 1 + v;t, ln2";t = ln2";t 1 + v";t with
t = (;t; ";t)  i:i:d: N(0; I2), vt = (v;t; v";t)  i:i:d: N(0; I2). Here,  is the only
parameter in the model. It controls the smoothness of the stochastic volatility process. We
follow Stock and Watson (2007) and set  = 0:2 as a prior when forecasting. Since this is
a one step ahead model, multistep forecasts are calculated using an iterated method.
The results are presented in Table 4 for the forecasting period 1984 to the end of the
sample and forecast horizons h = 1; 4; 12; 24; 36; 48; 60; 72; 84; 96months. The UC-SV model
is used as the benchmark. Consistent with the results of Stock and Watson (2007), the
UC_SV performs best at short horizons up to 12 months with the two models with random
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level shifts close second and third. At longer forecasting horizons, the UC_SV model with
random level shifts performs best with reductions in MSFE of up to 20% at the 5 years
horizon. At the longest horizon considered, 96 months, the naive AO forecasts are the best
but the methods is, however, very unreliable at short horizons. The forecasts of the basic
UC_SV model, the UC_SV model with random level shifts and the Phillips Curve model
with random level shifts are presented in Figure 4 for foreacst horizons h = 4; 48 and 96
months ahead. The results show how the the UC_SV model with random level shifts tracks
actual ination more closely.
Overall, the UC_SV model with random level shifts provides substantial improvements
over the standard UC_SV model at long horizons and is still competitive at short horizons.
1.6.3 Exchange rates
Since the work by Meese and Rogo¤ (1983a,b), the prevalent view has been that a simple
random walk model has a better forecasting performance than macroeconomic models of
exchange rates. However, the forecasting failure of fundamental models may not be due to
the lack of correlation between fundamentals and exchange rate uctuations but may be the
outcome of instabilities in the relationships. Such instabilities have been documented by
Rossi (2006) and Kilian and Taylor (2003), among others. Using tests robust to parameter
instability, they reached the conclusion that exchange rates are not random walks in-sample.
Here, we shall directly consider two popular fundamentals-based models of exchange rate
allowing for time variations in the parameters and compare their forecasting performance
to the simple random walk model.
The rst is the Uncovered Interest Rate Parity Model (UIRP) which species that the
rst-di¤erences of the logarithm of the bilateral nominal exchange rate, st, is determined
by
st+1   st = 1 + 2zt + t+1
where zt = ft   st, with ft the long-run equilibrium level of the nominal exchange rate
determined by macroeconomic fundamentals. In the UIRP model, ft = (it  it )+ st, where
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it   it is the short-term interest rate di¤erence between the home and foreign countries.
The UIRP model with time-varying parameters, can then be written as:
st+1   st = 1t + 2t(it   it ) + t+1 (1.11)
We shall apply this model using monthly data (not seasonally adjusted) of the exchange
rates for the Japanese Yen and the Canadian Dollar relative to the US dollar. The exchange
rate data were obtained from the Board of Governors of the Federal Reserve System. The
monthly interest rates for government securities and bonds for Japan, Canada and the USA
were obtained from the IMFs International Financial Statistics database. The sample is
from 1971:1 to 2012:4. Data prior to 1984 are used for the in-sample estimation, and we
consider forecasts up to 24-months ahead.
The second model is one with the so-called Taylor Rule fundamentals as proposed by
Molodtsova and Papell (2007). In this model, the interest rate of the home country is
assumed to follow a Taylor rule (Taylor, 1993) given by:
it = t + (t   T ) + ygapt + r
where t is the ination rate, T is the target level of ination, y
gap
t is the output gap and
r is the equilibrium level of the real interest rate. If we assume that the coe¢ cients of the
Taylor rule in the foreign countries are similar to the those of the home country, we obtain,
in rst-di¤erences, that:
it   it = (1 + )(t   t ) + (ygapt   ygapt )
Then the exchange rate model with time varying parameters is:
st+1   st = 1t + 2t(t   t ) + 3t(ygapt   ygapt ) + t+1 (1.12)
For the ination series, we use monthly data of the CPI for all items from the Federal banks
of St. Louis database and calculate the compounded annual rate of change. The output
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gap series are constructed based on industrial production indices (seasonally adjusted) as
the percentage di¤erence between actual and potential output at time t, where potential
output is measured by the linear time trend in output.
The models with time variations in the parameters that we consider are; 1) UIRP_level
shift: Model (1.11) with K2t = 0; 2) UIRP_RLS: Model (1.11) with K

1t = 0; 3) UIRP_ Kt:
Model (1.11) withK1t = K

2t so that both parameters are allowed to change according to the
same latent Bernoulli variable; 4) UIRP_ K1t;K2t: Model (1.11) with K

1t 6= K2t so that
both parameters are allowed to change according to di¤erent latent Bernoulli variables; 5)
Taylor-Rule_level shift: Model (1.12) with K2t = K

3t = 0; 6) Taylor-Rule_RLS (ination):
Model (1.12) with K1t = K

3t = 0; 7) Taylor-rule_RLS (output gap): Model (1.12) with
K1t = K

2t = 0; 8) Taylor-Rule_constant+ination_Kt: Model (1.12) with K

1t = K

2t and
K3t = 0; 9) Taylor-Rule_constant+output_Kt: Model (1.12) with K

1t = K

3t and K

2t = 0;
10) Taylor-Rule_constant+ination_K1t;K2t: Model (1.12) with K

1t 6= K2t and K3t = 0;
11) Taylor-Rule_constant+output_K1t;K2t: Model (1.12) with K

1t 6= K3t and K2t = 0.
We also consider a random walk model with random level shifts. In all cases, mean-reversion
in the parameters is allowed and, in all cases with a single latent Bernoulli random variable,
the covariate wt used to model the time-varying probabilities is the change in stock returns,
constructed from the logarithm of the monthly S&P stock price index. For models with
two Bernoulli random variables, the additional covariate is the change in M2. The popular
competing models to which we make comparisons are: 1) the random walk model; 2) the
UIRP with constant coe¢ cients; 3) the Taylor-Rule with constant coe¢ cients.
The forecasting period is 1969:1 to the end of the sample and we consider the forecast
horizons h = 1; 4; 8; 12; 16; 20; 24 months. The results are presented in Table 5.1 for Canada
and 5.2 for Japan. For Canada, the best forecasting models are the various versions of the
UIRP with random level shift parameters and the random walk model with random level
shifts. The model with the smallest MSFE for all horizons is the UIRP_ K1t;K2t for which
both parameters are allowed to change according to di¤erent latent Bernoulli variables.
The gains in forecast accuracy range from 2% to 8%. These reductions are more modest
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in comparisons with the other series analyzed but still important given the di¢ culty in
forecasting exchange rates. The results are broadly similar for Japan, though in this case
the UIRP_RLS version has smallest MSFE at longer horizons.
1.6.4 Interest rate forecasting
Another variable of interest, which has attracted attention from a forecasting perspective
is the U.S. T-bill rates. Various studies have shown that it exhibits structural instability in
both mean and variance, see, e.g. Garcia and Perron (1996), Gray (1996), Ang and Bekaert
(2002) and Pesaran and Timmermann (2006). We use monthly data on the 3-months
Treasury Bill rates from 1947:07-2002:12, obtained from the Federal Bank of St. Louis
database. The period prior to 1968:12 is used for in-sample estimation, and we consider
forecasting horizons of 12, 24, 36, 48 and 60 months. The basic model adopted is a simple
AR(1) process with stochastic volatility given by:
yt = 1t + 2tyt 1 + ";t"t
ln2";t = ln
2
";t 1 + v";t
In all cases, we allow mean-reversion in the parameters and the covariate wt used to model
the time-varying probabilities of shifts is the growth rate of GDP when a single latent
Bernoulli varaible is present. When two are present, the additional covariate is the absolute
change in stock returns (S&P 500). We consider ve possible specications: 1) AR_level
shift_SV (K2t = 0 and K

t 6= 0); 2) AR_RLS_SV (K1t = 0 and Kt 6= 0); 3) AR_RLS
(K1t = 0 and K

t = 0); 4) AR_level shift (K

2t = 0 and K

t = 0); 5) AR_K

1t_K

2t with K

1t
and K2t allowed to be di¤erent latent Bernoulli processes. The performance of the models
is assessed relative to four commonly used forecasting methods: 1) a 5 years rolling average
(used as the benchmark model); 2) a 10 years rolling average; 3) a recursive OLS based an
a rst-order autoregression with xed parameters; 4) a time-varying probability model in
which 2t is modelled as a random walk.
The results are presented In Table 6 for various forecast periods and forecast horizons
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h = 12; 24; 36; 48; 60 months. Consider rst the results for the longest forecasting period
1968-2002. Here, the best forecasting model for all horizons is the AR_RLS with the
coe¢ cient on the lagged dependent variable allowed to follow a random level shift process.
The gains in forecast accuracy vary between 6 and 17% and increase as the forecasting
horizon increases. The same model with added stochastic volatility is the second best. We
then separate the forecasting period into three decades: the 70s, the 80s and the 90. In the
70s, the 5 years rolling average is overall the best, though all models perform about the
same with the exception of the TVP and the AR_K1t_K

2t models whose performances
are inferior. For the 80s, the best forecasting models are again the AR_RLS with the
coe¢ cient on the lagged dependent variable allowed to follow a random level shift process
and its variant that incorporate a stochastic volatility component. The improvements in
forecast accuracy are quite impressive, ranging from 14% at short-horizon to 60% at long-
horizon relative to the benchmark model. For the 90s, the best performing model is the
AR_K1t_K

2t for which both the mean and autoregressive coe¢ cient are changing according
to di¤erent latent Bernoulli processes. Note, however, that all models with random level
shifts in parameters perform better than the benchmark 5 years rolling average.
Overall, the evidence again indicates that important gains in forecast accuracy can be
obtained using our forecasting models and that they are robust in the sense that in no case
do hey performs substantially worse than the popular forecasting methods. Overall, for
the application, the AR_RLS model with the coe¢ cient on the lagged dependent variable
allowed to follow a random level shift process is the best and most robust across the various
specications considered.
1.7 Conclusion
We proposed a forecasting framework based on modeling the parameters as random level
shift processes dictated by a Bernoulli process for the occurrence of shifts and a normal
random variable for its magnitude. Some or all of the parameters of the model can be
allowed to change and the latent variables that dictate the changes can be common or
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di¤erent for each parameters. Also, the variance of the errors may change in a similar
manner. To improve the forecasting performance we augmented the basic model to allow
the probability of shifts to be a function of some covariates which can be forecasted and to
incorporate a mean-reversion mechanism such that the parameters tend to revert back to
the pre-forecast average.
Our model can be cast into a non-linear non-Gaussian state space framework for which
standard Kalman lter type algorithms cannot be used. To provide a computationally
e¢ cient method of estimation, we rely on recent developments on particle ltering methods.
Simulations show that the estimation method provides very reliable results in nite samples.
The parameters are estimated precisely and the ltered estimates of the time path of the
parameters follow closely the true process.
We apply our forecasting model to a variety of series which have been the object of
considerable attention from a forecasting point of view. These include the equity premium,
ination, exchange rates and the Treasury bill interest rates. In each case, we compare the
forecast accuracy of our model relative to the most important forecasting methods used
applicable for each di¤erent variable. We also consider di¤erent forecasting sub-samples or
periods. The results show clear gains in forecasting accuracy, sometimes by a very wide
margin; e.g., over 80% reduction in mean squared forecast error for the equity premium
over all popular contenders.
Finally, note that given the availability of the proper code for estimation and forecasting,
the method is very exible and easy to implement. For a given forecasting model, all that
is required by the users are: 1) which parameters (including the variance of the errors if
desired) are subject to change; 2) whether the same or di¤erent latent Bernoulli processes
dictates the timing of the changes in each parameters; 3) which covariates are potential
explanatory variable to model the probability of shifts.
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Table 1.1
Panel A: Basic Model
Parameter r0 r1 σe ση
TRUE -1.96 4 0.2 0.2
Mean -2.01 4.01 0.20 0.18
Median -2.01 4.01 0.20 0.18
s.e. (0.015) (0.092) (0.004) (0.008)
TRUE 0 0 0.2 0.2
Mean -0.06 -0.01 0.20 0.18
Median -0.06 -0.01 0.20 0.18
s.e. (0.007) (0.047) (0.003) (0.002)
Panel B: Full Model
Parameter r0 r1 p2 θ σv ση ρ
TRUE -1.96 4 0.5 0.95 0.2 0.2 -0.1
Mean -1.96 4.01 0.50 0.95 0.20 0.20 -0.10
Median -1.96 4.01 0.50 0.95 0.20 0.20 -0.10
s.e. (0.014) (0.098) (0.002) (0.004) (0.001) (0.003) (0.015)
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Table 1.2
Parameter p σu ση
TRUE 0 0.2 0.2
Mean 0 0.20 -
Median 0 0.20 -
s.e. (0) (0.004) -
TRUE 1 0.2 0.2
Mean 1 0.32 0.30
Median 1 0.31 0.30
s.e. (0) (0.007) (0.009)
Parameter r0 r1 σe ση ρ
TRUE -1.96 4 0.2 0.2 0
Mean -2.01 4.01 0.20 0.18 -0.02
Median -2.00 4.01 0.20 0.18 -0.00
s.e. (0.015) (0.105) (0.004) (0.009) (0.050)
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Table 1.3.1
Cumulative MSFE
h=1 h=3 h=6 h=12 h=18 h=24 h=30 h=36 h=40
rolling 10 years 1.40 13.40 57.08 240 551 1019 1667 2545 3300
Relative Cumulative MSFE
rolling 10 years 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00 1.00
historical average 7.35 6.80 6.23 5.68 5.36 4.92 4.43 3.92 3.58
dividend_no break 0.90 0.86 0.81 0.74 0.69 0.64 0.58 0.52 0.48
RLS_meanrevert 0.14 0.18 0.22 0.28* 0.34* 0.36* 0.37* 0.36* 0.35*
constant+dividend_RLS_mean 0.09* 0.13* 0.19* 0.31 0.44 0.51 0.54 0.53 0.51
constant_RLS_mean+dividend 0.11 0.16 0.21 0.29 0.37 0.42 0.45 0.48 0.49
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Table 1.3.2
Cumulative MSFE
h=1 h=5 h=10 h=15 h=20 h=25 h=30
rolling 10 years 1.74 44 179 413 758 1229 1837
Relative Cumulative MSFE
rolling 10 years 1.00 1.00 1.00 1.00 1.00 1.00 1.00
historical average 13.13 12.95 12.59 12.11 11.54 10.96 10.39
dividend_no break 4.13 4.33 4.48 4.59 4.63 4.62 4.57
RLS_meanrevert 0.09 0.12 0.15* 0.17* 0.16 0.15 0.15
constant+dividend_RLS_mean 0.10 0.14 0.19 0.23 0.25 0.27 0.29
constant_RLS_mean+dividend 0.09 0.14 0.17 0.17 0.16* 0.14* 0 0.14*
Cumulative MSFE
h=35 h=40 h=45 h=50 h=55 h=60
rolling 10 years 2591 3483 4514 5677 6968 8375
Relative Cumulative MSFE
rolling 10 years 1.00 1.00 1.00 1.00 1.00 1.00
historical average 9.89 9.50 9.21 8.98 8.80 8.67
dividend_no break 4.50 4.47 4.48 4.50 4.55 4.61
RLS_meanrevert 0.15 0.15 0.17 0.18 0.18 0.18
constant+dividend_RLS_mean 0.31 0.35 0.39 0.44 0.48 0.51
constant_RLS_mean+dividend 0.13* 0.13* 0.13* 0.13* 0.13* 0.12*
Note: Bold numbers indicate entries with smaller MSFE than for the benchmark model. Num-
bers with an asterisk refer to the model with the smallest MSFE amongst all models. RLS_meanrevert:
unconditional mean model with level shifts and mean reversion; Constant+dividend_RLS_mean:
multivariate model with a constant term and lagged dividend yield as regressors and the coe¤cient of
the lagged dividend yield follows a level shift process with mean reversion; Constant_RLS_mean+di-
vidend: multivariate regression model with a constant term and lagged dividend yield as regressors
and the constant term follows a level shift process with mean reversion.
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Table 1.4
Cumulative MSFE
h=1 h=4 h=12 h=24 h=36 h=48 h=60 h=72 h=84 h=96
UC_SV 0.08 3.19 75 464 1324 2497 3979 5583 7592 10034
Relative MSFE
UC_SV 1.00* 1.00* 1.00* 1.00 1.00 1.00 1.00 1.00 1.00 1.00
AR(AIC) 2.22 1.58 1.41 1.39 1.40 1.41 1.40 1.39 1.36 1.35
AO_12 7.02 3.24 1.59 1.22 1.03 0.97 0.92 0.92 0.91 0.93*
PC_U 1.56 1.14 1.12 1.12 1.14 1.15 1.18 1.18 1.20 1.19
PC_dU 2.04 1.39 1.33 1.28 1.25 1.25 1.27 1.26 1.26 1.24
UC_SV modified 1.33 1.16 1.04 0.96* 0.89* 0.83* 0.81* 0.84* 0.90* 0.99
PC_RLS_SV 1.15 1.11 1.04 1.04 1.04 1.04 1.03 1.03 1.04 1.04
Note: Bold numbers indicate entries with smaller MSFE than for the benchmark model. Num-
bers with an asterisk refer to the model with the smallest MSFE amongst all models. UC_SV refers
to the unobserved components stochastic volatility model; AR(AIC) is the autoregression model
with lag order determined by AIC; AO_12 is the Atkeson-Ohanian model using the previous 12
months average as the forecast; PC_U refers to the backward-looking Phillip Curve model using the
unemployment rate as regressor; PC_dU refers to the backward-looking Phillips Curve model using
the rst di¤erences of the unemployment rate; UC_SV-modied is the the unobserved components
model with a random level shit process; PC_RLS_SV is the Phillips Curve model with coe¢ cient
following a random level shift process and with random walk stochastic volatility.
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Table 1.5.1
MSFE
h=1 h=4 h=8 h=12 h=16 h=20 h=24
Random walk 0.0004 0.0163 0.1283 0.4238 0.9987 1.9178 3.3082
Relative MSFE
h=1 h=4 h=8 h=12 h=16 h=20 h=24
Random walk 1 1 1 1 1 1 1
UIRP 1.0059 1.0011 1.0012 1.0016 1.0022 1.0029 1.0036
Taylor 1.0168 1.0122 1.0125 1.0125 1.0119 1.0110 1.0100
Random walk+levleshift 0.9462 0.9795 0.9932 0.9971 0.9995 1.0008 1.0016
UIRP+level shift 0.9417 0.9717 0.9881 0.9922 0.9949 0.9960 0.9968
UIRP_RLS 0.9491 0.9760 0.9965 1.0009 1.0028 1.0034 1.0039
UIRP_Kt 0.9657 0.9391 0.9693 0.9780 0.9859 0.9897 0.9915
UIRP_K1t,K2t 0.9352* 0.9269* 0.9666* 0.9771* 0.9822* 0.9842* 0.9853*
Taylor+level shift 0.9531 0.9845 0.9995 1.0031 1.0044 1.0040 1.0031
Taylor_RLS(inflation) 1.0221 1.0135 1.0129 1.0126 1.0119 1.0109 1.0099
Taylor_RLS(output gap) 0.9734 0.9736 0.9997 1.0045 1.0057 1.0056 1.0048
Taylor_constant+inflation_Kt 0.9927 0.9647 0.9883 0.9957 1.0002 1.0016 1.0016
Taylor_constant+output_Kt 0.9762 0.9389 0.9781 0.9931 0.9994 1.0012 1.0013
Taylor_constant+inflation_K1t,K2t 0.9710 0.9963 1.0085 1.0108 1.0111 1.0102 1.0088
Taylor_constant+output_K1t,K2t 1.0139 0.9483 0.9676 0.9776 0.9885 0.9950 0.9973
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Table 1.5.2
MSFE
h=1 h=4 h=8 h=12 h=16 h=20 h=24
Random walk 0.0008 0.0350 0.2496 0.8194 2.0560 4.1894 7.4684
Relative MSFE
h=1 h=4 h=8 h=12 h=16 h=20 h=24
Random walk 1 1 1 1 1 1 1
UIRP 0.9919 0.9880 0.9858 0.9857 0.9872 0.9886 0.9897
Taylor 1.0037 1.0015 0.9999 0.9974 0.9974 0.9975 0.9973
Random walk+levleshift 0.9628 0.9788 0.9800 0.9733 0.9758 0.9781 0.9797
UIRP+level shift 0.9557 0.9787 0.9829 0.9794 0.9832 0.9866 0.9892
UIRP_RLS 0.9956 0.9671 0.9707 0.9555* 0.9575* 0.9600* 0.9623*
UIRP_Kt 0.9281* 0.9450 0.9685 0.9689 0.9723 0.9752 0.9769
UIRP_K1t,K2t 0.9741 0.9441* 0.9630* 0.9590 0.9645 0.9688 0.9717
Taylor+level shift 0.9593 0.9890 0.9972 0.9969 0.9977 0.9983 0.9986
Taylor_RLS(inflation) 0.9865 0.9980 0.9997 0.9995 0.9996 0.9997 0.9998
Taylor_RLS(output gap) 0.9584 0.9874 0.9978 0.9962 0.9957 0.9953 0.9952
Taylor_constant+inflation_Kt 1.2174 1.0056 0.9831 0.9628 0.9642 0.9673 0.9700
Taylor_constant+output_Kt 0.9741 0.9816 1.0098 1.0079 1.0087 1.0094 1.0093
Taylor_constant+inflation_K1t,K2t 1.0567 0.9897 0.9874 0.9852 0.9856 0.9868 0.9879
Taylor_constant+output_K1t,K2t 1.0625 1.0034 1.0052 0.9827 0.9787 0.9807 0.9820
Note: Bold numbers indicate entries with smaller MSFE than for the benchmark model. Num-
bers with an asterisk refer to the model with the smallest MSFE amongst all models.
39
Table 1.6
Full out-of-sample forecasting relative MSFE 1968-2002
h=12 h=24 h=36 h=48 h=60
Rolling 5 years 1.00 1.00 1.00 1.00 1.00
Rolling 10 years 1.00 1.00 0.96 0.96 0.96
Recursice OLS 0.99 0.97 0.92 0.93 0.91
TVP 1.46 2.17 2.47 2.28 2.19
AR_RLS_mean 0.94* 0.90* 0.84* 0.85* 0.83*
AR_level shift 1.00 1.07 1.10 1.15 1.21
AR_RLS_SV 0.96 0.91 0.86 0.87 0.86
AR_level shift_SV 1.04 1.07 1.09 1.14 1.20
AR_K1t,K2t 1.34 1.18 1.02 0.97 0.93
Sub out-of-sample forecast relative MSFE 1970's
h=12 h=24 h=36 h=48 h=60
Rolling 5 years 1.00 1.00 1.00 1.00 1.00
Rolling 10 years 1.04 1.06 1.02 0.99* 1.01
Recursice OLS 1.05 1.09 1.08 1.10 1.09
TVP 1.31 1.55 1.66 1.75 1.66
AR_RLS_mean 1.06 1.12 1.10 1.13 1.18
AR_level shift 0.99* 1.07 1.11 1.15 1.16
AR_RLS_SV 1.08 1.15 1.14 1.18 1.25
AR_level shift_SV 1.06 1.10 1.11 1.15 1.16
AR_K1t,K2t 1.28 1.34 1.30 1.31 1.36
1980's
Rolling 5 years 1.00 1.00 1.00 1.00 1.00
Rolling 10 years 0.92 0.85 0.87 0.94 0.95
Recursice OLS 0.97 0.88 0.81 0.84 0.83
TVP 1.65 3.06 3.55 2.98 2.72
AR_RLS_mean 0.86* 0.63 0.51 0.50 0.40
AR_level shift 1.01 1.10 1.16 1.26 1.37
AR_RLS_SV 0.87 0.62* 0.48* 0.48* 0.36*
AR_level shift_SV 1.03 1.07 1.13 1.24 1.37
AR_K1t,K2t 1.44 1.14 0.72 0.59 0.45
1990's
Rolling 5 years 1.00 1.00 1.00 1.00 1.00
Rolling 10 years 1.24 1.12 1.00 0.95 0.87
Recursice OLS 0.92 0.79 0.72 0.64 0.53
TVP 0.99 0.87 0.88 0.82 0.82
AR_RLS_mean 0.92 0.80 0.74 0.66 0.57
AR_level shift 0.88 0.79 0.65 0.56 0.58
AR_RLS_SV 0.95 0.80 0.62 0.49* 0.53
AR_level shift_SV 0.91 0.77 0.63 0.50 0.50*
AR_K1t,K2t 0.78* 0.65* 0.56* 0.54 0.55
Note: Numbers with an asterisk refer to the model with the smallest MSFE amongst all models.
Recursive OLS refers to the OLS method with an expanding estimation window; Rolling 5 years
and 10 years refer to OLS models with window lengths set at 5 and 10 years; TVP stands for time
varying parameter model; AR_RLS_mean is the AR(1) model with AR co¢ cient following a level
shift process with mean reversion; AR_level shift is the AR(1) model allowing for level shifts in the
constant term; AR_levelshift_SV and AR_RLS_SV also incorporate stochastic volatility into the
error term. AR_K1t;K2t allows for both the constant term and the AR coe¢ cient to follow a level
shift process with two di¤erent latent variables and mean reversion.
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Figure 1.1
Panel A: Less frequent breaks
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Figure 1.2
Panel A: Particle Filtered Estimates of the Parameter Process
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Panel B: Particle Filtered Estimates of the Stochastic Volatility
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Figure 1.3
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Figure 1.3 (continued)
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Figure 1.4
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Chapter 2
Forecasting Return Volatility: Level Shifts with
Varying Jump Probability and Mean Reversion
2.1 Introduction
Recently, there has been an upsurge of interest in the possibility of confusing long-memory
with structural change in levels. This idea extends that exposited by Perron (1989, 1990)
who showed that structural change and unit roots are easily confused. When a stationary
process is contaminated by structural change, the estimate of the sum of its autoregressive
coe¢ cients is biased towards one and tests of the null hypothesis of a unit root are biased
toward non-rejection. This phenomenon has been shown to apply to the long-memory
context as well. That is, when a stationary short-memory process is contaminated by
structural changes in level, the estimate of the long-memory parameter is biased away
from zero and the autocovariance function of the process exhibits a slow rate of decay.
Relevant references on this issue include Diebold and Inoue (2001), Engle and Smith (1999),
Gourieroux and Jasiak (2001), Granger and Ding (1996), Granger and Hyung (2004), Lobato
and Savin (1998), Mikosch and St¼aric¼a (2004), Parke (1999) and Teverosovky and Taqqu
(1997).
The literature on modeling and forecasting stock return volatility is voluminous. Two
approaches that have proven useful are the GARCH and stochastic volatility (SV) models.
In their standard forms, the ensuing volatility processes are stationary and weakly dependent
with autocorrelations that decrease exponentially. This contrasts with the empirical ndings
obtained using various proxies for volatility (e.g., daily absolute returns) which indicate
autocorrelations that decay very slowly at long lags. In light of this, several long-memory
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models have been proposed. For example, Baillie, Bollerslev, and Mikkelsen (1996) and
Bollerslev and Mikkelsen (1996) considered fractionally integrated GARCH and EGARCH
models, while Breidt, Crato and De Lima (1998) and Harvey (1998) proposed long memory
SV (LSV) models where the log of volatility is modeled as a fractionally integrated process.
More recently, attempts have been made to distinguish between short-memory station-
ary processes plus level shifts and long-memory models; see, in particular, Granger and
Hyung (2004). They documented the fact that, when breaks determined via some pre-tests
are accounted for, the evidence for long-memory is weaker. This evidence is, however, incon-
clusive since structural change tests are severely biased in the presence of long-memory and
log periodogram estimates of the memory parameter are biased downward when sample-
selected breaks are introduced. This is an overtting problem that Granger and Hyung
(2004, p. 416) clearly recognized. St¼aric¼a and Granger (2005) presented evidence that
log-absolute returns of the S&P 500 index is a white noise series a¤ected by occasional
shifts in the unconditional variance and show that this specication has better forecasting
performance than the more traditional GARCH(1,1) model and its fractionally integrated
counterpart. Mikosch and St¼aric¼a (2004) considered the autocorrelation function of the
absolute returns of the S&P 500 index for the period 1953-1977. They documented the
fact that for the full period, it resembles that of a long-memory process. But, interestingly,
if one omits the last fours years of data, the autocorrelation function is very di¤erent and
looks like one associated with a short-memory process. They explain this nding by arguing
that the volatility of the S&P 500 returns has increased over the period 1973-1977. Morana
and Beltratti (2004) also argue that breaks in the level of volatility partially explain the
long-memory features of some exchange rate series. Perron and Qu (2007) analyzed the
time and spectral domain properties of a stationary short memory process a¤ected by ran-
dom level shifts. Perron and Qu (2010) showed that, when applied to daily S&P 500 log
absolute returns over the period 1928-2002, the level shift model explains both the shape of
the autocorrelations and the path of log periodogram estimates as a function of the number
of frequency ordinates used. Qu and Perron (2012) estimated a stochastic volatility model
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with level shifts adopting a Bayesian approach using daily data on returns from the S&P
500 and NASDAQ indices over the period 1980.1-2005.12. They showed that the level shifts
account for most of the variation in volatility, that their model provides a better in-sample
t than alternative models and that its forecasting performance is better for the NASDAQ
and just as good for the S&P 500 as standard short or long-memory models without level
shifts.
Lu and Perron (2010) extended the work of St¼aric¼a and Granger (2005) by directly
estimating a structural model. They adopt a specication for which the series of interest
is the sum of a short-memory process and a jump or level shift component. For the latter,
they specify a simple mixture model such that the component is the cumulative sum of a
process that is 0 with some probability (1 ) and is a random variable with probability .
To estimate such a model, they transform it into a linear state space form with innovations
having a mixture of two normal distributions and adopt an algorithm similar to the one
used by Perron and Wada (2009) and Wada and Perron (2007). They restrict the variance
of one of the two normal distributions to be zero, allowing a simple but e¢ cient algorithm.
Varneskov and Perron (2011) further extend the random level shift model to combine it
with a long memory process, modeled as a ARFIMA(p; d; q) process. They also carry out
a comprehensive simulation study to show the precision of the parameter estimates. Their
forecasting experiments using six di¤erent data series covering both low frequency and high
frequency data show that the RLS-ARFIMA model outperforms other competing models
with respect to many criteria.
This paper extends Lu and Perron (2010) in several directions. First, we let the jump
probability depend on some covariates. This allows a more comprehensive and realistic
probabilistic structure for the level shift model. The specication adopted is in the spirit of
the news impact curveas suggested by Engle and Ng (1993). We model the probability
of a shift as a function of the occurrence and magnitude of large negative lagged returns.
The second modication is to incorporate a mean reverting mechanism to level shift model
so that the sign and magnitude of the jump component change according to the deviations
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of past jumps from their long run mean. Apart from being a device that allows a better
in-sample description, its advantage is that the sign and magnitude of the jumps can be
predicted to some extent. As we shall show this allows much improved forecasts.
We apply the modied level shift model to S&P 500 stock market index (01/03/1950-
10/11/2011; 15543 observations), Dow Jones Industrial Average (DJIA) index (01/03/1950/-
06/15/2012; 15752 observations), AMEX index (01/03/1996-06/18/2012; 4137 observa-
tions) and Nasdaq index (02/09/1971-06/18/2012; 10434 observations), using the logarithm
of absolute returns as a proxy for volatility. Our point estimate for the average probability
of shifts is similar to that of the original model, still a quite small number. But the weight
on extreme past negative returns is large enough to result in a signicant increase in jump
probability when past stock return is taken into account, thereby inducing a clustering
property for the jumps. Also, the estimates indicate that a mean reverting mechanism is
present, which changes the sign of the jump. When the past jump component deviates from
the long run mean by a large amount it is brought back towards the long-run mean.
We compare the forecasting performance of our model with various competing models,
the original random level shift model (RLS), RLS with long memory (RLS-ARFIMA), the
popular ARFIMA(1; d; 1) and ARFIMA(0; d; 0). The most striking feature is that the
modied random level model is the only model that belongs to the 10% model condence
set of Hansen et al. (2010) using all comparisons, for all series and all forecasting horizons.
When comparing the mean squared forecast errors, the smallest values are also obtained
with the modied random level shift model in 23 out of 24 cases. Overall, this is very strong
evidence that our modied random level shift model o¤ers important gains in forecasting
performance.
The structure of this paper is as follows. Section 2 briey describes the data. Section
3 presents the basic random level shift model and discusses key results obtained from esti-
mating it using data on the S&P 500 index in order to motivate subsequent developments.
Section 4 discusses the extensions made to the basic model which consist in allowing for
time varying probabilities of jumps and a mean-reverting mechanism. Section 5 presents
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the estimation methodology. Section 6 presents the full-sample estimates obtained from the
extended model. Section 7 presents results for a real-time forecasting experiment, which
show that much improved forecasts can be obtained using our extended model. Section 8
provides brief concluding remarks.
2.2 Data and Summary Statistics
The data used to construct the volatility series are based on daily closing prices, say Pt,
and the daily returns are computed as rt = ln(Pt)   ln(Pt 1). The volatility is proxied
by log absolute returns. In order to avoid extreme negative volatility, we bound absolute
returns away from zero by adding a small constant 0.001, so that the volatility series used
is yt = ln(jrtj+ 0:001).
We use daily data instead of measures based on high frequency data. First, higher
frequency data are not available for long periods and given that level shifts are quite in-
frequent, a long span of data is desirable; second, the realized volatility constructed using
higher frequency data is sensitive to the window used to construct the series, the treatment
of seasonal e¤ects, the methods to handle missing observations and noise. The use of daily
returns avoids the arbitrariness in the construction of realized volatility.
Table 1 gives summary statistics of those volatility proxies and shows their unconditional
distribution characteristics. The four stock volatility series have similar characteristics:
mean, standard deviation and extreme values. Except for DJIA, the volatility series have
positive skewness, i.e., a right-tailed distribution with few high values. The kurtosis values
are around 2.7, slightly lower than 3 for the normal distribution.
2.3 The Basic Random Level Shift Model
The basic random level shift model is:
yt = a+  t + ct (2.1)
50
where a is a constant,  t is the random level shift component and ct is a short memory
process. The level shift component is specied by
 t =  t 1 + t
where
t = tt:
Here, t follows a Bernoulli distribution that takes value 1 with probability  and value
0 with probability 1   . If it takes value 1, then a level shift t occurs drawn from a
N(0; 2) distribution. In general, the short-memory component can be modelled as ct =
C(L)et, with et  i:i:d: N(0; 2e) and Ejetjr <1 for r > 2. The polynomial C(L) satises
C(L) =
P1
i=0 ciL
i,
P1
i=0 ijcij <1 and C(1) 6= 0. As pointed out by Lu and Perron (2010)
and also documented in Section 4, once the level shifts are accounted for, barely any serial
correlation remains. Accordingly, we can simply assume ct to be a white noise process.
The state space representation of this model involves an error term that is a mixture
of two normal distributions. With the normality assumption used to construct the quasi-
likelihood function, the level shift component  t can be represented as a random walk
process with errors following mixed normal distributions, namely
 t =  t 1 + t
t = tt = t1t + (1  t)2t
where it  i:i:d: N(0; 2i). By specifying 21 = 2 and 22 = 0; we recover our level shift
model. To cast the model in state-space form, note that the rst di¤erences of yt are given
by:
4yt =  t    t 1 + ct   ct 1
= t + ct   ct 1
and, for reasons mentioned above, the short-memory component is simply white noise, so
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that
ct = et:
Hence, the state-space representation of the model is
4yt = HXt + t
Xt = FXt 1 + Ut
where Xt = [ct;ct 1]0, H = [1; 1],
F =
0@ 0 0
1 0
1A
and Ut is a 2-dimensional normally distributed random vector with mean zero and covariance
matrix
Q =
0@ 2e 0
0 0
1A :
2.3.1 Fitted Level Shifts and Autocorrelation Functions
To provide stylized features of the series considered and motivate our subsequent modelling,
we consider the last 10,000 observations of the S&P500 series (02/25/1972-10/11/2011).
Figure 1 presents a plot of the autocorrelations up to lag 2000, which shows that it displays
a slow decay rate, akin to a long-memory process. To see if this long-memory feature can be
accounted for by level shifts, we follow Lu and Perron (2010) and estimate the basic random
level shift model presented in the previous section in order to extract the tted level shift
component. The method of estimation is described in Lu and Perron (2010). The estimate
of the jump probability is 0.0029, so that the estimate of the number of jumps in the series
is 29.
To obtain the level shift component of the volatility process, we rst need to estimate
the dates of the shifts and the means within each regime. Since the smoothed estimate
of the level shift component performs poorly in the presence of multiple changes, we use
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the point estimate of the jump probability to get an approximation to the number of level
shifts and apply the method of Bai and Perron (2003) to obtain the estimates of the jump
dates and regime-specic means as the global minimizers of the following sum of squared
residuals:
m+1X
i=1
TiX
t=Ti 1+1
[yt   i]2 ;
where m is the number of breaks (here 29), Ti (i = 1; :::;m) are the candidate break
dates with the convention that T0 = 0 and Tm+1 = T and i (i = 1; :::;m + 1) are the
means within each regime. Note that since we allow for consecutive level shifts, we set
the minimal length of a segment to just one observation. With the estimates of the break
dates fT^i; i = 1; :::;mg and the regime-specic means fu^i; i = 1; :::;m + 1g, the level shift
component is given by
Pm+1
i=1 u^iDUi;t, where DUi;t = 1 if T^i 1 < t  T^i and 0, otherwise.
It is plotted in Figure 2 along with a smoothed estimate of the original volatility process
(obtained using a nonparametric t with a standard Gaussian kernel). As can be seen,
the general tendency of the tted level shift component follows the major changes in the
volatility process, with a large level shift in both October 1987 and 2008, associated with
major nancial crises that a¤ected the stock markets.
To see whether the level shift component can explain the long-memory property of the
volatility process, we present in Figure 3 the sample autocorrelations the residuals dened
as the di¤erence between the original process and the tted level shift component. A
distinctive feature is that now the residuals essentially exhibit no serial correlation even at
small lags. Hence, when the level shifts are accounted for, the long-memory property of
volatility is no longer present. Although the shifts are rare, they account for almost all the
autocorrelations in volatility. As a result, modeling volatility as a short memory process
plus a random level shift component appears indeed an attractive avenue.
2.3.2 Clustering Jumps and Mean Reversion
A close look at the tted level shift component reveals that some jumps tend to occur
within a short period of time. Those time periods are often associated with abnormal price
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uctuations, for example nancial crashes or important macroeconomics or policy news.
There are also few spikes in the level shift process, e.g., 1974-1975, 1987, 1999, 2008-2010.
It is indeed expected that volatility jumps should be clustered during periods of nancial
crises. This clustering phenomenon is interesting and indicates that the level shifts may not
be i:i:d: as originally modeled with a constant jump probability for all time periods. On the
contrary, the jump probability is likely to change depending on di¤erent circumstances. For
example, when nancial markets are turbulent, it is more likely for the volatility process
to jump up. Accordingly, we shall model the probability of a shift as a function of some
covariates with the aim at better describing the clustering of jumps.
Another interesting observation is that the jump component seems to follow a mean
reverting process. It is indeed implausible that the volatility will jump in an arbitrary
manner. Upward shifts are often followed by downward shifts, so that a mean-reverting
process is present in the tted level shift component. Hence, it is highly likely that a proper
modeling of this mean reverting mechanism could lead to improved forecasting performance.
Accordingly, we shall also introduce a mean-reverting component in the model.
2.4 Extensions of the Random Level Shift Model
As discussed in the previous section, two features that are likely to improve the t and
the forecasting performance is to allow for changes in the probability of shifts and model
explicitly the mean-reverting mechanism of the level shift component. In the rst step, we
specify the jump probability to be
pt = f(p; xt 1)
where p is a constant and xt 1 are covariates that would allow to better predict the proba-
bility of shifts in volatility, and f is a function that ensure that pt 2 [0; 1]. Note that xt 1
needs to be in the information set at time t in order for the model to be useful for fore-
casting. As documented by, e.g., Martens et al. (2004), there is a pronounced relationship
between current volatility and lagged returns, sometimes referred to as the leverage e¤ect.
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A popular way to model this e¤ect is via the news impact curveas suggested by Engle
and Ng (1993). This usually takes the following form
log(2t ) = 0 + 1jrt 1j+ 2I(rt 1 < 0) + 3jrt 1jI(rt 1 < 0)
where 2t is a measure of volatility and I(A) is the indicator function of the event A. It is
typically the case that the estimate of 1 is not signicant (see, e.g., Martens et al, 2004).
Hence, we shall ignore this term. Also, since our aim is to model changes in the probability
of a shift in volatility and not volatility per se, it is more appropriate to use large negative
returns beyond some threshold a, say, stated in relation to the probability that a return
exceeds a. In our applications we shall consider negative returns that are at the bottom
1%, 2.5% or 5% of the sample distribution of returns. Hence, the functional form adopted
is the following:
f(p; xt 1) = f
(p+ 11fxt 1 < 0g+ 21fxt 1 < 0gjxt 1j) for jxt 1j > a
(p) otherwise
(2.2)
where (:) is a normal cdf function, so that f(p; xt 1) is bounded between 0 and 1, as
required.
The second step involves building a mean reverting mechanism to the level shift model.
The motivation for doing so is that we observe evidence that stock volatility does not jump
arbitrarily and that large upward movements tend to be followed by a decrease. This can
be seen in Figure 2, where overall the shift component tends to revert back to some long-
term mean value. This feature can be benecial to improve the forecasting performance if
explicitly modeled. The specication we adopt is the following:
1t = ( tjt 1  
_
 t) + ~1t
where ~1t  N(0; 2),  tjt 1 is the ltered estimate of the jump component at time t and
_
 t is the mean of all the ltered estimates of the jump component from the beginning of
the sample up to time t. This implies a mean-reverting mechanism provided  < 0. The
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magnitude of  then dictates the speed of reversion. Note that the specication involves
using data only up to time t in order to be useful for forecasting purposes. Also it will have
an impact on forecasts since being in a high (low) volatility state implies that in future
periods volatility will be lower (higher), and more so as the forecasting horizon increases.
Hence, this specication has an e¤ect on the forecasts of both the sign and size of future
jumps in volatility.
2.5 Estimation Methodology
The estimation methodology follows Lu and Perron (2010) with appropriate modications.
The main ingredient used is the augmentation of the states by the realizations of the mix-
ture at time t so that the Kalman lter can be used to generate the likelihood function,
conditional on the realizations of the states. The latent states are then eliminated from the
nal likelihood function by summing over all possible state realizations.
Let Yt = (y1;y2; : : : ;yt) be the vector of data available up to time t and denote the
vector of parameters by  = [2; p; 
2
e; 1; 2; ]. The level shift model is fundamentally dif-
ferent from the popular Markov switching models, especially given the fact that the number
of states is determined by the data and none of the states need be revisited. Nevertheless,
the two models share similar features when constructing the likelihood function. To illus-
trate the similarities we adopt the notation in Hamilton (1994), where 1 represents a (41)
vector of ones, the symbol  denotes element-by-element multiplication, btjt 1 = vec(etjt 1)
with the (i; j)th element of etjt 1 being Pr(st 1 = i; st = jjYt 1; ) and !t = vec( e!t) with
the (i; j)th element of e!t being f(4ytjst 1 = i; st = j; Yt 1; ) for i; j 2 f1; 2g: Here st = 1
(resp., 2) when t = 1 (resp., 0), i.e., a level shift occurs (resp., does not occur). The log
likelihood function is
ln(L) =
TX
t=1
ln f(4ytjYt 1; ) (2.3)
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where
f(4ytjYt 1; ) =
2X
i=1
2X
j=1
f(4ytjst 1 = i; st = j; Yt 1; ) Pr(st 1 = i; st = jjYt 1; )(2.4)
 10(btjt 1  !t)
We rst focus on the evolution of btjt 1. Applying rules for conditional probabilities, Bayes
rule and the independence of st with past realizations, we have
eijtjt 1  Pr(st 1 = i; st = jjYt 1; )
= Pr(st = j)
2X
k=1
Pr(st 2 = k; st 1 = ijYt 1; ) (2.5)
and
ekit 1jt 1  Pr(st 2 = k; st 1 = ijYt 1; )
=
f(4ytjst 2 = k; st 1 = i; Yt 2; ) Pr(st 2 = k; st 1 = ijYt 1; )
f(4yt 1jYt 2; )
Therefore, the evolution of btjt 1 is given by:266666664
e11t+1jte21t+1jte12t+1jte22t+1jt
377777775
=
266666664
pt+1(e11tjt + e21tjt)
pt+1(e12tjt + e22tjt)
(1  pt+1)(e11tjt + e21tjt)
(1  pt+1)(e12tjt + e22tjt)
377777775
=
266666664
pt+1 pt+1 0 0
0 0 pt+1 pt+1
(1  pt+1) (1  pt+1) 0 0
0 0 (1  pt+1) (1  pt+1)
377777775
266666664
e11tjte21tjte12tjte22tjt
377777775
or more compactly by: bt+1jt = btjt
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with btjt = btjt 1  !t
10(btjt 1  !t)
The conditional likelihood for 4yt is the following normal density:
e!tij = f(4ytjst 1 = i; st = j; Yt 1; ) = 1p
2
f ijt   12 exp
(
 v
ij0
t (f
ij
t )
 1vijt
2
)
(2.6)
where vijt = 4yt 4yitjt 1 is the prediction error and f ijt = E(vijt vij0t ) is the prediction error
variance. Note that 4yitjt 1 = E[4ytjst 1 = i; Yt 1; ] does not depend on the state j at
time t because we are conditioning on time t   1 information. However, 4yt does depend
on st = j so that the prediction error and its variance depend on both i and j: The best
forecast for the state variable and its associated variance conditional on past information
and st 1 = i are
Xitjt 1 = FX
i
t 1jt 1 (2.7)
P itjt 1 = FP
i
t 1jt 1F
0 +Q
We have the measurement equation 4yt = HXt + t, where the measurement error t has
mean zero and a variance which can take two possible values: R1 = 2; with probability
pt, or R2 = 0, with probability 1 pt. Hence, the prediction error is vijt = 4yt HX itjt 1with
associated variance f ijt = HP
i
tjt 1H
0 + Rj . Applying standard updating formulas, we have
given st = j and st 1 = i,
Xijtjt = X
i
tjt 1 + P
i
tjt 1H
0(HP itjt 1H
0 +Rj) 1(4yt  HX itjt 1) (2.8)
P ijtjt = P
i
tjt 1   P itjt 1H 0(HP itjt 1H 0 +Rj) 1HP itjt 1
To reduce the dimension of the estimation problem, we adopt the re-collapsing procedure
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suggested by Harrison and Stevens (1976), given by
Xjtjt =
P2
i=1 Pr(st 1 = i; st = jjYt; )Xijtjt
Pr(st = jjYr; ) =
P2
i=1
eijtjtXijtjtP2
i=1
eijtjt (2.9)
P jtjt =
P2
i=1 Pr(st 1 = i; st = jjYt; )[P ijtjt + (Xjtjt  Xijtjt)(Xjtjt  Xijtjt)0]
Pr(st = jjYr; )
=
P2
i=1
eijtjt[P ijtjt + (Xjtjt  Xijtjt)(Xjtjt  Xijtjt)0]P2
i=1
eijtjt
By doing so, we make !ijt una¤ected by the history of states before time t   1. Some
modications are needed when including the mean reverting mechanism in the model. In
equation (2.6), the prediction error vijt is originally normally distributed with mean 0 and
a variance that depends on the particular value of the state. But now the modied model
becomes:
yt = a+ ct +  t
4yt =  t    t 1 + ct   ct 1
 t    t 1 = t[( tjt 1  
_
 t) + ~1t] + (1  t)2t
At time t when t = 1; we need to subtract the mean reversion term, which is known at
time t and independent from the realization of t. Accordingly,
e!ijt = f(4ytjst 1 = i; st = j; Yt 1; ) = 1p
2
f ijt   12 exp
(
 evij0t (f ijt ) 1evijt
2
)
(2.10)
evijt =
8>>>>>>><>>>>>>>:
v11t   (11tjt 1  
_

11
t )
v12t
v21t   (21tjt 1  
_

21
t )
v22t
9>>>>>>>=>>>>>>>;
f ijt = E(evijt evij0t ) = HP itjt 1H 0 +Rj
Since yt = a+  t+ ct; then  i1tjt 1 = yt  a  ci1tjt 1 = yt  a  [0 1]0 Xi1tjt 1. Note that Xi1tjt 1
being a state variable it can be updated every time period. Therefore,  i1tjt 1 
_

i1
t is known
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at time t. Also R1 = 2 with probability pt and R2 = 0 with probability 1  pt:
2.6 Full Sample Estimation Results
We rst present results from estimating the basic random level shift model using the stock
volatility series in order to compare our results with those of Lu and Perron (2010) who
used a shorter sample. These are reported in Table 2. Note that the jump probability is
quite small, indicating that level shifts are relatively rare events. The point estimates for
the jump probability p imply the following number of shifts for each series: 65 for the S&P
500, 34 for Nasdaq, 29 for the DJIA and 29 for the AMEX. Due to the fact that our S&P
500 data covers a longer period than that in Lu and Perron (2010), our point estimate of the
number of jumps is also higher. This is especially the case since our sample further include
the period 2004 to 2011, a time during which stock markets went through a turbulent period
induced by the nancial crisis in 2008. A lot of uncertainties existed during that period.
Hence, it is not surprising, indeed expected, that level shifts happen more often with this
extended sample. The standard error of the short memory component remains the same,
while the standard error of the jump variable is smaller compared to the results in Lu and
Perron (2010).
In Table 3, we report the estimation results when incorporating a time varying probabil-
ity into the RLS model. For each series, we consider three di¤erent threshold levels to assess
the robustness of the results. The threshold level adopted is the value a such that, say, x%
of the returns are below a with x = 1; 2:5 and 5. The results show that the estimates of both
1 and 2 are positive. Since we use absolute values of negative returns in the specication,
a positive 2 is consistent with the evidence that large negative returns are associated with
higher volatility, in our case via a higher probability of a shift occurring. Furthermore,
the positive estimate of 1 is consistent with the so-called the news impacte¤ect. Note
that the estimate of p is negative since we use a normal cdf functional form for pt. As the
threshold level decreases, we nd that 1 increases but 2 decreases. However, the standard
error of 1 increases while that of 2 decreases, so that 2 becomes more signicant and
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1 becomes less signicant as the threshold level decreases; see, in particular the results for
the Nasdaq series. These results show that extreme bad news do indeed have a signicant
e¤ect on the jump probability. Note for the AMEX series with a threshold value of 5%
or 2.5%, the estimates of 1 and 2 are negative, though both are insignicant with large
standard errors. This may be due to the relatively smaller sample size available for the
AMEX series. Figure 4 presents the smoothed estimates of the level shift component for
the three threshold values for the case of the S&P 500 index. What transpires from the
results is that they are very similar and all equally good in matching the smoothed estimate
of the volatility process. Hence, in what follows we shall present results only for the case of
a 1% trimming. The same features apply to other stock market indices.
The estimation results obtained when adding only a mean reversion component in the
jump process are presented in Table 4. As a rst step, we do not include the time varying
probabilities in order to assess separately the e¤ect of mean reversion. In all four cases, the
estimate of  is signicantly negative, indicating that mean reversion is indeed present in
the jump process. Note also that by adding a mean-reverting component, the estimate of
the probability of shifts increases compared to that in the basic random level shift model.
Also, the standard error of the jump variable is much smaller. This is due to the fact
that the mean reversion part account for a large amount of the total variation of the jump
process, leaving less to be accounted for by the jump variable itself. Figure 5 presents the
smoothed estimate of the level shift component  tjT , together with the volatility process for
the case of the S&P 500. Compared to the smoothed estimate of the level shift component
for the basic RLS model it contains more short-term variability, which explains why jumps
in the RLS model with mean reversion are estimated to occur more frequently.
Table 5 presents the estimates of the modied RLS model combining both time varying
probabilities and mean reversion, using a threshold value of 1%. First, in all cases the
estimate of  is signicantly negative, again indicating the presence of a mean-reverting
property for the level shift component. The estimates are similar to those obtained without
allowing for time variation in the probability of shifts, showing some robustness to our nd-
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ings. The estimate of 2, pertaining to the component 1fxt 1 < 0gjxt 1j in the specication
of the functional form for the time-varying probabilities, is signicantly positive in all cases,
except for the AMEX index. On the other hand, the estimates of 1, pertaining to the
component 1fxt 1 < 0g are not signicant, except for the DJIA. Hence, in the forecasting
experiment reported below, we shall omit this component.
The following results were obtained for the case of the S&P 500 series; similar results
apply to the other stock market indices and are therefore not reported. Figure 5 presents the
smoothed estimates of the volatility and of the level shift component for the four versions
of the random level shift model: the basic one, with time-varying probabilities only, with
mean reversion only and with time varying probabilities and mean reversion. Note that the
smoothed estimate of the level shift component is similar across all models and follows closely
the smoothed estimate of the volatility, indicating a good in-sample t. But as we shall see,
even though the models have similar in-sample t, the out-of-sample t is not the same with
the model incorporating time-varying probabilities and mean reversion performing best.
Figure 6 presents the autocorrelation function of the di¤erence between the volatility process
and the smoothed level shift component with both time-varying probabilities and mean
reversion. It clearly shows that the remaining noise is uncorrelated, thereby justifying the
specication of the nature of the short-memory component and re-enforcing the conclusion
that once level shift are taken into account the long-memory feature of the volatility series
is no longer present.
2.7 Forecasting
We rst discuss how to construct out-of-sample forecasts for the random level shift model,
assuming the short memory process to be just white noise. According to Varneskov and
Perron (2011), the  -step ahead forecasts of the basic random level shift model is given by
y^t+ jt = yt +HF  [
2X
i=1
2X
j=1
Pr(st+1 = j) Pr(st = ijYt)Xijtjt]
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where Et(yt+ ) = y^t+ jt is the forecast of volatility at time t+ ; conditional on information at
time t. With our modied RLS model, this forecasting formula still holds with appropriate
modications for Xijtjt and Pr(st+1 = j).
We compare the forecasting performance of our model with the original RLS model, the
RLS_ARFIMA(0,d,0), the RLS_ARFIMA(1,d,1), the ARFIMA(1,d,1) and the ARFIMA(0,
d,0) models. We concentrate on the ARFIMA class of model as they were shown to pro-
vide better forecasts than GARCH-type models. We use the following forecasting horizons:
 = 1; 5; 10; 20; 50 and 100. The mean square forecast error (MSFE) criterion, proposed by
Hansen & Lunde (2006a) and Patton (2011), is dened by:
MSFE;i =
1
Tout
ToutX
t=1
(
_

2
t;  
_
yt+;ijt)
2
where Tout is the number of forecasts,
_

2
t; =
P
s=1 yt+s; and
_
yt+;ijt =
P
s=1 y^t+s;ijt, with i
indexing the model. The relative performance of models i and j at time t is dened as:
dij;t = (
_

2
t;  
_
yt+;ijt)
2   (_2t;  
_
yt+;jjt)
2
The di¤erent model forecasting performances are evaluated and compared using the 10%
model condence set (MCS) of Hansen et al. (2011).
The forecasting experiment is as follow. We keep the last 1500 observations as the out-
of-sample period to be forecasted. Hence the starting date of the forecasts is 10/27/2005
for S&P 500, 07/06/2006 for Nasdaq and AMEX, and 07/03/2006 for DJIA. The reasons
for considering this period is that it contains very di¤erent episodes of calm and turbulent
periods, mostly as the result of the nancial crisis in 2008. Hence, it is ideally suited as
a particularly di¢ cult period to forecast volatility. Given that estimating these models is
quite time consuming, we estimate the models once without the last 1500 observations. The
forecasts are then made conditional on the parameter estimates obtained.
The results are presented in Table 6. The most striking feature is that the modied
random level model is the only model that belongs to the 10% model condence set using
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all comparisons, for all series and all forecasting horizons. When comparing the MSFE, the
smallest values are also obtained with the modied random level shift model in 23 out of 24
cases. The only case in which it does not is for the Nasdaq series with a 100 step horizon,
in which case the model that delivers the lowest MSFE is the RLS-ARFIMA(1,d,1). The
ARFIMA(1,d,1) and ARFIMA(0,d,0) perform particularly poorly. The p-values that they
belong to the model condence set are 0.00 is 22 out of 24 cases. The improvement in
forecacst accuracy of the modied RLS model relative to the ARFIMA models can be very
substantial. For medium term forecasting horizons (5 to 20 days ahead), the MSFEs of the
modied RLS can be between 36% and 63% of those of the ARFIMA models. Overall, this
is very strong evidence that our modied random level shift model o¤ers important gains
in forecasting performance.
2.8 Conclusion
With the aim of improving the forecasting performance of the random level shift model of
Lu and Perron (2010), we proposed two modications. The rst is a structure to allow a
time-varying probability of shifts. We modelled the probability of a shift as a function of
the occurrence and magnitude of large negative lagged returns. The second modication
is to incorporate a mean reverting mechanism so that the sign and magnitude of the jump
component changes according to the deviations of past jumps from their long run mean.
Apart from being a device that allows a better in-sample description, its advantage is
that the sign and magnitude of the jumps can be predicted to some extent. The full
sample estimates reveal interesting features useful to understand the behavior of stock
prices volatility. More importantly, the extended model allows much improved forecasts
of volatility when applied to stock market indices. Hence, our results provide additional
evidence that random level shift models are serious contenders to model volatility and
outperforms the popular class of standard long-memory models such as the commonly used
ARFIMA model.
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Table 2.1
Volatility Mean SD Max Min Skew Kur
S&P 500 -5.21 0.81 -1.47 -6.91 0.04 2.60
Nasdaq -5.06 0.87 -2.01 -6.91 0.10 2.63
DJIA -5.19 0.80 -1.36 -6.91 -0.01 2.58
AMEX -5.09 0.80 -2.07 -6.91 0.03 2.80
Note "SD","Skew" and "Kur" stand for standard deviation, skewness and kurtosis respectively.
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Table 2.2
 p e
S&P 500 0.49* 0.0042* 0.74*
(0.09) (0.002) (0.004)
Nasdaq 0.66* 0.0031 0.75*
(0.23) (0.002) (0.005)
DJIA 0.84* 0.0018 0.74*
(0.20) (0.001) (0.004)
AMEX 0.54* 0.0071 0.73*
(0.16) (0.004) (0.008)
Note: This table gives the parameter estimates of the basuc random level shift model. Standard
errors are in parenthese. Estimates with a (*) are signicant at the 5% level.
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Table 2.3
Panel A: S&P 500
Threshold ση p σe γ1 γ2
5% 0.27* -2.60* 0.74* 1.74* 0.76*
(0.08) (0.56) (0.00) (0.49) (0.23)
2.5% 0.24* -2.40* 0.74* 2.43 0.20*
(0.07) (0.54) (0.00) (1.37) (0.03)
1% 0.36* -2.57* 0.74* 2.27 0.12*
(0.15) (0.66) (0.00) (1.48) (0.02)
Panel B: Nasdaq
ση p σe γ1 γ2
5% 0.56* -2.79* 0.75* 1.02* 0.78*
(0.10) (0.36) (0.01) (0.21) (0.32)
2.5% 0.49* -2.72* 0.75* 1.50* 0.52*
(0.12) (0.43) (0.01) (0.45) (0.16)
1% 0.43* -2.59* 0.75* 2.08 0.35*
(0.11) (0.48) (0.01) (1.10) (0.08)
Panel C: DJIA
ση P σe γ1 γ2
5% 0.38* -2.97* 0.74* 1.76* 0.10*
(0.13) (0.49) (0.00) (0.66) (0.01)
2.5% 0.39* -2.78* 0.74* 1.90* 0.95
(0.09) (0.38) (0.00) (0.51) (0.61)
1% 0.48* -2.82* 0.74* 2.33* 0.10*
(0.10) (0.35) (0.00) (0.74) (0.01)
Panel D: AMEX
ση p σe γ1 γ2
5% 0.15* -1.71* 0.73* 5.06 -4.97
(0.03) (0.55) (0.01) (47.73) (32.49)
2.5%
0.58* -2.50* 0.73* -1.44 0.58
(0.17) (0.50) (0.01) (3.72) (0.46)
1% 0.62* -2.60* 0.73* 2.31 0.30
(0.26) (0.62) (0.01) (1.60) (0.24)
Note: Standard errors are reported in parenthese. Estimates with a (*) are signicant at the
5% level.
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Table 2.4
 p e 
S&P 500 0.003 0.05* 0.74* -0.13*
(0.01) (0.02) (0.004) (0.003)
Nasdaq 0.098 0.02* 0.75* -0.20*
(0.08) (0.01) (0.005) (0.010)
DJIA 0.001 0.06* 0.74* -0.12*
(0.003) (0.02) (0.004) (0.002)
AMEX 0.001 0.10* 0.72* -0.16*
(0.02) (0.04) (0.008) (0.005)
Note: Standard errors are listed in the parenthese. Estimates with a (*) are signicant at the
5% level.
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Table 2.5
Panel A: S&P 500
ση p σe γ1 γ2 β
0.004 -1.46* 0.74* -2.32 0.67* -0.12*
(0.01) (0.21) (0.00) (2.34) (0.16) (0.002)
Panel  B: Nasdaq
ση p σe γ1 γ2 Β
0.07 -1.88* 0.75* -2.02 0.31* -0.19*
(0.13) (0.36) (0.01) (1.54) (0.09) (0.01)
Panel  C: DJIA
ση p σe γ1 γ2 β
0.004 -2.41* 0.74* 1.80* 0.65* -0.27*
(0.01) (0.47) (0.00) (0.41) (0.18) (0.02)
Panel D: AMEX
ση P σe γ1 γ2 Β
0.0008 -1.12* 0.72* -4.09 -0.15 -0.14*
(0.01) (0.29) (0.01) (23.87) (0.47) (0.004)
Note: Here we use 1% negative past returns as the threshold. Standard errors are in the
parenthese. Estimates with a (*) are signicant at the 5% level.
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Table 2.6
S&P 500
1_step 5_step 10_step 20_step 50_step 100_step
RLS_modified 0.67 3.95 11.13 37.41 221.74 1027.55
(1.00*) (1.00*) (1.00*) (1.00*) (1.00*) (1.00*)
RLS 0.68 4.11 11.81 40.28 242.11 1140.92
(0.12*) (0.00) (0.00) (0.00) (0.00) (0.00)
RLS_ARFIMA(1,d,1) 0.68 4.57 13.74 46.73 263.73 1147.98
(0.14*) (0.00) (0.00) (0.00) (0.00) (0.00)
RLS_ARFIMA(0,d,0) 0.68 4.20 12.12 41.19 242.47 1124.79
(0.12*) (0.00) (0.00) (0.00) (0.00) (0.00)
ARFIMA(1,d,1) 0.85 8.34 27.83 97.79 516.32 1810.85
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
ARFIMA(0,d,0) 0.87 8.78 29.60 104.92 562.01 2007.72
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Nasdaq
1_step 5_step 10_step 20_step 50_step 100_step
RLS_modified 0.74 4.20 11.48 38.01 230.15 1200.17
(1.00*) (1.00*) (1.00*) (1.00*) (1.00*) (0.67*)
RLS 0.742 4.23 11.61 38.44 233.59 1220.22
(0.93*) (0.06) (0.03) (0.07) (0.07) (0.67*)
RLS_ARFIMA(1,d,1) 0.741 4.7 13.7 46.06 266.12 1177.19
(0.93*) (0.00) (0.00) (0.00) (0.01) (1.00*)
RLS_ARFIMA(0,d,0) 0.75 4.31 11.93 39.99 238.76 1223.00
(0.66*) (0.03) (0.02) (0.01) (0.07) (0.67*)
ARFIMA(1,d,1) 0.86 7.13 22.48 76.00 385.10 1284.52
(0.00) (0.00) (0.00) (0.00) (0.00) (0.14*)
ARFIMA(0,d,0) 0.88 7.70 24.75 85.06 440.86 1503.13
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
DJIA
1_step 5_step 10_step 20_step 50_step 100_step
RLS_modified 0.70 4.20 12.14 41.61 271.31 1309.86
(1.00*) (1.00*) (1.00*) (1.00*) (1.00*) (1.00*)
RLS 0.71 4.49 13.32 46.79 311.46 1496.91
(0.01) (0.00) (0.00) (0.00) (0.00) (0.00)
RLS_ARFIMA(1,d,1) 0.71 5.10 15.97 56.59 351.35 1508.56
(0.01) (0.00) (0.00) (0.00) (0.00) (0.00)
RLS_ARFIMA(0,d,0) 0.71 4.52 13.43 45.84 309.00 1497.19
(0.01) (0.00) (0.00) (0.00) (0.00) (0.00)
ARFIMA(1,d,1) 0.87 8.58 26.68 100.80 533.04 1768.50
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
ARFIMA(0,d,0) 0.89 8.95 30.16 106.72 569.54 1916.99
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
AMEX
1_step 5_step 10_step 20_step 50_step 100_step
RLS_modified 0.63 3.95 10.88 35.83 198.78 937.34
(1.00*) (1.00*) (1.00*) (1.00*) (1.00*) (1.00*)
RLS 0.63 3.96 11.07 37.27 219.01 1113.03
(0.99*) (0.90*) (0.59*) (0.26*) (0.00) (0.00)
RLS_ARFIMA(1,d,1) 0.64 4.76 14.41 48.21 256.76 962.14
(0.42*) (0.01) (0.00) (0.00) (0.00) (0.55*)
RLS_ARFIMA(0,d,0) 0.64 4.15 11.67 38.01 218.49 999.55
(0.39*) (0.21*) (0.07) (0.04) (0.01) (0.39*)
ARFIMA(1,d,1) 0.73 6.32 19.55 64.64 320.81 1060.45
(0.00) (0.00) (0.00) (0.00) (0.00) (0.08)
ARFIMA(0,d,0) 0.75 6.76 21.30 71.68 365.16 1239.69
(0.00) (0.00) (0.00) (0.00) (0.00) (0.00)
Note: Starting dates for the four series are 10/27/2005(S&P 500), 07/06/2006(Nasdaq,AMEX),
07/03/2006(DJIA). MSFEs are reported, MCS p-values are in the parenthese. The number with a
(*) means that the model is within 10% MCS using all comparisons.
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Figure 2.1
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Note: This graph displays the autocorrelation function up to lag 2000 for the last 10,000 obser-
vations of the S&P 500 series.
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Figure 2.2
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Note: In this gure, the original process is plotted with the tted level shift component estimated
using Bai and Perron (2003) algorithm.
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Figure 2.3
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Note: The residuals are calculated as the original process minus the tted level shift component.
This graph shows the autocorrelation function of the residual term up to lag 2000.
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Figure 2.4
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Figure 2.5
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Figure 2.6
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Note: This graph plots the autocorrelation function of the residual term, which is constructed
as the di¤erence of volatility series and the smoothed lter of the level shift component.
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Chapter 3
Robust testing of time trend and mean with
unknown integration order errors
3.1 Introduction
Many time series are well captured by a deterministic linear trend. With a logarithmic
transformation, the slope of the trend function represents the average growth rate of the
time series, a quantity of substantial interest. To be more precise, consider the following
model for the time series process fytg:
yt = 1 + 2t+ ut; (3.1)
where ut are the deviations from the trend. The parameter 2 is then of primary interest.
If 2 = 0, then tests about 1 pertains to the mean of the time series.
Hypothesis testing on the slope of the trend function is important for many reasons.
First, assessing whether a trend is present (i.e., whether 2 = 0 or 2 6= 0) is of direct
interest in many applications. Second, the correct specication of the trend function is
important in other testing problems, such as assessing the nature of the noise component
ut. For instance, many testing problems relying on an estimate of the noise component will
have better properties by correctly specifying the proper form of the trend function. Third,
tests for hypotheses about the values of 1 and 2 allow constructing condence intervals
via inversions.
There is a large literature on issues pertaining to inference about the slope of a linear
trend function, most of which is related to the case where the noise component is stationary,
i.e., integrated of order zero, I(0). A classic result due to Grenander and Rosenblatt (1957)
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states that the estimate of 2 obtained from a simple least-squares regression of the form
(3.1) is asymptotically as e¢ cient as that obtained from a Generalized Least Squares (GLS)
regression when the process for ut is correctly specied. However, it is now recognized
that many economic time series of interest are potentially characterized as having a noise
component ut with an autoregressive root that is unity, i.e., integrated of order one, I(1)
(e.g., Nelson and Plosser, 1982), or a root that is close to one. In the former case, the least
square estimate of 2 obtained from (3.1) is no longer asymptotically e¢ cient. Instead, the
estimate of the mean of the rst-di¤erenced series is e¢ cient in large samples. In the case
of a root close to one, the standard Grenander and Rosenblatt (1957) result still holds but
the limiting Normal distribution is a poor approximation in sample sizes of interest.
Several papers have tackled the issue of constructing tests and condence intervals for
the parameter 2 when it is not known a priori whether the noise component ut is I(1)
or not, i.e., with ut = ut 1 + vt with jj  1 and vt a short-memory component. Sun
and Pantula (1999) proposed a pre-test method which rst applies a test of the unit root
hypothesis and then chooses the critical value to be used for the t-statistic according to
the outcome of the test. When using this method, however, the probability of using the
critical values from the I(0) case does not converges to zero when the errors are I(1), and
the simulations reported accordingly show that substantial size distortions remain. Canjels
and Watson (1997) considered various Feasible GLS methods. Their analysis is, however,
restricted to the cases where ut is either I(1) or the autoregressive root is local to one (i.e.,
ut = Tut 1 + et with T = 1 + c=T and et being I(0)). Hence, they do not allow I(0)
processes for the noise. Also, even with I(1) or near I(1) processes, their method yields
condence intervals that are substantially conservative with common sample sizes. Roy
et al. (2004) considered a test based on a one-step Gauss Newton regression that uses a
truncated weighted symmetric least-squares estimate of the autoregressive parameter (as
suggested by Roy and Fuller, 2001) but the limit distribution of their test is not the same
in the I(1) and I(0) cases (see Perron and Yabu, 2012). Vogelsang (1998), Bunzel and
Vogelsang (2005) and Harvey et al. (2007) proposed tests valid with either I(1) or I(0)
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errors. Their approach, however, uses randomly scaled versions of tests for trends so that
in nite samples the good properties of such tests are lost, at least to some extent. Perron
and Yabu (2009) consider a Feasible Quasi Generalized Least Squares approach that uses
a supere¢ cient estimate of the sum of the autoregressive parameters  when  = 1. The
estimate of  is the OLS estimate obtained from an autoregression applied to detrended
data and is truncated to take a value 1 when the estimate is in a T  neighborhood of
1. This makes the estimate super-e¢ cient when  = 1 and implies that inference on
the slope parameter can be performed using the standard normal or chi-square distribution
whether  = 1 or jj < 1.
Most of the literature has indeed focused on the dichotomous cases with the noise
component being with I(0) or I(1). These are special cases of more general fractionally
integrated, I(d), processes with memory parameter d. These have become widely applied
in economics, nance and even climate change research in recent years. Given that the
memory parameter d can take any real value (within some interval), a long-memory process
is accordingly an extension to the classical dichotomy of I(0) and I(1) processes. It therefore
provides a more exible approach to model the dependence in the noise component, which
avoids the I(0) versus I(1) discontinuity. The aim of this paper is to provide test statistics to
perform inference on the coe¢ cients of a linear trend function assuming the noise component
to be such a fractionally integrated process with memory parameter than can take any value
in the interval ( 0:5; 1:5).
The methodology used is similar to the one used in Perron and Yabu (2009), in which
they use a feasible GLS procedure with an estimate of the sum of the autoregressive co-
e¢ cients truncated to take value one when the usual estimate is in the neighborhood of
one. The e¢ ciency gain occurring in time trend extraction by quasi-di¤erencing was shown
in Phillips and Lee (1996). We apply a quasi-GLS procedure using d-di¤erences of the
data. Doing so, the error term is then short memory and, as we shall show, the asymptotic
distribution of the OLS estimators of (1; 2) applied to quasi-di¤erenced data and their
t-statistics are una¤ected by the particular value of d. So standard OLS procedures can be
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applied to the transformed data with the ensuing limit normal distribution. No truncation
or pre-test is needed in our framework given the continuity with respect to d.
Of special importance in making our procedure feasible is a good estimator for the
memory parameter d. It needs to be valid for a wide range of d covering both stationary
and non-stationary processes and to accommodate the presence of a linear trend. Though,
all we need is a consistent estimator, it is important that it exhibits good nite sample
properties with a tted linear trend. After experimenting with various possible estimators
(e.g., Abadir et al., 2007, Andrews and Sun, 2001, 2004, Andrews and Guggenberger, 2003,
Velasco, 1999), we opted to use the Exact Local Whitlle (ELW) estimator of Shimotsu
(2010) who extended previous work by Shimotsu and Phillips (2005) to cover the case of
processes with a linear trend. It is valid for values of d in the range ( :5; 1:5) and as we
shall show yields tests with good nite sample properties.
A related paper is Iacone, Leybourne and Taylor (2011), who propose a robust test for
a break in the slope of a linear time trend when the order of integration is unknown. Their
methodology is quite similar to ours in that they also quasi-di¤erence the data after rst
estimating the break date as in Perron and Zhu (2005) by minimizing the residual sum of
squares. However, their Monte Carlo simulations show that the tests have very large size
distortions. Hence, they resort to a bootstrap procedure. They do not consider the case
with errors having strong short memory correlation. Abadir, Distaso and Giraitis (2011)
consider an I(d) model with trend and cycles. They derive the asymptotic distribution
of the OLS estimate of the parameter of the slope of the trend and show that the limit
distribution is normal with variance depending on the short memory properties of the noise
and the memory parameter d. In order to carry out feasible inference, they apply the fully
extended local whittle estimator of Abadir et al. (2007) to estimate d. But no result about
the nite sample size and power of their procedure is presented.
The remainder of the paper is organized as follows. Section 2 describes the model and
the test statistics. Section 3 discusses the estimate of d used to have feasible tests. Section
4 presents simulation results about the size and power of the tests in nite sample. We also
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provide a comparison with the test of Perron and Yabu (2009) valid for a noise component
that is either I(0) or I(1). The results are encouraging in the sense that our test is valid
under much more general conditions, yet has similar power as those that apply only to
the dichotomous cases with d either 0 or 1. Section 5 presents an empirical application
related to temperature series. We use our test to construct a condence interval for the
slope of the trend function pre and post 1960. Irrespective of the data set used or the series
analyzed (global, northern or southern hemisphere), the slope is signicantly higher in the
post-1960 period consistent with global warming. Section 6 provides brief conclusions and
a mathematical appendix some technical derivations.
3.2 The model and test statistics
The data-generating process is assumed to be:
yt = 1 + 2t+ ut (3.2)
for t = 1; :::; T , where ut is fractionally integrated. More precisely the following assumptions
are imposed on ut.
 Assumption 1: The process futg is generated by:
dut = (1  L)dut = "t{ft  1g
where d is the fractional di¤erence operator and {fAg is the indicator function of
the event A.
 Assumption 2: "t is linear short memory process generated by "t = A(L)vt =
P1
j=0Aj
vt j with 2 = A(1)2 > 0,
P1
l=0 ljAlj < 1, and vt  i:i:d: (0; 1) with Ejvtjq < 1,
where q > max(2; 2=(3  2d)).
Remark 6 The error term follows a Type II Process, but our results remain valid with a
Type I process dened by Marinucci and Robinson (1999).
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Applying a d-di¤erencing transformation, the DGP can be written as:
yd  dyt = 1d{ft  1g+ 2dt{ft  1g+dut{ft  1g; (t = 1; :::; T )
Note that dut = "t and d1 = y1: We also dene Xt = [1; t]
0 and Xdt  dXt = [d{ft 
1g;dt{ft  1g]0 with dX1 = [1; 1]0. Hence, the GLS transformed regression is:
ydt = X
d
t  + "t; (t = 1; :::; T )
To obtain a feasible regression, we need to replace d by some consistent estimate d^ to be
discussed in the next section. The tests will then be based on the regression
yd^t = X
d^
t  + "t; (t = 1; :::; T ) (3.3)
Let ^ = (X d^0X d^) 1X d^0yd^ denote the OLS estimator of [1; 2]0. Since the error term in the
transformed regression f"tg is a linear process with nite variance and required moments,
the standard regression analysis applies. The test statistic on the time trend coe¢ cient 2
for H0 : 2 = 
0
2 against H1 : 2 6= 0, is constructed as the usual t-statistics:
t^2
=
^2   02
se(^2)
=
R(^   0)
[^2R(X d^0X d^) 1R0]1=2
where R = [0 1], 0 = (01; 
0
2) and ^
2 is a consistent estimator of long-run variance
2 =
P1
j= 1  (j) where  (j) = E("t"t j).
Similarly, the test statistics on the constant term 1 for H0 : 1 = 
0
1 can also be
constructed as usual with:
t^1
=
^1   01
se(^1)
=
R1(^   )
[^2R1(X d^
0X d^) 1R01]1=2
where R1 = [1 0]. The following theorem provides the limit distribution of the test statistics.
Theorem 7 Let fytg be generated by (3.2) under Assumption 1 and 2. Suppose that we
have estimates d^ and ^2 that are consistent for d and 2.Then, a) under H0 : 2 = 
0
2,
t^2
d! N(0; 1) for any d 2 ( 0:5; 1:5); b) under H0 : 1 = 01, t^2
d! N(0; 1) for any
d 2 ( 0:5; 0:5).
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A consistent estimate of 2 is readily available. A popular class of estimates are weighted
sums of autocovariances of the form:
^2 =  ^(0) + 2
T 1X
j=1
(j;m) ^(j)
where  ^(j) = T 1
PT
j=t "^t"^
0
t j with "^t are the OLS residuals from the regression (3.3)
and () a kernel function with bandwidth m. In the simulations and applications below,
we use the Bartlett kernel and Andrews(1991) data dependent method for selecting the
bandwidth based on an AR(1) approximation. The choice of an appropriate estimate of d
is more delicate and discussed in the next section.
3.3 Estimate of d
The Exact Local-Whittle (ELW) estimation procedure for the order of fractional integration
of a process was rst introduced by Shimotsu and Phillips (2005). It was subsequently
extended by Shimotsu (2010) to cover the case with an unknown trend function, a needed
feature in our context. It is also valid under a wide range of possible values for d including
values greater than 1. Accordingly, we shall adopt it as the estimator of d to be used in
constructing our test statistics. To describe the estimation procedure, consider a fractionally
integrated process Xt
dXt = (1  L)dXt = ut{ft  1g (3.4)
for t = 1; :::; T . Dene the discrete Fourier transform and the periodogram of Xt evaluated
at the fundamental frequencies as
!X(j) =
1p
2T
XT
t=1
Xt exp(itj)
IX(j) = j!X(j)j2
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for j = (2j=T ), j = 1; :::; T . The ELW estimator of the memory parameter d is estimated
by minimizing the objective function
Qm(G; d) =
1
m
Xm
j=1
[log(G 2dj ) +
1
G
I4dX(j)]:
Concentrating Qm(G; d) with respect to G, the objective function is
R(d) = log G^(d)  2d 1
m
Xm
j=1
j
where G^(d) = m 1
Pm
j=1 I4dX(j) and ELW estimator is:
~d = argmin
d2[41;42]
R(d)
within a pre-specied range to be dened below. This original ELW estimator was derived
under the assumption that Xt is generated by (3.4). Shimotsu (2010) extended the ELW
estimation procedure to cover the case with an unknown linear time trend. It is a two-step
procedure applied to detrended data. Suppose Xt is generated as:
Xt = 1 + 2t+X
0
t ; (3.5)
X0t = (1  L) dut{ft  1g
The rst step is to detrend the data by an OLS regression of Xt on (1; t). The residuals,
denoted X^t are the detrended variables. The modied objective function is then:
RF (d) = log G^F (d)  2d 1
m
Xm
j=1
j
G^F (d) =
1
m
Xm
j=1
Id(X^ '(d))(j)
where '(d) = (1 w(d))X^1 with w(d) is twice continuous di¤erentiable weight function such
that w(d) = 1 for d  1=2 and w(d) = 0 for d  3=4. As recommended by Shimotsu (2010),
w(d) = (1=2)[1 + cos(4d)] for d 2 [1=2; 3=4]. A two-step procedure is applied to ensure
the global consistency of the estimate. In the rst step, one uses the tapered local Whittle
estimators of Velasco (1999). This preliminary estimate, denoted d^T , is
p
m-consistent and
84
is invariant to a linear trend for d 2 ( 1=2; 5=2). The second step estimator involves the
following modication:
d^2ELW = d^T  R0F (d^T )=R
00
F (d^T ) (3.6)
where R0F (d^T ) and R
00
F (d^T ) are the rst and second derivatives of RF (d). As suggested by
Shimotsu (2010), we use max[R
00
F (d^T ); 2] to improve the nite sample properties. The nal
estimator, denoted by d^ELW is obtained by iterating using the updating dened by (3.6).
Some additional technical assumptions are required to obtain the limit distribution stated
in Shimotsu (2010, Theorem 4).
 Assumption 3: f"()  G 2 (0;1) as ! 0+:
 Assumption 4: In a neighborhood (0; ) of the origin, f"() is di¤erentiable and
(
d
d
) log f"() = O(
 1) as ! 0+
 Assumption 5: m 1 + T 1m(logm)1=2 +m  log(T )! 0 as T !1 for any  > 0:
 Assumption 6: 42  41  9=2:
 Assumption 7: f"() is bounded for  2 [0; ]:
Then, from Shimotsu (2010), if Xt is generated by (3.5) with d 2 (41;42) and  (1=2) <
41 < 42  (7=4) and Assumptions 1-7 hold, then d^ELW p! d. Hence, if our test statistics
are constructed using d^ELW Theorem 1 continues to hold under Assumptions 1-7.
3.4 Simulation results
In this section, we consider the size and power of the tests via simulations, using 1,000
replicating throughout. The data are generated by (3.2) with ut an ARFIMA(p; d; q) of
the form A(L)(1   L)dut = B(L)et, where A(L) = 1   a1L   :::   apLp and B(L) =
1+ b1L+ :::+ bqL
q are the autoregressive and moving average lag polynomials, respectively,
and et  i:i:d N(0; 1). Assumptions A1 and A2 are satised if the roots of A(L) = 0
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and B(L) = 0 are outside the unit circle. In all cases, we set 1 = 2 = 0 without loss
of generality. Hence, a test on 1 can be interpreted as a test on the mean of the series,
though tting a trend time. Also, the ELW estimate is constructed with m = T :55. In all
cases, we consider one-sided tests at the 5% signicance level.
We start with the case of pure fractional processes with A(L) = B(L) = 1. Tables 1 and
2 present the size of the tests for mean and slope of the trend, respectively. For the case of
a test on 1 we consider values of d in the range [ 0:4; 0:4], while for the case of a test on
the slope 2 we consider the range [ 0:4; 1:4]. For the sample size, we consider T = 500;
1000 and 2000. The results show that the exact sizes of the tests are close to the nominal
size in all cases. For power, we consider values of 1 in the range [0; 5] and 2 in the range
[0:0:5]. The power functions are presented in Figures 1 and 2 for T = 500. The power is
shown to increase rapidly to 1 and, as expected, power decreases as d increases.
Table 2-2 presents extended results about the size of the test on the slope 2 for processes
with short-run dynamics of the autoregressive form with an AR(1) so that A(L) = 1 a1L.
We consider values of  ranging from 0 to 0:8 and values of d ranging from  0:2 to 1:0.
The results show that the exact size remains close to the nominal 5% level, unless d is very
large and a1 is close to 1, in which case the exact size is below nominal size (conservative
tests) though the size distortions reduce substantially as the sample size increases. It is
well known that in the presence of a short-run component that has strong correlation, most
estimates of d are biased. Accordingly, it is of some comfort to see that our test retains
decent size and exhibits no liberal size distortions.
We next consider the size and power of the tests using six di¤erent DGPs used in Qu
(2011), which were motivated by nancial applications of interest. These are given by:
DGP 1. ARFIMA(0; d; 0) : (1  L)0:4xt = et:
DGP 2. ARFIMA(1; d; 0) : (1  a1L)(1  L)0:4xt = et, where a1 = 0:4 and 0:8:
DGP 3. ARFIMA(0; d; 1) : (1  L)0:4xt = (1 + b1L)et, where b1 = 0:4 and 0:8:
DGP 4. ARFIMA(2; d; 0) : (1   a1L)(1   a2L)(1   L)0:4xt = et, where a1 = 0:3 and
a2 = 0:5:
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DGP 5. xt = zt + t;where (1  L)0:4zt = et and t  i:i:d N(0; var(zt)):
DGP 6. (1  L)0:4xt = ut with ut = tet; 2t = 1 + 0:1u2t 1 + 0:852t 1:
In all cases, et  i:i:d: N(0; 1). DGPs 1-4 are di¤erent cases of ARFIMA processes, DGP
5 is a fractionally integrated process with measurement errors and DGP 6 is a GARCH
process. Table 3 presents the exact sizes of the tests for 1 and 2 when T = 1000. In
all cases, the exact sizes are near 5%, except for DGP 2 with AR coe¢ cient 0.8, for which
the tests exhibit mild under-rejections (consistent with the results of Table 2-2). Figures
3 and 4 present the power function of the tests on 1 and 2, respectively, for T = 1000:
For the case of a test on the slope 2, the power function increases rapidly to one in all
cases. For the case of a test on 1, the power increases relatively quickly to one except for
two cases. The power function for the case with a large AR coe¢ cient (a1 = 0:8) converges
to 1 much slower. That is due to the upper bias in the estimation of d , which leads to
over-di¤erencing of the data. The other case pertains to the GARCH process, which also
exhibits slow increase in power.
We now turn to a comparison of the performance of our test for the value of the
slope 2 with that of Perron and Yabu (2009), which is valid only in the dichotomous
cases with d either 0 or 1. To that e¤ect, we consider a DGP with d = 0 and a1 =
0; 0:3; 0:5; 0:7; 0:8; 0:9; 0:95 as well as d = 1 and a1 = 0. We report results for the two
versions they consider, tFS (MU) or t
FS
 (UB), which use di¤erent autoregressive estimates
before applying the truncation (MU stands for Median Unbiased and UB for Upper Bi-
ased). We consider the sample sizes T = 100; 250 and 500 as in Perron and Yabu (2009),
so that the results for their tests are simply the ones they reported. Here 5,000 replications
are used given the relatively smaller sample sizes.
The results for the size of the tests are reported in Table 4. With a small sample size,
T = 100, our test exhibit slight liberal size distortions unless d = 0 and a1 is below but
near one. In the latter cases, our test is slightly conservative though less so than the tests
of Perron and Yabu (2009). As the sample size increases all tests have exact size close to
the nominal 5% level, except our test which still show some under-rejection when d = 0 and
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a1 is below but near one.
The power functions of the three tests are presented in Figure 5. The left panel pertains
to the case with d = 1 and a1 = 0, while the right panel presents results for d = 0 and
a1 = 0:8. In the former case, our test has somewhat lower power compared to those of
Perron and Yabu (2009) but the di¤erences vanish quickly as T increases. When d = 0 and
a1 = 0:8, all tests have nearly identical power. These results are encouraging in the sense
that our test is valid under much more general conditions, yet has similar power as those
that apply only to the dichotomous cases with d either 0 or 1.
3.4.1 Empirical Applications
To illustrate the usefulness of our testing procedure, we consider constructing condence
intervals for the slope of the trend function of various temperature series. This is done by
inverting the statistic t^2 , i.e., the condence interval consists in all values of 2 for which
the null hypothesis cannot be rejected at the 5% level using two-sided tests.
The annual data for Global (G), Southern Hemisphere (SH) and Northern Hemisphere
(NH) temperatures are from the NASA database (1880-2010) and the Climatic Research
Unit HadCRUT3 (1850-2010) 1. The Atlantic Multidecanal Oscillation (AMO) represents
ocean-atmosphere processes naturally occurring in the North Atlantic with a large inuence
over NH and G climates. It produces 60- to 90-year natural oscillations that distort the
warming trend. Hence the G and NH series are ltered versions purging the e¤ect of the
AMO 2 (see Estrada, Perron and Martinez, 2012, for details). A graph of the series is
presented in Figure 6.
In the climate change literature, temperatures series have been modelled as integrated
(e.g., Kaufmann and Stern, 2002), fractionally integrated (e.g., Mann, 2011) or trend-
stationary about a trend-function with a change in slope (e.g., Gay, Estrada and Sanchez,
1The data for the HadCRUT3 series were obtained from http://www.meto¢ ce.gov.uk/hadobs/hadcrut3/
and those for the GISS-NASA series from http://data.giss.nasa.gov/gistemp/. The units are in degrees
Celsius with the 1951-1980 sample average substracted for the NASA series and the 1961-1990 sample
average substracted for the HadCRUT3 series.
2The AMO (1856-2010) was obtained from NOAA (http://www.esrl.noaa.gov/).
88
2009, Estrada, Perron and Martinez, 2012, Estrada, Perron, Gay and Martinez, 2012). As
can be seen from Figure 6 and documented extensively in Estrada, Perron and Martinez
(2012), there is a marked change in the slope of the trend function. The exact break dates
varies slightly near 1960 for the various series, with 1960 being also the date at which the
slope of the trend of the forcing series (e.g., greenhouse gases) changed (Estrada, Perron
and Martinez, 2012). Here, we shall treat 1960 as the break date common to all series and
perform inference about the slope of the trend function pre and post 1960.
The results are presented in Table 5 3. Consider rst global temperatures. For the
NASA series, the pre-1960 estimate of the rate of increase is .29C per century with a 95%
condence interval of (:13C; :46C) while the post-1960 estimate is :93C per century with
a 95% condence interval of (:80C; 1:04C). Hence, this is statistically signicant evidence
of an increase in the growth rate of global temperatures after 1960. The results are similar
using the HadCRUT3 series: pre-1960 estimate of :23C (CI: :07C; 39C) and post-1960
estimate of 1:02C (CI: :81C; :1:22C).
Concerning temperatures for the Northern and Southern Hemispheres, the two series
give somewhat di¤erent results due to the di¤erences in the locations of data collection
stations. But all results indicate a statistically signicant increase in the growth rate of
temperatures from the pre-1960 to the post-1960 periods. The 95% condence intervals are
quite tight and for all series those for the post-1960 period are strictly above those for the
pre-1960 period. There is substantial variation in the estimate of the memory parameter d
given the small sample sizes available. But most point estimates are quite small, especially
for the post-1960 period, indicating that weak memory is present in the noise component.
For all series and sub-samples, a unit root process can be rejected.
3.5 Conclusion
We provided test statistics to perform inference on the coe¢ cients of a linear trend function
assuming the noise component to be a fractionally integrated process with memory parame-
3Given the small sample sizes, we use a bandwith value of m = T :65.
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ter than can take any value in the interval ( 0:5; 1:5). We applied a quasi-GLS procedure
using d-di¤erences of the data. The asymptotic distribution of the OLS estimators applied
to quasi-di¤erenced data and their t-statistics are una¤ected by the particular value of d
and the standard limit normal distribution applies. No truncation or pre-test is needed in
our framework given the continuity with respect to d. To have a feasible test, we used the
Exact Local Whitlle estimator of Shimotsu (2010), which is valid for processes with a linear
trend. The nite sample size and power of the tests were investigated via simulations and
shown to have good properties. We also provided a comparison with the test of Perron
and Yabu (2009) valid for a noise component that is either I(0) or I(1). The results are
encouraging in the sense that our test is valid under much more general conditions, yet
has similar power as those that apply only to the dichotomous cases with d either 0 or 1.
We applied our tests to construct condence intervals for the slope of the trend function
of various temperature series pre and post 1960, which show that the slope is signicantly
higher in the post-1960 period consistent with global warming. Our procedure provides a
useful tool for inference about the coe¢ cients of a linear trend under general conditions on
the noise component.
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Table 3.1
T d
-0.4 -0.2 0 0.2 0.3 0.4
500 0.063 0.053 0.062 0.06 0.069 0.059
1000 0.052 0.066 0.042 0.065 0.057 0.053
2000 0.038 0.051 0.047 0.054 0.036 0.04
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Table 3.2.1
T d
-0.4 -0.2 0 0.2 0.3 0.4
500 0.041 0.066 0.062 0.06 0.072 0.065
1000 0.043 0.06 0.063 0.061 0.063 0.06
2000 0.043 0.058 0.056 0.043 0.053 0.048
T d
0.6 0.8 1 1.2 1.4
500 0.055 0.063 0.061 0.049 0.056
1000 0.03 0.049 0.059 0.051 0.045
2000 0.044 0.052 0.051 0.037 0.034
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Table 3.2.2
T AR d
-0.2 0 0.4 0.6 0.8 1
500 0 0.046 0.069 0.061 0.054 0.059 0.05
1000 0.057 0.053 0.06 0.045 0.065 0.044
2000 0.061 0.053 0.055 0.041 0.043 0.053
500 0.3 0.06 0.075 0.049 0.057 0.066 0.046
1000 0.058 0.064 0.056 0.046 0.059 0.054
2000 0.038 0.059 0.043 0.046 0.068 0.042
500 0.6 0.054 0.048 0.053 0.045 0.053 0.039
1000 0.054 0.055 0.053 0.046 0.055 0.043
2000 0.043 0.051 0.042 0.048 0.064 0.047
500 0.7 0.039 0.036 0.037 0.049 0.042 0.027
1000 0.056 0.04 0.042 0.037 0.038 0.035
2000 0.047 0.048 0.057 0.044 0.05 0.05
500 0.8 0.034 0.025 0.018 0.023 0.015 0.008
1000 0.037 0.026 0.023 0.017 0.024 0.017
2000 0.047 0.043 0.041 0.038 0.041 0.023
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Table 3.3
β1 β2
DGP 1 AR=0,d=0.4 0.056 0.055
DGP 2 AR=0.4,d=0.4 0.043 0.052
AR=0.8,d=0.4 0.031 0.028
DGP 3 MA=0.4,d=0.4 0.057 0.05
MA=0.8,d=0.4 0.062 0.058
DGP 4 AR1=0.3,AR2=0.5,d=0.4 0.061 0.062
DGP 5 measurement error 0.046 0.05
DGP 6 GARCH 0.058 0.051
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Table 3.4
T=100 ELW MU UB
d=0,AR=0 0.0874 0.035 0.043
d=0,AR=0.3 0.0876 0.035 0.028
d=0,AR=0.5 0.0666 0.036 0.027
d=0,AR=0.7 0.0532 0.041 0.03
d=0,AR=0.8 0.0368 0.045 0.027
d=0,AR=0.9 0.0292 0.044 0.019
d=0,AR=0.95 0.035 0.037 0.017
d=1,AR=0 0.0848 0.093 0.076
T=250 ELW MU UB
d=0,AR=0 0.0738 0.043 0.033
d=0,AR=0.3 0.0712 0.035 0.032
d=0,AR=0.5 0.0674 0.034 0.033
d=0,AR=0.7 0.0458 0.035 0.032
d=0,AR=0.8 0.026 0.04 0.037
d=0,AR=0.9 0.0138 0.045 0.033
d=0,AR=0.95 0.0084 0.036 0.02
d=1,AR=0 0.0714 0.073 0.06
T=500 ELW MU UB
d=0,AR=0 0.0568 0.044 0.046
d=0,AR=0.3 0.0644 0.045 0.039
d=0,AR=0.5 0.06 0.046 0.038
d=0,AR=0.7 0.0442 0.04 0.043
d=0,AR=0.8 0.0288 0.04 0.04
d=0,AR=0.9 0.0088 0.044 0.042
d=0,AR=0.95 0.0056 0.043 0.032
d=1,AR=0 0.0542 0.056 0.062
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Table 3.5
NASA ß d ß d
pre 1960 post 1960
Global filtered 0.0030 0.25 Global filtered 0.0093 0.18
[0.0012,0.0046] [0.01,0.49] [0.0080,0.0105] [-0.1,0.46]
NH filtered 0.0041 0.31 NH filtered 0.0100 0.03
[0.0015,0.0066] [0.07,0.55] [0.0091,0.0109] [-0.25,0.31]
SH 0.0025 0.43 SH 0.0080 0.18
[0.0001,0.0048] [0.19,0.67] [0.0063,0.0096] [-0.1,0.47]
HadCRUT
Global filtered 0.0023 0.31 Global filtered 0.0102 0.36
[0.0007,0.0039] [0.09,0.53] [0.0081,0.0122] [0.08,0.64]
NH filtered 0.0032 0.18 NH filtered 0.0115 -0.01
[0.0019,0.0044] [-0.04,0.40] [0.0108,0.0122] [-0.29,0.27]
SH 0.0019 0.64 SH 0.0110 0.07
[-0.0025,0.0062] [0.42,0.86] [0.0085,0.0136] [[-0.21,0.35]
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Figure 3.2
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Figure 3.3
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Figure 3.4
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Figure 3.5
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Figure 3.6
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3.6 Appendix
Proof of Theorem 1: We start by assuming that d and 2 are known and then show
that the results remain the same with consistent estimates. Consider rst part (a). Let
KT = diagfT 1=2 d; T 3=2 dg, then:
t^2
=
^2   02
se(^2)
=
R(^   0)
[2R(Xd0Xd) 1R0]1=2
=
R(K 1T X
d0XdK 1T )
 1(K 1T X
d0e)
[2R(K 1T Xd
0XdK 1T ) 1R0]1=2
We rst prove the following Lemma.
Lemma 8 (1) for  0:5 < d < 0:5
t^2
d! RC
 1L
[RC 1R0]
1
2
 A1
where
C =
24 1f (1 d)}2(1 2d) 1 (1 d) (2 d)(2 2d)
1
 (1 d) (2 d)(2 2d)
1
{ (2 d)}2(3 2d)
35
L =
"
1
 (1 d)
R 1
0 r
 ddW (r)
1
 (2 d)
R 1
0 r
1 ddW (r)
#
and
A1 =
p
3  2d
24(2  2d) 1Z
0
r1 ddW (r)  (1  2d)
1Z
0
r ddW (r)
35
(2) for 0:5 < d < 1:5:
t^2 =
^2   2
se(^2)
d! C
 1
22 L2
[2C 122 ]1=2
= C
 1=2
22 L2 =
p
3  2d
1Z
0
r1 ddW (r)  A2
Proof : From Lemma 1 of Robinson (2005b), as t ! 1, for d 2 (0; 1), d{ft  0g =
 (1   d) 1t d + O(t 1) and dt{ft  0g =  (2   d) 2t1 d + O(1). For d 2 (1; 1:5);
dt{ft  0g =  (2   d) 1t1 d + O(t 1). From (A.34) of Robinson and Iacone (2005), for
any r 2 (0; 1], we have a) for d 2 (0; 0:5): T dd{f[rT ]  0g !  (1   d) 1r d; b) for
d 2 (0; 1:5), T dd[rT ]{f[rT ]  0g !  (2 d) 1r1 d . The fact that K 1T Xd0XdK 1T ! C
and K 1T X
d0e! L is proven in (A.36) of Robinson and Iacone (2005).
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We next show that both A1 and A2 have a N(0; 1) distribution.
Lemma 9 A1 and A2 have a N(0; 1) distribution:
Note that A2 can be approximated by the sum of functions of normal random variables
p
3  2dT d 3=2PTj=1 j1 dej , with ej  i:i:d: N(0; 1), j = 1; :::; T , so that PTj=1 j1 dej is
normally distributed with mean 0 and variance
PT
j=1 j
2(1 d). According to Faulhabers
formula,
PT
j=1 j
p = [(B + T )p+1  Bp+1]=(p+ 1), with B the Bernoulli number. Similarly,PT
j=1 j
2(1 d) ' T 3 2d=(3   2d), so that p3  2dT d 3=2PTj=1 j1 dej is N(0; 1). Similarly,
A1 can be approximated by
(2  2d)p3  2dT d 3=2
TX
j=1
j1 dej  
p
3  2d(1  2d)T d 1=2
TX
j=1
j dej :
The rst term is N(0; (2   2d)2) and the second is N(0; (3   2d)(1   2d)). The covariance
of the two terms is (3  2d)(1  2d), so that A1 is N(0; 1), since (2  2d)2+(3  2d)(1  2d)
 2(3  2d)(1  2d) = 1.
For part (b), we have
t^1
d! R1C
 1L
[2R1C 1R01]
1
2
 B1
where
B1 =
p
1  2d[(2  2d)
Z 1
0
r ddW (r)  (3  2d)
Z 1
0
r1 ddW (r)]:
Now, B1 can be approximated by
(2  2d)p1  2dT d 1=2PTj=1 j dej  p1  2d(3  2d)T d 3=2PTj=1 j1 dej :
The rst term is N(0; (2   2d)2) and the second is N(0; (3   2d)(1   2d)): The covariance
of the two terms is (3   2d)(1   2d), so that B1 is N(0; 1), since (2   2d)2 + (3   2d)(1  
2d)  2(3  2d)(1  2d) = 1.
It remains to show that the results remain the same with consistent estimates of d and
2. This can be achieved by proving (A.20) and (A.21) in Robinson and Hualde (2003). It
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is easy to verify that:
^ 1T d 3=2
TX
t=1
^1;t
d^ut = 
 1T d 3=2
TX
t=1
1;t
dut + op(1)
^ 1T d 3=2
TX
t=1
^0;t
d^ut = 
 1T d 3=2
TX
t=1
0;t
dut + op(1)
where
1;t = 
dt{ft  1g; 0;t = d{ft  1g
^1;t = 
d^t{ft  1g; ^0;t = d^{ft  1g
The result follows by the continuous mapping theorem.
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