Abstract-In many fields, e.g. decision-making, numerical values in [0, 1] are available and one is often interested in detecting which are similar. In this paper, we propose an operator which is able to detect whether some values can be gathered by blocks with respect to their similarity or not. It combines the values and a kernel function using triangular norms and Sugeno integrals. This operator allows to estimate this blockwise similarity at different levels. For illustration purpose, we use it to define an index suitable for the cluster validity problem in pattern recognition.
I. INTRODUCTION
The main topic of this paper is to define an indicator which measures, for a given c-tuple of values in [0, 1] , whether some values can be gathered by blocks with respect to their similarity or not. For this purpose, we propose a new operator based on triangular norms and Sugeno integrals which combines the values and a kernel function. The resolution parameter of the kernel allows to view the induced similarity at different levels.
Such an operator can be used in many fields, in pattern recognition in particular and more specifically in supervised and unsupervised classification. Within this framework, the values to be aggregated generally express to which extent a pattern can either be associated to a specified class (supervised) or contribute to the definition of a particular cluster (unsupervised) . Therefore, given a pattern, such a similarity operator is suitable for detecting, either ambiguities with respect to the classes at hand or a natural grouping tendancy. The remainder of this paper is organized as follows. In section II, we briefly recall previous works that lead us to consider aggregation functions of a new kind. The blockwise similarity operator is proposed in section III. Properties and numerical examples are given. Next, in section IV, we use it to define an new index for cluster validity in the framework of fuzzy clustering. Results on artificial and real data show that the proposed index is performant thanks to the operator. II [11] , the I operator has been defined as follows. Let P be the powerset of C = {1, 2,..., c} and Pk = {A C P: IAI = k} where IAI denotes the cardinality of subset A, then
where T is a t-norm and I is its dual t-conorm. With k standard triangular norms, we have I = Uk (see [11] for proof), therefore this operator generalizes the notion of "kth bigger", with k in C. It satisfies other nice mathematical properties (see [11] for details and applications). Combining k I, k = 1, 2, the authors built a fuzzy exclusive OR operator that extends the crisp XOR operator to the fuzzy context [6] : (2) where I = I and . is a fuzzy complement, e.g. a = 1-a. The term on the right-hand side of T penalizes the other 2 1 one, except when I is significantly lower than I so that the complement of the ratio becomes high and I tends to 
6 When A tends to 0, this kernel becomes a dirac 5k centered at k, the convergence being not uniform by continuity of Tables I and  II 
of c classes. Given a labelling function: x H-* u(x) C [0, 1]c whose general term ui = ui(x) is the posterior probability that x belongs to wi or a membership degree to a fuzzy set associated to wi, a decision rule is generally based on the aggregation of labels ui (i = 1, c). By thresholding the values of "j,k(u) for an incoming pattern x, a reject option can easily be included. Table I gives a good example of how it could be done. A threshold s = 0.9 would result in rejecting x for ambiguity between the classes whose membership degrees are {O.51,0.50,0.48}. However, such reject option aims at reducing the misclassication risk, so it often focuses on subsets of degrees that include the higher one. Therefore, depending on the application, a particular attention to Dl1,k(u) can be paid. This is clearly the case for cluster analysis, another task of major importance in pattern recognition we are interested in.
A. Cluster validity for fuzzy clustering and indexes Clustering is an instance of unsupervised classification which aims at finding a structure of groups in set of n patterns X = {x1, ..., x2n}. In this framework, the label vectors Uk = U(xk) are unknown and clustering algorithms can be used to obtain them from X. For instance, the fuzzy c-means (FCM) algorithm partitions X into c > 1 clusters by minimizing the following objective function [2] [12] . The higher m is, the softer the cluster boundaries are. Minimization of (10) (1 1) (12) (10) as Jm(U, V, A) where A is a c-tuple of norm-inducing matrices Ai taking part in the minimization process, hence to be iteratively updated. To obtain a feasible solution, the determinant of these matrices are constrained allowing to optimize the clusters' shapes while their volumes remain constant (see [2] , [8] for details).
Validating the provided clustering of X consists in assessing whether the resulting partition reflects the data structure or not. Since c is a user-defined parameter of clustering algorithms such as FCM, most of works on cluster validity focus on the number of clusters problem. Many validity indexes have been proposed for fuzzy clustering (refer to [4] , [9] , [14] for comparative studies). They can be classified in two main categories. The first one is composed of indexes that only use membership degrees (U). Let us cite the Partition Coefficient [2] , taking values in 1]:
I n c PC(c) = ZUk k=l i=l (13) or the Partition Entropy [1] , taking values in [0, log(c)]:
I n c PE(c) =--E E Uik Og(Ui) (14) k=1 i=1
Both PC to be maximized and PE to be minimized are monotonic with c, as well as their bounds. Normalized versions have been proposed to reduce this tendency, e.g.
in [5] . The second category consists of indexes that use membership degrees but also some information about the geometrical structure of the data (U, V, X), e.g. where v is the mean of centroids. Both XB and FS combine the FCM objective function (10) which measures how much clusters are compact and an additional term which measures how much they are separated. Combination indicates that both indexes are to be minimized. The more compact and separated the clusters are, the less fuzzy and the more crisp the partition is, therefore the more optimal c is.
B. A new index
Since the blockwise operator JDj,k (6) presents a special case (j 1, k = c) which can reflect the overall similarity of Uk 's components, it reflects the overall ambiguity of pattern Xk with respect to the c clusters at hand. Therefore, a very simple cluster validity index belonging to the first category can be derived by averaging b1,c(Uk) over the columns of U. Given a c-partition matrix U resulting from a fuzzy clustering algorithm (FCM, FCM-GK, ...), we define the BwS (BlockWise Similarity) index by: (7) . The resolution parameter A must be set with great care, depending on the application and the magnitude of the ui to be agregated. For instance, since U is fuzzy, degrees Uki become as similar as c increases because of the normalization constraint. So, for the fuzzy cluster validity application, we recommend to chose a low A in order to not take into account too many degrees that are similar only because of this constraint. In a further study, we will propose an upper bound for A as a function of c which will probably result in modifying BwS. In next subsections, we will use either the FCM algorithm or the FCM-GK one with the settings: m = 2, a threshold e = 10-5 for termination criterion and a maximum of 100 iterations.
C. Artificial data sets Experiment #1: A series of 10 data sets was generated, each composed of 800 points drawn from a mixture of c = 4 bivariate normal distributions. The covariance matrix of each component is the same Zj = I (i 1, c) and the mean vectors are:
for increasing values of a = 1, 2,. .. 10. This successively moves the clusters in opposite directions, creating less overlap as the clusters become more and more separated. The first and last data sets are shown in Figure 2 . Each data set was then clustered using FCM with c = 4, providing a fuzzy partition matrix U. Corresponding values of BwS for the different basic norms are plotted in Figure 3 as a function of a. As expected, BwS decreases towards 0 as a increases whatever the norms. l o results of the tested validity indexes are given in Table IV . None of the classical indexes was able to detect the right Fig. 3 . BwS for a-separated data sets -a = 1 to 10 number of clusters while BsW succeed whatever (T, I).
Moreover, multiple runs showed us that it gives more stable results, showing its better robustness to noisy data. In order to compare the proposed index to the classical ones recalled in subsect. IV-A, we generated a data set containing n = 200 points consisting of 50 points each drawn from a mixture of c = 4 bivariate normal distributions with various ellipsoidal shapes. FCM-GK was used with Cmax = 10 and an efficient index should find c* = 4. Table III reports the results obtained for the tested indexes. Optimal values are boldfaced and acceptable ones are italicized. We can see that BwS always gives the right number of clusters whatever A while some classical indexes fail. The centroids (12) resulting from clustering with c* = 4 are represented by special symbols (-) in Figure 4 . 
