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In 2009 Ekedahl introduced certain cohomological invariants of ﬁnite groups which 
are naturally related to the Noether Problem. We show that these invariants 
are trivial for every ﬁnite group in GL3 (k) and for the ﬁfth discrete Heisenberg 
group H5. Moreover in the case of ﬁnite linear groups with abelian projective 
reduction, these invariants satisfy a recurrence relation in a certain Grothendieck 
group for abelian groups.
Let V be a ﬁnite dimension faithful linear representation of a ﬁnite group G over a ﬁeld k of characteristic 
prime to the order of G. Inspired by a work of Bergström [1], Ekedahl in [4] and [5] investigated a motivic 
version of point counting over ﬁnite ﬁelds. One application of Ekedahl’s results is to study when the equality
{GL(V )/G} = {GL(V )} (1)
holds in the Kontsevich value ring K̂0(Vark) of algebraic k-varieties.
All the known cases where this equality fails are counterexamples to the Noether Problem. In the begin-
ning of the last century, Noether [13] wondered about the rationality of the ﬁeld extension k(V )G/k for any 
ﬁnite group G and any ﬁeld k, where k(V )G are the invariants of the ﬁeld of rational functions k(V ) over 
the regular representation V of G. (The Noether Problem can be stated for any arbitrary ﬁeld, but we will 
not need the full generality.)
The ﬁrst counterexample, Q(V )Z/47Z/Q, was given by Swan in [18] and it appeared during 1969. In the 
1980s more counterexamples were found: for every prime p Saltman [16] and Bogomolov [3] showed that 
there exists a group of order p9 and, respectively, of order p6 such that the extension C(V )G/C is not 
rational.
Saltman used the second unramiﬁed cohomology group of the ﬁeld C(V )G, H2nr(C(V )G, Q/Z), as a 
cohomological obstruction to rationality. Later, Bogomolov found a group cohomology expression for 
H2nr(C(V )G, Q/Z) which now bears his name and is denoted by B0(G).
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Recently Hoshi, Kang and Kunyavskii investigated the case where |G| = p5. They showed that B0(G) = 0
if and only if G belongs to the isoclinism family φ10; see [8].
In 2009, Ekedahl [5] deﬁnes, for every integer k, a cohomological map
Hk : K̂0(Vark) → L0(Ab),
where L0(Ab) is the group generated by the isomorphism classes {G} of ﬁnitely generated abelian groups 
G under the relation {A ⊕ B} = {A} + {B}.
Let Li be the class of the aﬃne space Aik in K̂0(Vark). In particular, L0 is the class of a point {∗} =
{Spec(k)}. We observe that Li is invertible in K̂0(Vark). To deﬁne Hk on K̂0(Vark) is enough to set 
Hk({X}/Lm) = {Hk+2m (X;Z)} for every smooth and proper k-variety X (for more details see Section 3 
in [11]).
The class {BG} of the classifying stack of G is an element of K̂0(Vark) (see Proposition 2.5.b in [11]) 
and so one can deﬁne:
Deﬁnition 1.2. For every integer i, the i-th Ekedahl invariant ei (G) of the group G is H−i({BG}) in L0(Ab). 
We say that the Ekedahl invariants of G are trivial if ei (G) = 0 for all integers i = 0.
In Proposition 2.5.a of [11], the author rephrases the equality (1) in terms of algebraic stacks, using the 
expression
{BG} = {
GL(V )/G}
{GL(V )} ∈ K̂0(Vark).
Since {GL(V )} is invertible in K̂0(Vark), the equation (1) holds if and only if {BG} = {∗} and, if this is 
the case, then the Ekedahl invariants of G are trivial, because H0({∗}) = {Z} and Hk({∗}) = 0 for k = 0.
These new invariants seem a natural generalization of the Bogomolov multiplier B0(G) because of the 
following result.
Theorem 1.3. (See Thm. 5.1 of [4].) Assume char(k) = 0. If G is a ﬁnite group, then ei (G) = 0 for every 
i < 0, e0 (G) = {Z}, e1 (G) = 0 and e2 (G) = {B0(G)∨}, where B0(G)∨ is the Pontryagin dual of the 
Bogomolov multiplier of the group G.
Moreover, for i > 0, the invariant ei(G) is an integer linear combination of classes of ﬁnite abelian 
groups.
Using that e2 (G) = {B0(G)∨}, one ﬁnds some groups with non-trivial Ekedahl invariants (and so 
{BG} = {∗}).
Corollary. If G is one of the group of order p9 deﬁned in [16], of order p6 deﬁned in [3] or of order 
p5 belonging to the isoclinism family φ10 (see [8]), then the second Ekedahl invariant is non-zero and so 
{BG} = {∗}.
It is not clear if higher Ekedahl invariants are obstructions to the rationality of the extension k(V )G/k.
In Corollary 5.8 of [4], it is also proved that {BZ/47Z} = {∗} ∈ K̂0(VarQ), but it is unknown if {BG} = {∗}
implies a negative answer to the Noether problem.
To the author’s knowledge, there are no examples of ﬁnite group G such that B0(G) = 0 (i.e. e2 (G) = 0) 
and e3 (G) = 0. It is worth mentioning that Peyre [14] showed a class of ﬁnite groups having B0(G) = 0, but 
non-trivial third unramiﬁed cohomology: it is not clear to the author if this is connected to the non-triviality 
of higher Ekedahl invariants.
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There are a lot of classes of ﬁnite groups that have trivial Ekedahl invariants (see Section 4 of [11]). We 
want to mention one example relevant for this work: if G ⊂ GL1(k), then {BG} = {∗} ∈ K̂0(Vark), under 
the condition that k contains a primitive root of unity of degree the exponent of G [4, Proposition 3.2]. 
Since, every abelian group A is a direct product of cyclic groups, {Bμn} = {∗} implies that {BA} = {∗}: 
this will be useful in the proof of Theorem 3.2.
In this paper we ﬁrst generalize the just mention result.
Theorem 2.4. Assume char(k) = 0 and assume that k contains a primitive root of unity of degree the exponent 
of G. If G is a ﬁnite subgroup of GL3 (k), then {BG} = {∗} in K̂0(Vark) and the Ekedahl invariants of G
are trivial.
The case when G is a ﬁnite subgroup of GL4 (k) is more complicated because it involves the study of the 
class in K̂0(Vark) of resolution of singularities of the aﬃne varieties A3/A, for a ﬁnite group A ⊂ GL3 (k).
Nevertheless, we can still tackle this problem if we assume the ground ﬁeld to be the complex ﬁeld (and 
we use the toric varieties tools). Indeed, in higher dimension we are able to prove that the Ekedahl invariants 
satisfy a kind of recurrence equation in L0(Ab).
Theorem 3.2. Let G be a ﬁnite subgroup of GLn (C) and let H be the image of G under the canonical 
projection GLn (C) → PGLn(C).
If H is abelian and if Pn−1C /H has only zero dimensional singularities, then each singularity is toroidal and 
for every integer k
ek (G) + ek+2 (G) + · · · + ek+2(n−1) (G) = {H−k (X;Z)},
where X → Pn−1/H is a smooth and proper resolution with normal crossing toric exceptional divisors.
We focus, then, on the p-discrete Heisenberg group Hp, where we only deal with cyclic quotient singular-
ities. This is an interesting candidate for the study of the Ekedahl invariants, because B0(Hp) = 0 (using 
Lemma 4.9 in [3]) and so the ﬁrst unknown Ekedahl invariant is e3 (Hp).
Theorem 4.4. The Ekedahl invariants of the ﬁfth discrete Heisenberg group H5 are trivial.
Kang has proved that the Noether problem for the Heisenberg group Hp has a positive answer. Indeed 
using Theorem 1.9 of [9] one shows that the extension C(xg, g ∈ Hp)Hp/C is rational.
We show a general approach for the study of the Ekedahl invariants of Hp, but we narrow down our 
investigation to p = 5 because of the diﬃculties to extend the technical result in Theorem 4.7. Therefore, it 
is natural to conjecture that:
Conjecture. The Ekedahl invariants of the Heisenberg group Hp of order p3 are trivial.
After a preliminary section where we review the theory of the Ekedahl invariants, in Section 2 we prove 
that these are trivial for all ﬁnite subgroups of GL3 (k). Then, in Section 3, we study the ﬁnite linear groups 
with abelian projective quotient and in the last section we deal with the ﬁfth Heisenberg group.
Notation. Along the whole work, we consider ﬁnite linear groups. In Section 2 we also assume that k contains 
a primitive root of unity of degree the exponent of G. In Section 3 and Section 4 the ground ﬁeld is C.
We set ∗ = Spec(k).
Finally, if X is a scheme with a G-action, then we denote by X/G the schematic quotient and by [X/G]
the stack quotient.
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1. Preliminaries
In this section we review the background and the deﬁnition of the Ekedahl invariants. A more complete 
and self contained introduction to these new invariants can be found in [11]. In this section we consider 
ﬁnite linear group and we work over a ﬁeld k of characteristic prime to the order of G.
The Grothendieck ring of algebraic varieties K0(Vark) is the group generated by the isomorphism classes 
{X} of algebraic k-varieties X, subject to the relation {X} = {Z} + {X \ Z}, for all closed subvarieties Z
of X. The group K0(Vark) has a ring structure given by {X} · {Y } = {X × Y }. Let L be the class of the 
aﬃne line. The completion of K0(Vark)[L−1] with respect to the dimension ﬁltration
Filn
(
K0(Vark)[L−1]
)
= {{X}/Li : dimX − i ≤ n}
is called the Kontsevich value ring and denoted by K̂0(Vark).
In [5], Ekedahl introduced the concept of Grothendieck group of algebraic stacks.
Deﬁnition 1.1. We denote by K0(Stackk) the Grothendieck group of algebraic k-stacks. This is the group 
generated by the isomorphism classes {X} of algebraic k-stacks X of ﬁnite type all of whose automorphism 
group scheme are aﬃne (algebraic k-stacks of ﬁnite type with aﬃne stabilizers, in short). The elements of 
this group fulﬁll the following relations:
1. for each closed substack Y of X, {X} = {Y } + {Z}, where Z is the complement of Y in X;
2. for each vector bundle E of constant rank n over X, {E} = {X × An}.
Similarly to K0(Vark), K0(Stackk) has a ring structure. In Theorem 4.1 of [5] it is proved that 
K0(Stackk) = K0(Vark)[L−1, (Ln − 1)−1, ∀n ∈ N]. Moreover we observe in Lemma 2.2 of [11] the comple-
tion map K0(Vark)[L−1] → K̂0(Vark) factors through
K0(Vark)[L−1] → K0(Stackk) → K̂0(Vark).
The classifying stack of the group G is usually deﬁned as the stack quotient BG = [∗/G] and, via this map, 
one sees the class of the classifying stack {BG} as an element of K̂0(Vark) (see Proposition 2.5.b in [11]).
Using the Bittner presentation (see [2]), given an integer k, Ekedahl deﬁnes in [5] a cohomological map 
for the Kontsevich value ring, sending {X}/Lm to {Hk+2m (X;Z)}, for every smooth and proper k-variety X:
Hk : K̂0(Vark) → L0(Ab)
{X}/Lm 
→ {Hk+2m (X;Z)}.
If k = C, it is natural to assign to every smooth and proper k-variety X the class of its integral cohomology 
group Hk (X;Z). If instead k is diﬀerent from C, then we send {X} to the class {Hk (X;Z)} deﬁned as 
dimHk (X;Z) {Z} +∑p{torHk (X;Zp)}. This map can be extended to K̂0(Vark). In Section 3 of [11], we 
prove that this map is well deﬁned.
Notation. Every cohomology group (if not explicitly expressed diﬀerently) is the singular cohomology group 
with integer coeﬃcients, that is Hk (−) = Hk (−;Z).
Deﬁnition 1.2. For every integer i, the i-th Ekedahl invariant ei (G) of the group G is H−i({BG}) in L0(Ab). 
We say that the Ekedahl invariants of G are trivial if ei (G) = 0 for all integers i = 0.
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2. The ﬁnite subgroups of GL3 (k)
In this section we assume that char(k) is prime with the order of G and that k contains a primitive root 
of unity of degree the exponent of G. Let V be an n-dimensional k-vector space. We assume G to be a ﬁnite 
subgroup GLn(k) and H be its quotient in PGLn(k):
0 K G H 0
0 Gm GLn(k) PGLn(k) 0.
We sometimes use for simplicity Pn−1 for the projective space P(V ).
To get information about {BG}, we study the class of the stack quotient {[P(V )/G]}.
Lemma 2.1. (See Lemma 2.4 of [11].) {BG} (1 + L+ · · · + Ln) = {[P(V )/G]} in K̂0(Vark).
By deﬁnition H acts on P(V ) and P(V )/G ∼= P(V )/H. Their stack quotients are not isomorphic, but the 
classes of their stack quotients are equal in K̂0(Vark).
Proposition 2.2. Let L → X be a G-equivariant line bundle over a smooth scheme X, where the group 
G acts faithfully on L. Assume that the kernel K of such action on X is cyclic and set H = G/K. Then 
{[X/G]} = {[X/H]} ∈ K̂0(Vark).
As a consequence, if G is a subgroup of GL(V ) and H is its quotient in PGL(V ), then {[P(V )/G]} =
{[P(V )/H]} ∈ K̂0(Vark).
Proof. The natural map [L/G] → [X/G] is a k∗-torsor and using Proposition 1.1ii in [5] one obtains {[L/G]} =
(L − 1){[X/G]}. Similarly from [(L/K)/H] → [X/H], one gets {[(L/K)/H]} = (L − 1){[X/H]}. The ﬁrst part of 
the statement follows from [(L/K)/H] = [L/G].
The second part of the statement follows by setting L = V \{O}, X = P(V ) with the natural tautological 
bundle. 
We now set up notations, deﬁnitions and remarks regarding the quotient of algebraic varieties by ﬁnite 
groups. (This is necessary to introduce next lemma.)
Let Y be a smooth complex quasi-projective algebraic variety and let A be a ﬁnite group of automorphisms 
of Y . Let Y → Y/A be the quotient map and y¯ be the image of y.
A nontrivial element of G ⊂ GL(V ) is a pseudo-reﬂection if it ﬁxes pointwise a codimension one hy-
perplane in V . (In the literature pseudo-reﬂections are sometimes called reﬂections.) The pseudo reﬂection 
subgroup, Pseudo (G), of G ⊂ GL(V ) is its subgroup generated by pseudo-reﬂections. The Chevalley–
Shephard–Todd Theorem says that the quotient V/G is smooth if and only if G = Pseudo (G).
The well known Cartan’s Lemma says that for all the points y of Y , the action of the stabilizer Staby(A)
of y on Y induces an action of Staby(A) on the tangent space on y, TyY . Moreover the analytic germ 
(Y/A, y¯) is isomorphic to (TyY/A, O¯), where O¯ is the image of the origin O ∈ TyY under the quotient map 
TyY → TyY/A. An easy consequence is that for all the points y of Y , Staby(A) ⊆ GLdim(Y ) and one also 
proves that p is a singular point of V/G, p ∈ Sing (V/G), if and only if Pseudo (Stabp(G)) = Stabp(G).
Comparing the classes {[P(V )/H]} and {P(V )/H}, we are going to prove that the Ekedahl invariants for 
every ﬁnite subgroup G in GL3 (k) are trivial. We prove it by induction on n, where G is a ﬁnite subgroup 
of GLn (k), and n = 1, 2, 3. The base case, n = 1, is covered by Proposition 3.2 in [4].
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Proposition 2.3. If G is a ﬁnite subgroup of GL2 (k) then {BG} = {∗} in K̂0(Vark) and the Ekedahl 
invariants of G are trivial.
Proof. Let U be the non-empty open subset of P1 where H acts freely. We set I = P1 \ U , the ﬁnite set of 
non-trivial stabilizer points. Using property 1) in Deﬁnition 1.1, we write
{[P1/H]} = {U/H} +
∑
p∈I/H
{[p/Stabp(H)]} = {U/H} +
∑
p∈I/H
{B Stabp(H)}.
We observe that the sum is taken over the orbits of the non-trivial stabilizer points. Similarly, in the classical 
quotient,
{P1/H} = {U/H} +
∑
p∈I/H
{∗}.
Therefore, comparing the latter expressions:
{[P1/H]} = {P1/H} +
∑
p
({B Stabp(H)} − {∗}).
Using (in order) that {[P1/G]} = (1 + L) {BG}, Proposition 2.2, the previous formula and P1/H ∼= P1, one 
has
{BG}(1 + L) = {P1} +
∑
p
({B Stabp(H)} − {∗}).
Using Cartan’s Lemma, Stabp(H) is a subgroup of GL1 and, hence, for Proposition 3.2 in [4], 
{B Stabp(H)} = {∗} for every p ∈ I/H. Hence, {BG}(1 + L) = {P1} and this implies {BG} = 1, because 
Ln − 1 is invertible in K̂0(Vark), L2 − 1 = (L − 1)(L + 1) and so 1 + L is invertible too. 
Note that we actually proved that {[P1/H]} = {P1} in K̂0(Vark) and in a similar way we tackle the next 
case. We are going to use resolution of singularities and for this we require the characteristic of the base 
ﬁeld to be zero.
Theorem 2.4. Assume char(k) = 0. If G is a ﬁnite subgroup of GL3 (k) then {BG} = 1 in K̂0(Vark) and 
the Ekedahl invariants of G are trivial.
Proof. Using equation {[P2/G]} = (1 + L+ L2) {BG} and Proposition 2.2, we know that {BG}{P2} =
{[P2/H]}. Since {P2} is invertible in K̂0(Vark), it is suﬃcient to prove that {[P2/H]} = {P2}.
Let U be the open subset of P2 where H acts freely and let C be the complement of U in P2. We denote by 
C0 and C1 respectively the dimension zero and the dimension one closed subsets of C so that C = C0 unionsq C1.
One observes that [C0/H] is the disjoint union of a ﬁnite number of quotient stacks [Oi/H] where Oi are the 
orbits of Pi ∈ C0 under the action of H. We note that [Oi/H] = [Pi/StabPi (H)] = B StabPi(H). By Cartan’s 
Lemma, StabPi(H) is a subgroup of GL2 (k) and then, by using Proposition 2.3,
{[Oi/H]} = {B StabPi(H)} = {Oi/H} = {∗}.
Therefore {[C0/H]} = {C0/H}.
We observe that {[S/H]} = {S/H} holds for every ﬁnite stable subset S of P2 with the same argument.
The set C1 is the union of a ﬁnite number of lines Li. We denote by I the union of pairwise intersections 
Li ∩ Lj , for i = j. We also denote by C∗1 the complement of I in C1.
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Let L be a line in C1 and SL = StabL(H). By a change of coordinate we can assume L to be the line 
at inﬁnity of P2 and so SL ⊂ GL2. Another way to rephrase this is to observe that StabL(PGL3(k)) ∼=
GL2(k)  k2. Using SL ⊂ GL2(k) and Proposition 2.3, one gets {[L/SL]} = {L/SL}.
We set L′ = L ∩ C∗1 . Then [L/SL] = [L′/SL] ∪ [L\L′/SL]. By what we said in the zero-dimensional case 
{[L\L′/SL]} = {L\L′/SL} and so {[L′/SL]} = {L′/SL}. We call O′j the orbit of L′j under H. Since C∗1 is the 
disjoint union of a ﬁnite number of orbits O′j, then
{[C1/H]} = {[C∗1/H]} + {[I/H]} =
∑
j
{[O′j/H]} + {[I/H]}
=
∑
j
{[L′j/SLj ]} + {[I/H]}
=
∑
j
{L′j/H} + {I/H} = {C1/H}.
Summarizing the proven facts, one has
{[P2/H]} = {[U/H]} + {[C0/H]} + {[C1/H]} = {U/H} + {C0/H} + {C1/H} = {P2/H}.
Therefore there remains to prove that {P2/H} = {P2}. For this purpose let X be a resolution of the sin-
gularities of P2/H, π : X → P2/H. Castelnuovo’s theorem implies every unirational surface is rational in 
characteristic zero (see Chapter V of [7]) and one can construct a birational morphism, π′ : X → P2. The 
quotient singularities of P2/H are rational singularities and the exceptional divisor Dy of y ∈ Sing
(
P2/H
)
is 
a tree of P1 (see for instance [17]). This implies that Dy = ∪nyj=1P1, where ny is the number of irreducible 
components of Dy. Then {Dy} = ny{P1} −
∑{∗}. (The sum runs over the intersection points of the copies 
of P1.)
Since the graph of the resolution is a tree, then there are exactly ny − 1 intersection points in 
∑{∗}. 
Hence {Dy} = ny{P1} − (ny − 1){∗} = nyL + {∗}. Then,
{P2/H} = {X} −
∑
y
({Dy} − {y}) = {X} −
∑
y
(nyL+ {∗} − {∗})
= {X} − L
∑
y
ny = {X} − Ln,
where n =
∑
y ny is the number of irreducible components in the full exceptional divisor D = ∪yDy. 
Similarly, one gets {P2} = {X} −Lm, where m is the number of irreducible components in the full exceptional 
divisor E of the resolution X π
′
−→ P2.
We shall prove that m = n. Let us consider the following spectral sequence from the map π : X → P2/H:
Ei,j2 = Hi
(
P2/H;Rjπ.QX
)⇒ Hi+j (X;Q) .
Since the map is an isomorphism away from a ﬁnite number of points, Rjπ. QX is zero elsewhere 
but those points. If y is one of those points, then Hi
(
P2/H; (Rjπ.QX)y
)
equals Hi
(
π−1(y);Q
)
and so 
H0
(
π−1(y);Q
)
= Qn and for i > 0, Hi
(
π−1(y);Q
)
= 0. The spectral sequence degenerates and then we 
obtain
0 → Q → H2 (X;Q) → Qn → 0.
This implies H2 (X;Q) = Qn+1. Similarly, for π′ : X → P2, one gets H2 (X;Q) = Qm+1 and, thus, the 
equality m = n. 
7
ht
tp
://
do
c.
re
ro
.c
h
It is natural to ask if the previous theorem remains valid if GL3(k) is replaced by GLn(k), for n ≥ 4. For 
large enough n, it will fail. For n = 4 one can modify the ﬁrst part of the proof of Theorem 2.4 to show that 
{[P3/H]} = {P3/H} ∈ K̂0(Vark). We do not know whether or not {P3/H} = {P3} or whether Theorem 2.4
remains valid for n = 4. Indeed, proving that {P3/H} = {P3} involves the study of the resolution of the 
quotients A3k/A for certain A ⊂ GL3(k).
3. Finite groups with abelian projective quotient
In this section the ground ﬁeld is assume to be C. In what follows we are going to use the following fact.
Lemma 3.1. Let Y be a smooth quasi-projective complex algebraic variety and let A be a ﬁnite group of 
automorphisms of Y . Let Y → Y/A be the canonical quotient map and y¯ be the image of y.
Let y¯ ∈ Y/A. The germ (Y/A, y¯) is a simplicial toroidal singularity (i.e. locally isomorphic, in the analytic 
topology, to the origin in a simplicial toric aﬃne variety) if and only if the quotient Staby(A)/Pseudo(Staby(A))
in TyY is abelian.
A proof can be found, for instance, in the lemma in Section 1.3 of [15].
As in the previous section G is a subgroup of GLn(C) and H is its quotient in PGLn(C). If H is abelian 
and if the singularities of Pn−1/H are zero dimensional, then, for the previous lemma, such singularities are 
toroidal. Under this conditions, the Ekedahl invariants satisfy a recursive equation.
Theorem 3.2. If H is abelian and if Pn−1C /H has only zero dimensional singularities, then for every integer k
ek (G) + ek+2 (G) + · · · + ek+2(n−1) (G) = {H−k (X;Z)}, (2)
where X → Pn−1/H is a smooth and proper resolution with normal crossing toric exceptional divisors.
We ﬁrst show a technical lemma. We denote by pX(t) =
∑
i≥0 β
i(X)ti the virtual Poincaré polynomial of 
a complex algebraic scheme X, where βi(X) = dim(Hi (X;Q)) is the i-th Betti number of X (here we use 
the notation of Section 4.5 of [6]). For every smooth projective toric variety Y , pY (t) is an even polynomial 
(see Section 5.2 of [6]).
We observe that H∗
(
Pn−1/H;Q
)
= H∗
(
Pn−1;Q
)H because H is a ﬁnite group on the smooth scheme Pn−1
and the cardinality of H is invertible in Q. We remark that H∗
(
Pn−1;Q
)
= H∗
(
Pn−1;Z
)⊗Q. Any element 
of H∗
(
Pn−1;Q
)
can be written as 
∑n−1
i=1 aih
i where h is the ﬁrst Chern class of OPn−1(1) and ai ∈ Q. 
Now, we observe the action is trivial on the coeﬃcients ai and it comes from a linear action in GLn and so 
H∗
(
Pn−1;Q
)H = H∗ (Pn−1;Q). Hence, if G is a ﬁnite subgroup of GLn, then pPn−1/H(t) = pPn−1(t).
Lemma 3.3. Let G, H, Pn−1/H and X satisfy the hypothesis of Theorem 3.2. Then:
i) {BG}(1 + L + · · · + Ln−1) = {Pn−1/H} and, in particular,
ek (G) + ek+2 (G) + · · · + ek+2(n−1) (G) = H−k
({Pn−1/H}) . (3)
ii) Every singularity of Pn−1/H is a toroidal singularity and
{Pn−1/H} = {X} −
∑
y
({Dy} − {y}) , (4)
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where the sum runs over y ∈ Sing (Pn−1/H); Dy = π−1(y) is the exceptional toric divisor of 
the resolution of y with irreducible components decomposition Dy = D1y ∪ · · · ∪ Dry; {Dy} =∑
q≥1(−1)q+1
∑
i1<···<iq{Di1y ∩ · · · ∩ D
iq
y }.
iii) If k is non-zero and even, one has
1 = βk(X) −
∑
y
∑
q≥1
(−1)q+1
∑
i1<···<iq
βk(Di1y ∩ · · · ∩ Diqy )
and, for k = 0,
1 = β0(X) −
∑
y
∑
q≥1
(−1)q+1
∑
i1<···<iq
(
β0(Di1y ∩ · · · ∩ Diqy ) − 1
)
.
iv) βodd(X) = 0.
Proof. As in the proof of Proposition 2.3 and of Theorem 2.4, we consider all the subvarieties of Pn−1 globally 
ﬁxed by certain subgroup A of H. This subgroup is abelian and by Proposition 3.2 in [4] {BA} = {∗}. Thus, 
{[Pn−1/H]} = {Pn−1/H}. Using in order, {BG} (1 + L+ · · · + Ln) = {[P(V )/G]} in K̂0(Vark), Proposition 2.2
and the latter equality, we obtain the ﬁrst part of i).
For the second part of i), we note that applying the cohomological map H−k on the left hand side, one 
has:
H−k ({BG}(1 + · · · + Ln−1)) = H−k ({BG}) + · · · + H−k ({BG}Ln−1)
= H−k ({BG}) + · · · + H−k−2(n−1) ({BG})
= ek (G) + · · · + ek+2(n−1) (G) .
Regarding item ii): Every stabilizer group of H is abelian and so it is for the quotient of Stabx(H) modulo 
Pseudo (Stabx(H)) in TxX. Then, by Lemma 3.1, each singularity of {Pn−1/H} is an isolated simplicial 
toroidal singularity. One produces a toric resolution X with normal crossing toric exceptional divisors 
(see Section 2.6 of [6]). This means that each intersection Di1y ∩ · · · ∩ Diqy is a smooth toric variety. The 
resolution X → Pn−1/H restricted to the pull back of Pn−1/H \ Sing (Pn−1/H) is an isomorphism and then 
{X} −∑y{Dy} = {Pn−1/H} −∑y{y}.
Therefore, pDy(t) =
∑
q≥1(−1)q+1
∑
i1,...,iq
p
D
i1
y ∩···∩Diqy (t) and the odd degree coeﬃcients of pDy(t) are 
zero.
Finally, we want to compute the virtual Poincaré polynomial of X via formula (4) and using p
P
n−1/H(t) =
pPn−1(t),
pPn−1(t) = pX(t) −
∑
y
(pDy (t) − 1).
Comparing, degree by degree, the polynomial in the left hand side and in the right hand side, one gets the 
Betti numbers equalities and item iv). 
Proof of Theorem 3.2. From the ﬁrst item of the previous lemma, we know that (3) holds. We shall show 
that H−k ({Pn−1/H}) = {H−k (X;Z)}. Using the previous technical lemma we express {Pn−1/H} in (4) as a 
sum of smooth and proper varieties and smooth toric varieties {Di1y ∩ · · · ∩ Diqy }.
If k > 0 or k < −2(n − 2), H−k ({Dy} − {y}) = 0 for dimensional reason and so the recurrence holds. 
The same holds, if k is odd integer between 0 and −2(n − 2), because the cohomology of a smooth toric 
variety is torsion free by Section 5.2 in [6].
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It remains to consider the case 0 ≤ k = 2j ≤ −2(n − 2). For these values, in the left hand side of (3), 
there are certain Ekedahl invariants with negative indices (so zero), e0 (G) and some positive even Ekedahl 
invariants e2 (G) + · · · + e2j+2(n−1) (G) that are an integer linear combination of classes of ﬁnite abelian 
groups (we use the second part of Theorem 1.3).
On the right hand side of (3) the only possible torsion part is {torH−k (X;Z)}, because the cohomologies 
of a smooth toric variety is torsion free. Hence, what remains to prove is that the free parts cancel each 
other: this is equivalent to item iii) of the previous lemma. 
4. The discrete Heisenberg group Hp
Let p be an odd. The p-discrete Heisenberg group Hp is the following subgroup of GL3 (Fp):
Hp =
⎧⎪⎨
⎪⎩M(a, b, c)
notation=
⎛
⎜⎝
1 a b
0 1 c
0 0 1
⎞
⎟⎠ : a, b, c ∈ Fp
⎫⎪⎬
⎪⎭ .
We observe that Hp is generated by X = M(1, 0, 0), Y = M(0, 0, 1) and Z = M(0, 1, 0) modulo the relations 
ZYX = XY, Zp = X p = Yp = M(0, 0, 0), ZX = XZ and ZY = YZ. The center of Hp, ZHp, is cyclic and 
generated by Z. We denote by Ap the group quotient Hp/Z Hp ∼= Z/pZ × Z/pZ. Moreover, Hp is the central 
extension of Z/pZ by Z/pZ × Z/pZ:
1 → Z/pZ → Hp φ−→ Z/pZ × Z/pZ → 1. (5)
Using Lemma 4.9 in [3], one proves that the Bogomolov multiplier B0(Hp) is zero for every prime p.
We also remark that the discrete Heisenberg group has p2 + p − 1 irreducible complex representations: 
p2 of them are one dimensional and the remaining p − 1 are faithful and p-dimensional.
Let V be a faithful irreducible p-dimensional complex representation of Hp, Hp ρ−→ GL(V ). There is a 
natural action of Hp on V and it induces an action on the complex (p − 1)-dimensional space Pp−1. One so 
deﬁnes the quotient Pp−1/Hp.
Since Z belongs to the center, ρ (Z) = e 2πip Id, for some 0 < i < p, where Id is the identity element of 
GL(V ). Hence, the center acts trivially on Pp−1 and Pp−1/Hp ∼= Pp−1/Ap. From Lemma 3.1, we know that if 
Pp−1/Ap has singularities, then they are toroidal. We study these singularities and so we focus on Stabx(Ap).
Proposition 4.1. Let x ∈ Pp−1. If the action of Ap at x is not free, then | Stabx(Ap)| = p.
Proof. Call Wx the one dimensional subvector-space of V corresponding to x. By assumption, the sta-
bilizer of x is a nontrivial subgroup of Ap and, by Lagrange’s Theorem, it could have order p or p2. If 
Stabx(Ap) = Ap, then for every g ∈ Ap, gWx = Wx and ApWx = Wx. Then HpWx = Wx. Therefore, Wx is 
a one dimensional irreducible Hp-subrepresentation of V contradicting the fact that Hp acts irreducibly. 
There are exactly p +1 subgroups of order p in Ap. Let B be one of them. We deﬁne B̂ to be a subgroup 
of Hp such that the surjection in (5) restricted to it, φ|B̂ , is a group isomorphism: B̂ ∼= Z/pZ ⊂ φ−1(B).
We restrict the representation Hp ρ−→ GLp (C) to the subgroup B̂ = Z/pZ and we write V as a direct sum of 
one dimensional irreducible representations: V = ⊕χ∈Z/pZVχ, where Vχ = {v ∈ V : g ·v = χ(g) ·v, ∀g ∈ Z/pZ}. 
In other words, B̂ ﬁxes p one dimensional linear subspaces Vχ and so B ﬁxes p points Pχ ∈ Pp−1, with 
StabPχ(Ap) = B, that is (Pp−1)B = {Pχ0 , . . . , Pχp−1}.
Proposition 4.2. If B and B′ are two distinct p-subgroups of Ap, then (Pp−1)B ∩ (Pp−1)B′ = ∅.
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Proof. Trivially, under the hypothesis, Ap = B ⊕ B′ and if P ∈ (Pp−1)B ∩ (Pp−1)B′ , then StabP (Ap) = Ap, 
contradicting Proposition 4.1. 
We observe that Ap/B acts regularly on (Pp−1)B . Thus, these points lie in the same orbit under the action 
of Ap/B and this means that they correspond to a unique point yB in Pp−1/Ap.
Theorem 4.3. The quotient Pp−1/Ap has p + 1 simplicial toroidal singular points.
Proof. There are exactly p + 1 subgroups, B, of order p in Ap. Each of them corresponds to a point yB in 
Pp−1/Ap. By Proposition 4.2, these points are distinct.
Let y ∈ Pp−1 such that y¯ = yB . We consider the action of Staby(Ap) on the tangent space TyPp−1. The 
pseudo-reﬂection group Pseudo (Staby(Ap)) = {e}, because it is a subgroup of Staby(Ap) ∼= Z/pZ and, so, 
it is either the trivial group or Staby(Ap). The latter is not possible because Staby(Ap) stabilizes only the 
origin of the vector space TyPp−1. Thus, Pseudo (Staby(Ap)) = Staby(Ap) in TyPp−1 and by Lemma 3.1
these singularities are also toroidal and simplicial. 
We now outline a method to calculate the Ekedahl invariants for Hp: we write {Pp−1/Ap} as a sum of 
classes of smooth and proper varieties and we use Theorem 3.2.
Let Xp f−→ Pp−1/Ap be the resolution of the p + 1 toroidal singularities of Pp−1/Ap. One has the following 
geometrical picture:
P(V )
π
U
π|UXp
f
Pp−1/Ap
Up
f|Up
∼
Up
where U is the open subset of P(V ) where Ap acts freely; Up = U/Ap.
Since Ap is abelian, using Theorem 3.2 one gets
ek (G) + ek+2 (G) + · · · + ek+2(p−1) (G) = {H−k (Xp;Z)}.
Because of Theorem 1.3, e0 (Hp) = {Z} and e1 (Hp) = e2 (Hp) = 0. Thus, we focus on e3 (Hp). We are going 
to show that e3 (H5) = e4 (H5) = 0. We set p = 5 because of the diﬃculty in computing tor(H∗ (Xp;Z)) for 
p > 5.
Claim. tor(H5 (X5;Z)) = 0.
Using this claim, we prove the main result.
Theorem 4.4. The Ekedahl invariants of the ﬁfth discrete Heisenberg group H5 are trivial.
Proof. By using Theorem 3.2 for G = H5, n = 5, k = −2 · 5 + 5 and X = X5 and also by applying the 
second part of Theorem 1.3, we have e3 (H5) = {tor
(
H5 (X5;Z)
)}. By Poincaré duality,
e3 (H5) = {tor
(
H5 (X5;Z)
)} = {tor (H4 (X5;Z))}
11
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and this is zero by the claim. Similarly, for k = −2 · 5 + 6,
e4 (H5) = {tor
(
H2·5−6 (X5;Z)
)} = {tor (H4 (X5;Z))}.
Moreover, ei (H5) = 0 for i ≥ 5. Indeed, e5 (H5) = {tor
(
H3 (X5;Z)
)} = e2 (H5) = 0 and e6 (H5) =
{tor (H2 (X5;Z))} = e1 (H5) = 0. In addition, ei (H5) = 0 for i > 6 for dimensional reason. 
We observe that the same proof would follow for Hp for p > 5 if we had enough information about the 
vanishing of the torsion in the cohomology of Xp. This fact and the recent proof (by Kang in [9]) of the 
rationality of the extension C(xg, g ∈ Hp)Hp/C suggest the following conjecture:
Conjecture. The Ekedahl invariants of the Heisenberg group Hp of order p3 are trivial.
4.1. Proof of the claim
To obtain the claim it suﬃces to show that Hodd (U5;Z) = 0 and H5E (X5;Z) = 0, where E is the union 
of exceptional divisors of the resolution X5 f−→ P5−1/A5.
Theorem 4.5. The cohomology of the smooth open subset Up of P(V )/Ap for k < 2p − 2 is
Hk (Up;Z) =
⎧⎪⎪⎨
⎪⎪⎩
Z if k = 0;
0 if k is odd;
Z ⊕ (Z/pZ) k2+1 if k = 0 and even.
Proof. Since Ap acts freely on U , let us consider the Cartan–Leray spectral sequence (see Section 5 or 
Theorem 8bis.9 in [12]) relative to the quotient map π : U → Up:
Ei,j2 = H
i
(
Ap; Hj (U ;Z)
)⇒ Hi+j (Up;Z) .
Let Sp = Pp−1 \ U . One sees that Hi (U ;Z) ∼= Hi (P(V );Z) for i < 2p − 3, H2p−3 (U ;Z) = Z[Sp]0 and 
H2p−3 (U ;Z) is zero otherwise. Here Z[Sp] is the group freely generated by the p(p + 1) points in Sp and 
Z[Sp]0 is the kernel of the argumentation map.
To read the Ei,j2 -terms we observe that the cohomology of Ap has a Z-algebra structure:
H∗ (Ap;Z) ∼= Z[x1, x2, y](y2, px1, px2, py) ,
where deg(x1) = deg(x2) = 2 and deg(y) = 3. Indeed the Z-algebra structure comes from the Bockstein 
operator for H∗ (Z/pZ;Fp). (The reader may ﬁnd a detailed proof in Appendix A of [10].)
In this proof, we only care about the terms Ei,j2 with j < 2p − 3 where the diﬀerential di,j2 is zero.
Let h be the ﬁrst Chern class of OPp−1(1) (hence hk generates H2k
(
Pp−1
)
). Using this notation one 
writes an element of Ei,2k2 (for 2k < 2p −3) as hk ·α where α ∈ Hi
(
Ap; H2k (U ;Z)
)
. This keeps track of the 
diﬀerential H∗
(
Pp−1;Z
)
-algebra structure (see Chapter 2 in [12]): for 2k < 2p −3, d3(hk) = k ·hk−1d3(h). In 
addition, d3(h) is a non-zero multiple of y in H3 (Ap;Z). Thus, the diﬀerential d3 is a degree 3 homomorphism 
from H∗ (Ap;Z) to itself:
di,2k3 : H
i (Ap;Z) → Hi+3 (Ap;Z)
1 
→ αy,
for i, k > 0. Then, one computes that for 0 ≤ j < 2p − 4, one has
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Ei,j4
∼=
⎧⎪⎨
⎪⎩
Hi (Ap;Z) for i even and j = 0;
Z for j ≤ 2p − 4 even and i = 0;
0 otherwise
and E0,2p−44 = Z and E
1,2p−4
4 = 0.
Moreover, the spectral sequence degenerates, Ei,j∞ = E
i,j
4 , for j = 0 with i < 2p − 2, 0 < j < 2p − 4
and j = 2p − 4 with i = 0, 1. We only remark that from the E∞-level, one reads the information about 
H∗ (Up;Z) via Ei,j∞ = gr
(
Hi+j (Up;Z)
)
. 
The following result is also true for every prime p.
Theorem 4.6. Each singularity of Pp−1/Ap is locally isomorphic to the origin of the toric aﬃne vari-
ety Ap−1/Z/pZ. Moreover it is of the type 1p (1, 2, . . . , p − 1), that is Z/pZ acts on Ap−1 diagonally via 
j 
→ diag(ζj , ζ2j , . . . , ζ(p−1)j) where ζ is a primitive p-root of unity.
Proof. In Theorem 4.3 we have already shown that Pp−1/Ap has p + 1 zero dimensional simplicial toroidal 
singularities. We keep using the notation in the beginning of Section 2.
Let V decompose as a direct sum of one dimensional irreducible representations, V = ⊕χ∈Z/pZVχ. A point 
Pχ′ in (Pp−1)B corresponds to some Vχ′ for some character χ′ and so V/Vχ′ = ⊕χ∈B̂∨,χ 
=χ′Vχ.
The action of Ap/B on (Pp−1)B is regular and using Cartan’s Lemma, the germ (Pp−1/Ap, yB) is locally 
isomorphic to (TPχ′ Pp−1/StabPχ (Ap), O¯), where O¯ is the image of the origin of TPχ′Pp−1 under the quotient 
map
TPχ′P
p−1 → TPχ′ Pp−1/StabPχ′ (Ap).
Without loss of generality let χ′ = 1. Using those facts we obtain TPχ′Pp−1 =
⊕
1
=χ∈Z/pZ Ceχ. Thus, the 
action of Z/pZ on the tangent space is given by g · v = χ(g)v for any v ∈ Vχ. Therefore Z/pZ acts via the 
homomorphism Z/pZ ↪→ (C∗)p−1 sending j to (ζj , ζ2j , . . . , ζ(p−1)j), where ζ is a p-root of unity. 
To proceed we need a resolution for such toroidal singularities and for this reason we have to set p = 5.
We construct the toric resolution of A4/Z/5Z using the computer algebra program Magma. The resolution 
is made by adding a suitable number of rays to the single cone of the fan of A4/Z/5Z (see Exercise on 
page 35 of [6]). The new fan is denoted by Δ5 and consists of 10 rays and 21 maximal cones. To each 
ray one associated a toric divisor, Di = V (Star(ri)), in the resolution of A4/Z/5Z. There are 6 new rays 
that correspond to 6 exceptional divisors Di for 1 ≤ i ≤ 6. Let D be the union of them. One has that if 
k > 3, then Di1 ∩ · · · ∩ Dik = ∅ (that is there exist no maximal cones of Δ5, generated only by exceptional 
divisors). We will not write down the rays and the cones in Δ5; the details of this computation can be found 
in Chapters 6 and 7 of [10]. An example of fan of D1 is in Fig. 1.
Theorem 4.7. H5E (X5;Z) = 0.
Proof. Let E = f−1(Sing
(
P4/A5
)
) be the union of exceptional divisors from the resolution of the six toroidal 
singularities locally isomorphic to A4/Z/5Z. Then E = unionsq
y∈Sing
(
P
4/A5
)E(y), with E(y) = f−1(y), and each E(y)
is isomorphic to D. Thus
H∗E (X5;Z) =
⊕
y∈Sing
(
P
4/A5
)H
∗
D (X5;Z) = H∗D (X5;Z)
⊕6
.
Since we want to prove that H5E (X5;Z) = 0, from now on we focus on H∗D (X5;Z).
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Fig. 1. The fan of the three dimensional toric variety D1. The fan is complete and we show the associated triangularization of the 
2-dimensional sphere (the simplex r4, r3, r6 closes the sphere). We show a shelling order of this triangulation that is an ordering 
of the maximal cone in the fan of D1 satisfying property (∗) on page 101 of [6]. The 2-simplex having vertices r4, r3 and r6 is σ13.
Table 1
The E1-terms and the diﬀerentials d1.
0 0 0 9
⊕ H2 (Di1 ∩ Di2 ∩ Di3 )
d3,81−−−→ ⊕ H4 (Di1 ∩ Di2 )
d2,81−−−→ ⊕ H6 (Di1 ) 8
0 0 0 7
⊕ H0 (Di1 ∩ Di2 ∩ Di3 )
d3,61−−−→ ⊕ H2 (Di1 ∩ Di2 )
d
2,6
1−−−→ ⊕ H4 (Di1 ) 6
0 0 0 5
0 ⊕ H0 (Di1 ∩ Di2 )
d2,61−−−→ ⊕ H2 (Di1 ) 4
0 0 0 3
0 0 ⊕ H0 (Di1 ) 2
0 0 0 1
0 0 0 0
−3 −2 −1 −ki
We denote Di1 ∩ Di2 ∩ · · · ∩ Dik by Di1,i2,...,ik . To compute H∗D (X5;Z), we use the second quadrant 
spectral sequence
E−k,i1 =
⊕
i1<···<ik
HiDi1,i2,...,ik (X5;Z) ⇒ H
∗
D (X5;Z) .
The E1-terms are deﬁned for every i and for k > 0.
We ﬁrst observe that Di1,i2,...,ik is a smooth toric variety corresponding to the star of the cone 
〈ri1 , . . . , rik〉, so
H∗Di1,...,ik (X5;Z) = H
∗−2 dim(〈ri1 ,...,rik 〉) (Di1,...,ik ;Z) .
Recalling that there are at most triple intersections, we immediately have that E−k,i1 = 0 if k > 3.
Table 1 shows the E1-terms of the spectral sequence and the non-zero diﬀerentials. All the indexes of 
the direct sums run over the indicies of the exceptional divisors Di. All the cohomologies are integral 
cohomologies.
Now, we focus on the homomorphism
⊕H2 (Di1,i2) d
2,6
1−−−→ ⊕H4 (Di1) .
Let us assume that Ker(d2,61 ) = 0. Then E
2,6
2 = 0 and so E2,6∞ = E
2,6
2 = 0. We remark that the spectral 
sequence converges to Hk+i+1D (X5;Z), that is
Ek,i∞ = gr
(
Hk+i+1D (X5;Z)
)
.
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Table 2
The matrix of the diﬀerential d2,61 . We decorate columns and rows with the basis elements.
τ5,62 τ
2,4
2 τ
2,3
2 τ
2,3
3 τ
1,3
2 τ
1,4
2 τ
1,6
2 τ
1,5
2 τ
1,5
3 τ
1,2
2 τ
1,2
3 τ
1,2
4 τ
1,2
5
τ
(4)
3 0 1 0 0 0 1 0 0 0 0 0 0 0
τ
(6)
3 ±1 0 0 0 0 0 1 0 0 0 0 0 0
τ
(3)
4 0 0 0 1 0 0 0 0 0 0 0 0 0
τ
(3)
5 0 0 1 0 1 0 0 0 0 0 0 0 0
τ
(5)
4 0 0 0 0 0 0 0 0 1 0 0 0 0
τ
(5)
5 1 0 0 0 0 0 0 1 0 0 0 0 0
τ
(2)
6 0 −2 0 0 0 0 0 0 0 0 0 0 1
τ
(2)
7 0 −1 1 0 0 0 0 0 0 0 0 1 0
τ
(2)
8 0 0 0 0 0 0 0 0 0 0 1 0 0
τ
(2)
9 0 +1 0 1 0 0 0 0 0 1 0 0 0
τ
(1)
5 0 0 0 0 0 0 −2 1 −2 0 0 0 0
τ
(1)
6 0 0 0 0 0 0 −3 0 −3 0 0 0 0
τ
(1)
10 0 0 0 0 0 −2 0 0 0 0 0 0 1
τ
(1)
11 0 0 0 0 1 −1 2 0 2 0 0 1 0
τ
(1)
12 0 0 0 0 0 0 4 0 4 0 1 0 0
τ
(1)
13 0 0 0 0 0 1 3 0 3 1 0 0 0
(Since columns are counted from k = −1, there is a shift by one.) The terms of the spectral sequence 
involved in gr
(
H5D (X5;Z)
)
are E−1,5∞ , E−2,6∞ and E−3,7∞ and all of them are zero. Thus, H5D (X5;Z) = 0.
It remains to prove that Ker(d2,61 ) = 0. By using, essentially, the theorem on page 102 of [6], one computes 
from the fan Δ5 a basis {τ (i1,i2)j } for the cohomologies H2 (Di1,i2) and a basis {τ (i1)j } for H4 (Di1). Using 
the tools of intersection theory for toric varieties (see Chapter 5 in [6]), one constructs the matrix of the 
homomorphism d2,61 : this is in Table 2. The details of the computation of such homomorphism can be found 
in Chapter 7 of [10]. This matrix has a zero dimensional kernel over Z. 
Theorem 4.8. tor(H5 (X5;Z)) = 0.
Proof. Let us consider the long exact sequence
· · · → H∗E (X5;Z) → H∗ (X5;Z) → H∗ (U5;Z) → . . .
From Lemma 3.3iii), we know that βodd(X5) = 0 and hence Hodd (X5;Z) = tor
(
Hodd (X5;Z)
)
. Theorem 4.5
shows that Hodd (U5;Z) = 0 and hence we obtain
· · · → H5E (X5;Z) → tor(H5 (X5;Z)) → 0.
Theorem 4.7 says that H5E (X5;Z) = 0 and one has tor(H5 (X5;Z)) = 0. 
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