Network intrusion detection systems (NIDS) are essential tools in ensuring network information security, and neural networks have become an increasingly popular solution for NIDS. However, with the gradual complexity of the network environment, the existing solutions using the conventional neural network cannot make full use of the rich information in the network traffic data due to its single structure. More importantly, this will lead to the existing NIDS have incomplete knowledge of the intrusion detection domain, and making it unable to achieve a high detection rate and good stability in the new environment. In this paper, we take a step forward and extract the different level features from the network connection, rather than a long feature vector used in the traditional approach, which can process feature information separately more efficiently. And further, we propose multimodal-sequential intrusion detection approach with special structure of hierarchical progressive network, which is supported by multimodal deep auto encoder (MDAE) and LSTM technologies. By design the special structure of hierarchical progressive network, our approach can efficiently integrate the different level features information within a network connection and automatically learn temporal information between adjacent network connections at the same time. Based on the three benchmark datasets from 1999 to 2017, including NSL-KDD, UNSW-NB15, and CICIDS 2017, we investigated the performance of our proposed approach on the task of detecting attacks within modern network. The experimental results show that the average accuracy of this method is 94% in binary classification and 88% in multi-class classification, which is at least 2% and 4% super than other methods respectively, and demonstrated that our model has excellent stability. Moreover, we further explore the multimodality and complementarity in traffic data, the experimental results show that the performance of detection model can be further improved in the range 2% to 5% when using our MDAE model to process the features of traffic data.
system administrators. Specifically, intrusion detection units need to identify attacks or possible threats concealed within network traffic in a timely and automatic manner to ensure systems working stably and efficiently in the network.
In order to achieve the goal of protecting target systems and networks from malicious activities, many researchers have committed to building more reliable traffic data and effective intrusion detection models. In the early stage of the Internet, most network attacks can be effectively handled by using port-based detection and firewall technology due to the transport protocol used for computer communication was relatively fixed and simple [4] . However, with the advancement of the network, software, and hardware technology in recent years, the network behaviors have become a more complex human-computer interaction process, which is associated with various protocols and user activities. Therefore, these early detection technologies are unqualified to detect modern attacks.
At present, relatively mature detection technologies of network attacks include misuse detection and anomaly detection. Misuse detection can quickly identify attacks by matching predefined patterns, while keeping false alarm rates under acceptable levels. But it can only maintain the schema database artificially and detect well-known attacks. Hence, misuse detection attempts to develop flexible and adaptive misuse NIDS to compensate for its own shortcomings [5] [6] [7] . However, due to the limited knowledge of unknown attacks patterns under dynamic network ecosystem, there is still a lack of an efficient detection method for new attacks. In contrary, anomaly detection has the ability to identify new attacks. It uses an established statistical model from both normal and abnormal traffic to identify attacks by observing whether the current action deviates from the normal actions. Although anomaly detection may be affected by high false positive rates [8] , integrating this technology with adaptive software frameworks or artificial intelligence methods is still attractive for constructing intelligent detection models, such as using the typical artificial neural network (ANN) to mimic human brain decision through neurons and activation functions to establish NIDS.
Moreover, some factors such as reliable traffic data also play a very important role in improving detection efficiency. A reliable traffic data is a comprehensive reflection of contemporary threat and normal range of traffic [9] . It can be conceptualized as relational data [10] . Intuitively, according to RFC 2722 [11] , a network connection can be considered to be equivalent to the artificial logic of a call or connection, which contains aggregated values of feature reflecting events that occur during this connection, such as the packet size, the number of packets and other statistical features of the traffic packet. At the same time, each network connection in the traffic data is sequentially collected according to the access timestamp. These indicate that traffic data not only contain the features information of each network connection, but also contains structured information such as temporal information between network connections. The rich information in traffic data can help to achieve better performance of intrusion detection.
However, most of the current studies use the information of traffic data through incomplete consideration. In [12] , [13] , they think that the features describing network connection have complex relationships, and try to use unsupervised learning method based on auto-encoder neural network to extract intermediate representations of features. However, with the development of network infrastructure and architecture, there will be more and more heterogeneity between features, the traditional neural network cannot obtain effective information from the domain knowledge of traffic data through its simple structure. Besides, considering the context between adjacent network connections, some studies [14] , [15] attempt to use recurrent neural network (RNN) to learn time-related information. These considerations do promote the development of intrusion detection, but it is hard for these studies to use the full information of traffic data. In these methods, the complex feature information within a network connection and the temporal information between network connections were either ignored completely or considered simply, therefore intrusion detection models will inevitably lose some information of traffic data and can only use incomplete feature information to classify.
To this end, this paper explores to integrate the anomaly detection theory with advanced artificial intelligence technology, and proposes an intelligent multimodal sequential methodology, with the goal of full use of the multiinformation in traffic data and further boost the performance of an anomaly NIDS. Our intelligent methodology provides a novel multi-view solution which is extract the different level groups of feature as sub vectors from traffic data instead of using a long feature vector, and then used the structure of hierarchical progressive network for processing the complex features within a network connection and learning the temporal information between network connections at the same time. To do so, our intelligent methodology provides scalable access to sub feature vectors via designing a scalable multimodal deep auto encoder (MDAE), and each access is a probability graph model to learn the distribution of each level features. Although this is the first time to adopt multimodal deep learning method to solve information security problem, our evaluation proves that it can integrate the multi-view features effectively and intelligently. Moreover, our intelligent methodology is also supported by sequence modeling through LSTM technology. Code has been released at https://github.com/dabingsun/MS-DHCP. The experimental results show the effectiveness of the proposed approach and the main contributions of this paper are as follows:
1. We provide a novel multi-view solution to reduce the complexity of features, and explore the use of advanced multimodal deep learning to establish an effective feature fusion module to learn the underlying structure of traffic data. To our best knowledge, it is the first time to use multimodal technology based on deep learning to solve the problem of intrusion detection in the field of information security.
2. We propose a novel methodology for designing an intelligent anomaly NIDS with the structure of hierarchical progressive network, which makes full use of the rich structured information of traffic data and further improves the performance of intrusion detection.
3. The proposed methodology is scalable, that is, the selection of interpreters in each access channel and the number of channels in MDAE can be changed according to the view features, which make our methodology applicable to detect in the new environment.
4. We investigated the performance of our proposed approach on the task of detecting attacks within modern network. Based on three benchmark datasets from 1999 to 2017, we implemented the method respectively and demonstrated its excellent stability and accuracy both in binary classification and multiclass classification.
The remainder of this paper is organized as follows. Section II describes some of the related work in the field of intrusion detection. Section III mainly explained the proposed multimodal-sequential intrusion detection methodology. In section IV, we described the experimental process and analyze the performance of the proposed methodology on the three datasets. Finally, the paper concludes in section V.
II. RELATED WORK
In the early stages of research, many scholars focused on traditional machine learning methods. One popular approach is to use shallow ANN to build intrusion detection models. For example, the Feedforward Neural Network (FNN) is applied to construct a classifier, and the back-propagation algorithm is used to train the network classifier [2] . Others popular machine learning approaches such as Support Vector Machine (SVM), Random Forest (RF), Multiclass SVM (MSVM), have also implemented intrusion detection systems [16] .
Subsequently, some hybrid methods using multi-level and ensemble models were proposed. In the multi-level models, the two-level model is the most representative, such as utilizing feature engineering as the first stage and classifier as the second stage. In [17] , the kernel PCA technique is used for feature dimensionality reduction, and then SVM is employed in classification. In the ensemble models, the most are the combination of single algorithms that are trained on different training samples, such as used a combined classifier based on k-means and RF methods for intrusion detection [18] . When the performance of the hybrid method is compared to the single machine learning method, it can be observed that the former is more effective. However, the major problem in those methods is that due to the limitations of shallow learning, they cannot effectively solve the intrusion detection problem under massive complex data relationships.
Recently, deep learning methods as a research hotspot have also widely used in the design of intrusion detection systems. In [12] , a typical neural network classifier based on Selftaught Learning (STL) is proposed for intrusion detection. In this method, all multi-features of traffic data are regarded as unimodal features, and used to pre-train STL and classified by traditional supervisory methods. In [13] , the authors use all features to uniformly train the proposed Nonsymmetric Deep Auto Encoder (NDAE) method. It is worth noting that the above methods use deep learning techniques in feature engineering, and improves the efficiency and accuracy of attack detection. In [19] , the authors proposed a method for constructing an intrusion detection classifier using deep belief net (DBN). The method first uses an unsupervised learning technique to pre-train the DBN and initialize the weight parameters, and then use the supervised training technique to tune. In [14] , the authors explored how to establish an intrusion detection system using classical RNN. This is an attempt to use a time series model to learn the time-related features in intrusion detection, and the experimental results show that this model is superior to the traditional machine learning model. In [20] , Conditional Variational Autoencoder (CVAE) with a specific architecture is used for intrusion detection in the Internet of Things network. This method can recover missing features from incomplete training datasets through the specific architecture and provide better classification results than other commonly used classifiers.
In addition, some well-known multi-inputs deep learning methods such as LSTM and CNN are also used for intrusion detection. According to [21] , multi-channel LSTM assemble multi-features using different sources features, such as numeric-based, nominal-based, and binary-based, and assigned to different channels for training. In this work, each channel is an independent LSTM neural network, and the final detection result is the major result of the multi-channel classifiers by voting. Although the experimental results are ideal, they only use one dataset NSL-KDD to evaluate the multi-channel method. The NSL-KDD dataset is relatively old and lacks the attack types of the modern network. Similar to multi-channel LSTM, Multi-channel CNN (MC-CNN) is proposed and used in the DDoS Attack Detection [22] . Different from the multi-channel LSTM, MC-CNN model split features according to different level, such as packetbased and traffic-based, and adds a full connection layer after all the CNN channels and achieves the final classification. The experiment found that MC-CNN model can achieve highly accurate in detecting DDoS attacks. However, they only focus on DDOS attack instead all of the modern attacks. In [23] , considering the temporal and spatial features of each network connection, the author designs a hierarchical spatial-temporal features-based intrusion detection system (HAST-IDS) with the hierarchical deep network supported by CNN and LSTM, and detects attacks by pcap data extracted from DARPA1998 by himself. This is a study that considers two aspects at the same time in traffic data. Although the above approaches provided a new way to understand the rich information in the traffic data, features usually have different structures and a high degree of non-linear correlation between them, making full use of features is difficult. Although HAST-IDS used pcap data extracted by himself, by extracting part of the pcap traffic data by himself, the information they get is incomplete at the beginning. Therefore, how to integrate these heterogeneous features into joint features is particularly important. Moreover, we found that they seem to ignore the structured information such as temporal relationships in traffic data and the dataset used is released for a long time and only a few types of attacks are available.
In this paper, in order for information security to make progress in understanding the behaviors based on network, we do not directly use traffic record as input, but split them to different level group with heterogeneous features and each group is considered as a feature view respectively. To integrate these heterogeneous features and extract the structured information of records, we design a multimodalsequential intrusion detection approach with the structure of hierarchical progressive network, the scalable multimodal auto-encoder (MDAE) was used in the first stage and the joint features was given to the LSTM in the second stage. We implemented our method on three different datasets including CICIDS2017, UNSW-NB15, and NSL-KDD. The experimental results show that our approach can achieve 96% and 99% accuracy in the modern dataset UNSW-NB15 and CICIDS 2017. We compared with the same methods such NB, SVM, and DNN on three datasets, our approach is super than other method on average, and improves the accuracy of intrusion detection at least 9%, and proved that our approach has better stability. Moreover, in the final experimental section, we further explore the multimodality and complementarity using three different views (single-view, simple-view, and multi-view) in traffic data features, the experimental results show that when using our approach to process the traffic data features, the performance of detection model can be further improved.
III. METHOD
In this section, we develop a multimodal-sequential approach with deep hierarchical progressive network for modern attack detection and called MS-DHPN. The MS-DHPN consists of two layers. In the first layer, we provide a multimodal fusion algorithm is based on the multimode deep auto-encoder (MDAE) to integrate the complex features in each traffic flow in the low level. In the second layer, we adopt LSTM as the sequential learning algorithm to extract the temporal information between traffic flows in the high level. Before introducing the multimodal algorithm and sequential algorithm, we first describe the data preprocessing module that split the complex features from traffic data.
A. DATA PREPROCESSING
Data preprocessing module is mainly designed to get the features of different levels in traffic data. After monitoring the network flow, we can obtain the traffic database that contains historical network behaviors. In order to represent a sequence of TCP packets from source to destination within a connection, the connection record was used to description the sequence packets, which is expressed as F = (f 1 , f 2 , · · · , f n ), where f is one feature and n is the number of features in each connection record. In fact, the essence of network behaviors is dynamic and continuous network interactive data, it suggests that records in traffic data contain multi-dimensional information of the network connection. Meanwhile, the network information network also can be divided into traffic based and packet based [22] . Therefore, we do not directly use traffic record as input to detect attacks in this paper.
As show in Figure 1 , we split the features of each record into groups based on the different nature of features, such as packet based, traffic based, general based, and so on. In the process of segmentation, the sequential relationship between records is still maintained, and the number of records is does not change. After that, we can get several feature groups for each record, and each group is still a vector, which is expressed as F gruops = {F 1 , F 2 , . . . , F m }, where m is the number of feature groups.
Compared with the simple way that concatenated all the complex features into a long feature vector, the data process in this paper can further divide the long feature vector into different feature groups and reduce the complexity of features. Moreover, the split standard is flexible according to the monitoring tools and the different views on features. Because the features of data are not uniform from different network data monitoring tools. For CICIDS2017, UNSW-NB15, and NSL-KDD evaluation datasets used in this paper, we divided their features into 2, 3, and 3 groups respectively.
B. MULTIMODAL FUSION MODEL
This module designs an extensible multimode deep autoencoder (MDAE) based on multimodal learning technology [24] to learn the joint representation for multi-groups of feature in intrusion detection. The design of MDAE is based on the insight that the correlation between features in a traffic flow is heterogeneous and complementary. For example, both traffic feature group and packet feature group come from the same network connection, but they describe different aspects of connection, respectively. Distinct from conventional approaches with a single input channel, which cannot effectively process data with multi-feature groups at the same time, our MDAE model has good ability to process and relate information from multi-features.
The architecture of MDAE network is illustrated in Figure 2 . The multiple input channels in the input layer are provided according to the number of feature groups, rather than a fixed one or two. So MDAE model allows input of multi-eigenvectors at the same time. Several individual Gaussian restricted Boltzmann machines (Gaussian RBM) were adopted as the interpreter in the intermediate layer to learn the distribution for each input channel. The final layer is a joint network to fusion the multimodal information from these Gaussian RBM interpreters and obtained the joint feature representation. Therefore, when given a traffic flow data with m feature groups, F gruops = {F 1 , F 2 , . . . , F m }, our goal is to learn the final consensus representation F = {F joint }.
As shown in Figure 2 , the training procedures of the MDAE model consist of two parts -Forward encoding and Back decoding. Forward encoding is responsible for fusing multi-features and calculating initial joint representation values. Back decoding is responsible for fine-tuning the weight matrices according to the reconstruction error.
In the process of forward encoding part, since the RBM with undirected graphical structure only have two layers: input layer and hidden layer, so we tune the number of hidden neurons from 10 to 120 depending on the size of the input. After building the Gaussian RBM interpreters for the intermediate layer, hidden layers of those Gaussian RBMs are concatenated together as the input of upper RBM to build next joint network. More specifically, there are no connections between units in the same layer for Gaussian RBM, so when given the real-valued visible unit v and binary hidden unit h, the joint distribution P(v, h) is easy to compute by an energy function as follow:
where Z is a normalization constant, E(v, h) is an energy function, σ is a hyper-parameter, W is the weight matrices between visible layer and hidden layer, c and b are biases for the visible layer and hidden layer, respectively. When we set σ = 1, the conditional probability distributions of the Gaussian RBM also can be easy to compute as follows:
We adopt the contrastive divergence algorithm [26] to train Gaussian RBM, and the RBM parameters θ(W , b, c) can be obtained. The learning rule is:
where E data is the expectation observed in the training data and E model is the expectation observed in the data generated by the RBM model. In the process of back decoding part, the stacked RBMs obtained from the forward coding part were unfolded into a deep auto-encoder with multi-input and multi-output. The parameters of decoder part and encoder part to be the corresponding weight matrices. The learning rate is set to 0.001 and SGD back-propagation algorithm was used to tune the weights of MADE model, final the joint representations of different features were extracted. Compared to other multimodal deep learning methods using the Multiple Kernel Learning (MKL) [25] or CNN [22] as the interpreter, our MDAE using restricted Boltzmann machines (RBM) with graph structure as interpreter, which can learn better interpretable fusion features from traffic data. The Forward encoding algorithm and Back decoding algorithm are described in Algorithm 1.
C. SEQUENTIAL LEARNING MODEL
In the real-time network environment, the network connection does not exist independently, but in a sequence based manner, and the number and content of packets in each connection is changes over time, which indicate that there is structured information in the traffic data, the most obvious is temporal information. Different from the method [14] used Recurrent Neural Network (RNN) to learn the temporal features, this paper adopts LSTM with a hidden layer to perform the temporal feature extraction in an automatic [26] and has been successfully applied in sequence modeling and natural language processing. In LSTM model, the traffic data can be formalized as a sequence. Due to the LSTM not only contains excellent loop structure of RNN, but also has a memory block that can capture long-term dependency through gate control, the hidden layer h t is controlled by three main gates (i, f , o), which are input gate, forget gate, and output gate, as shown in FIGURE 3 . When given the input traffic record x t at time t, the information flow of traffic record in LSTM is described as follow: For forget gate, its function is to selectively discard information in the cell state, which is the first step in the LSTM decision. The forget gate first receive the information flow from the previous hidden layer h t−1 and input layer x t , and then use the activation function σ to determine how much information to forget. The percentage of forgetting is between 0 and 1.
For the input gate, its information flow is to the cell state c t , and it is used to determine store the new information. The update of information in cell state contains two steps. Firstly, the input gate determine get the new information through the activation function σ . Secondly, the forget information and new information are combined into the update information to add the cell state.
For the output gate, its function is to determine the final state of cell and the final output value. The output gate first determines which parts of the cell state to output. Then, the cell output is multiplied by the output of the previous sigmoid layer by a tanh layer operation as the final output value.
Different from KNN, RF, SVM, and other simple models, through the structure of LSTM cell, the information of network flow can be store and temporal correlation information can be captured more completely in the high level. More importantly, in the modern network, traffic data is structured sequentially, it is usually a time series, and should be modeled in a sequence manner.
D. MULTIMODAL REAL-TIME MODEL
We consider that network flow contains rich information, which can be further extracted and integrated by multimodal fusion and sequential learning algorithm to improve the performance of attack recognition. However, multimodal fusion and sequential learning algorithm can only extract the complex feature in the low level and external temporal feature in the high level respectively, so they can only use the feature information at their respective levels, but can not fully express all the information of traffic.
This paper developed an end-to-end intelligent multimodal real-time approach (MS-DHPN) can make full use the information in low and high level of traffic as much as possible. Considering input diversity in different feature views, we designed a flexible multimode deep auto-encoder (MDAE) to make MS-DHPN more usable. The structure of MS-DHPN is hierarchical progressive network from MDAE to LSTM networks and its structure is shown in FIGURE 4 .
In our approach, the MDAE model with two layer interpreters is constructed in advance, and the soft-max function is engaged with the end of LSTM to classify network traffic into normal or known attacks. Furthermore, in order to make the classifier have better classification performance, the loss function is used as a criterion for measuring the error of the actual labels y t and the prediction labelsŷ t . For binary classification we use the cross-entropy as the loss function:
For multi-classification we use the entropy as the loss function: In this section, several stage experiments are designed to evaluate the performance of MS-DHPN model on the NSL-KDD, UNSW-NB15, and CICIDS2017 dataset respectively. In the first stage, MDAE was used to learn the joint representation of multimodal features in traffic data. In the second stage, LSTM was used to learn temporal information between adjacent traffic records. In the final experiment, we used our MS-DHPN methods to integrate joint representation with real-time feature to detection attacks. In each experiment, we separated these datasets into training and test datasets, training datasets were used to train the intrusion detection model and test datasets were used to evaluate the intrusion detection model. For the experimental evaluations, each model is required to run three times on each dataset, and the average accuracy of the three runs is considered to be the final result. We have implemented our experiments in Python with Tensorflow, Keras, and Scikit-learn libraries, and compared performance against the popular attack detection methods. Before presenting our experimental results, we will first introduce the data model, experiment setting, and evaluation metrics.
A. DATA MODEL Nowadays, only a few datasets are publicly available for evaluating intrusion detection models. Additionally, most of the publicly available datasets are not maintained. Therefore, it is inaccurate to use only one dataset to evaluate the detection model. This paper used three different datasets between 1999 to 2018 in experiment, two of which are recently released and contain a variety of attacks from the modern real network, the other is the classic NSL-KDD datasets.
In particular, UNSW-NB15 and CICIDS 2017 dataset have the characteristics of real-time network traffic. Table 1 shows main information on three datasets. In the experiment, we use three different datasets to train and test MS-DHPN model. Therefore, we will emphatically introduce split features of instances into different groups.
1) NSL-KDD
The NSL-KDD dataset is an improved version of the KDD-CUP 99 dataset [27] , [28] , both datasets were built by processing raw tcpdump data of the 1998 DARPA intrusion detection challenge dataset. Compared with KDD-CUP 99 data, NSL-KDD dataset is primarily optimized for data quality and eliminates a large number of redundant records in the KDD-CUP 99 data. Although it has been pointed out that the NSL-KDD dataset lacks the types of modern network attacks [9] , such as low foot print attack, it still widely used by many researchers to measure the performance of intrusion detection method due to contains new attacks in the test dataset. There are 41 features and 5 labels such as Normal, Dos, Probe, R2L, and U2R, and the distribution statistics about the NSL-KDD are shown in Table 1 .
For the 41 features in NSL-KDD dataset, it is usually treated as an entire instance to a single channel model to make the classification in other studies. However, in this paper, we considered each level of features as a modality and split the features into three groups based on different sources. The detailed results are shown in Table 2 , and the detailed description is as follows:
Basic features: the basic features describe the primary properties of individual TCP connection, such as service and protocol type. These features are extracted from packet header, UDP datagram, and TCP segment in the packet capture files of tcpdump.
Content features: the content features describe the data payload information of a packet, such as the number of login failures. Specifically, these features are extracted from the full payload of TCP/IP packets in order to detect attacks, such as U2R and R2L, which embedded in the data payload instead of frequent sequence patterns in data records.
Traffic features: the traffic features describe the statistical indicators about the current connection, including time-based and target host-based. The time-based features are derived from traffic metrics in the last two seconds, such as the number of connections with same target host, and same service. Similarly, target host-based features are derived from the 100 connection records with same target host.
Meanwhile, as the features of each dimensional come from different sources, the data types between them are usually different. The basic features are mainly nominal, the contentbased features are binary, and the content-based features are numeric. For nominal features, it needed to be converted to numerical features so that meet the input requirements of the model, such as the 'tcp', 'udp' and 'icmp', belong to 'protocol_type' feature, are mapped into (0,0,1), (0,1,0) and (1,0,0). In addition, since the numerical distribution of each dimension is in different intervals, in order to eliminate dimensional influence between the feature indicators, we normalize the new features list using min-max normalization.
2) UNSW-NB15
The UNSW-NB15 [29] dataset generated in 2015 and contain the normal and attack behaviors of a live modern network traffic. Different from the NSL-KDD dataset, in UNSW-NB15 dataset, the raw traffic packet is generated in a hybrid way by IXIA PerfectStorm tool, two servers of the IXIA traffic generator were used to generate a hybrid of real modern normal activities, and the other one is used to generate synthetic contemporary attack behaviors. Finally, tcpdump tool was utilized to capture these network behaviors and form traffic records. The distribution of UNSW-NB15 dataset is shown in Table 1 .
Similar to NSL-KDD dataset, the 43 features of UNSW-NB15 dataset are mainly split three groups, such as basic, content, and traffic features (time and additional generated features). The detailed results are shown in Table 3 . Basic features involve the attributes that represent protocols connections, such as service and state of protocol. Content features mainly describe the attributes of TCP/IP. Time features and additional generated features mainly describe the traffic information for TCP connection including the attributes time of packets and TCP protocol, the statistical indicators for TCP connection, such as the arrival time between packets, round trip time of TCP protocol, and matched statistical indicators under a certain window.
3) CICIDS2017
The CICIDS2017 dataset [30] released in 2017 and is widely used in intrusion detection experiments. It is a reliable realtime dataset and contains the most common attacks from real attack scenario. This dataset collects normal and attack traffic from Monday to Friday based on the generated realistic background traffic in real time. On Monday, the normal traffic was generated by used B-Profile system that can profile the abstract behaviors of human interactions. On the rest four days, various types of attack traffic are generated alternately with normal traffic. Finally, the collected traffic flow was accurately labeled by professional. Moreover, its attack labels included Web attack, Brute Force FTP, Brute Force SSH, DoS, DDoS, Infiltration, Bot and PortScan. The distribution of CICIDS2017 dataset for network intrusion detection is shown in Table 1 .
Unlike other datasets, the CICIDS2017 dataset not only includes the results of the network traffic analysis but also timestamp, protocol, source and destination ports. According to [22] , we select 77 features in the CICIDS2017 dataset and split them into two groups, one of which is based on package information and the other is based on traffic indicators. The detailed results are shown in Table 4 . 
B. EXPERIMENT SETTING
According to the analysis of NSL-KDD dataset, we find its features mainly come from three sources, including packet header, data payload, and statistical indicators of connection. So, we split the features of NSL-KDD into three groups and set three input channels in MDAE model for it. Similar to NSL-KDD data, we split the features of UNSW-NB15 dataset and CICIDS2017 dataset into three and two groups respectively, and set three and two input channels for them respectively.
For the MDAE model with two layer interpreters, the number of neurons of each channel was tuned from 10 to 120 depending on the size of the input, and the number of neurons in the interpreter of the middle layer is also tuned depending on the number of neurons of channel. For example, for the NSL-KDD dataset, we set three channels of input in MDAE model, and the number of neurons of the three input channels are 90, 13, and 19 respectively, and the number of neurons of the first layer of interpreters are 60, 10, and 15 respectively, and the number of neurons of the second layer of interpreters is 60. When the MDAE is fine-tuned, the learning rate is set to 0.001, and the weight of MDAE is adjusted by SGD back propagation algorithm. For LSTM model, we set the time step to 50 and reshape the joint representation of MADE as input to train it. The number of hidden layer of LSTM is set to 1 and the numbers of neurons are tuned in [120, 90, 80, 70, 60, 50, 40, 30, 20] units. The learning rate is tuned from 0.001 to 0.1. The all parameters of all models on three datasets are shown in Table 5 .
C. EVALUATION METRICS
In our experiment, Accuracy, Precision, Recall, and F1-score are used as metrics to measure the proposed approach performance. Accuracy is used as the main performance indicator. Besides, the confusion matrix widely used in the classification model is also used in our experiment. In the confusion matrix, TP is the number of attack records which correctly classified as attack, TN is the number of normal records which correctly classified as normal, FP is the number of normal records which incorrectly classified as attack, FN is the number of attack records which incorrectly classified as normal. The performance metrics can be computed as follows:
Accuracy: the percentage of all records correctly classified in total records.
Precision: the percentage of the correctly identified attack records in all identified attack records.
Recall: the percentage of the correctly identified attack records in all attack records. It is also called as true positive rate (TPR).
F1-score: it is the harmonic mean of Precision and Recall. In addition, Receiver Operating Characteristic (ROC) curve is also used to measure the performance of the proposed approach. ROC is plotted based on the tradeoff between the TPR on the y axis to false positive rate (FPR) on the x axis across different thresholds, and the Area Under the ROC Curve (AUC) is used as a comparison metric of the machine learning models. AUC can be computed as follows:
In these measures, the value of Accuracy, Precision, Recall, F1-score, AUC is higher, the value of FPR is lower, the performance of model is better.
D. RESULTS AND ANALYSIS
To evaluate our model more comprehensively, we perform the binary and multiclass classification tasks on the MADE model, LSTM model, and proposed model respectively. The loss value using MDAE for NSL-KDD, UNSW-NB15, and CICIDS2017 datasets are shown in Figure 5a, Figure 5b , and Figure 5c respectively. We can see that the loss value of each level feature decreases synchronously and eventually converges to near zero. Train accuracy of the three models for NSL-KDD, UNSW-NB15, and CICIDS2017 datasets are shown in Figure 6a, Figure 6b , and Figure 6c respectively. For these datasets, the proposed method showed train accuracy in the range 95% to 99%, and the convergence speed is faster. This indicates that compared with the MDAE and the LSTM method, this method can achieve the highest training accuracy in the shortest time. Moreover, ROC curve for NSL-KDD, CICIDS2017, and UNSW-NB15 datasets are shown in Figure  7a , Figure 7b , and Figure 7c respectively. In most of the cases, MS-DHPN performed well and the value of AUC is higher. For MS-DHPN on the CICIDS2017, and UNSW-NB15 datasets, the FPR is close to 0 and the TPR is close to 1.
In addition, our approach also compared performance with the conventional approaches in [1] , which is the recent literature providing the detailed performance of various machine and deep learning methods such as SVM, DNN, and Naive Bayes(NB). The average accuracy of these models on the three datasets as shown in Figure 8 , it is clear that among all the competitors, our MS-DHPN model has the highest accuracy. Moreover, the detailed performances of those models in binary and multiclass classification are shown in Table 6 and Table 7 respectively. We used one-way analysis of variance (ANOVA) to determine the statistical significance. The performance with MS-DHPN is significantly greater than that with the traditional methods (p < 0.01). For the binary classification, the final categories on the three different datasets NSL-KDD, UNSW-NB15, and CICIDS2017 are Normal and Attack. It mainly focuses on whether the model can identify the attack. From the experimental results in Table 6 , in the six models, our model achieves the best performance in the metric of accuracy and F-score, especially in the UNSW-NB15 and CICIDS2017 datasets, the accuracy of our model up to 96.8% and 99.9% respectively, and the F-score value is 0.971 and 0.999 respectively. For the MDAE model and LSTM model, although the results are lower than the proposed method, it is still slightly better than traditional methods. The experimental results show that all of the six models have the ability to identify attacks, but our method can further improve the performs of intrusion detection, which make it possible for our method to detect more attacks in the case of massive network data.
From the experimental results of multiclass classification in Table 7 , the accuracy of classification algorithms is declined compared with the binary classification. That is due to in the task of multi-classification, the final classifications on three different datasets are five, ten, and eight categories respectively instead of two categories. Multi-classification is mainly concerned with whether the model has good stability in this paper. However, the accuracy and F-score value on NSL-KDD dataset is lowest between the three datasets, this is due to the number of attacks such as 'U2R' and 'R2L'is very less than 'Dos' and 'Probe' in training set, and new types of attacks are included in test set. Even so, our model is still superior to those using SVM, NB, and DNN algorithms.
At the same time, we find that when the NB model gets higher recall value in CICIDS2017 datasets, the precision is very lower. Similarly, the SVM model also has the same situation in binary classification. This indicates that these classifiers are unstable under the new environment. So to further analyze the stability of our proposed model, we given the accuracy of these models on the three datasets based on the experimental results in Figure 9 . It can be observed that the accuracy of traditional methods varies greatly with the change of datasets. On the contrary, our model accuracy remains at a very good level. The phenomenon can also be observed in binary classification. The experimental results show that our model is generalizable and more suitable for the various modern attacks detection. The experiments of both binary classification and multiclassification on three datasets show that the MDAE model, LSTM model, and our proposed model can achieve excellent classification results. For CICIDS2017 and UNSW-NB15 with real-time network traffic, the performance of LSTM is super than MDAE model, but the opposite is true on the NSL-KKD dataset, which show that the MDAE model can intelligently integrate the feature of different levels within a traffic connection, and LSTM model can extract the temporal features between the adjacent traffic connections. However, compared with our MR-DHPN model based on the above consideration at the same time, our model can further improve the performance of network intrusion detection system. At the same time, its performance on multiple datasets is very stable.
In order to further explore the complementarity and multimodality of network features, we further studied the impacts of different feature inputs from NSL-KDD, UNSW-NB15 and CICIDS datasets via our MDAE mode on detection accuracy. Specifically, we analyze the performance from the three scenarios: single view, simple view, and multi-view. The single view approach uses only one level feature as input. The simple view approach uses the vector by directly concatenated with all level features. The multi-view is uses different level features as input. In fact, for single view and simple view approach, the MDAE model just has one interpreter, which becomes an auto-encoder using RBM to initialize parameters. This is a classical deep learning technology and widely used in feature engineering. Table 8 , Table 9 , and Table 10 show the detailed experimental results on three datasets, and Figure 10 presents the box plot of accuracy using different feature views in binary classification and multi-classification.
Through the experimental results of single view in Table 8 , Table 9 , and Table 10 , we found the accuracy of different single features is almost at the same level, such as for NSL-KDD datasets, the accuracy of binary classification in range 75% to 80%, the accuracy of multi-classification in range 60% to 70%. However, the basic feature is almost always higher than content in the NSL-KDD and NUSW-NB15 datasets. These results are similar to that in [31] , but in their experiments results, the accuracy of content features is much lower than basic features. This is because they used only part of payload information in the packet, which results in inaccurate results. By analyzing the experimental results and the actual meaning of these single view features, we can draw the conclusion that each single feature is important for intrusion detection, but only using one level of features is not enough to achieve high detection accuracy. Further, through the experimental results of simple view and multi-view in Table 8 , Table 9 , Table 10 , and Figure 10 , we can see that the multi-view approach results are almost always the best on the three datasets. The average accuracies in binary classification and multi-classification is 87.03% and 81.82% respectively. Although simple view method outperforms the single view, it is still lower than multi-view approach about 2% to 5%, which is indicates that it does not effectively utilize the multi-features of network enough yet, and it is very difficult to fusion the relate information between the different level features. On the contrary, multi-view approach can learn the high-level representations between different modalities. Through the processing of multiple layers in deep neural network, the effective shared representations are automatically extracted. Moreover, relations across various modalities are deep instead of shallow. Therefore, in order to illustrate the convergence performance of MDAE model, we given the training and the test time of the simple view and multi view on UNSW-NB15 dataset. The parameters of those model were set to be same, and the experimental results are shown in Table 11 . From the results, we found that the time consuming of the simple view is lower than our multi-view. This is because the structure of the simple view model is easy, but our multi-view model has the special structure use multiple deep learning techniques, when it can capture the relations across various modalities, the computational cost and training time will increase at the same time. More importantly, in the test stage, the total time used of our multi-view model is only 25 seconds, it only about 36% more time consume compares the simple view model, and improved hardware configuration and GPU acceleration can further reduce time overhead in future.
Moreover, to further investigate the enhancement effect of fusing single view features, we analyzed the confusion matrices of the simple view and multi-view on CICIDS2017 and UNSW-NB15 datasets, which can reveal the strength and weakness of each approach in detecting different modern network attacks. Figure 11 presents the confusion matrices, and indicated by these results, the simple view and multi-view approaches can significantly enhance the performance of attack detection. However, the multiview used in this paper provides even better improvements than simple view. Compared with simply view on UNSW-NB15 dataset, we observe that the accuracies in 'Fuzzers', 'Worms', and 'Shellcode' are improve 22%, 52% and 36% by multi-view, for the other classes improve 1% up to 14%. On CICIDS2017 dataset, although the accuracy of simple view in 'DDoS' is higher 6% than multimodal view, the latter is superior to the former in the other seven categories, especially in 'bot', which is 0.03% and 0.43 respectively. So the experiment result reveals why our multi-view approach can enhance the performance of intrusion detection. Moreover, these analyses of experimental results show that multimodal view method can not only integrate the network features of multi-level more effectively, but also be used to compare the importance of features, so as to further improve the accuracy of the model. This is crucial for an NIDS, because in the actual network, a slight improvement in performance can detect more attacks and reduce more potential threats.
V. CONCLUSION
Network traffic is a formal representation of complex network behavior and contains rich feature information, but single consideration for intrusion detection cannot make full use of the rich information in network traffic. In this paper, a multimodal-sequential approach with deep hierarchical progressive network is proposed, and a novel view for considering the feature of information security is given. In our approach, the special structure of the MDAE and LSTM can maximize the use of feature information at different levels and make the model achieve the outstanding performance. To our best knowledge, it is the first time to consider the two aspects in the design of NIDS, and it is also the first time the multimodal deep technology is used in the information security problem. In the experimental part, we use three datasets from 1999 to 2017 to verify the performance of our method, the results show that compared with other network intrusion methods with single consideration, our method improves the accuracy of intrusion detection by at least 2%. At the same time, we analyze and present the utilization of features in three different feature views. This is something that has never been studied before. Our research shows that our intelligent approach based on the multi-view of features can significantly improve performance, which provides a new perspective for other researchers to understand the nature of network behavior.
In the future, we will design our own traffic collection system. Through the collection system, we will collect network data closer to the real world. So we can find more attacks to test our model, and further study the data multimodality in the field of information security from a more primitive point of view to improve the accuracy of intrusion detection.
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