Abstract -A technique of DropOut for preventing overfitting of convolutional neural networks for image classification is considered in the paper. The goal is to find a rule of rationally allocating DropOut layers of 0.5 rate to maximise performance. To achieve the goal, two common network architectures are used having either 4 or 5 convolutional layers. Benchmarking is fulfilled with CIFAR-10, EEACL26, and NORB datasets. Initially, series of all admissible versions for allocation of DropOut layers are generated. After the performance against the series is evaluated, normalized and averaged, the compromising rule is found. It consists in non-compactly inserting a few DropOut layers before the last convolutional layer. It is likely that the scheme with two or more DropOut layers fits networks of many convolutional layers for image classification problems with a plenty of features. Such a scheme shall also fit simple datasets prone to overfitting. In fact, the rule "prefers" a fewer number of DropOut layers. The exemplary gain of the rule application is roughly between 10 % and 50 %.
I. INTRODUCTION
The dropout method stylized as DropOut has been introduced to prevent overfitting [1] , [2] . Modern convolutional neural networks (CNNs) widely exploit this technique [3] , [4] . At each training stage, individual activations are removed with a probability. Only the reduced CNN is trained on the data at that stage. The removed nodes are then reinserted into the CNN with their original weights.
The probability that a hidden node will be dropped in the training stages is usually 0.5. No substantiations for this value have been suggested since 2012 [2] , [4] , [5] . It is intuitively supposed that for input nodes the drop probability should be less than 0.5, because information is directly lost when input nodes are ignored.
Allocation of DropOut layers (DOLs) is another open question, even bigger than that of the probability. Again, it is naively believed that a DOL should be allocated after each convolutional layer (ConvL). However, no reasonable confirmations standing for that paradigm are known [6] , [7] . Diverse allocations of DOLs are not proved as well.
II. BACKGROUND A typical example of overfitting is when a CNN performs poorly on held-out test data because it was trained on a small training set. As shown in [2] , overfitting is greatly reduced by randomly omitting half of the feature detectors on each training case. Each neuron learns to detect a feature that is generally helpful for producing the correct answer by preventing complex feature co-adaptations. Along with overfitting decrement, DropOut significantly improves the training speed owing to avoiding the training of all nodes [8] . However, the total duration of training may become longer.
The central idea of DropOut is to take a large model that overfits easily and repeatedly the sample and train smaller sub-models from it [8] . The essential drawback of DropOut is that it increases training time. A CNN with DOLs typically is trained longer than the same CNN without them [5] , [9] , [10] . This is caused by the fact that the parameter updates are very noisy. In each training case, a different random CNN architecture is also effectively trained.
Given a definite image classification problem (ICP), the crucial question is how many DOLs are needed. Obviously, not every ICP needs a DOL after each ConvL [4] , [11] , [12] . This is influenced by a number of classes. Complexity and diversity of images to be classified influence as well. Eventually, it is not certain whether the allocation of DOLs may have its own "DropOut-Out" when a CNN having DOLs contains at least one ConvL which is not followed by a DOL.
III. GOAL OF THE RESEARCH
Despite the prevalence of DOLs, finding a rule of their rational allocation is needed. Rationality herein will use the performance criterion. The goal of the research is to find a rule that would suggest the number and positions of DOLs maximising the CNN performance. A possible influence of the main parameters of an ICP, which are the image size and number of image categories, is to be ascertained. To achieve the goal, the following tasks are to be fulfilled:
1 
by ConvLs   An ICP to be benchmarked is the CIFAR-10 dataset. The dataset consists of 60 000 colour images divided into 50 000 images intended for training and 10 000 images intended for testing (validating). The original CIFAR-10 dataset image is of size 32 × 32 × 3, represented as 32 × 32 matrix in each of the three colour channels. Although the CIFAR-10 dataset has only 10 image categories (6000 images per category), its images are heterogeneous and miscellaneous ( Fig. 1 ) diversely representing such classes as "airplane", "automobile", "bird", "cat", "deer", "dog", "frog", "horse", "ship", "truck" [2] , [10] , [13] , [14] . The diversity of the CIFAR-10 entries is expected to ensure good generalization of the rule of rationally allocating DOLs. The images are so tiny that, for the human eye, it takes rather a long period to conclude on some of them (e. g., try the fourth and fifth images in the bottom line from the left side). The CIFAR-10 entries vary from simpler images having a monotonous background (with an abrupt transition) to multicoloured images.
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In addition to testing two CNNs (1) and (2) with DOLs, the image size will be increased from 32 with a step of 4 up to 64. Let the EEACL26 and NORB datasets ( Fig. 2 and Fig. 3 ) be used [13] , [15] , [16] along with CIFAR-10, with resizing their images to the same range. This should allow noticing the differentiation of CNN performance against the DOL allocation series. Thus, those allocations, where the performance is close-to-best, will be seen. Fig. 2 . Less heterogeneousness of the EEACL26 entries in their 26 image categories representing enlarged capital letters of the English alphabet [15] . The background is constantly white, although some grayish pieces appear after downsampling from the original image. Entries of this dataset have all main geometrical attributes of a dataset of real-world images -lines, curves, circles, crosses, roughness, etc. Like entries of CIFAR-10 and NORB, the letters are distorted with shifting, scaling, skewing (rotations), and trimming. 
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The datasets CIFAR-10, EEACL26, and NORB intended to be benchmarked are heterogeneous themselves. CIFAR-10 is of natural images, and entries of the EEACL26 dataset are artificial. NORB contains toy images which are losslessdownsampled to 32 × 32 × 2. Entries of NORB are not so diverse than those of CIFAR-10, and there are only 6 image categories against 10 in CIFAR-10. However, the diversity of the EEACL26 entries is the poorest, despite the fact that the number of EEACL26 image categories is 2.6 times greater than that of CIFAR-10, and is 4-with-a-third times greater than that of NORB. Nevertheless, the dataset EEACL26 is scalable, and as many EEACL26 entries can be generated as needed.
V. SERIES OF ALL ADMISSIBLE VERSIONS
FOR DOL ALLOCATION Owing to that a ConvL is either followed or not followed with a DOL, a series of all admissible versions for DOL allocation is generated by binary numbers. Maximal number of DOLs is ConvL . N For CNN (1), there are implying that DOLs are inserted after each 
and , ,
are comparable along the k axis. Similarly, the normalized final-epoch performance
serves for comparison. However, the image size can be canceled via simple averaging of (7) and (8):
and
for respective ICPs. Figures 4-9 show evaluation of 12 polylines (9) and (10) for CIFAR-10, EEACL26, and NORB datasets. There are two main variants of minimum points: 3 k  (6 times of 12) and 5 k  (3 times). Minima at 1 k  , 7 k  , and 11 k  happened to appear just once. The average of polylines (9) The minimum of (9) is undisguised now. The peaks repeat themselves. Fig. 7 . Performance of CNNs with 5 ConvLs on EEACL26. The minimum of (9) is the same (k = 3). The minimum of (10) is moved to the right (k = 7). 
The final-epoch RERD
shall show an impact of DOLs. Obviously, RERDs (11) and (12) do not need normalization like (7) and (8) . RERD (11) is reduced to
But the averaged RERD
is incomparable to the averaged final-epoch RERD
because of summing in (13) . This is why (14) and (15) are normalized along the k axis:
Each of the indices (16) and (17) constitutes a saw-toothed polyline (Figs. 12-17) . Polylines (17) plotted for both CIFAR-10 and NORB datasets are much similar. A similarity of polylines (16) for these datasets does not raise doubts. Maximum points which indicate the best RERD coincide for CIFAR-10 and NORB, but the version A weak consistency of these polylines and those ones in Fig. 9 is viewed. is the worst for EEACL26 dataset under both the averaged performance and final-epoch performance (see Fig. 6 ). It is probably caused by the fact that the origin of EEACL26 dataset is the simplest, so inserting more DOLs does not produce a negative effect, but only improves generalization. On the other hand, the error rate after the first epoch is much greater for 
VII. THE RULE OF RATIONALLY ALLOCATING DOLS
Even using the averaged performance in Figs. 10 and 11 , it is hard to determine a single version of DOL allocation which maximises the performance. Moreover, shapes of polylines in Figs. 12, 13, 16, 17 are so contrasting with shapes of polylines in Figs. 14, 15 that averaging over them would be incorrect. This means that some compromise must be reached.
Performances (7), (8), and (13), (12) do depend weakly on the image size along with versions of DOL allocation, but it is impossible to find a rule of this dependence. Dependence on the number of image categories along with the versions is far weaker. But it is very hard to conclude on how performance depends on the complexity of datasets, although such dependence is clearly understandable owing to Figs. 12, 13, 16, 17 and Figs. 14, 15 . A rough conclusion is that simpler datasets admit more DOLs (remember those strange maxima of polylines in Figs. 14 and 15) .
A connection between the number of ConvLs and an appropriate number of DOLs is unclear. Once again, there is a rough conclusion about that CNNs with a greater number of ConvLs may have a slightly greater number of DOLs. For compromising with the polylines' contrasts and eccentricity, the most appropriate versions of DOL allocation in CNNs with 4 and 5 ConvLs for CIFAR-10, EEACL26, and NORB datasets are , respectively. This implies that appropriateness of DOLs and allocation of their 0.5 rates tend to insert, for CNNs with a few ConvLs, just a single DOL before the last ConvL. This rule of rationally allocating DOLs excludes inserting a DOL after every single ConvL, unless the dataset is very simple (like the MNIST dataset [7] , [8] , [14] , [17] resembling EEACL26), where overfitting is likelier. Figure 18 shows error rates for the EEACL26 dataset by using the rule versus using four other versions. Versions of 5 k  and 7 k  appear even better. The gain runs up to 50 %. For CIFAR-10 the gain is much less (Fig. 19) . Fig. 18 . Error rates against 38 epochs for the EEACL26 dataset. The best gain is achieved at the version of k = 7, not of k = 3. The two DOLs seem to win. Fig. 19 . Error rates against 24 epochs for the CIFAR-10 dataset. Three versions of rational DOL allocation (3, 5, 7) produce similar accuracy, although duration of training is shorter for the rule's version (a single DOL). or, for a greater number of ConvLs (remember Fig. 9 and Fig. 11 ), scheme   2 ...01010 , where the ellipsis is substituted with a number of zeros corresponding to the rest of ConvLs. It is likely that the scheme with two or more DOLs fits CNNs of many ConvLs for ICPs with a plenty of features. Such a scheme shall also fit ICPs over simple datasets prone to overfitting.
The said results are trustworthy because CIFAR-10, EEACL26, and NORB datasets used for benchmarking are totally heterogeneous themselves in their origin, internal diversity, number of image categories, coloration, background, hues, illumination, human-eye distinguishability. However, these datasets are insufficient to determine how rational DOL allocation is influenced by the image size and number of image categories. Thus, in further DOL research, the rule for appropriately allocating DOLs shall be expanded regarding directly arguments of the dataset complexity, number of input features, and number of image categories. Besides, the dropout rate is to be optimised starting with that naive 0.5 rate.
