Abstract. We investigate the properties of coordinate rings of orbit closures for quivers of type A3 by considering the desingularization given by Reineke [Rei03]. We construct explicit minimal free resolutions of the defining ideals of the orbit closures thus giving us a minimal set of generators for the defining ideal. The resolution allows us to read off some geometric properties of the orbit closure. In addition, we give a characterization for the orbit closure to be Gorenstein.
Introduction
We fix an algebraically closed field K. Let Q = (Q 0 , Q 1 ) be a Dynkin quiver with set of vertices Q 0 and set of arrows Q 1 . We use the notation ta a → ha for arrows in Q. A representation ((V i ) i∈Q 0 , (V a ) a∈Q 1 ) of Q is given by assigning a finite dimensional Kvector space V i to every vertex i ∈ Q 0 and K-linear maps V ta Va → V ha to every arrow a ∈ Q 1 . The dimension vector of a representation ((V x ) x∈Q 0 , (V a ) a∈Q 1 ) is defined as the function d : Q 0 −→ Z given by d(x) = dim (V x ). Given two representations V = ((V i ) i∈Q 0 , (V a ) a∈Q 1 ) and W = ((W i ) i∈Q 0 , (W a ) a∈Q 1 ) of Q, a morphism Φ : V → W is a collection of K-linear maps φ i : V i → W i such that for every a ∈ Q 1 , the square It is an interesting problem to study the type of singularities that occur in these orbit closures. The geometry of such orbit closures was first studied by Abeasis, Del Fra and Kraft in [ADFK81] . They proved for the case of equioriented A n (over fields of characteristic zero) that the orbit closures are normal, Cohen-Macaulay and have rational singularities. This result was generalized to fields of arbitrary characteristic by Lakshmibai and Magyar in [LM98] . They show using standard monomial theory that the defining ideals of orbit closures in case of equioriented A n are reduced, so the singularities of O V are identical to those of Schubert varieties. This implies that the orbit closures are normal, Cohen-Macaulay etc. This result was generalized to orbit closures for arbitrary quivers of type A n and D n by Bobinski and Zwara in [BZ01] and [BZ02] . They make use of certain homcontrolled functors to reduce the general case to a special one and draw their conclusions by comparing the special case to Schubert varieties.
In this paper, we outline a method to contruct a minimal free resolution for the defining ideal of O V for any Dynkin quiver Q. In effect, we have an algorithm for calculating the minimal resolution which depends only on the Littlewood-Richardson rule and Bott's algorithm. We refer to the method used for constructing the resolution as the geometric technique(also referred to as the Kempf-Lascoux-Weyman geometric technique in recent literature). The general idea is to construct a desingularization Z of O V such that Z is the total space of a suitable vector bundle. Using the results of Kempf [Kem75] on collapsing of vector bundles, Lascoux [Las78] gave the construction of a minimal resolution of determinantal ideals for generic matrices. He made effective use of the combinatorics of representations of the general linear group and Bott's vanishing theorem for the cohomology of homogeneous vector bundles. These results were later generalized to similar cases. We use this generalization for our case of representations of Dynkin quivers to prove our results. A good reference for these results is the book 'Cohomology of vector bundles and syzygies' by Jerzy Weyman [Wey03] .
In addition to giving us an explicit resolution of the coordinate ring, the geometric technique gives us a direct proof of the result of Bobinski and Zwara [BZ01] that orbit closures are normal with rational singularities in the case of non-equioriented A 3 . The key proposition is an estimate involving the Euler form of the quiver Q (Proposition 4.4). In principle it is possible to calculate every term of the complex, although it is difficult to find a closed formula for every syzygy. However, we find a closed formula for the first term of the resolution for our case of non-equioriented A 3 (Theorem 4.7 ). These formula allows us to calculate the minimal generators of defining ideals. We also give a characterization of Gorenstein orbits for our case (Theorem 4.15) and a sufficient condition for orbit closures to be Gorenstein for any Dynkin quiver Q (Theorem 4.12). The techniques described in this paper in the context of non-equioriented A 3 can be generalized to other classes of Dynkin quivers. We handle these cases in our forthcoming papers.
In order to find the resolution described above, we have used Reineke's desingularization [Rei03] for the orbit closure Y . We restrict to a 1-step desingularization in order to get semisimple vector bundles. This restriction does not induce an additional condition for nonequioriented A 3 since in this case every orbit admits a 1-step Reineke desingularization. This paper is organized as follows:
• in section 2, we list some basic definitions and results about representations of quivers, orbit closures and Reineke desingularization.
• in section 3, we describe the geometric setup we are working in.
• section 4 contains the main results for non-equioriented A 3 ; 4.1 contains the calculation of the resolution (F • ); in 4.2 we describe the first term of F • which gives us the minimal generators of the defining ideal; in 4.3 we investigate the last term of F • and obtain a classification of Gorenstein orbits for our case. The author would like to thank Jason Ribeiro for developing the software required to calculate the Bott exchanges. It is a pleasure to thank her advisor Jerzy Weyman for suggesting the problem and for fruitful discussions.
Preliminaries
First, we recall some basic facts about representations of quivers. Gabriel [Gab72] proved that the set of isomorphism classes of indecomposable representations of Q is in bijective correspondence with the set of positive roots R + of the corresponding root systems. Under this correspondence, simple roots correspond to simple objects. Every representation of Q can be written uniquely (upto permutation of factors) as a direct sum of indecomposable representations
(where m α = multiplicity of X α in V ). The indecomposable representations can be obtained as the vertices of the Auslander-Reiten quiver of Q. Given a quiver Q, one can define an Euler form E(Q) on the dimension vectors of Q as followsDefinition 2.1. Let x = (x 1 , · · · , x n ) and y = (y 1 , · · · , y n ) be two elements of N Q 0 (|Q 0 | = n). Then the Euler form ., . is
Remark 2.1. The Euler form can also be expressed in terms of the Cartan matrix C Q of Q as
Remark 2.2. We have the following useful dimension formula in terms of the Euler form
ta ) a∈Q 1 . The orbits of this action are the isomorphism classes of representations of Q.
V is a degeneration of W ) if the orbit of W is contained in the closure of the orbit of V (i.e. O W ⊂ O V ). This introduces a partial order on the orbits. There is also Riedtmann's rank criterion:
The connection between these two partial orders is given byTheorem 2.2. (Bongartz [Bon96] ) If A is a representation-directed, finite dimensional, associative K-algebra then the partial orders ≤ deg and ≤ coincide.
Since Rep(Q, d) satisfies the hypotheses of this theorem, the orbit of V ∈ Rep(Q, d) is given by
and the corresponding orbit closure is
where X varies over all indecomposables in Rep(Q, d).
2.2. Desingularization. In [Rei03] , Reineke describes an explicit method of constructing desingularizations of orbit closures of representations of Q. The desingularizations depend on certain directed partitions of the isomorphism classes of indecomposable objects-
for all α ∈ I t , β ∈ I u , t < u These conditions can be expressed in terms of the Euler form as-(1) α, β = 0 for α, β ∈ I t for t = 1, · · · , s (2) α, β ≥ 0 ≥ β, α for α ∈ I t , β ∈ I u , t < u Let Q be a Dynkin quiver and let AR(Q) denote its corresponding Auslander-Reiten quiver. A partition of indecomposables exists because the category of finite-dimensional representations is directed; in particular, we can choose a sectional tilting module and let I t be its Coxeter translates. We fix a partition I * of AR(Q). Then the indecomposable representations X α are the vertices of AR(Q). For a representation V = ⊕ α∈R + m α X α , we define representations
We consider the incidence variety
In this case we say that Z is a (s − 1)-step desingularization.
Theorem 2.4. (Reineke [Rei03] ) Let Q be a Dynkin quiver, I * a directed partition of R + . Then the second projection q :
makes Z I * ,V a desingularization of the orbit closure O V . More precisely, the image of q equals O V and q is a proper birational isomorphism of Z I * ,V and O V .
In the next section, we will realize Z I * ,V as the total space of a vector bundle η * over
Geometry of orbit closures
We use the desingularization described above to extract useful information about orbit closures. The idea is to apply the geometric construction described in [Wey03] to calculate syzygies. We will construct a resolution F • of the coordinate ring of the orbit closure under consideration. Then using results from [Wey03] we can recover the normality of this orbit closure (we refer to [BZ01] for a different proof of the general case). In the case of 1-step desingularization, the vector bundle ξ defined below is semisimple and we get an algorithm for calculating the resolution. Also, using this resolution, we give an explicit description of the minimal set of generators for the defining ideal of the orbit closure .
3.1. The geometric setup. The varieties of type Z I * ,V are the total spaces of homogeneous vector bundles on the product of flag varieties. We will use shorthand notation
to denote our incidence varieties. The space Rep(Q, d) has the structure of an affine variety. Let A be the coordinate ring of Rep(Q, d). Let R t (x) denote the tautological subbundle and Q t (x) the tautological factor bundle on F lag(d * (x), K d(x) ). We define the following vector bundles:
We set
We have:
We resolve the structure sheaf O Z using vector bundle ξ over
We apply the direct image functor R i q * to this complex to get a free resolution 
We identify A with the symmetric algebra
The normalization of O V has rational singularities if and only if F i = 0 for i < 0. The orbit closure O V is normal with rational singularities if and only if F i = 0 for i < 0 and F 0 = A.
In the next section, we apply the above tool for calculations on the case of non-equioriented quiver of type A 3 . We will consider a family of incidence varieties which is more general in the sense that we take arbitrary dimension vectors d 1 , · · · , d s in place of the dimension vectors described by the partition above; on the other hand we will restrict to 1-step desingularizations. In this case, ξ is semisimple and has the form
Let Q be the non-equioriented A 3 quiver. We consider it in the form
The Auslander-Reiten quiver of A 3 is -A partition of this quiver is given by choosing the sectional tilting module and its AR translates- In particular we get that there are only two parts in this partition, so every orbit admits a 1-step desingularization. This is not true in general for other quivers and hence makes nonequioriented A 3 special. In general, having a 1-step desingularization will induce additional conditions on the orbits.
be a representation of Q. Consider a 1-step Reineke desingularization Z as follows:
with dimension vectors of the rows being-
For example, choosing the partition in Figure 2 gives d 1 +d 2 = (b+d+f, a+b+c+d, c+d+e) and
and its closure is
The terms of the free resolution F • resolving the structure sheaf are
Note that by Cauchy's formula we have
In order to calculate the cohomology terms in (12) we apply Bott's algorithm (Theorem 4.1). The flag variety
) is a homogeneous space for Gl n . This makes it possible to describe vector bundles on V in terms of weights of Gl n -representations ( [Wey03] , Theorem 4....). We denote by L(α) the vector bundle corresponding to weight α and by K β the Weyl module corresponding to the weight β. The Bott's theorem for cohomology of vector bundles yields the following algorithm in case of VTheorem 4.1. Bott's algorithm [Wey03] : Let α = (α 1 , ..., α n ). The permutation σ i = (i, i+1) acts on the set of weights in the following way:
If α is not a partition, then we start to apply the exchanges of type (13), trying to move bigger number to the right past the smaller number. Two possibilities can occur:
(1) α i+1 = α i + 1 when the exchange of type (13) leads to the same sequence. In this case R i h * L(α) = 0 for all i ≥ 0. (2) After applying say j exchanges, we transform α into a nonincreasing sequence β.
The process of applying Bott's algorithm to weights of the form (0 k , α) plays an important role in all our calculations and proofs, so it is useful to introduce some notation.
Notation 4.1. Whenever we apply Bott's algorithm for the exchanges, we will refer to it as 'Bott exchanges'.
(1) We denote by [0 k , α] the end result after applying Bott exchanges to a weight (0 k , α) (here α is the non-increasing sequence of integers (α 1 , α 2 , · · · , α r )). (2) N α will denote the number of Bott exchanges required to go from (0 k , α) to [0 k , α].
With this notation, applying Bott's algorithm for the weight (0 k , α) gives us exactly one of the following resultsa. during any of the successive Bott exchanges, we arrive at sequence of the form (· · · , m, m+ 1, · · · ); in this case, the next exchange will leave the sequence unchanged, so this is the first case of Bott's algorithm. Then we say [0 k , α] is zero.
b. If the above case does not occur and we reach a non-increasing sequence after N α Bott exchanges, then we say [0 k , α] is the resulting sequence (
i+j ξ) we apply Bott's algorithm to the weights
for all representations S ν occuring in S λ ⊗ S µ . Suppose N λ = uq 1 , N µ = vq 2 and N ν = vr 3 . Explicitly -
We write the third weight in its dual form-
Then the total number of exchanges N equals uγ 1 + vγ 2 + wβ 3 . We summarize this inProposition 4.2. The terms of the complex F • are given by -
where S ν ⊂ S λ ⊗ S µ and |λ| + |µ| − N = i.
Since the term |λ| + |µ| − N occurs often, we give it a name - From Proposition (4.2), it is clear that in order to calculate the terms F i of the resolution, we need to calculate D(λ, µ, ν). Due to the number of variables involved and the peculiar form of exchanges required, the calculation of a closed formula for D(λ, µ, ν) is not easy in general. The next proposition is our key result which gives us a lower bound for D(λ, µ, ν) in terms of the Euler form of quiver Q. Looking at the Young tableaux of λ and µ we get (by counting boxes)-
Thus we have:
In their paper [BZ01] , Bobinski and Zwara proved the normality of orbit closures for Dynkin quivers of type A n with arbitrary orientation. Using Proposition 4.2, we can immediately derive the normality of orbit closures in our case - Remark 4.1. The estimate in Proposition 4.2 can be extended to tree quivers having the property that every vertex is a source or sink. Thus Corollary 4.5 holds for orbit closures admitting a 1-step desingularization in case of all Dynkin quivers with every vertex being source or sink. This general result is part of our next paper.
Remark 4.2. For purposes of calculation, it is useful to record some simple observations regarding the sizes of partitions λ, µ and ν. From Equation (12) it is clear that when calculating t ξ, we only need to consider those partitions λ, µ, ν such that λ is contained in a dim Q 3 × dim R 1 rectangle, µ is contained in a dim Q 3 × dim R 2 rectangle and ν is contained in a dim (R 1 + R 2 ) × dim Q 3 rectangle. Thus the largest possible contributing triples are (λ, µ, ν) = (γ
3 , (β 1 + β 2 ) γ 3 ) (the notation α β stands for the rectangular partition (α, α, . . . , α) of length β).
Example 4.6. Let V = 0K0+0KK +KK0+KKK +K00+00K and I be the defining ideal of O V . Then α = (3, 4, 3) . Let β = (2, 1, 2). Therefore dim ξ = dim (R 1 ⊗ Q 3 * ⊕ R 2 ⊗ Q 3 * ) = 12. Hence we need to calculate ∧ 0 ξ, ∧ 1 ξ, · · · ∧ 12 ξ.
Let
The weight associated to the first summand is (0, 1, 0; 0, 0, 0; 0, 0, −1, 0) and weight associated to the second summand is (0, 0, 0; 0, 1, 0; 0, 0, −1, 0). Applying Bott's algorithm we see that none of these terms contribute to any of the F i . For an example of a contributing weight we calculate ∧ 3 ξ. From Remark 4.2, we know that λ is contained in the rectangle (3 2 ), µ is contained in (3 2 ) and ν is contained in (4 3 ).
The weights associated to the summands in that order are: Applying Bott exchanges to each weight we see that only the first and last summands contribute the non-zero terms (∧ 3 V 1 ⊗∧ 3 V * 3 ⊗A(−5)) and (∧ 3 V 2 ⊗∧ 3 V * 3 ⊗A(−5)) to F 1 . Continuing in this manner we get the resolution:
We will denote these ranks by p, q, r respectively. Hence N = ub + vc + wd.
We consider orbits admitting a Reineke desingularization given by the partition in Figure 2 . The following result is the main theorem of this section. It describes the first term F 1 of the resolution F • . In particular, it says that the summands of F 1 are obtained by contributions from rank(φ)+1 ξ, rank(ψ)+1 ξ and rank(φ|ψ)+1 ξ. As a result, we will have that the generators of the defining ideal are determinantal in the sense that they are maximal minors of φ, ψ and φ|ψ.
Theorem 4.7.
Proof: From Proposition 4.4, we have that
where S ν ⊂ S λ ⊗ S µ and D(λ, µ, ν) = 1. Also by Proposition 4.4,
Thus the options for (u, v, w) are (1, 0, 0), (0, 1, 0), (0, 0, 1), (1, 0, 1), (0, 1, 1), (1, 1, 1). We analyze these triples to prove our proposition. Recall that the weights of i ξ are of the form
where |λ| + |µ| = i.
(1) (u, v, w) = (1, 0, 0): in this case N = b, so |λ| + |µ| = b + 1. u = 1 implies that λ = (b + 1, 0 · · · , 0), so µ = 0. This implies ν = λ , but w = 0, so we will get a contributing triple only when d = 0. In that case p = γ 1 and
is the only contribution to F 1 .
Since ν is such that S ν ⊂ S λ ⊗ S µ , ν is also a hook of the form (d + 1, 1 m , 0, . . . ).
Since |λ| + |µ| = |ν| = b + c + d + 1, we must have k + l = d − 1 and m = b + c. Thus
By Cauchy's formula, this term is a direct summand of In Example 4.6, we found
) Fixing a basis for vector spaces V 1 , V 2 and V 3 , the minimal generators of the defining ideal are 3 × 3 minors of the 4 × 3 matrices φ and ψ and 4 × 4 minors of the map φ|ψ : V 1 ⊕ V 2 → V 3 , obtained by choosing 2 columns of φ and 2 columns of ψ.
4.3. F top and classification of Gorenstein orbits. Lets consider a Dynkin quiver Q. We denote the last term of the resolution F • by F top . Let t = dim ξ, where ξ is the vector bundle defined in (8). The top exterior power of ξ(a) is
(ha) * Thus the top exterior power of ξ is given by
where
First, we give a sufficient condition for the orbit closure O V to be Gorenstein in case of any Dynkin quiver Q. The condition that for every x ∈ Q 0 , the number
is independent of p (p = 1, 2, · · · , s), is equivalent to the the condition that t ξ, the top exterior power of ξ, contributes a trivial representation to F top . We show that the latter condition, together with normality, implies that the corresponding orbit closure is Gorenstein. First we show that the condition (17) is equivalent to the property that the τ -orbits in the Auslander-Reiten quiver are constantLemma 4.9. Let τ denote the Auslander-Reiten translate and suppose d(x) = (d u (x)) u=1,2,··· ,s are dimensions of the flag at vertex x in the desingularization Z. Then
for all x ∈ Q 0 and p = 1, 2, · · · , s − 1, where e x is the dimension vector of the simple representation supported at x.
Proof: (17) translates to the equations-
for x ∈ Q 0 and p = 1, 2, · · · , s − 1. This is equivalent to-
for all x ∈ Q 0 and p = 1, 2, · · · , s − 1. These conditions can be expressed in terms of Euler form as follows-
where e x is the dimension vector of the simple representation supported at x.
Lemma 4.10. Let m = dim V and t = dim ξ. Then
Proof:
Lemma 4.11. Suppose t ξ contributes a trivial representation to F t−m . Then the resolution
Theorem 4.12. Assume that for each p = 1, 2, · · · , s − 1 we have
If the incidence variety comes from Reineke desingularization and the corresponding orbit closure is normal with rational singularities, then it is also Gorenstein.
Proof: If the τ -orbits of an AR quiver are constant then by Lemma 4.9, t ξ contributes a trivial representation to F t−m . Then applying Lemma 4.11 we get that
In particular, for our case of non-equioriented A 3 this says that the orbits with multiplicities satisfying a = d, b = e and c = f are Gorenstein.
Next, we investigate necessary conditions for for the orbit closure O V to be Gorenstein in case of non-equioriented A 3 . Recall that for our case of non-equioriented A 3 , we have desingularization- Observe that ν has 2 corner boxes either of which can be removed to obtain a smallerν. Suppose we remove the first corner box. This corresponds to removing one corner box from µ. Finally, we give a list of orbits that can occur if the orbit closure is Gorenstein. These are the determinantal orbits mentioned earlier. Since it is enough to specify the multiplicities a, b, c, d, e, f to specify an orbit, we present the orbits in the shape of the AR quiver ( Figure  1 ) with multiplicities in place of indecomposables. 
