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Abstract
Popularity prediction has been studied in diverse online contexts with demonstrable
practical, sociological and technical beneﬁt. Here, we add to the popularity prediction
literature by studying the popularity of recipes on two large and well visited online
recipe portals (Allrecipes.com, USA and Kochbar.de, Germany). Our analyses show
diﬀerences between the platforms in terms of how the recipes are interacted with
and categorized, as well as in the content of the food and its nutritional properties.
For both datasets, we were able to show correlations between recipe features and
proxies for popularity, which allow popularity of dishes to be predicted with some
accuracy. The trends were more prominent in the Kochbar.de dataset, which was
mirrored in the results of the prediction task experiments.
Keywords: Online recipes; Food; Popularity
1 Introduction
The traces users leave behind when interacting with items online, combined with prop-
erties of the items themselves can be used to predict how popular individual items will
become with users of a service. This concept—known as popularity prediction—has been
studied in diverse contexts includingwith socialmedia content [1], online news articles [2],
and posted videos [3, 4]. Successfully predicting which items will gain popularity is useful
because placing popular content on entry pages can drive users to the site and maintain
engagement [5], can inﬂuence the content systems recommend to individual users [6] and
allow interests and cultural trends to be monitored over time [7]. If the popularity predic-
tion task is formulated such that future popularity is estimated using only data available
at upload time, there can be diﬀerent advantages. For example, we are investigating one
means of addressing the cold-start recommendation problem [8]. Moreover, based on the
results, users can be advised to modify their content or its description in some way to im-
prove its reception and visibility in the community. Successfully predicting popularity can
oﬀer additional, technical beneﬁts, such as improved eﬃciency in how caching resources
are allocated [9, 10].
In this work we use data acquired from two diﬀerent cooking platforms associated with
diﬀerent geographical regions to study the popularity of online recipes—an item yet to re-
ceive detailed attention in the popularity prediction literature. A further beneﬁt of study-
ing popularity in this context is that because there is a strong relationship between the on-
line recipes people view and bookmark and the food actually consumed [11–13], achieving
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an understanding of and the ability to predict which recipes become popular can oﬀer a
lens through which eating habits can be studied at a societal level.
Here we examine and compare two popular food portals from divergent food cultures.
The ﬁrst, Allrecipes.com, is primarily used by people living in the United States and, at
the time of writing, claims to be the world’s largest food-focused social network [14]. The
second, Kochbar.de, is a popular service in Germany oﬀering similar functionality to the
American site. It has been reported that Kochbar.de is the second largest food community
platform in Europe.a By studying popularity in the context of two platforms with sepa-
rate communities, we are able to understand how robust the predictive features are for
popularity prediction in diverse geographical and socioeconomic contexts.
Our research is driven by following research questions:
• RQ1. To what extent can popularity patterns be identiﬁed in the online food
communities Allrecipes.com and Kochbar.de?
• RQ2. To what extent do the two online communities (Allrecipes.com and Kochbar.de)
diﬀer from or are similar to each other, with respect to features derived from the food
and nutritional psychology literature?
• RQ3. To what extent can potential correlations be found that might be useful in a
prediction task?
• RQ4. To what extent is the popularity of online recipes predictable and which are the
most useful predictive features for this prediction task?
In the following sections we review appropriate background literature, which serves to
motivate the investigation of the above research questions. We continue to introduce the
datasets used andmethodology chosen to achieve our aims, as well as present and discuss
our ﬁndings. In the ﬁnal sections, we discuss what our results mean when set against the
context of the limitations of our study and ﬁnally, we propose future research directions.
2 Background
In this section we brieﬂy review three bodies of related work. First, we summarize the
popularity prediction problem, showing how it has been tackled and in which contexts.
We then turn our focus to the unit of study in this work by summarizing research from the
ﬁelds of information retrieval and recommender systems relating to online recipes. Finally,
we review research from psychology and nutritional anthropology, which provides insight
into the factors inﬂuencing human food choice. This work informs the feature engineering
decisions when deriving predictive models.
2.1 Research on popularity prediction on the web
Popularity prediction as a scientiﬁc problem is, to some extent, a response to the age-
old problem of information saturation [15]. Since its development, the World Wide Web
has only served to intensify Herbert Simon’s dictum that an overload of information leads
to a poverty of attention [16]. Deciding which sources to attend to is a daily struggle for
users [17, 18] and is open to numerous biases including subconscious human, as well as
algorithmic biases [19].
Patterns inwebpage accesses arewell known to be highly skewed andZipﬁandistributed
[20, 21]. Online videos, for example, which make up a signiﬁcant proportion of Inter-
net traﬃc, have been studied extensively [22–24], revealing that the interest generated
by items shared on the web is ephemeral and complex, and is inﬂuenced by numerous,
changing factors, all of which combine to make prediction diﬃcult [22, 25].
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Summarizing the literature reveals that typically moderate correlation is found between
popularitymetrics derived fromvarious user interaction traces, such as likes, views, shares
etc. [7, 26, 27]. This is most likely explained by the fact that metrics relate to diﬀerent as-
pects, ranging from attractiveness to utility to quality, and are often associated with dif-
ferent user aims or actions (e.g., consumption, sharing, the provision of feedback, indirect
communication etc. [28]).
Although popular items tend to be highly accepted as user recommendations, e.g., [29],
it should be clear that popularity does not equate to quality. Past research has demon-
strated that popularity is a complex, multifaceted concept, which is well known to be dif-
ﬁcult to predict [30]. Nevertheless, by studying how diverse metrics relate to each other,
e.g. [31, 32], researchers can achieve a broader and better understanding of what the pop-
ularity content actually means, as well as what can be achieved with accurate predictive
models for popularity.
Typical foci of investigation for researchers studying popularity prediction are diverse
information items shared on the web. These include movies (Simonoﬀ and Sparrow 2000)
or songs (Pachet and Sony 2012), online news articles [2], as well as various social network
content (Facebook: [33], Twitter [34–36], Weibo [37] and YouTube [3, 4]).
The problem of predicting popularity has been formulated in various ways. Shulman
[30] distinguishes between eﬀorts to predict apriori based on item content and meta-data
and modiﬁed versions of the problem where researchers are allowed to peek into early
adoption activity for an item to inform the prediction. Peeking formulations have been
proven to lead to predictions with greater accuracy, e.g., [33–35]. A second dimension by
which formulations of the problem can be distinguished relates to the aspect being pre-
dicted. In regression formulations the exact popularity of an itemmeasured on some scale
is predicted, whereas in classiﬁcation formulations popularity is discretized into distinct
classes, again based on some speciﬁed criteria [38]. The literature suggests that the latter
makes the problem more tractable [30].
The literature summarized thus far emphasizes that popularity prediction has been
studied in various contexts, using divergent methods, with heterogeneous motivations.
One context, however, which has yet to be studied in detail are popularity metrics relating
to online recipes. We believe this would oﬀer utility for a number of reasons relating to
understanding food culture, eating habits and links to epidemiology research, as well as
the design of technology to assist people nourish themselves more healthily. We explain
these points in more detail in the following section by summarizing relevant related work.
2.2 Research on online recipes
The way people interact with recipes online can provide clues regarding user food pref-
erences and eating habits. Kusmierczyk et al. and Trattner et al. analyzed data from the
German community platform Kochbar.de and found clear seasonal and weekly trends in
online food recipe production, both in terms of nutritional value (fat, proteins, carbohy-
drates, and calories) [39, 40] and in terms of ingredient combinations and experimentation
[41]. Similar patterns were observed by Wagner et al. [42] and West et al. [43]. West and
colleagues also found correlations between recipes accessed via search engines and inci-
dence of diet-related illness, which resemble ﬁndings reported recently by Said & Bellogin
[44], De Coudhury et al. [45] and Abbar et al. [12] in the context of Allrecipes.com, In-
stagram and Twitter respectively. Rokicki et al. [46] investigated diﬀerences in nutritional
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values between user recipes created by diﬀerent user groups, ﬁnding, for example, that
recipes from females are, on average, richer in carbohydrates. The carbohydrate content
of recipes seems to decrease with increasing user age, which mirrors the advice given by
most nutrition advice centers. Thus, the literature provides strong evidence for the utility
of using interactions with online food items to understand eating habits and for epidemi-
ological purposes.
These published analyses are all very related to work in the recommender systems lit-
erature, which attempts to model user food preferences to present individual users with
meal recommendations that they would like to eat [47, 48] or to assist usersmake healthier
food choices [49]. A recent review of research in this area can be found in [50]. The liter-
ature emphasizes that food choice is complex and context sensitive, with user, situational,
temporal, and social factors playing a role [51].
The research reviewed in this section is relatively new and data-driven. The research
has, moreover, been largely performed without being related to an extensive body of work
frompsychology, dating from the 1950s, which has investigated the factors inﬂuencing the
food choices people make. In the following section we provide a brief review of important
work in this domain, which later informs the feature engineering procedures in our work.
2.3 The psychology of food choices
People typically make around 200 food choices every day [52]. Choosing which food to eat
is a complex process inﬂuenced by a number of context factors at biological, personal, sit-
uational, social and socio-economic levels [53]. Among the most commonly investigated
factors in the food literature are taste or sensory appeal, health-related issues, ethical con-
cerns, convenience, price, and weight control considerations [54]. Food choices reﬂect
mood, with people having been shown to eat to receive emotional comfort or improved
mood, evoke past experiences or experience something newwhen choosing food [54–56].
Individual diﬀerences can be found with respect to the importance placed on these di-
verse attributes and this can depend on other factors including age, gender, race, lifestyle,
socioeconomic status, cultural background, and education [57, 58]. However, the evidence
suggests that formost people, the driving factors seem to be the taste of food andhow it ap-
peals to one’s other senses, followed by concerns about health, weight control, nutritional
value, and cost [59, 60] and the recently published studies summarized above with online
recipes only seem to conﬁrm this [48, 49]. That being said, the food choices people make
can be biased in countless ways. For example, people make poor decisions when stimu-
lated (e.g., when hungry and surrounded by the sights and smells of calorie rich food) [52]
or when emotional [61] or stressed [62]. People, moreover, adapt their behaviour to the
social context with obese individualsmore likely to be friends with other obese individuals
[63] and people consume more when they eat in groups, rather than alone [52].
Thus, popularity prediction in the domain of online recipe portals is related to food rec-
ommender systems, which is, in turn, related to studies in psychology to understand the
processes of food choice. All three bodies of research point to the prediction of the popu-
larity of recipes being a challenging task. That being said, by explaining some of the factors
inﬂuencing food choices, the literature also oﬀers hints as to features, which may be help-
ful for predicting popularity. We use these hints to drive our analyses, as we experiment
with popularity prediction in the context of online recipes.
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2.4 Building on prior research
The research presented in this article extends previous work in at least three distinct ways.
Firstly, we are the ﬁrst, to our knowledge, to examine the popularity prediction problem
in the context of online recipes. We argue that there is a number of potential beneﬁts to
this, including the possibility of improved recommendations, user advice on how to im-
prove their content, and an instrument for learning about societal eating habits. Secondly,
although both datasets presented have been studied to some extent in the past, neither
have been studied with respect to popularity prediction, nor does any publication exist,
which compares the two datasets directly. This is advantageous because it oﬀers insight
into how two divergent food cultures compare and contrast. Thirdly, we collate and eval-
uate an extensive set of features from diverse related work including from papers in the
popularity prediction literature and frompapers in the online recipe literature.We also de-
rive new features from the food psychology literature, which we believed may oﬀer utility
for the task at hand. Although many of the features have been investigated to some extent
in the past, this article presents an evaluation of a comprehensive feature set, which goes
beyond any previous investigation.
3 Materials
In the following two sub-sections we describe how the data we use to address our research
aims were obtained and present some descriptive statistics about the data acquired and
analyzed. In addition to this we provide insight into how the two platforms function and
supplement our descriptions with screenshots taken of recipe presentation and how users
are able to upload recipes in both platforms.
3.1 Allrecipes.com
The ﬁrst dataset used and that shall be described is Allrecipes.com. According to
Ebizmba.comb it is the most popular online food platform on the Web and has global
website rankc of 885 and 246 inside the USA (July 2017). The dataset was obtained be-
tween 20th and 24th of July 2015 by implementing a standardWeb crawler [64]. It contains
60,983 recipes published between the years 2000 and 2015 on the Allrecipes.comwebsite.
Of these recipes, 58,263 contain nutrition information. The recipes were published by
25,037 users during this time period. The recipes and associated user proﬁles were ob-
tained via the sitemap available in the robots.txt ﬁle.
In the following paragraphs, we describe the ‘recipe proﬁle view’ and the ‘upload view’
which are available to the user when clicking on a recipe or when uploading a new recipe
to Allrecipes.com. In addition, we provide information about the ‘user proﬁle view’ as we
also extract features from this view based on the available entities (meta-data), see Table 1.
Recipe Proﬁle View. As presented in Fig. 1 and sub-ﬁgures (a)–(c), the recipe proﬁle
view presents the user with all relevant features about the recipe and allows other users to
rate and comment on the recipe. Besides typical entities such as average rating, number of
ratings, image, recipe ingredients and cooking directions, this view also features the nutri-
tional information of the meal. This information is only available for public and reviewed
recipes and not for personal recipes uploaded to the user’s private space. To estimate the
nutritional information of the recipes uploaded by the community, Allrecipes.com relies
on the ESHA Research’s nutrient database,d which allows Allrecipes.com to provide in-
formation for 18 diﬀerent nutrients including energy (kCal), protein (g), carbohydrate (g),
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Table 1 Entities (meta-data) available in Allrecipes.com and Kochbar.de recipe and user proﬁle views
as employed for the study. As shown not all types of entities are available for both sites as indicated
with a × symbol
Entity Allrecipes.com Kochbar.de
Recipe Proﬁle View
Recipe Name (ID) × ×
Cook Name (ID) × ×
Recipe Title × ×
Recipe Image × ×
Average Recipe Rating × ×
Ingredient List × ×
Preparation Time × ×
Instruction Text × ×
Nutrition Table × ×
Recipe Rating List × ×
Recipe Comment List × ×
Recipe Categories† × ×
Users Proﬁle View
User Name (ID) × ×
First/Last Name ×
Uploaded Recipes × ×
Cooking Interests ×
Biography ×
Gender ×
Date of Birth ×
Location of Residence (City, Country) × ×
Bookmarked Recipes ×
Friends (User Names) ×
Followers (User Names) ×
Member Since (Date) ×
Note: † In Allrecipes.com and Kochbar.de the recipe view only provides a category bread crumb. To obtain all possible
category labels for a recipe in Allrecipes.com and Kochbar.de we needed to crawl the ‘Category view’, which provided a
navigable category tree and links to recipes.
sugar (g), sodium (g), fat (g) saturated fat (g), and ﬁber (g). User comments and ratings
are displayed at the bottom of the view. Additionally, there is the “rate and review” but-
ton, when pressed it shows a window with the rating feature (based on 5 stars) and a text
area for the comment. Important to note is that these screenshots were taken in August of
2017. However, the dataset was crawled in 2015 when providing a rating was mandatory
when commenting on a recipe. This is no longer the case.
User Proﬁle View. We do not provide screenshots for this view as although publicly
available, these contain user personal data. The user view in Allrecipes.com comprises
information about a user’s uploaded, favoured recipes, comments and rated recipes. Until
2015 this view also contained information about where the cook is currently living, mem-
ber since information, cooking interests, hobbies and some additional text describing the
user. We made use of the users’ “current home location” information, which is provided
on city and county level, in our analyses.
Recipe Upload View. Sub-plot (d) in Fig. 1 presents the upload view. In order to upload
a recipe to Allrecipes.com, one has to provide multiple recipe parameters. These include
the recipe title, a description, the preparation steps, a list of ingredients, preparation and
cooking time and the number of servings. Also, the privacy level must be deﬁned. When
submitted as a public recipe and “Kitchen Approved”, the editorial staﬀ will review the
recipe to ensure quality and calculate the nutritional information based on the ingredients.
A picture of the recipe is optional. Furthermore, it is important to note that the ingredients
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Figure 1 The recipe and upload views of Allrecipes.com. (A) shows the top of the recipe detail view with the
image and ingredients (B) shows the lower part of the recipe detail view with the nutritional information and
the cooking directions (C) presents the comments section, located at the bottommost part of the recipe view
(D) presents the recipe upload form
Table 2 Basic statistics of the Allrecipes.com and Kochbar.de dataset
Feature Allrecipes.com Kochbar.de
Number of published recipes 60,983 405,864
Recipes containing nutrition information 58,263 309,360
Users with published recipes 25,037 18,212
Recipes rated/commented 46,713† 400,155/360,668
Ratings/comments provided to recipes 1,032,226† 7,796,004/2,751,820
Users who provided ratings/comments 125,762† 19,444/21,951
Distinct Ingredients 3842 2028
Distinct recipe categories 939 246
Note: † Number of ratings and comments are the same per recipe in Allrecipes.com as one can only rate and comment at the
same time.
are captured with free form text with no spellcheck or guiding feature. This is the reason
for the many misspellings and word variants found in the data set (see Sect. 4.1).
A very important feature of Allrecipes.com is that the platform also provides categorical
information which was extracted from the platform’s category tree which is as available
through the platform’s ‘category view’.e
Table 2 gives an overview of the basic statistics of the Allrecipes.com dataset and Table 1
provides an overview of the available entities used later for feature extraction.
3.2 Kochbar.de
The second dataset we employ in this work is from the online food website Kochbar.de. It
was crawled by [41] in 2014. According to [65] Kochbar.de attracts more than 6.6 million
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Figure 2 The recipe view of Kochbar.de. Plot (A) highlights the top part of the view, showing the main
parameters of the recipe and the rating feature (B) presents the bottom part of the recipe detail view with the
nutritional information on the lower left side (C) shows the comments section located at the bottom part of
the detail view
unique users everymonth, is ranked among the top-50most popular websites in Germany
and is the second most popular food website in Europe.
Kochbar.de hosts about half a million recipes by users from all over the world. In 2014
Kusmierczyk et al. [41] crawled over 400,000 recipes uploaded between the years 2008
and 2014. These recipes were uploaded by nearly 200,000 unique users. Kochbar.de is very
similar to Allrecipes.com in terms of how the platform works as well as the functionalities
provided to users.
As in Allrecipes.com, Kochbar.de oﬀers two main views to users when inspecting a
recipe or when uploading a recipe to the platform. These are described below along with
the user proﬁle view.
Recipe ProﬁleView.Aspresented in Fig. 2 and sub-ﬁgures (A)–(C), the recipe view shows
almost the same information as the corresponding view in Allrecipes.com. It displays the
main recipe information such as title, description, preparation steps/time, and ingredi-
ents.
Only 4 nutrients are presented to the user, which are estimated using the German Nu-
trient Data Base.f In particular, calories, protein, carbohydrates and fat content measured
in 100 g per meal are presented. The rating and commenting functionalities are slightly
diﬀerent to those oﬀered in Allrecipes.com. Asmentioned above, in Allrecipes.com, users
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could only rate and comment on recipes together at least until 2015. In Kochbar.de these
two features are separated.
User Proﬁle View. Again we do not provide screenshots for this view as it contains per-
sonal data. As with Allrecipes.com, the user view in Kochbar.de information about the
user’s uploaded recipes and gives the user the opportunity to provide information about
the town/country the user is currently living in, and some speciﬁc text ﬁelds related to
cooking interests. In the same way as with the Allrecipes.com data, we made use of the
users’ “current home location” information in our analyses.
Recipe Upload View. Fig. 2 and sub-plots (A)–(B) presents the upload view, which is
more complex than the one provided by Allrecipes.com. Besides the standard recipe pa-
rameters such as title, description and preparation time, diﬃculty level or price level, it
also features an elaborate ingredients deﬁnition widget. The ingredients widget supports
the user with ingredient suggestions based on the input provided. Along with the ingre-
dient name, it has two separate input ﬁelds for the amount and the unit. Presumably, this
improves the automatic ingredient parsing, on which the nutrient information is based
on. Nevertheless, there are still many misspellings and word variants in this data set (see
Sect. 4.1). This could either be explained with incorrect usage of the ingredient widget,
misspelled ingredients that are already in the Kochbar.de database, or that the widget has
not been always been part of the upload form. The cooking instructions are also captured
in a more structured manner. The form provides separate text ﬁelds for every step. Pho-
tographs of the meal can also be uploaded. In contrast to Allrecipes.com, the Kochbar.de
upload form allows the user tomanually overwrite the automatically calculated nutritional
information. It is also possible to assign descriptive tags and categories to the recipe, which
is not possible in Allrecipes.com.
Similar to Allrecipes.com, Kochbar.de contains a dedicated sub-page with a category
treeg relating recipes to categories fromwhich we obtained the category labels of a recipe.
Table 2 gives an overview of the basic statistics of the Kochbar.de dataset and Table 1
provides and overview of the available entities used later for feature extraction.
4 Methodology
In this section we describe the methodology applied in 4 distinct sub-sections: Sect. 4.1
explains how we isolate and pre-process the recipes from the collection; Sect. 4.2 ex-
plains how wemeasure popularity; Sect. 4.3 outlines the features investigated and, ﬁnally;
Sects. 4.4 and 4.5 present the statistical approaches used to compare and model predic-
tions, respectively.
4.1 Data selection and pre-processing
For the purpose of our analyses we made use of recipes that were (1) main meals, (2) pro-
vided nutrition information and (3) had at least one image of the prepared meal available.
In Allrecipes.com 11, 194 recipes fulﬁll these criteria while for Kochbar.de the number
was 81, 232. We chose to focus mostly on main dishes because, as shown in Fig. 4, the
frequency for which recipes in diﬀerent categories are uploaded varies strongly across the
platforms.Main dishes is a popular category common to both platforms, and thus provides
a fair basis fromwhich to compare the platforms.We do provide additional analyses using
all of the recipes in the datasets, including the prediction experiments and we emphasize
this to the reader as appropriate.
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Figure 3 The upload view of Kochbar.de. Plot (A) shows the top part of the form with the structured
ingredients and cooking instructions input widgets (B) presents the bottom part of the upload form, allowing
the user to upload an sample image. This part also oﬀers the possibility to assign the recipe to diﬀerent
categories, diﬃculties and price levels
Figure 4 Plot (A) and (B) show which of the categories in Allrecipes.com and Kochbar.de are the most
popular ones (top-20) with respect to number of recipes uploaded to these categories. Plot (C) presents
which of the categories present in both datasets are the ones with the most recipes uploaded. As presented,
the ‘main dish’ category is the largest to which most of the recipes in both platforms are uploaded to
Since both datasets had been used for other purposes in the context of previous stud-
ies [41, 64], the data had already been structured and partially cleaned. That being said,
the ingredient lists for both datasets were noisy due to misspellings and natural vocabu-
lary variation that occur when recipes are uploaded by users. To tackle these issues, we
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made use of the Spoonacular.comWeb API,h which oﬀers services for analyzing food and
recipes.i The API is free to use for academic purposes and allows the extraction of normal-
ized ingredients from free-form text. As Spoonacular.com only supports English text, the
Google translate API was employed to translate German to English text. Text that could
not be recognized by the Spoonacular API (such as misspellings) was convertedmanually.
Although this pre-processing pipeline is not perfect, manual inspection of the results
demonstrated to us that in the vast majority of cases, the output produced was accurate.
Taking a sample of 1000 matched ingredients revealed only ﬁve results we considered in-
appropriate, e.g., “tomatoes dried in oil” wasmatched as “dried tomatoes” and “ﬂour to roll
out” was matched to “roll”. The other two mismatches would make very little nutritional
diﬀerence, e.g., “China spice” was matched as “BBQ Spice”. Many of the results were im-
pressive. For example, even though the German phrase for free-range eggs “Freilandeier”
was translated as “eggs Freiland”, this still resulted in a usable match of “eggs”.
By taking this approach we were able to reduce the total number of unique ingredients
from 723,911 to 3842 for Allrecipes.com and from 302,126 to 2028 for Kochbar.de.
4.2 Analyzing popularity
As indicators for popularity we chose the number of comments and the number of ratings
for each recipe as these were available for both datasets. It made little sense to analyze
ratings applied or the sentiment of comments on recipes as neither varies to a great extent
across recipes. Over 99% of the recipes in the Kochbar.de dataset were given a 5-star rat-
ing and while in Allrecipes.com the trend is not so pronounced, most of the recipes with
ratings were rated as 4 or 5.
We also plot average number of comments/ratings over time, both cumulatively and
non-cumulatively. Further insight is provided by calculating mean and median popularity
for each time slot, that is for 1 day, 7 days (one week), 30 days (one month) and 365 days
(one year).
4.3 Feature engineering for recipe popularity prediction
To investigate which factors help explain popularity, we derived a set of features relating
to aspects highlighted in the literature summarized in Sects. 2.2 and 2.3.
The features relate to a recipe’s content, presentation, nutrition and healthiness, com-
plexity, seasonality and innovation (7 feature sets in total). We also derive features cap-
turing aspects relating to the authoring user and the context surrounding the interaction.
Although many of these features have been used in previous investigations in various di-
verse contexts, it is the ﬁrst time they have been examined together, in exhaustive detail.
It is also the ﬁrst time that these features have been tested in the context of predicting
popularity.
We brieﬂy describe the main groupings below and explain how these were calculated.
The numbers in the brackets denote the number of features in each feature set.
Recipe Nutrition (4). We derived 4 features representing the nutritional properties of a
recipe, which past work has been shown to inﬂuence how people perceive online recipes
[51]. The features are:
• Kcal (per 100 g), measuring the amount of energy in Kcal per 100 g in a recipe.
• Protein (per 100 g), capturing the amount of protein measured in grams per 100 g in a
recipe.
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• Carbohydrates (per 100 g), capturing the amount of carbohydrates measured in grams
per 100 g in a recipe.
• Fat (per 100 g), capturing the amount of fats measured in grams per 100 g in a recipe.
RecipeHealthiness (1).To establish the healthiness of a recipe—often cited as amotivator
for food choice [59, 60]—we derive the WHO health score, reported in [64, 66], which
deﬁnes healthy ranges for the daily intake of macro- and micro-nutritional components
as recommended by theWorld Health Organization (WHO). The nutrients used to derive
the score are proteins, fat and carbohydrates. As in previous studies using the metric, the
score ranges from 0 if none of the ranges were met, to 3 if all were met. The feature is
labeled asWHO health score throughout this paper.
Recipe Complexity (5). Complexity are concepts associated with food preferences in the
food recommender systems literature [51].
In particular, we derived 5 features describing various aspects relating to recipe com-
plexity:
• Preparation Time (Min.) captures the amount of time needed in minutes to prepare a
meal based on a given recipe.
• Num. Preparation Steps captures the number of steps to prepare a meal from a recipe.
• Num. Servings captures the number of meals servings a recipe provides.
• Num. Ingredients relates to the number of ingredients mentioned in a recipe to
prepare a meal.
• Num. Categories details the number of category labels, which have been applied to a
recipe.
Recipe Presentation (21). 21 features describe diverse aspects of a recipe’s presentation.
We have further grouped these into sub-sets capturing visual and textual aspects. Visual
features include the 10 features proposed by San Pedro and Siersdorfer [67] to capture
the attractiveness of an image. These were originally shown to work well in the context of
photographs on the platform Flickr, but our recent work demonstrates that a sub-set of
these features also work well in gauging the attractiveness of photographs associated with
online recipes [68]. Concretely, the features derived include: sharpness, contrast, satura-
tion, colorfulness, entropy and naturalness, all of which are deﬁned formally below. All low
level image features are measured with the freely available OpenIMAJ Java Frameworkj in
version 1.3.5. OpenIMAJ is a collection of tools for analysis multimedia content such as
images or video and was developed by the University of Southampton.k
• Image: Sharpness. This image metric measures the clarity and level of detail of an
image. It is related to the brightness contrast of edges in an image. The algorithm
utilizes the images Laplacian, divided by the locale average luminance (μxy) around
pixel (x,y):
image_sharpness =
∑
x,y
L(x, y)
μxy
, with L(x, y) = ∂
2I
∂x2 +
∂2I
∂y2 (1)
• Image: Sharpness variation. Similar to the saturation variation, sharpness variation is
calculated via the standard deviation of all pixel sharpness values.
• Image: Contrast. Contrast is the relative diﬀerence in brightness or color of local
features in an image. In [69] contrast is deﬁned as the “assessment of the diﬀerence in
appearance of 2 or more parts of a ﬁeld seen simultaneously or successively”. There
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are many metrics for contrast, but the root mean square contrast (RMS-contrast) is
often used to compare images [67]. We calculate RMS-contrast as follows:
image_contrast = 1N
∑
x,y
(Ixy – I), (2)
where Ixy is the intensity of a pixel, I represents the arithmetic mean of the pixel
intensity and N is the number of pixels in the image. OpenIMAJ oﬀers the
RMSContrast class for this measurement.
• Image: RGB Contrast. The RGB contrast is almost identical to the basic contrast
calculation, explained above. However, it is extended to the three-dimensional RGB
color space.
• Image: Saturation. According to the International Commission on Illumination [70]
the image saturation is deﬁned as the “colourfulness of an area judged in proportion to
its brightness”. It describes the quality of the color eﬀect or vividness. In the HSV color
space the saturation estimation can be calculated via the RGB approximation of
image_saturation = 1N
∑
x,y
Sxy, with
Sxy = max(Rxy,Gxy,Bxy) – min(Rxy,Gxy,Bxy), (3)
where N is the amount of pixels in an image and Rxy, Gxy and Bxy are the coordinates
of the color of the pixel in sRGB space.
• Image: Saturation variation. This method estimates the variation in saturation via the
sample standard deviationl of all pixel saturations of the image
image_saturation_variation =
√∑
x,y(Sxy – S)2
N – 1 , (4)
where N is the number of pixels, Sxy is the list of pixel saturations and S represents the
arithmetic mean of the pixel saturations.
• Image: Brightness. The average brightness of an image attempts to measure the
subjective visual perception of the energy output of a light source. The brightness of
the recipe images was extracted with the AvgBrightness classm with the default NTSC
weighting scheme and no mask. It uses a standard luminance algorithm
image_brightness = 1N
∑
x,y
Yxy, with
Yxy = (0.299 ∗ Rxy + 0.587 ∗Gxy + 0.114 ∗ Bxy), (5)
where Yxy denotes the luminance value and N is the amount of pixels in an image. Rxy,
Gxy and Bxy are the three RGB color space channels of pixel(x,y).
• Image: Colorfulness. The International Commission on Illumination [71] has deﬁned
colorfulness as an “attribute of a visual perception according to which the perceived
color of an area appears to be more or less chromatic”. Colorfulness can be calculated
via the individual color distance of the pixels. Therefore, the image needs to be
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transferred in to sRGB color space using rgxy = Rxy –Gxy and
ybxy = 1/2(Rxy +Gxy) – Bxy and subsequently, colorfulness can be measured as
image_colorfulness = σrgyb + 0.3 · μrgyb, with
σrgyb =
√
σ 2rg + σ 2yb, μrgyb =
√
μ2rg +μ2yb, (6)
where Rxy, Gxy and Bxy are the color channels of the pixels and σ is the standard
deviation, respectively μ the arithmetic mean. The colorfulness of the recipe images
was measured with corresponding class of OpenImaj.
• Image: Entropy. In information theory, entropy is known as a measure of randomness
or the amount of information content provided by a source. The entropy of an image
is often used to determine how much information needs to be encoded by a
compression algorithm. As an example, an image of moon craters will have a very
high edge contrast, which leads to a high entropy, meaning it cannot be compressed
very well. This suggests that it can be used to measure an image’s texture [72]. We
used Shannon entropy as follows: First we converted the image to grey scale, where
each pixel has only a intensity value. Secondly, we count the occurrences of each
distinct value. Then, we apply the following formula:
image_entropy = –
∑
x∈[0..255]
px · log2(px), (7)
where px is the probability of ﬁnding the gray-scale value x among all the pixels in the
image.
• Image: Naturalness. The concept of naturalness describes the diﬀerence (or similarity)
between an image and the human visual perception of the real world, with respect to
colorfulness and dynamic range. Although subjective, it is an important image quality
metric when it comes to color image design [73] and according to San Pedro and
Siersdorfer [67] it can be measured as follows: First transfer the image color space, if
not already, to HSL. Then use only pixels within the thresholds 20≤ L≤ 80 and
S ≥ 0.1. In the next step, pixels are grouped in to one of the three sets ‘Skin’, ‘Grass’ or
‘Sky’, based on their H coordinate (hue). In order to calculate the naturalness of each
set, the average saturation value of the group (μS) is used:
NSkin = e–0.5(
μSkinS –0.76
0.52 )
2 , if 25≤ hue≤ 70
NGrass = e–0.5(
μGrassS –0.81
0.53 )
2 , if 95≤ hue≤ 135 (8)
NSky = e–0.5(
μ
Sky
S –0.43
0.22 )2 , if 185≤ hue≤ 260
In the ﬁnal step, the naturalness index can be calculated using
image_naturalness =
∑
i
ωiNi, i ∈
{
‘Skin’, ‘Grass’, ‘Sky’
}
, (9)
where ωi represents the fraction of pixels of the speciﬁc group in the whole image.
Naturalness ranges from 0 (a unnuatural image) to 1 (a natural image).
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Textual presentation relates to 5 features, which capture aspects of the recipe title and
6 features capturing the presentation of instruction text [74].
For the instruction text we obtained the following features:
• Instruction: Num. Chars captures the number of characters in the instruction text
block of a recipes.
• Instruction: Num. Words captures the number of words in the instruction text.
• Instruction: Num. Sentences captures the number of sentences in the instruction text.
• Instruction: Readability Scoremeasures, on a scale from 0 to 100, the extent to which
the instruction text is readable. We employed LIX as proposed by [75] who showed
that LIX works well across diﬀerent languages including English, French and German.
In addition to the advantage LIX can be used for both Allrecipes.com and Kochbar.de,
it is simple to compute as it bypasses diﬃculties of other readability algorithms, which
need to calculate the number of syllables in advance. It is mainly based on simple text
measures:
LIX = 100× RLW +ASL, with RLW = nlwnw ,ASL =
nw
ns
, (10)
where nlw is the number of long words (words > 6 characters), nw is the word count
and ns is the sentences count. Hence, the higher the value the more diﬃcult the text is
to read. Typically values of around 20 mean easy to read and greater than 60 hard to
read [75].
• Instruction: Entropy captures the amount information contained in the text measured
as H = –
∑N
i=0 pi · log2(pi), where pi captures the probability of a certain character
available in the whole instruction text string. N stands for the number of unique
character available in the text.
• Instruction: Sentiment captures the amount of sentiment used to in the instruction
text. Sentiment for the title as well as for the description text was attained with
SentiStrength,n which provides two measures to analyze text in terms of the sentiment
expressed by the user: positivity φ+(t) (between +1 and +4, +4 being more positive)
and negativity φ–(t) (between –1 and –4, –4 being more negative). Following the
approach of Kucuktunc et al. [76], we derived one single metric based on the values of
positivity and negativity provided by Sentistrength, namely ‘attitude’, which provides
the predominant sentiment of a text [77]. It is calculated as φ(t) = φ+(t) + φ–(t).
The same metrics were then also applied to the recipe titles, the exception being that
we did not measure the number of sentences. Thus, the title-based presentation features
(5 in total) can be summarized as follows:
• Title: Num. Chars captures the number of characters in the title text.
• Title: Num. Words captures the number of words in the title text.
• Title: Readability Scores captures to what extent the title text is readable measured via
LIX (see instructions).
• Title: Entropy captures the amount information contained in the text measured via
entropy (see instructions).
• Title: Sentiment captures the amount of sentiment available used to in the title text
measured via SentiStrength (see instructions).
Recipe Seasonality (4). Previous work, such as [39], has shown that strong seasonal
trends can be observed in online recipe preferences and upload behavior [78]. To capture
these eﬀects we derived in total 4 seasonal features which we computed as follows:
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• Upload Month. Captures the month in the year when the recipe was uploaded.
• Day of Month. Captures the day in the month in which the recipe was uploaded.
• Day of Week. Captures the day the week in which the recipe was uploaded.
• Within Season. Captures the extent to which the recipe was in season at time of
upload. We capture this through the recipes ingredients, i.e. a recipe should be in
season when its ingredients are in season. Therefore distribution probabilities for each
distinct ingredient in the entire ingredient database were estimated for each month.
Finally, we calculated the mean of the ingredient probabilities for all ingredients of a
speciﬁc recipe, using its month of upload. More speciﬁcally, the process was as
follows: For each ingredient we (1) count the occurrences of the ingredient for each
month over all recipes; (2) use the occurrences list to calculate the density function
with an univariate kernel density estimator, such as the KDEUnivariateo method of
StatsModels, which sets the optimal bandwidth automatically; (3) evaluate the point
densityp of the estimated density function for all twelve months. We then calculate for
each recipe:
within_season = 1N
N∑
i=0
ρmi , (11)
where N is the amount of ingredients of the recipe and ρmi is the seasonality
probability of ingredient i at the recipe upload monthm. The seasonality value ranges
from 0 (none of the ingredients were in season at upload date) to 1 (all ingredients
were in season).
Recipe Innovation (6). The innovation of recipes is captured by 6 features metrics which
are calculated as follows:
• Ingredients rank. Captures the average popularity rank of the ingredients in a recipe. It
is calculated as follows:
ingredients_rank = 1N
N∑
i=1
rank(Ii)
NI
, (12)
where N is the total number of ingredients used in the recipe, NI the number of
ingredients in the whole corpus (until recipe upload date) and the function rank()
returns the frequency rank of the ingredient Ii in the whole recipe corpus (until recipe
upload date).
• Categories rank. The feature “categories rank” is calculated in the same way. However,
it are based on the ranks of the categories with respect to the complete recipe corpus
(until recipe upload date) and is calculated as follows:
categories_rank = 1N
N∑
i=1
rank(Ci)
NC
, (13)
where N is the total number of categories used to label a recipe, NC the number of
categories in the whole corpus (until recipe upload date) and the function rank()
returns the frequency rank of the categories Ci in the whole recipe corpus.
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• Title Words rank. Similar to the above mentioned ingredient and category rank
features, this feature captures popularity of title words and is calculated as follows:
title_words_rank = 1N
N∑
i=1
rank(TWi)
NT
, (14)
where N is the total number of title words used in a recipe, NT the number of title
worlds in the whole corpus and the function rank() returns the frequency rank of the
title words Ci in the whole recipe corpus.
In addition to these simple ranking features we also calculated three features which cap-
ture the innovation of a recipe based on all previous uploads at an ingredient level.
• Recipe Innovation Jaccard. The ﬁrst feature is called ‘recipe innovation jaccard’ and
was introduced by Kusmierczyk et al. [41]. As indicated by the name, the metric
employs Jaccard’s index to calculate the similarity of two recipes r and r′ as follows:
recipe_innovation_jaccard = 1 – max
r′≺r
|{i : i ∈ r ∧ i ∈ r′}|
|{i : i ∈ r ∨ i ∈ r′}| , (15)
where the Operator ≺ shows the temporal precedence of the recipes (r′) compared to
upload date of recipe r and where the parameter i denotes the ingredients of the
recipes.
• Avg. Recipe Innovation Jaccard. In addition to the above mentioned metric we
calculate the average recipe innovation of a recipe. The previous metric ﬁnds only the
most similar recipe while the metric describes the average similarity when the recipe r
is compared to each recipe r′ in the collection:
avg_recipe_innovation_jaccard = 1 –mean
r′≺r
|{i : i ∈ r ∧ i ∈ r′}|
|{i : i ∈ r ∨ i ∈ r′}| . (16)
• Recipe Innovation IDF. A ﬁnal innovation metric measures the innovation of a recipe
based on the inverse ingredient frequency. Hence the rarer an ingredient in a recipe,
i.e., the lower the counter, the higher the innovation. The metric is an adopted of
Kerne et al.’s innovation metric that captures the novelty of an idea based on
employing an inverted index showing which creators had the same answer [79]. To do
so, ﬁrst, a function that returns all ingredients of a speciﬁc recipe r needs to be
deﬁned: Ir = {i1, . . . , in}. Thereafter, we deﬁne a inverse function, which returns all
recipes r∗ a particular ingredient i is used in, as follows:
ing_occurrencesi =
{
r∗ : r ∈ R∧ i ∈ Ir
}
, (17)
where R is our case the set of all recipes previously uploaded (in time) by the users in
the recipe collection. The rareness of an ingredient can then be computed as follows:
ing_rarenessi =
|ing_occurrencesi|
|R| , (18)
where the value ranges from 0 (the ingredient was used in none of the previously
uploaded recipes) to 1 (the ingredient was used in all recipes previously uploaded).
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Finally, the innovation IDF value for a recipe is calculated as the sum of all its
ingredient rareness, normalized by the amount of all ingredients used in the recipe:
recipe_innovation_IDF = 1|Ir|
∑
i∈Ir
ing_rarenessi (19)
User Activity and Context (16). A further set of features describes aspects relating to
activities performed by the recipe author and the context within which these take place.
In particular the features (16 in total) are the following:
• Num. Recipes uploaded until Upload. The number of recipes a user had uploaded at
the upload time of a given recipe.
• Num. Comments written until Upload. The number of comments a user had written
for other recipes at the upload time of a speciﬁc recipe.
• Num. Comments received until Upload. The number of comments a user had received
for her/his recipes at the upload time of a speciﬁc recipe.
• Num. Recipes uploaded per day/week/month/year. These are 4 features which capture
the number of recipes uploaded on average by a particular user over the course of one
day, one week, one month or one year at the upload time of a speciﬁc recipe.
• Num. Ratings provided per day/week/month/year. These are 4 features which capture
the number of ratings provided on average by a user for other users’ recipes over the
course of one day, one week, one month or one year at the upload time of a speciﬁc
recipe.
• Num. Comments provided per day/week/month/year. These are 4 features which
capture the amount of comments provided by a user on average over the course of
one day, one week, one month or one year to other people’s recipes.
• Cook Living in Germany/USA. Finally, a binary feature captures whether a user is
located in the origin country of the food websites. This means that if a Allrecipes.com
user is living in the USA, the value will be 1 otherwise 0. The same approach is applied
to Kochbar.de with the value being 1 if the user is located in Germany and 0 if not.
Recipe Popularity (8). To capture recipe popularity and appreciation we employ the
number of ratings and comments provided by the users within a given time range after
upload date. In total we derived 8 features which are as the following:
• Num. Comments received within day/week/month/year. These are 4 features which
capture the amount of comments a recipe has received within a one day, one week,
one month and one year period after the recipe has been published.
• Num. Ratings received within day/week/month/year. These are 4 features which
capture the amount of ratings a recipe has received within a one day, one week, one
month and one year period after the recipe has been published.
4.4 Comparative statistical analysis
To compare the two communities we computed standard descriptive statistics, such as
mean, median, minimum and maximum, for all features on both datasets and used sig-
niﬁcance tests to establish diﬀerences. Due to the diﬀerences in the feature distributions
it was necessary to employ various tests. A Brown–Forsythe test for ﬁnding statistically
equal variance was utilized. The Brown–Forsythe test is used for group comparison based
onmedian absolute deviations (MAD) and ismore robust against outliers compared to the
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Leven’s test, which uses the mean. In the case of equal variance of the two feature distri-
butions (p < 0.05), a Wilcoxon Rank sum test was performed. When the test rejected the
equal variance hypothesis, a two-sample Kolmogorov–Smirnov (KS) test was used. We
report p-values.
“While a p-value can inform whether an eﬀect exists, the p-value will not reveal the size
of the eﬀect” [80]. As such, we also computed the eﬀect size r for each statistical test [81].
The eﬀect sizes were calculated as Z√nx+ny , where Z is the Z statistic, and nx the size of
sample x and ny the size of sample y.
We mark eﬀect sizes 0.1 ≤ r < 0.3 with an ◦ symbol (small), eﬀect sizes 0.3 ≤ r < 0.5
with an ◦◦ symbol (medium) and eﬀect sizes great than r ≥ 0.5 with an ◦◦◦ symbol (large)
according to Cohen’s criteria [82]. According to Cohen [82] eﬀect sizes smaller than 0.1
are irrelevant and as such are not highlighted.
4.5 Predictive modelling
The literature review presented in Sect. 2 illustrates that the task of popularity prediction
can be set up in diverse ways. In this work the prediction task is preceded by a correla-
tion analysis, which informs on possible correlations between predictors (features) and
outcome variables (popularity proxies). As a metric we chose Spearman’s rank correla-
tion coeﬃcient, since themetric assesses both linear and non linear relationships between
two variables and can cope with continuous and discrete variables simultaneously. Sub-
sequently, we operationalize and evaluate a prediction task. In line with recent literature,
we chose a classiﬁcation setup to predict apriori whether a recipe will become popular
in the future. We establish binary classiﬁcation variables to determine whether a recipe
belongs to the popular or non popular class and attempt to validate models with test data.
Reﬂecting this we calculated medians of the popularity metrics, following the approach
in [30]. Recipes below the median are considered as negative and above as positive ex-
amples. While it is true that a median split may result in many recipes being close to the
boundary between the two classes, we chose to remain with the standardized approach
based on the ﬁndings of Hofman and colleagues [83], who highlight the danger of non-
standardization in prediction tasks, such as ours. They show empirically that individually
defensible choices can arrive at qualitatively diﬀerent answers to the same question.
The experiments were performed on complete and balanced datasets. To ensure com-
pleteness, potential missing data was imputed with the help of the R library Hmisc.q To
ensure balance, the majority classes were undersampled randomly employing R’s sample
procedure. The classiﬁcation experiment itself was conducted with 3 diﬀerent classiﬁers
using the R library Caret.r Besides a Random Forest (RF) classiﬁer, Logistic Regression
(LOG) and Naive Bayes (NB) were employed. RF and NB have been successfully applied
in similar ‘before publication’ popularity classiﬁcation studies [30]. As evaluation proto-
col ﬁve fold-cross validation was chosen and ‘Accuracy’ was used as themain performance
metric. Furthermore, the variable importance for each feature set was reported employ-
ing Caret’s ‘VarImp’ feature, to capture the importance of the variables after the models
have been built, as well as FSelector’ss InfoGain feature to ﬁnd the Top-10 features before
model construction.
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5 Results
5.1 Popularity analysis (RQ1)
In a ﬁrst step we investigate popularity across datasets, looking at how popularity of
recipes diﬀers over time and across the two platforms. In this step we look for patterns
over the full datasets i.e., using recipes in all categories.
A ﬁrst view on temporal patterns in popularity can be seen in Figs. 5 (A)–(I). Fig-
ures 5 (A), (D), (G) display the number of comments and ratings assigned applied non-
cumulatively over time. Figures 5 (B), (E), (H) show the same information cumulatively.
Finally, Figs. 5 (C), (F), (I) use violin plots to demonstrate how the same popularity aspects
evolve over time for the two recipe platforms. Whereas in the case of Allrecipes.com a
constant increase can be observed in the number of ratings and comments over time, a
diﬀerent picture is shown for Kochbar.de. Here we see that most of the comments and
ratings are provided within the ﬁrst 7 days after publishing and little development is seen
thereafter. One can observe a noticeable decay pattern for Kochbar.de whereby after a
period of 10 days after publication any popularity tends to have dissipated. A diﬀerent
pattern is observed for Allrecipes.com where popularity is, on the whole, a much more
consistent phenomenon, in terms of how and when recipes are attended to.
Figure 5 Allrecipes.com and Kochbar.de ratings and comments over time. The ﬁrst 3 plots ((A), (D and (G)) in
the column to the left represent the mean number of ratings and comments applied to the recipes (all
categories) over time from the time on it was uploaded. In both platforms most activity is recorded on the day
the recipe was published (day 0). The three plots in the middle ((B), (E) and (H)) and to the right ((C), (F) and
(I)) present similar statistics calculated cumulatively. While the number of ratings and comments in
Kochbar.de saturate, interaction with recipes in terms of ratings and comments constantly increases in
Allrecipes.com. The diamond symbols in the violin plots to the right denote median values and overlap
means which are denoted with black dots (only partly visible)
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Figure 6 Plots (A) and (B) present distributions of comment sentiment and ratings in both datasets for
recipes (all categories). As presented, in both datasets the ratings applied to recipes are extremely positive
(M = 4.96 (Allrecipes.com) vs M = 4.45 (Kochbar.de)). Similar trends can be observed for the comment
sentiment which is also very on the positive (M=2.02 (Allrecipes.com) vs M=1.87 (Kochbar.de), Scale:
–4 = very negative to +4 = very positive). Plots (C) and (D) present mean rating and comment sentiment of
recipes over time. The lines represent the linear regression of the observations and the lighter colored hulls
show the conﬁdence interval of the regression. As presented on average the trends are rather constant and
there are neither strong up or downwards trends
Figure 6 provides a diﬀerent view of recipe appreciation by showing how recipes are
commented on and rated over time after the date of publication. The recipes on both
platforms receive overwhelmingly positive ratings with a low standard error for ratings
being found in both datasets. While Kochbar.de recipes receive on average a rating of 5
with very little spread (nearly all rated recipes are given 5 stars), Allrecipes.com recipes
obtain a slightly lower average rating of 4.41. On the other hand, the comment sentiment
is higher for Allrecipes.com recipes when compared to the Kochbar.de recipes (2 vs 1.8).
The analyses show limited variation in recipe appreciation, both generally across recipes
and for the same recipe over time (see Fig. 5). This means that the ratings provided for a
recipe are stable and do not seem to be too heavily inﬂuenced by fashions or trends. This is
unsurprising for Kochbar.de, where the ratings tend to be applied in the short period after
a recipe is published, but more so for the Allrecipes.com, where recipes are discovered
and evaluated for much longer periods.
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Figure 4 shows the distribution of the top-20 categories in Allrecipes.com and
Kochbar.de (considered together and separately), revealing variance in the popularity
of diﬀerent recipe categories. The most popular category in terms of number of up-
loaded recipes (measured in percentages),t when considering both portals, is the ‘main
dish’ category (18.35% vs 20.01% (Kochbar.de)), followed by ‘desserts’ (18.90% vs 7.90%
(Kochbar.de)) and ‘side dishes’ (12.37% vs 3.51% (Kochbar.de)). The dessert category is
the most popular in Allrecipes.com (N = 11,526), if no overlapping categories are con-
sidered, while the ‘intolerance’ (N = 11,526) is the most prominent one in Kochbar.de
(N = 275,478), followed by ‘without Wheat’ and other health related categories. The pop-
ularity of recipes in these categories demonstrates dietary trends in Europe [84, 85].u
Thus, these initial analyses show that patterns in popularity do exist. It seems that recipe
appreciation diﬀers across platforms (recipes on Allrecipes.com continue to gain in pop-
ularity for longer than on Kochbar.de) and across categories within the two platforms
(diﬀerent categories are popular on the two sites with dietary trends featuring heavily on
Kochbar.de, but not on Allrecipes.com). We build on these results by statistically com-
paring the two services with respect to the features outlined in Sect. 4.3. As inconsistent
patterns were observed here across categories and because categories are disjoint across
platforms, we restrict our comparison tomain dishes, a popular category common to both
Allrecipes.com and Kochbar.de.
5.2 Comparative statistical analysis (RQ2)
Table 3 provides an overview of the statistics (Mean, Median, Standard Deviation, Min.
andMax.) values of the features grouped in 7 diﬀerent feature sets as used to predict pop-
ularity in this work. The table serves two purposes. First it gives an overview of the statis-
tical properties of the features and second, it allows the comparison of the two platforms
based on these features. As such the last two columns in Table 3 report p-values and ef-
fect sizes (r). The table shows that the feature distributions vary signiﬁcantly between the
platforms, which is also reﬂected by the diﬀerences in means and medians and signiﬁcant
p-values. Observing low p-values is, however, not unsurprising given the large quantities
of data available (N = 11,194 (Allrecipes.com) vs N = 81,232 (Kochbar.de)).
Notable exceptions are ‘Image Sharpness Variation’ (M = 0.29 vs 0.29 (Kochbar.de); p <
0.1), ‘Day of Month’ when the recipe was uploaded (M = 15.71 vs 15.72 p = 0.541) and the
feature ‘Living in Germany/USA’ (M = 0.88 vs 0.90 (Kochbar.de); p < 0.1).
Due to the frequency with which signiﬁcant results are found, we additionally report
eﬀect sizes. When examining the r values in Table 3 we ﬁnd the features with the highest
eﬀect sizes for ‘User Activity & Context’ and ‘Recipe Popularity & and Appreciation’ sets.
A good example is that ‘Num. Ratings received within week’ shows signiﬁcantly lower
values for Allrecipes.com than for Kochbar.de (M = 0.38 vs 2.39 (Kochbar.de); p < 0.001;
r = 0.28). In the User Activity & Context set the feature ‘Num. Comments Received until
Upload’ showed the highest eﬀect size (M = 73.36 vs 2472.59; p < 0.001; r = 0.44).
In the other feature sets, such as ‘Recipe Nutrition’, Protein (per 100 g) showed the
largest eﬀect size and was signiﬁcantly higher for Allrecipes.com recipes (M = 9.44 vs
6.49 (Kochbar.de); p < 0.001; r = 0.23). In the ‘Recipe Complexity’ set the feature ‘Num.
Categories’ showed the highest eﬀect size with signiﬁcantly more categories applied to
recipes in Kochbar.de (M = 4.31 vs 12.61 (Kochbar.de); p < 0.001; r = 0.50). In the ‘Recipe
Presentation’ set we ﬁnd the highest eﬀect size for the feature ‘Instruction: Readability
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Score’ with a sign higher score for Kochbar.de recipes (M = 30.42 vs 48.84 (Kochbar.de);
p < 0.001; r = 0.53). Lastly, for the ‘Recipe Innovation’ set we ﬁnd the highest eﬀect size
for the feature ‘Recipe Innovation IDF’ which is signiﬁcantly larger for Allrecipes.com
(M = 0.02 vs 0.00 (Kochbar.de); p < 0.001; r = 0.37). It is worth mentioning that for the
‘Recipe Seasonality’ and ‘Recipe Healthiness’ sets we did not ﬁnd any eﬀect sizes above
r < 0.1.
In this section we have demonstrated several diﬀerences in the properties of the recipes
sourced from twodiﬀerent platforms. TheAllrecipe.comaremore protein rich, whereas in
terms of innovation, it seems Kochbar.de is more conservative. Ratings and categorization
behavior seems to diﬀer with recipes in Kochbar.de being assigned to more categories
and receiving more comments; and drop-oﬀ rates being seen in ratings on this service.
In the following section we examine these properties to establish a relationship between
these properties and popularity. This forms a useful precursor to the modeling work in
Sect. 5.4.
5.3 Correlation analysis (RQ3)
The results presented in Sect. 5.1 demonstrate the existence of patterns in popularity
with respect to platform over time and across categories. Building on this, in Sect. 5.2
we demonstrated that the two datasets diﬀer in terms of the developed features. The next
step is to discover if popularity prediction can be achieved and if so, which features oﬀer
utility for this purpose. In a ﬁrst step, we perform a correlation analysis with this aim in
mind. Figures 7 and 8 show the outcome of the correlation analysis for Allrecipes.com and
Kochbar.de. The two ﬁgures present a correlationmatrix based on Spearman’s rank corre-
lation where non-signiﬁcant features (p < 0.05) are marked with black dots and signiﬁcant
features in respect to popularity metrics are marked with a red asterisk.
When comparing both matrices, it is obvious that more and stronger correlations exist
for Kochbar.de than Allrecipes.com.
For example, high positive and signiﬁcant correlations (ρ up to 0.94) are found in
Kochbar.de between the user activity features (number of recipes uploaded, comments
written or ratings provided) and the outcome variables (number of comments/ratings re-
ceived within time-span). The fact that these features show strong positive correlations
supports the assumption that the previous user activity may relate to the future popular-
ity of recipes these users upload.
Further observations of note relate to recipe innovation. In the Kochbar.de as well as
in the Allrecipes.com dataset the outcome variables signiﬁcantly negatively correlate with
the innovation feature ‘Recipe Innovation IDF’ (ρ up to –0.35 forAllrecipes.comand–0.15
for Kochbar.de). Hence, innovative recipes on the both platforms tend to receive more
ratings and comments.v
In terms of the presentation of recipes, the recipe instruction readability score feature (ρ
up to –0.13 for Allrecipes.com and Kochbar.de) is negatively and signiﬁcantly correlated
with the outcome variables (lower numbers in readability means the less complex and the
more readable the text). Other than that positive correlations with the outcome variables
can be found in Kochbar.de also for the image feature ‘Image:Brightness’ (ρ up to 0.13) or
the number of title words or characters (ρ up to 0.26).
The remaining correlations are less surprising. For example, as one would expect,
the number of preparation steps is positively correlated with the size of the instruc-
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Figure 7 Feature correlation matrix (Spearman rank correlation) for the Allrecipe.com dataset (main dishes).
Non-signiﬁcant features (p < 0.05) are marked with black dots. Features tested in the prediction experiment
are highlighted via red boxes. Signiﬁcant features are marked with a red asterisk (∗). The gradient color scale to
the right ranges from –1 to +1 indicate Spearman rank correlations (–1 = –100%, 1 = 100%)
tion text and correlations can be found when comparing image features are with each
other.
The correlation analyses reveal some hints that prediction may be possible with
Kochbar.de, in particular correlations were revealed between features and outcome vari-
ables. The ﬁndings suggest that features measuring the user activity, recipe innovation
and presentation would be descriminative when predicting popularity in Kochbar.de. The
analyses suggest that prediction may be more diﬃcult with the Allrecipes.com dataset as
the patterns found were not so pronounced (less signiﬁcant correlations). However, they
are comparable to Kochbar.de and it seems that recipe innovation and recipe presenta-
tion (instruction readability) are the most important ones. Next, we run experiments to
determine the potential for popularity prediction.
5.4 Predictive modeling (RQ4)
Table 4 presents the primary results for the prediction experiments whereby popularity
after one week and after one month are estimated. These choices reﬂect the patterns dis-
cussed above, which show that several days are required for interaction patterns for recipes
to stabilize. Moreover, as ratings behaviour thereafter is relatively stable over time on All-
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Figure 8 Feature correlation matrix (Spearman rank correlation) for the Kochbar.de dataset (main dishes). We
mark non-signiﬁcant features (p < 0.05) with black dots. Features to be tested in the prediction experiment are
highlighted via red boxes. Signiﬁcant features marked with a red asterisk (∗). The gradient color scale to the
right ranges from –1 to +1 indicate Spearman rank correlations (–1 = –100%, 1 = 100%)
recipes.com and most of the ratings and comments for a recipe are collected within a
month after publishing on Kochbar.de, very similar results are achieved when predicting
popularity after one year. For economy of space and ease of communication, we omit our
results for the popularity after a year experiments.
Our analyses thus far have focused on the main dishes category for the reasons outlined
above.However, to examine the generalizability of the approach,we additionally report the
results of experiments predicting the future popularity of all recipes in both collections.
The top-half of the Table 4 shows the outcomes for the category ‘main dishes’ for both
popularity proxies employed (‘number of ratings’ and ‘number of comments’), while the
bottom half shows the results for the same experiments over the whole dataset (i.e. over all
categories). Table 4 reveals that regardless of the classiﬁer employed (NB, LOG, and RF)
and proxy studied (comments or ratings), the feature sets oﬀering best performance are
consistently ‘Recipe innovation’ features for Allrecipes.com and ‘User Activity & Context’
for Kochbar.de. In most cases, when predicting the future popularity of main meals, the
best prediction results are achieved with Logistic Regression (LOG) for Allrecipes.com
and with Random Forests (RF) for Kochbar.de.
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The highest performance is achieved using number of ratings as a proxy for popu-
larity. When combining all features (All set) we are able to accurately predict popu-
larity in up to 60.23% of cases for Allrecipes.com data and up to 88.45% of cases in
Kochbar.de.When considering only the Top-10 features, as determined using Information
Gain, slightly improved performance can be attained for the Kochbar.de dataset. Given
the diﬃculty of problem being tackled, we feel the performance is remarkably high. Bear-
ing the stronger and more plentiful correlations found in Sect. 5.3 in mind, the fact that
better results were achieved with the Kochbar.de recipes is less surprising. Overall, we
observe that performance when predicting popularity after 1 week and 1 month is com-
parable.
When number of comments is used as a proxy for popularity, the results demonstrate
similar patterns for both platforms. Overall the task becomes slightly more diﬃcult with
the accuracy values of typically 3–4% less being achieved. Taking number of comments as
the popularity measure, in Allrecipes.com we achieve maximum prediction accuracy of
61.39% when predicting for the one week (7 days) and 58.62% when predicting onemonth
in advance (30 days). In Kochbar.de, again we achieve higher accuracy. Predicting popu-
larity one week ahead on the German dataset, we achieve a maximum accuracy of 86.04%
and for one month ahead the best result was 85.04%. The second and third best feature
sets using comments for Allrecipes.com are ‘User Activity & Context’ and the ‘Recipe Pre-
sentation’, with an accuracy up to 56.82% being achieved. A similar trend is observed when
investigating the second and third best feature sets in Kochbar.de. Here we also ﬁnd that
the ‘Recipe Presentation’ feature set works remarkably well, as well as the ‘Recipe Com-
plexity’ set with Accuracy values up to 70.16% for comments.
When predicting popularity using the full dataset (bottom-half of Table 4), in general the
same trends are observed, with ‘Recipe Innovation’ and ‘UserActivity &Context’ being the
most important feature sets, although, the overall predictions are typically 1–3% lower in
terms of accuracy, which is to be expected given the inconsistent patterns observed across
categories as shown in Sect. 5.1.
To study the eﬀects of diﬀerences in popularity across categories in more detail, we
trained models using only category information (Top-20 Categories). To do this we repre-
sented recipes by a binary vector of size 20, one element for each of the twentymost popu-
lar categories for that platform, where 1 denotes that the category had been applied to the
recipe and 0 denotes this not to be the case. Surprisingly, given the diﬀerences observed
across categories, none of thesemodels could outperform any of the other fullmodels (all),
although in some of the cases, model trained on ‘Recipe Nutrition’ and ‘Recipe Healthi-
ness’ sets were outperformed. The best performance attained by a “Top-20-Categories”
model is achieved Kochbar.de dataset for the proxy ‘number of ratings’ with an accuracy
value of 58.77%. In Allrecipes.com this model reaches no higher than 54.22%. This indi-
cates that there is a signal in categories but weaker as the other signals derived directly
form the recipes.
As a ﬁnal step, we investigate the contribution of individual features to the predic-
tive models. Figures 9 and 10 illustrates this graphically, showing the variable impor-
tance, measured by Breiman’s method,w for the highest performing model for each
dataset/prediction task combination, for main dishes and for all dishes, respectively.
It seems that while ‘recipe innovation’ and ‘recipe presentation’ were themost important
predictive features in Allrecipes.com, for Kochbar.de, the most inﬂuential features were
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Figure 9 Variable importance for the within one week and month prediction experiments performed on
main dishes. Color coding is used to group the features into the 7 feature classes investigated. While it is the
features based on ‘recipe innovation’ and ‘presentation’, which are the most important ones in Allrecipes.com,
it is the ‘user activity & context’ set, which is the most important one in Kochbar.de. The plots also show that
these patterns are rather stable regardless of if we try to predict ratings or comments and whether popularity
is measured within a week or within a month time. Comparable patterns are also observed if we predict
popularity after a year
related to user activity, that is the recipes posted by prominent users in the community
typically go on to be the most popular. In line with the prediction results obtained before
the best individual feature seems to be ‘Recipe Innovation IDF’ for Allrecipes.com while
it is ‘Num. Comments received until upload’ and ‘Num. Comments Written until Upload’
for Kochbar.de. Comparing Figs. 9 and 10 suggests that the overall patterns regarding the
inﬂuential features for each service is similar regardless of whether “main dishes” or “all
categories” are being studied. One slight diﬀerence that can be observed is that innova-
tion factors become more important when you predict popularity over all categories on
Allrecipes.com.
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Figure 10 Variable importance for the within one week and month prediction experiments performed on all
kinds of dishes. Color coding is used to group the features into the 7 feature classed investigated. While it is
the features based on ‘recipe innovation’ and ‘presentation’ which are the most important ones in
Allrecipes.com, it is the ‘user activity & context’ set which is the most important one in Kochbar.de. The plots
also show that these patterns are rather stable regardless of if we try to predict ratings or comments and
whether popularity is measured within a week or within a month time. Comparable patterns are also
observed if we predict popularity after a year
6 Summary & discussion
In this section we ﬁrst summarize our ﬁndings with respect to our research questions
before discussing the ﬁndings in the context of the literature and with respect to future
work.
6.1 The primary ﬁndings
RQ1. While investigating popularity patterns we uncovered signiﬁcant diﬀerences be-
tween the two platforms and across categories within platforms. Whereas for All-
recipes.com the most popular categories reﬂected the traditional distinction between
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mains, sides and desserts, on Kochbar.de popular recipes categories often relate to health
and dietary preference, such as allergies and intolerance. We, moreover, observed diﬀer-
ences in temporal patterns in popularity between the two sites with Allrecipes.comhaving
stable patterns of appreciation whereas Kochbar.de had steep drop-oﬀ rates, most likely
reﬂecting diﬀerences in how recipes are accessed and promoted on the two sites.
RQ2. We uncovered diﬀerences between the platforms when investigating the features
outlined in Sect. 4.3. Recipes fromAllrecipes.comwere found to be higher in protein con-
tent than those on Kochbar.de, however, no eﬀect sizes were observed for theWHO score,
which is a measure of overall nutritional healthiness was close to zero. Thus, we cannot
claim that the recipes of one service are healthier than the other. A further distinction be-
tween the recipes on the two services relates to recipe novelty. The recipes on Kochbar.de
seem to be more homogeneous with the innovation scores being signiﬁcantly higher for
the recipes in the Allrecipes.com dataset.
RQ3. The correlation analysis presented in Sect. 5.3 revealed relationships among
the predictive features and between the predictive features and the outcome variables
(proxies for popularity). More and stronger correlations were found when analyzing the
Kochbar.de dataset. The strongest and signiﬁcant correlations included user activity fea-
tures, which represent how active a user is within the community, such as the number of
comments or ratings received within a given time span, and the outcome variables. Other
strong correlations for both datasets were observed for recipe innovation and the com-
plexity of a recipe.
RQ4.Mirroring the ﬁndings of the correlation analysis, the performance of the derived
predictive models was consistently better for the Kochbar.de dataset. Typical accuracy
achieved was ∼ 80% for the Kochbar.de experiments whereas an accuracy of 56–60% was
achieved in the Allrecipes.com experiments. Overall, given the diﬃculty of the task, we
were pleasantly surprised by the predictive performance achieved across the experiments
for both portals, with stable results being provided by the various feature sets studied.
The stability in performance using diﬀerent popularity proxies and time windows for pre-
dictions provides evidence supporting the robustness of the predictive features. ‘Recipe
innovation’ and ‘recipe presentation’ were the most important classes of predictive fea-
tures in Allrecipes.com but for Kochbar.de, the features with most predictive power were
related to user activity. In other words, on Kochbar.de the recipes posted by prominent
users in the community typically go on to be the most popular.
6.2 Discussion
The ﬁndings can be related to past and future work. Firstly, we have shown that there
are signals in the recipe content and user interaction patterns with recipes, which allow
popularity to be predicted to some extent and to a large extent on Kochbar.de. This is
a contribution to the popularity prediction literature, which has shown prediction to be
possible on many web-based items, but not online recipes. In doing so we open up the
beneﬁts that have been oﬀered in other contexts, such as driving and maintaining user
engagement [5], informing recommendations [6] and inﬂuencing caching strategies [9,
10] to online food portals. A large contribution of our work here is the feature engineer-
ing eﬀorts. By collating and documenting features from literature from diverse ﬁelds, we
provide a strong platform for researchers to continue our work and build on popularity
prediction in online recipe settings, perhaps by using diﬀerent modeling approaches or by
studying other food portals.
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In our work we studied two diﬀerent platforms and by doing so we were able to identify
similarities and diﬀerences across the communities. We wish to note that because of sev-
eral, sometimes subtle diﬀerences in the platforms, their interfaces and contexts in which
they are used, caution should be emphasized in interpreting the ﬁndings. We identiﬁed
similarities, which include the healthiness of recipes, the number of preparation steps,
image properties for uploaded food photos and the percentage of users of the service resi-
dent in the primary country (Germany or theUnited States). Diﬀerences identiﬁed include
the longevity of popularity, with Kochbar.de recipes only having a short period of user
interest as previously reported with social media posts [86] and Allrecipes.com recipes
oﬀering utility for longer periods, as can be observed with web pages [87]. Further dif-
ferences between the services studied relate to the content of the recipes themselves with
the Kochbar.de recipes being more homogeneous in terms of the ingredients used and
the Allrecipes.com recipes being more innovative according to existing metrics [41]. The
Allrecipes.com recipes contained more protein and because we know that posted and in-
teractedwith recipes relate to those recipes actually consumed [11–13], such comparisons
are a useful complement to more traditional dietary comparisons, such as [88, 89].
In terms of predicting popularity, recipe innovation was the most important factor in
Allrecipes.com with more innovative recipes tending to be more popular overall. Inter-
estingly, opposite trend was true for Kochbar.de. The most important predictive features
for Kochbar.de related to user behaviours. A strong signal common to both platforms,
however, comes from attributes of the uploaded images of recipes. This aligns with the
ﬁndings of past work from the food recommendation literature [68] and indeed the psy-
chology literature, which also emphasizes the visual nature of food choice [90, 91].
Our ﬁndings suggest that further work should be done on the visual features of food
images building on the eﬀorts started by Yang and colleagues [92] and Salvador and col-
leagues [93]. Other future work would be to investigate the usage of features, which assist
users improve their content and its presentation based onmodels, such as those which we
have presented. Past work has shown how subtle changes in presentation can inﬂuence
how online recipes are perceived [49]. It would be interesting to know how suggestions
would be used and how this would inﬂuence interaction dynamics with online food por-
tals generally.
7 Conclusions
In this work we have tackled the popularity prediction problem in the context of online
recipes, investigating two large scale data collections from a service based in the United
States (Allrecipes.com) and Germany (Kochbar.de). We observed diﬀerences between the
platforms in terms of how the recipes are interacted with and categorized, as well as in
the content of the food. However, for both datasets, we were able to show correlations
between recipe features and proxies for popularity, which allowed popularity of dishes
to be predicted to a surprisingly high degree. The trends were more prominent in the
Kochbar.de dataset, which was mirrored in the results of the prediction task experiments.
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Endnotes
a http://meedia.de/2016/03/17/die-neuesten-agof-zahlen-rekorde-fuer-chefkoch-kochbar-media-markt-
und-saturn/
b http://www.ebizmba.com/articles/recipe-websites
c https://www.alexa.com/siteinfo/allrecipes.com
d http://dish.allrecipes.com/customer-service/nutrition-information/
e Allrecipes.com: https://www.allrecipes.com/recipes/
f https://www.blsdb.de/
g https://www.kochbar.de/kochen/
h https://spoonacular.com/food-api
i We also tested other options such as the ingredient parser from the NYTimes
https://github.com/NYTimes/ingredient-phrase-tagger which provided poorer results.
j http://www.openimaj.org
k http://www.southampton.ac.uk/
l https://people.richland.edu/james/lecture/m170/ch03-var.html
m http://openimaj.org/apidocs/org/openimaj/image/feature/global/AvgBrightness.html
n http://sentistrength.wlv.ac.uk/
o http://www.statsmodels.org/stable/generated/statsmodels.nonparametric.kde.KDEUnivariate.html
p http://www.statsmodels.org/stable/generated/statsmodels.nonparametric.kde.KDEUnivariate.
evaluate.html#statsmodels.nonparametric.kde.KDEUnivariate.evaluate
q https://www.rdocumentation.org/packages/Hmisc/versions/4.0-3
r https://www.rdocumentation.org/packages/caret/
s https://cran.r-project.org/web/packages/FSelector/FSelector.pdf
t Percentages are computed by counting the number of recipes in a category divided by the number total recipes in
the recipe platform.
u This is still true if the distribution of recipes uploaded to Allrecipes.com is examined over the same period, for which
Kochbar.de recipes were available.
v Note: The lower the recipe IDF factor the higher the innovation.
w https://www.stat.berkeley.edu/~breiman/RandomForests/cc_home.htm
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