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In a previous modeling study, Leblois et al. (2006) demonstrated an action selection 
mechanism in cortico-basal ganglia loops based on competition between the positive 
feedback, direct pathway through the striatum and the negative feedback, hyperdirect pathway 
through the subthalamic nucleus.
IN GUTHRIE ET AL. (2013), AUTHORS investigateD how multiple level action selection could be 
performed by the basal ganglia. To do this, the model is extended in a manner consistent with 
known anatomy and electro-physiology in three main areas. First, two-level decision making 
has been incorporated, with a cognitive level selecting based on cue shape and a motor level 
selecting based on cue position. We show that the decision made at the cognitive level can be 
used to bias the decision at the motor level. We then demonstrate that, for accurate 
transmission of information between decision-making levels, low excitability of striatal 
projection neurons is necessary, a generally observed electrophysiological finding. Second, 
instead of providing a biasing signal between cue choices as an external input to the network, 
we show that the action selection process can be driven by reasonable levels of noise. 
Finally, we incorporate dopamine modulated learning at corticostriatal synapses. As 
learning progresses, the action selection becomes based on learned visual cue values and is 
not interfered with by the noise that was necessary before learning.
However, the model was not reproducible from the article description...
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clean and non ambiguous figures
github.com/rougier/Neurosciences
If reproducibility is the hallmark of Science, non-reproducibility seems to 
be the hallmark of Computational Neurosciences.  Guthrie et al. (2013) is a 
prototypic case of such non-reproducible computational neuroscience 
research even though the proposed model gives a fair account of decision 
making in the basal ganglia complex.
While trying to replicate results staRting from the article description, we 
soon realized some information were undisclosed, some other were 
ambiguous and there were also some factual errors. Even after accessing 
the original sources (6000 lines of pascal), we were still unable to 
understand how the model worked. In the end, only the original material (a 
windows executable) allowed us to access the missing information and 
After two months of intensive refactoring, we were finally able to 
replicate results using only 200 lines of python.








Dana is a python framework for distributed, 
asynchronous, numerical and adaptive 
computing. The computational paradigm 
supporting the dana framework is grounded 
on the notion of a unit that is a essentially 
a set of arbitrary values that can vary 
along time under the influence of other 
units and learning. Each unit can be 
connected to any other unit (including 
itself) using a weighted link and a group is a 
structured set of such homogeneous units.
http://dana.loria.fr
