



























ปีการศึกษา  2559 
 
IMBALANCED DATA CLASSIFICATION USING DATA 
IMPROVEMENT AND PARAMETER OPTIMIZATION 

















A Thesis Submitted in Partial Fulfillment of the Requirements for the 
 Degree of Doctor of Philosophy in Computer Engineering 
Suranaree University of Technology 






วิทยานิพนธ์น้ีส าเร็จลุล่วงดว้ยดี ผูว้ิจยัขอกราบขอบพระคุณ บุคคล และกลุ่มบุคคลต่าง ๆ  
ท่ีไดก้รุณาให้ค  าปรึกษา แนะน า ช่วยเหลืออยา่งดียิ่ง ทั้งในดา้นวิชาการ และดา้นการด าเนินงานวิจยั
ดงัต่อไปน้ี  
รองศาสตราจารย ์ดร.นิตยา เกิดประสพ และรองศาสตราจารย ์ดร.กิตติศกัด์ิ เกิดประสพ  
ท่ีให้ค  าปรึกษาในการท างานวิจัย การจัดการรูปแบบ และช่วยตรวจทานความถูกต้องของ
วทิยานิพนธ์ 
 คุณสายฝน สิบพลกรัง เลขานุการสาขาวิชาวิศวกรรมเคร่ืองกล และคุณ  วิไลลักษณ์  
คมัภิรานนท์ เลขานุการสาขาวิชาวิศวกรรมคอมพิวเตอร์ ท่ีให้ความช่วยเหลือในการประสานงาน
ดา้นเอกสารระหวา่งศึกษา 
ขอขอบคุณนักศึกษาบัณฑิตสาขาวิชาวิศวกรรมคอมพิวเตอร์ ทุกท่านท่ีให้ค  าปรึกษา  
ช่วยตรวจทานความถูกตอ้งและช่วยเหลือดว้ยดีมาโดยตลอด 
             นอกจากน้ีขอขอบคุณครู อาจารยท์ั้ งในอดีตและปัจจุบนัท่ีให้ความรู้แก่ผูว้ิจยัจนประสบ
ความส าเร็จในชีวติ 
 ท้ายท่ีสุดท่ีจะลืมไม่ได้ ขอกราบขอบพระคุณ บิดา มารดา ท่ีให้ก าเนิด อบรม เล้ียงดู 
ดว้ยความรัก และส่งเสริมการศึกษาเป็นอยา่งดีโดยตลอด ท าใหผู้ว้จิยัมีความรู้ ความสามารถ มีจิตใจ
ท่ีเขม้แขง็ รวมทั้งเป็นก าลงัใจท่ียิง่ใหญ่แก่ผูว้จิยั จนท าใหผู้ว้จิยัประสบความส าเร็จในชีวติเร่ือยมา 
 




  หนา้ 








1 บทน า......................................................................................................................................1 
 1.1 ความส าคญัและท่ีมาของปัญหาการวิจยั...........................................................................1 
 1.2 วตัถุประสงคข์องการวจิยั.................................................................................................3 
 1.3 ขอบเขตของการวจิยั.........................................................................................................3 
 1.4 ประโยชน์ท่ีจะไดรั้บ.........................................................................................................3 
2 ปริทศัน์วรรณกรรม................................................................................................................4 
 2.1 ขอ้มูลไม่สมดุล.................................................................................................................4 
 2.2 การประเมินประสิทธิภาพส าหรับขอ้มูลไม่สมดุล..........................................................17 
 2.3 ขั้นตอนวธีิเชิงพนัธุกรรม................................................................................................20 
 2.4 การจ าแนกขอ้มูลดว้ยอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน...........................................35 
 2.5 งานวจิยัท่ีเก่ียวขอ้งกบัการจ าแนกขอ้มูลไม่สมดุล และการหาค่าพารามิเตอร์ 
      ท่ีเหมาะสมดว้ยเทคนิคต่าง ๆ..........................................................................................40 
3 วธีิด าเนินงานวจิยั..................................................................................................................44 
 3.1 กรอบแนวคิดของการวิจยั...............................................................................................44 






  หนา้ 
   
       3.1.2 การหาค่าพารามิเตอร์ท่ีเหมาะสมดว้ยขั้นตอนวิธีเชิงพนัธุกรรมท่ีมี 
               การเร่ิมตน้ใหม่.......................................................................................................47 
       3.1.3 การจ าแนกขอ้มูลไม่สมดุล.....................................................................................53 
 3.2 เคร่ืองมือท่ีใชใ้นการวจิยั.................................................................................................54 
4 การทดสอบและอภิปรายผล..................................................................................................55 
 4.1 ขอ้มูลท่ีใชใ้นการทดสอบ................................................................................................55 
 4.2 การออกแบบวธีิการทดสอบ............................................................................................59 
 4.3 การทดสอบประสิทธิภาพ...............................................................................................61 
 4.4 ผลการทดสอบประสิทธิภาพ...........................................................................................62 
 4.5 อภิปรายผล......................................................................................................................81 
5 สรุปผลการวจิยัและขอ้เสนอแนะ..........................................................................................83 
 5.1 สรุปผลการวจิยั...............................................................................................................84 
 5.2 ปัญหาและขอ้เสนอแนะ..................................................................................................85 
รายการอา้งอิง..................................................................................................................................86 
ภาคผนวก  
 ภาคผนวก ก. รหสัตน้ฉบบัโปรแกรม...................................................................................90 













   
2.1 จ านวนขอ้มูลในแต่ละคลาสของชุดขอ้มูล B..........................................................................6 
2.2 ชุดขอ้มูล C ขอ้มูลผูป่้วยเป็นเน้ือร้าย (คลาส True หมายถึงเน้ือร้าย คลาส False  
หมายถึงไม่ใช่เน้ือร้าย)............................................................................................................7 
2.3 ชุดขอ้มูล C หลงัจากใชเ้ทคนิคการสุ่มเลือกขอ้มูลจากคลาสส่วนนอ้ยเพิ่ม 4 ขอ้มูล….....…..8 
2.4 ชุดขอ้มูล C หลงัจากใชเ้ทคนิคการสร้างขอ้มูลใหม่จากคลาสส่วนนอ้ยเพิ่ม 4 ขอ้มูล.............8 
2.5 ชุดขอ้มูล C หลงัจากใช ้SMOTE Technique เพิ่มขอ้มูลจากคลาสส่วนนอ้ยเพิ่ม 
3 ขอ้มูล.................................................................................................................................10 
2.6 ชุดขอ้มูล C หลงัจากใชเ้ทคนิคการสุ่มลดขอ้มูลจากคลาสส่วนมาก......................................11 
2.7 ชุดขอ้มูล C หลงัจากใชเ้ทคนิคแบบผสมผสานในการแกปั้ญหาขอ้มูลไม่สมดุล..................12 
2.8 เมตริกซ์วดัประสิทธิภาพส าหรับจ าแนกขอ้มูลสองคลาส.....................................................18 
2.9 ผลลพัธ์การจ าแนกขอ้มูลไม่สมดุล.......................................................................................19 
2.10 รายละเอียดชุดขอ้มูล A.........................................................................................................23 
2.11 ประชากรเร่ิมตน้ของชุดขอ้มูล A จากการสุ่มเลือกตามขนาดประชากร 10 ประชากร..........24 
2.12 ค่าความเหมาะสมของแต่ละโครโมโซม...............................................................................25 
2.13 โครโมโซมท่ีดีท่ีสุดเรียงตามค่าความเหมาะสมของแต่ละโครโมโซม..................................26 
2.14 รายละเอียดประชากร 10 ประชากร จากการสุ่มเลือกจากชุดขอ้มูล Aจากตารางท่ี 2.11  
และค่าความเหมาะสมของแต่ละประชากร...........................................................................28 
2.15 ผลการแข่งขนัการคดัเลือกโครโมโซมท่ีดีท่ีสุดรอบท่ี 1.......................................................28 
2.16 ผลการแข่งขนัการคดัเลือกโครโมโซมท่ีดีท่ีสุดรอบท่ี 2.......................................................29 









2.20 เคอร์เนลฟังกช์นัส าหรับอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน............................................39 
2.21 สรุปเปรียบเทียบงานวจิยัท่ีเก่ียวขอ้งกบัการจ าแนกประเภทขอ้มูลส่วนนอ้ยในขอ้มูล 
ไม่สมดุล และการหาค่าพารามิเตอร์ท่ีเหมาะสม...................................................................43 
3.1 ตวัอยา่งขอ้มูลของคลาสส่วนนอ้ย........................................................................................46 
3.2 ชุดขอ้มูลหลงัจากใช ้SMOTE Technique สร้างขอ้มูลสังเคราะห์ 3 ขอ้มูล...........................47 
3.3 ตวัอยา่งการสุ่มสร้างประชากร.............................................................................................49 
3.4 ค่าความแม่นย  าในการจ าแนกประเภทขอ้มูลของแต่ละโครโมโซม.....................................50 








4.5 เมตริกซ์วดัประสิทธิภาพการจ าแนกประเภทขอ้มูล..............................................................61 
4.6 ประสิทธิภาพการจ าแนกระหวา่งวธีิดั้งเดิมกบัการปรับสมดุลขอ้มูลของชุดขอ้มูล 
สังเคราะห์.............................................................................................................................63 
4.7 เมตริกซ์วดัประสิทธิภาพของขอ้มูลแบบดั้งเดิม (ไม่ปรับสมดุล) ส าหรับชุดขอ้มูล 
สังเคราะห์.............................................................................................................................63 
4.8 เมตริกซ์วดัประสิทธิภาพของเทคนิคสุ่มลดส าหรับชุดขอ้มูลสังเคราะห์...............................63 
4.9 เมตริกซ์วดัประสิทธิภาพของเทคนิคสุ่มเกินส าหรับชุดขอ้มูลสังเคราะห์.............................63 








4.11 ประสิทธิภาพการจ าแนกระหวา่งวธีิดั้งเดิมกบัการปรับสมดุลขอ้มูลของชุดขอ้มูล 
โรคหอบหืด..........................................................................................................................65 
4.12 เมตริกซ์วดัประสิทธิภาพของขอ้มูลแบบดั้งเดิม (ไม่ปรับสมดุล) ส าหรับชุดขอ้มูล 
โรคหอบหืด..........................................................................................................................65 
4.13 เมตริกซ์วดัประสิทธิภาพของเทคนิคสุ่มลดส าหรับชุดขอ้มูลโรคหอบหืด………................66 
4.14 เมตริกซ์วดัประสิทธิภาพของเทคนิคสุ่มเกินส าหรับชุดขอ้มูลโรคหอบหืด………..............66 
4.15 เมตริกซ์วดัประสิทธิภาพของเทคนิค SMOTE ส าหรับชุดขอ้มูลโรคหอบหืด……..............66 
4.16 ประสิทธิภาพการจ าแนกระหวา่งวธีิดั้งเดิมกบัการปรับสมดุลขอ้มูลของชุดขอ้มูล
โรคหวัใจ…………………………………………………………………………..............67 
4.17 เมตริกซ์วดัประสิทธิภาพของขอ้มูลแบบดั้งเดิม (ไม่ปรับสมดุล) ส าหรับชุดขอ้มูล
โรคหวัใจ……………………………………………………………………….....….........68 
4.18 เมตริกซ์วดัประสิทธิภาพของเทคนิคสุ่มลดส าหรับชุดขอ้มูลโรคหวัใจ……….....…….......68 
4.19 เมตริกซ์วดัประสิทธิภาพของเทคนิคสุ่มเกินส าหรับชุดขอ้มูลโรคหวัใจ…….....…….........68 
4.20 เมตริกซ์วดัประสิทธิภาพของเทคนิค SMOTE ส าหรับชุดขอ้มูลโรคหวัใจ…….....….........68 
4.21 ประสิทธิภาพการจ าแนกระหวา่งวธีิดั้งเดิมกบัการปรับสมดุลขอ้มูลของชุดขอ้มูล 
โรคตบั……………………………………………………………………….....…….........69 
4.22 เมตริกซ์วดัประสิทธิภาพของขอ้มูลแบบดั้งเดิม (ไม่ปรับสมดุล) ส าหรับชุดขอ้มูล 
โรคตบั……………………………………………………………………….....…….........70 
4.23 เมตริกซ์วดัประสิทธิภาพของเทคนิคสุ่มลดส าหรับชุดขอ้มูลโรคตบั………….....…….......70 
4.24 เมตริกซ์วดัประสิทธิภาพของเทคนิคสุ่มเกินส าหรับชุดขอ้มูลโรคตบั………….....….........70 
4.25 เมตริกซ์วดัประสิทธิภาพของเทคนิค SMOTE ส าหรับชุดขอ้มูลโรคตบั…….....…….........70 
4.26 พารามิเตอร์เร่ิมตน้ส าหรับขั้นตอนวธีิเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่…….....……..........71 
4.27 ประสิทธิภาพการจ าแนกแต่ละอลักอริทึมของชุดขอ้มูลสังเคราะห์………….....………….72 
4.28 เมตริกซ์วดัประสิทธิภาพของอลักอริทึมเอดาบูส ส าหรับชุดขอ้มูลสังเคราะห์….....………72 









เวกเตอร์แมชชีน ส าหรับชุดขอ้มูลสังเคราะห์………………………………………...........73 
4.31 เมตริกซ์วดัประสิทธิภาพของเทคนิคท่ีน าเสนอ ส าหรับชุดขอ้มูลสังเคราะห์………...........73 
4.32 ประสิทธิภาพการจ าแนกแต่ละอลักอริทึมของชุดขอ้มูลโรคหอบหืด……………..............74 
4.33 เมตริกซ์วดัประสิทธิภาพของอลักอริทึมเอดาบูส ส าหรับชุดขอ้มูลโรคหอบหืด…..............75 
4.34 เมตริกซ์วดัประสิทธิภาพของอลักอริทึมรัสบูส ส าหรับชุดขอ้มูลโรคหอบหืด…….............75 
4.35 เมตริกซ์วดัประสิทธิภาพของขั้นตอนวธีิเชิงพนัธุกรรมร่วมกบัอลักอริทึมซพัพอร์ต 
เวกเตอร์แมชชีน ส าหรับชุดขอ้มูลโรคหอบหืด……………………………........................75 
4.36 เมตริกซ์วดัประสิทธิภาพของเทคนิคท่ีน าเสนอ ส าหรับชุดขอ้มูลโรคหอบหืด…….............75 
4.37 ประสิทธิภาพการจ าแนกแต่ละอลักอริทึมของชุดขอ้มูลโรคหวัใจ………………...............77 
4.38 เมตริกซ์วดัประสิทธิภาพของอลักอริทึมเอดาบูส ส าหรับชุดขอ้มูลโรคหวัใจ……..............77 
4.39 เมตริกซ์วดัประสิทธิภาพของอลักอริทึมรัสบูส ส าหรับชุดขอ้มูลโรคหวัใจ……….............77 
4.40 เมตริกซ์วดัประสิทธิภาพของขั้นตอนวธีิเชิงพนัธุกรรมร่วมกบัอลักอริทึมซพัพอร์ต 
เวกเตอร์แมชชีน ส าหรับชุดขอ้มูลโรคหวัใจ……………………………….........................77 
4.41 เมตริกซ์วดัประสิทธิภาพของเทคนิคท่ีน าเสนอ ส าหรับชุดขอ้มูลโรคหวัใจ…….......…......78 
4.42 ประสิทธิภาพการจ าแนกแต่ละอลักอริทึมของชุดขอ้มูลโรคตบั...........................................79 
4.43 เมตริกซ์วดัประสิทธิภาพของอลักอริทึมเอดาบูส ส าหรับชุดขอ้มูลโรคตบั..........................79 
4.44 เมตริกซ์วดัประสิทธิภาพของอลักอริทึมรัสบูส ส าหรับชุดขอ้มูลโรคตบั.............................80 
4.45 เมตริกซ์วดัประสิทธิภาพของขั้นตอนวธีิเชิงพนัธุกรรมร่วมกบัอลักอริทึมซพัพอร์ต 
เวกเตอร์แมชชีน ส าหรับชุดขอ้มูลโรคตบั............................................................................80 











2.2 จ านวนขอ้มูลในแต่ละคลาสของชุดขอ้มูล B..........................................................................6 
2.3 หลกัการสร้างโมเดลการจ าแนกประเภทดว้ย Vote Ensemble..............................................13 
2.4 หลกัการจ าแนกประเภทขอ้มูลดว้ย Vote Ensemble.............................................................14 
2.5 หลกัการสร้างโมเดลดว้ยเทคนิคแบก็กิง…………………………………………….....…..15 
2.6 หลกัการจ าแนกประเภทขอ้มูลดว้ยเทคนิคแบก็กิง………………………………….....…...16 
2.7 หลกัการท างานของอลักอริทึมเอดาบูส………………………………………….....……...17 






2.14 การสลบัสายพนัธ์ุแบบ 3 จุด……………………………………………………….....……33 
2.15 การกลายพนัธ์ุแบบกลบับิต………………………………………………………......…….34 
2.16 การกลายพนัธ์ุแบบผกผนั………………………………………………………….....……34 
2.17 เส้นแบ่ง (Hyperplane) เพื่อแบ่งแยกขอ้มูลออกเป็น 2 กลุ่ม…………………….........…….36 
2.18 เส้นแบ่งท่ีเป็นไปไดส้ าหรับการจ าแนกขอ้มูล…………………………………….....…….36 
2.19 เส้นแบ่งขอ้มูลท่ีมีระยะห่างระหวา่งขอ้มูลมากท่ีสุด……………………………….....……37 
2.20 เวกเตอร์ถ่วงน ้าหนกั และค่าไบแอส……………………………………………….....……38 
3.1 กรอบแนวคิดงานวจิยั…………………………………………………………….....……..45 









3.5 การสลบัสายพนัธ์ุแบบจุดเดียวท่ีต าแหน่งท่ี 2………………………………………….......51 
3.6 การกลายพนัธ์ุของโครโมโซม……………………………………………………….....….51 
3.7 หลกัการท างานของขั้นตอนวิธีเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่………………….....……53 
4.1 กรอบแนวคิดของการวิจยั………………………………………………………….....……60 
4.2 ประสิทธิภาพการจ าแนกดว้ยวธีิดั้งเดิมกบัการปรับสมดุลของชุดขอ้มูลสังเคราะห์….....….62 
4.3 ประสิทธิภาพการจ าแนกดว้ยวธีิดั้งเดิมกบัการปรับสมดุลของชุดขอ้มูลโรคหอบหืด.....…..65 
4.4 ประสิทธิภาพการจ าแนกดว้ยวธีิดั้งเดิมกบัการปรับสมดุลของชุดขอ้มูลโรคหวัใจ….....…..67 
4.5 ประสิทธิภาพการจ าแนกดว้ยวธีิดั้งเดิมกบัการปรับสมดุลของชุดขอ้มูลโรคตบั…….....…..69 
4.6 ประสิทธิภาพการจ าแนกดว้ยเทคนิคต่าง ๆ ของชุดขอ้มูลสังเคราะห์…………….....….…..72 
4.7 ประสิทธิภาพการจ าแนกดว้ยเทคนิคต่าง ๆ ของชุดขอ้มูลโรคหอบหืด………….....………74 
4.8 ประสิทธิภาพการจ าแนกดว้ยเทคนิคต่าง ๆ ของชุดขอ้มูลโรคหวัใจ…………….....………76 







1.1  ควำมส ำคญัและทีม่ำของปัญหำกำรวจิัย 
การท าเหมืองขอ้มูล  (Han et al., 2011) เป็นกระบวนการหาองคค์วามรู้จากขอ้มูลท่ีมีขนาด
ใหญ่ เพื่อหารูปแบบ หรือหาความสัมพนัธ์ของขอ้มูลท่ีซ่อนอยูภ่ายในขอ้มูลเหล่านั้นดว้ยวธีิการทาง
คณิตศาสตร์ สถิติ หรือคอมพิวเตอร์ การท าเหมืองข้อมูลมีหลายประเภทโดยจะข้ึนอยู่กับ
วตัถุประสงค์ท่ีจะน าไปใช้งาน เช่น การจ าแนกประเภทข้อมูล (Data Classification) การหากฎ
ความสัมพนัธ์ของขอ้มูล (Association Rule) และการจดักลุ่มขอ้มูล (Clustering) เป็นตน้ ปัจจุบนัมี
การน าเทคนิคการท าเหมืองข้อมูลไปประยุกต์ใช้งานอย่างกวา้งขวาง ไม่ว่าจะเป็นการน าไป
ประยุกต์ใช้งานทางดา้นอุตสาหกรรมท่ีประยุกต์ใช้การจ าแนกประเภทขอ้มูลเขา้มาแกปั้ญหาดว้ย
การน าโมเดล หรือกฎท่ีได้จากการจ าแนกประเภทข้อมูลไปท าการจ าแนกข้อมูลท่ียงัไม่ทราบ
ประเภท  โดยเทคนิคท่ีนิยมน ามาใช้ในการจ าแนกประเภทข้อมูลมีหลายเทคนิค เช่น การใช้
โครงข่ายประสาทเทียม (Artificial Neural Network : ANN) ซ่ึงมีแนวคิดพื้นฐานมาจากการจ าลอง
การท างานของสมองมนุษยด์ว้ยการท าให้คอมพิวเตอร์สามารถเรียนรู้ไดเ้หมือนกบัท่ีมนุษยเ์รียนรู้ 
หรือการใชก้ารหากฎความสัมพนัธ์ของขอ้มูลมาจ าแนกขอ้มูลแต่ละประเภทออกจากกนัโดยอาศยั
รูปแบบของกฎการเรียนรู้เป็นตวัจ าแนก  หรือการใชต้น้ไมต้ดัสินใจ (Decision Tree) ซ่ึงเป็นเทคนิค
ในการจ าแนกประเภทขอ้มูลให้อยูใ่นลกัษณะคลา้ยตน้ไม ้โดยมีโหนดราก (Root Node) อยูบ่นสุด
และมีโหนดใบ (Leaf Node) อยู่ล่างสุด โดยในแต่ละโหนดจะหมายถึงแอตทริบิวต์ (Attribute) ท่ี
น ามาใช้ในการจ าแนก และค่าทั้งหมดท่ีเป็นไปได้จะอยู่ท่ีโหนดใบ หรือการใช้เทคนิคนาอีฟเบย์ 
(Naïve Bayes) ซ่ึงเป็นการจ าแนกประเภทขอ้มูลโดยใชค้่าความน่าจะเป็นของขอ้มูลฝึกสอนมาเป็น
เกณฑใ์นการตดัสินใจจ าแนกขอ้มูลท่ีไม่ทราบประเภท 
เทคนิคเหล่าน้ีจะมีประสิทธิภาพและความแม่นย  าในการจ าแนก (Accuracy) ท่ีสูงเม่ือ
น าไปใช้ในการจ าแนกข้อมูล ท่ี มีความสมดุลกัน  (Balanced Data) แต่ เทคนิคเหล่า น้ีจะมี
ประสิทธิภาพลดลงเม่ือขอ้มูลท่ีใช้ในการฝึกสอนไม่สมดุลกนั (Imbalanced Data) (Chawla, 2005) 
โดยขอ้มูลไม่สมดุลคือขอ้มูลท่ีมีจ  านวนขอ้มูลในแต่ละคลาสมีขนาดไม่เท่ากนั โดยมีขอ้มูลในคลาส
ใดคลาสหน่ึงมีจ านวนมากกว่าจ านวนขอ้มูลของคลาสอ่ืน ๆ เป็นจ านวนมาก ๆ เช่น ขอ้มูลการท า
ธุรกรรมผา่นบตัรเครดิต ท่ีจะมีจ านวนลูกคา้ท่ีผิดปกตินอ้ยกวา่จ านวนขอ้มูลลูกคา้ท่ีปกติ หรือขอ้มูล
การตรวจจบัผูบุ้กรุกเครือข่ายคอมพิวเตอร์ท่ีมีจ  านวนผูใ้ช้งานปกติมากกว่าจ านวนผูบุ้กรุก หรือ
ขอ้มูลการวนิิจฉยัทางการแพทยท่ี์มีจ านวนผูป่้วยโรคร้ายแรงนอ้ยกวา่จ านวนผูท่ี้มีสุขภาพดี เป็นตน้
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ขอ้มูลไม่สมดุลนั้นจะมีจ านวนขอ้มูลในแต่ละคลาสเป้าหมายท่ีแตกต่างกนัมาก ๆ (Chawla 
et al., 2002) เช่น มีจ านวนขอ้มูลทั้งหมด 1,000 ขอ้มูล แบ่งเป็นขอ้มูลในคลาส A จ านวน 960 ขอ้มูล 
และขอ้มูลในคลาส B จ านวน 40 ขอ้มูล จะเห็นได้ว่าจ  านวนขอ้มูลในคลาส A มีจ  านวนมากกว่า
จ านวนขอ้มูลในคลาส B เป็นจ านวนมาก เราเรียกขอ้มูลในคลาส A ว่า คลาสส่วนมาก (Majority 
Class) และเรียกขอ้มูลในคลาส B วา่ คลาสส่วนนอ้ย (Minority Class)โดยปกติแลว้ขอ้มูลไม่สมดุล
จะมีจ านวนขอ้มูลในคลาสส่วนนอ้ยเป็นจ านวน 0.1 % ถึง 10% ของขอ้มูลทั้งหมด เม่ือน าขอ้มูลท่ีมี
ความไม่สมดุลไปท าการจ าแนกประเภทขอ้มูลด้วยอลักอริทึมแบบมาตรฐานส าหรับการจ าแนก
ประเภทขอ้มูล จะส่งผลให้การจ าแนกมีความเอนเอียง (Bias) ไปทางกลุ่มขอ้มูลท่ีมีจ  านวนขอ้มูล
มากกว่า  ซ่ึ งจะส่งผลให้ก ลุ่มข้อมูล ท่ีอยู่ ในคลาสส่วนน้อย เ กิดการจัดก ลุ่มผิดประเภท 
(Misclassification) เกิดข้ึน โดยอาจส่งผลให้อลักอริทึมมาตรฐานส าหรับการจ าแนกประเภทไม่
สามารถจ าแนกประเภทขอ้มูลท่ีอยูใ่นคลาสส่วนนอ้ยได ้ 
จากปัญหาการจ าแนกประเภทขอ้มูลไม่สมดุลท่ีกล่าวมาขา้งตน้ มีเทคนิคและวิธีการต่าง ๆ 
เพื่อน ามาใชใ้นการแกปั้ญหาขอ้มูลไม่สมดุล โดยใหค้วามส าคญักบัขอ้มูลท่ีอยูใ่นคลาสส่วนน้อยให้
มีการจ าแนกประเภทขอ้มูลได้แม่นย  ามากยิ่งข้ึน เช่นการปรับจ านวนขอ้มูลให้สมดุลด้วยการสุ่ม
ข้อมูลซ ้ า (Resampling) ซ่ึงมีทั้ งการสุ่มข้อมูลเพิ่ม และการสุ่มลดข้อมูลลง ดังในงานวิจัยของ 
Estabrooks and Japkowicz (2001) หรือแกปั้ญหาขอ้มูลไม่สมดุลโดยการแกปั้ญหาในขั้นตอนของ
การประมวลผลโดยท าการปรับปรุงพารามิเตอร์ท่ีน ามาใชส้ าหรับอลักอริทึมในการจ าแนกประเภท
ขอ้มูล ดงังานวจิยัของ Yu et al. (2015) หรือการประยกุตใ์ชค้่าใชจ่้ายในการจ าแนกขอ้มูลผดิประเภท
เข้ามาเพิ่มน ้ าหนักให้ข้อมูลท่ีมีการจ าแนกผิดประเภท ดังงานวิจัยของ Japkowicz and Stephen 
(2002) หรือการประยุกต์ใช้วิธีการจ าแนกประเภทขอ้มูลดว้ยการใช้โมเดลในการจ าแนกมากกว่า
หน่ึงตวัหรือท่ีเรียกว่าเทคนิคการเรียนรู้ร่วมกนั (Ensemble Method) ดงังานวิจยัของ Estabrooks et 
al. (2004) เขา้มาช่วยในการตดัสินใจแทนการจ าแนกประเภทขอ้มูลดว้ยโมเดลเดียวเพื่อแกปั้ญหาใน
การจ าแนกของขอ้มูลท่ีใชใ้นการเรียนรู้ท่ีคงท่ี ท่ีอาจจะส่งผลให้เกิดความเอนเอียงในการจ าแนกได ้
การแก้ปัญหาข้อมูลไม่สมดุลได้รับการน าไปประยุกต์ใช้งานในด้านต่าง ๆ เช่น สังคมศาสตร์ 
(Bressoux, 2008) การตรวจจบัการทุจริตทางเครดิตการ์ด (Shen et al., 2007) การช าระภาษี (Miquel, 
2009) กลยุทธ์รักษากลุ่มลูกค้า (Lariviere and Van, 2005) ท านายการยกเลิกบริการของลูกค้า 
(Bekkar, 2009) การแบ่งส่วน (Schroff et al., 2008) การวนิิจฉยัโรคดว้ยรูปภาพ (Bosch et al., 2007) 
เป็นตน้ 
ดังนั้นงานวิจยัน้ีผูว้ิจยัจึงเสนอเทคนิคในการเพิ่มประสิทธิภาพในการจ าแนกข้อมูลไม่
สมดุลด้วยการปรับปรุงข้อมูลให้มีความสมดุลข้ึนด้วยการใช้ SMOTE Technique เพื่อสุ่มสร้าง
ขอ้มูลคลาสส่วนน้อยใหม่ให้มีความหลากหลายมากข้ึนและใช้เทคนิคการสุ่มลดเพื่อสุ่มลดขอ้มูล
จากคลาสส่วนมากลง ร่วมกบัการหาค่าพารามิเตอร์ท่ีเหมาะสมส าหรับการจ าแนกขอ้มูลไม่สมดุล
ดว้ยซัพพอร์ตเวกเตอร์แมชชีนโดยการใชข้ั้นตอนวิธีเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่ (Restarting 
Genetic Algorithm) เพื่อหาค่าพารามิเตอร์ท่ีเหมาะสมท่ีสุด และทดสอบเปรียบเทียบประสิทธิภาพ
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ในการจ าแนกขอ้มูลด้วยค่าความแม่นย  าในการจ าแนก (Accuracy) ค่าความเท่ียง (Precision) ค่า
ความไว (Sensitivity) และค่าการวดัเอฟ (F-measure) 
 
1.2  วตัถุประสงค์ของกำรวจิัย 
 1. เพื่อศึกษาและพฒันาขั้นตอนวิธีการจ าแนกขอ้มูลไม่สมดุลให้มีความสามารถในการ
จ าแนกขอ้มูลในคลาสส่วนนอ้ยไดดี้ยิง่ข้ึน 
 2. เพื่อเปรียบเทียบประสิทธิภาพในการจ าแนกขอ้มูลไม่สมดุลระหวา่งเทคนิคท่ีพฒันาข้ึน
กบัเทคนิคในการจ าแนกขอ้มูลไม่สมดุลท่ีใชใ้นปัจจุบนั 
 3. เพื่อหาค่าพารามิเตอร์ท่ีเหมาะสม ท่ีดีท่ีสุดส าหรับน าไปใชใ้นการจ าแนกขอ้มูลไม่สมดุล 
 
1.3  ขอบเขตของกำรวจิัย 
 1. ขอ้มูลท่ีน ามาใชจ้ะตอ้งเป็นขอ้มูลตวัเลขเท่านั้น (ยกเวน้แอตทริบิวตค์ลาสท่ีสามารถเป็น
ตวัอกัษรได)้ 
 2. ขอ้มูลท่ีน ามาใชจ้ะตอ้งมีคลาสเป้าหมาย เพียง 2 คลาสเท่านั้น 
 3. การเปรียบเทียบประสิทธิภาพจะใช้เกณฑ์ความถูกตอ้งหรือความแม่นย  าในการจ าแนก
ขอ้มูล ค่าความเท่ียง ค่าความไว และค่าการวดัเอฟ 
 4. ขอ้มูลท่ีน ามาใชใ้นงานวิทยานิพนธ์ 
  ขอ้มูลสังเคราะห์ข้ึนจ านวน 1 ชุดขอ้มูล  
  ขอ้มูลโรคหอบหืดจ านวน 1 ชุดขอ้มูล (พงศกร, 2015)  
  ขอ้มูลโรคหวัใจ 1 ชุดขอ้มูล  
  (http://archive.ics.uci.edu/ml/datasets/heart+Disease)  
  ขอ้มูลโรคตบั 1 ชุดขอ้มูล 
  (https://archive.ics.uci.edu/ml/datasets/ILPD+(Indian+Liver+Patient+Dataset)) 
 
1.4  ประโยชน์ทีจ่ะได้รับ 
 จากการศึกษาและพฒันางานวิจยัน้ี ผูว้จิยัคาดวา่เทคนิคท่ีพฒันาข้ึนจะเกิดประโยชน์ต่อผูใ้ช้
ในการน าไปจ าแนกขอ้มูลไม่สมดุลให้มีประสิทธิภาพมากยิ่งข้ึน และยงัช่วยหาค่าพารามิเตอร์ท่ี








ไปดว้ยรายละเอียดขอ้มูลไม่สมดุล (Imbalanced Data) เกณฑ์ส าหรับการประเมินประสิทธิภาพการ
จ าแนกขอ้มูลไม่สมดุลขั้นตอนวธีิเชิงพนัธุกรรม (Genetic Algorithm) การจ าแนกประเภทขอ้มูลดว้ย
ซพัพอร์ตเวกเตอร์แมชชีน และงานวจิยัท่ีเก่ียวขอ้ง 
  
2.1  ข้อมูลไม่สมดุล  
 ขอ้มูลไม่สมดุล หมายถึง ขอ้มูลท่ีมีจ  านวนขอ้มูลในกลุ่มหน่ึงมีจ านวนมากกวา่ขอ้มูลในอีก






 ตวัอยา่งของขอ้มูลไม่สมดุล เช่น ขอ้มูลในคลาสท่ีหน่ึง มีจ านวน 2,000 ขอ้มูล ส่วนขอ้มูล
ในคลาสท่ีสองมีจ านวน 20 ข้อมูล เป็นต้น จะเห็นได้ว่าจ  านวนข้อมูลในคลาสท่ีหน่ึงมีมากกว่า
จ านวนขอ้มูลในคลาสท่ีสองเป็นจ านวนมาก เราเรียกขอ้มูลชุดน้ีวา่ “ขอ้มูลไม่สมดุล”แสดงดงัรูปท่ี 
2.1 (ข้อมูลคลาสส่วนมากแทนด้วยจุดเคร่ืองหมายบวก +, ข้อมูลคลาสส่วนน้อยแทนด้วย
เคร่ืองหมายจุดวงกลม •)โดยทัว่ไปเราจะเรียกกลุ่มขอ้มูลท่ีอยูใ่นคลาสท่ีมีจ านวนขอ้มูลมากกว่าว่า 
คลาสส่วนมาก (Majority Class) และเรียกกลุ่มข้อมูลท่ีอยู่ในคลาสท่ีมีจ านวนข้อมูลน้อยกว่าว่า 
คลาสส่วนน้อย  (Minority Class) (Boonchuay et al., 2011; Farquad and Bose, 2012; Gao et al., 
2012) เน่ืองจากจ านวนขอ้มูลในแต่ละคลาสมีความแตกต่างกนัเป็นจ านวนมาก จึงส่งผลกระทบให้
การจ าแนกคลาสส่วนนอ้ยมีความแม่นย  าในการจ าแนกลดนอ้ยลงไป เน่ืองจากผลกระทบจากขอ้มูล
ในคลาสส่วนมากในขั้นตอนการสร้างโมเดลการเรียนรู้ (Training Model) 
 ขอ้มูลไม่สมดุลส่งผลกระทบต่อการจ าแนกคลาสส่วนน้อย เน่ืองจากอลักอริทึมทัว่ไปจะ
ท างานได้อย่างมีประสิทธิภาพสูงสุดก็ต่อเม่ือจ านวนขอ้มูลในแต่ละคลาสมีจ านวนใกล้เคียงกัน 
(ขอ้มูลมีความสมดุล) แต่เม่ือขอ้มูลมีความไม่สมดุลเกิดข้ึน อลักอริทึมทัว่ไปจะมีความเอนเอียงไป






รูปท่ี 2.1 ตวัอยา่งขอ้มูลไม่สมดุล 
 
 ระดับของความไม่สมดุล (Imbalanced Degree) 
 การจ าแนกวา่ขอ้มูลใดมีความสมดุลหรือเป็นขอ้มูลไม่สมดุลจากระดบัของความไม่สมดุล 
โดยระดบัของความไม่สมดุลจะแสดงอตัราส่วนระหวา่งจ านวนของขอ้มูลในคลาสส่วนมากเทียบ
กบัจ านวนขอ้มูลในคลาสส่วนนอ้ย (Orriols-Puig et al., 2009; Villar et al., 2011) หากขอ้มูลมีระดบั
ของความไม่สมดุลสูง (ระดบัความไม่สมดุลมากกว่า 1 มาก ๆ) นัน่หมายความวา่ขอ้มูลมีความไม่
สมดุลสูง หากขอ้มูลมีระดบัของความไม่สมดุลเท่ากบั 1 นัน่หมายความว่าจ านวนขอ้มูลในแต่ละ
คลาสมีจ านวนเท่ากนั หากขอ้มูลมีระดบัของความไม่สมดุลต ่ากวา่ 1 นัน่หมายความวา่จ านวนขอ้มูล
ของคลาสส่วนน้อยมีจ านวนมากกวา่จ านวนขอ้มูลในคลาสส่วนมากโดยการค านวณหาระดบัของ
ความไม่สมดุลสามารถค านวณไดจ้ากสมการท่ี 2.1 
 
𝐼𝑚𝑏𝑎𝑙𝑎𝑛𝑐𝑒 𝑅𝑎𝑡𝑖𝑜 (𝐼𝑅) =  
𝑛𝑚𝑎𝑗𝑜𝑟𝑖𝑡𝑦
𝑛𝑚𝑖𝑛𝑜𝑟𝑖𝑡𝑦
   (2.1) 
 
 โดยท่ี  nmagority คือจ านวนขอ้มูลในคลาสส่วนมาก 




 ตัวอย่างที่ 1 สมมติวา่มีชุดขอ้มูล B ซ่ึงมีทั้งหมด 2 คลาสไดแ้ก่คลาส True และคลาส False 
โดยมีจ านวนขอ้มูลทั้งหมดในคลาส True จ านวน 100 ขอ้มูล และมีจ านวนขอ้มูลทั้งหมดในคลาส 
False จ านวน 1,900 ขอ้มูลแสดงดงัตารางท่ี 2.1 และรูปท่ี 2.2 จะพบวา่ขอ้มูลชุดน้ีมีระดบัของความ
ไม่สมดุลท่ี 19.0  
 
ตารางท่ี 2.1 จ านวนขอ้มูลในแต่ละคลาสของชุดขอ้มูล B 
ชุดขอ้มูล จ านวนขอ้มูลในคลาส True จ านวนขอ้มูลในคลาส False 




รูปท่ี 2.2 จ านวนขอ้มูลในแต่ละคลาสของชุดขอ้มูล B 
 
 แทนค่าตวัแปร nmajority ดว้ย 1,900 เน่ืองจากเป็นขอ้มูลคลาสส่วนมาก 
 แทนค่าตวัแปร nminority ดว้ย 100 เน่ืองจากเป็นขอ้มูลคลาสส่วนนอ้ย 
 Imbalanced Degree = 1,900 / 100 = 19.0  
 




(Processing Stage) โดยการแกไ้ขในระดบัน้ีจะแกไ้ขกบัขอ้มูลโดยตรง โดยจะท าการปรับปรุงขอ้มูล
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ท่ีมีความไม่สมดุลให้กลายเป็นขอ้มูลท่ีมีความสมดุลดว้ยเทคนิคการสุ่มเลือกขอ้มูล (Data Sampling 
Technique) หรือเทคนิคการเลือกข้อมูล  (Data Selection Technique) (Solberg and Solberg, 1996; 
Kubat and Matwin, 1997; Ling and Li, 1998; Japkowicz, 2000b; Laurikkala, 2001; Chawla et al., 
2002; Weiss and Provost, 2003; Batista et al., 2004; Jo and Japkowicz, 2004; Phua and Alahakoon, 
2004) โดยจะแบ่งออกเป็น 3 กลุ่ม ไดแ้ก่ 
 
วธีิสุ่มเกนิ (Over Sampling) 
 วิธีสุ่มเกิน (กิตติพงษ์, 2016) เป็นเทคนิค หรือวิธีท่ีใช้ในการเพิ่มขอ้มูลท่ีอยู่ในคลาสส่วน
นอ้ย ใหมี้จ านวนใกลเ้คียง หรือเท่ากบัจ านวนขอ้มูลในคลาสส่วนมาก โดยการสุ่มเกินเพื่อเพิ่มขอ้มูล
ใหค้ลาสส่วนนอ้ยจะเพิ่มขอ้มูลโดยการสุ่มเลือกขอ้มูลจากขอ้มูลเดิม หรือสร้างขอ้มูลข้ึนมาใหม่จาก
ตวัอยา่งของขอ้มูลเดิม 
 สมมติวา่มีชุดขอ้มูล C ซ่ึงมีจ  านวนคลาสทั้งหมด 2 คลาส ไดแ้ก่คลาส True และคลาส False 
โดยขอ้มูลในคลาส True มีจ  านวนทั้งหมด 4 ขอ้มูล และขอ้มูลในคลาส False มีจ  านวนทั้งหมด 10 
ขอ้มูล แสดงดงัตารางท่ี 2.2 
 
ตารางท่ี 2.2 ชุดข้อมูล C ข้อมูลผู ้ป่วยเป็นเน้ือร้าย (คลาส True หมายถึงเน้ือร้าย คลาส False 
         หมายถึงไม่ใช่เน้ือร้าย) 





1 1.4” 2.5” 2.0 g 0.9 True 
2 0.4” 1.1” 0.1 g 0.1 False 
3 0.3” 0.9” 0.2 g 0.2 False 
4 1.5” 2.0” 2.1 g 0.8 True 
5 0.2” 0.9” 0.2 g 0.1 False 
6 0.1” 0.4” 0.3 g 0.1 False 
7 1.7” 2.3” 2.2 g 0.9 True 
8 1.8” 2.3” 2.5 g 0.7 True 
9 0.4” 0.6” 0.3 g 0.2 False 
10 0.2” 0.7” 0.2 g 0.3 False 
11 0.2” 0.3” 0.5 g 0.1 False 
12 0.1” 0.2” 0.3 g 0.2 False 
13 0.5” 0.1” 1.8 g 0.6 False 





ตารางท่ี 2.3 ชุดขอ้มูล C หลงัจากใชเ้ทคนิคการสุ่มเลือกขอ้มูลจากคลาสส่วนนอ้ยเพิ่ม 4 ขอ้มูล 





1 1.4” 2.5” 2.0 g 0.9 True 
2 0.4” 1.1” 0.1 g 0.1 False 
3 0.3” 0.9” 0.2 g 0.2 False 
4 1.5” 2.0” 2.1 g 0.8 True 
5 0.2” 0.9” 0.2 g 0.1 False 
6 0.1” 0.4” 0.3 g 0.1 False 
7 1.7” 2.3” 2.2 g 0.9 True 
8 1.8” 2.3” 2.5 g 0.7 True 
9 0.4” 0.6” 0.3 g 0.2 False 
10 0.2” 0.7” 0.2 g 0.3 False 
11 0.2” 0.3” 0.5 g 0.1 False 
12 0.1” 0.2” 0.3 g 0.2 False 
13 0.5” 0.1” 1.8 g 0.6 False 
14 0.1” 0.5” 0.7 g 0.3 False 
15 1.4” 2.5” 2.0 g 0.9 True 
16 1.5” 2.0” 2.1 g 0.8 True 
17 1.7” 2.3” 2.2 g 0.9 True 
18 1.8” 2.3” 2.5 g 0.7 True 
 
 ตัวอย่างที่ 3 จากเทคนิคการสุ่มเกินหากเลือกใชเ้ทคนิคการสร้างขอ้มูลใหม่จากขอ้มูลเดิม
เทคนิคน้ีจะท าการเลือกข้อมูลท่ีอยู่ในคลาส False แล้วท าการเพิ่มค่าข้ึนเล็กน้อยหรือลดค่าลง
เล็กนอ้ย โดยเพิ่มขอ้มูลเป็นจ านวน 4 – 6 ขอ้มูล เพื่อท าใหชุ้ดขอ้มูล C จากตารางท่ี 2.2 มีความสมดุล
เกิดข้ึนสมมติวา่ท าการสร้างขอ้มูลจากคลาสส่วนนอ้ยเพิ่มข้ึนมา 4 ขอ้มูล จะไดชุ้ดขอ้มูลใหม่โดยมี
ขอ้มูลทั้งหมด 18 ขอ้มูล แบ่งเป็นขอ้มูลในคลาส True จ านวน 8 ขอ้มูล และขอ้มูลในคลาส False 
จ านวน 10 ขอ้มูล แสดงดงัตารางท่ี 2.4 
 
ตารางท่ี 2.4 ชุดขอ้มูล C หลงัจากใชเ้ทคนิคการสร้างขอ้มูลใหม่จากคลาสส่วนนอ้ยเพิ่ม 4 ขอ้มูล 





1 1.4” 2.5” 2.0 g 0.9 True 
2 0.4” 1.1” 0.1 g 0.1 False 
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ตารางท่ี 2.4 ชุดขอ้มูล C หลงัจากใช้เทคนิคการสร้างขอ้มูลใหม่จากคลาสส่วนน้อยเพิ่ม 4 ขอ้มูล 
        (ต่อ) 





3 0.3” 0.9” 0.2 g 0.2 False 
4 1.5” 2.0” 2.1 g 0.8 True 
5 0.2” 0.9” 0.2 g 0.1 False 
6 0.1” 0.4” 0.3 g 0.1 False 
7 1.7” 2.3” 2.2 g 0.9 True 
8 1.8” 2.3” 2.5 g 0.7 True 
9 0.4” 0.6” 0.3 g 0.2 False 
10 0.2” 0.7” 0.2 g 0.3 False 
11 0.2” 0.3” 0.5 g 0.1 False 
12 0.1” 0.2” 0.3 g 0.2 False 
13 0.5” 0.1” 1.8 g 0.6 False 
14 0.1” 0.5” 0.7 g 0.3 False 
15 1.45” 2.55” 2.05 g 0.95 True 
16 1.45” 1.95” 2.05 g 0.75 True 
17 1.75” 2.35” 2.25 g 0.95 True 
18 1.75” 2.25” 2.45 g 0.65 True 
 
 การสุ่ม เ กินด้วย  SMOTE Technique (Chawla et al., 2002; Chawla, 2003, Chawla et al., 





𝑁𝑝𝑜𝑖𝑛𝑡 =  𝑂𝑝𝑜𝑖𝑛𝑡 + (𝑅𝑎𝑛𝑑𝑜𝑚[0,1] ∗ 𝑑𝑖𝑠𝑡𝑎𝑛𝑐𝑒(𝑥, 𝑦, … , 𝑧)) (2.2) 
 
 โดยท่ี Npoint หมายถึง จุดขอ้มูลของคลาสส่วนนอ้ยท่ีสร้างข้ึนมาใหม่ 
  Opoint หมายถึง จุดข้อมูลของคลาสส่วนน้อยท่ีน าไปใช้เป็นตวัตั้ งต้นในการหา
ระยะห่างเทียบกบัจุดเพื่อนบา้น 
  Random[0,1] หมายถึงการสุ่มค่าระหวา่ง 0 ถึง 1 
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  Distance(x, y, …, z) หมายถึงระยะห่างระหว่างจุดตั้ งต้นกับจุดเพื่อนบ้านใน 
แอตทริบิวต ์x, y ถึง z  
 
 ตัวอย่างที่ 4 จากเทคนิคการสุ่มเกินหากเลือกใช้ SMOTE Technique เทคนิคน้ีจะท าการ
เลือกขอ้มูลท่ีอยู่ในคลาส False ข้ึนมาแลว้ท าการเลือกขอ้มูลเพื่อนบา้นท่ีอยู่ในคลาสเดียวกนั แลว้
ค านวณระยะห่างระหวา่งจุดสองจุดแลว้ท าการสุ่มเพิ่มค่าข้ึนเล็กนอ้ยหรือลดค่าลงเล็กนอ้ย โดยเพิ่ม
ขอ้มูลเป็นจ านวน 3 ขอ้มูล โดยใชข้อ้มูลจากล าดบัท่ี 1 เป็นขอ้มูลตั้งตน้ เพื่อท าให้ชุดขอ้มูล C จาก
ตารางท่ี 2.2 มีความสมดุลเกิดข้ึนจะไดชุ้ดขอ้มูลใหม่โดยมีขอ้มูลทั้งหมด 17 ขอ้มูล แบ่งเป็นขอ้มูล
ในคลาส True จ านวน 7 ขอ้มูล และขอ้มูลในคลาส False จ านวน 10 ขอ้มูล แสดงดงัตารางท่ี 2.5 
 
ตารางท่ี 2.5 ชุดขอ้มูล C หลงัจากใช ้SMOTE Technique เพิ่มขอ้มูลจากคลาสส่วนนอ้ยเพิ่ม 3 ขอ้มูล 





1 1.4” 2.5” 2.0 g 0.9 True 
2 0.4” 1.1” 0.1 g 0.1 False 
3 0.3” 0.9” 0.2 g 0.2 False 
4 1.5” 2.0” 2.1 g 0.8 True 
5 0.2” 0.9” 0.2 g 0.1 False 
6 0.1” 0.4” 0.3 g 0.1 False 
7 1.7” 2.3” 2.2 g 0.9 True 
8 1.8” 2.3” 2.5 g 0.7 True 
9 0.4” 0.6” 0.3 g 0.2 False 
10 0.2” 0.7” 0.2 g 0.3 False 
11 0.2” 0.3” 0.5 g 0.1 False 
12 0.1” 0.2” 0.3 g 0.2 False 
13 0.5” 0.1” 1.8 g 0.6 False 
14 0.1” 0.5” 0.7 g 0.3 False 
15 1.35” 2.75” 2.05 g 0.95 True 
16 1.34” 2.54” 1.96 g 0.9 True 







 วธีิการสุ่มลด (Under Sampling) 
 วิธีสุ่มลด (Japkowicz, 2000a; Japkowicz and Stephen, 2002 ;กิตติพงษ์, 2016) เป็นเทคนิค 
หรือวิธีท่ีใชใ้นการลดจ านวนขอ้มูลท่ีอยูใ่นคลาสส่วนมาก ให้มีจ  านวนใกลเ้คียง หรือเท่ากบัจ านวน
ขอ้มูลในคลาสส่วนนอ้ย โดยการลดจ านวนขอ้มูลจากคลาสส่วนมากลง 
 
 ตัวอย่างที่ 5 จากเทคนิคการสุ่มลดเทคนิคน้ีจะท าการลดจ านวนขอ้มูลท่ีอยู่ในคลาส False 
โดยลดขอ้มูลเป็นจ านวน 4 – 6 ขอ้มูล เพื่อท าให้ชุดขอ้มูล C จากตารางท่ี 2.2 มีความสมดุลเกิดข้ึน
สมมติวา่ท าการสุ่มลดจ านวนขอ้มูลจากคลาสส่วนมากลงเป็นจ านวน 4 ขอ้มูล (ลดขอ้มูลล าดบัท่ี 3, 
9, 12 และ 14) จะได้ชุดข้อมูลใหม่โดยมีข้อมูลทั้งหมด 10 ข้อมูล แบ่งเป็นข้อมูลในคลาส True 
จ านวน 4 ขอ้มูล และขอ้มูลในคลาส False จ านวน 6 ขอ้มูล แสดงดงัตารางท่ี 2.6 
 
ตารางท่ี 2.6 ชุดขอ้มูล C หลงัจากใชเ้ทคนิคการสุ่มลดขอ้มูลจากคลาสส่วนมาก 





1 1.4” 2.5” 2.0 g 0.9 True 
2 0.4” 1.1” 0.1 g 0.1 False 
3 1.5” 2.0” 2.1 g 0.8 True 
4 0.2” 0.9” 0.2 g 0.1 False 
5 0.1” 0.4” 0.3 g 0.1 False 
6 1.7” 2.3” 2.2 g 0.9 True 
7 1.8” 2.3” 2.5 g 0.7 True 
8 0.2” 0.7” 0.2 g 0.3 False 
9 0.2” 0.3” 0.5 g 0.1 False 
10 0.5” 0.1” 1.8 g 0.6 False 
 
 วธีิผสมผสาน (Hybrid Methods) 
 วิธีผสมผสาน เป็นวิธีการท่ีน าเทคนิควิธีสุ่มเกิน และวิธีสุ่มลดมาท างานร่วมกนั โดยการใช้
เทคนิคน้ีจะเป็นการสุ่มลดจ านวนขอ้มูลจากคลาสส่วนมาก และท าการสุ่มเพิ่มขอ้มูลในคลาสส่วน
นอ้ย ใหจ้  านวนขอ้มูลจากทั้งสองคลาสมีจ านวนใกลเ้คียงกนั หรือเท่ากนั  
 
 ตัวอย่างที่ 6 จากเทคนิคการจดัการขอ้มูลแบบผสมผสาน เทคนิคน้ีจะท าการสุ่มลดขอ้มูล
จากคลาสส่วนมากลงจ านวน 2 - 3 ขอ้มูล และสุ่มเพิ่มขอ้มูลจากคลาสส่วนนอ้ยเพิ่มข้ึนจ านวน 2 - 3 
ขอ้มูล เพื่อใหชุ้ดขอ้มูล C จากตารางท่ี 2.2 มีความสมดุลเกิดข้ึน สมมติวา่ท าการสุ่มลดจ านวนขอ้มูล
จากคลาสส่วนมากลงจ านวน 2 ขอ้มูล (สุ่มลดขอ้มูลในล าดบัท่ี 10 และ 13) และท าการสุ่มเพิ่มขอ้มูล
จากคลาสส่วนนอ้ยดว้ยการสุ่มเกินจากขอ้มูลเดิมจ านวน 2 ขอ้มูล (สุ่มเพิ่มขอ้มูลจากล าดบัท่ี 1 และ 
12 
 
7) จะได้จ  านวนข้อมูลทั้งหมด 14 ขอ้มูล โดยเป็นขอ้มูลจากคลาส True มีทั้งหมด 6 ขอ้มูล และ
จ านวนขอ้มูลทั้งหมดจากคลาส False มีทั้งหมด 8 ขอ้มูล แสดงดงัตารางท่ี 2.7 
 
ตารางท่ี 2.7 ชุดขอ้มูล C หลงัจากใชเ้ทคนิคแบบผสมผสานในการแกปั้ญหาขอ้มูลไม่สมดุล 





1 1.4” 2.5” 2.0 g 0.9 True 
2 0.4” 1.1” 0.1 g 0.1 False 
3 0.3” 0.9” 0.2 g 0.2 False 
4 1.5” 2.0” 2.1 g 0.8 True 
5 0.2” 0.9” 0.2 g 0.1 False 
6 0.1” 0.4” 0.3 g 0.1 False 
7 1.7” 2.3” 2.2 g 0.9 True 
8 1.8” 2.3” 2.5 g 0.7 True 
9 0.4” 0.6” 0.3 g 0.2 False 
10 1.4” 2.5” 2.0 g 0.9 True 
11 0.2” 0.3” 0.5 g 0.1 False 
12 0.1” 0.2” 0.3 g 0.2 False 
13 1.7” 2.3” 2.2 g 0.9 True 
14 0.1” 0.5” 0.7 g 0.3 False 
 
 การแก้ปัญหาในระดบัอลักอริทึมเป็นการปรับปรุงการท างานของอลักอริทึมต่าง ๆ ให้
สามารถจ าแนกประเภทข้อมูลไม่สมดุลได้ดียิ่งข้ึน โดยเทคนิคท่ีนิยมน ามาใช้ได้แก่เทคนิคการ
ท างานร่วมกนั (Ensemble) และเทคนิคบูสติง (Boosting) 
 
 เทคนิคการท างานร่วมกนั 
 เทคนิคการท างานร่วมกนัเป็นเทคนิคท่ีใชโ้มเดลในการจ าแนกหลาย ๆ โมเดลมาช่วยในการ
จ าแนกประเภทร่วมกนั ซ่ึงท าให้ประสิทธิภาพในการจ าแนกสูง (Muhlbaier et al., 2009)  โดยจะ
กล่าวถึง 2 เทคนิคไดแ้ก่ Vote Ensemble และเทคนิคแบก็กิง (Bagging: Bootstrap Aggregation) 
 1) Vote Ensemble 
 เทคนิคน้ีเป็นการใช้ชุดขอ้มูลในการเรียนรู้ชุดเดียวกนัแต่สร้างโมเดลการจ าแนกประเภท
ขอ้มูลด้วยอลักอริทึมท่ีแตกต่างกัน โดยหลกัการสร้างโมเดลส าหรับจ าแนกประเภทข้อมูลด้วย




รูปท่ี 2.3 หลกัการสร้างโมเดลการจ าแนกประเภทดว้ย Vote Ensemble 
 
 ส าหรับการใช้เทคนิค Vote Ensemble เพื่อใช้ในการจ าแนกประเภทข้อมูลท่ียงัไม่ทราบ
คลาสโดยอาศยัผลโหวตจากเสียงส่วนมากซ่ึงได้รับจากการจ าแนกประเภทจากแต่ละอลักอริทึม 
เช่น น าข้อมูลท่ียงัไม่ทราบคลาสเป้าหมายไปจ าแนกด้วยอลักอริทึม Decision Tree, SVM และ 
Neural Network แล้วตรวจสอบว่าทั้งสามอลักอริทึมให้ผลการจ าแนกขอ้มูลนั้นว่าอยู่ในประเภท









ID Fever Cough Headache … Class 
1 No No Yes … Normal 
2 Yes Yes No … Sick 
3 Yes Yes Yes … Sick 
4 No Yes No … Normal 
… … … … … … 
 
   





รูปท่ี 2.4 หลกัการจ าแนกประเภทขอ้มูลดว้ย Vote Ensemble 
 
 2) แบ็กกงิ 
 ส าหรับเทคนิคแบ็กกิงจะใช้เทคนิคการสุ่มข้อมูลตวัอย่างจากชุดข้อมูลเรียนรู้ออกเป็น 
หลาย ๆ ชุด โดยน าขอ้มูลท่ีแบ่งแยกออกไปสร้างโมเดลดว้ยการใชอ้ลักอริทึมในการจ าแนกประเภท
ชนิดเดียวกนั (อลักอริทึมเดียวกนั) (Breiman, 1996) โดยหลกัการสร้างโมเดลจ าแนกประเภทของ
เทคนิคแบก็กิงแสดงดงัรูปท่ี 2.5 
 
ID Fever Cough Headache … Class 
1 Yes No Yes … ? 












ID Fever Cough Headache … Class 
1 Yes No Yes … Sick 
2 Yes Yes No … Sick 
 
   
Decision Tree Neural Network SVM 
1 … Sick 
2 … Normal 
 
1 … Sick 
2 … Sick 
 
1 … Sick 






รูปท่ี 2.5 หลกัการสร้างโมเดลดว้ยเทคนิคแบก็กิง 
 
 ส าหรับการใช้เทคนิคแบ็กกิงเพื่อใช้ในการจ าแนกประเภทขอ้มูลท่ียงัไม่ทราบคลาสจะ
อาศยัผลโหวตจากเสียงส่วนมากจากผลของการจ าแนกประเภทจากแต่ละโมเดล จะมีหลกัการ
จ าแนกประเภทขอ้มูลท่ียงัไม่ทราบคลาส แสดงดงัรูปท่ี 2.6 
 
ID Fever Cough Headache … Class 
1 No No Yes … Normal 
2 Yes Yes No … Sick 
3 Yes Yes Yes … Sick 
4 No Yes No … Normal 











ID Fever … Class 
1 No … Sick 
3 Yes … Sick 
5 No … Normal 
 
ID Fever … Class 
2 Yes … Sick 
8 Yes … Normal 
9 No … Normal 
 
ID Fever … Class 
4 No … Normal 
6 No … Sick 
7 No … Normal 
 
   




รูปท่ี 2.6 หลกัการจ าแนกประเภทขอ้มูลดว้ยเทคนิคแบก็กิง 
  
 นอกจากน้ียงัมีการน าเทคนิคแบ็กกิงไปประยุกต์ใช้ร่วมกนักบัเทคนิคการปรับปรุงขอ้มูล 
เช่น การน าเทคนิคการสุ่มเพิ่มขอ้มูลมาท างานร่วมกับเทคนิคแบ็กกิง ซ่ึงเรียกว่า Over Bagging 
(Wang and Yao, 2009) หรือการใช้เทคนิคการสร้างตวัอย่างเพิ่มจากขอ้มูลส่วนน้อย หรือเรียกว่า 
SMOTEBagging  (Wang and Yao, 2009) การน าเทคนิคการสุ่มลดขอ้มูลจากคลาสส่วนมากร่วมกบั





ID Fever Cough Headache … Class 
1 No No Yes … Normal 












ID Fever Cough Headache … Class 
1 No No Yes … Normal 
2 Yes Yes No … Sick 
 
Testing Data 
ID … Class 
1 … Normal 
2 … Normal 
 
   
ID … Class 
1 … Sick 
2 … Sick 
 
ID … Class 
1 … Normal 




 3) บูสติง 
 ส าหรับเทคนิคบูสติงคือการประยกุตใ์ชต้วัจ  าแนกประเภทขอ้มูลท่ีอ่อนแอ (Weak Learner) 
หลาย ๆ อลักอริทึมมาท างานร่วมกนั แลว้สร้างตวัจ าแนกท่ีแขง็แกร่ง (Strong Learner) โดยหลกัการ
ส าคญัของเทคนิคน้ีคือการปรับเพิ่มค่าน ้าหนกัใหแ้ก่ขอ้มูลท่ียงัมีการจ าแนกผิดประเภท แลว้สร้างตวั
จ าแนกประเภทขอ้มูลจากการเรียนรู้ในขั้นตอนก่อนหนา้ (Valiant, 1984; Kearns and Valiant, 1994) 
ซ่ึงการน าตวัจ าแนกประเภทขอ้มูลท่ีอ่อนแอเหล่านั้นมาท างานร่วมกนัจะท าให้ตวัจ าแนกมีความ
แข็งแกร่งมากยิ่งข้ึน ส าหรับเทคนิคหรืออลักอริทึมทางดา้นบูสติงท่ีได้รับความนิยมน าไปใช้งาน 
ได้แ ก่อัลกอริทึม เอด้า บูส  (Adaboost)  (Freund and Schapire, 1996; Freund et al., 1999) โดยมี
หลกัการท างาน แสดงดงัรูปท่ี 2.7  
 
รูปท่ี 2.7 หลกัการท างานของอลักอริทึมเอดาบูส 
 
2.2 การประเมนิประสิทธิภาพส าหรับข้อมูลไม่สมดุล 
 ส าหรับการประเมินประสิทธิภาพการจ าแนกข้อมูลไม่สมดุล หากใช้วิธีการประเมิน
ประสิทธิภาพดว้ยเทคนิคพื้นฐาน ไดแ้ก่ การใชค้่าความแม่นย  าในการจ าแนก (Accuracy) อาจจะไม่
เพียงพอต่อการประเมินประสิทธิรูปท่ีแทจ้ริง เน่ืองจากหากเกิดกรณีท่ีขอ้มูลไม่สมดุลนั้นมีจ านวน
ขอ้มูลในคลาสแต่ละคลาสไม่เท่ากนัเป็นจ านวนมาก หากท านายขอ้มูลใหม่เป็นคลาสส่วนมาก
ทั้งหมดก็จะท าให้ค่าความแม่นย  าในการจ าแนกสูงได้เช่นกนั เช่น ชุดขอ้มูลหน่ึงมีจ านวนขอ้มูล
ทั้งหมด 1,000 ขอ้มูล แบ่งเป็นจ านวนข้อมูลในคลาสส่วนมากมีจ านวน 940 ขอ้มูล และจ านวน
ขอ้มูลในคลาสส่วนนอ้ยมีจ านวน 60 ขอ้มูล หากโมเดลจ าแนกวา่ขอ้มูลทั้ง 1,000 ขอ้มูลอยูใ่นคลาส
ส่วนมาก โมเดลน้ีจะมีค่าความแม่นย  าในการจ าแนกอยูท่ี่ 94% แต่ในขณะท่ีไม่สามารถท านายขอ้มูล
ในคลาสส่วนน้อยได้แม้เพียงข้อมูลเดียว ดังนั้นการจ าแนกข้อมูลไม่สมดุลจึงจ าเป็นต้องมีการ




 เมตริกซ์วดัประสิทธิภาพ (Confusion Matrix) คือเมตริกซ์ท่ีใช้แสดงผลการจ าแนกข้อมูล
จากการทดสอบดว้ยชุดขอ้มูลออกเป็นแต่ละคลาส เม่ือตอ้งการประเมินประสิทธิภาพการท านาย
คลาสส่วนนอ้ยเป็นหลกั โดยมีรูปแบบแสดงดงัตารางท่ี 2.8 
 
ตารางท่ี 2.8 เมตริกซ์วดัประสิทธิภาพส าหรับจ าแนกขอ้มูลสองคลาส 
 Actual Minority Class Actual Majority Class 
Minority Class Prediction  True Minority Class False Minority Class 
Majority Class Prediction  False Majority Class  True Majority Class 
 
 จากตารางท่ี 2.8 แถวของเมตริกซ์จะแสดงจ านวนของข้อมูลจริงของแต่ละคลาส และ
คอลมัน์ของเมตริกซ์จะแสดงจ านวนท่ีท านายไดข้องแต่ละคลาส แบ่งออกเป็น 4 กรณี ดงัน้ี 
 กรณีท่ี 1 : True Minority Class หมายถึง จ านวนขอ้มูลท่ีอยู่ในคลาสส่วนน้อย แลว้โมเดล
สามารถท านายไดถู้กตอ้งวา่ขอ้มูลนั้นอยูใ่นคลาสส่วนนอ้ย 
 กรณีท่ี 2 : False Majority Class หมายถึง จ านวนข้อมูลท่ีอยู่ในคลาสส่วนมากแต่โมเดล
ท านายผดิพลาด โดยท านายวา่ขอ้มูลนั้นอยูใ่นคลาสส่วนนอ้ย 
 กรณีท่ี 3 : False Minority Class หมายถึง จ านวนขอ้มูลท่ีอยู่ในคลาสส่วนน้อยแต่โมเดล
ท านายผดิพลาด โดยท านายวา่ขอ้มูลนั้นอยูใ่นคลาสส่วนมาก 
 กรณีท่ี 4 : True Majority Class หมายถึง จ านวนขอ้มูลท่ีอยู่ในคลาสส่วนมาก แลว้โมเดล
สามารถท านายไดถู้กตอ้งวา่ขอ้มูลนั้นอยูใ่นคลาสส่วนมาก 
 
 ค่าความแม่นย าในการจ าแนก (Accuracy) 
 มาตรวดัความแม่นย  าในการจ าแนกเป็นการประเมินประสิทธิภาพการจ าแนกโดยรวมของ
ทุกคลาสของโมเดล แสดงดงัสมการท่ี 2.3 
 
𝐴𝑐𝑐𝑢𝑟𝑎𝑐𝑦 =  
(True Minority Class +True Majority Class)
(𝑇𝑜𝑡𝑎𝑙 𝑑𝑎𝑡𝑎)
  (2.3) 
 
 ค่าความเทีย่ง (Precision) 
 มาตรวดัความเท่ียง (Buckland and Gey, 1994) เป็นการประเมินความแม่นย  าในการท านาย
ขอ้มูลท่ีอยูใ่นคลาสส่วนน้อย โดยค านวณจากจ านวนขอ้มูลท่ีท านายเป็นคลาสส่วนน้อยไดถู้กตอ้ง 
เทียบกบัจ านวนขอ้มูลท่ีถูกท านายเป็นคลาสส่วนนอ้ยทั้งหมด แสดงดงัสมการท่ี 2.4 
 
𝑃𝑟𝑒𝑐𝑖𝑠𝑖𝑜𝑛 =  
(True Minority Class)
(True Minority Class+False Minority Class)





 ค่าระลกึ หรือค่าความไว (Recall / Sensitivity) 
 มาตรวดัค่าระลึกหรือค่าความไว (Buckland and Gey, 1994) เป็นการประเมินความแม่นย  า
ในการท านายขอ้มูลท่ีอยูใ่นคลาสส่วนนอ้ยวา่สามารถท านายไดถู้กตอ้งแม่นย  าเพียงใด โดยค านวณ
จากจ านวนขอ้มูลท่ีท านายเป็นคลาสส่วนน้อยไดถู้กตอ้ง เทียบกบัจ านวนขอ้มูลจริงของคลาสส่วน
นอ้ยทั้งหมด แสดงดงัสมการท่ี 2.5 
 
𝑆𝑒𝑛𝑠𝑖𝑡𝑖𝑣𝑖𝑡𝑦 = 𝑅𝑒𝑐𝑎𝑙𝑙 =  
(True Minority Class)
(True Minority Class+False Majority Class)
  (2.5) 
  
ค่าความจ าเพาะ (Specificity) 
 มาตรวดัความจ าเพาะ เป็นการประเมินความแม่นย  าในการท านายข้อมูลท่ีอยู่ในคลาส
ส่วนมาก โดยค านวณจากจ านวนขอ้มูลท่ีถูกท านายเป็นคลาสส่วนมากไดถู้กตอ้ง เทียบกบัจ านวน
ขอ้มูลจริงของคลาสส่วนมากทั้งหมด แสดงดงัสมการท่ี 2.6 
 
𝑆𝑝𝑒𝑐𝑖𝑓𝑖𝑐𝑖𝑡𝑦 =  
(True Majority Class)
(True Majority Class+False Minority Class)
  (2.6) 
 
 ค่าการวดัเอฟ (F-Measure) 
 การวดัเอฟ เป็นการประเมินความแม่นย  าของการจ าแนกคลาสส่วนน้อยโดยดูจากผลเฉล่ีย
ของ Precision และ Recall แสดงดงัสมการท่ี 2.7 
 
𝐹 − 𝑚𝑒𝑎𝑠𝑢𝑟𝑒 =  
(2∗Precision∗Recall)
(Precision+Recall)
   (2.7) 
 
ตัวอย่างที่ 7 สมมติให้การจ าแนกข้อมูลไม่สมดุลท่ีมี 2 คลาส โดยมีข้อมูลทั้งหมด 200 
ขอ้มูล แบ่งเป็นขอ้มูลในคลาสส่วนมากจ านวน 180 ขอ้มูล และจ านวนขอ้มูลในคลาสส่วนนอ้ย 20 
ขอ้มูล โดยมีผลลพัธ์การจ าแนกแสดงดงัตารางท่ี 2.9 
 
ตารางท่ี 2.9 ผลลพัธ์การจ าแนกขอ้มูลไม่สมดุล 
 Actual Minority Class Actual Majority Class  
Minority Class Prediction  18 5 
Majority Class Prediction 2 175 
 
จะไดว้า่โมเดลการจ าแนกน้ี มีประสิทธิภาพในการจ าแนกดว้ยเกณฑต่์าง ๆ ดงัน้ี 
ค่าความแม่นย  าในการจ าแนก =  (175 + 18) / (200)   =  0.965 
ค่า Precision   = (18) / (18 + 5)   = 0.783 
20 
 
ค่า Recall   = (18) / (18+2)   = 0.900 
ค่า Specificity   = (175) / (175 + 5)   = 0.972 
ค่า F-measure   = (2*0.783*0.900) / (0.783 + 0.900)=  0.837 
 
โดยสามารถสรุปได้ว่า โมเดลน้ีมีความสามารถในการจ าแนกทั้งสองคลาสอยู่ท่ี 96.5% 
สามารถจ าแนกขอ้มูลท่ีอยูใ่นคลาสส่วนนอ้ยไดถู้กตอ้งเทียบกบัการจ าแนกขอ้มูลวา่เป็นคลาสส่วน
นอ้ยทั้งหมดอยูท่ี่ 78.3% สามารถจ าแนกขอ้มูลของคลาสส่วนนอ้ยทั้งหมดไดแ้ม่นย  าอยูท่ี่ 90% และ
สามารถจ าแนกขอ้มูลว่าเป็นคลาสส่วนมากไดถู้กตอ้งทั้งหมดไดแ้ม่นย  าอยู่ท่ี 97.2% โดยรวมแลว้
โมเดลน้ีสามารถจ าแนกเฉพาะขอ้มูลคลาสส่วนนอ้ยมีความแม่นย  าอยูท่ี่ 83.7% 
 
2.3 ขั้นตอนวธีิเชิงพนัธุกรรม  
 ขั้นตอนวิธีเชิงพนัธุกรรม เป็นวิธีการคน้หาค าตอบโดยอาศยัการเลียนแบบวิวฒันาการทาง
ธรรมชาติ โดยมีพื้นฐานแนวคิดมาจากทฤษฎีวิวฒันาการทางธรรมชาติของ Charie Darwin คือ ผูท่ี้
แขง็แกร่งกวา่ยอ่มมีโอกาสในการอยูร่อดมากกวา่ผูท่ี้อ่อนแอ และมีโอกาสท่ีจะถ่ายทอดลกัษณะทาง
พนัธุกรรมท่ีแข็งแกร่งเหล่านั้นไปยงัรุ่นลูกหลานต่อไป โดยขั้นตอนวิธีเชิงพนัธุกรรมเร่ิมเป็นท่ีรู้จกั
จากงานวิจยัของ John Holland (Holland, 1975) โดยประยุกต์น าเอาการวิวฒันาการของส่ิงมีชีวิตใน
ระบบชีววิทยามาใช้ในการค านวณด้วยคอมพิวเตอร์ หลังจากนั้นก็เร่ิมมีการน าขั้นตอนวิธีเชิง
พนัธุกรรมไปประยกุตใ์ชใ้นงานดา้นต่าง ๆ กนัอยา่งแพร่หลาย 
 
 การท างานของขั้นตอนวธีิเชิงพนัธุกรรม จะแบ่งออกเป็น 6 ขั้นตอนหลกั ๆ ไดแ้ก่ 
 1) การเขา้รหสัโครโมโซม (Chromosome Encoding)  
 2) การสร้างประชากรเร่ิมตน้ (Population Initialization) 
 3) การประเมินค่าความเหมาะสม (Fitness Function) 
 4) การด าเนินการทางขั้นตอนวธีิเชิงพนัธุกรรม (Genetic Operations)  
 5) การแทนท่ี (Replacement) 
 6) การตรวจสอบเง่ือนไขส้ินสุดการท างาน (Termination Condition) 






รูปท่ี 2.8 ขั้นตอนการด าเนินงานของขั้นตอนวธีิเชิงพนัธุกรรม 
 
 จากรูปท่ี 2.8 สามารถอธิบายขั้นตอนการท างานของขั้นตอนวิธีเชิงพนัธุกรรมได้ดังน้ี 
ขั้นตอนการสร้างประชากรเร่ิมตน้ จะด าเนินการโดยการสุ่มสร้างประชากรจากกลุ่มขอ้มูลท่ีมีอยู่
เพื่อน าประชากรเข้าสู่กระบวนการของขั้นตอนวิธีเชิงพนัธุกรรมโดยในการสุ่ม จะสุ่มจ านวน
ประชากรให้ไดเ้ท่ากบัจ านวนประชากร (Population Size) ท่ีก าหนด หลงัจากสุ่มประชากรเร่ิมตน้
แลว้ จะท าการค านวณค่าความเหมาะสมของแต่ละประชากร เพื่อคน้หาประชากรท่ีมีความเหมาะสม
ตามเกณฑ์ท่ีก าหนดไปเป็นโครโมโซมตั้งตน้ในการสืบทอดพนัธุกรรม เม่ือไดโ้ครโมโซมตั้งตน้
แลว้จะด าเนินการทางขั้นตอนวธีิเชิงพนัธุกรรม ซ่ึงไดแ้ก่ การคดัเลือก (Selection) การสลบัสายพนัธ์ุ 




















 1. การเข้ารหัสโครโมโซม 
 การเขา้รหสัโครโมโซมมีความส าคญัส าหรับขั้นตอนวธีิเชิงพนัธุกรรมเป็นอยา่งมาก เพราะ
ก่อนท่ีจะเร่ิมกระบวนการต่าง ๆ ของขั้นตอนเชิงพนัธุกรรมจ าเป็นท่ีจะตอ้งมีการเขา้รหสัโครโมโซม
ก่อน โดยในขั้นตอนน้ีจะเป็นการออกแบบให้โครโมโซมเป็นตวัแทนของค าตอบของส่ิงท่ีตอ้งการ
คน้หา โดยจะเลือกใช้วิธีการเขา้รหัสแบบใดก็ไดซ่ึ้งจะข้ึนอยู่กบัความเหมาะสมของการแกปั้ญหา 
โดยการเขา้รหัสท่ีนิยมใช้กันมีอยู่ 3 วิธี ได้แก่ การเขา้รหัสแบบเลขฐานสอง (Binary Encoding)  
การเข้ารหัสแบบค่าจริง (Value Encoding) และการเข้ารหัสแบบเพอร์มิวเตชัน (Permutation 
Encoding) 
 
 1) การเข้ารหัสแบบเลขฐานสอง 
 การเขา้รหัสแบบเลขฐานสอง (Holland, 1975) เป็นรูปแบบการเขา้รหัสแบบพื้นฐานท่ีท า
การแปลงค่าให้อยูใ่นรูปแบบเลขฐานสอง โดยจะมีรูปร่างของโครโมโซมอยูใ่นรูปแบบ Bit String 




รูปท่ี 2.9 การเขา้รหสัแบบเลขฐานสอง 
  
 2) การเข้ารหัสแบบค่าจริง 
 การเขา้รหสัแบบค่าจริง (Wright, 1991) เป็นรูปแบบการเขา้รหสัโดยแทนค่าดว้ยค่าต่าง ๆ ท่ี
เป็นตวัแทนท่ีสามารถเช่ือมโยงค่าซ่ึงใชใ้นการแกปั้ญหา โดยโครโมโซมจะมีรูปร่างตามรูปแบบท่ี
แทนค่า เช่น ตวัอกัษร จ านวนจริง หรือค าสั่งต่าง ๆ แสดงดงัรูปท่ี 2.10 
 
รูปท่ี 2.10 การเขา้รหสัแบบค่าจริง 
Chromosome A : 0 1 0 1 1 0 
Chromosome B : 1 0 1 1 0 1 
 
Chromosome A : 0.6 1.5 3.9 6.4 2.4 0.7 
Chromosome B : 0.2 1.0 5.6 7.2 1.2 0.3 
 
Chromosome C : Low High Low Normal High Low 




 3) การเข้ารหัสแบบเพอร์มิวเตชัน 
 การเขา้รหสัแบบเพอร์มิวเตชนั (Malhotra et al., 2011) เป็นรูปแบบการเขา้รหสัโดยแทนค่า
จ านวนนบัของต าแหน่งแต่ละล าดบัลงไปท่ีทุกต าแหน่งของยนีในโครโมโซม แสดงดงัรูปท่ี 2.11 
 
รูปท่ี 2.11 การเขา้รหสัแบบเพอร์มิวเตชนั 
 
 2. การสร้างประชากรเร่ิมต้น 
 การสร้างประชากรเร่ิมตน้จะสุ่มสร้างค่าข้ึนมาจากกลุ่มขอ้มูลท่ีมีอยู ่เพื่อน าประชากรเขา้สู่
ขั้นตอนเชิงพนัธุกรรม โดยในการสุ่มจะตอ้งสุ่มให้ได้จ  านวนเท่ากบัขนาดประชากร (Population 
Size) ท่ีก าหนดไว ้ซ่ึงในขั้นตอนน้ีจะยงัไม่สนใจค่าความเหมาะสมของแต่ละโครโมโซม  
 
 ตัวอย่างที ่8 ก าหนดใหชุ้ดขอ้มูล A มีรายละเอียดแสดงดงัตารางท่ี 2.10 
  
ตารางท่ี 2.10 รายละเอียดชุดขอ้มูล A 
Chromosome ยนีท่ี 1 ยนีท่ี 2 ยนีท่ี 3 ยนีท่ี 4 ยนีท่ี 5 ยนีท่ี 6 ยนีท่ี 7 ยนีท่ี 8 
1 0 1 0 1 1 0 1 0 
2 1 0 0 1 0 0 1 0 
3 1 1 0 1 1 0 1 1 
4 0 1 0 1 0 1 0 1 
5 1 1 1 0 1 1 1 0 
6 1 1 0 0 1 0 0 1 
7 0 0 1 1 0 1 0 1 
8 1 0 0 1 1 0 1 0 
9 0 0 1 0 1 0 1 0 
10 1 0 1 1 0 0 0 0 
11 0 1 1 0 1 1 1 0 
12 0 1 0 1 0 1 0 1 
13 0 0 0 0 1 1 1 1 
14 1 1 0 1 0 0 1 1 
15 0 0 0 0 1 0 0 0 
Chromosome A : 1 6 5 2 4 3 




ตารางท่ี 2.10 รายละเอียดชุดขอ้มูล A (ต่อ) 
Chromosome ยนีท่ี 1 ยนีท่ี 2 ยนีท่ี 3 ยนีท่ี 4 ยนีท่ี 5 ยนีท่ี 6 ยนีท่ี 7 ยนีท่ี 8 
16 1 1 0 0 1 1 1 0 
17 0 1 1 1 1 0 0 1 
18 1 0 1 1 0 1 1 1 
19 1 0 1 0 1 0 1 1 
20 0 1 1 1 0 1 1 0 
 
 ในขั้นตอนการสุ่มเลือกประชากรเร่ิมต้น จะไม่สนใจค่าความเหมาะสมของแต่ละ
โครโมโซม สมมติวา่ก าหนดใหสุ่้มเลือกประชากรเร่ิมตน้เป็นจ านวน 10 ประชากร จะไดด้งัตารางท่ี 
2.11 
 
ตารางท่ี 2.11 ประชากรเร่ิมตน้ของชุดขอ้มูล A จากการสุ่มเลือกตามขนาดประชากร 10 ประชากร 
Chromosome ยนีท่ี 1 ยนีท่ี 2 ยนีท่ี 3 ยนีท่ี 4 ยนีท่ี 5 ยนีท่ี 6 ยนีท่ี 7 ยนีท่ี 8 
1 0 1 0 1 1 0 1 0 
2 0 1 1 1 0 1 1 0 
3 1 1 0 1 1 0 1 1 
4 1 1 1 0 1 1 1 0 
5 1 0 1 1 0 1 1 1 
6 1 1 0 0 1 0 0 1 
7 0 0 0 0 1 0 0 0 
8 1 0 0 1 1 0 1 0 
9 0 0 1 0 1 0 1 0 
10 0 0 0 0 1 1 1 1 
 
 3. ฟังก์ชันค่าความเหมาะสม 
 ฟังก์ชันค่าความเหมาะสม จะเป็นตวัก าหนดค่าความเหมาะสมของแต่ละโครโมโซม 
เพื่อใหค้ะแนนความเหมาะสมของแต่ละโครโมโซม โดยโครโมโซมแต่ละตวัจะมีค่าความเหมาะสม
ของตวัเองเพื่อใชส้ าหรับพิจารณาวา่โครโมโซมตวันั้นเหมาะสมหรือไม่ท่ีจะน าไปใชใ้นการสืบทอด
พนัธุกรรม โดยวธีิการค านวณค่าความเหมาะสมนั้นจะใชส้มการท่ีสอดคลอ้งกบัแต่ละปัญหา  
 
 ตัวอย่างที่ 9 ค านวณค่าความเหมาะสมของแต่ละโครโมโซมจากตารางท่ี 2.11 โดย
ก าหนดให้ฟังก์ชนัค่าความเหมาะสมคือ “โครโมโซมเลขฐานสองจ านวน 8 บิต ท่ีมีค่าสูงท่ีสุดเม่ือ
25 
 
แปลงเป็นเลขฐาน 10 เป็นโครโมโซมท่ีเหมาะสมท่ีสุด” จะได้ค่าความเหมาะสมของแต่ละ
โครโมโซม แสดงดงัตารางท่ี 2.12 
 



















4 1 1 1 0 1 1 1 0 238 
3 1 1 0 1 1 0 1 1 219 
6 1 1 0 0 1 0 0 1 201 
5 1 0 1 1 0 1 1 1 183 
8 1 0 0 1 1 0 1 0 154 
2 0 1 1 1 0 1 1 0 118 
1 0 1 0 1 1 0 1 0 90 
9 0 0 1 0 1 0 1 0 42 
10 0 0 0 0 1 1 1 1 15 
7 0 0 0 0 1 0 0 0 8 
 
 โดยทัว่ไปแล้วฟังก์ชันค่าความเหมาะสมจะถูกก าหนดให้เหมาะสมกับลักษณะงานท่ี
น าไปใชง้าน เช่น ในดา้นการจ าแนกขอ้มูล อาจจะใชฟั้งก์ชนัความเหมาะสมคือ ใชค้่าความแม่นย  า
ในการจ าแนก (Accuracy) แสดงดงัสมการท่ี 2.8 หรือส าหรับขอ้มูลไม่สมดุลอาจจะใชค้่าความเท่ียง 





    (2.8) 
 
 เม่ือ TP หมายถึง จ านวนขอ้มูลท่ีอยูใ่นคลาส Positive และโมเดลท านายไดถู้กตอ้ง 
TN หมายถึง จ านวนขอ้มูลท่ีอยูใ่นคลาส Negative และโมเดลท านายไดถู้กตอ้ง 





     (2.9) 
 
 เม่ือ TP หมายถึง จ านวนขอ้มูลท่ีอยู่ในคลาส Positive และโมเดลสามารถท านายได้
  ถูกตอ้ง 
  FP หมายถึง จ านวนข้อมูลท่ีอยู่ในคลาส Negative และโมเดลท านายเป็นคลาส 




 4. การด าเนินการทางข้ันตอนวธีิเชิงพนัธุกรรม 
 การด าเนินการทางขั้นตอนวธีิเชิงพนัธุกรรม จะประกอบไปดว้ย 3 ขั้นตอนส าคญั (Zheng et 
al., 2002) ได้แก่ การคัดเลือก (Selection) เพื่อเป็นประชากรในรุ่นถัดไป การสลับสายพันธ์ุ 
(Crossover) และการกลายพนัธ์ุ (Mutation) 
 
 1) การคัดเลือก 
 การคดัเลือกสายพนัธ์ุ เป็นวธีิการท่ีสนบัสนุนให้ประชากรท่ีมีความเหมาะสมในปัจจุบนัถูก
ส่งต่อไปยงัรุ่นถดัไป โดยคดัเลือกจากโครโมโซมท่ีดีท่ีสุดจากภายในกลุ่มประชากรทั้งหมดจะถูก
น าไปใช้เป็นโครโมโซมพ่อแม่ในการสืบพนัธ์ุเพื่อใช้ในการให้ก าเนิดลูกหลานในรุ่นต่อไป หลกั
ของการอยู่รอดของส่ิงมีชีวิตท่ีเหมาะสมจะสามารถอยู่รอดได้หากต้นก าเนิดสายพนัธ์ุมีความ
เหมาะสม ดังนั้ นจึงต้องเลือกโครโมโซมรุ่นพ่อแม่ท่ีมีค่าความเหมาะสมสูงท่ีสุดนั่นเอง ใน
กระบวนการคดัเลือกน้ีจะมีเทคนิคในการคดัเลือกอยูห่ลายเทคนิคดว้ยกนั เช่น การคดัเลือกแบบจดั







 ตัวอย่างที่ 10 การคัดเลือกแบบจัดอันดับจากชุดข้อมูล A จากตารางท่ี 2.11โดยเลือก
โครโมโซมท่ีดีท่ีสุด 13 อนัดบัแรกจากการใชฟั้งก์ชนัความเหมาะสมคือ “โครโมโซมเลขฐานสอง
จ านวน 8 บิต ท่ีมีค่าสูงท่ีสุดเม่ือแปลงเป็นเลขฐาน 10 เป็นโครโมโซมท่ีเหมาะสมท่ีสุด” จะไดล้ าดบั
ของโครโมโซมแต่ละตวัเรียงตามค่าความเหมาะสมจ านวน 13 อนัดบัแรก แสดงดงัตารางท่ี 2.13 
 



















5 1 1 1 0 1 1 1 0 238 
3 1 1 0 1 1 0 1 1 219 
14 1 1 0 1 0 0 1 1 211 
16 1 1 0 0 1 1 1 0 206 
6 1 1 0 0 1 0 0 1 201 
18 1 0 1 1 0 1 1 1 183 
19 1 0 1 0 1 0 1 1 171 
8 1 0 0 1 1 0 1 0 154 
27 
 



















17 0 1 1 1 1 0 0 1 121 
20 0 1 1 1 0 1 1 0 118 
11 0 1 1 0 1 1 1 0 110 
1 0 1 0 1 1 0 1 0 90 
12 0 1 0 1 0 1 0 1 85 
 จะเห็นได้ว่าโครโมโซมท่ีมีโอกาสถูกเลือกไปใช้เป็นโครโมโซมพ่อแม่มากท่ีสุดคือ 
โครโมโซมท่ี 5, โครโมโซมท่ี 3, โครโมโซมท่ี 14, โครโมโซมท่ี 16, โครโมโซมท่ี 6, โครโมโซมท่ี 
18, โครโมโซมท่ี 19, โครโมโซมท่ี 8, โครโมโซมท่ี 17, โครโมโซมท่ี 20, โครโมโซมท่ี 11, 
โครโมโซมท่ี 1 และ 12 เน่ืองจากมีค่าความเหมาะสมสูงท่ีสุดเรียงตามล าดบั 
 
 การคัดเลือกแบบจัดการแข่งขัน 
 การคดัเลือกแบบจดัการแข่งขนั เป็นวิธีท่ีใชใ้นการคดัเลือกโครโมโซมพ่อแม่ท่ีดีท่ีสุด โดย
อาศยัหลกัการของการจดัการแข่งขนักีฬาโดยการสุ่มแบ่งกลุ่มคดัเลือกโครโมโซม แล้วเลือกเอา
โครโมโซมท่ีดีท่ีสุดในกลุ่มนั้น เพื่อหาโครโมโซมท่ีดีท่ีสุด เป็นตน้ก าเนิดสายพนัธ์ุให้แก่ลูกหลาน 
โดยมีหลกัการท างานดงัน้ี 
 
 1) สุ่มเลือกโครโมโซม K ตวั ส าหรับจดัการแข่งขนัขนาด K (Tournament Size) 
 2) เลือกโครโมโซมท่ีมีค่าความเหมาะสมท่ีสุดจากการแข่งขนั  
 
 ตัวอย่างที ่11 สมมติวา่ตอ้งการเลือกโครโมโซมท่ีดีท่ีสุด 1 โครโมโซมจากชุดขอ้มูล A จาก













ตารางท่ี 2.14 รายละเอียดประชากร 10 ประชากร จากการสุ่มเลือกจากชุดขอ้มูล A จากตารางท่ี 2.11 



















1 0 1 0 1 1 0 1 0 90 
2 1 0 0 1 0 0 1 0 146 
3 1 1 0 1 1 0 1 1 219 
4 1 1 1 0 1 1 1 0 238 
5 0 1 1 1 1 0 0 1 121 
6 1 1 0 0 1 0 0 1 201 
7 0 0 0 0 1 0 0 0 8 
8 1 0 0 1 1 0 1 0 154 
9 0 0 1 0 1 0 1 0 42 
10 0 0 0 0 1 1 1 1 15 
 
 โดยในการแข่งขันรอบแรกจัดการแข่งขันโดย Chromosome 1 พบ Chromosome 2, 
Chromosome 3 พบ Chromosome 4,  Chromosome 5 พบ Chromosome 6,  Chromosome 7 พบ 
Chromosome 8 และ Chromosome 9 พบ Chromosome 10 โดยผลการจัดการแข่งขันแสดงการ
คดัเลือกโครโมโซมท่ีดีท่ีสุดจากชุดขอ้มูล A ในรอบการแข่งขนัท่ี 1 แสดงดงัตารางท่ี 2.15 
 



















2 1 0 0 1 0 0 1 0 146 
4 1 1 1 0 1 1 1 0 238 
6 1 1 0 0 1 0 0 1 201 
8 1 0 0 1 1 0 1 0 154 
9 0 0 1 0 1 0 1 0 42 
 
 โดยในการแข่งขันรอบท่ี 2 จัดการแข่งขันโดย Chromosome 2 พบ Chromosome 4, 
Chromosome 6 พบ Chromosome 8 และ Chromosome 9 ชนะบายเน่ืองจากไม่มีคู่แข่งโดยผลการ

























4 1 1 1 0 1 1 1 0 238 
6 1 1 0 0 1 0 0 1 201 
9 0 0 1 0 1 0 1 0 42 
 
 โดยในการแข่งขนัรอบท่ี 3 จดัการแข่งขนัโดย Chromosome 4 พบ Chromosome 6 และ 
Chromosome 9 ชนะบายเน่ืองจากไม่มีคู่แข่งโดยผลการจดัการแข่งขนัแสดงการคดัเลือกโครโมโซม
ท่ีดีท่ีสุดจากชุดขอ้มูล A ในรอบการแข่งขนัท่ี 3 แสดงดงัตารางท่ี 2.17 
 



















4 1 1 1 0 1 1 1 0 238 
9 0 0 1 0 1 0 1 0 42 
 
 โดยในการแข่งขนัรอบสุดทา้ยจดัการแข่งขนัโดย Chromosome 4 พบ Chromosome 9 โดย
ผลการจดัการแข่งขนัในรอบสุดทา้ยแสดงดงัตารางท่ี 2.18 
 
ตารางท่ี 2.18 ผลการแข่งขนัการคดัเลือกโครโมโซมท่ีดีท่ีสุดรอบสุดทา้ย 


















4 1 1 1 0 1 1 1 0 238 
 
 ดงันั้นจะไดโ้ครโมโซมท่ีดีท่ีสุดไดแ้ก่ โครโมโซมท่ี 4, โครโมโซมท่ี 9, โครโมโซมท่ี 6, 
โครโมโซมท่ี 8, โครโมโซมท่ี 2, โครโมโซมท่ี 3, โครโมโซมท่ี 10, โครโมโซมท่ี 5, โครโมโซมท่ี 1 
และโครโมโซมท่ี 7 เรียงตามผลการจดัการแข่งขนั โดยผลการแข่งขนัการคดัเลือกโครโมโซม




























4 1 1 1 0 1 1 1 0 238 
9 0 0 1 0 1 0 1 0 42 
6 1 1 0 0 1 0 0 1 201 
8 1 0 0 1 1 0 1 0 154 
2 1 0 0 1 0 0 1 0 146 
3 1 1 0 1 1 0 1 1 219 
10 0 0 0 0 1 1 1 1 15 
5 0 1 1 1 1 0 0 1 121 
1 0 1 0 1 1 0 1 0 90 






































































































































 2) การสลบัสายพนัธ์ุ 
 การสลบัสายพนัธ์ุ เป็นกระบวนการท่ีส าคญัของขั้นตอนวิธีเชิงพนัธุกรรม โดยเม่ือมีการ
กลายพนัธ์ุเกิดข้ึนจะท าให้เกิดการเปล่ียนแปลงของส่ิงมีชีวิตให้มีความหลากหลายมากยิ่งข้ึน ใน
ขั้นตอนของการกลายพนัธ์ุจะน าสมาชิกของประชากรท่ีผ่านการคัดเลือกมาเป็นคู่ ๆ โดยจะ
ก าหนดให้เป็นสมาชิกรุ่นพ่อแม่ (Parent Individual) น ามาผสมกนัเพื่อให้ไดโ้ครโมโซมใหม่ท่ีเป็น
รุ่นลูกข้ึนมา โดยการสุ่มเลือกสมาชิกรุ่นพ่อกบัสมาชิกรุ่นแม่มาท าการสลบัสายพนัธ์ุจะถูกก าหนด
โดยความน่าจะเป็นในการสลบัสายพนัธ์ุ (Crossover Probability)  โดยเทคนิคการสลบัสายพนัธ์ุ
สามารถท าไดห้ลายวิธี เช่น การสลบัสายพนัธ์ุแบบจุดเดียว (Single-Point Crossover) การสลบัสาย
พนัธ์ุแบบหลายจุด (Multiple-Point Crossover) เป็นตน้ 
 
 การสลบัสายพนัธ์ุแบบจุดเดียว 
 การสลบัสายพนัธ์ุวิธีน้ี จะท าให้โครโมโซมลูกหลานมีสายพนัธ์ุของแต่ละตน้ก าเนิดอยู่
อยา่งละหน่ึงส่วน โดยจุดตดัในการสลบัสายพนัธ์ุนั้นจะไดม้าจากการสุ่มเลือกจุดสลบัสายพนัธ์ุหน่ึง
จุด แลว้หลงัจากนั้นจะท าการผสมยนีระหวา่งโครโมโซมพอ่และโครโมโซมแม่แสดงดงัรูปท่ี 2.13 
 
 
รูปท่ี 2.13 วธีิการสลบัสายพนัธ์ุแบบจุดเดียว 
 
 การสลบัสายพนัธ์ุแบบหลายจุด 






Chromosome พ่อ : 0 1 0 1 1 0 
Chromosome แม่ : 1 0 1 1 0 1 
 
Chromosome ลูก 1 : 0 1 0 1 0 1 








รูปท่ี 2.14 การสลบัสายพนัธ์ุแบบ 3 จุด 
 
 3) การกลายพนัธ์ุ 
 การกลายพันธ์ุ เป็นวิธีการแปรผนัยีนบางต าแหน่ง หรืออาจจะทุกต าแหน่งท่ีอยู่ใน
โครโมโซม ซ่ึงมีวตัถุประสงคเ์พื่อท าให้ค่าของโครโมโซมท่ีมีอยูเ่ดิมเกิดการเปล่ียนแปลง โดยปกติ
แลว้การกลายพนัธ์ุจะท าการสุ่มต าแหน่งท่ีตอ้งการกลายพนัธ์ุจากความน่าจะเป็นในการกลายพนัธ์ุ 
(Probability of Mutation) ซ่ึงโดยทัว่ไปจะมีความน่าจะเป็นในการกลายพนัธ์ุมีค่าน้อย โดยจะอยู่
ระหว่าง 0 ถึง 0.1 โดยเทคนิคการกลายพนัธ์ุท่ีได้รับความนิยมได้แก่ การกลายพนัธ์ุแบบกลบับิต 
(Bit-Flipped Mutation) การกลายพนัธ์ุแบบผกผนั (Inversion Mutation)  
 
 การกลายพนัธ์ุแบบกลบับิต 
 การกลายพนัธ์ุแบบกลบับิต เป็นการกลายพนัธ์ุท่ีใช้ในการเขา้รหัสแบบเลขฐานสอง โดย
สามารถท าไดโ้ดยการกลบัค่าบิตเป็นค่าตรงกนัขา้มจากค่าเดิม (Complement) เช่น จากเดิมบิตมีค่า
เป็น 0 เม่ือเกิดการกลายพนัธ์ุแบบกลบับิต ท่ีต าแหน่งนั้นบิตจะมีค่าเป็น 1 ดงัรูปท่ี 2.15 
 
 
Chromosome พ่อ : 0 1 0 1 1 0 
Chromosome แม่ : 1 0 1 1 0 1 
 
Chromosome ลูก 1 : 0 0 1 1 0 1 
Chromosome ลูก 2 : 1 1 0 1 1 0 
 




รูปท่ี 2.15 การกลายพนัธ์ุแบบกลบับิต 
 
 การกลายพนัธ์ุแบบผกผนั 
 การกลายพนัธ์ุแบบผกผนั เป็นการสลบัต าแหน่งยนีหลงัจุดกลายพนัธ์ุแบบหลงัไปหนา้ โดย
จะท าการสุ่มเลือกโครโมโซมรุ่นพ่อแม่ข้ึนมาหน่ึงโครโมโซม หลงัจากนั้นจะท าการสุ่มเลือกจุด
กลายพนัธ์ุ และท าการสลบัต าแหน่งของยนีหลงัจุดกลายพนัธ์ุ แสดงดงัรูปท่ี 2.16 
 
 
รูปท่ี 2.16 การกลายพนัธ์ุแบบผกผนั 
 
 5. การแทนที ่ 
 การแทนท่ี เป็นขั้นตอนหลังจากท่ีขั้นตอนทางพนัธุกรรมได้โครโมโซมรุ่นลูกหลาน
เรียบร้อยแลว้ โดยจะน าโครโมโซมลูกหลานใหม่น้ีไปแทนท่ีในประชากรรุ่นเก่า โดยมีวตัถุประสงค์
ในการแทนท่ีประชากรรุ่นเก่าเพื่อท าให้ประชากรรุ่นใหม่เป็นโครโมโซมท่ีดีกวา่เพราะไดส้ายพนัธ์ุ
ท่ีดีจากตน้ก าเนิดสายพนัธ์ุ โดยจะท าให้โครโมโซมรุ่นใหม่ประกอบไปดว้ยโครโมโซมใหม่ ๆ ท่ี
สืบสายพนัธ์ุมาจากโครโมโซมรุ่นพ่อแม่ท่ีผา่นการคดัเลือกแลว้ โดยการแทนท่ีประชากรสามารถท า
ได้ 2 วิธี ได้แก่ การแทนท่ีประชากรทั้ ง รุ่น (Generational Genetic Algorithm) และการแทนท่ี




Chromosome พ่อ : 0 1 0 1 1 0 
 





Chromosome พ่อ : 0 1 0 1 1 0 
 






 การแทนท่ีประชากรทั้งรุ่น เป็นวธีิการแทนท่ีประชากรท่ีง่าย เน่ืองมาจากไม่จ  าเป็นท่ีจะตอ้ง
คดัเลือกว่าประชากรรุ่นพ่อแม่ส่วนไหนจะถูกแทนท่ีด้วยประชากรรุ่นลูกหลาน เป็นการน าเอา
โครโมโซม หรือประชากรรุ่นลูกหลานไปแทนท่ีประชากรรุ่นพ่อแม่ทั้งหมด ดงันั้นถา้ในระบบหน่ึง
มีจ านวนประชากรเท่ากบั N ประชากร จ านวนโครโมโซมของรุ่นลูกหลานท่ีจะน ามาแทนท่ีตอ้งมี
จ านวน N ประชากรเช่นเดียวกนั ซ่ึงการแทนท่ีประชากรทั้งรุ่นส่งผลให้โครโมโซมท่ีดีในรุ่นพอ่แม่
ถูกแทนท่ีไปดว้ยโครโมโซมรุ่นลูกหลานดว้ย แต่สามารถแกไ้ขไดโ้ดยการคดัเลือกเก็บโครโมโซมท่ี




 การแทนท่ีประชากรบางส่วน เป็นวิธีการแทนท่ีประชากรเดิมเพียงบางส่วนเท่านั้น โดยจะ
ท าการคดัเลือกประชากรรุ่นพ่อแม่ท่ีจะถูกแทนท่ีดว้ยประชากรรุ่นลูกหลานท่ีพิจารณาจากค่าความ
เหมาะสมของโครโมโซม การแทนท่ีประชากรบางส่วนจะท าให้ประชากรรุ่นพ่อแม่ถูกแทนท่ีดว้ย




 6. การตรวจสอบเง่ือนไขส้ินสุดการท างาน  
 การตรวจสอบเง่ือนไขส้ินสุดการท างาน เป็นขั้นตอนของการตรวจสอบวา่จบกระบวนการ
ทางพนัธุกรรมแลว้หรือยงั ซ่ึงการท างานของขั้นตอนวธีิเชิงพนัธุกรรมจะท างานวนเวยีนเป็นวฏัจกัร
หมุนเวียนอยูเ่ช่นเดิม จนกระทัง่ถึงจุดหน่ึงตามเง่ือนไขท่ีก าหนดไว ้เช่น ไดจ้  านวนประชากรท่ีมีค่า
ความเหมาะสมตามจ านวนท่ีก าหนด หรือพบค าตอบท่ีดีท่ีสุดตามเกณฑ์ท่ีตั้งเป้าไวเ้รียบร้อยแล้ว 
เป็นตน้ ซ่ึงหากยงัไม่เขา้เง่ือนไขส้ินสุดการท างาน ขั้นตอนวิธีเชิงพนัธุกรรมก็จะท าการกลบัไป
ท างานวนเวยีนจนกวา่จะเป็นไปตามเง่ือนไขส้ินสุดการท างาน 
 
2.4  การจ าแนกข้อมูลด้วยอลักอริทมึซัพพอร์ตเวกเตอร์แมชชีน 
 ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector Machine) (Cortes and Vapnik, 1995) เ ป็น
อัลกอริทึมท่ีใช้ในการจ าแนกประเภทข้อมูลในแต่ละคลาสท่ีได้รับความนิยมมาก เน่ืองจาก
ความสามารถในการจ าแนกประเภทขอ้มูลในแต่ละคลาสมีความแม่นย  าสูง โดยหลกัการส าคญัของ
อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนคือการสร้างเส้นแบ่ง (Hyperplane) เพื่อแบ่งแยกประเภทขอ้มูล





รูปท่ี 2.17 เส้นแบ่ง (Hyperplane) เพื่อแบ่งแยกขอ้มูลออกเป็น 2 กลุ่ม 
 
 การสร้างเส้นแบ่งส าหรับอลักอริทึมซัพพอร์ตเวกเตอร์แมชชีน สามารถสร้างเส้นแบ่งได้
มากกวา่หน่ึงเส้น แสดงดงัรูปท่ี 2.18 (ก) โดยจะเห็นวา่เม่ือท าการเลือกเส้นแบ่งเส้นท่ี 3 ไปใชใ้นการ




 (ก) เส้นแบ่งท่ีเป็นไปได ้  (ข) จ  าแนกขอ้มูลดว้ยเส้นแบ่งท่ี 3 
 
รูปท่ี 2.18 เส้นแบ่งท่ีเป็นไปไดส้ าหรับการจ าแนกขอ้มูล 
 
 การเลือกเส้นแบ่งท่ีเหมาะสมส าหรับอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน คือการสร้างเส้น
แบ่งท่ีมีขนาดความกวา้งของขอบ (Margin) ระหวา่งเส้นแบ่งไปยงัจุดขอ้มูลในแต่ละคลาสมากท่ีสุด 








รูปท่ี 2.19 เส้นแบ่งขอ้มูลท่ีมีระยะห่างระหวา่งขอ้มูลมากท่ีสุด 
 
 จากรูปท่ี 2.19 เส้นแบ่งนั้นจะท าการแบ่งข้อมูลทั้งสองคลาสออกจากกนัด้วยระยะห่าง
ระหวา่งขอ้มูลทั้งสองคลาสมากท่ีสุด และมีเวกเตอร์ถ่วงน ้าหนกั w (Weight Vector) เป็นตวัก าหนด
ทิศทางและความเอียงของไฮเปอร์เพลน ซ่ึงเวกเตอร์ w จะตั้งฉากกบัเส้นแบ่ง และขอ้มูลจะถูกแปลง
ให้อยู่ในรูปแบบเวกเตอร์ x ส่วน y จะเป็นตวัก าหนดว่าขอ้มูลจุดนั้นจะเป็นคลาส 1 หรือคลาส -1 
โดยสามารถเขียนเป็นสมการไดด้งัสมการท่ี 2.10 
 
𝑤𝑇𝑥 + 𝑏 ≥ 1, 𝑤ℎ𝑒𝑛 𝑦𝑖 = +1 
(2.10) 
𝑤𝑇𝑥 + 𝑏 ≤ 1, 𝑤ℎ𝑒𝑛𝑦𝑖 = −1 
 
 เม่ือ  
w คือเวกเตอร์ถ่วงน ้าหนกั (Weight Vector) 
  b คือค่าไบแอส (Bias)  
 
 การหาค่าเวกเตอร์ถ่วงน ้ าหนกั สามารถหาไดจ้ากความชนัของเส้นแบ่งท่ีสร้างข้ึน นัน่คือ 
เวกเตอร์ถ่วงน ้ าหนกัคือเส้นท่ีลากไปตั้งฉากกบัเส้นแบ่ง และค่าไบแอสจะเป็นตวัก าหนดระยะห่าง
ระหวา่งเส้นแบ่งกบัจุดก าเนิด (Origin) แสดงดงัรูปท่ี 2.20 
 
𝑤𝑇𝑥 + 𝑏 = 1 
𝑤𝑇𝑥 + 𝑏 =  −1 










รูปท่ี 2.20 เวกเตอร์ถ่วงน ้าหนกั และค่าไบแอส 
 
 เม่ือพิจารณาขอ้มูล 2 มิติ โดยท่ีเส้นแบ่งเป็นเส้นตรง และก าหนดใหจุ้ดทุกจุด X = (X1, X2)T 
จะไดส้มการของเส้นแบ่ง ดงัสมการท่ี 2.11 
 
ℎ(𝑥) = 𝑤𝑇𝑥 + 𝑏 = 𝑤1𝑥1 + 𝑤2𝑥2 + 𝑏 = 0 
(2.11) 








 เม่ือพิจารณาจุด 2 จุดบนเส้นแบ่ง ได้แก่จุด A = (A1, A2) = (2, 0) และจุด B = (B1, B2)  
= (4, 6) และเวกเตอร์ถ่วงน ้ าหนกัหมายถึงความชนัของเส้นแบ่ง สามารถค านวณไดจ้ากสมการท่ี 
2.12 
 












  (2.12) 
 
 จะได ้w1 = 6 และ w2 = 2 ส าหรับจุด (2, 0) บนเส้นแบ่ง และสามารถค านวณหาค่าไบแอส
ไดด้งัสมการท่ี 2.13 
 
𝑏 = −6𝑥1 − 2𝑥2 = −6(2) − 2(0) = −12   (2.13) 
 
𝑤𝑇𝑥 + 𝑏 = 1 
𝑤𝑇𝑥 + 𝑏 =  −1 






















     (2.14) 
  




2 = √62 + 22 = √36 + 4 = √40  (2.15) 
  
 ในบางขอ้มูลการใชว้ิธีการจ าแนกประเภทขอ้มูลดว้ยอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน
แบบใชเ้คอร์เนลเส้นตรง (Linear Kernel) นั้นไม่สามารถท่ีจะจ าแนกขอ้มูลได ้จึงมีการพฒันาเคอร์
เนล (Chistianini and Shawe-Taylor, 2000; Muller et al, 2001)  เพื่อใชร่้วมกบัอลักอริทึมซพัพอร์ต
เวกเตอร์แมชชีนส าหรับจ าแนกประเภทขอ้มูลท่ีไม่สามารถจ าแนกดว้ยเส้นตรงได ้โดยเคอร์เนลแต่
ละเคอร์เนลจะเป็นการประยุกต์ใช้สมการต่าง ๆ เพื่อสร้างเส้นแบ่งในรูปแบบอ่ืนท่ีไม่ใช่เส้นตรง 
โดยเคอร์เนลท่ีนิยมใชใ้นปัจจุบนั แสดงดงัตารางท่ี 2.20 
 
ตารางท่ี 2.20 เคอร์เนลฟังกช์นัส าหรับอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน 
Kernel Inner Product Kernel 
Linear 𝑥𝑇𝑥𝑖  
Polynomial (𝑥𝑇𝑥𝑖 + 𝑛)𝑑  
Radial-basis function exp(−𝛾‖𝑥 − 𝑥𝑖‖2) , 𝛾 > 0 
Sigmoidal tanh(𝛾(𝑥𝑇 . 𝑥𝑖 + 𝜂)) , 𝛾 > 0 
 
 ส าหรับการจ าแนกคลาสของขอ้มูลดว้ยอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน จะประกอบ
ไปดว้ยพารามิเตอร์ต่าง ๆ มากมาย เพื่อน าไปตั้งค่าให้อลักอริทึมนั้นมีความสามารถในการจ าแนก
ประเภทขอ้มูลได้มีประสิทธิภาพมากยิ่งข้ึน โดยพารามิเตอร์ท่ีนิยมปรับค่าเพื่อเพิ่มประสิทธิภาพ
ให้กับอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีน ได้แก่ พารามิเตอร์ C, พารามิเตอร์ Epsilon และ
พารามิเตอร์ Gamma (ส าหรับจ าแนกดว้ยเคอร์เนลเรเดียลเบสิสฟังกช์นั)  
 พารามิเตอร์ C ท าหนา้ท่ีเป็นตวัควบคุมค่าใชจ่้ายในการจ าแนกขอ้มูลผิดคลาสในชุดขอ้มูล
ฝึกสอน เน่ืองจากอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนจะท าการหาไฮเปอร์เพลนท่ีมีความกวา้งของ
ขอบระหวา่งแต่ละคลาสมากท่ีสุด โดยจะเกิดการแลกเปล่ียนระหวา่งการหาขอบท่ีมีระยะห่างน้อย
แต่ไม่มีความผิดพลาดในการจ าแนกขอ้มูลเลย หรืออาจจะมีการจ าแนกขอ้มูลผดิพลาดเพียงเล็กน้อย 
กบัการหาขอบท่ีมีระยะห่างของขอบกวา้งมากแต่แลกกบัการจ าแนกขอ้มูลผิดพลาดมากข้ึน โดย
หากค่าพารามิเตอร์ C มีค่านอ้ยจะท าใหค้วามกวา้งของขอบมีขนาดใหญ่ ท าใหโ้มเดลมีความยดืหยุน่
ต่อขอ้มูลในอนาคตสูง และหากค่าพารามิเตอร์ C มีค่ามากจะส่งผลให้ความกวา้งของขอบมีขนาด
เล็ก อาจจะท าใหเ้กิดปัญหา Over Fitting ได ้
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 พารามิเตอร์ Epsilon ท าหน้าท่ีควบคุมการเพิ่มประสิทธิภาพในการจ าแนกขอ้มูล โดยจะ
ช่วยในการลู่เขา้หาค่าไฮเปอร์เพลนท่ีดีท่ีสุดได้ดียิ่งข้ึน เช่น ส าหรับการท างานในแต่ละรอบเพื่อ
จ าแนกขอ้มูล ค่าใชจ่้าย (Cost) หรือท่ีเรียกวา่ Loss จะมีการค านวณค่าใชจ่้ายจากการจ าแนกผดิคลาส
เกิดข้ึน ส าหรับการท างานในรอบถดัไป ไฮเปอร์เพลนจะมีการปรับปรุงตามขอ้ผิดพลาดท่ีพบใน
รอบท่ีผ่านมา จนกระทั่งได้ไฮเปอร์เพลนท่ีมีระยะห่างตามท่ีก าหนด หรือดีท่ีสุด การก าหนด
ค่าพารามิเตอร์ Epsilon จะช่วยใหลู่้เขา้หาค าตอบท่ีท าใหไ้ดไ้ฮเปอร์เพลนท่ีดีท่ีสุดไดเ้ร็วข้ึน 
 พารามิเตอร์ Gamma เป็นพารามิเตอร์ส าหรับ Kernel Radial Basis Function (RBF Kernel 
เป็น Kernel ท่ีใช้จ  าแนกขอ้มูลท่ีมีลกัษณะไม่เชิงเส้น) ส าหรับการจ าแนกในสองมิติท่ีไม่สามารถ
แบ่งแยกขอ้มูลออกเป็นสองคลาสได ้โดยจะใชก้ารแกปั้ญหาไม่เชิงเส้น (Non-Linear) เขา้มาจ าแนก
ข้อมูลออกเป็นสองคลาส โดยพารามิเตอร์ Gamma จะท าหน้าท่ีควบคุมความโค้งของเส้น 
ไฮเปอร์เพลน หากค่าพารามิเตอร์ Gamma มีค่านอ้ยส่งผลใหค้วามกวา้งของขอบมีขนาดกวา้งข้ึนท า
ให้มีความยืดหยุ่นในการจ าแนกขอ้มูลได ้แต่หากค่าพารามิเตอร์ Gamma มีค่าสูงจะส่งผลให้ความ
กวา้งของขอบมีขนาดแคบท าใหอ้าจจะเกิดปัญหา Over Fitting ได ้
 
2.5  งานวิจัยที่เกี่ยวข้องกับการจ าแนกข้อมูลไม่สมดุล และหาค่าพารามิเตอร์ที่
เหมาะสมด้วยเทคนิคต่าง ๆ 
 Krawczyk et al. (2014) ได้เสนอวิธีการจ าแนกข้อมูลไม่สมดุลโดยการใช้วิธีการเรียนรู้
ร่วมกนัดว้ยอลักอริทึมตน้ไมต้ดัสินใจ (Decision Tree) ร่วมกบัการเรียนรู้แบบมีค่าใชจ่้ายเพื่อจ าแนก
ขอ้มูลไม่สมดุล ในงานวิจยัน้ีได้เสนออลักอริทึมส าหรับการปรับปรุงวิธีการเรียนรู้ร่วมกันด้วย
อลักอริทึมตน้ไมต้ดัสินใจ โดยการก าหนดตารางค่าใชจ่้าย (Cost) จากค่าท่ีไดจ้ากการวิเคราะห์พื้นท่ี
ใตก้ราฟ ROC โดยท าการทดลองกบัชุดขอ้มูล 6 ชุดขอ้มูลจาก Keel และใชม้าตรวดั 2 ชนิด ไดแ้ก่ 
Sensitivity และ Specificity โดยท าการเปรียบเทียบประสิทธิภาพกับการจ าแนกด้วยอลักอริทึม 
SingleCTTree, MCS, SMOTEBagging, SMOTEBoost, IIvotes และ  EasyEnsemble โดยผลการ
ทดลองท่ีไดป้รากฏวา่อลักอริทึมท่ีน าเสนอใหป้ระสิทธิภาพในการจ าแนกท่ีดีกวา่อลักอริทึมอ่ืน 
 Liao et al. (2014) ไดน้ าเสนอวิธีการจ าแนกขอ้มูลไม่สมดุลโดยการน าอลักอริทึมซพัพอร์ต
เวกเตอร์แมชชีน (Support Vector Machine) มาใช้ในขั้นตอนก่อนการประมวลผลเพื่อจดัการกับ
ข้อมูลท่ีไม่สมดุลให้มีความสมดุลมากข้ึน หลังจากนั้ นท าการคัดเลือกคุณลักษณะ (Feature 
Selection) และน าคุณลักษณะท่ีได้มาท าการคัดเลือกเข้าสู่กระบวนการการเรียนรู้ร่วมกันด้วย
อลักอริทึมโครงข่ายประสาทเทียมแบบยอ้นกลบั (Back-Propagation Neural Network :BPNN)โดย
มีขั้นตอนด าเนินงานวิจยัในขั้นตอนแรกจะท าการตรวจสอบขอ้มูล หรือเป็นการเตรียมขอ้มูล ก าจดั
ค่าสูญหาย (Missing Values) หลังจากนั้นจะปรับขนาดของข้อมูลด้วยการใช้ซัพพอร์ตเวกเตอร์ 
แมชชีน หลงัจากนั้นจะท าการแบ่งขอ้มูลออกเป็น 2 ชุดขอ้มูล ไดแ้ก่ ชุดขอ้มูลเรียนรู้และชุดขอ้มูล
ทดสอบ ส าหรับชุดขอ้มูลเรียนรู้จะแบ่งออกเป็น 4 ส่วนส าหรับการสร้างโมเดลการจ าแนกด้วย
โครงข่ายประสาทเทียมแบบยอ้นกลบั 4 โมเดล หลงัจากนั้นท าการโหวตผลลพัธ์จากแต่ละโมเดล
เพื่อจ าแนกข้อมูลทดสอบ และน าไปสร้างฐานความรู้ (Knowledge Base) โดยการใช้ทฤษฎีเซต 
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อย่างหยาบ (Rough Set) และน าฐานความรู้ท่ีไดไ้ปสร้างกฎ และท าการลดกฎเพื่อให้มีจ  านวนกฎ
น้อย ๆ แต่ครอบคลุม แลว้น ากฎท่ีไดไ้ปประยุกต์ใช้งานโดยงานวิจยัน้ีไดท้  าการทดลองกบัขอ้มูล
ของบริษทัท่ีจดทะเบียนในตลาดหลกัทรัพย ์ประกอบไปดว้ย 63 บริษทัท่ีเกิดวกิฤตทางการเงิน และ 
2,680 บริษทัท่ีไม่เกิดวิกฤตทางการเงิน ผลท่ีได้จากการทดลองปรากฏว่าอลักอริทึมท่ีน าเสนอมี
ประสิทธิภาพในการจ าแนกขอ้มูลและมีความแม่นย  ามากกวา่วธีิอ่ืน ๆ 
 Cateni et al. (2014) ได้น าเสนอวิธีการส าหรับแก้ปัญหาข้อมูลไม่สมดุล โดยการน าสอง
เทคนิคการสุ่มเลือกขอ้มูล ไดแ้ก่ วธีิสุ่มเกิน และวธีิสุ่มลดมาท างานร่วมกนั โดยน าไปประยกุตใ์ชก้บั 
4 อัลกอริทึมส าหรับจ าแนกประเภทข้อมูล ได้แก่ ซัพพอร์ตเวกเตอร์แมชชีน (Support Vector 
Machine) ตน้ไมต้ดัสินใจ (Decision Tree) SOM (Self-Organizing Map) และ Bayesian Classifiers 
โดยมีขั้นตอนด าเนินงานวิจยัในขั้นตอนแรกจะน าขอ้มูลไม่สมดุลมาแบ่งแยกออกเป็น 2 ชุดขอ้มูล 
ไดแ้ก่ชุดขอ้มูลเรียนรู้จ านวน 75% จากขอ้มูลทั้งหมด และชุดขอ้มูลส าหรับทดสอบจ านวน 25% 
จากขอ้มูลทั้งหมด โดยในชุดขอ้มูลเรียนรู้จะท าการสุ่มเกินขอ้มูลจากคลาสส่วนนอ้ย และท าการสุ่ม
ลดขอ้มูลจากคลาสส่วนมากลง และน าชุดขอ้มูลเรียนรู้ชุดใหม่ไปสร้างโมเดลในการจ าแนกดว้ยตวั
จ าแนก Bayesian (Bayesian Classifier) หลงัจากนั้นประเมินประสิทธิภาพโมเดลดว้ยการใช้ขอ้มูล
ทดสอบโดยงานวิจยัน้ีไดท้  าการทดลองกบัขอ้มูล 4 ชุดขอ้มูล ประกอบไปดว้ย ชุดขอ้มูลสังเคราะห์ 
ชุดขอ้มูลมะเร็งเตา้นม (UCI Wisconsin) และสองชุดขอ้มูลจากอุตสาหกรรมโลหะ โดยท าการแบ่ง
ข้อมูลออกเป็นชุดฝึกสอน 75% และชุดทดสอบประสิทธิภาพ 25% ผลลัพธ์ท่ีได้พบว่าวิธีการท่ี
น าเสนอสามารถจ าแนกขอ้มูลไม่สมดุลไดอ้ยา่งมีประสิทธิภาพ 
 Zhang and Li (2014) ได้น าเสนอเทคนิคการสุ่มเพิ่มข้อมูลจากคลาสส่วนน้อยท่ีมีช่ือว่า 
Random Walk Over-Sampling (RWO-Sampling) เพื่อลดปัญหาข้อมูลไม่สมดุล โดยการสุ่มเพิ่ม
ขอ้มูลดว้ยเทคนิคน้ีจะไม่ท าให้ค่าเบ่ียงเบนมาตรฐาน และค่าเฉล่ียของขอ้มูลเดิมเปล่ียนแปลง ท าให้
ขอ้มูลเดิมไม่ไดรั้บผลกระทบจากการสุ่มขอ้มูลเพิ่ม โดยในการด าเนินงานวิจยัจะท าการน าขอ้มูลไม่
สมดุลมาสุ่มขอ้มูลจากคลาสส่วนนอ้ยเพิ่ม เพื่อท าให้ขอ้มูลมีความสมดุล หลงัจากนั้นจะแบ่งขอ้มูล
ออกเป็น 10 กอ้น (10 Fold) โดยท าการจ าแนกดว้ยตน้ไมต้ดัสินใจ ซพัพอร์ตเวกเตอร์แมชชีน และ
นาอีฟเบย ์ด าเนินการทดสอบประสิทธิภาพของโมเดลดว้ยวิธีการ 10 Fold Cross Validation โดยใช้
ชุดขอ้มูลมาตรฐานจากฐานข้อมูล UCI โดยผลลพัธ์ท่ีได้พบว่าวิธีการท่ีน าเสนอสามารถจ าแนก
ขอ้มูลไม่สมดุลไดดี้ยิง่ข้ึน 
 Yin et al. (2011) ไดน้ าเสนอวิธีการปรับค่าพารามิเตอร์ท่ีเหมาะสมส าหรับกระบวนการฉีด





หรือไม่โดยใช้พารามิเตอร์ อุณหภูมิแม่พิมพ ์อุณหภูมิท่ีละลาย ความดนั และเวลาบรรจุ มาเป็นตวั
42 
 
ก าหนดการท างานของขั้นตอนการผลิต ผลลัพธ์ท่ีได้พบว่าวิธีการท่ีน าเสนอสามารถปรับ
พารามิเตอร์ของทั้งกระบวนการการผลิตไดอ้ยา่งถูกตอ้งและมีประสิทธิภาพสูงกวา่วธีิอ่ืน 
 Chen et al. (2014) ไดเ้สนอวิธีการใหม่ส าหรับจ าแนกโรคมะเร็งท่ีช่ือวา่ PSOC4.5 (Particle 
Swarm Optimization with C4.5) โดยประยุกต์น าเทคนิค Particle Swarm Optimization มาใช้งาน
ร่วมกบัการจ าแนกดว้ยตน้ไมต้ดัสินใจเพื่อน าไปคดัเลือกยีนโดยในการด าเนินงานวิจยัจะท าการสุ่ม
สร้างประชากรเร่ิมตน้ หลงัจากนั้นจะค านวณค่าความเหมาะสมของแต่ละประชากรดว้ยค่าความ
แม่นย  าในการจ าแนกจากการใชต้น้ไมต้ดัสินใจ C4.5 เป็นตวัจ าแนกแลว้น าไปแทนท่ีประชากรรุ่น
เก่า จนกระทัง่ไดป้ระชากรท่ีดีท่ีสุด หรือครบรอบตามท่ีก าหนด โดยการทดลองจะน าไปประยกุตใ์ช้
กบัขอ้มูลโรคมะเร็งต่าง ๆ จ านวน 13 ขอ้มูล โดยท าการเปรียบเทียบกบัอลักอริทึมซพัพอร์ตเวกเตอร์
แมชชีน Self-Organizing Map, BPNN (Back Propagation Neural Network) และต้นไม้ตัดสินใจ 
C4.5 แบบปกติ โดยผลลพัธ์ท่ีไดพ้บวา่วธีิการท่ีน าเสนอมีความสามารถในการจ าแนกไดแ้ม่นย  ากวา่
เทคนิคอ่ืน ๆ  
 Dao et al. (2016) ไดน้ าเสนอแนวคิดส าหรับเพิ่มประสิทธิภาพให้ขั้นตอนวธีิเชิงพนัธุกรรม
ดว้ยการประยุกต์น าเทคนิคการเร่ิมตน้ใหม่ (Restart) เขา้มาช่วยในการสร้างประชากรเร่ิมตน้ให้มี
ประสิทธิภาพมากยิ่งข้ึน โดยวิธีท่ีน าเสนอจะตรวจสอบว่าประชากรรุ่นใหม่ท่ีสร้างข้ึนมีความ
เหมาะสมมากข้ึนหรือน้อยลงจากประชากรรุ่นก่อนหน้า หากประชากรรุ่นใหม่มีความเหมาะสม
นอ้ยกวา่ประชากรรุ่นเก่าติดต่อกนัตามจ านวนท่ีก าหนดจะท าการสร้างประชากรเร่ิมตน้ใหม่โดยการ
น าประชากรรุ่นเก่าท่ีมีความเหมาะสมตามจ านวนท่ีก าหนดไปเป็นประชากรเร่ิมตน้ของขั้นตอนวิธี
เชิงพนัธุกรรมด้วย โดยประเมินประสิทธิภาพด้วยการวิเคราะห์ความแปรปรวน (ANOVA Test) 
และเวลาท่ีใช้ในการประมวลผล โดยการทดลองจะท าการทดลองกบัขอ้มูลสังเคราะห์ท่ีมีจ  านวน
ประชากร ความน่าจะเป็นในการสลบัสายพนัธ์ุ ความน่าจะเป็นในการกลายพนัธ์ุ จ  านวนรุ่นท่ี
ประชากรไม่ดีข้ึนท่ีแตกต่างกนั จ านวนประชากรท่ีน าไปเป็นตน้ก าเนิดท่ีแตกต่างกนั โดยผลลพัธ์ท่ี
ไดพ้บวา่วธีิการท่ีน าเสนอสามารถลู่เขา้หาค าตอบไดดี้กวา่วธีิแบบดั้งเดิม 
 แนวคิดของวิทยานิพนธ์ฉบบัน้ีใชห้ลกัการพื้นฐานเหมือนงานวิจยัของ Dao et al. (2016) ท่ี
เสนอแนวคิดการเร่ิมตน้ขั้นตอนวิธีเชิงพนัธุกรรมใหม่เม่ือประชากรรุ่นใหม่มีความเหมาะสมหรือ
ด้อยกว่าประชากรรุ่นเก่า โดยน ามาประยุกต์ใช้ในการหาค่าพารามิเตอร์ท่ีเหมาะสมส าหรับการ
จ าแนกประเภทขอ้มูลดว้ยซพัพอร์ตเวกเตอร์แมชชีนดว้ยการใชข้ั้นตอนวิธีเชิงพนัธุกรรมในการหา









ตารางท่ี 2.21 สรุปเปรียบเทียบงานวจิยัท่ีเก่ียวขอ้งกบัการจ าแนกประเภทขอ้มูลส่วนนอ้ยในขอ้มูล 
         ไม่สมดุล และการหาค่าพารามิเตอร์ท่ีเหมาะสม 
กระบวนการท างาน 
งานวจิยัท่ีเก่ียวขอ้ง  
ก ข ค ง จ ฉ ช* 
อลักอริทึมท่ีเก่ียวขอ้ง        
Support Vector Machine        
Decision Tree        
Genetic Algorithm        
Back-Propagation Neural Network        
Bagging / Boosting        
Restarting Algorithm        
เสนออลักอริทึมใหม่        
เทคนิคท่ีใชจ้ดัการกบัขอ้มูล        
Over-Sampling        
Under-Sampling        
SMOTE Technique        
มาตรวดัท่ีใชว้ดัประสิทธิภาพของโมเดล        
Accuracy        
Precision        
Sensitivity or Recall        
Specificity       
F-Measure        
วตัถุประสงคข์องการวจิยั        
เพื่อทดสอบประสิทธิภาพของโมเดล        
เพื่อทดสอบความถูกตอ้ง        
เพื่อเสนอแนวคิดใหม่        
 
ก หมายถึง งานวจิยัของ Krawczyk et al. (2014) 
ข หมายถึง งานวจิยัของ Liao et al. (2014) 
ค หมายถึง งานวจิยัของ Cateni et al. (2014) 
ง หมายถึง งานวจิยัของ Zhang and Li (2014) 
จ หมายถึง งานวจิยัของ Yin et al. (2011) 
ฉ หมายถึง งานวจิยัของ Chen et al. (2014) 







จ  านวนขอ้มูลในแต่ละคลาสไม่สมดุลกนั เพื่อเพิ่มประสิทธิภาพในการจ าแนกขอ้มูลคลาสส่วนนอ้ย
ให้ดียิ่งข้ึน โดยขอบเขตของงานวิจยัจะใช้ข้อมูลประเภทตวัเลข และมีคลาสเป้าหมายจ านวน 2 
คลาส ซ่ึงในบทน้ีจะกล่าวถึงรายละเอียดวธีิด าเนินงานวจิยั และขั้นตอนต่าง ๆ ในงานวจิยั 
 
3.1  กรอบแนวคดิของกำรวจิัย 
 แนวคิดหลกัของงานวิจยัน้ี คือ การจ าแนกขอ้มูลไม่สมดุล โดยอาศยัการปรับขอ้มูลโดยการ
ลดจ านวนขอ้มูลจากคลาสส่วนมากลงดว้ยเทคนิคการสุ่มลด และสังเคราะห์สร้างขอ้มูลจากคลาส
ส่วนนอ้ยเพิ่มดว้ย SMOTE Technique เพื่อให้ขอ้มูลมีความสมดุลมากข้ึน และใชเ้ทคนิคขั้นตอนวธีิ
เชิงพนัธุกรรมในการหาค่าพารามิเตอร์ท่ีเหมาะสมส าหรับซัพพอร์ตเวกเตอร์แมชชีน ร่วมกบัการ
ประยุกต์ใช้เทคนิคการเร่ิมตน้ใหม่ (Restart Technique) ในขั้นตอนวิธีเชิงพนัธุกรรมเพื่อปรับปรุง
การสร้างประชากรเร่ิมตน้ให้มีประสิทธิภาพดียิ่งข้ึนซ่ึงท าให้ประสิทธิภาพในการจ าแนกขอ้มูลมี
ความแม่นย  ามากข้ึน  
ขั้นตอนวิธีของการวิจยัน้ีประกอบไปด้วย 4 ส่วนหลัก คือ 1. การปรับข้อมูลให้มีความ
สมดุลดว้ยการสุ่มลดขอ้มูลจากคลาสส่วนมาก และสังเคราะห์สร้างขอ้มูลจากคลาสส่วนน้อยเพิ่ม
ดว้ย SMOTE Technique 2. การหาค่าพารามิเตอร์ท่ีเหมาะสมดว้ยขั้นตอนวิธีเชิงพนัธุกรรมท่ีมีการ
เร่ิมตน้ใหม่ 3. การจ าแนกขอ้มูลไม่สมดุล และ 4. การประเมินประสิทธิภาพของการจ าแนก แสดง




































รูปท่ี 3.1 กรอบแนวคิดงานวิจยั 
 
 3.1.1 กำรปรับข้อมูลให้มีควำมสมดุล 
  ส าหรับขั้นตอนน้ีจะท าการปรับขอ้มูลให้มีความสมดุล โดยใช้เทคนิคการสุ่มลด
จ านวนขอ้มูลจากคลาสส่วนมากลงเพื่อท าให้จ  านวนขอ้มูลระหว่างคลาสส่วนมากและคลาสส่วน
นอ้ยมีจ านวนใกลเ้คียงกนัมากข้ึน และท าการสังเคราะห์สร้างขอ้มูลจากคลาสส่วนนอ้ยให้มีจ  านวน
เพิ่มมากข้ึนจนใกลเ้คียงกบัจ านวนขอ้มูลในคลาสส่วนมาก 
  การปรับขอ้มูลให้มีความสมดุลดว้ย SMOTE Technique จะท าการสุ่มสร้างขอ้มูล




Pre-Processing ขอ้มูลเรียนรู้ ขอ้มูลทดสอบ 
ปรับสมดุลขอ้มูลเรียนรู้ 













รูปท่ี 3.2 อลักอริทึมปรับขอ้มูลใหมี้ความสมดุลดว้ย SMOTE Technique 
 
 ตวัอย่างการปรับข้อมูลด้วย SMOTE Technique เม่ือสุ่มจุดข้อมูลจากคลาสส่วนน้อยท่ี
น ามาใช้เป็นขอ้มูลจุดศูนยก์ลางคือขอ้มูลล าดบัท่ี 3 และพิจารณาจุดเพื่อนบา้นจ านวน 3 จุดท่ีใกล้
ขอ้มูลจุดศูนยก์ลางมากท่ีสุด เพื่อสร้างขอ้มูลสังเคราะห์จ านวน 3 จุด และสมมติให้ค่าสุ่มตวัเลข
ระหวา่ง 0 ถึง 1 ของขอ้มูลทั้ง 3 ชุดเป็น 0.5 เม่ือสมมติใหข้อ้มูลตวัอยา่ง ดงัตารางท่ี 3.1 
 
ตารางท่ี 3.1 ตวัอยา่งขอ้มูลของคลาสส่วนนอ้ย 





1 1.5” 2.2” 2.0g 0.9 True 
2 1.5” 2.1” 2.1 g 0.8 True 
3 1.7” 2.3” 2.2 g 0.9 True 
4 1.6” 2.2” 2.0 g 0.8 True 
5 1.8” 2.7” 2.5 g 0.7 True 
การปรับขอ้มูลใหมี้ความสมดุลดว้ย SMOTE Technique 
ข้อมูล เข้า  : ข้อมูลไม่สมดุล  D, จ  านวนคลาสส่วนน้อย ท่ีต้องการสัง เคราะห์ เพิ่ม  N, 
จ านวนเพื่อนบา้น k 
ผลลพัธ์ : ขอ้มูลท่ีมีความสมดุลระหวา่งสองคลาส 
วธีิการ : 
 1. สุ่มเลือกข้อมูลจากคลาสส่วนน้อยเพื่อเป็นจุดศูนย์กลาง C ในการสร้างข้อมูล 
      สังเคราะห์ 
2. ค านวณระยะห่างระหว่างจุดศูนย์กลาง C ไปยงัจุดข้อมูลเพื่อนบ้าน k จุด (ข้อมูล 
คลาสส่วนนอ้ยรอบ ๆ จุดศูนยก์ลาง) 
3. ส าหรับรอบท่ี i ≤ N 
1) สุ่มตวัเลขระหวา่ง 1 ถึง k, ในขั้นตอนน้ีจะสุ่มเลือกตวัเลขข้ึนมา 1 ตวั เพื่อใช้
เป็นข้อมูลเร่ิมต้นส าหรับสร้างข้อมูลสังเคราะห์ร่วมกับข้อมูลท่ีเป็นจุด
ศูนยก์ลาง 
2) ค านวณระยะห่างระหวา่งขอ้มูลจุดศูนยก์ลางกบัขอ้มูลจุดท่ีถูกสุ่มเลือก 
3) สุ่มตวัเลขระหวา่ง 0 ถึง 1 




 จากการใชข้อ้มูลท่ี 3 เป็นขอ้มูลจุดศูนยก์ลาง และใชจ้  านวนเพื่อนบา้น 3 จุดเพื่อสร้างขอ้มูล
สังเคราะห์ข้ึนจ านวน 3 จุด จะได้ขอ้มูลท่ีน ามาใช้สร้างร่วมกบัขอ้มูลจุดศูนยก์ลาง ได้แก่ ขอ้มูล
ล าดับท่ี 1, ข้อมูลล าดับท่ี 2 และข้อมูลล าดับท่ี 4 โดยแต่ละข้อมูลจะมีระยะห่างจากข้อมูลจุด
ศูนยก์ลางดงัน้ี 
 ข้อมูลท่ี  1 อยู่ ห่ างจากข้อมูลจุดศูนย์กลาง  = (1.5 – 1.7, 2.2 – 2.3, 2.0 – 2.2, 0.9 – 0.9)  
= (-0.2, -0.1, -0.2, 0) 
 ข้อ มูล ท่ี  2 อยู่ ห่ า งจากข้อ มูล จุด ศูนย์กลาง  = (1.5 - 1.7, 2.1 - 2.3, 2.1 - 2.2, 0.8 - 0.9)  
= (-0.2, -0.2, -0.1, -0.1) 
 ข้อ มูล ท่ี  4 อยู่ ห่ า งจากข้อ มูล จุด ศูนย์กลาง  = (1.6 - 1.7, 2.2 - 2.3, 2.0 - 2.2, 0.8 - 0.9) 
= (-0.1, -0.1, -0.2, -0.1) 
 
 จะได้ข้อมูลสังเคราะห์ท่ีเกิดจากการสร้างโดยใช้ข้อมูลจุดศูนยก์ลาง (ข้อมูลล าดับท่ี 3) 
ร่วมกบัการใชข้อ้มูลล าดบัท่ี 1 ดงัน้ี(1.7 + (0.5*-0.2), 2.3 + (0.5*-0.1), 2.2 + (0.5*-0.2), 0.9 + (0.5*0)  
= (1.6, 2.25, 2.1, 0.9) 
 
 จะได้ขอ้มูลสังเคราะห์ท่ีเกิดจากการสร้างโดยใช้ข้อมูลจุดศูนย์กลาง (ขอ้มูลล าดบัท่ี 3) 
ร่วมกับการใช้ข้อมูลล าดับท่ี 2 ดังน้ี (1.7 + ( 0.5*-0.2), 2.3 + (0.5*-0.2), 2.2 + (0.5*-0.1), 0.9 + 
(0.5*-0.1) = (1.6, 2.2, 2.15, 0.85) 
 
 จะไดข้อ้มูลสังเคราะห์ท่ีเกิดจากการสร้างจากการใชข้อ้มูลจุดศูนยก์ลาง (ขอ้มูลล าดบัท่ี 3) 
ร่ วมกับการใช้ข้อ มูลล าดับ ท่ี  4 ดัง น้ี  (1.7 + ( 0.5*-0.1), 2.3 + (0.5*-0.1), 2.2 + (0.5*-0.2), 
0.9+(0.5*0.1) = (1.65, 2.25, 2.1, 0.85) 
ซ่ึงชุดขอ้มูลใหม่แสดงใหเ้ห็นดงัตารางท่ี 3.2 
 
ตารางท่ี 3.2 ชุดขอ้มูลหลงัจากใช ้SMOTE Technique สร้างขอ้มูลสังเคราะห์ 3 ขอ้มูล 





1 1.5” 2.2” 2.0 g 0.9 True 
2 1.5” 2.1” 2.1 g 0.8 True 
3 1.7” 2.3” 2.2 g 0.9 True 
4 1.6” 2.2” 2.0 g 0.8 True 
5 1.8” 2.7” 2.5 g 0.7 True 
6 1.6” 2.25” 2.1 g 0.9 True 
7 1.6” 2.2” 2.15 g 0.85 True 
8 1.65” 2.25” 2.1 g 0.85 True 
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 3.1.2 กำรหำค่ำพำรำมิเตอร์ทีเ่หมำะสมด้วยข้ันตอนวธีิเชิงพนัธุกรรมทีม่ีกำรเร่ิมต้นใหม่ 
  ส าหรับการหาค่าพารามิเตอร์ท่ีเหมาะสมด้วยขั้นตอนวิธีเชิงพนัธุกรรมท่ีมีการ
เร่ิมตน้ใหม่ จะท าการเลือกพารามิเตอร์ทั้ง 3 พารามิเตอร์ท่ีเหมาะสมท่ีสุดเพื่อน าไปสร้างโมเดลใน
การจ าแนกประเภทข้อมูลด้วยอลักอริทึมซัพพอร์ตเวกเตอร์แมชชีน โดยมีหลักการท างานของ












ขอ้มูลเขา้ : พารามิเตอร์ C, พารามิเตอร์ Epsilon, พารามิเตอร์ Gamma, จ  านวนรุ่นของประชากร
ท่ีตอ้งการสร้าง T, ขอ้มูลท่ีมีความสมดุล 
ผลลพัธ์ : พารามิเตอร์ C, พารามิเตอร์ Epsilon, พารามิเตอร์ Gamma ท่ีมีความเหมาะสมท่ีสุด 
วธีิการ : 
 1. เขา้รหสัโครโมโซม 
 2. สุ่มสร้างประชากรเร่ิมตน้จ านวน p  
3. ส าหรับรอบท่ี t ≤ T   
1) ประเมินความเหมาะสมของแต่ละโครโมโซมดว้ยการใช้ค่าความถูกตอ้ง 
ในการจ าแนกจากอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน 
2) ด าเนินการทางขั้นตอนวิธีเชิงพนัธุกรรม (การคดัเลือก การสลบัสายพนัธ์ุ 
      การกลายพนัธ์ุ) 
3) แทนท่ีประชากรรุ่นเก่า 
 4.  ประเมินค่าความเหมาะสมของแต่ละโครโมโซมเพื่อคัดเลือกโครโมโซม 





รูปท่ี 3.4 พารามิเตอร์ในรูปแบบโครโมโซม 
 
2. สร้างประชากรเร่ิมตน้ 
 ส าหรับขั้นตอนการสุ่มสร้างประชากรเร่ิมตน้ จะท าการสุ่มสร้างประชากรท่ีประกอบไป
ด้วยโครโมโซมท่ีมีลกัษณะเช่นเดียวกบัโครโมโซมในรูปท่ี 3.4โดยจะท าการสุ่มสร้างประชากร
เร่ิมตน้เป็นจ านวน p ตวัอยา่งการสุ่มสร้างประชากรเร่ิมตน้จ านวน 5 ประชากร แสดงดงัตารางท่ี 3.3 
 
ตารางท่ี 3.3 ตวัอยา่งการสุ่มสร้างประชากร 
Chromosome A  42.5 1.2 1.5 
Chromosome B  33.7 1.4 1.7 
Chromosome C  41.5 0.7 0.2 
Chromosome D  17.7 0.4 0.9 
Chromosome E  26.4 0.1 0.1 
 
 3. ตรวจสอบเง่ือนไขการส้ินสุดการท างาน 
 ในขั้นตอนตรวจสอบเง่ือนไขส้ินสุดการท างานของขั้นตอนวธีิเชิงพนัธุกรรม จะตรวจสอบ
จากจ านวนรุ่นประชากรท่ีสร้างข้ึน เม่ือด าเนินการทางพนัธุกรรมเพื่อสร้างประชากรรุ่นใหม่ครบ





น าไปจ าแนกประเภทข้อมูลแล้วได้ค่าความแม่นย  าในการจ าแนกประเภทข้อมูลสูงท่ีสุด  
(ค่า Accuracy สูงท่ีสุด) โดยค่าความแม่นย  าในการจ าแนกประเภทขอ้มูลสามารถค านวณได้จาก 
สมการท่ี 8  
ตวัอย่างการประเมินความเหมาะสมของแต่ละโครโมโซม โดยสมมติให้โครโมโซมจาก






Chromosome A  42.5 1.2 1.5 
 
   
ยนีแทนพารามิเตอร์ C ยนีแทนพารามิเตอร์ Epsilon ยนีแทนพารามิเตอร์ Gamma 
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ตารางท่ี 3.4 ค่าความแม่นย  าในการจ าแนกประเภทขอ้มูลของแต่ละโครโมโซม 
Chromosome C Epsilon Gamma Accuracy 
Chromosome A  42.5 1.2 1.5 82.75 
Chromosome B  33.7 1.4 1.7 73.98 
Chromosome C  41.5 0.7 0.2 80.17 
Chromosome D  17.7 0.4 0.9 75.79 
Chromosome E  26.4 0.1 0.1 85.23 
 
 เม่ือเรียงตามค่าความถูกตอ้งในการจ าแนกประเภทข้อมูล (ค่า Accuracy ยิ่งสูง แสดงว่า
โมเดลนั้นมีประสิทธิภาพยิ่งดี) จะไดว้่า โครโมโซม E มีความเหมาะสมท่ีจะน าไปใชใ้นการสร้าง
โมเดลจ าแนกประเภทขอ้มูลดว้ยอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนมากท่ีสุด แสดงดงัตารางท่ี 3.5 
 
ตารางท่ี 3.5 โครโมโซมท่ีมีค่าความเหมาะสมในการน าไปเป็นโครโมโซมพอ่แม่ 
Chromosome C Epsilon Gamma Accuracy 
Chromosome E  26.4 0.1 0.1 85.23 
Chromosome A  42.5 1.2 1.5 82.75 
Chromosome C  41.5 0.7 0.2 80.17 
Chromosome D  17.7 0.4 0.9 75.79 
Chromosome B  33.7 1.4 1.7 73.98 
 
 5. การด าเนินการทางขั้นตอนวธีิเชิงพนัธุกรรม 
 ในขั้นตอนน้ีจะท าการเพิ่มโอกาสในการถูกคดัเลือกให้กบัโครโมโซมท่ีเหมาะสมเพื่อเพิ่ม
โอกาสในการถูกคดัเลือกซ่ึงจะน าไปใช้เป็นตน้ก าเนิดสายพนัธ์ุให้แก่โครโมโซมรุ่นลูกหลาน โดย
จดัสรรดว้ยค่าความเหมาะสมของแต่ละโครโมโซม หลงัจากนั้นจะท าการสุ่มเลือกโครโมโซมพ่อ
แม่แลว้น าไปเป็นตน้ก าเนิดในการสลบัสายพนัธ์ุเพื่อให้เกิดโครโมโซมรุ่นลูกหลาน สมมติสุ่มเลือก
โครโมโซม C และโครโมโซม D เป็นตน้ก าเนิดสายพนัธ์ุโดยมีการสลบัสายพนัธ์ุแบบจุดเดียวท่ี







รูปท่ี 3.5 การสลบัสายพนัธ์ุแบบจุดเดียวท่ีต าแหน่งท่ี 2 
 
ตารางท่ี 3.6 โครโมโซมหลงัจากเกิดการสลบัสายพนัธ์ุ 
Chromosome A  42.5 1.2 1.5 
Chromosome B  33.7 1.4 1.7 
Chromosome C (offspring 1) 41.5 0.4 0.9 
Chromosome D (offspring 2)  17.7 0.7 0.2 
Chromosome E  26.4 0.4 0.9 
 
 หลงัจากนั้นเพื่อเพิ่มความหลากหลายทางสายพนัธ์ุมากยิ่งข้ึน จะท าการกระตุน้ให้เกิดการ
กลายพนัธ์ุ โดยท าการสุ่มเลือกยีนท่ีจะถูกกระตุน้ แลว้ท าการสุ่มค่าข้ึนมาแทนท่ีค่าเดิมของยีนนั้น 
สมมติให้สุ่มเลือกโครโมโซม Aโดยท่ียีนท่ี 2 ถูกกระตุน้ใหเ้กิดการกลายพนัธ์ุดว้ยการแทนท่ีดว้ยค่า 
1.0  การกลายพนัธ์ุแสดงดงัรูปท่ี 3.6 และไดโ้ครโมโซมใหม่ ดงัตารางท่ี 3.7 
 
รูปท่ี 3.6 การกลายพนัธ์ุของโครโมโซม 
 
ตารางท่ี 3.7 โครโมโซมหลงัจากเกิดการกลายพนัธ์ุ 
Chromosome A (offspring) 42.5 1.0 1.5 
Chromosome B  33.7 1.4 1.7 
Chromosome C (offspring 1) 41.5 0.4 0.9 
Chromosome D (offspring 2)  17.7 0.7 0.2 
Chromosome E  26.4 0.4 0.9 
Chromosome C 41.5 0.7 0.2 
Chromosome D 17.7 0.4 0.9 
 
Chromosome C(offspring 1) 41.5 0.4 0.9 
Chromosome D (offspring 2) 17.7 0.7 0.2 
 
Chromosome A 42.5 1.2 1.5 
 




 6. การแทนท่ีประชากร 
 ส าหรับการแทนท่ีประชากรจะเป็นการน าประชากรรุ่นใหม่ท่ีไดไ้ปแทนท่ีประชากรรุ่นเก่า 
โดยตัวอย่างของการแทนท่ีประชากรเดิมทั้ งรุ่น โดยการน าประชากรรุ่นใหม่ทั้ งหมด แทนท่ี
ประชากรรุ่นเก่าทั้งหมด แสดงดงัตารางท่ี 3.8 
 
ตารางท่ี 3.8 การแทนท่ีประชากรรุ่นเก่าดว้ยประชากรรุ่นใหม่ทั้งหมด 
Chromosome A  42.5 1.0 1.5 
Chromosome B  33.7 1.4 1.7 
Chromosome C  41.5 0.4 0.9 
Chromosome D  17.7 0.7 0.2 
Chromosome E  26.4 0.4 0.9 
 




 ส าหรับขั้นตอนวิธีเชิงพนัธุกรรมท่ีมีการเร่ิมต้นใหม่ (Dao et al. ,2016) จะเป็นวิธีการ
ตรวจสอบว่าโครโมโซมรุ่นใหม่ท่ีได้จากการด าเนินการทางพนัธุกรรมมีความเหมาะสมกว่า
โครโมโซมรุ่นก่อนหน้าหรือไม่ หากโครโมโซมรุ่นใหม่ท่ีสร้างจากประชากรรุ่นเก่าไม่ได้ดีข้ึน
กวา่เดิมติดต่อกนัตามจ านวนรุ่นท่ีก าหนด นัน่หมายความวา่การด าเนินการทางพนัธุกรรมโดยอาศยั
เฉพาะการค้นหาแบบท้องถ่ิน  (Local Search) ของโครโมโซมท่ีมีอยู่ไม่ เพียงพอต่อการเพิ่ม
ประสิทธิภาพในการหาค่าพารามิเตอร์ท่ีเหมาะสม โดยมีหลักการท างานของขั้นตอนวิธี เชิง





รูปท่ี 3.7 หลกัการท างานของขั้นตอนวธีิเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่ 
 
 3.1.3  กำรจ ำแนกข้อมูลไม่สมดุล 
  ในงานวจิยัน้ีผูว้ิจยัไดใ้ชอ้ลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนในการจ าแนกโดยใช้
ค่าพารามิเตอร์ C, พารามิเตอร์ Epsilon และพารามิเตอร์ Gamma ท่ีไดรั้บจากหัวขอ้ท่ี 3.1.2 มาเป็น
พารามิเตอร์ส าหรับการสร้างแบบจ าลองการจ าแนกประเภทขอ้มูลไม่สมดุล โดยในงานวิจยัคร้ังน้ี
ผูว้ิจยัไดใ้ชข้อ้มูลสังเคราะห์จ านวน 1 ขอ้มูล (สังเคราะห์ดว้ยโปรแกรม R Studio Desktop Version 
1.0.143) ชุดข้อมูลโรคหอบหืด จากโรงพยาบาลแห่งหน่ึงในจังหวดันครราชสีมา โดยท าการ
รวบรวมข้อมูล ณ วนัท่ี 8 พฤศจิกายน พ.ศ. 2557 ขอ้มูลโรคหัวใจ และขอ้มูลผูป่้วยโรคตบัทาง
ตะวนัออกเฉียงเหนือของประเทศอินเดีย ซ่ึงได้รับจากฐานข้อมูล UCI (UCI Machine Learning 
ขั้นตอนวธีิเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่ 
ขอ้มูลเขา้ : พารามิเตอร์ C, พารามิเตอร์ Epsilon, พารามิเตอร์ Gamma, จ  านวนรุ่นของประชากร
ท่ีต้องการสร้าง T, จ  านวนรุ่นของประชากรท่ีไม่ดีข้ึนติดกัน S, ข้อมูลท่ีมีความ
สมดุล 
ผลลพัธ์ : พารามิเตอร์ C, พารามิเตอร์ Epsilon, พารามิเตอร์ Gamma ท่ีมีความเหมาะสมท่ีสุด 
วธีิการ : 
 1. เขา้รหสัโครโมโซม 
 2. สุ่มสร้างประชากรเร่ิมตน้จ านวน p  
3. ประเมินความเหมาะสมของแต่ละโครโมโซมด้วยการใช้ค่าความถูกต้องในการ
จ าแนกจากอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน 
4. ส าหรับรอบท่ี t ≤ T   
 1) ส าหรับจ านวนรุ่นประชากรรุ่นใหม่ดอ้ยกวา่ประชากรรุ่นเก่า i ≤ S 












Repository) ส าหรับการเตรียมขอ้มูลนั้นหากขอ้มูลมีค่าสูญหาย (Missing Value) ผูว้จิยัใชว้ธีิการลบ
ข้อมูลทั้ งแถวของข้อมูลท่ีมีค่าสูญหายทิ้ง หลังจากนั้นจะแบ่งข้อมูลออกเป็นสองส่วน ได้แก่
ส่วนขอ้มูลทดสอบ และส่วนขอ้มูลเรียนรู้ แลว้น าขอ้มูลเรียนรู้มาปรับสมดุลขอ้มูลดว้ยเทคนิคการ
สุ่มลด และสังเคราะห์สร้างขอ้มูลดว้ย SMOTE Technique เม่ือขอ้มูลเรียนรู้เกิดความสมดุลข้ึนแลว้
จะน าขอ้มูลเรียนรู้ไปหาค่าพารามิเตอร์ท่ีเหมาะสมส าหรับการจ าแนกโดยการใช้ขั้นตอนวิธีเชิง




 เคร่ืองมือท่ีใชใ้นการพฒันางานวจิยัน้ี ประกอบดว้ย 
1) เคร่ืองคอมพิวเตอร์ส าหรับพฒันา มีรายละเอียดดงัน้ี 
หน่วยประมวลผลกลาง : Intel Core i3-4160 3.6 GHz 
หน่วยความจ าส ารอง : 1 TB 
หน่วยความจ าหลกั : 12 GB 
2) ระบบปฏิบติัการและโปรแกรมประยกุตส์ าหรับพฒันา ประกอบดว้ย 
ระบบปฏิบติัการ : Windows 10 Pro 64 Bits 








 การทดสอบประสิทธิภาพของระบบนั้น จะทดสอบประสิทธิภาพดว้ยค่าความแม่นย  าใน
การจ าแนก ค่าความเท่ียง ค่าความไวหรือค่าระลึก และค่าการวดัเอฟ ในการจ าแนกขอ้มูลไม่สมดุล
ระหว่างคลาสส่วนมากและคลาสส่วนน้อย โดยเปรียบเทียบกับการจ าแนกด้วยวิธีการดั้ งเดิม  
(ไม่ปรับสมดุลขอ้มูล และไม่ปรับค่าพารามิเตอร์) การจ าแนกดว้ยการใชข้ั้นตอนวิธีเชิงพนัธุกรรม
ร่วมกบัอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน และเปรียบเทียบกบัอลักอริทึมในการจ าแนกประเภท
ขอ้มูลไม่สมดุลอีก 2 ประเภทได้แก่ เอดาบูส และรัสบูส ส าหรับเน้ือหาในบทน้ีจะประกอบดว้ย 
ข้อมูลท่ีใช้ในการทดสอบ การทดสอบประสิทธิภาพการจ าแนกประเภทข้อมูลไม่สมดุลโดย
แบ่งเป็นการทดสอบประสิทธิภาพการจ าแนกดว้ยค่าความแม่นย  าในการจ าแนก ค่าความเท่ียง ค่า
ความไวหรือค่าระลึก และค่าการวดัเอฟ และในหวัขอ้สุดทา้ยเป็นการอภิปรายผล 
 
4.1  ข้อมูลทีใ่ช้ในการทดสอบ 
 การทดสอบการจ าแนกข้อมูลไม่สมดุลโดยใช้การปรับปรุงข้อมูลร่วมกับการหา
ค่าพารามิเตอร์ท่ีเหมาะสมดว้ยขั้นตอนวิธีเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่จะใชข้อ้มูลสังเคราะห์
จ านวน 1 ชุดขอ้มูล (สังเคราะห์ด้วยโปรแกรม R Studio Desktop Version 1.0.143) ชุดขอ้มูลโรค
หอบหืด จากโรงพยาบาลแห่งหน่ึงในจงัหวดันครราชสีมา โดยท าการรวบรวมขอ้มูล ณ วนัท่ี 8 
พฤศจิกายน พ.ศ. 2557 ข้อมูลโรคหัวใจ และข้อมูลผูป่้วยโรคตบัทางตะวนัออกเฉียงเหนือของ










ตารางท่ี 4.1 รายละเอียดชุดขอ้มูลท่ีน ามาใชใ้นงานวจิยั 
ชุดขอ้มูล Attributes จ านวนตวัอยา่ง Imbalanced 
Ratio Majority Minority Total 
Synthetic Dataset 16 600 100 700 6.00 
Asthma Dataset 12 570 128 698 4.45 
Hearth Disease 14 150 120 270 1.25 
Indian Liver Patient Dataset 11 414 165 579 2.51 
 
 จากตารางท่ี 4.1 สามารถอธิบายรายละเอียดของแต่ละชุดขอ้มูลไดด้งัน้ี ส าหรับชุดขอ้มูล
สังเคราะห์จะประกอบไปด้วย 16 คอลมัน์ (15 คอลมัน์ส าหรับใช้ในการจ าแนก และ 1 คอลมัน์
ส าหรับคลาส) โดยมีจ านวนขอ้มูลทั้งหมด 700 ขอ้มูล มีจ  านวนขอ้มูลในคลาสส่วนมากทั้งหมด 600 
ขอ้มูล มีจ  านวนขอ้มูลในคลาสส่วนนอ้ย 100 ขอ้มูล และมีระดบัความไม่สมดุลอยูท่ี่ 6.00 ส าหรับชุด
ข้อมูลโรคหอบหืดจะประกอบไปด้วย 12 คอลัมน์ (11 คอลัมน์ส าหรับใช้ในการจ าแนก และ 
1 คอลมัน์ส าหรับคลาส) โดยมีจ านวนขอ้มูลในคลาสส่วนมากทั้งหมด 570 ขอ้มูล มีขอ้มูลในคลาส
ส่วนน้อยทั้ งหมด 120 ข้อมูล รวมทั้ งหมด 698 ข้อมูล และมีระดับความไม่สมดุลอยู่ท่ี 4.45 มี

















ตารางท่ี 4.2 ขอ้มูลโรคหอบหืด 
ล าดบั Attribute (คอลมัน์) ค่า 
1 Age Respondents (Year) 35-64 
2 Gender of Respondents 0, 1 
3 Highest Education Level 1, 2, 3, 4 
4 Marital Status 1, 2, 3, 4, 5 
5 Religion 1, 2, 3 
6 Smoking 0, 1, 2 
7 Exercise 0, 1 
8 Weight (kg.) 37.2-113.3 
9 Weight (cm.) 141-192 
10 Waist (cm.) 57-119 
11 Percent Body Fat 11.7-47.6 
12 Class Low, High 
   
 ส าหรับชุดขอ้มูลโรคหัวใจจะประกอบไปดว้ย 14 คอลมัน์ (13 คอลมัน์ส าหรับใช้ในการ
จ าแนก และ 1 คอลมัน์ส าหรับคลาส) โดยมีจ านวนขอ้มูลทั้งหมด 270 ขอ้มูล มีจ านวนขอ้มูลใน
คลาสส่วนมากทั้งหมด 150 ขอ้มูล มีจ านวนขอ้มูลในคลาสส่วนน้อย 120 ขอ้มูล และมีระดบัความ














ตารางท่ี 4.3 ขอ้มูลโรคหวัใจ 
ล าดบั Attribute (คอลมัน์) ค่า 
1 Age 29-77 
2 Sex 0, 1 
3 Chest Pain Type 0, 1, 2, 3 
4 Resting Blood Pressure 94-200 
5 Serum Cholesterol 126-564 
6 Fasting Blood Sugar > 120 mg/dl 0, 1 
7 Resting Electrocardiographic Results 0, 1 
8 Maximum Heart Rate Achieved 71-202 
9 Exercise Induced Angina 0, 1 
10 Old peak 0-6.2 
11 The Slope of The Peak Exercise ST Segment 0, 1, 2 
12 Number of Major Vessels 0, 1, 2, 3 
13 Thal 0, 1, 2 
14 Class Absence, Presence 
 
 ส าหรับชุดขอ้มูลผูป่้วยโรคตบัจะประกอบไปดว้ย 11 คอลมัน์ (10 คอลมัน์ส าหรับใชใ้นการ
จ าแนก และ 1 คอลมัน์ส าหรับคลาส) โดยมีจ านวนขอ้มูลในคลาสส่วนมากทั้งหมด 414 ขอ้มูล มี
ขอ้มูลในคลาสส่วนนอ้ยทั้งหมด 165 ขอ้มูล รวมทั้งหมด 579 ขอ้มูล และมีระดบัความไม่สมดุลอยูท่ี่ 












ตารางท่ี 4.4 ขอ้มูลผูป่้วยโรคตบั 
ล าดบั Attribute (คอลมัน์) ค่า 
1 Age of the patient 4-90 
2 Gender of the patient 1, 2 
3 Total Bilirubin 0.4-75 
4 Direct Bilirubin 0.1-19.7 
5 Alkaline Phosphatase 63-2,110 
6 Alanine Aminotransferase 10-2,000 
7 Aspartate Aminotransferase 10-4,929 
8 Total Proteins 2.7-9.6 
9 Albumin 0.9-5.5 
10 Albumin and Globulin Ratio 0.3-2.8 
11 Class Healthy, Sick 
 
4.2  การออกแบบวธิีทดสอบ 
 การทดสอบประสิทธิภาพการจ าแนกขอ้มูลไม่สมดุลน้ีจะท าการเปรียบเทียบประสิทธิภาพ
ค่าความแม่นย  าในการจ าแนก ค่าความเท่ียง ค่าความไวหรือค่าระลึก และค่าการวดัเอฟ ในการ
จ าแนกประเภทขอ้มูลไม่สมดุลระหวา่งการจ าแนกดว้ยวิธีการดั้งเดิม (ไม่ปรับสมดุลขอ้มูล และไม่
ปรับค่าพารามิเตอร์) การใชข้ั้นตอนวิธีเชิงพนัธุกรรมร่วมกบัอลักอริทึมซัพพอร์ตเวกเตอร์แมชชีน 
และเปรียบเทียบกบัอลักอริทึมในการจ าแนกประเภทขอ้มูลไม่สมดุลอีก 2 ประเภทไดแ้ก่ เอดาบูส 






รูปท่ี 4.1 กรอบแนวคิดของการวจิยั 
 
 จากรูปท่ี 4.1 สามารถอธิบายกรอบแนวคิดของการวิจยัได้ดงัน้ี เร่ิมตน้น าขอ้มูลมาแบ่ง
ออกเป็นสองส่วนในอตัราส่วน 70% ต่อ 30% โดยในส่วนแรกถูกแบ่งไว ้70% จากขอ้มูลทั้งหมด
ส าหรับเป็นข้อมูลเรียนรู้ และส่วนท่ีสองถูกแบ่งไว ้30% จากข้อมูลทั้งหมดส าหรับเป็นข้อมูล
ทดสอบ และน าขอ้มูลเรียนรู้มาปรับใหมี้ความสมดุลดว้ยการใชว้ธีิการผสมผสานระหวา่งการสุ่มลด
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Imbalanced Data 




พารามิเตอร์ Gamma ส าหรับอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนโดยก าหนดขอบเขตในการคน้หา
ค่าพารามิเตอร์ท่ีเหมาะสมแสดงดงัตารางท่ี 4.26 ซ่ึงจะใชค้วามแม่นย  าในการจ าแนกท่ีไดจ้ากการใช้
อลักอริทึมซัพพอร์ตเวกเตอร์แมชชีนโดยใช้ค่าพารามิเตอร์ท่ีได้รับจากขั้นตอนวิธีเชิงพนัธุกรรม
ร่วมกบัขอ้มูลเรียนรู้มาเป็นตวัประเมินค่าความเหมาะสมของแต่ละประชากรท่ีสร้างข้ึน และท าการ
เลือกประชากรระดบัหวักะทิเป็นจ านวน 10 อนัดบั (ประชากรท่ีมีค่าความเหมาะสมสูงเป็นจ านวน 
10 อนัดบัแรก) แลว้ท าการด าเนินการทางสายพนัธ์ุจนกระทัง่ไดป้ระชากรรุ่นใหม่ หากประชากรรุ่น
ใหม่มีค่าความเหมาะสมท่ีดอ้ยกว่าประชากรรุ่นเก่าติดต่อกนัเป็นจ านวน 2 รอบ ให้ท าการเร่ิมตน้
กระบวนการขั้นตอนวธีิเชิงพนัธุกรรมใหม่ดว้ยการน าประชากรระดบัหวักะทิจ านวน 10 ตวัไปสร้าง
เป็นประชากรเร่ิมตน้ดว้ย จนกระทัง่ครบรอบการท างานท่ีก าหนด หลงัจากนั้นจะน าพารามิเตอร์ท่ี
เหมาะสมท่ีสุดไปสร้างโมเดลการจ าแนกขอ้มูลไม่สมดุลดว้ยอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน 
หลงัจากนั้นทดสอบโมเดลดว้ยการใชข้อ้มูลทดสอบ และประเมินประสิทธิภาพดว้ยค่าความแม่นย  า
ในการจ าแนก ค่าความเท่ียง ค่าความไวหรือค่าระลึก และค่าการวดัเอฟ 
 
4.3 การทดสอบประสิทธิภาพ 
 ส าหรับการทดสอบประสิทธิภาพของการจ าแนกประเภทขอ้มูลไม่สมดุลนั้น ในงานวิจยัน้ี
สนใจประสิทธิภาพในการจ าแนกประเภทข้อมูลส่วนน้อยให้มีประสิทธิภาพมากยิ่งข้ึน จึงได้
ก าหนดให้ Positive Class หมายถึงคลาสของขอ้มูลส่วนน้อย ส่วน Negative Class หมายถึงคลาส
ของขอ้มูลส่วนมาก ดงันั้น TP Rate จึงหมายถึงประสิทธิภาพในการจ าแนกขอ้มูลจากคลาสส่วน
นอ้ย และ TN Rate หมายถึงประสิทธิภาพในการจ าแนกขอ้มูลจากคลาสส่วนมาก สมมุติใหต้ารางท่ี 
4.5 คือตวัอย่างเมตริกซ์วดัประสิทธิภาพ (Confusion Matrix) ในการจ าแนกประเภทข้อมูลของ
โมเดลจ าแนก 
 




Positive 44 (TP) 16 (FP) 
Negative 6 (FN) 134 (TN) 
  




 ค่าความแม่นย  าในการจ าแนก = (TP+TN) / (TP+TN+FP+FN) = (44+134) / (44+134+16+6) 
= 0.89 หรือ 89.00% 
 ค่าความเท่ียง = (TP) / (TP+FP) = (44) / (44+16) = 0.7333 หรือ 73.33% 
 ค่าระลึกหรือค่าความไว = (TP) / (TP+FN) = (44) / (44+6) = 0.88 หรือ 88.00% 
 ค่าการวดัเอฟ = (2*ค่าความเท่ียง*ค่าระลึกหรือค่าความไว) / (ค่าความเท่ียง+ค่าระลึกหรือ 
ค่าความไว) = (2*0.7333*0.88) / (0.7333+0.88) = 0.7273 หรือ 72.73% 
 
4.4 ผลการทดสอบประสิทธิภาพ 
 ส าหรับการทดสอบประสิทธิภาพการจ าแนกประเภทข้อมูลไม่สมดุลนั้น จะใช้ข้อมูล
ทั้งหมด 4 ชุดขอ้มูล โดยเป็นขอ้มูลท่ีได้จากการสังเคราะห์ขอ้มูลจ านวน 1 ชุดขอ้มูล ขอ้มูลจาก
โรงพยาบาลแห่งหน่ึงในจงัหวดันครราชสีมาจ านวน 1 ชุดขอ้มูล และขอ้มูลจริงจากฐานข้อมูล
มาตรฐานจ านวน 2 ชุดข้อมูล เม่ือท าการเปรียบเทียบประสิทธิภาพการจ าแนกข้อมูลไม่สมดุล
ระหว่างการใช้ขอ้มูลแบบดั้งเดิมเปรียบเทียบกบัวิธีการปรับสมดุลให้แก่ขอ้มูลเรียนรู้ส าหรับชุด
ขอ้มูลสังเคราะห์ ประสิทธิภาพการจ าแนกแสดงดงัรูปท่ี 4.2 โดยมีรายละเอียดค่าประสิทธิภาพตาม
เกณฑ์ต่าง ๆ แสดงดงัตารางท่ี 4.6 ส าหรับเมตริกซ์วดัประสิทธิภาพของเทคนิคแบบดั้งเดิมแสดงดงั
ตารางท่ี 4.7 เมตริกซ์วดัประสิทธิภาพของเทคนิคการสุ่มลดแสดงดังตารางท่ี 4.8 เมตริกซ์วดั
ประสิทธิภาพของเทคนิคการสุ่มเพิ่มแสดงดงัตารางท่ี 4.9 และเมตริกซ์วดัประสิทธิภาพของเทคนิค 











Accuracy Precision Recall F-measure
ประสิทธิภาพการจ าแนกส าหรับชุดขอ้มูลสังเคราะห์
ข้อมลูดัง้เดิม Under Sampling Over Sampling SMOTE Technique
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ตารางท่ี 4.6 ประสิทธิภาพการจ าแนกระหว่างวิธีดั้ งเดิมกับการปรับสมดุลข้อมูลของชุดข้อมูล 
         สังเคราะห์  
เทคนิคท่ีใช ้ Accuracy (%) Precision (%) Recall (%) F-measure (%) 
ใชข้อ้มูลแบบดั้งเดิม 88.00 100.00 14.29 25.01 
Under Sampling 75.00 31.67 67.86 43.19 
Over Sampling 89.50 64.00 57.14 60.38 
SMOTE Technique 84.50 45.46 53.57 49.18 
 
ตารางท่ี 4.7 เมตริกซ์วดัประสิทธิภาพของข้อมูลแบบดั้ งเดิม (ไม่ปรับสมดุล) ส าหรับชุดข้อมูล 




Positive 4  0  
Negative 24  172  
 




Positive 19  41  
Negative 9  131  
 




Positive 16  9  











Positive 15 18 
Negative 13 154 
 
 จากผลการทดลองจากตารางท่ี 4.6 ในการค านวณหาค่าความแม่นย  าในการจ าแนกส าหรับ
ขอ้มูลไม่สมดุลพบว่าการปรับปรุงขอ้มูลดว้ยเทคนิคการสุ่มเกินให้ประสิทธิภาพดีท่ีสุดท่ี 89.50% 
ล าดบัถดัมาไดแ้ก่การใชข้อ้มูลดั้งเดิมท่ี 88.00% การใชเ้ทคนิค SMOTE มีค่าความแม่นย  าเป็นอนัดบั
สาม ท่ี 84.50% และการสุ่มลดขอ้มูลมีความแม่นย  านอ้ยท่ีสุดท่ี 75.00% ส าหรับค่าความเท่ียงพบวา่
การใช้ข้อมูลดั้ งเดิมให้ประสิทธิภาพสูงท่ีสุดท่ี 100.00% การใช้การสุ่มเกินให้ประสิทธิภาพดี
รองลงมาท่ี 64.00% ขณะท่ีการใชเ้ทคนิค SMOTE มีค่าความแม่นย  าเป็นอนัดบัสาม ท่ี 45.46% และ
การสุ่มลดขอ้มูลมีความแม่นย  าดอ้ยท่ีสุดท่ี 31.67% ในขณะท่ีค่าความไวหรือค่าระลึกพบวา่การใช้
วิธีปรับขอ้มูลดว้ยการสุ่มลดให้ประสิทธิภาพดีกว่าการใช้วิธีการสุ่มเกิน และดีกว่าการใช้เทคนิค 
SMOTE และการใช้ขอ้มูลดั้งเดิม ท่ี 67.86%, 57.14%, 53.57% และ 14.29% ตามล าดบั  ส าหรับค่า
การวดัเอฟพบว่าการใช้วิธีการสุ่มเกินให้ประสิทธิภาพดีท่ีสุดท่ี 60.38% การใช้เทคนิค SMOTE ท่ี 
49.18% ใชว้ธีิการสุ่มลดท่ี 43.19% และการใชข้อ้มูลดั้งเดิมท่ี 25.01% 
 ส าหรับชุดขอ้มูลโรคหอบหืด เปรียบเทียบประสิทธิภาพการจ าแนกระหว่างการใช้ขอ้มูล
แบบดั้งเดิมเปรียบเทียบกบัวิธีการปรับสมดุลให้แก่ข้อมูลเรียนรู้แสดงประสิทธิภาพการจ าแนก
แสดงดงัรูปท่ี 4.3 และมีรายละเอียดค่าประสิทธิภาพการจ าแนกตามเกณฑ์ต่าง ๆ ดงัตารางท่ี 4.11 
ส าหรับเมตริกซ์วดัประสิทธิภาพของเทคนิคแบบดั้งเดิมดงัตารางท่ี 4.12 เมตริกซ์วดัประสิทธิภาพ
ของเทคนิคการสุ่มลดดงัตารางท่ี 4.13 เมตริกซ์วดัประสิทธิภาพของเทคนิคการสุ่มเพิ่มดงัตารางท่ี 






รูปท่ี 4.3 ประสิทธิภาพการจ าแนกดว้ยวธีิดั้งเดิมกบัการปรับสมดุลของชุดขอ้มูลโรคหอบหืด 
 
ตารางท่ี 4.11 ประสิทธิภาพการจ าแนกระหว่างวิธีดั้ งเดิมกบัการปรับสมดุลข้อมูลของชุดข้อมูล 
         โรคหอบหืด  
เทคนิคท่ีใช ้ Accuracy (%) Precision (%) Recall (%) F-measure (%) 
ใชข้อ้มูลแบบดั้งเดิม 79.52 38.89 17.95 24.56 
Under Sampling 69.05 36.74 92.31 52.56 
Over Sampling 70.48 37.90 92.31 53.74 
SMOTE Technique 71.90 37.18 74.36 49.57 
 
ตารางท่ี 4.12 เมตริกซ์วดัประสิทธิภาพของขอ้มูลแบบดั้งเดิม (ไม่ปรับสมดุล) ส าหรับชุดขอ้มูล 




Positive 7 11 









Accuracy Precision Recall F-measure
ประสิทธิภาพการจ าแนกส าหรับชุดขอ้มูลหอบหืด
ข้อมลูดัง้เดิม Under Sampling Over Sampling SMOTE Technique
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Positive 36 62 
Negative 3 109 
 




Positive 36 59 
Negative 3 112 
 




Positive 29 49 
Negative 10 122 
 
 จากผลการทดลองจากตารางท่ี 4.11 เม่ือพิจารณาท่ีค่าความแม่นย  าในการจ าแนกพบวา่การ
ใช้ขอ้มูลดั้งเดิมมีประสิทธิภาพสูงท่ีสุดท่ี 79.52% รองลงมาเป็นการใชเ้ทคนิค SMOTE ท่ี 71.90% 
และการสุ่มเกินมีความแม่นย  าท่ี 70.48% ขณะท่ีการสุ่มลดขอ้มูลมีประสิทธิรูปท่ีดอ้ยท่ีสุดท่ี 69.05% 
เม่ือพิจารณาท่ีค่าความเท่ียงพบวา่การใชข้อ้มูลดั้งเดิมให้ประสิทธิภาพดีท่ีสุดท่ี 38.89% และการสุ่ม
เกินมีค่าความเท่ียงท่ี 37.90% ขณะท่ีการใช้เทคนิค SMOTE มีค่าความเท่ียงท่ี 37.18% ส่วนการใช้
วิธีการสุ่มลดมีค่าความเท่ียงท่ี 36.74% ในขณะท่ีค่าความไวหรือค่าระลึกพบวา่การใชว้ิธีปรับขอ้มูล
ด้วยการสุ่มลดและการสุ่มเกินให้ประสิทธิภาพดีเท่ากันท่ี 92.31% การใช้เทคนิค SMOTE มี
ประสิทธิภาพอยู่ท่ี 74.36% และด้อยท่ีสุดคือการใช้ขอ้มูลดั้งเดิมท่ี 17.95% ส าหรับค่าการวดัเอฟ
พบวา่การใชว้ิธีการสุ่มเกินให้ประสิทธิภาพดีกวา่การใชก้ารสุ่มลด การใชเ้ทคนิค SMOTE และการ
ใชข้อ้มูลดั้งเดิมท่ี 53.74%, 52.56%, 49.57% และ 24.56% ตามล าดบั  
 ผลการเปรียบเทียบประสิทธิภาพการจ าแนกของชุดขอ้มูลโรคหัวใจ การใช้ขอ้มูลแบบ
ดั้งเดิมเปรียบเทียบกบัวิธีการปรับสมดุลให้แก่ขอ้มูลเรียนรู้ ประสิทธิภาพการจ าแนกแสดงดงัรูปท่ี 
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4.4 และมีรายละเอียดค่าประสิทธิภาพการจ าแนกตามเกณฑต่์าง ๆ ดงัตารางท่ี 4.16 ส าหรับเมตริกซ์
วดัประสิทธิภาพของเทคนิคแบบดั้งเดิมแสดงดงัตารางท่ี 4.17 เมตริกซ์วดัประสิทธิภาพของเทคนิค
การสุ่มลดแสดงดงัตารางท่ี 4.18 เมตริกซ์วดัประสิทธิภาพของเทคนิคการสุ่มเพิ่มแสดงดงัตารางท่ี 




รูปท่ี 4.4 ประสิทธิภาพการจ าแนกดว้ยวธีิดั้งเดิมกบัการปรับสมดุลของชุดขอ้มูลโรคหวัใจ 
  
ตารางท่ี 4.16 ประสิทธิภาพการจ าแนกระหว่างวิธีดั้ งเดิมกบัการปรับสมดุลข้อมูลของชุดข้อมูล 
         โรคหวัใจ 
เทคนิคท่ีใช ้ Accuracy (%) Precision (%) Recall (%) F-measure (%) 
ใชข้อ้มูลแบบดั้งเดิม 76.54 74.29 72.22 73.24 
Under Sampling 76.54 72.94 75.00 73.97 
Over Sampling 82.71 82.35 77.78 80.00 












Accuracy Precision Recall F-measure
ประสิทธิภาพการจ าแนกส าหรับชุดขอ้มูลโรคหวัใจ
ข้อมลูดัง้เดิม Under Sampling Over Sampling SMOTE Technique
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ตารางท่ี 4.17 เมตริกซ์วดัประสิทธิภาพของขอ้มูลแบบดั้งเดิม (ไม่ปรับสมดุล) ส าหรับชุดขอ้มูล 




Positive 26 9 
Negative 10 36 
 




Positive 27 10 
Negative 9 35 
 




Positive 28 6 
Negative 8 39 
 




Positive 26 9 
Negative 10 36 
 
 จากผลการทดลองจากตารางท่ี 4.16 พบวา่การใชเ้ทคนิคการสุ่มเกินใหป้ระสิทธิภาพในการ
จ าแนกขอ้มูลไม่สมดุลท่ีดีกวา่เทคนิคอ่ืน ๆ ในทุก ๆ กรณี ท่ีค่าความแม่นย  าในการจ าแนกท่ี 82.71% 
ในขณะท่ีการใชเ้ทคนิคอ่ืน ๆ มีค่าความแม่นย  าท่ี 76.54% ส าหรับค่าความเท่ียงท่ี 82.35% ขณะท่ีการ
ใช้ข้อมูลดั้ งเดิมและการใช้เทคนิค SMOTE มีค่าความเท่ียงท่ี 74.29% และการใช้การสุ่มลดมี
ประสิทธิภาพดอ้ยท่ีสุดท่ี 72.94% ในส่วนของค่าระลึกหรือค่าความไวท่ี 77.78% การใชว้ิธีการสุ่ม
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ลดมีประสิทธิภาพรองลงมาท่ี 75.00% การใช้ขอ้มูลดั้งเดิมและการใช้เทคนิค SMOTE มีประสิทธิ
รูปท่ี 72.22% และส าหรับค่าการวดัเอฟท่ี 80.00% โดยการใชว้ิธีการสุ่มลดมีประสิทธิภาพรองลงมา
ท่ี 73.97% และการใชข้อ้มูลดั้งเดิมกบัการใชเ้ทคนิค SMOTE มีประสิทธิภาพเท่ากนัท่ี 73.24% 
 ส าหรับชุดขอ้มูลโรคตบัเปรียบเทียบประสิทธิภาพการจ าแนกระหว่างการใช้ขอ้มูลแบบ
ดั้งเดิมเปรียบเทียบกบัวิธีการปรับสมดุลให้แก่ขอ้มูลเรียนรู้ ประสิทธิภาพการจ าแนกแสดงดงัรูปท่ี 
4.5 และมีรายละเอียดค่าประสิทธิภาพการจ าแนกตามเกณฑต่์าง ๆ ดงัตารางท่ี 4.21 ส าหรับเมตริกซ์
วดัประสิทธิภาพของเทคนิคแบบดั้งเดิมแสดงดงัตารางท่ี 4.22 เมตริกซ์วดัประสิทธิภาพของเทคนิค
การสุ่มลดแสดงดงัตารางท่ี 4.23 เมตริกซ์วดัประสิทธิภาพของเทคนิคการสุ่มเพิ่มแสดงดงัตารางท่ี 




รูปท่ี 4.5 ประสิทธิภาพการจ าแนกดว้ยวธีิดั้งเดิมกบัการปรับสมดุลของชุดขอ้มูลโรคตบั 
  
ตารางท่ี 4.21 ประสิทธิภาพการจ าแนกระหว่างวิธีดั้ งเดิมกบัการปรับสมดุลข้อมูลของชุดข้อมูล 
         โรคตบั 
เทคนิคท่ีใช ้ Accuracy (%) Precision (%) Recall (%) F-measure (%) 
ใชข้อ้มูลแบบดั้งเดิม 71.68 00.00 00.00 00.00 
Under Sampling 58.96 40.18 91.84 55.90 
Over Sampling 58.38 38.61 79.59 52.00 







Accuracy Precision Recall F-measure
ประสิทธิภาพการจ าแนกส าหรับชุดขอ้มูลโรคตบั
ข้อมลูดัง้เดิม Under Sampling Over Sampling SMOTE Technique
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ตารางท่ี 4.22 เมตริกซ์วดัประสิทธิภาพของขอ้มูลแบบดั้งเดิม (ไม่ปรับสมดุล) ส าหรับชุดขอ้มูล 




Positive 0 0 
Negative 49 124 
 




Positive 45 67 
Negative 4 57 
 




Positive 39 62 
Negative 10 62 
 




Positive 0 0 
Negative 49 124 
 
 จากผลการทดลองจากตารางท่ี 4.21 เม่ือพิจารณาท่ีค่าความแม่นย  าในการจ าแนกพบวา่การ
ไม่ปรับสมดุลข้อมูลและการปรับสมดุลข้อมูลด้วยเทคนิค SMOTE ให้ประสิทธิภาพดีท่ีสุดท่ี 
71.68% รองลงมาคือการใช้วิธีการสุ่มลดท่ี 58.96% และวิธีการสุ่มเกินท่ี 58.38% ส าหรับค่าความ
เท่ียง ค่าระลึกหรือค่าความไว และการวดัเอฟ พบกว่าการใช้เทคนิคการสุ่มลดให้ประสิทธิภาพดี
ท่ีสุดท่ี 40.18%, 91.84% และ 55.90% ตามล าดบั รองลงมาคือการใชว้ิธีการสุ่มเกิน มีประสิทธิภาพ
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อยู่ท่ี 38.61%, 79.59% และ 52.00% ในขณะท่ีการใช้ขอ้มูลดั้งเดิมและการใช้เทคนิค SMOTE ไม่
สามารถจ าแนกขอ้มูลจากคลาสส่วนนอ้ยไดเ้ลย  
 จากผลการทดลองของทั้ง 4 ชุดขอ้มูล จะเห็นไดว้า่การปรับขอ้มูลเรียนรู้ให้เกิดความสมดุล
ระหวา่งคลาสจะท าใหส้ามารถสร้างโมเดลท่ีมีความสามารถในการจ าแนกขอ้มูลจากคลาสส่วนนอ้ย
ไดดี้ยิ่งข้ึน โดยพิจารณาจากค่าการวดัเอฟเป็นหลกั หากพิจารณาจากค่าความแม่นย  าในการจ าแนก
จะเห็นไดว้า่การไม่ปรับสมดุลจะใหป้ระสิทธิรูปท่ีดีกวา่แต่เม่ือพิจารณาความสามารถในการจ าแนก
คลาสส่วนนอ้ยไดถู้กตอ้งทั้งหมดจะเห็นวา่การไม่ปรับสมดุลขอ้มูลใหป้ระสิทธิรูปท่ีแย ่









 เม่ือปรับปรุงขอ้มูลเรียนรู้ให้มีความสมดุลเกิดข้ึนแลว้ หลงัจากนั้นท าการหาค่าพารามิเตอร์
ท่ีเหมาะสมดว้ยขั้นตอนวธีิเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่ โดยในงานวจิยัน้ีไดก้  าหนดพารามิเตอร์
เร่ิมตน้ส าหรับขั้นตอนวธีิเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่ แสดงดงัตารางท่ี 4.26  
 
ตารางท่ี 4.26 พารามิเตอร์เร่ิมตน้ส าหรับขั้นตอนวธีิเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่ 
Cost, C 10-4 – 102 Prob. of mutation 0.01 
Gamma 10-3 – 2 Iteration 100 
Epsilon 10-2 – 2 Restart GA 2 
Population size 100 Elite chromosome 10 
Prob. of crossover 0.80   
 
 ส าหรับประสิทธิภาพการจ าแนกของขอ้มูลสังเคราะห์โดยเปรียบเทียบระหว่างเทคนิคท่ี
น าเสนอกบัวิธีการท่ีใชใ้นการจ าแนกขอ้มูลไม่สมดุลในปัจจุบนัแสดงดงัรูปท่ี 4.6 และมีรายละเอียด
ประสิทธิภาพตามเกณฑ์ต่าง ๆ แสดงดงัตารางท่ี 4.27 ส าหรับเมตริกซ์วดัประสิทธิภาพของการใช้
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อลักอริทึมเอดาบูส แสดงดงัตารางท่ี 4.28 เมตริกซ์วดัประสิทธิภาพของการใช้อลักอริทึมรัสบูส 
แสดงดังตารางท่ี 4.29 เมตริกซ์วดัประสิทธิภาพของการใช้ขั้นตอนวิธีเชิงพันธุกรรมร่วมกับ
อลักอริทึมซัพพอร์ตเวกเตอร์แมชชีน แสดงดังตารางท่ี 4.30 และเมตริกซ์วดัประสิทธิภาพของ




รูปท่ี 4.6 ประสิทธิภาพการจ าแนกดว้ยเทคนิคต่าง ๆ ของชุดขอ้มูลสังเคราะห์ 
 
ตารางท่ี 4.27 ประสิทธิภาพการจ าแนกแต่ละอลักอริทึมของชุดขอ้มูลสังเคราะห์ 
อลักอริทึม Accuracy (%) Precision (%) Recall (%) F-measure (%) 
ซพัพอร์ตเวกเตอร์แมชชีน 88.00 100.00 14.29 25.01 
เอดาบูส 87.50 88.89 25.00 39.03 
รัสบูส 78.50 32.56 50.00 39.44 
Genetic Algorithm + SVM 76.00 33.33 71.14 45.39 
Proposed Technique 85.00 47.92 82.14 60.53 
 




Positive 8 24 







Accuracy Precision Recall F-measure
ประสิทธิภาพการจ าแนกส าหรับชุดขอ้มูลสังเคราะห์
ซพัพอร์ตเวกเตอร์แมชชีน เอดาบสู รัสบสู GA+SVM Proposed Technique
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Positive 14 29 
Negative 14 143 
 
ตารางท่ี  4.30 เมตริกซ์ว ัดประสิทธิภาพของขั้ นตอนวิธี เ ชิงพันธุกรรมร่วมกับอัลกอริทึม 




Positive 20 40 
Negative 8 132 
 




Positive 23 5 
Negative 5 147 
 
 จากผลการทดลองในตารางท่ี 4.27 พบวา่อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนแบบดั้งเดิม
ให้ประสิทธิรูปท่ีดีกว่าการใช้อัลกอริทึมเอดาบูสดีกว่าเทคนิคท่ีน า เสนอและดีกว่าการใช้
อลักอริทึมรัสบูสรวมไปถึงดีกว่าการใช้ขั้นตอนวิธีเชิงพนัธุกรรมร่วมกับอลักอริทึมซัพพอร์ต
เวกเตอร์แมชชีน ทางดา้นค่าความแม่นย  าในการจ าแนกท่ี 88.00%, 87.50%, 85.00%, 78.50% และ 
76.00% ตามล าดบั ส าหรับค่าความเท่ียง อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนแบบดั้งเดิมมีประสิทธิ
รูปท่ี 100.00% อลักอริทึมเอดาบูสท่ี 88.89% เทคนิคท่ีน าเสนอท่ี 47.92% ขั้นตอนวิธีเชิงพนัธุกรรม
ร่วมกบัอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนท่ี 33.33% และอลักอริทึมรัสบูสท่ี 32.56% เม่ือพิจารณา
ท่ีค่าระลึกหรือค่าความไว และค่าการวดัเอฟ พบว่าเทคนิคท่ีน าเสนอมีประสิทธิภาพดีกว่าการใช้
ขั้นตอนวิธีเชิงพนัธุกรรมร่วมกบัอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน การใชอ้ลักอริทึมรัสบูส การ
ใชอ้ลักอริทึมเอดาบูส และการใชอ้ลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน ท่ีค่าระลึกหรือค่าความไวท่ี 
82.14%, 71.14%, 50.00%, 25.00% และ 14.29% ตามล าดบั และค่าการวดัเอฟท่ี 60.53%, 45.39%, 
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39.44%, 39.03% และ 25.01% ตามล าดบั โดยค่าพารามิเตอร์เร่ิมตน้ส าหรับอลักอริทึมซัพพอร์ต
เวกเตอร์แมชชีนมีค่า cost = 1, epsilon = 0.1 และพารามิเตอร์ gamma = 0.0625 เ ม่ือท าการหา
ค่าพารามิเตอร์ท่ีเหมาะสมด้วยเทคนิคท่ีน าเสนอพบว่าพารามิเตอร์ท่ีเหมาะสมท่ีสุดคือ cost = 
56.97464, epsilon = 1.720305 และพารามิเตอร์ gamma = 0.004282877 
 ส าหรับชุดขอ้มูลโรคหอบหืด ประสิทธิภาพการจ าแนกของแต่ละอลักอริทึมแสดงดงัรูปท่ี 
4.7 และมีรายละเอียดประสิทธิภาพตามเกณฑ์ต่าง ๆ แสดงดังตารางท่ี 4.32 และเมตริกซ์วดั
ประสิทธิภาพของอัลกอริทึมเอดาบูส  แสดงดังตารางท่ี 4.33 เมตริกซ์วดัประสิทธิภาพของ
อัลกอริทึมรัสบูส แสดงดังตารางท่ี 4.34 เมตริกซ์วดัประสิทธิภาพของการใช้ขั้นตอนวิธีเชิง
พนัธุกรรมร่วมกบัอลักอริทึมซัพพอร์ตเวกเตอร์แมชชีน แสดงดงัตารางท่ี 4.35 และเมตริกซ์วดั




รูปท่ี 4.7 ประสิทธิภาพการจ าแนกดว้ยเทคนิคต่าง ๆ ของชุดขอ้มูลโรคหอบหืด 
 
ตารางท่ี 4.32 ประสิทธิภาพการจ าแนกแต่ละอลักอริทึมของชุดขอ้มูลโรคหอบหืด 
อลักอริทึม Accuracy (%) Precision (%) Recall (%) F-measure (%) 
ซพัพอร์ตเวกเตอร์แมชชีน 79.52 38.89 17.95 24.56 
เอดาบูส 78.10 38.71 30.77 34.29 
รัสบูส 66.67 35.78 100.00 52.70 
Genetic Algorithm + SVM 76.19 40.98 64.10 50.00 







Accuracy Precision Recall F-measure
ประสิทธิภาพการจ าแนกส าหรับชุดขอ้มูลโรคหอบหืด
ซพัพอร์ตเวกเตอร์แมชชีน เอดาบสู รัสบสู GA+SVM Proposed Technique
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Positive 12 19 
Negative 27 152 
 




Positive 39 70 
Negative 0 101 
 
ตารางท่ี  4.35 เมตริกซ์ว ัดประสิทธิภาพของขั้ นตอนวิธี เ ชิงพันธุกรรมร่วมกับอัลกอริทึม 




Positive 25 36 
Negative 14 135 
 




Positive 37 61 
Negative 2 110 
 
 จากผลการทดลองในตารางท่ี 4.31 พบว่าเม่ือพิจารณาท่ีค่าความแม่นย  าในการจ าแนก 
อลักอริทึมซัพพอร์ตเวกเตอร์แมชชีนให้ประสิทธิรูปท่ีดีกว่าการใช้อลักอริทึมเอดาบูส การใช้
ขั้นตอนวิธีเชิงพนัธุกรรมร่วมกบัอลักอริทึมซพัพอร์ตวกเตอร์แมชชีน เทคนิคท่ีน าเสนอและการใช้




ชชีนมีประสิทธิภาพสูงท่ีสุดท่ี 40.98% อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนท่ี 38.89% อลักอริทึมเอ
ดาบูสท่ี 38.71% เทคนิคท่ีน าเสนอท่ี 37.76% และอลักอริทึมรัสบูสท่ี 35.78% ส าหรับค่าความไว
หรือค่าระลึกอลักอริทึมรัสบูส มีประสิทธิรูปท่ีดีท่ีสุดท่ี 100.00% รองลงมาคือเทคนิคท่ีน าเสนอท่ี 
94.87% การใชข้ั้นตอนวธีิเชิงพนัธุกรรมร่วมกบัอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนท่ี 64.10% การ
ใช้อลักอริทึมเอดาบูสท่ี 30.77% และท่ีดอ้ยท่ีสุดคือการใช้อลักอริทึมซัพพอร์ตเวกเตอร์แมชชีนท่ี 
17.95% ขณะท่ีค่าการวดัเอฟพบวา่เทคนิคท่ีน าเสนอให้ประสิทธิภาพดีกวา่วิธีการอ่ืน ๆ ท่ี 54.02% 
รองลงมาคือการใช้อัลกอริทึมรัสบูสท่ี  52.70% การใช้ขั้ นตอนวิธี เ ชิงพันธุกรรมร่วมกับ
อลักอริทึมซัพพอร์ตเวกเตอร์แมชชีนท่ี 50.00% การใช้อลักอริทึมเอดาบูสท่ี 34.29% และการใช้
อลักอริทึมซัพพอร์ตเวกเตอร์แมชชีนท่ี 24.56% โดยค่าพารามิเตอร์เร่ิมตน้ส าหรับอลักอริทึมซัพ
พอร์ตเวกเตอร์แมชชีนมีค่า cost = 1, epsilon = 0.1 และพารามิเตอร์ gamma = 0.083333 เม่ือท าการ
หาค่าพารามิเตอร์ท่ีเหมาะสมด้วยเทคนิคท่ีน าเสนอพบว่าพารามิเตอร์ท่ีเหมาะสมท่ีสุดคือ  
cost = 8.374748, epsilon = 0.8360468 และพารามิเตอร์ gamma = 0.2513825 
 ประสิทธิภาพการจ าแนกของชุดข้อมูลโรคหัวใจแสดงดัง รูปท่ี 4.8 และมีรายละเอียด
ประสิทธิภาพตามเกณฑต่์าง ๆ แสดงดงัตารางท่ี 4.37 และเมตริกซ์วดัประสิทธิภาพของอลักอริทึมเอ
ดาบูส แสดงดงัตารางท่ี 4.38 เมตริกซ์วดัประสิทธิภาพของอลักอริทึมรัสบูส แสดงดงัตารางท่ี 4.39 
เมตริกซ์วดัประสิทธิภาพของการใช้ขั้นตอนวิธีเชิงพนัธุกรรมร่วมกบัอลักอริทึมซพัพอร์ตเวกเตอร์












Accuracy Precision Recall F-measure
ประสิทธิภาพการจ าแนกส าหรับชุดขอ้มูลโรคหวัใจ
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ตารางท่ี 4.37 ประสิทธิภาพการจ าแนกแต่ละอลักอริทึมของชุดขอ้มูลโรคหวัใจ 
อลักอริทึม Accuracy (%) Precision (%) Recall (%) F-measure (%) 
ซพัพอร์ตเวกเตอร์แมชชีน 76.54 74.29 72.22 73.24 
เอดาบูส 73.63 86.67 72.22 78.79 
รัสบูส 41.63 86.67 72.22 78.79 
Genetic Algorithm + SVM 72.84 85.00 47.22 60.71 
Proposed Technique 77.78 71.43 83.33 76.92 
 




Positive 26 4 
Negative 10 41 
 




Positive 26 4 
Negative 10 41 
 
ตารางท่ี  4.40 เมตริกซ์ว ัดประสิทธิภาพของขั้ นตอนวิธี เ ชิงพันธุกรรมร่วมกับอัลกอริทึม 




Positive 17 3 











Positive 30 12 
Negative 6 33 
 
 จากผลการทดลองในตารางท่ี 4.37 พบว่าเทคนิคท่ีน าเสนอมีความแม่นย  าในการจ าแนกดี
ท่ีสุดท่ี 77.78% รองลงมาคือการใชอ้ลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนท่ี 76.54% การใชอ้ลักอริทึม
เอดาบูสท่ี 73.63% การใช้ขั้นตอนวิธีเชิงพนัธุกรรมร่วมกบัอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนท่ี 
72.84% และอลักอริทึมรัสบูสท่ี 41.63% เม่ือพิจารณาท่ีค่าระลึกหรือค่าความไวพบว่าเทคนิคท่ี
น า เสนอมีประสิทธิภาพดีว่าการใช้อัลกอริทึมอ่ืน ๆ ท่ี  83.33% ขณะท่ีอัลกอริทึมอ่ืน ๆ มี
ประสิทธิภาพอยู่ท่ี 72.22% และการใช้ขั้นตอนวิธีเชิงพนัธุกรรมร่วมกับอัลกอริทึมซัพพอร์ต
เวกเตอร์แมชชีนท่ี  47.22% ส าหรับค่ าความเ ท่ียงพบว่าการใช้อัลกอริทึม เอดาบูสและ
อลักอริทึมรัสบูสให้ประสิทธิภาพสูงท่ีสุดท่ี 86.67% รองลงมาคือการใช้ขั้นตอนวิธีเชิงพนัธุกรรม
ร่วมกบัอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนท่ี 85.00% การใชอ้ลักอริทึมซพัพอร์ตเวกเตอร์แมชชีน
ท่ี 74.29% และเทคนิคท่ีน าเสนอท่ี 71.43% และค่าการวดัเอฟพบว่าอัลกอริทึมเอดาบูส  และ
อลักอริทึมรัสบูส มีประสิทธิภาพดีท่ีสุดท่ี 78.79% เทคนิคท่ีน าเสนอมีประสิทธิรูปท่ี 76.92% การใช้
อัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนท่ี 73.24% และการใช้ขั้นตอนวิธีเชิงพนัธุกรรมร่วมกับ
อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนมีประสิทธิภาพดอ้ยท่ีสุดท่ี 60.71% โดยค่าพารามิเตอร์เร่ิมตน้
ส าหรับอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนมีค่า  cost = 1, epsilon = 0.1 และพารามิ เตอร์  
gamma = 0.0714286 เ ม่ือท าการหาค่าพารามิ เตอร์ท่ี เหมาะสมด้วยเทคนิคท่ีน า เสนอพบว่า
พารา มิ เตอ ร์ ท่ี เหมาะสมท่ี สุด คือ  cost = 4.319116, epsilon = 0.012312 และพารา มิ เตอ ร์   
gamma = 0.182505 
 ส าหรับชุดขอ้มูลโรคตบั ประสิทธิภาพการจ าแนกของแต่ละอลักอริทึมในดา้นของความ
แม่นย  าในการจ าแนก ค่าความเท่ียง ค่าระลึกหรือค่าความไว และค่าการวดัเอฟ แสดงดงัรูปท่ี 4.9 
และมีรายละเอียดประสิทธิภาพตามเกณฑ์ต่าง ๆ แสดงดังตารางท่ี  4.42 และเมตริกซ์ว ัด
ประสิทธิภาพของอัลกอริทึมเอดาบูส  แสดงดังตารางท่ี 4.43 เมตริกซ์วดัประสิทธิภาพของ
อัลกอริทึมรัสบูส แสดงดังตารางท่ี 4.44 เมตริกซ์วดัประสิทธิภาพของการใช้ขั้นตอนวิธีเชิง
พนัธุกรรมร่วมกบัอลักอริทึมซัพพอร์ตเวกเตอร์แมชชีน แสดงดงัตารางท่ี 4.45 และเมตริกซ์วดั





รูปท่ี 4.9 ประสิทธิภาพการจ าแนกดว้ยเทคนิคต่าง ๆ ของชุดขอ้มูลโรคตบั 
 
ตารางท่ี 4.42 ประสิทธิภาพการจ าแนกแต่ละอลักอริทึมของชุดขอ้มูลโรคตบั 
อลักอริทึม Accuracy (%) Precision (%) Recall (%) F-measure (%) 
ซพัพอร์ตเวกเตอร์แมชชีน 71.68 00.00 00.00 00.00 
เอดาบูส 66.47 42.37 51.02 46.29 
รัสบูส 61.27 41.00 83.67 55.03 
Genetic Algorithm + SVM 58.38 38.84 81.63 52.64 
Proposed Technique 60.69 41.28 91.84 56.96 
 




Positive 25 34 










Accuracy Precision Recall F-measure
ประสิทธิภาพการจ าแนกส าหรับชุดขอ้มูลโรคตบั
ซพัพอร์ตเวกเตอร์แมชชีน เอดาบสู รัสบสู GA+SVM Proposed Technique
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Positive 41 59 
Negative 8 65 
 
ตารางท่ี  4.45 เมตริกซ์ว ัดประสิทธิภาพของขั้ นตอนวิธี เ ชิงพันธุกรรมร่วมกับอัลกอริทึม 




Positive 40 61 
Negative 9 63 
 




Positive 45 64 
Negative 4 60 
 
 จากตารางท่ี 4.42 เม่ือเปรียบเทียบประสิทธิภาพการจ าแนกในด้านของค่าความแม่นย  า
พบว่าการใช้อลักอริทึมซัพพอร์ตเวกเตอร์แมชชีนมีประสิทธิรูปท่ีดีกว่าการใช้อลักอริทึมเอดาบูส 
การใช้อลักอริทึมรัสบูส การใช้เทคนิคท่ีน าเสนอ และการใช้ขั้นตอนวิธีเชิงพนัธุกรรมร่วมกบั
อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนตามล าดบั ท่ี 71.68%, 66.47%, 61.27%, 60.69% และ 58.38% 
แต่เม่ือพิจารณาในดา้นอ่ืน ๆ พบว่าอลักอริทึมซัพพอร์ตเวกเตอร์แมชชีนไม่สามารถจ าแนกขอ้มูล
จากคลาสส่วนน้อยได ้ในขณะท่ีค่าความเท่ียงพบว่าอลักอริทึมเอดาบูสมีประสิทธิภาพสูงท่ีสุดท่ี 
42.37% เทคนิคท่ีน าเสนอมีประสิทธิภาพรองลงมาท่ี 41.28% อลักอริทึมรัสบูสท่ี 41.00% และการ
ใชข้ั้นตอนวธีิเชิงพนัธุกรรมร่วมกบัอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนท่ี 38.84% ส าหรับค่าระลึก
หรือค่าความไวพบวา่เทคนิคท่ีน าเสนอมีประสิทธิภาพดีกวา่อลักอริทึมรัสบูส การใชข้ั้นตอนวิธีเชิง
พนัธุกรรมร่วมกับอัลกอริทึมซัพพอร์ตเวกเตอร์แมชชีนและอัลกอริทึมเอดาบูสตามล าดับ ท่ี 
91.84%, 83.67%, 81.63% และ 51.02% เม่ือพิจารณาท่ีค่าการวดัเอฟพบว่าเทคนิคท่ีน าเสนอมี
81 
 
ประสิทธิภาพดีท่ีสุดท่ี 56.96% รองลงมาคืออลักอริทึมรัสบูสท่ี 55.03% การใช้ขั้นตอนวิธีเชิง
พนัธุกรรมร่วมกบัอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนท่ี 52.64% และอลักอริทึมเอดาบูสท่ี 46.29% 
โดยค่าพารามิเตอร์เร่ิมตน้ส าหรับอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนมีค่า cost = 1, epsilon = 0.1 
และพารามิเตอร์ gamma = 0.090909 เม่ือท าการหาค่าพารามิเตอร์ท่ีเหมาะสมดว้ยเทคนิคท่ีน าเสนอ
พบว่าพารามิเตอร์ท่ีเหมาะสมท่ีสุดคือ cost = 9.0821964, epsilon = 1.0846983 และพารามิเตอร์ 
gamma = 0.0154112 
 
4.5  อภิปรายผล 
 จากผลการทดสอบประสิทธิภาพการจ าแนกข้อมูลไม่สมดุลโดยใช้การปรับปรุงข้อมูล
ร่วมกบัการหาค่าพารามิเตอร์ท่ีเหมาะสมดว้ยขั้นตอนวธีิเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่ ไดท้  าการ
ทดสอบกับข้อมูลจ านวน 4 ชุดข้อมูล โดยแต่ละชุดข้อมูลประกอบไปด้วยคลาส 2 คลาส 
กระบวนการปรับสมดุลขอ้มูลถูกน ามาใชเ้พื่อปรับจ านวนขอ้มูลในแต่ละคลาสให้มีขนาดใกลเ้คียง
กนัเพื่อไม่ใหเ้กิดการเอนเอียงไปทางคลาสท่ีมีจ านวนขอ้มูลมากกวา่ (คลาสส่วนมาก) ก่อนน าขอ้มูล
ไปหาพารามิเตอร์ท่ีเหมาะสมดว้ยวธีิเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่เพื่อสร้างโมเดลในการจ าแนก
ประเภท และประเมินประสิทธิภาพการจ าแนก สามารถสรุปผลการทดสอบเปรียบเทียบไดด้งัน้ี 
 1) การปรับสมดุลขอ้มูลเรียนรู้ เพื่อเตรียมขอ้มูลก่อนการน าไปหาพารามิเตอร์ท่ีเหมาะสม
ดว้ยขั้นตอนวิธีเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่ ช่วยให้โมเดลการจ าแนกมีความสามารถในการ
จ าแนกขอ้มูลจากคลาสส่วนนอ้ยไดดี้ยิง่ข้ึน (สามารถจ าแนกคลาสส่วนนอ้ยไดแ้ม่นย  ามากข้ึน) 
 2) การใชอ้ลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนแบบดั้งเดิม (ไม่ปรับสมดุลขอ้มูล รวมถึงใช้
ค่าพารามิเตอร์เร่ิมตน้) ให้ประสิทธิรูปท่ีดีเม่ือวดัประสิทธิภาพด้วยค่าความแม่นย  าในการจ าแนก 
เน่ืองจากหากท านายขอ้มูลทดสอบทั้งหมดให้เป็นคลาสส่วนมากทั้งหมดก็ส่งผลใหค้วามแม่นย  าใน
การจ าแนกสูง แต่ในขณะท่ีความสามารถในการจ าแนกขอ้มูลจากคลาสส่วนนอ้ยจะต ่ามาก  
 3) อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนมีประสิทธิรูปท่ีดีมากในดา้นค่าความเท่ียง เน่ืองจาก
จ านวนท่ีจ าแนกประเภทขอ้มูลเป็นคลาสส่วนน้อยมีการท านายในปริมาณท่ีน้อยและในจ านวนท่ี
ท านายสามารถท านายได้ถูกจึงส่งผลให้ค่าความเท่ียงมีค่าสูง แต่เม่ือพิจารณาว่าสามารถจ าแนก
จ านวนขอ้มูลท่ีอยูใ่นคลาสส่วนนอ้ยไดท้ั้งหมดพบวา่มีประสิทธิรูปท่ีต ่า (พิจารณาจากค่าระลึกหรือ
ค่าความไว) 
 4) เม่ือพิจารณาความสามารถในการจ าแนกประเภทข้อมูลจากคลาสส่วนน้อยโดยรวม 
พบวา่เทคนิคท่ีน าเสนอมีประสิทธิรูปท่ีดีท่ีสุดเป็นจ านวน 3 ชุดขอ้มูล จากทั้งหมด 4 ชุดขอ้มูล โดย
พิจารณาจากค่าการวดัเอฟ (ค่าการวดัเอฟเป็นอตัราเฉล่ียระหวา่งจ านวนท่ีจ าแนกขอ้มูลวา่เป็นคลาส
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ส่วนนอ้ยไดถู้กตอ้ง และจ านวนขอ้มูลท่ีอยูใ่นคลาสส่วนนอ้ยทั้งหมด โดยพิจารณาจากค่าความเท่ียง
และค่าระลึกหรือค่าความไว) หากค่าการวดัเอฟมีค่าท่ีสูงหมายความวา่โมเดลมีจ านวนการจ าแนก
ประเภทขอ้มูลท่ีอยู่ในคลาสส่วนน้อยในปริมาณท่ีสูง และการจ าแนกขอ้มูลในคลาสส่วนน้อยนั้น
แม่นย  าสูงดว้ย 
 5) เม่ือพิจารณาประสิทธิภาพการจ าแนกขอ้มูลไม่สมดุล พบว่าเทคนิคท่ีน าเสนอเหมาะ
ส าหรับน าไปจ าแนกประเภทขอ้มูลไม่สมดุลท่ีมีระดบัความไม่สมดุลตั้งแต่ 2 ข้ึนไป เม่ือขอ้มูลมี








เพื่อหารูปแบบ หรือหาความสัมพนัธ์ท่ีซ่อนเร้นอยูภ่ายในขอ้มูลเหล่านั้น โดยหน่ึงในเทคนิคการท า
เหมืองขอ้มูลท่ีไดรั้บความนิยมคือการจ าแนกประเภทขอ้มูล ซ่ึงการจ าแนกประเภทขอ้มูลสามารถ
จ าแนกดว้ยการประยุกตใ์ช้อลักอริทึมต่าง ๆ มากมาย แต่อลักอริทึมเหล่านั้นจะท างานไดอ้ยา่งเต็ม
ประสิทธิภาพก็ต่อเม่ือข้อมูลท่ีน ามาใช้มีความสมดุลกัน หากขอ้มูลเกิดความไม่สมดุลจะท าให้
โมเดลการจ าแนกประเภทขอ้มูลมีความเอนเอียงไปในกลุ่มขอ้มูลท่ีมีจ  านวนขอ้มูลมากกวา่ ซ่ึงเรียก
กลุ่มขอ้มูลประเภทน้ีวา่ขอ้มูลไม่สมดุล โดยท่ีขอ้มูลท่ีมีจ  านวนมากกวา่ขอ้มูลอีกกลุ่มหน่ึงจะเรียกวา่
ขอ้มูลคลาสส่วนมาก และขอ้มูลท่ีมีจ  านวนน้อยกว่าขอ้มูลในอีกกลุ่มหน่ึงจะเรียกว่าขอ้มูลคลาส
ส่วนนอ้ย จากปัญหาขอ้มูลไม่สมดุลสามารถแกปั้ญหาไดด้ว้ยการปรับปรุงขอ้มูลให้สมดุล ไม่วา่จะ
เป็นการสุ่มลดขอ้มูลจากคลาสส่วนมากลง หรือจะท าการสุ่มเพิ่มขอ้มูลจากคลาสส่วนนอ้ยข้ึน หรือ
อาจจะใช้ทั้ งสองวิธีท่ีกล่าวมาข้างต้นท างานร่วมกัน ซ่ึงงานวิจัยบางประเภทมุ่งเน้นไปท่ีการ
ปรับปรุงอลักอริทึมในการจ าแนก โดยท าการปรับค่าน ้ าหนกัให้แก่ขอ้มูลท่ีจ าแนกผิดประเภทให้มี







คลาสส่วนมากลง และสังเคราะห์ขอ้มูลจากคลาสส่วนนอ้ยเพิ่มข้ึนดว้ยเทคนิค SMOTE เม่ือขอ้มูลมี
ความสมดุลแลว้จะหาค่าพารามิเตอร์ท่ีเหมาะสมดว้ยขั้นตอนวิธีเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่ 
โดยท าการหาค่าพารามิเตอร์จ านวน 3 ค่าพารามิเตอร์ ไดแ้ก่ พารามิเตอร์ Cost หรือ C พารามิเตอร์ 




ไดก้ าหนดพารามิเตอร์เร่ิมตน้ของขั้นตอนวิธีเชิงพนัธุกรรมท่ีมีการเร่ิมตน้ใหม่ดงัน้ี ค่าพารามิเตอร์ 
Cost หรือ C อยู่ระหว่าง 10-4 ถึง 102 ค่าพารามิเตอร์ Epsilon อยู่ระหว่าง 10-2 ถึง 2 ค่าพารามิเตอร์ 
Gamma อยูร่ะหวา่ง 10-3 ถึง 2 จ  านวนประชากรในการสุ่มสร้าง 100 ประชากร เลือกประชากรระดบั
หัวกะทิจ านวน 10 ประชากร หากประชากรรุ่นใหม่มีประสิทธิภาพด้อยกว่าประชากรรุ่นเก่า
ติดต่อกันจ านวน 2 รอบให้สุ่มสร้างประชากรเร่ิมต้นใหม่โดยใช้ประชากรระดับหัวกะทิเป็น








 จากผลการทดสอบประสิทธิภาพในการจ าแนกขอ้มูลท่ีแสดงในบทท่ี 4 นั้น วิทยานิพนธ์
ฉบบัน้ีไดใ้ชข้อ้มูลไม่สมดุลจ านวนทั้งหมด 4 ชุดขอ้มูล ไดแ้ก่ ชุดขอ้มูลสังเคราะห์ 1 ชุดขอ้มูล ชุด
ข้อมูลโรคหอบหืด ชุดข้อมูลโรคหัวใจ และชุดข้อมูลโรคตบั โดยชุดข้อมูลสังเคราะห์ท าการ
สังเคราะห์ดว้ยโปรแกรม R Studio 1.0.143 ชุดขอ้มูลโรคหอบหืดไดรั้บจากโรงพยาบาลแห่งหน่ึงใน
จังหวดันครราชสีมา ชุดข้อมูลโรคหัวใจและชุดข้อมูลโรคตับได้รับจากฐานข้อมูลมาตรฐาน 
สามารถสรุปไดด้งัต่อไปน้ี 
 1) จากการพฒันาขั้นตอนการจ าแนกขอ้มูลไม่สมดุล โดยอาศยัการปรับปรุงขอ้มูลไม่สมดุล
ดว้ยการใชก้ารผสมผสานระหวา่งการสุ่มลดขอ้มูลจากคลาสส่วนมากลง และสังเคราะห์เพิ่มขอ้มูล
จากคลาสส่วนน้อยข้ึน หลงัจากนั้นน าขอ้มูลท่ีสมดุลไปหาค่าพารามิเตอร์ท่ีเหมาะสมแลว้น าไป
สร้างโมเดลจ าแนกประเภทขอ้มูล สามารถเพิ่มประสิทธิภาพการจ าแนกประเภทขอ้มูลจากคลาส
ส่วนนอ้ยใหมี้ประสิทธิภาพสูงข้ึนมากกวา่การใชข้อ้มูลดั้งเดิม 
 2) ในขั้นตอนการหาค่าพารามิเตอร์ท่ีเหมาะสมดว้ยขั้นตอนวิธีเชิงพนัธุกรรมท่ีมีการเร่ิมตน้
ใหม่ สามารถหาค่าพารามิเตอร์ท่ีเหมาะสมส าหรับการจ าแนกประเภทขอ้มูลด้วยอลักอริทึมซัพ
พอร์ตเวกเตอร์แมชชีนของแต่ละชุดข้อมูล โดยพารามิเตอร์ท่ีได้มานั้ นสามารถช่วยเพิ่ม
ประสิทธิภาพในการจ าแนกดว้ยอลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนไดดี้ยิง่ข้ึน 




เวกเตอร์แมชชีน อัลกอริทึมเอดาบูส และอัลกอริทึมรัสบูส เทคนิคท่ีน าเสนอมีประสิทธิภาพ
โดยรวมของการจ าแนกประเภทขอ้มูลจากคลาสส่วนนอ้ยดีท่ีสุดเป็นจ านวน 3 ชุดขอ้มูล จากทั้งหมด 
4 ชุดขอ้มูล เม่ือพิจารณาค่าการวดัเอฟ จะพบวา่เทคนิคท่ีน าเสนอเหมาะส าหรับการจ าแนกประเภท
ขอ้มูลไม่สมดุลท่ีมีระดบัความไม่สมดุลตั้งแต่ 2 ข้ึนไป ในขณะท่ีเม่ือพิจารณาท่ีค่าความแม่นย  าใน
การจ าแนก พบกวา่อลักอริทึมซพัพอร์ตเวกเตอร์แมชชีนมีประสิทธิภาพสูงท่ีสุด แต่ความสามารถใน
การจ าแนกประเภทขอ้มูลจากคลาสส่วนนอ้ยอยูใ่นระดบัท่ีต ่า  
 
5.2  ปัญหาและข้อเสนอแนะ 
 การจ าแนกประเภทขอ้มูลของคลาสส่วนนอ้ยบนขอ้มูลท่ีไม่สมดุลนั้น ยงัไม่มีวิธีท่ีสามารถ
แกปั้ญหาไดอ้ย่างแน่นอน โดยจะเห็นจากวิธีท่ีน าเสนอในวิทยานิพนธ์ฉบบัน้ีเม่ือมีการปรับสมดุล








 ดงันั้นส่ิงท่ีจะเสนอแนะคือ การก าหนดขอบเขตของค่าพารามิเตอร์ต่าง ๆ แบบอตัโนมติั 
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#generate data 2 class 
set.seed(1) 
datatrain <- twoClassSim(500, intercept = -13) 
datatest <- twoClassSim(200, intercept = -13) 
table(datatrain$Class) 
table(datatest$Class) 
#create model with SVM 
model  <- svm(Class~., data = datatrain) 
#Predict model with test set 











#generate data 2 class 
set.seed(1) 
datatrain <- twoClassSim(500, intercept = -13) 




balancedata <- ovun.sample(Class~., data = datatrain, method = "under", N = 144, seed = 1)$data 
table(balancedata$Class) 
#create model with SVM 
model  <- svm(Class~., data = balancedata) 
#Predict model with test set 











#generate data 2 class 
set.seed(1) 
datatrain <- twoClassSim(500, intercept = -13) 
datatest <- twoClassSim(200, intercept = -13) 
table(datatrain$Class) 
#balance Data 
balancedata <- ovun.sample(Class~., data = datatrain, method = "over", N = 856, seed = 1)$data 
table(balancedata$Class) 
#create model with SVM 
model  <- svm(Class~., data = balancedata) 
#Predict model with test set 












#generate data 2 class 
set.seed(1) 
datatrain <- twoClassSim(500, intercept = -13) 
datatest <- twoClassSim(200, intercept = -13) 
table(datatrain$Class) 
#balancedata 
balancedata <- SMOTE(Class ~ ., datatrain, perc.under=120, perc.over = 500) 
table(balancedata$Class) 
#create model with SVM 
model  <- svm(Class~., data = balancedata) 
#Predict model with test set 











#generate data 2 class 
set.seed(1) 
datatrain <- twoClassSim(500, intercept = -13) 




datatrainboots <- boosting(Class~., data = datatrain, mfinal = 10, control = rpart.control(maxdepth = 1)) 
#prediction 












#generate data 2 class 
set.seed(1) 
datatrain <- twoClassSim(500, intercept = -13) 




balancedata <- ovun.sample(Class~., data = datatrain, method = "under", N = 144, seed = 1)$data 
table(balancedata$Class) 
#Create model 
datatrainboots <- boosting(Class~., data = balancedata, mfinal = 10, control = rpart.control(maxdepth = 1)) 
#prediction 










#generate data 2 class 
set.seed(1) 
datatrain <- twoClassSim(500, intercept = -13) 
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datatest <- twoClassSim(200, intercept = -13) 
table(datatrain$Class) 
#Under-sampling 
underdata <- ovun.sample(Class~., data = datatrain, method = "under", N = 300, seed = 1)$data 
table(underdata$Class) 
#balance 
balancedata <- SMOTE(Class ~ ., underdata, perc.under=160, perc.over = 200) 
table(balancedata$Class) 
# Setup the data for cross-validation 
K = 5 # 5-fold cross-validation 
fold_inds <- sample(1:K, nrow(balancedata), replace = TRUE) 
lst_CV_data <- lapply(1:K, function(i) list(train_data = balancedata[fold_inds != i, , drop = FALSE], test_data 
= balancedata[fold_inds == i, , drop = FALSE])) 
# Given the values of parameters 'cost', 'gamma' and 'epsilon', return the rmse of the model over the test data 
evalParams <- function(train_data, test_data, cost, gamma, epsilon) { 
  # Train 
  model <- svm(Class ~ ., data = train_data, cost = cost, gamma = gamma, epsilon = epsilon, type = "C-
classification", kernel = "radial") 
  # Test 
  prediction <- predict(model, test_data) 
  acc <- sum(prediction == test_data$Class)/nrow(test_data) 
  return (acc) 
} 
# Fitness function (to be maximized) 
# Parameter vector x is: (cost, gamma, epsilon) 
fitnessFunc <- function(x, Lst_CV_Data) { 
  # Retrieve the SVM parameters 
  cost_val <- x[1] 
  gamma_val <- x[2] 
  epsilon_val <- x[3]   
  # Use cross-validation to estimate the RMSE for each split of the dataset 
  rmse_vals <- sapply(Lst_CV_Data, function(in_data) with(in_data, evalParams(train_data, test_data, cost_val, 
gamma_val, epsilon_val))) 
  # As fitness measure, return minus the average rmse (over the cross-validation folds),  
  # so that by maximizing fitness we are minimizing the rmse 
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  return (-mean(rmse_vals)) 
} 
# Range of the parameter values to be tested 
# Parameters are: (cost, gamma, epsilon) 
theta_min <- c(cost = 1e-4, gamma = 1e-3, epsilon = 1e-2) 
theta_max <- c(cost = 100, gamma = 2, epsilon = 2) 
# Run the genetic algorithm 
results <- ga(type = "real-valued", fitness = fitnessFunc, lst_CV_data, names = names(theta_min), min = 








#generate data 2 class 
set.seed(1) 
datatrain <- twoClassSim(500, intercept = -13) 
datatest <- twoClassSim(200, intercept = -13) 
table(datatrain$Class) 
#Under-sampling 
underdata <- ovun.sample(Class~., data = datatrain, method = "under", N = 300, seed = 1)$data 
table(underdata$Class) 
#balance 
balancedata <- SMOTE(Class ~ ., underdata, perc.under=160, perc.over = 200) 
table(balancedata$Class) 
#create model with SVM 
model  <- svm(Class ~ ., data = balancedata, cost = 56.97464 , gamma = 0.004282877 , epsilon = 1.720305, 
type = "C-classification", kernel = "radial") 
#Predict model with test set 












Data <- read.csv("D:/Rtmp/dataset_for_PHD/asthma_dataset/asthma_default.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(0) 
stsampling <- function(X,target,test){ 
  output <- list() 
  idtrain <- strata(X,stratanames=target,size=table(X[,target])*(1-test), method="srswor")$ID_unit 
  output$train <- X[idtrain,] 
  output$test <- X[(idtrain*-1),] 
  return (output) 
} 
#Sprit Train-Test 
dataSplit <- stsampling(Data,"Class",0.30) 
datatrain <- dataSplit$train 
datatest <- dataSplit$test 
#create model with SVM 
model  <- svm(Class~., data = datatrain) 
#Predict model with test set 












Data <- read.csv("D:/Rtmp/dataset_for_PHD/asthma_dataset/asthma_default.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(0) 
stsampling <- function(X,target,test){ 
  output <- list() 
  idtrain <- strata(X,stratanames=target,size=table(X[,target])*(1-test), method="srswor")$ID_unit 
  output$train <- X[idtrain,] 
  output$test <- X[(idtrain*-1),] 
  return (output) 
} 
#Sprit Train-Test 
dataSplit <- stsampling(Data,"Class",0.30) 
datatrain <- dataSplit$train 
datatest <- dataSplit$test 
#balance Data 
balancedata <- ovun.sample(Class~., data = datatrain, method = "under", N = 178, seed = 1)$data 
#create model with SVM 
model  <- svm(Class~., data = balancedata) 
#Predict model with test set 











Data <- read.csv("D:/Rtmp/dataset_for_PHD/asthma_dataset/asthma_default.csv") 
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table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(0) 
stsampling <- function(X,target,test){ 
  output <- list() 
  idtrain <- strata(X,stratanames=target,size=table(X[,target])*(1-test), method="srswor")$ID_unit 
  output$train <- X[idtrain,] 
  output$test <- X[(idtrain*-1),] 
  return (output) 
} 
#Sprit Train-Test 
dataSplit <- stsampling(Data,"Class",0.30) 
datatrain <- dataSplit$train 
datatest <- dataSplit$test 
#balance Data 
balancedata <- ovun.sample(Class~., data = datatrain, method = "over", N = 798, seed = 1)$data 
#create model with SVM 
model  <- svm(Class~., data = balancedata) 
#Predict model with test set 












Data <- read.csv("D:/Rtmp/dataset_for_PHD/asthma_dataset/asthma_default.csv") 
table(Data$Class) 
#Function Split Data 
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#split data into train and test 
set.seed(0) 
stsampling <- function(X,target,test){ 
  output <- list() 
  idtrain <- strata(X,stratanames=target,size=table(X[,target])*(1-test), method="srswor")$ID_unit 
  output$train <- X[idtrain,] 
  output$test <- X[(idtrain*-1),] 
  return (output) 
} 
#Sprit Train-Test 
dataSplit <- stsampling(Data,"Class",0.30) 
datatrain <- dataSplit$train 
datatest <- dataSplit$test 
#balance 
balancedata <- SMOTE(Class ~ ., datatrain, perc.under=135, perc.over = 300) 
table(balancedata$Class) 
#create model with SVM 
model  <- svm(Class~., data = balancedata) 
#Predict model with test set 













Data <- read.csv("D:/Rtmp/dataset_for_PHD/asthma_dataset/asthma_default.csv") 
table(Data$Class) 
#Function Split Data 
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#split data into train and test 
set.seed(0) 
stsampling <- function(X,target,test){ 
  output <- list() 
  idtrain <- strata(X,stratanames=target,size=table(X[,target])*(1-test), method="srswor")$ID_unit 
  output$train <- X[idtrain,] 
  output$test <- X[(idtrain*-1),] 
  return (output) 
} 
#Sprit Train-Test 
dataSplit <- stsampling(Data,"Class",0.30) 
datatrain <- dataSplit$train 




datatrainboots <- boosting(Class~., data = datatrain, mfinal = 5, control = rpart.control(maxdepth = 1)) 
#prediction 











Data <- read.csv("D:/Rtmp/dataset_for_PHD/asthma_dataset/asthma_default.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(0) 
stsampling <- function(X,target,test){ 
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  output <- list() 
  idtrain <- strata(X,stratanames=target,size=table(X[,target])*(1-test), method="srswor")$ID_unit 
  output$train <- X[idtrain,] 
  output$test <- X[(idtrain*-1),] 
  return (output) 
} 
#Sprit Train-Test 
dataSplit <- stsampling(Data,"Class",0.30) 
datatrain <- dataSplit$train 




balancedata <- ovun.sample(Class~., data = datatrain, method = "under", N = 178, seed = 1)$data 
#Create model 
datatrainboots <- boosting(Class~., data = balancedata, mfinal = 5, control = rpart.control(maxdepth = 1)) 
#prediction 










Data <- read.csv("D:/Rtmp/dataset_for_PHD/asthma_dataset/asthma_default.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(0) 
stsampling <- function(X,target,test){ 
  output <- list() 
  idtrain <- strata(X,stratanames=target,size=table(X[,target])*(1-test), method="srswor")$ID_unit 
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  output$train <- X[idtrain,] 
  output$test <- X[(idtrain*-1),] 
  return (output) 
} 
#Sprit Train-Test 
dataSplit <- stsampling(Data,"Class",0.30) 
datatrain <- dataSplit$train 
datatest <- dataSplit$test 
#Under sampling 
#underdata <- ovun.sample(Class~., data = datatrain, method = "under", N = 438, seed = 1)$data 
balancedata <- ovun.sample(Class~., data = datatrain, method = "under", N = 178, seed = 1)$data 
table(balancedata$Class) 
#balance 
#balancedata <- SMOTE(Class ~ ., underdata, perc.under=135, perc.over = 300) 
#table(balancedata$Class) 
# Setup the data for cross-validation 
K = 5 # 5-fold cross-validation 
fold_inds <- sample(1:K, nrow(balancedata), replace = TRUE) 
lst_CV_data <- lapply(1:K, function(i) list(train_data = balancedata[fold_inds != i, , drop = FALSE], test_data 
= balancedata[fold_inds == i, , drop = FALSE])) 
# Given the values of parameters 'cost', 'gamma' and 'epsilon', return the rmse of the model over the test data 
evalParams <- function(train_data, test_data, cost, gamma, epsilon) { 
  # Train 
  model <- svm(Class ~ ., data = train_data, cost = cost, gamma = gamma, epsilon = epsilon, type = "C-
classification", kernel = "radial") 
  # Test 
  prediction <- predict(model, test_data) 
  acc <- sum(prediction == test_data$Class)/nrow(test_data) 
  return (acc) 
} 
# Fitness function (to be maximized) 
# Parameter vector x is: (cost, gamma, epsilon) 
fitnessFunc <- function(x, Lst_CV_Data) { 
  # Retrieve the SVM parameters 
  cost_val <- x[1] 
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  gamma_val <- x[2] 
  epsilon_val <- x[3]   
  # Use cross-validation to estimate the RMSE for each split of the dataset 
  rmse_vals <- sapply(Lst_CV_Data, function(in_data) with(in_data, evalParams(train_data, test_data, cost_val, 
gamma_val, epsilon_val)))   
  # As fitness measure, return minus the average rmse (over the cross-validation folds),  
  # so that by maximizing fitness we are minimizing the rmse 
  return (-mean(rmse_vals)) 
} 
# Range of the parameter values to be tested 
# Parameters are: (cost, gamma, epsilon) 
theta_min <- c(cost = 1e-4, gamma = 1e-3, epsilon = 1e-2) 
theta_max <- c(cost = 100, gamma = 2, epsilon = 2) 
# Run the genetic algorithm 
results <- ga(type = "real-valued", fitness = fitnessFunc, lst_CV_data, names = names(theta_min), min = 








Data <- read.csv("D:/Rtmp/dataset_for_PHD/asthma_dataset/asthma_default.csv") 
#Function Split Data 
#split data into train and test 
set.seed(0) 
stsampling <- function(X,target,test){ 
  output <- list() 
  idtrain <- strata(X,stratanames=target,size=table(X[,target])*(1-test), method="srswor")$ID_unit 
  output$train <- X[idtrain,] 
  output$test <- X[(idtrain*-1),] 




dataSplit <- stsampling(Data,"Class",0.30) 
datatrain <- dataSplit$train 
datatest <- dataSplit$test 
#create model with SVM 
model  <- svm(Class ~ ., data = datatrain, cost = 8.374748, gamma = 0.2513825, epsilon = 0.8360468, type = 
"C-classification", kernel = "radial") 
#Predict model with test set 











Data <- read.csv("D:/Rtmp/dataset_for_PHD/heart_disease_dataset/HD_default.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 
datatest <- Data[-trainIndex,] 
#create model with SVM 
model  <- svm(Class~., data = datatrain, type = "C-classification", kernel = "radial") 
#Predict model with test set 













Data <- read.csv("D:/Rtmp/dataset_for_PHD/heart_disease_dataset/HD_default.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 




balancedata <- ovun.sample(Class~., data = datatrain, method = "under", N = 168, seed = 1)$data 
table(balancedata$Class) 
#create model with SVM 
model  <- svm(Class~., data = balancedata) 
#Predict model with test set 












Data <- read.csv("D:/Rtmp/dataset_for_PHD/heart_disease_dataset/HD_default.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 




balancedata <- ovun.sample(Class~., data = datatrain, method = "over", N = 210, seed = 1)$data 
table(balancedata$Class) 
#create model with SVM 
model  <- svm(Class~., data = balancedata) 
#Predict model with test set 















Data <- read.csv("D:/Rtmp/dataset_for_PHD/heart_disease_dataset/HD_default.csv") 
table(Data$Class) 
#Function Split Data 
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#split data into train and test 
set.seed(3456) 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 




balancedata <- SMOTE(Class ~ ., datatrain, perc.under=500, perc.over = 25) 
table(balancedata$Class) 
#create model with SVM 
model  <- svm(Class~., data = datatrain) 
#Predict model with test set 











Data <- read.csv("D:/Rtmp/dataset_for_PHD/heart_disease_dataset/HD_default.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 





datatrainboots <- boosting(Class~., data = datatrain, mfinal = 10, control = rpart.control(maxdepth = 1)) 
#prediction 











Data <- read.csv("D:/Rtmp/dataset_for_PHD/heart_disease_dataset/HD_default.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 




balancedata <- ovun.sample(Class~., data = datatrain, method = "under", N = 168, seed = 1)$data 
table(balancedata$Class) 
datatrainboots <- boosting(Class~., data = balancedata, mfinal = 10, control = rpart.control(maxdepth = 1)) 
#prediction 













Data <- read.csv("D:/Rtmp/dataset_for_PHD/heart_disease_dataset/HD_default.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 




underdata <- ovun.sample(Class~., data = datatrain, method = "under", N = 180, seed = 1)$data 
table(underdata$Class) 
#balance 
balancedata <- SMOTE(Class ~ ., underdata, perc.under=700, perc.over = 17) 
table(balancedata$Class) 
balancedata <- SMOTE(Class ~ ., Dataold, perc.over = 25,perc.under=500) 
# Setup the data for cross-validation 
K = 5 # 5-fold cross-validation 
fold_inds <- sample(1:K, nrow(balancedata), replace = TRUE) 
lst_CV_data <- lapply(1:K, function(i) list(train_data = balancedata[fold_inds != i, , drop = FALSE], test_data 
= balancedata[fold_inds == i, , drop = FALSE])) 
# Given the values of parameters 'cost', 'gamma' and 'epsilon', return the rmse of the model over the test data 
evalParams <- function(train_data, test_data, cost, gamma, epsilon) { 
  # Train 
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  model <- svm(Class ~ ., data = train_data, cost = cost, gamma = gamma, epsilon = epsilon, type = "C-
classification", kernel = "radial") 
  # Test 
  prediction <- predict(model, test_data) 
  acc <- sum(prediction == test_data$Class)/nrow(test_data) 
  return (acc) 
} 
# Fitness function (to be maximized) 
# Parameter vector x is: (cost, gamma, epsilon) 
fitnessFunc <- function(x, Lst_CV_Data) { 
  # Retrieve the SVM parameters 
  cost_val <- x[1] 
  gamma_val <- x[2] 
  epsilon_val <- x[3]   
  # Use cross-validation to estimate the RMSE for each split of the dataset 
  rmse_vals <- sapply(Lst_CV_Data, function(in_data) with(in_data, evalParams(train_data, test_data, cost_val, 
gamma_val, epsilon_val)))   
  # As fitness measure, return minus the average rmse (over the cross-validation folds),  
  # so that by maximizing fitness we are minimizing the rmse 
  return (-mean(rmse_vals)) 
} 
# Range of the parameter values to be tested 
# Parameters are: (cost, gamma, epsilon) 
theta_min <- c(cost = 1e-4, gamma = 1e-3, epsilon = 1e-2) 
theta_max <- c(cost = 100, gamma = 2, epsilon = 2) 
# Run the genetic algorithm 
results <- ga(type = "real-valued", fitness = fitnessFunc, lst_CV_data, names = names(theta_min), min = 







Data <- read.csv("D:/Rtmp/dataset_for_PHD/heart_disease_dataset/HD_default.csv") 
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#Function Split Data 
#split data into train and test 
set.seed(0) 
stsampling <- function(X,target,test){ 
  output <- list() 
  idtrain <- strata(X,stratanames=target,size=table(X[,target])*(1-test), method="srswor")$ID_unit 
  output$train <- X[idtrain,] 
  output$test <- X[(idtrain*-1),] 
  return (output) 
} 
#Sprit Train-Test 
dataSplit <- stsampling(Data,"Class",0.30) 
datatrain <- dataSplit$train 
datatest <- dataSplit$test 
#create model with SVM 
model  <- svm(Class ~ ., data = datatrain, cost = 4.319116, gamma = 0.182505, epsilon = 0.012312, type = "C-
classification", kernel = "radial") 
#Predict model with test set 












Data <- read.csv("D:/Rtmp/dataset_for_PHD/indian_liver_patient_dataset/IndianLiverPatientDataset.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
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trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 
datatest <- Data[-trainIndex,] 
table(datatrain$Class) 
table(datatest$Class) 
#create model with SVM 
model  <- svm(Class~., data = datatrain) 
#Predict model with test set 












Data <- read.csv("D:/Rtmp/dataset_for_PHD/indian_liver_patient_dataset/IndianLiverPatientDataset.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 




balancedata <- ovun.sample(Class~., data = datatrain, method = "under", N = 232, seed = 1)$data 
table(balancedata$Class) 
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#create model with SVM 
model  <- svm(Class~., data = balancedata) 
#Predict model with test set 












Data <- read.csv("D:/Rtmp/dataset_for_PHD/indian_liver_patient_dataset/IndianLiverPatientDataset.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 




balancedata <- ovun.sample(Class~., data = datatrain, method = "over", N = 580, seed = 1)$data 
table(balancedata$Class) 
#create model with SVM 
model  <- svm(Class~., data = balancedata) 
#Predict model with test set 














Data <- read.csv("D:/Rtmp/dataset_for_PHD/indian_liver_patient_dataset/IndianLiverPatientDataset.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 




balancedata <- SMOTE(Class ~ ., datatrain, perc.under=250, perc.over = 100) 
table(balancedata$Class) 
#create model with SVM 
model  <- svm(Class~., data = datatrain) 
#Predict model with test set 














Data <- read.csv("D:/Rtmp/dataset_for_PHD/indian_liver_patient_dataset/IndianLiverPatientDataset.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 




datatrainboots <- boosting(Class~., data = datatrain, mfinal = 10, control = rpart.control(maxdepth = 1)) 
#prediction 











Data <- read.csv("D:/Rtmp/dataset_for_PHD/indian_liver_patient_dataset/IndianLiverPatientDataset.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
117 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 




balancedata <- ovun.sample(Class~., data = datatrain, method = "under", N = 232, seed = 1)$data 
table(balancedata$Class) 
#create model 
datatrainboots <- boosting(Class~., data = balancedata, mfinal = 10, control = rpart.control(maxdepth = 1)) 
#prediction 












Data <- read.csv("D:/Rtmp/dataset_for_PHD/indian_liver_patient_dataset/IndianLiverPatientDataset.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 





underdata <- ovun.sample(Class~., data = datatrain, method = "under", N = 319, seed = 1)$data 
table(underdata$Class) 
balancedata <- SMOTE(Class ~ ., underdata, perc.under=234, perc.over = 75) 
table(balancedata$Class) 
# Setup the data for cross-validation 
K = 5 # 5-fold cross-validation 
fold_inds <- sample(1:K, nrow(balancedata), replace = TRUE) 
lst_CV_data <- lapply(1:K, function(i) list(train_data = balancedata[fold_inds != i, , drop = FALSE], test_data 
= balancedata[fold_inds == i, , drop = FALSE])) 
# Given the values of parameters 'cost', 'gamma' and 'epsilon', return the rmse of the model over the test data 
evalParams <- function(train_data, test_data, cost, gamma, epsilon) { 
  # Train 
  model <- svm(Class ~ ., data = train_data, cost = cost, gamma = gamma, epsilon = epsilon, type = "C-
classification", kernel = "radial") 
  # Test 
  prediction <- predict(model, test_data) 
  acc <- sum(prediction == test_data$Class)/nrow(test_data) 
  return (acc) 
} 
# Fitness function (to be maximized) 
# Parameter vector x is: (cost, gamma, epsilon) 
fitnessFunc <- function(x, Lst_CV_Data) { 
  # Retrieve the SVM parameters 
  cost_val <- x[1] 
  gamma_val <- x[2] 
  epsilon_val <- x[3]   
  # Use cross-validation to estimate the RMSE for each split of the dataset 
  rmse_vals <- sapply(Lst_CV_Data, function(in_data) with(in_data, evalParams(train_data, test_data, cost_val, 
gamma_val, epsilon_val)))   
  # As fitness measure, return minus the average rmse (over the cross-validation folds),  
  # so that by maximizing fitness we are minimizing the rmse 
  return (-mean(rmse_vals)) 
} 
# Range of the parameter values to be tested 
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# Parameters are: (cost, gamma, epsilon) 
theta_min <- c(cost = 1e-4, gamma = 1e-3, epsilon = 1e-2) 
theta_max <- c(cost = 100, gamma = 2, epsilon = 2) 
# Run the genetic algorithm 
results <- ga(type = "real-valued", fitness = fitnessFunc, lst_CV_data, names = names(theta_min), min = 











Data <- read.csv("D:/Rtmp/dataset_for_PHD/indian_liver_patient_dataset/IndianLiverPatientDataset.csv") 
table(Data$Class) 
#Function Split Data 
#split data into train and test 
set.seed(3456) 
trainIndex <- createDataPartition(Data$Class, p = 0.7,list = FALSE, times = 1) 
head(trainIndex) 
datatrain <- Data[trainIndex,] 




underdata <- ovun.sample(Class~., data = datatrain, method = "under", N = 319, seed = 1)$data 
table(underdata$Class) 
balancedata <- SMOTE(Class ~ ., underdata, perc.under=234, perc.over = 75) 
table(balancedata$Class) 
#create model with SVM 
model  <- svm(Class ~ ., data = balancedata, cost = 9.0821964 , gamma = 0.0154112 , epsilon = 1.0846983, 
type = "C-classification", kernel = "radial") 
120 
#Predict model with test set 
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 นายกีระชาติ สุขสุทธ์ิ เกิดเม่ือวนัท่ี 12 สิงหาคม พ.ศ. 2533 ท่ี จงัหวดันครราชสีมา เร่ิมเขา้
ศึกษาระดับชั้ นอนุบาล 1 ถึงชั้ นประถมศึกษาปีท่ี 6 ท่ีโรงเรียนประชารัฐสามัคคี อ าเภอสูงเนิน 
จงัหวดันครราชสีมา จากนั้นไดเ้ขา้ศึกษาต่อในระดบัมธัยมศึกษาตอนตน้และตอนปลาย ท่ีโรงเรียน
สูงเนิน อ าเภอสูงเนิน จงัหวดันครราชสีมา ปีการศึกษา 2551 ได้เขา้ศึกษาต่อระดบัปริญญาตรีใน
สาขาวิชาวิศวกรรมคอมพิวเตอร์ ส านกัวิชาวิศวกรรมศาสตร์ มหาวิทยาลยัเทคโนโลยี สุรนารี และ
ส าเร็จการศึกษาเม่ือปี พ.ศ. 2554 ภายหลงัส าเร็จการศึกษาในระดบัปริญญาตรี ได้เขา้ท างานเป็น
ลูกจา้งชัว่คราวในบริษทัการบินไทย เม่ือปี พ.ศ. 2554 หลงัจากนั้นไดเ้ขา้ศึกษาในระดบัปริญญาโท 
สาขาวิชาวิศวกรรมคอมพิวเตอร์ ส านกัวิชาวิศวกรรมศาสตร์ มหาวิทยาลยัเทคโนโลยีสุรนารี ในปี 
2556 และส าเร็จการศึกษาในปี 2557 และในปีเดียวกันได้เข้าศึกษาต่อในระดับปริญญาเอกใน
สาขาวชิาวศิวกรรมคอมพิวเตอร์ มหาวทิยาลยัเทคโนโลยสุีรนารี 
 ในระหว่างการศึกษาได้รับความอนุเคราะห์อย่างดียิ่งจากอาจารยป์ระจ าวิชา Database 
Systems ได้รับความไวว้างใจให้เป็นผูช่้วยสอนปฏิบัติการ ได้รับการตีพิมพ์เผยแพร่บทความ
วชิาการซ่ึงรายละเอียดสามารถดูไดท่ี้ภาคผนวก ข 
 
