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Sammanfattning
Uppsatsen skrivs på uppdrag av avdelningen Datainsamling från företag och organisa-
tioner – Offentlig sektors uppgiftslämnande (DFO/OU) på Statistiska centralbyrån. Av-
delningen tillhandahåller en telefonsupport dit uppgiftslämnare från offentlig sektor kan
ringa för att ställa eventuella frågor. För att effektivisera planeringen av bemanning har
vårt uppdrag bestått i att utveckla statistiska modeller, som kan användas för att progno-
stisera framtida samtalsfrekvenser. Modellerna ska vara så användbara som möjligt, där
vi om nödvändigt jämför flera möjliga modeller med hjälp av formaliserade diagnostiska
verktyg. DFO/OU har försett oss med det datamaterial över tidigare samtalsfrekvenser
som vi använt för att anpassa modellerna.
Inkommande samtal till telefonsupporter följer enligt gängse teori poissonfördelning.
Under vissa omständigheter kan överspridning uppstå och materialet följer negativ bino-
mialfördelning. Vårt material är till övervägande del negativ binomialfördelat. Denna för-
delning antas därför gälla när vi anpassar tre generaliserade linjära modeller för olika tids-
perioder. I samtliga modeller används log-länkfunktion. Två av tre modeller har heteroske-
dastiska egenskaper. Vi hanterar detta problem genom att anpassa GARCH(p, q)-modeller
till residualerna. Med hjälp av vedertagen modelldiagnostik har vi slutligen anpassat tre
lämpliga modeller för att prognostisera antal inkommande samtal till telefonsupporten.
Abstract
This thesis is an external commission written on request of the Data Collection from
Enterprises and Organisations Department at Statistics Sweden. The department disposes
a phone support where informants from the public sector can call to ask questions that may
occur. To increase the effectiveness of the staffing system, our commission is to develop
statistical models which can be used to predict future calling frequency. We aim to fit
models that are as applicable as possible, where we if necessary compare several possible
models by making use of formalized diagnostic tools. The department has provided us
with data of previous calling frequencies, which is used for model fitting.
According to established theory, incoming calls to phone supports follow a poisson dis-
tribution. Under certain circumstances over dispersion may occur, which causes the data
to follow negative binomial distribution. The greater part of our data is negative binomial
distributed. This distribution will therefore be assumed when we fit three generalized line-
ar models for different time periods. The log link function is used in all models. Two out of
three have heteroscedastical properties. We handle this problem by fitting GARCH(p, q)
models to the residuals. By using recognized model diagnostics we are able to fit three
appropriate models to predict the number of incoming calls to the phone support.
ii
1 Inledning
I detta avsnitt beskriver vi till att börja med vår uppdragsgivare, det problemområde upp-
satsen behandlar och varför detta är intressant att undersöka. Därefter beskrivs uppsatsens
syfte och vad uppdragsgivaren förväntar sig av den samt vilka avgränsningar vi har varit
tvungna att göra.
1.1 Bakgrund
Vid datainsamling av officiell statistik uppkommer situationer där uppgiftslämnarna har
frågor gällande insamlingen. På avdelningen Datainsamling från företag och organisationer
– Offentlig sektors uppgiftslämnande (DFO/OU) på Statistiska centralbyrån i Örebro
möter man detta behov genom att tillhandahålla en gemensam telefon- och mailsupport
för enhetens många undersökningar. Denna kallar man Uppgiftslämnarservice. Arbetet
har varit organiserat på detta sätt sedan 29 november 2012. Tidigare har ansvarig för
respektive undersökning besvarat dessa frågor.
Samtalsfrekvensen till telefonsupporten varierar. I och med att Uppgiftslämnarservice
är så pass nytt har man inte hunnit utarbeta något planeringsverktyg. I nuläget planerar
man bemanningen utifrån tidigare samtalsfrekvenser och intuition. Eftersom bemanningen
av Uppgiftslämnarservice sker av ordinarie personal, som till största delen har andra
arbetsuppgifter, finns ett stort behov av effektivisering.
Personalen på avdelningen upplever att samtalsfrekvensen påverkas av olika förkla-
rande variabler, exempelvis veckodag, vilka undersökningar som pågår och när eventuella
påminnelser har skickats ut. Om det går att anpassa en signifikant modell som tar hänsyn
till dessa faktorer och som går att använda till att förutse bemanningsbehovet skulle detta
effektivisera arbetet på avdelningen avsevärt.
1.2 Syfte
Uppsatsen skrivs på uppdrag av avdelningen DFO/OU på Statistiska centralbyrån. Upp-
draget är att skapa lämpliga och användbara modeller för att prognostisera samtalsfre-
kvensen till Uppgiftslämnarservice. Avdelningen har försett oss med relevant data för att
utföra uppdraget. Önskemålet från uppdragsgivarens sida är dessutom att bemannings-
behovet på ett övergripande, enkelt och användbart sätt skall kunna beräknas utifrån de
modeller som uppsatsen syftar till att ta fram.
1.3 Avgränsning
DFO/OU har inte haft möjlighet att ge oss tillgång till information gällande telefonväx-
elns funktionssätt och kösystem. Med anledning av det går det inte att ta hänsyn till
köteoretiska aspekter, exempelvis samtalslängd, hur samtalen fördelas mellan personalen,
huruvida samtalen besvaras, kötider och om långa kötider leder till att de som ringer läg-
ger på och eventuellt ringer upp senare. Modellerna har alltså enbart till syfte att förutse
samtalsfrekvens per timme.
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2 Datamaterial
I det här avsnittet går vi närmare in på vilken typ av verksamhet som sker hos uppdrags-
givaren samt hur datamaterialet vi analyserar ser ut. Utöver detta redovisas de delar av
materialet vi har plockat bort, orsaker till detta och vilka effekter det har på analysen.
2.1 Beskrivning av datamaterial
DFO/OU ansvarar för insamlingen av statistikuppgifter från offentlig sektor, på uppdrag
av ämnesavdelningarna på Statistiska Centralbyrån och andra myndigheter. Totalt ansva-
rar de för cirka 30 undersökningar, vilka tillsammans omfattar omkring 70-80 blanketter.
Datamaterialet vi utför vår analys på är en tidsserie bestående av antal inkommande
samtal per timme till telefonsupporten Uppgiftslämnarservice på DFO/OU. Tidsserien
omfattar observationer från och med telefonsupportens uppstart den 29 november 2012
till och med den 3 november 2014, vilket är då analys av datamaterialet påbörjas.
Antalet inkommande samtal antas påverkas av antalet just då pågående undersökning-
ar och undersökningarnas karaktär så som svårighetsgrad, omfattning, antal respondenter
och respondenternas vana att svara på liknande undersökningar. Kort sammanfattat är
de huvudsakliga faser som en undersökning genomgår, från uppgiftslämnarnas sida sett,
mottaga informationsbrev om hur uppgifterna ska lämnas, lämna uppgifter samt, vid
uteblivet uppgiftslämnande, mottagande av eventuell påminnelse.
På grund av några undersökningars karaktär finns det inte en komplett förteckning
över när undersökningarna har genomgått de olika faserna under observationstiden. Det
finns alltså relevant bakomliggande information om vissa tidsperioder som vi inte har
tillgång till. Även om dessa uppgifter finns för vissa undersökningar är det inte lämpligt
att modellera på en delmängd av de pågående undersökningarna i samma modell eftersom
det skulle orsaka systematiska fel.
Däremot finns information om tidpunkten för utskick av informationsbrev, sista in-
samlingsdag samt utskick av påminnelser för de mest intensiva undersökningsperioderna,
som sker i november (mätdatum i oktober) och juni. Denna information kan användas
för att skapa separata modeller för dessa tidsperioder. I figur 1 visas antal inkommande
samtal per dag för hela tidsserien – från den 29 november 2012 till den 3 november 2014.
Även de dagar då uppgiftslämnarservice varit stängd är inkluderade. De fyra topparna
påvisar tydligt tidpunkterna för de intensiva undersökningsperioderna i juni och novem-
ber varje år. Eftersom antalet inkommande samtal är betydligt fler under dessa perioder
än den resterande undersökningsperioden finns starka incitament för att modellera dessa
perioder separat. Datumen för dessa undersökningar återfinns i tabell 1.
De övriga undersökningarna på enheten är dock i hög grad återkommande och regel-
bundna, varför månadsberoende istället kan antas vara en förklarande variabel. Utöver
detta kan antal inkommande samtal för samtliga tidsperioder antas bero på tidskompo-
nenter så som veckodag och under vilket tidspass samtalen inkommer .
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Figur 1: Antal inkommande samtal per dag
Undersökning Mätdatum Insändningsdatum Påminnelse
November 15 oktober 1 november 10 november
Juni - 18 juni 25 juni
Tabell 1: Stora undersökningar
2.2 Datanivåer och borttagna observationer
Som klargjordes i inledningen har arbetet enbart till syfte att förutse antal inkommande
samtal utan hänsyn till huruvida samtalen blir besvarade, kötider och samtalslängd.
I det ursprungliga datamaterialet redovisas alla inkommande samtal, även de tider
då Uppgiftslämnarservice är stängt.1 Eftersom det enbart är av intresse att modellera de
tider telefonsupporten har öppet är övriga observationer strukna ur materialet som vi gör
vår analys på. Det ska dock noteras att det inkommer samtal även utanför dessa tider. Det
kan påverka observationernas fördelning eftersom man kan anta att en del av de som inte
får sina samtal besvarade ringer igen. Det sker alltså en aggregering av telefonsamtalen
när telefonsupporten öppnar igen, som då inte kan antas vara oberoende.
I det strukna datamaterial som vi utför vår analys på har vi tagit bort helgdagar,
röda dagar och tidspass då telefonsupporten varit stängd. Varje redovisat tidspass då
telefonsupporten är öppen är en timme långt.2
1Tabell 21 i Appendix A visar hur datamaterialet ursprungligen levererades till oss.
2Tabell 22 i Appendix A visar de röda dagar som varit stängd. Tabell 23 i Appendix A visar öppettider
vid olika tidsperioder under året.
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3 Teori och metod
I detta avsnitt inleder vi med att redovisa för den teoretiska bas läsaren behöver för att
förstå vårt tillvägagångssätt i resultatavsnittet. Därefter beskriver vi vår syn på metodik,
där vi fokuserar på anpassning av statistiska modeller som verktyg för utföra vårt uppdrag
— att prognostisera inkommande samtal utifrån tillgänglig data.
3.1 Teori
3.1.1 Generaliserade linjära modeller
Generaliserade linjära modellen används för att anpassa data som inte följer normalför-
delningen. Valet av fördelning påverkar antagandena gällande variansen då förhållande
mellan variansen och medelvärdet är känt för många fördelningar. (Olsson, 2002, s. 31)
Egenskaper hos generaliserade linjära modeller
Generaliserade linjära modeller (GLIM) är ett samlingsbegrepp för flera typer av statis-
tiska modeller, vilka har följande gemensamma egenskaper (Olsson, 2002, s. 40ff.; Kutner
et al., 2004, s. 623f.):
1. Oberoende observationer Y1, Y2, . . . Yn, från en sannolikhetsfördelning som tillhör ex-
ponentialfördelningsfamiljen, vilka har väntevärde E{Yi}=µi. Dessa innefattar bland
annat normal-, poission-, binomial- och gammafördelning.
2. En linjär prediktor på formen Xβ = η, där E{Yi} = µi är en funktion av η. X är en
designmatris, vilken innehåller värden av förklarande variabler. β är en vektor för
varje förklarande variabels koefficient.
3. En deriverbar och monoton3 länkfunktion g(⋅) som tillordnar den beroende variabeln
Y :s väntevärde, genom den inversa funktionen av η = g(µ), på formen g−1(η) = µ.
Vilka länkfunktioner som används beror på vilken fördelning Y kommer ifrån.
Skattning av parametrar och modellval
För att skatta parametervärdena θˆ i en generaliserad linjär modell används vanligt-
vis maximum-likelihoodskattning, det vill säga den maximerade log-likelihoodfunktionen
l(µ;y) = ∑i logf(yi; θi) , där µ = (µ1, . . . , µn) och y = (y1, . . . , yn). Av detta följer att
fördelningsantagandet vägs in i parameterskattningarna.
Maximum-likelihoodskattade parametrar har asymptotiska egenskaper, vilket innebär
att då n →∞ är θˆmle ∼ N(θ, I−1(θ)). För att sedan bestämma vilken modell som är bäst
anpassad är avvikelsemåttet deviation att föredra. Stickprovets deviationsvärde definieras
av
D∗(y;µ) = 2l(y;y) − 2l(µ;y) (1)
Den första termen i högra ledet är likelihoodfunktionen för en exakt anpassad modell,
3Monoton funktion, matematisk funktion som är antingen växande eller avtagande. (Kiselman, 2015)
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där y = yˆ. Den fås genom att sätta lika många parametervärden som antalet observatio-
ner. Den andra termen är likelihoodfunktionen för den anpassade modellen. Ett så lågt
deviationsvärde som möjligt är att föredra. (Hogg & Tanis, 2014, s. 585ff; McCullagh &
Nelder, 1989, s. 23f.).
Diagnostik för generaliserade linjära modeller
För att en modell ska vara en rimlig generalisering av ett datamaterial bör den vara spe-
cificerad utan systematiska fel. Följande problem med modellen kan tyda på att modellen
är felspecificerad och bör korrigeras för att komma tillrätta med de systematiska felen.
• Avvikelser mellan observerad data och modell — kan bland annat ta sig uttryck i
problem med fördelning och varians och korrelerade residualer.
• Avvikande värden bland residualerna och att enskilda observationer har otillbörligt
stort inflytande på modellen
• Överspridning, det vill säga att variansen är större än vad som definieras av det
fördelningsantagande man gjort.
(Olsson, 2002, s. 55).
Residualmått och residualanalys — För modeller där y är normalfördelad definieras
residualer som (y − µˆ). För generaliserade linjära modeller med andra fördelningar måste
residualerna korrigeras för att kunna användas för residualanalys. Det finns flera olika re-
sidualdefinitioner, bland annat Pearson-, Anscombe- och deviationsresidualer. Anscombe-
och deviationsresidualer är approximativt normalfördelade. Residualanalys är ett verktyg
för att undersöka om den identifierade modellen är adekvat för det aktuella datamateri-
alet och om det finns kraftigt avvikande värden som tyder på anomalier och därför bör
undersökas närmare. (McCullagh & Nelder, 1989, s. 37ff.).
Residualer från lämpliga modeller kännetecknas av att de är oberoende med konstant
medelvärde kring noll, har konstant varians samt följer det fördelningsantagande man kan
göra om residualerna. Dessutom bör man undersöka om det finns några kraftigt avvikande
residualvärden. Om så är fallet undersöks hur stor dess påverkan är på modellanpassningen
(Olsson, 2002, s. 59f).
Donald A. Pierce och Daniel W. Schafer argumenterar i sin artikel Residuals in Ge-
neralized Linear Models (1986, s. 977) för att deviationsresidualer är att föredra för resi-
dualanalys. De teoretiska deviationsresidualerna definieras
rD = sign(y − µ) ∗√di, (2)
där
√
di är ett mått på hur mycket observation yi bidrar till modellens deviationsmått D.
Relationen mellan dessa är D = ∑i di. (McCullagh & Nelder, 1989, s. 39)
Lämpliga metoder för att undersöka om antagandena för deviationsresidualer är upp-
fyllda är genom följande grafiska analyser:
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• Oberoende residualer:
Skapa ett diagram med deviationsresidualerna i ordningsföljd. Om man ska kunna
anta oberoende ska residualerna uppvisa ett slumpmässigt mönster.
• Konstant varians och konstant medelvärde kring noll:
Skapa ett diagram där deviationsresidualerna är ritade mot de predikterade värden
från modellen. Om man ska kunna anta konstant varians ska residualernas sprid-
ning vara liknande för olika predikterade värden. Man bör också kontrollera om
residualerna medelvärden ser ut att vara konstant kring noll.
• Normalfördelade residualer:
Skapa ett diagram där deviationsresidualerna är ritade mot förväntade, normalför-
delade värden. Residualerna ska då följa en rät linje.
(Olsson, 2002, s. 64-67).
Man kan dessutom förstärka analysen av hur väl residualerna följer normalfördelning
genom Pearsons χ2-test. Det används för att testa hur väl ett datamaterial stämmer över-
ens med dess förväntade värden. I detta fall testar man alltså om residualerna följer den
förväntade normalfördelningen. Nollhypotesen är då att residualerna är normalfördelade.
(Hogg & Tanis, 2014, s. 423ff., 428f.).
Modellering av räknedata
Data över antalet gånger som en händelse har inträffat benämns som räknedata. Per
definition är räknedata heltal ≥ 0, vilket påverkar modelleringen och fördelningsantagan-
dena (Olsson, 2002, s. 34). Räknedata som uppträder inom ett givet intervall av tid eller
rum är slumpvariabler som kan antas komma från en approximativ poissonprocess. Ett
exempel på en sådan process är då man mäter inkommande samtal till en telefonväxel
mellan två klockslag, det vill säga antal händelser under ett givet tidsintervall. (Olsson,
2002, s.111-114, 131; Hogg & Tanis, 2014, s. 101f.). Varje händelse är här en slumpvaria-
bel X som kommer från en poissonprocess. X är poissonfördelad med sannolikhetsfunktion
f (x) = e−λλx
x!
, x = 0,1,2, . . . (3)
där λ > 0 och λ = µ = σ2.
För att antalet inträffade händelser inom ett givet intervall ska kunna approximeras med
en poissonprocess krävs att följande antaganden uppfylls:
1. Antalet inträffade händelser inom ej överlappande intervall är oberoende.
2. Sannolikheten att en händelse inträffar är proportionerlig med tidsintervallets längd.
Om längden på ett begränsat intervall är h kan då sannolikheten för en händelse
approximeras med λh.
3. Sannolikheten att två eller fler händelser inträffar inom ett begränsat intervall är
obetydligt liten.
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(Hogg & Tanis, 2014, s. 101f.).
En vanlig ansats då man vill modellera en poissonprocess är att använda sig av pois-
sonregression. Poissonregressionsmodeller är en typ av generaliserade linjära modeller,
beskriven ovan. Man har alltså oberoende observationer av räknedata, vilka antas vara
poissonfördelade. Den linjära predikorn skrivs på formen Xβ = η, liksom för andra gene-
raliserade linjära modeller. Designmatrisen X innehåller då dummyvariabler för de olika
tidsenheterna. Man antar att antalet händelser är poissonfördelat inom tidsenheterna.
Den vedertagna länkfunktionen är logfunktionen, vilket ger
η = log(µ) = β0 + β1x1 + ... + βnxn +  (4)
E{Y } = µ = g−1(η) = eβ0+β1x1+...+βnxn+ (5)
(Olsson, 2002, s. 126f.)
I vissa fall uppstår så kallad överspridning i ett datamaterial. Det innebär att variansen
är större än förväntat, utifrån aktuellt fördelningsantagande. Då man gjort ett antagande
om att aktuell data kommer från en poissonprocess ger sig detta alltså uttryck i att
V {Y } > E{Y }. Överspridning har som effekt att p-värdena sänks och därmed fås signifi-
kanta test alltför enkelt. (McCullagh & Nelder, 1989, s. 198f.).
Det finns flera möjliga orsaker till överspridning i förväntade poissonprocesser. Dels
kan det bero på att modellen är felspecificerad i fördelning, länkfunktion eller linjär pre-
diktor. Det kan också bero på att något av fördelningsantagandena har brutits, exempelvis
en poissonprocess där tidsintervallets längd är slumpmässig istället för fix. Ytterligare en
orsak kan vara att det finns individuella skillnader i utförandet av det undersökta feno-
menet. I sådana fall är det möjligt att den beroende variabeln för varje individ är en
poissonprocess men det uppstår överspridning i det sammanlagda datamaterialet. (Mc-
Cullagh & Nelder, 1989, s. 198f.).
Det finns flera sätt att hantera överspridning i poissonprocesser. En användbar metod
är att undersöka om det är möjligt att ersätta poissonfördelningen med negativ binomial-
fördelning. Negativ binomialfördelning tillhör inte den exponentiella fördelningsfamiljen
men det har visats att denna ändå är lämplig att modellera med hjälp av generaliserade
linjära modeller. I och med att negativ binomialfördelning innefattar två olika parame-
tervärden är det möjligt att formulera en modell där µ ≠ σ2. (McCullagh & Nelder, 1989,
s. 199; Fox, 2008, s.379, 391f.). Sannolikhetsfunktionen för negativ binomialfördelning är
f (x) = ( x − 1
r − 1 )pr(1 − p)x−r, x = r, r + 1, r + 2, . . . (6)
där 0 < p < 1 och r = 1,2,3, . . .
samt µ = r (1p) och σ2 = r(1−p)p2
(Hogg & Tanis, 2010, s. 627).
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För att testa om datamaterial tillhör dessa fördelningar kan man använda Pearsons
χ2-test, som beskrivs under rubriken Residualmått och residualanalys i detta avsnitt. Noll-
hypotesen är i detta sammanhang att datamaterialet tillhör poissonfördelning alternativt
negativ binomialfördelning.
3.1.2 GARCH(p, q)-modellering vid icke-konstant varians
År 1982 framställde Enkle en modell för att modellera förändring i variansen av en tidseri-
en {rt}, ARCH(p)-modellen (autoregressive conditional heteroscedasticity). Den betingade
variansen av rt noteras σ2t∣t−1, indexet indikerar att variansen är betingad på det senas-
te värdet. ARCH modellen är formellt en regressionsmodell med den betingade varian-
sen som responsvaribel och det senaste laggen av den kvadrerade värdet som kovariat.
ARCH(1)-modellen genererar tidserien {rt} på följande sätt:
rt = σt∣t−1t (7)
σ2t∣t−1 = ω + αr2t−1 (8)
där α och ω är okända parametrar. {t} är en serie av oberoende och identiskt fördelade
stokastiska variabler med väntevärde noll och lika varians. {t} är även oberoende av
rt−j, j = 1,2, . . ., vilket är residualerna från modellen. (Cryer & Chan, 2008, s.285)
En ARCH(1)-modell predikterar framtida varians endast på det senaste värdet i kvadrat.
I praktiken kan det vara intressant att inkludera alla tidigare värden i kvadrat med mindre
vikt för mer avlägsna värden. Ett alternativ är att inkludera flera laggar, av de kvadrerade
värdena, i modellen. ARCH(p) modellen definieras:
σ2t∣t−1 = ω + α1r2t−1 + α2r2t−2 +⋯ + αqr2t−q (9)
Ett annat alternativ, framtaget av Bollerslev (1986) och Taylor (1986), är att intro-
ducera p laggar av den betingade variansen i modellen. Den kombinerade modellen kallas
GARCH(p, q)-modell generelized autoregressive conditional heteroscedasticity och define-
ras nedan (Cryer & Chan, 2008, s.289):
σ2t∣t−1 = ω + β1σ2t−1∣t−2 +⋯ + βpσ2t−p∣t−p−1 + α1r2t−1 + α2r2t−2 +⋯ + αqr2t−q (10)
Generellt för att prognostisera variansen h-steg framåt, för h ≥ 1, redovisas i ekvatio-
nen nedan.
σ2t+h∣t = ω + p∑
i=1αiσ2t+h−i∣t + p∑i=1 βiσˆ2t+h−i∣t+h−i−1 (11)
där
σ2t+h∣t = r2t+h för h < 0 (12)
och
σˆ2t+h−i∣t+h−i−1 = ⎧⎪⎪⎨⎪⎪⎩σ
2
t+h−i∣t för h − i − 1 > 0
σ2
t+h−i∣t+h−i−1 annars (13)
8
(Cryer & Chan, 2008, s.296f)
Diagnostik för GARCH(p, q)-modeller
Om GARCH(p, q)-modellen är korrekt specificerad så är de standardiserade residualer-
na {t} oberoende och identiskt fördelade. Antagandena om residualerna kan kontrol-
leras genom att studera den skattade ACF:en (autocorrelation function). Hypotestestet
Jarque-Bera-test är användbart för att testa residualernas normalitet. Ljung-Box-test är
ett hypotestest som testar oberoende. Det hör ihop med ACF:en då teststatistikan är lika
med:
n
m∑
k=1 ρˆ2k (14)
där ρˆ2k är den skattade autokorrelationen för lag k av de standardiserade residalerna och n
är stickprovsstorleken. Enligt Cryer och Chan (2008, s. 303) är det dock mer användbart
att studera autokorrelationen för de standardiserade residualerna i kvadrat.
(Cryer & Chan, 2008, s.302, 303)
3.1.3 AIC-värde, Akaike’s information criterion
AIC-värdet är ett mått på förklaringsgrad som uppskattar hur väl anpassad en modell är.
Värdet är till nytta vid jämförelser av flera modeller med olika modellordning då det tar
hänsyn till antal parametrar. AIC-värdet definieras nedan:
AIC = e2k/nΣni=1µˆ2i
n
(15)
där k är antal förklarande variabler inklusive interceptet, n är antal observationer och
µˆ är medelvärdet. Vid jämförelse av två modeller är modellen med lägst AIC-värde att
föredra. (Gujarati & Porter, 2009, s 488, 494).
3.2 Metod
Enligt avsnitt 1.2 är syftet med denna uppsats att prognostisera antal inkommande sam-
tal till telefonsupporten på avdelningen DFO/OU på Statistiska centralbyrån i Örebro.
I syftet framgår också att metoden för att uppnå detta är att anpassa lämpliga och an-
vändbara statistiska modeller. I teoriavsnittet har statistiska modeller för räknedata och
tidsserier beskrivits – vilka egenskaper datamaterialet bör besitta, hur en bra modell an-
passas till aktuell data och vilka diagnostiska verktyg som används för att avgöra om
anpassade modeller besitter dessa egenskaper. I det här avsnittet ska vi förtydliga vårt
metodval genom att mer generellt beskriva vilken ansats vi har till vad som kan anses
vara lämpliga och användbara modeller.
Generaliserade linjära modeller, som ägnas stor uppmärksamhet i teoriavsnittet, intro-
ducerades år 1972 av J.A. Nelder och R.W.M Wedderburn i den vetenskapliga tidskriften
Journal of the Royal Statistical Society (Kutner et al. 2004, s. 623). I och med att så stor
del av vårt teoretiska fundament bygger på generaliserade linjära modeller har vi utgått
från den syn på statistisk modellering som Nelder, tillsammans med medförfattaren P.
McCullagh, presenterar i introduktionsavsnittet till sin bok Generalized Linear Models
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(1989). De konstaterar att statistisk modellering bygger på att man parar ihop förklaran-
de variabler med parametervärden och urskiljer ett funktionssamband mellan dessa och
värdet på den beroende variabel som modellen syftar till att förklara och prediktera. Funk-
tionssambandet är inte exakt för statistiska modeller utan består av både systematiska-
och stokastiska effekter. De betonar även vikten av enkelhet när man formulerar en modell.
En alltför komplicerad modell är inte generaliserbar till liknande datamaterial utan en-
bart en beskrivning av den data man formulerat modellen utifrån. Nelder och McCullagh
sammanfattar sina utgångspunkter för att anpassa bra modeller i tre punkter:
1. Ingen modell är fullständigt korrekt men olika modeller är olika användbara. Vid
modellanpassning bör man sträva efter så stor användbarhet som möjligt.
2. Det är möjligt att flera modeller är bra och det är inte säkert att det entydigt går
att säga vilken modell som är bäst.
3. Formaliserade diagnostiska verktyg bör användas för att utvärdera de anpassade
modellerna.
(McCullagh & Nelder, 1989, s. 3-8).
I teoriavsnittet ägnas även uppmärksamhet åt GARCH-modeller, som används till
att förbättra konfidensintervallens precision. Även om modellantaganden och diagnostik
skiljer sig åt mellan generaliserade linjära modeller och GARCH-modeller så anser vi att
riktlinjerna för generaliserade linjära modeller går att överföra på GARCH-modeller. Vid
modellering av konfidensintervall strävar vi, enligt ovan, efter så stor användbarhet som
möjligt där vi om nödvändigt jämför flera möjliga modeller med hjälp av formaliserade
diagnostiska verktyg.
Det går även att finna stöd för denna metodansats i litteratur som behandlar design-
vetenskaplig metod. Där utgår man ifrån att målet med forskningen är att lösa problem i
sammanhang skapade av människor, genom att skapa en innovativ artefakt. 4 Den skapa-
de artefakten ska ha en teoretisk grund, vilken tillämpas, testas, modifieras och utvidgas
till nya områden. Den ska också vara både användbar och fundamental för att förstå det
definierade problemet. Traditionellt sett har denna metod framförallt använts inom arki-
tektur, teknik och datavetenskap. Vi ser dock metoden som användbar för att lösa den
typ av problem som denna uppsats ägnar sig åt. I den här uppsatsen kan artefakten för-
stås som den modell som syftar till att lösa problemet med att förutspå bemanningen på
DFO/OU. Artefakten är en ny produkt som vi utarbetar genom att tillämpa vedertagen
statistisk teori, testa resultatet och om nödvändigt modifiera artefakten. Enligt denna
ansats kan man dessutom anta att den modell som utarbetas för att lösa det definierade
problemet i sin tur ger information om problemområdet i sig. (Hevner & Chatterjee, 2010,
s.5f.)
Vi analyserar datamaterialet med framförallt R Studio men även Matlab. Excel an-
vänds för datarensning och transformationer.
4Artefakter är föremål, produkter eller effekter som skapats av människor (Gräslund & Malmquist,
2014)
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4 Resultat
I det här avsnittet visar vi hur vi går till väga när vi utför vår analys. Vi lyfter även fram
de resultat som leder fram till vår slutsats. Dessa tolkas och i de fall vi anser nödvändigt
hänvisar vi till teoriavsnittet.
4.1 Test av fördelning — Sannolikhetsfunktion
För att anpassa en lämplig modell till materialet testas fördelningen. I avsnitt 3.1.1 kon-
stateras att antal samtal till en telefonväxel mellan två klockslag enligt gängse teori bör
följa poissonfördelningen. Det konstateras även att om överspridning uppstår är det lämp-
ligt att testa negativ binomialfördelning. Pearsons χ2-test utförs för att studera om detta
stämmer överens med vår data. I avsnitt 4.1.1 utför vi testet på antal samtal betingat på
respektive tidspass samt summa per dag. I avsnitt 4.1.2 och 4.1.3 förfinar vi betingningen
ytterligare samt beräknar de skattade sannolikhetsfunktionerna.
4.1.1 Antal samtal | Summa per dag & Antal samtal | Tidspass
Vi testar antal samtal betingat på de olika tidspassen samt på summan per dag och
redogör för resultatet i tabell 2 och 3 nedan.
Pearsons χ2-test:
H0:Antal samtal ∈ Po(λ).
H1:Antal samtal ∉ Po(λ).
Antal samtal betingat på... Pearsons χ2 -test p-värde
Summa per dag H0 kan ej förkastas 0.1161
08:00-09:00 H0 kan ej förkastas 0.7971
09:00-10:00 H0 förkastas 9.8813∗10−324
10:00-11:00 H0 förkastas 4.8729∗10−10
11:00-12:00 H0 förkastas 5.4830∗10−05
12:00-13:00 H0 förkastas 0.0029
13:00-14:00 H0 förkastas 1.4494∗10−13
14:00-15:00 H0 kan ej förkastas 0.3573
15:00-16:00 H0 kan ej förkastas 0.0858
16:00-17:00 H0 förkastas 3.2265∗10−111
Tabell 2: Pearsons χ2-test — Poissonfördelning
Pearsons χ2-test:
H0: Antal samtal ∈ NB(r, p).
H1: Antal samtal ∉ NB(r, p).
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Antal samtal betingat på... Pearsons χ2 -test p-värde
Summa per dag H0 kan ej förkastas 0.2036
08:00-09:00 H0 kan ej förkastas 0.1674
09:00-10:00 H0 kan ej förkastas 0.0677
10:00-11:00 H0 kan ej förkastas 0.1587
11:00-12:00 H0 förkastas 0.0028
12:00-13:00 H0 förkastas 0.0118
13:00-14:00 H0 förkastas 0.0003
14:00-15:00 H0 kan ej förkastas 0.0642
15:00-16:00 H0 förkastas 0.0018
16:00-17:00 H0 kan ej förkastas 0.6561
Tabell 3: Pearsons χ2-test — negativ binomialfördelning
Då man kan anta att antal inkommande samtal påverkas av vilket tidspass samtalen
inkommer, veckodag och månad så låter vi antal samtal betingas på de olika variab-
lerna. Fördelning testas med Pearsons χ2-test och parametrarna skattas. Detta är den
information som behövs för att beräkna sannolikhetsfunktioner. De kan i sin tur beräkna
sannolikheten för att ett visst utfall sker, exempelvis att det inkommer fem samtal mellan
15:00-16:00 en måndag i januari.
4.1.2 Antal samtal | Tidspass ∩ Måndag ∩ Januari
Tabell 4 och 5 visar tester och skattningar av fördelningen för måndagar i januari. Om ett
fördelningsantagande inte är uppfyllt går Pearsons χ2-test inte att utföra, detta noteras
i tabellerna med ett streck (—). I tabellerna återfinns även de skattade parametrar som
utnyttjas för att beräkna sannolikhetsfunktionerna. De generella funktionerna presenteras
i avsnitt 3.1.1. Se ekvation 3 och 6 .
Pearsons χ2-test:
H0: Antal samtal ∈ NB(r;p)
H1: Antal samtal ∉ NB(r;p)
Antal samtal betingat på tidsutsnitt Pearsons χ2 -test p-värde r p
08:00-09:00 ∩ Måndag ∩ Januari H0 kan ej förkastas 0.5564 65.2959 0.9581
09:00-10:00 ∩ Måndag ∩ Januari H0 kan ej förkastas 0.2597 54.1038 0.8613
10:00-11:00 ∩ Måndag ∩ Januari H0 kan ej förkastas 0.8327 23.9771 0.7740
11:00-12:00 ∩ Måndag ∩ Januari H0 kan ej förkastas 0.3347 6.1053 0.5165
12:00-13:00 ∩ Måndag ∩ Januari —
13:00-14:00 ∩ Måndag ∩ Januari —
14:00-15:00 ∩ Måndag ∩ Januari H0 kan ej förkastas 0.7965 7.1514 0.4633
15:00-16:00 ∩ Måndag ∩ Januari —
16:00-17:00 ∩ Måndag ∩ Januari H0 kan ej förkastas 0.5578 10.7209 0.7501
Tabell 4: Negativ binomial — processansats
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Pearsons χ2-test:
H0: Antal samtal ∈ Po(λ)
H1: Antal samtal ∉ Po(λ)
Antal samtal betingat på tidsutsnitt Pearsonsχ2-test p-värde λ
12:00-13:00 ∩ Måndag ∩ Januari H0 kan ej förkastas 0.6071 2.57143
13:00-14:00 ∩ Måndag ∩ Januari H0 kan ej förkastas 0.4448 7.14286
15:00-16:00 ∩ Måndag ∩ Januari H0 kan ej förkastas 0.6233 3.57143
Tabell 5: Poisson — processansats
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Figur 2: 14:00-15:00 ∩ Måndag ∩ Januari
Sannolikhetsfunktion: r = 7.1514, p = 0.4633
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Figur 3: 12:00-13:00 ∩ Måndag ∩ Januari
Sannolikhetsfunktion: λ=2.57143
4.1.3 Antal samtal | 08:00-09:00 ∩ Veckodag ∩ Juni
Pearsons χ2-test:
H0: Antal samtal ∈ NB(r;p)
H1: Antal samtal ∉ NB(r;p)
Antal samtal betingat på tidsutsnitt Pearsons χ2-test p-värde r p
08:00-09:00 ∩ Måndag ∩ Juni H0 kan ej förkastas 0.8898 4.5712 0.2322
08:00-09:00 ∩ Tisdag ∩ Juni H0 kan ej förkastas 0.7170 3.5804 0.1603
08:00-09:00 ∩ Onsdag ∩ Juni H0 kan ej förkastas 0.9744 2.5302 0.1296
08:00-09:00 ∩ Torsdag ∩ Juni H0 kan ej förkastas 0.3914 7.5052 0.2660
08:00-09:00 ∩ Fredag ∩ Juni H0 kan ej förkastas 0.5710 1.3766 0.0639
Tabell 6: Negativ binomial — processansats
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Figur 4: 08:00-09:00 ∩ Tisdag ∩ Juni
Sannolikhetsfunktion: r = 3.5804, p = 0.1603
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Figur 5: 08:00-09:00 ∩ Fredag ∩ Juni
Sannolikhetsfunktion r=1.3766, p=0.0639
Dessa beräkningar kan självklart göras på samtliga möjliga betingningar i datamateria-
let och på så sätt kan antal inkommande samtal skattas för alla olika tidpunkter, med
utgångspunkt från anpassad fördelning.
4.2 Generaliserade linjära modeller
Varje år har DFO/OU två intensiva undersökningsperioder, med insändningsdatum 18
juni respektive 1 november. Antal inkommande samtal ökar markant kring dessa datum.
Därför modelleras de separat. Tre modeller anpassas. Det är nödvändigt att göra ett
fördelningsantagande vid anpassning av generaliserade linjära modeller. Tidigare i resul-
tatavsnittet har vi testat vilken fördelning antal samtal följer, vilket resulterade i både
poissonfördelning och negativ binomialfördelning. Då negativ binomialfördelning är över-
vägande så används den som modellantagande för antal inkommande samtal. Samtliga
modellerna kommer att valideras med hjälp av residualanalys. De residualer som används
är deviationsresidualerna som definieras i teoriavsnittet 3.1.1.
4.2.1 Generaliserad linjär modell 1 - intensiv undersökningsperiod - juni
I avsnitt 2 redogörs för viktiga datum för den intensiva undersökningsperioden i juni,
insändningsdatum 18 juni och påminnelse 25 juni. I figur 6 nedan visas antal inkommande
samtal under den intensiva undersökningsperioden år 2013 respektive år 2014. En tydlig
trend visas med två toppar, insändningsdatumet och då påminnelsen skickats ut.
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Figur 6: Intensiv undersökningsperiod - juni
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En generaliserad linjär modell med logfunktion anpassas med start 17 arbetsdagar före
insändningsdagen och slut 20 arbetsdagar efter, vilket är de dagar då man grafiskt kan
urskilja en markant förändring i jämförelse med resterande tid. Det avrundade medelvär-
det av de två åren använts för att modellera en så verklighetstrogen modell som möjligt.
Ett Pearsons χ2-test utförs för att testa så att denna transformation fortfarande följer
negativ binomialförelning:
Pearsons χ2-test:
H0: Antal samtal ∈ NB(r;p)
H1: Antal samtal ∉ NB(r;p)
p-värde = 0.1713
H0 kan ej förkastas. Antal samtal antas vara negativ binomialfördelade.
Vi delar upp modellen i tre delar men hjälp av indikatorvariabler, dagarna före in-
sändningsdatumet, dagarna från insändningsdatumet till dagen efter påminnelsen och
resterande dagar. Som nämnt i tidigare avsnitt så består varje dag under denna period av
åtta tidspass de första 23 dagarna och sju tidspass resterande dagar. Indikatorvariabler
är därför följande:
x1 =⎧⎪⎪⎨⎪⎪⎩1,då 1 ≤ tidspass ≤ 1360,annars
x2 =⎧⎪⎪⎨⎪⎪⎩1,då 137 ≤ tidspass ≤ 1840,annars
Resterande dagar, 185 ≤ tidspass ≤ 281, tas upp av modellen då x1 = 0 och x2 = 0.
I tabell 7 nedan visas de skattade parametrarna i regressionsmodell 1. På grund av att
tidspassen är kategorivariabler låter vi tidspasset 08:00-09:00 fungera som basnivå för att
kunna testa om resterande tidspass är skilda från detta. Däremot testas övriga parametrar
(β6, . . . , β13) mot noll. De test som är signifikanta noteras i tabellen med asterisker (*).
Denna beteckningen används i hela resultatavsnittet.
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Parameter, βˆi Medelfel z-värde p-värde
Intercept 15.62 0.9588 16.290 < 2e∗10−16 ***
Tidspass 09:00-10:00 0.04397 0.07263 0.605 0.544929
Tidspass 10:00-11:00 0.2140 0.07055 3.033 0.002421 **
Tidspass 11:00-12:00 0.2397 0.07.019 3.415 0.000637 ***
Tidspass 12:00-13:00 -0.2966 0.07861 -3.773 0.000161 ***
Tidspass 13:00-14:00 0.1596 0.07129 2.238 0.025210 *
Tidspass 14:00-15:00 0.009311 0.07348 0.127 0.899157
Tidspass 15:00-16:00 -0.007527 0.08318 -0.090 0.927898
x1 -13.83 0.8940 -15.466 < 2∗10−16 ***
t -0.09219 0.008082 -11.406 < 2∗10−16 ***
x2 43.06 5.283 8.152 3.59∗10−16 ***
t2 0.0001288 0.00001755 7.343 2.09∗10−13 ***
x1t 0.08983 0.005546 16.198 < 2∗10−16 ***
x2t -0.5884 0.06580 -8.942 < 2∗10−16 ***
x2t2 0.001934 0.0002044 9.459 < 2∗10−16 ***
Tabell 7: Skattningar av GLIM 1 - juni
Den skattades modellen definieras nedan:
ln(µˆ) =βˆ0 + βˆ1T2 + βˆ2T3 + βˆ3T4 + βˆ4T5 + βˆ5T6 + βˆ6T7 + βˆ7x1 + ˆβ8t+ βˆ9x2 + βˆ10t2 + βˆ11x1t + βˆ12x2t + βˆ13x2t2⇐⇒
µˆ =eβˆ0+βˆ1T2+⋅⋅⋅+βˆ13t2
där µˆ är prediktionen av antal samtal, T är de olika tidspassen (T1=08:00-09:00,
T2=09:00-10:00, . . . ), x är indikatorvariablerna och t är tidspass i ordningsföljd (1, 2,
. . . , 281).
Residualanalys
Figur 7 nedan visar att residualerna ligger slumpmässigt kring noll och är oberoende.
Figur 8 tyder på att residualerna är normalfördelade. Ett Pearsons chi-två-test utförs för
att försäkra att antagandet är uppfyllt.
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Figur 7: Residualer från GLIM 1 - juni
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Figur 8: QQ-diagram av residualer från
GLIM 1 -juni
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Pearsons χ2-test:
H0:Residualerna ∈ N(µ,σ2)
H1:Residualerna ∉ N(µ,σ2)
p-värde = 0.2395
H0 kan ej förkastas. Residualerna antas vara normalfördelade.
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Figur 9: Residualer från GLIM 1 mot antal samtal
Figur 9 visar att residualerna har lika varians. De tre antaganden som krävs för en
bra anpassad regressionsmodell är uppfyllda. Prediktioner kan nu genomföras. I tabell 8
nedan visas prediktionerna av en dag jämfört med de observerade värdena. Symbolen ◇
indikerar att det observerade värdet faller inom de predikterade konfidensintervallet.
Tidspass Under intervallsgräns Predikterat Observerat Övre intervallsgräns
08:00-09:00 4.6158447 5.6677745 6 ◇ 6.719704
09:00-10:00 4.8914713 5.9533004 5 ◇ 7.015130
10:00-11:00 5.0529245 6.1317742 6 ◇ 7.210624
11:00-12:00 6.1638682 7.4136726 7 ◇ 8.663477
12:00-13:00 6.3577812 7.6163478 6 ◇ 8.874914
13:00-14:00 3.7053965 4.4978108 4 ◇ 5.290225
14:00-15:00 5.8611329 6.9875914 5 8.114050
15:00-16:00 5.3612937 6.4875227 5 7.613752
Tabell 8: Prediktion av den sextonde dagen före insändningsdatumet.
4.2.2 Generaliserad linjär modell 2 - intensiv undersökningsperiod
- november
I figur 10 nedan överblickas antal inkommande samtal under den intensiva undersök-
ningsningsperioden i november år 2013 respektive år 2014. En generaliserad linjär modell
med logfunktion anpassas med start 11 dagar före mätdatumet och slut 37 dagar efter.
Detta är de dagar då man grafiskt kan urskilja en markant förändring av antal inkom-
mande samtal jämfört med resterande tid. I tidigare avsnitt nämns de tre viktiga datum
undersökningen består av — mätdatumet den 15:e oktober, insändningsdatumet den 1:a
november och då påminnelsen skickas ut den 10:e november. Det är tydligt att antal sam-
tal ökar under dessa tre tillfällen. Vi delar därför upp modellen i fyra delar med hjälp av
indikatorvariabler:
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Figur 10: Intensiv undersökningsperiod - november
Under vinterhalvåret består varje dag av nio tidspass, indikatorvariabler är därför
följande:
x1 =⎧⎪⎪⎨⎪⎪⎩1,då 1 ≤ tidspass ≤ 990,annars
x2 =⎧⎪⎪⎨⎪⎪⎩1,då 100 ≤ tidspass ≤ 2010,annars
x3 =⎧⎪⎪⎨⎪⎪⎩1,då 202 ≤ tidspass ≤ 2840,annars
Resterande dagar, 285 ≤ tidspass ≤ 441, tas upp av modellen då x1 = 0, x2 = 0 och x3 = 0.
För att identifiera en lämplig modell används det avrundade medelvärdet av de två
åren för den period som innefattar observationer från 2014 och endast observationer från
2013 för resterande period. Ett Pearsons χ2-test utförs för att testa om denna transfor-
mation följer negativ binomialfördelning.
Pearsons χ2-test:
H0:Antal samtal ∈ NB(r, p).
H1: Antal samtal ∉ NB(r;p)
p-värde = 0.5630
H0 kan ej förkastas. Antal samtal antas vara negativ binomialfördelade.
I tabell 9 visas parameterskattningarna av regressionsmodell 2. Kategorivariablerna
testas liksom i regressionsmodell 1 mot basnivån, det vill säga tidspasset 08:00-09:00.
Resterande parametrar testas mot noll.
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Parameter, βˆi Medelfel z-värde p-värde
Intercept 8.469 1.317 6.431 1.2610−10 ***
Tidspass 09:00-10:00 0.2763 0.06316 4.375 1.21∗10−5 ***
Tidspass 10:00-11:00 0.3777 00.6229 6.064 1.33∗10−9 ***
Tidspass 11:00-12:00 0.3381 0.06.259 5.401 6.62∗10−08 ***
Tidspass 12:00-13:00 -0.1894 0.06795 -2.788 0.005304 **
Tidspass 13:00-14:00 0.3234 0.06269 5.158 2.49∗10−7 ***
Tidspass 14:00-15:00 0.2276 0.06352 3.582 0.000340 ***
Tidspass 15:00-16:00 -0.04801 0.06627 -0.724 0.468810
Tidspass 16:00-17:00 -0.9048 0.07980 -11.339 < 2∗10−16 ***
x1 -7.660 1.297 -5.904 3.55∗10−9 ***
t -0.03011 0.007378 -4.082 4.47∗10−5 ***
x2 -3.684 0.7.811 -4.716 2.40∗10−6 ***
t2 3.484∗10−5 1.025∗10−5 3.399 0.000677 ***
x3 29.77 3.612 8.243 < 2∗10−16 ***
x1t 0.04774 0.006438 7.416 1.21∗10−13 ***
x2t2 9.183∗10−5 1.423∗10−5 6.455 1.08∗10−10 ***
x3t -0.2500 0.02900 -8.622 < 2∗10−16 ***
x3t2 0.0005153 5.881∗10−05 8.762 < 2∗10−16 ***
Tabell 9: Skattningar av GLIM 2 - november
Den skattade modellen för den intensiva undersökningsperioden i november definieras
nedan:
ln(µˆ) =βˆ0 + βˆ1T2 + βˆ2T3 + βˆ3T4 + βˆ4T5 + βˆ5T6 + βˆ6T7 + βˆ7T8 + βˆ8T9 + βˆ9x1+ βˆ10t + βˆ11x2 + βˆ12t2 + βˆ13x3 + βˆ14x1t + βˆ15x2t2 + βˆ16x3t + βˆ17x3t2⇐⇒
µˆ =eβˆ0+βˆ1T2+⋅⋅⋅+βˆ17x3t2
där T är de olika tidspassen (T1=08:00-09:00, T2=09:00-10:00, . . . ), x är indikatior-
variblerna och t är tidspass i ordningsföljd (1, 2, . . . , 441).
Residualanalys
Figur 11 nedan visar att residualerna ligger slumpmässigt kring noll och är oberoende.
Figur 12 tyder på att residualerna är normalfördelade. Ett pearsons χ2-test utförs för att
förstärka antagandet.
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Figur 11: Residualer från GLIM 2 - november
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Figur 12: QQ-diagram på residualer från
GLIM 2 - november
Pearsons χ2-test:
H0: Residualerna ∈ N(µ,σ2)
H1:Residualerna ∉ N(µ,σ2)
p-värde = 0.2396
H0 kan ej förkastas. Residualerna antas vara normalfördelade.
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Figur 13: Residualer från GLIM 2 mot antal samtal
Figur 13 visar tecken på heteroskedasticitet. Problemet hanteras genom att residualer-
na modelleras med en GARCH(p, q)-modell. En rad olika GARCH(p, q)-modeller utförs.
AIC-värdet räknas ut och redogörs för i tabell 10 nedan.
GARCH(p, q) AIC
GARCH(0,1) 1284.434
GARCH(0,2) 1277.205
GARCH(0,3) 1273.364
GARCH(0,4) 1281.767
GARCH(1,1) 1292.042
Tabell 10: AIC-värde av GARCH(p, q) modellerna
GARCH(0,3) är modellen med lägst AIC-värde. I tabell 11 visas skattningarna av
parametrarna och vi upptäcker att endast ω och α1 är signifikanta.
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Parameter Medelfel t-värde p-värde
ω 0.65721 0.07283 9.024 < 2∗10−16 ***
α1 0.24373 0.08023 3.038 0.00238 **
α2 0.10507 0.07479 1.405 0.16007
α3 0.08162 0.05850 1.395 0.16298
Tabell 11: Skattningar av GARCH(0,3)
En modell med lägre modellordning är att sträva efter. GARCH(0,1)-modellen studeras
därför närmare. I tabell 12 visas att att alla skattade parametrar är signifikanta.
Parameter Medelfel t-värde p-värde
ω 0.79445 0.07010 11.333 < 2∗10−16 ***
α1 0.32329 0.08588 3.764 0.000167 ***
Tabell 12: Skattningar av GARCH(0,1)
Residualanalys
Figur 14 och 15 visar att residualerna i kvadrat är okorrelerade. Jarque-Bera test och
Ljung-Box test utförs även för att testa om residualerna följer normalfördelning och är
oberoende.
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Figur 14: ACF för residualerna i kvadrat från
GARCH(0,1)
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Figur 15: PACF för residualerna i kvadrat
från GARCH(0,1)
Jarque Bera test:
H0: Residualerna ∈ N(µ,σ2).
H1: Residualerna ∉ N(µ,σ2).
p-värde = 0.05244
H0 kan ej förkastas. Residualerna kan antas vara normalfördelade.
Ljung-Box test:
H0: Residualerna är oberoende
H1: Residualerna är inte oberoende
p-värde=0.4284
H0 kan ej förkastas. Residualerna kan antas vara oberoende.
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De antaganden som krävs för en GARCH(p, q)-modell är nu uppfyllda och vi kan
nu genomföra prediktioner. I tabell 13 visas prediktioner för en dag under den intensiva
undersökningsperioden jämfört med de observerade värdena. Symbolen ◇ indikerar att
det observerade värdet faller inom de predikterade konfidensintervallet.
Tidspass Undre intervallsgräns Predikterat Observerat Övre intervallsgräns
08:00-09:00 0.89229522 2.640079 2 ◇ 4.387863
09:00-10:00 1.74234892 3.544564 4 ◇ 5.346779
10:00-11:00 2.23082224 3.995652 5 ◇ 5.760481
11:00-12:00 2.09280185 3.911654 6 5.730506
12:00-13:00 0.32762179 2.351228 2 ◇ 4.374835
13:00-14:00 2.23480082 4.000088 4 ◇ 5.765376
14:00-15:00 1.95608111 3.703067 2 ◇ 5.450053
15:00-16:00 0.83410547 2.864206 4 ◇ 4.894306
16:00-17:00 -0.63316066 1.238910 4 3.110980
Tabell 13: Prediktion av tionde dagen före mätdatumet
4.2.3 Generaliserad linjär modell 3 - resterande undersökningsperiod
Figur 16 nedan visar antal inkommande samtal för den resterande undersökningsperiods-
perioden. I tidigare avsnitt förklaras att vi inte har fullständig tillgång till informationen
om pågående undersökningar för denna tidsperiod. Denna period kommer därför modelle-
ras endast med beroende på tidspass, veckodag och månad. Vi anpassar en generaliserad
linjär modell och låter varje tidspass, veckodag och månad vara indikatorvariabler som
reglerar interceptet.
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Figur 16: resterande undersökningsperiod
I tabell 15 visas parameterskattningarna av regressionsmodell 3. Samtliga variabler
är kategorivariabler och testas mot basnivån, vilket är beräknat utifrån tidspasset 08:00-
09:00, veckodagen måndag och månaden januari.
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Parameter, βˆi Medelfel z-värde p-värde
Intercept 1.755010 0.056255 31.197 < 2∗10−16 ***
Tidspass 09:00-10:00 0.222859 0.054949 4.056 5.00∗10−05 ***
Tidspass 10:00-11:00 0.425674 0.053734 7.922 2.34∗10−15 ***
Tidspass 11:00-12:00 0.249320 0.054804 4.549 5.38∗10−06 ***
Tidspass 12:00-13:00 -0.502839 0.061684 -8.152 3.59∗10−16 ***
Tidspass 13:00-14:00 0.283419 0.054584 5.192 2.08∗10−07 ***
Tidspass 14:00-15:00 0.160943 0.055406 2.905 0.003675 **
Tidspass 15:00-16:00 -0.007714 0.057749 -0.134 0.893729
Tidspass 16:00-17:00 -0.873985 0.072532 -12.050 < 2∗10−16 ***
Tisdag -0.016424 0.041974 -0.391 0.695584
Onsdag -0.110741 0.042399 -2.612 0.009005 **
Torsdag -0.134778 0.042410 -3.178 0.001483 **
Fredag -0.310544 0.043101 -7.205 5.80∗10−13 ***
Februari -0.354038 0.047435 -7.464 8.42∗10−14 ***
Mars -0.508042 0.048350 -10.508 < 2∗10−16 ***
April -0.422373 0.047622 -8.869 < 2∗10−16 ***
Maj -0.038272 0.054413 -0.703 0.481830
Juli -1.301843 0.108203 -12.031 < 2∗10−16 ***
Augusti -0.194339 0.058458 -3.324 0.000886 ***
September -0.145822 0.056830 -2.566 0.010290 *
November 0.224923 0.145198 1.549 0.121362
December -0.135743 0.049536 -2.740 0.006138 **
Tabell 14: Skattningar av GLIM 3 - resterande undersökningsperiod
Residualanalys
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Figur 17: Residualer från GLIM 3 - resteran-
de undersökningsperiod
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Figur 18: QQ-diagram av residualer från
GLIM 3 - resterande undersökningsperiod
I figur 17 och 18 visas att modellen uppfyller antaganden om oberoende och normalfördela-
de residualer. Vi utför även ett hypotestest för att försäkra antagande om normalfördelade
residualer.
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Pearsons χ2-test:
H0: Residualerna ∈ N(µ,σ2).ă
H1: Residualerna ∉ N(µ,σ2).
p-värde = 0.2748
H0 kan ej förkastas. Residualerna antas vara normalfördelade.
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Figur 19: Residualer från GLIM 3 mot antal samtal
Det tredje residualantagandet om oberoende residualer undersöks i figur 19 ovan.
Diagrammet visar tecken på heteroskedasticitet, det vill säga icke-konstant varians. Re-
sidualerna modelleras därför med en GARCH(p, q)-modell. En rad olika modeller testas
och AIC-värdet räknas ut och redogörs för i tabell 15 nedan. GARCH(3,1)-modellen har
lägst AIC-värde. Parametrarna från modellen skattas och visas i tabell 16. Alla är inte
signifikanta.
GARCH(p, q) AIC-värde
GARCH(1,1) 6945.289
GARCH(1,2) 6952.005
GARCH(2,1) 6939.774
GARCH(3,1) 6938.678
GARHC(4,1) 6939.734
GARCH(2,2) 6949.352
Tabell 15: AIC-värde av GARCH(p, q)-modeller
Parameter Medelfel z-värde p-värde
ω 5.379e-01 2.080e-01 2.586 0.00971 **
α1 1.246e-01 2.991e-02 4.166 3.1∗10−05 ***
α2 8.275e-14 4.309e-02 0.000 1.00000
α3 5.861e-02 3.663e-02 1.600 0.10956
β1 3.268e-01 2.488e-01 1.314 0.18899
Tabell 16: Skattningar av GARCH(3,1)-modell
Vi undersöker modeller med lägre modellordning och finner att alla parametrar i
GARCH(1,1)-modellen är signifikanta, vilket visas i tabell 17. Vi utför en residualana-
lys för att kunna konstatera att modellen är lämplig.
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Parameter Medelfel z-värde p-värde
ω 0.29566 0.07870 3.757 0.000172 ***
α1 0.11247 0.02547 4.416 1.00∗10−05 ***
β1 0.61749 0.09212 6.703 2.04∗10−11 ***
Tabell 17: Skattningar av GARCH(1,1)
Residualanalys
Figur 20 och 21 visar att residualerna i kvadrat är okorrelerade. Jarque Bera test och
Ljung-Box test utförs även för att testa om residualerna följer normalfördelning och ifall
de är oberoende.
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Figur 20: ACF av residualer i kvadrat från
GARCH(1,1)
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Figur 21: PACF av residualer i kvadrat från
GARCH(1,1)
Jarque Bera Test:
H0: Residualerna ∈ N(µ,σ2).
H1: Residualerna ∉ N(µ,σ2).
p-värde = < 2.2e-16 ***
H0 förkastas. Det är statistisk säkerställt att residualerna inte är normalfördelade.
Ljung-Box test:
H0: Residualerna är oberoende
H1: Residualerna är inte oberoende
p-värde=0.7381
H0 kan ej förkastas. Residualerna kan antas vara oberoende.
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Figur 22: QQ-diagram av residualerna från
GARCH(1,1)
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Figur 23: Histogram av residualerna från
GARCH(1,1)
De grafiska analyserna på residualerna tyder på att de är normalfördelade. Anledningen
till att hypotestestet förkastas kan bero på det avvikande värdet som syns i diagrammen.
Det tas bort och en ny modellering utförs.
I tabell 18 visas parameterskattningarna av regressionsmodell 3, utan avvikande värde.
Samtliga variabler är kategorivariabler och testas mot basnivån, vilket är beräknat utifrån
tidspasset 08:00-09:00, veckodagen måndag och månaden januari.
Parameter, βˆi Medelfel z-värde p-värde
Intercept 1.744161 0.055758 31.281 < 2∗10−16 ***
Tidspass 09:00-10:00 0.223186 0.054392 4.103 4.07∗10−05 ***
Tidspass 10:00-11:00 0.425943 0.053166 8.012 1.13∗10−15 ***
Tidspass 11:00-12:00 0.249493 0.054247 4.599 4.24∗10−06 ***
Tidspass 12:00-13:00 -0.502443 0.061187 -8.212 < 2∗10−16 ***
Tidspass 13:00-14:00 0.283929 0.054023 5.256 1.47∗10−07 ***
Tidspass 14:00-15:00 0.161754 0.054850 2.949 0.00319 **
Tidspass 15:00-16:00 -0.007241 0.057194 -0.127 0.89925
Tidspass 16:00-17:00 -0.936784 0.073424 -12.759 < 2∗10−16 ***
Tisdag -0.015894 0.041542 -0.383 0.70201
Onsdag -0.125917 0.042082 -2.992 0.00277 **
Torsdag -0.133717 0.041985 -3.185 0.00145 **
Fredag -0.309743 0.042686 -7.256 3.98∗10−13 ***
Februari -0.337546 0.047073 -7.171 7.47∗10−13 ***
Mars -0.491434 0.047996 -10.239 < 2∗10−16 ***
April -0.405454 0.047265 -8.578 < 2∗10−16 ***
Maj -0.024952 0.053880 -0.463 0.64329
Juli -1.287735 0.107605 -11.967 < 2∗10−16 ***
Augusti -0.181107 0.057901 -3.128 0.00176 **
September -0.129021 0.056330 -2.290 0.02200 *
November 0.238790 0.143570 1.663 0.09627
December -0.119260 0.049118 -2.428 0.01518 *
Tabell 18: Skattningar av GLIM 3 - resterande undersökningsperiod - utan avvikande
värde
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ln(µˆ) =βˆ0 + βˆ1T2 + βˆ2T3 + βˆ3T4 + βˆ4T5 + βˆ5T6 + βˆ6T7 + βˆ7T8 + βˆ9V2 + βˆ10V3+ βˆ11V4 + βˆ12V5 + βˆ13M2 + βˆ14M3 + βˆ15M4 + βˆ16M5 + βˆ17M7 + βˆ18M8
βˆ19M9 + βˆ20M11 + βˆ21M12⇐⇒
µˆ =eβˆ0+βˆ1T2+⋅⋅⋅+βˆ18M12
där T är de olika tidspassen (T1=08:00-09:00, T2=09:00-10:00, . . . ), V är de olika
veckodagarna (V1=måndag, V2=tisdag . . . ) och M är de olika månaderna (M1=januari,
M2=februari, . . . ).
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Figur 24: Residualer från GLIM 3 - reste-
rande undersökningsperiod- utan avvikande
värde
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Figur 25: QQ-diagram av residualer från
GLIM 3 - resterande undersökningsperiod -
utan avvikande värde
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Figur 26: Residualer från GLIM 3 - utan avvikande värde mot antal samtal
I figur 25 visas att residularena nu följer normalfördelningen bättre. Residualerna är
fortfarande heteroskedacitiska. Vi anpassar därför en GARCH(1,1)-modell på residualerna
igen.
Parameter Medelfel z-värde p-värde
ω 0.22061 0.06239 3.536 0.000406 ***
α1 0.11279 0.02443 4.616 3.92e-06 ***
β1 0.68486 0.07320 9.356 < 2e-16 ***
Tabell 19: Skattningar av GARCH(1,1)
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Jarque Bera Test:
H0: Residualerna ∈ N(µ,σ2).
H1: Residualerna ∉ N(µ,σ2).
p-värde = 0.3708
H0 kan ej förkastas. Det är statistisk säkerställt att residualerna är normalfördelade.
Ljung-Box test:
H0: Residualerna är oberoende
H1: Residualerna är inte oberoende
p-värde=0.9382
H0 kan ej förkastas. Residualerna kan antas vara oberoende.
De antaganden som krävs för en GARCH(p, q)-modell är nu uppfyllda. Prediktioner
kan nu genomföras. Vi visar prediktionen av en dag jämfört med det observerade värdet
i tabell 20 nedan. Även här indikerar symbolen ◇ att det observerade värdet faller inom
de predikterade konfidensintervallet.
Tidspass Undre intervallsgräns Predikterat Observerat Övre intervallsgräns
08:00-09:00 1.580644737 3.753967 1 5.927290
09:00-10:00 2.471385110 4.692657 3 ◇ 6.913929
10:00-11:00 3.648985835 5.747448 3 ◇ 7.845911
11:00-12:00 2.758262411 4.817747 3 ◇ 6.877232
12:00-13:00 0.283629880 2.271340 2 ◇ 4.259051
13:00-14:00 3.098689676 4.986540 3 ◇ 6.874390
14:00-15:00 2.537568386 4.413053 2 6.288538
15:00-16:00 1.802540423 3.726881 1 5.651222
16:00-17:00 -0.584341808 1.471128 0 ◇ 3.526598
Tabell 20: Prediktion av en tisdag i april
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5 Diskussion och slutsatser
Syftet med denna uppsats är att skapa lämpliga modeller för att prognostisera samtalsfre-
kvens utifrån tillgängliga förklarande variabler. I detta avsnitt diskuterar vi hur väl vårt
resultat uppfyller detta syfte, vilka problem detta har varit förknippat med samt diskuterar
vårt metodval för att uppnå detta.
5.1 Diskussion
I avsnitt 3.1.1 konstateras att det är nödvändigt att datamaterialets fördelning är känd
för att kunna identifiera lämpliga generaliserade linjära modeller. Detta går att finna
exempel på när vi testar att betinga på samtliga tidsvariabler — månad, veckodag och
tidspass. Då man vet fördelningen är det möjligt att skatta parametrar och därefter be-
räkna sannolikhetsfunktionerna för de möjliga utfallen. Dessa skattningar förser oss alltså
med fullständig information gällande sannolikheterna för de olika utfallen. Denna infor-
mation är intressant då den beskriver materialets karaktär. Man kan till exempel dra
slutsatsen att vedertagen teori gällande fördelning av inkommande samtal är uppfylld
med korrigering för överspridning. Ur praktisk synvinkel är informationen värd att stu-
dera, då den kan användas för att prognostisera antal inkommande samtal. Dock skulle
en sådan ansats till prognostisering vara mycket omständig att använda eftersom det be-
hövs sannolikhetsfunktioner för samtliga möjliga betingningar av de 8-10 tidspassen, de
fem veckodagarna och de tolv månaderna. Eftersom syftet med uppsatsen är att anpas-
sa lämpliga och användbara modeller skulle vi därför rekommendera att de anpassade
regressionsmodellerna är att föredra.
I avsnitt 4.1 visas att det är rimligt att generalisera gällande datamaterialets fördel-
ning, vilket kan utnyttjas vid anpassning av regressionsmodeller. Vi konstaterar då att
det är lämpligt att modellera utifrån att responsvariabeln antal samtal är negativ bino-
mialfördelad, då större delen av materialet följer detta.
Utifrån materialets karaktär där de intensiva undersökningsperioderna tydligt går att
urskilja anpassar vi tre olika modeller som fångar upp olika tidsperioder under året –
de båda intensiva undersökningsperioderna i november och juni samt resterande under-
sökningsperiod. Vid anpassning av samtliga generaliserade linjära modeller antas nega-
tiv binomialfördelning då denna visats gälla för övervägande delar av datamaterialet. På
grund av generaliseringen av fördelning kan modellerna vara något felspecificerad för vissa
tidsintervall. Detta anser vi dock vara försumbart enligt vår metodansats, där vi konsta-
terar att ingen modell är fullständigt korrekt men olika modeller är olika användbara. De
modeller vi slutgiltigt anpassat är samtliga de som kan anses vara mest användbara vid
prediktion av antal inkommande samtal.
Som beskrivs i avsnitt 2 har vi inte haft fullständig tillgång till information gällande
vilka undersökningar som pågår vilka tider, utöver de två mest intensiva undersöknings-
perioderna. Vi har på grund av detta varit tvungna att anta månadsberoende för att
modellera resterande undersökningsperiod. Dessutom påverkas modellbygget av att vår
observationsserie slutar den 3 november 2014, vilket är mitt i den intensiva undersök-
ningsperioden i november detta år. Vi har alltså endast ett observationsvärde de sista
22 arbetsdagarna för denna period. Det är problematiskt eftersom modellerna som an-
passats inte har kunnat fånga upp all variation av antal samtal. Det tar sig uttryck
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i icke-konstant varians, vilket har hanterats genom att skatta variansen med hjälp av
GARCH(p, q)-modeller. Variansen från GARCH(p, q)-modellerna används för att skapa
mer precisa konfidensintervall. I de följande delavsnitten går vi närmare in på de identi-
fierade modellerna.
Regressionsmodell 1 - intensiv undersökningsperiod - juni
Vi har lyckats anpassa en lämplig modell utan systematiska fel. Samtliga tre residualan-
taganden är uppfyllda – de är oberoende och normalfördelade med konstant varians och
konstant medelvärde kring noll. Det finns inte heller några avvikande värden som bör
undersökas närmare.
Regressionsmodell 2 - intensiv undersökningsperiod - november
Residualanalysen för denna modell visar att antagandena om oberoende och normalfördel-
ning är uppfyllda. Dock visar analysen på att variationen i denna tidsserie inte är konstant,
vilket är ett tecken på systematiska fel. Vi hanterar detta genom att modellera residua-
lerna med hjälp av en GARCH(p, q)-modell. Denna uppfyller de residualantaganden som
gäller för GARCH(p, q)-modeller – residualerna är oberoende och har identisk fördelning.
Kombinationen av att punktskatta antal inkommande samtal med regressionsmodellen
och beräkna konfidensintervallet med GARCH(p, q)-modellen är därmed lämpligast.
Regressionsmodell 3 - intensiv undersökningsperiod - resterande undersök-
ningsperiod
Liksom föregående modell är antagandena om oberoende och normalfördelade residualer
uppfyllda medan residualerna uppvisar icke-konstant varians. Man kan alltså även här
urskilja tecken på systematiska fel. Detta kommer sig troligtvis av att information om
pågående undersökningar inte är tillgänglig. Istället har månadsberoende använts som
förklarande variabel. Även i detta fall hanterar vi variansproblemet genom att modellera
residualerna med hjälp av en GARCH(p, q)-modell. Residualanalysen av GARCH(p, q)-
modellen visar att antagandet om normalfördelade residualer inte är signifikant uppfyllt.
Eftersom det finns ett avvikande värde testar vi att stryka detta ur materialet och en
ny regressionsmodell anpassas. Även denna modell uppvisar icke-konstant varians. En
ny GARCH(p, q)-modell anpassas, nu med alla residualantagandena uppfyllda. Vi anser
därmed denna kombinerade regressions- och GARCH(p, q)-modell vara lämpligast.
5.2 Slutsatser
Vi rekommenderar DFO/OU att använda följande modeller för att prognostisera antal
inkommande samtal. Konfidensintervallen är så pass komplexa att de bör beräknas med
statistisk programvara.
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Regressionsmodell 1 - intensiv undersökningsperiod - juni
ln(µˆ) =15.62 + 0.0440T2 + 0.2140T3 + 0.2397T4 − 0.2966T5 + 0.1596T6 + 0.0093T7− 0.0075T8 − 13.83x1 − 0.0922t + 43.06x2 + 0.0001t2 + 0.0898x1t− 0.5884x2t + 0.0019x2t2
Regressionsmodell 2 - intensiv undersökningsperiod - november
ln(µˆ) =8.469 + 0.2763T2 + 0.3777T3 + 0.3381T4 − 0.1891T5 + 0.3234T6 + 0.2276T7− 0.0480T8 − 0.9048T9 − 7.660x1 − 0.0301t − 3.684x2 + 0.0003t2 + 29.77x3+ 0.0477x1t + 0.00009x2t2 − 0.2500 + x3t + 0.0005x3t2
Regressionsmodell 3 - intensiv undersökningsperiod - resterande undersök-
ningsperiod
ln(µˆ) =1.7442 + 0.2232T2 + 0.4259T3 + 0.2495T4 − 0.024T5 + 0.2839T6 + 0.1618T7− 0.0072T8 − 0.0159V2 − 0.1259V3 − 0.1337V4 − 0.3097V5 − 0.3375M2− 0.4914M3 − 0.4054M4 − 0.0249M5 − 1.2877M7 − 0.1811M8− 0.1290M9 + 0.2388M11 − 0.1192M12
där T är de olika tidspassen (T1=08:00-09:00, T2=09:00-10:00, . . . ), V är de oli-
ka veckodagarna (V1=måndag, V2=tisdag . . . ), M är de olika månaderna (M1=januari,
M2=februari, . . . ), x är indikatorvariblerna och t är tidspass i ordningsföljd (1, 2, . . . ).
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A Appendix
Räknare Dag / Tidpunkt 00-08 08-09 09-10 ⋯ 18-19 19-24 SummaPerDag
1 29-nov-12 2 9 1 ⋯ 0 0 56
2 30-nov-12 0 3 5 ⋯ 0 0 56⋮ ⋮ ⋮ ⋮ ⋮ ⋯ ⋮ ⋮ ⋮
705 3-nov-14 4 23 41 ⋯ 0 0 256
Tabell 21: Ursprungligt datamaterial — antal inkommande samtal
Trettondag jul Midsommarafton
Långfredag Julafton
Annandag påsk Juldagen
Första maj Annandag jul
Kristi Himmelsfärdsdag Nyårsafton
Sveriges nationaldag Nyårsdagen
Tabell 22: Strukna observationer — Röda dagar
Vintertider (08.00 - 16.30, observation 08.00 - 17.00)○ 1 september - 30 april 2013○ 1 september - 30 april 2014
Sommartider (08.00 - 16.00)○ 1 maj - 23 juni 2013○ 19 augusti - 31 augusti 2013○ 1 maj - 22 juni 2014○ 18 augusti - 31 augusti 2014
Semestertider (08.00 - 15.00)○ 24 juni - 18 augusti 2013○ 23 juni - 17 augusti 2014
Tabell 23: Öppettider
I
