Population genetic modeling can enhance Bayesian phylogenetic inference by providing a realistic prior on the distribution of branch lengths and times of common ancestry.The parameters of a population genetic model may also have intrinsic importance, and simultaneous estimation of a phylogeny and model parameters has enabled phylodynamic inference of population growth rates, reproduction numbers, and effective population size through time. Phylodynamic inference based on pathogen genetic sequence data has emerged as useful supplement to epidemic surveillance, however commonly-used mechanistic models that are typically fitted to non-genetic surveillance data are rarely fitted to pathogen genetic data due to a dearth of software tools, and the theory required to conduct such inference has been developed only recently. We present a framework for coalescent-based phylogenetic and phylodynamic inference which enables highly-flexible modeling of demographic and epidemiological processes. This approach builds upon previous structured coalescent approaches and includes enhancements for computational speed, accuracy, and stability. A flexible markup language is described for translating parametric demographic or epidemiological models into a structured coalescent model enabling simultaneous estimation of demographic or epidemiological parameters and time-scaled phylogenies. We demonstrate the utility of these approaches by fitting compartmental epidemiological models to Ebola virus and Influenza A virus sequence data, demonstrating how important features of these epidemics, such as the reproduction number and epidemic curves, can be gleaned from genetic data. These approaches are provided as an open-source package PhyDyn for the BEAST phylogenetics platform. Introduction 1 Mechanistic models guided by expert knowledge can form an efficient prior on epidemic 2 history when conducting phylodynamic inference with genetic data [1]. Parameters 3 estimated by fitting mechanistic models, such as the reproduction number R 0 , are 4 important for epidemic surveillance and forecasting. Compartmental models defined in 5 terms of ordinary or stochastic differential equations are the most common type of 6 mathematical infectious disease model, but in the area of phylodynamic inference, 7 non-parametric approaches based on skyline coalescent models [2] or 8 sampling-birth-death models [3] are more commonly used. Methods to translate 9 compartmental infectious disease models into a population genetic framework have been 10 developed only recently [4-8]. We address the gap in software tools for epidemic 11 modeling and phylogenetic inference by developing a BEAST package, PhyDyn, which 12 includes a highly-flexible mark-up language for defining compartmental infectious 13 1/22 disease models in terms of ordinary differential equations. This flexible framework 14 enables phylodynamic inference with the majority of published compartmental models, 15 such as the common susceptible-infected-removed (SIR) model [9] and its variants, 16 which are often fitted to non-genetic surveillance data. The PhyDyn model definition 17 framework supports common mathematical functions, conditional logic, vectorized 18 parameters and the definition of complex functions of time and/or state of the system. 19
coalescent models. In a general compartmental model, neither the effective population 48 size nor migration rate between demes need be constant, and in more general 49 frameworks, coalescence is also allowed between lineages occupying different demes. The 50 package includes a flexible mark-up language for compartmental models including 51 common mathematical functions making it simple to develop models which incorporate 52 seasonality or which deviate from the simplistic mass-action premise of basic SIR 53 models. The PhyDyn model mark-up language supports vectorised parameters (e.g. an 54 array of transmission rates or population sizes) and simple conditional logic statements, 55 so that epidemic dynamics can change in a discrete fashion, such as from year to year or 56 in response to a public-health intervention. Commonly used phylogeographic models
The elements F kl (· · · ) describe the rate that new individuals in deme l are generated by individuals in deme k. For example, this may represent the rate that infected hosts of type k transmit to susceptible hosts of type l. The elements G kl (· · · ) represent the rate that individuals in deme k change state to type l, but these rates do not describe the generation of new individuals. With the above functions defined, the dynamics of Y (t) can be computed by solving a system of m + m ordinary differential equations:
The PhyDyn package model markup language requires specifying the non-zero 80 elements of F (t), G(t) and µ(t). There are multiple published examples of simple 81 compartmental models developed in this framework [18] [19] [20] [21] [22] [23] . In the following sections, 82 we give examples of simple compartmental models related to infectious diease dynamics 83 and show how these models can be defined within this framework. We provide examples 84 of models fitted to data from seasonal human Influenza virus and Ebola virus as well as 85 a simulation study. 86 Seasonal human Influenza model 87 We model a single season of Influenza A virus (IAV) H3N2 and apply this model to 102 HA-1 sequences collected between 2004 and 2005 in New York state [24, 25] . We build on a simple susceptible-infected-recovered (SIR) model which accounts for importations of lineages from the global reservoir of IAV, which we will see is a requirement for good model fit to these data ( Figure 1 ). This model has two demes: The first deme corresponds IAV lineages circulating in New York, and the second deme corresponds to the global IAV reservoir. The global reservoir will be modeled as a constant-size coalescent process. Within New York state, new infections are generated at the rate βI(t)S(t)/N where β is the per-capita transmission rate, I(t) is the number of infected and infectious hosts, S(t) is the number of hosts susceptible to infection, and N = S + I + R is the population size. R(t) denotes the number of hosts that have been 3/22 infected and are now immune to this particular seasonal variant. With the above definitions, we define the matrix-valued function of time:
Note that births within the reservoir do not vary through time and depend on the 88 effective population size in that deme N r .
89
Additionally, we model deaths from the pool of infected using
Births balance deaths in the reservoir population.
90
Finally, we model a symmetric migration process between the reservoir and New York:
where η is the per-capita migration rate. Note that migration between the reservoir and 91 New York are balanced and do not effect the dynamics of I(t) over time.
92
These three processes lead to the following differential equation for the dynamics of We develop a susceptible-exposed-infected-recovered (SEIR) model ( Figure 1 ) for the 105 2014-2015 Ebola Virus (EBOV) epidemic in Western Africa and apply this model to 106 phylogenies previously estimated by Dudas et al. [27] . Phylogenies estimated by Dudas 107 are randomly downsampled to n = 400 to alleviate computational requirements.
108
According to the SEIR model, infected hosts progress from an uninfectious exposed state (E) to an infectious state (I) at rate γ 0 which influences the generation-time distribution of the epidemic. Infectious hosts die or recover at the rate γ 1 . The SEIR model has the following form:
where β(t) is the per-capita transmission rate. In a typical mass-action model, we would 109 have β(t) ∝ S(t)/(S(t) + E(t) + I(t) + R(t)), however in order to demonstrate the 110 flexibility of this modeling framework, we will instead use a simple linear function, 111 β(t) = at + b, and in general a wide variety of parametric and non-parametric functions 112 could be used within the BEAST package to model the force of infection.
113
There are two demes in this model corresponding to the potential states of an infected hosts. The birth matrix with demes in the order (E, I) is
The migration matrix encapsulates all processes which may change the state of a lineage without leading to coalescence of lineages, and this includes progression from E to I:
And finally removals are modeled using
Note that the parametric description of β(t) does not require us to model dynamics of 114 S(t) or R(t).
115
The parameters estimated and priors for this model are In order to reconstruct an epidemic trajectory which closely matched the absolute numbers of cases through time, we include additional variables that could influence the relationship between effective population size and the true number of infected hosts. For this purpose we developed a second EBOV model which included higher variance in the offspring distribution, reasoning that a higher variance in the number of transmissions per infected case would lead to higher estimates of the epidemic size [28] . The superspreading model ( Figure 1 ) includes two infectious compartments, I l and I h , with per-capita transmission rates β(t) and τ β(t) respectively. The factor of τ > 1 represents 5/22 a transmission risk ratio for the second infectious deme. We specify that a constant fraction p hr progress from E to I h , with the remainder going to I l . With demes in the order (E, I l , I h ), the birth, migration, and death matrices for the superspreading model are as follows:
Additional parameters and priors for the superspreading model are We developed a simulation model with four demes in order to evaluate the ability of BEAST to identify and estimate birth rates, migration rates, and transmission risk ratios. This model includes two types of hosts, with low and high transmission risk. Additionally, each type of host progresses through two stages of infection, where the first stage is short but has higher transmission rate. The four demes are denoted Y 0l , Y 1l , Y 0h , Y 1h where the first subscript denotes stage of infection and the second subscript denotes transmission risk level. The birth matrix is
In this model, a proportion p l of all transmissions go to the low risk group. Transmissions from stage 1 are proportional to the transmission risk ratio w 0 > 1. Transmissions from the high risk group are proportional to the transmission risk ratio
normalizes the proportion of transmissions attributable to each deme. The variable f (t) gives the total number of transmissions per unit time, and for this we use a SIRS model:
is the number susceptible governed by the following equatioṅ
and η is the per-capita rate of non-disease related mortality.
125
The migration matrix captures the disease stage-progression process:
The death matrix is
To generate simulated data, we simulated epidemics using Gillespie's exact algorithm 126 over a discrete population and an initial susceptible population of two thousand 127 individuals. A random sample of n = 250 was collected between times 100 and 250 and 128 the history of transmissions was used to reconstruct a genealogy. BEAST PhyDyn was 129 then used to estimate In this section we review the approximate structured coalescent model described in [5] 143 and describe extensions designed to improve accuracy and reduce computational cost. A 144 complete description of the structured coalescent, likelihood calculations, and 145 approximations made in this framework are contained in the Supporting Information.
146
The probability that a lineage i in a bifurcating rooted genealogy G is in deme 147 k ∈ 1 : m at time t will be denoted p ik (t). Usually the state of a lineage will be 148 observed at the time of sampling t i , so that p ik (t i ) is a point density. We compute the 149 likelihood by solving a system of differential equations for the ancestral states 150 p 1:(2n−2),1:m and computing the expected coalescent rate between each pair of lineages. 151 Let A(t) denote the set of extant lineages at time t. The expected number of 152 lineages in each deme as a function of time is A k (t) = i∈A(t) p ik (t).
153
Given lineages i and j ∈ A(t), we model the rate of coalescence between the pair of lineages as a function of the ancestral state vectors p i,1:m (t) [5, 29] . Justification for this modeling approach is provied in the supporting information.
This matrix describes the rate that a lineage in deme k coalesces with a lineage in deme l as a result of birth events from the former to the latter. Note that λ ij = λ ji . The total rate of coalescence at time t is
The probability p(G|M) of a given labeled genealogy given a demographic history M = (F, G, Y ), described in previous publications [5, 29] , is that of a point process with intensity λ(t) multiplied by the the multinomial density with probabilities λ ij (t)/λ(t) for all pairs of lineages i and j which coalesce. The form of this likelihood is further reviewed in the supporting information. Approximations to the structured coalescent differ in how ancestral state vectors are derived. In [5] in 2012, the following approximation (denoted "com12") was presented which required the solution of the following differential equations:
in equation 16 , which was an approximation intended to account for the fact that only lineages not ancestral to the sample could cause a lineage to change state without resulting in coalescence. The form of this equation was found to provide an accurate approximation to the lineages through time in [5] , when solving the system of equations
A drawback of the com12 model is that it does not condition on all possible events that lineage i may experience during its evolution; namely it does not condition on the observation that no coalescent events occurred during an internode interval. Consequently, this model tends to overestimate the probability that a lineage occupies a deme with a high coalescent rate. This issue was thoroughly explored in a recent investigation by Muller et al. [30] in the special case of phylogeographic models (diagonal F (t), constant rates, constant population size). A preliminary model which addresses this issue in was also introduced by Volz in the rcolgem R package [31] , and we build on the approach developed therein which explicitly computes the cumulative probability that lineage i has coalesced (see Supporting Information). To make this model tractable, we make the approximation that the marginal probabilities of each pair of lineages are independent. In other words, we make the approximation that the probability that lineage i is in deme k is independent of the probability that a different extant lineage j is in deme l. Letp i represent an augmented state vector with m + 1 elements wherep i,m+1 represents the probability that lineage i has coalesced. Note that m + 1 is an absorbing state which increases at the rate λ i· (t). In the Supporting Information, we show:
The first line represents a change in deme from l to k (due to birth or migration), the 154 second line represents change from deme k, and the last line accounts for coalescence of 155 lineage i.
156
Note that if the rate of coalescence is non-zero over the history a lineage, m k=1p ik < 1. If the ancestor node of a lineage i occurs at a time τ , we derive p i (τ ) by renormalizing the distribution computed from equation 18, which provides the state vector conditional on the event that no coalescence was observed:
Unfortunately, the system of equations 18 can be slow to solve since it requires recursion over extant lineages (twice) and m + 1 ancestral states. We therefore provide an additional approximation which greatly reduces computational cost and is closely related to the approach described in [5] . We define Q(t, T ) to be the m × m matrix of transition probabilities such that
andp f ast i provides the length m unormalized state vector analaogous top i above. This vector can be renormalized so that p f ast ik =p f ast ik /|p f ast i |. We can also approximate the number of lineages in each deme over the interval using
where t < τ < T . Finally, we can modify equation 18 to use the vector A(τ ), avoiding the need to sum over extant lineages. The following matrix provides transition rates between states.
Note that the diagonal of the rate matrix also includes the approximate rate that a 157 lineage will coalesce given that it begins the internode interval in each of the m demes. 158 Thus this is a 'leaky' Markov process and the probabilities in each column of Q will not 159 in general sum to one.
160
Initally Q(t, t) = I is the identity matrix. The matrix Q(t, T ) is computed by solving the equations
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Therefore only m 2 differential equations need to be solved over every internode interval. 161 Note that the rate of coalescence in equation 21 exceeds that in 18, so that this fast 162 approximation will slightly over-estimate the probability that a lineage coalesces over an 163 interval. 164 We will denote the model based on equations 18 comP and the model based on We estimated the reproduction number R 0 = 1.16 (95%CI: 1.07-1.30). This value is 196 similar to many previous estimates based on non-genetic data for seasonal influenza in 197 humans which according to the recent review in [32] have an interquartile range of 
Ebola virus in Western Africa

202
We applied the SEIR and superspreading-SEIR models to Ebola virus phylogenies based 203 on data first described by [27] and subsequently analyzed in [34] . These phylogenies 
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analysis by [27] and extracted a subtree based on sampling four hundred lineages at 207 random. The BEAST PhyDyn package was used to fit the models with fixed tree 208 topologies and branch lengths. We also ran the analysis using a fixed tree estimated by 209 maximum likelihood and the treedater R package as described in [34] , finding similar 210 results. 211 We estimated similar reproduction numbers using both models. With the SEIR 212 model, we estimate R 0 = 1.47(95%CI: 1.41-1.53) . With the superspreading-SEIR model, 213 we estimate R 0 = 1.52(95%CI:1.48-1.54). Note that uninformative priors were used for 214 parameters determining R 0 . As anticipated, the model fits provide substantially 215 different estimates of the cumulative number of infections. Figure 4 shows the estimated 216 cumulative infections through time using both models alongside the cumulative number 217 of cases reported by WHO and compiled by the US CDC [34] . Both models provide 218 similar estimates regarding the relative numbers infected through time and the time of 219 epidemic peak. Using the superspreading model, the time of peak incidence is estimated 220 to have occurred on November 25, 2014. According to WHO reports, this occurred only 221 three days later on November 28 ( Figure 5 . yielding larger estimates for the number infected [28] . We estimate the transmission risk 227 ratio parameter (ratio of transmission rates between high and low compartments) to be 228 8.1 (95%CI: 6.68-10.73). This implies that a minority of 10% of infected individuals are 229 responsible for 43%-54% of infections.
230
Formal model comparison methods such as Bayesian stepping-stone approaches [35] 231 are not yet supported by the PhyDyn package, but we note that a much higher mean 232 posterior likelihood was found using the superspreading model (-1006.9) than with the 233 SEIR model (-1068.5). rates, and discrete changes in migration or coalescent rates in response to perturbation 242 of the system (e.g. a public health intervention). The package also provides a means of 243 utilizing non-geographic categorical metadata which is usually not considered in 244 phylodynamic analyses, such as clinical or demographic attributes of patients in a viral 245 phylodynamics application [19] . 246 We have demonstrated the utility of this framework using data from Influenza and 247 Ebola virus epidemics in humans, finding epidemic parameters and epidemic trajectories 248 consistent with other surveillance data. In both of these examples, simple structured 249 models were fitted, but notably without using any categorical metadata associated with 250 sampled sequences. This demonstrates potential advantages of structured coalescent 251 modeling even in the absence of informative metadata. In the case of human Influenza 252 A virus, the fitted model included a deme which accounted for evolution in the 253 unsampled global influenza reservoir, which allowed estimation of epidemic parameters 254 within the smaller sub-region which was intensively sampled. The use of a parametric 255 mass-action model allowed PhyDyn to correctly detect the time of epidemic peak and 256 13/22 epidemic decline, whereas non-parametric skyline methods did not detect epidemic 257 decline in this case. And in the application to the Ebola virus epidemic in Western 258 Africa, models included un-sampled 'exposed' categories which accounted for realistic 259 progression of disease among patients, as well as a 'super-spreading' compartment which 260 accounted for over-dispersion in the number of transmissions per infected case.
261
In developing PhyDyn, the focus has been on developing a highly flexible framework 262 which is also computationally tractable for moderate sample sizes and model complexity. 263 But flexibility and computational efficiency has come at the cost of some realism, 264 notably in the deterministic nature of the models included in this framework. Future 265 extensions may utilize stochastic epidemic models such as those described by [29] . 266 Other directions for future development include semi-parametric modeling, such as 267 models with a spline-valued force of infection [22] or models utilizing Gaussian 268 processes [36] , and approaches for utilizing continuous-valued metadata [37] . 269 
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Supporting information 270
Structured coalescent likelihood and approximations 271 The structured coalescent defines a discrete Markovian stochastic tree-building process 272 in retrospective/continuous time [38] . In it's most general form, the process defines the 273 potentially time and state dependent rates that 1) a lineage changes demes and 2) the 274 rate of 'coalescence', i.e. the rate that two or more lineages form a single lineage at a 275 node. In this section, we explain how the (F, G, Y ) model-based coalescent is related to 276 the more general process and approximations involved in computing the fast likelihood. 277 We consider a structured coalescent for a bifurcating genealogy that has the following 278 events and rates:
279
Deme change. A lineage changes deme from k to l at the rate M kl (t).
280
Coalescence. A lineage in deme k 'gives birth' to a lineage in deme l at the rate 281 φ kl (t) giving rise to an ancestor lineage in deme k.
282
The vast majority of previous work on these models has been focused on 283 phylogeographic applications and therefore consider only the special case φ kl = 0 if 284 k = l, i.e. lineages only coalesce if they are co-located in the same deme. In these 285 models, we depart from the usual approach and specify different coalescence rates φ kl 286 and φ lk which yield different types of ancestor lineages if k = l. Note that the total rate 287 of coalescence of a lineage i in deme k and a lineage j in deme l would be φ kl + φ lk .
288
Most previous work has also focused on the special case of constant rates, so that M 289 and φ are independent of time. Epidemiological and ecological models will often have 290 both time-dependent rates and non-zero off-diagonal elements in φ.
291
At any time in the course of the tree-building process, a set of 'extant' lineages A(t) 292 with cardinality A(t) will have configuration S(t) = (s 1 , · · · , s A(t) ) where s i ∈ 1 : m is 293 an integer index of m demes. We will also use the notation A k (t) to denote the number 294 of extant lineages in deme k. The likelihood of a genealogy under the structured 295 coalescent is defined as that of a point process with competing rates for different types 296 of events (coalescence or deme-change). Note that we will also allow rates of coalescence 297 and deme-change to be time and state-dependent. The probability density of a 298 genealogy produced by this process is easily computed provided that the configuration 299 S(t) is known at all time points [12, 15] . 300 Additional notation is required to specify this density:
301
In a rooted bifurfacting genealogy with n tips, there are 2n − 2 lineages. We index 302 these such that i ∈ 1 : n corresponds to terminal branches of the genealogy, and 303 i ∈ (n + 1) : (2n − 2) is ancestral to an internal node of the tree. T S = (t 1 , · · · , t n ) denotes times of sampling. We assume the state at time of The initial deme is k and the deme 314 following the change is l. 315 
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Let T = (t 1 , · · · , t N ) denotes the ordered sequence of all event times (sampling, 316 migration, or coalescence) in the tree building process.
317
Note that the total coalescence rate between lineages i and j given known lineage-deme configuration S is
We can define the cumulative hazard of migration or coalescence between consecutive time points in T . Note that the configuration S is fixed during this period, but migration and coalescence rates may vary. The cumulative hazard over an interval is:
The joint probability density of the genealogy and deme-configuration S(t) can now be defined:
The first line provides the probability of no events occurring in each internode interval, 318 the second and third lines provide the rates of each coalescent and deme-change event, 319 and the last line describes the density of the sample times and sample states [39] ; in 320 most applications there is not a model of the sampling process or prior information to 321 establish this density, and it is not included.
322
Since in practice the configurations S(t) are not observed except at times of sampling, estimation of migration rates and/or effective population sizes then requires a strategy for marginalizing over latent S(t), and this is typically done by MCMC simulation [15] . This entails a large computational cost of integrating over a vary large configuration space [17] , so instead we pursue a strategy of developing equations to marginalize over lineage states and will derive an approximate likelihood in terms of the probability that a lineage is in a particular deme. Our strategy is to derive equations for p ik (t) = p(s i (t) = k) at all times t over the history of each lineage i. Deriving equations for the joint probability of s i and s j is complicated, so we make the simplifying approximation that the conditional probability of state j is equal to the marginal: p(s j = l|s i = k) ≈ p(s j = l). We may then compute rates of deme-change for lineage i and the rate of coalescence of i with all other lineages. Where the configuration is unknown, we have 
= p i Φp j + p j Φp i
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We compute the cumulative hazard of coalescence in internode intervals as before, but considering only times of sampling and times of coalescence. In contrast to the above equation for Ω i |S, the lineage configuration will change over the course of each internode interval. The symbol S(t) denotes the set of all possible lineage-deme configurations at time t and p(S(t)) is the marginal probability of a particular configuration S.
We introduce the indicator function I(x = y) which evaluates as one if and only if x equals y and is zero otherwise. Rearranging the order of summation (27) Recognizing that p(s i = k)p(s j = l|s i = k) = S∈S(t) p(S(t))I(s i = k)I(s j = l) , we can simplify the preceding:
Thus we can avoid computing the full intractable density p(S(t)) and use the 323 approximation for λ ij (t) in equation 25 provided that we can solve for the marginal 324 probabilities p(s i = k) and it is shown how to do that below.
325
Marginalising over all possible configurations in S(t), the density of a genealogy is
We now derive a system of m + 1 equations for the probability p ik (t) = p(s i (t) = k). 326 These equations are defined in terms of the (F, G, Y ) model decomposition and the 327 reader should review the main text and reference [5] for how this works. As stated here, 328 these equations are self-conistent, and it is only of importance that the rates of different 329 migration and coalescent events through time are pre-specified. The events which can 330 modify the deme of lineage i when tracing its history backwards in time are 331 Migration. Lineage i will move from deme k to l at a rate G lk (t)/Y k (t).
332
Birth. A lineage not ancestral to the sample (not represented by a lineage in the 333 tree) may give birth to lineage i. The deme of lineage i would then be the deme of 334 the lineage which gave birth to i. 335 
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Coalescence. We must condition on the event that no coalescence is observed over 336 each internode interval. 337 We find it necessary to distinguish between birth events which result in coalescence and birth events which will not. Note that this is not usually required in phylogeographic coalescent models because birth events would not result in deme change but only in potential coalescence. Collecting the first two types of events which change the deme of a lineage, we can define the following time dependent migration matrix for lineage i:
This provides the rate that lineage i migrates from deme k to l at time t. As above, the joint density for s i and s j is not tractable, so we use the approximation
To account for the effect of coalescence on evolution of the state vector p i (t), we instead develop equations for the augmented state vectorp i (t), which has m + 1 elements and wherep i,m+1 (t) represents the probability that lineage i has coalesced at some time t < t. If t i represents the initial time of lineage i (the most recent time that i exists on forward time axis), we havẽ p ik (t) = p ik (t i ) k < m + 1 andp i,m+1 (t i ) = 0. This vector provides the marginal probability of a 'leaky' continuous time Markov process with m + 1 states, where m + 1 is an absorbing state. To retrieve the state vector conditioning on no coalescent event having occured, we use the identity p ik (t) =p ik (t)/(1 −p i,m+1 (t)) if k < m + 1
The forward equations for the evolution ofp i are found by tabulating the effects of migration, birth, and coalescent events outlined above: 
+O(∆t)
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Computing the limit ∆t → 0 gives the sytem of differential equations in the main text. 338 Note that the state vector p j is used instead ofp j when computing rates of coalescence 339 since we must condition as well on no coalescent event having occured on lineage j.
340
The 'initial' state of a lineage following coalescence is found according to the model in [5] . If i and j coalesce at a lineage a, p ak (t) is the probability that i was in state k and gave birth to l or vice versa: p ak (t a ) = m l φ kl (p ik (t a )p jl (t a ) + p il (t a )p jk (t a )) /λ ij (t a ) 
