Linear half space problems can be used to solve domain decomposition problems between Boltzmann and aerodynamic equations. A new fast numerical method computing the asymptotic states and outgoing distributions for a linearized BGK half-space problem is presented. Relations with the so-called variational methods are discussed. In particular, we stress the connection between these methods and Chapman-Enskog type expansions.
Introduction
The Boltzmann equation and the more classical gas dynamics equations (such as Euler or Navier-Stokes equations) are used to model hypersonic gas ows. Numerical simulations of such ows are useful in the design of space vehicles, especially in understanding the behavior of the early phases of reentry ights. Such ows are usually far from any kind of local equilibrium states: real gas e ects (and the so many di erent degrees of freedom involved such as rotational and vibrational energies) as well as the importance of chemical reactions in the energy balance on the vehicle surface demand that variants of the Boltzmann equation be used as rst principle equations instead of the Euler or Navier-Stokes equations. However, when the mean free path of molecules becomes small, all numerical methods for the Boltzmann equation become exceedingly espensive in computing time. Therefore, gas dynamics equations should be used whenever possible | in other words, near local equilibrium states in situations where the local mean free path is small and outside of shock and boundary layers. These considerations prompt the use of domain decomposition strategies, where the Boltzmann equation is to be solved only in regions others than those mentioned above. Once the regions described by the gas dynamics equations are determined, the next major problem is the matching of the Boltzmann domain with the Euler or Navier-Stokes domain. This question is far from being an easy one, as the equations to couple and the numerical schemes used to solve them are of very di erent nature. For numerical work on the coupling of Boltzmann-and gas dynamics equations, see (among other references) Bourgat et al. 3] , Lukschin et al. 16] . A more re ned approach to nd the correct coupling conditions is given for example by Illner and Neunzert 12] .
1
The problem that we address in this article is to nd as explicit as possible and yet accurate matching relations between the kinetic and gas dynamics regions. We con ne our investigations to the case of an ideal gas, since our problem seems open even in this case. Yet, it is beyond doubt that some of the methods and ideas used here could be adapted to more realistic models. As a general principle, the matching can be done by modelling the interface region by a transition layer where some \intermediate equation" (e.g., the linearized Boltzmann equation) is solved, see Golse 9] and Klar 14] . We assume this layer to have slab symmetry, that is, the particle distribution is constant on surfaces parallel to the interface. (This is generically the case whenever the curvature of the interface is small compared to the reciprocal of the mean free path). Hence, the space coordinate reduces to x, the distance to the interface. After scaling it like x , where is the order magnitude of the mean free path, one has to solve the following equation where u is the component of the bulk velocity normal to the interface, L the Boltzmann operator linearized around some local Maxwellian and k the distribution function computed in the Boltzmann region. This problem should be solved at each interface \cell" or \mesh". A direct solution by any kind of iterative method seems much too expensive to do this. In fact, one is not really interested in the full solution: the only objects of interest are the asymptotic states, i.e. '(1; v) and the outgoing distribution '(0; v); v 1 + u < 0. Indeed, the correct boundary conditions for the gas dynamics equations and the ingoing densities at the boundary of the Boltzmann region can be written in terms of those quantities only. We shall describe in this paper a numerical procedure which computes just those quantities by using a Chapman-Enskog type expansion to approximate the solution. The method is seen to converge very fast numerically. It seems to give accurate results when compared to the available explicit solutions in some special cases and to results obtained by more direct simulation schemes. This numerical procedure is inspired by the work of Ringeisen 18] , originally aimed at solving the one-speed transport equation with isotropic scattering with full line geometry; in this special case, Ringeisen was able to give a convergence proof for his method, while pointing out that it should be valid in more general contexts. The rst step of our method in the special case u = 0 is shown to be equivalent to the so-called variational methods developed by Cercignani 4 In Chapter 2, where we explain the method for a 1-dimensional model equation, as well as in Chapter 3, where the 3-dimensional (in velocity) BGK-equation is considered, we proceed in the following systematic way: Part 1 introduces the equations; Part 2 describes the method for computing the asymptotic states and the \albedo operator" | see the de nition below | for u > 0; Part 3 specializes to the case u = 0 and compares the results with those of the variational method; Part 4 discusses the numerical results.
A 1-Dimensional Boltzmann Equation
In this section we use a simple stationary 1-dimensional model Boltzmann equation to describe our numerical procedure. In Chapter 3 this procedure will be applied to the linearized BGK equation with 3-dimensional velocity space.
The Equation
Consider the following stationary equation in a half space As explained in the introduction, for the purpose of domain decompositions we are interested only in the asymptotic state 1 and in the re ected density '(0; v); v + u < 0. We shall call \albedo operator" the linear operator '(0; v) 7 ! '(0; ?v ? 2u); v + u > 0. We will now describe a numerical procedure to compute these values.
The Numerical Method for u > 0
The main idea behind the method is to solve the gas dynamics equations associated to the model Boltzmann equation and then to use the Chapman-Enskog expansion as an approximate solution. Here, according to the proposition above, an additional ux condition is needed. We put . We determine (1) 1 and A by 1 and B are then determined by < (v + u)
The next steps of this procedure can be carried through in the same way and produce an expansion 1 + 2 + : : : + n ; 5
and u@ x k ? @ 2 x k = g k : Assuming that the series 1 + 2 + 3 + : : : converges, one can see that it is equal to the desired solution of equation (2:3) by the following simple calculation: Using the above equations and equation (2:4) we obtain
Moreover P 1 k=1 k satis es the boundary condition at x = 0 as well as the constraint required of the solution of (2:3). This means that P 1 k=1 k is equal to .
One only has to transform v and u backwards, v ! ?v; u ! ?u to get the desired approximation of (2.2), (x; v). The following observation is crucial for the whole scheme: If ' is a solution of (2.1) and one of (2.2)
In other words, < (v + u)' > is an invariant in x. Using this invariant we get
and substituting gives with X and A de ned above.
Remark: The second iteration gives already such a good approximation that usually there is no need to iterate further.
Computation of the Albedo Operator:
Here we are interested in computing the outgoing density '(0; v); v + u < 0 of (2.1).
We proceed in the same way as before, except that now '(1; v) = 1 M 1 2 is known. Therefore (2.1) can be used directly.
Here again, the gas dynamics equation is u@ x 1 ? @ Remark (The Maxwell conditions):
The following method was developed by Maxwell 17 ] to derive approximate boundary conditions: In order to determine 1 , one equalizes the half-uxes at the boundary and at in nity, i.e.
Of course, this equality is in general wrong on the mathematical level but can provide correct orders of magnitudes. In many applications this method or simply the matching by equality of moments (i.e. of local macroscopic quantities) are chie y used to de ne the coupling conditions at the interface. They amount essentially to assume that there is no transition layer between the kinetic region and the gas dynamics region. Our numerical results show that it seems to be valid for high Mach numbers, whereas for small or moderate Mach numbers the results di er from those given by the above method. The albedo operator is computed as in 2.2. We remark that 1 computed in this section is exactly the limit of 1 computed in section 2.2 as u tends to 0.
Equivalence to the variational approach:
If u = 0 the rst step of our method is equivalent to an approach developed by Cercignani 4], Golse 10 ] and Loyalka-Ferziger 15] to compute the slip coe cients in the boundary conditions for gas dynamic equations. The variational method is based on the observation that for u = 0, in addition to < vM . This is particular to the case u = 0. We recall the result of this variational procedure shortly and refer the reader to the literature cited above for more details: '(0; v) is assumed to be equal to CM 
Results
We used k(v) = vM 1 2 to get for u = 0 the usual velocity slip coe cient, see Cercignani 6] . The asymptotic values for u = 0 are computed as 1.2533 for the Maxwell method described in the remark at the end of section 2.2, 1.4245 for the rst step or the variational method and 1.4348 for the second step. We compare these values with the calculations of Sone/Onishi 20], who found for the velocity slip coe cient the value 1.01619 which has to be multiplied by p 2 to get 1:4371. The same result can be found also in Cercignani 6] , where the constant for the slip coe cient has to be multiplied by Step 1.
Step Maxwell
The computation of the albedo multiplied by M ? 1 2 in the case u = 0 is shown in Figure 2 where we computed the true outgoing distribution by numerical integration of a formula to be found e.g. in Cercignani 4] . Figure 3 shows the albedo for u = 1 multiplied by M ? 1 2 . We calculated the 'true' solution for u = 1 by a direct computation using a standard iteration scheme. For a comparison of these results see Coron 7] , where the asymptotic values were computed by a spectral method.
3 The 3-Dimensional BGK Equation
Here the linearized form of the BGK equation will be considered, i.e. the usual collision operator of the linearized Boltzmann equation is replaced by a projection operator describing the relaxation to a Maxwellian. The treatment can be simpli ed by splitting the BGK-equation into two parts, the shear ow part, which is after some manipulations equivalent to the equation treated in section 2 and the heat transfer part (see Cercignani 6] ). The latter is governed by The numerical scheme we developed in Section 2 will now be extended to this case to compute a 1 ; b 1 ; c 1 .
The Equation

Numerical Method for u > 0
We consider (3.1) with the condition < v 1 '(1; v)M These can be solved exactly up to 5 free parameters (1) 1 ; u (1) 1 ; (1) 1 ; A; B:
1 (x) = After transforming backward v ! ?v one arrives nally at the iterative solution of (3.9).
Using the invariance in x of < v 1 '(x; v) (x; v) > and < v To show that this prescription is equivalent to our method, we observe that equation 21 This is the desired result: indeed this last equation is the same as (3.10) with (0; v) 1 (0; v) in the rst step.
Results
Choosing the incoming function k(v) = v 1 
