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Abstract
In 1997, Calvez, Azou, and Vilbé proposed a variation on Euclidean algorithm, which can calculate
the greatest common divisors (GCDs) and inverses for polynomials. Inspired by their work, we propose
a variation on the Euclidean algorithm, which uses only simple modulo operators, to compute the mod-
ular inverses. This variant only modifies the initial values and the termination condition of the Euclidean
algorithm. Therefore, computing the modular inverses is as simple as computing the GCDs.
© 2007 Elsevier Inc. All rights reserved.
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1. Introduction
Around 300 B.C. the Greek mathematician Euclid proposed an algorithm, now known as the
Euclidean Algorithm (EA), to compute greatest common divisor (GCD) of two integers. Since
then, much relevant research has been conducted regarding this issue. The Extended Euclidean
Algorithm (EEA) can be used to solve linear Diophantine equations, GCDs, and module in-
verses [12]. Ever since Diffie and Hellman developed the prototype of modern cryptography [3],
most public key cryptosystems are based on finite fields with modular arithmetic constituting the
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performed in the RSA cryptosystems [10], the US Government Digital Signature Standards [13],
the Diffie–Hellman Key Agreement Scheme [3] and the Elliptic Curve Digital Signature Algo-
rithm [6]. Among these basic operations, computing modular inverses is the most complex; as
such, many researchers are dedicated to speeding up its computation.
In 1997, Calvez, Azou, and Vilbé proposed a variation on the Euclidean Algorithm which
can calculate the greatest common divisors (GCDs) and inverses of polynomials [1] where the
multiplication and division operations are reduced substantially. In 2004, Goupil and Palicot in-
troduced another variation on this algorithm to reduce the number of operations even more [5].
Inspired by their work, we propose a variation on the EA, which uses only simple modulo op-
erators (or uses only subtraction operations), to compute the modular inverses. This variant only
modifies the initial values and the termination condition of the EA. Therefore, it is as simple as
the EA. It is regrettable that the input of this variant will be as much as twice the size in bit length
as the input of the EA.
To the best of our knowledge, the most efficient way to compute modular inverses is to use
the subtractions and the bit-shift operations [8,9]. Even using the best algorithm, we still cannot
implement public key cryptosystems efficiently on light-weight devices such as smart cards. For
this reason, many smart card coprocessors have been designed for RSA-like cryptosystems with
lengths of 1024 bits or more. Further, the modular multiplication operation has been optimized
in these coprocessors (e.g. the Advanced Crypto Engine (ACE) in Infineon’s cards). However,
the Elliptic Curve Cryptosystem (ECC) only needs a much smaller key size in the range of 160-
bits to 256-bits. In this range, a basic double-length integer subtraction operation is not much
more expensive than a single-length subtraction operation on these coprocessors. Thus, in this
case our new algorithm can compute modular inverses with fewer instructions and faster than the
binary-EEA.
This paper is organized as follows. In Section 2, we briefly review EA, EEA, and one of their
variants for polynomials. In Section 3, a variant of EA is proposed with a proof of correctness
and performance analysis. The paper concludes with some final remarks in Section 4.
2. Review of Euclidean algorithm and its variants
Given two integers A and N , EA is a classical algorithm for computing the greatest common
divisor d of these two integers. It is very efficient since only “mod” operations are involved.
The EEA is a variant of the EA. It can compute the GCD, d , of A and N together with two
integers x and y (called the cofactors) such that Nx +Ay = d . If d = 1 then the modular inverse
of A mod N is y mod N . Therefore, EEA can be used to compute the modular inverses. There
are many variants of EEA for polynomials [1,2,5]. In this session, we briefly review EA, EEA
and a variant for polynomials [5].
Algorithm 1 (Euclidean Algorithm (EA)).
INPUT: Two integers N and A.
OUTPUT: GCD(N,A).
1. R ← N; R′ ← A;
2. while R′ = 0 do
3. T ← R′; R′ ← R mod R′; R ← T ;
4. return R.
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INPUT: Two integers N and A such that 1 < A < N .
OUTPUT: {
modular inverse of A mod N if GCD(N,A) = 1,
GCD(N,A), otherwise.
1. (x, x′) ← (1,0); (y, y′) ← (0,1); (r, r ′) ← (N,A);
2. if r ′ = 0 then return GCD(N,A) = r ;
3. if r ′ = 1 then return y′;
4. q ←  r
r ′ ;
5. (t0, t1, t2) ← (x′, y′, r ′);
6. (x′, y′, r ′) ← (x − qx′, y − qy′, r − qr ′);
7. (x, y, r) ← (t0, t1, t2);
8. goto 2.
Algorithm 3 (Euclidean Algorithm for Polynomials (EAP)).
INPUT: Two polynomials A(x) and B(x) with degree a and b, respectively, where a, b > 0.
OUTPUT: U(x),V (x) and G(x) such that G(x) = GCD(A(x),B(x)) = A(x)U(x)+B(x)V (x).
1. R(x) ← xa+bA(x) + xa; R′(x) ← xa+bB(x) + 1;
2. while deg(R′(x)) > a + b do
3. T (x) ← R′(x); R′(x) ← R(x) mod R′(x); R(x) ← T (x);
4. Compute U(x),V (x) and G(x) such that
R(x) = xa+bG(x) + xaU(x) + V (x);
5. return U(x),V (x) and G(x).
We note that EAP cannot be used to compute the modular inverses of the integers. A straight-
forward modification of EAP for the integers is to replace the radix of the integers with x. For
examples, 1009 can be represented by the polynomial x3 + 9. It is easy to see that this modifica-
tion does not always yield correct results. The reason for the failure is due to that the coefficients
of intermediate polynomials can be negatives or fractions during the execution of the algorithm.
3. Our new algorithm and correctness proof
In this section, we describe a variant of EA and prove its correctness. The variant can be used
to compute the modular inverses or GCDs.
3.1. Our new algorithm
Algorithm 4 (Variation on Euclidean Algorithm (VEA)).
INPUT: Two integers N and A such that 1 < A < N .
OUTPUT: {
modular inverse of A mod N if GCD(N,A) = 1,
GCD(N,A), otherwise.
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2. R ← N2; R′ ← NA + 1;
3. while R′ > N do
4. T ← R′; R′ ← R mod R′; R ← T ;
5. if N mod R′ = 0 then return modular inverse R′;
6. else return GCD(N,A) = N/R′.
Note that we only modify the initial values and the termination condition of EA. That is why
we say that our algorithm can compute the modular inverses almost as simple as computing the
GCDs.
There are four variables in EEA; namely r, x, y, and q . Their values are changed after each
execution of steps 2–8. To make the discussion and the proof easier, we define the following four
sequences {r0, r1, . . . , rn+1}, {x0, x1, . . . , xn+1}, {y0, y1, . . . , yn+1} and {q1, q2, . . . , qn} where
r0 = N , r1 = A, x0 = 1, x1 = 0, y0 = 0, y1 = 1. And for 1  i  n, ri+1, xi+1, yi+1, qi are
the values of r ′, x′, y′, q after the ith execution of steps 2–8, for some positive integer n such
that rn = GCD(N,A). It is easy to see the following equations hold for i = 1,2, . . . , n:
ri+1 = ri−1 − qiri, (1)
xi+1 = xi−1 − qixi, (2)
yi+1 = yi−1 − qiyi, (3)
ri = Nxi + Ayi. (4)
Similarly, we use capital letters to define {R0,R1, . . . ,Rm+1} and {Q1,Q2, . . . ,Qm} refer to (5)
with initial value R0 = N2 and R1 = NA + 1. For 1 i m, Ri+1 and Qi are the values of R′
and Q after the ith execution of the while loop in VEA, where m is a positive integer such that
Rm+1 < N < Rm. To simplify the proof, we define two other sequences {X0,X1, . . . ,Xm+1}
and {Y0, Y1, . . . , Ym+1} by (6) and (7) with initial values X0 = 1, X1 = 0, Y0 = 0 and Y1 = 1. It
is easy to see (8) holds for 0 i m + 1:
Ri+1 = Ri−1 − QiRi, (5)
Xi+1 = Xi−1 − QiXi, (6)
Yi+1 = Yi−1 − QiYi, (7)
Ri = N2Xi + (NA + 1)Yi . (8)
It might be helpful at this point to give a few examples of the execution of the algorithm. Two
examples are given in Tables 1 and 2.
In example 1, EEA is terminated at n = 5 and VEA is terminated at m = 6. In this exam-
ple VEA performs one more step than EEA. And the sequence {Q1,Q2,Q3,Q4} is equal to the
sequence {q1, q2, q3, q4}. In example 2, EEA is terminated at n = 4 and VEA is terminated at
m = 4 too. And the two sequences of {Q1,Q2,Q3} and {q1, q2, q3} are equal. We make two
observations from these examples. One is nm n+ 1 when GCD(N,A) = 1 and the other is
the two sequences {Q1,Q2, . . . ,Qn−1} and {q1, q2, . . . , qn−1} are equal.
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Inversion of 14 over GF(23)
– VEA EEA
i Ri Xi Yi Qi ri xi yi qi
0 529 1 0 – 23 1 0 –
1 323 0 1 1 14 0 1 1
2 206 1 −1 1 9 1 −1 1
3 117 −1 2 1 5 −1 2 1
4 89 2 −3 1 4 2 −3 1
5 28 −3 5 3 1 −3 5 4
6 5 11 −18 – 0 14 −23 –
Table 2
Inversion of 5 over GF(23)
– VEA EEA
i Ri Xi Yi Qi ri xi yi qi
0 529 1 0 – 23 1 0 –
1 116 0 1 4 5 0 1 4
2 65 1 −4 1 3 1 −4 1
3 51 −1 5 1 2 −1 5 1
4 14 2 −9 – 1 2 −9 –
3.2. Correctness proof
Before proving the correctness, we brief our sketch as follows. Lemma 1 describes a special
case in which both VEA and EEA only perform one step. Supposed the quotients of EEA and
VEA are equal, that is, qk = Qk for 1 k  i, then we will prove the relationship among related
variables in Lemma 2. And we will prove qk = Qk in Lemma 3. With the above three lemmas,
we will prove the correctness of VEA by the two theorems which must consider many different
situations. Then, Theorem 1 shows that VEA will output the modular inverse of A (mod N )
when GCD(N,A) = 1. Finally, Theorem 2 shows that VEA will output the GCD of N and A
if GCD(N,A) = 1. In the following, we will assume GCD(N,A) = A and n is the integer such
that rn = GCD(N,A) and omit the special case of GCD(N,A) = A. Note that n 1.
In EEA, if A | N − 1 then there exists a positive integer B such that N = AB + 1. By the
division algorithm, we have q1 = B , r2 = 1 and output A−1 = y2 ≡ −B mod N . In this case,
we need to show that only one iteration, that is m = 1, was performed by VEA and its output is
−B mod N .
Lemma 1. If A | N − 1 then m = 1 and A−1 = R2 ≡ N − B mod N .
Proof. In VEA, we have N2 = N(AB + 1) = (NA + 1)B + (N − B). Hence Q1 = B , R2 =
N − B and we have A−1 = R2 ≡ N − B mod N . 
If EEA and VEA have the same quotients in each iteration, then we can easily describe the
relationship of variables between them.
Lemma 2. If Qk = qk for k = 1,2, . . . , i, i < n, such that rn = GCD(N,A), then Xk = xk ,
Yk = yk and Rk = Nrk + yk for k = 1,2, . . . , i, i + 1.
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Yk = yk for k = 1,2, . . . , i, i + 1, by the following equations:
X0 = x0 = 1 = Y1 = y1,
X1 = x1 = 0 = Y0 = y0,
Xj = Xj−2 − Qj−1Xj−1,
xj = xj−2 − qj−1xj−1,
Yj = Yj−2 − Qj−1Yj−1,
yj = yj−2 − qj−1yj−1
for 2 j (as (2), (3), (6) and (7)).
Furthermore, by (8) we have:
Rk = N2Xk + (NA + 1)Yk = N(Nxk + Ayk) + yk = Nrk + yk
for k = 1,2, . . . , i, i + 1. 
Lemma 2 introduces that the relationships of the parameters (Xi, xi), (Yi, yi) and (Ri, ri) are
always ahead of the relationship of Qi and qi in one more step. For example, if we have Q1 = q1
then the following formulae hold:
X1 = x1, Y1 = y1, R1 = Nr1 + y1 and X2 = x2, Y2 = y2, R2 = Nr1 + y2.
By these formulae, we can prove Q2 = q2 which implies
Xi = xi, Yi = yi, Ri = Nri + yi, for i = 1,2,3.
Inductively, we have the following lemma.
Lemma 3. Qi = qi for all 1 i < n.
Proof. We prove this lemma by induction on i. Let P(i) be the proposition Qi = qi .
Induction basis.
Q1 =
⌊
N2
NA + 1
⌋

⌊
N2
NA
⌋
=
⌊
N
A
⌋
= q1.
We have Q1  q1 and
Nr2 + y2 = N(r0 − q1r1) + (y0 − q1y1) = N2 − q1(NA + 1) > 0.
Since Q1 is the largest positive integer such that N2 −Q1(NA+1) = R2 > 0, we have Q1  q1.
Therefore Q1 = q1. That is P(1) is true.
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Xk = xk,Yk = yk and Rk = Nrk + yk for k = 1,2, . . . , i. We will show that (a) Qi  qi and
(b) Qi  qi .
(a) Qi  qi . By (8) We have,
Ri+1 = N2Xi+1 + (NA + 1)Yi+1
= N2(Xi−1 − QiXi) + NA(Yi−1 − QiYi) + Yi+1
= N(Nxi−1 + Ayi−1) − NQi(Nxi + Ayi) + Yi−1 − QiYi
= N(ri−1 − Qiri) + yi−1 − Qiyi.
If Qi > qi then N(ri−1 − Qiri) + yi−1 − Qiyi < 0 which is a contradiction since if Ri+1 > 0
then we have Qi  qi .
(b) Qi  qi . We have,
Nri+1 + yi+1 = N(ri−1 − qiri) + (yi−1 − qiyi)
= (Nri−1 + yi−1) − qi(Nri − yi)
= Ri−1 − qiRi > 0.
By the division algorithm, Qi is the largest positive integer such that Ri−1 − QiRi > 0. There-
fore, Qi  qi . From (a) and (b) we have Qi = qi . That is P(k + 1) is true.
Therefore, by the principle of mathematic induction, we have Qi = qi for all 1 i < n. 
From these lemmas, we almost have proved the correctness of our algorithm, except that there
are some special cases. We address them in the following two theorems.
Theorem 1. If the input integers N and A are relatively prime then VEA will output the modular
inverse of A (mod N ) when it terminates.
Proof. If the input integers N and A are relatively prime then Lemma 1 has already shown
that the algorithm is correct for the special cases n = m = 1. From Lemmas 2 and 3, we have
Rn = N + yn with rn = GCD(N,A) = 1 and yn is the modular inverse of A. For 2  n, we
consider two cases.
(1) n is even. This implies yn < 0. Hence Rn < N and Rn ≡ yn mod N . Therefore, our algo-
rithm will stop and output yn mod N .
(2) n is odd. Then yn > 0, that is Rn > N . This implies that our algorithm must perform
more steps. We prove that our algorithm will perform only one more step and Rn+1 = yn. Before
proving this, we describe the following facts when n is odd and GCD(N,A) = 1.
Fact 1. yn+1 = yn−1 − qnyn = −N .
Fact 2. qn = rn−1.
Fact 3. Qn = qn − 1 = rn−1 − 1.
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Rn−1
Rn
= Nrn−1 + yn−1
N + yn
= Nrn−1 + qnyn − N
N + yn
= rn−1(N + yn) − N
N + yn
= rn−1 − N
N + yn
and then
Qn =
⌊
Rn−1
Rn
⌋
= rn−1 − 1.
Now, we are ready to prove Rn+1 = yn. We have,
Rn+1 = Rn−1 − QnRn
= Nrn−1 + yn−1 − Qn(Nrn + yn)
= N(rn−1 − Qn) + (yn−1 − Qnyn)
= N + (yn−1 − qnyn) + yn
= N − N + yn = yn.
In both cases, VEA will output the multiplicative inverse when it terminates. 
Theorem 2. If the input integers N and A are not relatively prime, then VEA will output the
GCD of the two integers when it terminates.
Proof. In EEA, we have Nxn+1 +Ayn+1 = rn+1 = 0 and rn = GCD(N,A) = N|yn+1| > 1. There-
fore, for VEA, we only have to show that Rt = |yn+1| for some t such that Rt < N < Rt−1. As in
Theorem 1, there are two cases to be considered. If n is even then we have yn < 0 and Qn = qn.
Otherwise, we have yn > 0 and Qn = qn−1 − 1.
(1) If n is even then we have:
Rn+1 = Rn−1 − QnRn
= (Nrn−1 + yn−1) − Qn(Nrn + yn)
= N(rn−1 − Qnrn) + (yn−1 − Qnyn)
= N(rn−1 − qnrn) + (yn−1 − qnyn)
= Nrn+1 + yn+1
= yn+1,
and Rn+1 < N < Rn = Nrn + yn.
C.-L. Liu et al. / Finite Fields and Their Applications 14 (2008) 65–75 73(2) If n is odd then
Rn+1 = Rn−1 − QnRn
= (Nrn−1 + yn−1) − (qn − 1)(Nrn + yn)
= N(rn−1 − qnrn) + (yn−1 − qnyn) + (Nrn + yn)
= Nrn+1 + yn+1 + Rn
= Rn + yn+1 > N.
By the division algorithm, we have Rn+2 = Rn − Rn+1 = −yn+1 and 0 < Rn+2 < N .
In both cases, we have, Ri = |yn+1| for some t such that Rt < N < Rt−1. Therefore, VEA
will output GCD(N,A) when it terminates. 
3.3. Performance analysis
According to [4,7], the worst case scenario is that the total cost of performing both the EA
and the EEA is O(n3) bit-operations where n is the longest bit length of the involved integers.
Furthermore, in this case binary-EA and binary-EEA can be finished in O(n2) bit-operations. The
simplest analysis of VEA is to determine its upper boundary. It is easy to see that there are the
same numbers of division operations of both VEA(N,A) and EA(N,A); and in the processing
of VEA, each integer is up to twice as big as the inputs to EA. Therefore, in the worst-case, the
complexity of VEA is O(4n3) = O(n3) bit-operations.
To give a detailed analysis of VEA, we must describe some background information which is
addressed in [4,7].
(1) The average number of division steps in EA(N,A) (also in VEA(N,A)) is approximately(
(12 ln 2)/π2
)
lnN + 0.06 ≈ (0.842766) lnN ≈ (0.584161) log2 N = T .
(2) The approximate probability of a quotient t is Pr(t) = log2[(t + 1)2/((t + 1)2 − 1)]. That
is, the probability of a small quotient ( 10) is high when we perform EA. We give some
examples to describe the probability distribution of the quotients in Table 3.
Table 3
Probability distribution of the quotient t
Quotient t Pr(t) ∑ti=1 Pr(i)
1 0.415037 0.415037
2 0.169925 0.584963
3 0.093109 0.678072
4 0.058894 0.736966
5 0.040642 0.777608
10 0.011973 0.874469
100 1.41434 × 10−4 0.985786
1000 1.43981 × 10−6 0.998559
10000 1.44241 × 10−8 0.999856
100000 1.44267 × 10−10 0.999986
1000000 1.44282 × 10−12 0.999999
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son, VEA can be performed by the subtraction-after-subtraction method. That is, we can com-
pute the remainder r = a − bt with quotient t of a ÷ b via t-subtraction operations as: r =
a − b − b − · · · − b︸ ︷︷ ︸
t
. Therefore, we can analyze the average cases for VEA via counting the total
number of subtraction operations as follows:( ∞∑
t=1
{
log2
[
(t + 1)2/((t + 1)2 − 1)]} · t
)
· T
≈
( 106∑
t=1
{
log2
[
(t + 1)2/((t + 1)2 − 1)]} · t
)
· T
= 18.4889 · T = 10.8005 · log2 N.
For each subtraction, the cost is at most 2 log2 N bit-operations. Finally, the time complexity of
VEA is 21.6010 · (log2 N)2 bit-operations in average cases.
4. Conclusion
We have described a novel algorithm for computing modular inverses. If we can compute the
remainder efficiently then VEA also will be an efficient algorithm for computing modular in-
verses. This deserves further research. In fact, the inputs of VEA will as much as twice the size
in bit length as the input of the EEA. This leads to a critical drawback and limits the possibilities
of practically implementing VEA. Compared to the binary-EEA [8,9], our algorithm is still in-
efficient except in some special cases which we have described in Section 1. Although there are
issues that make implementation of VEA unfavorable, it is easily comprehensible in mathemati-
cal terms. We must note that, VEA is a nontrivial and interesting solution for computing modular
inverses. To the best of our knowledge, this computational method has never before appeared in
the literature. Moreover, VEA can compute cofactors by applying the Bezout’s theorem [11].
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