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Recent experimental evidence for a field-induced quantum spin liquid (QSL) in α-RuCl3 calls for
an understanding for the ground state of honeycomb Kitaev model under a magnetic field. In this
work we address the nature of an enigmatic gapless paramagnetic phase in the antiferromagnetic
Kitave model, under an intermediate magnetic field perpendicular to the plane. Combining theoret-
ical and numerical efforts, we identify this gapless phase as a U(1) QSL with spinon Fermi surfaces.
We also reveal the nature of continuous quantum phase transitions involving this U(1) QSL, and
obtain a phase diagram of the Kitaev model as a function of bond anisotropy and perpendicular
magnetic field.
PACS numbers:
I. INTRODUCTION
The quest for quantum spin liquids (QSLs) in frus-
trated magnetic materials has been a longstanding chal-
lenge in modern condensed matter physics1–4. The ex-
act QSL ground state in Kitaev’s solvable bilinear spin-
1/2 honeycomb model5 leads to the possibility of re-
alizing QSLs in a large family of layered Mott insu-
lators with strong spin-orbit couplings, coined “Kitaev
materials”6–14. Among them, α-RuCl3 is a promising
Kitaev material consisting of effective spin-1/2s on dis-
torted honeycomb layers. Although the material exhibits
a “zigzag” magnetic order below TN = 7 ∼ 14 K, recent
experimental efforts showed that applying an external
magnetic field can suppress the order and drive α-RuCl3
into a paramagnetic phase15–20, a plausible candidate for
QSLs.
Since Kitaev-type interaction plays an important role
in the effective spin model of α-RuCl3, these experimen-
tal progresses provided a strong motivation to under-
stand the properties of honeycomb Kitaev model under a
magnetic (or Zeeman) field. Indeed there has been quite
some numerical efforts to study the ground states of Ki-
taev model under an external magnetic field21–29. In par-
ticular when a perpendicular field h[111] is applied to the
antiferromagnetic (AF) Kitaev model, between the non-
Abelian Ising topological order at low field5 and fully po-
larized state at high field, there is an intermediate param-
agnetic phase22–25 which appears to be gapless. What is
the nature of this field-induced enigmatic gapless state?
The goal of this paper is to address this question, and
to understand the nature of quantum phase transitions
in the AF Kitaev model under a [111] magnetic field. By
combining symmetry analysis, topological classification,
analytical perturbation theory and numerical studies, we
identify a symmetric U(1) spin liquid with spinon Fermi
surfaces (FSs), termed U1Ak=0 state, as the only candi-
date state for the gapless phase under the intermediate
field. In a two-dimensional phase diagram (FIG. 1) for
Kitaev model as a function of bond anisotropy Jz/Jx,y
and perpendicular field h[111], we unify 4 quantum phases
including Abelian toric code phase, non-Abelian Ising
phase, gapless U(1) QSL and the trivial polarized phase.
We also provide the low-energy effective theories describ-
ing the continuous phase transitions between these 4
phases.
II. THE MODEL AND ITS PHASE DIAGRAM
We study the following anisotropic Kitaev model with
AF couplings Jα > 0, under a perpendicular magnetic
field along [111] direction
HˆK(~h) =
∑
〈i,j〉
JαijS
αij
i S
αij
j − ~h ·
∑
i
Si, (1)
Jx = Jy = J, ~h = h(1, 1, 1).
where αij = x, y, z for the nearest neighbors (NNs) 〈i, j〉
along 3 different orientations.
Under a uniform magnetic field along [111] direction,
the isotropic Kitaev model (Jα = J) preserves two trans-
lational symmetries T1,2 and 6-fold rotational symmetry
C6 around each hexagon center. Although time reversal
T is broken by the magnetic field, the combination M˜h
of time reversal and mirror reflection w.r.t. [11¯0] plane
is still preserved (see FIG. 2(a))
M˜h = M[11¯0] · T (2)
Labeling each spin (x1, x2, s) by its Bravais lattice vec-
tor r = x1~a1 + x2~a2 and sublattice index s = 0, 1 (for
A/B sublattices), it transforms under the two point group
symmetries as follows
(Sx, Sy, Sz)(x1,x2,s)
M˜h−→ (Sy, Sx, Sz)(x2,x1,s), (3)
(Sx, Sy, Sz)(x1,x2,s)
C6−→ (Sz, Sx, Sy)(1−x2,x1+x2−s,1−s). (4)
The anisotropy Jz 6= Jx,y = J breaks the 6-fold rotation
C6 but preserves the inversion symmetry I = (C6)3 w.r.t
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2to the hexagon center:
S(x1,x2,s)
I−→ S(1−x1,1−x2,1−s) (5)
As will become clear later, these symmetries play an im-
portant role in determining the phase diagram (FIG. 1).
As shown by Kitaev5, at small field h Jα the model
is exactly solvable in the Majorana representation of spin-
1/2 operators:
2Sˆα = ibαc = − i αβγ
2
bβbγ . (6)
where 4 Majorana fermions {bαi , ci|α = x, y, z} are intro-
duce for every site. In particular, the small-field ground
state of model (1) can be obtained by enforcing the fol-
lowing constraint for each site
bxi b
y
i b
z
i ci = 1, ∀ i. (7)
on the ground state of mean-field Hamiltonian:
HˆZ2MF = −
∑
〈i∈A,j∈B〉
(∆2,αij
2
ib
αij
i b
αij
j +
J˜αij
4
icicj
)
− ih
∑
i
(bxi + b
y
i + b
z
i )ci +
g3h
3
8J2
∑
〈〈i,j〉〉
νij icicj +O(
h3
J2
) (8)
where 〈〈i, j〉〉 denotes a pair of next nearest neighbors
(NNNs) and νij = ±1 labels the clockwise hopping sign
(around each hexagon center) between two NNNs.
Majorana representation (6) has a one-to-one cor-
respondence with the more familiar Abrikosov-fermion
representation30–32 of spin-1/2’s:
Si =
1
4
Tr
(
Ψ†i~σΨi
)
, fi↑ =
bzi + ici
2
, fi↓ =
bxi + ib
y
i
2
,
Ψi =
(
fi↑ f
†
i↓
fi↓ −f†i↑
)
=
1
2
( ∑
α=x,y,z
bαi σˆα + ic 1ˆ2×2
)
. (9)
where constraint (7) becomes the single-occupancy con-
straint for fermionic spinons {fi,↑/↓}:
f†i↑fi↑ + f
†
i↓fi↓ = 1. (10)
This representation provides an intuitive picture to un-
derstand the phase diagram of model (1). As shown in
FIG. 1, all 4 phases in the phase diagram can be conve-
niently understood by their fermiology of spinons:
(1) Gapped non-Abelian topological order (TO) of the
Ising type33, which corresponds to a px + ipy (“weak
pairing”34) chiral topological superconductor (TSC) of
femrionic spinons. It is stablized by a small magnetic
field along [111] direction, when the anisotropy is weak
i.e. Jz ' Jx = Jy = J .
(2) Gapped Abelian TO of the toric code type35, which
corresponds to a trivial (“strong pairing”34) superconduc-
tor of fermionic spinons. It is stablized by a small mag-
netic field and large anisotropy. At small field h  J ,
Figure 1: (color online) Schematic phase diagram of antifer-
romagnetic Kitaev model (1) with anisotropy under a [111]
magnetic field, and the “spinon fermiology” of all 4 phases
therein. In particular, there is a quadrucritical point separat-
ing the 4 phases, where the three phase boundaries (labeled
by red, blue and green colors) intersect.
(a) (b)
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Figure 2: (Color online) (a) The unit cell and crystal symme-
tries of the honeycomb Kitaev model (1). (b) Phase bound-
aries determined by ED calculations on a N = 24 torus with
Lx = 4 and Ly = 3.
the phase boundary between Abelian toric code and non-
Abelian Ising phases can be analytically determined from
perturbation theory (see Appendix A for details):
Jz
J
≈ 2− 38(h
J
)2 +O(
h
J
)4. (11)
(3) Gapless U(1) spin liquid, which is a spinon metal
with both electron and hole fermi surfaces (FS) coupled
to an emergent U(1) gauge field. This phase is stablized
by an intermediate magnetic field and weak anisotropy.
Due to the single-occupancy constraint (10) the spinons
have an integer filling number (2 per unit cell), and as
a result the spinon FS (see FIG. 4) at isotropy point
(Jα = J) consists of one electron-type pocket at BZ cen-
ter Γ and two hole-type pockets at BZ corners ±K. In-
creasing magnetic field h[111] will shrink the size of all
pockets. Meanwhile increasing bond anisotropy Jz/J
will also move the two hole pockets towards hexagonal
3BZ edge center M with k1 = k2 = pi, in addition to
shrinking them, as illustrated in FIG. 4.
(4) Gapped polarized phase, which is a trivial band
insulator of spinons. In contrast to all other phases host-
ing fractionalized spinon excitations, here the spinons are
confined due to proliferation of U(1) monopoles. This
phase is adiabatically connected to the trivial product
state where all spins align along [111] direction at a high
field. In particular in the limit of small field and strong
anisotropy h/J  √J/Jz  1, perturbation theory re-
veals the low-energy physics of model (1) as the toric code
under a transverse field36–38. Therefore the phase bound-
ary between the polarized phase and toric code phase
can be determined via perturbation theory (for details
see Appendix B):
Jz/J ∼ (h/J)−1 (12)
This schematic phase diagram is further confirmed
by numerical simulations using the exact diagonaliza-
tion (ED) and and density-matrix renormalization group
(DMRG)39 method. We consider Lxex × Lyey torus
geometry with periodic boundary condition along both
ey = ~a1 and ex = ~a1−~a2 directions, with a total number
of N = 2LxLy sites. ED calculations are performed on
a N = 24 torus with Lx = 4 and Ly = 3. DMRG calcu-
lations are performed on a N = 32 torus with Lx = 4
and Ly = 4 where we keep up to m = 3072 block
states with a truncation error  ∼ 10−7. In FIG. 2(b),
the phase boundaries between different phases are deter-
mined by calculating the ground state energy using ED
on Lx = 4, Ly = 3 torus. As shown in Fig.3, the second
derivative of the ground state energy density −d2e0/dh2
shows two visible peaks as a function of h, which gives us
the two phase boundaries with critical magnetic field hc1
(black squares) and hc2 (red circles). Compared to FIG.
1, the hc1 separates non-Abelian Ising TO and U(1) QSL
(black), while hc2 separates the U(1) QSL and the polar-
ized trivial phase. When the anisotropy becomes large
enough Jz/J ≥ 3, the two phase boundaries i.e. two
peaks in FIG. 3(b) merge into a single one as demon-
strated in FIG. 1. Calculations on Lx = Ly = 4 torus
lead to the same results qualitatively, as shown in FIG.
3(a).
The ground state energy of ED calculations however
fails to distinguish the Abelian toric code and non-
Abelian Ising TO40. As mentioned earlier, this phase
boundary (blue line in FIG. 1) at small field can be deter-
mined analytically as (11) via perturbation theory (Ap-
pendix A). As will be discussed later, symmetry analy-
sis and topological classification dictates a quadrucritical
point where all 4 phases meet. This is how we reach the
phase diagram in FIG. 1.
III. NATURE OF THE GAPLESS PHASE
As indicated by numerical studies, in the isotropic limit
(Jα ≡ J > 0), the gapless phase at an intermediate mag-
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Figure 3: (Color online) Second derivative of the ground state
energy density -d2e0/dh2 of model (1) as a function magnetic
field h for (a) Jz = 1.0 on N = 24 and N = 32 torus, and (b)
different Jz on N = 24 torus. We set J = 1 in model (1) for
all calculations.
netic field is connected to both the non-Abelian Ising TO
at small field and the polarized phase at large field, via
two continuous quantum phase transitions. This pro-
vides a strong constraint on the nature of the gapless
phase. We propose this phase to be a U(1) quantum
spin liquid (QSL), which is described by spinon FSs cou-
pled to a dynamical U(1) gauge field at low energy. Using
symmetry analysis and topological classification we show
there is only one candidate U(1) QSL, whose properties
match the numerical results on a cylinder.
As mentioned earlier, the non-Abelian Ising TO corre-
sponds to a chiral px + ipy TSC of spinons described by
mean-field Hamiltonian (8). The universal properties of
this non-Abelian phase is characterized by both the any-
onic statistics of its fractionalized excitations, but also
the symmetry transformation rules, known as the “pro-
jective symmetry group” (PSG)31,41,42 of its fermionic
spinons. In particular, a generic symmetry implementa-
tion on spinons has the following form in the Abrikosov-
fermion representation (9):
Ψi
U−→ RUΨU(i)GU
(
U(i)
)
. (13)
For any symmetry group element U ∈ Gs, RU ∈ SU(2)
is the physical spin rotations and {GU (i) ∈ SU(2)} are
gauge rotations on fermionic spinons. The symmetry im-
plementations on spinons in the Kitaev Z2 QSLs are sum-
marized in the first row of TABLE I.
All symmetric U(1) QSLs on honeycomb lattice pre-
serving T1,2, C6, M˜h symmetries (in the isotropic limit
Jα = J) can be classified by their spinon PSGs, lead-
ing to 10 distinct U(1) QSLs. Numerical studies suggest
a continuous phase transition between the non-Abelian
Ising TO and the gapless phase, hence posing a strong
constraint on the gapless phase. Among the 10 symmet-
ric U(1) QSLs, only 3 states summarized in TABLE I
are connected to the Kitaev Z2 state (Ising TO) by a
continuous phase transition, where spinon pairings break
the emergent U(1) gauge field down to Z2 via the Higgs
mechanism. As revealed by K-theory classification of sta-
ble Fermi surfaces (FSs), none of the three U(1) QSLs in
4State GM˜h(x1, x2, s) GC6(x1, x2, s) Stable FS?
Kitaev Z2 (−1)se− i pi4 τz (−1)se i
pi
3
τx+τy+τz√
3 N/A
U1Ak=0 e
i 3pi
4
τz e− i
pi
6
τz Yes
U1Bk=2 1 iτx · e i pi3 (1−2s)τz No
U1Bk=4 1 iτx · e i pi3 (2s−1)τz No
Table I: Symmetry implementations on fermionic spinons in
Kitaev Z2 QSLs, and in the three U(1) QSLs in proximity to
Kitaev Z2 states. The gauge rotations for translation sym-
metries T1,2 are GT1,2(i) ≡ 1. The spin rotations in (13) as-
sociated with these symmetries are RT1,2 = 1, RM˜h = e
i pi
4
σz
and RC6 = e
− i pi
3
σx+σy+σz√
3 . (For details see Appendix C)
proximity to Kitaev Z2 state supports robust (symmetry-
protected) Dirac points in the presence of anisotropy,
thus excluding the possibility of U(1) Dirac spin liquids.
Meanwhile only 1 state among the 3 i.e. U1Ak=0 in TA-
BLE I hosts stable spinon FSs (see Appendix C for de-
tails). Since a U(1) QSL in 2+1-D must be stablized
by gapless spinons, U1Ak=0 state becomes the only can-
didate for the gapless phase at intermediate field in the
phase diagram.
Furthermore, the fact that U1Ak=0 state is separated
with the non-Abelian Ising phase by a continuous phase
transition provides a strong constraint on its spinon FSs.
In the presence of inversion symmetry (5), the integer-
valued topological index ν ∈ Z of a gapped 2d supercon-
ductor in symmetry class D is dictated by the number of
spinon FSs enclosing 4 time reversal invariant momenta
(TRIM):
ν = (# of FSs enclosing the TRIM) mod 2 (14)
which is proved in Appendix E. Now that non-Abelian
Ising phase corresponds to a px + ipy TSC of spinons
with ν = 1, there must be an odd number of spinon FSs
enclosing all 4 TRIM in the gapless U1Ak=0 state. As
shown in FIG. 4, the typical spinon FSs of an isotropic
U1Ak=0 state at Jα = J consist of an electron pocket at
zone center Γ, and one hole pocket at each zone corner
±K.
To further confirm the nature of the gapless U(1)
QSL, we use DMRG method to numerically calculate
the von Neumann entanglement entropy S = −Tr(ρlnρ)
on Lxex × Lyey cylinders of length Lx and circumfer-
ence Ly, where ρ is the reduced density matrix of a sub-
system with length x. For a 1+1-D critical system de-
scribed by a conformal field theory (CFT), it is known
that S(x) = c6 ln
[
Lx
pi sin(
xpi
Lx
)
]
+ c˜ on a cylinder of length
Lx, where c is the central charge of the CFT and c˜ is
a model-dependent constant. Using this formula we ex-
tracted the central charge c numerically for cylinders with
circumference Ly = 3, 4, as shown in Fig.5. Here we keep
up to m = 3072 block states with a truncation error
 ≤ 5 × 10−8. The 3-leg cylinder has c ≈ 1 suggesting
a critical ground state, while c ≈ 0 indicates a gapped
ground state on the 4-leg cylinder. This is consistent with
Figure 4: (Color online) How the spinon fermi surfaces (FSs)
intersect with quantized momenta along the circumference of
a 3-leg ladder in (a), and a 4-leg ladder in (b) (see Appendix
D for details). Blue circles denote the spinon FSs of U1Ak=0
state, including one electron pocket at Γ and two hole pockets
at ±K in the isotropic model. Red lines denote the quantized
momentum along the circumference of the cylinder. Increas-
ing the anisotropy Jz/Jx,y not only shrinks all pockets, but
also moves the two hole pockets at ±K towards M point.
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Figure 5: (Color online) (a) Von Neumann entanglement en-
tropy S on Ly = 3 cylinders of length Lx, with the cut on
x-bond and y-bond respectively, where x′ ≡ Lx
pi
sin( xpi
Lx
). (b)
Extracted central charge c with error bar for Ly = 3 and
Ly = 4 cylinders. The dashed line is a guide for eyes. We
choose Jz/J = 1.0 and h/J = 0.28 in (1).
the spinon FSs shown in FIG. 4, since the quantized mo-
menta along the cylinder circumference only cross the
two pockets at ±K for Ly = 3 cylinder, but not Ly = 4.
Identifying the gapless phase as U1Ak=0 state allows us
to further understand the structure of the phase diagram
(FIG. 1) with anisotropy. Numerical results point to a
single phase of gapless U1Ak=0 state, with an odd num-
ber of spinon FSs enclosing all 4 TRIM. This suggests the
neighboring gapped Z2 topological order of the U(1) QSL
can only be ν = odd TSC of spinons, i.e. the non-Abelian
Ising phase. Similarly, the only gapped Z2 topological or-
der neighboring the polarized trivial phase can only be a
ν = 0 trivial superconductor of spinons, i.e. the Abelian
toric code phase. This dictates the quadrucritical point
joining all 4 phases, and hence the phase diagram FIG.1.
5IV. QUANTUM PHASE TRANSITIONS
In this section we discuss quantum phase transitions
between the 4 distinct quantum phases in FIG. 1. The
strategy is to start from the quadrucritical point at the
intersection of 4 phase boundaries, then to extend to the 4
phase boundaries. The low-energy physics of the quadru-
critical point is described by the following effective field
theory
Lquadru = (15)
ψ†0(i∂t + a0 + µ
m1
m0
+ µ0|∆|2)ψ0 − ψ†0
(− i ~∇− ~a)2
2m0
ψ0
+ψ†1(i∂t + a0 − µ+ µ1|∆|2)ψ1 + ψ†1
(− i ~∇− ~a)2
2m1
ψ1
+∆(r)
∑
α=0,1
ψα(− ivxα∂x − vyα∂y)ψα + h.c.
− 1
4g
fµνf
µν − ρ
2
|(− i ~∇+ 2~a)∆|2 − t
2
|∆|2 − u|∆|4 + · · ·
Here ψ0 denotes an electron-like spinon FS at zone center
Γ, while ψ1 denotes a hole-like spinon FS at hexagonal BZ
edge centerM with k1 = k2 = pi. In the absence of spinon
pairing |∆| = 0 i.e. when t > 0 in (15), since fermionic
spinons {fi,σ} have an integer filling of 2 spinons per unit
cell, due to Luttinger’s theorem the “electron density” at
Γ must equal the “hole density” at M :
1
V
∫
d2rψ1ψ
†
1 =
1
V
∫
d2rψ†0ψ0 =
m1µ
2pi
(16)
However with spinon pairing |∆| > 0 i.e. when t < 0
in (15), Luttinger’s theorem is violated, as captured
by the µ0,1 > 0 terms in (15). While the bottom of
the “electron” pocket at Γ crosses zero energy at µ =
−µ0m0m1 |∆|2 =
µ0m0
m1u
t · θ(−t) ≤ 0, the top of the “hole”
pocket at M crosses zero energy when
µ = µg|∆|2 = −µ1
u
t · θ(−t) ≥ 0 (17)
where θ(x) stands for the step function. As shown in
Appendix E, guaranteed by inversion symmetry (5), the
number of spinon FSs surrounding 4 time reversal in-
variant momenta (TRIM) including Γ and M implies
the topology of the consequent gapped superconducting
state: an odd number of spinon FSs necessarily leads to a
chiral TSC. Therefore the 4 distinct phases are captured
in effective theory (15) as
(1) Gapped non-Abelian Ising phase:
t < 0, µ > µ1|∆|2 = −µ1
u
t (18)
(2) Abelian toric code phase:
t < 0, µ < µ1|∆|2 = −µ1
u
t (19)
(3) Gapless U(1) QSL with spinon fermi surfaces:
t > 0, µ > 0 (20)
(4) Gapped spin polarized (trivial) phase:
t > 0, µ < 0 (21)
Now we can comment on the 4 phase boundaries in
FIG.1. The blue phase boundary µ = −µ1u t, t < 0 be-
tween the two gapped topological orders is driven by the
“band inversion” at M in the presence of spinon pair-
ings, consistent with the exact solution at zero field with
Jz = 2Jx,y (see Appendix A). The critical theory across
this blue phase boundary is described by a single Majo-
rana fermion coupled to a dynamical gauge field. The
upper phase boundary t = 0, µ < 0 of the red line sepa-
rates the polarized phase and Abelian toric code, driven
by “strong pairing” of spinons in the absence of spinon FS.
The lower phase boundary of the red line µ = 0, t > 0
is a metal-insulator transition of spinons coupled to U(1)
gauge fields, driven by vanishing the spinon FS at both
Γ and M in the absence of pairing. Finally, the black
phase boundary t = 0, µ > 0 describes a transition be-
tween a gapless U(1) QSL with spinon FSs and gapped
non-Abelian Ising phase, driven by the “weak pairing”34
of spinons on the fermi surface. Notice that along both
the black and lower part of red phase boundaries, as
anisotropy Jz/J is increased, the two hole-like pockets
at ±K will move towards M and ultimately merge into
one hole pocket at M .
V. SUMMARY
To conclude, through a combination of symmetry anal-
ysis, topological classification and numerical studies, we
obtain a phase diagram of Kitaev model as a function
of bond anisotropy Jz/Jx,y and perpendicular magnetic
field h[111]. We identify 4 distinct phases separated from
each other by continuous quantum phase transitions,
where four continuous phase boundaries intersect at a
quadrucritical point as dictated by inversion symmetry.
In particular, we identify a symmetric gapless U(1) QSL
with spinon fermi surfaces, U1Ak=0 state, as the only
candidate of the intermediate phase between non-Abelian
Ising phase and polarized trivial phase in the isotropic
Kitaev model under a [111] field. While at this stage it is
difficult to directly relate our theoretical results to the ex-
perimental observations in α-RuCl3, this work paved the
road for future efforts on various QSL phase and quan-
tum critical phenomena in Kitaev materials.
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Appendix A: Phase boundary near Jz = 2J
At zero field, Kitaev had shown5 that model (1) with h = 0 hosts a gapless Z2 spin liquid (“phase B”) ground state
as long as |Jz| < |Jx|+ |Jy| = 2J . Meanwhile Jz > 2J leads to a gapped Z2 spin liquid (“phase A”) with an Abelian
topological order of the toric code type. A small magnetic field ~h ‖ (1, 1, 1) will drive the gapless phase B into a gapped
spin liquid with a non-Abelian topological order of the Ising type. These facts indicate a phase boundary separating
the Abelian toric code (gapped phase A) and the non-Abelian Ising phase at a finite (but small) perpendicular field,
by tuning the anisotropy parameter Jz/J . Below we derive this phase boundary around Jz = 2J and h = 0.
1. Kitaev’s exact solution
The zero-field Kitaev model (1) can be solved exactly by the following Majorana representation:
2Sˆα = σˆα = ibαc, α = x, y, z. (A1)
where ~σ are 3 Pauli matrices, and {bα, c} are 4 Majorana fermions representing the spin-1/2 d.o.f. per site. To
faithfully reproduce the spin-1/2 Hilbert space, the following constraint must be implemented on each site:
bxi b
y
i b
z
i ci = 1, ∀ i. (A2)
and therefore
2Sˆα = ibαc = − i αβγ
2
bβbγ . (A3)
At zero field, model (1) can be rewritten in terms of Majorana fermions as
Hˆ0 ≡ HˆK(h = 0) = −1
4
∑
〈i,j〉
(iJαij b
αij
i b
αij
j )(icicj) (A4)
which describes how Majorana fermions {ci} hop with amplitude tij = iJαij bαiji bαijj . As pointed out by Kitaev, the
Z2 flux around each hexagonal plaquette p is a conserved quantity of model (1) at zero field:
Wp =
∏
〈i,j〉∈p
(ib
αij
i b
αij
j ) =
∏
i∈p,k/∈p
σαiki = ±1. (A5)
Lieb’s theorem43 indicates that the lowest energy (ground) state has a uniform zero flux of Wp = +1,∀ p. In the
zero-flux sector, one can choose a gauge where
b
αij
i b
αij
j ≡ i , i ∈ A sublattice, j ∈ B sublattice. (A6)
While {bαi } fermions pairwise form a dimer on each link, {ci} fermions can hop in the background Z2 flux (A5). The
BdG band structure of Majorana fermions {cj} in momentum space from (A4) can be written as
H
(0)
k (h = 0) =
iJ
4
(
−fk
f∗k
)
, (A7)
fk =
Jz
J + e
ik1 + e ik2
in the basis of (cA,k, cB,k)T where A,B labels the two sublattices.
Clearly the {ci} spectrum is fully gapped (i.e. |fk| > 0, ∀ k) if and only if |Jz/J | > 2. This corresponds to the
“gapped A phase”, with an Abelian topological order of the toric code type. On the other hand if |Jz/J | < 2, there
will be a pair Dirac points at zero energy, located at momenta k1 = −k2 = ± arccos −Jz2J . This corresponds to the
“gapless B phase”, described by Dirac fermions coupled to dynamical Z2 gauge fields in the low energy limit.
82. Perturbation theory in the zero flux sector
As shown by Kitaev5, above the low-energy states within the zero flux sector with Wp ≡ +1, ∀ p, there is a finite
energy gap ∆ (∼ 0.27|J | in the isotropic Jα ≡ J case) for each pi flux excitation (i.e. Wp = −1). Within the low
energy sector of zero flux states, below we summarize the effects of magnetic field ~h up to 3rd order in perturbation
theory.
Denoting the projector into zero-flux Hilbert space of (A4) as Π0, the perturbation expansion can be written as
H = H0 +H1 +H2 + · · · ,
Hn = Π0
(
Vˆ 1−Π0
E0−Hˆ0
)n−1
VˆΠ0, ∀ n ≥ 1. (A8)
where Vˆ is the perturbation term. In our case, Hˆ0 is given by (A4) while
Vˆ = −~h ·
∑
i
Si, ~h = h(1, 1, 1). (A9)
and the ground states projector is written as
Πˆ0 =
∏
p
(1 + Wˆp
2
)
(A10)
It’s straightforward to show that 1st order perturbation theory vanishes, while the 2nd order terms renormalize the
original Kitaev terms between each NN
Hˆ2 = −2h2
∑
〈i,j〉
S
αij
i S
αij
j /∆2,αij (A11)
where ∆2,α is the energy cost for a pair of flux excitations sharing a NN link along α direction. At anisotropic coupling
Jx,y = J and Jz = 2J , explicit calculations show that
∆2,x = ∆2,y ≈ 0.063J, ∆2,z ≈ 0.078J. (A12)
Following Kitaev, there are two types of 3rd order contributions in the perturbation expansion:
Hˆ3 = −g3 h
3
J2
( ∑
〈ik〉〈jk〉
Sαiki S
αjk
j S
β 6=αik,αjk
k +
∑
〈il〉〈jl〉〈kl〉
Sαili S
αjl
j S
αkl
k
)
(A13)
where the coupling constant g3 is given by
g3 =
4J2
∆2,z∆2,x/y
+ 2
( J
∆2,z
)2
. (A14)
In the Majorana fermion representation (A1), the 3rd order terms can be written as
Hˆ3 = − g38 h
3
J2
[∑
〈ik〉〈jk〉 αikβαjk · (ibαiki bαikk )(ibαjkj bαjkk )(icicj)
+
∑
〈il〉〈jl〉〈kl〉 αilαjlαkl · (ibαili bαill )(ibαjlj bαjll )(ibαklk bαkll )cicjckcl
]
(A15)
Clearly the 1st term in (A13) introduces a 2nd NN hopping between Majoranas {ci}, while the 2nd term in (A13)
becomes 4-fermion interactions between Majorana fermions {ci}.
3. Determining the phase boundary
Therefore up to 3rd order terms in the perturbation expansion, within the low-energy Hilbert space of zero flux
sector, the effective Hamiltonian for {ci} fermions are the following
Hˆeff =
J
4
(
c−k,A
c−k,B
)T (
Gk − iFk
iF ∗k −Gk
)(
ck,A
ck,B
)
(A16)
− g3h38J2
∑
〈il〉〈jl〉〈kl〉(−1)lαilαjlαklcicjckcl +O(h
4
J3 ).
9where the matrix elements are given by
Fk =
Jz
J − 2h
2
J∆2,z
+ (1− 2h2J∆2,x/y )(e ik1 + e ik2),
Gk =
g3
4 (
h
J )
3
[− sin k1 + sin k2 + sin(k1 − k2)]. (A17)
It’s straightforward to show that as long as |Fk| > 0, ∀ k, the system will have a gapped ground state with Abelian
topological order of toric code type. On the other hand, if Fk vanishes at certain momenta leading to Dirac fermions,
Gk will gap out the Dirac fermions and give rise to a non-Abelian topological order of Ising type. The short-range
4-fermion interaction is irrelevant for the Dirac fermions and hence does not modify the phase.
As a result, the phase boundary between Abelian toric code and non-Abelian Ising phases is given by the following
condition:
Jz
J
− 2h
2
J∆2,z
= 2(1− 2h
2
J∆2,x/y
) +O(
h
J
)4 (A18)
which determines whether |Fk| > 0, ∀ k or not. This leads to the following phase boundary around Jz = 2J at small
fields:
Jz
J
≈ 2− 38(h
J
)2 +O(
h
J
)4. (A19)
Appendix B: Phase boundary in the anisotropic limit
In the strongly anisotropy limit Jz  J , a perturbation expansion in terms of J/Jz  1 can be performed. In the
absence of field, Kitaev showed that the leading term in this strong anisotropy expansion exactly corresponds to the
toric code Hamiltonian. Here we show that with the external field along (1, 1, 1) direction, the leading terms in the
perturbation expansion correspond to the toric code of coupling strength ∼ J4/J3z under a transverse field of strength
∼ h2/Jz. As was shown in Ref.36–38, a transverse field comparable to the toric code terms will drive the Abelian Z2
topological order into a confined trivial phase. Therefore this allows us to determine the phase boundary between
toric code phase and spin-polarized trivial field, in the limit of small field and strong anisotropy i.e. J/Jz, h/Jz  1.
1. Perturbation theory in the strong anisotropy limit
Following Kitaev5, in the strong anisotropy limit of Jz  J = Jx,y, we perform perturbation expansion in terms of
J/Jz and h/Jz. The 0-th order Hamiltonian is
Hˆ0 = Jz
∑
αij=z
Szi S
z
j − hz
∑
i
Szi . (B1)
and the perturbation is given by
Vˆ = HˆK(h)− Hˆ0 =
J
∑
αij=x,y
S
αij
i S
αij
j −
∑
i
(hxS
x
i + hyS
y
i ) (B2)
We discuss the perturbation theory for a small field ~h = (hx, hy, hz) along any direction, but in the end restrict
ourselves to the case of model (1) with
hx = hy = hz = h. (B3)
The ground state manifold is given by the following constraint on each pair of NN spins on a z-link l ≡ 〈i, j〉:
Szi = −Szj = ±
1
2
, ∀ αij = z. (B4)
Therefore we label the two states of the “block spin” in each unit cell as
|Zl = ±1〉 ≡ |Szi = ± 12 , Szj = ∓ 12 〉, (B5)
l ≡ 〈ij〉 ∀ αij = z, i ∈ A, j ∈ B.
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The 3 Pauli matrices for the block spin l on NN link 〈ij〉 with αij = z are given by
Zl = σ
z
i = −σzj , i ∈ A, j ∈ B, (B6)
Xl = σ
x
i σ
x
j = σ
y
i σ
y
j , (B7)
Yl = σ
y
i σ
x
j = −σxi σyj . (B8)
since σzi σzj = −1 for ~σi = 2Si.
To create excitations beyond state manifold, there is an excitation gap of
∆± ≡ Jz
2
± hz = Jz
2
± h (B9)
to flip one single spin on a NN z-bond, where ± sign corresponds to A/B sublattices.
In the perturbation expansion (A8), the first order term vanishes while the 2nd order term is given by
Hˆ2 = −Bx
∑
lXl, (B10)
Bx =
[
(hx2 )
2 + (
hy
2 )
2
]
( 1∆+ +
1
∆−
) = 2h
2
Jz
+O( h
3
(Jz)2
)
The 3rd order terms are
Hˆ3 =
J
J2z
{ ∑
q=p+~a1
[(
hx(Xp + 1) + hyYp
) · (hx(Xq + 1) + hyYq)− h2yZpZq]+
∑
q=p+~a2
[(
hy(Xp + 1)− hxYp
)(
hy(Xq + 1) + hxYq
)− h2xZpZq]}+O(J( hJz )3). (B11)
including both bilinear spin interactions between NNs and transverse fields. The coupling constant of 3rd order terms
is in the order of g3 ∼ h2J/J2z .
Finally the 4th order terms in the perturbation expansion lead to the toric code Hamiltonian
Hˆ4 = −g4
∑
〈uldr〉
YlYrZuZd +O(
J2h2
J3z
), (B12)
g4 =
J4
64J3z
.
where 〈uldr〉 labels 4 NN block spins in a diamond pattern.
2. Determining the phase boundary
Below we consider the perturbation theory in the following small field, anisotropy limit:
h
J

√
J
Jz
 1. (B13)
Clearly in this limit, we have
g3
g4
∼ h
2Jz
J3
 1 (B14)
Hence the effective Hamiltonian in the ground state manifold from perturbation theory is dominated by the toric code
model under a transverse field:
Hˆeff = −g4
∑
〈uldr〉
YlYrZuZd −Bx
∑
l
Xl + · · · , (B15)
Bx =
2h2
Jz
, g4 =
J4
64J3z
.
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where · · · stands for all other terms, with much smaller couplings compared to the 2 terms above.
As shown in Ref.36–38, model (B15) exhibits 2 different phases: the Abelian toric code phase with anyons and the
confined spin-polarized phase without anyons, and their phase boundary is given by g4 ' Bx. Therefore in the small
field and strong anisotropy limit (B13), the phase boundary between Abelian Z2 topological order and spin-polarized
phase is given by
g4 ' Bx ⇐⇒ Jz
J
= C0(
h
J
)−1  1 (B16)
where C0 is a constant of order 1.
It’s also straightforward to show that upon increasing the magnetic field h[111], the confined phase of transverse-field
toric code model (B15) with
−σzi σzj = σxi σxj = 1, ∀ αij = z. (B17)
is adiabatically connected to (without phase transitions) the polarized phase, where all spins point to [111] direction.
This suggests a single quantum phase transition when increasing magnetic field in the strong anisotropy limit Jz/J 
1.
Appendix C: U(1) spin liquids in proximity to the Kitaev state
In both the Abelian toric-code phase and the non-Abelian Ising phase, there is one type of anyons (or one su-
perselection sector) obeying fermi statistics, coined “spinons” here. They are nothing but the Majorana fermions in
Kitaev’s exact solution, which form a strong-pairing trivial superconductor in the toric code phase, or a weak-pairing
p + ip superconductor with chiral Majorana edge modes in the Ising phase. If these fermionic spinons instead form
a fermi liquid, it corresponds to a U(1) spin liquid with an emergent spinon fermi surface. Below we first examine
the symmetry implementation on these fermionic spinons in both toric code and Ising phases. In a U(1) spin liquid
connected to the Ising phase by a continuous quantum phase transition, the symmetry implementations on spinons
must be compatible with those in the Ising phase. This principle allows us to classify all possible U(1) spin liquids in
proximity to Kiteav’s Z2 states, and identify a promising candidate for the field induced gapless spin liquid.
1. Fermion symmetry fractionalization in the Kitaev Z2 spin liquidss
As shown previously in (A4) and (A16), the ground state of Kitaev model under a small field can be solved exactly
using the Majorana fermion representation (A3) of spin-12 ’s. The ground state |g.s.〉 is given by Gutzwiller projection
on the spinon mean-field state |MF 〉:
|g.s.〉 =
∏
i
(1− bxi byi bzi ci)|MF 〉 (C1)
where |MF 〉 is the ground state of the following mean-field Hamiltonian for Majorana fermions
HˆZ2MF = −
∑
〈i∈A,j∈B〉
(∆2,αij
2
ib
αij
i b
αij
j +
J˜αij
4
icicj
)
− ih
∑
i
(bxi + b
y
i + b
z
i )ci
+
g3h
3
8J2
∑
〈〈i,j〉〉
νij icicj +O(
h3
J2
) (C2)
where we defined the renormalized NN couplings as
J˜αij ≡ Jαij −
2h2
J∆2,αij
. (C3)
In the isotropic case (Jα ≡ J, ∆2,α ≡ ∆2), the spinon mean-field state preserves translations T1,2, rotation C6 and
anti-unitary “magnetic mirror” M˜h = M[11¯0]·T . The whole symmetry group Gs of isotropic model (1) is given by
Gs = {T ν11 T ν22 M˜νmh Cν66 |ν1,2 ∈ Z, νm ∈ Z2, ν6 ∈ Z6}. (C4)
12
Under these symmetries, the Majorana fermions transform as
bx
by
bz
c

(x1,x2,s)
T1−→

bx
by
bz
c

(x1+1,x2,s)
, (C5)

bx
by
bz
c

(x1,x2,s)
T2−→

bx
by
bz
c

(x1,x2+1,s)
, (C6)

bx
by
bz
c

(x1,x2,s)
M˜h−→ (−1)s

by
bx
bz
−c

(x2,x1,s)
, (C7)

bx
by
bz
c

(x1,x2,s)
C6−→ (−1)s

bz
bx
by
c

(1−x2,x1+x2−s,1−s)
. (C8)
The above symmetry implementations have the following algebra when acting on fermionic spinons {bαi }
T1T2T
−1
1 T
−1
2 = 1, (C9)
M˜−1h T1M˜hT
−1
2 = 1, (C10)
M˜−1h T2M˜hT
−1
1 = 1, (C11)
C−16 T1C6T2T
−1
1 = 1, (C12)
C−16 T2C6T
−1
1 = 1, (C13)
(M˜h)
2 = 1, (C14)
(C6)
6 = (−1)Fˆ , (C15)
(C6M˜h)
2 = 1. (C16)
where
(−1)Fˆ =
∏
i
(bxi b
y
i b
z
i ci). (C17)
is the total number parity of fermionic spinons. The above algebra hold for the Abelian toric code phase (i.e. the trivial
strong-pairing superconductor of fermionic spinons) and the non-Abelian Ising phase (i.e. the weak-pairing p + ip
chiral topological superconductor of fermionic spinons), both of which host one type of bulk anyon (or superselection
sector)  obeying fermi statistics. The algebraic relations (C9)-(C16) characterize the projective symmetry group
(PSG)31 of fermionic spinons , as the mathematical description for symmetry fractionalization of fermionic spinon 
in both toric code and Ising topological orders.
Finally, we discuss the relation between Majorana representation (A3) and the more familiar Abrikosov representa-
tion of spin-1/2’s. In the Abrokosov fermion representation, each spin-1/2 is represented by a pair of complex fermions
{fi↑, fi↓} as follows
Si =
1
4
Tr
(
Ψ†i~σΨi
)
(C18)
where we have defined spinon operator
Ψi =
(
fi↑ f
†
i↓
fi↓ −f†i↑
)
= (iσy)Ψ
∗
i (iτy) (C19)
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It has a one-to-one correspondence with the Majorana fermion representation (A3) given by the following relation
fi↑ =
bzi + ici
2
, fi↓ =
bxi + ib
y
i
2
, (C20)
Ψi =
(
fi↑ f
†
i↓
fi↓ −f†i↑
)
=
1
2
( ∑
α=x,y,z
bαi σˆα + ic 1ˆ2×2
)
. (C21)
where the single-occupancy constraint per site for complex fermions {fi↑, fi↓} is nothing but constraint (A2) for
Majorana fermions.
Under a symmetry operation U , the complex fermions transform as
Ψi
U−→ RUΨU(i)GU
(
U(i)
)
. (C22)
where RU ∈ SU(2) corresponds to physical spin rotations and {GU (i) ∈ SU(2)} corresponds to the gauge rotations
associated with symmetry operation U . It is straightforward for any unitary symmetry, but has some subtlety for an
anti-unitary symmetry. Take the familiar time reversal symmetry T of spin-1/2 fermions for example, we have
Ψi
T−→ iσyΨi = −Ψ∗i (iτy). (C23)
Therefore under magnetic mirror symmetry M˜h ≡M[11¯0] · T it transforms as
Ψi
M˜h−→ iσyUM[11¯0]ΨM˜h(i)GM˜h
(
M˜h(i)
)
, (C24)
UM[11¯0] = i
σx − σy√
2
.
In the Kitaev model (1) under a 〈111〉 magnetic field, the physical spin rotations are
RT1 = RT2 = 1, (C25)
RM˜h = iσy ·
i(σx − σy)√
2
= e i
pi
4 σz , (C26)
RC6 = e
− i pi3
σx+σy+σz√
3 . (C27)
where T = iσy · K is the time reversal operation and K represents complex conjugation.
In the Kitaev Z2 spin liquids described by (C2), the gauge rotations associated with the symmetry operations are
given by
GT1(i) = GT2(i) = 1, ∀ i; (C28)
GM˜h(x1, x2, s) = (−1)s · e− i
pi
4 τz ; (C29)
GC6(x1, x2, s) = (−1)s · e i
pi
3
τx+τy+τz√
3 . (C30)
where we use Pauli matrices ~τ to denote gauge rotations for the Nambu index, in contrast to ~σ for spin rotations.
It’s straightforward to show that the above symmetry implementations (C22) are exactly the same as (C5)-(C8) for
Majorana fermions.
2. Classification of zero-flux U(1) spin liquids
In this section, we classify all symmetric U(1) spin liquids on the honeycomb lattice, which preserves symmetry
group (C4) generated by two translations T1,2, hexagon-centered rotation C6 and magnetic mirror M˜h = M[11¯0] · T .
The idea is to identify all possible gauge rotations {GU (i)} associated with symmetry operations {U ∈ SG}, up to
the following gauge redundancy:
Ψi → ΨiWi, GU
(
U(i)
)→W †U(i)GU (U(i))WUi , (C31)
WUi ≡ UWiU−1, Wi ∈ SU(2).
14
In a U(1) spin liquid, the mean-field ansatz of spinons has the following form
Hˆ
U(1)
MF =
∑
i,j
f†iαuiα,jβfjβ . (C32)
In this so-called canonical gauge31, there is an emergent global U(1) gauge symmetry
fiα → e iθfiα ⇐⇒ Ψi → Ψie iθτz , 0 ≤ θ < 2pi. (C33)
This group of gauge rotations that preserve the mean-field ansatz is called the “invariant gauge group” (IGG). The
projective symmetry group which characterizes the symmetry implementations on fractionalized spinons in a spin
lquid, is an extension (2nd group cohomology H2) of the symmetry group Gs by the IGG:
Gs = PSG/IGG, PSG ∈ H2(Gs, IGG). (C34)
Similar to the algebraic relations (C9)-(C16) for Kitaev Z2 spin liquids, the gauge rotations {GU (i)} in a symmetric
U(1) spin liquid satisfy the following algebra:
GT1(x1 + 1, x2, s)GT2(x1, x2, s)G
−1
T1
(x1 + 1, x2 − 1, s)G−1T2 (x1 + 1, x2, s) = e iφ12τz , (C35)
G−1
M˜h
(x1 + 1, x2, s)G
∗
T1
(x1 + 1, x2, s)GM˜h(x1, x2, s)
[
G−1T2 (x2, x1 + 1, s)
]∗
= e iφm,1τz , (C36)
GM˜−1h
(x1, x2 + 1, s)GT2(x1, x2 + 1, s)GM˜h(x1, x2, s)
[
G−1T1 (x2 + 1, x1, s)
]∗
= e iφm,2τz , (C37)
G−1C6 (x1 + 1, x2, s)GT1(x1 + 1, x2, s)GC6(x1, x2, s)GT2(x1 + x2 − s, 1− x1, 1− s)
·G−1T1 (x1 + x2 + 1− s,−x1, 1− s) = e iφc,1τz , (C38)
G−1C6 (x1, x2 + 1, s)GT2(x1, x2 + 1, s)GC6(x1, x2, s)G
−1
T1
(x1 + x2 + 1− s, 1− x1, 1− s) = e iφc,2τz , (C39)
GM˜h(x2, x1, s)G
∗
M˜h
(x1, x2, s) = e
iφmτz , (C40)
GC6(C
5
6 (i))GC6(C
4
6 (i))GC6(C
3
6 (i))GC6(C
2
6 (i))GC6(C6(i))GC6(i) = e
iφcτz , (C41)
GC6(1− x2, x1 + x2 − s, 1− s)GM˜h(x1, x2, s)
[
GC6(x2, x1, s)GM˜h(x1 + x2 − s, 1− x2, 1− s)
]∗
= e iφc,mτz . (C42)
where all the φ’s are U(1)-valued variables.
To identify U(1) spin liquids in proximity to the Kitaev Z2 spin liquid with zero flux per hexagon, we focus on the
solutions with φ12 = 0. Making use of gauge transformation (C31) with Wi = e iθiτz , one can always choose a proper
gauge so that the solutions have the following form
GT1(i) = GT2(i) ≡ 1, ∀ i; (C43)
GM˜h(x1, x2, s) =
[
e isαm iτx
]nm
, αm = 0, pi; (C44)
GC6(x1, x2, s) = (iτx)
nce iαc(s)τz . (C45)
where nm, nc = 0, 1. Most of the U(1)-valued phase factors in (C35)-(C42) become zero by proper gauge fixing:
φm,1 = φm,2 = φc,1 = φc,2 = φm = 0. (C46)
All 14 gauge-inequivalent solutions can be categorized into 4 types of symmetric U(1) spin liquids:
(1) 2 distinct U1A states with nm = nc = 0. By proper gauge choice they satisfy αm = 0 and
φc = αc(0) + αc(1) = 0,
φc,m = αc(0)− αc(1) = kpi, k = 0, 1. (C47)
These lead to 2 different U1A states with
GM˜h(i) ≡ 1, GC6(x1, x2, s) = e i
kpi
2 (1−2s)τz . (C48)
(2) 6 distinct U1B states with nm = 0, nc = 1. After proper gauge choice, they satisfy αm = 0 and
φc,m = −αc(0)− αc(1) = 0,
3[αc(0)− αc(1)] + pi = φc = 0, pi. (C49)
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which lead to
αc(0) = −αc(1) = kpi
6
, k = 0, 1, 2, 3, 4, 5. (C50)
Therefore the gauge rotations for these U1B states write
GM˜h(i) ≡ 1, GC6(x1, x2, s) = iτx · e i
kpi
6 (1−2s)τz . (C51)
(3) 2 distinct U1C states with nm = 1, nc = 0. After proper gauge choice, they satisfy
φm = φc = αc(0) = αc(1) = 0,
αm = φc,m = kpi, k = 0, 1. (C52)
Therefore the gauge rotations for these U1C states write
GM˜h(x1, x2, s) = (−1)ks iτx, GC6(i) ≡ 1. (C53)
(4) 4 distinct U1D states with nm = nc = 1. After proper gauge choice, they satisfy
αm = k1pi, k1 = 0, 1
φc,m + αm = αc(1− s)− αc(s) = k2pi, k2 = 0, 1,
3[αc(0)− αc(1)] + pi = φc = (k2 + 1)pi. (C54)
which lead to (after gauge fixing)
αc(0) = 0, αc(1) = k2pi. (C55)
Therefore the gauge rotations for these U1B states write
GM˜h(x1, x2, s) = (−1)k1s iτx, (C56)
GC6(x1, x2, s) = (−1)k2s iτx. (C57)
In total there are 2+6+2+4=14 distinct U(1) spin liquids that preserve symmetry group (C4).
In the anisotropic model, C6 symmetry is broken while preserving the inversion symmetry I = (C6)3 and the
symmetry group becomes
Gs = {T ν11 T ν22 M˜νmh IνI |ν1,2 ∈ Z, νm, νI ∈ Z2}. (C58)
It’s straightforward to show that the 6 distinct U1B states preserving C6 symmetry now collapse into only 2 distinct
U1B states with inversion symmetry I. More precisely, with only inversion symmetry I, the k = 0 mod 2 solutions
become one U1B state while k = 1 mod 2 solutions become the other. All other states remain distinct when breaking
C6 symmetry down to inversion I. This leads to 2+2+2+4=10 distinct symmetric U(1) spin liquids for the anisotropic
case.
3. U(1) spin liquids neighboring the Kitaev Z2 states
Once the IGG = U(1) gauge group is broken down a Z2 subgroup by a pairing term between fermionic spinons
{fi↑, fi↓}, the U(1) spin liquid is driven into a Z2 spin liquid via a Higgs transition. Among all possible U(1) spin
liquids, which ones are related to the Kitaev Z2 spin liquid by a continuous Higgs transition?
The gauge rotations on fermionic spinons in the Kitaev Z2 spin liquids satisfy algebra (C9)-(C16). For any U(1)
spin liquid connected with Kitaev Z2 states by a continuous quantum phase transition, the spinon PSGs must be
compatible with the Z2 state. Specifically in the canonical gauge, the U(1) PSGs can always be redefined by a global
U(1) gauge rotation
GU (i)→ e iγUτzGU (i) (C59)
Meanwhile {GU (i)} also has a gauge redundancy shown in (C31). When gauge rotations associated with both
translations are fixed as
GT1,2(i) ≡ 1, ∀ i. (C60)
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the only remaining gauge redundancies are the sublattice gauge rotations W (x1, x2, s) = Ws in (C31). Therefore
for any U(1) spin liquid proximate to the Kitaev Z2 spin liquid with gauge transformations (C28)-(C30), its gauge
transformations {GU (i)} must be related to (C28)-(C30) by a gauge choice:
(−1)sW †s e− i
pi
4 τzW ∗s = e
iγmτzGM˜h(x1, x2, s), (C61)
(−1)sW †s e i
pi
3
τx+τy+τz√
3 W1−s = e iγcτzGC6(x1, x2, s). (C62)
These two equations can be rewritten as
W †s
τy−τx√
2
Ws = (−1)se iγmτzGM˜h(x1, x2, s)τy, (C63)
W †0 e
i pi3
τx+τy+τz√
3 W1 = e
iγcτzGC6(x1, x2, 0), (C64)
W †0 e
− i pi3
τx+τy+τz√
3 W0 =
e iγcτzGC6(x1, x2, 0)e
iγcτzGC6(x1, x2, 1). (C65)
It is straightforward to show that no U1C or U1D states satisfy the above conditions. There are only 3 symmetric
U(1) spin liquids in proximity to the Kitaev Z2 states with (C28)-(C30), as summarized below:
(1) U1Ak=0 state with
GM˜h(i) = GC6(i) = GI(i) ≡ 1, ∀ i. (C66)
The solution of (C61)-(C62) is given by
W0 = U0 · (iτz), W1 = U0, (C67)
U0 ≡ e
i
2 (arccos
1√
3
)
τx−τy√
2 . (C68)
and
γm =
3
4
pi, γc = −1
6
pi. (C69)
(2) U1Bk=2 state with
GM˜h(i) = 1, GC6(x1, x2, s) = iτx · e i
pi
3 (1−2s)τz ,
GI(i) ≡ iτx, ∀ i. (C70)
The solution of (C61)-(C62) is given by
W0 = U0 · e i 3pi4 τz (iτx), W1 = U0 · e i 3pi4 τz , (C71)
U0 ≡ e
i
2 (arccos
1√
3
)
τx−τy√
2 . (C72)
and
γm = 0, γc = pi. (C73)
(3) U1Bk=4 state with
GM˜h(i) = 1, GC6(x1, x2, s) = iτx · e− i
pi
3 (1−2s)τz ,
GI(i) ≡ iτx, ∀ i. (C74)
The solution of (C61)-(C62) is given by
W0 = U0 · e− i pi4 τz , W1 = U0 · e− i pi4 τz (iτx), (C75)
U0 ≡ e
i
2 (arccos
1√
3
)
τx−τy√
2 . (C76)
and
γm = 0, γc = pi. (C77)
Note that when C6 rotational symmetry is broken down to inversion by anisotropy Jz 6= Jx,y, the two states U1Bk=2
and U1Bk=4 collapse into the same U(1) spin liquid phase.
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4. Stability of spinon fermi surfaces
Below we use K-theory classification44–47 to analyze the stability of spinon fermi surfaces and Dirac points in the
three U(1) states in proximity to Kitaev Z2 states. Since the gapless phase persists even in the presence of C6-
breaking anisotropy in the phase diagram, the symmetries considered here will only include inversion I, magnetic
mirror M˜h = T ·M[11¯0] and two translations T1,2.
(1) U1Ak=0 state. According to (C66), under symmetry operations the spinons transform in the same way as the
electrons in a spin-orbit coupled magnetic metal. The stable fermi surfaces is classified by pi0(C0) = Z, where C0
is the classifying space for zero-dimensional (at each k) gapped Hamiltonians. The integer topological index ν ∈ Z
labels the change of spinon filling (below fermi energy) at each k across the fermi surface. Meanwhile, at a generic
momentum with no extra symmetries in the 1st BZ, the stable Dirac points are classified by pi1(C0) = 0. Meanwhile
since (M˜h)2 = (I ·M˜h)2 = 1, the stable Dirac points on high symmetry lines kx,y = 0, pi are classified by pi0(R2−3) = 0.
As a result, U1Ak=0 state supports robust spinon fermi surfaces labeled by an integer index ν ∈ Z, but not Dirac
points of spinons.
(2) U1Bk=2 state. According to (C70), the gauge rotation GI(i) = iτx associated with inversion symmetry I is a
particle-hole transformation, which anticommutes with the generator iτz of the global U(1) IGG:
{GI(i), iτz} = 0. (C78)
Since inversion also reverses momentum k, under the inversion operation the spinons transform as(
fk,↑
fk,↓
)
I−→ i
(
f†k,↓
−f†k,↑
)
(C79)
This “particle-hole symmetry” at every single k leads to a classifying space ofR0−2−d = R6−d for a gapped Hamiltonian
in d spatial dimensions. Therefore stable spinon fermi surfaces for U1Bk=2 state are classified by pi0(R6) = 0. Similarly
stable Dirac points at a generic momentum are classified by pi0(R5) = 0. Meanwhile, since [M˜h, I] = 0 in U1Bk=2
state, Dirac points located on high symmetry lines ky = 0, pi (invariant under M˜h) are classified by pi0(R2−4) = 0.
As a result, U1Bk=2 state supports neither stable fermi surfaces or Dirac points.
(3) U1Bk=4 state. This state is completely similar to U1Bk=2 state discussed previously, and hosts neither stable
fermi surfaces or Dirac points of fermionic spinons.
Appendix D: Mean-field ansatz of the U1A state
We follow the Fourier transformation convention
fiα =
1√
Ncell
∑
k
e−ik·Rifkα, (D1)
where Ri is the unit-cell position, and the k-space basis
Ψk = (ak↑, ak↓, bk↑, bk↓)T , (D2)
(ak and bk for A/B sublattices respectively) the spinon mean-field Hamiltonian has the following form
H =
∑
k
Ψ†khkΨk, (D3)
hk = h0k + h1k + h2k, (D4)
where 0,1,2 denote onsite, N.N., and N.N.N. terms, as defined below.
Labeling 2d momentum by k = k1~b1 + k2~b2 where ~b1,2 are reciprocal lattice vectors associated with Bravais lattice
vectors ~a1,2 we have
k1 =
√
3kx + 3ky
2
, k2 =
−√3kx + 3ky
2
. (D5)
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(a) h = 0.25, Jz/J = 1 (b) h = 0.3, Jz/J = 1
(c) h = 0.3, Jz/J = 2 (d) h = 0.3, Jz/J = 3
Figure 6: (Color online) Evolution of spinon fermi surfaces (FS) with increased [111] magnetic field h and anisotropy Jz/J . The
blue circle denotes one electron pocket around zone center Γ, and red circles denote two hole pockets around zone corners K and
K′, where the 1st Brillouin zone (BZ) is a hexagon colored in black. The non-zero mean field parameters we use are (s3, tx0 , t
y
0) =
(−0.019,−0.19,−0.0079) for α, β bonds, (Jz/J)(s3, tx0 , ty0) for γ bonds, and (s˜0, s˜3, t˜x3 , t˜z3) = (−0.0055, 0.0018,−0.0032,−0.0032)
for NNN bonds. The chemical potential is tuned such that the system is at half-filling. The magnetic field h and anisotropy
Jz/J are specified in each subplots.
The onsite terms are given by
h0 = −µτ0σ0 − h
8
τ0(σx + σy + σz) (D6)
NN terms are
h1k = −
(
0 Dk
D†k 0
)
(D7)
Dk = (s3σ0 + t
x
0σx + t
y
0σy + t
y
0σz)e
−ik1
+ (s3σ0 + t
y
0σx + t
x
0σy + t
y
0σz)e
−ik2
+ (s3σ0 + t
y
0σx + t
y
0σy + t
x
0σz) (D8)
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Figure 7: The intersections between spinon fermi surfaces (FSs) and quantized momentum around the cylinder on
the 3-leg ladder (a) versus 4-leg ladder (b). The parameters in the mean-field ansatz are chosen as (s0, tx0 , t
y
0) =
(−0.02373,−0.02373,−0.00415), (s˜0, s˜3, t˜x3 , t˜z3) = (−0.00018, 0.0018,−0.000102,−0.000102), with a magnetic field h = 0.188
and a chemical potential µ = −0.01832. (c) The dependence of spinon mean-field energy as a function of boundary condition
around the cylinder. On the 3-leg ladder, periodic boundary condition has the lowest energy, where ground state energy per
site is −0.06377. On the 4-leg ladder, anti-periodic boundary condition has the lowest energy, where ground state energy per
site is −0.06373.
and NNN terms are
h2k = −
(
Ak 0
0 Bk
)
, (D9)
Ak = 2(s˜0σ0 + t˜
x
3σx + t˜
x
3σy + t˜
z
3σz) sin(k1 − k2)
+ 2(s˜3σ0 + t˜
x
0σx + t˜
x
0σy + t˜
z
0σz) cos(k1 − k2)
+ 2(s˜0σ0 + t˜
z
3σx + t˜
x
3σy + t˜
x
3σz) sin(−k2)
+ 2(s˜3σ0 + t˜
z
0σx + t˜
x
0σy + t˜
x
0σz) cos(−k2)
+ 2(s˜0σ0 + t˜
x
3σx + t˜
z
3σy + t˜
x
3σz) sin(k1)
+ 2(s˜3 + t˜
x
0σx + t˜
z
0σy + t˜
x
0σ3) cos(k1), (D10)
Bk = 2(s˜0σ0 + t˜
x
3σx + t˜
z
3σy + t˜
x
3σz) sin(−k1)
+ 2(s˜3σ0 + t˜
x
0σx + t˜
z
0σy + t˜
x
0σz) cos(−k1)
+ 2(s˜0σ0 + t˜
x
3σx + t˜
x
3σy + t˜
z
3σz) sin[−(k1 − k2)]
+ 2(s˜3σ0 + t˜
x
0σx + t˜
x
0σy + t˜
z
0σz) cos[−(k1 − k2)]
+ 2(s˜0σ0 + t˜
z
3σx + t˜
x
3σy + t˜
x
3σz) sin(k2)
+ 2(s˜3σ0 + t˜
z
0σx + t˜
x
0σy + t˜
x
0σz) cos(k2). (D11)
In FIG. 6 we demonstrate the shrinking of spinon fermi surfaces as we increase bond anisotropy Jz/J and magnetic
field h[111].
In FIG. 7 we show in the isotropic case with Jz/J = 1, how the spinon fermi surfaces intersect with quantized
momenta along the circumference of the cylinder, on 3-leg and 4-leg ladders. On a 3-leg ladder, periodic boundary
condition of spinons along the circumference minimizes the energy, where the spinon FSs intersect with the quantized
momenta at both Γ and ±K. This leads to nonzero central charge c ≤ 2 on a 3-leg ladder. On a 4-leg ladder,
however, anti-periodic boundary condition minimizes the spinon energy, leading to no crossing between spinon FSs
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with quantized momenta, and hence a zero central charge on the 4-leg ladder.
Appendix E: Topological invariant of 2d centrosymmetric superconductors in class D
Here we discuss the topological invariant of a gapped superconductor in two spatial dimensions. We consider
symmetry class D, i.e. superconductors with neither time reversal nor spin rotational symmetries.
A generic BdG Hamiltonian for a class-D superconductor is written as
HˆBdG =
1
2
∑
k
ψ†kHkψk, Hk =
(
hk ∆k
∆†k −h∗−k
)
. (E1)
where we defined spinor
ψk = (fk,↑, fk,↓, f
†
−k,↑, f
†
−k,↓)
T = τxψ
∗
−k. (E2)
In two spatial dimensions (2d), the integer-valued topological invariant for a superconductor in symmetry class D is
given by the Chern number ν ∈ Z of BdG Hamiltonian (E1). It is also the number of chiral edge modes on the open
boundary of the superconductor34.
In the presence of inversion symmetry Iˆ with Iˆ2 = (−1)Fˆ , the parity of Chern number ν is determined by the
inversion eigenvalues {Pj(k) = ± i} of all filled bands at the 4 time reversal invariant momenta (TRIM)48–50:
e ipiν = (−1)ν =
∏
Ek,j<0
[ ∏
k∈TRIM
Pj(k)
]
, (E3)
Iˆ|k, j〉 = Pj(k)|k, j〉, k ∈ TRIM.
Now let’s consider the onset of a small pairing ∆k on top of a fermion band structure described by a Bloch
Hamiltonian hk, where |∆k|  |hk| for each k ∈ TRIM. Without loss of generality we can always choose the following
implementation of inversion symmetry Iˆ:
IˆfkIˆ
−1 = iUIf−k, (UI)∗ = UI = (UI)−1 = (UI)T . (E4)
and hence
Iˆψk Iˆ
−1 = (iUI ⊗ τz)ψ−k (E5)
in the Nambu basis. As a result the inversion eigenvalues can be computed by
iUI ⊗ τzVk,j = Pj(k)Vk,j , ∀ k ∈ TRIM. (E6)
for any BdG eigenvector Vk at the TRIM
HkVk,j = Ek,jVk,j . (E7)
Let’s first consider the parity invariant (E3) for a trivial band insulator (with zero Chern number C0 = 0) where
∆k ≡ 0. Assuming Bloch eigenvectors vk,j with energy k,j
hkvk,kj = k,jvk,j (E8)
its parity eigenvalues of all filled bands at TRIM must multiply to be unity:
e ipiC0 =
∏
k,j<0
[ ∏
k∈TRIM
pj(k)
]
= 1, (E9)
iUIvk,j = pj(k)vk,j , ∀ k ∈ TRIM. (E10)
Note that all filled bands and all unfilled bands must have opposite Chern numbers and therefore
e− ipiC0 =
∏
k,j>0
[ ∏
k∈TRIM
pj(k)
]
= 1 (E11)
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The corresponding BdG eigenvectors for this trivial insulator are given by
Vk,2j =
(
vk,2j
0
)
, Ek,2j = k,j , (E12)
P2j(k) = pj(k) = ± i
and
Vk,2j+1 =
(
0
v∗k,2j
)
, Ek,2j+1 = −k,j , (E13)
P2j+1(k) = p
∗
j (k) = −pj(k).
Therefore the parity invariant (E3) for BdG Hamiltonian (E1) is given by
e ipiν = e2 ipiC0 = 1 (E14)
in the case of a trivial band insulator. Starting from this trivial band insulator, the appearance of a single electron/hole
pocket at one TRIM corresponds to a single band inversion for the corresponding BdG Hamiltonian, which reverses
the sign of the parity invariant (E3). As a result for an arbitrary Bloch Hamiltonian hk with a finite energy gap at
every TRIM, the parity invariant (E3) of the corresponding BdG Hamiltonian (E1) is given by
e ipiν = (−1)# of pockets at all TRIM points (E15)
or the Chern number ν of the BdG Hamiltonian is given by
ν = # of pockets at all TRIM points mod 2. (E16)
in the presence of inversion symmetry Iˆ.
Now let’s consider the onset of a small pairing order parameter ∆k on top of the band structure hk, such that
|∆k|  |k,j |, ∀ j, k ∈ TRIM. (E17)
While this small pairing order parameter opens up a gap for the BdG Hamiltonian in the while BZ, it cannot change
the parity eigenvector (E16) of the BdG Hamiltonian. As a result, the Chern number ν of a gapped BdG Hamiltonian,
in the small pairing limit, is determined by the total number of fermi surfaces around all TRIM.
