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Introduzione
Il primo array di giunzioni ad eetto Josephson (JJA) fu ostruito oramai quasi trenta anni fa
[1℄, nell'ambito del progetto intrapreso dall'IBM di sviluppare un'elettronia basata su dispositivi
superonduttori. Il risultato fu he di lì a pohi anni si sviluppò un grande interesse da parte
dei sii intorno a questo tipo di dispositivi, orientato in primis verso lo studio delle transizioni
di fase. L'osservazione della transizione prevista da Kosterlitz e Thouless [4℄ in questo senso
è uno dei risultati più signiativi. Quanto detto non esaurise i motivi per ui gli array di
giunzioni Josephson sono oggetto di studio intenso, dal momento he essi orono la possibilità di
approfondire i ampi della sia più disparati (sistemi frustrati, dinamia non lineare, dinamia
aotia et.). Partiolare interesse riveste inoltre lo studio delle transizioni di fase dovute ad
eetti quantistii a temperatura zero (per un'analisi dettagliata di questo aspetto si veda [3℄).
Altrettanto importante è il valore appliativo delle JJA, per esempio nell'ambito della omputa-
zione quantistia, in vista di appliazioni nei omputer quantistii. La struttura fondamentale di
una JJA onsta di una serie di grani di materiale superonduttore disposti a formare una strut-
tura retiolare bidimensionale. Tra le diverse isole di superonduttore è interposta una giunzione
Josephson. Per temperature inferiori alla temperatura ritia relativa al materiale di ui sono
ostituiti i grani, il parametro d'ordine he desrive la sia del sistema è ostituito dalla fase
assoiata alla funzione d'onda dell'isola di superonduttore. In questa situazione le JJA sono
una realizzazione del modello XY bidimensionale desritto dall'interazione:
H = J
∑
〈ij〉
cos(θi − θj)
in ui gli angoli θi θj speiano la fase assoiata ai siti retiolari i e j. Utilizzando i risultati del
modello XY si riava he esiste una temperatura ritia (la temperatura ritia della transizione
di fase di Kosterlitz-Thouless) al di sotto della quale l'array mostra una fase ordinata, questo
fa sì he l'intera JJA mostri un omportamento superonduttivo. Per temperature al di sopra
della temperatura ritia del modello XY, nonostante i singoli grani di materiale siano nella fase
superonduttiva, l'array globalmente non mostra questa proprietà. Se si aggiunge un ampo
magnetio esterno ortogonale all'array, si è nelle ipotesi del modello XY frustrato, he è denito
dall'interazione:
H = J
∑
〈ij〉
cos(θi − θj +Aij)
dove le quantità Aij sono legate al potenziale vettore he serve a introdurre nel sistema il ampo
magnetio esterno. Peraltro a seonda delle aratteristihe del ampo magnetio he si utilizza si
hanno diverse situazioni. Nel aso di usso del ampo magnetio esterno uniforme e ostante su
tutto il retiolo, il modello prende il nome di modello XY uniformmente frustrato. Una situazione
partiolarmente interessante si realizza se si introduono delle imperfezioni nella forma delle elle
elementari del retiolo. Questo è equivalente ad imporre su ogni ella un valore del usso diverso.
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Il modello he tiene onto di questa ondizione prende il nome di modello XY on fasi random.
Da un punto di vista sio esso tiene onto di eventuali eetti di disordine presenti nel sistema
he possono essere alla base della disuniformità del usso di ui si è detto. L'ambito in ui si
inserise questo lavoro di tesi è ostituito dai due modelli itati sopra (il modello XY frustrato
e on fasi random) , in partiolare per il aso del modello XY frustrato il problema arontato
è stato quello di studiare il limite di weak frustration f ≪ 1, in ui f è l'indie di frustrazione
ed è sostanzialmente il usso del ampo magnetio sulle elle del retiolo. Lo sopo è stato
duplie: innazitutto indagare il omportamento del modello al punto ritio e nella regione di
basse temperature. Questo i ha onsentito di riavare una formula he desrive la densità di
energia libera del sistema nel limite f ≪ 1. Contemporaneamente la nostra attenzione si è
rivolta allo studio della stabilità del punto ritio del modello XY e della fase ordinata presente
nella zona di basse temperatura. Tradotto in termini sii questo signia studiare se, mediante
l'introduzione di un ampo magnetio esterno su un array he sia nello stato superonduttivo, si
rende instabile o meno la fase superonduttiva. Per il modello XY on fasi random l'obiettivo
dello studio è stato quello di apire il ruolo svolto dal disordine nel determinare il omportamento
del sistema viino alla zona ritia, in partiolare indagare se il sistema rimane nella lasse di
universalità del modello XY oppure suede qualosa di dierente.
Il lavoro di tesi è artiolato nella seguente maniera:
• Capitolo 1: introduzione generale ai onetti fondamentali dei fenomeni ritii.
• Capitolo 2: desrizione per linee fondamentali dell'eetto Josephson e del omportamento
delle giunzioni a eetto Josephson. Nella sezione 2.5 viene introdotta la sia delle JJA.
• Capitolo 3: riassunto dei prinipali risultati della teoria del gruppo di rinormalizzazione,
in partiolare per quanto riguarda gli eetti di nite size saling.
• Capitolo 4: introduzione al modello XY ed esposizione dei risultati della teoria della
transizione di fase di Kosterlitz Thouless.
• Capitolo 5: trattazione del fenomeno della frustrazione, prima in modo introduttivo e
generale, suessivamente in maniera più dettagliata per il modello XY frustrato.
• Capitolo 6: introduzione alle aratteristihe prinipali del modello XY on fasi random,
on partiolare attenzione ai risultati teorii relativi al usso di rinormalizzazione.
• Capitolo 7: esposizione delle ipotesi teorihe da noi elaborate e dei risultati ottenuti per
quanto riguarda il modello XY frustrato. In partiolare dopo una prima introduzione di
arattere teorio in ui si riavano le ipotesi di lavoro per il modello, si passa nel paragrafo
7.2 alla denizione della strategia adottata nella simulazione. Il paragrafo 7.3 espone i
risultati della simulazione ottenuti per il omportamento del sistema al punto ritio. Il
ne del paragrafo 7.4 è quello di esporre invee i risultati ottenuti per la fase di bassa
temperatura. Inne la sezione 7.5 è un breve riepilogo dei risultati generali riavati nel
apitolo.
• Capitolo 8: desrizione delle nostre ipotesi ed esposizione dei risultati ottenuti per il
modello XY on fasi random. Nella Introduzione 8.1 si motivano e si ssano le ipotesi
teorihe per il omportamento del sistema, mentre nella 8.2 è desritta la strategia della
simulazione. Nella sezione 8.3 sono desritti i prinipali risultati ottenuti in merito alla
veria dei punti teorii delineati nell'Introduzione. La sezione 8.4 inne riassume per
sommi api le nostre onlusioni sul omportamento del modello.
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• Appendie A: esposizione sintetia della strategia seguita per veriare l'implementazione
del odie.
• Appendie B: studio degli eetti della invarianza di gauge sulla determinazione del om-
portamento del modello XY frustrato. In partiolare si analizza l'importanza dell'uso per
le quantità misurate nella simulzione di denizioni invarianti di gauge.
• Appendie C: introduzione ad aluni aspetti teorii di base del metodo Monte Carlo,
inoltre esposizione dei metodi utilizzati per fare l'analisi dei dati ottenuti dalle simulazioni.
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Capitolo 1
Introduzione ai fenomeni ritii
1.1 Conetti fondamentali
Alla base della sia statistia 'è la neessità di onsiderare, quando si studia un determinato
sistema, variabili denite ad un livello marosopio (ad esempio la temperatura o la pressione).
Questa neessità emerge in modo anora più evidente nell'ambito dei fenomeni ritii. In questo
aso però il termine marosopio si arrihise di una sfumatura ulteriore, dovuta alla neessità
di trasurare i dettagli mirosopii ontenuti nell'interazione he governa il fenomeno studiato.
E' evidente anhe ad uno sguardo approssimativo he, nel momento in ui 'è una transizione
di fase in un sistema sio, avviene un bruso ambiamento nelle sue proprietà globali (da
un punto di vista sperimentale si osservano delle disontinuità o delle divergenze a potenza in
alune grandezze termodinamihe), ma è altrettanto vero he, dal punto di vista mirosopio,
il tipo di interazione è perfettamente noto a priori (ovviamente on i limiti imposti dal tipo di
approssimazioni usate nella sua elaborazione), fatto he india la natura di fenomeno globale
delle transizioni di fase. Alla desrizione si può aggiungere un ulteriore elemento se si immagina
di osservare l'oggetto interessato dalla transizione a diverse sale di lunghezza: ovviamente se si
usa una sala mirosopia il sistema appare in massimo grado disomogeneo, ma, usando sale
via via più grandi, esso ad un erto punto ominerà ad apparire più omogeneo, no a he, oltre
una erta soglia, mostrerà aratteristihe simili indipendentemente dalla sala a ui lo osserva. In
questo senso si intende l'espressione self similarity usata nell'ambito dei fenomeni ritii. Questo
ultimo fatto è legato ad uno degli aspetti fondamentali del omportamento dei sistemi ritii:
le uttuazioni a livello marosopio sono orrelate. La dimensione tipia dei sottosistemi su
ui 'è orrelazione è la lunghezza di orrelazione. Quest'ultima, per temperature viine alla
temperatura ritia, assume valori marosopiamente rilevanti (per le tranzizioni del seondo
ordine diverge). In base a quanto sritto sopra, si potrebbe pensare he un generio sistema (in
ui la lunghezza di orrelazione sia ξ) sia ostituito da tanti domini (in ognuno dei quali non vi
sono uttuazioni) di dimensione tipia l on 0 < l < ξ (vedi Figura 1.1).
Ciò non è vero [5℄ perhé ogni dominio di dimensione l è a sua volta (viino al punto ritio)
un sistema marosopio e sarà ostituito da sottodomini di dimensione tipia variabile tra 0
ed l, periò sono importanti le uttuazioni su tutte le sale di lunghezza. A questo punto si
possono veriare due situazioni: la lunghezza di orrelazione rimane nita al punto ritio
e si è in presenza di una transizione di fase del primo ordine, ovvero essa diverge, quindi il
sistema è identio a qualunque sala lo si osservi e si ha una transizione del seondo ordine o
ontinua. Quanto detto sopra enulea le prinipali aratteristihe di una transizione di fase, se
non fosse per qualhe altro aspetto di ui parliamo ora. Il primo nase dall'osservazione he, in
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Figura 1.1: Domini ostituiti da spin on orientamento dierente nel aso del modello di Ising
(a sinistra). Domini invarianti di sala (a destra). L'immagine è tratta da [5℄.
generale, una transizione di fase ha luogo in un sistema trattabile in modo marosopio, fatto
he presuppone di onsiderare il sistema ome ostituito da un numero grande di partielle. Più
preisamente un modello he desriva le transizioni di fase (riprodua per esempio le divergenze,
et) partendo dalle interazioni mirosopihe neessita di un numero di gradi di libertà innito,
questo fatto è il ontenuto dei teoremi di Lee e Yang. C'è inoltre un'altra questione importante:
per desrivere il omportamento marosopio di un sistema non tutti gli aspetti sono rilevanti,
i possono essere delle interazioni presenti nel modello mirosopio he sono irrilevanti. Gli
aggettivi rilevante e irrilevante sono usati in questo ontesto introduttivo in senso lato, per una
denizione più tenia si rimanda al apitolo sul gruppo di rinormalizzazione. Questa distinzione
rende possibile una lassiazione dei fenomeni ritii in diverse lassi di universalità, iasuna
delle quali onterrà i modelli mirosopii he sono uguali a meno di termini he rappresentano
interazioni irrilevanti. E' faile immaginare he tra gli aspetti importanti nella denizione del
modello i saranno la dimensionalità del sistema e le simmetrie implementate nella desrizione
mirosopia. In virtù della universalità ui si è aennato sopra diversi sistemi sii evidenziano
lo stesso tipo di omportamento ritio. Per esempliare i onetti espressi onsideriamo sistemi
di spin interagenti. In un sistema di questo tipo le variabili su ui si agise in genere per
esplorare le possibili ongurazioni sono la temperatura e il ampo magnetio esterno. Detto iò
introduiamo le quantità sihe (on i relativi andamenti ed esponenti ritii alla transizione di
fase) [6℄ di ui i serviremo in seguito:
• Calore speio C ∼ A|t|−α.
• Magnetizzazione spontanea M ∼ (−t)β.
• Susettività χ = ∂M∂H ∼ |t|−γ .
• Magnetizzazione a T = Tc M ∼ h 1δ .
• Lunghezza di orrelazione ξ ∼ |t|−ν .
• Funzione di orrelazione G(r) ∼ 1
rd−2+η
.
• Tempo di rilassamento τ ∼ ξz.
E' bene speiare he nelle formule sritte sopra la variabile t è denita ome T−TcTc . Gli esponenti
aratteristii he ompaiono dipendono dalla lasse di universalità del fenomeno e in generale
non sono numeri interi, nè razionali. Ci si potrebbe aspettare he, essendo numeri puri, siano
determinabili in base a onsiderazioni di tipo dimensionale, tuttavia iò è falso, infatti risulta he
ai valori ottenibili in questa maniera bisogna apportare delle orrezioni, le quali prendono il nome
di dimensioni anomale. Per quanto riguarda la dipendenza a potenza delle quantità riportate,
essa può essere dedotta mediante la osiddetta ipotesi di saling. In generale si possono srivere
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per le equazioni di stato ( relative alla parte singolare dell'energia libera) delle relazioni funzionali
del tipo:
h = M δf(M, t) (1.1)
F (t, h) = t2−αg(t, h) (1.2)
Le relazioni sritte sopra, senza speiare aluna ipotesi sulla forma di f e g, sono valide sempre.
L'ipotesi di saling onsiste nel postulare he si possa srivere:
h = M δf
(
t
M
1
β
)
(1.3)
F (t, h) = t2−αg
(
t
h
1
βδ
)
(1.4)
in ui f, g sono omogenee, ioè godono della proprietà:
f(λx1, . . . , λxn) = λ
qf(x1, . . . , xn) (1.5)
Le relazioni di saling sono ben veriate sperimentalmente e trovano una riformulazione molto
elegante nell'ambito del gruppo di rinormalizzazione. In virtù della ipotesi fatta, è possibile de-
durre he non tutti gli esponenti ritii introdotti in preedenza sono eettivamente indipendenti,
dal momento he si possono infatti riavare le seguenti relazioni:
2β + γ = 2− γ (1.6)
2βδ − γ = 2− α (1.7)
γ = ν(2− η) (1.8)
νd = 2− α (1.9)
Queste formule hanno un'importanza di prinipio notevole, se onsideriamo he, dei sei esponenti
ritii introdotti, solo due sono indipendenti (ν ed η per esempio), mentre gli altri sono ottenibili
dalle identità sritte sopra; questo india he bastano due tipi di esperimenti per determinare la
lasse di universalità di un sistema.
1.2 Equazioni di Landau Ginzburg e ampo medio
La teoria di Landau-Ginzburg [7℄ oupa in sia un posto rilevante, oltre he per la sua apaità
predittiva, perhé rappresenta un esempio mirabile di intuizione sia. Infatti, ben prima della
elaborazione della teoria BCS per la superonduttività, è stata la prima teoria apae di dare
onto dei risultati sperimentali relativi a questo fenomeno, sebbene le ragioni del suo suesso
fossero osure alla stessa omunità sientia. Tutto questo nhé Gorkov [8℄ non derivò le
equazioni di Landau-Ginzburg partendo dall'interazione mirosopia.
9
Il punto di partenza della teoria di Landau Ginzburg [9℄ è ostituito dalle seguenti ipotesi:
• Esiste un parametro d'ordine (he indiheremo on µ), ioè una quantità he distingua la
fase del sistema nella ondizione T > Tc da quella in ui il sistema si trova se T < Tc. Questo
parametro è denito in modo da essere ontinuo nel punto di transizione, si può denire
per esempio in maniera tale he assuma valore diverso da zero nella fase asimmetria (per
un sistema di spin la fase ordinata di bassa temperatura) e sia nullo nella fase simmetria
(la fase di alta temperatura). Nel aso dei sistemi magnetii una selta possibile per il
parametro d'ordine è la magnetizzazione:
µ =
1
V
∑
i
〈~Si〉 (1.10)
• Esiste una funzione Φ(µ,Ki) del parametro d'ordine µ e delle ostanti di aoppiamento Ki
presenti nel sistema il ui minimo rispetto a µ identia lo stato in ui si trova il sistema.
• Viino al punto ritio si può espandere Φ in serie rispetto a µ e K, ioè Φ è una funzione
analitia di µ e K.
• La funzione Φ è onsistente on le simmetrie del sistema.
In virtù delle ipotesi enuniate sopra è possibile sviluppare Φ(P, T, µ) in potenze di µ:
Φ(P, T, µ) = φ0 + αµ+Aµ
2 +Cµ3 +Bµ4 (1.11)
La ragione per ui si può tronare questo sviluppo al quarto ordine sarà hiara più avanti. E'
faile vedere he il termine del primo ordine deve essere identiamente nullo, mentre il oeiente
A(P, T ) deve annullarsi al punto ritio. Infatti nella fase ordinata Φ deve avere un minimo per
µ = 0, per ui deve essere A > 0, mentre nella fase disordinata il minimo si ha per µ 6= 0, da ui
si ha A < 0 (vedi Figura 1.2).
A>0
A<0
Figura 1.2: Comprtamento di Φ a seonda del segno di A
Osservando he anhe il punto di transizione (µ = 0) deve essere un punto stabile del sistema,
bisogna onludere he il oeiente del terzo ordine è zero, mentre quello del quarto è positivo.
Il primo di questi due fatti è evidente se si onsiderano sistemi magnetii, infatti in questo aso
il sistema è invariante sotto la trasformazione:
µ→ −µ
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Questa simmetria vieta qualunque termine dispari nel parametro d'ordine. Supponendo he il
termine A non sia singolare al punto di transizione si può sviluppare rispetto alla temperatura:
A(P, T ) = a(P )(T − Tc) (1.12)
Ora si può srivere in denitiva:
Φ(P, T ) = φ0(P, T ) + a(P )(T − Tc)µ2 +B(P )µ4 (1.13)
Per determinare µ basta imporre la ondizione di minimo su Φ ottenendo:
µ2 = − A
2B
=
a
2B
(T − Tc) (1.14)
Da iò, usando le formule
S = −∂Φ∂T (1.15)
Cp =
(
T ∂S∂T
)
P
(1.16)
si riava: {
Cp = C0 t < 0
Cp = C0 +
a2Tc
2B t > 0
pertanto si è ottenuto he il alore speio è disontinuo. Trattando il aso in ui i sia un'in-
terazione on un ampo magnetio esterno, bisogna modiare lo sviluppo (1.13) aggiungendo il
termine µhV :
Φ(P, T, µ) = φ0 + atµ
2 +Bµ4 − µhV (1.17)
Osserviamo il fatto notevolmente interessante he la transizione di fase è smussata dalla presenza
del ampo esterno, le disontinuità non i sono più. La ondizione di equilibrio è ora:
2atµ+ 4Bµ3 = hV a = a
′
(T − Tc) = a′t (1.18)
La funzione sritta sopra mostra un omportamento molto diverso a seonda del segno di t:
2atµ+ 4Bµ3 −2a|t|µ+ 4Bµ3
Figura 1.3: Condizione di equilibrio per t > 0 (sinistra) e per t < 0 (destra).
mentre la forma del potenziale termodinamio, nei due asi t > 0 h = 0 e t < 0 h = 0, è
rappresentata nella Figura 1.4.
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µ0
t > 0 h = 0 t < 0 h = 0
Figura 1.4: Forma del potenziale termodinamio in funzione del parametro d'ordine µ.
Nella Figura 1.4 il valore di µ0 orrisponde a:
µ0 = ±
(
a|t|
2B
) 1
2
(1.19)
Se si denise la susettività ome χ = (∂µ∂h )T,h→0, si veria he:
∂µ
∂h
=
V
2at+ 12Bµ2
(1.20)
Riordando he vale µ2 = 0 se t > 0, mentre µ2 = − at2b se t < 0, si riava:

χ = V2at t > 0
χ = − V4at t < 0
Quanto detto n qui è suiente per determinare l'esponente β. Infatti si è visto prima he:
µ ∼ (−t) 12 (1.21)
periò β = 1/2. Per ompletezza riporto senza dimostrazione gli esponenti ritii della teoria di
Landau-Ginzburg he è possibile riavare da quanto introdotto nora.
esponente valore
β 12
γ 1
δ 3
Tabella 1.1: Esponenti della teoria di Landau Ginzburg per un mezzo uniforme (senza
onsiderare le uttuazioni spaziali del parametro d'ordine).
A questo punto oorre notare he i risultati riavati n qui sono validi solo nel aso in ui si
stia trattando il aso di mezzo uniforme, infatti basta notare he nella Tabella non ompare
l'esponente ν he è legato appunto alle uttuazioni spaziali del parametro d'ordine. Per trattare
il aso inomogeneo oorre individuare un nuovo parametro d'ordine. Abbiamo detto, trattando
il aso uniforme, he µ, nel aso di sistemi magnetii, è legato alla magnetizzazione globale del
sistema:
µ =
1
V
∑
i
〈~Si〉 (1.22)
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Nel aso he stiamo trattando ora si può fare lo stesso tipo di identiazione, rihiedendo però
una ipotesi aggiuntiva:
• Dal momento he il mezzo è disomogeneo, il parametro d'ordine deve essere selto in modo
he sia loale. Questo porta alla denizione:
µ(~r) =
1
NΛ(~r)
∑
i∈~r
〈~Si〉 (1.23)
Il senso della denizione (1.23) è semplie: invee di utilizzare la magnetizzazione globale si è
diviso il sistema in tanti blohi (il ui punto entrale è stato indiato on ~r) di dimensione Λ−1
e si è alolata la magnetizzazione relativa ad ogni bloo. E' neessario a questo punto indiare
dei limiti sui valori he Λ−1 può assumere. Una selta ragionevole è porre Λ−1 ∼ ξ dove ξ è la
lunghezza di orrelazione del sistema; in questo modo si ottiene he la magnetizzazione all'interno
di ogni bloo è ira uniforme. L'operazione fatta sopra di alolo della magnetizzazione su
blohi di dimensione Λ−1 prende il nome di oarse graining. Una volta stabilita una denzione
per il parametro d'odine bisogna indiare la forma he assume l'energia libera di Landau. La
denizione dierise rispetto alla formula (1.11) per l'introduzione di un termine he tenga onto
delle inomogeneità del mezzo: (∇µΛ(~r))2 (1.24)
Lo sopo del termine (1.24) è di penalizzare le ongurazioni in ui la magnetizzazione dierisa
sensibilmente tra bloo e bloo. Tenendo onto di iò, la forma della energia libera di Landau
diventa:
Φ =
∫
V
dd~r
[
atµ2Λ(~r) +
1
2
BµΛ(~r)
4 +
γ
2
(∇µΛ(~r))2 − µΛ(~r)H
]
(1.25)
E' faile vedere he vale la relazione:
Z =
∫
DµΛ(~r)e
−βΦ(µΛ(~r))
(1.26)
Il nostro obiettivo è ora quello di alolare la funzione di orrelazione a due punti:
G(~r,~r ′) =
〈
µΛ(~r)µΛ(~r
′)− 〈µΛ(~r)〉〈µΛ(~r ′)〉
〉
(1.27)
E' semplie riavare per la funzione G la seguente equazione:
(−∇2 + ξ−2)G(~r − ~r ′) = kBT
γ
δ(~r − ~r ′) (1.28)
in ui ξ è la lunghezza di orrelazione del sistema e vale:
 ξ> =
( γ
2at
) 1
2 t > 0
ξ< =
(− γ4at) 12 t < 0
La relazione (1.2) india he ξ ∼ t− 12 pertanto si ha ν = 12 . E' immediato trovare la soluzione di
(1.28) in trasformata di Fourier:
Gˆ(~k) =
kBT
γ
1
k2 + ξ−2
(1.29)
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Dalla relazione (1.29) si ottiene η = 0, dal momento he ξ →∞ (t = 0) e quindi Gˆ(~k) ∼ k−2. Con
ragionamenti analoghi è semplie riavare anhe il valore dell'esponente ritio γ. Nella Tabella
1.2 è riportato l'eleno ompleto degli esponenti ritii deduibili on la teoria di Landau.
esponente valore
β 12
γ 1
δ 3
ν 12
η 0
Tabella 1.2: Esponenti ritii previsti dalla teoria di Landau Ginzburg.
E' opportuno a questo punto fare qualhe riessione sui risultati ottenuti:
• Il valore degli esponenti ritii trovati è totalmente indipendente dalle aratteristihe del
sistema sio he si studia.
• Non 'è aluna dipendenza dalle dimensioni dalle dimensioni spaziali in ui è ambientato
il sistema sio.
Una delle aratteristihe delle transizioni di fase, si è detto nell'introduzione, è dato dall'univer-
salità, in virtù della quale diverse lassi di fenomeni sii esibisono lo stesso omportamento
ritio. A livello della teoria di Landau il fatto he tutti gli esponenti risultano svinolati del
tutto dal sistema sio he interessa studiare è frutto ovviamente delle approssimazioni fatte.
A questo proposito vediamo i limiti di validità della teoria di Landau-Ginzburg. Il riterio di
validità della teoria prende il nome di riterio di Ginzburg. Considerando il aso del parametro
d'ordine µ(~r), il riterio di Ginzburg aerma he la teoria di Landau è valida nella ondizione:

∫
ξd
dd~r
(
µ(~r)− 〈µ(~r)〉
)2≪
∫
ξd
dd~r µ(~r)2 (1.30)
Si noti he il dominio degli integrali he ompaiono nella (1.30) non oinide on tutto il volume
del sistema, ma solo on la porzione di dimensione tipia ξd, dove il sistema mostra orrelazione.
Da quanto visto in preedenza vale:
µ2 ∼ |t|2β (1.31)
Il primo membro della ondizione (1.30) può essere risritto nella forma:∫
ddxG(x, x′) ∼ |t|νd−γ (1.32)
La ondizione enuniata nella (1.30) si tradue quindi nella formula:
|t| 4−d2 ≫ kB
4∆Cξ(1)d
≡ t(4−d)/2LG (1.33)
Nella relazione (1.33) ∆C è la disontinuità del alore speio al punto ritio, mentre ξ(1) è la
lunghezza di orrelazione del sistema per T = 1.
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A questo punto si osserva he, in funzione della dimensione in ui è ambientata la teoria, possono
si presentare varie situazioni:
• d > 4. In questo aso nel limite t→ 0 la teoria di Landau è sempre valida.
• d < 4. La teoria di Landau diventa inonsistente mano a mano he i si avviina al punto
ritio (t→ 0).
• d = 4. La teoria di Landau non è orretta per via delle orrezioni logaritmihe. Per esempio
nel aso della susettività si ha:
χ ∼ 1
t
| ln t| 13 (1.34)
Le indiazioni fornite sopra sono solo indiazioni di massima, per essere più preisi bisogna spe-
iare tutti i fattori numerii he ompaiono in tLG; nel aso della supeonduttività il risultato
nale è (vedi [10℄):
tLG ∼ 10−16 (1.35)
Questo signia he la teoria di Landau nel aso dei superonduttori vale anhe molto viino al
punto ritio e non si osservano gli eetti delle uttuazioni.
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Capitolo 2
Eetto Josephson e Josephson Juntion
Array
2.1 Giunzioni a eetto Josephson
Nel aso dei materiali superonduttori lo sviluppo di Landau Ginzburg, delineato nel apitolo
preedente, prende la forma:
G = G0 +
∫ {
H2
8π
+
h2
4m

(
∇− 2ie
ℏc
~A
)
ψ

2
+ e|ψ|2 + b/2|ψ4|}dV (2.1)
Il termine G0 tiene onto della energia del sistema nello stato normale (non superonduttore) in
assenza di ampo magnetio esterno. La presenza delle oppie di Cooper emerge nei fattori 2 dei
termini di massa e aria. Come è noto le giunzioni a eetto Josephson sono ostruite (almeno
nella tipologia più semplie) aoppiando due materiali superonduttori per mezzo di uno strato
isolante sottile interposto tra i due [11℄ [12℄[13℄. La prima ipotesi he si fa per questo sistema è
di srivere:
ψ =
√
ns/2 exp(iφ) (2.2)
in ui ns è la densità di elettroni superoduttori. Si può inoltre fare l'ipotesi, onsiderando he
il modulo della ψ sia ostante e uguale per i due materiali superonduttori, he la orrente he
passa attraverso la giunzione sia funzione della dierenza tra le fasi delle funzioni d'onda:
I = I(φi2) φ12 = φ1 − φ2 (2.3)
Utilizzando lo sviluppo di Landau Ginzburg [14℄, si riava la formula fondamentale (se i ontatti
tra i due superonduttori e l'isolante sono identii):
I = Ic sin(φ12) (2.4)
Ic =
eℏ
mλ
|ψ|2 (2.5)
La lunghezza λ è la profondità di penetrazione di un ampo magnetio all'interno del super-
onduttore. Il risultato (3.51) esprime il fatto fondamentale he, in assenza di una dierenza di
potenziale tra i due superonduttori, 'è passaggio di una orrente (eetto Josephson DC) [15℄.
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Se si impone una dierenza di potenziale ostante, invee si riava:
∂φ
∂t
+
2e
ℏ
V = 0 (2.6)
φ12 = φ
0
12 −
2e
ℏ
V12t (2.7)
ioè si ottiene una orrente alternata di frequenza:
ωJ =
2
ℏ
|eV12| (2.8)
Questo eetto prende invee il nome di eetto Josephson AC. Avendo l'espressione per la orrente,
si può alolare l'energia:
G =
∫
ISV dt =
∫
IS
ℏ
2e
d(∆φ)⇒ G = C − cos∆φ (2.9)
Notiamo a questo punto he la formula sritta sopra rappresenta l'interazione fondamentale he
denise il modello XY (vedi apitolo 4). Le equazioni sritte sopra trasurano i possibili eetti
resistivi presenti nella giunzione, inludendo queste informazioni , si ottiene il osiddetto modello
RSJ (resistive shunted juntion) (vedi Figura 2.1) he ha un'equazione per la orrente:
I =
V
R
+ IC sinφ (2.10)
Figura 2.1: Shema iruitale del modello RSJ (a sinistra). Nella gura di destra è riportata
la aratteristia tensione orrente ottenuta dal modello RSJ. L'espressione per la tensione è
V = R
√
I2 − I2C . E' neessario preisare he la aratteristia tensione orrente riportata è valida
solo nella ondizione T = 0. Per l'eetto delle usttuazioni termihe vedi più avanti.
Un ulteriore fattore he è stato trasurato nella trattazione preedente è ostituito dalle uttau-
zioni termihe, infatti l'andamento riportato nella Figura 2.1 è valido nel aso di temperatura
zero. Tenendo onto delle uttuazioni termihe, è possibile dimostrare [16℄ he la la aratteristia
I − V si modia ome indiato in Figura 2.2
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Figura 2.2: Caratteristia tensione-orrente tenendo onto delle uttuazioni termihe.
Una ulteriore peuliarità delle giunzioni a eetto Josephson emerge quando si onsiderano due
giunzioni in ontatto, disposte in parallelo, ome nella Figura 2.3 e si impone un ampo magnetio
esterno ostante perpendiolare al piano delle due giunzioni.
Figura 2.3: Shema di due giunzioni Josephson aoppiate. Φ india il usso di un ampo
magnetio esterno ortogonale al piano delle due giunzioni.
Si può integrare la veloità degli elettroni superonduttori lungo il ontorno delle due giunzioni
ottenendo [16℄:
φa − φb = 2e
ℏc
∮
~A · d~l = 2πΦ
Φ0
(mod)2π (2.11)
La relazione sritta sopra implia una ondizione sulla orrente massima he può irolare nella
giunzione in presenza di un ampo magnetio esterno:
Im = 2IC | cos(πΦ/Φ0)| (2.12)
Un altro fenomeno interessante viene osservato se si impone una tensione sinusoidale del tipo (o
si pone la giunzione in presenza di radiazione):
V = V0 + V1 cos(ωt) (2.13)
In questo aso si ha il omportamento mostrato nella Figura 2.4
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Figura 2.4: Caratteristia tensione orrente per una giunzione in presenza di radiazione. La
gura è tratta da [17℄. Sono ben visibili i salti di tensione in orrispondenza degli Shapiro steps.
La struttura a gradini (Shapiro steps) [17℄, ben visibile in gura, rispetta la relazione:
Vk = kℏω/2e (2.14)
Una volta enuniate le proprietà prinipali delle giunzioni singole, risulta agevole introdurre le
aratteristihe peuliari delle JJA (Josephson Juntion Arrays).
2.2 Josephson Juntion Arrays
I sistemi bidimensionali ostituiti da un gran numero di giunzioni [16℄ ad eetto Josephson rivesto-
no partiolare importanza per molteplii aspetti. Innanzitutto hanno un'importanza intrinsea
dovuta ai loro possibili utilizzi nel ampo dell'elettronia (per esempio nell'ambito della ompu-
tazione quantistia), inoltre sono una shematizzazione (nel aso degli array bidimensionali) per
i lm sottili di materiale superonduttore.
Figura 2.5: Esempio di array di giunzioni Josephson. Le roi indiano le giunzioni, on il
grassetto è evidenziata una plaquette. La gura è tratta da [16℄
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Nella Figura 2.5 è mostrato un esempio di array di giunzioni Josephson. Come è possibile
notare la struttura fondamentale è semplie. Il prototipo di un array è ostituito da una serie di
grani di materiale superonduttore (isole superonduttive indiate in Figura 2.5 on i quadrati
pioli) ollegati tra di loro da giunzioni Josephson (indiate in gura on le roi). La struttura
fondamentale dell'array (plaquette) è indiata nella Figura 2.5 on il perorso evidenziato in
grassetto. Gli array di giunzioni Josephson possono essere realizzati sperimentalmente (vedi
Figura 2.6) e mostrano per valori della temperatura inferiori alla temperatura ritia del materiale
superonduttore in esse presenti, un omportamento in aordo on le previsioni del modello XY
[4℄.
Figura 2.6: Esempio di array di giunzioni Josephson.
Se si immagina di mettere un ampo magnetio esterno nella direzione dell'asse z, per ogni
plaquette si può assumere he valga, generalizzando la ondizione vista per la singola giunzione,
la formula: ∑
plaquette
φi = 2πΦ/Φ0(mod2π) = 2π(f − n) (2.15)
in ui, ome detto prima, Φ è il usso del ampo magnetio, mentre f è il osiddetto indie di
frustrazione denito ome la frazione di quanto di usso he la plaquette possiede (un quanto di
usso è denito ome Φ0 =
ℏc
2e ), n è invee un numero intero. Considerando invee della (2.15)
la somma sulle plaquette onenute all'interno di un perorso hiuso sul retiolo, i termini dati
dalle plaquette interne si elidono tra di loro e resta solo il ontributo dato dal bordo:∑
contour
φi = 2π
∑
enclosed plaquette
(fi − ni) (2.16)
Nel aso in ui il ampo magnetio esterno sia uniforme e si possano trasurare gli eetti di
shermatura del materiale, si ha:
f =
Ha2
Φ0
(2.17)
dove a è il lato delle plaquette. Si può inoltre srivere per l'energia del sistema:
E = EJ
∑
array
(1− cosφi) (2.18)
E' evidente da quanto detto sopra he, nel aso in ui non sia presente il ampo magnetio, allora
vale f = 0 su tutte le plaquette e la (2.18) è l'interazione he denise il modello XY. Lo stato
fondamentale del sistema è hiaramente identiato dalla ondizione he tutte le fasi φi siano
nulle, mentre le eitazioni rispetto a questa situazione sono ostituite da eventuali plaquette on
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n = ±1. Citiamo inoltre he anhe per gli array di giunzioni Josephson sono visibili gli step di
Shapiro, on una dierenza: sono più grandi (giant Shapiro steps). Se si prende in onsiderazione
un array di dimensioni N ×M e si impone una orrente osillante lungo la direzione N, si ha:
Vn = n
Nℏω
2e
(2.19)
Questo sistema mostra omportamenti anhe più sorprendenti se si introdue un ampo magne-
tio esterno ortogonale all'array. Infatti se si ssa f = p/q si ha:
Vn = n
Nℏω
2eq
(2.20)
ioè si osservano giant Shapiro steps frazionari. Inoltre è possibile osservare degli step anomali
he rispettano la relazione:
Vn =
n
m
Nℏω
2eq
n = 0, 1, 2 . . . m = 1, 2, 3 . . . (2.21)
Questi prendono il nome di subharmoni steps. Gli ultimi due eetti (Shapiro steps frazionari e
subharmoni steps) vengono attribuiti alla formazione di un super retiolo ostituito dai vortii
indotti dal ampo magnetio esterno.
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Capitolo 3
Gruppo di rinormalizzazione
3.1 Conetti fondamentali
L'idea alla base del gruppo di rinormalizzazione onsiste nell'estrapolazione da una teoria generale
(desritta da una interazione mirosopia) di un modello eae he riprodua il omportamento
di lunga sala (o di bassa energia) della teoria iniziale [18℄. Tutto iò è possibile attraverso
un'operazione di media sulle sale misrosopihe dell'interazione il ui eetto è di rinormalizzare
i parametri della teoria di partenza. Il proesso di media sulla sala mirosopia può essere
iterato più volte e si tradue in usso di rinormalizzazione dei parametri della teoria. Il ne
delle tenihe del gruppo di rinormalizzazione è di riavare e studiare, per un tipo di interazione
assegnato, il orrispondente usso di rinormalizzazione. La prima osa da preisare è he la teoria
è assolutamente generale, tuttavia tenendo presente di un aveat. E' orretto trasurare aluni
dettagli mirosopii dell'interazione, ma è indispensabile tenere onto del range delle interazioni
presenti. Infatti è fondamentale he, suessivamente all'operazione di media, indipendentemente
dal numero di volte he la si iteri, il termine dominante della teoria eae risultante sia a orto
range. Quanto espresso sopra risulta più hiaro se appliato ai sistemi di spin su un retiolo
n-dimensionale. Per sempliità onsideriamo il modello di Ising unidimensionale, on ondizioni
al bordo periodihe:
H = −J
∑
i
sisi+1 (3.1)
Questo modello è esattamente risolubile, mediante per esempio il metodo della matrie di trasfe-
rimento, oppure direttamente on un ambiamento di variabili σi = sisi+1. Tuttavia applihiamo
le tenihe del gruppo di rinormalizzazione. La prima osa da deidere è il modo di trasurare o
mediare sui dettagli mirosopii, ome eettuare il osiddetto oarse graining. Si può proedere
in molti modi e i risultati non dipendono dallo shema selto, esso stesso è un dettaglio irrilevan-
te. Pertanto segliamo di raggruppare gli spin a gruppi di tre e a attribuiamo al bloo il valore
dello spin entrale. L'operatore he fa questa osa è:
T (s′, s1, s2, s3) = δs′,s2 (3.2)
in ui s1 s3 sono gli spin agli estremi del bloo, s2 quello entrale (vedi Figura 3.1).
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Figura 3.1: Esempio di rebloking per il modello Ising 1D. L'immagine è tratta da [18℄
Sugli altri spin viene fatta la somma sulle ongurazioni:
exp(−H ′(s′)) = Tr{s}
∏
bloks
T (s′, si) exp(−H(s)) (3.3)
I termini he entrano nella traia sritta in (3.3) sono:
eJs
′
1s3eJs3s4eJs4s
′
2
(3.4)
Faendo la sostituzione semplie
eJs3s4 = cosh(J(1 + xs3s4)) x = tanh J (3.5)
si ottiene, dopo aver fatto la somma su s3 s4:
22(cosh J)3(1 + x3s′1s
′
2) (3.6)
Il risultato è della forma eJ
′s′1s
′
2
, ioè abbiamo riottenuto la stessa interazione di partenza on i
parametri rinormalizzati, una volta posto:
J ′ = tanh−1[(tanh J)3] (3.7)
Questa operazione di ridenizione dei parametri della teoria, a ausa dello shema adottato, on-
tiene in sè un passaggio impliito he è ostituito dal ripristino della sala iniziale dell'interazione
(resaling). In generale una trasformazione di gruppo di rinormalizzazione si ompone di due
operazioni, una generia trasformazione di Kadano (on ui si fa il rebloking e la media sul
bloo), seguita da un resaling (si risalano le dimensioni del bloo in modo da farle oinidere
on quelle della ella fondamentale del retiolo).
G = K +R (3.8)
Per l'esempio del modello di Ising 1D abbiamo quindi:
H ′(s′) = N ′g(J) − J ′
∑
i
s′is
′
i+1 (3.9)
in ui si è fatta la seguente posizione
g(J) = −1
3
ln[
(cosh J)3
cosh J ′
]− 2
3
ln 2 (3.10)
Abbiamo riottenuto la stessa interazione di partenza on dei parametri rinormalizzati e in più
un termine g(J) he non dipende dalle variabili di spin. Quest'ultimo pertanto non onta nel
alolo dei valori di aspettazione, ma tiene onto del ontributo delle interazioni mirosopihe
nel determinare l'energia totale del sistema. In funzione del parametro x = tanh(J), l'equazione
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per il usso di rinormalizzazione he desrive ome ambia la ostante K sotto il proesso di
gruppo di rinormalizzazione è:
x′ = x3 (3.11)
Tenendo onto he J ∼ 1T , la regione di alte temperature orrisponde a x→ 0+, quella di basse
temperature a x → 1−. Iterando le trasformazioni di gruppo di rinormalizzazione si ottiene la
seguente equazione:
x′ = x3n0 (3.12)
Questo mostra he, nel limite n→∞, si hanno le seguenti situazioni:
x0 6= 1⇒ x′ → 0 (3.13)
x0 = 1⇒ x′ → 1 (3.14)
Periò su lunga sala il omportamento del modello sarà rappresentata da una interazione di alta
temperatura (tranne per il aso x0 = 1), mentre il sistema si troverà in una fase paramagnetia.
Il usso di fase è rappresentato nella Figura 3.2.
Figura 3.2: Flusso di fase per il modello di Ising 1D. Si può notare ome non vi sia per alun
valore della temperatura una fase ordinata. L'immagine è tratta da [18℄.
Oorre, a questo punto introdurre un onetto fondamentale. Si denise punto sso del sistema,
un punto nello spazio dei parametri he sia invariante sotto le trasformazioni del gruppo di
rinormalizzazione:
R({J∗}) = J∗ (3.15)
Per il modello di Ising 1D abbiamo visto he esistono due punti ssi, l'uno a temperatura zero,
l'altro a temperatura innita (vedi le formule (??) e (3.14)), entrambi però poo interessanti.
Ci proponiamo ora di studiare il omportamento del usso di rinormalizzazione nell'intorno di
un punto sso, sia esso {K∗}. Supponendo he R sia una trasformazione dierenziabile, si può
sviluppare:
K ′a −K∗a ∼
∑
b
Tab(Kb −K∗b ) (3.16)
Tab ≡ ∂K
′
a
∂Kb

K=K∗
(3.17)
Notiamo a questo punto he, anhé valgano i risultati he si otterranno da qui in poi, oorre
he, oltre alla ondizione sulla temperatura, he deve essere viina a quella ritia, valga l'appros-
simazione lineare fatta sopra. Tenendo onto he si può diagonalizzare Tab, si possono denire
delle variabili (variabili di sala):
u′i =
∑
a
φia(Ka −K⋆a) (3.18)
Queste hanno delle proprietà semplii dal punto di vista del omportamento sotto trasformazioni
di gruppo di rinormalizzazione, infatti:
u′i =
∑
b
λiφib(Kb −K⋆b ) = λiui (3.19)
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Nella formula sopra i λi sono gli autovalori dell'operatore Tab. E' utile ridenire questi autovalori
nel seguente modo:
λi = byi (3.20)
A seonda del valore di yi, sono possibili tre asi:
• yi > 0 In questo aso la variabile ui è detta rilevante, a seguito del proesso di rinormaliz-
zazione si allontana dal valore assunto al punto sso.
• yi < 0 La variabile ui è detta irrilevante. Se si parte on un valore viino a quello di punto
sso, il proesso di rinormalizzazione fa tendere a zero la variabile. Per il omportamento
di lunga sala questo tipo di varibili sono ininuenti.
• yi = 0. In questo aso si ha una varibile marginale. Non è possibile dire a priori quale è il
omportamento sotto una trasformazione del gruppo di rinormalizzazione.
Il onetto di universalità risiede tutto all'interno di questa lassiazione. Gli aspetti irrilevanti,
he si trasurano quando si determina l'interazione eettiva, sono rappresentati dagli aoppia-
menti espressi in termini di variabili irrilevanti. Due tipi di interazioni mirosopihe he dieri-
sano per aoppiamenti irrilevanti danno la stessa sia di lunga sala, ioè appartengono alla
stessa lasse di universalità. Osserviamo he le trasformazioni del gruppo di rinormalizzazione
sono analitihe, e un numero nito di iterazioni di queste è anora una trasformazione analitia.
Inoltre è insito nel modo in ui sono denite he il gruppo di rinormalizzazione preserva Z:
Z = Trs exp(−H(s)) = Trs′ exp(−H(s′)) (3.21)
La densità di energia libera f(K) trasforma nel seguente modo:
f({K}) = − 1
N
ln(Z)⇒ exp(−Nf({K})) = exp(−Ng({K}) −N ′f({K ′})) (3.22)
in ui N ′ = N
bd
Questo impone he:
f({K}) = g({K}) + b−df({K ′}) (3.23)
Come si era visto nell'esempio del modello di Ising, l'energia libera trasforma in modo non
omogeneo, ma vale quanto detto allora sulla possibilità di trasurare il primo termine ai ni
dello studio del omportamento ritio poihé non entrano nel alolo dei valori di aspettazione.
Viino al punto sso si può srivere:
fs(ut, uh) = b
−dfs(b
ytut, b
yhuh) = b
−ndfs(b
nytut, b
nyhuh) (3.24)
Nella equazione sritta sopra ut è la variabile di tipo temperatura, uh quella legata al ampo ma-
gnetio, mentre b è la sala naturale del retiolo. I ontributi delle variabili irrilevanti sono stati
trasurati. Nell'iterare le trasformazioni di gruppo di rinormalizzazione, bisogna fare attenzione,
poihé, essendo ut uh variabili rilevanti, ad un erto punto si oltrepasserà il dominio in ui vale
l'approssimazione lineare fatta all'inizio. Per questo motivo segliamo di bloare le iterazioni
allorhé valga
|bnytut| = ut0 (3.25)
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Da iò segue, dopo un po' di algebra:
fs(t, h) =
 tt0

d
yt
Φ
(
h/h0
|t/t0|
yh
yt
)
(3.26)
in ui Φ è una funzione di saling. La relazione (3.26) ha un signiato importante perhè è una
riformulazione della ipotesi di saling di ui si è parlato nel apitolo 1.1. Il risultato interessante
è quindi he il gruppo di rinormalizzazione fornise una riformulazione della ipotesi di saling,
motivata dalla individuazione delle varibili rilevanti on ui desrivere il sistema. Dalla (3.26) è
possibile riavare tutti gli esponenti ritii della teoria in termini di yt yh. Di seguito riportiamo
i risultati:
• Calore speio
α = 2− d
yt
(3.27)
• Magnetizzazione spontanea
β =
d− yh
yt
(3.28)
• Susettività
γ =
2yh − d
yt
(3.29)
• Esponente dell'equazione di stato magnetia
δ =
yh
d− yh
(3.30)
I risultati ottenuti non dipendono dal valore nito della sala di rinormalizzazione, anzi si possono
srivere le trasformazioni di gruppo di rinormalizzazione a livello innitesimo imponendo b =
1 + δl:
Ka → Ka +
(
dKa
dl
)
δl +O(δl 2) (3.31)
dKa
dl
= −βa({K}) (3.32)
In questa risrittura i punti ssi della teoria sono rappresentati dagli zeri della funzione β.
Vediamo più in dettaglio l'eetto sul omportamento ritio del sistema ausato dalle variabili
irrilevanti. Sia quindi u3 una variabile irrilevante, viino al punto sso, assumendo he essa
dipenda in modo analitio da t e h, si può srivere:
u3 = u
0
3 + at+ bh
2 + . . . (3.33)
Se si trasurano, in prima approssimazione gli ordini suessivi, si può assumere u3 ∼ u03 e la
forma della energia libera del sistema diviene:
fs(t, h) = |t|
d
ytΦ(h|t|−
yh
yt , u03|t|
|y3|
yt ) (3.34)
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Siome u3 è una variabile irrilevante, se si assume he fs sia analitia nel parametro u
0
3|t|
|y3|
yt
,
sviluppando in serie di Taylor, si riava:
fs = |t|
d
yt (A1 +A2u
0
3|t|
|y3|
yt + . . . ) (3.35)
Come si vede dalla (3.35) l'eetto delle variabili irrilevanti è quello di apportare delle orrezioni
ai oeienti di saling. L'entità delle orrezioni date dalla formula sopra dipende dal valore
assunto dall'esponente ritio y3. Bisogna sottolineare tuttavia he non è sempre vero he si può
fare lo svilupp mostrato nella (3.35), si può presentare il aso infatti in ui i oeienti di saling
divergono, in questo aso la variabile è detta irrilevante periolosa. Per avere un quadro ompleto
della teoria del gruppo di rinormalizzazione serve ora riavare l'esponente ritio assoiato alla
funzione di orrelazione a due punti:
G(~r1, ~r2) = 〈s(~r1)s(~r2)〉 − 〈s(~r1)〉〈s(~r2)〉 = ∂
2 lnZ
∂h(~r1)∂h(~r2)
(3.36)
In virtù del fatto he il gruppo di rinormalizzazione preserva la Z, si può srivere l'ultimo termine
della (3.36) ome:
∂2 lnZ(h ′)
∂h′(~r ′1)∂h
′(~r ′2)
=
∂2 lnZ(h)
∂h′(~r ′1)∂h
′(~r ′2)
(3.37)
Il seondo membro nella (3.37) è la variazione della energia rispetto ad una trasformazione della
variabile rinormalizzata h′. Siome vale
δh(~ri) = b
−yhδh′(~r′1) (3.38)
si ottiene he:
G(~r1, ~r2) = b
−2yh〈(s(1)1 + s(1)2 + . . . )(s(2)1 + s(2)2 + . . . )〉 (3.39)
Nella formula sopra l'indie in alto tra parentesi india il bloo ui appartiene lo spin, l'altro,
in basso, quello he numera gli spin presenti all'interno di un bloo. Se la distanza tra i due
blohi è grande, i ontributi provenienti dalle diverse medie sono uguali e si ha:
G((~r1 − ~r2)/b, h′) = b2(d−yh)G((~r1 − ~r2), h) (3.40)
Le simmetrie del sistema rivestono un ruolo importante anhe in questo aso, infatti, se 'è
invariaza sotto rotazioni, la funzione a due punti dipende solo da |~r1 − ~r2|, pertanto, ripetendo
quanto fatto nel aso dell'energia libera e ponendo a zero il ampo magnetio viino al punto
sso, si ottiene:
G(r, t) = |t/t0|
2(d−yh)
yt Ψ(r/|t/t0|−
1
yt ) (3.41)
Usando la (3.41) dopo aver denito ξ ∼ |t|− 1yt , si riava inne:
ν =
1
yt
(3.42)
Al punto ritio si possono iterare le trasformazioni di gruppo di rinormalizzazione no a he
r
bn = O(r0), ottenendo:
G(r) ∼ r−2(d−yh) (3.43)
η = d+ 2− 2yh (3.44)
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3.2 Crossover
Per omprendere la natura del fenomeno del rossover si può partire da un esempio: onsideriamo
il modello di Heisenberg a ui venga aggiunta una interazione del tipo D
∑
r sz(~r)
2
:
H = −1
2
∑
~r~r ′
J(~r − ~r ′)~s(~r) · ~s′(~r ′)−D
∑
r
sz(~r)
2
(3.45)
Quando D = 0 il sistema ha una simmetria O(3) (dal momento he il termine ~s(~r) · ~s′(~r ′) è
invariante sotto rotazioni) e il suo omportamento ritio è determinato dalla lasse di universalità
del modello di Heisenberg (he hiameremo da ora H). Se D →∞ dalla (3.45) si vede he sono
favorite le ongurazioni on sz = ±1 e i si aspetta he il omportamento ritio sia del tipo
Ising (da ora in poi indiato on I). Quando D → −∞ il sistema preferise le ongurazioni on
|sz| ≪ 1, pertanto si può ipotizzare un omportamento di tipo XY . Per quanto detto sopra, nel
determinare il omportamento del sistema onorrono tre punti ssi diversi: il punto sso H (di
Heisenberg), I (Ising) e XY. La variabile he guida il sistema verso uno dei tre punti ssi indiati
è D. Il diagramma di fase relativo al modello introdotto dalla (3.45) è riportato in Figura 3.3.
Figura 3.3: Diagramma di fase relativo al modello introdotto nella (3.45). Con le lettere XY
I e H si sono indiati rispettivamente i punti ssi di tipo XY , Ising e Heisenberg. L'immagine
è tratta da [18℄.
Se si suppone di partire on D > 0, ma piolo dal punto A indiato in gura, il usso di
rinormalizzazione ondue lontano dal punto sso H, mentre se si parte dal punto B, la traiettoria
di fase si avviina al punto sso I. In regioni abbastanza viine a quest'ultimo gli esponenti ritii
del sistema saranno quelli del modello di Ising. Quanto detto è piuttosto qualitativo, ma si può
tradurre derettamente in termini quantitativi. Si può ominiare on il onsiderare la densità di
energia libera in viinanza del punto sso H
fs(t,D) = b
−ndfs(tb
nytH ,Dbny
′
h) (3.46)
Nella formula sopra si è fatta l'assunzione he y ′h sia l'autovalore relativo alla variabile rilevante
D he è responsabile del rossover. Segliendo n in modo he sia tbnytH = O(1), possiamo riavare
la formula:
fs(t,D) = |t|2−αHΨ(D|t|−
y′H
ytH ) (3.47)
L'esponente φ =
y′H
ytH
è detto esponente di rossover. Per apire il ruolo he riveste all'interno
della teoria onsideriamo il omportamento, per esempio, del alore speio C; in base a quanto
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detto prima, a D = 0 vale C ∼ |t|−αH . Aumentando D, il ambiamento sarà irrilevante, no ad
arrivare alla situazione Dt−φ ∼ 1, ioè alla temperatura di rossover |t| ∼ D 1φ . Avviinandosi al
punto ritio I, C deve avere un andamento della forma
C ∼ |t|−αI (3.48)
Questa è una ondizione he possiamo imporre ad ho nella formula
C ∼ |t|−αHΨ(D|t|−φ) = D−
αH
φ Ψ˜(tD−
1
φ ) (3.49)
Infatti si tratta di rihiedere he:
C ∼ A(D)(t− tc(D))−αI (3.50)
Questo può suedere solo se
Ψ˜ ∼ a(tD− 1φ − b)−αI (3.51)
Le formule sritte sopra ontengono due informazioni molto rilevanti he hiariano la forma
del usso di fase riportato in gura. Innanzitutto, omparando la (3.50) on la (3.51), si riava:
A(D) ∼ Dαi−αH/φ (3.52)
La (3.52) onsente di determinare l'ampiezza del pio del alore speio C in funzione di D.
L'altro fatto importante è he si ha:
t ∼ D 1φ (3.53)
La (3.53) determina lo shift della temperatura ritia del punto sso H per pioli valori di D.
Dal momento he φ < 1 è giustiata la forma a uspide riportata nella Figura 3.3
3.3 Finite size saling
Nello studio dei fenomeni ritii, l'aspetto qualitativo più evidente è la divergenza di alune
quantità termodinamihe. Questo, da un punto di vista sperimentale è il segno he evidenzia la
transizione di fase, nel momento in ui si deide di studiare il modello statistio su un retiolo
di dimensioni nite, bisogna tenere in onsiderazione gli eetti he iò ha sui risultati sii. La
onseguenza più visibile è he ogni divergenza presente nella teoria sia viene smussata e per
evidenziare la transizione di fase oorre un'analisi più ranata. All'interno dello shema del
gruppo si rinormalizzazione, questo studio può essere fatto abbastanza failmente. Infatti si
apise he L, la dimensione del retiolo, è una variabile signiativa del sistema poihé entra
nella denizione della energia tramite la ombinazione N = L/a, dove a è il passo retiolare.
Quando si eettua il resaling si risalano le dimensioni del sistema a sso L, per questo motivo
si ha:
a→ ba (3.54)
ioè N → b−1N . Quanto detto mostra he si può onsiderare N−1 ome una variabile rilevante
on autovalore 1. Per quanto riguarda l'energia libera, o meglio la sua parte singolare, si ha:
fs({K},N−1)− b−dfs({K ′}, bN−1) (3.55)
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Figura 3.4: Eetti dovuti alle dimensioni nite del sistema sulla urva he desrive la su-
settività. In partiolare sono indiati gli eetti di shift sul valore ritio della temperatura e
l'andamento del massimo in funzione della dimensione del retiolo L. La gura è tratta da [18℄.
Per vedere le onseguenze della presenza della variabile N−1, si onsideri la susettività χ ∼ ∂2fs
∂2h
;
La formula di saling denitva ui si arriva svolgendo i onti è:
χ ∼ t−γφ(N−1|t|−ν) (3.56)
L'argomento della funzione di saling φ può essere risritto ome ξ/N dove ξ è la lunghezza
di orrelazione per il sistema innito. Se vale N ≪ ξ i si aspetta he il omportamento di χ
non ontenga orrezioni dovute alle dimensioni nite del retiolo. Via via he t diminuise si
arriva ad una temperatura di rossover tχ ∼ N− 1ν , in orrispondenza della quale gli eetti dovuti
alla dimensione nita del retiolo diventano importanti. Si può riassumere quanto sritto sopra
diendo he il passaggio dal limite termodinamio alle dimensioni nite del retiolo è un fenomeno
di rossover on esponente di rossover φ = −ν. L'espressione (3.56) può essere riformulata nel
seguente modo:
χ(t,N−1) ∼ N γν Ψ˜(tN1/ν) (3.57)
In questa forma sono evidenti due aratteristihe generali degli eetti legati al size nito del siste-
ma (vedi Figura 3.4). Innanzitutto si nota he il massimo della urva ottenuta ha un andamento
del tipo:
Cmax ∼ Nγ/ν (3.58)
In seondo luogo vi è uno shift della temperatura ritia he, in aordo on la teoria del rossover,
è desritto da:
∆t ∼ N− 1ν (3.59)
L'aspetto fondamentale he rende utile i risultati ontenuti nelle formule preedenti onsiste nel
fatto notevole he gli eetti di size nito hanno una dipendenza nota e relativamente semplie
dagli esponenti deniti per la teoria nel limite termodinamio. Questo è quanto si può riavare
in base alla teoria di gruppo di rinormalizzazione. Citiamo ora un risultato partiolarmente
interessante he è possibile riavare per quanto riguarda la dipendenza da L per valori della
temperatura diversi da quello ritio. Il risultato ottenuto è dovuto a Lusher [49℄:
∆m ∼ 1
L
exp(−mL) (3.60)
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Nella formula (3.60) ∆m è lo shift della massa presente nella teoria trattata su un retiolo
nito (di lato L) rispetto al valore vero ottenuto nel limite termodinamio. E' noto he la
massa nell'ambito dei fenomeni ritii è proporzionale alla distanza in temperatura dal punto
ritio, pertanto la (3.60) india he le quantità sihe alolate su retiolo raggiungono il limite
termodinamio in maniera esponenziale variando L.
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Capitolo 4
Modello XY
4.1 Introduzione
Il modello XY bidimensionale [19℄ [20℄[21℄[22℄ è desritto dall'Hamiltoniana:
H = −J
∑
〈i,j〉
sisj (4.1)
la quale è una generalizzazione nel ontinuo della Hamiltoniana del modello di Ising. Le variabili
si non non sono vinolate ad assumere solo i valori 1 e -1, ma l'unia ondizione he devono
rispettare è he:
|s2i | = 1 (4.2)
pertanto si può porre:
si = e
iθi
(4.3)
Ovviamente si può risrivere l'Hamiltoniana di partenza nella forma:
H = −J
∑
〈i,j〉
cos (θi − θj) (4.4)
E' evidente dalla forma he assume la Hamiltoniana he il sistema gode di una simmetria di
gauge globale ontinua, infatti esso è invariante sotto la sostituzione:
θi → θi + δθ (4.5)
Ciò he rende questo sistema estremamente interessante è però la presenza di un'altra simmetria,
he è invee disreta e loale, l'invarianza sotto trasformazioni del tipo:
θi → θi + 2πni (ni ∈ N) (4.6)
Nel seguito vedremo he questa simmetria, presente in maniera banale nell'interazione, è alla base
del arattere topologio della transizione di Kosterlitz-Thouless. Prima di ominiare è utile fare
un'ultima importante osservazione: è nota l'importanza della dimensionalità del sistema nel
determinare le sue proprietà ritihe e, nel aso del modello XY, riveste un ruolo fondamentale.
Infatti è altrettanto noto il teorema di Mermin-Wagner [23℄[24℄ (per la ui dimostrazione si
rimanda agli artioli originale o a [25℄ ), il quale asserise he un sitema bidimensionale dotato di
simmetria ontinua deve avere magnetizzazione spontanea nulla, ovvero non vi può essere rottura
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spontanea di una simmetria ontinua per d ≤ 2. Detto in termini più sii, le uttuazioni he
perturbano uno stato in ui tutti gli spin puntano nella medesima direzione, in d ≤ 2 sono
sempre suienti a distruggere il suddetto stato ordinato. Senza pretesa di rigore matematio
i limitiamo a dei semplii argomenti euristii, he hanno il pregio di fare apprezzare la natura
profonda del risultato itato sopra. A tal ne onsideriamo il osto in energia libera per reare,
all'interno di un sistema ordinato, un sottosistema di lato L, omposto di spin he siano in uno
stato diverso, rispetto al resto del sistema. E' noto he l'energia libera è:
F = E − TS (4.7)
in ui E è l'energia totale, mentre S l'entropia del sistema. Per stimare il ontributo di S si può
fare questa onsiderazione: per reare i onni del dominio di dimensione L si può pensare di
fare un self avoiding random walk he si hiuda su se stesso. Lo spazio delle ongurazioni sarà
quello dei possibili modi di fare il random walk di lunghezza L. Ma questo è noto essere:
Γ ∼ µL µ < 3 (4.8)
periò si può srivere l'entropia:
S = −kBTL lnµ (4.9)
Il ontributo dell'energia totale si trova altrettanto failmente: siome gli angoli possono variare
in maniera ontinua, l'angolo relativo tra due spin primi viini sarà O( 1L ), la orrispondente
densità di energia O( 1L2 ). Alla ne per l'energia totale vale:
E = O(Ld−2) (4.10)
Ciò suggerise he, se vale d ≤ 2, il ontributo dell'entropia sarà prevalente, abbassando l'energia
libera: la ongurazione disordinata è energetiamente favorita.
4.2 Sviluppo di bassa temperatura
Nel regime di bassa temperatura le possibili perturbazioni del sistema sono presenti sotto forma
di onde di spin (approssimazione di spin wave), più preisamente θi − θj è piolo e si può
sviluppare il oseno presente nella formula (4.4). Questo permette di approssimare l'interazione
on un'Hamiltoniana eettiva di forma gaussiana:
H = −J
∑
<i,j>
(θi − θj)2 (4.11)
Questa è l'Hamiltoniana di una teoria salare libera e si può srivere nella forma:
−J
∑
i,j
θiG
−1(i− j)θj (4.12)
in ui ompare la funzione di Green libera [25℄ su retiolo:
G−1(i− j) =
∫ π
−π
dkx
2π
∫ π
−π
dky
2π
ei
~k·(~ri−~rj)
4− 2∑i ki (4.13)
33
Possiamo ora srivere la funzione di partizione nella approssimazione di spin wave:
ZSW =
∫ ∏
i
dθi
2π
e−JθiG
−1(~ri−~rj)θj
(4.14)
E' noto, inoltre, he, per integrali gaussiani, vale:〈
e−i
P
j kjθj
〉
= exp
[
−
∑
i,j
Gi,j
2
kikj
]
(4.15)
A mezzo della formula sritta sopra è faile alolare la funzione di orrelazione a due punti, he
risulta essere:
g(~ri − ~rj) =
〈
eiθ(~ri)−θ(~rj)
〉
= e−J(G(
~0)−G(|~ri−~rj |))
(4.16)
Faiamo qualhe osservazione sulla funzione G(~x). Innanzitutto essa presenta una singolarità
per r → 0 (il termine G(0) serve appunto a rimuovere questa divergenza). Inoltre la funzione
G′(x) ≡ G(0) −G(x) presenta un andamento asintotio della forma (a è il passo retiolare):
G′(~x) = G(~0)−G(~x) ∼ ln
(
r
a
)
+ k (4.17)
Da questa espressione deriva un risultato molto interessante, basta sempliemente sostituire la
formula (4.17) nella (4.16) per trovare he:
g(~ri − ~rj) ∼
( |~ri − ~rj|
a
)− 1
2piJ
(4.18)
La formula sritta sopra presenta l'andamento a potenza della orrelazione tipio dei fenomeni
ritii. Il dierente andamento asintotio, rispetto al regime di alta temperatura (in ui la
orrealazione deade esponenzialmente), suggerise he i deve essere un valore nito di J , in
orrispondenza del quale avviene una transizione di fase. Un'altra osservazione interessante
riguarda l'esponente − 12πJ ; esso, ontrariamente a quanto aade in genere nei fenomeni ritii,
dipende dal valore della temperatura, fatto he i segnala la presenza di una transizione di fase
dalle aratteristihe piuttosto peuliari.
4.3 Aspetti topologii
Una volta raolti indizi suienti a favore di una transizione di fase a temperatura nita per
il modello XY bidimensionale, oorre analizzare, dal punto di vista prima fenomenologio e
poi quantitativo, il modo in ui si manifesta la transizione e a osa è dovuta. Per ottenere
questo, deniamo meglio i ontorni del problema; quanto trattato in questa sezione è ripreso
dall'artiolo di Mermin [26℄. Il sistema bidimensionale di ui i oupiamo è desritto da un
parametro d'ordine e lo spazio delle ongurazioni del parametro d'ordine è neessariamente
bidimensionale. In generale esiste una funzione he, dato un punto nel piano appartenente al
sistema in esame, assoia il relativo parametro d'ordine (per un sistema di spin nel piano è un
vettore bidimensionale). Il parametro d'ordine in genere è soggetto a delle variazioni ontinue,
tuttavia i possono essere delle regioni in ui questa ondizione di ontinuità viene violata; in
orrispondenza di queste zone si die he 'è un difetto topologio. Nel nostro aso il parametro
d'ordine ostituise un ampo vettoriale planare ~s(~r), ed è faile individuare se i sono dei punti
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singolari. Infatti basta prendere un erhio su ui si assume he ~s vari in modo ontinuo, quindi
si misura l'angolo totale perorso da ~s intorno al erhio, rispetto ad una direzione arbitraria
ssata in preedenza. Se il erhio ontiene un punto singolare, siome il ampo ~s varia in
maniera ontinua sul erhio ed è periodio di periodo 2π, dovrà essere:∫
~∇ · d~s = n2π (4.19)
in ui n prende il nome di winding number (numero di avvolgimento) e lassia i vari tipi di
singolarità he possono essere presenti nel sistema. E' evidente he il winding number alolato
onsiderando un erhio più piolo, he ontiene anh'esso il punto singolare, rimane invariato.
Nella gura in basso sono mostrati aluni tipi di singolarità.
Figura 4.1: Esempi di singolarità presenti nel modello XY. Da sinistra a destra le ongurazioni
orrispondono a vortii on winding number rispettivamente n = 1,−1, 2,−2. L'immagine è
tratta da [26℄.
Dopo aver appurato iò, soermiamoi sulla importanza del risultato, osservando he:
• Se in un punto P del sistema 'è una singolarià topologia (ioè si ha n 6= 0), la sua pre-
senza ha eetti in punti anhe distanti da P . Siuramente però la ondizione n = 0 su ogni
ammino he rahiude P non è suiente a esludere una singolarità nel punto, infatti
questa potrebbe essere una divergenza dovuta al omportamento loale del ampo ~s. Tut-
tavia una singolarità di quest'ultimo tipo può essere rimossa operando una trasformazione
he agisa loalmente nella regione in ui è presente la divergenza.
• Non è possibile deformando in modo ontinuo il ampo in un intorno piolo di P eliminare
una divergenza he abbia n 6= 0. Questo fatto ostituise la dierenza rispetto al tipo di
singolarità di ui alla ne del punto preedente.
• Considerando di prendere un erhio he ontenga due vortii on winding number opposti,
il risultato è he l'integrale presente nella (4.19) dà ome risultato zero.
4.4 Vortii
Vediamo ora in maniera più quantitativa l'origine della transizione di fase. Abbiamo detto he
le ongurazioni del sistema sono lassiabili in base al winding number. Prendiamo un erhio
di raggio abbastanza grande di modo he, essendo valida l'approssimazione ontinua (si può
trasurare la struttura retiolare) ∇θ sia piolo e possa essere onsiderato ostante. Allora si
ha: ∫
∇θ · d~s = dθ
ds
(2πr) = 2πn (4.20)
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Si può porre periò:
∇θ = −n
r
rˆ ∧ zˆ (4.21)
Per ominiare si può prendere in osiderazione la ongurazione in ui sia presente un solo vor-
tie. Una dioltà he è bene arontare dall'inizio è ostituita dalle zone molto viine al vortie
dove l'ipotesi ontinua he stiamo utilizzando non è ertamente appliabile. Per risolvere questo
problema è opportuno aggiungere nell'energia un termine E(a0) he tiene onto dei ontributi
nella zona irostante al vortie:
E = E(a0) + J
∫ L
a0
2πr
(
n
r
)2
dr = E(a0) + 2πJn
2 ln
(
L
a0
)
(4.22)
Nelle formule sritte sopra on a0 si è indiata una lunghezza limite he separa la zona viino
alla singolarità da quella lontana. Per la funzione di partizione è possibile srivere:
Z(n) ∼
(
L
a0
)2
exp
[
− E(a0)− 2πJn2 ln
(
L
a0
)]
∼
(
L
a0
)2−πn2J
(4.23)
Nell'ultima espressione sritta il fattore moltipliativo
(
L
a0
)2
deriva dalle possibili ongura-
zioni he può assumere un vortie sul piano. La formula (4.23) ontiene alune informazioni
fondamentali:
• Al divergere delle dimensioni del sistema, per basse temperature, la formazione di vortii
è inibita, mentre ad alte temperature è permessa.
• C'è una temperatura ritia nita Jc = 2πn2 he segna il passaggio tra i due regimi.
• Il valore trovato 2π è ertamente un limite inferiore, infatti per valori di J tali he J > 2π è
possibile he le singolarità siano presenti nella forma di oppie vortie-antivortie.
A questo punto viene naturale introdurre un'analogia on lo studio della meania dei uidi: il
ampo ∇θ he abbiamo introdotto è assimilabile al ampo di veloità di un uido e la ongura-
zione on i vortii orrisponde al aso di uido in regime rotazionale. Si riordi he per un moto
irrotazionale vale:
~v = ∇γ ∇∧ ~v = 0 (4.24)
Avendo a he fare on un regime rotazionale on delle singolarità puntiformi, si può srivere:
∇∧ ~v = 2πzˆ
∑
i
niδ
2(~x− ~xi) (4.25)
In generale per un vettore è possibile una deomposizione in un una parte a rotore nullo e un
termine a divergenza nulla, periò si può srivere:
~v = ∇φ−∇ ∧ (zˆψ) (4.26)
ψ(~x) =
∑
i
ni ln(|~x− ~xi|) (4.27)
La formula sritta sopra fa emergere bene le aratteristihe del modello e il suo signiato.
Riordando infatti l'identiazione ~v = ∇θ si riava per l'energia del sistema:∫
d2~x(∇θ)2 =
∑
ij
ninj ln(~ri − ~rj) (4.28)
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La formula (4.28) rappresenta l'energia di un sistema di arihe disposte su un piano, infatti il
termine ln(~ri−~rj) rappresenta la funzione di Green del problema elettrostatio in due dimensioni.
E' faile a questo punto fare l'analogia tra i le ongurazioni di vortie presenti nel modello XY e
un sistema di arihe sul piano. Il signiato della transizione di Kosterlitz-Thouless diviene osì
più hiaro: nella regione di basse temperature i vortii sono assenti o legati in oppie vortie-
antivortie, nel modello on le arihe elettrihe iò signia he le arihe sono aoppiate a
formare dei dipoli o omunque ongurazioni neutre. Vieversa, nella regione di alte temperature
sono presenti arihe libere (si ha la situazione di un plasma), orrispondentemente nel modello
XY si hanno vortii liberi. Per onludere questa parte, faiamo un'ultima osservazione:
• L'approssimazione di spin wave fatta nel paragrafo 4.2 ha privato l'interazione di una delle
simmetrie di ui godeva all'inizio, preisamente l'invarianza sotto traslazione di multipli
di 2π espressa dalla (4.6). Questo fatto i ha ostretti in questo pargrafo a introdurre
le ongurazioni on i vortii ad ho. Sopo della sezione suessiva è di evitare questo
sotterfugio.
4.5 Coulomb gas e azione di Villain
Quanto faremo in questa parte può essere trovato in [21℄ e [25℄. Consideriamo in generale di
avere un'azione della forma:
A[θ] =
∑
〈~r,~r ′〉
V (θ(~r)− θ(~r ′)) (4.29)
in ui V è una funzione periodia. Si onsideri inoltre di voler alolare la funzione di partizione
Z =
(∏
~r
∫ 2π
0
dθ(~r)
2π
)
eA[θ] (4.30)
Essendo V una funzione periodia, vale:
eV (θ) =
+∞∑
s=−∞
eisθ+V˜ (s) (4.31)
in ui si pone
eV˜ (s) =
∫ 2π
0
dθ
2π
e−isθ+V (θ) (4.32)
Appliando queste formule alla (4.29) si ottiene:
Z =
∫
d[θ]
∏
〈~r,~r ′〉
∞∑
S(~r,~r ′)=−∞
exp
[
V˜ (S(~r,~r ′)) + iS(~r,~r ′)(θ(~r)− θ(~r ′))
]
(4.33)
Nella formula preedente le variabili S(~r,~r ′) sono denite sui link delle plaquette he ompongono
il retiolo, mentre le variablili SX sono denite sul retiolo duale (i entri delle plaquette), ome
si vede nella Figura 4.2.
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S(2',0) S(0,2)
S(1',0)
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SCSD
Figura 4.2: Variabili denite sui link (S(~r,~r′)) e variabili denite sul retiolo duale (SA, SB . . . ).
La integrazione sull'angolo θ nella (4.33) dà ome risultato i vinoli:
∆(~r) = δS(0,1)+S(0,2′),S(1′,0)+S(2′,0) (4.34)
Per la funzone di partizione otteniamo in denitiva:
Z =
∑
S(~r,~r ′)
(∏
~r
∆(~r)
)
exp
( ∑
〈~r~r ′〉
V˜ (S(~r,~r ′))
)
(4.35)
Un modo per andare avanti è fare l'ansatz he ogni variabile S(i, j) sia la dierenza di altre due
variabili denite sui siti del retiolo duale, ome mostrato di seguito:
S(0, 1) = SA − SB S(0, 2) = SB − SC) (4.36)
S(1′, 0) = SD − SC S(2′, 0) = SA − SD (4.37)
In questo modo le ondizioni rihieste dalle delta nella formula (4.34) sono automatiamente
soddisfatte e si arriva a:
Z[S] =
∑
S(~R)
exp
( ∑
〈~R, ~R ′〉
V˜ (S(~R)− S(~R ′))
)
(4.38)
Nello srivere l'espressione preedente si è selto di indiare on S(~R) le variabili S~R. Soermia-
moi sulla formula riavata per fare un'osservazione he ha un'importanza di arattere generale.
Consideriamo di tornare per ora all' approssimazione di spin wave per il modello XY, in questa
situazione si ha:
V (θi − θj) = J cos(θi − θj) ∼ −J(θi − θj)2 (4.39)
Dalla equazione (4.32) si riava
V˜ ∼ − 1
J
(Si − Sj)2 (4.40)
Il modello desritto dalla interazione (4.40) è il SOS (solid on solid) e desrive la transizione
ruvido lisio nei solidi. Esso è legato al modello XY da una relazione di dualità: a livello delle
ostanti di aoppiamento si nota infatti he una onseguenza del passaggio dalla (4.39) alla
(4.32) è stato lo sambio:
J ↔ 1
J
(4.41)
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La formula (4.41) stabilise una relazione tra la situazione di alte temperature di un modello on
quella di basse temperature del orrispettivo modello duale. Per ontinuare on i onti si sfrutta
nella (4.38) la formula di somma di Poisson:
∞∑
s=−∞
g(s) =
∞∑
m=−∞
∫ +∞
−∞
dφg(φ)e−2πimφ (4.42)
Il risultato ui si arriva è:
Z =
∑
m(~R)
(∏
~R
∫ +∞
−∞
dφ(~R)
)
exp
( ∑
〈~R, ~R ′〉
V˜ (φ(~R)− φ(~R ′)) (4.43)
+
∑
~R
2πim(~R)φ(~R)
)
(4.44)
La espressione (4.43) è un risultato importante, infatti in essa sono presenti ontemporaneamente
i gradi di libertà dell'approssimazione di spin wave (le φ ) e quelli legati ai vortii (m), quindi lo
sopo di evitare l'introduzione delle ongurazioni di vortie a mano è stato raggiunto. Questo
evidenzia he la peuliarità della transizione di Kosterlitz-Thouless ha origine nella simmetria
desritta dalla formula (4.6). La nostra intenzione è ora quella di speializzare la formula (4.43)
al aso del modello XY segliendo:
V˜ (s) = −s2/2K − 1
2
ln(2πK) (4.45)
Il risultato he si ottiene è:
Z =
∑
m(~R)
(∏
~R
∫ +∞
−∞
dφ(~R)
)
exp
(
− 1
2J
∑
〈~R, ~R ′〉
[φ(~R)− φ(~R ′)]2
+
∑
~R
2πim(~R)φ(~R)
)
(4.46)
Per ontrollare le uttuazioni della variabile m(~R) introduiamo il parametro y0:
Z =
∑
m(~R)
(∏
~R
∫ +∞
−∞
dφ(~R)
)
exp
(
− 1
2J
∑
〈~R, ~R′〉
(φ(~R)− φ(~R′))2
+
∑
~R
[ln y0m
2(~R) + 2πim(~R)φ(~R)]
)
(4.47)
Nel limite y0 → 0 riotteniamo sempliemente il regime di spin wave (poihé m(~R) deve essere
nullo). Ora intendiamo trattare il aso y0 → 0 in ui onsideriamo le orrezioni dovute alle
presenza di oppie vortie-antivortie. Si può integrare anora una volta nella variabile φ e si
ottiene he la funzione di partizione si fattorizza nel prodotto di un ontributo di spin wave ed
uno dei vortii:
Z(y0) = ZswZc(y0) (4.48)
Nella formula (4.48) si è posto:
Zc(y0) =
∑
m(~R)
eAc[m(
~R)]
(4.49)
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e inoltre
Ac[m(~R)] =
∑
m(~R)
m2~R ln y +
∑
pairs
2πm(~R)G′(~R− ~R ′)m(~R′) (4.50)
Nella formula (4.50) la funzione G′ è la funzione di Green regolarizzata:
G′(r) = G(0) −G(r) ∼ ln r (4.51)
Notiamo he il termine G(0) è divergente e questo fatto implia he la sommatoria presente nella
denizione di Zc dà ontributo solo per ongurazioni neutre:∑
~R
m(~R) = 0 (4.52)
Con la stessa strategia adottata di sopra si possono svolgere i onti per riavare la funzione di
orrelazione:
gp(~r − ~r ′) =
〈
eip[θ(~r)−θ(~r
′)]
〉
(4.53)
I onti sono semplii e si possono trovare in [21℄[25℄, quello he è importante puntualizzare è la
struttura del risultato nale he è dato da:
g(r) = e
− G
′(r)
2piJ
e
(4.54)
Nella relazione (4.54) la quantità J
e
è denita dalla seguente equazione (a è il passo retiolare):
1
J
e
=
1
J
+ 2π3y2
∫ ∞
a
dr
a
(
r
a
)3−2πJ
e
(4.55)
La variabile y he ompare nella (4.55) rappresenta la fugaità dei vortii:
y = y0 exp
(
π2J
2
)
(4.56)
Il signiato di y è lo stesso di y0: nel limite y → 0 si ottiene l'approssimazione di spin wave e nel
sistema non i sono vortii. Il alolo portato a termine ora, da un punto di vista di prinipio,
dà un risultato semplie, infatti, riordando la formula (4.18), è evidente he la (4.54) dierise
per una ridenizione della temperatura J he si ottiene a mezzo della relazione (4.55).
4.6 Flusso di rinormalizzazione
Il risultato prinipale del paragrafo preedente è la formula:
1
J
e
=
1
J
+ 2π3y2
∫ ∞
a
dr
a
(
r
a
)3−2πJ
e
(4.57)
Il nostro obiettivo è quello di appliare alla equazione (4.57) le tenihe del gruppo di rinorma-
lizzazione. Per fare iò innanzitutto oorre dividere il dominio in due regioni, una per le sale
di lunghezza piole, l'altra per le grandi:∫ ∞
a
dr =
∫ ba
a
dr +
∫ ∞
ba
dr (4.58)
40
Nella formula preedente si ha 0 < ln b ≪ 1. L'eetto del primo integrale è quello di dare una
equazione simile alla (4.57) in ui le ostanti J e y vengono rinormalizzate nel seguente modo:
(J−1)′ = J−1 + 2π3y2 ln b (4.59)
y′ = b2−πJy ∼ y + (2 − πJ)y ln b (4.60)
Se si seglie ln b ≪ 1, ponendo l = ln b, si possono risrivere le equazioni (4.59)(4.60) in forma
dierenziale:
dJ−1
dl
= 2π3y2 (4.61)
dy
dl
= (2− 2πJ)y (4.62)
Il sistema di equazioni sritte sopra ontiene tutte le informazioni sul omportamento del modello
XY. Per ottenere il usso di rinormalizzazione del modello è omodo partire da un preliminare
ambio di variabili
y → π2y x = 1
2
(
1
J
− π
2
)
(4.63)
In questo modo il sistema dierenziale diventa:
dx
dl
=
4
π
y2 (4.64)
dy
dl
=
4
π
xy (4.65)
Notiamo a questo punto he la funzione y = 0 è una soluzione per il sistema sritto sopra, tuttavia
oorre una preisazione importante: la soluzione è instabile nella zona x > 0 he orrisponde
a J−1 > π2 . Questo fatto è failmente riavabile studiando il segno del seondo membro della
(4.65), infatti per x > 0 si ha dydl > 0, ioè la variabile y rese e tende quindi ad allontanarsi
dalla zona y = 0. Il senso di iò se si riorda he aumentando y sono favorite le ongurazioni
in ui nel sistema sono presenti vortii liberi. Il risultato per il usso di rinormalizzazione del
modello è riportato nella Figura 4.3.
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Figura 4.3: Flusso di rinormalizzazione per il modello XY. La porzione dell'asse delle x denita
dalla ondizione x < 0 è ostituita da una serie ontinua di punti ssi stabili, ome è possibile
osservare dal omportamento delle linee di usso. La zona x > 0 è instabile per reazione di
vortii. La linea denominata ritial line divide le linee di usso per ui y è una variabile
rilevante da quelle per ui è irrilevante.
Vediamo di riapitolare le aratteristihe he emergono dalla gura:
• La zona denita dalla ondizioni y = 0 x < 0 è ostituita da una linea di punti ssi stabili
(vedi Figura 4.6). In questa zona la variabile y è irrilevante e gli eventuali vortii presenti
sono legati a formare ongurazioni neutre (oppie vortie-antivortie).
• La zona di alta temperatura (x > 0), è ostituita da una zona di punti ssi instabili. In
questa regione y è una variabile rilevante per il sistema e sono presenti vortii liberi.
Vogliamo ora riavare l'andamento della lunghezza di orrelazione del sistema in funzione della
temperatura. Osserviamo intanto he:
d
dl
(x2 − y2) = 0 (4.66)
Questo permette di srivere:
x2 − y2 = t (4.67)
in ui t è ostante. La (4.67) giustia la forma iperbolia delle linee di usso riportate nella
Figura 4.3 per t 6= 0, mentre per t = 0 si hanno le due rette separatrii. Diamo ora l'idea del
modo di proedere per riavare l'andamento della lunghezza di orrelazione e della energia libera
al punto ritio x = 0. Considerando di avviinarsi a x = 0 dalla zona di alta temperatura, si
può, usando la (4.67), srivere:
dx
dl
=
4
π
(t+ x2) (4.68)
Questa equazione si integra failmente, ottenendo:
4
π
ln(b) =
1√
t
tan−1
(
x
t
)
∼ π
2
√
t
(4.69)
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Il limite fatto sulla funzione tan−1 si giustia usando l'ipotesi di essere molto viini al punto
ritio e quindi supponendo he t → 0. Questo fatto è giustiato dal momento he si può
pensare di fare lo sviluppo:
t ∼ a · x (4.70)
Siome interessa il omportamento di lunga sala del modello si può onludere he:
ξ ∼ b ∼ exp
(
π2
8
√
t
)
(4.71)
La lunghezza di orrelazione ha quindi un andamento divergente in maniera esponenziale. Per
riavare l'energia libera basta onsiderare he deve essere f ∼ ξ−d, pertanto si ottiene:
f ∼ exp
(
π2
4
√
t
)
(4.72)
Si può osservare he la divergenza della funzione della energia libera è molto debole nel senso he
le derivate, a partire dalla prima, sono funzioni ontinue, infatti il alore speio non mostra
un omportamento divergente. Questo fatto rende la transizione evidenziata non failmente
lassiabile nello shema di Eherenfest, a ausa di iò si die he la transizione di Kosterlitz-
Thouless è una transizione di fase di ordine innito.
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Figura 4.4: Cumulante di Binder per il modello XY
(
B = 1 − 〈M4〉3〈M2〉2
)
in ui
~M =
∑
i
~Si.
Per la denizione di questa quantità vedi [34℄. Quello he è neessario sapere per omprendere il
grao è he il umulante di Binder è universale e invariante sotto il usso di rinormalizzazione
anhe su retioli niti. Il fatto he al di sotto di una erta temperatura (he è la temperatura
ritia del sistema) (∼ 1.1) oinida per i vari retioli testimonia la presenza della linea di punti
ssi he si è riavata teoriamente. Il grao presentato non pretende di essere una dimostrazione
di iò, esso è stato riportato solo a sopo indiativo. Per onfrontare on un aso più standard
si può vedere la Figura 4.5 in ui è riportato il umulante di Binder per il modello di Ising.
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Figura 4.5: Cumulante di Binder per il modello di Ising. Il punto di intersezione delle varie
urve è il punto ritio del modello di Ising (J ∼ 0.44).
4.7 Conlusioni
In onlusione riepiloghiamo gli esponenti ritii assoiati al modello XY [6℄:{
ξ ∼ exp(at−σ) σ = 12
χ ∼ ξ2−η η = 14
Per quanto riguarda la veria dello senario proposto da Kosterlitz Thouless, dal punto di vista
simulativo, i sono stati vari tentativi . Risultati rilevanti sono stati ottenuti negli ultimi tempi
nell'ambito di aluni modelli SOS. Nel lavoro [27℄ si dimostra he il omportamento ritio è quello
desritto in questo apitolo per tre diversi modelli (per maggiori dettagli si rimanda all'artiolo
originale ed alle referenze in esso ontenute): il duale del modello XY , il ASOS (absolute value
SOS) e il DG (disrete gaussian). Il metodo seguito onsiste per grandi linee nel onfronto del
usso di rinormalizzazione di questi tre modelli on quello di un sistema per il quale lo senario
desritto è stato provato teoriamente. Il modello ui si fa riferimento è il BCSOS (body entered
ubi solid on solid). Simulando il BCSOS alla temperatura ritia, he è nota esattamente, si
può onfrontare il relativo usso di rinormalizzazione on quello di uno dei modelli di ui sopra,
servendosi di variabili opportune. Tra i tanti risultati ottenuti itiamo espliitamente il valore
della temperatura ritia per il modello XY (J = 1.1199(1)), he risulta la misura più preisa per
il modello XY ad oggi disponibile e he è stato usato nelle nostre simulazioni ome valore della
temperatura ritia. Nella trattazione delle pagine preedenti, abbiamo trasurato molti aspetti
del modello, tra questi sono signiative le orrezioni logaritmihe di ui risente l'andamento
ritio delineato in preedenza [28℄[29℄[30℄. Non tenere onto di questo tipo di orrezioni rende
diile una veria della transizione di KT e inia i valori ottenuti per gli esponenti ritii. Per
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una trattazione più diusa sull'argomento rimandiamo ai lavori già itati. Da un punto di vista
sperimentale la transizione di Kosterlitz-Thouless è stata veriata nei lm sottili di materiale
superonduttore [32℄[31℄ e negli array di giunzioni Josephson [4℄ [1℄[2℄, inne nei lm di materiale
superuido [33℄.
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Capitolo 5
Modello XY on frustrazione
5.1 Introduzione al onetto di frustrazione
Se si onsidera un sistema di spin interagenti on aoppiamenti ferromagnetii e antiferroma-
gnetii, distribuiti in maniera random sui link del retiolo, nonostante la apparente dioltà del
problema per quanto riguarda la determinazione delle proprietà termodinamihe, oorrono delle
sempliazioni he portano alla lue dei onetti nuovi di interesse generale [35℄. L'osservazione
importante è he non tutte le ongurazioni del disordine sono egualmente importanti per le
proprietà del modello. In un erto senso 'è un tipo di disordine rilevante ed uno irrilevante. Per
vedere in dettaglio ome si origina questa distinzione, onsideriamo una hamiltoniana di Ising:
−βH =
∑
〈i,j〉
Jijσiσj (5.1)
Sebbene si possano onsiderare asi più omplessi, prendiamo in esame, ome detto sopra, la
possibilità he Jij possa avere i valori ±1. Si onsideri inoltre il sito i-esimo del retiolo ome
mostrato in Figura 5.1 e la trasformazione indiata.
b b
b
b
b
i σi → −σi
Jij → −Jij
Figura 5.1: Esempio di trasformazione di gauge su un sito retiolare nel aso del modello di
Ising 2D.
L'Hamiltoniana del modello è banalmente invariante per questo tipo di trasformazione, infatti il
ambiamento sulla ostante di aoppiamento J annulla quello sulle variabili di spin σ. Questo
tipo di invarianza, poihé agise solo loalmente, è valida su ogni sito del retiolo. L'operatore più
generale he lasia invariata H è ostituito quindi da un'arbitraria ombinazione di trasformazioni
loali:
G({τi})[{σi}{Jij}] = [{τiσi}{τiJijτj}] τi = ±1 (5.2)
Una simmetria di questo tipo è detta simmetria di gauge. Per vedere ome questa invarianze
si riperuote sulle quantità he desrivono i sistemi sii, aloliamo innanzitutto la funzione di
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partizione:
Z{Jij} =
∑
{σi}
exp(
∑
〈ij〉
Jijσiσj) (5.3)
E' bene sottolineare he nella formula (5.3) si somma sulle ongurazioni possibili per le variabili
σ, mentre le Jij , he rappresentano le ongurazioni del disordine, sono mantenute sse (stiamo
ioè trattando il aso in ui le Jij sono variabili quenhed). Prendiamo ora in esame due
ongurazioni {Jij} {J ′ij} he siano legate tra di loro da una trasformazione di gauge, si ha in
questa situazione:
Z{J ′ij} =
∑
{σi}
exp(
∑
〈ij〉
J ′ijσiσj) = (5.4)
∑
{σi}
exp(
∑
〈ij〉
Jijσiτiσjτj) = (5.5)
∑
{σ′i}
exp(
∑
〈ij〉
Jijσ
′
iσ
′
j) = Z{Jij} (5.6)
Abbiamo ottenuto ioè he la funzione di partizione è invariante di gauge e in virtù di iò deve
dipendere da quantità he sono gauge invarianti . Una di queste quantità è faile da denire (per
la veria della invarianza di gauge basta srivere espliitamente la trasformazione indiata in
Figura 5.1):
φ =
∏
Γ
Jij (5.7)
La formula (5.7) tradotta in parole ha un signiato molto semplie: il prodotto delle quantità
Jij su un arbitrario perorso hiuso (he indihiamo on Γ) è una quantità invariante di gauge.
Quanto detto deve essere vero, in partiolare, per i perorsi deniti dalle singole plaquette (vedi
Figura 5.2). Risulta omodo per il seguito delle nostre onsiderazioni denire un set di variabili
assoiate alle singole plaquette:
Φijkl = JijJjkJklJli (5.8)
b
b
b
b
i j
kl
Figura 5.2: Il prodotto delle quantità Jij lungo il perorso hiuso indiato in gura è invariante
di gauge.
A questo punto si hanno gli strumenti neessari per introdurre il onetto di frustrazione. Si die
frustrata una plaquette del retiolo per ui si abbia Φ = −1. E' faile veriare he, siome
J2 = 1, vale la relazione (Γ è un arbitrario perorso hiuso sul retiolo):∏
Γ
Jij =
∏
∈Γ
Φ() (5.9)
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Nella formula sritta sopra on il simbolo  si india una generia plaquette del retiolo. La
srittura  ∈ Γ denise le plaquette ontenute all'interno del perorso hiuso Γ. Tradotta
in parole la (5.9) signia he il prodotto delle variabili J su un arbitrario perorso hiuso
del retiolo è uguale al prodotto delle Φ relative alle plaquette ontenute nel perorso selto.
La onlusione importante, ontenuta nei risultati ottenuti, è he il valore di quantità gauge
invarianti dipende dalla sole variabili Φ. Questo vuol dire he il solo disordine he inuise sulle
transizioni di fase è quello he ontiene frustrazione, il disordine di altro tipo viene eliminato
in maniera banale dalla somma sulle ongurazioni he ompare in (5.3). Al ontrario se il
sistema ontiene frustrazione questa non può essere assorbita nella media sulle ongurazioni.
Dal punto di vista della interazione il onetto di frustrazione ha un signiato semplie, basta
onsiderare un esempio di plaquette frustrata, ome quello indiato nella Figura 5.3.
b
b
b
b
+ +
+
−
Figura 5.3: Esempio di plaquette frustrata. A ano dei link sono riportati i segni della
interazione. Si noti he il prodotto dei segni dell'interazione lungo i link della plaquette è −1.
In generale i link on il segno + privilegiano ongurazioni on spin antiparalleli, vieversa
quelli on il segno − on spin paralleli (questa infatti è la situazione he minimizza l'energia
di interazione tra i due spin viini). Se si onsidera la situazione desritta nella Figura 5.3 si
vede he non esiste una ongurazione globale he soddis questo vinolo per ogni oppia di
spin; da un punto di vista energetio questo signia he esistono delle oppie forzate in una
ongurazione he non minimizza la loro energia di interazione. Nelle Figure (5.4) (5.5) (5.6)
(5.7) sono indiate alune ongurazioni elementari possibili per un Ising 2D frustrato (i link
antiferromagnetii sono indiati in grassetto).
+ +
Figura 5.4: Due plaquette frustrate (la frustrazione è indiata on la roe al entro del-
la plaquette). I link antiferromagnetii sono indiati on il grassetto. Come si vede un link
antiferromagnetio omporta la presenza di due plaquette frustrate adiaenti.
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+ +
Figura 5.5: Due frustrazioni separate. La plaquette entrale non è frustrata perhè ontiene
due link antiferromagnetii.
Figura 5.6: Come mostra questa gura distribuire i link antiferromagnetii lungo un perorso
hiuso non indue frustrazione nel sistema.
+ +
b
+ +
Figura 5.7: La ongurazione indiata sopra omporta la presenza di una degenerazione per
le possibili ongurazioni dello spin entrale indiato on il punto. Esso infatti può essere
indierentemente allineato on quello alla sua sinistra o alla sua destra.
La ongurazione indiata nella Figura 5.7 ha interesse di prinipio notevole in virtù della se-
guente puntualizzazione: per lo spin entrale indiato dal punto sono possibili due ongurazioni
degeneri in energia (a seonda he esso sia allineato on lo spin alla sua sinistra o on quello a
destra). La presenza di queste ongurazioni degeneri ha delle onseguenze importanti nel deter-
minare le proprietà di un sistema sio. Infatti questi eetti sono alla base del omportamento
dei sistemi di spin glass (anhe se è bene preisare he questi rappresentano un aso estremo dal
momento he la ostante di aoppiamento è ompletamente asuale e gli eetti di degenerazione
entrano prepotentemente) [48℄.
5.2 Funzione di orrelazione gauge invariante
Come si è sritto nei paragra preedenti, l'invarianza di gauge riveste un ruolo fondante. E'
essenziale quando si voglia analizzare una transizione di fase disporre di una funzione di orre-
lazione he sia periò invariante di gauge. Vediamo ome iò può essere fatto onsiderando in
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primis il modello di Ising. A ssata ongurazione di disordine la funzione di orrelazione a due
punti si srive:
〈σiσj〉{Jij} = Z−1{J}
∑
{σi}
σiσj exp
(
K
∑
<lk>
σlJlkσk
)
(5.10)
La quantità denita dalla (5.10) non è invariante di gauge, per veriarlo basta fare agire una
trasformazione di gauge ome denita nella Figura 5.1 sui siti retiolari i e j. Oorre una piola
modia [35℄ he onsiste nell'inserire una  stringa di Jij lungo un perorso, selto all'inizio in
modo arbitrario, he unisa il sito i on il sito j. In questo modo la denizione gauge invariante
diventa:
〈σi
∏
Γ(i,j)
Jlkσj〉{Jij} = Z{J}−1
∑
{σi}
( ∏
Γ(i,j)
Jlk
)
σiσj exp
(
K
∑
<lk>
σlJlkσk
)
(5.11)
Come è possibile notare dalla formula (5.11), il prezzo he bisogna pagare per introdurre la
invarianza di gauge è la dipendenza dal perorso Γ(i, j), tuttavia quest'ultimo può essere selto
nel modo he risulta più omodo (vedi il paragrafo 7.2). Per queste denizioni nel aso del
modello XY frustrato si rimanda al paragrafo suessivo
5.3 Modello XY frustrato
L'Hamiltoniana del modello XY frustrato è denita nella maniera seguente:
H = K
∑
〈ij〉
cos(θi − θj − ψij) (5.12)
Nella formula (5.12) è rionosibile il onsueto termine cos(θi − θj) presente nel modello XY,
mentre la dierenza è ostituita dalle quantità ψij. Questo termine in più può essere visto ome
una rotazione di un angolo ψij he agise sullo spin del sito retiolare j. E' utile per evidenziare
le simmetrie presenti nel modello risrivere la denizione (5.12) nella forma:
1
2
K(SiU
∗
ijS
∗
j + h.c.) (5.13)
Le quantità usate nella (5.13) sono denite nel seguente modo:
Uij = exp(iψij) (5.14)
Si = exp(iθi) (5.15)
Sj = exp(iθj) (5.16)
Dalla formula (5.13) si apise (e la veria è banale) he il sistema è invariante sotto le
trasformazioni:
Si → ViSi (5.17)
Uij → ViUijV ∗j (5.18)
in ui
Vi = exp(iχi) (5.19)
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e χi è una fase selta arbitrariamente. L'invarianza della Hamiltoniana (5.13) è una semplie
veria, le trasformazioni denite sopra infatti agisono sugli spin ome delle rotazioni e il ri-
sultato viene annullato dalla orrispondente trasformazione della matrie Uij . Anhe in questo
aso, ome fatto per il modello di Ising, è possibile denere le variabili di plaquette:
2πΦijkl = ψij + ψjk + ψkl + ψli mod 2π (5.20)
Prima di andare più in dettaglio nella omprensione del modello XY frustrato, introduiamo una
notazione [35℄[22℄ he, oltre ad essere elegante, rende i aloli più semplii. Il punto di partenza
è l'osservazione he per individuare la variabile ψij, basta onosere il sito i e la direzione µ in
ui si trova il sito viino j. La situazione è desritta nella Figura 5.8.
i
µ
ν
ψij ≡ ψµ(i)
Figura 5.8: Denizione della variabile ψµ(i)
Dopo aver fatto iò introduiamo la quantità:
2πΦµν(i) = ∆µψν(i)−∆νψµ(i) (5.21)
Nella formula preedente l'operatore ∆ è denito:
∆χ(i) = χ(i) − χ(i− eˆµ) (5.22)
Si noti he nella formula (5.21) il membro di destra è molto simile al tensore del ampo elet-
tromagnetio Fµν . Si può fare un altro passo avanti osservando he in due dimensioni si può
assoiare in modo univoo la plaquette on il suo entro, in questo modo la denizione delle
variabili di plaquette (5.20) diventa:
Φ(˜i) =
1
2
ǫµνΦµν(i) (5.23)
Nella formula (5.23) i˜ india il entro della plaquette e ǫµν è il tensore totalmente antisimmetrio
in due dimensioni. Con le notazioni introdotte sinora la formula per la funzione di partizione è:
Z{Φ(˜i)} =
∫
D exp
(∑
(i,µ)
K cos(∆µθ(i)− ψµ(i))
)
(5.24)
A basse temperature è possibile sfruttare l'approssimazione di Villain e le manipolazioni al-
gebrihe he oorrono in questo aso sono simili a quelle neessarie nel modello XY . Si fa la
trasformata di Fourier rispetto ad ogni variabile di link introduendo le quantità lµ(i), ottenendo:
Z{Φ(˜i)} =
∑
{lqµ(i)}
exp
(
− K
2
∑
(i,µ)
l2µ(i)
)
· exp
(
− i
∑
(i,µ)
ψµ(i)lµ(i)) ·
∏
i
δ(∆µlµ(i)
)
(5.25)
La ondizione imposta dalle delta viene automatiamente soddisfatta on l'ansatz:
lµ(i) = ǫµν∆µn(˜i) (5.26)
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Nella formula preedente n sono delle variabili denite sui entri della plaquette (sui siti del
retiolo duale). In questo modo si ottiene la funzione di partizione del modello SOS, inne,
usando la regola di somma di Poisson, si riava:
Z{Φ(˜i)} =
∑
{m(˜i)}
∫ ∞
∞
Dβ exp
(
2πi
∑
i˜
[Φ(˜i) +m(˜i)]β(˜i)
)
(5.27)
× exp
(
− 1
2K
∑
(˜i,µ)
[∆µβ(˜i)]
2
)
(5.28)
Si può ora integrare sulle β riavando il risultato nale:
Z{Φ(˜i)} = Zsw
′∑
{m(˜i)}
exp
(
πK
∑
i˜,j˜
[
m(˜i) + Φ(˜i)
]
G(˜i− j˜)
[
m(j˜) + Φ(j˜)
])
(5.29)
Il segno sulla sommatoria india, ome nel aso del modello XY, he bisogna sommare solo sulle
ongurazioni globalmente neutre: ∑
i˜
[m(˜i) + Φ(˜i)] = 0 (5.30)
Dalla formula (5.29) si riavano molti risultati qualitativi interessanti. Si ottiene innanzitutto
he la frustrazione è equivalente a onsiderare, oltre alle vortiità mi trovate nel modello XY, la
presenza di variabili aggiuntive Φ, le quali sono svinolate dal possedere aria intera, si tenga
presente infatti la formula (5.23) e il fatto he la iruitazione delle variabili ψij non è in generale
un multiplo intero di 2π. Dal punto di vista del tipo di interazione le arihe frazionarie Φ si
omportano ome i vortii termii (vortii on segno opposto si attraggono, on lo stesso segno si
respingono), infatti nell'equazione (5.29) le variabili Φ, ompaiono sommate on le m. Tenendo
onto della ondizione di neutralità di aria e onsiderando la situazione di basse temperature,
si può ipotizzare he il sistema sia nello stato fondamentale. Questo è univoamente determinato
(a meno della degenerazione di ui si è detto) in base ai modi in ui si possono disporre i vortii
indotti [50℄[51℄. Per il modello di Ising, abbiamo visto nel paragrafo preedente, è possibile
denire una funzione di orrelazione a due punti he sia invariante di gauge. Nel aso del
modello XY frustrato la denizione è mutatis mutandis la stessa:
〈~si~sj〉Γ(i,j) = 〈cos(θi − θj −
∑
Γ(i,j)
ψlk)〉 (5.31)
L'unia dierenza è dovuta al fatto he, invee del prodotto delle ostanti di aoppiamento tra
gli spin lungo il perordo Γ selto, si ha la somma delle fasi. Questo deriva però dalla forma
dell'interazione (5.12). Per lo stesso motivo la formula (5.9) diventa:∑
Γ
ψij =
∑
∈Γ
Φ() (5.32)
La relazione (5.32) sarà utile nel paragrafo 7.2 per denire le quantità utilizzate nelle nostre
simulazioni. Sottolineiamo he quanto detto sopra a proposito della invarianza di gauge non vale
eslusivamente per i sistemi disordinati (per vedere alune sue importanti appliazioni in questo
ambito si veda per esempio [44℄[45℄). Riesaminando la denizione delle variabili di plaquette Φ˜
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si osserva he queste sono ottenute faendo la iruitazione di ψ sul perimetro della plaquette.
Interpretando ψ ome un potenziale vettore, si vede he ssare il ontenuto di frustrazione della
plaquette è equivalente ad imporre un ampo magnetio esterno. Si può segliere per esempio di
ssare le variabili Φ in modo he siano tutte uguali; in questo aso si sta imponendo sul sistema
un ampo magnetio uniforme e ostante. Quanto detto india he la invarianza di gauge di ui
si sta trattando in questo apitolo è la solita invarianza si gauge nota dall'elettrodinamia.
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Capitolo 6
Eetti del disordine sul modello XY
6.1 Modello XY disordinato
Consideriamo l'interazione (5.12) vista nel apitolo preedente:
H = −
∑
〈i,j〉
K cos(θi − θj − ψij) (6.1)
In questo apitolo intendiamo analizzare il aso onreto di un sistema in ui le variabili ψij siano
distribuite gaussianamente [36℄ on media zero:
P (~ψ(~r)) ∼ exp
(
− 1
2σ2
∫
d2~r|~ψ(~r)|2
)
(6.2)
Se si onsidera il aso in ui l'argomento del oseno nella formula (6.1) è piolo, si può fare la
stessa approssimazione di spin wave usata per il modello XY. Questo signia he si può srivere:
1
2
∫
d2~r|∇φ(~r)− ~ψ(~r)|2 (6.3)
Per apprezzare le dierenze rispetto al modello XY è utile alolare la funzione di orrelazione a
due punti:
C(~r) = Re
[〈
exp
(
iφ(~r)− φ(~0))〉]
d
(6.4)
Nella formula (6.4) si è deiso di indiare on 〈 〉 la media statistia sui ampi, mentre [ ]d
rappresenta quella fatta sulle ongurazioni di disordine. Si può risrivere la formula (6.4) in
maniera da sempliare i aloli:
〈exp(iφ(~r)− φ(~0)〉 = 〈exp i(φ(~r)− φ(
~0)−K ∫ d2~r′∇φ · ~ψ)〉0
〈exp[−K ∫ d2~r′∇φ~ψ]〉0 (6.5)
Nella formula preedente si è usata la onvenzione di indiare , ome in [36℄, on 〈 〉0 la media
statistia fatta onsiderando l'Hamiltoniana massless:
H0
kT
=
1
2
K
∫
d2~r|∇φ|2 (6.6)
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I dettagli del alolo non sono diili e non li riportiamo, è importante invee puntualizzare
aluni aspetti signiativi: innanzitutto dalla relazione (6.5) è possibile estrarre un ontributo
he è uguale a quello he si ottiene nel aso del modello XY semplie:
exp
(
− 1
2
〈
[φ(~r)− φ(~0)]2
〉
0
)
=
(
a
r
)ηT
(6.7)
Si noti he nella equazione preedente il membro di sinistra è stato ottenuto utilizzando il fatto
he la (6.6) è gaussiana. L'esponente ηT he ompare nella formula (6.7) è lo stesso esponente
ritio del modello XY:
ηT =
1
2πK
(6.8)
Fino a questo punto abbiamo evidenziato la parte banale del risultato, in ui il ontributo delle
variabili ψ è assente. Tuttavia la relazione ompleta per la funzione di orrelazione a due punti
prevede la presenza di un altro termine:
C(r) ∼
(
a
r
)ηT
×
[
exp(−iI(~r,~0))
]
d
(6.9)
I(~r1~r2) =
∫
d2~r ~ψ(~r) · ∇
[
G(~r − ~r1)−G(~r − ~r2)
]
(6.10)
Prima di fare qualhe osservazione sulla formula appena sritta si tenga onto he la funzione G
è la stessa funzione di Green he si è già inontrata nel aso del modello XY (vedi apitolo 4):
G(~r − ~r ′) ∼ ln |~r − ~r ′| (6.11)
Anhe senza portare avanti i aloli, dalla formula (6.9) emergono delle aratteristihe signi-
ative, per esempio si noti he è possibile fattorizzare la funzione di orrelazione nel prodotto
del termine già visto nella formula (6.7) e di un termine he ontiene la media sugli aspetti del
disordine. Già a questo livello, se si ipotizza he la dipendenza dalla variabile r sia per entrambi
i ontributi quella data dal termine di spin wave, è possibile intuire he il risultato nale sarà
una ridenizione dell'esponente ηT . Per andare avanti è neessario svolgere l'integrale presente
nella (6.9); i onti non sono molto ostii e si riduono a pohe righe [36℄, in denitiva si ottiene
il risultato he si era previsto sopra:
C(r) ∼ 1
rηT+ησ
(6.12)
L'espressione riavata per la orrezione ησ ha la seguente forma:
ησ ≡ σ
2
2π
(6.13)
Siamo quindi arrivati ad un risultato estremamente interessante: l'eetto del disordine è una
ridenizione dell'esponente η del modello XY. La orrezione evidenziata ha la aratteristia
di non essere universale, poihé dipende espliitamente dal disordine σ e onorre assieme la
dipendenza di η dalla temperatura, a rendere partiolarmente ompliato il sistema he stiamo
trattando. Risriviamo l'esponente trovato nella forma:
η(K,σ) =
1
2π
(
1
K
+ σ2
)
(6.14)
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Dalla (6.14) è evidente he il disordine ominia ad avere un peso signiativo nel momento in
ui si ha:
1
K
. σ2 (6.15)
A questo punto è molto interessante veriare se la situazione desritta sinora è denitiva oppure
in qualhe modo si evolve, sempliando magari il omportamento del sistema. Una approssi-
mazione pesante he si è fatta è siuramente avere trasurato il ontributo delle ongurazioni
di vortie onsiderando solo le perturbazioni dovute alle onde di spin. La prima osa da fare è
quindi reintrodurre i vortii nel problema. Questo può essere fatto mediante la deomposizione:
∇φ = ∇φsw +
∑
i
mizˆ ∧ (~r − ~ri)|~r − ~ri|2 (6.16)
Nella formula sritta sopra le variabili mi denisono il tipo di vortii presenti nel sistema (la
situazione è esattamente quella del modello XY). La stessa osa si può fare per le variabili ψ:
~ψ = a∇ψ0 + ~ψr (6.17)
a∇2ψ0 = ∇ · ~ψ (6.18)
Inserendo la (6.16) e la (6.17) nella hamiltoniana iniziale (6.1), si ottiene un ontributo di spin
wave:
Hsw =
K
2
∫
d2~r(∇φsw −∇ψ0)2 (6.19)
Inoltre si riava un termine he evidenzia la presenza dei vortii:
Hv =
∑
i
(m2iEc +miVi)− πK
∑
i6=j
mimj ln(rij/a) (6.20)
Il termine Ec he abbiamo introdotto sopra è la energia di ore del vortie già onsiderata
nella trattazione del modello XY (vedi apitolo 4). Il ontributo più interessante in (6.20) è
rappresentato da Vi:
Vi = 2πK
∑
i6=j
a
2π
(~ψ(~ri) ∧ zˆ) · ~rij
r2ij
(6.21)
Il termine dato dalla formula (6.21) rappresenta l'aspetto nuovo introdotto dal disordine e desri-
ve l'interazione tra i vortii termii del modello XY (mi) e una serie di dipoli quenhed disposti
in maniera asuale sul retiolo. Dal punto di vista onettuale lo senario he si prola è hiaro
se si pensa all'analogia tra i vortii e le arihe elettrihe: il modello desrive le interazioni tra un
sistema di arihe disposte su un piano in ui sia presente una distribuzione gaussiana di dipoli.
Sembra una situazione abbastanza ompliata, ma in fondo si tratta di fare lo stesso tipo di al-
olo svolto per il modello XY, he non riportiamo (per i dettagli rimandiamo agli artioli originali
[36℄[37℄). L'unia segnalazione he è importante fare per il seguito è he, per riavare le equazioni
nali, è neessario fare uno sviluppo per valori pioli della fugaità Y = exp(EC/kT ); questo
è un punto abbastanza ontestato in letteratura [38℄[39℄[40℄. Sriviamo intanto le equazioni di
gruppo di rinormalizzazione he si ottengono:
RGF1


dK(l)
dl
= −4π3K2(l)Y 2(l)
dKˆ(l)
dl
= −4π3
[
Kˆ2(l)−K4(l)σ2(l)
]
Y 2(l)
dY (l)
dl
=
[
2− πK(l) + πK2(l)
]
Y (l)
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Nelle equazioni RGF1 la variabile Kˆ è denita Kˆ = K(1 − σ2K). La quantità Y è il termine
di fugaità introdotto poo sopra e ha lo stesso signiato he riveste nel aso del modello XY
(vedi il apitolo 4). Il usso di gruppo di rinormalizzazione dato da queste equazioni è quello
desritto in Figura 6.2.
Figura 6.1: Diagramma di fase per il modello XY osì ome è stato ottenuto nell'artiolo [36℄.
Sull'asse della temperatura K−1 sono visibili i punti K−1− e K
−1
+ he delimitano la zona dei punti
ssi stabili (si guardi a questo proposito al omportamento delle linee di usso). L'aspetto più
inonsueto è dato dalla zona K−1 < K−10 in ui la variabile y è rilevante.
Il diagramma di fase è simile a quello ottenuto per il modello XY (si onfronti la Figura 6.2
on il usso di rinormalizzazione del modello XY riportato nel apitolo 4), se non fosse per un
fatto fondamentale: nella zona di basse temperature la linea denita dalla ondizione K < K−10
è instabile per reazione di vortii. Infatti il usso per la variabile Y porta quest'ultima a
divergere su lunga sala. La ausa di questo omportamento è da rierarsi nella presenza dei
dipoli quenhed he, a basse temperature, interagendo on i vortii prevariano l'interazione
he forma le oppie vortie-antivortie. Il risultato è il ripresentarsi di una fase onduttiva (se
si pensa all'analogia vortie-aria elettria) he nel modello XY semplie è presente solo per
T > Tc. Una domanda interessante è se questa strana situazione orrisponde alla realtà osì
ome desritta dal modello XY disordinato, o sia solo un eetto del metodo seguito nel riavare
le equazioni del gruppo di rinormalizzazione (più in dettaglio dello sviluppo per pioli valori della
fugaità). Una risposta denitiva a questo problema non esiste, tuttavia i sono molte indiazioni
he la fase onduttiva a basse temperature sia solo un prodotto delle approssimazioni fatte per
ottenere le equazioni nali. Prima di andare più in dettaglio nelle proprietà he derivano dalle
formule riavate notiamo he lo stesso set di equazioni si ottengono on altri metodi, per esempio
riorrendo alla tenia delle replihe [41℄. Vediamo ora di preisare meglio lo senario desritto
in Figura 6.2. Innanzitutto si onsideri la linea di usso he va da K−10 a K
−1
+ : ontrollando
le linee di usso si nota he essa denise la linea di onne tra la fase ordinata e quella in ui
i sono i vortii liberi. La posizione dei punti K± di questa urva si può dedurre utilizzando
l'ultima equazione del sistema RGF1. Essa infatti denise la veloità del usso di Y e nei punti
K± tale veloità si deve annullare, pertanto si ha:
K−1± =
π
4
[
1±
√
1− 8σ
2
π
]
(6.22)
La (6.22) dipende dal valore di σ, periò la posizione dei punti K± dipende anh'essa dalla
variabile σ. La urva di punti ritii rappresentata dalla (6.22) è riportata in Figura ??.
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Figura 6.2: Diagramma di fase nel piano K−1 − σ ottenuto in [36℄. La parabola rappresenta
la linea dei punti ritii soluzioni della (6.22) he delimitano la fase di QLRO (quasi long range
order) dalla fase disordinata. .
Uno degli eetti del disordine è quindi quello di provoare uno shift (dipendente da σ) della
temperatura ritia del sistema. La domanda di estremo interesse, he è naturale a questo punto
della analisi, è se le proprietà ritihe del sistema rimangono (almeno in prossimità del punto
ritio del modello XY) quelle della lasse di universalità dell'XY oppure il disordine ambia lo
senario in modo signiativo (vedi il apitolo 6.1 per la analisi Monte Carlo da noi fatta). A
questo punto abbiamo gli strumenti neessari per orreggere la formula (6.14) data all'inizio e fare
una previsione. L'idea è he nella formula (6.14) bisogna utilizzare il valore della temperatura
ritia rinormalizzato dal disordine, tradotto in termini semplii, signia he bisogna fare la
sostituzione:
K−1 → K−1+ (6.23)
In questa maniera si ottiene per l'esponente η il valore:
η(σ) =
1
8
[
1 +
√
1− 8σ
2
π
]
+
σ2
2π
(6.24)
E' interessante notare osa aade nel aso in ui σ2 ≪ π8 se si sviluppa la radie presente nella
(6.24). Il risultato è he i termini he ontengono σ2 si sempliano tutti e l'esponente he si
riava è lo stesso del modello XY:
η =
1
4
(6.25)
Questo sembra indiare he per pioli valori del disordine la transizione nell'intorno dei punti
K−1+ (σ) è di tipo XY e il disordine agise ome una variabile irrilevante.
6.2 Sviluppi suessivi
In seguito al lavoro di Nelson sul modello XY disordinato 'è stato un notevole sforzo di studi, sia
dal punto di vista simulativo sia da quello teorio, per veriare i risultati predetti, in partiolare
molti sforzi si sono onentrati sullo studio della fase onduttiva a basse temperature. Gli
esiti, per quanto riguarda l'approio simulativo, sono stati negativi [42℄. Un argomento molto
generale, dovuto a Nishimori [44℄, suggerise he il diagramma di fase per il sistema, nel limite
T → 0, presenta la linea he separa la fase isolante da quella onduttiva parallela all'asse della
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temperatura (vedi Figura 6.3). L'argomento di Nishimori si fonda sulle simmetrie del sistema,
in partiolare sulla invarianza di gauge, he onsentono di riavare dei risultati esatti, validi
lungo una partiolare urva nel piano di fase (linea di Nishimori)[44℄. Negli anni reenti, a ausa
del fatto he lo sviluppo per pioli valori della fugaità risulta imperorribile [38℄[39℄[46℄[47℄, i
sono stati molti lavori nalizzati a trovare, seguendo altre vie, un set di equazioni di gruppo di
rinormalizzazione valide per il modello. Partiolarmente interessante è il lavoro di Lei-Han Tang
(1996) [40℄. Il risultato prinipale dell'artiolo è he le equazioni riavate in [36℄ sono valide solo
per valori della temperatura T > T ∗ = 2σ2:
T > 2σ2 ⇒


dK
dl = −4π
3K2Y 2
dσ
dl
= 0
dY
dl
=
[
2− πK + πK2σ2]Y
Mentre per temperature più basse vale:
T < 2σ2 ⇒


dK
dl
= −2π3K2σ−2Y 2
dσ2
dl
= 2π3(2− σ−2K−1)Y 2
dY
dl
=
(
2− π4σ2
)
Y
Vediamo brevemente quali sono le onseguenze di queste equazioni per quanto riguarda il dia-
gramma di fase del sistema. Innanzitutto onsideriamo la situazione T < T ∗. Il onne tra la
fase ordinata e quella disordinata è denito dalla ondizione:
dY
dl
= 0 (6.26)
La equazione (6.26) individua infatti la zona in ui la variabile Y passa dallo stato di variabile
irrilevante (
dY
dl < 0) a quello di variabile rilevante (
dY
dl > 0). Sritta espliitamente la (6.26)
diventa:
2− π
4σ2
= 0⇒ σ2 = π
8
(6.27)
E' importante sottolineare he il risultato trovato è in aordo on quanto riavato da Nishimori
[44℄. Per quanto riguarda la situazione per T > T ∗ non si hanno mutamenti rispetto allo senario
riavato in [36℄, questo india he la urva he separa la fase paramagnetia da quella ordinata
è data dalla equazione (6.22):
K−1 =
π
4
[
1 +
√
1− 8σ
2
π
]
(6.28)
Mettendo assieme le informazioni riavate dalla (6.27) e dalla (6.28), si ottiene, in denitiva, il
diagramma di fase della Figura 6.3
59
Figura 6.3: Diagramma di fase ottenuto in [40℄. Come è possibile notare la linea he separa la
fase ordinata da quella disordinata, nel limite T → 0 è parallela all'asse delle asisse in aordo
on [44℄. Nel aso T > 2σ2 lo senario è esattamente quello desritto nella sezione preedente e
riavato in [36℄.
Lo senario delineato dai ragionamenti fatti sopra è simile a quello he si trova nel modello
XY, anhe se 'è una dierenza importante: il usso di rinormalizzazione ontiene una variabile
aggiuntiva σ. Per omprendere osa abbiamo ottenuto è utile ragionare per analogia. Nel aso
del modello XY si aveva una zona a basse temperature ostituita da una serie di punti ssi e il
punto ritio ostituiva il onne tra la zona in ui il omportamento del sistema era regolato da
questi punti ssi e la regione di alta temperatura disordinata. Nel aso del modello disordinato,
alla zona K−1 < K−1C orrisponde una regione limitata per pioli valori di K
−1
e σ in ui i
sono dei punti ssi stabili (questa zona è quella interna alla urva ontinua nella Figura 8.1)
e una regione disordinata per valori di σ e K−1 grandi. Il onne tra queste due situazioni è
segnato da una linea ontinua di punti ritii. Per quanto riguarda le traiettorie del gruppo di
rinormalizzazione viste nel piano Y 2 −K−1 un esempio è riportato nella Figura 6.4.
Figura 6.4: Traiettoria della variabile Y 2 rispetto alla temperatura K−1. La urva raggiunge
un punto di minimo e poi riominia a resere, nel aso in ui si onsideri una linea ritia il
minimo è dato dal valore Y 2 = 0.
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Partiolare interesse riveste il omportamento della lunghezza di orrelazione del sistema in
prossimità della linea dei punti ritii. Lo studio di questa quantità è elementare nel aso K−1 =
0, infatti le equazioni ottenute in [40℄ si riduono a quelle del modello XY una volta fatta la
sostituzione:
σ2 → 1/4K (6.29)
Riordando he K = 1/T e he per il modello XY vale:
ξ ∼ exp
(
1√
T − TC
)
(6.30)
si ottiene in denitiva he la lunghezza di orrelazione diverge esponenzialmente
ξ ∼ exp
(
1
(σ − σC)
)
(6.31)
Per quanto riguarda la forma funzionale della divergenza, sembra naturale aspettarsi he rimanga
immutata lungo il prolo dei punti ritii, l'aspetto he è inognito è ostituito dal denominatore
presente nell'argomento dell'esponenziale; in generale i si può aspettare una funzione ompliata
di σ e T .
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Capitolo 7
Simulazione del Modello XY Frustrato
7.1 Introduzione
E' noto il vasto ampo di appliazioni del modello XY he omprende la teoria dei difetti nei
solidi, la superonduttività (array di giunzioni Josephson, lm di materiale superoduttore, su-
peronduttori di seondo tipo, et) e la meania dei uidi (lm di materiale superuido). Al
modello XY è assoiata la transizione di Kosterlitz Thouless he nell'ambito delle transizioni di
fase spia per le sue peuliarità: innanzitutto la sua natura topologia (vedi apitolo 4) e poi
il fatto he non trova un posto adeguato nella lassiazione di Eherenfest, dal momento he le
derivate della energia libera sono funzioni ontinue. L'unio ragionevole tentativo di lassia-
zione è aermare he si tratta di una transizione di ordine innito. Dall'altro lato il onetto
di frustrazione riveste un ruolo prinipale nei sistemi disordinati in generale, in partiolare è un
elemento fondante nel determinare il omportamento dei sistemi di spin glass [48℄. Il modello
XY frustrato, he intendiamo studiare, mette insieme questi due fenomeni. Vediamo ora di dare
le prime denizioni. Il nostro oggettto di studio desrive le interazioni di un sistema di spin
disposti su un piano soggetti all'interazione desritta dall'Hamiltoniana:
H = J
∑
〈ij〉
cos(θi − θj +Aij) (7.1)
Le variabili Aij assumono, a seonda del sistema sio he intendiamo desrivere , un signiato
dierente. Nel aso delle giunzioni Josephson, di ui si è parlato nel apitolo 2, queste variabili
sono legate al potenziale vettore
~A he serve a introdurre l'interazione tra il sistema di spin e
un ampo magnetio esterno. Più preisamente le variabili Aij sono denite dall'integrale di ~A
lungo il link he ollega il sito i-esimo on lo j-esimo:
Aij =
2e
ℏc
∫ j
i
~A · d~l (7.2)
La quantità importante per desrivere il sistema (vedi apitolo 6.1) è la iruitazione di
~A sulla
plaquette elementare del retiolo, he denise il osiddetto indie di frustrazione f :∑

Aij = f (7.3)
Nel aso degli array di giunzioni a eetto Josephson l'indie di frustrazione è legato direttamente
alla sia del problema perhé è in stretta relazione on il usso del ampo magnetio esterno
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sulla plaquette:
2πf = 2πHa2/Φ0 (7.4)
dove Φ0 =
hc
2e . In generale, a seonda del sistema sio he si vuole trattare, sono possibili varie
selte per Aij . Se si impone he f sia uguale su tutte le plaquette del retiolo, si ottiene il modello
XY uniformemente frustrato. In questo aso, riordando la relazione (7.4), si sta trattando il
sistema ostituito da un sistema di spin disposti su un piano e un ampo magnetio ortogonale
uniforme e ostante. Se le Aij sono variabili random distribuite uniformemente in [0, 2π] si ha il
osiddetto 2D gauge glass model. Un'altra selta possibile è quella di usare per Aij una distri-
buzione gaussiana. Negli ultimi due asi il modello desrive gli array di giunzioni Josephson in
presenza di imperfezioni nella forma delle plaquette e, di onseguenza, una disuniformità del us-
so del ampo magnetio. In questa parte del lavoro abbiamo foalizzato la nostra attenzione sulla
situazione in ui il sistema è uniformemente frustrato. Il nostro ampo di indagine è ostituito dal
limite f ≪ 1 , in partiolare l'obiettivo prinipale è quello di apire bene il omportamento della
linea ritia del modello XY (il punto ritio e tutta la linea di punti ssi di bassa temperatura)
rispetto all'introduzione di un usso esterno f . Per raggiungere questo sopo è neessario avere
a disposizione la lunghezza di orrelazione del sistema, he ome è noto, è una delle quantità
più signiative per desrivere i fenomeni ritii, inoltre, preisiamo ora, oorre un'attenzione
partiolare alle invarianze presenti nel sistema. In maniera partiolare dal nostro studio emerge
he è assolutamente essenziale utilizzare quantità he siano invarianti di gauge (vedi il paragrafo
7.2). Le onseguenze della violazione di questo vinolo sono disastrose per la determinazione
delle proprietà del sistema, sebbene non si manifestino in modo evidente ad una prima analisi
(per una panoramia dei problemi he si possono inontrare si veda l'appendie B ). Comunque
la rihiesta di utilizzare quantità gauge invarianti è naturale a priori, dal momento he si ha a
he fare on un sistema in presenza di un ampo magnetio e, ragionevolmente, i risultati sii
devono essere invarianti di gauge. Siome vogliamo apire ome il sistema ambia in funzione
del usso del ampo magnetio, abbiamo bisogno inoltre di una relazione he leghi la lunghezza
di orrelazione al usso. A priori non è hiaro quale possa essere questo legame, tuttavia un
ragionamento euristio permette di svelarlo. Il omportamento del modello XY frustrato è , o-
me si è visto nel apitolo 5, determinato dalla presenza dei vortii indotti dal ampo magnetio
esterno. Maggiore è il valore del usso del ampo magnetio esterno, più grande è il numero di
vortii indotti presenti, più preisamente, seondo la nostra ipotesi, questo omportamento sarà
determinato dalla densità dei vortii indotti. Riordiamo he la densità ρ è proprio uguale a f ,
dal momento he (si veda sempre il apitolo 5) deve valere la ondizione:
∑
i
(
m(i) + f(i)
)
= 0 (7.5)
Nella formula (7.5) m(i) è il vortie indotto presente sulla plaquette i-esima, mentre f(i) è il
usso del ampo magnetio sulla stessa plaquette. Mediante la densità si può denire in maniera
naturale una sala di lunghezze dal momento he ρ ∼ 1/l2, periò si può ipotizzare he tutte le
lunghezze del sistema salino ome
1
f1/2
. Questo immediatamente si tradue in una previsione
per l'andamento della lunghezza di orrelazione:
ξ ∼ (f)− 12 (7.6)
Un altro modo per riavare la formula (7.6) per la lunghezza di orrelazione è quello di onsiderare
la Figura 7.1
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LFLUSSO=f
FLUSSO TOTALE
ΦTOT = f · L2
Figura 7.1: La gura sopra mostra ome sala il usso totale del ampo magnetio esterno
in funzione delle dimensioni del retiolo e del usso f sulla plaquette elementare. La relazione
ΦTOT = f · L2 è la legge di sala espressa nella formula (7.6).
Le ipotesi fatte sopra, he sono sintetizzate nella formula (7.6), sono suienti, in virtù dell'ipo-
tesi di saling, a determinare l'espressione generale he desrive la densità di energia libera del
sistema (sempre nel limite f ≪ 1), la quale risulta essere:
F = aξ−2g(ξf
1
2 , h
2
4−η ξ) (7.7)
Nella (7.7) la quantità h è la variabile di tipo ampo magnetio, da non onfondere on il ampo
ortogonale he stiamo introduendo dall'esterno, mentre, per quanto riguarda η, si tratta dello
stesso esponente del modello XY (on lo stesso valore η = 1/4). Tradotto in termini più astratti,
il ne del nostro lavoro è quello di fornire quindi una veria siura del fatto he il omportamento
del sistema è quello he deriva dalla (7.7). Le strade possibili a questo punto sono due, una delle
quali (la più immediata) onsiste nella veria diretta della relazione (7.6). D'altro anto si
possono studiare le onseguenze della (7.7) utilizzando la relazione di saling tra χ e ξ. Infatti
faendo la derivata seonda rispetto al ampo magnetio h della densità di energia libera (la
relazione (7.7)), si riava la relazione di saling per la suettività:
χ ∼ ξ2−η (7.8)
Per vedere osa implia questo fatto, deniamo per il momento un esponente ritio ρ (da non
onfondersi on la densità dei vortii usata prima) tramite la relazione:
χ ∼ 1
fρ
(7.9)
Poihé deve valere la (7.6), in virtù della (7.8), si deve avere:
ρ = 1− η
2
(7.10)
La veria della relazione (7.10) sarà la seonda prova he lo senario denito dalla formula (7.7)
è quello orretto.
7.2 Denizione delle quantità utilizzate
Nel nostro lavoro di simulazione, per quanto riguarda la selta delle variabili Aij , abbiamo usato,
per la failità d'implementazione e perhè è la selta più diusa in letteratura, la gauge di Landau:
Aij =
{
0 se ~rj = ~ri + xˆ
2πf~ri · xˆ se ~rj = ~ri + yˆ
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Si è già detto nella Introduzione dell'importanza dell'uso di quantità invarianti di gauge, in
questa sezione i oupiamo della loro denizione. Per fare iò è opportuno partire dalla quantità
fondamentale he entra nella denzione della susettività e della lunghezza di orrelazione, ioè
la funzione di orrelazione a due punti:
G(X) = 〈S0 · Sx〉 (7.11)
Come è noto [35℄ è possibile denire la G(x) in maniera gauge invariante a patto he, per ogni
oppia di siti retiolari, si ssi in antiipo un ammino he unisa i membri della oppia (per un
esempio vedi Figura 7.2). A questo punto introduiamo la denizione gauge invariante:
G(x) = 〈S0RΓ(φ)Sx〉 (7.12)
Come è possibile notare la denizione (7.12) dierise dalla (7.11) a ausa dell'operatore RΓ(φ),
di ui ora hiariamo il senso. Con la lettera Γ si è indiato il perorso he unise i siti 0 e x,
mentre φ è denito nel seguente modo:
φ =
∑
Γ
Aij (7.13)
Tradotto in parole, φ è la somma delle variabili Aij lungo il ammino selto Γ (si tenga presente
he nel aso del ammino inverso, da x a 0, si ha −φ). L'operatore R presente nella (7.12)è
sempliemente una rotazione (di angolo φ) dello spin Sx. Il senso della formula (7.12) ora è
hiaro: per alolare la orrelazione tra le variabili S0 e Sx, bisogna prima ruotare Sx di un
angolo φ. Bisogna sottolineare he il valore alolato per G(X) rimane lo stesso ambiando la
gauge ovviamente solo se si mantiene la stessa selta dei perorsi Γ fatta all'inizio, ambiando
perorsi ambia anhe il risultato per G. Se si selgono dei ammini ome quelli indiati nella
gura 7.2 e si utilizza la gauge di Landau, si notano delle sempliazioni interessanti.
Figura 7.2: Esempio di perorsi Γ. Come si può notare, l'idea è quella di unire tutti i siti
retiolari al sito (0, 0) tramite il ammino fatto sendendo all'inizio lungo la prima olonna, poi
proseguendo sulla riga su ui si trova il sito he si vuole raggiungere. La ragione della selta della
prima olonna è dovuta al fatto he Ai0 = 2π~ri·xˆ = 0, mentre sulle righe Aij è zero per denizione.
Allo stesso modo si potrebbe segliere la olonna
k
f k = 0, 1, 2 . . . . I perorsi tratteggiati servono
per rendere più simmetria la funzione di orrelazione a due punti, gli sfasamenti sui questi ultimi
perorsi sono legati a quelli relativi ai ammini indiati in grassetto dalla formula (7.16)
Infatti nella gauge di Landau (vedi la denizione all'inizio), le variabili Aij sono non nulle solo
sulle olonne del retiolo diverse dalla prima, mentre sulla prima olonna e su tutte le righe si
ha Aij = 0. Questo implia he la funzione di orrelazione ha la forma G(x) = 〈S0 · Sx〉. Il
risultato ottenuto si può enuniare in questo modo: il valore della funzione di orrelazione a due
punti alolato in qualunque gauge, on la presrizione di usare i ammini indiati in Figura 7.2,
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ha il valore riavato nella gauge di Landau usando la denizione (7.12), poihé il ontributo di
RΓ(φ) è uguale all'identità. Tutto iò è failmente veriabile dal punto di vista numerio. In
onseguenza di quanto detto ora, si ha per la susettivià:
χ =
∫
dxG(x) =
∑
x
〈S0 · RΓ(φ)Sx〉 (7.14)
La denizione introdotta sopra è soggetta ad aluni miglioramenti. Una modia he si può fare
per aumentare la quantità di statistia di un fattore N , e non osta nulla in termini di tempo di
simulazione, è la media sui siti della prima olonna del retiolo, dove le fasi Aij sono nulle:
χ =
1
N
N2−1∑
x=0
N−1∑
i=0
〈S(0,i) · Sx〉 (7.15)
Per migliorare ulteriormente la denizione si può implementare una routine he tenga onto delle
fasi assoiate ad ogni oppia di siti retiolari. In questo modo si è però onstatato he i tempi di
simulazione si allungano notevolmente, pertanto si è deiso di usare la (7.15). Un'altra aortezza
he si può usare deriva dalla onsiderazione he su un qualunque perorso hiuso sul retiolo [35℄
la somma degli sfasamenti è uguale a 2πmf , dove m è il numero di plaquette ontenute nel
perorso hiuso utilizzato, mentre f è il usso sulla plaquette (si veda per questo fatto il apitolo
5). Questa onsiderazione onsente di srivere he:
φΓij + φΓji = 2πmf (7.16)
Il risultato ottenuto si rivela utile nel denire una funzione di orrelazione a due punti più
simmetria:
G(x) =
1
2
(〈S0 · Sx + SxR(φΓ˜)S0〉) (7.17)
Nella (7.17) si è indiato on Γ˜ la quantità Γx0, he si riava, in funzione di f , dalla (7.16). Una
volta denite la susettività e la funzione di orrelazione a due punti, siamo in grado di denire
la lunghezza di orrelazione. La denizione utilizzata è la seguente:
ξ =
1
2 sin( πN )
(
χ− F
F
) 1
2
(7.18)
Nella formula (7.18) si è utilizzata la quantità F :
F =
1
N
N2−1∑
x=0
N−1∑
y=0
〈S(0,y) · Sx〉 cos(
2π
N
(y − x1)) (7.19)
Come si vede dalla espressione sritta sopra la F è la trasformata di Fourier della funzione di
orrelazione a due punti fatta rispetto ad una delle direzioni del retiolo. Prima di passare al-
lo studio vero e proprio del modello, abbiamo ritenuto neessario uno studio preliminare sulle
quantità introdotte sopra, in partiolare per ontrollare l'andamento nel limite termodinamio
per le denizioni (7.14)(7.18). Per fare iò è suiente osservare il omportamento delle quantità
di interesse in funzione della dimensione del retiolo. I risultati he evidenziano questo ompor-
tamento (al punto ritio del modello XY) sono riportati nelle Figure 7.3 7.4 per il aso fully
frustrated (ioè f = 12).
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Figura 7.3: Comportamento della lunghezza di orrelazione gauge invariante ξ per il fully
frustrated in funzione del lato L del retiolo. L'andamento dimostra he la variabile ξ ha senso
nel limite termodinamio.
La Figura (7.3) mostra la lunghezza di orrelazione del sistema al limite termodinamio. L'an-
damento evidenziato (la ξ è ostante nel range di L utilizzato) non è un risultato banale, dal
nostro lavoro emerge infatti he l'ipotesi essenziale he lo determina è da rierarsi nell'uso di
quantità invarianti di gauge; violando questa rihiesta ξ mostra un omportamento a potenza
ompletamente dierente da quello evidenziato in gura (si veda l'appendie B di questo lavoro).
La Figura 7.3 mostra invee l'andamento della susettività he, ome è possibile notare, è simile
a quello trovato per la lunghezza di orrelazione.
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Figura 7.4: Comportamento della susettività gauge invariante χ per aso fully frustrated in
funzione del lato L del retiolo. Il omportamento per grandi L dimostra he la variabile χ ha
senso nel limite termodinamio.
I risultati ottenuti ora ostituisono un bakground indispensabile per il seguito del lavoro, infatti
indiano he le variabili χ e ξ sono ben denite nel limite termodinamio. E' utile notare he
nel aso si utilizzi una denizione non gauge invariante per la susettività non 'è, a dierenza
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di quanto avviene per la lunghezza di orrelazione, nessun segnale he indihi l'errore. Infatti,
sebbene il limite termodinamio sia diverso da quello ottenuto in Figura 7.3, l'andamento (vedi
sempre appendie B) è simile. Questo, nel aso in ui non si disponga della indiazione data dal
omportamento anomalo della lunghezza di orrelazione, porta a dei risultati per gli esponenti
ritii del tutto errati (vedi appendieB). Oltre he per il aso fully frustrated, per evidenziare
meglio il omportamento del sistema, abbiamo fatto delle simulazioni a J = 1.1199 per altri
valori del usso (f = 1/2 1/3 1/5). I risultati ottenuti sono simili a quelli visti per il aso
f = 12 , pertanto non li riportiamo.
7.3 Studio al punto ritio
In questo apitolo intendiamo veriare lo senario da noi previsto nell'Introduzione studiando il
sistema al punto ritio del modello XY (J=1.1199). La prima osa he i proponiamo di fare è
quella di seguire la prima via delineata nella Introduzione, ioè la veria diretta della relazione
(7.6). I dati ottenuti dalla simulazione sono riportati per ompletezza nella Tabella 7.1.
1/f ξ
10 0.8928(23)
20 1.214(10)
30 1.485(20)
40 1.679(34)
50 1.910(50)
55 1.957(61)
60 2.083(69)
Tabella 7.1: Risultati ottenuti per la lunghezza di orrelazione al punto ritio J = 1.1199
Riordiamo la forma della equazione (7.6):
ξ ∼
(
1
f
) 1
2
(7.20)
E' faile veriare se la (7.20) è l'ipotesi orretta riportando su un grao ln ξ e ln
(
1
f
)
e faendo
quindi un t on la funzione:
a · ln
(
1
f
)
+ b (7.21)
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Figura 7.5: Grao di ln ξ rispetto a ln
(
1
f
)
. Si è selto di rappresentare in questo modo la
relazione ξ vs f perhé è omoda per evidenziare l'andamento previsto dalla formula (7.6). Il t
riportato è stato fatto on la funzione a · ln( 1f ) + b, mentre la previsione per a è 0.5 e si riava
dalla formula (7.20).
I dati, ome mostra la Figura 7.5, hanno un andamento eettivamente lineare. Dalla formula
(7.20) si riava per il oeiente angolare a della retta la previsione
a = 0.5 (7.22)
Il risultato del t riportato in Figura 7.5 è:
a = 0.487(17) (7.23)
Il valore ottenuto ostituise una prima signiativa onferma dello senario previsto dalla
relazione (7.7):
F = aξ−2g(ξf
1
2 , h
2
4−η ξ) (7.24)
Tuttavia, a ausa degli errori sulla quantità ξ, non la onsideriamo una prova denitiva. Peraltro
bisogna sottolineare he, diminuendo il usso, abbiamo osservato un aumento signiativo del-
l'errore no a rendere quasi inutilizzabili i risultati per ξ. L'indiazione omunque ottenuta è he
il punto ritio del modello XY è instabile rispetto all'introduzione di un usso esterno, inoltre
abbiamo la prima veria sull'esponente
1
2 he ompare nella formula di saling per l'energia libe-
ra (7.24). Migliori risultati sono ottenuti perorrendo la seonda via delineata nell'Introduzione,
he passa attraverso l'utilizzo della relazione di saling (7.8). Deniamo meglio la strategia uti-
lizzata. Abbiamo innanzitutto simulato il sistema per valori di f ompresi nell'intervallo [12 ,
1
100 ]
ottenendo i risultati he riporto nella Tabella 7.2.
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1/f χ
2 5.634(11)
3 4.357(10)
4 4.355(18)
5 4.7820(81)
6 5.315(13)
7 5.928(16)
8 6.573(19)
9 7.222(21)
10 7.859(25)
12 9.214(23)
15 11.154(30)
20 14.358(44)
25 17.399(40)
30 20.467(76)
40 26.25(11)
50 32.16(15)
60 37.60(20)
70 43.11(24)
100 59.38(27)
Tabella 7.2: Valori ottenuti per la susettività a J = 1.1199.
A questo punto, per valori pioli del usso, dal momento he il sistema rientra in una fase di
tipo XY, bisogna he valga la relazione:
χ ∼ ξ2−η (7.25)
Nella (7.25) il valore di η deve essere quello del modello XY
η =
1
4
(7.26)
A questo livello entra in gioo la nostra ipotesi iniziale ontenuta nella formula (7.20), he
abbiamo già veriato nel paragrafo preedente. Sostituendo la (7.20) nella relazione (7.25) si
riava il risultato nale:
χ ∼
(
1
f
)1− η
2
(7.27)
La equazione (7.27) ontiene tutto il quadro teorio he dobbiamo veriare:
• Il sistema ontiene una variabile rilevante, il usso del ampo magnetio esterno f , he fa
allontanare il sistema dalla lasse di universalità del modello XY.
• E' valida la relazione (7.20), in partiolare l'esponente è 0.5.
Faendo il logaritmo dei membri della formula (7.27) si ottiene:
lnχ =
(
1− η
2
)
· ln
(
1
f
)
+ C (7.28)
Il passo suessivo è plottare lnχ vs ln
(
1
f
)
e ttare on la funzione:
a · ln
(
1
f
)
+ b (7.29)
Confrontando la (7.29) e la (7.28), si riava il valore per η. I risultati del plot sono riportati nella
Figura 7.6, mentre i valori dati dal t nella Tabella 7.3.
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Figura 7.6: Il grao sopra mostra i valori di lnχ riportati in funzione di ln
(
1
f
)
a J = 1.1199.
Il t rappresenta la retta (1 − η2 ) · ln
(
1
f
)
+ b. Come si può vedere il oeiente angolare della
retta è legato in maniera semplie all'esponente ritio η I risultati per η sono riportati nella
Tabella 7.3, mentre la previsione è, dalla formula (7.27), η = 0.25.
(
1
f
)
min
η ∆η χ
2
ndf q
10 0.2480 0.0032 1.368376 0.244332
12 0.2459 0.0036 1.306825 0.299911
15 0.2403 0.0044 0.747316 0.631770
20 0.2366 0.0052 0.634086 0.703111
25 0.2324 0.0060 0.391607 0.854921
30 0.2310 0.0090 0.478254 0.751754
40 0.222 0.013 0.350384 0.788877
50 0.227 0.018 0.458130 0.632465
60 0.210 0.026 0.022024 0.882024
Tabella 7.3: Risultati del t lnχ vs ln( 1f )on la funzione (1− η2 ) · ln
(
1
f
)
+ b mostrato in Figura
7.6. Il valore previsto per η è quello del modello XY η = 0.25. q rappresenta la probabilità
integrata del χ2. I valori di
(
1
f
)
min
rappresentano il punto iniziale da ui si è deiso di ttare.
A questo punto siamo giunti al momento ruiale: la validità della nostra ipotesi si misura
onfrontando il valore di η ottenuto dalla analisi on il valore teorio 0.25. Considerando la
Tabella 7.3, deidendo di prendere il valore di η he ha il χ
2
ndf prossimo a 1 (sebbene tutti i
risultati siano ompatibili on la previsione teoria), si ottiene in denitiva:
η = 0.2459(36) (7.30)
Il valore ottenuto è in buon aordo on la nostra ipotesi teoria he risulta veriata entro l'1%.
Un ulteriore ontrollo he si può fare per veriare la validità del risultato ottenuto è quello di
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ttare l'andamento di lnχ in funzione di ln( 1f ) on la funzione:
(1− η
2
) · ln
(
1
f
)
+ b (7.31)
in ui si ssa η = 0.25. Il risultato del t è:
χ2
ndf
= 1.2 (7.32)
Il fatto importante è quindi he questo risultato hiude denitivamente la questione della veria
dello senario da noi proposto all'inizio on la formula (7.6), almeno nel aso del punto ritio
del modello XY.
7.4 Studio a basse temperature
L'altra questione, analoga a quella studiata nella sezione preedente, rigurda le proprietà della
intera linea di punti ssi di bassa temperatura del modello XY. E' importante indagare se il
omportamento, rispetto all'introduzione di un ampo magnetio esterno, è lo stesso evidenziato
per il punto ritio, ioè vale la desrizione data dalla relazione (7.7) oppure se, per qualhe
motivo, dierise. Da un punto di vista onettuale il problema he i proponiamo di arontare
non è semplie, dal momento he il diagramma di fase relativo al modello frustrato è notevolmente
più ompliato rispetto a quello del modello XY. Si onsideri per esempio il aso f = 12 : in questo
aso la temperatura ritia è nota essere Jsp = 2.2415(5) [52℄. In prossimità della transizione
di KT è però presente un'altro tipo di transizione di fase assoiata alla varibile hiralità. La
relazione tra le due temperature ritihe è:
Jsp − Jch
Jch
= 0.0159(2) (7.33)
Tuttavia osserviamo he l'introduzione di frustrazione ha abbassato la temperatura ritia del
sistema, diminuendo il livello di frustrazione è ragionevole aspettarsi he la transizione sia on-
nata in una regione di temperature molto basse. Per essere più siuri abbiamo fatto delle
simulazioni a basse temperature per il aso f = 13 e abbiamo trovato he la zona ritia è intorno
al valore J = 4.5 (in aordo on [53℄). Dal momento he nelle nostre simulazioni utilizziamo
f ≪ 13 e non andiamo oltre J = 5, riteniamo di poter trasurare lo senario ritio del modello
he potrebbe disturbare i nostri risultati. Un'ulteriore ompliazione potrebbe derivare dal fatto
he nella regione di basse temperature i vortii indotti dal ampo magnetio esterno si organiz-
zano in strutture ordinate [50℄, tuttavia questo è songiurato dai risultati ontenuti in [54℄ in ui
si ottiene he la struttura ordinata dei vortii svanisve per temperature dell'ordine di T ∼ 0.05.
Il modo di proedere utilizzato è simile a quello della sezione preedente: abbiamo riavato dalle
simulazioni il valore di η e lo abbiamo quindi onfrontato on i risultati presenti in letteratura.
Tra i tanti lavori ([55℄[56℄ per esempio), abbiamo selto di utilizzare [56℄ perhé è quello più
reente. La nostra ipotesi iniziale sull'andamento della lunghezza di orrelazione rimane quella
desritta dalla (7.20), l'unio partiolare di ui oorre tenere onto è he il valore di η non è una
ostante, bensì è una funzione della temperatura, di onseguenza la relazione (7.8) si modia
nel modo seguente:
χ ∼
(
1
f
)1− η(T )
2
(7.34)
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Il nostro primo obiettivo è stato quello di riavare la urva η(T ). Per fare questo si è utilizzata la
stessa proedura adoperata nella sezione preedente: per ogni valore della temperatura simulato
si è fatto un plot lnχ vs ln( 1f ). Se è valida la relazione (7.34), neessariamente si deve avere:
lnχ =
(
1− η(T )
2
)
· ln
(
1
f
)
+B (7.35)
Il passo suessivo è il t on la funzione
a · ln
(
1
f
)
+ b (7.36)
Confrontando la (7.35) on la (7.36) si ottiene in denitiva η(T ). Solo a titolo di esempio
riportiamo il grao relativo al aso T = 0.8 assieme al t on la funzione (7.36) (vedi la Figura
7.7 e la Tabella 7.4).
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Figura 7.7: T=0.8. Fit della quantità lnχ in funzione di ln
(
1
f
)
. La funzione adoperata per il
t è (1− η2 ) · ln
(
1
f
)
+ b.
(
1
f
)
min
η ∆η χ
2
ndf q
15 0.18012 0.00080 5.364779 0.000001
20 0.1754 0.0011 1.327676 0.290785
40 0.1705 0.0028 0.982444 0.435093
50 0.1738 0.0047 1.012835 0.408099
60 0.1787 0.0071 1.052068 0.378552
70 0.1664 0.0095 0.167149 0.918573
130 0.218 0.078 0.020453 0.979755
140 0.2 0.1 0.014063 0.905601
Tabella 7.4: T = 0.8.Risultati del t lnχ vs ln( 1f ) on la funzione
(
1 − η2
) · ln ( 1f ) + b. Nella
tabella è riportato il valore di η ottenuto dal t. Il plot ui si riferise il t è quello di Figura
7.7.
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I grai e le tabelle per gli altri valori della temperatura non aggiungono nulla di nuovo a quanto
detto sinora e sono riportati nell'appendie D. Quello he è importante è guardare ai risultati
ottenuti per l'esponente η(T ). I valori nali riavati sono riportati nella Tabella 7.5. Nell'ultima
olonna, allo sopo di failitare il onfronto, sono riportati i risultati ontenuti in [56℄.
1
T η ηref
1.1199 0.2404(44) 0.250(28)
1.25 0.1706(30) 0.188(22)
1.3 0.1538(76) #
1.4 0.1392(50) #
1/0.7 0.1314(34) 0.153(18)
1/0.6 0.1068(36) 0.122(14)
2 0.0978(72) 0.096(11)
2.5 0.0788(56) 0.073(9)
1/0.3 0.0502(56) 0.052(7)
5 0.0416(76) 0.035(4)
Tabella 7.5: Esponente η in funzione di 1/T . Nella penultima olonna sono riportati i valori
ottenuti per η, nell'ultima i risultati ontenuti in [56℄.
Come si può notare dalla Tabella 7.5 l'aordo tra i nostri valori e quelli dalla referenza è buono
entro una deviazione standard. Questo, a posteriori, è anhe una veria he la nostra ipotesi di
non porre attenzione a eventuali problemi presenti a basse temperature è orretta. Dalla Figura
7.8 riportata nella pagina seguente si nota he i nostri dati mostrano un aordo soddisfaente
anhe on la previsione di spin wave η = T2π valida a basse temperature. Questa è un ulteriore
onferma di quanto detto sopra. Puntualizziamo inne i risultati onettuali riavabili dalla
Tabella 7.5:
• La formula ipotizzata all'inizio ξ ∼ ( 1f ) 12 è valida anhe nella regione di basse temperature
on lo stesso esponente 0.5, questo vuol dire he l'intera linea dei punti ssi stabili del
modello XY è instabile per l'introduzione di un ampo magnetio esterno.
• Come onseguenza del punto preedente anhe nella situazione di basse temperature si ha
per l'energia libera:
F = aξ−2g(ξf
1
2 , h
2
4−η(T ) ξ)
Nonostante il suesso ottenuto nella nostra analisi, teniamo a preisare he gli errori sui valori di
η usati ome referenza non onsentono una veria anora più stringente dei nostri risultati e in
letteratura non siamo riusiti a trovare risultati migliori on ui eseguire degli ulteriori ontrolli.
Partiolarmente interessante sarebbe estendere il onfronto on i dati della referenza [56℄ per
valori della temperatura pì bassi, dove i risultati ontenuti in [56℄ sono più preisi.
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Figura 7.8: Confronto dei valori di η(T ) ottenuti on la nostra analisi e quelli della referenza
[56℄. La linea tratteggiata rappresenta la previsione di spin wave η = 12πT .
7.5 Conlusioni
Il lavoro svolto in questo apitolo hiarise il omportamento del modello XY in presenza di un
ampo magnetio ostante ortogonale al piano del retiolo. Il risultato ottenuto è he l'intera
linea di punti ssi di bassa temperatura del modello XY (ompreso il punto ritio) è in questo
aso instabile. La variabile rilevante rispetto ui si è studiato il modello è rappresentata dal
usso f del ampo magnetio. Preisamente abbiamo veriato he indipendentemente dal fatto
di essere al punto ritio o nella regione di basse temperature, sono validi i seguenti fatti:
• I punti ssi del modello XY sono instabili rispetto all'introduzione di un usso esterno he
è una variabile rilevante per il sistema. Inoltre vale la relazione:
ξ ∼
(
1
f
) 1
2
(7.37)
• Come onseguenza del punto preedente la formula di saling valida per la densità di energia
libera del sistema (η è l'esponente del modello XY) è:
F = aξ−2g(ξf
1
2 , h
2
4−η(T ) ξ) (7.38)
Vediamo il proedimento seguito per il aso del punto ritio. La dimostrazione è artiolata
in due passi: innanzitutto abbiamo dimostrato direttamente la relazione (7.37) mediante un t
sulla quantità ln ξ rispetto a ln
(
1
f
)
on la funzione a · ln ( 1f )+ b. Il valore ottenuto per a è:
a = 0.487(17) (7.39)
he risulta in aordo on il valore 0.5 presente nella (7.37). Questo onlude la prima parte
della veria. Un ontrollo pù preiso è stato fatto utilizzando la relazione:
χ ∼
(
1
f
)1− η
2
(7.40)
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Mediante un t lineare di lnχ rispetto a ln
(
1
f
)
, si riava il valore di η:
η = 0.2459(36) (7.41)
Il risultato ottenuto è in buono aordo (entro l'1%) on la previsione teoria η = 0.25. Per
quanto riguarda invee la situazione dei punti ssi di bassa temperatura, abbiamo utilizzato la
relazione:
χ ∼
(
1
f
)1− η(T )
2
(7.42)
Come prima abbiamo fatto un t lineare di lnχ rispetto a ln
(
1
f
)
per ogni valore della temperatura
simulato per riavare l'andamento della funzione η(T ) he è stato poi onfrontato on quello
trovato in letteratura [56℄. Il risultato è eloquente se si ontrollano i dati della Tabella 7.5 e la
Figura 7.8, nel senso he il nostro quadro teorio denito dalle relazioni (7.37) (7.38) è orretto
anhe per basse temperature. Da un punto di vista sio le nostre onlusioni si traduono
nel fatto he nella zona di basse temperature (rispetto al punto della transizione di fase di
Kosterlitz Thouless) e al punto ritio un sistema generio desritto dal modello XY ha una fase
di quasi long range order he è instabile rispetto all'introduzione di un ampo magnetio esterno
ortogonale. Un altro aspetto non seondario he emerge dal lavoro fatto è il ruolo svolto dalla
invarianza di gauge nella denizione delle quantità utilizzate per l'analisi, he neessariamente
devono essere invarianti di gauge. Questo, da un punto di vista sio è hiaro, dal momento
he il omportamento del sistema dipende dal usso del ampo magnetio e la gauge usata è
ininuente. L'approio seguito, espliitamente invariante di gauge, i permette di avere quindi
la ertezza he i risultati da noi ottenuti sono signiativi dal punto di vista sio.
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Capitolo 8
Simulazione del Modello XY
Disordinato
8.1 Introduzione
Il modello XY on fasi random è denito dalla stessa interazione he desrive il modello XY
frustrato (vedi apitolo:
H = J
∑
〈ij〉
cos(θi − θj +Aij) (8.1)
La dierenza è ostituita dal fatto he le quantità Aij sono varibili random. Per il nostro studio
la distribuzione usata per Aij è una gaussiana di media zero e deviazione standard σ. I risultati
presenti in letteratura ([36℄ [40℄) indiano per questo modello il diagramma di fase desritto in
Figura 8.1
Figura 8.1: Diagramma di fase nel piano T σ riavato nell'artiolo [40℄. La linea ontinua
(indiata on T+)è ostituita da una serie di punti ssi he rappresentano il onne tra la fase
disordinata (all'esterno) e quella ordinata (all'interno). La linea tratteggiata è denita da T =
σ2. Si tenga onto he in questa gura è riportato sull'asse delle ordinate σ2 e non σ ome
erroneamente indiato.
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Innanzitutto deniamo qual è stato il nostro obiettivo in questa parte della tesi. Il ne prinipale
del nostro lavoro è quello di studiare il sistema al punto ritio del modello XY, per valori pioli
del disordine (σ → 0), allo sopo di vedere se il omportamento rimane quello previsto dalla lasse
di universalità del modello XY o aade qualosa di diverso. Per ottenere iò abbiamo simulato il
modello tenendo ssa la temperatura al valore ritio, diminuendo però progressivamente σ. Le
quantità di ui i siamo serviti per il nostro studio sono, ome nel aso frustrato, la lunghezza di
orrelazione e la susettività (per la loro denizione vedi il paragrafo 8.2). Dal momento he la
variabile usata per esplorare il omportamento del sistema è σ, è quindi indispensabile formulare
un'ipotesi sul omportamento della lunghezza di orrelazione ξ in funzione di σ. Per fare questo
il nostro punto di partenza sono state le equazioni di gruppo di rinormalizzazione riavate in
[40℄[36℄:
dT
dl
= 4π3Y 2 (8.2)
dσ
dl
= 0 (8.3)
dY
dl
= (2− π
T
+
πσ2
T 2
)Y (8.4)
La variabile Y he ompare nelle equazioni sritte sopra è la stessa variabile fugaità denita per
il modello XY (vedi il apitolo 4), il ui ruolo è quello di regolare la presenza delle ongurazioni
di vortie ontenuti nel sistema: valori positivi di Y indiano la presenza di vortii liberi, mano a
mano he Y tende a zero il numero di vortii liberi diminuise e rimangono solo le perturbazioni
date dalle onde di spin. Per formulare le nostre ipotesi di lavoro abbiamo bisogno innanzitutto
di riavare l'equazione he denise la linea di punti ritii (vedi Figura 8.1) he separano la zona
ordinata da quella disordinata. Questo non è un ompito diile perhé, in virtù di quanto detto
sul signiato di Y , basta vedere dove il termine tra parentesi nella equazione (8.4) ambia segno.
La regione in ui si ha il segno + denise infatti una zona in ui la variabile Y ha veloità
positiva, ioè Y è rilevante, vieversa quella in ui si ha il segno − è una zona di punti ssi stabili
e Y è irrilevante (vedi il paragrafo 6.1). Intanto basta vedere dove il oeiente di Y si annulla:
(2− π
T
+
πσ2
T 2
) = 0 (8.5)
La soluzione è ovviamente:
T =
π
4
(
1 +
√
1− 8σ
2
π
)
(8.6)
Si tenga onto he nella formula (8.6) abbiamo onsiderato solo la soluzione positiva perhé nel
nostro studio i avviiniamo alla linea ritia dalla zona di alta temperatura. A questo punto
utilizziamo il fatto he siamo interessati al limite σ ≪ 1, questo signia he è possibile sviluppare
la radie presente nella (8.6), ottenendo:
T =
π
2
− σ
2
π
(8.7)
La formula sritta sopra ontiene l'informazione fondamentale he i serve per formulare la nostra
ipotesi di lavoro. La (8.7) infatti india he il disordine, in viinanza della zona dei punti ritii,
agise on uno shift sulla temperatura ritia del modello XY.
Tc → Tc − σ
2
π
(8.8)
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A questo punto siamo in grado di formulare la nostra ipotesi generale: il omportamento del
sistema è, nel aso di valori di σ pioli (nel senso he si è viini alla linea ritia), lo stesso
risontrabile nel aso del modello XY, l'unia dierenza è ostituita da un semplie shift della
temperatura ritia, il quale, detto in termini più generali, india he la variabile σ non è rilevante.
La ipotesi fatta sopra onsente di ottenere la relazione per l'andamento di ξ(σ) di ui abbiamo
bisogno. Riordiamo infatti he per il modello XY si ha:
ξ ∼ exp
(
a√
t
)
(8.9)
Utilizzando ora la relazione (8.8) e tenendo in onsiderazione he le nostre simulazioni sono fatte
a T = Tc, si riava dalla (8.9):
ξ ∼ exp
(
b
σ
)
(8.10)
Il nostro primo obiettivo è quindi quello di veriare la relazione (8.10). Quanto detto sopra è già
molto signiativo, però non identia in maniera nitida il omportamento del sistema in esame.
L'altra questione importante he i proponiamo di arontare è quella di riavare l' esponente
ritio η del sistema, la domanda interessante è se η è lo stesso del modello XY, oppure se il
disordine indue un omportamento dierente. Nell'ambito della nostra ipotesi, in ui σ agise
in maniera banale ome un semplie shift della temperatura ritia, è leito aspettarsi he sia
vera la prima alternativa, ioè he sia:
η =
1
4
(8.11)
Quanto detto è inoltre suragato da un semplie alolo teorio. Nel paragrafo 6.1 abbiamo
riavato he per il modello in esame vale, in prossimità della linea di punti ritii, la relazione:
η(σ) =
1
8
[
1 +
√
1− 8σ
2
π
]
+
σ2
2π
(8.12)
La struttura della formula (8.12), di per sè, ha un erto interesse, infatti riordiamo (vedi apitolo
6.1) he i due termini presenti nella somma si ottengono, il seondo utilizzando l'approssimazione
di spin wave, il primo è invee un ontributo dovuto ai vortii. Il aso he a noi interessa è quello
di σ ≪ 1; in questa approssimazione si può sviluppare la (8.12) ottenendo, dal momento he i
termini ontenenti σ si sempliano tutti, il risultato della (8.11). La nostra idea è he questa
sempliazione, he nell'ambito dei aloli svolti può essere un fatto fortuito, ha un signiato
sio e segnala he in prossimità della linea ritia il disordine non è rilevante. La veria di
questa ipotesi è stata fatta nel nostro lavoro a livello dell'esponente η della relazione di saling
tra χ e ξ:
χ ∼ ξ2−η (8.13)
Se infatti il quadro teorio da noi proposto è valido si deve avere η = 14 . Per onludere
puntualizziamo le ipotesi he devono essere veriate nel seguito del lavoro:
• In prossimità della linea ritia vale nel limite σ ≪ 1 la relazione:
ξ ∼ exp
(
a
σ
)
(8.14)
• In prossimità della linea ritia la variabile σ non è rilevante, ioè la lasse di universalità
del modello è quella dell'XY. Questo implia:
η =
1
4
(8.15)
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8.2 Denizione delle quantità utilizzate
Per quanto riguarda questa parte del lavoro di simulazione le quantità utilizzate sono simili
a quelle denite nel paragrafo 7.2 eetto per il fatto he viene introdotta una media sulle
ongurazioni di disordine (indiata dalla barra sopra le formule):
χ =
1
N2
(∑
x
Sx
)2
(8.16)
F =
1
N2
∑
x
Sxe
i 2pi
N
x1

2
(8.17)
ξ =
1
2 sin( πN )
(
χ− F
F
) 1
2
(8.18)
Le formule denite da (8.16) (8.17) (8.18) si riduono sempliemente a quelle denite nel apitolo
7.2, nel aso in ui il sistema goda di invarianza per traslazioni, la dierenza fondamentale he
intendiamo sottolineare è he, a dierenza he nel modello XY frustrato, per il sistema he stiamo
trattando non vi è la neessità di preouparsi dell'invarianza di gauge, poihé è ripristinata
dalla media sul disordine. Nonostante questo notevole vantaggio dal punto di vista onettuale,
il modello XY random presenta una dioltà maggiore dal lato simulativo. La ragione di iò
risiede nel fatto he, a σ ssato, bisogna generare più ongurazioni di disordine e questo aumenta
notevolmente i tempi neessari per generare la statistia. Inoltre, a ausa del disordine, 'è
bisogno di un'attenta fase preliminare per omprendere ome termalizza il sistema. Il nostro
modo di proedere è stato il seguente: ogni singolo run del programma è omposto di un numero
n¯ di ili di update usati per termalizzare il sistema e altrettanti ili su ui vengono alolate
le medie di χ e F ; per ogni run il risultato è una oppia di valori χ F . Questo proedimento
viene ripetuto per un numero di volte nrep. Alla ne si ha quindi una statistia di nrep dati. La
selta di n¯ dipende da vari fattori, innanzitutto dal valore di σ e poi dalle dimensioni del retiolo
impiegato. La nostra selta è stata fatta di volta in volta on delle simulazioni preliminari in ui
si aumentava n¯ no a ad ottenere he le uttazioni delle medie relative a χ e ξ fossero dentro
l'errore. Nonostante queste dioltà 'è un piolo vantaggio quando si aronta un sistema di
questo tipo: siome ogni singolo dato è generato da un run indipendente, non 'è bisogno di
onsiderare la orrelazione (questo è stato veriato espliitamente). Per quanto riguarda la
selta di nrep si è usato per tutte le simulazioni il valore nrep = 10
4
. Una dioltà he emerge da
quanto già detto nel paragrafo 8.1 deriva dal fatto he la lunghezza di orrelazione, a dierenza del
modello XY frustrato, non diverge a potenza, bensì mostra un andamento esponenziale quando
σ → 0. Questo fatto limita la possibilità di esplorare il omportamento del sistema nella zona di
basso disordine, in quanto è diile ottenere delle quantità he siano nel limite termodinamio,
preisamente la nostra analisi si ferma per σmin ∼ 0.39.
8.3 Risultati della simulazione
Il primo obiettivo he i siamo posti è stato quello di veriare l'andamento della lunghezza di
orrelazione in funzione di σ:
ξ ∼ exp
(
a
σ
)
(8.19)
Nella Tabella 8.1 riporto per ompletezza i dati ottenuti dalla simulazione.
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σ χ ξ
2 1.31902(88) 0.2885(73)
1.7 1.6688(38) 0.4374(15)
1.6 1.8603(44) 0.4820(13)
1.5 2.1100(52) 0.574(11)
1.4 2.4498(50) 0.661(14)
1.2 3.6307(51) 0.938(23)
1.1 4.6518(70) 1.132(18)
1 6.288(10) 1.404(14)
0.95 7.501(12) 1.589(12)
0.9 9.181(16) 1.804(11)
0.85 11.376(21) 2.079(10)
0.8 14.596(18) 2.450(16)
0.77 17.224(52) 2.727(34)
0.75 19.393(26) 2.904(14)
0.74 20.563(28) 3.067(14)
0.73 21.948(31) 3.154(14)
0.72 23.320(34) 3.288(14)
σ χ ξ
0.71 24.947(36) 3.420(13)
0.7 26.719(39) 3.562(12)
0.68 30.885(30) 3.921(22)
0.66 35.941(32) 4.264(24)
0.65 39.023(36) 4.512(22)
0.64 42.368(36) 4.754(25)
0.62 50.263(37) 5.198(30)
0.6 60.561(46) 5.804(27)
0.59 66.622(53) 6.225(24)
0.58 73.723(60) 6.582(24)
0.57 81.922(68) 7.054(24)
0.56 91.268(78) 7.482(22)
0.55 102.192(60) 7.989(14)
0.54 114.748(82) 8.613(16)
0.537 118.91(11) 8.763(20)
0.49 222.74(16) 12.689(48)
0.465 327.04(32) 15.8079(50)
0.39 1411(3) 37.58(28)
Tabella 8.1: Risultati della simulazione per ξ e χ a J = 1.1199.
Per veriare la relazione (8.19) da noi ipotizzata, è omodo prima il plot:
ln ξ vs
1
σ
quindi fare un t lineare
a · 1
σ
+ b (8.20)
Questo dà ome risultato il grao riportato nella Figura 8.2, mentre i valori riavati dal t sono
nella Tabella 8.2.
σmin b a
χ2
ndf q
0.580 -1.668(12) 2.0617(63) 1.729311 0.108659
0.570 -1.666(12) 2.0616(65) 1.962654 0.072784
0.560 -1.671(12) 2.0630(66) 1.894146 0.099605
0.550 -1.668(14) 2.0618(73) 2.324735 0.056668
0.540 -1.657(16) 2.056(8) 2.184482 0.090995
0.537 -1.674(18) 2.0639(91) 1.823490 0.161461
0.490 -1.698(34) 2.074(16) 2.930470 0.086922
Tabella 8.2: Risultati del t on la funzione a · 1σ + b riportato nel grao ln ξ vs 1σ (vedi
Figura 8.2).
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Figura 8.2: Plot ln(ξ) vs 1σ a J = 1.1199. I dati relativi al t mostrato sono riportati nella
Tabella 8.2. Il t riportato è stato fatto on la funzione a · 1σ + b.
A un primo sguardo i valori del hi quadro riportati nella Tabella 8.2 (1.7 < χ
2
ndf < 2.9) sembrano
indiare he i nostri dati non seguono l'andamento dato dalla (8.19), sebbene dalla Figura 8.2
si ha l'impressione he il t renda onto del omportamento di ξ. Si può ipotizzare allora un
altro senario: sebbene la nostra proedura per alolare gli errori sia orretta, questi potrebbero
essere stati sottostimati. Per renderi onto di iò abbiamo deiso di plottare la quantità:
ln ξ
a · 1σ + b
(8.21)
Se gli errori sono sottostimati il plot deve mostrare delle uttuazioni random attorno al valore
1. Segliendo due valori qualsiasi per a e b dalla Tabella 8.2 si ottiene un grao simile a quello
riportato in Figura 8.3. Il risultato rappresenta, a nostro avviso, un'indiazione importante
he i nostri errori non sono perfettamente sotto ontrollo, anhe se le ragioni di questo fatto
non sono hiare. Una delle ragioni possibili potrebbe essere dovuta a un problema nella fase di
termalizzazione del sistema he omporterebbe un errore sistematio sui dati ottenuti per le varie
ongurazioni di disordine su ui si media alla ne. Un'altra questione da tenere in onsiderazione
risiede nel omportamento del sistema al limite termodinamio. Questo è essenziale dal momento
he noi utilizziamo i valori della susettività e della lunghezza di orrelazione assumendo he sia
ben denito il omportamento in questo limite, una ipotesi è he il disordine possa introdurre
degli errori sistematii.
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Figura 8.3: Plot di
ln ξ
a· 1
σ
+b
. I valori a e b sono stati presi dalla Tabella 8.2. Le uttuazioni
random attorno al valore 1 suggerisono l'ipotesi he gli errori sono sottostimati.
A questo punto abbiamo eettuato un'altra veria per essere siuri he la nostra ipotesi iniziale
non fosse sbagliata. In sostanza abbiamo ttato i dati relativi alla lunghezza di orrelazione on
la formula:
ξ = a exp
(
a
σµ
)
(8.22)
Il t eseguito on questo tipo di ansatz ha dato un risultato
µ = 1.0(1) (8.23)
Il valore ottenuto sopra è signiativo e raorza la nostra ipotesi di ritenere he gli errori siano
sottostimati. A questo punto, sebbene non si possano dissipare tutti i dubbi sui risultati riavati,
l'ipotesi da noi fatta on la formula (8.19) può onsiderarsi veriata. Per delineare meglio lo
senario ritio del modello he stiamo studiando vogliamo provare a veriare ora la seonda
parte della nostra ipotesi indiata nell'Introduzione: la variabile σ non è rilevante nella zona dei
punti ritii del modello XY. Questo signia he vogliamo veriare he il omportamento del
modello è desritto dalla lasse di universalità dell'XY. Il modo migliore per fare iò è indagare
la validità della relazione di saling:
χ ∼ ξ2−η η = 0.25 (8.24)
Al solito modo, per veriare la (8.24), si fa un t sulla quantità ln ξ rispetto a lnχ, on una
funzione lineare. Il risultato è riportato nella Figura 8.4.
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Figura 8.4: Plot per evidenziare la relazione di saling χ ∼ ξ2−η. Il t mostrato è stato fatto
on la funzione
1
2−η · lnχ + b. La nostra ipotesi è he sia η = 0.25. I dati del t sono riportati
nella Tabella 8.3.
σmin η ∆η
χ2
ndf q
0.590 0.3000 0.0050 1.687794 0.107945
0.580 0.3000 0.0052 1.928761 0.066207
0.570 0.2986 0.0053 2.033020 0.062128
0.560 0.2997 0.0055 2.267992 0.047615
0.550 0.2967 0.0060 2.464401 0.044737
0.540 0.2901 0.0066 1.298954 0.272819
0.537 0.2953 0.0075 0.964684 0.381104
0.490 0.300 0.013 1.756836 0.185020
Tabella 8.3: Risultati del t on la funzione
1
2−η ·lnχ+b relativo al plot ln ξ vs lnχ riportato
in Figura 8.4. Il valore previsto per η è η = 0.25.
Come nella preedente analisi sulla lunghezza di orrelazione, anhe in questo aso otteniamo,
ome è possibile veriare dalla Tabella 8.3, valori del hi quadro elevati. Come prima è utile
riportare (vedi Figura 8.5) il plot della quantità
ln ξ
1
2−η · lnχ+ b
(8.25)
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Figura 8.5: Plot di
ln
(
ξ(χ)
)
1
2−η
·ln(χ)+b
. I valori η e b sono stati presi dalla Tabella 8.3. Sono ben visibili
(per gli ultimi dati he sono quelli signiativi nel t) le uttuazioni asuali attorno al valore 1.
Questo segnala he l'ipotesi di avere sottostimato gli errori è ragionevole.
L'andamento degli errori è lo stesso risontrato nel aso della lunghezza di orrelazione, quindi
non sembra aggiungere niente a quanto detto in quel aso. L'aspetto signiativo he invee è
possibile notare è he il valore ottenuto per η si disosta sensibilmente dalla previsione teoria,
infatti, anhe onsiderando di segliere il valore on un hi quadro soddisfaente, si ottiene:
η = 0.290(7) (8.26)
Questo risultato è oltre 5 deviazioni standard dal valore teorio η = 0.25 e segnala, al ontrario
del aso della lunghezza di orrelazione, siuramente un problema non banale. Una delle possibili
spiegazioni he i sentiamo di avanzare è he la ausa del risultato ottenuto possa essere dovuta
alle orrezioni logaritmihe, he nel nostro lavoro abbiamo trasurato ompletamente. Inoltre
bisogna riordare he i valori del disordine utilizzati nella nostra simulazione sono ontenuti
nell'intervallo 0.39 < σ < 2. Una ipotesi possibile può essere he siamo anora troppo lontani
dalla linea ritia della Figura 8.1. Per avere qualhe elemento in più si può fare una ulteriore
analisi, infatti utilizzando la relazione di saling (8.24) e la formula (8.19), si può srivere:
χ ∼ exp
(
a
σ
)
(8.27)
Il modo di proedere è ora uguale a quello adottato per la lunghezza di orrelazione, basta
graare, assumendo he η non dipenda da σ, le variabili lnχ 1σ e fare un t lineare; i risultati
sono riportati nella Figura 8.6.
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Figura 8.6: Plot di lnχ rispetto a 1σ . Il t riportato è stato fatto on lafunzione a · 1σ + b.
L'andamento dovrebbe essere quello previsto dalla relazione (8.27), tuttavia il valore del
χ2
ndf ,
anhe variando il punto iniziale del t ha un valore non inferiore a 6. Questo segnala he i
potrebbero essere delle orrezioni all'andamento lineare, ome evidenziato in Figura 8.7.
Il risultato del t lineare riportato nella Figura 8.6 dà valori di
χ2
ndf he non sono inferiori a 6
anhe variando il punto iniziale rispetto ui si fa il t. Questo non è ertamente spiegabile on
l'ipotesi di aver sottostimato l'errore, ma trova una spiegazione ragionevole analizzando il plot:
lnχ
a · 1σ + b
vs
1
σ
(8.28)
I valori di a e b sono riavati da una interpolazione lineare on i dati per lnχ relativi ai due valori
di σ più pioli. Il risultato del plot, on le onseguenze he omporta, tra le quali la spiegazione
dei valori del
χ2
ndf ottenuti, è ben visibile dalla Figura 8.7. Come si può vedere i valori di lnχ
mostrano un trend ben denito he si disosta dalla interpolazione sensibilmente; a dierenza
he nella Figura 8.5 in questo aso il grao india la presenza di un errore sistematio dovuto ad
una orrezione in σ di ui non si è tenuto onto. Bisogna omunque osservare he per la maggior
parte dei dati la orrezione è omunque inferiore all' 1%, per gli ultimi 10 dati è inferiore al 5%
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Figura 8.7: Plot di lnχ rispetto a 1σ . Il t riportato è stato fatto on la funzione a · 1σ + b.
L'andamento non asuale di
lnχ
interp.
mostra he i sono delle fonti di errore sistematio he sono
state trasurate nell'analisi. Con interp. si è indiata una interpolazione lineare fatta on i dati
di lnχ he si riferisono ai valori di σ più pioli.
La ausa di questo andamento si apise se si risrive la relazione:
χ ∼ exp
(
aη(σ)
σ
)
(8.29)
La nostra ipotesi iniziale deriva dall'aver sviluppato la funzione η(σ) per σ ≪ 1, la spiegazione
per il omportamento evidenziato in Figura 8.7 è he la preisione sui dati per la susettività
i onsente di vedere le orrezioni di ordine superiore in σ. Inoltre una ulteriore orrezione
potrebbe essere dovuta allo sviluppo fatto nella formula (8.6) he denise il prolo della linea
dei punti ritii. Il problema importante è he, a questo livello dell'analisi, non è possibile
deidere se l'andamento evidenziato in Figura 8.7 è il segno he σ è irrilevante, oppure si ha he
σ è marginale, sempre nell'ipotesi di trasurare eventuali orrezioni logaritmihe.
8.4 Conlusioni e prospettive
Lo senario da noi pregurato nella Introduzione prevedeva he, in prossimità del punto ritio,
nella ondizione σ ≪ 1, fossero valide le seguenti assunzioni:
• Per la lunghezza di orrelazione vale la formula:
ξ ∼ exp
(
a
σ
)
(8.30)
• Il disordine è irrilevante e il sistema è nella lasse di universalità del modello XY. Questo
implia la validità della formula di saling dell'XY:
χ ∼ ξ2−η η = 1
4
(8.31)
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Le verihe da noi fatte per questo senario sono siuramente meno nitide rispetto al aso fru-
strato, sostanzialmente a ausa di due fattori: innanzitutto a ausa del ontrollo imperfetto sugli
errori (testimoniato dalle Figure 8.3 e 8.5) sebbene la proedura utilizzata per il alolo sia or-
retta dal punto di vista onettuale e dell'implementazione. L'altra fonte di inertezza per quanto
riguarda le nostre onlusione è da asriversi alla impossibilità di simulare valori del disordine
più pioli (le nostre simulazioni non si spingono oltre σ = 0.39). Nonostante queste dioltà, la
veria della relazione (8.30) (vedi Figura 8.2) può onsiderarsi soddisfaente. Questo risultato
è reso più signativo alla lue del t eettuato on l'ansatz
ξ ∼ exp
(
a
σµ
)
(8.32)
he dà ome valore migliore per l'esponente µ:
µ = 1.0(1) (8.33)
Il risultato he pone più problemi è quello relativo all'esponente η, he è signiativamente fuori
(per un 20%) dalla previsione teoria η = 0.25:
η = 0.290(7) (8.34)
Nonostante iò non possiamo esludere he quanto ottenuto sia ompatibile on lo senario da
noi proposto e sintetizzato dai punti esposti sopra. Non si hanno anora suienti elementi per
aermare he il risultato espresso dalla (8.34) è signiativo per esludere lo senario da noi
proposto. Una possibile spiegazione del disaordo trovato rispetto alla previsione teoria è da
rierarsi nelle orrezioni logaritmihe, he nel nostro lavoro sono state trasurate ompletamen-
te. Un altro aspetto non seondario è ostituito dal fatto, ome già antiipato prima, he i valori
di σ simulati potrebbero anora essere lontani dalla zona dei punti ritii. Questo problema si
intreia, ovviamente, on quello della validità degli sviluppi fatti nelle formule (8.6) (8.12) he
potrebbe essere alla base delle orrezioni evidenziate in Figura 8.7. Se fosse osì il problema si
eliminirebbe sempliemente allungando i tempi di simulazione neessari per lavorare on retioli
più grandi. In aso ontrario la prima osa da fare è tentare di riavare una relazione he de-
sriva l'andamento, in funzione di σ, delle orrezioni evidenziate. Per fare iò è però neessaria
una maggiore preisione nei dati della simulazione. Bisogna sottolineare inoltre he il quadro
teorio esistente in letteratura, desritto dalle equazioni (8.2) (8.3) (8.4) non è ompletamente
provato, proprio per questo motivo una delle prospettive di lavoro possibile per il futuro è quella
di veriare meglio il omportamento generale del modello. Per esempio uno studio interessante
potrebbe essere fatto mantenendo ostante il disordine σ e studiando la linea di punti ritii
servendosi della variabile temperatura. Oltre a questo urge una veria più dettagliata del ruolo
he il disordine riveste nel determinare la lasse di universalità del modello. In partiolare è indi-
spensabile, nell'ottia di ompletare il lavoro sin qui svolto, apire se σ è una variabile irrilevante
o meno viino alla zona ritia. Un aso possibile è he sia marginale ome sembra indiare l'
equazione (8.3). Questa situazione potrebbe omportare una dipendenza dell' esponente ritio
η del modello XY dal disordine σ presente nel sistema. Uno studio di η più approfondito, soprat-
tutto se ondotto in più zone del diagramma di fase, ontribuirebbe siuramente ad una migliore
omprensione dei nostri risultati.
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Appendie A
Test del odie
Per la realizzazione del programma si è utilizzato il reetion Metropolis (vedi l'appendie C.2)
on l'aggiunta di una erta perentuale di sweeps di overrelaxed Metropolis [57℄. La perentuale
usata è stata selta in base ad un ompromesso tra la veloità del programma e la adabilità
dei dati ottenuti. Alla ne la nostra selta è stata di utilizzare un rapporto 1 : 5 tra le sweeps di
reetion Metropolis e di overrelaxed. Per testare le prestazioni del odie si è fatto un onfronto
on i dati presenti in letteratura per il modello XY, preisamente in [58℄. Nella Tabella A.1 sono
riportati i risultati.
lattie J χ ξ χref ξref
16 1.1199 133.012(6) 0.79944(11) 133.011(9) 0.79801(17)
16 1.12091 133.183(6) 0.80069(11) 133.174(10) 0.79892(18)
32 1.1199 452.059(27) 0.79204(18) 452.114(31) 0.79203(18)
32 1.12091 452.856(24) 0.79346(16) 452.856(31) 0.79287(18)
64 1.1199 1536.541(97) 0.78696(19) 1536.58(11) 0.78691(18)
64 1.12091 1540.03(11) 0.78843(22) 1540.31(11) 0.78878(18)
128 1.1199 5220.84(42) 0.78290(23) 5220.99(36) 0.78308(18)
128 1.12091 5236.25(42) 0.78457(23) 5235.34(36) 0.78462(18)
Tabella A.1: Confronto tra i dati ottenuti on il nostro programma e la referenza [58℄.
Per le nostre analisi i siamo serviti della tenia standard basata sul metodo del jakknife
(vedi il l'appendie C.3). Inoltre è stata implementata la tenia proposta in [59℄ allo sopo di
onfrontare i risultati dei due metodi. Essi risultano equivalenti, per ui, a ausa della maggiore
failità d'implementazione, si è selto il primo metodo. Si è mantenuta la routine per il alolo
del tempo di autoorrelazione integrato τint (vedi l'appendie C.3.2) per stimare la orrelazione
tra i dati generati, in quanto iò permette di riavare il tempo ottimale δt (in unità di Monte
Carlo step) tra due prese dati suessive. τint è infatti, per denizione, 0.5 nel aso di dati
sorrelati, maggiore se 'è orrelazione. In generale abbiamo fatto la selta di porre δt = τ , infatti
segliendo inautamente δt ≫ τ si avrebbe una perdita inutile di statistia e, di onseguenza,
uno spreo di tempo di simulazione. I buoni risultati ottenuti per il modello XY testimoniati
dalla Tabella A.1 sono un test signiativo per il nostro odie, proprio per il motivo he sono
fatte in orrispondenza della temperatura ritia, dove sono maggiori le dioltà di simulazione
a ausa della orrelazione (si riordi he τ ∼ ξz, dove z ∼ 2). Un ulteriore hek è il onfronto
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on i dati riportati in [52℄; di seguito riporto il onfronto per il aso J = 2.4 N = 64
χp = 509.1(1) χ
ref
p = 508.9(2) (A.1)
ξp/N = 0.99055(42) ξ
ref
p /N = 0.9886(12) (A.2)
Nel aso del modello XY disordinato, per testare il omportamento del programma si sono
fatte delle simulazioni a basse temperature, in partiolare si sono onfrontati i dati on quelli
trovati in [60℄ relativi al 2D gauge glass model, trovando un perfetto aordo. Questo risultato
deve essere onsiderato soddisfaente soprattutto alla lue del fatto he nella simulazione di
sistemi disordinati si preferisono algoritmi sviluppati apposta (vedi parallel tempering et.).
Peraltro bisogna onsiderare he le nostre simulazioni per il modello disordinato sono fatte tutte
a J = 1.1199, in una zona di alta temperatura. Tenendo onto he i problemi più grossi in
questo tipo di sistemi, a ausa della presenza di possibili fasi glass, si possono presentare a basse
temperature, i nostri hek preliminari sono signiativi. Per onludere dando un'idea dei tempi
di eseuzione del nostro programma diiamo he per simulare un retiolo 16× 16 on un numero
di ili di update (ms) pari a 106 e δt = 1 il tempo impiegato è ∼ 15 se su un proessore a
2GHz.
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Appendie B
Eetti dell'invarianza di gauge
Come detto nel paragrafo 7.2 l'uso di quantità non gauge invarianti omporta spiaevoli on-
seguenze. In questa appendie ne daremo qualhe esempio inontrato durante il lavoro di
simulazione. Per esempio, il problema nase se si utilizzano le quantità denite:
χ =
1
N2
(∑
x
Sx
)2
(B.1)
ξ2nd =
1
2 sin( πL)
(
χ− F
F
)1/2
(B.2)
F =
1
N2
∑
x
Sxe
i 2pi
N
x1

2
(B.3)
La prima osa he si osserva è he le quantià sritte sopra si riduono a quelle denite in 7.2 nel
aso di sistemi invarianti per traslazioni; per il modello XY, ad esempio, questo è molto utile per
aumentare la statistia a disposizione, ma evidentemente questa ondizione non sussiste più per
il aso frustrato, si onsideri, ad esempio, il modo in ui si è implementata la gauge di Landau
nel paragrafo 7.2. E' evidente infatti he le fasi Aij sono nulle su tutte le righe del retiolo, ma
sulle olonne non sono distribuite in modo periodio. L'unia simmetria residua è l'invarianza
per traslazioni di 1/f passi retiolari. Questa ultima osservazione suggerise he è possibile
utilizzare un'ulteriore denizione per la lunghezza di orrelazione modiando le formule (B.1)
(B.2) (B.3) in modo da utilizzare solo il sottoretiolo di passo 1/f . In questo modo la iniziale
simmetria per traslazioni del modello XY sarebbe ripristinata. In una delle fasi del nostro studio
abbiamo vagliato anhe questa ipotesi, tuttavia essa è stata sartata poihé per valori del usso
f < 15 i numeri forniti dalla simulazione avevano un'inertezza del 100%, sebbene per f >
1
5 il
omportamento al limite termodinamio non presentasse i problemi he, antiipiamo, verranno
evidenziati per la denzione (B.2). Le quantità utilizzate per svolgere i nostri test presentano
delle lievi dierenze da quelle denite sopra: per la susettività abbiamo utilizzato la denizione
(B.1), mentre per la lunghezza di orrelazione abbiamo selto due versioni dierenti della (B.2)
he abbiamo hiamato ξ‖ e ξ⊥. La dierenza tra le due versioni usate è a livello della denizione
della funzione F he ompare in B.3: nel aso di ξ‖ la trasformata di Fourier he entra in F è
fatta nella direzione dei link frustrati, mentre nel aso di ξ⊥ nella direzione ortogonale. Nelle
gure B.1 B.2 B.3 sono riportati i grai relativi a χ ξ‖ ξ⊥ misurate per f =
1
2 .
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lattie χ ξ‖ ξ⊥
8 4.0211(12) 1.25632(53) 1.41250(54)
10 4.0700(13) 1.30091(65) 1.42602(65)
12 4.0788(13) 1.32107(82) 1.42938(80)
14 4.0805(13) 1.3338(10) 1.43111(97)
16 4.08169(13) 1.3420(12) 1.4322(12)
30 4.08174(68) 1.3603(18) 1.4354(17)
40 4.08176(68) 1.3650(31) 1.4340(30)
Tabella B.1: Dati relativi a f = 12 . Con la notazione ξ‖ si è indiata la lunghezza di orrelazione
alolata usando la funzione F (vedi la formula B.3) in ui la trasformata di Fourier è fatta lungo
la direzione parallela a quella dei link frustrati. Invee per la F usata in ξ⊥ si è fatta la trasformata
di Fourier lungo la direzione ortogonale a quella dei link frustrati.
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Figura B.1: Il grao mostra l'andamento della susettività in funzione della dimensione del
retiolo a J = 1.1199 per il aso f = 12 . Come si può notare l'andamento è simile a quello
risontrato nel paragrafo 7.3 nel senso he la quantità simulata è ben denita nel limite termo-
dinamio. Il risultato rappresentato in gura india he il valore al limite termodinamio viene
raggiunto in modo esponenziale in aordo on i risultati ottenuti in [49℄. Questa denizione di
susettività ondue omunque a risultati errati per l'esponente η.
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Figura B.2: In questo grao è riportato l'andamento della lunghezza di orrelazione ξ‖ per il
aso f = 12 in funzione del lato del retiolo. Anhe senza un'analisi dettagliata è visibile dalla
gura he l'andamento mostrato da ξ‖ non è esponenziale.
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Figura B.3: Grao di ξ⊥ in funzione del lato del retiolo a f =
1
2 . Come nel aso di ξ‖ si
risontra lo stesso tipo di andamento inusuale se onfrontato on quello della susettività indiato
in Figura B.1
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lattie χ ξ‖ ξ⊥
9 2.69206(80) 0.77827(68) 1.11143(58)
12 2.69614(83) 0.8394(10) 1.11998(87)
15 2.69726(83) 0.8715(14) 1.1244(12)
18 2.69721(84) 0.8855(19) 1.1251(16)
30 2.69661(43) 0.9084(25) 1.1301(21)
Tabella B.2: Dati relativi a f = 13 . Con la notazione ξ‖ si è indiata la lunghezza di orrelazione
alolata usando la funzione F (vedi la formula B.3) in ui la trasformata di Fourier è fatta lungo
la direzione parallela a quella dei link frustrati. Invee per la F usata in ξ⊥ si è fatta la trasformata
di Fourier lungo la direzione ortogonale a quella dei link frustrati.
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Figura B.4: Il grao mostra l'andamento della susettività in funzione della dimensione del
retiolo a J = 1.1199 per il aso f = 13 . Come si può notare l'andamento è simile a quello
risontrato nel paragrafo 7.3, inoltre valgono anhe qui le onsiderazioni fatte per la Figura B.1.
Osservando i grai delle Figure B.1 B.2 B.3 si possono fare delle osservazioni interessanti:
• La susettività (riportata per il aso f = 12 , nelle Figure B.1 B.4) mostra un andamento al
limite termodinamio simile a quello risontrato nel paragrafo 7.3, ioè esponenziale.
• I valori di ξ‖ e ξ⊥ (Figura B.2 e Figura B.3) sono tra loro disordanti. Questo tutta-
via è prevedibile perhé in presenza di frustrazione le due direzioni del retiolo non sono
equivalenti.
• L'andamento per le lunghezze di orrelazione non è esponenziale ome i si aspetta in base
al lavoro [49℄, sembra piuttosto un omportamento a potenza ome indiano le Figure B.5
B.6.
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Figura B.5: Grao di ξ‖ in funzione di
1
L2
per il aso f = 12 . La retta è stata riportata ome
semplie indiazione dell'andamento.
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Figura B.6: Grao di ξ‖ in funzione di
1
L2 per il aso f =
1
3 . La retta è stata riportata ome
semplie indiazione dell'andamento.
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Quanto riavato on le simulazioni di ui si è parlato sopra prelude ertamente l'utilizzo della
lunghezza di orrelazione ome quantità signiativa per esplorare le proprietà del modello, a
ausa dell'andamento inatteso risontrato nel limite termodinamio, tuttavia non dà aluna in-
diazione he utilizzare la susettività osì ome denita on la formula (B.1) ondue a risultati
imprevisti. Infatti, per quanto mostrato nelle Figure B.1 e B.4, la susettività è ben denita nel
limite termodinamio. Nonostante iò i risultati ottenibili dalla (B.1) per quanto riguarda l'espo-
nente η sono errati o omunque non hanno un'interpretazione sia hiara. Infatti si onsideri
per esempio di proedere ome nel paragrafo 7.3. I risultati he si ottengono dalla simulazione
sono riportati nella Tabella B.3, il relativo plot è in Figura B.7.
1/f χ
2 4.08176(68)
2.5 3.3498(11)
3 2.69572(43)
4 2.44328(39)
5 2.43247(38)
6 2.50487(80)
7 2.60486(83)
8 2.71272(61)
9 2.81998(91)
10 2.92396(68)
15 3.3881(12)
20 3.7769(14)
30 4.4108(17)
40 4.9346(20)
50 5.3816(24)
60 5.7797(27)
70 6.1400(30)
100 7.0780(84)
250 10.111(16)
500 13.295(26)
Tabella B.3: Risultati ottenuti dalla simulazione a J = 1.1199 per la sola susettività χ.
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Figura B.7: Plot della quantità lnχ rispetto a ln( 1f ). Il t riportato è fatto on la funzione
(1− η2 ) · ln 1f + b. Come si può notare l' andamento somiglia molto a quello risontrato in Figura
7.6.
Come si può notare l'andamento è simile, da un punto di vista qualitativo, a quello risontrato
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nella Figura 7.6 in 7.3. Tuttavia eettuando lo stesso tipo di t utilizzato in 7.3 si riavano i
risultati riportati nella Tabella B.4.
(1/f)min η b ∆η ∆b
χ2
ndf q
50 0.1468 1.2146 0.0056 0.00066 0.816270 0.514484
60 0.1465 1.2145 0.0064 0.00075 1.078536 0.356706
70 0.1473 1.2148 0.0076 0.00084 1.519480 0.218826
100 0.1554 1.217 0.014 0.0014 1.189902 0.275349
Tabella B.4: Risultati del t lnχ ln( 1f ) on la funzione (1− η2 ) · ln( 1f )+ b riportato nella Figura
B.7. La nostra previsione teoria è η = 0.25. Come si può notare si ottengono dei valori del χ2
ragionevoli sebbene il risultato per η sia ompletamente inompatibile on la nostra previsione.
Come si nota dalla Tabella B.4 il valore ottenuto per l'esponente η è signiativamente dierente
dalla nostra previsione. Questo fatto di per sè non ostituirebbe un problema, però è importante
he l'esponente ritio he si misura sia indipendente dalla gauge in ui si fa la simulazione.
Questo è un test stringente per veriare se è sbagliata la nostra ipotesi iniziale (7.6), oppure il
problema è nelle quantità utilizzate. Per veriare iò abbiamo ambiato gauge:
~A =
B
2
(xyˆ − yxˆ) (B.4)
La (B.4) è di faile implementazione e per veriare he non i siano errori si può ontrollare
il valore della iruitazione di
~A su tutte le plaquette del retiolo. Nel aso di un sistema XY
frustrato on usso f , si deve avere ∮
~Ad~s = 2πf (B.5)
Simulando il sistema on la gauge data dalla (B.4), si ottengono risultati insensati: al di sotto
di un erto valore del usso (f = 1/4) si riavano per la susettività dei valori ompatibili on 1
entro l'errore, indipendentemente dal usso simulato. Riordando la formula:
χ =
1
N2
(∑
x
Sx
)2
(B.6)
si intuise he è ome se tutti i termini del tipo 〈SiSj〉 on i 6= j si mediassero a zero. Questo
risultato mette in forte dubbio l'approio seguito utilizzando le relazioni (B.1) (B.2)(B.3) ed è
stata la motivazione ruiale he i ha indotto ad usare un approio he fosse espliitamente
gauge invariante mediante le quantità denite nel paragrafo 7.2. E' importante sottolineare he
quest'ultimo metodo, da un punto di vista di prinipio, deve dare invee risultati orretti dal
momento he tiene onto del fatto sio più signiativo he è la presenza nel sistema di un
ampo magnetio esterno e trasura, per denizione, il dettaglio della gauge he si utilizza.
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Appendie C
Metodo Monte Carlo
C.1 Conetti fondamentali
Per quanto riguarda gli argomenti introdotti in questo apitolo si possono onsultare le referenze
[61℄ [62℄ In sia statistia, uno dei prinipali obiettivi è di alolare le medie statistihe denite
sul sistema all'equilibrio:
〈A(x)〉 = 1
Z
∫
dx exp(−H(x)/kBT )A(x) (C.1)
in ui Z è la funzione di partizione del sistema
Z =
∫
dx exp(−H(x)/kBT ) (C.2)
Nelle formule sopra x sono delle generihe variabili he denisono lo stato del sistema nello
spazio delle fasi. Nel aso del modello di Ising, per esempio, si ottiene:
< A >=
∑
{s} exp(−βH({s}))A({s})∑
{s} exp(−βH({s}))A({s})
(C.3)
Le somme he intervengono nella foumula preedente non possono essere alolate espliitamente,
se non in asi molto semplii on l'ausilio del alolatore (numero di siti retiolari pari a 40).
Un modo per risolvere il problema è quello di generare un ampione delle ongurazioni on
probabilità uniforme e di fare la somma solo su queste. Questo metodo prende il nome di simple
sampling. Il problema è he, in generale la distribuzione della quantità he si sta mediando ha
una dispersione piola attorno al valore medio; pertanto on il metodo del simple sampling si
generano molti dati he sono inutili. La soluzione ideale sarebbe di generare le ongurazioni
on la distribuzione di probabilità:
P (x) =
1
Z
exp(−H(x)/kBT ) (C.4)
In questo modo la media
〈A〉 =
∑
{s} exp(−βH({x}))A({x})/P (x)∑
{x} exp(−βH({x}))A({x})/P (x)
(C.5)
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si ridurrebbe a:
〈A(x)〉 =
M∑
l=1
A(xl) (C.6)
Il problema è ostituito dal fattore di normalizzazione Z he riporta alla dioltà iniziale. Esiste
però un altro modo di proedere he sfrutta i proessi markoviani. Si parte on una erta
ongurazione iniziale (non è importante ome la si seglie) e si stabilise una erta probabilità
di transizione:
W (xl → xl+1) (C.7)
Nella formula preedente il simbolo xl india la ongurazione di partenza, xl+1 quella di arrivo,
he viene selta tra le ongurazioni possibili per il sistema. Osserviamo he perhé l'algorit-
mo Monte Carlo funzioni orrettamente, i sono delle ondizioni ragionevoli he devono essere
rispettate:
• Normalizzazione: ∑
l′
W (xl → xl′) = 1 (C.8)
• Ergodiità:
W (xl′ → xl) > 0 ∀l ∀l′ (C.9)
• Stabilià: ∑
l′
P (xl′)W (xl′ → xl) = P (xl) (C.10)
Se sono rispettati tutti e tre i vinoli si può dimostrare he, indipendentemente dalla ongu-
razione iniziale, nel limite M → ∞ si ottiene la distribuzione di Boltzmann. Una ondizione
suiente anhé sia soddisfatto il riterio di stabilità è he valga la ondizione del bilanio
dettagliato:
P (x)W (xl → xl′) = P (x)W (xl′ → xl) (C.11)
C.2 Algoritmo di Metropolis
Una possibile maniera [63℄ di segliere la probabilità W è:
W (xl → xl′) = T (xl → xl′)A(xl → xl′) + (C.12)(
1−
∑
r
T (xl → r)A(xl → r)
)
δ(xl, xl′) (C.13)
La funzione T rappresenta la probabilità di segliere, tra quelle possibili, una nuova ongurazio-
ne, A quella he la ongurazione selta venga aettata. Le probabilità T e A devono soddisfare
i seguenti requisiti:
• ∑r T (r→ s) = 1
• T (r→ s) = T (s→ r)
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La selta di T non è univoa, una possibilità è data da:{
exp(−(H(xl′)−H(xl))/kBT ) se H(xl′)−H(xl) > 0
1 altrimenti
Nel aso del modello XY si può segliere una T he agise loalmente sul retiolo ambiando
uno spin alla volta nel seguente modo:
T~si(x→ x′) =
{
1
2α se | arccos(~si~s′i)| ≤ α
0 altrimenti
In sostanza il ambiamento della ongurazione è una rotazione dello spin i-esimo di un angolo
α ∈ (−α,α). Il proedimento indiato sopra deve essere ripetuto su tutto il retiolo (faendo
quella he si hiama usualmente una sweep). Questa forma di T non è ottimale, perhé, per
ompletare una sweep, 'è bisogno di hiamare la funzione he genera i numeri random un
numero di volte pari almeno al doppio dei siti del retiolo. Questo fatto inide notevolmente sui
tempi di eseuzione del programma. Un modo più eiente di proedere onsiste nello segliere
un T he rietta lo spin i-esimo rispetto al piano ortogonale ad un vettore ~r selto in preedenza:
~s′i = 2(~r · ~si)~r − ~si (C.14)
Il vettore ~r usato sopra può essere indiato mediante un angolo (cos β, sin β) e si può seglie-
re β uniformemente distribuita in (0, 2π). Preisato iò, il modo di proedere è il seguente:
all'inizio di ogni sweep si genera β, poi si applia l'operatore T su tutto il retiolo. Questa
variante dell'algoritmo di Metropolis prende il nome di reetion Metropolis [57℄. Si possono
migliorare ulteriormente le prestazioni del programma inserendo una erta perentuale di sweep
di overrelaxed Metropolis [57℄. L'idea alla base è molto semplie, si onsideri l'interazione tipo
XY : ∑
<x,y>
Jxy~sx~sy (C.15)
Fissato il sito retiolare x, si può fare la somma sui primi viini, denendo il vettore:
~S =
∑
yn
Jxy~sy (C.16)
Una riessione rispetto al piano ortogonale a questo vettore non ambia il valore dell'energia,
pertanto la ongurazione proposta per lo spin del sito x sarà:
~s′x = 2
~sx · ~S
S2
~S − ~sx (C.17)
Il vantaggio di questo tipo di sweeps è he non neessitano di usare il generatore di numeri
asuali aatto. L'unio inonveniente he ha l'overrelaxed Metropolis è he viola la ondizione
di ergodiità poihé onsente di esplorare solo le ongurazioni a energia ostante, per questo
motivo si è mantenuta nel programma una erta perentuale di sweep di reetion Metropolis.
C.3 Analisi dei dati
Usando l'algoritmo di Metropolis o le sue varianti introdotte prima, bisogna tenere onto he
i dati raolti non sono indipendenti, quindi, nel alolo degli errori, è neessario tenere in
onsiderazione la orrelazione.
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C.3.1 Binning
Supponiamo di avere un set di N dati relativi ad una quantità A generati dal Monte Carlo. Un
modo per tenere onto della orrelazione è di dividere i dati in N/nb gruppi (bins). Faendo
la media sui dati ontenuti in iasun bin, nel limite nb → ∞, si ottengono N/nb quantità
statistiamente indipendenti:
Aˆj =
1
nb
jnb∑
i=(j−1)nb+1
Ai (C.18)
Pertanto si può appliare la formula standard per dati sorrelati, he dà:
σ(A¯) =
√
1
NB(NB − 1)σ(Aˆ) (C.19)
in ui si è posto NB =
N
nb
. Nel aso in ui si debba alolare l'errore su una funzione di A, si
generalizza la formula nel seguente modo:
σ(F¯ (A)) =
√
1
NB(NB − 1)σ(F (Aˆ)) (C.20)
in ui on F¯ (A) si india F alolata per A = A¯ Il metodo del jakknife è un miglioramente del
binning he onsiste in pratia nel onsiderare i dati omplementari a quelli ontenuti nei singoli
bins:
A˜j =
1
N − nb
( N∑
i=1
Ai −
jnb∑
i=(j−1)nb+1
Ai
)
(C.21)
In questo modo l'errore sulla quantità A diventa:
σ(A¯) =
√√√√NB − 1
NB
NB∑
i=1
(A˜i − A¯)2 (C.22)
Nel aso in ui si debba alolare l'errore su una funzione F (A), ome prima si ha:
σ(F¯ (A)) =
√√√√NB − 1
NB
NB∑
i=1
(F (A˜i)− F (A¯))2 (C.23)
In funzione della nestra on ui si fa il jaknife, l'errore ha un andamento tipio ome quello
mostrato in gura
C.3.2 Tempo di autoorrelazione
Consideriamo ome prima un set di n dati Ai. Srivendo l'errore statistio:
〈(δA)2〉 =
〈[
1
n
n∑
j=1
(Aj − 〈A〉)
]2〉
=
1
n2
n∑
i=1
〈(Ai − 〈A〉)2〉 (C.24)
+
2
n2
n∑
i=1
n∑
j=i
(〈AiAj〉 − 〈A〉2) (C.25)
101
Figura C.1: Andamento tipio dell'errore. nb è il numero di dati ontenuti in ogni singolo bin.
Dalla formula preedente, a seguito di manipolazioni abbastanza semplii, si ottiene:
〈(δA)2〉 = 2 τA
τobs
[〈A2〉 − 〈A〉2] (C.26)
Nella formula preedente si sono usate le seguenti denizioni:
τA =
∞∑
0
ΓA(t)dt (C.27)
ΓA(t) =
〈A(0)A(t)〉 − 〈A〉2
〈A2〉 − 〈A〉2 (C.28)
La quantità τobs è denita ome nδt in ui δt è il tempo he interorre tra due misure suessive
espresso in termini di aggiornamenti del retiolo. Il termine he moltiplia
〈A2〉−〈A〉2
n è detto
fattore di ineienza statistia. Questo parametro, per quanto riguarda la simulazione, ha
notevole interesse, poihé india ome sala l'errore al variare del numero di dati, inoltre rende
possibile un metodo alternativo per alolare l'errore su A [59℄. Partiolarmente importante è
quindi riusire a determinare τA. Intanto un estimatore di Γ(t) è:
Γ(t) =
1
n− t
n−t∑
i=1
(Ai − A¯)(Ai+t − A¯) (C.29)
Il passo suessivo è integrare la funzione Γ in un opportuno intervallo (−W,W ). Studiando
l'andamento di τA in funzione di W , si individua una zona in ui esso è stabile e si seglie in
questo modo empirio un valore di W .A questo punto si ha:
C(W ) =
∞∑
t=−∞
Γ(t) = Γ(0) + 2
W∑
t=1
Γ(t) (C.30)
Alla ne si ottiene allora:
τA(W ) =
C(W )
2Γ(0)
(C.31)
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Si può dimostrare he l'errore sul tempo di autoorrelazione è stimato da:
〈(τ¯A(W )− τa)2〉 ∼ 4
n
(W +
1
2
− τA)τ2A (C.32)
Nel aso in ui i si abbiano più variabili e bisogna alolare il tempo di autoorrelazione per
una funzione F di queste variabili Aα, bisogna denire:
Γ
′
αβ(t) =
1
n− t
n−t∑
i=1
(Aiα − A¯α)(Ai+tβ − A¯β) (C.33)
faendo la sostituzione:
Γ(t)→ Γf (t) =
∑
αβ
fα(A¯)fβ(A¯)Γ
′
αβ(t) (C.34)
Nella formula sritta sopra le funzioni fα(A¯) sono denite:
fα =
∂f
∂Aα
(C.35)
e sono alolate nei punti Aα = A¯α. Bisogna quindi sostituire:
C(W )→ Cf (W ) = Γf (0) + 2
W∑
t=1
Γf (t) (C.36)
Alla ne il risultato è:
τf (W ) =
Cf (W )
2Γf (0)
(C.37)
L'andamento tipio del tempo di autoorrelazione è mostrato nella Figura C.2
Figura C.2: Andamento tipio del tempo di autoorrelazione in funzione della variablile W
introdotta nella formula (C.30).
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Appendie D
Grai relativi al paragrafo 7.4 (Studio
a basse temperature)
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g(χ
)
log(1/f)
Figura D.1: Fit relativo a T = 1/1.3. Il grao mostra il t lnχ vs ln( 1f ) on la funzione
(1 − η(T )2 ) · ln( 1f )+b. Il risultato per l'esponente η(T ) è η(T ) = 0.1538(76). Dal t si riava
χ2
ndf = 1.25.
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Figura D.2: Fit relativo a T = 1/1.4. Il grao mostra il t lnχ vs ln( 1f ) on la funzione
(1 − η(T )2 ) · ln( 1f )+b. Il risultato per l'esponente η(T ) è η(T ) = 0.1392(50). Dal t si riava
χ2
ndf = 0.75.
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Figura D.3: Fit relativo a T = 0.7. Il grao mostra il t lnχ vs ln( 1f ) on la funzione
(1 − η(T )2 ) · ln( 1f )+b. Il risultato per l'esponente η(T ) è η(T ) = 0.1314(34). Dal t si riava
χ2
ndf = 0.47.
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Figura D.4: Fit relativo a T = 0.5. Il grao mostra il t lnχ vs ln( 1f ) on la funzione
(1 − η(T )2 ) · ln( 1f )+b. Il risultato per l'esponente η(T ) è η(T ) = 0.0978(72). Dal t si riava
χ2
ndf = 1.3.
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Figura D.5: Fit relativo a T = 0.4. Il grao mostra il t lnχ vs ln( 1f ) on la funzione
(1 − η(T )2 ) · ln( 1f )+b. Il risultato per l'esponente η(T ) è η(T ) = 0.0788(56). Dal t si riava
χ2
ndf = 1.23.
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Figura D.6: Fit relativo a T = 0.3. Il grao mostra il t lnχ vs ln( 1f ) on la funzione
(1 − η(T )2 ) · ln( 1f )+b. Il risultato per l'esponente η(T ) è η(T ) = 0.0502(56). Dal t si riava
χ2
ndf = 1.5.
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Figura D.7: Fit relativo a T = 0.2. Il grao mostra il t lnχ vs ln( 1f ) on la funzione
(1 − η(T )2 ) · ln( 1f )+b. Il risultato per l'esponente η(T ) è η(T ) = 0.0416(76). Dal t si riava
χ2
ndf = 0.7.
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