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3.2.4 2. vprašanje: Napovej množico kognitivno normalnih posameznikov,
katerih biomarkerji nakazujejo amiloidno motnjo . . . . . . . . . . 29
4 Analiza in obdelava podatkov 31
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6.1.2 Razvrščanje rezultatov ekip . . . . . . . . . . . . . . . . . . . . . . 67
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spremembo MMSE s pomočjo grafa tipa škatla z brki1. . . . . . . . . . . . . 41
4.6 Analiza pogojnega razmerja med določenimi značilkami in odvisno spremen-
ljivko za spremembo MMSE. . . . . . . . . . . . . . . . . . . . . . . . . . 43
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chCV. Implikacija (⇒) nakazuje, da je bil izraz na levi strani operatorja
izveden nad izrazom na desni strani operatorja, začenši z zadnjim, najbolj
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Podatke s spletne strani SAGE Synapse bomo analizirali s strojnim učenjem za reševanje
vprašanj, zastavljenih na razpisu tekmovanja Alzheimer’s Disease Big Data DREAM
Challenge 2014.
Cilj tega tekmovanja je bil aplicirati pristope odprte znanosti za hitro odkrivanje
natančnih prognoz biomarkerjev Alzheimerjeve bolezni, ki jih lahko uporabijo znanstvene,
industrijske in regulatorne skupnosti za izbolǰsanje diagnoz in zdravljenj Alzheimerjeve
bolezni. To tekmovanje uporablja podmnožico podatkov ADNI, ki se nanašajo na spodnja
vprašanja. Pomagali si bomo tudi z neobdelani genotipi posameznikov in zaporedjem
celotnega genoma.
Najprej bomo uporabili bolj splošne metode strojnega učenje, kot sta metoda podpornih
vektorjev in učenje z množico jeder, s katerima bomo napovedovali, na podlagi podatkov,
zbranih ob začetku raziskave in po dveh letih, ali se posameznikova kognitivna ocena
spremeni. Pri tem bomo lahko uporabili diskretne in zvezne podatke, kot tudi podatke
medicinskih slikanj. Za tem se bomo lotili napredneǰsih metod, kot je npr. t.i. tristopenjska
metodologija, kjer najprej izberemo relevantno podmnožico značilk z uporabo metode
večopravilnega učenja značilk, nakar uporabimo metodo jedrno snovane multimodalne
podatkovne združitve, da lahko učinkovito združimo podatke različnih modelov, za konec
pa je naučena še regresija podpornih vektorjev. Nato bomo poizkusili t.i. splošni linearni
model ponovljenih merjenj in logistično regresijo, katere prednost je, da so neodvisne
spremenljivke lahko diskretne (faktorji) ali zvezne. Za konec pa bomo poizkusili malo
bolj improvizirane pristope, kjer se bomo izogibali uporabi razpoložljivih diagnoz in jih
bomo uporabili le kot vodilo in ne kot nekaj, kar želimo predvideti. Dobljene rezultate
bomo analizirali in jih primerjali z rezultati tekmovanja. Tekmovanje je zastavilo naslednja
vprašanja, na katera bomo poskušali odgovoriti:
1. Napovej spremembo v kognitivnih ocenah 24 mesecev po začetni oceni.
Znanstveni razlog Odgovori na to vprašanje bodo pomagali realizirati kognitivno
napovedno krivuljo in potencialno ponudili nove pristope za zgodnjo diagnozo
AD. To zgodneǰse identificiranje bi dovolilo bolj napredno izbiro vzorcev za
klinične teste in možnosti za zgodneǰse zdravljenje omenjene bolezni.
2. Napovej množico kognitivno normalnih posameznikov, katerih biomarkerji nakazujejo
amiloidno motnjo.
xiv
Znanstveni razlog Odgovori na to vprašanje bodo pomagali k razumevanju, kako
nekateri ljudje ohranjajo normalno kognitivno funkcijo ob prisotnosti amiloidne
patologije. Biološka osnova te odpornosti do patologije bo priskrbela pomembna
spoznanja v razvoju preventive in terapije.
3. Klasificiraj posameznike v diagnostične skupine z uporabo MR slikanj.
Znanstveni razlog Če bi se lahko ena sama MR slika uporabila za razločevanje AD
pacientov od ljudi z blago kognitivno prizadetostjo ali od zdravih posameznikov,
bi se lahko raziskovanje osredotočilo na specifične anatomične strukture, ki se
razlikujejo med skupinami. Trenutno so MRI podatki pridobljeni rutinsko v
bolnǐsnicah, torej bi lahko bil zmagovalni algoritem potencialno apliciran na
obstoječe arhive kliničnih podatkov, kot tudi na bodoče preiskave, brez potrebe
po dodatnih virih in dodatni usposobljenosti osebja.
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Naslov: Napovedovanje Alzheimerjeve bolezni s strojnim učenjem iz kliničnih podatkov
V sklopu tekmovanja Alzheimer’s Disease Big Data DREAM Challenge #1 (AD#1)
želimo z uporabo odprtega znanstvenega pristopa hitro prepoznati natančne napovedne
biomarkerje Alzheimerjeve bolezni, ki jih lahko znanstvene, industrijske in regulativne
skupnosti uporabljajo za izbolǰsanje diagnoze in zdravljenja te bolezni. Z uporabo demo-
grafskih, kliničnih in genetskih podatkov ter slikanj z MR, pridobljenih na udeležencih v
sklopu pobude Alzheimer’s Disease Neuroimaging Initiative (ADNI), smo ustvarili napo-
vedne modele kognitivnih ocen in napovedali neskladja med kognitivnimi sposobnostmi
in amiloidnim bremenom. Z izvlačenjem podatkov smo iz enormne množice podatkov
sestavili uporaben nabor le-teh za njihovo uporabo kot učne in testne množice. Razvili
smo sistem za hitro in poenoteno obdelavo in optimizacijo pridobljenih podatkov. To nam
je koristilo, ker smo za napovedovanje poizkusili najrazličneǰse pristope in strategije h
grajenju učnega modela ter naredili primerjavo njihove učinkovitosti. Poglobili smo se v
mnoge druge raziskave na tem področju in z njimi potegnili smernice ter izvedli primerjavo
ugotovitev in rezultatov oziroma učinkovitosti z našo.
Ključne besede: Alzheimerjeva bolezen, bioinformatika, medicinska informatika, strojno
učenje, napovedni model, profiliranje bolezni, napovedovanje bolezni




Title: Alzheimer’s disease prediction with machine learning from clinical data
As part of Alzheimer’s Disease Big Data DREAM Challenge #1 (AD#1), we want
to quickly identify accurate predictive biomarkers of Alzheimer’s disease using an open
scientific approach that can be used by scientific, industrial and regulatory communities to
improve diagnosis and treatment. Using demographic, clinical and genetic data and MR
imaging obtained from participants in the Alzheimer’s Disease Neuroimaging Initiative
(ADNI), we created predictive models of cognitive assessments and predicted discrepancies
between cognitive abilities and amyloid load. With data extraction, we compiled a useful
subset of data from an enormous amount of it to use it as a training and test set. We
have developed a system for fast and uniform processing and optimization of obtained
data. This benefited us because we tried a variety of approaches and strategies to build a
learning model for prediction and made a comparison of their effectiveness. We delved into
much other research in this field, drew guidelines with them and compared the findings
and results or efficiency with ours.
Keywords: Alzheimer’s disease, bioinformatics, medical informatics, machine learning,
predictive model, disease profiling, disease prediction





1.1 Opis Alzheimerjeve bolezeni
Alzheimerjeva bolezen oz. AD (Alzheimer’s disease1) je najbolj pogosta oblika demence.
Zaznamuje jo možgansko kopičenje lepljivih senilnih plak in nevrofibrilarne pentlje. Ta
pojava sta povezana s poškodbo možganskih celic in neurodegeneracijo. Slednja vodi v
postopno kognitivno motnjo oz. izgubo kognitivnih funkcij in demenco, ki je še ne znamo
niti zdraviti, niti blažiti. Vpliva na vsakega osmega zemljana, preden doživi 65 let starosti.
Diagnoza te bolezni je časovno potratna in zajema psihološke teste, klinična slikanja in
izločanje drugih nevroloških motenj. Ker se ta bolezen ponavadi odkrije šele, ko je že dolga
leta napredovala, so začeli razvijati metode za njeno čim zgodneǰse odkrivanje. Ena takšnih
metod je, da pacientom, ki že imajo predsimptomsko Alzheimerjevo bolezen oz. mileǰso
kognitivno prizadetost (mild cognitive impairment - MCI 2), klasificirajo Alzheimerjevo
bolezen z molekularnim biomarkerjem v krvni plazmi. Namreč, številni centralni, periferno
imunski in vnetni mehanizmi, ki jih preko signalnih proteinov kontrolirajo možgani, so
vpleteni v Alzheimerjevo in podobne bolezni, zato hipoteziramo, da bi obolevanje povzročilo
karakteristične spremembe v koncentracijah teh signalov v krvi. S tem bi torej dobili
indikator oz. molekularni fenotip3, vezan na bolezen, ki bi služil kot detekcija le-te.
Senilni plaki so zgrajeni iz izvenceličnih depozitov amiloidnega materiala. Glavna
peptidna komponenta možganskega amiloida je amiloid β4 oz. Abeta ali samo Aβ. Z
beta amiloidi5 označujemo peptide z od 36 do 43 aminokislinami, ki so ključno vpleteni
v Alzheimerjevo bolezen. So glavna komponenta amiloidnih plak, najdenih v možganih
1Glej https://en.wikipedia.org/wiki/Alzheimer%27s disease.
2MCI je sindrom možganske funkcije, ki vključuje začetek in razvoj kognitivne prizadetosti, in je
večja od pričakovane glede na starost in izobrazbo posameznika, vendar ne tako znatna, da bi motila
njihove vsakodnevne aktivnosti. Glej https://en.wikipedia.org/wiki/Mild cognitive impairment.
3Fenotip je izraz, ki se uporablja v genetiki za skupek opaznih značilnosti ali lastnosti organizma.
Glej https://en.wikipedia.org/wiki/Phenotype.
4Glej https://en.wikipedia.org/wiki/Amyloid beta.
5Amiloid je skupek proteinov, ki se zvijejo v tako obliko, da omogoča številnim kopijam tega proteina
združevanje v fibrile. Povzročijo lahko različne bolezni, saj prej zdravi proteini izgubijo njihove normalne




bolnikov te bolezni. Aβ molekule se lahko združijo in formirajo fleksibilne topne oligomere6
različnih oblik. Menijo, da lahko nekateri narobe oviti oligomeri, t.i. semena, povzročijo,
da druge Aβ molekule prav tako prevzamejo to narobe ovito oligomerično formo, kar vodi
v verižno reakcijo. Ta semena in nastale amiloidne plake so toksične za živčne celice. Še
bolj nevarne od plak pa naj bi bili skupki parih kosov Aβ molekul, ki lahko blokirajo
medcelično signalizacijo sinaps7. Aktivirajo pa lahko tudi celice imunskega sistema, ki
sprožijo vnetje in požretje onemogočenih celic, tj. nevronov.
Nevrofibrilarna pentlja8 se nahaja znotraj nevrona in jo predstavlja skupek oz.
medcelični šop nevrofibril9, sestavljenih večinoma iz skupkov netopnega in čezmerno fosfo-
riliranega proteina tau. Proteini tau stabilizirajo mikrotubule10 in se večinoma pojavljajo
v nevronih centralnega živčnega sistema. Njihova okvara je povezana s patologijo11 in
demenco nevrološkega sistema, kot sta Alzheimerjeva in Parkinsonova bolezen. Tako
kot beta amiloidni proteini, naj bi tudi ti proteini formirali narobno ovite oligomere in
povzročali podobne posledice. Obstaja celo nekaj dokazov, da lahko narobe zviti Aβ
povzročijo narobno zvitost proteinov tau.
Več o debati, kateri od omenjenih dveh je pravi ali bolǰsi indikator te bolezni, si preberite
na povezavi v opombi12.
Evropski t.i. Projekt človeških možganov oz. HBP (Human Brain Project13) želi med
drugim narediti platformo za iskanje novih, pomembnih bioloških in kliničnih odkritij, na
podlagi velike podatkovne baze z nevrološkimi podatki številnih bolnǐsnic. Obstaja pa
močan strah, da bodo zajeti podatki preveč obširni in ambiciozni, s čimer bodo pomembni
podatki težko razberljivi, obenem pa diagnoze bazirajo na trenutni medicinski klasifikaciji,
ki se lahko s časom spremeni.
1.2 Statistika Alzheimerjeve bolezeni
Na globalni ravni obstaja okoli 44 milijonov ljudi s to ali z njo povezano dementno boleznijo,
z njo diagnosticiran pa je le vsak četrti oboleli. Dementne bolezni so najbolj pogoste
v zahodni Evropi, kmalu zatem ji sledi Severna Amerika (glej Sliko 1.1), najmanj pa v
6Oligomer je katerakoli velemolekula, ki sestoji iz več strukturno enakih ali podobnih monomernih
enot (običajno je takšnih enot od 10 do 12). Pri vǐsjem številu strukturnih enot govorimo o polimerih.
Glej https://en.wikipedia.org/wiki/Oligomer.
7Sinapsa je struktura nevrološkega sistema, ki dovoli nevronu oz. živčni celici, da prenese električni
ali kemični signal do drugega nevrona. Glej https://en.wikipedia.org/wiki/Synapse.
8Glej https://en.wikipedia.org/wiki/Neurofibrillary tangle.
9Fibril je majhno oz. tanko vlakno, katerega premer je okoli 10 nanometrov. Taka so recimo
nevrofibrile (glej https://en.wikipedia.org/wiki/Neurofilament), ki jih najdemo v nevronih, gre pa za snop
nevrofilamentov (se nahajajo predvsem v aksonih oz. živčnih vlaknih - dolgih podalǰskih nevronov, ki
običajno prenašajo živčne impulze iz telesa celice do druge celice), in miofibrile (glej https://en.wikiped
ia.org/wiki/Myofibril), ki so snop miofilamentov in sestavljajo mǐsično celico. Oboji so sestavljeni iz
proteinov. Glej https://en.wikipedia.org/wiki/Fibril.
10Mikrotubuli so votle cevi premera približno 20 do 25 nanometrov, ki sodelujejo pri celičnem
premikanju in nudijo strukturo znotraj celice. Glej https://en.wikipedia.org/wiki/Microtubule.
11Patologija je veja medicinske znanosti, ki se primarno ubada z vzrokom, izvorom in naravo bolezni.






1.2. STATISTIKA ALZHEIMERJEVE BOLEZENI
Slika 1.1: Alzheimerjevi bolniki, stari 65 let ali več, predstavljeni v predvidenih absolutnih
številkah za ZDA, med letoma 2010 in 2050. Podatki po letu 2010 so napovedni [vir
podatkov: https://www.alzheimers.net/resources/alzheimers-statistics/].
Podsaharski Afriki. Predstavljajo najbolj pogost vzrok za invalidnost v pozneǰsem obdobju
življenja. Stroški zdravljenja pacientov z Alzheimerjevo boleznijo so bili za leto 2016
ocenjeni na 605 bilijonov dolarjev, kar je enako 1 % celotnega svetovnega bruto domačega
proizvoda oz. BDP. Predstavlja šesti najbolj pogost vzrok smrti v ZDA in ubije več ljudi kot
rak prostate in rak na dojkah skupaj. Eden od treh ostarelih občanov umre za neko vrsto
demence, tipična življenska doba po diagnozi Alzheimerjeve bolezni pa je od 4 do 8 let. Dva
od treh ljudi z Alzheimerjevo boleznijo sta ženski, predvsem zato, ker v povprečju živijo
dlje od moških. Bolezen se pogosteje razvije pri Afroameričanih in Latinoameričanih, kot
pa pri belcih. 30 % bolnikov z Alzheimerjevo boleznijo ima tudi srčno bolezen, in 29 % ima
tudi diabetes. Družine porabijo letno v povprečju 5.000 USD za oskrbo bližnjega obolelega
z Alzheimerjevo boleznijo, kar lahko drastično vpliva tudi na njihovo življenje, sploh pri
revneǰsih družinah (skoraj polovica si najde še eno službo, dela več ur, se vrnejo v službo
oz. preložijo upokojitev itn.). Kar 68 % bolnikov z domačo oskrbo ima Alzheimerjevo ali
drugo obliko demente bolezni, 52 % domov za oskrbo bolnikov pa nudi namenski oddelek
za motnje spomina, namenjen specifično Alzheimerjevim bolnikom in bolnikom z drugimi
oblikami demence. V letu 2015 je več kot 15 milijonov Američanov nudilo 18.1 bilijonov
neplačanih ur za oskrbo bolnikov z Alzheimerjevo ali drugo obliko dementne bolezni. Vsi
navedeni podatki pričajo o nuji po bolǰsem napovedovanju in zdravljenju demence, zlasti
Alzheimerjeve bolezni. Sliki 1.2 in 1.3 prikazujeta delež bolnikov glede na njihovo starost.
Statistika je bila vzeta iz povezav in članka v opombi14.
Za rasne in etnične ocene Alzheimerjeve bolezni in različne z njo povezane demence, v




Slika 1.2: Alzheimerjevi bolniki razvrščeni po starostnih podskupinah, predstavljenih v %
celotne populacije Kanade, med letoma 1921 in 2041. Podatki po letu 2011 so napovedni
[vir podatkov: članek v citatu [1]].
Slika 1.3: Alzheimerjevi bolniki razvrščeni po starostnih podskupinah, predstavljenih v
% vseh Alzheimerjevih bolnikov, v ZDA v letu 2016 [vir podatkov: https://www.alzhei
mers.net/resources/alzheimers-statistics/].
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1.3. NAMEN IN CILJI RAZISKAVE
ZDA, za osebe stare 65 let ali več, med letoma 2015 in 2060, glej citat [7]. Podatki po letu
2060 so napovedni.
1.3 Namen in cilji raziskave
Našo raziskavo smo se lotili preko že zaključenega tekmovanja Disease Big Data DREAM
Challenge #1 (oz. kratko AD#115). Namen tega tekmovanja je bil aplicirati pristop
odprte znanosti za hitro odkrivanje natančnih prognoz AD biomarkerjev, ki jih lahko
uporabijo znanstvene, industrijske in regulatorne skupnosti za izbolǰsanje diagnoz in
zdravljenja Alzheimerjeve bolezni. AD#1 tekmovanje je bilo prvo v seriji tekmovanj AD
Data Challenges, ki se je opiralo na genetiko in možganske slike v kombinaciji s kognitivnimi
ocenami, biomarkerji in demografskimi informacijami iz kohorte16, ki sega od kognitivno
normalnih, do rahlo kognitivno prizadetih in do posameznikov z Alzheimerjevo boleznijo.
Tekmovanje je zastavilo naslednje cilje:
1. Napovej spremembo v kognitivnih ocenah 24 mesecev po začetni oceni.
Znanstveni razlog Odgovori na to vprašanje bodo pomagali realizirati kognitivno
napovedno krivuljo in potencialno ponudili nove pristope za zgodnjo diagnozo
AD. To zgodneǰse identificiranje bi dovolilo bolj napredno izbiro vzorcev za
klinične teste in možnosti za zgodneǰse zdravljenje omenjene bolezni.
2. Napovej množico kognitivno normalnih posameznikov, katerih biomarkerji nakazujejo
amiloidno motnjo.
Znanstveni razlog Odgovori na to vprašanje bodo pomagali k razumevanju, kako
nekateri ljudje ohranjajo normalno kognitivno funkcijo ob prisotnosti amilo-
idne patologije17. Biološka osnova te odpornosti do patologije bo priskrbela
pomembna spoznanja v razvoju preventive in terapije.
3. Klasificiraj posameznike v diagnostične skupine z uporabo MR slikanj.
Znanstveni razlog Če bi se lahko ena sama MR slika uporabila za razločevanje AD
pacientov od ljudi z blago kognitivno prizadetostjo ali od zdravih posameznikov,
bi se lahko raziskovanje osredotočilo na specifične anatomične strukture, ki se
razlikujejo med skupinami. Trenutno so MRI podatki pridobljeni rutinsko v
bolnǐsnicah, torej bi lahko bil zmagovalni algoritem potencialno apliciran na
obstoječe arhive kliničnih podatkov, kot tudi na bodoče preiskave, brez potrebe
po dodatnih virih in dodatni usposobljenosti osebja.
Opomba Zaradi ovir, na katere smo naleteli tekom raziskave, se tretjega vprašanja
oz. problema raziskave nismo uspeli lotili. Glej poglavje 7: Nezaključeno tretje
vprašanje raziskave.
15Glej http://dreamchallenges.org/project/alzheimers-disease-big-data-dream-challenge-1/.
16V statistiki pomeni skupino subjektov, ki si delijo pomembno oz. odločilno karakteristiko. Ponavadi
gre za posameznike, ki so doživeli nek skupen dogodek v določenem časovnem obdobju, kot je npr. AD.
Glej https://en.wikipedia.org/wiki/Cohort (statistics).





Predpostavlja se, da je pomanjkanje več celičnih in podceličnih komponent funkcionalnih
nevronskih sistemov, ki so odgovorni za kognicijo, mobilnost in moč, ključnega pomena za
učinkovito delovanje teh sistemov in s tem sestavljajo strukturno osnovo nevronske rezerve.
Poleg tega domnevamo, da nekateri dejavniki tveganja vodijo do kliničnega izražanja
bolezni s spodbujanjem kopičenja patologije bolezni znotraj selektivno ranljivih nevronskih
sistemov, medtem ko drugi dejavniki tveganja zmanǰsujejo verjetnost, da se patologija
bolezni izrazi klinično s povečanjem ali ohranjanjem rezervnih kapacitet (tj. sposobnost
živčnega sistema, da prenaša patologijo in tako zavira klinični izraz pogostih bolezni).
Za testiranje teh hipotez se je predlagalo longitudinalno, epidemiološko klinično-
patološko študijo 1.200 stareǰsih oseb s široko paleto izobraževalnih in življenjskih izkušenj,
ki pristanejo na letno podrobno klinično oceno in darovanje možganov, hrbtenjače in mǐsic
po smrti. Prepoznavanje dejavnikov, ki povečajo ali ohranjajo nevronsko rezervo, ponuja
novo in potencialno močno metodo, s katero lahko klinične znake številnih nevrodegenera-
tivnih bolezni odložimo. Celo razmeroma majhno zmanǰsanje tveganja zaradi pogostih
vzrokov invalidnosti bo imelo velik vpliv na javno zdravje za prihodnje generacije.
1.5 Struktura magistrskega dela
V poglavju 2: Pregled področja opǐsemo aktualne načine diagnosticiranja Alzheimerjeve
bolezni in naredimo pregled nad obstoječimi raziskavami strojnega učenja, povezanimi
z Alzheimerjevo boleznijo, ter njihovimi uporabljenimi metodami oz. učnimi modeli.
V poglavju 3: Opis podatkov opǐsemo izvor podatkov, ki so nam na voljo, in kako so
ti bili pridobljeni. V poglavju 4: Analiza in obdelava podatkov opǐsemo statistiko in
strukturo podatkov, ki smo jih pridobili ali predelali v sklopu izvlačenja podatkov (t.i. data
extraction), in jih nato kasneje uporabili pri samem strojnem učenju (t.i. machine learning.
V poglavju 5: Učenje modelov se posvetimo našemu načinu spopadanja z zastavljenimi
problemi, torej uporabljenim strategijam in dejanski implementaciji napovednih modelov,
ter problemom, na katere smo naleteli oz. na katere moramo biti pri tem pozorni. V
poglavju 6: Rezultati postrežemo s pridobljenimi rezultati lastne implementacije reševanja
problemov naše raziskave, opǐsemo, kako smo do njih prǐsli in kakšne pomembne ugotovitve
nam ponujajo. Zaključimo s poglavjem 7: Zaključek in nadaljnje delo, kjer naredimo
refleksijo pridobljenih rezultatov v širšem kontekstu, ne le znotraj naše raziskave, ter




2.1 Diagnoza Alzheimerjeve bolezni
Za diagnozo Alzheimerjeve bolezni je trenutno potrebna histopatološka1 preiskava pacienta,
ki pa se lahko v večini primerov izvede šele po posmrtni patološki preiskavi (če se ta
sploh izvede). Zato diagnoza Alzheimerjeve bolezni pogosto bazira na kliničnih kriterijih,
ki se stalno posodabljajo, trenutno pa funkcionirajo na podlagi zgodovine nenadnega in
progresivnega poslabšanja pacientov, izločanj ostalih vzrokov za bolezen (laboratorijske
raziskave slikanja možganov z magnetno resonanco oz. MRI 2 služijo zankrat le temu
namenu pri tej bolezni, čeprav klinične študije kažejo možnost identificiranja Alzheimerjeve
bolezni oz. ločevanje le-te od drugih oblik demence), genskega testiranja, nevropsiholoških
testov (ki so splošni za vse oblike demence), in dokumentacije kognitivnih motenj, ki
otežujejo neodvisno opravljanje ene ali več slednjih vsakodnevnih aktivnosti: učenje
in spomin, jezik, izvršilne funkcije, kompleksna zbranost, zaznavno-gibalne funkcije ter
socialno zaznavanje. Da pridemo do klinične odločitve, je torej nujno potrebna natančna
kognitivna in splošna nevrološka preiskava. Nekatere raziskave nakazujejo, da lahko morda
z nekaterimi biomarkerji3 napovedujemo Alzheimerjevo bolezen pri zdravih ljudeh in pri
pacientih z mileǰso kognitivno motnjo oz. MCI, hkrati pa bi lahko prispevali k ločevanju
te bolezni od drugih oblik demence. Se pa ta pristop raziskovanja v kliničnem svetu še ni
uveljavil.
1Histopatologija pomeni mikroskopski pregled tkiva z namenom odkrivanja manifestacije bolezni.
Glej https://en.wikipedia.org/wiki/Histopathology.
2MRI (magnetic resonance imaging) je tehnika medicinskega slikanja, uporabljena v radiologiji za
formiranje slik anatomije in fizioloških procesov telesa. Deluje tako, da prostorsko odvisnost obnašanja
atomskih jeder v magnetnem polju (z močnimi magnetnimi polji, radijskimi valovi in poljskega gradienta)
prikaže kot dvodimenzionalno sliko. Glej https://en.wikipedia.org/wiki/Magnetic resonance imagingy.
3Biomarker oz. biološki marker ponavadi pomeni merljiv indikator nekega biološkega stanja oz.
razmer organizma. V medicini natančneje pomeni merljiv indikator resnosti oz. prisotnosti nekega
bolezenskega stanja. Glej https://en.wikipedia.org/wiki/Biomarker (medicine).
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POGLAVJE 2. PREGLED PODROČJA
2.2 Raziskave strojnega učenja na tem področju
Na tem področju je ogromno raziskav, večina pa se osredotoča na klasifikacijske metode4,
ki naj bi pomagale:
• Diagnosticirati paciente z Alzheimerjevo boleznijo.
• Ločevati le-te od MCI pacientov.
• Identificirati MCI paciente z visoko verjetnostjo spreobrnitve v Alzheimerjevo bolezen.
Priporočljive metode raziskovanja se osredotočajo na en ali dva obetavna biomarkerja,
kot so npr. rezultati MRI, slike merjenj možganskih funkcij s funkcijskim slikanjem
možganov s 18F-fluorodeoksiglukozno pozitronsko emisijsko tomografijo oz. FDG-PET5
ali cerebrospinalna tekočina oz. CSF6 in drugi biomarkerji krvne plazme7, lahko pa jih
tudi združujemo. Pri združenih biomarkerjih se pogosto uporabljajo različni algoritmi
strojnega učenja. V naslednjem odseku je opisano, kateri so bili že prakticirani in kakšna je
bila njihova uspešnost. Za primerjavo različnih nadzorovanih algoritmov strojnega učenja
glej citat [9].
2.3 Dosedanji pristopi strojnega učenja k raziskovanju Alz-
heimerjeve bolezni
2.3.1 Metoda podpornih vektorjev
Kohannim in sod. [2] so implementirali linerani model imenovan metoda podpornih vektorjev
oz. SVM (support vector machine8), ki so ga uporabili kot linearni klasifikator9, s katerim
so želeli klasificirati AD in MCI paciente. Za možne biomarkerje pri klasifikaciji so
upoštevali starost, spol, indeks telesne mase oz. ITM 10, povzetke MRI slikanj, stopnjo
4Glej https://en.wikipedia.org/wiki/Statistical classification.
5FDG-PET (fluorodeoxyglucose positron emission tomography) je tehnika nuklerane medicine in funk-
cijskega slikanja, ki se uporablja za opazovanje metaboličnih procesov telesa. Sistem zazna par gama
žarkov, ki jih indirektno oddaja radioaktiven sledilnik, ki je vstavljen v telo preko biološko aktivne
molekule, ki je v tem primeru fluorodeoksiglukoza oz. FDG. Nato se zgradi 3D slika koncentracije
sledilnika znotraj telesa, preko računalnǐske analize. V primeru FDG, ki ima podobno kemično strukturo
kot glukoza, bo slika koncentracije sledilnika pokazala metabolično aktivnost tkiva, ki se nanaša na
lokalno absorpcijo glukoze. Glej https://en.wikipedia.org/wiki/Positron emission tomography.
6CSF (cerebrospinal fluid) je prozorna, brezbarvna telesna tekočina v možganih in hrbtenjači. Proizvaja
se v ventrikularnem sistemu (množica štirih med seboj povezanih votlin oz. ventriklov). Deluje kot
blažilec možganskega korteksa (zunanji sloj nevronskega tkiva pri ljudeh in ostalih sesalcih), in jih tako
mehansko in imunološko ščiti znotraj lobanje. Glej https://en.wikipedia.org/wiki/Cerebrospinal fluid in
članek v citatu [8].
7Krvna plazma je tekoča sestavina krvi, v kateri so suspendirane krvne celice. Plazma predstavlja
največji delež krvi, in sicer 55 volumskih odstotkov. Glej https://en.wikipedia.org/wiki/Blood plasma.
8Glej https://en.wikipedia.org/wiki/Support vector machine.
9Glej https://en.wikipedia.org/wiki/Linear classifier in http://nlp.stanford.edu/IR-book/html/htmled
ition/linear-versus-nonlinear-classifiers-1.html.
10ITM je vrednost izpeljana iz mase (teže) in vǐsine posameznika. Definirana je kot telesna masa,
deljena s kvadratom telesne vǐsine, izražena v kg
m2
. Poskuša oceniti maso celotnega tkiva posameznika
in na podlagi tega identificirati njegovo stanje hranjenosti. Glej https://en.wikipedia.org/wiki/Body mas
s index.
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2.3. DOSEDANJI PRISTOPI STROJNEGA UČENJA K RAZISKOVANJU
ALZHEIMERJEVE BOLEZNI
apolipoproteina E oz. ApoE11 v krvni plazmi, ter FDG-PET in CSF slikanja. Izkazalo
se je, da h klasifikaciji AD največ prispevajo MRI merjenja, FDG-PET in CSF pa sta se
pokazala kot uspešna pri klasifikaciji MCI.
SVM je model nadzorovanega učenja12 skupaj z določenimi algoritmi učenja, ki anali-
zirajo podatke, kateri se nato uporabijo za klasifikacijo in regresijsko analizo13 na podlagi
prepoznavanja vzorcev in dodeljevanja v skupine oz. kategorije s podobnimi primerki. Gre
za neverjetnostni14 binarno15 linearni16 klasifikator.
SVM model predstavi primere kot točke v prostoru tako, da so primeri obeh kategorij
razločno ločeni z vmesno praznino, ki je čim širša, posledično pa je s tem načeloma manǰsa
tudi posplošitvena napaka klasifikatorja17. Pri iskanju te regresijske ravnine se poslužuje t.i.
ohlapne spremenljivke (slack variable18), ki dopušča kompromis med učenjem kriterijskih
funkcij in natančnem prileganjem podatkom, kar omogoča iskanje regresijske ravnine tudi v
primerih, ko so podatki zelo razpršeni. Sicer bi v takih primerih imeli preveliko prileganje
učnim podatkom ali pa to celo ne bi bilo možno, in posledično ne bi imeli rešitve. Krivci
so posamezni primerki, ki jih spremenimo v ohlapne spremenljivke in tako iz neenakostnih
omejitev dobimo enakostne pogoje z nenegativnimi omejitvami.
Novi primeri so nato mapirani v isti prostor in glede na to, na katero stran praznine
padejo, to določi njihovo kategorijo oz. razred. Natančneje, podatkovna točka je p-
dimenzionalen vektor, vse točke pa želimo ločiti s tako (p-1)-dimenzionalno hiperravnino,
da je npr. oddaljenost med razredoma karseda velika. Če tako pridobljena ravnina obstaja,
se imenuje hiperravnina z maksimalnim razponom oz. maximum-margin hyperplane,
klasifikator, ki ga definira, pa klasifikator z maksimalnim razponom oz. maximum margin
classifier ali perceptron19 optimalne stabilnosti.
SVM lahko učinkovito opravi tudi nelinearno klasifikacijo z uporabo jedrne metode
oz. jedrnega trika20. To je vrsta algoritmov za odkrivanje vzorcev21, ki z jedrno funkcijo
11ApoE (apolipoprotein E) je eden izmed proteinov, ki ga telo uporablja za transport maščob, natančneje
lipidov (njihova glavna biološka funkcija vključuje shranjevanje energije, singalizacijo, in delujejo kot
strukturne komponente celičnih membran), v krvnem obtoku iz enega tkiva ali tipa celice do drugega.
Je nujen za zdrav metabolizem holesterola in trigliceridov, dveh pomembnih tipov maščob, s katerima
ima telo redno opravka. Glej https://en.wikipedia.org/wiki/Apolipoprotein E.
12Glej https://en.wikipedia.org/wiki/Supervised learning.
13Glej https://en.wikipedia.org/wiki/Regression analysis.
14Verjetnostni klasifikator je klasifikator, ki lahko na podlagi vhodnega podatka predvidi verjetnostno
distribucijo nad množico razredov, namesto da pove samo najbolj verjeten razred, kateremu naj bi
podatek pripadal. Glej https://en.wikipedia.org/wiki/Probabilistic classification.
15Binarna oz. binomska klasifikacija je proces ločevanja oz. klasifikacije podane množice v dva razreda
(za razliko od večrazredne klasifikacije, ki vsebuje več kot dva razreda). Glej https://en.wikipedia.org/w
iki/Binary classification.
16Glej https://en.wikipedia.org/wiki/Linear predictor function.
17Posplošitvena ali izvenvzorčna napaka je meritev pri nadzorovanem učenju, ki pove, kako natančno
algoritem napoveduje izhodne vrednosti za prej še ne vidne, nove podatke. Ker se učni algoritmi
razvijajo na končnih množicah, je lahko razvoj le-teh senzibilen na vzorčno napako (pojavi se, ko se
statistična karakteristika celotne populacije ocenjuje na podlagi podmnožice te populacije, ki pa se
ponavadi razlikuje od celotne množice; običajno se jo lahko zmanǰsa z verjetnostnim modeliranjem
vzorca oz. podmnožice), tako da se ne smemo preveč zanašati na izmerjeno predikcijsko napako. Glej
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implicitno mapira vhode v večdimenzionalni prostor značilk22. Gre za uporabnǐsko podano
jedro oz. podobnostno funkcijo nad pari surovih podatkovnih točk. Prednost pred drugimi
algoritmi za odkrivanje vzorcev je torej to, da ni potrebe po ročnem spreminjanju surovih
podatkov v vektorje značilk z uporabnǐsko določenim mapiranjem značilk, oz. ni potrebno
računanje koordinat v prostoru. Potrebno je le izračunati produkt med slikami vseh
posamičnih parov podatkov, kar je ponavadi računsko hitreje od eksplicitnega računanja
koordinat.
Če učni podatki niso razredno označeni ali pa so samo nekateri, potem je potreben
pristop nenadzorovanega učenja23, SVM s takim pristopom pa imenujemo razvrščanje
s podpornimi vektorji (support vector clustering), ki pa tu ni prǐsel v upoštev, je pa
to pogosto pri industrijskih aplikacijah. Poskuša najti naravno razvrščanje podatkov v
skupine, nato pa mapira nove podatke v te formirane skupine.
SVM algoritem se veliko uporablja v bioloških in drugih znanostih. Uporabljeni so bili za
klasificiranje sestave proteinov z 90 % natančnostjo. Kot mehanizem za interpretacijo SVM
modelov so bile na tem področju predlagane uteži (tj. vektor, s katerim pomnožimo vektor
značilk vhodnega primerka, ki uteži posamezne značilke vhodnega vektorja, pridobljen pa je
iz množice razredno označenih učnih podatkov) in na podlagi teh tudi permutacijski testi24.
Slednji predstavljajo razred splošno aplikativnih testov, kjer z vsemi prerazporeditvami
podatkov dosežemo pravilno distribucijo testne statistike v skladu z ničelno hipotezo25.
Gre za relativno novo področje raziskovanja, ki pa je še posebno pomembno v bioloških
znanostih.
2.3.2 Učenje množice jeder
Hinrichs in sod. [3] so poizkušali napovedati konverzijo iz MCI v AD z uporabo učenja
množice jeder oz. MKL (Multiple kernel learning26) nad podatkovno množico, sestavljeno
iz MRI, FDG-PET, zbirk CSF, ApoE genotipov in rezultatov nacionalnega osnovnošolskega
izpita oz. NPSE (national primary school examination). Metoda je bila bolǰsa od SVM
(učene na vseh razpoložljivih značilkah), vendar le za 3 do 4 %.
Učenje množice jeder je množica metod za nadzorovano, delno nadzorovano27 ali
nenadzorovano strojno učenje, ki uporabljajo predefinirano množico jeder oz. jedrnih
metod in se kot del algoritma nauči optimalno linearno ali nelinearno kombinacijo jeder oz.
jedrnih matrik. Tako dobimo t.i. multimodalni bolezenski marker (multi-modal disease
marker oz. MMDM ). So razred algoritmov za prepoznavanje vzorcev. Splošen cilj analize
vzorcev je poiskati in preučiti splošne tipe relacij, kot so med drugim razvrščanje v skupine,
rangiranje, metoda glavnih komponent oz. PCA28, korelacije in klasifikacija v podatkovnih
22Glej https://en.wikipedia.org/wiki/Feature (machine learning).
23Glej https://en.wikipedia.org/wiki/Unsupervised learnings.
24Glej https://en.wikipedia.org/wiki/Resampling (statistics)#Permutation tests.
25Glej https://en.wikipedia.org/wiki/Null hypothesis.
26Glej https://en.wikipedia.org/wiki/Multiple kernel learning.
27Razred opravil nadzorovanega učenja in tehnik, ki uporabljajo tudi neoznačene podatke za učenje.
Tipično je malo podatkov označenih, večino pa jih ni. Spada vmes med nadzorovanim in nenadzorovanim
učenjem. Izkazalo se je, da lahko tako dobimo znatne izbolǰsave pri natančnosti učenja. Uporablja se
zlasti v primerih, ko je označevanje vseh podatkov neizvedljivo zaradi stroškov ali drugih omejitev pri
procesu označevanja (npr. vešč človeški agent ali fizični poskus), zato to storimo le na manǰsi podmnožici.
Glej https://en.wikipedia.org/wiki/Semi-supervised learning.
28PCA (principal component analysis) je statistična procedura (tehnika nenadzorovanega učenja),
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množicah. Za veliko algoritmov, ki to omogočajo, morajo biti surovi vhodni podatki
eksplicitno pretvorjeni v vektor značilk preko uporabnǐsko določene preslikave značilk.
Jedrne metode pa potrebujejo le uporabnǐsko določeno jedro, ki je podobnostna funkcija
nad parom surovih podatkovnih točk. Najbolj znan predstavnik je SVM.
Prednost tega učenja je v tem, da nam omogoča izbiro optimalnih jeder in parametrov
iz večjega nabora jeder, s čimer zmanǰsamo pristranskost zaradi izbire jedra, hkrati pa
omogoča bolj avtomatizirane metode strojnega učenja. Kot jedro lahko smatramo neko
specifično izbiro oz. filtracijo podatkov od vseh vhodnih podatkov, npr. izbira določene
podmnožice značilk ali pa različna parametrizacija jedrne funkcije. Omogoča pa tudi
združevanje podatkov iz različnih virov, npr. zvoka in slik iz videa, ki imajo drugačno
predstavo o podobnosti informacij in zato potrebujejo različna jedra. Namesto da naredimo
novo jedro za različne tipe podatkov, enostavno združimo že obstoječa jedra za posamezne
podatkovne vire. Tako dobimo združeno jedrno matriko, s katero se lahko nauči bolǰsi
klasifikator. Ta pristop se je že uporabil na številnih področjih, kot npr. odkrivanje scen v
videu, prepoznavo objektov v slikah, in biomedicinskem združevanju podatkov.
To dosežemo tako, da dodamo množico optimizacijskih spremenljivk, t.i. podjedrne uteži,
ki predstavljajo koeficiente linearne kombinacije jeder. Izbrane so tako, da končna, združena
jedrna matrika nudi čim bolj natančno razdelitev prostora med razredi oz. razlikovanje ali
predikcijo nad učno množico, skupaj z dodatno regularizacijo29 za zmanǰsanje prevelikega
prileganja (overfitting30), ki se poveča zaradi povečanega števila dimenzij modela.
Hinrichs in sod. so opravili dve množici klasifikacijskih eksperimentov. Najprej so
izvedli multimodalne klasifikacijske eksperimente za ločevanje AD in kontrolnih subjektov
z uporabo slikovnih podatkov, pridobljenih z MRI, FDG-PET in ostalih kognitivnih oz.
bioloških meritev (CSF zbirk, NPSE, in APOE genotipa). Nato so učili klasifikator na
celotni množici AD in kontrolnih subjektov, in ga nato aplicirali na MCI populacijo, s
čimer so dobili MMDM. Ta marker so primerjali z NPSE, ki so ga izvršili po 24 mesecih,
in ocenili, kako dobro lahko napove, kateri MCI subjekti bodo napredovali v AD in kateri
bodo ostali stabilni kot MCI. Naj poudarimo, da je to drugače od ločevanja MCI subjektov
od AD in kontrolnih skupin.
Poslužili so se tudi ROC krivulj31 za vsako skupino eksperimentov. Čeprav mora
klasifikacijski algoritem za vsak testni subjekt vrniti oznako razreda (-1 ali +1), kamor
pripada, lahko njihov algoritem vrne tudi stopnjo zaupanja. S sortiranjem celotne učne
populacije glede na stopnjo zaupanja, in izračunom deleža pravilno pozitivnih (true positive
ki uporablja ortogonalno transformacijo za pretvorbo množice opazovanih spremenljivk, ki so lahko
medsebojno odvisne (korelirane), v množico linearno neodvisnih (nekoreliranih) spremenljivk oz. glavnih
komponent (lastnih vektorjev). Transformacija je opredeljena tako, da se glavne komponente razvrstijo
padajoče po njihovi varianci (lastni vrednosti), pri čemer mora biti vsaka ortogonalna na preǰsnje
komponente. Tako dobimo vektorje, ki so množica neodvisnih ortogonalnih baz - dobimo nov koordinatni
sistem, v katerega preslikamo podatke. Osnovni postopek za gradnjo glavnih komponent podatke
centrira, izračuna kovariančno matrike in poǐsče njene lastne vektorje in lastne vrednosti, a ne upošteva
vrednosti razredne spremenljivke. PCA je občutljiva na relativno večanje / manǰsanje originalnih
spremenljivk. Glavne komponente so torej tiste z največjimi lastnimi vrednosti. Tipično nas zanima
le nekaj glavnih komponent, s katerimi na primer razložimo do 80 ali 90 % variance. Glej https:
//en.wikipedia.org/wiki/Principal component analysis.
29Glej https://en.wikipedia.org/wiki/Regularization (mathematics).
30Glej https://en.wikipedia.org/wiki/Overfitting in https://en.wikipedia.org/wiki/Bias%E2%80%93varianc
e tradeoff.
31Glej https://en.wikipedia.org/wiki/Receiver operating characteristic.
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rate oz. TPR) in deleža napačno pozitivnih (false positive rate oz. FPR) primerkov za
vsako stopnjo, potem ROC krivulja kvalitativno pokaže ne samo, koliko primerov je narobe
klasificiranih, ampak nam da tudi občutek odnosa med klasifikatorjevo stopnjo zaupanja
in pa njegovo pravilnostjo.
Za prvo skupino eksperimentov so izvedli tudi ločevanje AD in kontolnih subjektov
s 30 realizacijami 10 kratnega prečnega preverjanja32. V vsaki realizaciji je bila učna
populacija naključno razdeljena v 10 različnih skupin (10-fold cross-validation). Vsaka
skupina je bila uporabljena kot testna množica, preostali podatki pa so bili uporabljeni kot
učna množica. Tako so dosegli, da je bil algoritem ocenjen na AD in kontrolnih primerih,
kateri so bili še ne videni med učnim procesom, kljub temu pa so lahko učinkovito uporabili
celotno podatkovno množico. S posplošitvijo vseh realizacij so izračunali meritve, kot so
procent pravilno označenih testnih primerkov, občutljivost (procent AD primerkov, ki
so bili tudi tako označeni) in specifičnost (procent kontrolnih primerkov, ki so bili tudi
tako označeni) ter območje pod ROC krivuljami. Tako so najprej evalvirali, znotraj SVM
ogrodja, vsako jedrno funkcijo posebej, nato pa so evalvilari vsak model znotraj MKL
ogrodja z združutvijo različnih jedrnih funkcij, ki so bile izpeljane iz istega modela in istih
značilk. Potem so združili vse slikovne modele v multimodalno MKL klasifikacijsko ogrodje.
Enako so storili za kognitivne rezultate in biološke meritve, s čimer so lahko primerjali
zmožnosti različnih tipov podatkov pri prepoznavanju znakov AD.
2.3.3 Tristopenjska metodologija
Zhang in sod. [4] so predstavili tristopenjsko metodologijo, kjer najprej izberemo relevantno
podmnožico značilk z uporabo metode večopravilnega učenja značilk (multi-task feature
learning), nakar so uporabili metodo jedrno snovane multimodalne podatkovne združitve
(kernel-based multimodal-data-fusion), da so učinkovito združili podatke različnih modelov.
Za konec pa je naučena še regresija podpornih vektorjev (support vector regression oz
SVR).
1. korak: Večopravilno učenje značilk
Osnovni princip večopravilnega učenja je istočasno reševanje večih opravil učenja, pri
čemer izkorǐsčamo podobnosti in razlike med opravili, in tako se ti mesebojno izbolǰsujejo.
Gre za vrsto pristopa k t.i. induktivnemu prenosu (inductive transfer) oz. prenosnem
učenju (transfer learning)33, ki izbolǰsa posplošitev (oz. zmanǰsa posplošitveno napako) z
uporabo domenske informacije, vsebovane v učnih signalih sorodnih opravil, kot induktivni
bias34. To lahko prinese izbolǰsano učinkovitost učenja in natančnost predikcije za modele,
ki pa se sicer uporabljajo pri nekem specifičnem opravilu učenja, v primerjavi z učenjem
modelov posebej, le na njim relevantnem opravilu učenja.
Učenje značilk (feature learning35) je množica tehnik, ki se nauči novih značilk. Gre za
32Glej https://en.wikipedia.org/wiki/Cross-validation (statistics).
33Induktivni prenos predstavlja raziskvalni problem v strojnem učenju, ki se fokusira na shranjevanje
znanja, pridobljenega pri reševanju nekega problema, in aplikacijo le-tega na drug, ampak soroden
problem. Glej https://en.wikipedia.org/wiki/Inductive transfer.
34Oz. učni bias, je množica predpostavk, ki jih uporabi učni algoritem za predikcijo izhodov pri danih
vhodnih podatkih, ki jih prej še ni videl. Glej https://en.wikipedia.org/wiki/Inductive bias.
35Glej https://en.wikipedia.org/wiki/Feature learning.
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transformacijo surove vhodne informacije v predstavitev, ki se jo lahko učinkovito izrabi v
opravilih strojnega učenja. To nam omogoča, da se tekom specifičnega učnega opravila
stroj hkrati uči, z uporabo značilk, in da se uči oz. producira nove značilke – uči se, kako se
učiti. Glavna motivacija je dejstvo, da strojna učna opravila, kot so klasifikacija, pogosto
potrebujejo vnos, ki je matematično in računsko priročen za obdelavo. Ampak podatki
realnega sveta, kot so slike, videi in meritve senzorjev, so običajno kompleksni, odvečni
in zelo variabilni. Zato je potrebno odkriti uporabne značilke oz. predstavitve iz surovih
podatkov. Tradicionalne ročno izdelane značilke pa pogosto potrebujejo drago človeško
delo in se ponavadi naslanjajo na strokovno znanje, hkrati pa se v večini primerov slabo
posplošujejo. Te tehnike to avtomatizirajo in posplošijo.
Izkaže se, da se regularizacija, inducirana kot potreba, da se algoritem odreže dobro
na sorodnih učnih opravilih, izkaže za bolǰso od regularizacije, ki preprečuje preveliko
prileganje učnim podatkom z zapostavljanjem celotne kompleksnosti uniformno. Še posebno
uporabna je pri učnih opravilih, ki imajo neke skupne pomembne informacije in so rahlo
podvzorčene36. Izkazal se je koristen tudi pri učenju nesorodnih učnih opravil.
2. korak: Jedrno snovane multimodalne podatkovne združitve
Multimodalno učenje uporabimo za združevanje različnih modalitet oz. tipov virov infor-
macij, kajti te so karakterizirane z zelo različnimi statističnimi lastnostmi. Na primer slike
so predstavljene kot intenzitete pikslov ali izhodi izvlečenja značilk (feature extraction)37,
teksti pa so predstavljeni kot ločeni vektorji, ki predstavljajo število posameznih vsebo-
vanih besed. Zato je pomembno odkriti povezavo med različnimi modalitetami. Model
multimodalnega učenja je sposoben s pomočjo obstoječih modalitet tudi dodati manjkajočo
modaliteto. Ta združuje dva globoka38 Boltzmannova stroja39.
Globok Boltzmannov stroj je tip binarnih paroma Markovskih naključnih polj (Markov
random field40), kjer se posamezen navezuje na svojo modaliteto. Dodatni skriti sloj je
dodan nad njima in tako dobimo združeno reprezentacijo. Markovsko naključno polje je
pravzaprav neusmerjen verjetnostni grafični model, ki je množica naključnih spremenljivk,
ki imajo Markovsko lastnost41, katero opisuje neusmerjen graf. Ali drugače, naključno polje
(ki je generalizacija stohastičnega procesa42) je Markovsko naključno polje, če zadovolji
Markovske lastnosti. Ima več slojev skritih naključnih spremenljivk43 in je mreža simetrično
povezanih stohastičnih binarnih enot. Imajo potencial za učenje notranjih reprezentacij,
36Če primerki niso bili vzorčeni v enakem razmerju razredov kot ta nastopa v celotni populaciji, potem
so nekateri razredi podvzorčeni (glej https://en.wikipedia.org/wiki/Undersampling) in drugi nadvzorčeni
(https://en.wikipedia.org/wiki/Oversampling). Podvzorčenje in nadvzorčenje sta tehniki za prilagoditev
distrubucije razredov podatkovne množice, torej razmerja med različnimi uporabljenimi razredi. Glej
https://en.wikipedia.org/wiki/Oversampling and undersampling in data analysis.
37Glej citat [10] ter povezavi https://en.wikipedia.org/wiki/Feature extraction in https://en.wikipedia
.org/wiki/Feature selection.
38Globoko učenje (deep learning). Glej https://en.wikipedia.org/wiki/Deep learning.
39Glej https://en.wikipedia.org/wiki/Boltzmann machine.
40Glej https://en.wikipedia.org/wiki/Markov random field.
41Stohastični proces (glej https://en.wikipedia.org/wiki/Stochastic process) ima Markovsko lastnost,
če je pogojna verjetnostna distribucija prihodnjih stanj procesa (pogojna preǰsnja in sedanja stanja)
odvisna samo od trenutnega stanja, in ne od zaporedja dogodokov, ki so se zgodili pred tem. Glej
https://en.wikipedia.org/wiki/Markov property.
42Ali naključni proces. Glej https://en.wikipedia.org/wiki/Manifold.
43Glej https://en.wikipedia.org/wiki/Random variable.
13
POGLAVJE 2. PREGLED PODROČJA
ki postajajo vse bolj kompleksne, kar se smatra kot obetaven način reševanja problemov
prepoznavanja objektov in govora. Vǐsjenivojske reprezentacije so lahko naučene iz večjega
nabora neoznačenih značilk (senzorični vnosi).
3. korak: Regresija podpornih vektorjev
SVM se lahko uporabi tudi kot regresijska metoda, ki obdrži vse glavne značilke, ki
karakterizirajo algoritem (maksimalen razpon odločitvene meje). Uporaba SVM pri
regresiji ni tako dobro dokumentirana. Tej obliki pravimo regresija podpornih vektorjev oz.
SVR (support vector regression44), ki uporablja za klasifikacijo enak princip kot običajni
SVM45, le z nekaj manǰsimi razlikami. Kot prvo, ker je izhod realno število, postane zelo
težko predvideti želeno informacijo, ki ima neskončno možnosti. V primeru regresije, je
razpon tolerance oz. razpon napake46 nastavljen kot približek glede na SVM, ki pa bi ga
najverjetneje že izračunali pred tem za dani problem, s čimer si olaǰsamo oz. računsko
poenostavimo procesiranje regresije. Glavna ideja je vedno enaka: za minimiziranje napake
individualiziramo hiperravnino, ki maksimizira razpon odločitvene meje, pri čemer se
zavedamo, da je del napake toleriran.
2.3.4 Splošni linearni model ponovljenih merjenj
Whalhovd in sod. [5] so uporabili t.i. splošni linearni model (oz. GLM 47) ponovljenih
merjenj (repeated-measures general linear model) in logistično regresijo48, da bi ocenili
občutljivost CSF, MR in FDG-PET na diagnozo in dolgoročne spremembe točk pri MMSE
testu49 in oceni CDR-SB (Clinical Dementia Rating scale Sum of Boxes50 [12] [13]).
Je statistična tehnika, ki vzame odvisno spremenljivko, izmerjeno kot soodvisen, ne
neodvisen podatek. Ponavadi se uporablja pri merjenju učinka zdravljena ob različnih
časovnih točkah. Neodvisne spremenljivke so lahko diskretne (faktorji) ali zvezne, in slednje
tu uporabimo kot kovariable (covariate oz. covariable)51.
Lahko se uporablja za testiranje glavnih učinkov pri in med subjekti (torej, ali se pov-
prečja dveh ali več skupin razlikujejo), interakcijske učinke med faktorji, kovariabilne učinke
in učinke interakcij med kovariablami in med faktorji subjektov. Z njo lahko identificiramo
kombinacijo vrednosti prediktorjev, ki skupno optimizirajo eno ali več prileganih vrednosti
44Glej https://en.wikipedia.org/wiki/Support vector machine#Regression in https://www.saedsayad.com/su
pport vector machine reg.htm.
45Glej http://kernelsvm.tripod.com/.
46Razpon napake je statistika, ki izraža količino naključne vzorčne napake pri napovedovanju. Glej
https://en.wikipedia.org/wiki/Margin of error.
47GLM je posplošitev večkratne linearne regresije na več kot eno odvisno spremenljivko. Spada pod
multivariabilne učne modele. Multivariabilna analiza (multivariate analysis) je statistična procedura za
analizo podatkov, ki vključujejo več kot en tip meritev oz. opazovanj. Ali drugače, pomeni reševanje
problemov, kjer je (z drugimi spremenljivkami) opazovana in analizirana istočasno več kot ena odvisna
spremenljivka. Glej https://en.wikipedia.org/wiki/Generalized linear model, https://onlinecourses.scienc
e.psu.edu/stat504/node/216, https://en.wikipedia.org/wiki/General linear model in http://brainvoyager.com
/bv/doc/UsersGuide/StatisticalAnalysis/TheGeneralLinearModel.html.
48Glej https://en.wikipedia.org/wiki/Logistic regression.
49Glej podrazdelek 3.1.2: Test Mini-Mental State Examination (MMSE).
50Glej tudi https://en.wikipedia.org/wiki/Clinical Dementia Rating in citat [11].
51Kovariabla je neodvisna spremenljivka, ki ni del manipulacije glavnega eksperimenta, vendar ima
vpliv na odvisno spremenljivko in posledično na rezultat. Glej http://www.statisticshowto.com/covariate/
in https://en.wikipedia.org/wiki/Confounding.
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(odvisnih spremenljivk) in ustvarijo površinske izrise (surface plots), izrise obrisov (contour
plots) in faktorialne izrise (factorial plots). Gre za analizo variance oz. ANOVA52, kjer so
izračuni izvedeni s pomočjo regresije z metodo najmanǰsih kvadratov53, s katero opǐsemo
statistične povezave med enim ali večimi prediktorji in zvezno odzivno spremenljivko.
Neodvisne spremenljivke so lahko kakršnakoli kombinacija diskretnih in zveznih spre-
menljivk. Tradicionalno je bila ta tehnika razvita za merjenje enega fenotipa skozi čas ali
skozi različne situacije pri enakem opazovanju. Tak primer je recimo testiranje spomina na
5 letnem intervalu pri stareǰsih. Glavna prednost glede na druge (prej omenjene) GLM-je
je, da se merjenje izvaja nad istimi opazovanimi enotami, in sicer skozi čas ali skozi različne
situacije. Na ta način lahko z večkratnimi meritvami povečamo statistično moč in se
naučimo nekaj o obliki odziva skozi čas in situacije.
2.3.5 Strategija 3-C: kategorizacija, razvrščevanje in klasifikacija
Galili in sod. [6] so ubrali t.i. strategijo 3-C (Categorization, Clustering and Classification),
ki se distancira od do sedaj omenjenih raziskav v dveh pomembnih točkah. Kot prvo,
izogibali so se uporabi razpoložljivih diagnoz kot neizpodbitnih pravih stanj pacientov.
Uporabili so jih kot vodilo, vendar jih niso smatrali kot nekaj, kar želimo predvideti. Zato
so razpoložljive značilke kategorizirali v klinične spremenljivke, ki izražajo funkcionalnost
pacienta, in v biološke spremenljivke, ki služijo kot potencialni biološki markerji. S pomočjo
razpoložljivih diagnoz in klasifikacijskih metod so izbrali relevantno in pomembno množico
značilk med vsemi kliničnimi spremenljivkami. Ta podmnožica je bila nato razvrščena v
skupine na nenadzorovan način, s čimer so ustvarili množico kategorij bolezni, ki prevzamejo
vlogo razpoložljivih diagnoz.
Kot drugo, te kategorije so bile napovedane tudi iz bioloških markerjev. Naprej so izbrali
informativno podmnožico potencialnih bioloških markerjev z modelom naključnega gozda54
(metoda učenja z ansambli55), ki pa ga je težko interpretirati. Zatem so zgradili enostavneǰsi
klasifikacijski model odločitvenega drevesa56, ki jim priskrbi medicinski odločitveni proces.
1. korak: Kategorizacija spremenljivk
Kategorizacija je bila izvedena z ekspertnim medicinskim znanjem, in sicer v tri katego-
rije. Prva je diagnoza, ki ima 5 stopenj, ki narašča od kognitvno normalnega stanja do
Alzheimerjeve bolezni. Druga so klinične meritve, ki odražajo pacientovo funkcionalnost.
Obsegajo točke različnih kognitivnih in psihonevroloških testov in ocen, ki bazirajo na
kliničnem vrednotenju in poročilu pacienta ali njegovega partnerja. Tretja pa vsebuje
meritve potencialnih bioloških markerjev, ki so bile predlagane, da imajo napovedovalno
vrednost razvoja bolezni, stopnje razvoja le-te, ali njenega poslabšanja. Ti markerji so
ali stopnje proteinov, izmerjene v cerebrospinalni tekočini (CSF), kot je npr. ApoE4 [14],
52ANOVA oz. analysis of variance je zbirka statističnih modelov, ki analizirajo razlike med povprečji
skupin in njihovimi pripadajočimi procedurami, kot so npr. variacija med skupinami. Glej https:
//en.wikipedia.org/wiki/Analysis of variance.
53Glej https://en.wikipedia.org/wiki/Least squares.
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ali slikovni podatki iz različnih modalitet oz. potencialnih biomarkerjev, ki so FDG-PET,
AV45-PET57 [15] [16], in MRI.
2. korak: Izbira značilk in razvrščevanje
Za izbiro značilk so uporabili naključni gozd. Izmed 27 potencialnih kliničnih meritev
so jih izbrali 7, ki so zmanǰsali stopnjo napake pri napovedovanju diagnoze, ki je bila
dodeljena pacientu, za 15 % ali več. Nato so nad spremenljivkami izvedli tehniko k-
najblǐzjih sosedov58 z različnimi števili sosedov, pri izbiri števila razvrščevalnih skupin pa
so si pomagali z izrisom statistične vrzeli59. Izbrali so prvi lokalni maksimum v statistični
vrzeli, ki je bil nad klinično določenimi 8 skupinami, s čimer se je izkazalo, de je potrebnih
10 klinično določenih razredov. Na ta način torej dobimo, z združitvijo medicinskega
vpogleda in statističnega zornega kota, število potencialnih klinično specificiranih razredov,
ki jih potrebujemo. Da pa opǐsemo pomen teh računsko pridobljenih razredov, lahko
izvedemo klasifikacijo z večimi atributi (cross-classification60) s specificiranimi diagnozami
in / ali profilnimi izrisi61.
3. korak: Klasifikacija z uporabo potencialnih biomarkerjev
Razrede, bazirane na kliničnih meritvah, klasificiramo z uporabo množice potencialnih
biomarkerjev. Najprej izvedemo pomembnostno analizo, kot je npr. naključni gozd, ki
izbere obetavno podmnožico biomarkerjev. Nato se izbrano podmnožico obdela še s
hierarhičnimi odločitvenimi drevesi ali kako drugo analizo, bazirano na pravilih. To je
bistveno za enostavno interpretacijo pri procesu diagnoze. Ker so imeli na voljo majhno
število potencialnih biomarkerjev, so ta korak v celoti izpustili.
57Florbetapir (18F), z blagovnim imenom AMYViD, znan tudi kot florbetapir-fluor-18 ali 18F-AV-45.
Glej https://en.wikipedia.org/wiki/Florbetapir (18F).
58Glej https://en.wikipedia.org/wiki/K-means clustering in https://en.wikipedia.org/wiki/Cluster analy
sis.
59Statistična vrzel [17] je metoda za ocenjevanje števila šopov (grup) v množici podatkov. Tehnika
uporablja izhod kateregakoli algoritma za razvrščanje v skupine (npr. k-najbližjih sosedov ali hie-
rarhičnega), in primerja spremembo v disperziji znotraj posameznih šopov s tisto, ki se pričakuje pri
ustrezni referenčni ničelni distribuciji (to je verjetnostna distribucija testne statistike, ko je ničelna
hipoteza resnična; glej https://en.wikipedia.org/wiki/Null distribution).
60Glej https://www.webpages.uidaho.edu/niatt labmanual/chapters/traveldemandforecasting/theoryandconce
pts/CrossClassification.htm.
61Profilni izris je grafična podatkovna analiza za raziskovanje relativnega obnašanja vseh spremenljivk





Podatki, uporabljeni za našo raziskavo, so bili pridobljeni s strani:
• zdravstvenega centra Rush University Medical Center1,
• iniciative Alzheimer’s Disease Neuroimaging Initiative: ADNI; za našo raziskavo smo
uporabili podmnožico teh podatkov, ki se nahaja oz. je bila ustvarjena v arhivu
slikovnih podatkov laboratorija LONI2. Do ADNI podatkov pridemo, preko prošnje,
na spletnih straneh LONI Image Data Archive3 in
• študije AddNeuroMed [18], ki je del projekta InnoMed, ta pa je predhodnik iniciative
Innovative Medicines Initiative (IMI). Gre za med-Evropsko študijo, financirano s
strani Evropske Unije in članov federacije European Federation for Pharmaceutical
Industries and Associations (EFPIA), in je načrtovana za odkrivanje biomarkerjev,
ali testov, za AD4.
Podatki so sestavljeni iz genetskih podatkov, demografije, kliničnih podatkov in MR
slikanj, zbranih od udeležencev ADNI.
Znanstveni aspekti tega tekmovanja so bili nadzorovani s strani organizatorjev tega
tekmovanja in odbora Scientific Advisory Board (člani obeh skupin so našteti na strani
projekta Synapse5), ki vključuje člane iz naslednjih inštitucij:




2Oz. Laboratory of Neuro Imaging, je javno-privatno združenje oz. laboratorij za nevro slikanja
na Univerzi v Južni Kaliforniji, ustanovljeno leta 2014 z namenom zaznavanja AD v zgodnji fazi,
sledenja napredovanju bolezni preko biomarkerjev, podpore napredovanju v AD intervencijah, preventivi,
zdravljenju in nudenju sredstev za raziskovanje AD.
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• Harvard University,
• NIH-NIA6, McGill University,
• Rush Alzheimer’s Disease Center,
• The Alzheimer’s Foundation,
• UCLA7,
• UCSF,
• University of Cambridge,
• University of Oxford,
• University of Toronto,
• University of Washington in
• USAgainstAlzheimer’s
Genotipizacija in obdelava genetskih podatkov Vzorci so bili genotipizirani na
napravah Affymetrix Genome-Wide Human SNP Array 6.0 in Illumina HumanOmniExpress.
Zaradi uporabe različnih platform za genotipiziranje SNP v učnih in testnih kohortah,
so bili podatki izpeljani oz. imputirani v skupno referenčno množico. Imputacija je bila
izvedena na vsakem naboru podatkov, torej ADNI, ROS / MAP in AddNeuroMed, posebej.
V razdelkih 3.1: Učni podatki in 3.2: Testni podatki opǐsemo izvor, postopek pridobivanja
in opis učnih oziroma testnih podatkov za reševanje problemov prvih dveh vprašanj. Podatki
za reševanje tretjega vprašanja, katerega se zaradi pomanjkanja časa nismo uspeli lotiti, so
opisani v dodatku A.1: Opis podatkov.
3.1 Učni podatki
3.1.1 Izvor vzorcev in podatkov
Učna množica podatkov je sestavljena iz posameznikov, ki sodelujejo v pobudi za zajem
možganskih slik Alzheimerjeve bolezni, t.i. Alzheimer’s Disease Neuroimaging Initiative
(ADNI)8 [19]. Izvor podatkov te študije je distribuiran preko baze LONI9.
6National Institutes of Health - National Institute on Aging oz. Nacionalni inštitut za staranje -
Nacionalni zavodi za zdravje. Glej https://www.nih.gov/ in https://www.nia.nih.gov/.





Študija Alzheimer’s Disease Neuroimaging Initiative ADNI je longitudinalna
študija z večimi centri raziskav, ustanovljena leta 2004 z namenom odkrivanja AD v
zgodnji fazi, spremljanja napredovanja bolezni z biomarkerji, podpiranja napredka pri
intervenciji Alzheimerjeve bolezni, preprečevanja in zdravljenja ter zagotavljanja virov za
raziskave Alzheimerjeve bolezni. Študija je zrasla na več kot 1.600 udeležencev z blago
kognitivno okvaro (MCI), od zgodnje MCI (EMCI) do pozne MCI (LMCI), z Alzheimerjevo
boleznijo (AD) in stareǰsih, kognitivno normalnih (CN) kontrolnih oseb, ki so jih pridobili
skozi tri faze pobude, ADNI 1, ADNI GO (ADNI Grand Opportunities) in ADNI 2. Študija
je sestavljena iz množice podatkov, sestavljene iz ocen, biospekcij, genetske in slikovne
analize, poleg karakteristik posameznika in zdravstvene anamneze, ki so vsi na voljo v bazi
LONI.
Naj opozorimo, da to tekmovanje uporablja podskupino podatkov ADNI, ki so relevantni
za zastavljena vprašanja. Vsi podatki, ki so specifični za tekmovanje, so navedeni pod
vsakim vprašanjem. Dodatni podatki, kot so surovi genotipi in sekvenciranje celotnega
genoma, so na voljo v splošni zbirki ADNI, v LONI10.
Z uporabo ADNI podatkov smo morali rešiti že omenjena tri vprašanja (od katerih smo
v tem delu reševali prva dva, za tretjega pa nam je zmanjkalo časa) - narediti napovedne
modele kognitivnih ocen, napovedati odklon med kognitivno zmožnostjo in amiloidnim
bremenom, ter napovedati diagnostične skupine, bazirane na MR slikanjih in genetiki.
Prav tako je bila tekmovalcem na voljo tudi podmnožica podatkov študije AddNeuroMed
(glej podrazdelek 3.2.1: Študija AddNeuroMed) kot dodatna podatkovna množica, ki lahko
pomaga pri prvem vprašanju, vendar nam ti podatki niso bili na voljo. Opis teh dodatnih
podatkov se nahaja na strani tekmovanja11.
3.1.2 1. vprašanje: Napovej spremembo v kognitivnih ocenah 24
mesecev po začetni oceni
Učna množica uporablja 767 posameznikov in njihove ocene pri začetnem in 24 mesečnem
ponovnem obisku. Primarni fenotip je ∆ MMSE = 24 month MMSE−baseline MMSE.
Ostale priskrbljene mere vključujejo začetno diagnozo, starost in število let izobraževanja
ob začetku raziskave, spol, APOE4 (Apolipoprotein E412 [20] [21]) genotip, in iz celotnega
genoma imputirane genotipe13.
Test Mini-Mental State Examination (MMSE) Test Mini-mental state exami-
nation14 oz. rezultat minimalnega mentalnega testa ali Folsteinov test je 30-točkovni
vprašalnik, ki se pogosto uporablja v kliničnih in raziskovalnih okoljih za merjenje ko-
gnitivnih motenj. Običajno se uporablja v medicini in sorodnih zdravstvenih ustanovah






14Glej https://en.wikipedia.org/wiki/Mini%E2%80%93Mental State Examination
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okvare ter za spremljanje poteka kognitivnih sprememb pri posamezniku skozi čas. Kot
tak je zato učinkovit način dokumentiranja odziva posameznika na zdravljenje. Namen
testa MMSE, kot samega, ni bil zagotoviti diagnozo nobeni nozološki entiteti15.
Administracija testa traja od 5 do 10 minut in preučuje funkcije, ki vključujejo regi-
stracijo (ponavljanje imenovanih pozivov), pozornost in izračun, spomin, jezik, sposobnost
sledenja preprostim ukazom in orientacijo. Prvotno so ga predstavili Folstein in sod. [22]
leta 1975, da bi razlikovali organske od funkcionalnih psihiatričnih bolnikov, vendar je zelo
podoben ali celo neposredno vključuje teste, ki so bili v uporabi pred objavo. Ta test ni
pregled duševnega stanja. Standardni obrazec MMSE, ki ga trenutno objavlja podjetje
Psychological Assessment Resources16, temelji na prvotni konceptualizaciji iz leta 1975, z
manǰsimi naknadnimi spremembami avtorjev.
Prednosti MMSE testa vključujejo, da ni potrebna posebna oprema ali usposabljanje
za njegovo uporabo, in ima tako veljavnost kot zanesljivost za diagnozo Alzheimerjeve
bolezni kot njeno oceno za dalǰse obdobje. Zaradi kratkega administrativnega obdobja
in enostavne uporabe, je koristen za kognitivno oceno v zdravnǐskem prostoru ali kar ob
postelji. Slabosti uporabe MMSE so, da nanjo vplivajo demografski dejavniki; starost
in izobrazba imata največji vpliv. Najpogosteǰsa pomanjkljivost MMSE je povezana s
pomanjkanjem občutljivosti na mileǰse kognitivne okvare (MCI) in neuspešnostjo ustrezne
diskriminacije bolnikov z blago Alzheimerjevo boleznijo od običajnih bolnikov. MMSE je bil
deležen tudi kritik zaradi neobčutljivosti na progresivne spremembe, ki se pojavijo s hudo
Alzheimerjevo boleznijo. Vsebina MMSE je zelo besedna, saj ji manjka dovolj elementov
za ustrezno merjenje vizualno-prostorske in / ali konstrukcijske prakse. Zato je njegova
uporabnost pri odkrivanju prizadetosti, ki jih povzročajo žarǐsčne lezije17, negotova.
Za tovrstne namene se na tem področju sicer uporabljajo tudi drugi testi, kot so
Hodkinsonov Abbreviated Mental Test score (oz. skraǰsani rezultat mentalnega testa) iz
leta 1972, Geriatric Mental State Examination (GMS oz. Geriatricov test mentalnega
stanja), ali General Practitioner Assessment of Cognition (oz. splošna ocena kognicije),
posteljni testi, kot je 4AT (ki prav tako ocenjuje za delirij) ter računalnǐske teste, kot so
CoPs in Mental Attributes Profiling System (oz. sistem profiliranja duševnih lastnosti),
pa tudi dalǰse formalne teste za poglobljeno analizo specifičnih primanjkljajev.
Podatkovni format
Klinični podatki Klinična podatkovna datoteka ADNI Training Q1 APOE July22.2014
je z vejico razmejevana tekstovna datoteka, ki za vsakega posameznika vsebuje oceno
MMSE pri začetnem in 24 mesečnem ponovnem obisku ter klinično kovarianco. Glej Tabelo
B.1.
15Nozologija je veja medicinske znanosti, ki se ukvarja s klasifikacijo bolezni. Popolna razvrstitev
zdravstvenega stanja zahteva poznavanje njegovega vzroka (in da obstaja samo en vzrok), učinkov,
ki jih ima na telo, nastale simptome in druge dejavnike. Na primer, gripo uvrščamo med nalezljive
bolezni, ker jo povzroča virus, in kot okužbo dihal, ker virus okuži in poškoduje določena tkiva v
dihalih. Več kot je znanega o bolezni, več načinov je, da lahko bolezen nosološko razvrstimo. Glej
https://en.wikipedia.org/wiki/Nosology.
16Podjetje Psychological Assessment Resources, Inc. (PAR), ustanovljeno leta 1978, je vodilni
založnik ocenjevalnih instrumentov, programske opreme, knjig in drugih sorodnih gradiv. Glej https:
//www.parinc.com/.
17Lezija je vsaka patološka ali poškodbena nenormalna sprememba v tkivu organizma ali organu, ali
izguba funkcije, ki jo običajno povzroči bolezen ali travma. Glej https://en.wikipedia.org/wiki/Lesion.
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Podatki imputiranih genotipov Podatki o genotipu so navedeni tako v obliki pripi-
sanih odmerkov (ocenjeno število posameznega referenčnega alela) kot v obliki verjetnosti
za prisotnost različnih genotipov. Podatke o odmerjanju lahko sklepamo iz verjetnosti
genotipa (PAB + 2 ∗ PBB), tako da lahko delamo le z eno izmed obeh možnih predsta-
vitev oz. formatov, glede na to, katera predstavitev nam je bolj ugodna za uporabo in
procesiranje. Podatki so na voljo v z vejico razmejevanih tekstovnih datotekah, kjer so
označevalci (markerji) nanizani v vrsticah in posamezniki v stolpcih. Za vsakega izmed
22 kromosomov imamo na voljo svojo datoteko ADNI merged <številka kromosoma>.bgen
(glej Tabelo B.2). Imputirani podatki ADNI so torej predstavljeni v .bgen formatu, ki je v
bistvu enostavna binarna datoteka v formatu .gen18, z bolǰsimi lastnostmi za prenos in
shranjevanje podatkov. Te moramo pretvoriti nazaj v .gen format z uporabo programa
qctools19.
Poleg imamo tudi datoteko ADNI merged.sample, ki predstavlja vzorčno datoteko za
vse datoteke *.gen (glej Tabelo B.2) skupaj. Vsaka vrstica v teh datotekah pripada
določenemu vzorcu / posamezniku. Zaporedni trije stolpci v datoteki *.gen, začenši s
sedmim stolpcem, se ujemajo z ustrezno vrstico v datoteki *.sample.
Na voljo so tudi povzete statistike kontrole kakovosti (QC oz. quality control20)
za meritve imputacije oz. genotipizacije, in sicer v datotekah ADNI merged <številka
kromosoma>.snp-stats (glej Tabelo B.3). Te vsebujejo vse informacije o genotipih in
imputiranih SNP / INDEL imputacijskih lastnostih, frekvencah alel21, in pripisovanju
manǰsinskega alela22. Datoteka se lahko združi z datoteko ADNI merged <številka kro-
mosoma>.bgen, s katero ima isto vrstično korespondenco, torej vsaka vrstica v datoteki
*.snp-stats se ujema z ustrezno vrstico v datoteki *.gen.
Datoteka per-SNP computations results je bila pridobljena s programjem qctools.
Nekateri podatki so že prisotni v datoteki ADNI merged <številka kromosoma>.snp-stats,
vendar je pri večini podatek bolj natačen v tej datoteki, nekaj podatkov pa je novih. Vsaka
vrstica v teh datotekah pripada določenemu vzorcu / posamezniku. Glej Tabelo B.4.
Za celotne ADNI podatke imamo množico PLINK23 datotek. To množico sestavlja
binarna datoteka ADNI plink.bed in dve tekstovni datoteki ADNI plink.bim in ADNI plink
.fam. Te vsebujejo predvideno najverjetneǰse genotipe in morajo biti uporabljene previdno
– pretvoriti jih moramo v doze ali pa jih uporabimo z utežmi, baziranimi na informaciji o
imputaciji in metrikah kvalitete. Glej Tabeli B.6 in B.7.
Podatki PLINK (formati datotek .bed, .bim, .fam in .log) so bili ustvarjeni iz kombi-
niranih datotek *.gen in *.sample (glej Tabeli B.2 in B.5) s PLINK programom ukazne
vrstice. Podrobnosti procesiranja se zabeležijo v datoteko ADNI plink.log. Vsaka vrstica
v teh datotekah pripada določenemu vzorcu / posamezniku.
Datoteka *.bed je binarna bialelična genotipska tabela. Gre za primarno reprezentacijo
določitve genotipa (oz. genotype calling) pri bialeličnih variantah. Določitev gena je
postopek določanja genotipa za vsakega posameznika in se običajno izvaja le za položaje na





22Glej https://en.wikipedia.org/wiki/Minor allele frequency.
23Nabor orodij za analizo celotnega genoma. Glej https://zzz.bwh.harvard.edu/plink/index.shtml.
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kromosomu, na katerih je že bil determiniran SNP oz. varianta. Tu uporabljamo besedo
klicanje, da označimo oceno enega edinstvenega SNP ali genotipa. Glej opise stolpcev
AA calls, AB calls in BB calls v Tabeli B.3.
V datoteki *.bim so podatki, ki so že prisotni v datotekah *.gen in *.snp-stats (glej
Tabeli B.2 in B.3).
V datoteki *.fam so podatki, ki so že prisotni v datotekah *.sample, razen da nimajo
stolpca missing.
Podatki PLINK so lahko predstavljeni tudi v alternativnem formatu (formata datotek
*.ped in *.map), ki so bili ustvarjeni iz združenih podatkov datotek *.bed, *.bim in *.fam.
Podrobnosti procesiranja se zabeležijo v datoteko ADNI plink text fileset.log. Vsaka
vrstica v teh datotekah pripada določenemu vzorcu / posamezniku. Glej Tabeli B.8 in B.9.
V datoteki *.ped je prisotnih prvih šest stolpcev iz datoteke *.fam. Ostali stolpci pa
predstavljajo najverjetneǰsi genotip in jih je potrebno uporabljati previdno. Lahko se jih
pretvori v odmerke ali pa se jih uporabi z utežmi, ki temeljijo na informacijah o imputaciji
in meritvah kakovosti (npr. HWE < 0, 001 v naših podatkih24).
V datoteki *.map so podatki enaki prvim štirim stolpcem v datoteki *.bim.
Iz PLINK podatkov v formatu *.ped in *.map lahko s procesiranjem pridobimo tudi
datoteko v formatu .frq. Podrobnosti procesiranja se zabeležijo v datoteko ADNI plink t
ext fileset.log. Glej Tabelo B.10.
Kot dodatne podatke lahko uporabimo tudi informacije o analiziranih oz. neposredno
preizkušenih genotipih in VCF (Variant Call Format)25 datoteke, ki vsebujejo podatke o
celotnem sekvenciranju genoma26. Ti podatki so na voljo prek splošne zbirke ADNI, v
izdaji podatkov LONI, za tiste, ki želijo delati z njimi. Na voljo so v dveh formatih.
Naj opozorimo, da nekateri imputirani SNP podatki nimajo RS številke. Ti se označijo
z ”.”v PLINK in GEN podatkovnih datotekah. Ti imajo unikatne kromosome in lokacije,
ki se lahko uporabijo za unikatno identifikacijo le-teh v analizah.
Kodiranje fenotipa Pričakuje se, da bodo manjkajoči primeri in kontrolni primeri ali
kvantitativni fenotipi kodirani kot NA ali nan (kakršna koli kapitalizacija črk), ali -9. Drugi
nizi, ki se ne začnejo s številko, se privzeto razlagajo kot kategorične vrednosti fenotipa /
kovariantne vrednosti. Številsko kodo manjkajočega fenotipa se lahko spremeni v drugo
celo število s parametrom --input-missing-phenotype ali preprosto z onemogočanjem
vrednosti -9 s parametrom --no-input-missing-phenotype. Pričakujemo, da bodo fenotipi
kontrolnih primerov zakodirani kot 1 (neprizadet), kar pomeni, da smo prepričani, da ta
SNP ne bi smel vplivati na našo neodvisno spremenljivko, in fenotipi dejanskih primerov
zakodirani kot 2 (prizadet). Fenotip zakodiran kot 0 je sprejet kot nadomestno kodiranje za
manjkajoče vrednosti. Če uporabimo parameter --1, se kot neprizadet status interpretira 0,
medtem ko se 1 interpretira kot prizadet. Upoštevajte, da to vpliva samo na interpretacijo
vhodnih datotek; izhodne datoteke še vedno uporabljajo 1 za kotrolo in 2 za primere27.
24Glej https://en.wikipedia.org/wiki/Hardy%E2%80%93Weinberg principle
25Glej https://en.wikipedia.org/wiki/Variant Call Format.
26S sekvenciranjem določamo nukleotidno zaporedje več milijonov fragmentov DNK hkrati. Glej
http://adni.loni.usc.edu/data-samples/data-types/.




SNP ID Koda za kromosom. SNP je lokacija v genomu, za katero je znano, da se
med posamezniki razlikuje - je najpogosteǰsa vrsta genske variacije. Lahko se uporablja
za označevanje številke kromosoma vsakega SNP. Ta številka je enaka za vse SNP v
določeni datoteki, kajti posamezna datoteka opredeljuje vse zabeležene SNP specifičnega
kromosoma. Toda, če je ta vrednost enaka ---, to pomeni, da je ta varianta / SNP
imputirana oz. izpeljana iz drugih zaporedij SNP (statistična izpeljava neopaženih /
neizmerjenih genotipov / SNP-jev). Če je vrednost enaka 1, potem to označuje, da je
vrednost bila dejansko pridobljena / izmerjena, in ne izpeljana. Vrednost -9 pomeni, da
podatek, ali je izpeljana vrednost ali ne, ni prisoten oz. je manjkajoč. Številka kromosoma
vsakega SNP je enaka številki v imenu datoteke, v kateri so ti zabeleženi.
RS ID za SNP RS številka je pristopna številka, ki jo raziskovalci in baze uporabljajo
za sklicevanje na določene SNP. Imenujemo ga tudi ID variante28.
Začetni položaj para alelov SNP Začetni položaj para alelov v specifičnem
(označenem z SNP ID) kromosomu.
Alel kodiran kot A DNK baze / nukleotidi parijo med seboj, A s T in C z G, da
tvorijo enote, imenovane bazni pari. V tem kontekstu so aleli alternativne oblike določenega
zaporedja nukleotidov / baznih parov kromosoma / DNK. To pomeni samo eno bazo iz
vsakega para zaporedja. Nimamo informacij o tem, ali je levo ali desno in ali je materinsko
ali očetovsko, vendar pa vemo, da se vsi nukleotidi, ki so zapisani v istem izmed dveh
nanizanih zaporedij le-teh, nahajajo na istem pramenu izmed obeh pramenov kromosoma,
druga stran / pramen pa je implicitna.
Alel kodiran kot B Druga alternativa za isti alel. Obstajata lahko več kot dve
varianti alel, vendar ima večino SNP-jev, ki so bili dokumentirani v naši množici podatkov,
dve (če jih je več, npr. 3 ali celo 4, se upoštevata samo dva najpogosteǰsa).
Verjetnost genotipa AA, AB ali BB za n-tega posameznika Gre za verjetnosti
posameznika s specifičnim genotipom (tj. katera dva alela tvorita del obeh kopij istega
kromosoma, pri čemer je vsak na svoji kopiji kromosoma). Če je verjetnost razdeljena
med več kot enim genotipom, potem nismo 100 % sigurni, kateri genotip izmed vseh, ki
imajo nekaj verjetnosti, je pravilen oz. dejanski - negotovost zaradi merilne nenatančnosti.
Manjkajoči podatki, kar pomeni da SNP ni v naboru podatkov za nek vzorec / subjekt,
so predstavljeni z zaporedjem vrednosti 0 0 0 (tj. manjkajoči vzorci so kodirani kot tri
ničelne verjetnosti). Vsota vseh treh verjetnosti skupaj ne rabi biti enaka 1, da bi dopuščali
možnost ničelne (NULL) identifikacije genotipa.
Manǰsinski alel Recesivni alel. Fenotip tega alela bo izražen z genotipom manǰsinski
alel / manǰsinski alel. Gre za eno od A allele ali B allele, ki ima manǰsi seštevek
28Na področju genske variacije se izraz varianta uporablja za označevanje določene regije genoma, ki se




POGLAVJE 3. OPIS PODATKOV
verjetnosti vseh posameznikov (tj. polja AA v primerjavi z BB; AB na te verjetnosti ne vpliva,
ker sta v tem genotipu prisotna oba alela.
Večinski alel Dominantni alel. Fenotip tega alela se bo izrazil v genotipu večinski
alel / večinski alel ali genotipu večinski alel / manǰsinski alel. Torej, obstajajo trije
razpoložljivi genotipi, PP (dominantni homozigotni), Pp (heterozigotni) in pp (recesivni
homozigotni). Vsi trije imajo različne genotipe, prva dva pa imata isti fenotip (npr.
vijolična barva) napram tretjemu (npr. bela barva); pri nekaterih genih bo večinski /
manǰsinski spoj mešanice obeh izrazov, npr. vijolična vrtnica, ali pa bosta obe lastnosti
izraženi posamično, npr. nekatere so rdeče, nekatere pa bele vrtnice iz iste rastline. Gre
za eno od A allelle in B allelle, ki ima večjo vsoto verjetnosti vseh posameznikov (tj.
polja AA v primerjavi z BB; AB na te verjetnosti ne vpliva, saj sta v tem genotipu prisotna
oba alela).
Število določitev alela AA Koliko ljudi oz. vzorcev z genotipom AA (tj. SNP z
alelno različico AA) je bilo določenih iz skupine vseh pregledanih vzorcev oz. ljudi. Stopnja
pomembnosti je α = 0, 05, kar pomeni, če je AA > 0, 95, potem je za ta vzorec določen ta
genotip. Torej lahko izhaja iz AA. Opomba: pri nekaterih vzorcih oz. ljudeh ni v naših
podatkih zabeležen noben od treh genotipov (SNP).
Število določitev alela AB Koliko ljudi oz. vzorcev z genotipom AB (tj. SNP z
alelno različico AB) je bilo določenih iz skupine vseh pregledanih vzorcev oz. ljudi. Stopnja
pomembnosti je α = 0, 05, kar pomeni, če je AB > 0, 95, potem je za ta vzorec določen ta
genotip. Torej lahko izhaja iz AB. Opomba: pri nekaterih vzorcih oz. ljudeh ni v naših
podatkih zabeležen noben od treh genotipov (SNP).
Število določitev alela BB Koliko ljudi oz. vzorcev z genotipom BB (tj. SNP z
alelno različico BB) je bilo določenih iz skupine vseh pregledanih vzorcev oz. ljudi. Stopnja
pomembnosti je α = 0, 05, kar pomeni, če je BB > 0, 95, potem je za ta vzorec določen ta
genotip. Torej lahko izhaja iz BB. Opomba: pri nekaterih vzorcih oz. ljudeh ni v naših
podatkih zabeležen noben od treh genotipov (SNP).
MAF Minor Allele Frequency29 oz. frekvenca manǰsinskega alela (frekvenca večinskega
alela je izpeljana kot 1−MAF ). Lahko se izračuna kot: (2∗AA+AB)/(2∗(AA+AB+BB)),
ob predpostavki, da je A allele manǰsinski, sicer moramo ta izraz še odšteti od 1.
HWE Pravzaprav je to hi-kvadrat (χ2), ki se v tem primeru uporablja za računanje
p-vrednosti s funkcijo gama (Γ)30. Hi-kvadrat smo izračunali s Pearsonovim testom chi-
kvadrata, ki preizkuša odstopanje od HWE (Hardy-Weinberg ravnotežje), pri čemer smo
uporabili opažene frekvence genotipa, dobljene iz podatkov AA, AB in BB, in pričakovane
frekvence genotipa, dobljene s HWE (Exp(AA), Exp(Aa) in Exp(aa)). To vrednost lahko
uporabimo namesto, da bi jo sami izračunali, ker bodo zaokrožene vrednosti podale manj
natančne rezultate. HWE pove, kako se opažene frekvence genotipa v populaciji (torej,




v naših vzorcih oz. posameznikih) razlikujejo od frekvenc, ki jih napoveduje enačba
p2 + 2pq + q2 = 1; pri čemer je p = MAF in q = 1 − MAF , ali pa je obratno, odvisno
od tega, kateri alel je manǰsinski in kateri večinski. Načelo Hardy-Weinberga pravi, da
bodo frekvence alelov in genotipov v populaciji ostale iz generacije v generacijo iste, če
izvzamemo druge evolucijske vplive. V študijah populacijske genetike je mogoče Hardy-
Weinbergovo enačbo uporabiti za merjenje, ali se opažene frekvence genotipa v populaciji
razlikujejo od frekvenc, ki jih predvideva enačba31.
Procent manjkajočih genotipov Se izračuna po enačbi 1 − AA+AB+BB
število vseh vzorcev
,
npr. 1 − 335,75+1,245+0
940
= 0, 64149468085 = 0, 64149; ali 1 − 935,77+4,218+0.015
940
=
−0, 00000319148 = 1.0638 × 10−6, ker so verjetnosti zaokrožene in se v tem primeru
zgodi preliv vrednosti. To vrednost lahko uporabimo, namesto da bi jo sami izračunali,
ker bodo zaokrožene vrednosti podale manj natančne rezultate.
Procent manjkajočih določitev genotipov Se izračuna kot 1 −
AA calls+AB calls+BB calls
število vseh vzorcev
, npr. 1 − 334+1+0
940
= 0, 64361702127 = 0, 64362. To
vrednost lahko uporabimo, namesto da bi jo sami izračunali, ker bodo zaokrožene vrednosti
podale manj natančne rezultate.
HW exact p value p-vrednost HWE. Na primer, vrednost p = 0, 34 pomeni, da
obstaja 34-odstotna verjetnost, da so razlike v genotipu posledica naključja in 66 %
verjetnost, da niso naključne. Ta p-vrednost ni pomembna, ničelna hipoteza je podprta in
pravimo, da je populacija v ravnotežju Hardy-Weinberga. Vrednost p = 0, 02 pomeni, da
obstaja 2 % verjetnost, da so razlike v genotipu posledica naključja in 98 % verjetnosti, da
niso naključne. Ta vrednost p je pomembna, nična hipoteza je zavrnjena in pravimo, da
populacija ni v Hardy-Weinbergovem ravnovesju. Glej podrazdelek 3.1.2: HWE.
HW lrt p value Pri testiranju HWE za podatke kontrolnih in testnih podatkov, je
treba vpliv potencialne genske povezave med markerjem (določenim SNP) in boleznijo
nadzorovati, sicer so lahko ugotovljeni rezultati pristranski. Li in Li (2008) [23] sta
predlagala test razmerja verjetnosti (likelihood ratio test ali LRT32), ki upošteva to
potencialno genetsko asociacijo, in je močneǰsi od pogosto uporabljenega kontrolnega χ2
(hi-kvadrat testa33). Vendar pa LRT ni učinkovit, kadar je marker neodvisen od bolezni,
in zahteva tudi numerično optimizacijo za izračun statistične vrednosti testa.
alleleA frequency Frekvenca / procent prvega alela za določen SNP preko vseh
vzorcev / posameznikov. Vrednost je podobna kot v stolpcu MAF datoteke ADNI merged -
<številka kromosoma>.snp-stats (glej vrstico MAF v Tabeli B.3), v primeru da gre za
manǰsinjski alel, ampak z večjo natančnostjo (vrednost ima več decimalnih mest).
alleleB frequency Frekvenca / procent drugega alela za določen SNP preko vseh
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<številka kromosoma>.snp-stats (glej vrstico MAF v Tabeli B.3), v primeru da gre za
manǰsinjski alel, ampak z večjo natančnostjo (vrednost ima več decimalnih mest).
minor allele frequency Ista vrednost kot v stolpcu alleleA frequency, če je prvi
alel manǰsinski alel, sicer ista vrednost kot v stolpcu alleleB frequency, kar pomeni da je
drugi alel manǰsinski.
Določitev prvega in drugega alela za specifični SNP / varianto Pove, kateri
prvi (ali drugi) alel je bil izpeljan / določen za specifičen SNP / varianto (oba sta v svojem
stolpcu za posamezni SNP) v datoteki ADNI plink text fileset.map (SNP ima dva alela
na določenem kromosomu - vrstni red je naključen in tudi ne vemo, kateri je materinski
in kateri očetovski alel, vendar pa je vrstni red enak za celoten kromosom posameznika,
torej pri vseh njegovih SNP-jih se uporablja ista kopija za prvi in ista druga kopija za
drugi alel. Vrstni red alelov naj bi bil enak kot v datoteki ADNI plink.bim, tj. alel ALT
in alel REF v stolpcih Allele1 in Allele2, razen če sta alela drugačna / heterozigota.
Opomba: podobno kot stolpci AA calls, AB calls in BB calls v datotekah ADNI merged -
<številka kromosoma>.snp-stats (glej istoimenske vrstice v Tabeli B.3), samo da je tu
vrednost dejansko določena, torej ni enaka 0 za oba alela, le v primeru, če je en genotip
100 % določen (torej ima vrednost 1,0000 za enega od genotipov v eni izmed datotek
ADNI merged <številka kromosoma>.gen; glej Tabelo B.2). Dodana informacija je, da v
primeru, da je vrednost 1,0000 za genotip AB, vemo, kateri izmed dveh različnih alelov
je prisoten na prvem in kateri na drugem kromosomskem paru. Ampak med različnimi
vzorci / osebami pa je določen prvi in drugi kromosom v paru naključno, torej moramo
upoštevati to dejstvo. Teh stolpcev je toliko, kolikor je bilo obravnavanih SNP pozicij za
posamezen kromosom - glej Tabelo B.12.
MAF Frekvenca alela 1. To je MAF iz zaokroženega štetja v stolpcu NCHROBS, zato
je podobno kot stolpec MAF v datotekah ADNI merged <številka kromosoma>.snp-stats
(glej vrstico MAF v Tabeli B.3), vendar z vsoto štetij, namesto procentualne vsote, zato
je mogoče slednji podatek izpeljati iz preǰsnjega. Vrednost je enaka NA, če sta A1 in A2
enaka 0, enaka 0, če je prisoten samo A2 (ker je vedno večinski alel, in zato samo en), sicer,
če sta obe, tako A1 kot A2 prednastavljeni, pa se vrednost giblje med 0, 0 < x < 1, 0.
NCHROBS Število opazovanj alelov. Vedno sodo število, saj če ga opazimo na SNP
za določen vzorec / posameznika, opazimo dva alela, saj ima vsak kromosom svoj par.
Npr. če je vrednost enaka 2, potem so alele za SNP opazili le pri enem vzorcu (in MAF
je 0,5, če gre za heterozigota oz. AB). Torej to šteje alele, pri čemer sta vedno prisotna
dva na vzorec, za posameznike, pri katerih sta bila določena oz. izpeljana, in sta enaka
bodisi A in A, B in B ali A in B. Opomba: to je le zaokrožena vsota odstotkov v stolpcih
AA, BB in AB v statističnih datotekah ADNI merged <številka kromosoma>.snp-stats (glej
istoimenske vrstice v Tabeli B.3), ki kažejo verjetnost, da je vzorec dejansko eden od
genotipov; torej je to vsota štetja genotipov z verjetnostjo večjo od 0 %, ki jih je mogoče
izvedeti iz datotek ADNI merged <številka kromosoma>.snp-stats. Vrednost je enaka 0,
če je vrednost stolpca MAF enaka NA, sicer pa je enaka nenegativnemu celemu številu.
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3.1.3 2. vprašanje: Napovej množico kognitivno normalnih posa-
meznikov, katerih biomarkerji nakazujejo amiloidno motnjo
Učna množica je sestavljena iz 176 CN posameznikov in njihovih začetnih ocen. Primarni
fenotip je CSF amiloid-beta 42, kjer je odklon definiran kot Aβ < 192 pg
ul
. Ostale pri-
skrbljene mere vključujejo začetno oceno MMSE, začetno diagnozo, starost in število let
izobraževanja ob začetku raziskave, spol, APOE4 in APOE alel 1 in alel 2 genotipe, ter iz
celotnega genoma imputirane genotipe.
Podatkovni format
Klinični podatki Klinična podatkovna datoteka ADNI Training Q2 APOE July22.2014
.csv je z vejico razmejevana tekstovna datoteka, ki za vsakega posameznika, ki je bil
začetno diagnosticiran kot CN, vsebuje raven CSF amiloid-beta 42 in klinične kovariance.
Glej Tabelo B.11.
Podatki imputiranih genotipov Glej podrazdelek 3.1.2: Podatki imputiranih genoti-
pov.
3.2 Testni podatki
3.2.1 Izvor vzorcev in podatkov
Za rangiranje in validacijo končnih napovedi naših modelov se uporablja podmnožica
podatkov iz dveh neodvisnih študij. Za prvi dve vprašanji se uporabljajo podatki iz
Religious Orders Study (ROS) in Memory and Aging Project (MAP), ki sta bili izvedeni v
raziskovalnem centru za Alzheimerjevo bolezen Rush (Rush Alzheimers Disease Center)34.
Za tretjo vprašanje pa bi se uporabili podatki iz študije AddNeuroMed, vendar se tega
vprašanja oz. problema, kot rečeno zaradi ovir, na katere smo naleteli tekom raziskave,
nismo uspeli lotiti (glej poglavje 7: Nezaključeno tretje vprašanje raziskave). Podatki vseh
teh treh študij, natančneje le podmnožica le-teh, ki se je uporabila pri temu tekmovanju,
je distribuirana preko projekta Synapse35.
Študija The Religious Orders Study The Religious Orders Study36 je skupna študija
z Rush in številnimi drugimi medicinskimi centri po vsej ZDA. Študija vključuje sodelovanje
več kot 1.100 stareǰsih verskih duhovščin (redovnice, duhovniki in bratje), ki so se vsako leto
strinjali z medicinsko in psihološko oceno ter darovanjem možganov po smrti. Raziskovalci
uporabljajo informacije iz študije, da bi odkrili, katere spremembe v možganih so odgovorne
za težave s spominom in gibanjem. Študija natančno proučuje prehod od normalnega
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Projekt Memory and Aging Project Splošni cilj projekta Memory and Aging Pro-
ject37 je prepoznati strukturne osnove nevronske rezerve in preučiti nevrobiološke meha-
nizme, s pomočjo katerih okoljski in genetski dejavniki tveganja vodijo v funkcionalne
posledice štirih nevroloških bolezni staranja.
Študija AddNeuroMed Študija AddNeuroMed [18], ki je del projekta InnoMed (In-
novative Medicines in Europe) - predhodnik pobude za inovativna zdravila Innovative
Medicines Initiative (IMI)38, je velika vseevropska multicentrična študija, ki jo financirajo
Evropska unija in članice Evropske federacije za farmacevtsko industrijo in združenja
(EFPIA) in je namenjena iskanju biomarkerjev ali testov za Alzheimerjevo bolezen. Upo-
rablja isto shemo zajema podatkov MRI kot pobuda ADNI, uporabljena za učne podatke,
vendar seveda nad drugo učno kohorto [24]. Kljub oviram za razvoj plazemskih markerjev
so identificirali vrsto markerjev, vključno z genoma CFH in A2M39, ki sta bila neodvisno
ponovljena. Izkušnje z AddNeuroMed študijo nas vodijo do treh splošnih zaključkov. Prvič,
sodelovanje je bistvenega pomena. Drugič, oblikovanje je najpomembneǰse in kombinacija
načinov, kot sta slikanje in proteomika, je lahko informativna. Tretjič, živalski modeli
so dragoceni pri raziskavah biomarkerjev. Najpomembneje pa je, da so se naučili, da so
plazemski markerji izvedljivi.
3.2.2 Izvlačenje testnih podatkov
Tu je potrebno poudariti, da nam omenjeni testni podatki (torej njihove datoteke, stolpci in
format) niso bili na voljo, in smo jih morali pridobiti oz. izvleči (t.i. data extraction) sami,
preko različnih repozitorijev medicinskih datotek, za katere smo morali dodatno zaprositi
za dostop. Zaradi tega se je porabilo ogromno časa za izvlačenje podatkov iz enormne
zbirke raznovrstnih raziskav in pripadajočih podatkov, da smo iz različnih izvorov pridobili
ustrezne testne podatke, ki so kompatibilni z učnimi, in tako primerni za napovedovanje
z učnimi modeli, zgrajenimi nad učnimi podatki. Podatke smo nato pretvorili v format,
ki je v skladu s formatom učne množice podatkov. Število naših pridobljenih vzorcev pa
je zelo podobno številu vzorcev, ki so bili dejansko uporabljeni na tekmovanju za namen
testne množice. K dolgemu procesu je krepko oz. kar večinsko prispevalo pomanjkanje
našega domenskega znanja, oz. še bolj kot to, specifike in format posameznih dokumentov
in datotek, ki niso bile dobro obrazložene, pomanjkljivo dokumentirane in / ali pa je bila
interpretacija podatkov odvisna povsem samo od nas.
Podatkovni format in opis teh datotek bomo tu izvzeli.
Naj omenimo še, da so imeli tekmovalci raziskave testne podatke že prečǐsčene in urejene
za uporabo do te mere, kot je to storjeno za učne podatke. Mi tega privilegija nismo imeli.
37Glej https://www.ncbi.nlm.nih.gov/pmc/articles/PMC3439198/.
38IMI je javno-zasebno partnerstvo EU, ki financira zdravstvene raziskave in inovacije, katerega cilj je
pospešiti razvoj bolǰsih in varneǰsih zdravil za bolnike. Glej https://www.imi.europa.eu/.
39Glej opis obeh genov na https://ghr.nlm.nih.gov/gene/CFH in https://ghr.nlm.nih.gov/gene/A2M.
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3.2.3 1. vprašanje: Napovej spremembo v kognitivnih ocenah 24
mesecev po začetni oceni
Testna množica za vmesno tekmovalno lestvico prvega vprašanja uporablja 588 posamezni-
kov in njihove ocene na začetku preiskav. Ocena MMSE je bila zagotovljena za osnovni
obisk, ne pa tudi za 24 mesečni ponovni obisk. Druge meritve vključujejo diagnozo stopnje
Alzheimerjeve bolezni in starost subjektov na začetku raziskave, število let izobrazbe, spol,
APOE4 genotip (ampak samo za 542 posameznikov) in celotni genotipi, imputirani iz
genoma.
Izvzeta testna množica za končno ocenjevalno lestvico za prvo vprašanje uporablja 587
posameznikov in njihove ocene na začetku, preiskav. MMSE je bil zagotovljen za osnovni
obisk, ne pa tudi za 24 mesečni ponovni obisk. Druge meritve vključujejo diagnozo stopnje
Alzheimerjeve bolezni in starost subjektov na začetku raziskave, število let izobrazbe, spol,
APOE4 genotip (ampak samo za 542 posameznikov) in celotne iz genoma imputirane
genotipe.
Podatkovni format
Klinični podatki Podatki iz študij ROS in MAP so združeni v en nabor podatkov.
Datoteka s kliničnimi podatki ADChallenge ROSMAP Q1 Leaderboard je z vejico razmejevana
tekstovna datoteka, ki vsebuje osnovne demografske in klinične ocene 588 posameznikov
evropskega rodu. Ta datoteka nam ni bila na voljo in smo zato morali, z izvlačenjem
podatkov, te podatke skonstruirati na lastno pest.
Podatki imputiranih genotipov Glej podrazdelek 3.1.2: Podatki imputiranih genoti-
pov.
3.2.4 2. vprašanje: Napovej množico kognitivno normalnih posa-
meznikov, katerih biomarkerji nakazujejo amiloidno motnjo
Testna množica za vmesno tekmovalno lestvico za drugo vprašanje uporablja 129 ko-
gnitivno normalnih posameznikov na podlagi končne klinične diagnoze. Spremenljivke
vključujejo starost ob smrti, število let izobrazbe, spol, APOE genotip (ampak samo za
126 posameznikov), izhodǐsčne in zadnje veljavne ocene MMSE ter imputirane genotipe.
Izvzeta testna množica za končno ocenjevalno lestvico za drugo vprašanje uporablja 128
kognitivno normalnih posameznikov na podlagi končne klinične diagnoze. Spremenljivke
vključujejo starost ob smrti, število let izobrazbe, spol, APOE genotip (ampak samo za
126 posameznikov), izhodǐsčne in zadnje veljavne ocene MMSE ter imputirane genotipe.
Podatkovni format
Klinični podatki Datoteka s kliničnimi podatki, ADChallenge ROSMAP Q2 Leaderboard
UpdateJuly28.2014, je z vejico razmejevana tekstovna datoteka, ki vsebuje podatke o
demografskih in kliničnih ocenah subjektov pred smrtjo za 129 kognitivno normalnih
posameznikov evropskega rodu. Ta datoteka nam ni bila na voljo in smo zato morali, z
izvlačenjem podatkov, te podatke skonstruirati na lastno pest.
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Analiza in obdelava podatkov
V razdelkih 4.1: 1. vprašanje: Napovej spremembo v kognitivnih ocenah 24 mesecev po
začetni oceni in 4.2: 2. vprašanje: Napovej množico kognitivno normalnih posameznikov,
katerih biomarkerji nakazujejo amiloidno motnjo opǐsemo analizo podatkov za reševanje
prvega in drugega vprašanja. Analiza podatkov za tretje vprašanje, ki se ga v tem delu
nismo lotili, je podana v dodatku A.2: Analiza in obdelava podatkov.
4.1 1. vprašanje: Napovej spremembo v kognitivnih oce-
nah 24 mesecev po začetni oceni
4.1.1 Statistika podatkov
Statistika učnih podatkov je razvidna iz Tabel 4.1, 4.2 in B.12, statistika testnih podatkov
pa iz Tabel 4.3 in 4.4.
Tabela 4.1: Število pacientov glede na začetno diagnozo, za učno množico.
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Tabela 4.2: Klinične spremenljivke, za učno množico.
Klinične spremenljivke
Povprečen začetni MMSE (SD) 27,4 (2,5)
Povprečen 24 mesečni MMSE (SD) 25,9 (4,9)
Povprečna starost (SD) 74,5 (6,8)
Povprečno število let izobrazbe (SD) 16,0 (2,8)
% žensk 41
% alel APOE4 - 0 54
% alel APOE4 - 1 36
% alel APOE4 - 2 10
Tabela 4.3: Število pacientov glede na začetno diagnozo, za testno množico.





Tabela 4.4: Klinične spremenljivke, za testno množico.
Klinične spremenljivke
Povprečen začetni MMSE (SD) 26,9 (3,2)
povprečen 24 mesečni MMSE (SD) 27,0 (3,3)
Povprečna starost (SD) 73,0 (7,3)
Povprečno število let izobrazbe (SD) 15,9 (2,8)
% žensk 346
% alel APOE4 - 0 378
% alel APOE4 - 1 275
% alel APOE4 - 2 67
Več kot 335 milijonov SNP1 je bilo najdenih pri ljudeh iz več populacij. Tipični genom
se od referenčnega človeškega genoma razlikuje na 4 do 5 milijonih mest, od tega večino
(več kot 99,9 %) sestavljajo SNP in kratki indeli2. Nam je bilo v tem tekmovanju podanih
12.809.667 SNP-jev iz vseh kromosomov skupaj. Genetski podatki združujejo tako učne
kot testne podatke. Glej Tabelo B.12.
4.1.2 Obdelava kliničnih podatkov
1Polimorfizem posameznega nukleotida. Glej https://en.wikipedia.org/wiki/Single-nucleotide polymor
phism.
2Indel je izraz molekularne biologije za vstavljanje ali brisanje baz v genomu organizma. Glej
https://en.wikipedia.org/wiki/Indel.
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Transformacija podatkov v vzorce Testni podatki kot taki ne vsebujejo samo ene
vrstice na vzorec, zato jih je potrebno združiti in izoblikovati podatke, kjer vsaka vrstica
predstavlja en vzorec oz. enega posameznika, vsak stolpec pa eno izmed njegovih značilk.
V glavni datoteki za pvo vprašanje imamo skupaj 1.534 vrstic in 11 značilk. Vsaki osebi
pripadata dve vrstici, ki označujeta dve testiranji, opravljeni na različen datum. Da gre za
isto osebo vemo po stolpcu RID in PTID. Zato smo za vsako osebo združili obe vrstici in
preimenovali značilko MMSE v MMSE (start), ki označuje začetno vrednost MMSE oz.
njeno vrednost ob prvem obisku / eksperimentu posameznika - to je vrednost tiste vrstice,
ki ima vrednost stolpca VISCODE enako bl (tj. baseline), ter ustvarili novo značilko z
imenom MMSE (end), ki označuje vrednost MMSE ob drugem oz. zadnjem testiranju
osebe - to je vrednost tiste vrstice, ki ima vrednost stolpca VISCODE enako m24 (tj. gre
za obisk oz. eksperiment opravljen cca. 2 leti po prvotnem), od katere odštejemo prvotno
oceno MMSE (start); torej označuje spremembo v oceni MMSE v zadnjih cca. dveh letih.
Prav tako smo stolpec EXAMDATE preoblikovali v dva stolpca, in sicer EXAMDATE
(start) in EXAMDATE (end), ki označujeta prvi in drugi oz. zadnji obisk posameznika.
Stolpca VISCODE tako ne potrebujemo več in ga lahko odstranimo, stolpec PTID je
tudi odvečen, ker opravlja stolpec RID podobno vlogo (torej prav tako unikatno določa
posameznika), RID pa potrebujemo, ker nam predstavlja referenco na genetske podatke
posameznika.
Pri testnih podatkih je bila zadeva dosti bolj komplicirana, ker smo jih morali pridobiti
sami in jih nato spraviti v primerno obliko; glej podrazdelek 3.2.2: Izvlačenje testnih
podatkov.
Dopolni manjkajoče vrednosti Kjer je možno in ima smisel, lahko dopolnimo manj-
kajoče podatke oz. značilke posameznih vzorcev.
Učni podatki ne vsebujejo nobene manjkajoče vrednosti, pri z izvlačenjem podatkov
pridobljenih testnih podatkih pa je bilo tako pomanjkljivih vzorcev kar nekaj, ki smo jih
zato morali odstraniti; glej podrazdelek 3.2.2: Izvlačenje testnih podatkov.
Odstrani neprimerne vzorce Odstraniti moramo vzorce, ki so:
• Nepotrebni
Npr. če gre za vzorce, ki nas ne zanimajo pri danem problemu.
• Odvečni
Npr. podvojeni ali preveč podobni vzorci; slednji so problematični predvsem,
če je takih relativno veliko glede na preostale vzorce, kar pomeni, da je naša
množica vzorcev slaba posplošitev celotne populacije vzorcev, ali pa so razlike
premajhne tudi na celotni populaciji.
• Neuporabni
Npr. če v podatkih vzorca manjkajo obvezne spremenljivke (stolpci) ali pa se
jih ne more pretvoriti v uporabno obliko.
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Pri učnih podatkih nismo potrebovali zavreči nobenega vzorca, kar pa še zdaleč ne drži
za testne podatke; glej podrazdelek 3.2.2: Izvlačenje testnih podatkov.
Poenotenje formata učnih in testnih podatkov Po potrebi moramo za testne
podatke spremenite določene vrednosti specifičnih vzorcev, oz. natančneje, določene
vrednosti značilk, zaradi neskladja med predstavitvijo učnih in testnih podatkov.
Npr. v učnih podatkih se za značilko DX.bl, v primeru da gre za kontrolne vzorce,
uporablja vrednost CN (Cognitive Normal), v testnih podatkih pa se za kontrolne vzorce
smatra tudi vrednost SMC (Significant Memory Concern), ki pa v učnih podatkih ni
prisotna in so njeni primerki, ki bi se lahko označili kot SMC, označeni kot CN (tj. gre za
posplošitev). Zato smo vrednosti SMC spremenili v CN, in tako poenotili format testne
množice z učno množico.
Transformacija podatkov Kjer je to mogoče in smiselno, moramo prilagoditi vrednosti
značilk na način, ki bo primeren oz. razumljiv učnim modelom.
Končno vrednost MMSE (end) smo spremenili v relativno spremembo vrednosti MMSE
ob zaključnem ekperimentu posameznika, glede na njegov prvotni eksperiment. Ta podatek
nato uporabimo kot odvisno spremenljivko oz. rezultat napovedi. Ker predstavlja relativno
spremembo, nam negativne vrednosti označujejo poslabšanje, pozitivne pa izbolǰsanje
MMSE ocene posameznikov, kar je bolj uporabna predstavitev odvisne spremenljivke za
napovedne modele.
Dve značilki za datum obiska posameznikov, ki sta EXAMDATE (start) in EXAMDATE
(end), smo iz tekstovne oblike spravili v format, ki ga Python3 razume kot časovni objekt
(gre za razred datetime iz istoimenskega modula).
Dodajanje manjkajočih izpeljanih značilk Po potrebi moramo testnim podatkom
dodati dodatne izpeljane neodvisne in odvisne spremenljivke, v primeru, da je neka
izpeljana značilka prisotna v učnih, ne pa tudi v testnih podatkih.
Značilka APOE Genotype iz učnih podatkov je v testnih podatkih razdeljena na dva
stolpca, ki smo ju združili v eno, tako da se format ujema s formatom v učni množici.
Prvotna stolpca smo pa nato zavrgli.
Dodajanje novih izpeljanih značilk Hkrati lahko dodamo tudi nove značilke, ki so
izpeljane iz obstoječih značilk, z namenom, da bi si lahko na ta način pomagali do bolǰsih
napovednih rezultatov.
V našem primeru nismo videli potrebe po tem.
Združitev značilk Kjer je možno in smiselno, lahko združimo značilke, če nam to
sproducira za učne modele bolj informativen format podatkov.
Taki sta na primer obe značilki za datum obiska posameznikov, EXAMDATE (start)
in EXAMDATE (end). Ker nam začetni datum sam po sebi ne koristi, smo združili obe
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MESECEV PO ZAČETNI OCENI
Odstranitev neprimernih značilk Odstraniti moramo značilke, ki so:
• Nepotrebne
Npr. če gre za značilke, ki nas ne zanimajo pri danem problemu.
• Odvečne
Npr. preveč podobne vrednosti značilke. Slednje so problematične predvsem,
če je takih relativno veliko glede na preostale vzorce, kar pomeni, da je naša
množica vzorcev slaba posplošitev celotne populacije vzorcev, vsaj glede na to
značilko, ali pa so razlike premajhne tudi na celotni populaciji.
Vse značilke, ki so po obdelavi podatkov postale odvečne oz. smo z njihovo pomočjo
ustvarili nove značilke, smo odstranili že tekom obdelave podatkov. Torej, tekom
združevanja vrstic v vzorce, in tekom izpeljave novih značilk iz obstoječih.
Pretvori v nominalne kategorične značilke Nominalne kategorične značilke lahko
iz tekstovnega formata pretvorimo v modelu razumljive numerične podatke in jih združimo,
kjer je to možno in smiselno. To pomeni, da bo za vsako tako značilko namesto nje
ustvarjeno toliko novih značilk, kolikor ima možnih različnih vrednosti, in vsaka vrednost
take nove značilke bo označila, ali je neka specifična vrednost za originalno značilko prisotna
v nekem vzorcu ali ne. Torej le ena izmed vseh teh novih značilk bo dejansko označena,
ostale pa ne, ker se vzajemno izključujejo. S tem se izognemo zavajanju modela, kajti
nominalne značilke nimajo med seboj nobene urejenosti oz. hierarhije, zato jih razbijemo
na značilke posameznih unikatnih vrednosti originalne značilke.
Taka stolpca, za katera smo to tudi naredili, sta PTGENDER in APOE Genotype.
Takšna značilka je tudi PTID, vendar smo jo odstranili, ker nam ni ponudila nobene nove
informacije (glej podrazdelek 4.1.2: Transformacija podatkov v vzorce).
Pretvori v ordinalne kategorične značilke Ordinalne kategorične značilke lahko iz
tekstovnega formata pretvorimo v modelu razumljive numerične podatke in jih združimo,
kjer je to možno in smiselno. V primerjavi z nominalnimi kategoričnimi značilkami gre tu
za vrednosti, med katerimi obstaja relacija urejenosti. Zato je potrebno vrednosti tovrstnih
značilk pretvoriti v format, ki bo to odražal, torej da bo učni model razločeval katera
vrednost je večja oz. manǰsa glede na neko drugo vrednost te značilke.
Tak stolpec, za katerega smo to tudi naredili, je DX.bl. Namreč, gre za stopnjo razvitosti
Alzheimerjeve bolzeni, kar pomeni, da gre za vrednosti, ki se lahko med seboj primerjajo
po velikosti.
Pretvori v zvezne numerične značilke Zvezne numerične značilke lahko iz tekstov-
nega formata pretvorimo v modelu razumljive numerične podatke in jih združimo, kjer je
to možno in smiselno.
Take značilke so AGE, vendar so že v pravilnem formatu, zato ne potrebujemo narediti
ničesar.
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Pretvori v nezvezne numerične značilke Nezvezne numerične značilke lahko iz
tekstovnega formata pretvorimo v modelu razumljive numerične podatke in jih združimo,
kjer je to možno in smiselno.
Take značilke so RID, APO4, PTEDUCAT, MMSE (start), MMSE (delta), EXAM-
DATE (delta), vendar so že v pravilnem formatu (vsaj vzorci, katere smo dejansko
uporabili), zato ne potrebujemo narediti ničesar.
Optimizacija podatkovnega tipa značilk Na koncu smo še spominsko optimizirali
podatkovni format posameznih značilk. Npr. če lahko značilko predstavimo s podatkovnim
tipom boolean (npr. značilke ustvarjene na koraku, ki je opisan v podrazdelku 4.2.2:
Pretvori v nominalne kategorične značilke), potem smo podatke te značilke pretvorili
v tovrsten podatkovni format. To nam omogoča bolj učinkoviteǰso prostorsko porabo
podatkov, in posledično hitreǰse učenje učnih modelov in njihovo hitreǰse napovedovanje
na podlagi novih množic podatkov.
4.1.3 Analiza kliničnih podatkov
Numerični podatki
Najprej moramo razumeti, katere vrednosti ima lahko numerična spremenljivka oz. značilka,
pa tudi njeno porazdelitev in razpršitev. To je najbolje razumljivo s histogramom, ki
uporablja ocenjevanje gostote z jedri4. Glej Sliko 4.1.
Histogram lahko interpretiramo tudi s pomočjo poenostavljene ocene gostote jedra
(kernel density estimation oz. KDE5) oz. grafom gostote, ki z jedrom gladi frekvence nad
zaboji oz. stolpci histograma. Tako dobimo bolj gladko funkcijo gostote verjetnosti, ki
bo na splošno natančneje odražala porazdelitev osnovne spremenljivke. Oceno gostote
lahko narǐsemo kot alternativo histogramu in jo običajno narǐsemo kot krivuljo in ne kot
množico zabojev. Kljub temu imajo histogrami prednost pri aplikacijah, kjer je potrebno
modelirati njihove statistične lastnosti. Korelirano variacijo ocene gostote jeder je zelo
težko matematično opisati, medtem ko jo je za histogram preprosto, kjer vsak zaboj varira
neodvisno.
Opis histogramov za posamezno numerično značilko:
MMSE (delta) Histogram ima obliko močno asimetrične, levo (oz. negativno) poševne,
zrcalne (oz. inverzne ali komplementarne) Gumbel porazdelitve.
AGE Histogram ima približno obliko Cauchy porazdelitve, ki je blago levo poševna, oz.
bolj specifično gre za Tukey lambda distribucijo s parametrom oblike λ = −1, ki je
blago levo poševna.
4Histogram lahko razumemo kot poenostavljeno oceno gostote jedra, ki z jedrom gladi frekvence
predstavljene s stolpci. Tako dobimo bolj gladko funkcijo gostote verjetnosti, ki bo na splošno natančneje
odražala porazdelitev osnovne spremenljivke. Oceno gostote lahko narǐsemo kot alternativo histogramu
in jo običajno narǐsemo kot krivuljo in ne kot polje. Kljub temu imajo histogrami prednost pri aplikacijah,
ko je treba modelirati njihove statistične lastnosti. Korelirano variacijo ocene gostote jedra je zelo težko
matematično opisati, medtem ko je to pri histogramu preprosteje, kjer vsak stolpec varira neodvisno.
Glej https://en.wikipedia.org/wiki/Histogram, https://en.wikipedia.org/wiki/Kernel density estimation in
https://datavizcatalogue.com/methods/density plot.html.
5Glej https://en.wikipedia.org/wiki/Kernel density estimation in https://en.wikipedia.org/wiki/Kernel
(statistics)
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4.1. 1. VPRAŠANJE: NAPOVEJ SPREMEMBO V KOGNITIVNIH OCENAH 24
MESECEV PO ZAČETNI OCENI
PTEDUCAT Oblika histograma je še najbolj podobna grobi obliki močno levo poševne
hi-kvadrat porazdelitve. Zelo grobi obliki predvsem zaradi stolpcev histograma, ki se
zaporedoma izmenjujejo med ekstremno visokimi in nizkimi, tj. so prisotna visoka
nihanja v prisotnosti zaporednih vrednosti.
APOE4 Histogram ima izjemno grobo (negativno) eksponentno porazdelitev. Grobo
namreč zato, ker primerki vsebuje samo tri različne možne vrednosti.
MMSE (start) Histogram ima grobo inverzno eksponentno porazdelitev.
EXAMDATE Histogram ima obliko blago desno poševne, zrcalne Gumbel porazdelitve,
vendar je njena disperzija, torej velikost razpona vrednosti naključne spremenljivke
oz. njena verjetnostna porazdelitev, izjemno visoka. Ker sta za ogromno razpršenost
odgovorna le dva vzorca, je bolje, da se ju enostavno znebimo oz. ju ignoriramo, ker
nam preveč popačita sliko, kar dejansko pomeni, da bi preveč pokvarila oz. omejila
napovedno moč učnega modela.
DX.bl Opazimo, da imamo dvakrat več predstavnikov z vrednostjo značilke, ki označuje
stanje Alzheimerjeve bolezni, enako CN in LMCI, kot pa predstavnikov, ki imajo to
vrednost enako EMCI ali AD. Če posplošimo in obravnavamo skupaj obe mileǰsi obliki
stanja Alzheimerjeve bolezni na eni strani in obe resneǰsi obliki stanja Alzheimerjeve
bolezni na drugi, potem se razmerje vzorcev dokaj dobro ujema. Zato sklepamo, da
nas razmerja med števili vzorcev posameznih vrednosti te značilke ne bi smela motiti
pri gradnji učnega modela.
Kategorični podatki
Opis stolpčnih diagramov, ki prikazujejo število primerkov za posamezne vrednosti kate-
goričnih značilk (glej Sliko 4.2):
PTGENDER Iz stolpčnega diagrama je razvidno, da je moških predstavnikov med vzorci
malo več kot ženskih, vendar ta razlika ni tako ekstremna, da bi nas morala skrbeti
pri gradnji učnega modela.
APOE Genotype Vidimo, da je najmanj zastopan alel genotipa APOE enak 2, potem
sledi alel 4, in nato alel 3, pri čemer se alela 3 in 4 v pogostosti pojavitve v vzorcih
močno distancirata od alela 2. Ker raziskava predpostavlja, in to smo tudi potrdili s
pomočjo korelacijske matrike (glej Sliko 4.3 in njeno analizo), da ima največji vpliv
pri napovedovanju učnega modela alel 4 gena APOE, nas manǰsa zastopanost vzorcev
z alelom 2 ne bi smela preveč motiti, v kolikor le-te predstavnike primerno utežimo
pri funkcijah napovednih modelov.
Soodvisnost numeričnih podatkov
Za prepoznavanje odvisnoti med pari posameznih numeričnih značilk si lahko pomagamo s
korelacijsko matriko, izvedeno nad vsemi numeričnimi značilkami (glej Sliko 4.3).
Naj opozorimo, da korelacija še ne pomeni vzročne zveze. Vzročnost naredi korak
naprej od korelacije. Pravi, da bo vsaka sprememba vrednosti ene spremenljivke povzročila
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Slika 4.1: Analiza numeričnih značilk.
Slika 4.2: Analiza kategoričnih značilk.
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4.1. 1. VPRAŠANJE: NAPOVEJ SPREMEMBO V KOGNITIVNIH OCENAH 24
MESECEV PO ZAČETNI OCENI
spremembo vrednosti druge spremenljivke, kar pomeni, da ena spremenljivka povzroči, da
se zgodi druga. Ta pojav se omenja tudi kot ”vzrok in posledica”.
V nekaterih primerih lahko obstajajo nekatere skrite spremenljivke (česar se ne zave-
damo), zaradi katerih sta dve spremenljivki povezani. V tem primeru korelacija morda ne
pomeni korelacije, ker je učinek pravzaprav posledica osnovne spremenljivke, zaradi katere
verjamemo, da sta dve spremenljivki med seboj korelirani, tudi če to ni res.
Vidimo lahko, da obstaja daleč največja korelacija, enaka 0,7, med značilkama DX.bl
in MMSE (start), kar pomeni, da je začetna ocena MMSE, opravljena v sklopu prvega
eksperimenta nad posamezniki, precej povezana z začetnim stanjem Alzheimerjeve bolezni.
Gre za negativno korelacijo, kar je povsem smiselno, saj bolje kot se posameznik odreže
pri testu MMSE, zgodneǰsa je stopnja Alzheimerjeve bolezni.
Tej korelaciji sledi korelacija, enaka 0,41, ki obstaja zopet med značilko DX.bl in
značilko MMSE (delta), kjer je slednja praktično enaka prej obravnavani značilki MMSE
(start), le za drugo časovno obdobje (torej, drugi eksperiment posameznika), kar pomeni,
da je začetno stanje Alzheimerjeve bolezni, s pomočjo začetne ocene MMSE, lahko dober
oz. še najbolǰsi indikator oz. pokazatelj spremembe ocene MMSE v naslednjih dveh letih
pri posamezniku. V pozneǰsi stopnji kot je stanje Alzheimerjeve bolezni pri posamezniku,
večja je verjetnost, da se bo njegova ocena MMSE v naslednjih dveh letih zmanǰsala.
Značilka z največ soodvisnosti oz. največjimi korelacijami pa je definitivno APOE4.
Tudi ta je prav tako korelirana z DX.bl z vrednostjo 0,34. Takoj se ji približa korelacija z
značilko MMSE (start) in je enaka 0,27. Zatem ji sledi korelacija z odvisno spremenljivko
MMSE (delta), ki je enaka 0,22. To nakazuje, da gre za dejansko povezavo med oceno
MMSE in pa število alel 4 gena APOE. Podobno močna povezava obstaja, kjer je zopet
udeležena značilka APOE4, med njo in značilko AGE, kar nakazuje, da je alel 4 gena
APOE soodvisen tudi od starosti posameznika. Ta je enaka 0,19.
Vidimo tudi, da obstaja korelacija, enaka 0,27, med PTEDUCAT in MMSE (start),
kar nakazuje na logičen zaključek, da bolj izobraženi posamezniki opravijo test za oceno
MMSE bolje.
Obstaja tudi korelacija med obema značilkama za oceno MMSE, enaka 0,30, torej med
značilkama MMSE (start) in MMSE (delta), kar nam pove, da lahko tudi na podlagi
začetne ocene MMSE sklepamo, do neke mere, spremembo ocene MMSE pri posamezniku
v naslednjih dveh letih.
Glej tudi Sliko 4.4, ki z uporabo grafov raztrosa6 prikazuje razmerje med numeričnimi
značilkami in odvisno spremenljivko za spremembo ocene MMSE.
Iz te slike je lepo razvidno, da se diagrami ujemajo z našimi ugotovitvami glede odvisnosti
značilk DX.bl, MMSE (start), APOE4, PTEDUCAT in tudi odvisne spremenljivke MMSE
(delta).
Soodvisnost kategoričnih podatkov
Slika 4.5 prikazuje odvisnost med kategoričnimi značilkami in odvisno spremenljivko za
spremembo ocene MMSE. To smo v tem primeru storili z uporabo škatel z brki.
Opis škatel z brki, ki prikazujejo porazdelitev primerkov za posamezne vrednosti
numeričnih značilk (glej Sliko 4.2):
6Glej https://en.wikipedia.org/wiki/Scatter plot.
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Slika 4.3: Korelacijska matrika med numeričnimi značilkami, vključno z odvisno spre-
menljivko za spremembo MMSE.
Slika 4.4: Analiza razmerja med numeričnimi značilkami in odvisno spremenljivko za
spremembo MMSE.
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Slika 4.5: Analiza razmerja med kategoričnimi značilkami in odvisno spremenljivko za
spremembo MMSE s pomočjo grafa tipa škatla z brki8.
PTGENDER Vidimo lahko, da je med izbranimi vzorci zelo malo posameznikov, pri
katerih se ocena MMSE v dveh letih po prvotnem eksperimentu drastično zmanǰsa.
Pri ostalih vzorcih se ta sprememba ocene MMSE giblje nekje znotraj intervala cca.
od -8 pa do +5, pri čemer je razpon te spremembe pri polovici le-teh enak cca. 3
do 4. Razvidno je tudi, da gre pri večini vzorcev za poslabšanje ocene MMSE v
zadnjih dveh letih, kar je logično - s starostjo, pri čemer se moramo zavedati, da
govorimo o osebah v poznem obdobju starosti, kajti naši vzorci so bili pridobljeni
iz te starostne skupine, se spomin pri ljudeh, statistično gledano, zmanǰsuje. Pri
obeh možnih vrednostih, torej pri moškem in ženskem spolu, gre za zelo podobno
odvisnost z odvisno spremenljivko za spremembo ocene MMSE.
APOE Genotype Pri genotipih, sestavljenih iz kombinacije alel 3 in 4 gena APOE,
vidimo dokaj podobno razpršenost vrednosti v relaciji z odvisno spremenljivko za
spremembo ocene MMSE. Vidimo tudi, da se ekstremne vrednosti za genotipe
nahajajo v predelu grafa z negativno spremembo ocene MMSE. Pri genotipih, ki
pa vsebujejo v vzorcih manǰsinsko zastopan alel 2, pa ne opazimo nekih ekstremnih
vrednosti oz. osamelcev7, razpršenost teh genotipov pa je v povprečju manǰsa od
prvotno omenjenega genotipa. Genotip z obemi aleli enakimi 2 nastopa v naši učni
množici vzorcev le enkrat, kar pa, kot smo že omenili pri analizi Slike 4.2, ne bi smelo
pokvariti naših učnih modelov.
Pogledamo si lahko še odvisnost med določenimi značilkami, pri čemer se pogojimo
oz. omejimo le na določeno vrednost neke tretje soodvisne spremenljivke. Glej Sliko 4.6.
Modri znak + predstavlja moški vzorec, rdeči znak x pa ženski.
Odvisnost med predstavniki različnih genotipov gena APOE in njihovimi spremembami
v oceni MMSE v zadnjih dveh letih se dokaj dobro ujema med moško in žensko podmnožico
podatkov. Edina posebnost je zopet genotip z obemi aleli enakimi 2; tak je namreč samo
en moški vzorec.
7Oz. po angleško outlier. Glej https://en.wikipedia.org/wiki/Outlier.
8Glej https://en.wikipedia.org/wiki/Box plot.
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Do podobne ugotovitve lahko pridemo tudi pri primerjavi DX.bl in MMSE (delta),
kjer pogojimo razmerje glede na vrednost značilke APOE Genotype. Posebnosti, ki so
posledica dejstva, da imamo malo predstavnikov vzorcev za določene genotipe gena APOE,
so prisotne pri genotipu APOE z aleli 2 in 4, ter genotipu z obemi aleli enakimi 2. V
prvem primeru imamo zelo malo predstavnikov posameznikov, ki nimajo Alzheimerjeve
bolezni, pa še te so samo ali izključno moški ali izključno ženski. Ista zgodba je pri drugem
primeru.
Je pa res, da je razmerje med moškimi in ženskimi predstavniki, ki imajo isto stanje
Alzheimerjeve bolzeni, izjemno uravnoteženo kar se tiče porazdelitve in razpršitve vzorcev.
Pri ženskah imamo par vzorcev s stanjem Alzheimerjeve bolezni LMCI, ki dokaj močno
odstopajo od pričakovane oz. večinske (najbolj pogoste) spremembe v oceni MMSE, prav
tako pa je pri ostalih primerkih porazdeljenost te spremembe bolj razpršena od moških
vzorcev. Opaziti je možno tudi, da imajo moški vzorci večjo razpršenost spremembe v oceni
MMSE pri kognitivno normalnih (stanje CN) posameznikih. Ker se stanji Alzheimerjeve
bolezni CN in LMCI po lestvici resnosti Alzheimerjeve bolezni držita skupaj, lahko
sklepamo, da se zato ti dve razliki v teh dveh značilkah, ki sta ravno obratni pri moških in
ženskah, v dovolǰsnji meri izničita.
4.2 2. vprašanje: Napovej množico kognitivno normalnih
posameznikov, katerih biomarkerji nakazujejo amiloi-
dno motnjo
4.2.1 Statistika podatkov
Statistika učnih podatkov je razvidna iz Tabele 4.5, statistika testnih podatkov pa iz Tabele
4.6.
Tabela 4.5: Klinične spremenljivke, za učno množico.
Klinične spremenljivke
Povprečen začetni MMSE (SD) 29,0 (1,2)
Povprečna starost (SD) 75,3 (5,4)
Povprečno število let izobrazbe (SD) 16,3 (2,6)
% žensk 83
% alel APOE4 - 0 134
% alel APOE4 - 1 36
% alel APOE4 - 2 6
Povprečna raven CSF amiloid-beta 42 (SD) 195,5 (53,4)
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Slika 4.6: Analiza pogojnega razmerja med določenimi značilkami in odvisno spremenljivko
za spremembo MMSE.
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Tabela 4.6: Klinične spremenljivke, za testno množico.
Klinične spremenljivke
Povprečen začetni MMSE (SD) 26,9 (2,7)
Povprečna starost (SD) 70,5 (7,5)
Povprečno število let izobrazbe (SD) 15,9 (2,8)
% žensk 398
% alel APOE4 - 0 448
% alel APOE4 - 1 370
% alel APOE4 - 2 115
Povprečna raven CSF amiloid-beta 42 (SD) 163,3 (53,6)
4.2.2 Obdelava kliničnih podatkov
Podatki so zelo podobni podatkom za prvo vprašanje, razlika je v tem, da nima stolpcev
oz. značilk EXAMDATE in DX.bl, in da ima novo dodatno značilko, imenovano ABETA.
Prav tako vsebujejo le podatke za prvi eksperiment posameznikov. Glej podrazdelek 4.1.2:
Obdelava kliničnih podatkov.
Transformacija podatkov v vzorce Za učne podatke ni potrebna, ker vsaka vrstica
že predstavlja posamezne vzorce.
Pri testnih podatkih je bila zadeva dosti bolj komplicirana, ker smo jih morali pridobiti
sami in nato spraviti v primerno obliko; glej podrazdelek 3.2.2: Izvlačenje testnih podatkov.
Pri testnih podatkih imamo na voljo mnogo več obiskov oz. eksperimentov za posameznika,
za nekatere več, za duge manj, zato iz teh podatkov izločimo le tiste vrstice, ki označujejo
prvotni eksperiment posameznikov, kajti tovrstni podatki sestavljajo učno množico.
Dopolni manjkajoče vrednosti Učni podatki ne vsebujejo nobene manjkajoče vredno-
sti, pri z izvlačenjem podatkov pridobljenih testnih podatkih pa je bilo tako pomanjkljivih
vzorcev kar nekaj, ki smo jih zato morali odstraniti; glej podrazdelek 3.2.2: Izvlačenje
testnih podatkov.
Odstrani neprimerne vzorce Pri učnih podatkih nismo potrebovali zavreči nobenega
vzorca, kar pa še zdaleč ne drži za testne podatke; glej podrazdelek 3.2.2: Izvlačenje testnih
podatkov. Morali smo med drugim zavreči vzorce, ki so imeli vrednost ABETA manǰso od
200 ali večjo od 1.700, da smo pridobili kompatibilnost z učnimi podatki.
Poenotenje formata učnih in testnih podatkov Format med učnimi in testnimi
podatki je bil že v osnovi kompatibilen, le imena določenih stolpcev oz. značilk je bilo
potrebno uskladiti.
Transformacija podatkov Nikakršne tovrstne transformacije ne potrebujemo, ne za
učne, kot tudi ne za testne podatke.
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Dodajanje manjkajočih izpeljanih značilk Učni podatki imajo stolpec SAGE.Q2,
ki je pravzaprav izpeljan iz stolpca ABETA, kjer je vrednost enaka 1 v primeru, če velja
ABETA < 192, sicer je enaka 0. SAGE.Q2 pravzaprav predstavlja napovedno vrednost za
drugo vprašanje, ki se imenuje Discordance. Tako da na ta način dodamo oz. pridobimo
napovedno vrednost za vse vzorce testnih podatkov.
Dodajanje novih izpeljanih značilk V našem primeru nismo videli potrebe po tem.
Združitev značilk V našem primeru nismo videli potrebe po tem.
Odstranitev neprimernih značilk Vse značilke v testnih podatkih, ki so po obdelavi
podatkov postale odvečne oz. smo z njihovo pomočjo ustvarili nove značilke, smo odstranili
že tekom obdelave podatkov. Torej tekom izpeljave novih značilk iz obstoječih. Tako smo
dobili podatke, kompatibilne z učnimi, pri slednjih pa smo ohranili vse značilke.
Pretvori v nominalne kategorične značilke Taka stolpca, za katera smo to tudi
naredili, sta PTGENDER in APOE Genotype. Takšna značilka je tudi PTID, vendar
smo jo odstranili, ker nam ni ponudila nobene nove informacije (glej podrazdelek 4.1.2:
Transformacija podatkov v vzorce).
Pretvori v ordinalne kategorične značilke Takega stolpca nimamo.
Pretvori v zvezne numerične značilke Taka značilka je AGE, vendar so njene
vrednosti že predstavljene v pravilnem formatu, zato ne potrebujemo narediti ničesar.
Pretvori v nezvezne numerične značilke Take značilke so RID, APO4, PTEDUCAT,
MMSE (start), ABETA in SAGE.Q2, vendar so že v pravilnem formatu (vsaj vzorci, katere
smo dejansko uporabili), zato ne potrebujemo narediti ničesar.
Optimizacija podatkovnega tipa značilk Glej podrazdelek 4.1.2: Optimizacija po-
datkovnega tipa značilk.
4.2.3 Analiza kliničnih podatkov
Numerični podatki
Najprej moramo razumeti, katere vrednosti lahko ima spremenljivka, pa tudi njeno po-
razdelitev in razpršitev. To je najbolje razumljivo s stolpčnim diagramom, ki uporablja
ocenjevanje gostote z jedri. Histogram lahko interpretiramo tudi s pomočjo poenostavljene
ocene gostote jedra oz. grafom gostote. Glej Sliko 4.7.
Opis histogramov za posamezno numerično značilko:
Discordance Histogram ima obliko približno enakomerne porazdelitve, ki je malce desno
poševna. Vendar tu pravzaprav težko govorimi o kakršnikoli porazdelitvi, ker ima
značilka samo dve možni vrednosti.
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POSAMEZNIKOV, KATERIH BIOMARKERJI NAKAZUJEJO AMILOIDNO MOTNJO
Slika 4.7: Analiza numeričnih značilk.
AGE Histogram ima približno obliko Cauchy porazdelitve, ki je blago desno poševna, oz.
bolj specifično gre za Tukey lambda distribucijo s parametrom oblike λ = −1, ki
je blago desno poševna. Gre za grobo oceno, ker so med nekaterimi zaporednimi
številkami primerkov s posamezno vrednostjo značilke (oz. stolpci histograma) kar
preceǰsnja nihanja v vrednostih, ki pa se (torej, krivulja) v kontekstu vseh vrednosti
zgladijo.
PTEDUCAT Oblika histograma je še najbolj podobna grobi obliki močno levo poševne
hi-kvadrat porazdelitve. Zelo grobi obliki predvsem zaradi stolpcev histograma, ki se
zaporedoma izmenjujejo med ekstremno visokimi in nizkimi, tj. so prisotna visoka
nihanja v prisotnosti zaporednih vrednosti.
APOE4 Histogram ima (negativno) eksponentno porazdelitev.
MMSE (start) Histogram ima inverzno eksponentno porazdelitev.
ABETA Iz oblike histograma je razvidno, da imajo podatki dva vrhova oz. lokalna
maksimuma, zaradi česar bi lahko sklepali, da gre za multimodalno oz. bimodalno
porazdelitev podatkov. Oba vrhova skupaj tvorita dokaj razpotegnjeno oz. razpršeno
distribucijo, če pa ju probamo obravnavati ločeno, pa temu ne bi bilo tako. Ločena
vrhova bi potem imela podobno distribucijo kot značilka AGE, le njuna posamezna
poševnost bi bila morda drugačna. Zato smo se odločili, da je taka opredelitev
distribucije še najbolj korektna.
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Slika 4.8: Analiza kategoričnih značilk.
Kategorični podatki
Opis stolpičnih diagramov, ki prikazujejo število primerkov za posamezne vrednosti kate-
goričnih značilk (glej Sliko 4.8):
PTGENDER Iz stolpčnega diagrama je razvidno, da je moških predstavnikov med vzorci
malo več kot ženskih, vendar ta razlika ni tako ekstremna, da bi nas morala skrbeti.
APOE Genotype Vidimo, da je najmanj zastopan alel genotipa APOE enak 2, potem
sledi alel 4, in nato alel 3, pri čemer se alela 2 in 4 v pogostosti pojavitve v vzorcih
močno distancirata od alela 4.
Soodvisnost numeričnih podatkov
Za prepoznavanje odvisnoti med pari posameznih numeričnih značilk si lahko pomagamo s
korelacijsko matriko, izvedeno nad vsemi numeričnimi značilkami (glej Sliko 4.9).
Vidimo lahko, da izjemno močna korelacija, enaka 0,87, obstaja med značilkama ABETA
in Discordance, kar pomeni, da je raven Abeta posameznika izjemno dober indikator oz.
pokazatelj neskladja v ravni amiloida beta-42 v CSF ob izhodǐsčnem obisku pri posamezniku
(torej, da je raven nižja od 192 pg
ul
, vendar je posameznik brez znakov kognitivne oslabitve).
Kor pri prvem vprašanju, tudi pri temu vprašanju vidimo, da je značilka z največ sood-
visnosti APOE4. Ta je prav tako kolerirana direktno z odvisno spremenljivko Discordance
z vrednostjo 0,33, prav tako pa je, še bolj, kolerirana tudi z značilko ABETA, z vrednostjo
enako 0,38.
Torej sta značilki ABETA in APO4 ter odvisna spremenljivka dobro kolerirane oz.
soodvisne med seboj, druga z drugo.
Vidimo tudi, da obstaja korelacija, enaka 0,23, med PTEDUCAT in MMSE (start),
kar nakazuje na logičen zaključek, da bolj izobraženi posamezniki opravijo test za oceno
MMSE bolje.
Glej tudi Sliko 4.10, ki z uporabo grafov raztrosa9 prikazuje razmerje med numeričnimi
značilkami in odvisno spremenljivko za spremembo MMSE.
9Glej https://en.wikipedia.org/wiki/Scatter plot.
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POSAMEZNIKOV, KATERIH BIOMARKERJI NAKAZUJEJO AMILOIDNO MOTNJO
Slika 4.9: Korelacijska matrika med numeričnimi značilkami in odvisno spremenljivko za
neskladje.
Iz te slike je lepo razvidno, da se diagrami ujemajo z našimi ugotovitvami glede odvisnosti
značilk ABETA, APOE4, PTEDUCAT, MMSE (start) in tudi odvisne spremenljivke
Discordance.
Soodvisnost kategoričnih podatkov
Slika 4.11 prikazuje odvisnost med kategoričnimi značilkami in odvisno spremenljivko
Discordance. To smo v tem primeru storili z uporabo škatel z brki.
Opis škatel z brki, ki prikazujejo porazdelitev primerkov za posamezne vrednosti
numeričnih značilk (glej Sliko 4.2):
PTGENDER Z diagramom za to značilko si težko kaj dosti pomagamo, saj sta za odvisno
spremenljivko Discordance možni samo dve vrednosti, kar velja tudi za analizirano
značilko. Iz slike lahko sklepamo le, da sta obe vrednosti odvisne spremenljivke
približno enako zastopani, tako pri ženskah kot pri moških.
APOE Genotype Tu pa vidimo malce bolj raznoliko sliko. Vzorci z genotipom gena
APOE, ki ima par alelov sestavljen iz alela 3 in genotipom, ki ima par alelov sestavljen
iz alel 3 in 4, imajo obe vrednosti odvisne spremenljivke približno enako zastopani.
Ta dva genotipa sta tudi najbolj zastopana v vzorcih. Pri genotipu z aleli 2 in 3 pa je
razmerje v neravnovesju, kjer je večina vrednosti odvisne spremenljivke Discordance
enaka 0. To še dosti bolj ekstremno drži za preostala genotipa, ki imata par alelov
sestavljen iz alel 2 in 4 oz. iz para alelov 4.
Pogledamo si lahko še odvisnost med določenimi značilkami, pri čemer se pogojimo
oz. omejimo le na določeno vrednost neke tretje soodvisne spremenljivke. Glej Sliko 4.12.
Modri krogci predstavljajo moške vzorce, rdeči pa ženske.
Odvisnost med predstavniki različnih genotipov gena APOE in njihovim spolom se
relativno dobro ujema med moško in žensko podmnožico podatkov. Edina posebnost je pri
genotipu gena APOE z aleli 2 in 4, kjer nimamo nič ženskih vzorcev, moških pa je kar
nekaj.
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Slika 4.10: Analiza razmerja med numeričnimi značilkami in odvisno spremenljivko za
neskladje.
Slika 4.11: Analiza razmerja med kategoričnimi značilkami in odvisno spremenljivko za
neskladje s pomočjo grafa tipa škatla z brki.
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Slika 4.12: Analiza pogojnega razmerja med določenimi značilkami in odvisno spremen-
ljivko za neskladje.
Naj opozorimo še, da v testnih podatkih nimamo niti enega vzorca z genotipom gena
APOE, ki ima obe aleli enaki 2. Vendar je v učnih podatkih tak vzorec samo en, kot smo
že videli, tako da lahko za naše potrebe raziskave ta genotip preprosto ignoriramo, ker
nimamo dovolj vzorcev s tovrstnim genotipom, da bi lahko na podlagi njega kako pametno





Za dani problem je bilo veliko truda vloženega za samo pridobivanje oz. izvlačenje podatkov,
potrebnih za zastavljena vprašanja. Ker je bilo tekmovanje že zaključeno, prečǐsčeni in
urejeni podatki niso bili več na voljo, tako da smo morali izmed vseh surovih podatkov, do
katerih smo dobili dostop, najprej najti relevantne za naš problem, nato pa le-te predelati
v format, ki je lahko uporaben za nadaljnjo analizo in strojno učenje. Veliko podatkov je
bilo izvzetih in razpršenih po različnih datotekah, ki so bile sestavljene v sklopu različnih
raziskav, kar nam je izjemno otežilo delo. Izkazalo se je, da je največ dela šlo v ta namen,
torej poleg dela, ki se je predvidevalo v sklopu naše raziskave, kjer je bil poudarek na
strojnem učenju.
V ta namen se je izdelalo obsežen podatkovni obdelovalnik, ki zna surove podatke
prečistiti in obdelati dokaj avtomatizirano, torej brez mnogih dodatnih popravkov v
primeru nekih popolnoma drugačnih podatkov, za kako popolnoma drugo raziskavo. S tem
smo ze znebili odvečenga dela pri pretvarjanju zbirke podatkov v format, ki je primeren za
našo raziskavo, kajti brez te rešitve bi bil čas, porabljen za analizo primernosti podatkov,
pridobljenih z izvlačenjem podatkov, še mnogo dalǰsi. Še vedno pa je ostal problem
interpretacije teh podatkov, saj nam ni bila na voljo nobena dokumentacija ali vsaj popis,
kaj npr. posamezni stolpci in / ali vrstice sploh predstavljajo, in predvsem kakšen je njihov
kontekst (npr. ali sploh gre za vzorce, pridobljene iz iste populacije, kot so vzorci učne
množice).
Omenimo, da smo podatke pred samim učenjem randomizirali, zato da preprečimo
morebitno zavajanje učnih modelov z informacijami nad podatki, ki so zgolj rezultat
specifičnega zaporedja vzorcev, nanizanega v podatkovnih datotekah. Poleg tega smo pri
učnih modelih uporabili tudi prečno preverjanje, ki opravi še dodatno randomizacijo v
sklopu svoje funkcionalnosti.
V poglavju 2: Pregled področja smo preučili kar nekaj obstoječih načinov reševanja
tovrstnih problemov. Zato smo se odločili, da za dani problem preizkusimo čimveč različnih
učnih modelov in tako najdemo potencialno najprimerneǰsega izmed njih. Tu smo razvili
sistem, ki zna, s prej omenjenim podatkovnim obdelovalnikom, obdelane podatke uporabiti
za obsežen nabor učnih modelov, parametrizacijo oz. optimizacijo vrednosti njihovih
spremenljivk, in pa tudi enolično ocenjevanje njihove učinkovitosti. S pomočjo tovrstnega
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sistema smo lahko najbolj perspektivne učne modele po potrebi ročno izpopolnjevali in
tako prǐsli do še bolǰsih rezultatov.
Zelo časovno in procesorsko potratno se je izkazalo testiranje najrazličneǰsih učnih
modelov, saj je le-teh bilo ogromno, poleg tega pa smo jih med seboj tudi združevali, kjer
je to bilo možno, in seveda kjer je to bilo smiselno za naše primere problemov, ki smo jih
reševali.
Nato smo množico stestiranih modelov zožili na tiste, ki so uporabili pristope podobne
tistim, ki so bili že uporabljeni v drugih uspešnih raziskavah, analiziranih v sklopu poglavja
2: Pregled področja. Te smo nato podrobneje analizirali, da smo ugotovili zakaj delujejo
tako učinkovito ali pa neučinkovito nad našo učno množico podatkov, in na koncu izbrali
najbolj obetaven model z najbolǰsimi temelji za njegovo uspešnost.
Seveda smo pri tem vedno uporabili tudi prečno preverjanje1, da smo lahko preizkusili
sposobnost naših modelov za napovedovanje novih podatkov, ki niso bili uporabljeni
pri njegovemu učenju, in z njegovo pomočjo omilili težave, kot so npr. prekomerno
prilagajanje oz. overfitting in premajhno prilagajanje oz. underfitting. Hkrati pa nam je
dal vpogled v to, kako se bo model posplošil na neodvisen nabor podatkov (tj. neznani
nabor podatkov, pridobljen iz nekega resničnega problema). Tudi tu smo stestirali in
uporabili najrazličneǰse pristope, izmed katerih so bili tudi K-kratno prečno preverjanje
brez in s ponovitvami, stratificirano K-kratno prečno preverjanje brez in s ponovitvami,
različica K-kratnega prečnega preverjanja, kjer vsaka skupina podatkov obstaja zgolj v eni
sproducirani podmnožici (npr. različna stanja razvoja Alzheimerjeve bolezni), itn.
Za končno primerjavo rezultata našega najobetavneǰsega modela (glej dodatka C.1.1:
Rezultati nad učno množico podatkov in C.1.2: Rezultati nad testno množico podatkov) z
rezultati modelov drugih tekmovalcev smo uporabili rezervirano podmnožico neodvisnih
testnih podatkov, zato da smo preprečili, da bi znanje, ki bi ga lahko učni model pridobil
iz te rezervirane testne podmnožice, vplival na pristranskost našega modela in posledično
slabšo posplošitev in rezultat v kontekstu celotne populacije, iz katere izhajajo pridobljeni
vzorci naše raziskave.
5.1 Primerjalna analiza genetskih podatkov
Cilj je oceniti, v kolikšni meri lahko genetske značilnosti pomembno prispevajo k našim
napovedim.
Pristop:
• Začnimo z analizo z najbolǰsim možnim kliničnim modelom.
• Razmislimo o sklopih genetskih značilnosti, ki so bolj zapleteni kot preprosta rešitev
uporabe tistih SNP, ki so bili v prispevku študije I-GAP (glej podrazdelek 5.2.2: Pri-
spevek študije Mednarodna genomika Alzheimerjevega projekta - I-GAP) opredeljeni
v povezavi s statusom Alzheimerjeve bolezni AD (glejte spodnjo razpravo o uporabi
genetskih predhodnikov).
Za pomoč pri teh prizadevanjih je ekipa ATeam (ustvarjalci referenčnega kliničnega
modela z najbolǰsim točkovanjem na polovici poteka tekmovanja za prvo vprašanje) z
1Glej https://en.wikipedia.org/wiki/Cross-validation (statistics).
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opisom in kodo svojega kliničnega modela uporabila en sam SNP: rs7115850 (v genu
GAB22). To smo uporabili kot izhodǐsče za nadaljnjo gradnjo genetskih modelov.
Ocene njihovega novega modela s kliničnimi in genetskimi podatki, torej korelacije, so,
na vmesni testni množici, naslednje:
• Pearson, klinični: 0,4471
• Pearson, klinični + genetski: 0,4480
• Spearman, klinični: 0,4638
• Spearman, klinični + genetski: 0,4606
Zmagovalni model mora to merilo premagati na statistično pomemben način.
5.2 Uporaba genetskih predhodnikov
Ugotavljanje vzročnih genetskih različic, na katerih temelji Alzheimerjeva bolezen, je
šele pred kratkim napredovalo nad dobro znanim in močno povezanim lokusom APOE
[26]. Alzheimerjeva bolezen je zapletena in večvzročna bolezen z genetskim in okoljskim
tveganjem, ki se kopiči tekom celega življenja [27]. S pojavom Študije povezav celotnega
genoma GWAS (glej podrazdelek 5.2.1: Študije povezav celotnega genoma - GWAS), je
bila omogočena visoka gostota genotipizacije SNP za velikosti vzorcev, ki zadoščajo za
odkrivanje pomembne povezave med genetskimi variacijami in tveganjem za Alzheimerjevo
bolezen [26] [28]. Znane genske različice skupaj pojasnjujejo manj kot 8 % variacij v
tveganju bolezni (od tega 6 % zaradi lokusa APOE), vendar se predvideva, da lahko vsi
znani genetski dejavniki pojasnijo do 33 % sprememb v tveganju bolezni [29]. Ena od
strategij, ki je bila uporabljena za prepoznavanje različic, ki so vzročne za te manjkajoče
informacije, je raziskava GWAS. Do danes največja študija na tem področju je opisana
spodaj, v sklopu prispevka raziskave I-GAP (glej podrazdelek 5.2.2: Prispevek študije
Mednarodna genomika Alzheimerjevega projekta - I-GAP). Te informacije so lahko koristne
pri izbiri značilk v okviru tega izziva, saj smo že v preǰsnjih izzivih videli uspeh pri
izkorǐsčanju predhodnega znanja ali zunanjih podatkov za zmanǰsanje dimenzij prostora
modela [30]. Medtem ko lahko iskanje značilk, ki temeljijo na tem pristopu, zmanǰsa
dimenzionalnost z odstranjevanjem lažnih genetskih lastnosti, ima ta pristop nekaj omejitev.
Rezultati, predstavljeni v prispevku za raziskavo I-GAP, temeljijo na preprostih aditivnih
statističnih modelih, kjer je vsaka SNP različica testirana na povezanost z Alzheimerjevo
boleznijo posebej. Ti modeli ne upoštevajo bolj zapletenih medlokusnih epistatičnih
interakcij ali zapletenih interakcij med demografijo in genetskimi variacijami.
5.2.1 Študije povezav celotnega genoma - GWAS
Študija GWAS je pristop, ki se uporablja v raziskavah genetike za povezavo posebnih
genetskih variacij s posameznimi boleznimi. Metoda vključuje skeniranje genomov pri
2Protein GRB2-associated-binding protein 2, znan tudi kot GAB2, je protein, ki ga pri ljudeh kodira
gen GAB2. Izkazalo se je, da je GAB2 pomemben pri fizioloških funkcijah, kot sta rast kostnega mozga
in funkcija srca. GAB2 je bil povezan tudi s številnimi boleznimi, vključno z levkemijo in Alzheimerjevo
boleznijo. Glej povezavo https://en.wikipedia.org/wiki/GAB2 in citat [25].
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številnih različnih ljudeh in iskanje genetskih markerjev, ki jih je mogoče uporabiti za
napovedovanje prisotnosti bolezni. Ko so takšni genetski markerji prepoznani, jih je
mogoče uporabiti za razumevanje, kako geni prispevajo k bolezni in razviti bolǰse strategije
preprečevanja in zdravljenja tovrstnih bolezni3.
5.2.2 Prispevek študije Mednarodna genomika Alzheimerjevega
projekta - I-GAP
Prispevek nosi naslov ”Metaanaliza 74.046 posameznikov identificira 11 novih lokusov,
dovzetnih za Alzheimerjevo bolezen”4.
Nedavna študija International Genomics of Alzheimer’s Project (I-GAP) z več kot 74.000
posamezniki predstavlja doslej največje prizadevanje za identifikacijo genetskih variant,
statistično povezanih z Alzheimerjevo boleznijo. Ta študija ima dvostopenjsko zasnovo,
kjer so genetski podatki o 54.162 posameznikih evropskega porekla (17.008 primerov z
Alzheimerjevo boleznijo in 37.154 kontrol) iz štirih ločenih študij (ADGC, CHARGE,
EADI in GERAD) v prvi fazi združeni z meta analizo. Enojni nukleotidni polimorfizmi
(SNP) z nominalno povezavo z Alzheimerjevo boleznijo (opredeljeno z vrednostjo p, iz
logističnega regresijskega modela, ki je kontroliran za morebitna zavajanja, manǰso kot
10−3), so bili prenešeni v drugo fazo, kjer je bilo opravljeno genotipiziranje za te SNP-je v
replikacijski kohorti 19.884 posameznikov (8.572 primerov in 11.312 kontrol). Variante, ki
so bile pomembne pri pragu pomembnosti manj kot 5 ∗ 10−8 v obeh fazah študije, so bile
razvrščene kot pomembne za celoten genom.
Kot je razvidno iz naslova, je študija odkrila 11 novih lokusov, za katere se zdi, da
prispevajo k tveganju za Alzheimerjevo bolezen. Ugotovljeni genetski lokusi so blizu
genov, ki igrajo vlogo v več različnih bioloških procesih, ki so lahko pomembni za tveganje
za Alzheimerjevo bolezen in morda za napredovanje in odpornost bolezni. Na voljo
je pregledni članek [26] o genetiki preǰsnjih 8 znanih lokusov, skupaj z geni z znanimi
vzročnimi mutacijami APP, PSEN1 in PSEN2. Funkcije tako prej znanih genov kot
tudi 11 novih genov lokusov so raznolike, vključno z vlogami v amiloid beta poti (APP,
PSEN1, PSEN2, APOE, CLU, CR1, PICALM), v tau poti (APP, CASS4, FERMT2), v
endocitozi (APP, SORL1, CD33, CD2AP, PICALM, BIN1), pri sinaptični plastičnosti
(PSEN1, PSEN2, APOE), pri imunosti in vnetju (CLU, CR1, EPHA1, ABCA7, MS4A4A,
MS4A6E, CD33, HLA-DRB5-DRB1, INPP5D, MEF2C, TREM2), pri prenosu lipidov in
metabolizmu (APOE), pri metabolizmu holesterola (ABCA7), v apoptozi (BIN1, CLU),
pri migraciji celic (PTK2B), v sinaptični funkciji hipokampusa (MEF2C, P2K2B), pri
delovanju mikroglijskih in mieloičnih celic (INPP5D), in pri delovanju citoskeleta (CELF1,
NME8 in CASS4).
5.3 Kaj nam lahko pokvari model
1. Da se zanašamo predvsem na GWAS (Študija povezav celotnega genoma), medtem
ko obstajajo tudi klinične informacije.
3Glej https://www.genome.gov/genetics-glossary/Genome-Wide-Association-Studies.
4Glej citat [31] in povezavo https://directorsblog.nih.gov/tag/international-genomics-of-alzheimers-p
roject/.
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Izkazalo se je, da z omenjenimi izvzetimi genetskimi podatki ne pripomoremo
k bolǰsemu napovedovanju modelov, ki že uporabljajo klinične podatke. Do
enake ugotovitve so prǐsle tudi druge ekipe, ki so se udeležile tekmovanja, med
drugimi tudi zmagovalna ekipa. V sklopu podobnih tekmovanj obstaja veliko
zmagovalnih algoritmov za napovedovanje izida z uporabo tako kliničnih kot
genetskih podatkov za različne bolezni, kjer samo s pomočjo študije GWAS
(glej podrazdelek 5.2.1: Študije povezav celotnega genoma - GWAS) ustvarijo
primeren model, vendar pa ni nobenega primera, ko bi študija GWAS lahko
(vsaj opazno) prispevala k napovedi kliničnih podatkov.
2. Da ne razumemo, kako so optimizirane različne meritve, ki temeljijo na korelaciji.
3. Da ne upoštevamo, da je relativna uvrstitev tekmovalcev tega izziva odvisna od tega,
ali obstajajo podobne objave rezultatov drugih tekmovalcev.
Namreč, učinkovitost svojih modelov so lahko tekmovalci tekom tekmovanja
kadar koli preverjali z učinkovitostjo modelov sotekmovalcev, in sicer s pre-
dložitvijo njihovih napovedi, za vmesno testno množico, vmesni tekmovalni
lestvici, kar je bilo omejeno na 100 oddaj. Tega privilegija mi nismo imeli,
kajti ti podatki niso več dostopni, niti ni na voljo samo ocenjevanje na vmesni
tekmovalni lestvici. Na koncu tekmovanja pa so za končno ocenjevalno lestvico
uporabili izvzeto testno množico podatkov, s katero so končno rangirali ekipe
tekmovanja.
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6.1 1. vprašanje: Napovej spremembo v kognitivnih oce-
nah 24 mesecev po začetni oceni
Izziv je zelo težaven, saj je zelo malo vzorcev in veliko število značilk. Z velikim številom
značilk in nekaj vzorci moramo rešiti problem prekomernega prilagajanja z ansambelskimi
metodami.
Genetske podatke posameznikov, razen APOE, smo morali zavreči - glej podrazdelek
5.2.1: Študije povezav celotnega genoma - GWAS. Kljub temu smo začetnemu modelu s
kliničnimi spremenljivkami poskušali dodati nekaj SNP-jev, ki so bili obdelani in ki se jih
asociira z genskimi lokusi1 Alzheimerjeve bolezni, regulativnimi lokusi in kodirnimi lokusi.
Uporabni so tudi SNP-ji, opredeljeni v prispevku, izvedenem v okvirju projekta I-GAP
(glej podrazdelek 5.2.2: Prispevek študije Mednarodna genomika Alzheimerjevega projekta
- I-GAP). Toda po dodajanju SNP-jev ne vidimo izbolǰsanja v modelu.
APOE je šel v naš model kot del kliničnih značilnosti. Pri temu problemu nismo
uporabili nobene druge genetske značilnosti, ker se, kot že omenjeno, ni obrestovalo.
Čisti genetski model (brez kliničnih informacij) ima največ prispevka pri diagnostični
skupini MCL (oz. MCI). Na žalost pa ne prispeva k izključno kliničnemu modelu. Metoda
pridobivanja informacij študije GWAS (glej podrazdelek 5.2.1: Študije povezav celotnega
genoma - GWAS) bi bila uporabljena le, če bi bili razpoložljivi izključno genetski podatki.
Uporaba pomožnih podatkov je drugim ekipam tudi znatno izbolǰsala uspešnost njiho-
vega modela, zato je pravilna vključitev pomožnih podatkov v učne podatke učinkovita
strategija za izbolǰsanje natančnosti napovedovanja. Tega privilegija mi nismo imeli, saj ti
dodatni podatki niso več na voljo.
Podatki, predstavljeni v tem vprašanju, so bili v zvezi s strojnim učenjem zelo zanimiv
problem, saj obstaja ena sama značilka, ki dominira nad napovedno močjo. Ta značilnost je
bila diagnoza, ki so jo postavili kliniki: opredelitev AD, MCL in CN oz. normalne skupine
je bila edina najbolj informativna funkcija za napovedovanje prihodnjega upada MMSE
1Lokus se v genetiki nanaša na fizični položaj gena ali specifičnega zaporedja znotraj kromosoma.




ocene. Pri obdelavi te vrste podatkov je treba najprej določiti prevladujočo funkcijo, da se
prepreči, da bi jo redčili manj informativni elementi. Namreč, nobeno strojno učenje ni
dovolj pametno, da bi dalo dovolj teže za prevlado prevladujoče funkcije.
Pri napovedovanju upada MMSE smo torej opazili prevladujočo značilko. Obnašanje
drugih lastnosti je močno odvisno od vrednosti prevladujoče značilke.
Naš začetni model je bila običajna linearna regresija. Ampak, kadar porazdelitev napak
ni normalna, se lahko ocene navadnih najmanǰsih kvadratov obnašajo slabo. Eden od
načinov za rešitev te težave je odstranitev vplivnih opazovanj / vzorcev iz prilagajanja
najmanǰsih kvadratov. Drug pristop je robustna regresija, ki temelji na M-oceni2 [32], ki
je najpogosteǰsa metoda robustne regresije.
Nato smo stestirali pristop zmagovalne ekipe, s končno najbolǰso metodo za ta problem
(pa tudi skupno za vse tri probleme), kjer smo za različne vrednosti dominantne značilke
MMSE vzpostavili popolnoma različne modele. Torej smo vzorce na podlagi diagnoze ločili
v tri skupine. Za vsako skupino je bil uglašen in usposobljen poseben model. Uporabili
smo model SVM. Ko se ta ločitev opravi, pa dejanski algoritem, ki ga želimo prilagoditi,
ni pomemben. S to metodo so na končni testni množici dosegli povprečno korelacijo (ki
združuje Pearsonovo in Spearmanovo korelacijo, obe samo s kliničnimi podatki in pa s
kombinacijo kliničnih in genetskih podatkov) enako 0,4075.
V testnih podatkih imajo nekateri posamezniki manjkajoč genotip APOE4. Te manj-
kajoče vrednosti genotipa APOE4 smo izpeljali z uporabo multivariantne imputacije z
verižnimi enačbami (multivariate imputation by chained equations oz. MICE3) na podlagi
kombiniranega nabora podatkov iz učne in testne množice. APOE4 je bil obravnavan kot
navadna kategorična spremenljivka.
Poskušali smo zmanǰsati število parametrov, da se izognemo pretiranemu prilagajanju.
Genotip APOE4 in postavljena diagnoza imata močne korelacijske in interakcijske učinke.
Tako smo uporabili univariatno linearno regresijsko analizo, da smo ustvarili novo kate-
gorično kovariablo s pomočjo teh dveh kovariabel; optimalna kombinacija je bila izbrana na
podlagi korelacije Spearman ter AIC4 in BIC5 meril. Da smo izkoristili ogromno množico
2V robustni statistiki je robustna regresija oblika regresijske analize, namenjena premagovanju
nekaterih omejitev tradicionalnih parametričnih in neparametričnih metod. Regresijska analiza skuša
najti povezavo med eno ali več neodvisnimi spremenljivkami in odvisno spremenljivko. Nekatere pogosto
uporabljene metode regresije, kot so metoda najmanǰsih kvadratov, imajo ugodne lastnosti, če so njihove
predpostavke resnične, vendar lahko dajo zavajajoče rezultate, če te predpostavke niso resnične. Tako
naj bi metoda najmanǰsih kvadratov ne bila robustna za kršitve njenih predpostavk. Robustne regresijske
metode so zasnovane tako, da kršitve predpostavk s postopkom ustvarjanja podatkov ne vplivajo preveč
nanje. Glej https://en.wikipedia.org/wiki/Robust regression.
3Glej https://en.wikipedia.org/wiki/Imputation (statistics)#Multiple imputation in citat [33].
4Akaikejevo informativno merilo je merilo za izbiro med gnezdenimi statističnimi ali ekonometričnimi
modeli. AIC je v bistvu ocenjeno merilo kakovosti vsakega od razpoložljivih ekonometričnih modelov, saj
se med seboj povezujejo za določen niz podatkov, zaradi česar je idealna metoda za izbiro modela. Glej
https://sl.eferrit.com/uvod-v-akaikejevo-informativno-merilo-aic/ in https://en.wikipedia.org/wiki/Akai
ke information criterion.
5Bayesovo informacijsko merilo oz. Schwarzovo informacijsko merilo (tudi SIC, SBC ali SBIC) je
merilo za izbiro modela med končnim naborom modelov. Zaželjen je model z najnižjo vrednostjo BIC.
Delno temelji na funkciji verjetnosti in je tesno povezan z informacijskim merilom Akaike (AIC). Pri
učenju modelov je verjetnost mogoče povečati z dodajanjem parametrov, vendar lahko to povzroči
prekomerno prilagajanje. Tako BIC kot AIC poskušata to težavo rešiti z uvedbo kazenskega izraza za
število parametrov v modelu. Kazen je v BIC večja kot v AIC. Glej https://en.wikipedia.org/wiki/Baye
sian information criterion.
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podatkov SNP, smo oblikovali oceno poligenega tveganja kot genetskega napovednega
modela. Nazadnje so bili razviti robustni regresijski modeli, ki temeljijo na M-oceni, in
sicer tako za modele, ki so uporabili samo klinične podatke, kot za modele, ki so uporabili
kombinacijo kliničnih in genetskih podatkov.
Druga ekipa, ki se je prav tako najbolj odrezala pri tem problemu, je uporabila
značilke MMSE, PTEDUCAT, GENDER in kovariable, ki predstavljajo odvisnost med
prej naštetimi značilkami. V modelu, ki je združeval tako klinične kot genetske informacije,
so bile dodane ocene poligenih tveganj. Če je bila napovedana ocena MMSE po 24 mesecih
manǰsa od 0 ali večja od 30, so to oceno prilagodili. S samo kliničnimi informacijami je
bila nad vmesnimi testnimi podatki uspešno dosežena Pearsonova korelacija 0,4642 in
Spearmanova korelacija 0,4585 med predvidenimi ∆MMSE in realnimi ∆MMSE.
Ko smo uporabili ocene poligenih tveganj pri p < 0, 01, je model, ki združuje klinične in
genetske podatke, sproduciral korelacije Pearsona in Spearmana v razmerju 0,4696 oziroma
0,4635. To je zelo uspešen model na vmesni lestvici najbolǰsih. Za zmanǰsanje števila
parametrov smo, z uporabo APOE4 in DX.bl, ustvarili novo kategorično kovariablo. Za
vse možne kombinacije vrednosti teh dveh skupin so bile izvedene univariativne linearne
regresijske analize, da bi našli optimalno kombinacijo na podlagi Spearmanove korelacije,
AIC in BIC meril. Ta korak je rezultiral v kombinacijo štirih kategorij; glej Tabelo 6.1.







[1], [2], [3], [4], [5], [6], [7], [8], [9] 9 0,6524 4121,7 4168,1
[1,2,3], [4], [5], [6], [7], [8], [9] 7 0,6563 4117,7 4154,9
[1,2,3], [4], [5,6], [7], [8], [9] 6 0,6568 4116,1 4148,6
[1,2,3], [4], [5,6], [7,8,9] 4 0,6572 4114,2 4137,4
[1,2,3], [4,5,6], [7,8,9] 3 0,6408 4135,8 4154,4
Opomba: [1]: DX.bl = CN & APOE4 = 0; [2]: DX.bl = CN & APOE4 = 1; ...; [8]: DX.bl =
AD & APOE4 = 1; [9]: DX.bl = AD & APOE4 = 2.
Poligenska ocena tveganja Poligenska ocena tveganja (polygenic risk scores oz. PRS)
nam pove, kako se tveganje osebe primerja z drugimi z drugačno genetsko strukturo. Veliko
ljudi ima bolezen ali več bolezni, na katere vplivajo spremembe enega ali več njihovih
genov, pogosto skupaj z okoljskimi dejavniki. Raziskovalci preučujejo te spremembe, da
bi razumeli vlogo, ki jo ima genetika pri boleznih različnih populacij. Poligenska ocena
tveganja je eden od načinov, s katerim se ljudje lahko seznanijo o tveganju za razvoj
bolezni na podlagi skupnega števila sprememb, povezanih z boleznijo. Vendar poligenski
rezultati ne zagotavljajo izhodǐsča ali časovnega okvira za napredovanje bolezni. Rezultati
poligenskega tveganja kažejo samo korelacije, ne pa tudi vzročne zveze.6
Ocene PRS so bile uporabljene za opis genetskih učinkov znotraj posameznih skupin. Za




oceno PRS v učnih podatkih smo uporabili 123 primerov AD in 241 kontrolnih primerov CN.
Najprej smo SNP z manjkajočim standardnim ID-jem dodelili ID na podlagi kromosoma in
položaja in odstranili SNP-je s podvojenim ID-jem. Drugič, izvedli smo nadzor kakovosti
genotipa. Odstranili smo SNP z manǰso frekvenco alel (MAF), manǰso od 0,05 in z
razmerjem manjkajočega genotipa večjem kot 0,02. Nato so se odstranili SNP-ji, ki so
se bistveno razlikovali od ravnotežja Hardy-Weinberg (HWE); za to smo vzeli p < 0, 001.
Nato smo uporabili LD obrezovanje (Linkage Disequilibrium pruning)7 za izbiro SNP-
jev. Izbrana velikost oken je bila 50 SNP/kb oz. 50 SNP-jev na kilobajt nukleotidov,
tj. povprečna gostota SNP (average SNP density [35]) enaka 5 %, število SNP-jev za
premikanje okna na vsakem koraku je bilo 5 in prag faktorja inflacije variacije (variance
inflation factor oz. VIF8) je bil enak 2. Nazadnje smo izbrali SNP-je, ki so bili povezani
s kontrolnimi primeri na podlagi fiksne p-vrednosti, prilagojene s klinično kovariablo.
Uporabljena sta bila dva izbirna praga, pri katerih je bilo skupno število SNP-jev obeh
pragov 1.410 (p < 0, 01) in 62 (p < 0, 001). Poligensko oceno tveganja smo izračunali po
metodi, ki jo je opisal Purcell in sod. (2009) [36]. Glej Sliko 6.1.
Rezultat ocene MMSE po 24 mesecih je bil uporabljen kot izhodna spremenljivka,
značilke AGE, MMSE in PTEDUCAT pa smo obravnavali kot zvezne / neprekinjene
značilke, medtem ko smo DX.bl (CN, MCI, AD), APOE4 (0, 1, 2) in PTGENDER (Male,
Female) obravnavali kot diskretne / kategorične značilke. Analiza je bila izvedena z
uporabo programa plink (in tudi, ločeno, z uporabo programskega jezika Python).
V tej študiji so informacije o genetiki le nekoliko izbolǰsale napoved. Uporabili smo
(redko) PLS genetskih informacij, in čeprav ti rezultati izbolǰsajo napoved pri učnih
podatkih, teh rezultatov v naboru testnih podatkov za vmesno tekmovalno lestvico nismo
mogli reproducirati. Za izbiro najbolǰsega modela smo uporabili tudi druge metode, kot so
posplošeni dodatek (generalized additive), kaznovana regresija (penalized regression) L1 in
L2 ter uporabili kriterije za prilagajanje modelom, kot so AIC, BIC in prečno preverjanje.
Čeprav se zdi, da te bolj zapletene metode delujejo dobro na učni zbirki podatkov, nobena
ni izbolǰsala učinkovitosti enostavneǰsega zmagovalnega modela pri izvzetem testnem
naboru podatkov končne ocenjevalne lestvice. Na splošno še vedno vidimo, da je treba
razviti robustne kriterije za izbiro modelov za reševanje prekomernega prilagajanja le-teh.
Za izbiro značilk smo uporabili različne pristope, med drugimi tudi izračun statistike
hi-kvadrata med vsako negativno značilko in razredom, razvrstitev značilk z rekurzivno
eliminacijo značilk, meta-transformator za izbiro lastnosti na podlagi pomembnosti uteži,
itd.
7Odstranjevanje lokusov na osnovi visokih ravni parnih neravnovesij v povezavah (LD) je splošno znano
kot obrezovanje LD. Če se za obrezovanje upoštevajo vsi možni pari odvečnih lokusov, izračunavanje
parnih LD med vsemi razpoložljivimi SNP-ji morda ni računsko izvedljivo. Obstaja več orodij, ki
izračunavajo LD v parih. Ta orodja se uporabljajo za karakterizacijo obsega LD v populaciji, za oceno
LD v regijah na genomu, kjer so bile ugotovljene pomembne povezave v Študiji povezav celotnega
genoma (GWAS), ampak tudi za obrezovanje LD. Karakterizacija obsega LD v populaciji in ocena LD
v regijah na genomu zahtevata izračun LD na razmeroma kratkih razdaljah na genomu. Zaradi tega,
pa tudi za zmanǰsanje splošnih računskih zahtev, obstoječa orodja običajno izračunajo LD med pari
SNP-jev, ki se nahajajo na določeni razdalji na genomu, kot jo določi uporabnik. Za obrezovanje LD pa
je morda zaželjeno, da se LD upošteva za vse parne kombinacije lokusov [34].
8Faktor inflacije variance je, v statistiki, merilo količine multikolinearnosti v množici več regresijskih
spremenljivk. Glej https://en.wikipedia.org/wiki/Variance inflation factor.
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Slika 6.1: Porazdelitev ocenjenih ocen poligenega tveganja za vsako osnovno stanje bolezni
v učnih podatkih [vir: https://www.synapse.org/#!Synapse:syn2759392/wiki/69612].
Kot že rečeno, smo sprobali veliko različnih modelov, natančneje modelov, ki so na
voljo v sklopu programske knjižnice za strojno učenje scikit-learn9.
Nato smo množico stestiranih modelov zožili oz. smo se osredotočili na tiste, ki so
uporabili pristope podobne tistim, ki so bili že uporabljeni v drugih uspešnih raziskavah,
analiziranih v sklopu poglavja 2: Pregled področja. Te smo nato podrobneje analizirali, da
smo ugotovili zakaj delujejo tako učinkovito ali pa neučinkovito nad našo učno množico
podatkov, in na koncu izbrali najbolj obetaven model z najbolǰsimi temelji za njegovo
uspešnost.
Tako smo si najprej podrobneje ogledali najrazličneǰse modele, ki so uporabili metodo
SVR. Vrednost epsilon v modelu SVR določa epsilon-cev, znotraj katere za učno funkcijo
izgube ni asociirana nobena kazen za točke, ki so bile napovedane v oddaljenosti epsilon
od dejanske vrednosti. Poleg navadnega SVR smo sprobali tudi linearni SVR (LinearSVR),
ki se obnaša podobno kot SVR z linearnim jedrom, vendar je implementiran s pomočjo
programske knjižnice LIBLINEAR10 in ne LIBSVM11, zato ima večjo prilagodljivost pri
izbiri kazni in izgub, ter bi se moral bolje prilagoditi večjemu številu vzorcev. Ta metoda
podpira tako goste kot redke vnose. Sprobali smo tudi Nu-SVR (NuSVR), ki uporablja
parameter nu za nadzor števila podpornih vektorjev. Tukaj nu nadomešča parameter
epsilon pri navadnem SVR in predstavlja zgornjo mejo za delež učnih napak in spodnjo
mejo za delež podpornih vektorjev. Implementacija NuSVR temelji na programski knjižnici
LIBSVM. Vse tri različice modela SVR so si enakovredne, razlika je zgolj v nekoliko različni
9Glej https://scikit-learn.org/.
10Programska knjižnica za velike linearne klasifikacije. Glej https://www.csie.ntu.edu.tw/~cjlin/libli
near/.




Stestirali smo tudi kar nekaj posplošenih linearnih modelov (GLIM ali GZLM)12. Naj
opozorimo, da posplošeni linearni model ne pomeni isto kot splošni linerani model (GLM).
Splošni linearni model zahteva, da odzivna spremenljivka sledi normalni porazdelitvi,
medtem ko je posplošeni linearni model razširitev splošnega linearnega modela, ki omogoča
specifikacijo modelov, katerih odzivna spremenljivka sledi različnim porazdelitvam. Spada
(torej, odzivna spremenljika) v eksponentno družino, ki med drugimi vključuje normalne,
poissonove, binomske, ordinalne in multinomne porazdelitve13.
Za testiranje posplošenih linearnih modelov smo izbrali porazdelitve iz družine ver-
jetnostnih distribucij Tweedie, ki vključujejo povsem kontinuirano normalno, gama in
inverzno Gaussovo porazdelitev, čisto diskretno skalirano Poissonovo porazdelitev in razred
sestavljenih Poisson-gama porazdelitev14, ki imajo pozitivno maso pri nič, vendar so sicer
neprekinjene. Tweediejeve porazdelitve so poseben primer eksponentnih modelov disperzije
in se pogosto uporabljajo kot porazdelitve za posplošene linearne modele15. Regresor
Tweedie (TweedieRegressor) nam je omogočil testiranje posplošenih linearnih modelov za
vse naštete porazdelitve.
Uporabili smo tudi naključni gozd in odločitvena drevesa. Mi smo v tem sklopu stestirali
model naključnega gozda (RandomForestRegressor) ter regresor odločitvenega drevesa
(DecisionTreeRegressor). Naključni gozd je meta ocenjevalnik, natančneje ansambelski
model, ki natrenira številna odločitvena drevesa na različnih podvzorcih nabora podatkov
in uporablja povprečenje za izbolǰsanje napovedne natančnosti in nadzor nad prekomernim
prileganjem napovedi učnim podatkom. Velikost podvzorca se nadzoruje s parametrom, in
se za izdelavo vsakega drevesa lahko uporablja tudi celoten nabor podatkov.
Tako smo dobili nekaj pristopov oz. modelov za posamezne obdelane članke.
Pri učenju napovednih modelov smo se seveda poslužili tudi prečnega preverjanja,
katerega potek smo že opisali v poglavju 5: Učenje modelov.
Nato smo analizirali, kateri izmed vseh prej naštetih modelov, ki so podobnim tistim,
ki so uporabljeni v obdelanih in opisanih člankih (glej razdelek 2.3: Dosedanji pristopi
strojnega učenja k raziskovanju Alzheimerjeve bolezni), se najbolj odreže na učni množici.
Ta model je enak linearnemu SVR (LinearSVR). Glej Tabelo 6.2 in dodatek C.1.1: Rezultati
nad učno množico podatkov.
Ta pristop je še najbolj podoben pristopu, opisanem v podrazdelku 2.3.3: Tristopenjska
metodologija.
Naj poudarimo, da se od tu naprej ne moremo več zanašati na ocene naših učnih
modelov nad učno množico podatkov. Namreč, bolj ko hočemo nadgraditi specifičen
napovedni model oz. ga bolj optimizirati, težje in zamudneje je ta postopek narediti na
splošen način, ki se lahko aplicira na raznorazne tipe učnih modelov - seveda so tukaj
prisotne specifike za vsak posamezen model, vendar smo se izbolǰsav vseh modelov lotevali
po stopnjah, kar pomeni da smo vse modele nadgradili do iste stopnje razvitosti, preden
12Glej https://online.stat.psu.edu/stat504/node/216/ in https://en.wikipedia.org/wiki/Generalized linea
r model.
13Glej https://en.wikipedia.org/wiki/Multinomial distribution.
14Glej https://en.wikipedia.org/wiki/Compound Poisson distribution#Compound Poisson Gamma distribution.
15Glej https://en.wikipedia.org/wiki/Tweedie distribution.
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Tabela 6.2: Uspešnost modelov, ki so podobnim tistim, ki so uporabljeni v obdelanih in
opisanih člankih, na učni množici podatkov.








RandomForestRegressor ->DecisionTreeRegressor 0.379 67.
Opomba: Za uspešnost vseh uporabljenih modelov na učni množici podatkov, glej celotno učno
lestvico naših modelov na Sliki C.1.
smo se lotili naslednje stopnje razvoja. Le-ti modeli nam lahko služijo le do neke mere, do
katere nam je uspelo speljati ustrezne izbolǰsave nad njimi, potem pa moramo obravnavati
vsak model ločeno. Tem splošnim izbolǰsavam ni konca, tako da smo se morali na neki
točki zadovoljiti s trenutnim stanjem razvoja tega algoritma. Glej razdelek 7.1: Nadaljnje
delo.
Za doseganje bolǰse napovedne učinkovitosti, kot bi jo bilo mogoče pridobiti iz katerega
koli posameznega sestavnega učnega algoritma, smo uporabili nad vsemi posameznimi
učnimi modeli tudi ansambelske metode, ki združujejo oz. so sestavljene iz končnega
nabora alternativnih učnih algoritmov oz. modelov.
En od pristopov, ki smo ga uporabili, je bil regresor AdaBoost (AdaBoostRegressor),
ki je meta-ocenjevalnik, ki se začne z namestitvijo regresorja na izvirni nabor podatkov in
nato prilega dodatne kopije regresorja na isti nabor podatkov, vendar se uteži primerkov
prilagodijo glede na napako trenutne napovedi. Kot taki se kasneǰsi regresorji bolj osre-
dotočajo na primere, ki jih je težje obravnavati oz. napovedati. Ta implementacija izvaja
algoritem, znan kot AdaBoost.R2 [37].
Drugi izmed naših uporabljenih pristopov je t.i. bagging regresor, ki je meta-ocenjevalnik
ansambla, ki prilagodi oz. nauči vsakega izmed osnovnih regresorjev nad različnim
naključnim podnaborom prvotnega nabora podatkov in nato združi njihove posamezne
napovedi (bodisi z glasovanjem bodisi s povprečenjem), da oblikuje končno napoved.
Takšen meta-ocenjevalnik se običajno lahko uporablja kot način za zmanǰsanje variance
ocenjevalcev, ki delujejo po principu črne skrinjice16 (npr. odločitveno drevo), tako da
se v postopek konstruiranja uvede randomizacija in nato iz nje ustvari ansambel. Ta
algoritem zajema več del iz literature, in stestirali smo vse, ki jih omogoča. Ko so naključne
podmnožice nabora podatkov izbrane kot naključne podmnožice vzorcev, potem je ta
algoritem znan kot Pasting. Če vzorce odvzamemo z nadomestitvijo, je metoda znana kot
Bagging. Ko so naključni podnabori nabora podatkov izbrani kot naključne podmnožice
značilk, potem je metoda znana kot naključni podprostori (random subspaces). Ko so
osnovni ocenjevalci zgrajeni na podmnožicah tako vzorcev kot značilk, je metoda znana




Nad modeli smo pognali tudi algoritem RANSAC (RANdom SAmple Consensus).
RANSAC je iterativni algoritem za zanesljivo oceno parametrov iz podskupine vzorcev iz
celotnega nabora podatkov.
S pomočjo iskanja vrednosti parametrov oz. nastavitev za učne algoritme z naključnim
iskanjem (oz. random search17, katerega izvedemo s pomočjo algoritma RandomizedSear-
chCV ), ki je metoda optimizacije hiperparametrov18, lahko dobimo še bolǰse rešitve. Ta
pristop preizkusi različne vrednosti parametrov tako, da iz določenih podanih distribucij
vzorči določeno število nastavitev parametrov. Naključno iskanje hiperparametrov ocenje-
valnika oz. učnega modela poteka tako, da je le-to optimizirano s prečnim preverjanjem za
vse stestirane kombinacije nastavitev parametrov, s čimer dobimo bolj zanesljive napove-
dne rezultate, ki se lahko bolje posplošijo na še ne videne podatke oz. se bolje izognejo
prekomernemu prilagajanju.
To tehniko smo uporabili tudi za iskanje optimalnih parametrov prečnega preverjanja.
Naj omenimo, da smo prečno preverjanje in omenjene izbolǰsave, torej ansambelske
metode, iterativni algoritem RANSAC in naključno iskanje hiperparametrov, uporabili
na vseh stestiranih metodah strojnega učenja, ne le na tistih, ki smo jih nato natančneje
analizirali.
Tako smo prǐsli do treh končnih modelov, ki temeljijo na prej izbranem modelu (Line-
arSVR). To so:
• RandomizedSearchCV ⇒ AdaBoostRegressor ⇒ LinearSVR
• RandomizedSearchCV ⇒ BaggingRegressor ⇒ LinearSVR
• RandomizedSearchCV ⇒ RANSACRegressor ⇒ LinearSVR
Implikacija (⇒) nakazuje, da je bil izraz na levi strani operatorja izveden nad izrazom
na desni strani operatorja, začenši z zadnjim, najbolj desnim operatorjem.
Tekmovalci so imeli na voljo oddati tri različne napovedne modele, izmed katerih se
nato izbere tistega, ki se najbolje odreže na izvzeti testni mnočici podatkov, in se nato
uporabi njegova ocena za uvrstitev na končni lestvici najbolǰsih napovednih modelov vseh
ekip. Tako smo tudi mi izbrali tri modele, ki bi lahko bili potencialno uspešni. Za njihovo
uvrstitev na interni končni lestvici učnih modelov, pognanimi nad izvzeto testno množico,
glej Sliko C.2.
Izmed vseh treh izbranih modelov se na izvzeti končni testni množici najbolje odreže
napovedni model RandomizedSearchCV ⇒ RANSACRegressor ⇒ LinearSVR; glej dodatek
C.1.2: Rezultati nad testno množico podatkov. S tem razvitim modelom smo dosegli
povprečno korelacijo, ki združuje Pearsonovo in Spearmanovo korelacijo, obe samo s
kliničnimi podatki in pa s kombinacijo kliničnih in genetskih podatkov, in ki je bila
uporabljena na tekmovanju za ocenjevanje uspešnosti modelov tekmovalcev, enako 0,440585
za končno izvzeto testno množico. To nas uvršča na prvo mesto končne lestvice najbolǰsih,
namreč, najbolǰsa ekipa je dosegla povprečno korelacijo enako 0,41025. Se je pa treba tu
zavedati razlik med našimi pogoji in pogoji tekmovalcev, ki so bile sledeče:
17Glej https://en.wikipedia.org/wiki/Random search.
18Glej https://en.wikipedia.org/wiki/Hyperparameter (machine learning).
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• Mi smo se mnogo bolj osredotočali na začetne faze strojnega učenja, ker
smo hoteli ta del čimbolj posplošiti, da je lahko uporaben tudi za druge
raziskave in podatke.
• Tekmovalci so imeli na voljo že prečǐsčene testne podatke, medtem ko smo mi morali
ogromno časa nameniti izvlačenju podatkov in interpretaciji le-teh, da smo lahko
izoblikovali to množico.
• Testni podatki, ki smo jih uporabili mi, niso popolnoma enaki kot podatki tekmoval-
cev. Ker pa smo izmed vseh podatkov, ki so nam bili na voljo in iz katerih je bila
oblikovana tudi izvzeta testna množica, ki se je uporabila za razvrščanje ekip po
uspešnosti njihovih napovedi, ta razlika ne bi smela biti velika. Namreč, tudi število
vzorcev v naši izoblikovani izvzeti testni množici je skoraj enako število vzorcev
v izvzeti testni množici, ki je bila na voljo tekmovalcem. Glej podrazdelek 3.2.2:
Izvlačenje testnih podatkov.
• Tekmovalci so imeli na voljo dodatne podatke (glej podrazdelek 3.1.1: Izvor vzorcev
in podatkov).
• Tekmovalci so imeli na voljo forum, kjer so lahko o problemih diskutirali med seboj in
pa z organizatorji tekmovanja, ki so jim lahko do neke mere pomagali in jih usmerjali.
• Tekmovalci so tekom tekmovanja lahko učinkovitost svojih modelov kadar koli
preverjali nad vmesno testno množico in hkrati primerjali z učinkovitostjo modelov
sotekmovalcev, kar je bilo omejeno na 100 oddaj.
• Tekmovalci so imeli na voljo zelo zmogljiv računalnik, kjer so lahko poganjali učenje
svojih napovednih modelov.
• Tekmovalci so delali v sklopu ekip z večimi člani.
6.1.1 Opis najobetavneǰsega modela
Naš najobetavneǰsi model torej uporablja metodo regresije podpornih vektorjev oz. SVR.
V večini modelov linearne regresije je cilj zmanǰsati vsoto kvadratnih napak. Vzemimo







kjer je yi odvisna spremenljivka, wi je koeficient, xi pa značilka.
Regularizacijske metode lasso, ridge in elastic net so vse razširitve te preproste enačbe z
dodatnim kazenskim parametrom, katerega cilj je zmanǰsati kompleksnost in / ali zmanǰsati
število funkcij, uporabljenih v končnem modelu. Ne glede na to je cilj, tako kot pri mnogih
modelih, zmanǰsati napako testne množice podatkov. Lahko omenimo, da smo zgradili in




Slika 6.2: Nazorni primer preprostega SVR [vir: https://towardsdatascience.com/an-
introduction-to-support-vector-regression-svr-a3ebc1672c2].
Če pa se zadovoljimo z zmanǰsanjem napak le do določene mere, torej da nas ne zanima,
kako velike so naše napake, v kolikor je napaka v nekem sprejemljivem obsegu, potem se
lahko poslužimo pristopa s SVR. Ta nam omogoča prilagodljivost, da določimo, kolikšna
napaka je sprejemljiva v našem modelu, in tako lahko najdemo ustrezno premico (ali
hiperravnino v vǐsjih dimenzijah), ki bo ustrezala podatkom.
V nasprotju z OLS je ciljna funkcija SVR minimiziranje koeficientov, natančneje
l2-norme vektorja koeficientov, in ne kvadratne napake. Izraz napake se namesto tega
obravnava v omejitvah, kjer nastavimo absolutno napako, manǰso ali enako določeni meji,
imenovano največja napaka ϵ. Epsilon lahko nastavimo, da dosežemo želeno natančnost







|yi − wixi| ≤ ϵ (6.3)
Glej ilustrativen primer na Sliki 6.2.
Ta algoritem ne deluje za vse podatkovne točke. Algoritem poskuša najti čimbolǰso
funkcijo predikcije, vendar nekatere točke še vedno ne padejo znotraj robov določenega
območja predikcije. Zato moramo upoštevati možnost napak, ki so večje od ϵ. To lahko
storimo z ohlapnimi spremenljivkami (slack variables).
Koncept ohlapnih spremenljivk je preprost: za vsako vrednost, ki pade zunaj ϵ, lahko
njeno odstopanje od roba označimo z ξ. Vemo, da lahko ta odstopanja obstajajo, vendar
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bi jih vseeno radi čim bolj zmanǰsali. Tako lahko ta odstopanja dodamo ciljni funkciji.










|yi − wixi| ≤ ϵ + |ξi| (6.5)
Zdaj imamo dodaten hiperparameter C, ki ga lahko nastavimo. Ko se C poveča, se
poveča tudi naša toleranca za točke zunaj ϵ. Ko se C približuje 0, se toleranca približa 0
in enačba se zreducira v poenostavljeno (čeprav včasih težko izvedljivo oz. nepraktično).
Kot smo že omenili, smo si pomagali tudi z algoritmom RANSAC. Ti vzorci sicer
predstavljajo podatkovno vrednost, ki je napačna (tj. predmet merilne napake), vendar je
kljub temu v notranjosti porazdelitve pravilno izmerjenih vrednosti.
S pomočjo iskanja parametra C z naključnim iskanjem dobimo še bolǰso rešitev. Isti
pristop iskanja parametrov smo uporabili tudi za druge parametre, kot so toleranca kriterija
ustavljanja, ϵ, varirali pa smo tudi med izbiro algoritma za rešitev dvojnega ali osnovnega
problema optimizacije. Odločali pa smo se tudi med različnimi funkcijami izgube (loss
function19), npr. med epsilon neobčutljivo in med epsilon kvadrat neobčutljivo.
6.1.2 Razvrščanje rezultatov ekip
Slika 6.3 prikazuje rezultate metode ponovnega vzorčenja rezultatov ekip (N = 100.000).
Vzorce so znova izbrali z nadomestitvijo iz prvotnih podatkov (resnični izid in napovedi
ekip), pozicije različnih ekip na lestvici pa so bile ponovno ocenjene v vsakem od 100.000
ponovnih vzorčenj. Uvrstitev na sliki temelji na mediani uvrstitve za vsako ekipo. Rdeča
navpična črta označuje delovanje naključnega modela, rdeča vodoravna črta pa kaže
uspešnost referenčnega modela (sestavljenega s strani organizatorjev tekmovanja). Modeli,
ki se nahajajo desno od navpične rdeče črte, niso bili bolǰsi od naključnih. Vse ekipe
nad modro črto ustrezajo napovedim, katerih zmogljivost je statistično primerljiva z
najvǐsje uvrščenim modelom. Konkretno so imele ekipe nad modro črto razmerje zadnjih
napovednih kvot / verjetnosti manj kot tri glede na zmagovalno ekipo.
Opis statistične ocene
Ker se porazdelitev metode ponovnega vzorčenja rezultatov zelo natančno približa Ba-
yesovi posteriorni distribuciji, so za razvrščanje rezultatov ekip sprejeli Bayesov pristop
k preizkušanju enostranske delovne hipoteze (H1), da je vrhunska ekipa bolǰsa od kon-
kurenčne ekipe, proti ničelni hipotezi (H0), da je vrhunska ekipa dejansko izenačena ali
slabša od svojega konkurenta (in je bolǰse rezultate dosegla čisto po naključju). Ker
manǰse povprečne ocene kažejo na bolǰse napovedno delovanje, se zgornje hipoteze lahko
znova izrazijo kot H1: DeltaAveRank < 0 proti H0: DeltaAveRank >= 0, pri čemer je




Slika 6.3: Povprečna uvrstitev ekip iz 100.000 ponovitev metode ponovnega vzorčenja za
oddaje pri reševanju prvega problema [vir: https://www.synapse.org/#!Synapse:syn229
0704/wiki/70719].
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konkurenčne ekipe. V skladu z Bayesovo paradigmo se zgornji preizkus izvede z izračunom
posteriornih verjetnosti H1 in H0 in odločitvijo proti H0, če je zadnja verjetnost / kvota
napovedi v korist H1 (definirana kot zadnja verjetnost H1, deljena s posteriorno verjetno-
stjo H0) večja od vnaprej določenega odseka (v našem primeru nastavljen na 3). Ocena
zadnjih verjetnosti iz porazdelitve metode ponovnega vzorčenja je preprosta. Za kateri
koli dve ekipi najprej ustvarimo začetno porazdelitev DeltaAveRank, nato pa ocenimo
zadnjo verjetnost H1 kot delež podvajanj metode ponovnega vzorčenja, ki je manǰse od
nič, in zadnjo verjetnost H0 kot delež podvajanj metode ponovnega vzorčenja, ki je enaka
ali večja od nič. Da bi preverili, kateri modeli so bili bolǰsi od naključnih, so uporabili
zgornji test za primerjavo vsake ekipe z naključnimi napovedmi (permutirana različica
resničnih rezultatov). Uspešneǰse od naključnega pomeni, da so zadnje napovedne kvote
/ verjetnosti, ki so v korist H1 (napoved ekipe je bolǰsa od naključnega napovedovanja),
večje od 3.
6.2 2. vprašanje: Napovej množico kognitivno normalnih
posameznikov, katerih biomarkerji nakazujejo amiloi-
dno motnjo
Drugi problem je predstavljal zelo težko vprašanje za modeliranje, vendar je visokega
kliničnega pomena, v sklopu katerega so bile ekipe zahtevane, da predvidijo nabor kogni-
tivno normalnih posameznikov, katerih biomarkerji kažejo na amiloidno vznemirjanje.
Prva ekipa, ki je bila za vse tri probleme skupna zmagovalka, pri temu problemu ni
našla noben model, ki bi dosegel statistično bolǰse rezultate od naključne učinkovitosti, zato
sumimo na napačno formulacijo / hipotezo problema. Rezultat te ekipe je bil 0,65, ostale
ekipe pa so bile precej vǐsje. To nas opozarja na nevarnost prekomernega prilagajanja
podatkov. Mi smo sicer dobili zelo dobre rezultate, vendar moramo poudariti, da smo pri
tem zastavljenem vprašanju delali na večji množici podatkov, kot so delali tekmovalci, in pa
da kljub temu ne moremo iti preko dejstva, da sumimo na napačno formulacijo / hipotezo
problema, zato moramo te rezultate vzeti z močno rezervo (so praktično nerelevantni).
Slika 6.4 prikazuje rezultate testnih modelov za pomembnost z uporabo testa medsek-
torskega preseka (union-intersection test) z ničelnim modelom uravnotežene natančnosti
enakim 0,5 in AUC = 0, 520 ter alternativnim modelom uravnotežene natančnosti večjim
od 0,5 ali AUC > 0, 5. p-vrednosti za vsak model so bile ustvarjene na podlagi empirične
ničelne porazdelitve uravnotežene natančnosti in AUC, ocenjene s 10.000 ničelnimi permu-
tacijami resničnega neskladja. V tem primeru noben model ne deluje bistveno bolje kot
naključni in zato ni bila razglašna nobena najbolǰsa ekipa.
Naš najbolǰsi dobljeni rezultat je irelevanten, ker kot smo omenili že prej, tega problema
z danimi podatki ne moremo ustrezno rešiti oz. ga uporabiti za nam zanimive napovedi.
20Površina pod krivuljo ROC. AUC meri celotno dvodimenzionalno območje pod celotno krivuljo
ROC (pomislite na integralni račun) od (0,0) do (1,1). AUC zagotavlja skupno merilo uspešnosti za vse
možne prage klasifikacij. Eden od načinov interpretacije AUC je verjetnost, da model naključni pozitivni








Zaključek in nadaljnje delo
Pristop, uporabljen pri reševanju prvih dveh problemov, je bil, kot že omenjeno, zasnovan
na zelo skalabilen način. Tu se predpostavlja, da tovrstna generalizacija terja slabšo
kakovost oz. nižjo moč tako pridobljenih napovednih modelov. Vendar smo z njihovo
pomočjo lahko, ko smo že imeli razvit algoritem, hitro ugotovili, katere osnovne, potencialno
dobre modele, je vredno preizkušati naprej. Nato smo nekaj tako izbranih modelov razvili
v učinkovite napovedne modele. Torej lahko sklepamo, da bi lahko z nadaljnjim razvojem
in optimizacijo našega celostnega algoritma za gradnjo modelov rezultate še izbolǰsali,
hkrati pa bi lahko algoritem naredili primeren še za večjo množico problemov, kot jih
podpira trenutno. Je pa treba poudariti tudi, da je tovrsten posplošitveni razvoj izjemno
zamuden, zato je napredek pri izbolǰsavi in podpori tovrstnega sistema izredno počasen.
Kljub temu nam je uspelo v dokaj kratkem času razviti uporabno orodje, ki se lahko dokaj
hitro prilagodi za uporabo na drugih, popolnoma nepovezanih problemih, kjer se želimo
poslužiti napovedovanja raznoraznih zadev s pomočjo bilokakršnih tipov podatkov in
strojnega učenja. Seveda pa moramo, ko imamo na ta način pridobljene začetne in solidne
učne modele, le-te nadgraditi, predvsem s pomočjo domenskega znanja in ugotovitvami
nad razpoložljivimi podatki.
Ugotovili smo, da kljub enormnim genetskim podatkom osebkov, nam ti niso signi-
fikantno pomagali pri napovedih, so pa nam vzeli bistveno več časa za obdelavo, kot
bolj priročni klinični podatki. Kljub temu, da smo se lahko opirali na raznorazne članke,
kjer so raziskovalci našli SNP-je, ki so na podlagi ugotovitev lahko bolje povezani oz.
soodvisni z neko lastnostjo Alzheimerjeve bolezni, direktno ali implicitno, so nam klinični
podatki predstavljali dosti večjo napovedno moč, ob kateri je bila napovedna moč genetskih
podatkov povsem zanemarljiva.
Še huje je bilo pri drugem vprašanju, kjer sta bili množici za učne in testne podatke
zbrani iz dveh različnih populacij podatkov, kar je pomenilo in to se je tudi zgodilo, da
drugo vprašanje ni mogoče rešiti na nekem dovolj signifikantnem oz. (praktično) uporabnem
nivoju.
Sami rezultati prvih dveh vprašanj pa bi bili lahko dosti bolj obetavni, če bi imeli na
voljo več podatkov. Podatki so bili namreč močno podvzorčeni, da bi lahko zajeli vse
kompleksne nianse tako v kliničnih kot genetskih podatkih. Ljudje smo kompleksna živa
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organska bitja, in s tako majhnimi vzorci (manj kot 1.000 v najbolǰsem primeru) je težko
razviti robustne napovedne modele, ki bi lahko pokrili vse posebnosti, ki se lahko najdejo
v tako kompleksnem multidimenzionalnem prostoru možnih uporabnih značilk.
Pri učenju na podlagi genetskih in medicinskih podatkov, ki so količinsko ogromni in
prepleteni, ne smemo zanemarjati strojne opreme, ki jo uporabljamo za poganjanje učenja
modelov nad tovrstnimi podatki. Le-to nam lahko vzame enormno količino časa, kar nam
lahko precej upočasni razvoj, zato se splača poslužiti močnih računalnǐskih sistemov, ki
lahko tovrstna računanja izvajajo zelo učinkovito in hitro, da lahko pridemo do rezultatov
in povratne informacije hitreje.
Pri našem podvigu se je izkazal za problem, ki ga nismo predvideli na začetku, da
nekateri podatki, ki so bili na voljo tekmovalcem, ne bodo na voljo nam. To nam je
močno zavleklo celoten projekt, in nam vzelo veliko časa, ki bi se sicer namenil dejanskemu
strojnemu učenju, tako pa se je porabil za izvlačenje podatkov. Namreč, popolnoma na
lastno pest smo morali zgraditi testno množico podatkov, za vsa tri vprašanja, poleg tega
pa nismo imeli na voljo podatkov, ki so jih lahko tekmovalci uporabili kot dodatne podatke
za učno množico. Tekmovalci so imeli vse podatke že pripravljene in predstavljene v
pravilnem formatu, torej prečǐsčene, tako da so se koraku izvlačenja podatkov popolnoma
izognili. Ta korak so za njih opravili organizatorji tekmovanja; med njimi so bili tudi
strokovnjaki in poznavalci izvornih podatkov, tako da so to opravili dosti lažje kot pa mi,
ki smo morali to storiti sami, in v večini primerov ni bilo prisotnih nobenih opisov formata
izvornih podatkov, kaj šele njihovega konteksta (npr. ali sploh gre za vzorce, ki so bili
pridobljeni iz iste populacije, kot so bili pridobljeni vzorci učne množice).
Potreba po domenskem znanju, še zlasti za genetske podatke in podatke, zgrajene
na podlagi kliničnih slikanj, je prav tako velika, in nam je predstavljala veliko oviro pri
interpretaciji podatkov, zaradi česar smo morali nameniti veliko časa tudi za pridobivanje
domenskega znanja. Brez njega težko razumemo, zakaj so nekatere značilke soodvisne z
drugimi in z odvisno spremenljivko. Pri kliničnih spremenljivkah to ne velja toliko, ker so
dokaj razumljive, kar pa ne velja za genetske podatke in pa tudi ne za medicinske slike
MRI in podobne podatke, ki so zelo tehnične medicinske narave (npr. koordinate in oblika
posameznih delov možganov). Z bolǰsim medicinskim znanjem lahko predvidevamo, da
lahko učne modele hitreje usmerjamo v natančneǰse napovedi.
Nezaključeno tretje vprašanje raziskave Torej, lastnoročno pridobivanje in obliko-
vanje testnih podatkov in pa pridobivanje domenskega znanja je rezultiralo k dolgemu
nepredvidenemu procesu, posledica tega pa je tudi, da se nam zato ni uspelo lotiti tretjega
problema oz. zastavljenega vprašanja. Čas, ki bi ga namenili za to, da bi pridobili še
celovite testne podatke za tretje vprašanje, je nepredstavljivo dolg. Za prvi dve vprašanji
nam je to uspelo, kar nam je vzelo ogromno časa, za tretje, kjer so bili uporabljeni podatki
procesiranih MR slik, pa bi porabili še mnogo več časa, kajti to vprašanje je vsebovalo
količino podatkov, ki se je lahko kosala, če ne celo presegala, količino genetskih podatkov.
Poleg tega pa so bili ti podatki dosti bolj razčlenjeni, z dosti več specifik in različnih
lastnosti (potencialne značilke), kot genetski podatki, tako da lahko upravičeno sklepamo,
da bi nam vzelo procesiranje in izvlačenje teh podatkov zdaleč največ časa. Število po-
tencialnih značilk je res nepredstavljivo, da pa lahko ugotovimo, katere so za nas lahko
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potencialno uporabne, moramo prvo le-te spraviti v pravi format in jih izluščiti iz gore
podatkov z izvlačenjem podatkov, tako da tukaj ni bližnjic, s katerimi bi lahko še pred
izvlačenjem podatkov določili, katere lastnosti ne bomo uporabili za značilke in jih lahko
zato ignoriramo že od samega začetka. Da ne omenjamo raven medicinskega znanja, ki bi
nam tukaj prǐsel še kako prav, tako za razumevanje posameznih podatkovnih formatov,
kot pri gradnji samih učnih modelov.
7.1 Nadaljnje delo
Ker smo se v našem pristopu k reševanju problemov, ki so bili zastavljeni v sklopu raziskave,
osredotočali na čimbolj posplošeno rešitev, ki se lahko uporabi tudi na drugih problemih s
popolnoma drugačnimi podatki in popolnoma drugačno tematiko, nam je to seveda zelo
upočasnilo razvoj oz. nas zaviralo pri temu, kaj lahko naredimo v omejenem času. Tako
da bi lahko naš splošen algoritem še naprej razvijali v enaki smeri, tako horizontalno, torej,
da bi podpirali še več pristopov oz. metod strojnega učenja, kot tudi vertikalno, torej, da
bi dodali še dodatne stopnje oz. korake, ki bi lahko bili na voljo za izbolǰsavo modelov, ki
jih lahko sproduciramo s trenutno verzijo algoritma.
Te izbolǰsave se tičejo splošnega algoritma, ki smo ga razvili, dotakniti se pa moramo
še potencialnih izbolǰsav za napovedne modele, ki so bili naučeni za dotično raziskavo,
s katero se ukvarjamo. Naš izbrani končni napovedni model (RandomizedSearchCV
⇒ RANSACRegressor ⇒ LinearSVR; glej dodatka C.1.1: Rezultati nad učno množico
podatkov in C.1.2: Rezultati nad testno množico podatkov) bi lahko dopolnili z večopravilnim
učenjem značilk, ker ravno to so storili raziskovalci v sklopu pristopa, ki je najbolj podoben
našemu (glej podrazdelek 2.3.3: 1. korak: Večopravilno učenje značilk).
Prav tako je tu veliko prostora za izboǰsave, ki so zelo specializirane oz. osredotočene
na neko specifiko oz. lastnost podatkov. Na primer po vzoru pristopov, omenjenih v
poglavju 2: Pregled področja, bi lahko naredili ločene napovedne modele za posameznike z
isto diagnozo stanja Alzheimerjeve bolezni.
Prav tako bi lahko ločili učenje na podlagi tipa podatkov; torej, da bi imeli drugačne
modele za slikovne medicinske, kognitivne oz. biološke, genetske in ostale ocenjevalne oz.
popisne podatke. To združitev različnih tipov podatkov bi lahko naredili z učenjem množice
jeder, omenjenim v podrazdelku 2.3.2: Učenje množice jeder. To bi nam omogočilo izbiro
optimalnih jeder in parametrov iz večjega nabora jeder, s čimer bi zmanǰsali pristranskost
zaradi izbire jedra, hkrati pa bi s tem ohranili bolj avtomatiziran pristop k strojnemu
učenju. Drugi možen pristop je pa multimodalno učenje, opisano v podrazdelku 2.3.3: 2.
korak: Jedrno snovane multimodalne podatkovne združitve, ki je kot nalašč namenjeno za
združevanje različnih modalitet oz. tipov virov informacij, in uspe najti povezavo med
različnimi modalitetami kljub temu, da so karakterizirane z zelo različnimi statističnimi
lastnostmi.
Izbolǰsave bi verjetno lahko bile prisotne tudi pri napovedih na podlagi genetskih
podatkov, čeprav, kot smo ugotovili, nam v primerjavi z drugimi podatki, ki jih imamo na
voljo, na primer kliničnimi, te ne pomagajo kaj dosti. Tukaj bi bila potrebna mnogo bolj
obsežna raziskava, če bi želeli najti kako znanje, ki bi bistveno prispevalo k napovedni moči
modelov. Še bolj kot to pa je pomembno tudi, kako kvalitetno so bili genetski podatki
pridobljeni, da dovolj veliko število vzorcev oz. posameznikov v učni množici sploh ne
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POGLAVJE 7. ZAKLJUČEK IN NADALJNJE DELO
omenjamo. Genetski podatki so podatki z ogromnimi količinami informacij, vendar med
njimi težko izbrskamo informativne vzorce oz. znanje, če nimamo dovolj posameznikov oz.
vzorcev, da bi lahko med njimi zaznali povezave.
V ta namen nam lahko še kako dobro koristi pristop za učenje značilk, omenjen v
podrazdelku 2.3.3: 1. korak: Večopravilno učenje značilk. Namreč, v sklopu genetskih
podatkov imamo lahko res ogromno količino potencialnih značilk, in zato moramo le-te
zreducirati, zbrskati le uporabne in po možnosti le-te združiti oz. sproducirati nove na
podlagi obstoječih, ki bodo dosti bolj informativne in uporabne za naš učni model.
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3. vprašanje: Klasificiraj posameznike




Učna množica je sestavljena iz 628 posameznikov, ki so del ADNI1 – celotna enoletna zbirka
podatkov z oznako 1.5T in njihove začetne ocene. Primarni fenotip je diagnostična skupina
in ocena MMSE. Ostale priskrbljene mere vključujejo starost in število let izobraževanja ob
začetku raziskave, spol, APOE4 in APOE alel 1 in alel 2 genotipe, obdelana MR slikanja
ter iz celotnega genoma imputirane genotipe.
Podatkovni format
Klinični podatki Klinična podatkovna datoteka ADNI Training Q3 APOE CollectionA
DNI1Complete1Yr1.5T July22.2014.csv je z vejico razmejevana tekstovna datoteka, ki za
vsakega posameznika vsebuje oceno MMSE, diagnostičen razred, APOE4 in APOE alel 1
in alel 2 genotipe, in klinične kovariance, vse to ob začetku študije.
Podatki imputiranih genotipov Glej podrazdelek 3.1.2: Podatki imputiranih genoti-
pov.
Sprocesirane MR slike Vsi podatki izvornih slikanj sestojijo iz 1.5 Tesla T1-obteženih
MRI volumnov v datoteki ADNI1:Complete1Yr1.5TDataCollection, formata NIfTI1 (for-
mat *.nii.gz). Prva iteracija tega vprašanja vsebuje samo začetna skeniranja. Vse slike
so bile sproducirane z uporabo treh nevroslikovnih programskih procedur: FreeSurfer2, Ad-
1Neuroimaging Informatics Technology Initiative. Glej https://nifti.nimh.nih.gov/ in https://braind
er.org/2012/09/23/the-nifti-file-format/.
2Odprtokodna programska oprema za obdelavo in analizo človeških MRI slik. Glej https://surfer.nmr
.mgh.harvard.edu/.
83
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vanced Normalization Tools (ANTs3), in Mindboggle4. Končni podatki za naše tekmovanje
sestojijo iz tabel morfometričnih5 podatkov, izpeljanih iz slik.
FreeSurfer zgenerira označene kortikalne površine, in označene kortikalne in ne korti-
kalne volumne. Z njim so sprocesirali vse T1-obtežene slike.
ANTs nam priskrbi ekstrakcijo možganskega volumna, segmentacijo, in registracijsko
orientirano označevanje.
Mindboggle programski paket avtomatizira analizo oblike anatomskih oznak in značilk,
izvlečenih iz podatkov, zgeneriranih s FreeSurfer in ANTs. Z njim so za vsako kortikalno
površinsko oznako izračunali:
• Volumne vseh označenih možganskih regij (FreeSurfer oznake) (volumes FreeSurfe
r labels.csv)
• Debelino vseh označenih kortikalnih regij (FreeSurfer oznake) (thickinthehead Fre
eSurfer labels.csv)
• Statistične povzetke sledečih mer oblike za vsako kortikalno površinsko oznako, za







• Statistiko za površinsko obliko leve (in ločeno tudi desne) kortike za posamezno
oznako (label shapes.csv)
• Statistiko za površinsko obliko leve (in ločeno tudi desne) kortike za pozamezen
sulkus6 (sulcus shapes.csv)
Za vsako kortikalno površinsko oznako so z Mindboggle izračunali tudi spekter Laplace-
Beltrami (seznam desetih števil v plavajoči vejici na vsako oznako). Vsaka vrstica v ome-
njenih, z vejico razmejevanih tekstovnih datotekah, pripada določeni označeni možganski
regiji, in vsak stolpec ima specifično mero oblike za to regijo ali statistični povzetek meritve
čez vse površinske točke te regije.
3Napredna orodja za normalizacijo ekstrahirajo informacije iz zapletenih naborov podatkov, ki
vključujejo slikanja. Glej http://picsl.upenn.edu/software/ants/.
4Glej https://mindboggle.info/.






Podatki za vmesno tekmovalno lestvico in končno ocenjevalno lestvico za tretje vprašanje
izhajajo iz študije AddNeuroMed7, ki je del iniciative InnoMed - predhodnika pobude za
inovativna zdravila, t.i. Innovative Medicines Initiative8.
Množica podatkov za vmesno tekmovalno lestvico tretjega vprašanja uporablja 94 posa-
meznikov in njihove ocene na začetku raziskave. Pridobljene meritve vključujejo zaporedno
številko obiska in datum obiska, starost ob začetku raziskave, število let izobraževanja, spol,
narodnost, genotip APOE, tabele s podatki o obliki slik možganov in celotne iz genoma
imputirane genotipe. Ocena MMSE in diagnoza stopnje Alzheimerjeve bolezni ob začetku
raziskave nista bili specificirani.
Končna ocenjevalna lestvica za tretje vprašanje uporablja 88 posameznikov in njihove
ocene na začetku raziskave. Pridobljene meritve vključujejo zaporedno številko obiska
in datum obiska, starost ob začetku raziskave, število let izobraževanja, spol, narodnost,
genotip APOE, tabele s podatki o obliki slik možganov in celotne iz genoma imputirane
genotipe. Ocena MMSE in diagnoza stopnje Alzheimerjeve bolezni ob začetku raziskave
nista bili specificirani.
Podatkovni format
Klinični podatki Podatki obeh AddNeuroMed študij so združeni v en nabor podatkov.
Datoteki kliničnih podatkov, ADChallenge AddNeuroMed Q3 Leaderboard ImagingResults
(testna množica za vmesno tekmovalno lestvico) in ADChallenge AddNeuroMed Q3 Test I
magingResults (izvzeta testna množica za končno ocenjevalno lestvico), sta z vejico
razmejevani tekstovni datoteki, ki vsebujeta demografske podatke za 94 posameznikov
in podatke o klinični oceni ob začetku raziskave za 88 posameznikov evropskega porekla.
Ti dve datoteki nam nista bili na voljo in smo zato morali, z izvlačenjem podatkov, te
podatke skonstruirati na lastno pest.
Podatki imputiranih genotipov Glej podrazdelek 3.1.2: Podatki imputiranih genoti-
pov.
AddNeuroMed vzorci so bili genotipizirani v dveh serijah z uporabo dveh različnih
inštrumentov Illumina SNP microarrays9:
• Serija 1: Illumina HumanHap610-Quad
• Serija 2: Illumina HumanOmniExpress-12 v1.0
Sprocesirane MR slike Vsi podatki o izvornem slikanju so sestavljeni iz 1,5 Tesla T1
utežene magnetne resonančne slike (MRI) v formatu NIfTI (.nii.gz) iz ADNI. Vprašanje
uporablja samo osnovna skeniranja. Vse slike so bile obdelane s pomočjo treh nevro-
slikovnih programov: FreeSurfer, Advanced Normalization Tools (ANT) in Mindboggle.
Podatki, ki so bili uporabljeni za tekmovanje, so sestavljeni iz izvornih slik, točk, posameznih
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naj bi izkoristili dobljene tabele s podatki o oblikah, ampak izvirne slike so na voljo za tiste,
ki imajo strokovno znanje in na voljo vire za obdelavo ali analizo na stotine možganskih
slik.
Obdelava podatkov za MR slike iz podatkovne množice AddNeuroMed je bila izvedena
kot je že opisano za učne podatke ADNI.
A.2 Analiza in obdelava podatkov
A.2.1 Statistika podatkov
Statistika učnih podatkov je razvidna iz Tabel A.1, A.2 in B.12.
Tabela A.1: Število pacientov glede na začetno diagnozo, za učno množico.




Tabela A.2: Klinične spremenljivke, za učno množico.
Klinične spremenljivke
Povprečen MMSE (SD) 26,9 (2,6)
Povprečna starost (SD) 75,2 (6,9)
Povprečno število let izobrazbe (SD) 15,6 (3,0)
% žensk 42,0
% alel APOE4 - 0 51,4
% alel APOE4 - 1 37,3
% alel APOE4 - 2 11,3
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Tabele z opisi podatkovnih datotek
Tabela B.1: Opis formata datoteke ADNI_Training_Q1_APOE_July22.2014.
Ime stolpca Tip podatkov Primer po-
datkov
Opis podatkov
RID ID. 5 Roster Identification oz. ID seznama
udeležencev (seznam). Lahko se ga dobi
tudi iz zadnje številke vrednosti v stolpcu
PTID.
PTID ID. 011 S 0005 Participant Identification oz. ID
udeleženca. Ustreza vrednosti v stolpcu
ID 2 datoteke *.sample (glej vrstico ID 2
Tabele B.5).
VISCODE bl ali m24. bl Obiskovalna koda.
EXAMDATE Datum. 9/7/2005 Datum pregleda.
DX.bl CN, EMCI, LMCI ali
AD.
CN Diagnoza na začetku.
AGE Pozitivno število for-
mata 00,0.
73,7 Starost na začetku.
PTGENDER Male ali Female. Male Spol udeleženca. Ustreza vrednosti v
stolpcu PTGENDER datoteke *.sample
(glej vrstico PTGENDER Tabele B.5).
PTEDUCAT Pozitivno število for-
mata 0.
16 Število let izobraževanja.
APOE4 Celo število v rangu od
0 do 2 (vključno).
0 Število alelov ApoE4, tj. število vredno-
sti 4 v stolpcu APOE Genotype.
MMSE Celo število v rangu od
0 do 30 (vključno).
29 Ocena MMSE izpita.
APOE Geno-
type
Kombinacija števil 2, 3
in 4 dolžine 2.
3,3 Genotip obeh alel gena ApoE.
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Tabela B.2: Opis formata datotek ADNI_merged_1.gen - ADNI_merged_22.gen.





NA. NA Glej podrazdelek 3.1.2: Kodiranje feno-
tipa.
SNP ID —, -9 ali 1. — Glej podrazdelek 3.1.2: SNP ID.
RS ID za
SNP
ID. rs190291950 Koda, ki označuje SNP. Glej podrazdelek




Število med 1 in 231 −
2.




Kombinacija črk G, A,
C ali T dolžine 1 ali
več.




Kombinacija črk G, A,
C ali T dolžine 1 ali
več.






Število med 0.00000 in
1.00000 (vključno).
0.00000 Glej podrazdelek 3.1.2: Verjetnost geno-





Število med 0.00000 in
1.00000 (vključno).
0.00000 Glej podrazdelek 3.1.2: Verjetnost geno-





Število med 0.00000 in
1.00000 (vključno).
0.00000 Glej podrazdelek 3.1.2: Verjetnost geno-
tipa AA, AB ali BB za n-tega posameznika.





Število med 0.00000 in
1.00000 (vključno).
0.00000 Glej podrazdelek 3.1.2: Verjetnost geno-





Število med 0.00000 in
1.00000 (vključno).
0.00000 Glej podrazdelek 3.1.2: Verjetnost geno-





Število med 0.00000 in
1.00000 (vključno).
0.00000 Glej podrazdelek 3.1.2: Verjetnost geno-
tipa AA, AB ali BB za n-tega posameznika.
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Tabela B.3: Opis formata datotek ADNI_merged_1.snp-stats - ADNI_merged_22.snp-
stats.
Ime stolpca Tip podatkov Primer po-
datkov
Opis podatkov
SNPID —, -9 ali 1. — Ta informacija je že prisotna v drugem
stolpcu datoteke *.gen (glej Tabelo B.2).
RSID ID. rs190291950 Ta informacija je že prisotna v tretjem
stolpcu datoteke *.gen (glej Tabelo B.2).
chromosome NA. NA Številka kromosoma. Vedno enaka NA,
kar pomeni, da je manjkajoča vrednost.
position Pozitivno celo število
od vključno 1 naprej.
52144 Ta informacija je že prisotna v četrtem
stolpcu datoteke *.gen (glej Tabelo B.2).
A allele Kombinacija črk A s T
in C z G dolžine 1 ali
več.
T Ta informacija je že prisotna v petem
stolpcu datoteke *.gen (glej Tabelo B.2).
B allele Kombinacija črk A s T
in C z G dolžine 1 ali
več.
A Ta informacija je že prisotna v šestem
stolpcu datoteke *.gen (glej Tabelo B.2).
minor allele Kombinacija črk A s T
in C z G dolžine 1 ali
več.
A Glej podrazdelek 3.1.2: Manǰsinski alel.
major allele Kombinacija črk A s T
in C z G dolžine 1 ali
več.
T Glej podrazdelek 3.1.2: Večinski alel.
AA Nenegativno število
formata 0.000.
335.75 Vsota verjetnosti genotipa AA vseh posa-
meznikov (stolpci 7, 10, 13, ... v datoteki
*.gen; glej Tabelo B.2).
AB Nenegativno število
formata 0.000.
1.245 Vsota verjetnosti genotipa AB vseh posa-
meznikov (stolpci 8, 11, 14, ... v datoteki
*.gen; glej Tabelo B.2).
BB Nenegativno število
formata 0.000.
0 Vsota verjetnosti genotipa BB vseh posa-
meznikov (stolpci 9, 12, 15, ... v datoteki
*.gen; glej Tabelo B.2).
AA calls Nenegativno število
formata 0.000.
334 Glej podrazdelek 3.1.2: Število določitev
alela AA.
AB calls Nenegativno število
formata 0.
1 Glej podrazdelek 3.1.2: Število določitev
alela AB.
BB calls Nenegativno število
formata 0.




0 do 1 (vključno).
0.0018472 Glej podrazdelek 3.1.2: MAF.
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HWE Nenegativno število
formata 0.0000000, od
0 do 1 (vključno).
0 Glej podrazdelek 3.1.2: HWE.
missing Nenegativno število
formata 0.0000000, od
0 do 1 (vključno).
0.64149 Glej podrazdelek 3.1.2: Procent manj-
kajočih genotipov.
missing calls Nenegativno število
formata 0.0000000, od
0 do 1 (vključno).




0 do 1 (vključno).
0.91194 Nimamo informacije kaj predstavlja ta
stolpec.
Tabela B.4: Opis formata sproducirane datoteke per-SNP_computations_results.
Ime stolpca Tip podatkov Primer po-
datkov
Opis podatkov
alternate ids —, -9 ali. — Koda, ki označuje, ali gre za izpeljan oz.
imputiran SNP ali ne. Glej podrazdelek
3.1.2: Procent manjkajočih genotipov.
rsid ID. rs181728567 Koda, ki označuje SNP. Glej podrazdelek
3.1.2: RS ID za SNP.
chromosome NA. NA Številka kromosoma. Vedno ima vre-
dnost NA, torej ni priostna.
position Pozitivno celo število. 10642 Pozicija oz. koordinata baznega para
alel določenega SNP. Glej opis v vrstici
Physicalposition Tabele B.6.
alleleA Zaporedje znakov G, A,
C in T poljubne dolžine.
G Prvi alel.
alleleB Zaporedje znakov G, A,
C in T poljubne dolžine.
C Drugi alel.
comment NA. NA Komentar. Ta podatek ni prisoten.
HW exact p v
alue
Število v rangu od
0.000000 do 1.000000
(vključno).
1 Glej podrazdelek 3.1.2: HW exact p va-
lue.
HW lrt p val
ue
Število v rangu od
0.000000 do 1.000000
(vključno).
0.397519 Glej podrazdelek 3.1.2: HW lrt p value.
alleleA count Nenegativno število v
formatu 0.000000.
1175.95 Rezultat enačbe 2 ∗AA + AB.
alleleB count Nenegativno število v
formatu 0.000000.




Število v rangu od
0.000000 do1.000000
(vključno).




Število v rangu od
0.000000 do 1.000000
(vključno).




Število v rangu od
0.000000 do 1.000000
(vključno).
0.0248986 Glej podrazdelek 3.1.2: minor allele fre-
quency.
minor allele Zaporedje znakov G, A,
C in T poljubne dolžine.
C Manǰsinski alel.
major allele Zaporedje znakov G, A,
C in T poljubne dolžine.
G Večinski alel.
info Število v rangu od
0.000000 do 1.000000
(vključno).
0.26499 Procent prisotnih podatkov za ta SNP
preko vseh vzorcev / posameznikov.
impute info Število v rangu od
0.000000 do 1.000000
(vključno).
0.413082 Procent prisotnih imputirnaih / izpelja-




Število v rangu od
0.000000 do 1.000000
(vključno).
0.358525 Procent manjkajočih podatkov za ta SNP
preko vseh vzorcev / posameznikov. Če
je vrednost enaka 0, kar pomeni da je pro-
cent manjkajočih informacij enak 0, po-
tem sta vrednosti v stolpcih info in impu
te info enaki vrednosti stolpca inform
ation iz datotek ADNI merged <številka
kromosoma>.snp-stats (bližje kot je vre-
dnosti 0, bližje so njihove vrednosti de-
janskim vrednostim; glej Tabelo B.3).
A 0. 0 Ta podatek ni prisoten oz. je vedno enak
0.
B 0. 0 Ta podatek ni prisoten oz. je vedno enak
0.
AA Nenegativno število v
formatu 0.000000.
573.31 Seštevek procentov preko vseh vzorcev /
posameznikov, da je bazni par tega SNP
homozigot prvega alela.
AB Nenegativno število v
formatu 0.000000.
29.3247 Seštevek procentov preko vseh vzorcev /
posameznikov, da je bazni par tega SNP
heterozigot obeh alelov.
BB Nenegativno število v
formatu 0.000000.
0.351135 Seštevek procentov preko vseh vzorcev /
posameznikov, da je bazni par tega SNP
homozigot drugega alela.
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NULL Nenegativno število v
formatu 0.000000.
337.014 Seštevek procentov preko vseh vzorcev /
posameznikov, kjer bazni par tega SNP
ni bil določen ali izpeljan.
total Nenegativno celo
število.
940 Ta podatek ni prisoten oz. je vedno enak
številu vseh vzorcev / posameznikov.
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Tabela B.5: Opis formata datoteke ADNI_merged.sample.
Ime stolpca Tip podatkov Primer po-
datkov
Opis podatkov
ID 1 ID. 1 ID skupine vzorcev, ki so bili genoti-
pizirani na isti napravi, bodisi Affyme-
trix Genome Wide Human SNP Ar-
ray 6.0, bodisi Illumina HumanOmni-
Express. Položaj vrstice se mora uje-
mati s položajem posameznikovih po-
datkov (stolpcev) v datotekah *.gen in
njegovih trojnih podatkov v datotekah
*.snp-stats (glej Tabeli B.2 in B.3). Po-
datki vsebujejo priblično enako vzorcev
oz. vrstic za vsako izmed uporabljenih
naprav.
ID 2 ID. 014 S 0520 ID posameznika znotraj iste skupine
vzorcev (stolpec ID 1). Vrednost se
ujema z vrednostjo stolpca PTID (ID po-
sameznika) v datotekah PROCESSED ADN
I Training Q1 APOE July22.2014.csv,
ADNI Training Q2 APOE July22.2014.c
sv in ADNI Training Q3 APOE CollevY
ADR1T2012Com1DT1C201220122011 (glej
Tabeli B.1 in B.11).
missing Nenegativno število
formata 0.0000000.
0.0471624 Pogostost manjkajočega klica. Odstotek
manjkajočih podatkov za vsakega posa-
meznika. Če je enak 0, ne manjka noben
podatek. V primerjavi z istoimenskim
stolpcem v datotekah *.snp-stats (glej
Tabelo B.3), tukaj podatek torej zajema
posamezen vzorec, tam pa posamezen
SNP.
father 0. 0 Manjkajoč podatek.
mother 0. 0 Manjkajoč podatek.
sex 1 ali 2. 2 Koda spola. Vrednost 1 označuje
moškega, vrednost 2 ženskega, vrednost
0 neznanega. Ta vrednost se ujema z
vrednostjo stolpca PTGENDER v da-
toteki PROCESSED ADNI Training Q1 APO
E July22.2014.csv (glej Tabelo B.1).
plink pheno -9 -9 Ime fenotipa, v tem primeru v formatu
plink aplikacije. Vsi vzroci / posamezniki
imajo vrednost -9, kar označuje manj-
kajočo vrednost.
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1Glej https://en.wikipedia.org/wiki/Centimorgan.
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Tabela B.6: Opis formata datoteke ADNI_plink.bim.
Ime stolpca Tip podatkov Primer po-
datkov
Opis podatkov
Chromosome Celo število v rangu od
1 do 22.
1 Vedno koda oz. številka kromosoma.
Enako za vse SNP-je v datoteki (ena da-
toteka za vsak kromosom).
Marker ID ID. rs190291950 Koda, ki označuje SNP. Glej podrazdelek
3.1.2: RS ID za SNP.
Genetic dis-
tance
0. 0 Položaj v centimorganih. Opcijska
vrednost, pri čemer je nespecificirana
vrednost označena z 0. Centimorgan
(okraǰsano cM) ali mapirna enota (m.u.)
je enota za merjenje genetske povezave.
Je enota, ki se uporablja za izražanje raz-
dalje med dvema genskima lokusoma na
kromosomu. Razmik enega centimorgana
pomeni enoodstotno verjetnost, da se bo-
sta dva gena ob križanju ločila. Pogosto
se uporablja za sklepanje razdalje vzdolž
kromosoma. Vendar to ni resnična fizična
razdalja1. Njena vrednost je vedno 0, to-
rej nimamo podatka o tem.
Physical posi-
tion
Pozitivno celo število. 52144 Položaj SNP na kromosomu.
Allele 1 A allele ali B allele. A Koda alela ALT (običajno manǰsinski
alel). Pri delu z genomskimi podatki
se izraz referenčni alel nanaša na nukle-
otidno organsko bazo, ki jo najdemo v
referenčnem genomu. Ker je referenca le
genom nekega posameznika (npr. nekdo
iz t.i. Projekta 1000 genomov, ki naj bi
bil iz iste oz. najbolj sorodne populacije,
kot je naša), ne gre vedno za večinski
alel. V nasprotju, pa se alternativni alel
nanaša na katerokoli bazo, razen refe-
renčne, ki jo najdemo v tem lokusu. Al-
ternativni alel ni nujno manǰsinski alel
in je lahko povezan s fenotipom ali pa
tudi ne. Na različico je lahko prisoten
več kot en alternativni alel. Referenčni
alel naj bi se uporabljal za imputiranje
SNP. Opomba: npr. v 1. vrstici sta tu
zamenjana prvi in drugi alel, v 11. vrstici
pa sta enaka kot v datoteki *.gen (glej
Tabelo B.2).
Allele 2 A allele ali B allele. T Koda alela REF (običajno večinski alel).95
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Tabela B.7: Opis formata datoteke ADNI_plink.fam.
Ime stolpca Tip podatkov Primer po-
datkov
Opis podatkov
Family ID ID. 1 Family ID oz. FID. ID skupine vzor-
cev, ki so bili genotipizirani na isti na-
pravi, bodisi Affymetrix Genome Wide
Human SNP Array 6.0, bodisi Illumina
HumanOmniExpress . Položaj vrstice
se mora ujemati s položajem posamezni-
kovih podatkov (stolpcev) v datotekah
*.gen in njegovih trojnih zaporednih po-
datkov v datotekah *.snp-stats (glej
Tabeli B.2 in B.3). Podatki vsebujejo
približno enako vzorcev / vrstic za vsako
izmed uporabljenih naprav. Vrednost se
ujema z vrednostjo stolpca ID 1 v dato-
teki ADNI merged.sample.
Sample ID ID. 014 S 0520 ID posameznika znotraj iste skupine
vzorcev (stolpec Family ID). Vrednost
se ujema z vrednostjo stolpca PTID (ID
posameznika) v datoteki PROCESSED ADN
I Training Q1 APOE July22.2014.csv,
ADNI Training Q2 APOE July22.2014.c
sv in ADNI Training Q3 APOE CollevYAD
R1T2012Com1DT1C201220122011 (glej Ta-
beli B.1 in B.11), in z vrednostjo stolpca
ID 2 v datoteki ADNI merged.sample
(glej Tabelo B.5).
Paternal ID 0. 0 ID očeta posameznika znotraj iste sku-
pine vzorcev. Vrednost 0 označuje, da
očeta ni v naboru podatkov.
Maternal ID 0. 0 ID matere posameznika znotraj iste sku-
pine vzorcev. Vrednost 0 označuje, da
matere ni v naboru podatkov.
Sex 1 ali 2. 2 Koda spola. Vrednost 1 označuje
moškega, vrednost 2 ženskega, vre-
dnost 0 neznanega. Ta vrednost se
ujema z vrednostjo stolpca PTGEN-
DER v datoteki PROCESSED ADNI Train
ing Q1 APOE July22.2014.csv (glej stol-
pec PTGENDER v Tabeli B.1) in z vre-
dnostjo stolpca sex v datoteki ADNI m
erged.sample (glej stolpec sex v Tabeli
B.5).
Affection -9, 0, 1 ali 2. -9 Ime fenotipa, v tem primeru v formatu
plink aplikacije. Vrednost 1 označuje kon-
trolni primer, vrednost 2 testni primer,
0 pa neznani primer oz. vzorec. Vsi
vzorci / posamezniki imajo vrednost -9,
kar označuje manjkajočo vrednost.
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Tabela B.8: Opis formata datoteke ADNI_plink.ped.
Ime stolpca Tip podatkov Primer po-
datkov
Opis podatkov
Family ID ID. 1 Glej istoimenski stolpec v datoteki AD
NI plink.fam (glej istoimensko vrstico v
Tabeli B.7).
Sample ID ID. 014 S 0520 Glej istoimenski stolpec v datoteki AD
NI plink.fam (glej istoimensko vrstico v
Tabeli B.7).
Paternal ID 0. 0 Glej istoimenski stolpec v datoteki AD
NI plink.fam (glej istoimensko vrstico v
Tabeli B.7).
Maternal ID 0. 0 Glej istoimenski stolpec v datoteki AD
NI plink.fam (glej istoimensko vrstico v
Tabeli B.7).
Sex 1 ali 2. 2 Glej istoimenski stolpec v datoteki AD
NI plink.fam (glej istoimensko vrstico v
Tabeli B.7).
Affection -9, 0, 1 ali 2. -9 Glej istoimenski stolpec v datoteki AD






0 ali zaporedje znakov
A s T in C z G poljubne
dolžine.
0 Glej podrazdelek 3.1.2: Določitev prvega






0 ali zaporedje znakov
A s T in C z G poljubne
dolžine.
0 Glej podrazdelek 3.1.2: Določitev prvega
in drugega alela za specifični SNP / va-
rianto.
. . . . . . . . . . . .
Določitev pr-
vega alela za
n-ti SNP / va-
rianto.
0 ali zaporedje znakov
A s T in C z G poljubne
dolžine.
G Glej podrazdelek 3.1.2: Določitev prvega




za n-ti SNP /
varianto.
0 ali zaporedje znakov
A s T in C z G poljubne
dolžine.
G Glej podrazdelek 3.1.2: Določitev prvega
in drugega alela za specifični SNP / va-
rianto.
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Tabela B.9: Opis formata datoteke ADNI_plink.map.





—, -9 ali 1. 1 Koda, ki označuje, ali gre za izpeljan
oz. imputiran SNP ali ne. Glej pod-
razdelek 3.1.2: SNP ID. PLINK 1.9 tu-
kaj dovoljuje tudi imena kontig, večina
stareǰsih programov pa jih ne. Contig
(okraǰsava za contiguous) je sklop pre-
krivajočih se segmentov DNA, ki sku-
paj predstavljajo soglasno regijo DNA2.
Kontigi se lahko nanašajo na prekrivajoče
se zaporedje DNA ali na prekrivajoče se
fizične segmente (fragmente), ki jih vse-
bujejo kloni, odvisno od konteksta3.
Varient ID ID. rs190291950 Koda, ki označuje SNP. Glej podrazdelek




0. 0 Položaj v morganih ali centimorganih.




Pozitivno celo število. 52144 Pozicija oz. koordinata baznega para





Tabela B.10: Opis formata datoteke ADNI_plink.frq.
Ime stolpca Tip podatkov Primer po-
datkov
Opis podatkov
CHR Celo število v rangu od
1 do 22.
1 Vedno koda oz. številka kromosoma.
Enako za vse SNP-je v datoteki (ena da-
toteka za vsak kromosom).
SNP —, -9 ali 1. rs190291950 Koda, ki označuje SNP. Glej podrazdelek
3.1.2: RS ID za SNP.
A1 0 ali zaporedje znakov
A s T in C z G poljubne
dolžine.
0 Alel 1 (ponavadi manǰsinski).
A2 0 ali zaporedje znakov
A s T in C z G poljubne
dolžine.
T Alel 2 (ponavadi večinski). Če no-
ben alel ni AB (heterozigot), potem
je prisoten samo alel A2, in A1 je
0. V datotekah ADNI merged <številka
kromosoma>.snp-stats (glej Tabelo B.3)
lahko vidimo oba alela, ki sta lahko na
določenem položaju SNP za človeški ge-
nom, zato lahko te informacije izpeljemo
iz njih.
MAF NA ali vrednost v
rangu 0.0 < x < 1.0.
0 Glej podrazdelek 3.1.2: MAF.
NCHROBS Nenegativno celo
število.
650 Glej podrazdelek 3.1.2: NCHROBS.
4Glej https://health.ucdavis.edu/welcome/features/20090909 Alzheimers/.
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Tabela B.11: Opis formata datoteke ADNI_Training_Q2_APOE_July22.2014.
Ime stolpca Tip podatkov Primer po-
datkov
Opis podatkov
RID ID. 5 ID seznama udeležencev. Lahko se ga
dobi tudi iz zadnje številke v vrednosti
stolpca PTID.
PTID ID. 011 S 0005 ID udeleženca. Ustreza vrednosti v
stolpcu ID 2 datoteke *.sample (glej vr-
stico ID 2 Tabele B.5).
VISCODE bl ali m24. bl Obiskovalna koda.
EXAMDATE Datum. 9/7/2005 Datum pregleda.
DX.bl CN, EMCI, LMCI ali
AD.
CN Diagnoza na začetku.
AGE Pozitivno število for-
mata 00,0.
73,7 Starost na začetku.
PTGENDER Male ali Female. Male Spol udeleženca. Ustreza vrednosti v
stolpcu PTGENDER datoteke *.sample
(glej vrstico PTGENDER Tabele B.5).
PTEDUCAT Pozitivno število for-
mata 0.
16 Število let izobraževanja.
APOE4 Celo število v rangu od
0 do 2 (vključno).
0 Število alelov gena ApoE4, tj. število
vrednosti 4 v stolpcu APOE Genotype.
MMSE Celo število v rangu od
0 do 30 (vključno).
29 Ocena testa MMSE.
ABETA Pozitivno število for-
mata 0.0.
115 Raven CSF amiloid-beta 42. Drugi načini
za označevanje so amiloid β-peptid, beta
peptid, A.beta. (142), 1-42 in 142.
SAGE.Q2 0 ali 1. 1 Specifična oznaka namenjena za drugo
zastavljeno vprašanje tekmovanja. 0
pomeni ABETA ≥ 192 pg
ul
, 1 pomeni
ABETA < 192 pg
ul
. Spremenljivka ne-
skladja - neskladje je opredeljeno tako,
da ima posameznik raven amiloida beta-
42 v CSF nižji od 192 pg
ul
, ampak je pa
brez znakov kognitivne oslabitve ob iz-
hodǐsčnem obisku. Stopnje CSF amiloid-
beta 42, merjeno s PIB-PET skenira-
njem, ki so manǰse od 192 pg
ul
, kažejo na
akumuliranje amiloida. Amiloidni plaki
so lepljiva beljakovina, ki se nabira zu-
naj živčnih celic. Značilne so za več
bolezni, vključno z Alzheimerjevo bole-
znijo, Huntingtonovo boleznijo, diabete-
som tipa 2, sekundarno amiloidozo in
prionskimi boleznimi, kot je Creutzfeldt-
Jakob (človeška oblika bolezni norih
krav). Vse te bolezni vključujejo izra-
zito vnetje na mestih odlaganja amiloida,
kar ima za posledico poškodbe tkiva4.
APOE Geno-
type
Kombinacija števil 2, 3
in 4 dolžine 2.
3,3 Genotip obeh alel gena ApoE.
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Tabela B.12: Število definiranih SNP-jev za posamezen kromosom.
Številka kromosoma Ime datoteke Število SNP-jev
1 ADNI merged 1.bgen 996.874
2 ADNI merged 2.bgen 1.074.494
3 ADNI merged 3.bgen 919.173
4 ADNI merged 4.bgen 927.966
5 ADNI merged 5.bgen 828.892
6 ADNI merged 6.bgen 859.831
7 ADNI merged 7.bgen 747.030
8 ADNI merged 8.bgen 704.993
9 ADNI merged 9.bgen 551.910
10 ADNI merged 10.bgen 650.166
11 ADNI merged 11.bgen 629.722
12 ADNI merged 12.bgen 615.230
13 ADNI merged 13.bgen 466.647
14 ADNI merged 14.bgen 420.775
15 ADNI merged 15.bgen 369.066
16 ADNI merged 16.bgen 397.941
17 ADNI merged 17.bgen 349.950
18 ADNI merged 18.bgen 366.080
19 ADNI merged 19.bgen 293.057
20 ADNI merged 20.bgen 286.501
21 ADNI merged 21.bgen 177.285
22 ADNI merged 22.bgen 176.084
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Dodatek C
Ocenitev razvitih napovednih modelov
C.1 1. vprašanje: Napovej spremembo v kognitivnih oce-
nah 24 mesecev po začetni oceni
C.1.1 Rezultati nad učno množico podatkov
Rezultati raznoraznih napovednih modelov, naučenih in uporabljenih nad isto učno množico,
so navedeni na Sliki C.1.
Naš vmesno izbrani, po analizi nad učno množico podatkov sodeč najobetavneǰsi
napovedni model, je bil LinearSVR. Ta na interni lestvici vseh naših zgeneriranih učnih
modelov, pognanih nad učno množico podatkov, zaseda 19. mesto. Glej z zeleno barvo
označen stolpec stolpčnega diagrama na Sliki C.1.
Za razlago, kako se je ta naš izpopolnjen oz. nagrajen najobetavneǰsi napovedni model
odrezal nad izvzeto testno množico podatkov, nad katero so bili pognani tudi napovedni
modeli ostalih tekmovalcev, glej dodatek C.1.2: Rezultati nad testno množico podatkov.
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DODATEK C. OCENITEV RAZVITIH NAPOVEDNIH MODELOV
Slika C.1: Rezultati modelov na učni množici. RS je okraǰsava za RandomizedSearchCV.
Implikacija (⇒) nakazuje, da je bil izraz na levi strani operatorja izveden nad izrazom na
desni strani operatorja, začenši z zadnjim, najbolj desnim operatorjem.
0 0.2 0.4 0.6
65. RS ⇒ BaggingRegressor ⇒ TheilSenRegressor
64. RS ⇒ AdaBoostRegressor ⇒ NuSVR
63. BaggingRegressor ⇒ TheilSenRegressor
62. RS ⇒ LarsCV
61. RS ⇒ LassoLarsCV
60. RS ⇒ Lars
59. LassoLarsCV
58. RS ⇒ LassoLars
57. BaggingRegressor ⇒ Lars
56. LarsCV
55. BaggingRegressor ⇒ LassoLarsIC
54. RS ⇒ AdaBoostRegressor ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
53. ExtraTreesRegressor ⇒ ExtraTreeRegressor
52. BaggingRegressor ⇒ PassiveAggressiveRegressor
51. RS ⇒ TheilSenRegressor
50. TheilSenRegressor
49. RS ⇒ BaggingRegressor ⇒ ElasticNetCV
48. AdaBoostRegressor ⇒ MLPRegressor
47. RS ⇒ HuberRegressor
46. ARDRegression
45. RS ⇒ AdaBoostRegressor ⇒ LassoLarsIC
44. RS ⇒ AdaBoostRegressor ⇒ TheilSenRegressor
43. RS ⇒ SGDRegressor
42. BaggingRegressor ⇒ LinearSVR
41. AdaBoostRegressor ⇒ HuberRegressor
40. ElasticNet
39. RS ⇒ ARDRegression
38. RS ⇒ SVR
37. GradientBoostingRegressor
36. RS ⇒ AdaBoostRegressor ⇒ ElasticNet
35. RS ⇒ AdaBoostRegressor ⇒ LinearSVR
34. AdaBoostRegressor ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
33. SVR
32. BaggingRegressor ⇒ HuberRegressor
31. BaggingRegressor ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
30. AdaBoostRegressor ⇒ Lasso
29. BaggingRegressor ⇒ OrthogonalMatchingPursuitCV
28. RS ⇒ NuSVR
27. RS ⇒ AdaBoostRegressor ⇒ SVR
26. RS ⇒ RANSACRegressor ⇒ ElasticNet
25. BaggingRegressor ⇒ ElasticNet
24. LassoCV
23. RS ⇒ AdaBoostRegressor ⇒ GradientBoostingRegressor
22. BaggingRegressor ⇒ GradientBoostingRegressor
21. RS ⇒ BaggingRegressor ⇒ LassoLars
20. RANSACRegressor ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
19. LinearSVR
18. RS ⇒ LassoLarsIC
17. RS ⇒ AdaBoostRegressor ⇒ MLPRegressor
16. RS ⇒ AdaBoostRegressor ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
15. RS ⇒ AdaBoostRegressor ⇒ OrthogonalMatchingPursuit
14. AdaBoostRegressor ⇒ OrthogonalMatchingPursuit




9. BaggingRegressor ⇒ OrthogonalMatchingPursuit
8. BaggingRegressor ⇒ ExtraTreeRegressor
7. BaggingRegressor ⇒ MLPRegressor
6. RS ⇒ AdaBoostRegressor ⇒ Lasso
5. RS ⇒ MLPRegressor
4. RS ⇒ HistGradientBoostingRegressor
3. BaggingRegressor ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
2. MLPRegressor


































































Povprečje Pearsonovega in Spearmanovega koeficienta korelacije
Rezultati modelov na učni množici
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C.1. 1. VPRAŠANJE: NAPOVEJ SPREMEMBO V KOGNITIVNIH OCENAH 24
MESECEV PO ZAČETNI OCENI
0 0.2 0.4 0.6
137. RS ⇒ AdaBoostRegressor ⇒ KNeighborsRegressor
136. BaggingRegressor ⇒ LinearRegression
135. NuSVR
134. AdaBoostRegressor ⇒ ARDRegression
133. RS ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
132. RANSACRegressor ⇒ ExtraTreeRegressor
131. RS ⇒ BaggingRegressor ⇒ PassiveAggressiveRegressor
130. RS ⇒ RANSACRegressor ⇒ Lars
129. RS ⇒ AdaBoostRegressor ⇒ SGDRegressor
128. RS ⇒ BaggingRegressor ⇒ KNeighborsRegressor
127. RS ⇒ BaggingRegressor ⇒ GradientBoostingRegressor
126. RS ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
125. AdaBoostRegressor ⇒ LinearSVR
124. BaggingRegressor ⇒ LassoLarsCV
123. BaggingRegressor ⇒ CCA
122. AdaBoostRegressor ⇒ BayesianRidge
121. BayesianRidge
120. RS ⇒ BayesianRidge
119. RS ⇒ KNeighborsRegressor
118. RS ⇒ AdaBoostRegressor ⇒ ARDRegression
117. AdaBoostRegressor ⇒ LarsCV
116. AdaBoostRegressor ⇒ OrthogonalMatchingPursuitCV
115. RS ⇒ AdaBoostRegressor ⇒ LarsCV
114. AdaBoostRegressor ⇒ NuSVR
113. RS ⇒ AdaBoostRegressor ⇒ LassoCV
112. BaggingRegressor ⇒ DecisionTreeRegressor
111. RS ⇒ PLSRegression
110. SGDRegressor
109. BaggingRegressor ⇒ BayesianRidge
108. RS ⇒ CCA
107. CCA
106. Lars
105. RS ⇒ LinearRegression
104. LinearRegression
103. RS ⇒ LassoCV
102. RS ⇒ AdaBoostRegressor ⇒ KernelRidge
101. RS ⇒ LinearSVR
100. KernelRidge
99. RS ⇒ Ridge
98. RS ⇒ ElasticNetCV
97. RidgeCV
96. Ridge
95. BaggingRegressor ⇒ NuSVR
94. RS ⇒ KernelRidge
93. RS ⇒ AdaBoostRegressor ⇒ PassiveAggressiveRegressor
92. RS ⇒ Lasso
91. RS ⇒ ElasticNet
90. RS ⇒ BaggingRegressor ⇒ BayesianRidge
89. RS ⇒ AdaBoostRegressor ⇒ OrthogonalMatchingPursuitCV
88. BaggingRegressor ⇒ SGDRegressor
87. AdaBoostRegressor ⇒ RidgeCV
86. RS ⇒ BaggingRegressor ⇒ Lasso
85. BaggingRegressor ⇒ Ridge
84. RS ⇒ AdaBoostRegressor ⇒ Lars
83. RS ⇒ AdaBoostRegressor ⇒ ElasticNetCV
82. RS ⇒ BaggingRegressor ⇒ ElasticNet
81. BaggingRegressor ⇒ RidgeCV
80. BaggingRegressor ⇒ SVR
79. RS ⇒ BaggingRegressor ⇒ LassoCV
78. BaggingRegressor ⇒ ARDRegression
77. BaggingRegressor ⇒ LarsCV
76. LassoLarsIC
75. BaggingRegressor ⇒ LassoCV
74. BaggingRegressor ⇒ KernelRidge
73. AdaBoostRegressor ⇒ ElasticNet
72. RS ⇒ AdaBoostRegressor ⇒ LassoLarsCV
71. BaggingRegressor ⇒ ElasticNetCV
70. RS ⇒ PassiveAggressiveRegressor
69. ElasticNetCV
68. AdaBoostRegressor ⇒ PassiveAggressiveRegressor










































































Povprečje Pearsonovega in Spearmanovega koeficienta korelacije
Rezultati modelov na učni množici
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DODATEK C. OCENITEV RAZVITIH NAPOVEDNIH MODELOV
0 0.2 0.4 0.6
209. RS ⇒ RANSACRegressor ⇒ NuSVR
208. RANSACRegressor ⇒ HuberRegressor
207. BaggingRegressor ⇒ KNeighborsRegressor
206. RS ⇒ BaggingRegressor ⇒ GaussianProcessRegressor
205. AdaBoostRegressor ⇒ HistGradientBoostingRegressor
204. RS ⇒ BaggingRegressor ⇒ HistGradientBoostingRegressor
203. RS ⇒ BaggingRegressor ⇒ PLSRegression
202. RS ⇒ BaggingRegressor ⇒ CCA
201. RS ⇒ BaggingRegressor ⇒ SVR
200. AdaBoostRegressor ⇒ SVR
199. RS ⇒ ExtraTreeRegressor
198. BaggingRegressor ⇒ PLSCanonical
197. RS ⇒ BaggingRegressor ⇒ RidgeCV
196. RS ⇒ PLSCanonical
195. PLSCanonical
194. RS ⇒ BaggingRegressor ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
193. RANSACRegressor ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
192. AdaBoostRegressor ⇒ KNeighborsRegressor
191. RS ⇒ AdaBoostRegressor ⇒ ExtraTreeRegressor
190. RS ⇒ BaggingRegressor ⇒ LarsCV
189. RS ⇒ RANSACRegressor ⇒ DecisionTreeRegressor
188. AdaBoostRegressor ⇒ Lars
187. RS ⇒ BaggingRegressor ⇒ OrthogonalMatchingPursuitCV
186. RS ⇒ AdaBoostRegressor ⇒ HistGradientBoostingRegressor
185. RS ⇒ BaggingRegressor ⇒ NuSVR
184. RS ⇒ BaggingRegressor ⇒ LassoLarsCV
183. RS ⇒ BaggingRegressor ⇒ ARDRegression
182. RS ⇒ BaggingRegressor ⇒ HuberRegressor
181. RS ⇒ BaggingRegressor ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
180. RS ⇒ BaggingRegressor ⇒ LassoLarsIC
179. RS ⇒ BaggingRegressor ⇒ Lars
178. AdaBoostRegressor ⇒ LassoLarsCV
177. AdaBoostRegressor ⇒ SGDRegressor
176. AdaBoostRegressor ⇒ KernelRidge
175. RS ⇒ AdaBoostRegressor ⇒ TweedieRegressor
174. RS ⇒ AdaBoostRegressor ⇒ DecisionTreeRegressor
173. RS ⇒ RadiusNeighborsRegressor
172. RS ⇒ BaggingRegressor ⇒ KernelRidge
171. AdaBoostRegressor ⇒ GradientBoostingRegressor
170. AdaBoostRegressor ⇒ LinearRegression
169. RS ⇒ BaggingRegressor ⇒ Ridge
168. AdaBoostRegressor ⇒ TheilSenRegressor
167. AdaBoostRegressor ⇒ ExtraTreeRegressor
166. BaggingRegressor ⇒ HistGradientBoostingRegressor
165. RS ⇒ TweedieRegressor
164. RANSACRegressor ⇒ KNeighborsRegressor
163. RS ⇒ DecisionTreeRegressor
162. AdaBoostRegressor ⇒ TweedieRegressor
161. AdaBoostRegressor ⇒ ElasticNetCV
160. RS ⇒ AdaBoostRegressor ⇒ HuberRegressor
159. AdaBoostRegressor ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
158. BaggingRegressor ⇒ TweedieRegressor
157. RS ⇒ AdaBoostRegressor ⇒ Ridge
156. RS ⇒ AdaBoostRegressor ⇒ LinearRegression
155. RS ⇒ BaggingRegressor ⇒ LinearSVR
154. RS ⇒ BaggingRegressor ⇒ ExtraTreeRegressor
153. TweedieRegressor
152. RS ⇒ AdaBoostRegressor ⇒ RidgeCV
151. AdaBoostRegressor ⇒ LassoLarsIC
150. AdaBoostRegressor ⇒ DecisionTreeRegressor
149. RS ⇒ RANSACRegressor ⇒ SVR
148. KNeighborsRegressor
147. AdaBoostRegressor ⇒ LassoCV
146. BaggingRegressor ⇒ PLSRegression
145. RS ⇒ BaggingRegressor ⇒ DecisionTreeRegressor
144. RS ⇒ AdaBoostRegressor ⇒ BayesianRidge
143. RS ⇒ BaggingRegressor ⇒ MLPRegressor
142. RS ⇒ BaggingRegressor ⇒ OrthogonalMatchingPursuit
141. AdaBoostRegressor ⇒ Ridge
140. PLSRegression
139. RS ⇒ GaussianProcessRegressor









































































Povprečje Pearsonovega in Spearmanovega koeficienta korelacije
Rezultati modelov na učni množici
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C.1. 1. VPRAŠANJE: NAPOVEJ SPREMEMBO V KOGNITIVNIH OCENAH 24
MESECEV PO ZAČETNI OCENI
0 0.2 0.4 0.6
279. RS ⇒ RANSACRegressor ⇒ OrthogonalMatchingPursuit
278. RANSACRegressor ⇒ DecisionTreeRegressor
277. RS ⇒ RANSACRegressor ⇒ PassiveAggressiveRegressor
276. RS ⇒ AdaBoostRegressor ⇒ RadiusNeighborsRegressor
275. RANSACRegressor ⇒ HistGradientBoostingRegressor
274. RANSACRegressor ⇒ RadiusNeighborsRegressor
273. RS ⇒ RANSACRegressor ⇒ RadiusNeighborsRegressor
272. RANSACRegressor ⇒ GaussianProcessRegressor
271. RANSACRegressor ⇒ PassiveAggressiveRegressor
270. DecisionTreeRegressor
269. RadiusNeighborsRegressor
268. RANSACRegressor ⇒ LassoLarsIC
267. BaggingRegressor ⇒ RadiusNeighborsRegressor
266. RS ⇒ RANSACRegressor ⇒ MLPRegressor
265. RS ⇒ RANSACRegressor ⇒ KNeighborsRegressor
264. RS ⇒ RANSACRegressor ⇒ TheilSenRegressor
263. RS ⇒ RANSACRegressor ⇒ ARDRegression
262. AdaBoostRegressor ⇒ RadiusNeighborsRegressor
261. RS ⇒ RANSACRegressor ⇒ LarsCV
260. RANSACRegressor ⇒ KernelRidge
259. RANSACRegressor ⇒ NuSVR
258. RS ⇒ RANSACRegressor ⇒ HuberRegressor
257. RS ⇒ RANSACRegressor ⇒ OrthogonalMatchingPursuitCV
256. RANSACRegressor ⇒ OrthogonalMatchingPursuitCV
255. GaussianProcessRegressor
254. RS ⇒ RANSACRegressor ⇒ KernelRidge
253. RS ⇒ RANSACRegressor ⇒ LassoLarsCV
252. RANSACRegressor ⇒ RidgeCV
251. RANSACRegressor ⇒ ARDRegression
250. RS ⇒ RANSACRegressor ⇒ HistGradientBoostingRegressor
249. PassiveAggressiveRegressor
248. RS ⇒ RANSACRegressor ⇒ GaussianProcessRegressor
247. RANSACRegressor ⇒ TheilSenRegressor
246. RANSACRegressor ⇒ OrthogonalMatchingPursuit
245. RS ⇒ RANSACRegressor ⇒ GradientBoostingRegressor
244. RS ⇒ BaggingRegressor ⇒ RadiusNeighborsRegressor
243. BaggingRegressor ⇒ GaussianProcessRegressor
242. RS ⇒ RANSACRegressor ⇒ ExtraTreeRegressor
241. RS ⇒ RANSACRegressor ⇒ TweedieRegressor
240. RANSACRegressor ⇒ MLPRegressor
239. RANSACRegressor ⇒ LinearSVR
238. RANSACRegressor ⇒ TweedieRegressor
237. RS ⇒ BaggingRegressor ⇒ LinearRegression
236. RANSACRegressor ⇒ GradientBoostingRegressor
235. RS ⇒ RANSACRegressor ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
234. RS ⇒ RANSACRegressor ⇒ LassoCV
233. RANSACRegressor ⇒ Lars
232. RANSACRegressor ⇒ LassoLarsCV
231. RANSACRegressor ⇒ LarsCV
230. RANSACRegressor ⇒ ElasticNetCV
229. RANSACRegressor ⇒ LassoCV
228. AdaBoostRegressor ⇒ GaussianProcessRegressor
227. RS ⇒ RANSACRegressor ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
226. RS ⇒ AdaBoostRegressor ⇒ GaussianProcessRegressor
225. RS ⇒ RANSACRegressor ⇒ Ridge
224. ExtraTreeRegressor
223. RS ⇒ RANSACRegressor ⇒ LinearSVR
222. RANSACRegressor ⇒ SVR
221. RANSACRegressor ⇒ Ridge
220. RS ⇒ RANSACRegressor ⇒ SGDRegressor
219. RS ⇒ RANSACRegressor ⇒ LassoLarsIC
218. RS ⇒ RANSACRegressor ⇒ RidgeCV
217. RANSACRegressor ⇒ SGDRegressor
216. RANSACRegressor ⇒ LinearRegression
215. RS ⇒ RANSACRegressor ⇒ BayesianRidge
214. RANSACRegressor ⇒ BayesianRidge
213. RS ⇒ BaggingRegressor ⇒ TweedieRegressor
212. RS ⇒ RANSACRegressor ⇒ LinearRegression
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DODATEK C. OCENITEV RAZVITIH NAPOVEDNIH MODELOV
C.1.2 Rezultati nad testno množico podatkov
Rezultati raznoraznih napovednih modelov, naučenih nad učno množico (glej dodatek
C.1.1: Rezultati nad učno množico podatkov) in uporabljenih nad izvzeto testno množico,
so navedeni na Sliki C.2.
Naš izbrani, po analizi sodeč najobetavneǰsi napovedni model, je RandomizedSearchCV
⇒ RANSACRegressor ⇒ LinearSVR. Implikacija (⇒) nakazuje, da je bil izraz na levi
strani operatorja izveden nad izrazom na desni strani operatorja, začenši z zadnjim, najbolj
desnim operatorjem. Ta na interni končni lestvici vseh naših zgeneriranih učnih modelov,
pognanih nad izvzeto testno množico podatkov, zaseda 4. mesto. Glej z zeleno barvo
označen stolpec stolpčnega diagrama na Sliki C.2.
Za razlago, kako je bil ta naš najobetavneǰsi napovedni model izbran in kako se je
odrezal v primerjavi z napovednimi modeli ostalih tekmovalcev, glej poglavje 6: Rezultati.
Naj opozorimo, da smo na koncu dejansko testirali vse zgrajene učne modele tudi na
izvzeti testni množici podatkov. To je namenjeno zgolj in samo preverjanju možnosti
uspeha drugih (neizbranih) modelov in ni nikakor namenjeno izbiri našega najobetavneǰsega
modela. Vendar ostali modeli niso razviti do te mere, da bi jih lahko enostavno enakovredno
primerjali z našim izbranim, najobetavneǰsim modelom. Natančneje, njihova uspešnost na
izvzeti testni množici je lahko zgolj naključna. Nam pa lahko služi potencialno za vpogled,
kaj bi se največ dalo doseči, če bi lahko pred tem zanesljivo izbral najbolǰsi model na učni
množici podatkov.
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Slika C.2: Rezultati modelov na testni množici. RS je okraǰsava za RandomizedSearchCV.
Implikacija (⇒) nakazuje, da je bil izraz na levi strani operatorja izveden nad izrazom na
desni strani operatorja, začenši z zadnjim, najbolj desnim operatorjem.
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65. RS ⇒ AdaBoostRegressor ⇒ Lars
64. AdaBoostRegressor ⇒ LassoLarsIC
63. RS ⇒ ExtraTreeRegressor
62. AdaBoostRegressor ⇒ OrthogonalMatchingPursuitCV
61. BaggingRegressor ⇒ TheilSenRegressor
60. AdaBoostRegressor ⇒ Lasso
59. RANSACRegressor ⇒ LassoLarsIC
58. BaggingRegressor ⇒ SGDRegressor
57. AdaBoostRegressor ⇒ BayesianRidge
56. RS ⇒ BaggingRegressor ⇒ HistGradientBoostingRegressor
55. AdaBoostRegressor ⇒ RidgeCV
54. RS ⇒ BaggingRegressor ⇒ SGDRegressor
53. LassoCV
52. RS ⇒ LassoLarsIC
51. AdaBoostRegressor ⇒ LarsCV
50. RS ⇒ ARDRegression
49. RS ⇒ AdaBoostRegressor ⇒ OrthogonalMatchingPursuit
48. BaggingRegressor ⇒ OrthogonalMatchingPursuit
47. Lasso
46. RS ⇒ OrthogonalMatchingPursuit
45. OrthogonalMatchingPursuitCV
44. OrthogonalMatchingPursuit
43. AdaBoostRegressor ⇒ OrthogonalMatchingPursuit
42. BaggingRegressor ⇒ Lasso
41. RANSACRegressor ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
40. RS ⇒ AdaBoostRegressor ⇒ Lasso
39. RS ⇒ BaggingRegressor ⇒ LinearSVR
38. RS ⇒ AdaBoostRegressor ⇒ LinearRegression
37. RS ⇒ BaggingRegressor ⇒ TheilSenRegressor
36. BaggingRegressor ⇒ TweedieRegressor
35. RS ⇒ BaggingRegressor ⇒ MLPRegressor
34. RANSACRegressor ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
33. RS ⇒ BaggingRegressor ⇒ LassoLarsCV
32. RS ⇒ BaggingRegressor ⇒ ExtraTreeRegressor
31. RS ⇒ BaggingRegressor ⇒ GradientBoostingRegressor
30. RS ⇒ BaggingRegressor ⇒ ElasticNet
29. RS ⇒ PLSCanonical
28. PLSCanonical
27. RS ⇒ BaggingRegressor ⇒ BayesianRidge
26. AdaBoostRegressor ⇒ LinearRegression
25. RS ⇒ TweedieRegressor
24. RS ⇒ DecisionTreeRegressor
23. BaggingRegressor ⇒ PLSCanonical
22. RS ⇒ AdaBoostRegressor ⇒ LarsCV
21. RS ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
20. RS ⇒ AdaBoostRegressor ⇒ ElasticNet
19. BaggingRegressor ⇒ ElasticNet
18. RS ⇒ BaggingRegressor ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
17. RS ⇒ RANSACRegressor ⇒ ElasticNet
16. RS ⇒ AdaBoostRegressor ⇒ LassoLarsCV
15. AdaBoostRegressor ⇒ ARDRegression
14. RS ⇒ BaggingRegressor ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
13. RS ⇒ BaggingRegressor ⇒ DecisionTreeRegressor
12. RS ⇒ BaggingRegressor ⇒ RidgeCV
11. RS ⇒ RANSACRegressor ⇒ TheilSenRegressor
10. ElasticNet
9. RANSACRegressor ⇒ PassiveAggressiveRegressor
8. RS ⇒ RANSACRegressor ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
7. RS ⇒ BaggingRegressor ⇒ Lasso
6. RS ⇒ BaggingRegressor ⇒ KernelRidge
5. AdaBoostRegressor ⇒ ElasticNet
4. RS ⇒ RANSACRegressor ⇒ LinearSVR
3. RS ⇒ RANSACRegressor ⇒ LassoLarsIC
2. RANSACRegressor ⇒ LassoLarsCV
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DODATEK C. OCENITEV RAZVITIH NAPOVEDNIH MODELOV
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137. RidgeCV
136. Ridge
135. RS ⇒ LinearSVR
134. RS ⇒ PLSRegression
133. RS ⇒ RANSACRegressor ⇒ KNeighborsRegressor
132. RS ⇒ ElasticNet
131. AdaBoostRegressor ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
130. ExtraTreesRegressor ⇒ ExtraTreeRegressor
129. RS ⇒ ElasticNetCV
128. RS ⇒ Ridge
127. LassoLarsIC
126. AdaBoostRegressor ⇒ ElasticNetCV
125. AdaBoostRegressor ⇒ ExtraTreeRegressor
124. BaggingRegressor ⇒ LarsCV
123. RS ⇒ GradientBoostingRegressor
122. BaggingRegressor ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
121. AdaBoostRegressor ⇒ Ridge
120. RS ⇒ KNeighborsRegressor
119. RS ⇒ BayesianRidge
118. RS ⇒ AdaBoostRegressor ⇒ TweedieRegressor
117. BayesianRidge
116. RANSACRegressor ⇒ LinearSVR
115. LassoLarsCV
114. RS ⇒ AdaBoostRegressor ⇒ LinearSVR
113. RS ⇒ AdaBoostRegressor ⇒ Ridge
112. LarsCV
111. AdaBoostRegressor ⇒ LassoLarsCV
110. AdaBoostRegressor ⇒ LassoCV
109. BaggingRegressor ⇒ BayesianRidge
108. RS ⇒ AdaBoostRegressor ⇒ MLPRegressor
107. RS ⇒ BaggingRegressor ⇒ TweedieRegressor
106. BaggingRegressor ⇒ PLSRegression
105. RS ⇒ BaggingRegressor ⇒ ElasticNetCV
104. RANSACRegressor ⇒ ElasticNetCV
103. RS ⇒ AdaBoostRegressor ⇒ SGDRegressor
102. RANSACRegressor ⇒ LassoCV
101. AdaBoostRegressor ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
100. BaggingRegressor ⇒ GradientBoostingRegressor
99. RS ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
98. RANSACRegressor ⇒ DecisionTreeRegressor
97. AdaBoostRegressor ⇒ KernelRidge
96. AdaBoostRegressor ⇒ MLPRegressor
95. AdaBoostRegressor ⇒ TweedieRegressor
94. ElasticNetCV
93. MLPRegressor
92. RS ⇒ BaggingRegressor ⇒ LinearRegression
91. RS ⇒ AdaBoostRegressor ⇒ KernelRidge
90. RS ⇒ RANSACRegressor ⇒ ExtraTreeRegressor
89. AdaBoostRegressor ⇒ GradientBoostingRegressor
88. RS ⇒ BaggingRegressor ⇒ RadiusNeighborsRegressor
87. ARDRegression
86. BaggingRegressor ⇒ LassoCV
85. BaggingRegressor ⇒ ARDRegression
84. RS ⇒ RANSACRegressor ⇒ TweedieRegressor
83. RS ⇒ AdaBoostRegressor ⇒ LassoLarsIC
82. BaggingRegressor ⇒ Lars
81. RS ⇒ BaggingRegressor ⇒ SVR
80. RS ⇒ MLPRegressor
79. RS ⇒ AdaBoostRegressor ⇒ HuberRegressor
78. RS ⇒ AdaBoostRegressor ⇒ RidgeCV
77. BaggingRegressor ⇒ LassoLarsIC
76. RANSACRegressor ⇒ ExtraTreeRegressor
75. RS ⇒ TheilSenRegressor
74. RS ⇒ AdaBoostRegressor ⇒ ARDRegression
73. RS ⇒ AdaBoostRegressor ⇒ ElasticNetCV
72. RS ⇒ BaggingRegressor ⇒ KNeighborsRegressor
71. PLSRegression
70. RANSACRegressor ⇒ GradientBoostingRegressor
69. TweedieRegressor
68. RS ⇒ AdaBoostRegressor ⇒ OrthogonalMatchingPursuitCV
67. AdaBoostRegressor ⇒ Lars
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209. RS ⇒ AdaBoostRegressor ⇒ DecisionTreeRegressor
208. RS ⇒ BaggingRegressor ⇒ PLSCanonical
207. AdaBoostRegressor ⇒ RadiusNeighborsRegressor
206. TheilSenRegressor
205. BaggingRegressor ⇒ RidgeCV
204. RS ⇒ AdaBoostRegressor ⇒ TheilSenRegressor
203. RS ⇒ AdaBoostRegressor ⇒ PassiveAggressiveRegressor
202. RS ⇒ BaggingRegressor ⇒ NuSVR
201. RS ⇒ AdaBoostRegressor ⇒ ExtraTreeRegressor
200. RS ⇒ BaggingRegressor ⇒ LassoCV
199. BaggingRegressor ⇒ HuberRegressor
198. RS ⇒ AdaBoostRegressor ⇒ RandomForestRegressor ⇒ DecisionTreeRegressor
197. RS ⇒ RadiusNeighborsRegressor
196. BaggingRegressor ⇒ RadiusNeighborsRegressor
195. RS ⇒ AdaBoostRegressor ⇒ RadiusNeighborsRegressor
194. RS ⇒ GaussianProcessRegressor
193. HistGradientBoostingRegressor
192. RS ⇒ BaggingRegressor ⇒ LassoLarsIC
191. BaggingRegressor ⇒ MLPRegressor
190. RS ⇒ RANSACRegressor ⇒ LassoCV
189. RadiusNeighborsRegressor
188. RandomForestRegressor ⇒ DecisionTreeRegressor
187. AdaBoostRegressor ⇒ HuberRegressor
186. RS ⇒ BaggingRegressor ⇒ Lars
185. RS ⇒ RANSACRegressor ⇒ BayesianRidge
184. RANSACRegressor ⇒ BayesianRidge
183. BaggingRegressor ⇒ CCA
182. AdaBoostRegressor ⇒ DecisionTreeRegressor
181. RS ⇒ HistGradientBoostingRegressor
180. BaggingRegressor ⇒ HistGradientBoostingRegressor
179. RS ⇒ HuberRegressor
178. RS ⇒ AdaBoostRegressor ⇒ GradientBoostingRegressor
177. AdaBoostRegressor ⇒ HistGradientBoostingRegressor
176. BaggingRegressor ⇒ ElasticNetCV
175. RS ⇒ PassiveAggressiveRegressor
174. HuberRegressor
173. RS ⇒ AdaBoostRegressor ⇒ HistGradientBoostingRegressor
172. GradientBoostingRegressor
171. BaggingRegressor ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
170. KNeighborsRegressor
169. RANSACRegressor ⇒ KernelRidge
168. RS ⇒ BaggingRegressor ⇒ ARDRegression
167. LinearSVR
166. SGDRegressor
165. RS ⇒ LarsCV
164. RS ⇒ LassoLarsCV
163. RS ⇒ Lars
162. RS ⇒ LassoLars
161. BaggingRegressor ⇒ Ridge
160. RS ⇒ AdaBoostRegressor ⇒ BayesianRidge
159. BaggingRegressor ⇒ LinearRegression
158. RS ⇒ BaggingRegressor ⇒ Ridge
157. BaggingRegressor ⇒ LassoLarsCV
156. RS ⇒ RANSACRegressor ⇒ PassiveAggressiveRegressor
155. BaggingRegressor ⇒ KNeighborsRegressor
154. BaggingRegressor ⇒ LinearSVR
153. RS ⇒ AdaBoostRegressor ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
152. BaggingRegressor ⇒ KernelRidge
151. RS ⇒ AdaBoostRegressor ⇒ LassoCV
150. RS ⇒ SGDRegressor
149. AdaBoostRegressor ⇒ SGDRegressor
148. BaggingRegressor ⇒ OrthogonalMatchingPursuitCV
147. BaggingRegressor ⇒ ExtraTreeRegressor
146. RS ⇒ Lasso
145. KernelRidge
144. RS ⇒ LassoCV
143. RS ⇒ LinearRegression
142. LinearRegression
141. Lars
140. RS ⇒ CCA
139. CCA
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280. BaggingRegressor ⇒ PassiveAggressiveRegressor
279. RS ⇒ SVR
278. BaggingRegressor ⇒ SVR
277. RANSACRegressor ⇒ ARDRegression
276. RANSACRegressor ⇒ Ridge
275. RS ⇒ BaggingRegressor ⇒ HuberRegressor
274. RS ⇒ RANSACRegressor ⇒ OrthogonalMatchingPursuit
273. RANSACRegressor ⇒ RidgeCV
272. GaussianProcessRegressor
271. SVR
270. RS ⇒ AdaBoostRegressor ⇒ SVR
269. RS ⇒ RANSACRegressor ⇒ GaussianProcessRegressor
268. RANSACRegressor ⇒ RadiusNeighborsRegressor
267. RS ⇒ BaggingRegressor ⇒ PLSRegression
266. NuSVR
265. RS ⇒ NuSVR
264. RANSACRegressor ⇒ NuSVR
263. AdaBoostRegressor ⇒ LinearSVR
262. RS ⇒ RANSACRegressor ⇒ LinearRegression
261. RS ⇒ RANSACRegressor ⇒ ExtraTreesRegressor ⇒ ExtraTreeRegressor
260. RS ⇒ BaggingRegressor ⇒ CCA
259. RS ⇒ RANSACRegressor ⇒ NuSVR
258. RS ⇒ BaggingRegressor ⇒ OrthogonalMatchingPursuitCV
257. RANSACRegressor ⇒ OrthogonalMatchingPursuit
256. BaggingRegressor ⇒ NuSVR
255. AdaBoostRegressor ⇒ KNeighborsRegressor
254. BaggingRegressor ⇒ GaussianProcessRegressor
253. RANSACRegressor ⇒ SVR
252. RS ⇒ RANSACRegressor ⇒ ARDRegression
251. RANSACRegressor ⇒ KNeighborsRegressor
250. RS ⇒ AdaBoostRegressor ⇒ NuSVR
249. RS ⇒ BaggingRegressor ⇒ LarsCV
248. RANSACRegressor ⇒ GaussianProcessRegressor
247. RS ⇒ RANSACRegressor ⇒ HistGradientBoostingRegressor
246. RS ⇒ RANSACRegressor ⇒ DecisionTreeRegressor
245. RANSACRegressor ⇒ Lars
244. RS ⇒ RANSACRegressor ⇒ HuberRegressor
243. RS ⇒ RANSACRegressor ⇒ GradientBoostingRegressor
242. AdaBoostRegressor ⇒ GaussianProcessRegressor
241. AdaBoostRegressor ⇒ PassiveAggressiveRegressor
240. RANSACRegressor ⇒ SGDRegressor
239. PassiveAggressiveRegressor
238. RS ⇒ BaggingRegressor ⇒ GaussianProcessRegressor
237. RS ⇒ RANSACRegressor ⇒ RadiusNeighborsRegressor
236. RS ⇒ RANSACRegressor ⇒ MLPRegressor
235. RS ⇒ RANSACRegressor ⇒ RidgeCV
234. RS ⇒ AdaBoostRegressor ⇒ GaussianProcessRegressor
233. RS ⇒ RANSACRegressor ⇒ Lars
232. AdaBoostRegressor ⇒ TheilSenRegressor
231. RS ⇒ RANSACRegressor ⇒ LarsCV
230. RANSACRegressor ⇒ TheilSenRegressor
229. RS ⇒ RANSACRegressor ⇒ SGDRegressor
228. RANSACRegressor ⇒ TweedieRegressor
227. RANSACRegressor ⇒ MLPRegressor
226. RS ⇒ RANSACRegressor ⇒ KernelRidge
225. RS ⇒ RANSACRegressor ⇒ SVR
224. AdaBoostRegressor ⇒ NuSVR
223. RS ⇒ RANSACRegressor ⇒ OrthogonalMatchingPursuitCV
222. RANSACRegressor ⇒ OrthogonalMatchingPursuitCV
221. DecisionTreeRegressor
220. RS ⇒ RANSACRegressor ⇒ Ridge
219. RANSACRegressor ⇒ HuberRegressor
218. RANSACRegressor ⇒ LinearRegression
217. ExtraTreeRegressor
216. BaggingRegressor ⇒ DecisionTreeRegressor
215. RS ⇒ BaggingRegressor ⇒ PassiveAggressiveRegressor
214. AdaBoostRegressor ⇒ SVR
213. RANSACRegressor ⇒ HistGradientBoostingRegressor
212. RS ⇒ BaggingRegressor ⇒ LassoLars
211. RS ⇒ RANSACRegressor ⇒ LassoLarsCV








































































Povprečje Pearsonovega in Spearmanovega koeficienta korelacije
Rezultati modelov na testni množici
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