Abstract. The resource calculus is an extension of the λ-calculus allowing to model resource consumption. Namely, the argument of a function comes as a finite multiset of resources, which in turn can be either linear or reusable, giving rise to non-deterministic choices, expressed by a formal sum. Using the λ-calculus terminology, we call solvable a term that can interact with the environment: solvable terms represent meaningful programs. Because of the non-determinism, different definitions of solvability are possible in the resource calculus. Here we study the optimistic (angelical, or may) notion, and so we define a term solvable whenever there is a simple head context reducing the term into a sum where at least one addend is the identity. We give a syntactical, operational and logical characterization of this kind of solvability.
Introduction
The resource calculus (Λ r ) is an extension of the λ-calculus allowing to model resource consumption. Namely, the argument of a function comes as a finite multiset of resources, which in turn can be either linear or reusable. A linear resource needs to be used exactly once, while a reusable one can be called ad libitum. In this setting the evaluation of a function applied to a multiset of resources gives rise to different possible choices, because of the different possibilities of distributing the resources among the occurrences of the formal parameter. So the calculus is not deterministic, but no internal choice is performed actually, the result being a formal sum of all the possible cases. In case of a multiset of linear resources, also a notion of crash arises, whenever the cardinality of the multiset does not fit exactly the number of occurrences. Then the resource calculus is a useful framework for studying the notions of linearity and non-determinism, and the relation between them.
Λ r is an evolution of the calculus of multiplicities, this last introduced by Boudol in order to study the semantics of the lazy λ-calculus [1] . Ehrhard and Regnier designed the differential λ-calculus [2] , drawing on insights gained from an analysis of some denotational models of linear logic. As the authors remarked the differential λ-calculus seemed quite similar to Boudol's calculus of multiplicities. Indeed this was formalized by Tranquilli, which defined the Λ r syntax, and showed a Curry-Howard correspondence between this calculus and Ehrhard and Regnier's differential nets [3] . The main differences between Boudol's calculus and Λ r are that the former is equipped with explicit substitution and lazy operational semantics, while the latter is a true extension of the classical λ-calculus.
One way to appreciate the resource calculus is by observing the various subcalculi it contains. Clearly, usual λ-calculus can be embedded into Λ r translating the application M N into M [N ! ], where [N ! ] represents the multiset containing one copy of the resource N , which is reusable (see the grammar of Figure 1(a) ). Forbidding linear terms but allowing non-empty finite multisets of reusable terms yields a purely non-deterministic extension of λ-calculus, which recalls de Liguoro and Piperno's λ ⊕ -calculus [4] . On the other side, allowing only multisets of linear terms gives the linear fragment of Λ r , used by Ehrhard and Regnier for giving a quantitative account to λ-calculus β-reduction through Taylor expansion [5, 6] .
The aim of this paper is to study the operational behaviour of the full resource calculus. It has been already proved that it enjoys the properties of confluence and a sort of standardization [7] . In particular confluence does not clash with non-determinism since the sum carries all the possibilities. Here we study the solvability property. Namely, following the λ-calculus terminology, we use the word solvable in order to denote a term that can interact operationally with the environment, i.e., that can produce a given output when inserted into a context supplying it with suitable resources. According to this definition, in a computer science setting the solvable terms represent the meaningful programs.
Let us recall that in the λ-calculus a term M is defined to be solvable if and only if there is a context C(·) (of a non constant behaviour) such that C(M ) reduces to the identity. λ-solvability has been completely characterized, by different points of view. Syntactically a term is solvable if and only if it reduces to a head-normal form [8] , operationally if and only if the head reduction strategy applied to it eventually stops [8] , logically if and only if it can be typed in a suitable intersection type assignment system [9] , denotationally if and only if its denotation is not minimal in a suitable sensible model [10, 11] . Our aim is to characterize the notion of solvability in Λ r following the same lines.
The first problem we meet is the definition of solvability in Λ r . In this paper we decided to follow an optimistic (angelical, or may) approach, and so we define a term to be solvable whenever there is a context, of a non constant behaviour, that, when filled by the term, reduces to a sum of terms, at least one of these being the identity. Other possible definitions of solvability (on which we are currently working) are discussed in the conclusion of the paper.
Our result is a characterization of solvability in Λ r from a syntactical, operational and logical point of view (Theorem 19). It turns out that an extended notion of head-normal form can be defined, such that a term is solvable if and only if it can reduce to a term of such form. From an operational point of view, we use the notion of outer-reduction strategy, defined in [7] , where no reduction is made inside reusable resources, and we prove that in order to reach the headnormal form we can restrict ourselves to use just reduction strategies of this kind. Moreover we give also a logical characterization of solvability, through a
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(a) Grammar of terms, bags, expressions, sums. type assignment system, assigning to terms suitable non-idempotent intersection types. All these characterizations are conservative with respect to the λ-calculus.
The type assignment system we define is strongly related to the relational semantics of linear logic. It can be seen, basically, as an extension to Λ r of the type system introduced by de Carvalho in the restricted case of λ-calculus [12] . We plan to continue our investigation in the direction of giving a clear setting where our type assignment can be presented as a logical description of a denotational model for the resource calculus, where all the unsolvable terms are equated. Indeed such a goal seems to us non immediate, since a quantitative account of resources does not fit well with the contextual closure of the interpretation function. For a discussion about this point see [12] . A possible solution might be achieved following the ideas in [13] .
The paper is organized as follows. Section 2 contains a syntactical description of the resource calculus. Section 3 is dedicated to the definition of solvability and of head-normal form. In Section 4 the intersection type assignment system is presented and its properties are stated. In Section 5 there is the proof of the main theorem, showing all the characterizations of solvability. In Section 6 alternative notions of solvability are discussed. with their typical metavariables. A resource can be linear (it must be used exactly once) or not (it can be used ad libitum), in the last case it is written with a ! apex. Bags are multisets presented in multiplicative notation, so that P ·Q is the multiset union, and 1 = [ ] is the empty bag. It must be noted though that we will never omit the dot ·, to avoid confusion with application. An expression (whose set is denoted by Λ (b) ) is either a term or a bag. Though in practice only sums of terms are needed, for the sake of the proofs we also introduce sums of bags. In writing N Λ (b) we are abusing the notation, as it does not denote the N -module generated over Λ (b) = Λ r ∪ Λ b but rather the union of the two N -modules. This amounts to say that sums may be taken only in the same sort.
Resource Calculus
The grammar for terms and bags does not include sums in any point, so that in a sense they may arise only on the "surface". However as an inductive notation (and not in the actual syntax) we extend all the constructors to sums as shown in Figure 1 
] and e x+y = e x ·e y : this is far from a coincidence, as Taylor expansion and linear logic semantics show well [6] . We adopt the usual λ-calculus conventions as in [8] . Also we use the following notation for terms useful to build examples:
There is no technical difficulty in defining α-equivalence and the set FV(A) of free variables as in ordinary λ-calculus. Due to the presence of two kinds of resources, we need two different notions of substitutions, so to capture both the linear and non linear behaviour. Moreover we define also a resource substitution, which is expressed in function of the first two, useful for defining the reduction.
Definition 1 (Substitutions).
We define the following substitution operations. 1 F (A) (resp. F (A, B)) is extended by linearity (resp. bilinearity) by setting F`P i Ai´= P i F (Ai) (resp. F`P i Ai, Roughly speaking, the linear substitution corresponds to the replacement of the resource to exactly one linear occurrence of the variable. In the presence of multiple occurrences, all the possible choices are made, and the result is the sum of them. For example (
. Indeed linear substitution bears resemblance to differentiation, as it is in Ehrhard and Regnier's differential λ-calculus [2] . We refer to [3, 14] for the mathematical intuitions underlying the resource calculus. The following are examples with sums
Substitutions commute as stated in the following.
Lemma 2 ([2, 3, 14]).
For A a sum of expressions, M, N sums of terms and x, y variables such that y / ∈ FV(M) ∪ FV(N), we have
In particular if x / ∈ FV(N) then the second addend of both sums is 0 and the two substitutions commute.
Reductions. A (monic) context C(·) is a term that uses a distinguished free variable called its hole exactly once. Formally, the set of simple contexts is given by the following grammar
The expression C(M ) denotes the result of blindly replacing M to the hole (allowing variable capture) in C(·). We generalize to sums applying the notations of Figure 1 
2 In [3, 14] bag contexts are defined too, so that context closure extends a relation to
. In fact we prefer to introduce the term contexts only, making clear that the set N Λ r is the actual protagonist of the calculus. However our choice is a matter of taste, affecting no main property of the calculus. We introduce two kinds of reduction rule, baby-step and giant-step reduction, the former being a decomposition of the latter. Both are meaningful: baby-step is more atomic, performing one substitution at a time, while the giant-step is closer to λ-calculus β-reduction, wholly consuming its redex in one shot. 
The giant-step reduction 
Solvability
Using the λ-calculus terminology, we will call solvable the terms representing meaningful programs, i.e., the ones that can interact with the environment. Let us recall that in λ-calculus a term is solvable whenever there is a head context reducing it to the identity [8] . In resource calculus terms appear in formal sums, where repetitions do matter, hence various notions of solvability can arise, depending on the number of times one gets the identity. This paper deals extensively with the weakest notion of solvability, which asks that a term is solvable whenever a suitable context filled with it reduces to a sum, where at least one addend is the identity. This notion is related in some sense to a may-semantics of Λ r , which arises naturally because of the definition of 0 as the neutral element of the sum. However different notions of solvability could be proposed, and we will discuss them in Section 6. The above definition considers giant-step reduction, however one can replace it with baby-step reduction, obtaining an equivalent notion of solvability, as easily argued from Proposition 4. Instead, it is crucial the restriction to simple and head contexts: there are general contexts reducing constantly to I, disregarding the term they are applied to. One major outcome of this paper is the characterization of solvability by means of the following notion of head-normalizability (see Theorem 19) .
Definition 6.
A term is a head-normal form, hnf for short, if it has no redex but under the scope of a ( ) ! . The set of hnf can be defined inductively as follows.
λx.M is hnf if M is hnf, xP 1 . . . P p is hnf if p ≥ 0 and ∀i ≤ p, every linear resource in P i is a hnf.
A sum M of terms is a head-normal form whenever it contains an addend in head-normal form. A term M is head-normalizable iff it is reducible to a hnf.
Notice that for the resource terms corresponding to λ-terms these notions coincide with the usual ones. 
are not hnf but both are head-normalizable (the former reducing to I, the latter to x + Ω); both are clearly solvable, also. The terms
are not head-normalizable: they reduce to 0 and Ω, respectively. The notion of head-reduction is extended in this non-deterministic setting as follows.
Definition 7 ([7]
). Let ∈ {b, g}. The outer -reduction o − → is the closure to linear contexts of the steps given in Definition 3.
An Intersection Type Assignment System
In this section we present an intersection type system assigning types to all and only the expressions having head-normal form (Theorem 19). This system lacks idempotency (σ ∧ σ = σ): in fact we use the intersection as logical counterpart of the multiset union. The system has some similarities with that one in [15] , which supplies a logical semantics of the language in [1] . The main logical difference between the two systems is that the one in [15] is affine and describes a lazy operational semantics. In the restricted setting of λ-calculus similar non-idempotent systems have been considered starting from [16] , e.g. [17, 18, 19, 12] . Definition 8. The set of types is the union of the set of linear types and that of intersection types, given by the following grammars σ, τ ::= a | π → σ linear types
where the variable a varies on an infinite set of atoms and ω is a constant. We consider types modulo the equivalence ∼ generated by the following rules:
The last two rules allow us to consider n-ary intersections σ 1 ∧ . . . ∧ σ n , for any n ∈ N , ω being the 0-ary intersection. A basis is a finite multiset of assignments of the shape x : σ, where x is a variable and σ is a linear type. Capital Greek letters Γ , ∆ range over bases. We denote by d(Γ ) the set of variables occurring in Γ and by Γ, ∆ the multiset union between the bases Γ and ∆. A typing judgement is a sequent Γ A : π.
The type assignment system derivates typing judgements for N Λ (b) . Its rules are defined in Figure 4 . Capital Greek letters Φ, Ψ range over derivations, Φ :: Γ A : π denoting a derivation Φ with conclusion Γ A : π.
Rule ⊕ assigns to a sum the type of one of its addends, and it reflects the may-semantics we chose. The condition B = 0 is not necessary for characterizing head-normalizable terms, but it is useful to avoid redundant applications of ⊕. In the rule ! n the parameter n takes into account the number of times the reusable resource M ! will be called, whereas the rule assigns just one type to the linear resource M . Note that any bag containing only reusable resources can be typed by ω using the rules 1 and ! 0 . All other rules are almost standard.
Let us recall that types are modulo the equivalence ∼, which means that all the rules of Figure 4 must be considered closed under the ∼. Proof (Sketch). By induction on Φ, splitting depending on its last rule. We treat in detail only the case of a terminal ! n rule. The base of induction is trivial: v is immediate, while 1 does not meet the condition of having x : τ in the basis. The cases →I n , ⊕ are immediate consequences of the induction hypothesis, the cases →E, are easier variant of the ! n case. So let us assume
We suppose the underlined hypothesis x : τ is in Γ 1 , i.e. Γ 1 = Γ 1 , x : τ (the case x : τ is in another Γ i or in Γ P being an easy variant). Notice that supposing
In order to be typable M N/x must have an addend (i.e. k > 0), say L 1 , and a proof M : σ and a derivation
Lemma 11 (Linear Expansion
with n premises typing M and one premise typing P . Possibly applying one ⊕ rule to Φ 1 we get a derivation of Γ 1 M N/x : σ, hence by induction hypothesis we have Φ Proof (Sketch). Like in the proof of Linear Substitution (Lemma 10) we do induction on Φ, splitting depending on its last rule. We detail only the case of a terminal ! n rule, the other cases being immediate or easier variants. So let We apply the induction hypothesis to each pair Φ j and Ψ i∈I j , getting a derivation P(Φ j , Ψ i∈I j ) :: Γ j , ∆ I j M {N + x/x} : τ j for every j ≤ n, and P(Φ n+1 , Ψ I n+1 ) :: Γ n+1 , ∆ I n+1 P {N + x/x} : ζ, such that m(P(Φ j , Ψ i∈I j )) = m(Φ j ) − m j + i∈I j m(Ψ i ) for every j ≤ n + 1.
As always, M {N + x/x} (resp. P {N + x/x}) is in general a sum k h=1 M h (resp. P). Let us suppose k ≥ 2, the case k = 0 not holding since M {N + x/x} is typed and the case k = 1 being immediate. By inspecting the rules of Figure 4 , we obtain a function f : {0, . . . , n − 1} → {0, . . . , k − 1}, an addend P in P, and a family of derivations Φ j :: Γ j , ∆ I j M f (j) : τ j for j ≤ n, and Φ n+1 ::
, and l h be the cardinality of J h ; for h, 0 ≤ h < k,
, where, consistency as before, Γ f −1 (h) (resp. ∆ j∈f −1 (h) i∈I j ) denotes the multiset union of the Γ j (resp. ∆ i ) bases with
. The next lemmata have proofs similar to the previous ones (by induction on A or Φ). We omit to sketch their proofs. Proof (Scketch). The proof is by structural induction on M . The induction step splits depending on the top-level constructor of M . All cases are easy consequences of the induction hypothesis, taking into account that, whenever the redex is inside a reusable resource N ! (so the reduction is not outer) the measure m may not decrease since (the bag containing) N ! may be typed by ω. The base of induction is when M is the redex fired by the reduction M → M. One can consider only the baby-step cases, the giant one will follow since it corresponds to a sequence of baby-steps. In particular one proves that the measure m is monotone strictly decreasing on every baby-step but the one choosing a bang element from the bag, in which case m is monotone decreasing. Then m strictly decreases on giant-steps since they correspond to sequences of baby-steps ending always in an empty bag baby-step.
The baby-step has three cases (recall Definition 3), depending on the resource involved in the reduction. The case of the empty bag is proven using Lemma 14, Conversely, assume Φ :: Γ (λx.L N/x )P : σ. We can suppose Φ as in Figure 5 (b), where as above x : τ denotes the basis x : τ 1 , . . . , x : τ m with ζ = τ 1 ∧ . . . ∧ τ m , and in case L N/x is a simple term the terminal ⊕ rule is omitted. By possibly adding one ⊕ rule to Φ 1 one get Φ 1 :: Γ 1 , Γ 2 , x : τ L N/x : σ. Applying Linear Expansion (Lemma 11) we have Ψ 1 :: Γ 1 , x : τ , x : τ L : σ and Ψ 2 :: Γ 2 N : τ (where we recall x / ∈ FV(N )). Then we set Ψ as in Figure 5 (a). This proves that the types of (λx.L N/x )P are also of (λx.L)[N ]·P .
Main Theorem
We prove the equivalence among solvability, typability and head-normalizability (Theorem 19). As a byproduct we achieve also an operational characterization through the notion of outer reduction (Definition 7). In various calculi the implication typable ⇒ head-normalizable is often proven using suitable notions of computability (e.g. [20] ) or reducibility candidates (e.g. [21] ), whereas the implication solvable ⇒ head-normalizable is argued through a standardization theorem (e.g. [8] ). Our proof is instead based on a different method, namely both implications are easy consequences of Lemma 16, which is argued by induction on the measure on the type derivations given in Definition 9. In the λ-calculus setting, a similar approach can be found in [22] . More in general, the idea of measuring quantitative properties of terms using non-idempotent intersection types can be found also in [12, 23] .
