Introduction
With the production trends of "lean manufacturing" and "just-in-time" operations, an increased premium is placed on the freight industry to provide timely, efficient service. To address the resulting time-constrained routing problem, we apply an extension of simulated annealing to the traveling salesman problem with time windows (TSPTW). The TSPTW consists of finding a minimum-cost tour, starting from and returning to the same unique depot, that visits a set of customers exactly once, each of whom must be visited within a specific time window. Practical applications of the TSPTW abound in the industrial and service sectors: package delivery, bank couriers, busing logistics, and material handling systems with automated guided vehicles. In addition, the TSPTW is mathematically equivalent to time-sensitive production scheduling problems that are prevalent in manufacturing.
From the perspective of a fleet manager, the TSPTW is a sub-problem of the vehicle routing problem with time windows (VRPTW), in which a fleet of vehicles must be routed to satisfy a set of customers with time-sensitive demands. As part of "cluster first, route second" approaches to the VRPTW, TSPTW solution methods can be of great utility (Wolfler Calvo, 2000; Gendreau et al., 1998) .
Solution approaches for the TSPTW range from exact mathematical programming techniques to various heuristic approaches. Exact approaches to the TSPTW have focused on integer and dynamic programming techniques. Christofides et al. (1981) and Baker (1983) present branch-and-bound algorithms that solve problems with up to 50 vertices, but require "moderately tight" time windows and/or little overlap between them. Langevin et al. (1993) introduce a two-commodity flow formulation well-suited to handling time windows; they solve instances with up to 40 nodes. Dumas et al. (1995) extend earlier dynamic programming approaches by using state space reduction techniques that enable the solution of problems up to 200 customers. In an alternate approach, Pesant et al. utilize constraint programming to develop an exact method (Pesant et al., 1998 ) and a heuristic (Pesant et al., 1999) for the TSPTW. Similarly, Focacci et al. (2002) embed optimization techniques within a constraint programming approach.
Because of limitations with exact formulations (Savelsbergh (1985) proves that even finding a feasible solution to the TSPTW is an NP-hard problem), there exists a facet of research focusing on heuristic techniques for the TSPTW. Carlton and Barnes (1996) solve the TSPTW with a tabu search approach that considers infeasible solutions in its search neighborhood through the implementation of a static penalty function. In contrast to the static penalty in Carlton and Barnes, the approach presented here uses a dynamic penalty. Gendreau et al. (1998) offer a construction and post-optimization heuristic based on a near-optimal TSP heuristic presented by Gendreau et al. (1992) . Wolfler Calvo (2000) introduces a heuristic that first constructs an initial tour using a unique assignment relaxation and then improves upon this tour via local search. Such heuristic approaches to the TSPTW are particularly advantageous for large instances (> 200 customers) and instances with wide time windows.
The compressed annealing approach that we present in this paper has three main advantages over previously published solution approaches to the TSPTW. First, we emphasize the performance of the algorithm on benchmark sets of TSPTW problems. We obtain new best-known solutions for a number of instances and match the previously best-known solution in a majority of the remaining instances. As the first work to incorporate insight from the theoretical results in Ohlmann et al. (2004) , we demonstrate that compressed annealing consistently converges to good solutions, and particularly exhibits potential for large instances with wide time windows. Second, implementations of compressed annealing do not require a commercial solver. For a transportation company that must solve TSPTW instances at a large number of sites, solution methods requiring commercial solvers are prohibitively expensive. Third, unlike most other heuristics for the TSPTW, compressed annealing is a general problem-solving method with known convergence results (Ohlmann et al., 2004) . As an extension of the well-studied metaheuristic simulated annealing, compressed annealing also benefits from a broad body of literature and applications.
The remainder of this paper is outlined as follows. In §2, we present the modeling formulation and accompanying assumptions. We introduce compressed annealing in §3 and discuss its parameters along with a parameter calibration scheme. In §4, we report on compressed annealing's performance with regard to wellknown test sets from the TSPTW literature. The benefit of a variable penalty approach is demonstrated with comparisons to a static-penalty implementation of simulated annealing, while the overall effectiveness of compressed annealing is measured with respect to the best-known results from the TSPTW literature.
We conclude the paper by summarizing our research and identifying areas for further study in §5.
Model Formulation
To formally define the TSPTW, let G = (N, A) be a finite graph, where N = {0, 1, . . . , n} is the finite set of nodes or customers and A = N × N is the set of arcs connecting customers. We assume that there exists an arc (i, j) ∈ A for every i, j ∈ N . A tour is defined by the order in which the n customers are visited and denoted by ℑ = {p 0 , p 1 , . . . , p n , p n+1 }, where p i denotes the index of the customer in the i th position of the tour. Let customer 0 denote the depot and assume that every tour begins and ends at the depot, i.e., p 0 = 0 and p n+1 = 0. Each of the remaining n customers occupies one position ranging from p 1 to p n inclusive.
For j = 0, . . . , n, there is a cost, c(a j ), for traversing the arc a j = (p j , p j+1 ). This cost of traversing the arc between the j th customer and the (j + 1) th customer in the route generally consists of any service time at customer p j plus the travel time from customer p j to customer p j+1 . Associated with each customer i is time window, [e i , l i ], during which the customer i must be visited. We assume that waiting is permitted; a vehicle is allowed to reach customer i before the beginning of customer i's time window, e i , but the vehicle cannot depart from customer i before e i .
The two primary TSPTW objective functions considered in the literature are: (1) minimize the sum of the arc traversal costs along the tour and (2) minimize the time to return to the depot. We deal with the former objective function, f (ℑ) = n i=0 c(a i ), in order to make comparisons with the results of Wolfler Calvo (2000) and Gendreau et al. (1998) . In order to check feasibility with respect to the time windows, we track the arrival time at i th customer, A pi , and the time at which service starts at the i th customer, D pi (which corresponds to the departure time from the i th customer for the case of zero service time).
The TSPTW is composed of two main components, a traveling salesman problem and a scheduling problem. The TSP itself is an NP-hard optimization problem, and the scheduling aspect, with release dates and due dates, presents additional feasibility difficulties. Using a penalty method approach, we partially decompose these two components and conduct a heuristic search. We consider infeasible solutions by relaxing the time window constraints {D pi ≤ l pi : i = 1, . . . , n} into the objective function with a penalty function of the form
for some s > 0. Hadj-Alouane and Bean (1997) prove that for a sufficiently large nonnegative penalty multiplier, λ, penalty functions as defined in (1) maintain strong duality between the relaxation and the original formulation. We express our relaxed version of the TSPTW as
Note that if we were to consider the minimization of tour completion time, we could track the waiting time of the vehicle at each position of the tour, W pi = D pi − A pi , for i = 1, . . . , n. The term n i=1 W pi would then be added to the objective function in RP(λ).
Compressed Annealing Approach to the TSPTW
We focus on solving the TSPTW via an implementation of compressed annealing, a variant of simulated annealing, on the relaxation RP(λ). Simulated annealing is a stochastic local search method analogous to physical annealing, the process of melting and then slowly cooling a solid so that the substance reaches its lowest energy state. By accounting for the likelihood of a particular molecular configuration at a given temperature, Metropolis et al. (1953) develops a Monte Carlo simulation method for sampling molecular energy at a given temperature in the annealing process. Extending the Metropolis algorithm, Kirkpatrick et al. (1983) and Cerny (1985) independently introduce simulated annealing, a probabilistic search procedure for solving combinatorial optimization problems. Overviews of simulated annealing and its applications can be found in van Laarhoven and Aarts (1987) and Dowsland (1993) . Theodoracatos and Grimsley (1995) and Morse (1997) extend simulated annealing with an ad hoc introduction of a variable penalty multiplier (λ) to complement the traditional simulated annealing parameter called temperature (τ ). Maintaining the physical analogy of annealing, we call the value of the penalty multiplier "pressure" and refer to the dual-parameterized annealing algorithm as "compressed" annealing.
In the context of the TSPTW, temperature controls the probability of transition to a more costly route while pressure controls the probability of transition to an infeasible route with respect to the time windows. In the following subsections, we present a refined approach for simultaneously varying the pressure and temperature over an annealing run. Initialize best tour found, ℑ best , so that f (ℑ best ) = ∞ and p(ℑ best ) = 0.
Generate initial tour, ℑ.
Set initial temperature and pressure, τ k and λ k .
Set ι, the number of iterations at each temperature/pressure.
Repeat:
Let counter = 0.
Increment counter by 1.
Randomly generate y, a neighbor tour of ℑ.
With probability exp
Until counter is equal to ι.
Increment k by 1.
Update τ k and λ k according to cooling and compression schedules.
Until termination criterion satisfied.
Cooling and Compression
The search behavior of compressed annealing is directly affected by the manner in which the temperature and pressure parameters are respectively decreased and increased during the annealing run. Every ι iterations, the values of temperature and pressure are respectively updated according to a cooling schedule {τ 0 , τ 1 , . . .} and compression schedule {λ 0 , λ 1 , . . .}. Note that τ k and λ k are the values of temperature and pressure from iteration kι + 1 to iteration (k + 1)ι. Refer to Table 1 for an algorithmic outline of compressed annealing.
In particular, notice that we update "best tour found" only when encountering a feasible solution with that improves upon the f (ℑ best ). This reflects the objective of finding a minimum-cost tour that is feasible with respect to time windows. If a problem instance proves to be infeasible and we wish to identify a "good" infeasible solution, we can initialize p(ℑ best ) appropriately and modify the update logic. Ohlmann et al. (2004) discover that joint cooling and compression schedules should have decreasing derivatives to ensure convergence to the set of global minima. While the theoretical rates of cooling and compression are much too slow to be practical, they supply insight on appropriate "shapes" for simultaneous cooling and compression schedules (see Figure 1 ). Combining this intuition with observations documented in the literature, we implement a geometric cooling schedule (Dowsland, 1993 ) and a limited exponential compression schedule (Ohlmann et al., 2004) . schedules are formally defined by τ k+1 = βτ k , and
Values of the cooling parameter, β, typically range from 0.80 to 0.99 and values of the compression parameter, γ, usually vary from 0.01 to 0.1. To apply these schedules, initial values of temperature and pressure (τ 0 and λ 0 ) still need to be determined, as well as a maximum pressure (λ). The limited exponential form of compression allows the convenience of simply setting λ 0 = 0, but more care must be taken in setting τ 0 and λ.
The initial value of temperature must be selected so that early in the algorithm, the probability of accepting uphill transitions is close to 1; this allows the algorithm sufficient mobility to search the solution space.
However, setting the temperature prohibitively high results in long computation times or poor convergence.
Setting the initial temperature takes on increased importance in the presence of pressure, as setting τ 0 excessively high wastes the benefit of searching a "relaxed" topography in the sense that the search is random rather than guided by a tendency to go downhill.
As a preliminary step in parameter initialization, we generate R, a set of 2r solutions obtained by randomly sampling r pairs of neighbor solutions. To generate these neighbor solutions, we utilize a 1-shift neighborhood as described in §3.4. In our testing, we find that setting r = 5000 provides sufficient information about the local topology at an acceptable computational cost. We utilize the information from R to specify an appropriate initial value of temperature by adapting techniques from van Laarhoven and Aarts (1987) and Dowsland (1993) . First, we specify χ 0 , the percentage of proposed uphill transitions that we require to be accepted at τ 0 . Values of χ 0 typically range from 0.80 to 0.99. Computing |∆v|, the average absolute difference in objective function over the n sample transitions composing R, we determine the initial temperature as
.
At this value of initial temperature, the actual acceptance ratio over a trial loop of iterations of compressed annealing is monitored. If the actual acceptance ratio is less than χ 0 , then τ 0 is reset at 1.5 times its current value and re-evaluated over a loop of iterations. This procedure is continued until the observed acceptance ratio for a loop of iterations equals or exceeds χ 0 .
As shown by the theoretical analysis in Ohlmann et al. (2004) , there exists a pressure cap, λ * , beyond which further compression serves only to exaggerate the solution topography's features. Therefore, an ideal practical compression schedule would gradually increase λ from an initial value of zero to λ * , allowing the algorithm to explore the solution space via solutions infeasible in terms of the relaxed constraints.
Unfortunately, determining a tight upper bound on λ * using only the limited information from the sample R is difficult. Nonetheless, we present an approach that, while not guaranteeing an upper bound on λ * , can be experimentally calibrated to determine an approximation of the pressure cap.
To approximate the pressure cap, we introduce an additional parameter, 0 ≤ κ ≤ 1 to determine our estimate,λ. The value of κ represents the percentage of the objective function value that is composed of the penalty term when λ =λ. Our pressure cap approximation is given bŷ
where values of κ ranging from 0.75 to 0.99 have demonstrated computational promise.
Iterations Per Temperature/Pressure Setting
Theoretical research on simulated annealing suggests that the system should be allowed to converge to its stationary distribution at each temperature setting. Unfortunately, the number of iterations necessary to approach the stationary distribution is exponential in problem size (Van Laarhoven and Aarts, 1987) . In practice, the length of the Markov chain at each temperature is usually related to the size of the neighborhood structure or even the solution space. Bonomi and Lutton (1984) set the number of iterations at each temperature to a value depending polynomially on the size of the problem. An alternate approach determines the length of the k th Markov chain by not allowing a temperature reduction until a minimum number of transitions have been accepted or a maximum number of iterations has been attained. In this manner, Kirkpatrick et al. (1983) let the length of the k th Markov chain be dependent on k. Using problem size as an initial guideline, we fine-tune ι (the number of iterations per inner loop) through experimental testing to obtain an effective setting for a wide range of problem instances.
Termination Criterion
There have been numerous stopping conditions reported in the literature. Bonomi and Lutton (1984) fix the number of temperature values for which the algorithm is executed. Johnson et al. (1989) terminate the algorithm when the percentage of accepted moves drops below a threshold for a number of iterations. We implement a hybrid of these two approaches by monitoring the mobility of the algorithm while also requiring a minimum number of iterations. Precisely, we terminate the compressed annealing runs when the best tour found has not been updated in the last 75 temperature/pressure changes while requiring a minimum of 100 total temperature changes.
Parameter Calibration
The need for potentially tedious parameter calibration is often a detractor in metaheuristic approaches. In our implementation, we avoid ad hoc parameter-tuning by utilizing the statistical design approach of Coy et al. (2000) to systematically determine robust parameter settings. The procedure outline by Coy et al.
is performed in four steps. To begin, we select a collection of 15 individual data instances (varying in the number of customers and width of the time windows). We then run a pilot study to determine appropriate initial values for each parameter and a range over which good parameter settings are likely to be found. Using these initial values and ranges, we next use a 2 m−1 fractional factorial experimental design, where m is the number of parameters, to run a series of experimental runs. With the results of the experimental runs for the 2 6−1 different parameter settings, we use linear regression to find search directions for each of the parameter values. Finally, we run an additional set of computation experiments, each time updating the parameters in small increments of the search direction. We continue this process until the best solution remains the same over a number of iterations. For further details regarding the parameter-setting methodology, please consult Coy et al. (2000) .
While the algorithm performs well over a relatively wide range of parameters, we suggest a robust set in Table 2 . We also perform preliminary computational experiments to establish an effective neighborhood structure. We find that a 1-shift neighborhood scheme, in which a single customer and its new insertion position are randomly selected, results in quality solutions. Computational findings of Cheh et al. (1991) support this choice of neighborhood. Additionally, Carlton and Barnes (1996) implement a similar neighborhood structure for their application of tabu search on the TSPTW.
Computational Experience
We implement the compressed annealing algorithm in C++ and run the code on a Pentium 4 2.66 gigahertz processor with 1 gigabyte of RAM. We test the performance of the compressed annealing algorithm on five different sets of data (400 total instances) taken from the literature. The data sets are available via this journal's Online Supplements web page at http://joc.pubs.informs.org/OnlineSupplements.html. These sets are:
1. Thirty instances generated by Potvin and Bengio (1996) as individual route instances on Solomon's RC2 VRPTW instances (Solomon, 1987 ). Solomon's RC2 instances contain a mix of randomly-spaced and clustered customers. 5. Twenty five instances that have not previously appeared in the literature. We generate these instances by taking the 150 and 200 customer instances from Dumas et al. (1995) and systematically extending the time windows by 100 time units.
The results reported for the data sets from Dumas et al. (1995) and Gendreau et al. (1998) are averages over 5 instances for each class of problems (where a class of problems is distinguished by the number of customers and time-window width). Analogously, the results for the Langevin et al. (1993) sets are reported as averages over 10 instances for each class of problems.
Since compressed annealing is a stochastic search algorithm, we perform 10 runs from randomly generated starting solutions for each individual problem instance. While our results show that compressed annealing is generally robust with respect to its starting solution, it is unable to converge to a feasible solution for a few individual starting points generated in our testing. For these cases, we report (in parenthesis next to the reported average solution) the number of starting solutions that resulted in feasible TSPTW solutions.
Thus, in the absence of parenthesis, each To accurately portray compressed annealing's performance with respect to the benchmarks discussed in Section 4.2, we present best-found solution values in addition to average solution values and solution quality variability. For each instance, we find a best solution value (the minimum value found over 10 runs). For the results reported by aggregating instances by problem class (Langevin et al., 1993; Dumas et al., 1995; Gendreau et al., 1998) , the reported best solution value is the average of the best-found solution values for each individual instance in the class. We measure the variability of solution quality for the aggregated results by calculating a pooled estimate of the common variance for each of the instances in the problem class. The pooled estimate is given by SS E /(N − a), where N is the total number of runs over the entire problem class, a is the number of different instances within the problem class, and SS E is the sum of the squares due to error within instances. SS E is computed according to Following the convention of van Laarhoven, Aarts, and Lenstra (1992), we report the average computation time (in CPU seconds) and the variability of computation time. We calculate these measures similarly to the average solution value and the variability of solution quality, respectively.
Search Advantage of Variable Penalty Multiplier
In this section, we present computational evidence to demonstrate that it is often difficult to determine a "good" value of a static penalty multiplier. A "large" penalty multiplier prevents convergence to infeasible solutions, but may retard the search of the solution space. On the other hand, fixing the penalty multiplier at a "small" value may be amenable to a less restricted neighborhood search, but may not satisfactorily differentiate between feasible and infeasible solutions.
Compressed annealing addresses the difficulty of selecting an appropriate multiplier value through its variable penalty approach. To quantify the benefits of varying pressure over the annealing run, we compare the performance of compressed annealing to the results obtained from implementing simulated annealing with a fixed penalty multiplier,λ. To allow for a suitable comparison to compressed annealing, we test static simulated annealing with four different values ofλ. Using values of κ = 0.25, 0.50, 0.75, and 0.99 in (2), we calculate varying magnitudes of the fixed penalty multiplier,λ, using a calculation similar to that used for λ in the compressed annealing approach. We then implement the four fixed-penalty annealing algorithms using the applicable parameters values found in Table 2 .
In Table 3 , we present the results of both compressed annealing and the static penalty versions of annealing on the Solomon instances. For each instance, we report the average solution value for the five different approaches. We highlight (in bold-face type) the average solution value that attains the minimum value for each instance. Table 3 validates the benefit of a variable penalty multiplier versus a static penalty multiplier. For relatively small fixed multiplier values (κ = 0.25, 0.50), simulated annealing rarely returns any feasible solutions for instances where n > 20. However, for instance rc208(1), the best solution among the five approaches is obtained by using a fixed multiplier corresponding to κ = 0.50.
As we increase the fixed multiplier value (κ = 0.75, 0.99), we are more likely to converge to a feasible solution. While static annealing with κ = 0.75 obtains the sole best solution for rc204(2), its performance is not robust and still fails to converges for several instances. The static annealing algorithm with κ = 0.99 returns feasible solutions for all instances, but its solutions are never better than those returned by compressed annealing. Furthermore, in cases which the fixed-penalty annealing with κ = 0.25, 0.50, or 0.75 return feasible solutions, one of them always returns a solution value superior to that obtained by the fixed annealing algorithm with κ = 0.99. It is important to note that the level of penalization returning the best fixedpenalty solution is dependent on the instance being solved.
In summary, the results in Table 3 suggest that, for a particular instance, we may be able to find a fixed penalty multiplier value that allows an effective local search. However, these static values are generally not robust; no one multiplier value performs particularly well for a variety of instances. In contrast, for compressed annealing, we can define a sequence of multiplier values that return good solutions across a wide variety of problem instances.
After testing the fixed penalty implementations of simulated annealing on other data sets from the literature, we find that Table 3 's results on the Solomon sets are representative of the algorithm's shortcomings.
In particular, for data sets with wide time windows, fixed penalty annealing returns feasible solutions only at high levels of penalization. This extreme penalization restricts the search and results in poor solutions.
Benchmarking
To evaluate the suitability of compressed annealing for the TSPTW, we compare the performance of compressed annealing to the performance of exact and heuristic solution methods reported in the literature. We reserve discussion of the relative computation times to the end of the section. Table 4 compares the performance of compressed annealing to the previously best-known solutions for the Solomon sets, as obtained by the heuristic approaches of Wolfler Calvo (2000) and Gendreau et al. (1998) . For each instance, we provide the best solution obtained in 10 compressed annealing runs as well as the average solution, the standard deviation of solution values, the average CPU time, and the standard deviation of CPU times. For the heuristic results of Wolfler Calvo (2000) and Gendreau et al. (1998) , we report the solution value and CPU time for each instance. We denote current best-known solution values with bold-face font. Table 4 (2000) and Gendreau et al. (1998) respectively. We also note that the standard deviation of the solution values is relatively low compared to the overall route times for each instance. This observation and the high-quality average solution values suggest that compressed annealing consistently converges to good solutions.
In Table 5 , we present solution values for the TSPTW instances of Langevin et al. (1993) . For each customer-time window class, we list the average solution value over the ten different instances. We compare compressed annealing to known optimal solutions and the solutions obtained by the heuristic procedure in
Wolfler Calvo (2000) . In the manner of Wolfler Calvo (2000), we calculate the percentage difference (∆)
as (compressed annealing solution -optimal solution)/(optimal solution). Compressed annealing exhibits promising behavior; it achieves the optimal solution on three of four instances with 20 and 40 customers and matches Wolfler Calvo's solutions on all instances. Direct comparison to optimal solutions is not possible for the problems with 60 customers because the optimal solution is only known in seven of the ten instances with 20-minute time windows, eight of the ten instances with 30-minute time windows, and seven of the ten instances with 40-minute time windows. In these 60-customer cases, compressed annealing matches the solutions obtained in Wolfler Calvo (2000) . In addition, compressed annealing displays no variance in solution quality for five of the seven instances. Table 6 provides computational results for the Dumas instances. For each customer-time window class, we list the average solution value over the five different instances. We report results from the exact solution method in Dumas et al. (1995) , compressed annealing, and the best-known heuristic solution. Except where noted otherwise, the best-known heuristic solutions were found by Wolfler Calvo (2000). We also present the percentage difference (∆) between the optimal solution and the best compressed annealing solution. The best compressed annealing solution matches the optimal solution in 25 of the 27 instances while outperforming the previously best-known heuristic solution in 10 cases and matching it on the other 17. Low solution variability and quality average solution values confirm compressed annealing's consistency.
As discussed in the literature review, known exact solution methods for the TSPTW are unable to find solutions to problems with wide time windows. Consequently, the wide time-window Gendreau instances are important in determining the value of a heuristic solution method. Table 7 presents a comparison of com- pressed annealing and the algorithms of Wolfler Calvo (2000) and Gendreau et al. (1998) Finally, in Table 8 , we present the results of extended time window instances generated from 150 and 200 customer instances of Dumas et al. (1995) . We believe that these instances are an important contribution to the TSPTW benchmark sets because they show a solution method's ability to not only cope with wide time windows, but also with the large numbers of customers which are often encountered in industrial applications.
While we cannot provide a comparison of solution values with other solution methods, our results do show that compressed annealing's solutions exhibit relatively low variability. This small variation is indicative of compressed annealing's ability to consistently handle both the wide time windows and the increased number of customers.
Because of differences in processor speed, memory, bus speed, and language implementation, run-time comparisons are difficult. However, processor comparisons suggest that our algorithm is slower than those of Wolfler Calvo (2000) and Gendreau et al. (1998) . However, given today's processor speeds and the general nature of our implementation, our algorithm is certainly capable of solving reasonably large problems in adequate time. In addition, as the run-times in Tables 7 and 8 show, computation time for compressed annealing is only minimally affected by increasing numbers of customers and time-window widths. This result is in contrast to the performance of Wolfler Calvo's and Gendreau's algorithms under the same conditions.
Thus, the result suggests that compressed annealing is particularly valuable in circumstances involving large numbers of customers or wide time windows. In addition, our computational experience has shown that, by revising the termination criteria such that the algorithm terminates when the best tour found has not been updated in 25 temperature/pressure changes, run times can be reduced by 20% to 30% for almost all problems. This reduction in computation time also only minimally reduces the quality of the average solution as most average solutions are still within 1% of the optimal or previously best-known heuristic solution.
Conclusions and Future Considerations
We have presented a solution approach to the TSPTW, a difficult combinatorial problem, utilizing compressed annealing. Using a variable penalty function and stochastic search, we consider solutions infeasible with respect to time windows during our search for optimal or near-optimal solutions. Computational testing on five series of TSPTW problems demonstrates the potential of the compressed annealing algorithm. Nearoptimal solutions can be obtained at a reasonable computational cost in most cases, and feasible solutions are found in every instance. Compressed annealing compares favorably with benchmarks in the literature, obtaining best-known results in numerous instances.
The variable penalty approach of compressed annealing generally outperforms simulated annealing with a suitable static penalty method. For a traditional simulated annealing approach, setting a static penalty multiplier that allows an adequate search of the solution space often proves to be a difficult chore. The parameterized penalty multiplier within compressed annealing creates a dynamic search procedure resulting in good solutions to constrained combinatorial problems.
Future research may include further analysis of the effect of penalty functions on heuristic search. In the current implementation, we use a single penalty term to penalize time window violations for the n customers.
A natural extension would involve the analysis of an annealing approach that relaxes multiple constraint types with distinct penalty terms.
