In this article properties of the (b, c)-inverse, the inverse along an element, the outer inverse with prescribed range and null space A (2) T,S and the Moore-Penrose inverse will be studied in the contexts of Banach spaces operators, Banach algebras and C * -algebras. The main properties to be considered are the continuity, the differentiability and the openness of the sets of all invertible elements defined by all the aforementioned outer inverses but the Moore-Penrose inverse. The relationship between the (b, c)-inverse and the outer inverse A (2)
Introduction
Recently two outer inverses have been introduced: the (b, c)-inverse and the inverse along an element, see [8] and [19] , respectively. These two inverses are related; in fact, the latter is a particular case of the former. It is worth noticing one of the main properties of these inverses, namely, they encompass several well known outer inverses such as the Drazin inverse, the group inverse and the Moore-Penrose inverse. Furthermore, several authors have studied these notions, see for the (b, c)-inverse [4, 6, 8, 9, 14, 15, 25, 30] and for the invese along an element [1, 2, 19-22, 32, 33] . In particular, in [4] and [2] several properties of the (b, c)-inverse and the inverse along an element were studied in the Banach context, respectively.
On the other hand, one of the most well known outer inverses is the outer inverse with prescribed range and null space, i.e., the outer invers A (2) T,S . This inverse has been studied in the frames of matrices, Hilbert space operators and Banach space operators. To learn about the A (2) T,S outer inverse in Banach spaces, see for example [10, 18, 31] . The main objective of this article is to deepen the knowledge of the three aformentioned outer inverses in the contexts of Banach algebras, C * -algebras, Banach space operators and Hilbert space operators. However, as an application of the main results, properties of the Moore-Penrose inverse will be also presented.
The article is organized as follows. In section 3, after having recalled some preliminary definitions and facts in section 2, the relationship between the (b, c)-inverse (in particular the inverse along an element) and the outer inverse A (2) T,S will be studied. In section 4 both the set of all (b, c)-invertible elements (in particular the set of all invertible elements along a fixed element) and the set of all operator for which the outer inverse A (2) T,S exists will be proved to be open. The continuity of the (b, c)-inverse of Banach space operators and of Banach algebra and C * -algebra elements will be characterized in section 5; two main notions will be used to accomplish this aim: the gap between two subspaces and the Moore-Penrose inverse. The diffrentiability of the (b, c)-inverse in Banach algebras and C * -algebras will be studied in section 6; the Moore-Penrose inverse will be also applied in this section. Finally, the continuity and differentiability of the outer inverse A (2) T,S will be characterized in section 7 using again the gap between subspaces and the Moore-Penrose inverse. In addition, in section 5 and 6, as an application of the main results of these sections, the continuity and the differentiability of the Moore-Penrose inverse for Banach algebra elements and Banach space operators will be studied, respectively.
Preliminary definitions
From now on, A will denote a unitary Banach algebra with unit ½ while A −1 and A • will stand for the set of invertible elements and the set of idempotents of A, respectively. A particular case is L(X), the Banach algebra of all linear and bounded maps defined on and with values in the Banach space X. However, in the present work it will be necessary to consider the Banach space of all operators defined on the Banach space X with values in the Banach space Y, which will be denoted by L(X, Y). Note that if T ∈ L(X, Y), then N(T ) ⊆ X and R(T ) ⊆ Y will stand for the null space and the range of the operator T , respectively. For example, when A is a unitary Banach algebra and x ∈ A, the operators L x : A → A and R x : A → A are the maps defined as follows: given z ∈ A, L x (z) = xz and R x (z) = zx. Observe that since A is unitary, then L a = a = R a . Moreover, the following notation will be used:
Note that when no confusion is possible, the identity operator defined on the Banach space X will be denoted by I ∈ L(X); otherwise it will be denoted by I X . In addition, given a Hilbert space H and a closed subspace M ⊆ H, P ⊥ M ∈ L(H) • wil stand for the orthogonal projector with range M.
An element a ∈ A will be said to be regular, if there exists x ∈ A such that a = axa. The element x, which is not uniquely determined by a, will be said to be a generalized inverse or an inner inverse of a. In addition,Â will stand for the set of all regular elements of A and given a ∈Â, a{1} will denote the set of all generalized inverses of a. On the other hand, if y ∈ A satisfies yay = y, then y will be said to be an outer inverse of a. Moreover, an element z will be said to be a normalized generalized inverse of a, if z is both an inner and an outer inverse of a. Recall that if b is an inner inverse of a, then bab is a normalized generalized inverse of a.
Now the definition of one of the key notion of this article will be recalled. Note that this notion was originally introduced in the context of semigroup, however, since the frame of this article are Banach algebras and Banach space operators, the notion under consideration, as well as all the object considered in this work, will be introduced and studied in the Banach context. The element a ∈ A will be said to be (b, c)-invertible, if there exists y ∈ A such that the following equations hold:
In the same conditions of Definition 2.1, if such an inverse exists, then it is unique ([8, A particular case of the (b, c)-inverse is the Bott-Duffin (p, q)-inverse.
Definition 2.2 ([8, Definition 3.2])
. Let A be a unitary Banaxh algebra and consider p, q ∈ A • . The element a ∈ A will be said to be Bott-Duffin (p, q)-invertible, if there exists y ∈ A such that
(ii) yap = p and qay = q.
Clearly, given p, q ∈ A • , the Bott-Duffin (p, q)-inverse is nothing but the (b, c)-inverse when b and c are idempotents. In addition, since there exists at most one (b, c)-inverse, the Bott-Duffin (p, q)-inverse is unique, if it exists. According to what has been said, if a ∈ A is Bott-Duffin (p, q)-invertible, then the element y in Definition 2.2 will be denoted by a −(p, q) . To learn more on the outer inverses recalled in Definition 2.1 and Definition 2.2, see [4, 6, 8, 9, 14, 15, 25, 30] .
Next the definition of the inverse along an element will be recalled. This is another particular case of the (b, c)-inverse. Recall that, in the same conditions of Definition 2.3, according to [19, Theorem 6] , if such b ∈ A exists, then it is unique. Therefore, the element b satisfying Definition 2.3 will be said to be the inverse of a along d. In this case, the inverse under consideration will be denoted by a −d . Moreover, according to [8, Proposition 6 .1], the inverse along an element is a particular case of the (b, c)-inverse. In fact, the element a is invertible along d if and only
To learn more on this outer inverse, see [1, 2, 19-22, 32, 33] .
One of the most studied generalized inverses is the outer inverse A
T,S , i.e., the outer inverse of the operator A ∈ L(X, Y) with prescribed range T ⊆ X and null space S ⊆ Y , where X and Y are Banach spaces. This generalized inverse was studied for matrices and for operators defined on Hilbert and on Banach spaces. Recall that this inverse is unique, when it exists ([18, Lemma 1]). Definition 2.4. Let X and Y be Banach spaces, A ∈ L(X, Y) and T and S two closed subspaces of X and Y, respectively. If there exists a (necessarily unique) operator B ∈ L(Y, X) such that B is an outer inverse of A, R(B) = T and N(B) = S, then B will be said to be the A (2) T,S outer inverse of A.
According to [18, Lemma 1], a necessary and sufficient condition for the existence of A is invertible and A(T) ⊕ S = Y. In particular, using this latter decomposition, A (2) T,S is the following operator:
To learn more properties of the A
T,S outer inverse in Banach spaces, see [10, 18, 31] . To characterize the continuity of the outer inverses considered in this article, it is necessary to recall the definition of the Moore-Penrose inverse. Let A be a C * -algebra. An element a ∈ A will be said to be Moore-Penrose invertible, if there exists b ∈ A such that the following equations hold:
To give the notion of a Moore-Penrose invertible Banach algebra element, the definition of an hermitian element need to be recalled first. Given a Banach algebra A, an element z ∈ A is said to be hermitian, if exp(ita) = 1, for all t ∈ R (see [29] , [7, Chapter 4] and [5, Chapter I, Section 10]). When A is a C * -algebra, a ∈ A is hermitian if and only if it is self-adjoint ([5, Proposition 20, Chapter I, Section 12]). Now Moore-Penrose Banach algebra elements can be defined.
Given a Banach algebra A, an element x ∈ A will be said to be Moore-Penrose invertible, if there exists b ∈ A such that b is a normalized generalized inverse of a and the elements ab and ba are hermitian. Since the Moore-Penrose inverse is unique, when it exists (see [26, Lemma 2 .1]), the element b will be denoted by a † . Moreover, A † will stand for the set of all MoorePenrose invertible elements of A. Note that A † ⊆Â. Furthermore, when A is a C * -algebra, A † =Â ([11, Theorem 6]); however, when the Banach algebra A is not a C * -algebra, in general, this result does not hold ( [3, Remark 4] ). To learn the definition of the MoorePenrose inverse for matrices, see [24] ; to learn more properties of this generalized inverse see, for C * algebras, [11, 12, 16] , and for Banach algebras, [3, 26, 27] .
To prove some of the main results of this article, the definition of the gap between two subspaces need to be recalled. Let X be a Banach space and consider M and N two closed subspaces in X. If M = 0, then set δ(M, N) = 0, otherwise set
where dist(x, N) = inf{ x − y : y ∈ N}. The gap between the subspaces M and N is
To learn more on this notion, see [10, 13] .
3 The relationship between the (b, c)-inverse and A The main objective of this section is to prove that given a Banach space X, the (B, C)-inverse in L(X) consists in a reformulation of the outer inverse A (2) T,S , in other words, the outer inverse introduced in [8, Definition 1.3] is an extension to semigroups of the outer inverse with prescribed range and null space.
First an equivalent formulation of Definition 2.1 will be given in the context of Banach space operators. To this end, however, some preparation is needed. In the following remark a particular operator will be introduced.
Remark 3.1. Recall that given a Banach space X, a necessary and sufficient condition for F ∈ L(X) to be a regular operator is that N(F ) and R(F ) are closed and complemented susbpsaces of X. Suppose that F ∈ L(X) satisfies this condition and let N and M be two subspaces of X such that
Consider the isomorphism
: N → R(F ) and define the map S F ∈ L(X) as follows:
where ι N,X : N → X is the inclusion map. The operator S F ∈ L(X) will be used in the proofs of the next results.
Lemma 3.2. Let X be a Banach space and consider F ∈ L(X) a regular operator and S F ∈ L(X) the map defined in Remark 3.1. The following statements hold.
The following proposition is a key step in the reformulation of Definition 2.1 for Banach space operators. Proposition 3.3. Let X be a Banach space and consider two regular operators F , G ∈ L(X).
A similar argument, using in particular Lemma 3.2 (ii), proves the second statement.
Theorem 3.4. Let X be a Banach space and consider two regular operators B, C ∈ L(X).
The following statements are equivalent.
(ii) There exists a bounded and linear map X ∈ L(X) such that
Moreover, in this case X = A −(B,C) .
Proof. According to Definition 2.1, if the (B, C)-inverse of A exists, then there are X, T 1 and T 2 ∈ L(X) such that
In particular, R(B) = R(X) and N(X) = N(C).
On the other hand, suppose that statement (ii) holds. Since B (respectively C) is regular and R(X) = R(B) (respectively N(X) = N(C)), according to Lemma 3.2, X = BS B X (respectively X = XS C C), where S B (respectively S C ) is the operator considered in Remark 3.1. Therefore, X ∈ B L(X)X ∩ X L(X)C. Since the (B, C)-inverse is unique, when it exists, X = A −(B,C) .
Next the main result of this section will be proved Theorem 3.5. Let X be a Banach space and consider two regular operators B, C ∈ L(X). The following statements are equivalent.
Furthermore, in this case
Proof. According to [8, Proposition 6 .1], statement (i) is equivalent to the fact that there exists an operator X ∈ L(X) such that X is an outer inverse of A, X L(X) = B L(X) and L(X)X = L(X)C. However, according to the proof of Theorem 3.4, these conditions are equivalent to statement (ii). In addition, since the (B, C)-inverse is unique, when it exists,
Statement (ii) and (iii) are equivalent; moreover X = A 
Furthermore, in this case,
Proof. Apply Theorem 3.5.
Note that Corollary 3.6 can be rephrased using the outer inverse A
T,S .
Remark 3.7. Let X be a Banach space and consider S and T two closed and complemented subspaces of X. Let A ∈ L(X). The following statement are equivalent.
(i) The outer inverse A
T,S exists.
(ii) A −(B,C) exists for any B, C ∈ L(X), B, C regular, such that R(B) = T and N(C) = S.
Moreover, in this case A
T,S = A −(B,C) = A −(P,Q) . The proof of the equivalence among statements (i)-(iii) and the last identity can be derived from Theorem 3.5 and Corollary 3.6.
It is worth noticing, as it has been mentioned in the first paragraph of this section, that Theorem 3.5 and Remark 3.7 show that in L(X), X a Banach space, the (B, C)-inverse is a reformulation of A (2) T,S , so that [8, Definition 1.3] consists in an extension of the latter outer inverse to semigroups. In fact, given A ∈ L(X), A (2) T,S and the (B, C)-inverse of A ∈ L(X) refer to the same object -under the conditions of Theorem 3.5 and Remark 3.7, but it could be said that the former outer inverse is defined from a spatial point of view while the latter from an algebraic point of view. Actually, in the first case subspaces of an underlying space (a Banach space X or C n , n ∈ N) are used in the definition, but in the second only elements of a semigroup can be considered; precisely, in L(X) it is possible to associate two specific subspaces to any element of this algebra -the range and the null space, which leads to the aforementioned results.
Next the inverse along an operator will be considered.
Corollary 3.8. Let X be a Banach space and consider A, D ∈ L(X) such that D is regular.
Moreover, in this case,
Proof. Recall that according to [8, Proposition 6 
, when one of these outer inverses exists. Apply now Theorem 3.4, Theorem 3.5 and Corollary 3.6.
In the following proposition the Banach algebra case will be considered.
Proposition 3.9. Let A be a unitary Banach algebra and consider a, b, c ∈ A such that b and c are regular. The following statements hold.
Proof. Recall that according to [8, Proposition 6 .1], necessary and sufficient for a −(b,c) to exist is that a has an outer inverse, say y (y = a −(b,c) ), such that yA = bA and Ay = Ac. Thus, if
. Therefore, according to [18, Lemma 1] and Theorem 3.5,
∈ L(A) exists; moreover, in this case, both maps coincide.
Since (L a )
However, since c and z are regular, according to [1, Proposition 3.1 (b) (iii)], Az = Ac. Consequently, according to [8, Proposition 6 .1], a −(b,c) exists and a −(b,c) = z. 
As in the proof of statement
w is an outer inverse of a. In addition, 
. Now, since A is a unitary algebra,
Thus, according to [10, Lemma 3 
exists and
However,
according to Proposition 3.9 (ii), (a + e) −(b,c) exists and (a + e) −(b,c) = f .
In the following theorem the case of the inverse along an element will be presented. To this end, given a unitary Banach algebra A, let A −d be the set of all elements of A invertible along d ∈ A, i.e., 
Proof. Note that according to [8, Proposition 6 .1],
) . Now apply Theorem 4.1.
For sake of completeness, the case of the outer inverse with prescribed range and null space will be considered. Let T and S be two closed subspace of the Banach spaces X and Y, respectivley. L(X, Y) (2) T,S will stand for the set of all operators defined on X with values in Y whose outer inverse with range T and null space S exists, i.e.,
T,S exists}. 
Continuity of the (b, c)-inverse
Recall that the notion of the gap between subspaces was used to study the continuity of the Moore-Penrose inverse ( [27] ) and the Drazin inverse ( [17, 28] ) in the Banach context. In this section the aforementioned notion will be used to characterize the continuity of the (b, c)-inverse for Banach space operators and Banach algebra elements. Another notion that will be central to present more characterizations will be the Moore-Penrose inverse.
First a particular case will be presented. (ii) Let A be a Banach algebra and consider a ∈ A and b, c ∈Â such that a is (b, c)-invertible and a −(b,c) = 0. Suppose that there exist three sequence (a n ) n∈N ⊂ A and (b n ) n∈N , (c n ) n∈N ⊂Â such that for each n ∈ N, a n is (b n , c n )-invertible and (a n ) n∈N converges to a. Then, statement (i) can be extended to this case, i.e., necessary and sufficient for (a −(bn,cn) n ) n∈N to converge to a −(b,c) (= 0) is that there exists n 0 ∈ N such that for all n ≥ n 0 , a −(bn,cn) n = 0. Actually, to prove this equivalent condition, it is enough to apply
, see Proposition 3.9 (i)). Note that since A is a unitary Banach algebra, (a n ) n∈N (respectively (a
(iii) In the same conditions of statement (ii), note that according to Definition 2.1, a −(b,c) = 0 implies that b = 0 = c . Similarly, for each n ≥ n 0 , b n = 0 = c n , i.e., the fact that (a −(bn,cn) n ) n∈N converges to 0 determines the elements b n and c n for which a n is (b n , c n )-invertible (n ≥ n 0 ). Naturally, given a ∈ A −(0,0) , a −(0,0) = 0. Now the continuity of the (b, c)-inverse will be studied using the gap between subspaces. Next follows the characterization of the continuity of (B, C)-invertible Banach space operators.
Theorem 5.2. Let X be a Banach space and consider A, B, C ∈ L(X) such that B and C are regular, A is (B, C)-invertible and A −(B,C) = 0. Suppose that there exist three sequences of operators (A n ) n∈N , (B n ) n∈N , (C n ) n∈N ⊂ L(X) such that for each n ∈ N, B n and C n are regular and A n is (B n , C n )-invertible. If (A n ) n∈N converges to A, then the following statements are equivalent. 
Proof. It is evident that statement (i) implies statement (ii).
Observe that, since A −(B,C) is an outer inverse of A and A −(Bn,Cn) n is an outer inverse of A n (n ∈ N), according to Theorem 3.4,
Consequently, according to [17, Lemma 3.3] , statment (ii) implies statement (iii), which in turn implies statement (v). In addition, applying again [17, Lemma 3.3] , statement (ii) also implies statement (iv), which in turn implies statement (v). Note also that statement (vi) is an equivalent formulation of statement (v) (Theorem 3.5).
Suppose that statement (vi) holds. According to Theorem 3.5,
Let κ = A A −(B,C) and consider n 0 ∈ N such that for all n ≥ n 0 ,
.
Thus, according to [10, Theorem 3.5] ,
which implies statement (i).
Next the Banach algebra case will be considered.
Theorem 5.3. Let A be a unitary Banach algebra and consider a ∈ A and b, c ∈Â such that a is (b, c)-invertible and a −(b,c) = 0. Suppose that there exist three sequences (a n ) n∈N ⊂ A and (b n ) n∈N , (c n ) n∈N ⊂Â such that a n is (b n , c n )-invertible, for each n ∈ N. If (a n ) n∈N converges to a, then the following statements are equivalent. (ii) The sequences (a −(bn,cn) n a n ) n∈N and (a n a −(bn,cn) n ) n∈N converge to a −(b,c) a and aa −(b,c) , respectively.
(iii) The sequence (a −(bn,cn) n a n ) n∈N (respectively (δ((c n ) −1 (0), c −1 (0))) n∈N ) converges to a −(b,c) a (respectively to 0).
(iv) The sequence (a n a −(bn,cn) n ) n∈N (respectively (δ(b n A, bA)) n∈N ) converges to aa −(b,c) (respectively to 0). 
(vii) The sequence (a n a
(viii) The sequence (a −(bn,cn) n a n ) n∈N (respectively (δ(Ac n , Ac)) n∈N ) converges to a −(b,c) a (respectively to 0). Proof. Recall that, according to Proposition 3.9 (i),
, for each n ∈ N. In addition, note that since A is a unitary Banach algebra, (a n ) n∈N converges to a if and only if (L an ) n∈N converges to L a . Similarly, a necessary and sufficient condition for (a −(bn,cn) n ) n∈N (respectively for (a −(bn,cn) n a n ) n∈N and (a n a −(b,c) ). Now, to prove the equivalence between statements (i)-(vi), apply Theorem 5.2 to L a and (L an ) n∈N . Recall that according to the proof of Proposition 3.9, c −1 (0) = (a −(b,c) ) −1 (0) and c −1 n (0) = (a −(bn,cn) n ) −1 (0). A similar argument, using in particular Proposition 3.9 (iii) and Theorem 5.2, proves the equivalence between statements (i), (ii) and (vii)-(x).
Next the continuity of the (b, c)-inverse will be characterized using the Moore-Penrose inverse.
Theorem 5.4. Let A be a unitary Banach algebra and consider a ∈ A and b, c ∈ A † such that a is (b, c)-invertible and a −(b,c) = 0. Suppose that there exist three sequences (a n ) n∈N ⊂ A and (b n ) n∈N , (c n ) n∈N ⊂ A † such that a n is (b n , c n )-invertible, for each n ∈ N. If (a n ) n∈N converges to a, then the following statements are equivalent.
Proof. It is enough to prove that statement (i) implies statement (ii). This proof can be deduced from [4, Corollary 7.12] . In fact, according to this result,
Now divide each term by t − t 0 and note that the limt leads the formula of (a −(b,c) )
When the function b and c in Theorem 6.1 are such that b(J) ⊆ A † and c(J) ⊆ A † , the aforementioned result can be reformulated as follows. Note first that if A is a Banach algebra and x : J → A † is a function (J ⊆ R), then x † : J → A denotes the following function:
Corollary 6.2. Let A be a Banach algebra and consider a function a : J → A, where J ⊆ R is an open set. Let b, c : J → A † be two functions such that for each t ∈ J, a(t) −(b(t),c(t)) exists. Then, given t 0 ∈ J, if the functions a, bb † , c † c : J → A are differentiable at t 0 , the following statements are equivalent.
Proof. Apply Theorem 6.1 to the case under consideration.
As an application of Theorem 6.1, a characterization of the differentiability of the MoorePenrose inverse in the Banach context will be given. Corollary 6.3. Let A be a Banach algebra and consider a function a : J → A † , where J ⊆ R is an open set. Suppose that there exists t 0 ∈ J such that the function a : J → A is differentiable at t 0 . Then, the following statements are equivalent.
(i) The function a † : J → A is differentiable at t 0 .
(ii) The function a † : J → A is continuous at t 0 and the functions aa † , a † a : J → A are differentiable at t 0 .
Furthermore, in this case, In the frame of C * -algebras, the hypotheses of Corollary 6.2 can be lightened. (ii) The funciton a −(b,c) : J → A is differentiable at t 0 .
Proof. Note that the condition a(t 0 ) −(b(t 0 ),c(t 0 )) = 0 implies that b(t 0 ) = 0 and c(t 0 ) = 0 (Definition 2.1). Thus, according to [16, Theorem 2 .1], the functions b † , c † : J → A are differentiable at t 0 . To conclude the proof, apply Corollary 6.2.
As in section 5, the results concerning the differentiability of the inverse along an element can be deduced from Theorem 6.1, Corollary 6.3 and Corollary 6.4. The details are left to the interested reader.
The outer inverse A (2) T,S
Although similar arguments to the ones used in sections 5 and 6 will be applied to study the continuity and the differentiability of the outer inverse A (2) T,S , the results of this section can not be derived from the corresponding ones concerning the (b, c)-inverse. In fact, in what follows operators between two different Banach spaces will be considered. First the gap between subspaces will be used to characterize the continity of the A T,S exists. Let (A n ) n∈N ⊂ L(X, Y) and consider (T n ) n∈N and (S n ) n∈N two sequences of subspaces of X and Y, respectively, such that (A n ) (2) Tn,Sn exists, for each n ∈ N. Suppose that (A n ) n∈N converges to A. The following statements are equivalent.
Tn,Sn ) n∈N converges to A (2) T,S .
(ii) The sequences ((A n ) (2) Tn,Sn A n ) n∈N and (A n (A n ) (2) Tn,Sn ) n∈N converge to A (2) T,S A and AA (2) T,S , respectively.
(iii) The sequence ((A n ) (2) Tn,Sn A n ) n∈N (respectively (δ(S n , S)) n∈N ) converges to A (2) T,S A (respectively to 0).
Tn,Sn ) n∈N (respectively (δ(T n , T)) n∈N ) converges to AA (2) T,S (respectively to 0).
(v) The sequences (δ(T n , T)) n∈N and (δ(S n , S)) n∈N converge to 0.
Proof. First define
Tn,Sn A n
It is evident that statement (i) implies statement (ii). Now, according to [17, Lemma 3.3] , if (P n ) n∈N converges to P (respectively (Q n ) n∈N converges to Q), then (δ(S n , S)) n∈N (respectively (δ(T n , T)) n∈N ) converges to 0. Thus, statement (ii) implies statement (iii) (respectively statement (iv)), which in turn implies statement (v).
Suppose that statement (v) holds. If A
T,S = 0, then T = 0 and S = Y. In particular, (δ(T n , 0)) n∈N converges to 0. However, according to [13, Chapter 2, Section 2, Subsection 1], if T n = 0,δ(T n , 0) = 1. Thus, there exists n 0 ∈ N such that for each n ≥ n 0 , T n = 0, which implies that (A n ) (2) Tn,Sn = 0 (n ≥ n 0 ). To conclude the proof, assume that A (2) T,S = 0 and appy [10, Theorem 3.5] .
In the follwing result the Moore-Penrose inverse will be used to characterize the continuity of the outer inverse A (2) T,S . Although it will not be used in this article, recall that given a Banach space X and P and Q ∈ L(X) • such that P and Q are hermitian, if R(P ) = R(Q), then P = Q ([23, Theorem 2.2]). In particular, given a subspace M ⊆ X, there exists at most one hermitian idempotent R such that R(R) = M. T,S exists. Let (A n ) n∈N ⊂ L(X, Y) and consider (T n ) n∈N and (S n ) n∈N two sequences of subspaces of X and Y, respectively, such that (A n ) (2) Tn,Sn exists, for each n ∈ N. Suppose, in addition, that there exit hermitian idempotents U ∈ L(X) (respectively V ∈ L(Y)) and U n ∈ L(X) (respectively V n ∈ L(Y)) such that R(U ) = T and R(U n ) = T n (respectively N(V ) = S and N(V n ) = S n ), n ∈ N. If (A n ) n∈N converges to A, then the following statements are equivalent.
(ii) The sequence ((A n ) ( 
2)
Tn,Sn A n ) n∈N converges to A (2) T,S A and the sequences (V (I − V n )) n∈N and (V n (I − V )) n∈N converge to 0.
Tn,Sn ) n∈N converges to AA (2) T,S and the sequences ((I − U )U n ) n∈N and ((I − U n )U ) n∈N converge to 0.
Proof. Note thatδ(T n , T) =δ(R(U n ), R(U )). Thus, according to [27, Lemma 2.2], the sequence (δ(T n , T)) n∈N converges to 0 if and only if the sequences ((I − U )U n ) n∈N and ((I − U n )U ) n∈N converge to 0. Similarly, sinceδ(S n , S) =δ(R(I − V n ), R(I − V )), according to [27, Lemma 2.2], the sequence (δ(S n , S)) n∈N converges to 0 if and only if the sequences (V (I − V n )) n∈N and (V n (I − V )) n∈N converge to 0. To conclude the proof, apply Theorem 7.1.
Next the continuity of the outer inverse A
T,S will be studied in the context of Hilbert spaces.
Theorem 7.3. Let H and K be Hilbert spaces and consider A ∈ L(H, K) and two subspaces T ⊆ H and S ⊆ K such that A (2) T,S exists. Let (A n ) n∈N ⊂ L(H, K) and consider (T n ) n∈N and (S n ) n∈N two sequences of subspaces of H and K, respectively, such that (A n ) (2) Tn,Sn exists, for each n ∈ N. If (A n ) n∈N converges to A, then the following statements are equivalent.
(ii) The sequences ((A n ) ( 
Tn,Sn A n ) n∈N and (A n (A n ) (2) Tn,Sn ) n∈N converge to A (2) T,S A and AA (2) T,S , respectively.
Tn,Sn ) n∈N (respectively (P ⊥ Tn ) n∈N ) converges to AA
T,S (respectively to P ⊥ T ).
(v) The sequences (P ⊥ S ⊥ n ) n∈N and (P ⊥ Tn ) n∈N converge to P ⊥ S ⊥ and P ⊥ T , respectively.
Proof. Note that
satisfies the hypoteses of Theorem 7.2. First it will be proved that the sequences ((I − U )U n ) n∈N and ((I − U n )U ) n∈N converge to 0 if and only if the sequence (P ⊥ Tn ) n∈N converges to P ⊥ T . Since U , U n ∈ L(H) are self-adjoint, the sequences ((I − U )U n ) n∈N and ((I − U n )U ) n∈N converge to 0 if and only if the sequences (U n (I − U )) n∈N and (U (I − U n )) n∈N converge to 0. In particular, the sequences ((I − U )U n U ) n∈N , ((I − U )U n (I − U )) n∈N and (U U n (I − U )) n∈N converge to 0. In addition, since (U (I − U n )) n∈N converges to 0, the sequence (U U n U ) n∈N converges to U . However, since
the sequence (P ⊥ Tn ) n∈N converges to P ⊥ T . A similar argument proves that the sequences (V (I −V n )) n∈N and (V n (I −V )) n∈N converge to 0 if and only if the sequence (P ⊥ S ⊥ n ) n∈N converges to P ⊥ S ⊥ . To conlcude the proof, apply Theorem 7.1 and Theorem 7.2.
To study the differentiation of the outer inverse A (2) T,S , it is necessary to present a prelimiery result first. V,U exist and consider idempotents P T , P V ∈ L(X) and P S , P U ∈ L(Y) such that R(P T ) = T, R(P V ) = V, R(P S ) = S and R(P U ) = U. Then Proof. Let P T , P V ∈ L(X) • be such that R(P T ) = T and R(P V ) = V. According to [18, 
V,U BA
T,S − A
T,S = −(I X − B
V,U B)P T A
T,S = (I X − B
V,U B)(P V − P T )A
Now consider P S , P U ∈ L(Y) • such that R(P S ) = S and R(P U ) = U. According to [18, 
V,U = B
V,U (I Y − P U ).
Consequently, B
V,U − B In what follows, the differentiation of the outer inverse A (2) T,S will be studied. R(P(t)),R(Q(t)) exists. If the functions A, P and Q are differentiable at t 0 , then the following statements are equivalent. Proof. It is enough to prove that statement (i) implies statement (ii). This proof can be derived from Lemma 7.4. In fact, according to this result, A
P,Q (t) − A
P,Q (t 0 ) = − A
P,Q (t)(Q(t) − Q(t 0 ))(I Y − A(t 0 )A
P,Q (t 0 )) + (I X − A (2) P,Q (t)A(t))(P(t) − P(t 0 ))A 
P ⊥ ,Q ⊥ (t 0 ).
Proof. Apply Theorem 7.5 to the case under consideration.
