Generative adversarial networks (GANs) have shown great promise in generating complex data such as images. A standard practice in GANs is to discard the discriminator after training and use only the generator for sampling. However, this loses valuable information of real data distribution learned by the discriminator. In this work, we propose a collaborative sampling scheme between the generator and discriminator for improved data generation. Guided by the discriminator, our approach refines generated samples through gradient-based optimization, shifting the generator distribution closer to the real data distribution. Additionally, we present a practical discriminator shaping method that can further improve the sample refinement process. Orthogonal to existing GAN variants, our proposed method offers a new degree of freedom in GAN sampling. We demonstrate its efficacy through experiments on synthetic data and image generation tasks.
Introduction
Generative adversarial networks (GAN) (Goodfellow et al., 2014) have achieved great success in various tasks such as image generation (Goodfellow et al., 2014; Radford et al., 2015; Brock et al., 2018) , image editing (Ledig et al., 2017) , image style transfer Isola et al., 2017; Karras et al., 2018) and representation learning . Despite these promising results, training GANs poses a challenge in practice. The gradients provided by the discriminator over time are prone to vanish (Salimans et al., 2016) or explode (Gulrajani et al., 2017) , often leading to training instability. While a great amount of effort has been devoted to stabilize the GAN training (Wu et al., 2017; Karras et al., 2017; Gulrajani et al., 2017; Kodali et al., 2017; Miyato et al., 2018) , obtaining a consistently good gener-* Equal contribution 1É cole Polytechnique Fédérale de Lausanne (EPFL). <{yuejiang.liu,parth.kothari,alexandre.alahi}@epfl.ch>.
Preprint. Source code is available at https://github.com/vitaepfl/collaborative-gan-sampling ative model remains an open question. In this work, we aim to better approximate the real distribution through an alternate approach -instead of changing the GAN training dynamics, our goal is to improve the model distribution during the sampling process at test time.
A standard practice in GAN sampling is to completely discard the discriminator once training completes and use only the generator for sample generation. Recently, (Azadi et al., 2018) shows that it is beneficial to post-process the generator distribution by using the discriminator to reject bad samples. While this method, under strict conditions, can recover the real data distribution, it needs the generator distribution and real distribution to have the same support and suffers from low sampling efficiency. We propose to overcome these limitations and take a step further by modifying, rather than simply rejecting, the generated samples.
In this work, we introduce a collaborative sampling scheme between the generator and discriminator for improved sample generation. Once GAN training completes, we freeze the parameters of the generator and refine the generated samples leveraging on the discriminator gradients. We further propose to shape the discriminator loss landscape using these refined samples. Through sample-wise optimization, our method shifts the model distribution closer to the real data distribution.
We demonstrate the potential of our collaborative sampling scheme by conducting experiments on synthetic data, MNIST and CelebA dataset. Through quantitative and qualitative evaluation, we show that our proposed collaborative sampling method can consistently improve the generator distribution. Moreover, we show that in a challenging imbalance setting the standard GAN training easily runs into mode collapse, whereas our proposed framework succeeds in recovering all modes with high sample quality. We finally present empirical evidence that our method is not limited to the task of sample generation by successfully applying it to image denoising. Orthogonal to the extensive research works in tackling the GAN training dynamics, our proposed method is naturally compatible with different GAN variants and offers a new degree of freedom in GAN sampling.
Background

Generative Adversarial Networks
A generative adversarial network (GAN) consists of two neural networks, namely the generator G and the discriminator D, trained together. Informally, it is a two player game where the objective of the generator is to fool the discriminator into believing that the generated samples are real. On the other hand, the discriminator has to correctly classify whether the given sample is real or fake. The generator G takes as input a noise vector z sampled from a given noise distribution p z and transforms it into a real looking sample G(z). The G essentially maps the noise distribution p z to a generator distribution p g . The D tells whether a sample comes from the generator distribution p g or the real data distribution p r . The game between the generator G and the discriminator D can be formulated as a minimax objective:
It is shown in (Goodfellow et al., 2014 ) that under certain conditions, optimizing the above loss function can lead to a generator that exactly recovers the real data distribution. However, this assumption may not hold in practice (Arora et al., 2017) , resulting in an inaccurate model distribution.
Training GANs
The training dynamics of GANs is in general very complex. The generator does not have direct access to the real data distribution and can only learn from the gradient information provided by the discriminator. However, these gradients are prone to vanish (Salimans et al., 2016) or explode (Gulrajani et al., 2017) , resulting in notorious training instability. The original GAN (Goodfellow et al., 2014) advocated the use of a non-saturating loss function (NS-GAN) to mitigate the issue of vanishing gradients:
To further improve GAN training, recent works have been extensively focused on various training procedures (Karras et al., 2017; Chavdarova & Fleuret, 2017) , loss functions (Wu et al., 2017) , network architectures (Radford et al., 2015) , regularization (Gulrajani et al., 2017; Kodali et al., 2017) and normalization (Miyato et al., 2018) methods. Despite improved stability, these techniques can overly constrain the discriminator, leading to a tradeoff between the training stability and algorithmic performance. Recent work (Brock et al., 2018) achieved the state-of-the-art results by relaxing these stabilizing conditions and allowing training collapse. Moreover, (Fedus et al., 2017; Lucic et al., 2017) have shown that, with proper hyperparameter tuning, the original non-saturating GAN (Eq. 2) can achieve comparable performance to the new variants. In this work, we sidestep these issues in GAN training. Rather, we accept the trained generator distribution at its face value and try to improve the generated sample quality in the sampling process.
GAN sampling
A standard GAN sampling process draws samples from the generator distribution without the involvement of the discriminator. Recently, (Azadi et al., 2018) proposed a rejection sampling scheme that uses the discriminator to filter out the generated samples that are unlikely to be real. A similar method is introduced in (Turner et al., 2018) , which replaced the rejection sampling by the Markov chain Monte Carlo (MCMC) method for better scalability in highdimensional space. However, both of them rely on an acceptreject principle and inevitably sacrifice sample efficiency. In fact, they have to modulate the rejection threshold (Azadi et al., 2018) or calibrate the discriminator (Turner et al., 2018) to mitigate undesired acceptance rate for practical use. Our work will explore a deeper collaboration scheme between the generator and discriminator that exploits richer information contained in the discriminator to improve the model distribution.
Collaborative Networks
Collaborative neural networks have been a growing concept and a useful tool to tackle challenging tasks which a single isolated scheme can hardly cope with. Various collaborative mechanisms have been proposed for image recognition (Zhang et al., 2011; Cai et al., 2016) , image segmentation (Zheng et al., 2018) as well as recommendation system (Wang et al., 2015; He et al., 2017; Chen et al., 2017; Tay et al., 2018) .
In the context of GANs, (LeCun, 2016) promoted to go beyond adversarial training and explore collaborative generative networks. (Albanie et al., 2017 ) introduced a conceptually unadversarial paradigm where two networks work as a team to achieve the best performance. Very recently, (Lee et al., 2019) proposed a GAN-based image imputation method that leverages multiple inputs in a collaborative manner to generate realistic missing data. However, existing works lack a concrete and generic solution for close collaboration between the generator and discriminator in either training or sampling. In this work, we will present a collaborative sampling scheme that allows the two networks to jointly participate in the modeling of the real data distribution.
Method
A common practice in GANs is to discard the discriminator once the training completes, using only the generator for sample generation. We posit that, in contrast to disregarding the discriminator, it can be beneficial to leverage the information contained in the discriminator to refine generated samples. By doing this, we acquire an additional degree of freedom to shift the generator distribution towards the real one.
In this section, we will first introduce our proposed collaborative sampling scheme and then move on to explain why shaping the discriminator loss landscape can lead to a better refined sample distribution.
Collaborative Sampling
For the sake of simplicity, let x denote a sample drawn from the generator distribution, i.e., x ∼ p g . The discriminator outputs D(x) as an estimate of the probability of being real. We denote the parameters of the discriminator and the generator by θ d and θ g respectively. In standard GAN training, gradients are backpropagated through the generated sample x to parameters θ g :
where L G is defined according to Eq. 2.
Ideally, we want the generator and discriminator to reach an equilibrium where the discriminator loses its ability to distinguish between p g and p r , i.e., D(x) = 1/2 and g x := ∂L G ∂x = 0. However, such a saddle point can be hardly reached in practice. It has been shown that even after sufficient training, the generator and discriminator may not converge to an equilibrium (Arora et al., 2017) , indicating a scope of improvement for the generator distribution.
Practically, let's assume that generator distribution does not exactly match the real data distribution, i.e., the divergence between p g and p r is not zero. Rather than sampling from this inexact generator distribution, we leverage the gradient information provided by the discriminator to continuously refine generated samples using the following recursion:
where k is the iteration index, λ is the stepsize, Proj is the projection operator and Ω is the constraints on x, e.g., the range of valid pixel value. Inspired by (Rolinek & Martius, 2018) , we adopt an adaptive stepsize based on the discriminator output:
where η is a constant hyperparameter of learning rate and x * is a random sample drawn from the real data distribu-
serves as an estimate of the distance between a refined sample and a nearest optimum. Thus, the step-size adaptation accelerates sample optimization for those samples that are distant from the real data distribution.
Algorithm 1 Collaborative sampling
maximum number of refinement iterations K Output :synthetic sample x begin Randomly sample a real data x * from data distribution p r Randomly sample a fake data x 0 from generator distri-
Discriminator Shaping
We refer to the function defined by the discriminator for classifying a sample as the learned discriminator loss function. Ideally, we want a smooth and monotonic discriminator loss function from the generated samples to their nearest real distribution modes in order to effectively guide the sample refinement process according to Algorithm 1. However, this is not always the case for the standard GAN training. Since the objective of the discriminator is solely to distinguish real and fake samples, the learned discriminator can dramatically overfit to the generator distribution. Consequently, the discriminator may misclassify a refined fake sample which it has never seen before and lose the ability to suggest improvements. In other words, when the learned discriminator has multiple local optima, it can fail in guiding the generated samples toward the real distribution. From here on, we refer to such local optima as 'bad local optima'.
To resolve this issue, we devise a practical discriminator shaping method, in hope to obtain a discriminator that is not only good at classification but also capable of effectively guiding the sample refinement process. Given a trained generator and discriminator, our method shapes the discriminator according to the following modified objective:
where x is a refined sample from Algorithm 1 and p c is the collaboratively sampled data distribution.
As outlined in Algorithm 2, the discriminator shaping step and sample refinement process are conducted alternatively, which essentially encourages the discriminator to explore the space spanning from the generation distribution p g to the real data distribution p r . By doing so, we aim to remove bad local optima in the discriminator loss landscape. It can alternatively be viewed as a self-supervision game, gradually pushing the discriminator to generalize and collaborate with the generator for sample improvement.
Algorithm 2 Discriminator shaping Input :a frozen generator G, a pre-trained discriminator D Output :a fine-tuned discriminatorD begin for number of D shaping iterations do Draw m refined samples {x We summarize our proposed collaborative sampling scheme through an illustration. In the ideal case shown in Fig. (2a) (a) ( and Fig. (2b) , a trained generator provides a model distribution that is close to, but not exactly the same as, the real data distribution. When the discriminator loss function is smooth and monotonic, the collaborative sampling scheme can easily shift the generator distribution closer to the real one. However, in higher dimensional space, the discriminator loss function can present numerous bad local optima. As shown in Fig. (2c) and Fig. (2d) , the refined samples may end up at these bad local optima. Fig. (2e) and Fig. (2f) illustrate how recursively shaping discriminator loss landscape using the refined data distribution can help in recovering the real data distribution.
Propositions 1. If the discriminator reaches its optimal D * at each step given the model distribution, the sample refinement process x c = R(x g ) shifts the model distribution closer to the data distribution
Consider each pair of generated sample x g and refined sample x c , we have
) for objective functions such as the minimax or nonsaturating loss. Applying this inequality to the value function provided by an optimal discriminator, we have
According to the Theorem 1 in the original GAN paper (Goodfellow et al., 2014) , V (G, D * ) = 2D JS (p r p g ) − log(4), concluding the proof. Remark 1. The proposed collaborative sampling scheme can be naturally integrated with rejection sampling process (Azadi et al., 2018) , thereby recovering the exact data distribution under ideal conditions. In particular, our sample refinement method can potentially boost the sample-efficiency of the downstream rejection sampling process.
Experiments
In this section, we will compare our proposed collaborative sampling scheme with the standard GAN framework both qualitatively and quantitatively. First, we will analyze the performance of our method on standard 2D synthetic datasets: 2D Gaussians and Swissroll. Additionally, we will show the strength of our method in a challenging scenario of large data imbalance. Next, we will examine its effectiveness on image generation tasks, including MNIST and CelebA. We will finally show an application of the proposed scheme in image denoising.
2D Synthetic Data
In this experiment, we examine our proposed collaborative sampling framework on two standard low-dimensional synthetic datasets typically used in the GAN community: Mixture of eight 2D isotropic Gaussians and Swissroll. These 2D experiments not only demonstrate the ability of our method for improved sample generation but also provide a clear visualization of the discriminator loss landscape.
The synthetic data is created in a range of 10.0 units with a standard deviation of 0.05 units for 2D Gaussians and 0.25 units for Swissroll. We use a standard fully-connected MLP with 4 hidden layers to model the generator and the discriminator. For sample refinement, we conduct maximum 50 updates (k=50) with a step size of 0.1. We compare the results of the following sample generation schemes in our experiments:
a. GAN: Standard sampling from GAN only using the trained generator b. G2N-freeze: Collaborative sampling from both the generator and discriminator, without additional discriminator training c. G2N-tuning: Collaborative sampling from both the generator and discriminator, with discriminator tuning using generated samples d. G2N-shaping: Collaborative sampling from both the generator and discriminator, with discriminator shaping using refined samples
All the schemes are applied on an early terminated GAN model (2k iterations). Figure 3 and Figure 4 show a qualitative comparison of 400 samples produced by the different schemes on the 2D datasets. We can clearly observe that the default generator distribution produces a considerable amount of outliers far away from the real data distribution.
Comparing different sample refinement schemes, our pro- A sample is 'Good' if the distance between the generated sample and its nearest real sample is smaller than 3 times of the standard deviation. GAN-early are the early terminated GAN models corresponding to Fig. 3a and Fig. 4a , from which different sampling methods generate samples. GAN-optimal are near optimal GAN models trained for 20k iterations.
posed G2N-shaping method provides the closest distribution to the real distribution on both two tasks. Furthermore, the loss landscape learned by G2N-shaping is better aligned with the real distribution. In contrast, G2N-freeze provides bad sample accuracy while G2N-tuning causes severe overfitting, misleading the sample refinement process. This result confirms that both the additional discriminator training as well as the use of refined samples for shaping the landscape are an integral part for the success of improved sample generation.
A quantitative comparison is summarized in Table 1 . Following (Srivastava et al., 2017) , we consider a sample as having high quality if it is within a distance of three times the standard deviation from the nearest real sample. The proposed collaborative sampling method significantly outperforms the standard GAN sampling, increasing the fraction of highquality samples from 23% to 66% and from 97% to 99% in the Gaussian mixture and Swissroll respectively. We can also notice that without discriminator shaping, the sample refinement process cannot consistently improve the model distribution, which is in line with our qualitative observations above.
One might argue that training GANs for a longer period may recover an even better model distribution. To this extent, we provide an additional comparison between an early terminated generator with our proposed sampling method and a fully trained GAN for 20k iterations, which is roughly equivalent to the best performance a model can achieve within the given capacity, as shown in Fig. (3e) and Fig. (4e) . The quantitative and qualitative results indicate the near-optimal performance of our method in both of the 2D tasks.
Based on the highly competitive performance on the ideal balanced datasets, we next present a more realistic and imbalanced scenario where standard GAN training is prone to mode collapse. Fig. 5 shows an experiment on an imbalanced mixture of Gaussians, where 80% of the data come from two Gaussian components while the rest 20% are distributed to the other six clusters. As shown in Fig. (5c) , training GANs until convergence results in high sample quality but poor diversity. On the other hand, early termination fails to provide realistic samples. By combining our proposed collaborative sampling method with an early ter- minated GAN model, we can obtain samples of both high quality and diversity, as shown in Fig. (5d) . This superior result suggests a high potential of our method in overcoming challenges that a standard GAN encounters.
Image Generation
In our next experiment, we apply the proposed framework to the task of image generation. We first examine the effectiveness of our method on MNIST and CelebA datasets, and subsequently explore its application in denoising.
For MNIST, the generator network consists of two fully connected layers followed by two deconvolutional layers. The discriminator consists of two convolutional layers followed by two linear layers. All the layers have leaky ReLU activations except for the last layer which has tanh and sigmoid activation function for the generator and discriminator respectively. We train both the networks using the Adam optimizer (Kingma & Ba, 2014 ) with a learning rate of 0.0002.
We highlight the performance of the collaborative sampling scheme at two different stages of GAN training. When the GAN training is early terminated, as shown in Fig. (7a) , the default generator distribution is far from a good approximation of the real distribution. By collaboratively sampling from this generator and the shaped discriminator, the refined samples become clearly better looking. In particular, the refined samples have much less digit errors as well as background noise. On the other hand, when the GAN is fully trained, as shown in Fig. (7b) , both the default generator samples and the refined samples look good qualitatively. However, on careful observation, we notice that the refined distribution corrects subtle digit errors present in the default generator distribution, for example, the '2' digits.
A quantitative comparison between the standard GAN sampling and our proposed collaborative sampling on MNIST is presented in Fig. 6 . Our proposed sampling scheme is applied to GAN models trained for various epochs. Given a frozen generator at each stage, the discriminator is shaped for 1k more iterations. The result shows that the proposed collaborative sampling method can consistently improve the IS (Salimans et al., 2016) and FID (Heusel et al., 2017) . This fact adds credence to our hypothesis that the sample refinement process guided by the discriminator can offer another degree of freedom to improve the model distribution.
We further assess our method with DCGAN on CelebA dataset. We first train both networks using the Adam optimizer with a learning rate of 0.0002 for 5 epochs. Once GAN training stops, the discriminator is shaped for 2 more epochs. Qualitative results are illustrated in Fig 8. Clear improvements can be observed on most images, which reaffirms the high potential of our proposed method in refining complex data like human faces.
Our proposed framework is not limited to the task of improving sample generation. Fig. 9 shows an application of our method to image denoising. The model architecture is the same as the MNIST case. The input noisy samples are constructed by adding faint generator samples to the real data samples. Given these noisy inputs, we compare the outputs of the following two schemes: sample refinement without discriminator shaping and sample refinement using discriminator shaping. We can observe that the sample refinement process with the shaped discriminator greatly removes the noise on top of the real digits, whereas the refinement process with the default discriminator injects additional noise around the digits. This, once again, demonstrates that the discriminator shaping method helps to remove bad local optima in the learned loss landscape.
Conclusion and Discussion
In this work, we introduced a collaborative sampling scheme for GANs. Rather than disregarding the discriminator at test time, we propose to continue using the discriminator gradients to refine the generated samples. This is advantageous in cases where the generator distribution does not exactly match the real distribution, due to practical challenges such as training instability, mode collapse (Fig. 5) or limited model capacity (Fig. 7) . Orthogonal to various works on GAN training, our proposed scheme offers another degree of freedom to improve the model distribution empowered by the discriminator.
The potential of our method is not limited to GAN sampling, as noted by its successful application to the task of image denoising (Fig. 9) . We hope to further explore its potential in tackling mode collapse, training instability as well as other challenges in the future.
One limitation of the proposed method is the additional computational time for sampling. By introducing the sample- Figure 8 . Performance of our collaborative sampling scheme on 64 × 64 CelebA. A DCGAN is trained for 5 epoch, followed by discriminator shaping for 2 epoch. The refined images (middle row) look more visually realistic than the default generated images (top row). The difference between the two set of samples are shown in the bottom row. Figure 9 . Application of our proposed method to image denoising. The real images are perturbed by other faint digits (top row). Directly applying the sample refinement with the default discriminator gives rise to background noise (middle row). Refining the noisy samples with the shaped discriminator successfully recovers the original images (bottom row).
wise optimization, we gain improved sample quality but at the expense of extra iterations. Finding a time-efficient optimization method for the sample refinement process is another potential avenue for future research.
