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While our genomes are essentially static, our microbiomes are inherently dynamic. The microbial
communities we harbor in our bodies change throughout our lives due to many factors, including
maturation during childhood, alterations in our diets, travel, illnesses, and medical treatments.
Moreover, there is mounting evidence that our microbiomes change us, by promoting health
through their beneﬁcial actions or by increasing our susceptibility to diseases through a process
termed dysbiosis. Recent technological advances are enabling unprecedentedly detailed studies of
the dynamics of the microbiota in animal models and human populations. This review will highlight
key areas of investigation in the ﬁeld, including establishment of the microbiota during early child-
hood, temporal variability of the microbiome in healthy adults, responses of the microbiota to
intentional perturbations such as antibiotics and dietary changes, and prospective analyses linking
changes in the microbiota to host disease status. Given the importance of computational methods in
the ﬁeld, this review will also discuss issues and pitfalls in the analysis of microbiome time-series
data, and explore several promising new directions for mathematical model and algorithm
development.
 2014 Federation of European Biochemical Societies. Published by Elsevier B.V. All rights reserved.1. Introduction
Our microbiomes comprise complex and dynamic ecosystems.
Microbial colonization begins at birth, with increasingly rich
communities of microorganisms assembling throughout the body
during infancy [1–8]. In healthy adults, the microbiota can become
altered by diet [9–13], hormonal cycles [14], sexual activity [14–
17], and many other factors. Dramatic changes can occur with dis-
eases, such as infections [18,19] or inﬂammatory bowel disease
[20]. Medical interventions, such as antibiotic treatments [21–23]
can also profoundly affect the microbiota.
High-throughput experimental methods [24] are enabling
increasingly comprehensive analyses of the microbiota over time,
which are beginning to provide insights into fundamental ques-
tions about microbiome dynamics. What are the kinetics of micro-
bial community assembly in infancy, and how do the functions of
microbial communities track developmental changes in the host?
How do the genomes of microbial lineages in the host change over
time? How stable is the adult microbiome, and what factors pro-
mote or interfere with its stability? If the microbiome is perturbed,
such as through an infection or antibiotic treatment, does itrecover to its original state? How quickly does it recover or reach
a new stable state? Do preceding changes in the microbiome cause
or increase susceptibility to certain diseases? Are there critical
temporal windows during which these changes must occur to
cause disease?
Investigating these questions often requires the application of
specialized computational time-series analysis tools. Ordering of
data points and the continuity of changes across time are special
properties of longitudinal data. Ignoring these properties of time-
series data, and applying statistical tools designed for analyzing
static data, can lead to erroneous conclusions. Moreover, sophisti-
cated computational time-series analysis tools can extract rich
information from longitudinal data, including forecasting of future
behaviors of host-microbial ecosystems [7,25,26], inference of
stability and response times to perturbations [26,27], and even
discovery of causal interactions [28].
In this article, I will review recent developments in the study of
the dynamics of mammalian host-microbial ecosystems. The focus
of this review is on behaviors of the microbiota that are uniquely
temporal, rather than properties of the microbiota at end-points.
Thus, I will primarily discuss studies analyzing relatively dense
time-series data (e.g., >10 time-points) or that offer conceptual
or methodological advances. I will begin with a review of key areas
of investigation in the ﬁeld, including establishment and
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variability of the microbiome in healthy adults, dynamic responses
of the microbiome to intentional perturbations such as antibiotics
and dietary alterations, and prospective analyses linking changes
in the microbiota to host disease status. Next, I will discuss aspects
of computational analyses of longitudinal microbiome data, with a
particular emphasis on new directions in model and algorithm
development. Finally, I will conclude with some thoughts on the
future of the ﬁeld.
2. Establishment and maturation of the microbiome in early
childhood
In a pioneering study, Palmer et al. [3] used microarrays to pro-
ﬁle the gut microbiota of 14 healthy, full-term infants (26 stool
samples per infant). Overall, the investigators found that inter-
individual variation among infants’ microbiomes was very high
during the ﬁrst year of life. To an extent, each infant acquired a
distinct combination of bacterial species, with different temporal
patterns of colonization. However, certain commonalities across
infants were evident, such as aerotolerant organisms (e.g., Staphy-
lococcus and Streptococcus species) colonizing early, with later col-
onization by strict anaerobes (e.g., Eubacterium and Clostridium
species). Additionally, infants’ microbiomes remained relatively
‘‘stable,’’ in the sense that most taxonomic groups persisted for
weeks to months. Interestingly, over time, as the infants matured,
inter-individual microbiome variability decreased and their micro-
biomes began to resemble those of their parents.
Koenig et al. [2] subsequently used sequencing-based methods
to analyze the microbiome of a single child, from whom 60 fecal
samples had been collected, from birth until 2.5 years of age. 16S
rRNA gene sequencing was performed on all samples, and shotgun
metagenomic sequencing was performed on a subset of the sam-
ples. Phylogenetic diversity of the infant’s microbiome was found
to increase gradually over time, while the relative abundances of
certain major taxonomic groups shifted abruptly, especially at
the time of solid food introduction. The shotgun metagenomic
sequencing data revealed differences in microbial gene content be-
tween early and late samples. For instance, early samples were en-
riched for lactate metabolism genes, compared to later samples
after solid food introduction that were enriched for genes involved
in broader carbohydrate utilization, vitamin biosynthesis, and
xenobiotic degradation.
Also employing shotgun metagenomic sequencing methods,
Sharon et al. [5] found changes in the microbiome during early
gut maturation at the level of bacterial strains and bacteriophages.
The investigators analyzed 11 fecal samples collected during the
ﬁrst month of life from a single infant born prematurely via C-sec-
tion at 26 weeks of gestation. Changes in microbial gene content
over time were tracked using sequence binning and genome
assembly techniques that leveraged temporal patterns of scaffold
abundances. The analysis identiﬁed three Staphylococcus epidermi-
dis strains, which differed in genes coding for antibiotic resistance,
heavy metal detoxiﬁcation, and resistance to phage infection.
Moreover, three bacteriophage types that infect S. epidermidiswere
seen to co-vary with respective S. epidermidis strains. A novel Pro-
pionibacterium species was also found, present at later time-points,
and harboring genes coding for inositol and sialic acid metabolism
not present in Propionibacterium species seen at earlier time-
points.
In another study investigating bacterial strain-level changes
during infant gut colonization, de Muinck et al. [1] sequenced the
genomes of 16 Escherichia coli strains isolated from children at dif-
ferent ages. Overall, they found hundreds of genes that were differ-
entially enriched between early (ﬁrst 2 weeks of life) and latercolonizing strains. Early colonizing strains were enriched for genes
conferring functions such as colicin resistance, type IV secretion
systems/ﬁmbriae, and biosynthetic processes. In contrast, strains
colonizing later were enriched for genes involved in functions such
as oxidation reduction and resistance to arsenate and cyanate. The
investigators hypothesized that these differences were driven by
greater interactions with the host and the availability of relatively
fewer metabolic compounds in the gut during early colonization, in
contrast to the more complex and competitive gut microbial eco-
systems present later in infancy.
In a study investigating early microbial colonization of multiple
body sites, Costello et al. [29] collected a time-series of skin, saliva
and stool samples from 5 low-birthweight infants. Using 16S rRNA
gene sequencing analyses of samples, the investigators found that
the microbiota in saliva and stool samples from the same individ-
ual were not signiﬁcantly different until at least day 15 of life, a
ﬁnding replicated in a cohort of age-matched normal-birthweight
infants. The investigators hypothesized that the observed gradual
divergence of oral and gut microbiomes represented colonization
and selection for gut-speciﬁc microbes in the intestine as they out-
competed transient or generalist immigrants from the oral ﬂora.
While the longitudinal studies of microbiome maturation de-
scribed above have yielded intriguing results, their small samples
sizes limit generalization of their ﬁndings. This issue was ad-
dressed to some extent by Yatsunenko et al. [13], who analyzed
microbiomes of 531 geographically diverse human subjects of dif-
ferent ages, although their study design was effectively cross-sec-
tional rather than longitudinal. They found that inter-individual
microbiome variability was consistently higher among children
than among adults, with microbial communities becoming more
adult-like as children reached 3 years of age. These ﬁndings were
consistent across the diverse populations studied, including rural
Malawians and Guahibo Amerindians, and urban Americans in
three different U.S. states. Interestingly, geography-independent
differences in microbial gene content were found, particularly for
vitamin B12, B7, and B1 synthesis pathways, which were enriched
in adults, and folate synthesis pathways, which were enriched in
infants.
Animal studies of microbiome maturation, in which diet, genet-
ic background, and environmental factors can be carefully con-
trolled, provide a useful complement to human studies. For
example, Schloss et al. [4] analyzed gut microbiomes of a cohort
of 12 maturing mice using 16S rRNA sequencing of 30 fecal sam-
ples per mouse collected over approximately 1 year. Overall micro-
bial community structures differed signiﬁcantly between early and
late samples, with consistent structures established by 15 days
post-weaning. The investigators further found that microbiome
variability over time decreased signiﬁcantly with age. Interest-
ingly, the Operational Taxonomic Units (OTUs) present in early
and late samples were largely the same; changes over time in
the microbiota were mostly due to increases or decreases in the
relative abundances of OTUs.
3. Temporal variability of the microbiome in healthy adults
To assess the degree of variation over time in the microbiota of
healthy adults, Caporaso et al. [30] generated the most densely
sampled microbiome time-series to date. Skin, oral, and fecal
samples from 2 healthy adults were collected at a total of 396
time-points (mean interval of sampling of 1.12 days, for 6 months
in one subject and for 15 months in the other) and analyzed with
16S rRNA gene sequencing. Microbiomes were found to have
distinct ‘‘signatures,’’ in the sense that the overall structure of
microbial communities in different body sites and in different indi-
viduals remained distinguishable over time. However, individuals’
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presence/absence and abundances of OTUs, across months, weeks
and even days, with few OTUs remaining present over the entire
time-course.
A recent study by Faith et al. [31], which used a specially devel-
oped 16S rRNA gene sequencing protocol termed low-error ampli-
con sequencing (LEA-Seq), calls into question the extreme
temporal variability of adult microbiomes reported by Caporaso
et al. [30]. LEA-Seq employs a linear ampliﬁcation step with dilute
barcoded primers, followed by exponential PCR. Amplicons are
then sequenced to obtain 20 coverage, yielding an error-cor-
rected consensus sequence for each barcoded template. Faith
et al. used LEA-Seq to analyze stool samples collected from 37
adults. Subjects were sampled 2–13 times, up to 296 days apart,
and in some cases were followed for over 5 years. The low
sequencing error rate of LEA-Seq substantially improved tracking
of bacterial species and strains over the time-course, with 60% of
strains showing persistence over the study period. More abundant
species or strains were in general more persistent, with members
of the Actinobacteria phylum and Bacteroides genus exhibiting
the greatest persistence. Thus, in earlier studies, 16S rRNA gene
sequencing protocols with relatively high error rates may have
led to overestimates of the degree of temporal microbiome vari-
ability in healthy adults.
Healthy reproductive-aged women undergo signiﬁcant physio-
logical changes throughout the menstrual cycle, which are ex-
pected to impact the microbiome, particularly in the vagina. To
analyze these effects, Gajer et al. [14] sequenced 16S rRNA genes
from vaginal samples collected twice weekly over a 16-week per-
iod from 32 healthy reproductive-age women. The investigators
identiﬁed 5 types of vaginal bacterial communities, with most
communities dominated by one or two Lactobacillus species. The
dynamics of community type changes were complex and often
subject-speciﬁc, but did show certain similarities. For example,
communities characterized by L. gasseri dominance rarely transi-
tioned to other community types, while communities with L. crisp-
atus dominance frequently transitioned to L. iners dominated
communities. Signiﬁcant associations were found between in-
creased variability in the vaginal microbiome and menstrual cycle
time, bacterial community composition, and sexual activity.
Koren et al. [32] recently investigated the gut microbiomes of
women during pregnancy, a period of extreme and temporally
varying physiological changes. Microbiomes of 91 pregnant wo-
men were analyzed using 16S rRNA gene sequencing of 2 stool
samples from each subject, collected during the ﬁrst and third tri-
mesters. Inter-individual differences between microbial communi-
ties increased with gestational age, with a shift toward lower
abundances of microbes in the order Clostridiales and increases
in abundances of microbes in the Proteobacteria and Actinobacte-
ria phyla. Interestingly, shotgun metagenomic sequence-based
analyses of a subset of samples did not show differences in gene
content at the level of clusters of orthologous groups or metabolic
pathways, suggesting observed shifts in microbial species
abundances conferred more subtle functional differences than
were evident from pathway-level analyses.
Many physiological and behavioral changes occur during the
course of normal human aging, suggesting that the microbiome
may also be affected. Claesson et al. [33] investigated this phenom-
enon in a relatively large cohort of 161 subjects over age 65. In gen-
eral, they found an increased ratio of members of the Bacteroidetes
phylum relative to the Firmicutes phylum in elderly subjects as
compared to younger adults. However, this was not a true longitu-
dinal study, as only 2 stool samples were obtained at 3-month
intervals from 26 of the 161 subjects. A study with more frequentsampling and long-term follow-up in an elderly cohort would
undoubtedly yield further insights into how the microbiome
changes with aging.
The virome, which has been relatively neglected to date, is
likely to have much greater temporal variability than other com-
ponents of the human microbiome. In a recent study, Minot et al.
[34] performed shotgun sequencing analyses on puriﬁed viral nu-
cleic acids from 24 fecal samples collected over 2.5 years from a
healthy adult male. Almost 500 well-determined contigs were
identiﬁed, mostly corresponding to previously uncharacterized
bacteriophages, with >80% of viral contigs persisting for the
duration of the study. Temperate phages showed lower mutation
rates, whereas members of the Microviridae (lytic bacterio-
phages) exhibited sequence divergence rates sufﬁcient to
establish the emergence of new viral species. The fact that this
degree of viral evolution is occurring in the human gut is fascinat-
ing, and seems a fertile area for future research to understand its
impact on the abundances of bacterial populations and their
functions in the gut.
4. Dynamic responses of the microbiome to intentional
perturbations
Humans and domesticated animals are frequently treated with
antibiotics, which undoubtedly cause increased antibiotic resis-
tance in pathogens, but has less clear effects on commensal micro-
bial communities. To investigate this latter phenomenon in
humans, Dethlefsen et al. [21] recruited 3 healthy subjects who re-
ceived 2 5-day courses of oral ciproﬂoxacin during a 10-month
study period. 52–56 stool samples were collected per subject and
analyzed using 16S rRNA gene sequencing. Microbial diversity
was seen to rapidly decline for all subjects within 3–4 days of ini-
tiating antibiotics, but generally recovered within a few days of
ceasing antibiotics. Certain bacterial taxa exhibited similar trends
across subjects, such as decreases in the relative abundances of
OTUs in the families Ruminocococcaceae and Lachnospiraceae
with antibiotic treatment. However, the response of the microbiota
to antibiotics was found to be quite variable across the 3 subjects,
and between the two antibiotic courses in the same subject. Addi-
tionally, while overall microbial community structures appeared to
stabilize by the end of the experiment, they were altered relative to
their initial structures.
Perez-Cobas et al. [22] used a multi-‘‘omic’’ approach to study
the effects of antibiotics on the microbiome of a single human sub-
ject. They generated time-series of 16S rRNA gene sequences,
metagenomes, metatranscriptomes, metametabolomes, and meta-
proteomes from fecal samples obtained from a patient admitted to
the hospital with an infected cardiac pacemaker, who had not re-
ceived antibiotics within the prior 3 months. The patient was trea-
ted with a single dose of IV ampicillin/sulbactam and then 14 days
of IV cefazolin. A sample was obtained prior to antibiotic adminis-
tration, and subsequent samples were obtained on days 3, 6, 11
and 14 of treatment. A wide variety of changes with antibiotic
treatment were detectable over time in the ‘‘omics’’ data sets,
including in the abundances of taxa, expressed genes and proteins,
and levels of metabolites. A particularly intriguing ﬁnding was that
the expression levels of microbial genes associated with clustered
regulatory interspaced short palindromic repeats (CRISPRs) de-
creased during antibiotic treatment, which the investigators
hypothesized could act to increase horizontal gene transfer of anti-
biotic resistance genes.
Antibiotic treatment has long been associated with
increased susceptibility to infections, particularly with Clostridium
difﬁcile, which causes serious colitis in humans [35,36]. How
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bility to infections remains an open question. Bufﬁe et al. [18] pro-
vided initial insights into this question with a set of experiments
longitudinally measuring the microbiota of mice that received a
single dose of the antibiotic clindamycin in the presence or absence
of C. difﬁcile infection. At 12 time-points over 28 days, cohorts of
mice either receiving clindamycin, C. difﬁcile spores, or a combina-
tion of the two, were sacriﬁced and cecal contents were subjected
to 16S rRNA gene sequencing. Interestingly, the single dose of clin-
damycin did not signiﬁcantly reduce overall 16S rRNA gene copy
numbers in the cecum, as assessed using universal 16S primers,
although decreases in microbial diversity persisted for the full
28 days of the experiment. Infection with C. difﬁcile alone was
not seen to alter microbial diversity measures. However, C. difﬁcile
infection in combination with clindamycin treatment caused spe-
ciﬁc alterations in the composition of the microbiota, particularly
in members of the Enterobacteriaceae family and Mollicutes and
Lactobacillus genera.
Healthy adults commonly make intentional changes to their
diets, for purposes such as weight loss, improved athletic perfor-
mance, or religious or ethical reasons. Wu et al. [12] investigated
the effect of two different diets on the human microbiome using
a randomized study design with 10 subjects. The subjects received
either a high-fat/low-ﬁber or a low-fat/high-ﬁber diet while
sequestered for 10 days, during which stool samples were col-
lected daily. Analysis of samples using 16S rRNA gene sequencing
showed rapid changes in the overall structure of microbial commu-
nities within 24 h of initiating either controlled dietary regime.
However, the investigators found few commonalities across sub-
jects in terms of trends involving individual bacterial taxa. David
et al. [9] subsequently performed a more extensive dietary study
in human subjects. 10 subjects were assigned to either a predom-
inantly plant or animal-product based diet for 5 days, and then
switched to the other diet after a washout period. 15 stool samples
were collected before, during, and after each of the 2 dietary regi-
mens, for a total of 30 samples/subject. A variety of ‘‘omics’’ anal-
yses were performed on samples, including 16S rRNA gene
sequencing, RNA-seq, short-chain fatty acid and bile acid measure-
ments, and 18S internal spacer region sequencing. Overall, the ani-
mal-product based diet induced more profound changes in the
microbiota, including increasing abundances of organisms with
bile acid resistance phenotypes such as Bilophila wadsworthia and
Alistipes putredinis. Numerous changes in expression of microbial
genes also occurred on the animal-based diet, including upregula-
tion of genes for vitamin biosynthesis, degradation of polycyclic
aromatic hydrocarbons, and b-lactamases.
Providing a complementary perspective to the human studies
described above, McNulty et al. [10] investigated the effects of die-
tary changes in mice colonized with a deﬁned ﬂora of 12 bacterial
species isolated from the human gut. Over a 6-week period, the
mice were alternately fed standard low-fat/high-plant polysaccha-
ride mouse chow or high-fat/high-sugar diets for 2-week intervals.
Consistent with prior studies, the abundances of microbes were
seen to change rapidly with dietary shifts, with stabilization by
about 1 week. Interestingly, some organisms that are closely re-
lated phylogenetically, such as two Bacteroides species, exhibited
opposite responses to the diets. RNA-seq experiments were also
performed on a subset of time-points. Importantly, many of the
most interesting changes in microbial gene expression, such as
upregulation of critical carbohydrate utilization genes, were only
seen when sequencing reads were mapped back to individual spe-
cies, rather than lumped together based on common functional
annotations. This ﬁnding highlights the power of studies using de-
ﬁned microbial communities, and the perils of performing lumped‘‘metagenomics’’ analyses [37] that ignore individual strains and
species.
5. Prospective studies linking changes in the microbiome to
host disease
Prospective epidemiological studies are a powerful tool for
medical research, with many advantages over case-control studies,
including an increased capability to control for confounding factors
and to establish temporal or even causal relationships with out-
comes [38]. However, these studies usually take longer to com-
plete, require larger cohorts, and are more costly. Thus, it is not
too surprising that to date, only a few prospective microbiome
studies have been completed, and that these studies suffer from
relatively small sample sizes or low temporal resolution. Despite
the limitations of these early studies, they suggest the promise of
the prospective approach. Over the next few years, the number
of such studies is likely to increase at a solid pace, as sequence-
based and other high-throughout experimental technologies for
interrogating the microbiota rapidly become more cost effective
and easier to apply.
In a recent report, White et al. [8] presented results from a pro-
spective study investigating the relationship between the microbi-
ota and infant growth rates. They followed 218 Norwegian infants
over the ﬁrst months of life, collecting stool samples at post-natal
days 4, 10, 30 and 120. Samples were assayed using a microarray
platform capable of detecting the presence of 22 microbial species.
Data were analyzed using both standard regression methods, as
well as statistical tests to determine whether an entire pattern
(i.e., presence or absence of a species at a subset of time-points)
was associated with the outcome of interest, a standardized World
Health Organization measure of growth. Using the pattern analysis
technique, the investigators found a positive association between
the presence of Staphylococcus species in stool samples at day 4
and subsequent growth rates of male and female infants, and a
similar association between the presence of E. coli in stool samples
at days 4–30 in male infants only.
In another study of the developing microbiota, Smith et al. [39]
employed a prospective design to investigate the role of the
microbiome in malnutrition, following 317 Malawian twin pairs
during the ﬁrst 3 years of life. During the study, 43% of twin pairs
became discordant for severe acute malnutrition (SAM). Stool sam-
ples for 9 twin pairs who remained well-nourished and 13 pairs
who became discordant for SAM were assayed with shotgun
metagenomic sequencing. Overall, the investigators found that
for healthy children, including members of discordant twin pairs,
a steady progression over time toward microbiomes similar to
those found in older children occurred. In contrast, children who
developed SAM exhibited more static microbiomes.
Jenq et al. [40] used a prospective study design to investigate
the role of the microbiota in graft-versus-host disease (GVHD), in
a cohort of patients receiving allogeneic bone marrow transplants.
16S rRNA gene sequencing was performed on weekly stool samples
from 9 patients who developed GVHD (with onset of disease at
20 days), and 10 patients who did not develop GVHD. The inves-
tigators found that patients who developed GVHD initially had
similar microbial diversity to that of controls, but diversity de-
creased over time, particularly after the onset of GVHD. Interest-
ingly, patients who developed GVHD were found to have
signiﬁcantly higher levels of ‘‘microbial chaos’’ at early time-points
prior to the onset of GVHD, as quantiﬁed by a time-averaged dis-
similarity measure between adjacent samples. Additionally, abun-
dances of bacteria in the order Lactobacillales increased and those
in the order Clostridiales decreased with the onset of GVHD, with a
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performed by the investigators.
6. Computational analysis of microbiome time-series data:
perspectives and pitfalls
Analysis of longitudinal microbiome data presents particular
challenges. The specialized computational tools needed for time-
series analysis are based on fairly advanced mathematical concepts
that are unfamiliar to many biologists. Time-series models also of-
ten require substantial customization; off-the-shelf software is less
commonly available or applicable for a given study. Additionally,
multiple observations per subject in a time-series expands the vol-
ume of data that must be analyzed, which can overwhelm available
computational resources. Thus, close collaborations between
experimentalists and computational experts are essential for suc-
cessful longitudinal microbiome studies. Critically, these collabora-
tions should commence before a study is undertaken, in order to
establish the best experimental design and strategy for analyzing
the data that will be generated; attempts to salvage a poorly de-
signed longitudinal study after the fact with elaborate computa-
tional algorithms are rarely successful.
One reason that experimental design is especially important for
longitudinal studies is that the frequency of sampling chosen will
directly affect whether changes of interest in the microbiota can
be detected. Fig. 1A illustrates a simple example of an under-sam-
pling phenomenon called temporal aliasing. In this example, 3
hypothetical OTUs oscillate in abundance with periods of 3, 6
and 9 days. The different periods of the OTUs would be evident
with daily sampling, but become obscured with less frequent sam-
pling. For instance, sampling at 6-day intervals would render
dynamics of the ﬁrst 2 OTUs indistinguishable, and sampling at
9-day intervals would make it appear as if all 3 OTUs have the
same dynamics.
How frequently should a host-microbial ecosystem be sam-
pled? The answer depends on the time-scale of changes of interest.
Some members of the microbiota have relatively slow growth rates
[25–27], such that their population dynamics can be captured by
sampling frequencies on the order of a week. In contrast, if expres-
sion changes for microbial stress-response genes [41] are of inter-
est, sampling on the order of minutes could be necessary. The
overall state of the ecosystem is also important, e.g., higher fre-
quency sampling would be necessary to characterize dynamics of
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because statistical strength is borrowed from OTUs that share sim-
ilar dynamics.
7. New directions in microbiome time-series modeling:
dynamical systems and causality
Time-series data inherently contain far richer information than
static data, including the order of data-points, and the statistical
dependency of observations as a function of time. When these fea-
tures of time-series data are properly modeled, it is possible to gain
substantial new insights into the behavior of the system under
study. Microbiome data has other layers of information, too, that
can potentially be exploited, including phylogenetic and functional
relationships among organisms. The majority of longitudinal
microbiome studies to date have used fairly elementary analysis
methods that have not taken full advantage of the temporal and
microbiological information available. Several new directions for
computational modeling of longitudinal microbiome data hold
promise, particularly applications of dynamical systems theory
and frameworks for causality detection from time-series data.
8. Dynamical systems
A dynamical systems model [45] describes the behavior of a
system over time using a ﬁxed set of mathematical relationships,
typically differential equations. These models assume that the
dynamics of a system are deterministic, and can thus be used to
forecast or predict future behaviors of a system given its initial
conditions. Dynamical systems theory originated in classical phys-
ics, for modeling mechanical systems, and has subsequently been0.5 1 1.5 2 2.5 3 3.5 4
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Fig. 2. Dynamical systems model examples. Two hypothetical ecosystems exhibiting d
mutually competitive interactions. (A) Phase portrait for ecosystem 1, showing global asy
converge to the equilibrium point. Dashed green and solid magenta lines illustrate two
points. Red arrows depict the ﬂow or direction of trajectories in the phase portrait. (B) A
function of time. (C) Phase portrait for ecosystem 2, showing global asymptomatic stabi
closed cycle. (D) A single trajectory from ecosystem 2, shown as the concentrations of tused extensively in other ﬁelds, including macroscopic ecology
[28,46–51]. This theory offers a rich and mathematically precise
language for characterizing the qualitative behaviors of systems.
An extensively studied qualitative property of dynamical sys-
tems is stability [45,47,48], which characterizes the behavior of a
system when it is subjected to small perturbations or changes in
starting conditions. Fig. 2 illustrates 2 examples of simple hypo-
thetical dynamical ecosystems that exhibit different types of sta-
bility. As shown in Fig. 2B and D, individual trajectories or
solutions to the equations of a dynamical system can be visualized
by plotting the values of variables, in this case abundances of OTUs,
versus time. Phase portraits, as shown in Fig. 2A and C, provide an
alternate visualization, in which values of variables are plotted
against one another for multiple trajectories, and arrows are drawn
to depict the ﬂows or directions of trajectories. In the ﬁrst example
(Fig. 2A and B), the ecosystem exhibits global asymptotic stability
at an equilibrium point, meaning that if the OTUs start at or are
perturbed to any non-zero levels of abundance, they will over time
converge to the equilibrium point. The second example (Fig. 2C and
D) illustrates a more complex type of stability termed global
asymptotic stability of a limit cycle, meaning that if the OTUs start
at or are perturbed to any non-zero levels of abundance, they will
over time converge to an endless closed cycle. These examples
illustrate the simplest types of dynamical behaviors. Even systems
with as few as 3 variables (e.g., the Lorentz equations [45]) can ex-
hibit considerably more complex dynamics, including chaotic
behavior, meaning that very small perturbations can cause the sys-
tem to follow very different trajectories.
Is the formal dynamical systems theory deﬁnition of stability
applicable to the microbiota? On the one hand, it seems a major
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trajectories, with green square and purple circle illustrating corresponding starting
single trajectory from ecosystem 1, shown as the concentrations of the OTUs as a
lity of a limit cycle: starting from any point, all trajectories converge to an endless
he OTUs as a function of time.
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asymptotic property, meaning that it characterizes a system’s abil-
ity to eventually equilibrate, but without regard to how long this
process takes. Other measures [27,50,52], developed in the physics
and macroscopic ecology ﬁelds, such as those that characterize the
magnitudes of responses to perturbations or the rates of return to
equilibrium, may ultimately prove more relevant for characterizing
microbiome dynamics.
In recent work, Stein et al. [26] employed a dynamical systems
model for analyzing microbiome time-series data. They used a
model based on generalized Lotka-Volterra (gLV) non-linear differ-
ential equations, which assume density-bounded growth of species
in an ecosystem, with additional growth modulation, either posi-
tive or negative, caused by other species in the system. Their model
uses the following equations, which extend the gLV equations to
include terms for externally applied perturbations such as antibi-
otic treatments:
dxiðtÞ
dt
¼ lixiðtÞ þ xiðtÞ
XL
j¼1
aijxjðtÞ þ xiðtÞ
XP
k¼1
bikckðtÞ
Here, xi(t) represents the concentration of species i at time t, li
represents its intrinsic growth-rate, aij the effect of species j on
species i, and bik the effect of time-dependent perturbation ck(t)
on species i.
Stein et al. [26] used their method to reanalyze the C. difﬁcile
infection data generated by Bufﬁe et al. [18], and described earlier
in the ‘‘Dynamic responses of the microbiome to intentional per-
turbations’’ section of this review. They applied their model to
the 10 most abundant genera in the dataset, and predicted a net-
work of microbial interactions. For instance, the Coprobacillus
genus was predicted to have inhibitory interactions with most
other genera and with C. difﬁcile. In contrast, Enterococcus andMol-
licutes genera were predicted to positively affect C. difﬁcile growth,
while the Barnesiella genus was predicted to inhibit the Enterococ-
cus genus. The model predicted stability of the microbiota regard-
less of whether mice had received antibiotics or were infected with
C. difﬁcile, leading the investigators to hypothesize that some per-
turbations can induce stable dysbiotic states. This suggests that
some dysbiotic states could be difﬁcult to correct therapeutically,
requiring drastic measures such as fecal transplantation [35].
Marino et al. [25] also used the gLV equations to model popula-
tion dynamics of the gut microbiota in mice. They inoculated 5
germfree mice with the cecal contents of a conventional mouse,
and collected daily stool samples from the inoculated mice for
21 days. Their model included 17 variables, representing relative
abundances of 16 OTUs and an additional variable aggregating
abundances of all OTUs that did not meet a criteria of >1% relative
abundance for at least one time-point. Overall, the majority of in-
ferred interactions between OTUs were found to be competitive or
ammensalistic (i.e., one OTU was negatively affected and the other
was unaffected). For example, parasitic interactions were found
among closely related members of the Bacteroidetes phylum, and
competitive interactions were found among members of the Firmi-
cutes phylum. Of note, Marino et al. [25] used relative abundance
measurements of OTUs in their model, in contrast to Stein et al.
[26], who used estimates of concentrations of species. The gLV
equations formally require concentrations of species. Relative
abundances are a reasonable substitute only if the total bacterial
biomass of the host-microbial ecosystem remains constant; other-
wise, use of relative abundances in the gLV model could lead to
erroneous conclusions.
Trosvik et al. [7,53] used a different dynamical systems
modeling approach, time-dependent generalized additive models
(GAM), to analyze microbiota time-series data. They initially
applied this framework to analyzing population dynamics of adeﬁned microbial community consisting of E. coli, Lactobacillus
salivarius, and Bacteroides uniformismaintained in an anaerobic fer-
menter system for 28 h and sampled hourly [53]. For example, they
modeled E. coli growth in these experiments using the following
equation:
DEt ¼ be þ feðEtÞ þ geðBtÞ þ heðLtÞ þ keðpHtÞ þ leðOD600tÞ þ et
Here, DEt represents the change in log abundance of E. coli, and
fe, ge, he, ke, le represent smooth functions of log abundances of
E. coli, B. uniformis, L. salivarius, pH, and total bacterial density
respectively; be represents an intercept term, and et an additive
normally-distributed noise term.
In a later publication [7], Trosvik et al. applied the GAM frame-
work to studying dynamics of the human infant gut microbiota.
They reanalyzed the microarray dataset from Palmer et al. [3], de-
scribed previously in the ‘‘Establishment and maturation of the
microbiome in early childhood’’ section of this review, and mod-
eled population levels of three phyla, Bacteroidetes, Proteobacteria,
and Firmicutes in the data. GAM parameters were ﬁt to data from
the ﬁrst several weeks of life for infants, and then the model was
used to forecast bacterial population levels out to 120 days. Agree-
ment between forecasts and observed data was generally good for
the Proteobacteria and Firmicutes, but not the Bacteroidetes. These
ﬁndings led the investigators to hypothesize that bacteria–bacteria
interactions were sufﬁcient to explain growth patterns of the Pro-
teobacteria and Firmicutes, but that host effects, which were not
modeled, were particularly important for the Bacteroidetes.
Although applications of dynamical systems models to analyze
microbiome data have already yielded intriguing results, some
caveats are in order. In all the studies discussed, the investigators
used taxonomic binning or aggregation of OTUs to reduce model
variables to a small number. As described in this review, this
approach can lead to erroneous conclusions. For example, microb-
iome stability may have been overestimated, since lower
abundance taxa with potentially complex dynamics were not mod-
eled. In principle, the methods of Stein et al. [26] and Trosvik et al.
[7,53] could be scaled up to handle more taxa, as they utilize infer-
ence techniques involving solutions of linear equations. However,
linear approximations can result in poor model accuracy, which
could explain some of the discrepancies between model
predictions and observations reported in these studies. More
sophisticated methods for approximating solutions to ordinary dif-
ferential equations, such as those using splines [54] or Gaussian
processes [55], could provide better scalability without sacriﬁce
of accuracy.
The particular dynamical systems models used in the studies
described above also have known limitations. For instance, it has
been demonstrated in macroscopic ecological systems that the
gLV model does not capture mutualistic relationships as well as
other types of relationships [56]. This short-coming of the gLV
model could explain the paucity of mutualistic relationships re-
ported by Marino et al. [25]. The GAM approach used by [7,53]
has the advantage over the gLV model in that it doesn’t require ex-
plicit speciﬁcation of the functional forms of relationships between
variables. However, the GAM approach assumes additivity of rela-
tionships, which is not necessarily realistic for complex host-
microbial ecosystems. An interesting alternative would be to use
non-parametric methods, such as Gaussian Process Dynamical
Models [57], which could capture a wider variety of relationships
between microbes.
A deeper issue to consider is whether the inherent determinism
of dynamical systems theory is too restrictive for modeling the
microbiota. Dynamical systems models assume predictability of
the states of systems for all time, given their initial conditions. Ran-
domness is modeled in this framework only in the sense of mea-
surement noise, not in terms of the dynamics of the underlying
4138 G.K. Gerber / FEBS Letters 588 (2014) 4131–4139system. Models that capture stochastic behaviors of system
dynamics [44,58] are widely used in economics and other ﬁelds,
in which many unmeasured external processes impact the behav-
iors of systems. Extensions of these models for the analysis of lon-
gitudinal microbiome data thus seems an important direction for
future research, given the numerous, complex, and difﬁcult-to-
measure interactions that occur among the microbiota, host and
environment.9. Causality detection from time-series data
The gold standard for determining real-world causality are con-
trolled, interventional experiments. For example, to test whether
particular bacterial genes are responsible for causing illness in a
host, an investigator might set up an experiment in which one
group of animals are inoculated with a bacterial strain harboring
the genes, and another group receives the same strain without
the genes. However, when studying human populations, interven-
tional experiments are frequently infeasible, due to ethical or logis-
tical constraints. Further, even for in vitro or animal experiments, it
may be infeasible to exhaustively test all combinations of putative
causal factors with interventional experiments.
In some cases, it is possible to infer mathematically causal inter-
actions [59,60] from purely observational time-series data. It is
ultimately the directionality of time that gives us this capability,
i.e., because the past can cause the future, but not vice versa. For
example, Granger causality [61] is a popular and intuitively appeal-
ing type of mathematical causality originally developed in the ﬁeld
of economics. For two time-series Y and Z, we say that Z Granger
causes Y if combining past values of Y and Z in a linear regression
model predicts the current value of Y better than a model including
only past values of Y. Although conceptually appealing, it is impor-
tant to keep in mind that mathematical causality does not neces-
sarily correspond to real-world causality. From a practical
standpoint, methods to detect mathematical causality can be
viewed as screening approaches capable of dramatically narrowing
down many potentially causal factors to a small number that can
feasibly be tested in interventional experiments.
Intriguingly, there are intimate connections between the theo-
ries of dynamical systems discussed in the last section and mathe-
matical causality. In a fascinating recent report, Sugihara et al. [28]
introduced a mathematical causality detection framework based
on non-linear dynamical system state space reconstruction, specif-
ically tailored for analyzing ecosystems. This framework has many
appealing features that Granger causality lacks and that are impor-
tant for analyzing ecosystems, including the ability to handle non-
linear relationships and many weak interactions, and insensitivity
to confounding external driving variables. Additionally, this frame-
work does not require one to specify the precise mathematical
form for relationships among variables a priori; rather, the method
is non-parametric and uses cross-validation techniques to assess
conﬁdence in interactions. However, this framework has not been
widely applied, and its performance on longitudinal microbiome
data is unknown. An interesting direction for future work will be
to generate in vivo time-series data using deﬁned microbial com-
munities in which interactions among microbes have been exper-
imentally veriﬁed, and to test the accuracy of different causality
detection frameworks for predicting these interactions from the
data.10. Conclusions
Longitudinal microbiome studies are beginning to yield exciting
insights into the dynamic behaviors of the microbiota, including
microbial succession events during infant gut maturation, normaltemporal variability in healthy adults, responses over time to per-
turbations such as antibiotics and dietary changes, and dysbiotic
alterations that presage symptomatic disease. To date, the number
of longitudinal microbiome studies has been limited, but this is
likely to change rapidly with the increasing accessibility of high-
throughput experimental methods.
What does the future hold for longitudinal microbiome studies?
Multi-‘‘omic’’ analyses that combine information from multiple
data sources, such as transcriptomes, metabolomes, and proteo-
mes, will provide deeper insights into functional changes that oc-
cur in the microbiome over time. Additionally, studies that
measure longitudinal host properties, such as gene expression or
phenotypic markers, will enable us to begin to understand how
the microbiota interacts with the host. We will also likely see more
studies analyzing dynamics of the virome and other non-bacterial
microbial populations harbored in the host. Preliminary studies
[62] suggest that these populations play important roles in the
microbiome, and it will be fascinating to see what general and spe-
ciﬁc principles can be learned from longitudinal analyses of their
behaviors. Emerging single-cell analysis technologies [63–66] are
a particularly exciting development. To date, our understanding
of microbiome behavior is almost entirely based on population-
averaged information. This problemwas emphasized in this review
at the level of taxonomic binning. However, the problem of popu-
lation averaging logically extends to differences in the behaviors of
individual cells. Single-cell experimental technologies hold great
promise for allowing us to delineate these behaviors, and to under-
stand their relevance in the context of the larger host-microbial
ecosystem.
Computational tools for analyzing microbiome time-series data
are another area where we’re likely to see tremendous growth. As
described in this review, we are already beginning to see more
sophisticated techniques being applied to analyzing microbiome
time-series data, such as non-parametric Bayesian models [27]
and dynamical systems theory [7,25,26]. These techniques enable
fundamentally new types of analyses that simple visualization or
statistical testing frameworks cannot. However, many challenges
and opportunities remain. For instance, there is substantial inter-
individual microbiome variability in humans, which can obscure
any common signal present. Computational techniques that could
model inter-individual variability while automatically capturing
commonalities at appropriate levels in ecosystems would be very
powerful. Another challenge is incorporating known phylogenetic
and functional relationships among organisms into models of
microbiome dynamics. If appropriately incorporated, such infor-
mation could substantially boost the predictive power of models.
This is an exciting time to be studying the dynamics of the
microbiome. New tools and techniques are becoming available that
promise to tremendously expand the depth and breadth of our
knowledge. Scientiﬁc and public interest in the ﬁeld is also grow-
ing dramatically. The dynamic microbial battles and alliances that
are being played out in our bodies provide a fascinating counter-
point to our rather staid, stable genomes. Moreover, the concept
of a dynamic microbiome is empowering: maybe we can’t do much
about the genes we’re born with, but we can change our microbi-
omes. Continuing research into the dynamics of the microbiota will
undoubtedly increase our understanding of how changes in the
microbiota promote normal host physiology or cause dysbiosis,
and will ultimately give us the power to effect persistent altera-
tions in the microbiome that prevent or ameliorate disease.References
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