Using problem-speci c background knowledge, computer programs developed within the framework of Inductive Logic Programming (ILP) have been used to construct restricted rst-order logic solutions to scienti c problems. However, their approach to the analysis of data with substantial numerical content has been largely limited to constructing clauses that: (a) provide qualitative descriptions (\high", \low" etc.) of the values of response variables; and (b) contain simple inequalities restricting the ranges of predictor variables. This has precluded the application of such techniques to scienti c and engineering problems requiring a more sophisticated approach. A number of specialised methods have been suggested to remedy this. In contrast, we have chosen to take advantage of the fact that the existing theoretical framework for ILP places very few restrictions of the nature of the background knowledge. We describe two issues of implementation that make it possible to use background predicates that implement well-established statistical and numerical analysis procedures. Any improvements in analytical sophistication that result are evaluated empirically using arti cial and real-life data. Experiments utilising arti cial data are concerned with extracting constraints for response variables in the text-book problem of balancing a pole on a cart. They illustrate the use of clausal de nitions of arithmetic and trigonometric functions, inequalities, multiple linear regression, and numerical derivatives. A non-trivial problem concerning the prediction of mutagenic activity of nitroaromatic molecules is also examined. In this case, expert chemists have been unable to devise a model for explaining the data. The result demonstrates the combined use by an ILP program of logical and numerical capabilities to achieve an analysis that includes linear modelling, clustering and classi cation. In all experiments, the predictions obtained compare favourably against benchmarks set by more traditional methods of quantitative methods, namely, regression and neural-network.
Introduction
The framework de ning Inductive Logic Programming (ILP: see 22] ), has seen the advent of e cient, general-purpose programs capable of using domainspeci c background knowledge to construct automatically clausal de nitions that in some sense, generalise a set of instances. This has allowed a novel form of data analysis in molecular biology 15, 16, 26] , stress analysis in engineering 7], electronic circuit diagnosis 11], environmental monitoring 10], software engineering 1], and natural language processing 49]. Of these, some, such as those described in 1, 10, 11, 26, 49] , are naturally classi catory. Others, such as those described in 7, 15, 16] , are essentially concerned with predicting values of a numerical \response" variable (for example, chemical activity of a compound). For problems of this latter type, ILP programs have largely been restricted to constructing de nitions that are only capable of qualitative predictions (for example, \high", \low" etc.). Further, if the de nition involves the use of any numerical \predictor" variables, then this usually manifests itself as inequalities that restrict the ranges of such variables. This apparent limitation of ILP programs has been of some concern, and rates highly on the priorities of at least one prominent research programme designed to address the shortcomings of ILP 5] .
In theory, any form of numerical reasoning could be achieved from rst principles by an ILP program. Thus, much of the limitations stated above must stem from practical constraints placed on ILP programs. Some of these constraints pertain to ILP programs like those described in 29, 33] , where background knowledge is restricted to ground unit clauses. But what about programs capable of understanding background knowledge that includes more complex logical descriptions? Such programs are in some sense closer to the spirit of the ILP framework de ned in 22] . In this paper, we explore the possibility of improving the numerical capabilities of such an ILP program by the straightforward approach of including as background knowledge predicates that perform numerical and statistical calculations. In particular, by the phrase \numerical capabilities" we are referring to the ability to construct descriptions that may require at least the following:
Arithmetic and trigonometric functions; Equalities and inequalities; Regression models (including equations constructed by linear or nonlinear regression); and Geometric models (that is, planar shapes detected in the data).
An ILP program capable of using such primitives would certainly be able to provide more quantitative solutions to the molecular biology and stress analysis problems cited earlier. In this paper we describe two implementation details that considerably improve the quantitative capabilities of an ILP program. The rst allows the inclusion of arbitrary statistical and numerical procedures. The second allows, amongst others, a cost function to be minimised when obtaining predictions. It is important to note that these are implementation details only, and do not in anyway, compromise the general applicability of the ILP program. The capabilities for quantitative analysis are assessed empirically with experiments using arti cial and natural data.
Experiments with arti cial data are concerned with extracting constraints { in the form of equations { for numerical variables from simulator data records of a control task. Balancing a pole on a cart is a text-book problem in control engineering, and has been a test-bed for evaluating the use of machine learning programs to extract comprehensible descriptions summarising extensive simulator records of controller behaviour. Data records are usually tabulations of the values of numerical-valued variables, and so far, feature-based machine learning programs either equipped with builtin de nitions for inequalities or those capable of regression-like behaviour have been used to analyse such data. There are some advantages to the pole-and-cart problem. First, the simulations provide ready access to data records. Second, the nature of the equations to be extracted is relatively straightforward, and known prior to the experiments (from the dynamics of the physical system concerned: see Appendix B). This allows us to focus on the question of whether the ILP program is able to reconstruct these equations.
The experiments with arti cial data whilst being instructive, are unrepresentative. In most realistic scenarios, the nature of the underlying model is not known. Under this category, we examine the case of predicting the mutagenic activity of a set of nitroaromatic molecules as reported in 6] . In that study, the authors identify these compounds as belonging to two disparate groups of 188 and 42 compounds respectively. The main interest in the group of 42 compounds stems from the fact that they are poorly modelled by the analytic methods used by experts in the eld. Elsewhere 16] an ILP program has been shown to nd qualitative descriptions for activity amongst some of these molecules, but no models capable of quantitative prediction was reported. The second set of experiments reported in this paper is concerned with constructing an explanation for this data.
The paper is organised as follows. Section 2 introduces the main features of a general ILP algorithm, and how these are implemented within the Progol program. It also describes aspects within the Progol implementation that impede its use when analysing numerical data. Section 3 describes two general-purpose extensions to the implementation of an ILP algorithm that overcome such problems. Section 4 describes how this work contributes to existing research in this area. Section 5 contains the pole-and-cart experiment, and Section 6 the experiment with predicting mutagenic activity. Section 7 concludes this paper. In practice, Progol typically does not meet the requirement for \Strong Consistency", as some members of E ? are treated as \noise". This introduces some complications in the calculation of j B^H j, which have to be augmented by an amount required to specify the noisy instances (or exceptions). The hypothesis language L is speci ed by:
Predicate argument annotations (or \modes"). These are usually of the form: { Input/Output/Constant. An input argument is a variable that is expected to be instantiated, and will not be further instantiated by the predicate. An output argument is a variable that is not expected to be instantiated. This variable will be instantiated by the predicate. For predicates that are \non-deterministic", multiple instantiations may be be possible on backtracking. An argument can be speci ed as being instantiated to a constant symbol. 
Implementation
Progol 24] implements the speci cations listed above by constructing the set H one clause at a time. Each clause to be added to the set is obtained using an admissible search procedure that evaluates potential candidates along the criteria of su ciency, consistency, and compression. Complete descriptions of the Progol algorithm are available in 24], and only the main steps are shown in Figure 1 The construction of ? in Step 4 is complicated and we refer the reader to 24]. For the purposes of this paper, it is su cient to note that ? is usually a de nite clause (typically with many 100s of literals), and anchors one end of the space of clauses to be searched (the other end being 2). Clauses in S c (Step 5) are enumerated one at a time { starting from 2 { by using a built-in re nement operator (in the sense described by 42], and denoted by ). The auxiliary function bestclause/4 (again, built-in to the implementation) returns the clause adjudged to be the best using some measure of \compression". Two exceptional situations arise. First, there is no clause that passes the test of compression. In this case the example e selected is returned. Second, several clauses have equally good compression. In this case, the rst one obtained is returned.
Shortcomings for numerical reasoning
The implementation, as described in Section 2.2 poses some special di culties when dealing with the analysis of numerical data. The rst, concerns the use of functions whose functional result(s) depend on more than 1 example. For example, univariate regression can be seen as a function, that, given examples of (X,Y) pairs, returns the tuple (M,C) representing the slope and intercept of the line of best-t through the (X,Y) pairs. A correct computation of (M,C) requires all the (X,Y) pairs. For such cases, the implementation of Progol is unable to return clauses containing the correctly computed values. This stems from the fact that clauses are constructed by selecting from a ? clause constructed from a randomly chosen, single example. Some attempt to overcome this can be made by \guessing" correct values of such functional outputs from the example chosen (for example, see 28]). However, there are obvious limitations to this approach.
The second di culty in the current implementation arises from a mismatch in the criterion being optimised during clause selection. This criterion, encoded within the bestclause/4 function in Section 2.2, is typically a description-length criterion. In dealing with numeric data, the criterion to be minimised is usually di erent (for example, expected mean-square error). A minor concern pertains to the fact that there may be no concept of \negative" examples when dealing with numerical data. Learning from positive examples only has recently been addressed within the ILP framework in various ways (see for example 25, 38, 37] ). However, this has not proved a di culty for the problems addressed here, and the changes to the implementation described in the next section adequately address these issues. Examples of their form and use are available in Appendix A.
3 Two changes to the implementation
Lazy evaluation of functions
Using a most-speci c clause from a single example to guide the search for clauses prevents Progol from using predicates like linear regression where the functional result (here the coe cients of regression) is determined from a set of values that arise from more than one example. To address this, we propose the technique of \lazily evaluating" functional outputs. For a particular function, this requires that the background knowledge B has the following: (1) a mode annotation specifying input and output argument(s) along with their types (in the sense described in Section 2.1); and (2) a definition specifying the procedure for evaluating the output argument(s) from sets of values for the input argument(s). Provided with this, the following modi cations to the basic algorithm are implemented: Figure 2 For a given h, the procedure in Figure 2 clearly terminates. Note that the procedure assumes that the background knowledge B is complete to the extent that an answer substitution for Y is obtainable within h resolution steps by the query Q( p ; n ]; Y )?. As stated, it is evident that even when several answer substitutions exist for Y , the procedure returns only one. This is not of concern if the literal being evaluated represents a function. We also note in passing that the X p ; X n are similar to the \positive" and \negative" substitutions de ned in 36, 37] .
The inclusion of lazy evaluation results in one additional violation to the algorithm described in Figure 1 . There, any clause C in the search is such that 2 C] ?], where is a subsumption ordering { normally where X is a (possibly di erent) subsumption ordering. We do not explore this further here. The technique of lazy evaluation can be extended to handle multiple answer substitutions and even to the construction of new predicate de nitions \on-the-y." However in this paper, its scope will be restricted to the evaluation of functions like linear regression.
User-de ned search
The problem of mismatch in the optimising criterion arises from a more general feature common to most (perhaps all) current programs implementing the ILP speci cation. This is to do with the fact that a search procedure is built-in to the implementation. We propose to remedy this by allowing the search for clauses to be speci ed as part of the background knowledge B. The concept of enumerating clauses in a search procedure by repeated application of a re nement operator was introduced in 42]. The use of a user-speci ed cost function is a fundamental construct in statistical decision theory, and provides a general method of scoring descriptions. With an arbitrary cost function, it is usually not possible to devise automatically admissible strategies for pruning the search space. Thus it is also necessary to specify the prune statements for achieving this. One other construct that has proven useful is that of user-de ned constraints. These specify the clauses that are unacceptable as hypotheses, but which cannot be removed admissibly. While this is most naturally speci ed by assigning an in nite cost to such clauses, it is sometimes more e cient to have separate constraint statements.
In this paper, when predicting numerical response variables, the meansquare-error of prediction on the training sample will be used as a measure of the cost of a clause performing such a prediction. In nite cost will be assigned to clauses that do not compute the response variable. This is equivalent to specifying a constraint that disallows such clauses. The reader would note that by de ning the cost function in the manner stated, we are una ected by the fact that \negative" examples may not exist.
Relation to other work
The problem of the limitations in numerical capabilities of existing ILP systems has been addressed variously in the literature by either restricting the language of hypotheses to logical atoms 12], using built-in de nitions for inequalities 3, 33, 35] or regression and numerical derivatives 13, 14] , transformations to propositional level 18] or constraint satisfaction problems 21, 41], or using background knowledge for qualitative regression-like predicates 28]. The aims of this paper and the ideas developed here also bear a strong resemblance to the proposals made independently by Dzeroski in his doctoral dissertation 9] which describes the LAGRANGE system. This can be formulated as an ILP program with speci c background predicate de nitions for sines, cosines, multiplication, numerical di erentiation and linear regression. Recent developments have also seen the concept of propositional regression trees being lifted to the rst-order setting 17].
This paper contributes to this research in the following ways. First, the approach has sought to retain the generality of an ILP program. The technique of lazy evaluation is not speci c to any particular predicate and allows arbitrary functions (statistical, numerical or even other propositional learners) to be used as background knowledge. To this extent, there has been no need to restrict the hypothesis language (as in 12]), use built-in predicates, single out regression-like predicates for special attention (as in 14]), or perform transformations. The resulting ILP program should in principle, be capable of learning directly theories of the form reported in 8, 21], or rst-order de nitions that achieve the aims of regression-trees 2] or model-trees 34]. It is more di cult to see how the theories obtained relate to the work in 41], although it is possible to achieve a form of clustering (see Section 6) making it somewhat similar in spirit to that work. Although the combined use of LAGRANGE and an ILP program is suggested in 9] it appears not to have been implemented. The results here can be viewed as providing evidence of how such hybrid methods work in practice.
Second, the experiments reported here provide a systematic assessment, in both controlled and realistic environments, of the numerical capabilities of an ILP program in comparison to some standard methods of quantitative analysis. The results provide some evidence to question any notion that the quantitative analysis by ILP programs is inherently inferior to other methods.
Finally, the use of lazy evaluation and user-de ned search speci cation make contributions to the implementation of ILP systems. We note that the ability to specify a cost function provides a decision-theoretic interpretation of language restrictions like maximum \noise" allowed, constraints, etc. Further, an encoding of the re nement operator within the background knowledge can be seen the procedural equivalent of specifying the declarative language bias provided to programs like CLAUDIEN 36] .
A note on programs used in experiments
The details described in Section 3 have been implemented in a Prolog program capable of emulating the algorithm in Fig. 1 . The resulting program P-Progol (Version 2.3) is available on request from the rst author. For convenience, in the rest of this paper we will refer to P-Progol (Version 2. 
Experiment 1: the pole-and-cart
The experiment concerns extracting constraints { in the form of equations { describing the linear and angular accelerations for a pole-and-cart system, using the variables describing the system state (see Figure 4) . The reader would note that the task here is not to construct a controller, but to extract the equations embodied in the pole-and cart simulator. At this stage, we are also not concerned with the actual time for theory construction { the principal focus being a test of the ability to reconstruct the constraints. 
Experimental aims
From simulator records of a controller balancing a pole on a cart:
1 . The cost function de ned directs P-Progol to nd concepts that minimise the mean square error arising from predictions on the training set of the response variable ( x, ). For this cost function, the only pruning de ned removes those clauses in P-Progol's hypothesis space that contain irrelevant additional literals (after computing the response variable), or those that could not possibly be compute the response variable within the constraints on the hypothesis language. A constraint speci es the straightforward requirement that clauses must contain an equation for the response variable along with error-bounds on the estimates made by any equations.
Attributes for propositional learners
For a fair comparison with propositional procedures, it is necessary that these procedures are also provided with attributes that encode the same background information. All attributes that can be constructed within the hypothesis language for P-Progol are provided to the propositional programs. A listing of these is available in 43].
Method
Appendix B contains a brief description of the simulator equations that act as target descriptions for experiments here. In these experiments, equations for linear and angular acceleration are constructed separately. When obtaining constraints for x, P-Progol has access to tabulated values of x; _ x; ; _ ;
and for the examples chosen. Similarly, when obtaining constraints for the ILP program has access to values of x; _ x; ; _ , and x. The following method was adopted to generate data, obtain and test any constraints: This yields 1000 data records for each con guration. The rst 500 of these are used for \training" and the remainder are set aside to \test" any constraints obtained. Parameter settings for the stepwise regression procedure control the inclusion and exclusion of variables in the equation. These parameters relate to the level of signi cance that has to be achieved above (or below) which a variable is retained in the model (or removed from the model). There is no prescribed setting for these parameters (termed PIN and POUT respectively in SPSS). We have adopted the procedure of setting PIN; POUT to values that result in equations with no more than 2 independent variables on the training data, except when predicting x with F = 10N. In this case, up to 3 independent variables are allowed, to enable the program to use values of F in the equation. This is in accordance with the restrictions provided to the ILP program.
The regression-tree procedure implemented within CART is equipped with validation procedures that enable it to estimate automatically the parameters specifying the tree-construction.
For the neural-network algorithm in SNNS, 10000 epochs were used with the \shu e" option. In each epoch all training examples were presented. The net has one input unit for each attribute, 4 hidden units and 1 output unit and was fully connected. There is no accepted method for determining the number of hidden units. The settings chosen were obtained based on the fact that they yielded the lowest error on the training data across possible settings ranging from 0 to 5 units in the hidden layer. The tabulations show that the mean-square-error of prediction (MSEP) from the ILP theory is usually lower than all programs other than regression. Figure 7 tabulates a comparison of the MSEP of P-Progol against that of the propositional learners for the 18 errors tabulated in Figures 5 and 6 .
Experimental results and discussion
In general, we would expect the predictivity of P-Progol's theories to be at least comparable to those of linear regression given that the ILP program relies on regression de nitions provided as background knowledge to construct its equations. Further, since by virtue of its search technique, PProgol would do an \all-subsets" regression, it would seem to be surprising to nd instances where the SPSS regression procedure (which implements \stepwise" regression) actually does perform better. Closer examination reveals that in 3 of the 4 cases that this occurs in Figure 7 , P-Progol has identi ed the correct target equation. This suggests its higher error to be an artifact of the test sample. To this extent, the entries in the rst row of Figure 7 are as expected.
On both data sets, the regression tree's predictions appear to be considerably worse than those made by P-Progol. By producing axis-parallel partitions and predicting mean values for each partition, the tree program is unable to capture the linear nature of the constraints involved. De nitive statements concerning the apparent poorer performance of the neural network are confounded by the absence of a principled technique for selecting the topology of the network. We can therefore do no more than state that for the particular topology used, the neural network's predictions are consistently worse than P-Progol's on the pole-and-cart data.
Besides a comparison of predictive accuracies, it is instructive to examine, where possible, the nature of the theories obtained by each algorithm. Appendix C shows that for the pole-and-cart problem, P-Progol constructs 24 equations corresponding to di erent physical parameter settings. Of these, the reader can verify that the correct linear model is identi ed on 22 occasions. Here, by \correct" we mean that the linear model has the Figure 7 : A comparison of the MSEPs on the pole-and-cart data. The terms \better", \worse" and \same" denote the cases that the MSEP of P-Progol is lower, higher, or the same (up to the precision shown in Figures 5 and 6 ) as the corresponding propositional learner.
same predictor variables as those in the target model described in Appendix B { we will examine the issue of correctly estimating the coe cients for these variables in greater detail below. In contrast, linear regression constructs 18 equations, of which 9 are correct. The di erence in the number of equations highlights an important point of di erence between the two programs when constructing theories for the case where F = 10N. Here, P-Progol constructs a pair of equations corresponding to the situations arising from F = +10N, F = ?10N. The regression program attempts to explain both situations by using F as an independent variable in equations for x. Given the nature of their theories, we are not in a position to directly compare the output of the regression tree and neural network against the target model. On the pole-and-cart data, the tree program produces reasonably complex theories (some upto 200 nodes), and the latter's \theory" consisting of a listing of 25 oating-point numbers corresponding to the weights associated with each node in the network. The availability of an automated controller (here the BOXES program) and a known target theory allows us to investigate further the nature of theories obtainable from P-Progol. In what follows, we restrict attention to a commonly used pole-and-cart con guration, namely F = 10N; m = 0:1kg; M = 1:0kg. Within this setting, we are in a position to examine empirically: (a) the convergence of coe cients in P-Progol's equations to the coe cients in the target theory; (b) bias in prediction and the estimation of the coe cients by P-Progol; and (c) extensions to the background knowledge to allow numerical di erentiation by P-Progol. Estimates and expected values are recorded up to 3 signi cant gures. An entry of \{" denotes that the target model was not identi ed by P-Progol.
We now turn our attention to the question of bias in P-Progol's predictions and estimates of the coe cients. For the physical settings under consideration, Figure 9 tabulates the frequencies of positive and negative residuals arising from over and under-estimates of x and on the 500 test examples. Also tabulated are the means of the predicted and actual values for each variable. The entries suggest that on P-Progol's predictions appear to be largely unbiased.
Consider now any bias in the estimation of coe cients that appear in equations for the dependent variables. Operating under the control of a two-sided force provides us with two estimates for each coe cient { one for which F is positive (here +10N) and the other when it is negative (?10N). Calling these two estimates \duplicates" 1 , and repeatedly performing the experiment of learning equations for x and allows us to record the number of occasions that (a) both duplicates overestimate a coe cient; (b) both duplicates underestimate a given coe cient; (c) the F-positive duplicate overestimates a coe cient while the F-negative underestimates; (d) the F-positive duplicate underestimates a coe cient while the F-negative overestimates; (e) one duplicate under or over-estimates a coe cient while the other is exact (up to some degree of precision); and (f) both duplicates estimate a coe cient exactly (again, up to some degree of precision).
Severe discrepancies between the tallies in (a) and (b) would suggest that P-Progol's estimation of that coe cient was biased. Discrepancies in the tallies (c) and (d) would suggest bias in the simulator. Tallies of (e) and (f) are not of particular interest here. interest to examine whether the ILP program could achieve comparable results by calculating the derivatives required by using background knowledge de nitions for numerical di erentiation. This would allow the ILP program to emulate other, more special purpose programs like LAGRANGE 8] . We close this discussion with a demonstration that such behaviour is possible by extracting constraints for x and using x; _ x; ; and _ in conjunction with a well-known 5-point formula for numerical di erentiation. Examples are time-indexed to allow such a calculation. The physical parameters remain as before, namely F = 10N; m = 0:1kg; M = 1:0kg, and the corresponding mean-square-error on the test sample is in Figure 11 . The errors can be seen to be comparable to the corresponding ones obtained earlier in Figures  5 and 6 . However, it is important to note here that the 5-point formula for numerical derivatives are not calculable for examples that are too close to the edges of a run. Prediction of values is thus possible for only a subset of the data { an issue that is not peculiar to the use of P-Progol, but one that arises from the particular numerical method employed to obtain derivatives. 
Conclusion
The experiments in this section have concentrated on the relatively wellde ned world of the pole-and-cart. The conclusions to be drawn from this are straightforward, namely: (1) when the data are fully predictable from simple linear equations, linear modelling does as well or better than methods unable to express such models; and (2) regression used within an ILP harness to exhaust the subsets of possibly predictive independent variables does better than following the greedy strategy of \stepwise" regression. There are thus, no surprises at all for data analysts. The experiments do however serve to illustrate the possibility of using statistical and numerical predicates within an ILP program. We now consider a case where there are no known models for predicting the data. This provides a sterner test of the capabilities of the ILP program.
Experiment 2: mutagenesis
There are two broad stages in rational drug design 39]. The rst involves the identi cation of one or more compounds { known as leads { with some suitable biological activity. This activity is obtained from historical records, or chemical assays. The second stage involves optimising the activity of these leads. Typically, the medicinal chemist has access to the 2 and 3-dimensional structure of the possible leads, along with their activities. Empirical Structure-Activity Relationships { or SARs { are concerned with obtaining accurate descriptions that describe levels of biological activity in terms of molecular structure. These descriptions can then be used to direct the synthesis of new compounds, possibly culminating in a new drug. The SAR problem here is taken from the chemical literature as reported by 6]. The authors are concerned with obtaining SARs describing mutagenicity in nitroaromatic compounds. These compounds occur in automobile exhaust fumes and are also common intermediates in the synthesis of many thousands of industrial compounds 6]. Highly mutagenic nitroaromatics have been found to be carcinogenic, and it is of considerable interest to the pharmaceutical industry to determine which molecular features result in compounds having mutagenic activity. Since its introduction in 45], the problem has become an important testbed for ILP programs. Most of this research has however concentrated in obtaining rules for classifying the compounds into one of several categories, although the original problem is concerned with the quantitative task of predicting actual mutagenic activity. In 6] the authors list the activity of 230 compounds, obtained from a procedure known as the Ames test. They further identify this set as being composed of two disparate groups of 188 and 42 compounds respectively. The rst group is adequately explained by linear modelling using 5 speci cally selected predictor variables. The remaining 42 compounds however form an \outlier" group for which no explanatory model has been proposed by the chemists. It is this subset of compounds that are of particular interest to us. They provide the opportunity of examining whether the rst-order capabilities of a program like P-Progol provide the edge required to nd explanatory models. This capability allows P-Progol to include relational descriptions in terms of molecular structure, thus going beyond the routine use of propositional algorithms like regression. Recent work on this subset of data 44] examines augmenting the independent variables used by linear regression with new \features" constructed by an ILP program. In some sense, the technique used in this paper can be seen as a dual to that work (in which the results of an ILP program are used by linear regression). The advantage of the technique adopted here, as seen below, is that it allows a uniform treatment of mixed class types (that is, both numerical and nominal).
Experimental aims
For the 42 nitroaromatic molecules not explained by chemists:
1. Determine if P-Progol, equipped with background de nitions for describing molecular structure, the expert selected predictor variables, and statistical predicates is capable of obtain an explanation for the mutagenic activity of the molecules. 2. Compare the predictions made by the P-Progol theory and those made by regression, regression-tree and neural-network methods using the expert selected predictor variables only. We note here that a chemical evaluation of any theory constructed by PProgol is beyond the scope of this paper.
Materials 6.2.1 Data
Data are available for the mutagenic activity of 42 compounds. Of these, 20 compounds have recordable levels of activity. The activity of the remaining 22 compounds is below the minimum levels measurable. These have been marked simply as \very low". This poses special problems for programs that are incapable of dealing with mixed data types. While there is no natural notion of \negative" examples for the 20 compounds for which numeric activity levels are available, it is possible to view them as acting as negative examples when learning rules for \very low" activity (that is, for the remaining 22 compounds).
Background knowledge for ILP
Besides the 5 predictor variables devised by the chemists (see Section 6.2.3), P-Progol has the following additional information as background knowledge (complete Prolog listings of these are available in 43]):
1. Molecular structure. These are primitive structural descriptions in terms of the atom and bond structures in each molecule, along with associated information concerning atom/bond types. They are represented by a pair of predicates atm/5 and bond/4 (as in 15]), and are obtained automatically from a molecular modelling package. 2. Inequalites. The inequality is used to bound values attained by numeric predicator variables, partial charges on atoms, and the maximum error allowed by a regression equation.
3. Regression models. The de nition of multiple linear regression that minimises least-square error is included. As before, only those regression models that achieve a goodness-of-t F ? test probability of at least 0:01, and coe cient of multiple determination (that is, r 2 ) of at least 0:80 are deemed acceptable. Further, models are again restricted to those with at most 2 independent variables. 4. Expected values. A function that computes (lazily) the expected value of the activity of a set of compounds. 5. Search speci cation. For e ciency, we de ne a re nement operator that constrains atom or bond descriptions to appear at most once in a hypothesised clause. P-Progol does not have a di culty with mixed data types, and the cost function assigns (a) mean-square-error as the cost for clauses computing a numeric value for activity; and (b) lack of \compression" as the cost for clauses classifying compounds as having \very low" activity. No pruning was speci ed.
Expert-selected attributes
The following attributes have been used in 6] to obtain SARs:
Energy level of lowest unoccupied molecular orbital in compound log(P) Hydrophobicity of compound I 1 Logical attribute: 1 if compound contains 3 or more benzyl rings Ia Logical attribute: 1 if compound is an acenthrylene log 10 (10 (log(P )?5:48) + 1) Attribute constructed by chemists (called Hansch attribute)
Method
The small number of compounds { 42, of which only 20 have numeric values { forces any estimates of the predictive power of models obtained to be necessarily speculative. We adopt the following experimental design:
1. Using the background knowledge described in Section 6.2.2 and the expert-selected attributes in Section 6.2.3 construct P-Progol theories explaining the activity of the 20 compounds with numeric activity, and the 22 compounds classi ed as \very low".
2. Using the expert selected attributes described in Section 6.2.3 for the 20 compounds with numeric activity: (a) obtain a linear equation using stepwise linear regression; (b) obtain a regression tree; and (c) train the neural net. 3. Find estimates of the mean square error of prediction (MSEP) by obtaining leave-one-out predictions 47] by all algorithms for the 20 compounds. Two complications can arise with P-Progol. First, PProgol's theory may be overly speci c. This may result in the activity of some compounds not being predicted. Second, more than one rule may be applicable, resulting in multiple predictions of activity. For the latter, we adopt the convention of using the rst rule that is applicable.
The same e ect is achieved by using re ne de nitions that include Prolog cuts (\!") at the end of each clause. For the former, we tabulate MSEP values obtained by (a) ignoring non-predicted compounds; and (b) assigning the mean activity of the training set to such compounds (this acts as a \default" rule).
The reader will note that comparative statistics are only obtainable on the subset of compounds with numeric activity values. The reader could correctly question the value of obtaining a theory using stepwise linear regression, as this has already been rejected by the chemists. We do so here only for completeness. For this, the SPSS regression parameters PIN; POUT are progressively relaxed until an equation is obtained. Parameter settings for the regression-tree and neural-network were obtained in the manner described earlier { namely, automatic optimisation (regression-tree) and manual experimentation with a range of topologies (neural-network). Figure 12 tabulates values of MSEP summarising the di erence between actual values of mutagenic activity and those predicted by each algorithm. P-Progol (1) refers to the error when non-predicted compounds were ignored. There were 5 such compounds. P-Progol (2) refers to the error when these compounds were assigned mean activity values of the training set.`Default" refers to the strategy of prediction being the mean activity of the training set. We note here that the internal optimiser within the regression-tree program is unable to nd a good tree for the 20 compounds.
Experimental results and discussion
The tabulation in Figure 12 shows that when it predicts a value, PProgol's model has the lowest mean-square-error of prediction. However, this edge appears to be reduced to no better than mean-value prediction once augmented by the default rule to enable prediction of such compounds. Leave-one-out comparisons of the MSEP values do not however bring out di erences in the explanatory power provided by the methods. A measure of the association of predicted and actual values is obtained by the correlation between these two quantities using complete theories for the 20 compounds. This comparison is shown in Figure 13 . Rank correlation estimates are provided as they make no assumptions of normality. Given the small size of the sample, we do not perform any tests of signi cance. These results therefore can only be taken as providing evidence for a further investigation, but they do serve to highlight the inadequacy of using the default rule for explanation. We note in passing that the rank correlations in Figure 13 are similar to those reported in 44] for the same subset of 20 compounds (there a value of 0:64 is obtained). The relatively poor performance of the neural-network's and the lack of a model from the regression tree have to accompanied by the caveat that better results may be possible with more experimentation with topological parameters (for the network) or language restrictions (for the tree). We do not pursue this further as such manipulations would then have to performed with other algorithms as well, which is beyond the scope of this study. That logical structuring using molecular structure aids predicitivity appears to be supported by the fact that P-Progol has lower error rates than programs unable to use such information. We also note that the models in P-Progol's were required to achieve a goodness-of-t F ?test probability of at least 0:01.
No such models were available using regression only, con rming the chemists opinion that no good models were directly obtainable from regression. As in the case of the pole-and-cart, it is instructive to examine the actual theory constructed by P-Progol. Figure 14 shows a text translation of this theory. It is evident that explanation is achieved by a combination of logical and statistical descriptors. The former are concerned with identi cation of chemical substructures, or numeric comparisons. The latter deal with linear models, or calculations of expected activity levels. Clauses use these descriptors to predict either a numeric or nominal value. The result therefore, is more sophisticated than piecewise linear modelling. Such a treatment of mixed data types illustrates well the type of analysis that can be achieved.
Conclusion
We are now in a position to build on the conclusions reached earlier from experiments with the pole-and-cart. The results here suggest: (1) when the data are known not to be predictable from simple linear models, an ILP program can achieve explanations where none are possible from (expertguided) regression; and (2) an ILP program can naturally represent and analyse mixed data types, thus making it possible to achieve a combination of classi cation and numeric prediction within the one framework. there appears to be some evidence that the predictivity of the ILP theory appears to be better than that of quantitative analytical methods like regression-trees and neural networks. However this requires further rigorous experimentation.
Concluding Remarks
By adopting logic programs as its basic representation formalism, an ILP program can use and construct clauses in a Turing-equivalent language. In principle therefore, there is no restriction to the functions that can be used as background knowledge or learnt by such a program. This paper has described two implementation extensions that allow an ILP program to exploit more fully the power a orded by the theoretical framework of ILP. We have then sought to demonstrate empirically how a program equipped with these changes could go some way towards redressing a perceived limitation of existing ILP programs, namely, the analysis of numerical data. The results from the experiments reported provide evidence that the analytical capabilities of an ILP program are not inferior to traditional quantitative methods like regression and neural-networks. The richer language and comprehensibility of ILP theories that follow naturally from their use of rst-order logic, are of course, retained. We should emphasise here that the apparently confrontational nature of the experimental methodology is illusory as lazy evaluation allows any propositional algorithm to be used as background knowledge to an ILP program. This has not been exploited fully by the experiments in this paper, nor has the possibility of obtaining rules evaluation of which requires a general constraint-solver. The latter leads to the promising area of learning constraint logic programs. To this extent, we take the results here as providing further incentive for investigating the use of general-purpose ILP programs for the quantitative analysis of scienti c and engineering data.
A Examples of implementation changes
This section gives some examples of the implementation, within P-Progol 2.3, of two changes proposed in Section 3 namely, lazy evaluation and userde nable search functions.
A.1 Lazy evaluation
We demonstrate here the construction of a regression line between a pair of points. Suppose E + = fp(0; 1) ; p(8; 4) g, E ? = ;, and B contains a correct de nition for computing least-square estimates for the slope (M) and intercept (K) of line drawn through a set of points. The target therefore, is to construct a clause of the form p(X; Y ) line(X; Y; m; k), where m; k are some speci c values for M; K, with the rst two arguments of line are \input", and the remainder are constants to be computed lazily.
In executing the lazy evaluation procedure described in Figure 2 , the following steps are followed: 
A.2 User-de ned search
We give examples of the the three di erent search operations described in Section 3. Consider for example, the task undertaken in 27]. There, the task set for an earlier version of P-Progol was to nd within an organic molecule, a conjunction functional classes { like hydrogen donors, hydrogen acceptors, and zinc-binding sites { and the 3-dimensional distances between such classes. In 27] the authors use a rather circuitous method of specifying this requirement. The following re ne clauses within P-Progol achieve the same e ect more directly (we do not show de nitions for auxiliary predicates like member and dist). Cost speci cation takes the form of de nition of a 3-place predicate. The one extra argument is an e ciency concern that provides some pre-computed statistics of the clause (like number of positive and negative examples derivable and clause length). Here are the cost functions used in the experiments in this paper { again without detail of intermediate predicates. These can be re-arranged to give constraints for x and : 
