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MINIMAX APPROXIMATIONS TO THEORETICAL MODELS 
USING EXPERIMENTAL DATA 
V.G. Dovf’ , 0. PALADiNO’ and H. PREI.%G~ 
Abstract - An altemative method to the classical model discrimination procedure is described 
in this note. The test is forced to be satisfied during the regression analysis by allowing minimax 
deviations from the theoretical model. 
1. INTRODUCTION 
A regression analysis is generally followed by a x2 test to verify how reliable the 
obtained results are. In case the test is not satisfactory the theoretical model to which 
experimental data have been fitted is rejected and a better one is looked for [l]. 
This is the general framework of most model discrimination techniques and altough 
it often results in a time consuming, frustrating and not completely unambiguous search, 
there is no real alternative as far as we are committed to the determination of the exact 
theoretical model. 
Anyway there are cases in which our main interest is not the exact structure of the 
model, but the determination of a suitable function (such as polynomials, Hermite and 
other special functions) for correlating the data in a certain range of the experimental 
variables with a certain degree of accuracy. 
This can be due to the nature of the model being hopelessly complicated for an 
accurate mathematical description or to the desire of keeping it intentionally simple if 
quick computations are at a premium. In these cases we first have to decide which kind 
of approximation to the theoretical model we intend to choose and secondly we have to 
devise a regression algorithm that takes account of the presence of two different ypes 
of error: experimental inaccuracies and theoretical deviations. 
In fact traditional regression techniques uch as least squares and maximum like- 
lihood are generally based on the assumption of correct structural models and therefore 
neglection of theoretical deviations leads unavoidably to over- or under-estimation. The 
test could detect he presence of deviations but not estimate them 
In the single response case a reasonable and popular choice for approximating the 
theoretical model is to require the minimization of the uniform norm 
Ilo(&J = min (1) 
where p indicates the values of exact measurements (i.e. those provided by the unk- 
nown theoretical model), g the approximating function and & the unknown parameters 
contained in it. 
This approximation is generally known as Chebycheff’s or minimax estimation and it 
minimizes the largest difference between the exact model and the approximate function. 
The minimization problem can be cast into the form [2] 
rl =min 
subject o 
ld&Q)I 5 rl 
(2) 
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If g is linear in the unknown parameters 8 and & problem (2) changes into a linear 
programming problem 131. 
In order to set up a convenient algorithm when p is affected by experimental errors, 
we have to realize that since we are bound to use the approximate models with no 
chance of searching a better one, the &est has to be verified. 
Thus a suitable additional constraint o the minimization problem is to force the 
x2-test o be satisfied. 
This consideration leads us to the following algorithm 
rl =min (3) 
subject o 
]!&LUI 5 rl (3a) 
4[(!z - X’)= v-l@ - &!)I = &a (3b) 
where 4 indicates the resulting probability distribution, 4x2 the known probability di- 
stribution of x2, d the experimental data, & the unknown theoretical values. 
This stochastic programming problem can be transformed into a series of deterministic 
programming algorithms of the type 
pk =min 
subject o 
]t@,Q)] 5 t’k k=l, N 
(G-y# v-l@--‘) =x; 
(4) 
(4a) 
(4b) 
where the values xz are allowed to vary in the range in which I&Z is greater than a 
small positive number. Thus for every choice of xg we can compute a value for qk and 
a set of values for &. 
The general qualitative dependence of q on x2 is indicated in figure 1. 
xf is clearly the value that would have been obtained if a least squares regression had 
been carried out, whereas 91 is the threshold value beyond which the theoretical values 
$ determined by the algorithm are exactly equal to the experimental values. 
The area limited by parallel ines indicates aconfidence region across the most likely 
values xZ, and qm. 
Thus it is possible to compute the most likely values of r) and of the set of parameters 
Q, as well as their statistical properties uch as standard eviations and correlation factors 
using the functional dependence of r) and Q on x2 (computed by interpolating numerical 
values obtained solving a series of minimization problems) and the known statistical 
characteristics of x2. 
In the minimization problem (4) the variables are r]k, Q and SE. 
It can be noted that even if g(9,Q) depends linearly on Q and $, problem (4) is not 
a linear programming one due to the presence of constraint (4a). Therefore a general 
algorithm for non linear minimization subject o non linear inequality constraints has to 
be made use of. The best known and probably most effective algorithm is the Powell- 
Fletcher-Rockafellar method [4] which has been used throughout in the sequel. 
2. A NUMERICAL MAh4PLE 
An important special case which is frequently encountered in the empirical corre- 
lations will be considered for illustration purposes, i.e. a linear approximation to an 
unknown model. 
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To test the validity of the method we proceed as follows. 
First we computed noiseless imulated ata using an analytical function of one varia- 
ble, i.e. y = f(z). 
The best theoretical linear approximation v = a + bz was computed using algorithm 
(2). 
A normally distributed error was then ad&d to the simulated ata and two different 
types of regression were employed, traditional least squares and the approach described 
in this work (algorithm (4)). 
In these cases too a linear model was used to fit the data and the two regression led 
to the estimation of different values for o and b, say (a’, b’) and (u”, b”) respectively. 
Table I and Table II indicate the results obtained when f(z) = In(z) and f(z) = m 
respectively. 
In the first case z varied in the interval -5 whereas in the second one zz was allowed 
to range between 0 and 5. 
As can be seen the estimated values of a” and b” are much closer to a and b than 
a’ and b’, which indicates very clearly how large the estimation error can be whenever 
experimental errors and theoretical deviations are allowed to interfere. 
3. CONCLUSIONS 
A general method for fitting experimental data with approximate models has been 
described in this paper. 
Generalizations to the multivariate case are straightforward as is the introduction of 
additional constraints for keeping the value of x2 relative to a fraction of the data point 
set within a certain range. 
In particular the latter generalization has proved effective to eliminate the presence of 
clusters, i.e. groups of residuals with the same sign and thus to avoid underestimation 
of 9. 
More computational evidence is presently being gained in this area and more details 
about these generalizations as well as applications to practical cases will be published 
elsewhere. 
Figure 1 
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v 
a a’ a II b b’ b” rl rl 
,, 
0.41279 0.37728 0.40939 -0.26402 -0.12443 -0.25021 0.15 0.19 
, 
Table I 
a 
0.31339 
-( 
0.29678 0.31036 0.74212 0.80372 0.75417 0.056 0.092 
Table II 
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