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The understanding of matter at extreme temperatures or densities is of great importance
since it is essential to various fundamental phenomena and processes, such as the evolution
of the early universe or the description of astrophysical objects. Under such conditions, the
governing interaction is the strong force between the elementary constituents of matter, i.e.,
quarks and gluons, which is described by quantum chromodynamics (QCD).
In this work, we study the phase structure of dense strong-interaction matter with two mass-
less quark flavors at finite temperature and the equation of state in the zero-temperature limit
employing functional renormalization group techniques. Four-quark self-interactions, which
play an essential role in the description of the strongly correlated low-energy dynamics, are
fully incorporated in the sense of Fierz-complete interactions only constrained by symmetries.
In order to analyze the importance of Fierz completeness and how incomplete approximations
affect the predictive power, we study different versions of the Nambu–Jona-Lasinio model. The
predictions from such low-energy effective models for dense QCD matter are of great interest
as this regime is at least difficult to access with fully first-principles approaches such as lattice
Monte Carlo techniques. We analyze the fixed-point and phase structure at finite temperature
and quark chemical potential based on the RG flow of the four-quark interactions at leading
order of the derivative expansion. By studying the relative strengths of the various four-quark
couplings, we obtain insights into condensate formation in phases governed by spontaneous
symmetry breaking. We find that Fierz completeness is particularly important at large quark
chemical potentials and leads to a shift of the phase boundary to higher temperatures.
The incorporation of dynamical gauge fields allows us to adopt an approach directly based on
quark-gluon dynamics. Without any fine-tuning, we observe a natural emergence of dominances
among the four-quark couplings indicating spontaneous chiral symmetry breaking at small
chemical potentials and a color superconducting phase at high chemical potentials. These
dominances are found to be very robust against details of the approximations in the gauge
sector, indicating that the dynamics within the quark sector are crucial in this respect.
Toward lower energy scales, we recast the RG flow in the form of a quark-meson-diquark-
model truncation in order to access the regime governed by spontaneously broken symmetries.
This allows us to derive for the first time constraints on the equation of state of cold isospin-
symmetric QCD matter at high densities in a Fierz-complete setting directly anchored in
the fundamental gauge theory. Our results are found to be remarkably consistent with chiral
effective field theory approaches applicable at smaller densities and with perturbative QCD
approaches at very high densities. At supranuclear densities, we observe that condensation
effects are essential and give rise to a maximum in the speed of sound which exceeds the




Das Verständnis von Materie bei extremen Temperaturen oder Dichten ist von großer Bedeu-
tung für fundamentale Vorgänge und Prozesse, zum Beispiel die Entwicklung unseres frühen
Universums oder die Beschreibung von astrophysikalischen Objekten. Bei solchen Bedingungen
ist die starke Wechselwirkung die vorherrschende Kraft zwischen den elementaren Bestandteilen
der Materie, den Quarks und Gluonen, beschrieben durch die Quantenchromodynamik (QCD).
In dieser Arbeit untersuchen wir sowohl die Phasenstruktur von dichter, stark-wechselwirken-
der Materie mit zwei masselosen Quarktypen bei endlicher Temperatur als auch deren Zustands-
gleichung im Grenzfall verschwindender Temperatur mit Hilfe der funktionalen Renormierungs-
gruppe. Vier-Quark-Wechselwirkungen, welche eine wichtige Rolle in der Beschreibung der
stark korrelierten Niederenergiedynamik spielen, sind vollständig eingebunden im Sinne von
Fierz-vollständigen Wechselwirkungen, welche lediglich durch Symmetrieüberlegungen einge-
grenzt sind.
Um die Bedeutung von Fierz-Vollständigkeit sowie die Auswirkungen von Fierz-unvollständi-
gen Näherungen auf die Vorhersagekraft von theoretischen Studien zu untersuchen, betrachten
wir verschiedene Varianten des Nambu–Jona-Lasinio-Modells. Die Vorhersagen von solchen
Niederenergiemodellen für dichte QCD-Materie sind von großem Interesse, da ab-initio Zugänge,
wie zum Beispiel Gitter-Monte-Carlo-Simulationen, in diesem Bereich allenfalls nur sehr schwer
anwendbar sind. Wir analysieren die Fixpunkt- und Phasenstruktur bei endlicher Temperatur
und endlichem quarkchemischen Potential auf Grundlage des Renormierungsgruppenflusses
der Vier-Quark-Wechselwirkungen in führender Ordnung der Ableitungsentwicklung. Durch
die Analyse der relativen Kopplungsstärken gewinnen wir Einblicke in die Kondensatbil-
dung innerhalb der symmetriegebrochenen Phase. Wir zeigen auf, dass Fierz-Vollständigkeit
besonders wichtig bei hohem quarkchemischen Potential ist und zu einer Verschiebung der
Phasengrenze hin zu höheren Temperaturen führt.
Die Einbindung von dynamischen Eichfeldern verschafft uns einen direkt auf der Quark-
Gluon-Dynamik basierenden Zugang. Wir beobachten eine natürliche Entstehung von Domi-
nanzen bestimmter Vier-Quark-Wechselwirkungskanälen, welche die spontane Brechung der
chiralen Symmetrie bei niedrigen quarkchemischen Potentialen sowie eine farbsupraleitende
Phase bei hohem quarkchemischen Potential anzeigt, und dies gänzlich ohne dass Parameter
gezielt eingestellt würden. Diese Dominanzen stellen sich als sehr robust gegenüber Details
in den betrachteten Eichsektor-Näherungen heraus, was auf die Bedeutung der Dynamik
innerhalb des Quarksektors in dieser Hinsicht hinweist.
Zu niedrigeren Energien hin beschreiben wir den Renormierungsgruppenfluss in Form einer
Quark-Meson-Diquark-Modell-Trunkierung, um Zugriff auf die symmetriegebrochene Phase zu
erhalten. Dies erlaubt uns erstmalig, die Zustandsgleichung von isospinsymmetrischer, kalter
v
QCD-Materie bei hohen Dichten mit Hilfe eines Fierz-vollständigen Zugangs einzuschränken,
welcher direkt in der fundamentalen Eichtheorie verankert ist. Unsere Ergebnisse sind be-
merkenswert konsistent sowohl mit Berechnungen basierend auf chiraler effektiven Feldtheorie
bei kleinen Dichten als auch mit störungstheoretischen Rechnungen bei sehr hohen Dichten.
Wir stellen fest, dass bei supranuklearen Dichten Kondensationseffekte essentiell sind und zu
einem Maximum in der Schallgeschwindigkeit führen, welches den asymptotischen Wert des
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1.1 Challenges in strong-interaction matter physics
The subatomic realm of the visible matter in our universe is very successfully described by
the Standard Model of particle physics. The Standard Model is a quantum field theory of
elementary particles as the building blocks of the matter surrounding us and describes three
of the four fundamental forces, i.e., the electromagnetic interaction, the weak interaction and
the strong interaction. The interactions are constructed as gauge field theories which give rise
to gauge bosons as the mediators of these interactions. The fundamental particles are thus
categorized either as matter particles, i.e., the quarks and the leptons, or as force carriers.1
From a modern perspective, the Standard Model might be considered as an effective field
theory for a more fundamental theory which becomes manifest at higher energies [5]. Indeed,
the Standard Model is incomplete and leaves certain aspects unanswered. Most prominently, it
does not include gravity nor does it explain the existence, let alone the nature, of dark matter
and dark energy [6]. Nevertheless, it describes the fundamental structure of visible matter
with an unmatched comprehensiveness and can be considered to be the most successful theory
ever devised, with an astonishing agreement between theoretical calculations and experimental
high-precision measurements. All the particles predicted by the Standard Model have been
confirmed, with the discovery of the Higgs boson at CERN’s Large Hadron Collider marking
the most recent success [7, 8].
The part of the Standard Model describing the quarks and their interaction via the strong
force is called quantum chromodynamics (QCD). The quarks are the fundamental constituents
of the hadrons which are subdivided into baryons and mesons. While baryons are composed
of three quarks, the mesons consist of quark-antiquark pairs. Typical examples for baryons
are the protons and the neutrons. The nuclear force binding them together into nuclei is a
residual force of the strong interaction between the quarks. This example already illustrates
1 The Higgs particle defies this classification. This scalar boson is associated with the Higgs mechanism which is




that quarks and their strong interaction give rise to various manifestations. Therefore, the
terms QCD matter or strong-interaction matter are used to broadly refer to matter governed
by QCD in its various forms.
The concept of quarks as the elementary constituents of hadrons was originally proposed
by Gell-Mann [9] and Zweig [10, 11] independently to explain and organize the “hadron zoo”
emerging from the discovery of a plethora of new particles considered “elementary” in the 1950s
and 1960s. In his Nobel prize acceptance speech, Willis Lamb is famously quoted as saying: “I
have heard it said that ‘the finder of a new elementary particle used to be rewarded by a Nobel
prize, but such a discovery now ought to be punished by a $10,000 fine’ ” [12]. With the quark
model, the observed spectrum of the hadrons and their quantum numbers could be successfully
explained. The “Eightfold Way”, devised earlier by Gell-Mann [13] and Ne’eman [14] in order
to classify and to structure the hadrons, follows naturally from the quark model. Although
initially faced with skepticism as attempts to directly observe quarks individually have not
been successful, strong indications in favor of the quark model, i.e., hadrons possessing an
internal structure of point charges, were provided by deep inelastic scattering experiments [15–
19]. It was eventually established by the discovery of the J/ψ meson [20, 21], as in line with
the quark model this discovery could be readily explained by proclaiming the existence of a
heavier quark. The existence of such a heavier quark was in fact already proposed earlier by
Bjorken and Glashow [22, 23].
Quarks are fermionic spin-1/2 particles of fractional charge. They come in so-called flavors
named up, down, strange, charm, bottom and top. In much the same way as the discovery of
the J/ψ meson entailed the charm quark, later discoveries [24–26] led to the introduction
of the third generation of quarks consisting of the bottom and the top quark. In addition
to flavor and the electromagnetic charge, quarks carry a color charge which takes on the
values red, green or blue. The additional color quantum number was originally introduced by
Greenberg [27] in order to resolve the apparent violation of the Pauli exclusion principle by
the observation of the fermionic ∆++ particle and its construction within the framework of
the quark model: This particle consists of three up quarks and the totally antisymmetric color
wavefunction must ensure the overall antisymmetry of these three quarks, which are apart
from that all in the same state.
The color charge of the quarks in QCD plays a very similar role as the electromagnetic
charge in quantum electrodynamics (QED). Particles carrying an electromagnetic charge are
subject to the electromagnetic interaction via the exchange of photons as the force carriers.
The interaction is described as an Abelian gauge theory based on a UEM(1) symmetry with
the photons as the gauge field excitations. Analogously in QCD, the color-charged quarks
are subject to the strong interaction. The interaction is constructed as a non-Abelian gauge
theory [28, 29] based on the SU(Nc) color symmetry, where Nc = 3 is the number of colors.
The field excitations of the gauge field are now the gluons, i.e., the quarks interact via the
exchange of gluons as the force carriers of the strong interaction. First experimental indications
for the existence of gluons were provided by so-called three-jet events [30–34].
Due to the non-Abelian nature of the gauge theory, the gluons are color-charged themselves.
This crucial difference to QED, where the photons do not carry an electromagnetic charge, has
important implications. As opposed to the screening effect of the electromagnetic interaction,
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the self-interaction of gluons leads to an “anti-screening” effect, i.e., the interaction becomes
weaker and the associated coupling of the interaction decreases at higher momentum transfers
or, correspondingly, at shorter distances. This phenomenon is known as asymptotic freedom [35,
36] which is a distinct property of non-Abelian gauge theories [37]. Indeed, this property is
crucial since asymptotically free theories are in agreement with observations from deep inelastic
scattering experiments: Hadrons probed at high energies behave as a collection of practically
free pointlike scattering centers [17–19]. The interaction strength decreasing with increasing
energy implies the existence of a regime at sufficiently high energies which is accessible
by perturbative methods. Such approaches actually lead to a very precise and successful
quantitative description of deep inelastic scattering experiments. Nowadays, the property of
asymptotic freedom is well established by high-precision laboratory experiments [38, 39].
In the reverse direction, however, asymptotic freedom implies an increasing interaction
strength for lower energies and gives rise to non-perturbative phenomena: In the low-energy
regime, quarks and gluons are subject to confinement, i.e., colored objects are trapped inside
color-singlet bound states, or, in other words, the only energy eigenstates of finite energy are
color neutral [5]. This property explains why the search for isolated color sources such as
free quarks did not succeed, quarks and gluons remain hidden inside color-neutral baryons
and mesons. Still, the nature of confinement remains not fully understood despite intensive
research [40]. Confinement is believed to be associated with a non-trivial vacuum structure [41],
but a rigorous analytical derivation has yet to be found. There exists evidence for confinement
from both experiments as well as from theoretical studies based on lattice QCD [42–44]. Indeed,
computations based on the latter approach provide us with a simple picture of confinement by
means of the free energy between static, “infinitely heavy” quarks as color sources. The free
energy increases linearly with the distance of the two color sources, with the proportionality
factor given by a so-called “string tension”. In case of infinitely heavy quarks, i.e., pure
gluodynamics, the energy keeps rising and the complete separation of the color sources would
require an infinite amount of energy. For finite quark masses, the energy stored in the system
becomes sufficiently large at a certain distance such that the creation of a new quark-antiquark
pair is energetically favored. This newly created pair then forms again color-singlet states
with the original pair which entails that the free energy flattens out. This process is referred
to as “string breaking” and is associated with the fragmentation processes in high-energy
collision experiments [40].
Another crucial non-perturbative phenomenon of QCD is spontaneous chiral symmetry
breaking [45, 46]. Chirality refers to the projection of quark fields onto their left- and right-
handed chiral components. This rather abstract concept becomes more comprehensible for
ultra-relativistic or massless particles: For these particles chirality is the same as helicity and
describes the projection of the particle’s spin onto the direction of its momentum. The up and
the down quark can indeed be considered as approximately massless. In this light-quark sector,
the right-handed components then decouple completely from the left-handed components
giving rise to the so-called chiral symmetry of QCD. Based on Coleman’s theorem [47], the
chiral symmetry would imply the existence of degenerate states of opposite parity in the
hadron spectrum. The actual observation of large mass differences between such chiral partners,
however, suggests that the ground state is not invariant under chiral transformations. Indeed,
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non-perturbative dynamics lead to the formation of the chiral condensate in the QCD vacuum
which breaks the chiral symmetry and leaves only the isospin symmetry intact. The formation
of the chiral condensate is associated with the dynamic generation of the constituent quark
masses, as distinguished from the current quark masses which are in case of the up and the
down quark assumed to be zero in the so-called chiral limit. The constituent quark mass
makes up the vast portion of, e.g., the proton’s or the neutron’s total mass. This mechanism
of dynamical mass generation associated with a non-trivial chirally invariant QCD vacuum is
thus responsible for almost the entire mass of the visible matter in our universe.
Spontaneous chiral symmetry breaking as a mechanism to dynamically generate mass also
explains the unusually small masses of the pions in the light hadron spectrum. According to
Goldstone’s theorem [48, 49], the spontaneous breakdown of a continuous global symmetry
gives rise to the appearance of massless Nambu-Goldstone bosons. Applied to chiral symmetry
breaking in the light-quark sector, these Nambu-Goldstone bosons correspond to the three
pions. However, as the current masses of the up and the down quark are in fact small but
non-zero, the chiral symmetry becomes only an approximate symmetry. As a consequence,
the masses of the pions as pseudo Nambu-Goldstone bosons become non-zero as well, yet
remain unusually small compared to the masses of the other hadrons. Thus, spontaneous
chiral symmetry breaking constitutes an elegant mechanism to explain the hadronic mass
spectrum.
1.1.1 Phases of strong-interaction matter
The QCD vacuum alone is already highly non-trivial, with intriguing mechanisms at play.
It appears all the more interesting to ask what happens to QCD matter when it is heated
to extreme temperatures or compressed to extreme densities. The understanding of strong-
interaction matter in such extreme conditions is of great interest and has been the focus of
intensive research efforts for several decades now, see, e.g., the reviews [41, 50, 51]. In order
to illustrate its importance, one can consider how our understanding of hot QCD matter
impacts for instance cosmology. The evolution of the universe during the first microseconds
after the Big Bang is characterized by very dilute strong-interaction matter cooling down
from extreme temperatures. The rate of the universe’s expansion is strongly affected by the
pressure conditions of this thermodynamic system and the knowledge about the precise form
of this process is thus essential to aspects such as the gravitational wave background [52],
baryogenesis [53], primordial nucleosynthesis [54] or even dark matter [55].
The thermodynamics of QCD describes the bulk properties of strong-interaction matter
in equilibrium. As the total number of particles in a relativistic quantum field theory is not
fixed, the system is described in terms of a grand canonical ensemble. QCD matter in extreme
conditions gives rise to a wealth of interesting phenomena and lead to the prediction of various
different phases. Our knowledge about these different phenomena is summarized in the QCD
phase diagram, most commonly depicted in the plane spanned by the intensive parameters
temperature T and baryon chemical potential µB (or equivalently quark chemical potential
µ = µB/3). The various phases are characterized by different symmetry properties and are
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for interpretation of both electromagnetic and gravitational 
observations.
In addition, as the only source of ‘data’ on cold high den-
sity matter in QCD, neutron stars provide a rich testing ground 
for microscopic theories of dense nuclear matter, providing an 
approach complementary to probing dense matter in ultrarela-
tivistic heavy ion collision experiments at the Relativistic 
Heavy Ion Collider (RHIC) in Brookhaven and the Large 
Hadron Collider (LHC) at CERN. A major challenge is to 
understand the facets of microscopic interactions that allow 
the existence of massive neutron stars. Discoveries in recent 
years of neutron stars with M ∼ 2 solar masses (M⊙), includ-
ing the binary millisecond pulsar J1614-2230, with mass 
1.928± 0.017M⊙ [40] (the original mass measurement was 
1.97± 0.04M⊙ [41]), and the pulsar J0348  +  0432 with mass 
2.01± 0.04M⊙ [42] present a direct challenge to theoretical 
models of dense nuclear matter9.
The existence of such massive stars has important implica-
tions for dense matter in QCD. For example, they require a stiff 
equation of state, i.e. with large pressure for a given energy (or 
mass) density, and thus rule out a number of softer theoretical 
models, and at the same time impose severe constraints on the 
possible phases of dense QCD matter. In particular, massive 
neutron stars are difficult (but not impossible) to explain in the 
context of hadronic models of neutron star matter in which the 
emergence of strange hadrons around twice nuclear saturation 
density softens the equation of state and limits the maximum 
stable star mass.
1.1. Phases of dense matter
Figure 1 summarizes the phases of dense nuclear matter in 
the baryon chemical potential µB—temperature T plane [47]. 
(The baryon chemical potential, increasing with increasing 
baryon density, here nucleons, is the derivative of the free 
energy density with respect to the density of baryons.) At low 
temperature and chemical potential the degrees of freedom 
are hadronic, i.e. neutrons, protons, mesons, etc; and at high 
temper ature or chemical potential matter is in the form of a 
quark-gluon plasma (QGP) in which the fundamental degrees 
of freedom are quarks and gluons. The nature of the trans-
itions from hadronic to a QGP are sketched in figures 2 and 3. 
The temperatures in neutron stars, characteristically much 
smaller than 1 MeV (or 1010 K), are well below the temper-
ature scale in figure 1, of order 10–102 MeV; matter in neutron 
stars lives essentially along the chemical potential axis in this 
figure. The exception is at neutron star births in supernovae 
where temperatures can be tens of MeV, and in final gravi-
tational mergers where temperatures could reach  ∼102 MeV. 
Figure 1. Schematic phase diagram of dense nuclear matter, in 
the baryon chemical potential µB-temperature T plane. At zero 
temperature, nucleons are present only above µB ∼ MN, the nucleon 
mass. At the low temperatures inside neutron stars, matter evolves 
from nuclear matter at low densities to a quark-gluon plasma at high 
density. BCS pairing of quarks in the plasma regime leads to the 
matter being a color superconductor. (Low temperature BCS pairing 
states of nucleons are not shown.) At higher temperatures, matter 
becomes a quark-gluon plasma, with a possible line of first order 
transitions, the solid line, terminating at high temperatures at the 
proposed Asakawa–Yazaki critical point [48]. In addition, the solid 
line may terminate in a low temperature critical point [49].
Figure 2. Schematic picture of the transition from nuclear to 
deconfined quark matter with increasing density. (i) For nB . 2n0, 
the dominant interactions occur via a few (∼1–2) meson or quark 
exchanges, and description of the matter in terms of interacting 
nucleons is valid; (ii) for 2n0 . nB . (4–7) n0, many-quark 
exchanges dominate and the system gradually changes from 
hadronic to quark matter (the range (4–7) n0 is based on geometric 
percolation theory—see section 5.5); and (iii) for nB & (4–7) n0, 
the matter is percolated and quarks no longer belong to specific 
baryons. A perturbative QCD description is valid only for 
nB & 10−100n0.
Figure 3. Schematic picture of the crossover transition from the 
hadronic to quark-gluon plasma phase with increasing temperature. 
(i) For T . Tc, the system is a dilute gas of hadrons; (ii) for 
Tc . T . (2–3) Tc, thermally excited hadrons overlap and begin to 
form a semi quark-gluon plasma (see text below); and (iii) for T & 
(2–3) Tc, the matter is percolated and a quasiparticle description 
of quarks and gluons, including effects of thermal media, becomes 
valid.
9 In addition the extreme black widow millisecond pulsars PSR J1957  +  20 
[43], PSR J2215  +  5135 [44], and PSR J1311-3430 [45, 46] possibly have 
masses as large as 2.5 M⊙; however the masses remain uncertain owing to 
the need for more complete modeling of the heating of the companion stars 
by the neutron stars.
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Figure 1.1: Sketch of the conjectured phase i r f strong-interaction matter, taken from Ref. [56].
See main text for details.
governed by different degrees of freedom. However, the phase diagram is as rich as it is difficult
to explore, an only little is fi mly establi hed.
Fig. 1.1 shows a sketch of the conjectured phase diagram. At low temperature and small
baryon chemical potential, strong-interaction matter is characterized by a dilute hadron
gas. The quarks are confined in baryons and mesons, and the constituent mass is generated
by spontaneous chiral symmetry breaking. Asymptotic freedom suggests that these non-
perturbative aspects change for i creasing temperature, as they are after all associated with
the increasing interaction strength toward the low-energy regime. With rising temperature,
the typical scale of momentum transfer increases as well and the strong interaction becomes
weaker. Indeed, at sufficiently high temperatures a transition to the quark-gluon plasma (QGP)
is observed, a phase characterized by quarks and gluons as the essential degrees of freedom:
The strong-interaction matter becomes deconfined, i.e., the quarks are not trapped anymore
within bound states f rming color singlets, and the chiral condensate “melts away”. The
restored chiral symmetry i li s that only the current quark mass remains.
The region along the temperature axis of th QCD phase diagram can be explored in
heavy-ion collision experiments at facilities such as the Relativistic Heavy-Ion Collider (RHIC)
at the Brookhaven National Laboratory (BNL) or the Large Hadron Collider (LHC) at CERN.
The LHC is at present the most powerful collider and is designed to reach center-of-mass
energies of up to 14TeV in proton-proton collision experiments [57]. These experiments are able
to generate conditions as they are expected to have been present in our universe microseconds
after the Big Bang and allow the probing of the QGP [58–60]. The QGP can be described as
a nearly perfect liquid of quarks and gluons which, however, remains strongly coupled [61].
Much of our present-day knowledge about hot QCD matter at vanishing baryon chemical
potential is obtained from lattice QCD studies, see, e.g., the reviews [62, 63]. These studies show
that the transition from hadronic matter to the QGP is an analytic crossover, with rapid but
smooth changes in the order parameters for chiral symmetry breaking and deconfinement [64–
67]. This property of the transition is also indicated by observations in heavy-ion collision
experiments [41, 62]. The crossover temperature assigned to these transitions is found to be
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approximately 155MeV [65–72],2 although the nature of a crossover defies a unique definition
of a critical temperature and the exact value thus depends on the chosen definition. As
indicated above, the transition to deconfined matter is observed to be accompanied by the
restoration of the chiral symmetry. However, an analytic derivation of this close relation is yet
to be accomplished and is complicated again, if possible at all, by the fact of the transition
being a crossover. At even higher temperatures, lattice QCD computations of the pure gluon
plasma could establish the link to perturbative calculations [73].
The QCD phase diagram at larger baryon chemical potentials is more difficult to access and
presently more speculative. Collider experiments probe the regime at rather small chemical
potentials, while novel experiments specifically designed to explore strong-interaction matter
at larger densities are only future endeavors planned for example at the Facility for Antiproton
and Ion Research (FAIR) at GSI or at the Nuclotron-based Ion Collider Facility (NICA) at
JINR. In this density regime, lattice QCD studies suffer severely from the sign problem [74]
and despite various approaches to circumvent this problem, see, e.g., Refs. [62, 75, 76], these
studies are currently still limited to small chemical potentials. In this context, a longstanding
question concerns the existence of the QCD critical endpoint (CEP) [77]. Phenomenological
model studies suggest that the transition from the hadronic phase to the QGP becomes a
first-order transition at lower temperatures and sufficiently high baryon chemical potentials.
With the crossover at vanishing chemical potential, this would imply the existence of a CEP
where the first-order transition turns into a second-order transition before the transition
eventually becomes a crossover at even smaller baryon chemical potentials. The existence of
the CEP is of great interest as it would be a distinct prediction of QCD and would leave clear
signatures in collision experiments as associated with critical fluctuations [78–80]. With lattice
QCD studies supporting the existence as well as providing rather opposing indications, the
existence of the CEP, let alone its exact location, remains at present debatable [63, 81–88].
The QCD phase diagram along the axis of the baryon chemical potential at smaller
temperatures potentially gives rise to a rich phase structure. At lower chemical potentials, up
to approximately twice the nuclear saturation (number) density n0 ≈ 0.16/fm3 (or equivalently
the nuclear saturation mass density ρ0 ≈ 2.7× 1014 g/cm3), strong-interaction matter in the
hadronic phase can be very successfully described by chiral effective field theory [89–93].
For increasing baryon chemical potential, one first encounters the nuclear liquid-gas phase
transition [51, 94] at densities around the nuclear saturation density. This first-order phase
transition can be studied in low-energy heavy-ion collision experiments and terminates also
in a CEP at temperatures of approximately 15-20MeV [51]. However, the exploration of the
QCD phase diagram beyond these densities is very challenging and our knowledge about
this region is rather conjectural. Only at asymptotically high densities, where the typical
scale of the momentum transfer is set by a large Fermi momentum, the strong interaction is
sufficiently weak due to asymptotic freedom that weak-coupling methods are applicable [95–
108]. These calculations show that for sufficiently low temperatures QCD matter gives rise
to color superconductivity [96, 97, 106, 107, 109, 110]. In analogue to the Bardeen-Cooper-
2 In SI units, this temperature corresponds to 1.8× 1012 K. For comparison, the temperature in the core of our
Sun is approximately 1.5× 107 K. Note that we employ so-called natural units, i.e., we set ~ = c = kB = 1,
throughout this work.
1.1 challenges in strong-interaction matter physics 7
Schrieffer (BCS) theory of superconductivity in condensed matter physics [111, 112], the Fermi
sphere of the quarks becomes unstable with respect to the formation of Cooper pairs [113],
where the necessary attractive interaction is provided by one-gluon exchange [109]. Toward
smaller densities, various pairing patterns might emerge in the color-superconducting ground
state. We refer to, e.g., the reviews [107, 114–116] for a more detailed description. As weak-
coupling methods cannot be applied anymore to QCD matter in this regime, the exploration of
the phase diagram at intermediate densities mainly relies on effective low-energy models such
as Nambu–Jona-Lasinio (NJL) models and their relatives [45, 46, 106, 107, 115–140]. Such
model studies point to the existence of pairing gap sizes of up to ∼ 100MeV [50, 109, 110, 141],
suggesting correspondingly large transition temperatures to the phase of the QGP. We note
that in the case of three flavors there are indications for a first-order phase transition of
color-superconducting QCD matter to the QGP at higher temperatures as well as for a
first-order phase transition to the hadronic phase toward smaller densities [115]. However,
different scenarios such as the quark-hadron continuity are conceivable as well [56, 142, 143].
In fact, the phase diagram at intermediate densities might give rise to various more exotic
phases such as chiral-density waves or crystalline color superconductivity. We refer to, e.g.,
the review [51] for a more comprehensive discussion.
The discussion of the QCD phase diagram illustrates that only little is firmly established and
the manifestation of strong-interaction matter in a significant portion of the phase diagram is
merely conjectured. In fact, only the part along the temperature axis in the limit of vanishing
baryon chemical potential, the hadronic phase at smaller temperature and chemical potential
including the liquid-gas phase transition, as well as QCD matter at asymptotically large
densities in the zero-temperature limit are on solid grounds. However, in particular the regime
of intermediate densities at vanishing to small temperatures is of exceptional interest since
this regime is relevant for astrophysical applications. For instance, precise knowledge about
strong-interaction matter at densities beyond the nuclear saturation density is essential for
our understanding of the dynamics of neutron stars.3
1.1.2 Neutron stars and the equation of state
Neutron stars are the densest objects in our universe, surpassed only by black holes. The
typical radius is ∼ 10 km, while the typical mass is of the order of our Sun’s mass, i.e.,
M ∼ 1.4M, with the solar mass M = 1.9891× 1033 g [144]. The estimated total number of
neutron stars in our galaxy ranges from 100 million to one billion. They are the final product of
the evolution of massive stars with masses heavier than about eight solar masses [145]. Lighter
stars result in the formation of white dwarfs, while with increasing mass above approximately
12M the formation of black holes becomes increasingly likely. Neutron stars are the remnants
of core-collapse supernova (type II) explosions [146]: At the end of a massive star’s life, the
“nuclear fuel” is used up and the burning cannot sustain the gravitational pressure anymore,
leading to a gravitational collapse of the core. The supernova explosion expels the outer layers
into space and leaves behind a proto-neutron star. The proto-neutron star is initially hot,
3 We use the traditional term “neutron star” instead of the more general term “compact star”.
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with temperatures up to ∼ 10MeV. Within the first seconds of its generation, the star cools
down by neutrino emission [147], and electron-capture processes (inverse beta decay) due to
the high degeneracy of electrons lower the proton-neutron ratio. Eventually, beta equilibrium
is reached, i.e., the beta decay of neutrons is balanced by the rate of electron captures on
protons, and the star is composed of mostly neutron-rich nuclear matter with only a small
fraction of protons and electrons [144]. After a timescale of ∼ 100 s, the neutron star is cooled
to temperatures much smaller than 1MeV [56, 148]. As the associated Fermi temperature of
the degenerate matter is much higher, temperature effects are not relevant for the description
of neutron stars [141].
The neutron star is bound by gravitation, while the neutron degeneracy pressure as well
as repulsive forces from nuclear interactions, i.e., strong interactions, stabilize the star and
prevent it from contracting further. The internal structure of the neutron star can be described
in terms of layers. The outermost layer consists of nuclei forming a lattice [145], thus giving
rise to a solid crust with a thickness of ∼ 0.5 km [56]. The nuclei are surrounded by a
degenerate electron gas and become increasingly more neutron-rich deeper into the crust
because of the increasing density. A liquid of free neutrons starts to form in the inner part
of the crust. Eventually, the lattice composed of nuclei vanishes and the nuclei disintegrate
into homogeneous neutron-rich matter, marking the beginning of the outer core consisting
of superfluid neutrons and of a small fraction of superconductive protons [145]. The central
densities in the inner region of the core are conjectured to be from several up to ten times the
nuclear saturation density. Such high densities might give rise to strong-interaction matter in
various forms [144, 149]. In particular, the core might consist of deconfined quark matter, in
which case the neutron star is then referred to as a hybrid star.
As our discussion illustrates, neutron stars basically “live” along the density axis of the QCD
phase diagram, i.e., the conditions of strong-interaction matter in neutron stars is represented
by this region. The description and modeling of neutron stars thus crucially depends on the
equation of state (EOS) of dense strong-interaction matter, whose theoretical understanding
has been one of the main frontiers in nuclear physics in recent decades. The EOS in the
zero-temperature limit typically describes the pressure as a function of the energy density.4
From a given EOS, we can directly infer macroscopic properties of the neutron star. With
the help of the Tolman–Oppenheimer–Volkov (TOV) equation [150, 151], which is a general
relativistic equation describing a spherically symmetric, isotropic body in hydrostatic balance,
the EOS is mapped onto the mass-radius (M -R) relation of non-rotating neutron stars.5 In this
way, the EOS as resulting from fundamental microscopic interactions is directly connected to
the M -R relation as a macroscopic observable. In fact, the EOS is essential for the description
of various astrophysical processes such as merger dynamics in binary systems, the formation of
black holes or processes related to nucleosynthesis [152–154]. Temperature corrections to the
EOS become relevant in order to describe, e.g., core-collapse supernovae and the associated
neutrino signal, the remnant shortly after supernova explosions or the late stages and the
aftermath of inspiral processes in binary systems of two neutron stars [155, 156].
4 The EOS can also be given as the pressure as a function of the chemical potential or baryon density.
5 This equation does not take into account the influence of the usually strong magnetic fields of neutron stars
which we have left out in our discussion here [144].
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FIGURE 1. The relationship between the composition and inter-particle forces in the neutron star core, the EOS, the mass-radius
relation, and the exterior space-time of the star. The space-time of the rotating neutron star imprints its signature on radiation
emitted from the stellar surface: we can use this to infer the EOS.
PULSE PROFILE MODELING
Pulse Profile Modeling (also known as waveform or lightcurve modeling) exploits the e↵ects of General and Spe-
cial Relativity on rotationally-modulated emission from neutron star surface hot spots (see Figures 4 and 5 of
[20] for examples that illustrate these e↵ects). A body of work extending over the last few decades has estab-
lished how to model the relevant aspects - which include gravitational light-bending, Doppler boosting, aberra-
tion, time delays and the e↵ects of rotationally-induced stellar oblateness - with a very high degree of accuracy
[21, 22, 23, 24, 25, 26, 27, 28, 29, 30]. Given a model for the surface emission (surface temperature pattern, atmo-
spheric beaming function, observer inclination) we can thus predict the observed pulse profile (counts per rotational-
phase bin per energy channel) for a given exterior neutron star space-time (set by mass, radius and spin frequency
- see the review by [16] for a more extended introduction to Pulse Profile Modeling). By coupling such lightcurve
models to a sampler, we can use Bayesian inference to derive posterior probability distributions for mass and radius,
or the EOS parameters, directly from pulse profile data.
Successful application of the Pulse Profile Modeling technique requires sources with a rapid spin (>100 Hz),
to ensure that Special Relativistic e↵ects are strong enough. It also requires high quality phase- and energy-resolved
waveforms: time resolution  10µs, and a minimum number of photons. The precise number needed to deliver con-
straints on mass and radius at levels of a few percent, and hence provide tight limits on EOS models, depends on the
geometry of a given source - but is roughly ⇠ 106 pulsed photons [18, 19]. The attraction of Pulse Profile Modeling is
that this is not only feasible in reasonable observation times, but can also be done for three di↵erent source classes with
surface hotspots: rotation-powered pulsars, accretion-powered pulsars, and thermonuclear burst oscillation sources.
Each class has multiple instances, increasing the odds of sampling a wide range of masses and hence mapping more
completely the EOS.
Rotation-powered pulsar hotspots arise as return currents in the pulsar magnetosphere deposit energy in the neu-
tron star surface layers; the resulting surface temperature and beaming pattern is highly uncertain [31, 32]. Rotation-
powered pulsar pulse profiles are however extremely stable. In accretion-powered pulsars [33], where accreting ma-
terial is channeled towards the magnetic poles of the star, the pulsed emission has two main components: one from
hotspots at the polar caps where the accreting material impacts the star, and one from the shock in the accretion funnel
Figure 1.2: Illustration of the close interrelation of strong-interaction matter physics and astrophysical
observations, taken from Ref. [157]. The state of strong-interaction matter in the interior of neutron
stars and th forces b t en th par icles determine the EOS, which in turn is connected to the M -R
relation via stellar structure equations such as the TOV equation. Here, further aspects are addressed
which we have not included in our discussion, such as strange quarks and associated hyperonic matter,
or the role of the spin and the exterior space-time of neutron stars in astrophysical observations. We
refer to Ref. [157] for more details on these aspects.
The c nnection b tween trong interaction matter physics and astrophysics h lds promise
to be very fruitful in both directions as astrophysical observations in turn help to constrain the
EOS, see Fig. 1.2 for an illustration of this close relation. Neutron stars are unique environments,
with strong-interaction matter under conditions which cannot be achieved in laboratory
experiments on Earth. Thus, astrophysical measurements complement our knowledge obtained
from he vy-ion collision experiments [158] and can provide model-independent constraints on
the EOS.
A first non-trivial constr int was given by the observations of v ry assiv neutron stars
with masses of ∼ 2M in recent years [159–161], where the millisecond pulsar J0740+6620 is
possibly the most massive neutron star yet observed with the mass of 2.17+0.11−0.10M [162]. The
existence of such heavy neutron st rs poses specific requirements on the “stiffness” of the EOS,
i.e., how quickly the pressure increases with the energy density, such that these high masses are
supported [163, 164]. Further constraints would be obtained by simultan ous measurem nts
of the mass and the radius as implied by the direct correspondence of the M -R relation to
the EOS, see, e.g., Refs. [165–168, 168]. Unfortunately, however, the measurement of radii is
very difficu t such t at novel observ tional approaches must be pursued. For example, the
recently launched Neutron Star Interior Composition Explorer (NICER) on the International
Space Station is very promising in achieving more accurate radius measurements using x-ray
timing [148, 157, 169–171]. Lastly, the recent first direct observations of gravitational waves
by the (Advanced) Laser Interferometer Gravitational-Wave Observatory (LIGO), later joined
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by the (Advanced) Virgo interferometer, of binary black hole coalescences [172–176] and also
of a binary neutron star inspiral [177, 178] herald the onset of a new era of observational
astronomy. As gravitational wave signals are sensitive to the EOS of dense strong-interaction
matter at zero as well as at finite temperature, these signals constitute a new source of
constraints on the EOS from astrophysical observations [153, 154, 179–182]. However, all such
measurements can only provide indirect insight into the microscopic nature of matter at high
densities. Determining the composition of dense matter requires microscopic calculations,
which eventually need to be benchmarked against the observational constraints.
1.2 Focus of this thesis
The discussion of the EOS as one of the essential ingredients in the description of crucial
astrophysical processes emphasizes the importance of our understanding of strong-interaction
matter at intermediate and high densities. However, this part of the phase diagram in particular
is notoriously difficult to access. The composition and properties of matter at supranuclear
densities is still a mystery and poses one of the great unsolved problems in modern science [148].
Various theoretical approaches are either restricted to small densities, e.g., lattice QCD
computations suffer from the sign problem at non-zero chemical potential, or to asymptotically
large densities where asymptotic freedom allows the application of weak-coupling approaches.
Thus far, much of our knowledge about strong-interaction matter at intermediate densities
resorts to low-energy effective models mimicking certain aspects of the underlying fundamental
theory, i.e., QCD. However, these model studies remain unsatisfactory in the light of generic
shortcomings, such as being associated with the inability to unambiguously determine the
model parameters, or the intrinsic limited range of validity in terms of external parameters,
such as temperature or baryon chemical potential, owing to the omission of fundamental
degrees of freedom.
A very promising approach to meet the challenges of exploring QCD at finite densities is
given by functional methods such as the functional renormalization group (FRG) [183] or
Dyson-Schwinger equations [184, 185]. These continuum methods are conceptually based on
non-perturbative loop equations and are suited for studies at finite chemical potential [124, 186–
188]. In this thesis, we shall employ the FRG as our key method for the analysis of hot and
dense strong-interaction matter. The FRG is a powerful and versatile non-perturbative
approach to studying quantum field theories and is capable of describing the physics over
a wide range of scales. This method can be described as an efficient realization of Wilson’s
idea not to incorporate all corrections arising from quantum or thermal fluctuations at once,
but successively in going from large momentum scales to small momentum scales [189–191].
This allows us to systematically examine the effect of fluctuations associated with a specific
momentum scale and gives rise to the renormalization group (RG) flow from the classical theory
in the ultraviolet (UV) to the full quantum theory in the infrared (IR) once all fluctuations are
integrated out. The FRG can be viewed as a “theoretical microscope” where the “resolution”
is gradually changed from the microscopic to the macroscopic perspective. This process of
“zooming out” allows us to study the changes in the theory caused by fluctuation effects in a
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systematic manner, such as with respect to the realization of symmetries, the assumed ground
state or the strength of interactions. The FRG is able to reveal and account for emerging
relevant degrees of freedom, which is essential as QCD matter turns strongly interacting
when the long-range limit is approached and the formation of condensates as bound states
might occur. In particular, the FRG allows the description of strong-interaction matter in a
“top-down” approach from first principles, i.e., the only input is given by the fundamental
parameters of QCD fixed at a large momentum scale in the perturbative regime. Recent studies
aimed at quantitative precision made crucial progress toward quantitative first-principles
studies of the QCD phase diagram with the FRG [192–197].
In this work, we study the phase structure of two-flavor QCD in the chiral limit, i.e.,
we assume vanishing current quark masses, at finite temperature and finite quark chemical
potential. A central aspect in our analysis concerns four-quark self-interactions which play an
important role in the description of strongly correlated low-energy dynamics of QCD. They are
not fundamental in the sense that they do not appear in the classical QCD Lagrangian which
couples matter only via the quark-gluon vertex. However, as soon as quantum corrections are
integrated out, four-quark self-interactions are dynamically generated by two-gluon exchange.
These interactions are the first emerging interactions toward an effective low-energy description
of the matter sector and already encode information on the realized ground state of the theory,
i.e., on the formation of condensates such as the chiral condensate related to spontaneous
chiral symmetry breaking or diquark condensates associated with color superconducting QCD
matter. In approaching the long-range limit, it is thus essential to fully capture the dynamics
within this sector of four-quark interactions. Yet, various different four-quark interactions are
generated as they are only constrained by the symmetries of the underlying theory. For our
analysis of the phase structure, we incorporate all four-quark interactions in the pointlike limit
by making use of a Fierz-complete basis. This basis is only constrained by the symmetries
as well. In particular, we take into account the explicit breaking of the Poincaré invariance,
induced by the presence of a heat bath as well as the finite quark chemical potential, which
implies an even larger variety of possible interaction channels. Every compatible four-quark
interaction potentially generated is then reducible by means of so-called Fierz transformations.
By studying a simplified system where the gluonic degrees of freedom are considered
integrated out, amounting to a Fierz-complete NJL-type model, we analyze in detail the
significance of four-fermion interactions and Fierz completeness for the quark dynamics.
This consideration aims in particular at a better understanding of how Fierz-incomplete
approximations of QCD low-energy models affect the predictions for the phase structure at
finite temperature and density. Moreover, we examine symmetry breaking mechanisms and the
dynamics related to changes in the dominant degrees of freedom at high densities. The latter
play an important role in the context of strong-interaction matter in a color superconducting
state. We temporarily simplify the system even further to a Fierz-complete NJL-type model
with only a single fermion species. This reduction in the number of fermion species defines a
very accessible model and allows us to study the crucial dynamics in a comprehensible manner
while still sharing important aspects with the low-energy dynamics in QCD.
The understanding of the quark dynamics as obtained from the Fierz-complete NJL-type
model studies lays the groundwork to our analysis of the phase structure including dynamic
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gauge fields. As the four-quark interactions are dynamically generated in the RG flow, the only
free parameter is given by the strong coupling. This coupling can be fixed in the perturbative
regime to the values extracted from experiment. The approach to study the finite-temperature
phase boundary based on dynamic gauge fields in combination with a Fierz-complete basis
of four-quark self-interactions allows us to capture the onset of the formation of various
condensates, i.e., it realizes a very advantageous sensitivity to the different symmetry-breaking
scenarios.
The information carried by the RG flow of the various four-quark couplings reveals the
degrees of freedom which become dominant in the low-energy regime. This information thus
allows us to define a customized low-energy ansatz which ensures the incorporation of the
relevant dynamics of the low-energy regime by including auxiliary mesonic fields to account for
the formation of the associated condensates. Based on this customized ansatz, the RG flow can
be continued to access the low-energy regime governed by spontaneous symmetry breaking. For
the computation of these dynamics, it is crucial that any cutoff effects or regularization scheme
dependences are removed. The FRG constitutes the ideal tool to analyze such aspects and
to ensure renormalization group consistency. Following this approach, we eventually obtain
access to thermodynamic quantities. In particular, we shall analyze the zero-temperature
EOS of isospin-symmetric QCD matter at intermediate densities which contributes to our
understanding of dense strong-interaction matter.
1.2.1 Outline
This thesis is organized as follows: We begin in Chapter 2 with a recapitulation of aspects of
QCD which are key to our discussions in this work. First, we give a brief summary of the
theoretical formulation of QCD in Section 2.1, where we also introduce the finite-temperature
formalism including chemical potential, i.e., the thermodynamics of QCD, and discuss the
essential symmetries of QCD. Cold strong-interaction matter at high densities gives rise to the
phenomenon of color superconductivity. We explain important aspects of this phenomenon in
Section 2.2. In Section 2.3, we give a brief overview of selected alternative methods to study
strong-interaction matter, each coming with its individual benefits but also shortcomings.
These methods were already mentioned in the introduction and here we provide some more
information.
The FRG as the “workhorse” of this thesis is introduced in Chapter 3. In Section 3.1,
after explaining the main ideas underlying the FRG, we derive the exact RG equation which
is our central tool to compute RG flows. The application of the FRG to a theory at hand
requires the specification of a regularization scheme in terms of a regularization function.
Basic aspects of these functions are discussed in Section 3.2, where we also demonstrate the
construction of the regulator we shall mainly employ. In the regularization and renormalization
procedure as generally required by the computation of quantum corrections in field theories, it
is important to avoid or at least reduce cutoff effects and regularization scheme dependences.
The FRG constitutes an ideal method to systematically analyze such aspects. In Section 3.3,
we introduce the concept of renormalization group consistency and discuss in general terms
how cutoff artifacts can be suppressed with the help of the FRG. This becomes particularly
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important in studies with finite external control parameters such as temperature or quark
chemical potential.
Chapter 4 is devoted to our Fierz-complete NJL-type model studies. We begin Section 4.1
by explaining the significance of four-quark interactions in QCD and subsequently discuss
general aspects of NJL-type models in Section 4.1.1. After introducing the generic ansatz
for the effective average action underlying our NJL-type model studies in Section 4.1.2, we
outline how the phase structure can be accessed by analyzing the RG flow of four-fermion
couplings in the pointlike limit. In Section 4.2, we present our Fierz-complete NJL-type model
with a single fermion species. The reduction to a single species simplifies the analysis and
demonstrates in a very accessible manner the importance of Fierz completeness in the study
of the phase structure at finite temperature and finite quark chemical potential. In Section 4.3,
we then study a Fierz-complete NJL-type model with quarks coming in two flavors and Nc
colors. We analyze the phase structure and show again how Fierz incompleteness may affect
the predictive power of such model studies. Moreover, we discuss a mechanism based on the
fixed-point structure which is related to the emergence of color superconductivity at high
densities in the zero-temperature limit.
In Chapter 5, we proceed to incorporate gluodynamics by extending our Fierz-complete
ansatz to include dynamical gauge fields. After a discussion of the details of this ansatz in
Section 5.1 and of the general structure of the RG flow equations in Section 5.2, we analyze
the phase diagram and symmetry breaking patterns in Section 5.3. We also address in-medium
effects on the gauge anomalous dimension and the influence of an explicit breaking of the
axial UA(1) symmetry.
Chapter 6 is devoted to the EOS of isospin-symmetric strong-interaction matter at inter-
mediate densities. In Section 6.1, based on the information contained in the RG flow of the
four-quark couplings at high energies, we identify the relevant low-energy effective degrees
of freedom and define a new ansatz in form of a quark-meson-diquark-model truncation to
access the low-energy regime. In particular, we discuss the implementation of a “pre-initial”
flow to ensure RG consistency and provide several example computations in order to illustrate
the effect of this criterion in Section 6.1.2. In Section 6.2, we present our results on the EOS
in terms of the pressure as a function of the baryon density.
We give a final conclusion and an outlook in Chapter 7. Notational and technical details
can be found in the Appendix.
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Quantum chromodynamics (QCD) is the quantum field theory of the strong interaction, one of
the fundamental forces in the standard model of particle physics. A distinctive phenomenon of
the strong interaction is the so-called asymptotic freedom, i.e., the interaction strength becomes
smaller for higher momentum transfers. To accommodate this feature, QCD is a non-Abelian
gauge theory [37] with an underlying SU(Nc) color gauge group. The fundamental degrees
of freedom are quarks, i.e., spin-1/2 fermions which come in Nc = 3 colors (fundamental
representation) and Nf = 6 flavors (up, down, strange, charm, bottom, top), see Table 2.1
for further properties. The gauge bosons or the so-called gluons as the quanta of the gauge
field are the force carriers of the strong interaction and mediate the interaction between the
quarks. Due to the non-Abelian nature of the gauge group, the gauge bosons can also interact
among themselves. In the following, we give a brief summary of the theoretical formulation of
QCD. For a more detailed discussion, we refer to, e.g., Refs. [202–205].
The classical Lagrangian of QCD in Euclidean space-time1 is given by
L0QCD = ψ¯
(





The quark fields are represented by Dirac spinors ψ and carry Dirac, color, and flavor indices.
They are assumed to be contracted pairwise, e.g. (ψ¯Oψ) ≡ ψ¯χOχξψξ, where ξ and χ represent
collective indices for the Dirac, flavor and color indices and O represents an arbitrary operator.2
The diagonal mass matrix m might carry a flavor index as well to account for quark flavors
1 This work is formulated in imaginary-time formalism with Euclidean space-time unless stated otherwise. For
more information on the transition from Minkowski to Euclidean space-time see Appendix A.2.




Quark up down strange charm bottom top
Charge +2/3 −1/3 −1/3 +2/3 −1/3 +2/3
Mass 2.2MeV 4.7MeV 95MeV 1275MeV 4.18GeV 173GeV
Table 2.1: Electric charges of the quarks in units of the elementary charge and approximate values of
the (current) quark masses in the MS scheme taken from Ref. [39]. The baryon number of all quarks is
1/3.
of different masses. The Lagrangian is invariant under color SU(Nc) gauge transformations
where the quark fields transform as
U(x) = exp (iθa(x)T a) , (2.2)
ψ(x) 7→ U(x)ψ(x) , ψ¯(x) 7→ ψ¯(x)U †(x) , (2.3)
with the real parameters θa(x) specifying the element of the group. Due to the dependence
of these parameters on the space-time coordinates x, the transformation becomes a local
one. As the transformation acts in the color subspace only, every quark flavor is affected in
the same manner. The matrices T a denote the N2c − 1 generators of the Lie group SU(Nc)
in the fundamental representation and are given by the Gell-Mann matrices T a = λa/2
(a = 1, 2, . . . , 8) in the case of Nc = 3 colors. They fulfill the commutator relation
[T a, T b] = ifabcT c , (2.4)
where fabc denotes the structure constants of the Lie group. With the latter relation (2.4)
the generators form the corresponding Lie algebra. For the Lagrangian to be invariant under
local SU(Nc) transformations, the usual derivative in the kinetic term of the quark fields
ψ¯(i/∂ + im)ψ must be replaced by the covariant derivative
∂µ −→ Dµ = ∂µ − ig¯sAµ, (2.5)
introducing the gauge field Aµ ≡ AaµT a with the adjoint color index a = 1, . . . , N2c − 1. The









and counteract in this way the change of the kinetic term of the quark fields, caused by the
derivative acting on the space-time dependence of the parameters θa(x). Thus, the principle of
local gauge invariance leads to an interaction term of the form g¯sψ¯ /Aψ. In a quantized theory
this term gives rise to a quark-gluon vertex with the coupling strength g¯s, i.e., the coupling of
the strong interaction. As the gauge field affects only the color indices, the coupling strength
g¯s is the same for each quark flavor. Lastly, the dynamics of the gauge fields are described by
the gauge invariant term 14F aµνFa,µν with the field strength tensor given by
F aµν = ∂µAaν − ∂νAaµ + g¯sfabcAbµAcν , (2.7)
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which can be considered as the generalization of the field tensor in quantum electrodynamics
(QED) to the present case of a non-Abelian gauge theory. More specifically, the terms pro-
portional to the structure constants fabc originate from the non-Abelian nature of the gauge
group. As a consequence, the kinetic term of the gluons entails expressions that are cubic
and quartic in the gauge field variables and hence gives rise to three-gluon and four-gluon
vertices at the classical level. In fact, exactly these self-interactions are responsible for an
“antiscreening” effect and lead to asymptotic freedom as opposed to the ordinary screening
effect in Abelian gauge theories such as QED. An additional mass term for the gluons such
as 12m2A2 cannot be included as this term would violate local gauge invariance. Thus, the
principle of local gauge invariance necessarily leads to massless gauge bosons.3
Functional quantization
So far, the QCD Lagrangian has been discussed from a point of view of a classical theory.
In order to calculate observables as, e.g., cross sections, the theory must be quantized. This
can be done by employing functional quantization. In the functional-integral formalism, the
time-ordered vacuum expectation value of an operator O(φ) is formulated in terms of a path
integral:
〈O(φ)〉 := 〈Ω|T O(φ)|Ω〉 =
∫ Dφ O[φ] e−S[φ]∫ Dφ e−S[φ] , (2.8)
where T denotes time-ordering and |Ω〉 is the ground state of an interacting field theory, in
contrast to the ground state |0〉 of a free theory. For the sake of a concise notation, we have
introduced the generalized field variable
φT(x) =
(
ϕ(x), ψT(x), ψ¯(x), . . .
)
, (2.9)
which summarizes the various fields of the theory under consideration and might include, e.g.,
gauge fields as well. For further details on the notation, see Appendix A.3. In the functional-
integral formalism fermionic fields ψ(x) are represented by anticommuting Grassmann variables.
This is due to the fact that fermionic fields obey canonical anticommutation relations in
the operator formalism in order to be consistent with the spin-statistics theorem. Bosonic
fields ϕ(x) are quantized in terms of canonical commutation relations and thus are represented
by ordinary commuting variables. The operator O(φ) on the left-hand side of Eq. (2.8)
translates into a functional O[φ] of the fields on the right-hand side. In the definition of the
action S[φ] =
∫
x L in terms of the Lagrangian L (see again Appendix A.3 for our notational
convention for integrals) the integral is extended over the entire space-time volume. For the
3 Other contributions, i.e., other gauge invariant combinations of the quark and gluon fields can be excluded as
they would either lead to non-renormalizable interactions in four space-time dimensions or they would violate
one or several of the discrete symmetries parity P, charge conjugation C and time reversal T . For example, the
so-called θ term violates the discrete symmetries P and CP and would lead to a non-vanishing electric dipole
moment of the neutron. Experimental results suggests that this term is very small and thus can be neglected
in our considerations [206, 207].
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choice O(φ) = φi(x1)φj(x2) · · ·φk(xn), where the index specifies the field component of the
generalized field variable, we obtain the n-point correlation functions or n-point Green’s
functions. The correlation functions contain all information on a given physical process: Every
operator that might appear on the left-hand side of Eq. (2.8) can be expressed in terms of the
field variables [208, 209] and thus the corresponding expectation value can be decomposed into
n-point correlation functions. In order to calculate scattering amplitudes and cross sections,
the S-matrix elements are related to the Fourier transformed n-point Green’s functions by
the LSZ reduction formula [210]. In general, all n-point correlation functions can be computed







by taking the functional derivative with respect to the corresponding generalized external
source J given by
JT(x) =
(
j(x), η¯(x), −ηT(x), . . .
)
. (2.11)
This makes the generating functional Z[J ] and related generating functionals the central
quantities of interest in solving a quantum field theory [124, 211]. From Eq. (2.10) we
obtain the generating functional for connected n-point correlation functions by the relation
W [J ] := logZ[J ] which in the context of statistical field theory relates the Helmholtz free
energy to the partition function Z. In analogy to the Gibbs free energy, the generating
functional of one-particle irreducible (1PI) n-point correlation functions, the so-called effective








where for any given argument the source J is specified by demanding the expression to assume
its supremum. As a result, the functional is convex by construction. The newly introduced
so-called classical field Φ is the “thermodynamic” variable conjugate to the source J [202]
and describes the expectation value Φ = 〈Ω|φ|Ω〉J of the generalized field variable φ in the
presence of the source J . The effective action Γ can be considered as the quantum analogue
to the classical action S and governs the dynamics on the macroscopic scale by taking into
account all quantum and thermal fluctuations. An advantage of the effective action is that
it provides a geometrical picture of the assumed stable ground state in consideration of all
quantum corrections: Assuming a homogeneous solution, i.e., the classical field Φ(x) = Φ is
independent of the position-space variable x, the effective action as an extensive quantity can
be written as Γ[Φ] = VU(Φ), with the space-time volume V and the effective potential U(Φ).
The stable quantum states of a theory are then given by the global minima of the effective
potential where the value of the minimum itself is related to the free energy density of the
state [202], cf. the discussion in Section 2.1.1.
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Faddeev-Popov method
The quantization of gauge theories contains further subtleties which must be taken care of. The
simple approach to directly apply Eq. (2.8) or Eq. (2.10) to the classical QCD Lagrangian (2.1)
would not lead to meaningful results but to ill-defined divergent quantities: The functional
integral over the gauge fields is highly redundant since the domain of integration repeatedly
involves field configurations which are related to each other by gauge transformations (2.6), the
so-called gauge orbits. Such field configurations are physically equivalent and give superfluous
contributions to the integral. Therefore, the integration has to be constrained to a domain
of actually physically different field configurations by implementing a gauge-fixing condition.
This can be achieved by making use of the Faddeev-Popov method [212], which we briefly
sketch following the lines of [202, 204, 211]. A gauge-fixing term Fa[Aµ] = 0 can be introduced











The field A′µ denotes the transformed gauge field Aµ according to Eq. (2.6) and thus depends
on the parameters θa(x). The functional determinant that appears in Eq. (2.13) is independent
of the parameter functions θa(x) and thus gauge invariant as long as the gauge-fixing conditions
are linear in the gauge fields. Specifying the gauge-fixing condition to be the generalized Lorenz
gauge Fa[Aµ] = ∂µAaµ(x)−Ca(x) with Ca being an arbitrary function, the identity (2.13) also
holds for a Gaußian weighted functional integral over Ca up to an irrelevant normalization
constant. This allows us to rewrite the functional delta distribution δ(F a) in terms of the
exponential expression exp
(
− ∫x(∂µAaµ(x))2/(2ξ)) so that it can be later included as an
additional term to the action. The gauge parameter ξ originates from the Gaußian weight.
Inserting the identity to the generating functional and exploiting the gauge invariance of the
measure DA and the action S[A] (for the sake of brevity we include in our considerations here














The integral over the parameter functions θa can be factored out and leads to a mere constant
factor that is not relevant in the computation of physical quantities. This is exactly the
superfluous contribution due to physically equivalent gauge field configurations, i.e., the
functional integral over the gauge orbits. Since it is our aim to exclude such superfluous
contributions, we drop this constant in the following and we are left with the integral over the
physical degrees of freedom only. In order to also bring the expression of the determinant to
4 Here, it is assumed that the Faddeev-Popov determinant is positive definite and that there is only one gauge
copy per gauge orbit that satisfies the gauge-fixing condition. However, typical choices of gauge-fixing conditions
violate both assumptions, leading to the so-called Gribov problem [213]. Furthermore, the Faddeev-Popov
method assumes that the operators as they appear in the definition (2.8) are gauge invariant.
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the exponent, the determinant can be reformulated as a path integral over newly introduced




















where the ghost fields have been defined to absorb a factor 1/g¯s. As anticommuting scalar
fields violate the spin-statistics theorem [202], the quanta of these fields cannot be real physical
particles. As a consequence, these so-called Faddeev-Popov ghosts cannot appear as external
fields in Feynman diagrams but only as internal lines in loop diagrams. Eventually, assembling
all parts including the matter fields, the generating functional reads









with the Faddeev-Popov (FP) Lagrangian
LFPQCD := ψ¯
(




µν)2 + LGF + LFPG , (2.17)
where LGF := 1/(2ξ)(∂µAaµ)2 denotes the gauge-fixing term and LFPG := c¯a(−∂2δab +
g¯sf
acb∂µAcµ)cb the Faddeev-Popov ghost term. The latter term implies a propagator for
the ghosts and gives rise to interactions between gauge and ghost fields. Typical choices for
the gauge parameter ξ include the Feynman-’t Hooft gauge ξ = 1 and the Landau gauge ξ = 0.
Now, with the Faddeev-Popov Lagrangian (2.17) at hand, we can for instance compute the
leading term of the Callan-Symanzik β function of the strong coupling in perturbation theory,
provided the coupling is sufficiently small to allow a weak-coupling expansion. We briefly
discuss the result and its implications following Refs. [202, 204]. The β function describes the
rate at which the renormalized coupling changes under variation of the renormalization scale.
This behavior is of great interest as it determines the strength of the interaction and hence,
e.g., the applicability of perturbative approaches. It can be shown that the leading term of the
β function is invariant under gauge transformations [203]. This term can be derived, e.g., from
the leading-order loop corrections to the quark-gluon vertex by studying the divergences of the
vertex and the field strength renormalizations or from the one-loop corrections in perturbation
theory in the background-field formalism. The gauge invariance in the perturbative regime
implies that calculations of the leading contribution to the β function using the three- or
four-gluon vertex must give the same result.5 The leading term of the β function in a SU(Nc)
gauge theory with Nf quark flavors is given by, e.g., Ref. [202],










5 The leading term of the perturbative β function of the strong coupling is universal and independent of the
regularization scheme, whereas the two-loop coefficient is only universal if mass-independent regularization
schemes are employed [211]. In the non-perturbative regime, however, the coupling constants as defined from
the different vertices show different renormalizations.
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where we have assumed massless quarks in the fundamental representation and gs denotes
the renormalized strong coupling. The second term in Eq. (2.18) can be attributed to the
fermionic fields. Neglecting the first term, the overall sign of the β function turns positive and
describes a scenario similar to that in QED, i.e., the effective electric charge decreases for
larger distances. The virtual creation of electron-positron pairs leads to a polarization of the
vacuum and screens the electric charge. In contrast to that, the gauge bosons in a non-Abelian
gauge theory have the opposite effect. The gluons give rise to the first term in Eq. (2.18)
which is opposite in sign as compared to the quark contribution. As long as the number of
quark flavors is small enough (smaller than 17 flavors for Nc = 3 as implied by Eq. (2.18))
the overall sign of the β function is negative. The dominating “antiscreening” effect of the
gluons leads to a coupling constant that becomes weaker at higher momentum transfers. This
behavior is called asymptotic freedom and is a distinctive property of non-Abelian gauge
theories [37]. The renormalized coupling constant gs is defined to satisfy the equation
d
d log(Q/M)gs = β(gs), (2.19)
with the boundary condition gs(M) = gs at the renormalization scale M . The arbitrary
renormalization scale M can be eliminated by introducing the QCD scale ΛQCD which
describes the position of the Landau pole. The QCD scale is experimentally determined
to be approximately ΛQCD ∼ 200MeV [202].6 The solution to the renormalization group








showing the decrease in the interaction strength for increasing momentum transfer Q. In
experimental precision tests the strong coupling is extracted at different momentum scales
from various physical processes, e.g., from hadronic τ decays or from deep inelastic lepton-
nucleon scattering [39]. In order to compare the results, the coupling constant is conventionally
evolved to a common renormalization scale by employing the modified minimal subtraction
(MS) scheme [214]. The renormalization scale is typically given by the Z-boson mass of
the weak interaction, i.e., Q = MZ = 91.19GeV. The current average value is αs(MZ) =
0.1181±0.0011 [39]. In Fig. 2.1 current experimental results on the measurement of the strong
coupling constant αs are summarized.
2.1.1 Thermodynamics of QCD
The thermodynamics of QCD aims at describing the equilibrium bulk properties of dense strong-
interaction matter at finite temperature T . Owing to its relativistic nature and the associated
6 The exact value depends on details of the calculation which conventionally employs the modified minimal
subtraction scheme [214]. The essential aspect is that the QCD scale, describing the scale at which the coupling
becomes “strong”, is of the order of several hundred MeV [5].
24 fundamentals
9. Quantum chromodynamics 39
They are well within the uncertainty of the overall world average quoted above. Note,
however, that the average excluding the lattice result is no longer as close to the value
obtained from lattice alone as was the case in the 2013 Review, but is now smaller by
almost one standard deviation of its assigned uncertainty.
Notwithstanding the many open issues still present within each of the sub-fields
summarised in this Review, the wealth of available results provides a rather precise and
reasonably stable world average value of αs(M
2
Z), as well as a clear signature and proof of
the energy dependence of αs, in full agreement with the QCD prediction of Asymptotic
Freedom. This is demonstrated in Fig. 9.3, where results of αs(Q
2) obtained at discrete
energy scales Q, now also including those based just on NLO QCD, are summarized.
Thanks to the results from the Tevatron and from the LHC, the energy scales at which
αs is determined now extend up to more than 1 TeV
♦.
QCD αs(Mz) = 0.1181 ± 0.0011
pp –> jets





1 10 100Q [GeV]
Heavy Quarkonia (NLO)






pp –> tt (NNLO)
)(–)
Figure 9.3: Summary of measurements of αs as a function of the energy scale Q.
The respective degree of QCD perturbation theory used in the extraction of αs is
indicated in brackets (NLO: next-to-leading order; NNLO: next-to-next-to leading
order; res. NNLO: NNLO matched with resummed next-to-leading logs; N3LO:
next-to-NNLO).
♦ We note, however, that in many such studies, like those based on exclusive states of
jet multiplicities, the relevant energy scale of the measurement is not uniquely defined.
For instance, in studies of the ratio of 3- to 2-jet cross sections at the LHC, the relevant
scale was taken to be the average of the transverse momenta of the two leading jets [434],
but could alternatively have been chosen to be the transverse momentum of the 3rd jet.
June 5, 2018 19:47
Figure 2.1: Summary of measurements of the strong coupling constant αs as a function of the
momentum transfer Q, taken from Ref. [39].
non-conservation of the particle number,7 the appropriate thermodynamic description is given
by the grand cano ical ensemble. The ensemble average of any observable represented by an
operator Oˆ can be computed by employing the statistical density matrix ρˆ according to
〈Oˆ〉 = tr Oˆρˆtr ρˆ , with ρˆ = e
−(Hˆ−µiNˆi)/T , (2.21)
where µi’s are the chemical potentials associated with the conserved charge operators Nˆi. In
this context, the grand canonical partition function
Z := tr ρˆ = tr e−(Hˆ−µiNˆi)/T , (2.22)
is the central quantity of interest. All thermodynamic properties can be derived from this
function, e.g., the free energy density f = F/V , the pressure p, the entropy density s = S/V
or the densities of the conserved charges ni = Ni/V :
f = −T
V
logZ , p = ∂(T logZ)
∂V










where V denotes the spatial volume. Against the background of the thermodynamic limit, we
consider here the corresponding densities, i.e., the intensive analogs of the thermodynamic
quantities. With these quantities the energy density is determined by  = −p+ Ts+ µini.
The partition function (2.22) of quantum statistical mechanics in a three dimensional space
can be recast as a path integral in a (3 + 1)-dimensional Euclidean quantum field theory by
Wick rotating to the imaginary time t = −iτ [215]. For a bosonic quantum field ϕ and the
7 Due to creation and annihilation processes, only the net number of quarks minus antiquarks is conserved and
not the number of particles and antiparticles separately.
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associated conjugate momentum pi = ∂LM/∂(∂tϕ) in terms of the Lagrangian in Minkowski











d3x (H(pi, ϕ)− ipi(∂0ϕ)− µiNi(pi, ϕ))
}
, (2.24)
with the inverse temperature β = 1/T , the charge density N (pi, ϕ) and the Hamiltonian density
H(pi, ϕ). The latter is related to the Lagrangian LM through the usual Legendre transformation
H = ipi(∂0ϕ)−LM. For a detailed derivation of the functional integral representation we refer
to, e.g., Refs. [208, 216]. The integral over ϕ is constrained by the periodic boundary condition
ϕ(0, ~x) = ϕ(β, ~x) on account of the initial trace operation, whereas the integration over the
conjugate momentum pi is unconstrained. Typically, the conjugate momentum appears at most
quadratically in the exponent and the functional integral can be evaluated as a generalized
Gaußian integral. In this way, the exponent can be rewritten in terms of the Euclidean
Lagrangian density and the partition function assumes again the form of the generating
functional (2.10), apart from the periodic boundary condition and terms associated with the
chemical potentials in the presence of conserved quantities. This illustrates the very close
relation between quantum statistical mechanics and quantum field theory [124]. The generating
functional Z[J ] in Eq. (2.10) can be considered as the partition function with an added source
term in the limit of zero temperature and vanishing chemical potentials. The path integral
representation of the partition function (2.24) can easily be extended to various fields and
conserved charges. The conjugate momentum of a Dirac field is given by iψ† which is treated
as independent field variable. In contrast to the case of a bosonic field, the separate evaluation
of the functional integral over the conjugate variable iψ† is not considered and the functional
integral already assumes its final form in terms of its field content. Thus, the exponent can
readily be reformulated in terms of the Euclidean Lagrangian with the replacement
L −→ L− µiNi , (2.25)
in case of chemical potentials associated with conserved quantities. This leads again to a path
integral representation in form of the generating functional (2.10), cf. also the matter part
of Eq. (2.16). Due to the Grassmann nature of fermionic fields, the integral is constrained
by antiperiodic boundary conditions ψ(0, ~x) = −ψ(β, ~x). The compactification of the time
integration at finite temperature leads to a discretization in momentum space and gives rise
to the Matsubara frequencies ωn := 2pinT and νn := (2n+ 1)piT , with n ∈ Z, in the case of
bosonic and fermionic fields, respectively. However, these are the only modifications arising
due to a finite temperature. For this reason, we do not explicitly distinguish in the following
between the case of vanishing temperature and the case of finite temperature. For most of
the time we can use the same notation for both cases, see Appendix A.3 for details. In this
context, the quantity Z[J ] denotes the generating functional generalized to the case of finite
temperature, i.e., the time direction is compactified. Alternatively, the other way around, the
8 The imaginary unit i in the term ipi(∂0ϕ) ≡ ipi(∂τϕ) in Eq. (2.24) appears due to the imaginary-time formalism.
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partition function is extended by an external source J , providing a generating functional for
finite temperature expectation values.
2.1.2 Symmetries of QCD
In the vacuum limit, i.e., in the limit of zero temperature and vanishing chemical potentials,
the QCD Lagrangian is manifest Lorentz invariant and is assumed to be invariant under
the discrete symmetries parity P : (t, ~x) 7→ (t,−~x), time reversal T : (t, ~x) 7→ (−t, ~x), and
charge conjugation C, i.e., the replacement of particles with the corresponding antiparticles
and vice versa. The generation of interactions between the quarks via the gauge principle
introduces the invariance under local SU(Nc) transformations. We now turn to the important
global symmetries of QCD related to the quark fields and briefly discuss the main aspects
following Refs. [202–204, 207, 215]. The discussion is restricted to Nf = 2 quark flavors as
this is the considered number of quark flavors throughout this work. Furthermore, we work in
the chiral limit, i.e., the current quark masses are set to zero. This assumption is justified
since the masses of the two lightest quark flavors, i.e., mu ≈ 2MeV and md ≈ 5MeV (cf.
Table 2.1) is negligibly small as compared to typical scales of the theory such as the QCD scale
ΛQCD ≈ 200MeV [202] or the mass of the sigma meson mσ ≈ 500MeV [39] as the lightest




2(1 + γ5) , PL =
1
2(1− γ5) , (2.26)
with γ5 = γ1γ2γ3γ0. The projectors are idempotent, i.e., P 2L/R = PL/R, and fulfill the com-
pleteness relation PR +PL = 1 as well as the orthogonality relations PRPL = PLPR = 0. With
the help of these operators we project the Dirac field onto its chiral components, i.e., onto the
left-hand and right-handed components
ψL = PLψ , ψR = PRψ , (2.27)
respectively. Rewritten in terms of these chiral components, the Lagrangian decouples into
parts that connect left-handed components only with left-handed ones and vice versa, as we
find
ψ¯i /Dψ −→ ψ¯Ri /DψR + ψ¯Li /DψL . (2.28)
This formulation shows that the QCD Lagrangian has a classical global UL(2)⊗UR(2) symmetry
which can be decomposed into SUL(2)⊗SUR(2)⊗UV(1)⊗UA(1). The so-called chiral symmetry
SUL(2)⊗ SUR(2) describes the invariance under separate SU(2) transformations of the left-
handed or the right-handed components. In summary, the chiral components transform
as








(f) , ψ¯R 7→ ψ¯R ,
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UV(1) : ψL 7→ eiθVψL , ψR 7→ eiθVψR , ψ¯L 7→ ψ¯Le−iθV , ψ¯R 7→ ψ¯Re−iθV ,
UA(1) : ψL 7→ e−iθAψL , ψR 7→ eiθAψR , ψ¯L 7→ ψ¯LeiθA , ψ¯R 7→ ψ¯Re−iθA , (2.29)
where in the fundamental representation the generators T i(f) = τ i/2 of the SUf (2) flavor
group are given by the Pauli matrices τ i. On a classical level, continuous symmetries of a field
theory can be related to corresponding conserved currents by Noether ’s theorem [217, 218].
In a simple version, cf. Ref. [215], the theorem states that the invariance of the Lagrangian
L under an infinitesimal change δφi of the field multiplet φi implies the conservation of a




i.e., ∂µjµ = 0. For a Lie group with generators T a and an invariance under the infinitesimal
transformation φi 7→ φi − iaT aijφj ≡ φi + aδφai with parameters a, we find a conserved
current jaµ for each generator. The corresponding conserved charges are obtained by taking
the space integral of the zero component of the conserved currents as the associated charge
densities, i.e., Qa =
∫
d3x ja0 . We note that in a quantized theory the charge operators of a
conserved Noether current are the generators of the related symmetry, i.e., the field operator
φi transforms according to
φi 7→ φ′i = ei
aQaφie−i
aQa ≈ φi + ia [Qa, φi] = φi − iaT aijφj , (2.31)
where the matrices T a form a representation of the generators Qa.
Noether ’s theorem applied to the UV(1) symmetry in Eq. (2.29) leads to baryon number










with the quark number density Nq(x) = ψ†(x)ψ(x). In fact, the QCD Lagrangian is invariant
under separate UV (1) phase transformations of the single quark flavors and the currents
ψ¯uγ
µψu, ψ¯dγµψd, . . . of the individual quark flavors are also conserved. The quark number
Eq. (2.32) describes the sum of these individually conserved charges. In order to study
strong-interacting matter at finite density, the conserved quark number density Nq(x) can
be incorporated into the path integral representation of the partition function according to
Eq. (2.24) and gives rise to the additional contribution ψ¯(−iµγ0)ψ to the kinetic part of the






9 The imaginary unit i originates from the replacement ψ¯ → iψ¯ according to our chosen conventions for the
imaginary-time formalism with Euclidean space-time, see Appendix A.2.
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The quark chemical potential µ is a Lagrange multiplier and introduces, somewhat loosely
speaking, an imbalance between quarks and antiquarks.
At low energy the chiral symmetry SUL(2) ⊗ SUR(2) is not manifest, i.e., hidden in
nature. Only the subgroup of the isospin rotations SUV(2) that describes the simultaneous
transformation of left- and right-handed quark fields with θL = θR is a realized symmetry
in the chiral limit10 and gives rise to isospin conservation. Indeed, the ground state can be
shown to be necessarily invariant under SUV(2)⊗ UV(1) in the chiral limit [219].
The invariance under the orthogonal axial transformations generated by the linear combi-
nation




d3x ψ¯γ0γ5τ iψ (2.34)
of the right- and left-handed charge operators of the chiral symmetry QiR and QiL, respectively,
would imply degenerate states of opposite parity in the hadron spectrum. However, this
so-called parity doubling is not observed, e.g. a low-energy baryon octet of negative parity
corresponding to the existing octet of positive parity is missing in the particle spectrum.
The symmetry of the ground state is strongly connected to the symmetry of the spectrum
by Coleman’s theorem [47]. Therefore, the symmetry pattern of the hadron spectrum shows
strong evidence that the ground state is not invariant under axial transformations.
Based on an analogy with superconductivity [45, 46], this led to the hypothesis that the
invariance of the QCD action under chiral transformations is an accurate symmetry which
is spontaneously broken down to SUL(2)⊗ SUR(2)→ SUV(2) by the ground state, i.e., the
generators QiA|0〉 6= 0 do not annihilate the vacuum. This non-perturbative phenomenon of
the theory of the strong interaction is called chiral symmetry breaking (χSB). According
to Goldstone’s theorem [48, 49], the spontaneous breaking of a continuous global symmetry
gives rise to the appearance of massless Nambu-Goldstone bosons in the channels of each
broken symmetry, i.e., the number of massless bosons equals the number of generators of
transformations that do not leave the ground state invariant. The properties of the Nambu-
Goldstone bosons are closely related to the associated “broken” generators, cf. Appendix C for
more details. The hadron spectrum contains indeed particles of unusually low masses, i.e., in
the case of 2-flavor QCD the pion triplet, which are considered to be pseudo Nambu-Goldstone
bosons. The reason for the addition pseudo is the small but non-zero masses of the pions as
the QCD Lagrangian is only approximately invariant under chiral transformations due to the
small but finite current quark masses at the physical point.
The pions have negative parity which matches the transformation behavior of the generators
QA of the axial transformations. Indeed, the QCD vacuum can be expected to be not invariant
under axial transformations. The strong attractive interactions give rise to the appearance
of condensates of quark-antiquark pairs as the energy cost to produce a pair of at least
approximately massless quarks is small. Such pairs, due to the requirement of vanishing
momentum and angular momentum, possess a net chiral charge [202]. The spontaneous
10 Regarding the two lightest flavors up and down, this symmetry is approximately realized for physical current
quark masses as well, since both masses are almost equal and negligibly small compared to, e.g., the QCD
scale ΛQCD.
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breakdown of the chiral symmetry is therefore associated with the formation of a corresponding
chiral condensate 〈ψ¯ψ〉 which is according to
〈0|[iQiA, ψ¯iγ5τ iψ]|0〉 = 〈0|ψ¯ψ|0〉 = 〈0|ψ¯LψR + ψ¯RψL|0〉, i ∈ {1, 2, 3} , (2.35)
a sufficient criterion for χSB. The formation of the chiral condensate renders the quarks
massive and provides in this way a mechanism for the dynamical generation of the constituent
quark masses.
The restoration of chiral symmetry does not necessarily imply the axial UA(1) symmetry
to be restored. In fact, this symmetry is not realized in nature but is broken by quantum
corrections. Global symmetries of a classical action that are not realized in a quantum theory
are referred to as anomalous symmetries [220–222].11 The so-called axial or chiral anomaly is
caused by topologically non-trivial gauge configurations [223, 224] that lead to a divergence
of the classical Noether current jµA = ψ¯γµγ5ψ in the form of
∂µj
µ
A ∼ g2sNfµνρσF aµνFa,ρσ , with 0123 = 1 , (2.36)
c.f. Refs. [202, 203]. For the phenomenologically more relevant three-flavor case, the explicit
breaking of the UA(1) symmetry has been put forward even earlier to explain the η-η′ mixing
in the mesonic particle spectrum [225, 226], resulting in the mass splitting of the respective
particles. The absence of the UA(1) symmetry may be deduced from other observations as well,
e.g. from the missing parity doubling of hadronic states [227] again, at least at low energies.12
Silver-Blaze property
In order to study strong-interaction matter at finite density, the kinetic term of the quark
fields is modified to include the quark chemical potential, see Eq. (2.33). It appears that
any finite chemical potential changes the eigenspectrum of the propagator and consequently
the partition function Z and derived thermodynamic quantities such as the free energy or
the quark number density as well. At zero temperature, however, the so-called Silver-Blaze
property, or “problem”, refers to the fact that the partition function of, e.g., a fermionic
system does not exhibit a dependence on the chemical potential, i.e., it remains as that
of the vacuum, provided that the chemical potential is less than some critical value [228],
see also, e.g., Refs. [229–231]. The critical value is determined by the (pole) mass of the
lightest particle carrying a finite charge associated with the chemical potential, i.e., in case of
the quark chemical potential a finite baryon number, see below. The Silver-Blaze property
of the partition function or free energy carries over to the correlation functions, see, e.g.,
Ref. [229]. Phenomenologically speaking, this property simply states that the fermion density
(corresponding to the difference in the numbers of fermions and antifermions) remains zero at
zero temperature as long as the chemical potential is less than the (pole) mass of the lightest
charged particle. For the sake of simplicity, let us consider in the following a theory where
11 In the path integral formalism the anomalous breaking of a classical symmetry can be traced back to an integral
measure that is not invariant.
12 The spontaneous breaking of chiral symmetry dynamically generates the constituent quark mass which breaks
the UA(1) symmetry anyway.
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only the fermions carry a charge. Mathematically speaking, the Silver-Blaze property is then
a consequence of the fact that the theory is invariant under the following transformation:13
ψ¯ 7→ ψ¯ e−iατ , ψ 7→ eiατψ , µ 7→ µ+ iα , (2.37)
where α parametrizes the transformation and τ is the imaginary time. Setting α = q0,




= Z . (2.38)
Thus, the partition function is invariant under a shift of the chemical potential µ along the
imaginary axis. Assuming that Z is analytic, it follows that Z does not depend on µ at all. In
particular, we deduce from an analytic continuation of Eq. (2.38) from q0 to iq0 that Z does
not depend on the actual value of the real-valued chemical potential µ.




= Γ[ψ¯, ψ] , (2.39)
and similarly for higher n-point functions, since the latter are obtained from Γ by taking
functional derivatives with respect to the fields and setting them to zero subsequently.
On the level of correlation functions, we recall that, for example, the two-point function
has a pole at p20 = −m2f at ~p = 0, where mf is the (pole) mass of the fermion. Thus, an
analytic continuation of the two-point function in the complex p0-plane is restricted to the
domain |p0| ≤ mf , as the pole mass is the singularity closest to the origin of the complex
p0-plane. From Eq. (2.39), on the other hand, we find the following relation for the two-point
function:
Γ(1,1)(p0 − q0, ~p; p′0 − q0, ~p ′)
∣∣
µ→µ+iq0 = Γ
(1,1)(p0, ~p; p′0, ~p ′) , (2.40)
where the four-momenta (p(′)0 , ~p (′)) are associated with the ingoing and outgoing fermion lines,
respectively. Note that Γ(1,1) is diagonal in momentum space, i.e.,
Γ(1,1)(p0, ~p; p′0, ~p ′) = Γ˜(1,1)(p0, ~p )(2pi)δ(p0−p′0)(2pi)3δ(3)(~p−~p ′) . (2.41)
For q0 = iµ, Eq. (2.40) implies(
lim
µ→0 Γ







= Γ(1,1)(p0, ~p; p′0, ~p ′) (2.42)
for µ < mf . The latter constraint follows from the definition of the pole mass: Γ(1,1) = 0
for (p0 − iµ)2 = −m2f , i.e., p0 = i(µ ± mf), and ~p = 0. Note that mf refers to the pole
mass at µ = 0. This line of argument can be generalized straightforwardly to higher n-point
functions.
13 Here, we effectively treat the chemical potential as an external constant background field.
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Overall, it follows that, at zero temperature and µ < mf , the free energy of the system does
not exhibit a dependence on µ, as stated above [228]. The µ-dependence of the correlation
functions is trivially obtained by replacing the zeroth components of the four-momenta in the
vacuum correlation functions with suitably µ-shifted zeroth components, see, e.g., Eq. (2.42).
This then implies that these functions also do not exhibit a dependence on µ due to the analytic
properties of these functions for µ < mf . In any case, these statements cannot be generalized
to the finite-temperature case as the zeroth component of the Euclidean four-momentum
becomes discrete due to the compactification of the Euclidean time direction and the analytic
continuation entering the above line of arguments cannot be defined uniquely.
2.2 Aspects of color superconductivity
As dense strong-interaction matter at small temperatures gives rise to the phenomenon
of color superconductivity, we briefly recapitulate in the following some basic aspects of
superconductivity in general and in the context of cold, dense quark matter. This summary is
mainly based on the reviews [107, 108, 115, 116, 232].
The instability with respect to the formation of Cooper pairs [113] in the Bardeen-Cooper-
Schrieffer (BCS) theory of superconductivity [111, 112] is a very generic phenomenon: At
sufficiently small temperature the Fermi sphere of any fermionic system becomes unstable as
soon as an arbitrarily weak attractive interaction is turned on. For a fermion at the Fermi
surface it is then energetically favorable to slightly rise above the sphere to form a bound
state together with a fermion of opposite momentum and spin.14 The system stabilizes in the
state in which the energy gain of the bound state formation is balanced by the kinetic energy
cost to assume a momentum larger than the initial Fermi momentum. The Cooper pairs are
bosonic fermion-fermion pairs and macroscopically occupy the same quantum state of lowest
energy which leads to the formation of a condensate. The dispersion relation of a one-particle
excitation becomes gapped by the condensate and assumes the characteristic form [115]
ω± =
√
(E~p ± µ)2 + |∆|2 , (2.43)
with E~p :=
√
~p 2 +m2 for a fermion with mass m and the size of the gap energy denoted
by |∆|. The charges carried by the condensate are related to the symmetries which become
spontaneously broken by its formation. As implied by the initial symmetries of the theory,
these charges are still conserved. Yet, the system in the condensed phase is described in
terms of quasiparticles that are superpositions of particle and “particle-hole” excitations and
thus are no eigenstates of the charge operator anymore. The condensate can be thought
of as a reservoir the quasiparticles can deposit charges to and extract charges from. The
gapped energy spectrum finally gives rise to the macroscopic properties of superfluidity or
superconductivity, i.e., a superflow transports the charge of the associated broken symmetry.
14 This introductory discussion does not take into account further degrees of freedom such as flavor or color, or
the possibility of pairs with non-zero spin.
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Quark matter at asymptotically high densities precisely constitutes such a system that is
susceptible to the formation of Cooper pairs. The scale of the momentum transfer is assumed to
be set by the Fermi momentum or quark chemical potential, i.e., Q/ΛQCD ∼ µ/ΛQCD  1.15
On account of asymptotic freedom [35], the coupling of the strong interaction becomes small,
i.e., gs(Q) 1, and the strong-interaction matter allows a first-principles approach based on
weak-coupling methods [95–108]. At such high densities the interaction of quarks is dominated









(δijδkl − δilδkj) + Nc − 14Nc (δijδkl + δilδkj) . (2.44)
This tensor can be decomposed into an attractive antitriplet16 channel and a repulsive sextet
channel [116, 232]. With the antitriplet channel the strong interaction immediately provides
an attractive interaction and thus gives rise to the Cooper instability of the Fermi sphere. As
the Cooper pairs of two quarks would carry a finite color charge, this phenomenon is referred
to as color superconductivity [96, 97, 106, 107, 109, 110].
Indeed, phases of color-superconducting quark matter were already conceived in early
studies [95–97]. The potential significance of such phases, however, was realized only later on
as studies found that the energy gap induced by the condensate might be as large as ∼ 100MeV
at densities relevant for astrophysical objects [109, 110, 141]. The baryon number densities
reached in the interior of neutron stars are in the range nB & (2−10)n0,17 which corresponds in
our case to a quark chemical potential of approximately µ & (300− 700)MeV, and in principle
allow for quark matter in a superconducting phase [56, 232]. However, such intermediate
densities are very difficult to access since quark matter is still strongly coupled and is therefore
not accessible within perturbative or weak-coupling approaches. The phases of hadronic
matter and the possibility of color superconducting quark matter at intermediate densities
occurring in neutron stars are of great phenomenological importance, yet are still far from
being fully understood. The transition to a superconducting phase is linked to a reduction
in energy depending on the size of the energy gap |∆| and the Fermi momentum p2F. The
latter is associated with the phase space that is available to the formation of Cooper pairs [56].
The energy reduction affects besides other thermodynamic properties, e.g. the specific heat,
particularly the equation of state and consequently the mass-radius relation via the Tolman-
Oppenheimer-Volkov (TOV) equation [150, 151]. Color superconductivity should also influence
transport properties in terms of conductivities and viscosities and might affect experimental
observables such as the cooling rate or the slowing down of the rotation [116]. Depending
on the specific pairing pattern, the presence of an energy gap can also modify the neutrino
15 The Fermi momentum of a relativistic fermion of mass m is given by pF =
√
µ2 −m2Θ(µ2 − m2). For
fermions in the ultra-relativistic limit m→ 0 or at very high densities, i.e., µ/m 1, the Fermi momentum is
approximately pF ' µ.
16 The channel is antisymmetric under the exchange of either the indices j, l of the incoming quarks or the indices
i, k of the outgoing quarks.
17 The nuclear saturation density is in terms of a number density n0 ≈ 0.16/fm3 or in terms of a mass density
ρ0 ≈ 2.7× 1014 g/cm3.
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emissivity [233] and the interplay with magnetic fields on the account of the electromagnetic
Meissner effect [2, 234, 235].
First-principles calculations at asymptotically high densities [98–105] find that the energy
gap on the Fermi surface of color-superconducting quark matter at zero temperature behaves













Although this result is obtained in the weak-coupling limit,18 it is of non-perturbative
nature as it effectively includes the resummation of infinitely many diagrams. Compared to
the solution in standard BCS theory, the gap in Eq. (2.45) is parametrically enhanced, i.e.,
|∆| ∝ exp(−const./g2s ) versus |∆| ∝ exp(−const./gs) [108]. The reason for this is the structure
of the gluon propagator in a dense medium. In essence, the electric gluon exchange is screened
by the Debye mass whereas the chromomagnetic part gives rise to an unscreened long-range
interaction which leads to large forward scattering, see, e.g., Refs. [51, 107] for reviews. The
relation (2.45) shows that for even arbitrarily small coupling gs there is an energy gap of
small but finite size. This behavior is qualitatively distinguished from, e.g., spontaneous chiral
symmetry breaking. For the chiral condensate to form, the coupling of the interaction has to
be greater than a certain critical value that depends on the scale under consideration.
For increasing temperature, more and more Cooper pairs are broken up again by thermal
fluctuations. The condensate becomes smaller and finally melts away at a critical temperature.
As in standard mean-field BCS theory, the critical temperature can be related to the size of





with the Euler-Mascheroni constant γ ≈ 0.5772. For the proportionality constant, we have
χ = 1 in standard BCS theory, but it depends otherwise on the specific pairing pattern. In
any case, however, it is of the order of one and consequently the critical temperature and the
energy gap at zero temperature are of the same order of magnitude [107].
As quarks are spin one-half particles that carry not only electric charge but also the quantum
numbers flavor and color, the pairing patterns in color superconductivity are more diverse as
compared to Cooper pairs with electrons. Depending on the specific pattern, the condensed
phase of color-superconducting quark matter can simultaneously be a baryonic superfluid
and/or an electromagnetic superconductor.19 In the following, we characterize the pairing
pattern in the case of two flavors that is considered to be the most dominant condensate
generated by one-gluon exchange [109] and topologically non-trivial gauge configurations [109,
110, 239]: At the Fermi surface two quarks form a diquark pair in the scalar JP = 0+ state.20
On the account of the Pauli principle, the diquark state must be antisymmetric with respect
18 The expression (2.45) is obtained from solving the mean-field gap equation in the weak-coupling limit, assuming
that the interaction is only non-vanishing for fermions close to the Fermi surface, see, e.g., Ref. [108].
19 In a superfluid the associated symmetry that becomes spontaneously broken is global while in a superconductor
the symmetry is local.
20 A similar pseudoscalar state is disfavored by instanton effects [116].
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to the exchange of the two quarks. The coupling of the spins is necessarily antisymmetric to
obtain a scalar spin-0 state. As introduced above, see Eq. (2.44), the coupling in color space
is also antisymmetric in the attractive channel of one-gluon exchange. As a consequence, the
coupling in flavor space must be antisymmetric as well to fulfill the Pauli principle. As a
result, the structure of the diquark condensate is given by
∆l ∼ 〈iψ¯Cγ5(f)εl(c)ψ〉 , (2.47)
with the totally antisymmetric tensors (f) ≡ αβ(f) and εl(c) ≡ εlmn(c) in flavor and color space,
respectively. Moreover, we have introduced charge conjugated fields ψC = Cψ¯T and ψ¯C = ψTC
with C = iγ2γ0 being related to the charge conjugation operator. The phase represented by
this condensate (2.47) is referred to as a two-flavor color superconductor (2SC). The flavor
antisymmetric structure of this color-superconducting condensate corresponds to a singlet
representation of the global chiral group which implies that the formation of such a condensate
does not violate the chiral symmetry of the theory [116]. This can be seen by rewriting the
antisymmetric tensor in flavor space in terms of the Pauli matrix αβ(f) = i(τ2)
αβ and noting
that (T i(f))Tτ2 + τ2T i(f) = 0, where T i(f) = τ i/2 denotes the generators of the SUf (2) flavor
group. We emphasize that this is different in QED-like theories where the formation of a
Poincaré-invariant superconducting ground state also requires the chiral symmetry to be
broken, see Section 4.2. In addition to that, let us note that the condensate (2.47) breaks the
axial UA(1) symmetry.
To discuss the symmetry properties of the diquark condensate ∆l in color space, it is again
helpful to rewrite the antisymmetric tensor εl(c) in terms of the antisymmetric generators TA,
with A ∈ {2, 5, 7}, of the SU(3) color group. The condensate behaves as an antitriplet under
color transformations and can always be rotated into the T 2-direction. The diquark condensate
is then invariant under the first three generators T (1−3) of the SU(3) color group while the
remaining generators become broken. Owing to the Anderson-Higgs mechanism [2, 235], five
of the eight gluons become massive and acquire an additional longitudinal degree of freedom.21
While the gapped gluons decouple [240], the other three gluons remain gapless and give rise to
a residual SU(2) color symmetry. Calculations of the so-called Meissner mass of the gapped
gluons in quark matter can be found in, e.g., Refs. [241–244].
As the diquark condensate also carries a net baryon and electromagnetic charge, it appears
that the global UV(1) symmetry and the electromagnetic (EM) local UEM(1) symmetry are
spontaneously broken as well. However, corresponding intact symmetries can be identified by
“rotating” the respective generators to mix with the SU(3) color group. With the generator of
the UV(1) group in the form B = 13diag(c)(1, 1, 1) we can construct the “rotated” generator
B˜ = B− 2√3T 8 = diag(c)(0, 0, 1). We denote the symmetry group that belongs to this generator
B˜ by U˜V(1) which gives rise to a corresponding conserved rotated baryon number. Similarly,
we obtain a rotated electromagnetic charge by constructing the generator Q˜ = Q− 1√3T 8 of
an associated U˜EM(1) symmetry group, with Q = diag(f)(2/3,−1/3) being the generator of
the local UEM(1) group. There is consequently no electromagnetic Meissner effect and the
rotated photon remains massless. To summarize, the 2SC phase represented by the diquark
21 Loosely speaking, the Goldstone modes are “eaten up” by the gauge bosons which in turn become massive [202].
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condensate (2.47) is a color superconductor but neither an electromagnetic superconductor
nor a baryonic superfluid.
Lastly, a brief comment on the diquark condensate breaking gauge symmetries is in order.
In fact, the spontaneous breaking of a local symmetry is not truly possible [245] and is only
a consequence of gauge fixing. The occurrence of spontaneous breaking after gauge fixing is
nevertheless of physical significance and leads to correct predictions [106, 107]. The diquark
condensate (2.47) itself is a gauge dependent object, whereas the corresponding energy gap in
the excitation spectrum of the quasiparticles can be shown to be gauge invariant, see, e.g.,
Refs. [246–248].
For further discussion of color superconductivity and especially for a discussion of the case
of more than two flavors, we refer to the reviews [107, 114–116], see also Ref. [239].
2.3 Brief overview of methods
Strong-interaction matter appears in many facets and gives rise to various intriguing phe-
nomena. Owing to its strongly-coupled nature, however, the theory of the strong interaction
is very difficult to access, with the result that QCD is equally rich of different theoretical
approaches. Before we introduce the functional renormalization group in the next chapter
which we shall employ to study strong-interaction matter, we give in the following a brief
overview of selected alternative methods. Each method has its own benefits and shortcomings
and might be only applicable within certain regimes. This overview is mainly based on reviews
and introductory texts, see Refs. [51, 74, 207, 209, 232, 249–251]
2.3.1 Lattice QCD
Lattice QCD is a non-perturbative first-principles approach that attempts to directly compute
the partition function numerically. The functional integral is discretized on a Euclidean space-
time lattice and solved by employing Monte Carlo techniques based on importance sampling.
For the original formulation and early contributions to this method see Refs. [252, 253], and
for broader introductions and introductory reviews we refer to Refs. [74, 209, 249, 254].
The method is in principle exact but owing to computational limits requires extrapolation
techniques to obtain the physical limit in terms of the continuum limit of vanishing lattice
spacing a 7→ 0 and the thermodynamic limit V 7→ ∞, where V denotes the space-time volume.
Consequently, results from lattice QCD always receive a statistical error due to importance
sampling as well as systematic errors such as from the extrapolation procedure to the physical
limit. Lattice QCD studies have been very successful, e.g., in the determination of hadron
masses [255], in the study of the finite-temperature QCD crossover transition [64] or in the
computation of the equation of state at vanishing or small quark chemical potential [66, 67, 70,
87], see also Refs. [62, 63] for reviews on finite-temperature computations and the introductory
reviews [249, 256].
At finite quark chemical potential, however, lattice QCD is plagued by the infamous
“sign-problem”: The fermion determinant becomes complex which consequently spoils the inter-
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pretation as probability weight and prohibits the direct application of importance sampling [74].
As a result, the computational cost grows exponentially with increasing space-time lattice
volume. To circumvent the sign-problem various approaches have been pursued [51, 62, 76],
e.g., the reweighting method [257], Taylor expansion techniques [72, 82, 258], simulations at
imaginary chemical potential with subsequent analytical continuation to real values [259–262],
the canonical ensemble method [263–265], the density of states approach [266, 267] or the
complex Langevin method [268–272]. However, despite of these various approaches to circum-
vent the difficulty of the sign-problem, reliable results are only achieved in the regime with
µ/T . 1, see, e.g., Refs. [62, 63, 74, 269] for reviews on lattice QCD simulations at finite
quark chemical potential.
2.3.2 Chiral effective field theory
Chiral effective field theory (chiral EFT) is a modern and very successful approach to describe
nuclear forces at low energies based on the symmetries of QCD which allows a systematic
improvement and access to uncertainty estimations, see, e.g., Refs. [89, 90, 250, 251] for
reviews and Refs. [273–275] for the seminal works by Steven Weinberg.
Nuclear interactions can be considered as residual forces of the underlying fundamental
strong interaction in much the same way as Van-der-Waals interactions between molecules are
residual forces of the electromagnetic interaction between the atoms as constituents. In the
low-momentum regime of nuclear physics, however, quarks and gluons as fundamental degrees
of freedom are not resolved and the strongly-coupled nature at such scales restrains a direct
derivation of nuclear interactions from QCD. Based on the so-called separation of scales, chiral
EFT takes into account only the degrees of freedom that are relevant at the typical momentum
scales under consideration, i.e., nucleons and pions as exchange particles, and constructs the
most general Lagrangian compatible with the symmetry constraints imposed by QCD as
underlying fundamental theory. The description is valid up to a breakdown scale Λb ∼ 500MeV
beyond which the inclusion of higher momentum excitations apart from the pions would
be required.22 The various terms contributing to the Lagrangian are classified according
to a power-counting scheme in terms of the expansion parameter Q/Λb ∼ mpi/Λb ≈ 1/3,
where the typical momentum scale Q is given by the pion mass mpi. The power-counting
scheme establishes a hierarchy of importance with only a finite number of terms at each
order. As nucleons are finite-sized objects composed of fundamental constituents, multi-body
interactions appear at higher orders as well. The free parameters of the expansion are the
so-called low-energy constants (LECs) and incorporate the higher-momentum degrees of
freedom that are not resolved by the EFT. In principle, such LECs can be calculated from,
e.g., lattice QCD. In practice, however, they are determined by fits to experimental data.
Once the set of LECs at a certain order are determined by specific experimental data, the
nuclear interactions can then be employed to calculate the target nuclear observables.
Chiral EFT interactions have successfully been employed in structure and reaction studies
of light and medium-mass nuclei as well as in calculations of nucleonic matter, see, e.g.,
22 The exact value depends on details of the calculation such as the employed regularization scheme.
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Refs. [91, 276–283] and Refs. [284, 285] for reviews. For recent results on the computation of
nucleonic matter, we refer to Refs. [93, 286–288]. Current efforts include chiral interactions
even up to fifth order [288], yet the application to symmetric matter at densities beyond twice
the nuclear saturation density ρ0 or to neutron-rich matter at ρ ∼ (1− 2)ρ0 remains up to
the present day highly non-trivial.
2.3.3 Perturbative QCD
Strong-interaction matter becomes weakly coupled at asymptotically high energy scales on
the account of asymptotic freedom which eventually enables perturbative computations in
terms of an expansion in the strong coupling constant. Although seemingly straightforward,
a naive application of perturbation theory at finite temperature or chemical potential is
not sufficient and more involved techniques are required in order to consistently treat the
theory perturbatively as well as to improve convergence properties. The so-called dimensional
reduction [289–292] at high temperatures and the presence of massless modes in the form
of gauge fields lead to different infrared properties of QCD. The proper treatment of the
dynamics of such soft modes can be achieved by resummation techniques as the “hard thermal
loop” (HTL) resummation scheme [293–295] and accordingly the “hard dense loop” HDL
resummation scheme at zero temperature and finite density [296–298].
In perturbative computations in the high-temperature regime the pressure has been worked
out through order O(g6s log gs) [299, 300] and the results on the equation of state at zero
density are in good agreement with lattice results down to a temperature of approximately
two to three times the deconfinement temperature [301]. At lower temperatures, however, the
strong coupling becomes large and the perturbation series inevitably breaks down.
In the regime of high densities and zero temperature the perturbative expansion has been
fully determined at next-to-next-to-leading order (N2LO) [302], i.e., O(g4s ), extending the
computations of the earlier works [303–305]. Current efforts focus on the perturbative compu-
tation of the equation of state at N3LO. The results on the leading-logarithm contribution
proportional to O(g6s log2 gs) were just recently published [306]. An extension of the results
to non-zero temperatures has been worked out at order O(g5s ), see Ref. [307], while the
weak-coupling expansion in the deconfined regime at higher temperatures and quark chemical
potentials has been determined at order O(g4s ) [308]. Yet again, at lower temperatures and
densities, the perturbative series eventually breaks down as the matter becomes strongly
coupled. Furthermore, the effect of pairing and condensates in cold strong-interaction matter
are not incorporated which become significant at least below µ . 1GeV as we discuss in
Sections 5.3 and 6.1. Consequently, the results on the equation of state in the zero-temperature
limit as obtained from perturbative QCD computations are only reliable at very high densities,
i.e., approximately nB & 70n0 or µ & 1GeV [148, 309, 310], and are at least not directly
applicable to the regime of intermediate densities that are expected to be prevalent in the
interior of neutron stars.
For more information and introductory reviews on the perturbative approach to QCD, we
refer to, e.g., Refs. [208, 216, 311–313].
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2.3.4 Low-energy models
As the individual limitations of each approach discussed above illustrate, strong-interaction
matter in the regime of intermediate densities is very difficult to access. This is why low-energy
models of QCD are still crucial to our understanding of dense matter, despite the tremendous
progress that has been made in the development of fully first-principles approaches to the theory
of the strong interaction in recent years. Low-energy effective theories have provided valuable
insights into a plethora of phenomena, ranging from bound-state formation and symmetry
breaking patterns to phase transitions in QCD. In such models, the low-energy dynamics
are described in terms of effective degrees of freedom that are expected to be relevant at the
scale under consideration. The high-energy degrees of freedom, i.e., essentially gluodynamics,
are considered to be integrated out and the full QCD interactions are replaced with effective
interactions. The construction of low-energy models is generally guided by the symmetries of
QCD. Prominent examples are NJL-type models and their relatives such as quark-meson (QM)-
type models [45, 46, 117–138] and quark-meson-diquark models [106, 107, 115, 116, 139, 140].
Baryonic degrees of freedom are included in nucleon-meson models, see, e.g., Refs. [314–317].
The aforementioned models may even be augmented with statistical confinement in terms of
a Polyakov loop background and a corresponding Polyakov loop potential [318–332]. In fact,
all of these different models can be considered as different representations of the low-energy
sector of QCD that emerge after the dynamical decoupling of the gluonic degrees of freedom
at cutoff scales ∼ 0.4 . . . 1GeV. However, despite the great success of such models, studies
suffer from their generic features as well as from underlying approximations, also bearing on
the phenomenological interpretation of the results: First, the range of validity of such models
is typically limited by a physical UV cutoff. The non-renormalizability of models, see, e.g.,
Refs. [333, 334] for the NJL model in four space-time dimensions, even entails that the UV
cutoff scale becomes a parameter itself and the regularization scheme belongs to the definition
of the model. The parameters of a low-energy effective model are usually fixed such that
the correct values of a given set of low-energy observables is reproduced at, e.g., vanishing
temperature and quark chemical potential. Unfortunately, there may exist different parameter
sets which reproduce the correct values of a given set of low-energy observables equally well.
In fact, these model parameters may depend on the external control parameters, such as the
temperature and the quark chemical potential [335]. Lastly, applied approximations that are
often unavoidable take into account only specific sets of interactions. Other possibly important
interaction channels are ignored which might amount to neglecting associated effective degrees
of freedom, thus limiting the predictive power. The potential existence of mathematical
equivalent formulations might even lead to ambiguities as, e.g., in mean-field studies of QCD
low-energy models related to the possibility to perform so-called Fierz transformations of
four-fermi interactions [336].
In summary, also in case of low-energy effective models the range of applicability is limited




The functional renormalization group (FRG) provides a powerful and versatile non-perturbative
approach to study quantum field theories and constitutes the key method in our analysis
of strong-interaction matter. Here, we briefly illustrate the main ideas underlying the FRG
and subsequently demonstrate the derivation of the flow equation, the so-called Wetterich
equation [183]. The application of the FRG to a theory at hand requires the specification
of a regularization scheme in terms of a regularization function. In Section 3.2, we discuss
some general aspects of such functions and outline the construction of the regulator we mainly
employ in this work. Lastly, in Section 3.3, we introduce the concept of renormalization group
consistency. This concept becomes particularly important in studies concerned with external
control parameters such as temperature or the quark chemical potential. This chapter is
mainly based on Refs. [124, 202, 211, 333, 337].
The principal aim of functional methods is the computation of generating functionals of
correlation functions. A generating functional, such as Eq. (2.10) introduced in Section 2.1,
contains the entire information on a physical system. Computing the generating functional
amounts to solving the theory. The crucial advantage of functional methods is that they enable
non-perturbative approaches: The computation is not restricted to the perturbative regime
since they allow truncation schemes that do not rely on a small expansion parameter, cf.
also studies employing Dyson-Schwinger equations, e.g., Refs. [338–343] or nPI methods, e.g.,
Refs. [337, 344, 345]. All such functional methods share the common aspect to be conceptually
based on non-perturbative loop equations. A great asset is their analytic accessibility which
can for instance facilitate unveiling underlying physical mechanisms.
The FRG combines this functional approach to quantum field theories with the concept of
the Wilsonian renormalization group (RG) [189–191]. In general, the RG is concerned with
the manifestation of physical systems at different scales and describes the changes in going
from a microscopic to a macroscopic perspective. In the context of functional approaches,
the FRG describes the change of correlation functions in the transition to macroscopic scales.
The changes arise from quantum or thermal fluctuations and lead to corrections to the
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“effective” description of the field theory. Instead of incorporating all fluctuations at once,
only the incremental change under a scale variation is considered, as caused by the associated
fluctuations at this scale. If such an RG step is taken to be infinitesimally small, the series
of such steps results in a continuous change of the correlation functions described in terms
of an RG flow equation. As the fluctuations are successively integrated out, this equation
determines the flow from the microscopic theory to the macroscopic description. In this way,
the FRG is capable to describe the physics over a wide range of scales and allows the study of
the influence of fluctuations at different scales in a controlled manner, enabling us for instance
to reveal the emerging relevant degrees of freedom. In fact, the transition from microscopic to
macroscopic scales might drastically alter the characteristics of the system under consideration,
as prominently illustrated by the various arising phenomena in QCD as the long-range limit is
approached: The system turns from weakly coupled at high energy scales to strongly coupled
at lower scales, making non-perturbative methods such as functional approaches indispensable.
Along this transition, other aspects, e.g., the realized ground state of the field theory, the
associated realization of symmetries or the relevant degrees of freedom, might change as
well [211].
The FRG enables to capture the various emerging phenomena in approaching macroscopic
scales. In particular, the FRG allows us to describe strong-interaction matter in a “top-down”
approach from first principles, i.e., the only input is given by the fundamental parameters of
QCD: the current quark masses and the value of the strong coupling set at a large, perturbative
momentum scale, see, e.g., Refs. [192, 194–197]. In principle, such an FRG approach does not
rely on additional model parameters that would require further experimental values of, e.g.,
low-energy observables. Recent studies of first-principles approaches to QCD with the FRG
have aimed at quantitative precision [192, 194–197], based on self-consistent approximations
which allow systematic uncertainty estimates. In Ref. [195], the quark, gluon and meson 1PI
correlation functions were studied in unquenched Landau-gauge QCD with two flavors in the
vacuum, and the results, e.g., for the gluon propagator and the quark mass function, were
found to be in very good agreement with lattice QCD studies. At finite temperature, 1PI
correlation functions of Landau-gauge Yang-Mills theory were also found to compare very well
to results as obtained from lattice QCD studies as well as from hard thermal loop perturbation
theory [196]. These works constitute essential advances toward predictive first-principles
investigations of the QCD phase diagram with the FRG. Against this background, the FRG
appears as a promising tool to describe strong-interaction matter at intermediate densities
from first principles and to study this region of the phase diagram which is in general at least
difficult to access, cf. our discussion of alternative approaches in Section 2.3.
Before we proceed to derive the Wetterich equation, i.e., the flow equation of the FRG, we
briefly discuss the Wilsonian approach to renormalization [189–191] as this approach provides
a comprehensible and clear description of the RG in the context of functional methods.
Following the lines of Ref. [202], we consider a theory defined at the microscopic scale, i.e., at
some large momentum cutoff Λ, by the classical action S[φ] =
∫
x L(φ). The UV-regularized
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with the field variable φ and the source J as introduced in Section 2.1. The subscript Λ of the
functional integral in Eq. (3.1) indicates a sharp momentum cutoff. In momentum space, only
the Fourier components φ(p) with |p| ≤ Λ are taken into account, whereas φ(p) = 0 for |p| > Λ.
Instead of integrating out all fluctuations at once, Wilson’s idea describes the approach to
isolate the contributions corresponding to large momenta and to perform the integration over
these degrees of freedom separately [189–191]. This integration over a single momentum shell
defines an RG step. In gradually going from high to low momenta, this procedure then allows
the incorporation and analysis of the effects of short distance fluctuations in a systematic
fashion while approaching the macroscopic long-range physics.
The integral over such a single high-momentum shell can be obtained by splitting the field
φ→ φ+ φ˜ into a contribution φ˜(p) that is only non-vanishing for bΛ ≤ |p| < Λ (with 0 < b < 1)
and the remaining degrees of freedom φ(p) which are only non-vanishing for 0 ≤ |p| < bΛ.


































where we have first changed the notation to x→ x′ and p→ p′ and then rescaled the distances
and momenta according to p = p′/b and x = x′b in order to enable a direct comparability
of the generating functional Z before and after the integration over the momentum shell.
We observe that after the integration the generating functional can be written again in its
original form, only the Lagrangian has been changed to an effective Lagrangian Leff since
the integration leads to correction terms. These correction terms incorporate the effects of
the high-momentum degrees of freedom which have been removed by integrating over the
momentum shell. In other words, the interactions that have been mediated by these degrees of
freedom are taken account of by modifying the original Lagrangian. Such modifications might
change already existing couplings but in general also lead to new types of terms involving the
fields φ(p) and derivatives thereof [202].
The procedure of momentum-shell integration and subsequent rescaling leads to the trans-
formation of the Lagrangian L to an effective Lagrangian Leff. The physical content has not
changed in this procedure and calculations, e.g., of correlation functions at a scale much smaller
than the UV cutoff Λ, employing the formulation in terms of the effective Lagrangian Leff
are equivalent and will yield the same results as before. However, while the calculation of
loop diagrams using the original formulation (3.1) amounts to integrating out fluctuations
at all scales at once, the effective Lagrangian Leff has already absorbed the effects of the
high-momentum degrees of freedom. The repeated momentum-shell integration gradually
incorporates the fluctuations in a systematic manner from large to small momenta, until
the effective Lagrangian provides a suitable description of the physics at macroscopic length
scales. If the width of the single momentum shell is taken to be infinitesimally thin, i.e.,
the parameter b close to 1, the transformation of the Lagrangian becomes continuous and
successive integrations of momentum shells can be described as a flow in the space of all
possible Lagrangians, with the set of these continuous transformations referred to as the
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renormalization group [202]. On the level of a coupling associated with a certain term of the
Lagrangian, the rate of change in the course of such RG steps is then given by a corresponding
so-called β function. Thus, these β functions describe the transition from the microscopic
scale to the macroscopic scale by describing the rate of change of the couplings due to the
incorporation of higher momentum fluctuations.
3.1 Derivation of the exact RG equation
The Wilsonian concept discussed above illustrates the RG in the context of functional methods
in a very comprehensive manner. However, it does not provide a practical approach in actual
computations. We now turn to the derivation of the Wetterich equation which introduces a
method that transforms Wilson’s idea to successively integrate out momentum shells into
an efficient tool to compute the flow equations of a given theory. Here, we follow the lines of
Ref. [211].








introduced in Section 2.1, which can be considered as the quantum analog to the classical
action S and determines the dynamics of the classical field Φ = 〈Ω|φ|Ω〉J through the quantum






To realize the Wilsonian approach of integrating out momentum shells applied to the
effective action, we introduce the so-called effective average action Γk which interpolates
between the bare classical action S at some UV cutoff Λ, i.e., at the microscopic scale for
k → Λ, and the full quantum effective action Γ for k → 0:
lim
k→Λ
Γk ' S , lim
k→0
Γk = Γ . (3.5)
The RG scale k parametrizes the Wilsonian RG transformations and indicates that all
fluctuations with momenta k . |p| ≤ Λ have been integrated out, corresponding to fluctuations
on a length scale smaller than ∼ 1/k. Thus, the interpolating action Γk is also known as
the so-called coarse-grained effective action [333]. In order to construct such an interpolating








3.1 derivation of the exact rg equation 43







The regulator insertion is defined in terms of the regulator function Rk which is matrix-valued







denoted here in the subspace of the scalar field ϕ and the Dirac spinor ψ.1 The dependence of
the regulator insertion on the RG scale k renders the functional and consequently all couplings
k-dependent as well.
The interpolating action Γk is now obtained by a Legendre transform which receives a







where the classical field Φ is again defined as the vacuum expectation value of the fields
according to
Φ(x) = 〈φ(x)〉k,J =
→
δ
δJT(x) logZk[J ] . (3.10)
The convexity of the interpolating action is potentially spoiled by the regulator term at finite
scales k but is restored again in the limit k → 0 as the effective action Γ is approached. It
should be noted that the source J = J [Φ, k) in Eq. (3.9) becomes scale-dependent as well since
it is determined by requiring the supremum. The regulator insertion modifies the quantum









For the desired behavior of the effective average action in the limits (3.5), the regulator
function must fulfill certain basic constraints [183]. First, the regulator must vanish for the
RG scale k approaching zero, i.e.,
lim
k2/p2→0
Rk(p) = 0 , (3.12)
1 The transposed term comes with an extra minus sign due to the Grassmann nature of the fermionic field
variable, while its dependence on −p is entailed by the definition of the generalized field variable in momentum
space, see Appendix A.3.
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which ensures that in the limit k → 0 the scale-dependent generating functionals reduce to
the ordinary generating functionals, especially the interpolating effective action Γk to the full
quantum effective action Γ. The second condition is given by
lim
k→Λ→∞
Rk(p) −→ ∞ . (3.13)
It implies that the effective average action approaches the bare classical action S at the UV
cutoff k = Λ. This can be seen from rewriting the definition of the effective average action














δ /δΦ)φ−∆Sk[φ] , (3.14)
where in the step from the first to the second line the integration variable has been shifted
according to φ→ φ+ Φ and we have used relation (3.11). As a consequence of the condi-
tion (3.13), the exponential of the regulator term behaves like a functional delta distribution
in the limit k → Λ→∞, i.e.,
lim
k→Λ→∞
exp(−∆Sk[φ]) ∼ δ[φ] , (3.15)
and the functional integral can be evaluated by setting φ = 0. This finally leads to the
relation Γk→Λ[Φ] = S[Φ] + const. which provides the initial condition for the effective average
action Γk in regard to the RG flow. Lastly, the regulator should be non-vanishing for the
momentum p approaching zero, i.e.,
lim
p2/k2→0
Rk(p) > 0 . (3.16)
As the regulator term is quadratic in the fields and thus can be considered as a mass term,
this constraint effectively introduces an IR regularization.
Having imposed these constraints, the interpolating action Γk fulfills the desired limits (3.5)
for the RG scale k approaching zero or the UV cutoff Λ. In order to determine the evolution
of the interpolating action between these limits, we now turn to the derivation of the flow
equation for the effective average action. We first calculate the derivative of the scale-dependent
generating functional Wk = logZk of the connected Green’s functions with respect to the



























2 In the context considered here, the source J is only the argument of the functional, thus being independent of
the scale.
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=− 12STr {∂tRkGc,k(p)} − ∂t∆Sk[Φ] . (3.17)
Here, we have introduced the RG time t = ln(k/Λ) with the associated total derivative ∂t =






δJ(p)Wk[J ] = 〈φ(p)φ
T(−p)〉c,k,J =: Gc,k(p)
= 〈φ(p)φT(−p)〉k,J − 〈φ(p)〉k,J〈φT(−p)〉k,J , (3.18)
which is matrix-valued in field space. The supertrace STr denotes a summation over indices,
fields as well as the integration over momenta. Moreover, it accounts for the additional
minus sign in the subspace of fermionic fields that is generated by swapping the fields
φaφb → φbφa from the second to the last line in Eq. (3.17) due to the Grassmann property.
From differentiating the modified quantum equation of motion (3.11) once more with respect










δΦ(y) +Rk(x, y) , (3.19)
and from differentiating the classical field Φ with respect to the source J , see Eq. (3.10), we










δJ(y)Wk[J ] = Gc,k(x, y) . (3.20)
























(z, y) , (3.21)



















We finally obtain the Wetterich equation by differentiating the defining relation of the effective
average action Eq. (3.9) with respect to the RG time t. Using the relations (3.17) and (3.21)
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The Wetterich equation is an exact RG equation as it depends on the full propagator
(Γ(1,1)k +Rk)−1 = Gc,k . The diagrammatic depiction shown in Eq. (3.23) emphasizes the
one-loop structure, where the double line represents the full propagator and the box the
regulator insertion (∂tRk). The equation’s non-perturbative nature allows the study of strongly
correlated systems and is not restricted to weakly coupled regimes associated with the vicinity
of a Gaußian fixed-point. In fact, perturbation theory is contained in the Wetterich equation.
For instance, perturbation theory at one loop can readily be recovered by replacing Γ(1,1)k
by the second functional derivative of the classical action S(1,1) on the right hand side of
Eq. (3.23). The regulator term and its derivative are then the only remaining scale-dependent
objects on the right hand side. As a consequence, the integration over the RG scale k can
easily be calculated, leading to











where the boundary condition is given by the classical action ΓΛ = S and the last term is
a counterterm that makes the expression finite. In the limit k → 0 we obtain the effective
action in one-loop approximation:
Γ
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Reinserting this results into the right-hand side of the Wetterich equation yields higher
loop-order corrections to the effective action.
The FRG approach turns the calculation of the effective action from a functional integral
structure into a functional differential equation, thereby improving the analytical accessibility
as well as the stability in numerical computations [211, 337]. The equation describes the
differential change of the interpolating action Γk due to corrections from fluctuations at the
momentum scale p ∼ k. The evolution of the interpolating action can be thought of as a
flow in the so-called theory space, i.e., the space of all action functionals compatible with
the symmetries of a given theory, from the classical action S in the limit k → Λ to the full
quantum effective action Γ in the limit k → 0. The specific trajectory in theory space between
these endpoints depends in general on the choice of the regulator function Rk due to the
dependence of non-universal quantities on the renormalization scheme [211]. As long as the
regulator insertion shares the symmetries of the classical action S, however, so-called modified
3.2 regulator functions 47
Ward identities imply that the effective average action Γk is invariant as well3 and the RG
flow is constrained to this hypersurface of invariant functionals. The study of such RG flows
then allows to examine the manifestation of a physical system across scales in a systematic
manner and, e.g., in terms of a fixed-point analysis, can provide valuable insights into aspects
such as universality, critical exponents or renormalizability [333].
In most cases, the Wetterich equation cannot be solved exactly and approximation schemes
must be employed. A considerable advantage of the FRG is the flexibility in regard to the
application of such schemes [337]. In a vertex expansion the generating functional is expanded
in terms of the vertices Γ(m,n)k . The flow equation for each vertex can be derived from Eq. (3.23)
by taking the appropriate functional derivatives and describe the RG flow from the bare vertex
S(m,n) to the dressed vertex Γ(m,n). The equation for a vertex of order (m + n) generally
depends on the vertices of order (m + n + 1) and (m + n + 2) due to the Γ(1,1)k -term in
the denominator of the Wetterich equation. A vertex expansion thus leads to a so-called
infinite tower of coupled functional differential equations. In order to obtain some finite set of
equations, the vertex expansion must be truncated at a certain order. However, this implies
that the system is not closed anymore. Similarly, a so-called operator expansion can be applied
in form of a derivative expansion, which can be considered as an expansion in the anomalous
dimension, and an expansion in powers of the fields. Again, the number of operators must
usually be truncated to obtain a manageable system. The choice of operators in the ansatz for
the interpolating action Γk is guided by the symmetries of the theory that apply to the RG
flow according to the above mentioned modified Ward identities. All operators that are not
explicitly forbidden by these symmetries are allowed. The necessity to apply truncations might
affect some of the statements made above which assume an exact solution of the flow, e.g., a
truncation might cause a residual dependence of the interpolating action Γk on the regulator
and thus on the cutoff Λ even in the limit k → 0. The quality or reliability of the chosen
truncation can be tested by studying the sensitivity of the results either under a variation of
the included operators in the truncation, i.e., usually an extension of the truncation, or under
a variation of the chosen regulator function. For a more detailed discussion of the functional
RG and the Wetterich equation we refer the reader to, e.g., Refs. [124, 211, 337].
3.2 Regulator functions
The explicit calculation of RG flow equations requires the specification of the regulator
function Rk which encodes the regularization scheme. In the following, we discuss some general
aspects of regularization schemes and introduce the regulator functions we employ in this
work. For a detailed discussion of regularization schemes in RG studies see, e.g., Ref. [337].
The regulator function is to a large extent at one’s own disposal and is only required to
fulfill the basic constraints introduced above [183], see Eqs.(3.12), (3.13) and (3.16). In Fig. 3.1
a sketch of the qualitative behavior of a typical regulator function Rk and its derivative
∂tRk with respect to the scale k is shown (inspired by Ref. [211]). The regulator function Rk
appears in the denominator of the Wetterich equation and leads to an IR regularization since
3 We assume here that the measure of the functional integral is invariant, too.






Figure 3.1: Sketch of the regulator function Rk and its derivative ∂tRk with respect to the RG scale k
as functions of the momentum p, inspired by Ref. [211].
it behaves as a mass-like term for p2/k2 → 0. The derivative ∂tRk in the numerator assumes
the form of a peaked function centered at the scale p2 ∼ k2. As a consequence, the derivative
term ∂tRk singles out the contributions of fluctuations with momenta within the vicinity of
p2 ∼ k2 which realizes the Wilsonian idea of integrating out single momentum shells. The
freedom in the choice of the regulator can be taken advantage of, e.g., by optimizing the RG
flow in terms of stability of the flow and faster convergence, i.e., the results of the truncated
flow are already closest to the full theory and, at best, the essential information is already
contained in the leading order terms [337, 346–348]. In general, it is favorable to choose a
regulator that preserves the symmetries of the theory as the intact symmetries constrain the
interpolating action and serve as guidance in finding a suitable ansatz. In contrast to that,
a symmetry breaking regulator insertion would lead to additional terms in the associated
modified Ward identities. To obtain an invariant effective action in the limit k → 0, it would
be then necessary to add appropriate counterterms to the initial action ΓΛ which exactly
balance the symmetry breaking contributions of the regulator in the course of the flow such
that the symmetry is restored in the limit k → 0.4 The regulator is usually defined in terms of
a dimensionless so-called regulator shape function r which determines the asymptotic behavior
in the IR and UV. In a covariant formulation, for instance, a regulator for bosonic fields and
a chirally symmetric regulator for fermionic fields are given by
Rϕk ∼ p2rϕ(p2/k2) , Rψk ∼ /p rψ(p2/k2) , (3.26)
4 In gauge theories, the regulator necessarily breaks gauge invariance as the regulator insertion behaves for small
momenta like a mass term in the regularized propagator of the gauge fields, see Eq. (3.16). In gauge-fixed
calculations, however, the regulator is in fact just another source of gauge symmetry breaking. In order to obtain
gauge-invariant results, the RG flow must be solved together with the Ward identities which are known in this
context as modified Ward-Takahashi identities [349–354]. Other approaches include the construction of gauge-
invariant regularization schemes, see, e.g., Ref. [355–358] or the application of the so-called background-field
formalism [359, 360].
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respectively. Typical choices for the regulator shape function are the Litim or linear regula-



























− 1 , (3.28)
or the exponential regulator [122, 123] given by
rϕ =
1
ep2/k2 − 1 , rψ =
1√
1− e−p2/k2
− 1 , (3.29)
for bosonic and fermionic fields, respectively. The prefactor of the regulator shape function is
related to the classical dispersion relation of the field. Alternatively, so-called RG- or spectrally
adjusted regulators, see, e.g., Refs. [337, 361–364], make instead use of the momentum- and
scale-dependent part of the full-inverse two-point function, i.e., Rk = Γ(1,1)k r.5 It should be
added that fast decays of r(x) improve the convergence of the employed approximation scheme,
for details see Refs. [337, 365]. The derivative expansion, a common approximation scheme
that is also used in the present work, is based on the expansion in powers of momenta. The
applicability of this scheme to any order requires shape functions that decay faster than any
polynomial in x. Consequently, exponential or even compact support regulators are best suited
for common systematic approximation schemes, ranging from the derivative expansion to
vertex expansions as used in QCD.
In the continuum formulation of QCD, the theory is Poincaré-invariant in the vacuum
limit. As we intend to study strong-interaction matter at finite temperature and density,
however, the presence of a heat bath or a finite quark chemical potential breaks the Lorentz
invariance down to SO(3) rotations among spatial coordinates. This remaining symmetry
lets so-called three-dimensional/spatial regularization schemes appear to be a suitable choice
which are indeed often used in, e.g., model studies. Such schemes act only on the spatial
momenta and leave the temporal direction unaffected [366–369]. We obtain corresponding
spatial regularization schemes from Eq. (3.26) by the replacement p→ ~p, e.g., for the Litim
regulator we have












 θ(k2 − ~p 2) . (3.31)
5 Note that in the latter relation the regulator shape function r is matrix-valued in field space.
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In the calculation of loop diagrams, spatial regularization schemes often allow an analytic
evaluation of the Matsubara summations which makes such schemes attractive. However, this
class of regulator functions introduces an artificial explicit breaking of Poincaré invariance in
the RG flow which is present even in the limit T → 0 and µ→ 0, i.e., in the Poincaré-invariant
vacuum limit, see, e.g., Refs. [370–373]. This leads to a contamination of the results in this
limit and is particularly severe since this limit is in general also used to fix the parameters in
model studies. At finite temperature or quark chemical potential a spatial regulator poses
an additional source of explicit breaking of Poincaré invariance which potentially leads to a
distortion of the RG flow. This aspect is of great relevance. For instance, such an additional
breaking of the Poincaré symmetry might affect the dynamics of condensate formation and
possibly spoils the phenomenological interpretation of results, see our discussion in Section 4.2,
particularly Section 4.2.4, for an explicit analysis in the context of the NJL model. In principle,
one may solve this problem by taking care of the symmetry violating terms with the aid
of corresponding Ward identities by adding appropriate counterterms such that the theory
remains Poincaré-invariant in the limit T → 0 and µ→ 0, see Ref. [370].
With respect to RG studies, we add that, apart from the fact that spatial regularization
schemes explicitly break Poincaré invariance, they lack locality in the temporal direction, i.e.,
all time-like momenta are taken into account at any RG scale k whereas spatial momenta are
restricted to small momentum shells around the scale k ' |~p |. Loosely speaking, fluctuation
effects are therefore washed out by the use of this class of regularization schemes and the
construction of meaningful expansion schemes of the effective action is complicated due to
this lack of locality.
In this work, we therefore employ a four-dimensional regularization scheme instead which
is parametrized in form of an exponential shape function. In the limit T → 0 and µ → 0,
our regularization scheme becomes covariant which is of great importance. Furthermore, the
regulator should take into account the presence of a Fermi surface as we intend to study
systems at finite quark chemical potential. For this reason, we construct in the following
a four-dimensional Fermi-surface-adapted regulator specifically tailored to the fermionic
propagator structure given by Eq. (2.33). For the construction of this regulator, we start with
an analysis of the spectrum of the kinetic term which is in momentum space given by
Tˆψ¯ψ = −(/p+ iγ0µ) . (3.32)
This operator has four eigenvalues which are partially degenerate. In fact, there are only two
distinct pairs of eigenvalues:
1,2 = ±
√
(p0 + iµ)2 + ~p 2 . (3.33)





~p 2 − µ2 . (3.34)
Thus, for p0 = 0, the eigenvalues tend to zero for momenta close to the Fermi momentum µ.
Moreover, we note that the eigenvalues are in general complex-valued quantities at finite µ.
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We now construct a regulator function which also takes into account the presence of a
potential zero mode at the Fermi surface, i.e., p0 = 0, see Eq. (3.34). To this end, we first













ω2± ≡ ω2±(p0, ~p ) = p20 + (|~p | ± µ)2 . (3.36)
Here, ω± is related to the quasiparticle dispersion relation associated with ungapped massless
fermions: For example, ω−(0, ~p ) may be viewed as the energy required to create a particle
with momentum ~p above the Fermi surface. Correspondingly, ω+(0, ~p ) is associated with the





0 + ~p 2 . (3.37)






~p 2 − µ2 . (3.38)






k = −(/p+ iγ0µ)(1 + rψ) , (3.39)
with the regulator function
Rψk = −(/p+ iγ0µ)rψ . (3.40)
As already mentioned, the regulator function is to a large extent at our disposal and only
required to fulfill a few constraints [183], see also below. Assuming that rψ is a real-valued




(p0 + iµ)2 + ~p 2 (1 + rψ) . (3.41)
To regularize the finite-µ zero modes appearing at any finite k, see Eq. (3.34), we require that
rψ
∣∣
p0=0 ,|~p |≈µ ∼
k√|~p 2 − µ2| . (3.42)
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p20 + ~p 2
, (3.43)
which ensures that the regulator function reduces to the conventionally employed covariant
chirally symmetric regulator functions in the limit µ → 0. A specific choice for the shape
function, which fulfills these conditions and has been employed in this work, is given by
rψ =
1√
1− e−ω¯+ω¯− − 1 , (3.44)
where ω¯± = ω±/k. Note that this regularization scheme reduces to the four-dimensional
exponential scheme (3.29) in the vacuum limit. We add that other shape functions, such
as Litim-type regulator functions introduced in Eq. (3.27), can in principle be adapted
accordingly by replacing p2 with ω+ω−. In any case, with a regulator function fulfilling the
constraints (3.42) and (3.43), the eigenvalues of the kinetic term are finite at any finite value
of k.
Phenomenologically speaking, the so-defined class of shape functions also ensures that the
momentum modes are integrated out around the Fermi surface, similarly to regulator functions
employed in RG studies of ultracold Fermi gases [374] with spin- and mass-imbalance [375, 376].
This implies that modes with momenta |~p | ' µ (at p0 = 0) are only taken into account in the
limit k → 0 where the regulator vanishes, Rψk → 0. Thus, our regulator function screens modes
with momenta close to the Fermi surface µ but leaves modes with (spatial) momenta farther
away from the Fermi surface unchanged. This behavior is illustrated in Fig. 3.2. The left panel
shows the regulator shape function rψ as a function of the spatial momentum normalized to
the quark chemical potential, i.e., |~p |/µ, for p0 = 0 and for various different values of k/µ. In
the right panel, the corresponding regularized eigenvalues |reg.1,2 |/k are shown with the screened
zero mode at the Fermi surface at |~p | ' µ. We note that this class of shape functions also
fulfills the standard requirements [183]:
(i) It remains finite in the limit of vanishing four-momenta.
(ii) It diverges suitably for k →∞ to ensure that the quantum effective action approaches
the classical action.
(iii) It vanishes in the limit k → 0.
In addition, our Fermi-surface-adapted class of regulator functions fulfills a set of “weak” or
“convenience” requirements:
(iv) It does not violate the chiral symmetry of the kinetic term in the fermionic action.
(v) It does not introduce an artificial breaking of Poincaré invariance and, in particular, it
preserves Poincaré invariance in the limit T → 0 and µ→ 0.
(vi) It respects the invariance of relativistic theories under the transformation µ→ −µ.
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Figure 3.2: Left panel: The Fermi-surface-adapted regulator shape function rψ, see Eq. (3.44), as a
function of the spatial momentum normalized to the quark chemical potential, i.e., |~p |/µ, at p0 = 0
for k/µ = 0.5, 1, 2, 3, illustrating the integration over momentum modes around the Fermi surface at
|~p | ' µ. The gray dashed line depicts as an example the required limit (3.42) for k/µ = 3.0. Right
panel: The regularized eigenvalues |reg.1,2 |/k normalized to the RG scale k as a function of |~p |/µ at
p0 = 0 for k/µ = 0.3, 0.5, 1. By comparison, the eigenvalues without regularization, depicted by the
dashed lines of corresponding color, become zero at the Fermi surface.
(vii) It ensures that the regularization of the loop diagrams is local in terms of temporal and
spatial momenta at any finite value of the RG scale k.
The requirement (vii) essentially corresponds to the fact that the regulator function defines
the details of the Wilsonian momentum-shell integrations.
At finite chemical potential, regularization schemes face an additional complication in that
the regulator should in principle also preserve the symmetry transformation (2.37) associated
with the Silver-Blaze property introduced in Section 2.1.2, see Refs. [230, 231]. In cases where
the full momentum dependence of the correlation functions is resolved, the only source of an
explicit breaking of the Silver-Blaze property is the regularization scheme. With respect to
the regularization scheme in RG studies, in addition to the requirements (i)-(vii) listed above,
the eigenvalues of the (matrix-valued) regulator function Rψk are required to be only functions
of the spatial momenta ~p and the complex variable z = p0 − iµ, Rψk = Rψk (z, ~p ) [230] in order
to preserve the Silver-Blaze property, i.e., the corresponding invariance of the theory under
the transformation (2.37).
Assuming that the invariance of the theory under the transformation (2.37) is an exact
statement, i.e., neither the regularization scheme violates this invariance nor the expan-
sion/approximation scheme in some other way, the Silver-Blaze property also leaves its imprint
on the RG flow. For the sake of simplicity, we consider in the following a purely fermionic
theory, with the fermions carrying a charge. The regulator induces a gap ∼ k for the two-point
function and renders the correlation functions k-dependent. Provided that µ < mgap(k),
the µ-dependence of the correlation functions at T = 0 is now trivially obtained from the
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vacuum correlation functions by replacing the zero-components q(i)0 of their momentum space
arguments with (q(i)0 − iµ). Here, mgap denotes the k-dependent gap determined by the distance
of the singularity closest to the origin in the complex q(i)0 -plane at T = 0. For massless fermions,
we have mgap ∼ k, whereas in case of fermions with (pole) mass mf we have mgap → mf
for k → 0 and mgap ∼ k for k  mf . It follows that the RG flows of correlation functions for
a given µ < mgap(k) at T = 0 are identical to their vacuum flows.
Spatial regularization schemes (such as the class of regulator functions defined in Refs. [366–
369]) do not depend on z = p0 − iµ at all and thus trivially fulfill the requirement to
preserve the Silver-Blaze property. However, our preferred class of four-dimensional/covariant
Fermi-surface-adapted regulator functions fulfilling the requirements (i)-(vii) listed above
explicitly breaks the symmetry associated with the transformation (2.37) as it depends
on ω+ω− = |(p0 − iµ)2 + ~p 2|. In Section 4.2.4, with a concrete theory at hand, we shall
therefore examine the strength of the violation of the Silver-Blaze property in comparison to
the application of spatial regularization schemes in order to assess the potential influence on
the results.
3.3 Renormalization group consistency
In the following, we introduce the concept of RG consistency, where we begin with a discussion
from a general perspective. In particular, we discuss the role of external control parameters,
e.g., temperature or quark chemical potential, and address the UV extension of low-energy
effective models (LEMs).6 Violations of RG consistency are associated with cutoff artifacts as
well as regularization-scheme dependences and may significantly spoil predictions for physical
observables. The analysis of such effects is crucial for a meaningful application of LEMs and
a test of the individual range of applicability in terms of the external control parameters.
Following the general discussion, we then employ the FRG perspective to discuss how cutoff
artifacts can be consistently removed within a given LEM. The FRG provides an ideal tool to
resolve such issues systematically, as it allows us to study the dependence of the couplings on
the UV cutoff scale.
The computation of quantum corrections in field theories, as typically associated with
the computation of loop diagrams, requires in general a regularization and renormalization
procedure. The regularization procedure allows us to compute the loop diagrams in a well-
defined fashion, e.g., by introducing a momentum cutoff Λ for the momentum integrals. In
the subsequent renormalization the cutoff dependence is absorbed by counterterms which
are added to the underlying bare action ΓΛ in the form of Λ-dependent couplings. The bare
action ΓΛ then consists of all UV relevant terms allowed by the symmetry of the classical
6 Here, we do not distinguish between the terms low-energy effective model and theory and use them inter-
changeably, since, in fact, a model might be considered as a consistent quantum field theory by itself, see, e.g.,
Refs. [203, 377].
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theory or classical action S. The explicit cutoff dependence of the bare action ΓΛ ensures the
cutoff independence of the full quantum effective action Γ, i.e.,
Λ dΓdΛ = 0 . (3.45)
This is the requirement of a consistent regularization and renormalization of a given theory,
and is called RG consistency. It simply states that the quantum effective action Γ should not
depend on the cutoff scale Λ, even in the presence of external parameters. These considerations
are very general and are not bound to specific class of models.7 In fact, they apply equally
well to any computation of the quantum effective action, including perturbative approaches
as well as non-perturbative functional methods such as the FRG, Dyson-Schwinger equations
and nPI methods.
Potential cutoff effects and regularization scheme dependences are amplified in studies of
the effect of external parameters on the dynamics of the system. In such studies, we have
in principle to ensure that the scale Λ is much greater than the scale set by the external
parameter under consideration. Otherwise, peculiarities of the employed regularization scheme
are resolved when the external parameter is varied. This scale is said to be asymptotically
large when
si
Λ  1 with s = {mphys,mext} , (3.46)
where the set s stands for all mass scales in the theory, including dimensionful couplings. In
particular, this set consists of the intrinsic fundamental parameters mphys of the theory, for
example masses of particles, as well as the external scales mext such as the temperature T or
the quark chemical potential µ.
Provided that Eq. (3.46) holds, the bare action ΓΛ only encodes the microphysics of the
system at hand, and changes of the intrinsic parameters are simply triggered by changing the
respective bare parameters in the action. In particular, Eq. (3.46) entails that a change of the
external parameters of the theory does not change the regularization and renormalization of







= 0 , (3.47)
which highlights the similarity of this condition to the RG-consistency condition given in
Eq. (3.45). In turn, if Eq. (3.46) does not hold, ΓΛ has to vary with a change of mext to ensure






6= 0 . (3.48)
Note that, if Eq. (3.47) is violated, at least part of the physics related to the fluctuation
physics of the respective external parameters is already carried by the bare action ΓΛ. It
7 The cutoff scale Λ should not assigned any phenomenological meaning as it is a regularization-scheme dependent
quantity. It should only be viewed as the scale where the couplings/parameters of a given model are fixed.
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has to be computed separately, which necessitates an explicit expression for the right-hand
side of Eq. (3.48). This computation is then crucial to properly capture the fluctuations in
the presence of external parameters. A procedure to obtain the initial bare action ΓΛ for
an asymptotically free theory in a well-defined way is presented in Appendix D. Otherwise,
violations of RG consistency may indeed significantly spoil predictions for physical observables,
see Section 6.1.2 for the discussion of explicit examples.
For a plethora of physically interesting theories, the cutoff Λ may be limited by a validity
bound. A strict bound is present, if the effective theory under consideration cannot be extended
beyond a certain UV scale. For example, a Landau pole at the scale ΛUV is such a strict
bound. Then, we have to choose Λ ≤ ΛUV. This situation applies to most effective theories
for the low-energy regime of QCD, such as NJL-type models and quark-meson-type models
(QM) with or without Polyakov-loop extensions [45, 46, 106, 107, 115–126, 128–140, 314–
326, 329–332, 378, 379], and it also applies to, e.g., quantum electrodynamics and a variety of
condensed-matter models.
A further, qualitatively different, validity bound of LEMs is related to the fact, that they
typically lack some of the microscopic degrees of freedom which are relevant at momentum
scales Λ > Λphys. Then, Eq. (3.46) may hold for a given LEM but, beyond the scale Λphys,
the LEM lacks the dynamics associated with the fundamental microscopic degrees of freedom.
Consequently, such an LEM cannot describe the physics at hand beyond Λphys. For example,
in conventional QCD low-energy effective theories, the gluon dynamics is missing. These LEMs
describe QCD solely in terms of hadronic degrees of freedom which can only hold true for low
momentum scales. Of course, by definition, a determination of the scale Λphys is involved as it
requires an actual study of the fundamental dynamics at all momentum scales. Within the
FRG approach to fundamental QCD [186, 192, 193, 195, 211, 380, 381], however, it has been
shown in various studies that the gluonic sector of QCD at low baryon density decouples from
the matter sector at scales Λphys ∼ 0.4 . . . 1GeV, see, e.g., Refs. [187, 326, 330, 335, 382, 383].
In this context, it should be noted that the scales Λ, ΛUV, and Λphys depend on the chosen
regularization scheme, and are only related to physical momentum scales by the renormalization
procedure.
In conclusion, we typically have to deal with the existence of an actual finite UV extent of
low-energy models given in form of a maximal UV cutoff scale ΛUV due to an instability of the
theory, or a phenomenologically existing UV extent Λphys above which a given LEM does no
longer provide a valid description of a more fundamental theory. A priori, a safe choice is then
Λ ≤ Λmax , (3.49)
where Λmax = min (Λphys,ΛUV). For such a choice, Λ may not be sufficiently large compared
to the external parameters mext of interest and we are left with the situation as described by
Eq. (3.48). Moreover, the intrinsic scales may not even be small compared to Λ.8 Then, the
initial effective action is a complicated object itself and its determination highly non-trivial.
8 In the following we focus on the external parameters for clarity. However, the discussion can be straightforwardly
generalized to the case of intrinsic scales.
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In LEMs of QCD, for example, this issue may potentially be surmounted by computing ΓΛ
with the aid of RG studies of the fundamental theory, cf. our study presented in Chapter 6
and see also, e.g., Refs. [330, 335, 366, 383]. However, if a sufficiently accurate determination
of ΓΛ from a more fundamental theory is not available, we still have to ensure that cutoff
artifacts associated with a specific choice for the scale Λ are suppressed or even removed in
our model study. Otherwise, over a wide range of the external parameters, such a model study
may only resolve peculiarities of the underlying regularization scheme. In this case, we have
to make use of “pre-initial” flows which provide a systematic determination of the effects of
the violations described in Eq. (3.48) by an RG-consistent UV completion of the LEM under
consideration.
To this end, we make use of the FRG perspective to describe the scale-dependence of the
effective action by a flow equation in the generic form
k∂kΓk[Φ] = Fk[Φ] , (3.50)
where Fk[Φ] could, e.g., represent the non-perturbative one-loop structure in the Wetterich
equation (3.23). The effective action Γ is obtained by integrating this equation from the initial
UV scale k = Λ to k = 0. The formal solution for finite k is readily given by





Fk′ [Φ] . (3.51a)
Note that here the scale Λ is not necessarily the largest scale possible in the theory under
consideration, i.e., ΛUV. It is only some scale at which we fix the couplings of the theory.
The RG-consistency condition (3.45) follows immediately for any k 6= Λ from Eq. (3.51a) by
taking the Λ-derivative:9
Λ∂ΛΓk[Φ] = Λ∂ΛΓΛ[Φ]−FΛ[Φ] = 0 . (3.51b)
The latter relation implies that in the FRG approach RG consistency and hence cutoff
independence of a theory, fundamental or effective, is trivially fulfilled provided that the bare
effective action at the initial scale k = Λ obeys the flow equation if the initial scale is varied.
In order to illustrate the pre-initial flow in the presence of external parameters, let us
assume that we know the effective action at some scale. In case of QCD models, for example,
the effective action is often chosen to assume a simple quadratic form at some scale. In the
following, this scale is denoted as Λ0. The UV completion ΓΛ of the LEM is then obtained by
following the RG flow from k = Λ0 < Λ to k = Λ ≤ ΛUV, such that we have Λ∂ΛΓ→ 0 for
mext,i/Λ  1, i.e., RG consistency is ensured in the presence of finite external parameters.
The effective action ΓΛ can be determined from Eq. (3.51) as







Fk′ [Φ;m(0)ext] , (3.52)
9 Note that, within the standard convention of the FRG approach, the partial derivative with respect to Λ
corresponds to the total derivative in Eq. (3.45).
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with Λ chosen such that mext,i/Λ 1 for all parameters of interest. Here, Fk′ depends on Φ
and m(0)ext, the latter denoting a given set of “benchmark values” for the external parameters
at which ΓΛ0 has been fixed with the aid of some set of physical low-energy observables.
Typical benchmark values are the vacuum values of the external parameters. For QCD, this is
vanishing temperature and vanishing quark chemical potential.
If not indicated otherwise, we shall assume from now on that ΓΛ has been fixed in the limit
of vanishing external parameters. From our choice (3.52), we then deduce that the effective
action Γk remains unchanged in this limit:













Fk′ [Φ;m(0)ext] , (3.53)
where k < Λ0. However, note that the Φ-dependence of ΓΛ and ΓΛ0 is in general different. At
the same time, the choice (3.52) allows us to ensure Λ∂ΛΓ→ 0 for mext,i/Λ→ 0, see also below.
Indeed, the condition mext,i/Λ→ 0 ensures that Eq. (3.47) is fulfilled for ΓΛ. Eq. (3.52) also
offers a practical way to compute the dependence of ΓΛ0 on the external parameters. In other
words, the chosen UV completion in form of Fk>Λ0 has to ensure the overall consistency of the
LEM, and, in particular, the thermodynamical consistency. Of course, this procedure is very
general and also applies to the case of asymptotically free theories as well as to asymptotically
safe theories where ΛUV is infinite.
For the construction of ΓΛ in case of LEMs with Λphys < ΛUV, it may even be required to
choose Λ > Λphys. At first glance, this appears to be in contradiction to the very definition
of the scale Λphys. Strictly speaking, this is correct and an extension of LEMs beyond Λphys
does not carry the physical fluctuation dynamics of the underlying fundamental theory for
scales Λ > Λphys. Nevertheless, we may have to choose Λ > Λphys in order to suppress cutoff
artifacts, i.e., the failure of Eq. (3.47).








Integrating (3.54) from m(0)ext,i to mext,i leads to an even more convenient form,
Λ∂ΛΓΛ[Φ;mext]− Λ∂ΛΓΛ[Φ;m(0)ext] = FΛ[Φ;mext]−FΛ[Φ;m(0)ext] . (3.55)
If Eq. (3.47) holds, then the initial effective action is not changed apart from its explicit
dependence on mext. The same holds for the flow equation itself. Accordingly, if Eqs. (3.54)
and (3.55) are non-vanishing for a fixed initial effective action ΓΛ, then the (pre-)initial flow –
and hence the initial effective action – has to change for the RG-consistency condition (3.45)
to hold: With the representation of Γ as the integrated flow, see Eqs. (3.51) and (3.55), we
are immediately led to the RG-consistency condition (3.45). In turn, assuming Eq. (3.47),
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) != 0 . (3.56)
Here, the first term on the right-hand side arises from the Λ-derivative of the integrated
flow (3.51), whereas the second term originates from the Λ-derivative of the initial effective
action which is kept at its benchmark values for the external parameters. Note that Eq. (3.56)
has been used in Ref. [371] for defining the “thermal range” ΛT [r] ≡ Λ[r;T ] being the minimal
cutoff value for which Eq. (3.56) holds to a given accuracy. Similarly, it is possible to extract a
corresponding “density range” Λ[r;µ] in studies at finite quark chemical potential. Of course,
the actual values of these quantities depend on the regularization scheme specified by the
regulator shape function r.
More generally speaking, the external parameters set the minimal value Λ[r;mext,m(0)ext] of
the cutoff for which Eq. (3.56) holds to a given accuracy. For the standard benchmark defined
by choosing the vacuum values for the external parameters as benchmark values, the third
variable can be dropped. For a given LEM with a maximal physical UV range Λphys, this
entails that only results with mext in the setMext,
Mext(m(0)ext) =
{
mext |Λ[r;mext,m(0)ext] ≤ Λphys[r]
}
, (3.57)
are fully trustworthy. We emphasize that all the above cutoff scales naturally depend on the
regularization scheme as defined by the choice for the regulator function r. In turn, the set
Mext should not depend on r, but may be r-dependent in given low-level approximations.
Provided that Λphys is known for an LEM at hand, the setMext defines the physics range of
this LEM. Interestingly, this discussion makes also clear that the physics range for the external
parameters depends on the chosen benchmark value for the external parameters. Of course,
the latter cannot be chosen freely, as the parameters in the initial effective action ΓΛ[Φ;m(0)ext]
are fixed with the aid of observables at m(0)ext. Only m
(0)
ext, for which these observables are
known, can be used as a benchmark. Still, this suggests to use available first-principles result
from lattice or functional studies at finite temperature and chemical potential with m(0)ext 6= 0
as a benchmark instead of the vacuum values. In case of QCD, this in principle allows for more
reliable LEM computations of, e.g., finite-density effects, and is pursued within “QCD-assisted”
LEMs.
Irrespective of the existence of possible fundamental UV completions or of the knowledge of
Λphys and the corresponding physics range of the LEM under consideration, it is still crucial
to use the strategy associated with Eq. (3.52) to remove or at least suppress cutoff artifacts
in the results for physical observables within a given LEM study.
In summary, the RG-consistency condition (3.45) of a given theory is in general a non-trivial
constraint on the initial effective action at finite external parameters if Eq. (3.48) applies
to this theory. In the present FRG framework, this is practically accessible via Eqs. (3.54)
and (3.55). Moreover, the formal discussion in the present section leaves us with a practical
toolbox for amending computations of observables in the presence of finite external parameters.
In any case, we note that the initial effective action is non-trivial if Eq. (3.46) does not hold.

4
A FIERZ -COMPLETE STUDY OF THE
NJL MODEL
4.1 Four-fermion interactions in QCD
Four-fermion interactions play an important role in the description of strongly correlated
low-energy dynamics of QCD. They are the first key building block toward an effective
low-energy description of the matter sector and, as we discuss below in Section 4.1.3, already
contain information on ground-state properties related to the formation of condensates. Such
interactions are not fundamental in the sense that they do not appear in the classical QCD
Lagrangian (2.1) but are dynamically generated by two-gluon exchange as soon as quantum
corrections are incorporated, see our discussion in Chapter 5 and Refs. [192, 195, 384] for
further RG studies of QCD on this aspect. The fluctuations generally induce all types of
four-fermion interaction channels that are compatible with the symmetries of the underlying
theory, i.e., QCD. Among themselves, the various couplings of these channels are interrelated
in a complex manner and can induce each other as well. Four-quark interactions can be recast
into effective bosonic degrees of freedom that connect to a low-energy description of the
dynamics. The dominance of a specific four-quark interaction relative to the other interaction
channels points to the importance of the associated effective degree of freedom. A priori, the
relevant low-energy effective degrees of freedom are not known and must be determined by
the dynamics of the system on its own terms, provided it has the required freedom to do so.
These aspects make clear that only the consideration of four-fermion interactions in their
entirety is able to fully capture the dynamics toward the low-energy regime, whereas the
consideration of incomplete subsets potentially results in loss of information. In this chapter,
we therefore study the impact of so-called Fierz-complete four-fermion interaction channels
in the pointlike limit which are only constrained by the symmetries of the theory, i.e., any
pointlike four-fermion interaction compatible with the underlying symmetries is incorporated.
To focus on and emphasize the significance of four-fermion interactions and Fierz completeness
for the dynamics of the quark sector, we consider in the following the gluonic degrees of
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freedom to be integrated out and study a purely fermionic NJL-type model. In particular, we
aim at a better understanding of how Fierz-incomplete approximations of QCD low-energy
models affect the predictions for the phase structure at finite temperature and density. This
understanding of the quark dynamics is considered to be essential and sets the stage for our
study including dynamic gauge fields presented in Chapter 5.
After a discussion of general aspects of NJL-type models, we introduce in the next section
our ansatz for the effective average action that we employ in our study on Fierz-complete
NJL models. Subsequently, in Section 4.1.3, we discuss the connection between the RG flow
of four-fermion couplings on the one hand and spontaneous symmetry breaking and the
formation of condensates on the other. To illustrate the mechanisms at work, we consider a
generic one-channel approximation which allows to a large extent an analytical treatment.
In Section 4.2, we begin with a discussion of a Fierz-complete NJL model with the number
of fermion species temporarily reduced to a single one. This corresponds to a simplification
as the number of fermion species is drastically reduced compared to, e.g., QCD with two
flavors and three colors. Still, this simplified model already shares many aspects with QCD
in the low-energy limit and allows us to analyze in a more accessible fashion how neglected
four-fermion interaction channels and the associated issue of Fierz incompleteness affect the
predictions for the phase structure at finite temperature and density. In particular, we take
into account the explicit symmetry breaking arising from the presence of a heat bath and the
chemical potential in our study anchored at the leading order of the derivative expansion of
the effective action. We demonstrate that Fierz completeness as associated with the inclusion
of more “exotic” four-fermion channels does not only play a prominent role at large chemical
potential but also affect the dynamics at small chemical potential. The latter is illustrated by
a significant dependence of the curvature of the finite-temperature phase boundary at small
chemical potential on the number of four-fermion channels included in the calculations. In
Section 4.3, we extend our analysis to an NJL model with massless quark flavors coming in Nc
colors and two flavors to gain a better understanding of how our previous results on the effect
of Fierz-incomplete approximations on the phase boundary at finite temperature and density
translates to QCD low-energy models. Within our Fierz-complete framework including 10 four-
quark channels, we observe that channels associated with an explicit breaking of Poincaré
invariance tend to increase significantly the critical temperature at large chemical potential.
In accordance with many conventional model studies (see, e.g., Refs. [107, 115, 120, 385] for
reviews), diquarks are nevertheless found to be the most dominant degrees of freedom in this
regime.
4.1.1 NJL-type models
The NJL model and its relatives, such as the quark-meson (QM) model, play a very prominent
role in theoretical physics. Originally, the NJL model has been introduced as an effective
theory to describe spontaneous symmetry breaking in particle physics based on an analogy
with superconducting materials [45, 46]. Since then, it has frequently been employed to study
the phase structure of QCD, see, e.g., Refs. [115, 119–121, 386] for reviews. In particular
at low temperature and large quark chemical potential, NJL-type models have become an
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important tool to analyze the low-energy dynamics of QCD as this regime is at least difficult
to access with lattice Monte Carlo techniques. The models give us an insight into the rich
symmetry breaking patterns that may potentially be at work in the high-density regime.
NJL/QM-type models indeed provide us with an effective description of the low-energy
dynamics underlying the QCD phase diagram. The great relevance of NJL-type model
studies for our understanding of dense strong-interaction matter is undisputed. However,
despite the great success of the studies of these models, the phenomenological analysis
and corresponding predictions of the results suffer from generic features of these models
as well as from approximations underlying these studies. For example, NJL-type models
in four space-time dimensions are defined with an UV cutoff Λ as they are perturbatively
non-renormalizable. In fact, non-perturbative studies even indicate that they are also not
non-perturbatively renormalizable (see, e.g., Refs. [333, 334]), in contrast to three-dimensional
versions of this class of models [387]. Therefore, in case of four space-time dimensions, the
UV cutoff scale becomes a parameter of the model and, as an immediate consequence, the
regularization scheme belongs to the definition of the model. In particular, this implies that
a given value of the UV cutoff scale has always to be viewed against the background of
the chosen regularization scheme. From an RG standpoint, this scale should anyhow not be
considered as an actual UV extent of the model but rather as the scale where the couplings of
the model are fixed, cf. our discussion of RG consistency in Section 3.3. In addition, we note
that the use of so-called three-dimensional/spatial regularization schemes for studies of hot
and dense matter may not be unproblematic. This issue originates from the fact that this
class of schemes explicitly breaks Poincaré invariance, even at zero temperature where the
model parameters are usually fixed. This may then eventually lead to spuriously emerging
symmetry breaking patterns as we shall discuss in Section 4.2.4.
The classical action underlying NJL-type model studies is typically given by a kinetic
term for the quarks and a set of four-quark interactions which are usually selected by
a phenomenological reasoning. The most basic version, which is a frequently employed
approximation for studies of the QCD phase structure at finite temperature and density, only

















Here, β = 1/T is the inverse temperature, µ is the quark chemical potential, and λ¯(σ-pi) is the
coupling associated with the scalar-pseudoscalar channel. The τi’s represent the Pauli matrices
and couple the spinors in flavor space. The scalar-pseudoscalar four-quark interaction is usually
considered most relevant for studies of chiral symmetry breaking because of its direct relation
to the chiral order parameter: By means of a Hubbard-Stratonovich transformation, auxiliary
fields can be introduced and the four-quark interaction channel is converted into a (screening)
mass term for the auxiliary fields and a Yukawa interaction channel between the latter and
the quarks. Conventionally, the auxiliary fields are chosen to carry the quantum numbers of
the σ meson and the pions in case of the scalar-pseudoscalar four-quark interaction channel.
The interactions between the quarks are then said to be mediated by an exchange of the
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aforementioned mesons. This choice for the auxiliary fields eventually allows a straightforward
projection on the chiral order parameter.
Several aspects immediately point to insufficiencies of an NJL model that takes into account
only the scalar-pseudoscalar interaction channel. Embedded in full QCD, as mentioned at
the beginning of this chapter, the four-quark interactions may be viewed as dynamically
generated by quark-gluon interactions at high energy scales. However, two-gluon exchange
diagrams do not only generate the scalar-pseudoscalar four-quark self-interaction channel, but
all four-quark self-interaction channels compatible with the fundamental symmetries of QCD.
From the standpoint of an RG evolution of QCD from high to low energies, the gluon-induced
four-quark interactions may then become strong enough to trigger spontaneous symmetry
breaking at some intermediate energy scale, depending on, e.g., the temperature and the
quark chemical potential. This scale may be associated with the UV cutoff scale of NJL-type
models. In this spirit, we may therefore consider the general form of NJL-type models to be
rooted in QCD. In practice, however, the four-quark couplings in NJL-type models are usually
not fixed in this way. They are considered as fundamental parameters and are fixed by tuning
them such that the correct values of a given set of low-energy observables is reproduced at,
e.g., vanishing temperature and quark chemical potential. Unfortunately, the values of the
chosen set of low-energy observables may in general be reproduced by various different set of
parameters. Moreover, the parameters may depend on external control parameters such as
the temperature and the quark chemical potential [335].
In any case, even in studies of the NJL/QM model defined with only a scalar-pseudoscalar
interaction channel, by computing quantum corrections to the classical action (4.1) we
immediately observe that four-quark self-interactions other than the scalar-pseudoscalar
channel are generated, see, e.g., Ref. [333] for a review. Although these interactions do
not appear in the original definition of the action (4.1), as for example a vector-channel
interaction ∼ (ψ¯γµψ)2, they are necessarily induced by fluctuations but have often been
ignored in the literature. Once other four-fermion channels are generated, it is reasonable
to expect that these channels also alter dynamically the strength of the original scalar-
pseudoscalar interaction. In particular at finite temperature and density, the number of
possibly induced interaction channels is even increased because of the reduced symmetry of
the theory. From a phenomenological point of view, the four-quark interaction channels may
be recast into effective bosonic degrees of freedom. In particular at large chemical potential,
the effective degrees of freedom associated with the scalar-pseudoscalar channel, namely the σ
meson and the pions, are no longer expected to dominate the low-energy physics. Here, other
degrees of freedom, such as diquarks, play a dominant role, see our discussion in Section 4.3
and, e.g., Refs. [97, 107, 115, 385] for reviews.
Apart from this phenomenologically guided point of view, the inclusion of more than one
four-quark channel is of field-theoretical relevance as a given pointlike four-quark interaction
channel is reducible by means of so-called Fierz transformations. These transformations refer
to a rearrangement of the fermionic fields in a product of two Dirac bilinears and lead to
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linear relations among the four-quark interactions channels, the so-called Fierz identities,
typically in the form of1(
ψ¯Oiψ









with coefficients χij , cf. Appendix B.3. Here, we have labeled the fermionic fields to distinguish
the field variables explicitly, emphasizing the exchanged positions of ψ(2) and ψ(4). The
four-fermion structures (ψ¯Oiψ)2 represent the interaction channels that are invariant under
the symmetries of the theory, with the Oi’s denoting the operators in Dirac, flavor and color
space. For a more detailed discussion of Fierz transformations and identities, we refer to
Appendix B.3. As QCD low-energy model studies in general do not take into account a
Fierz-complete basis of four-quark interactions, they are incomplete with respect to these
transformations. This naturally causes ambiguities in studies where the considered set of
four-quark interaction channels is incomplete and also implies the necessity to use very general
ansätze for the quark propagator as employed in, e.g., Dyson-Schwinger-type studies [388].
In mean-field studies of QCD low-energy models, the ambiguities related to the possibility
to perform Fierz transformations might even lead to the dependence of the results on an
unphysical parameter which reflects the choice on the mean field and limits the predictive
power of the mean-field approximation [336].
4.1.2 Ansatz for the effective average action
Our discussion of conventional NJL-type model studies in the previous section clearly illustrates
the problematic nature of considerations that take into account only selected few, typically
phenomenologically motivated four-quark interaction channels while deliberately disregarding
others. For our present study of the quantum effective action at leading order (LO) of the
derivative expansion, we therefore consider the most general ansatz for the effective average
action compatible with the symmetries of the theory. In particular, we take into account the
explicit symmetry breaking arising from the presence of a heat bath and the chemical potential.
An ansatz including every four-quark interaction channel invariant under the symmetries
would be overdetermined as the Fierz relations imply that some channels are redundant and
consequently the associated couplings not independent. By exploiting Fierz identities we
can reduce the overdetermined set of four-fermion interactions to a minimal Fierz-complete
set. The generic ansatz for our studies at finite temperature T = 1/β and quark chemical






















1 Invariant four-fermion interaction channels might already be given as sums of such elementary structures




. Conversely, in case of fewer
symmetries, four-quark self-interactions in the pointlike limit can in principle be of the less restrictive form
(ψ¯Oiψ)(ψ¯Ojψ) as well.
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where the elements Lj form a Fierz-complete basis B of pointlike four-quark interactions
accompanied by the associated bare couplings λ¯j and the corresponding vertex renormaliza-
tions Zj .2 The explicit expressions of the elements Lj are given in Sections 4.2.1 and 4.3.1 for
the specific NJL-type model at hand. Any other pointlike four-quark interaction compatible
with the symmetries of our model is then reducible by means of Fierz transformations.3
Fermion self-interactions of higher order (e.g. eight-fermion interactions) may also be induced
due to quantum fluctuations at leading order of the derivative expansion but do not contribute
to the RG flow of the four-fermion couplings at this order and are therefore not included in
our ansatz (4.3), see Ref. [333] for a detailed discussion.
The renormalization factors associated with the kinetic term are given by Z‖ψ and Z⊥ψ ,
respectively. In general, the chemical potential is also accompanied by a renormalization
factor Zµ.4 At T = 0, however, we have Z−1µ = Z
‖
ψ = Z⊥ψ for µr = Zµµ < mf as a direct
consequence of the Silver-Blaze property of general quantum field theories discussed in
Section 2.1.2. Here, mf ≡ m¯f/Z⊥ψ is the potentially dynamically generated renormalized
(pole) mass of the fermions, with m¯f being the bare fermion mass. In the following, we
set Z‖ψ = Z⊥ψ ≡ 1 as the RG flow of these quantities vanishes identically at this order of the
derivative expansion anyhow, i.e., ∂tZ‖ψ = ∂tZ⊥ψ = 0, see Ref. [333].
With the ansatz (4.3), we can proceed to study the RG flow of the four-fermion couplings
appearing in the effective action which already allows us to gain a valuable insight into the
phase structure of our model.
4.1.3 Access to the phase structure
Before we actually analyze the fixed-point structure of our model and its phase structure at
finite temperature and chemical potential, we briefly discuss how a study of the quantum
effective action (4.3) at leading order of the derivative expansion can give us access to the
phase structure of our model. A detailed discussion can be found in, e.g., Ref. [333].
The leading order of the derivative expansion implies that we treat the four-fermion
interactions in the pointlike limit, i.e., in the limit of vanishing external momenta according to
λ¯j(ψ¯Ojψ)2 = lim{pk→0} ψ¯a(p1)ψ¯b(p2)Γ
(4)
j,abcd(p1, p2, p3, p4)ψc(p3)ψd(p4) ,
where a, b, c, d are understood as generalized indices accounting for all applicable subspaces such
as Dirac, flavor and color space and Oj denotes the operator related to the corresponding
2 The leading order of the derivative expansion implies that the four-quark self-interactions are treated in the
pointlike limit.
3 The couplings λ¯j appearing in the effective action (4.3) should not be confused with the couplings λ¯j appearing
in the classical action S, see, e.g., Eq. (4.1). The couplings appearing in the effective action include quantum
corrections whereas, from an RG standpoint, the couplings appearing in the classical action only determine the
values of the RG flows of the four-quark couplings at the initial scale Λ.
4 In case of scale-dependent renormalization factors Z‖ψ, Z
⊥
ψ , and Zµ, the following replacements in the definition
of the regulator function Rψk (excluding the shape function rψ), see Section 3.2, may be required: p0 → Z‖ψp0,
pi → Z⊥ψ pi, and µ→ Zµµ.
4.1 four-fermion interactions in qcd 67
four-fermion interaction channel Lj of the Fierz-complete basis B in Eq. (4.3) with the
associated bare coupling λ¯j .
Apparently, the leading order of the derivative expansion does not give us access to the
mass spectrum of our model which is encoded in the momentum structure of the correlation
functions, i.e., the momentum structure of the general four-fermion vertex in the present case.
In particular, the dynamics of regimes governed by the spontaneous formation of condensates
is not accessible at this order. The formation of such condensates associated with spontaneous
symmetry breaking is in fact indicated by singularities in the four-fermion correlation functions.
Nevertheless, the effective action (4.3) at leading order in the derivative expansion still allows
us to study regimes which are not governed by condensate formation, e.g. the dynamics
at high temperature where the symmetries are expected to remain intact. By lowering the
temperature at a given value of the chemical potential, we can then determine a critical
temperature Tcr below which the pointlike approximation breaks down and a condensate
related to a spontaneous breaking of one of the symmetries of our model is expected to be
generated dynamically.
The breakdown of the pointlike approximation can be indeed used to detect the onset of
spontaneous symmetry breaking. This can be most easily seen by considering a Hubbard-
Stratonovich transformation [389, 390] to obtain a partially bosonized formulation of our
ansatz (4.3). With the aid of this transformation, we can reformulate our purely fermionic
action in terms of quark fields and auxiliary bosonic fields which are composites of two fermion
fields such as a pion-like field or a diquark-like field. On the level of the path integral, the
four-fermion interactions of a given theory are then replaced by terms bilinear in the so
introduced auxiliary fields and corresponding Yukawa-type interaction terms between the











ψ¯bh¯jO˜abcj φ(j)a ψc . (4.4)
Here, the couplings h¯j denote the various Yukawa couplings. The structure of the quantity O˜abcj
with respect to internal indices may be non-trivial and depends on the tensor structure of the
corresponding four-fermion interaction channelOj . The same holds for the exact transformation
properties of the possibly multi-component auxiliary field φ(j)a .
Once a Hubbard-Stratonovich transformation has been performed, the Ginzburg-Landau-type
effective potential for the bosonic fields φ(j)a can be computed conveniently, allowing for a
straightforward analysis of the ground-state properties of the theory under consideration. For
example, a non-trivial minimum of this potential indicates the spontaneous breakdown of the
symmetries associated with those fields which acquire a finite vacuum expectation value.
From Eq. (4.4), we also deduce that the four-fermion couplings are inverse proportional to
the mass-like parameters m¯2j ∼ 1/λ¯j associated with terms bilinear in the bosonic fields. Recall
now that the transition from the symmetric regime to a regime with spontaneous symmetry
breaking is indicated by a qualitative change of the shape of the Ginzburg-Landau-type
effective potential as some fields acquire a finite vacuum expectation value. In fact, in case of
a second-order transition, at least one of the curvatures m¯2j of the effective potential at the
origin changes its sign at the transition point. This is not necessarily the case for a first-order
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transition. Still, taking into account all quantum fluctuations, the Ginzburg-Landau-type
effective potential becomes convex in any case, implying that the curvature tends to zero in
the long-range limit at both a first-order as well as a second-order phase transition point. As
the pointlike four-quark couplings are inverse proportional to the curvatures m¯2j , we conclude
that a diverging four-quark coupling in the purely fermionic formulation indicates the onset
of spontaneous symmetry breaking.
With respect to the RG analysis underlying this work, these considerations imply that
the observation of a divergence of a four-quark coupling at an RG scale kcr can be used as
an indicator for the onset of spontaneous symmetry breaking. We shall use this criterion
to estimate the phase structure of our NJL-type models in this chapter and also in our
study including dynamic gauge fields in Chapter 5. For a given chemical potential, the above-
mentioned critical temperature Tcr is then given by the temperature at which the divergence
occurs at kcr → 0. Such an analysis has indeed been successfully applied to compute the
phase structure of various systems including gauge theories with many flavors (see, e.g.,
Ref. [391–394]), see Ref. [333] for a review. However, it should also be noted that this type
of analysis is limited.5 For example, it does not allow us to resolve the order of a phase
transition. In fact, the divergence of a four-quark coupling at kcr is not a sufficient criterion
for spontaneous symmetry breaking as quantum fluctuations may restore the symmetries
of the theory in the deep IR limit, see, e.g., Ref. [333] for a detailed discussion. If the true
phase transition is of first order, this criterion at leading order of the derivative expansion
may even only point to the onset of a region of metastability and not to the actual phase
transition line. From a QCD standpoint, this implies that the liquid-gas phase transition,
which is expected to be of first order, cannot be reliably assessed in the setup underlying
our present work but requires to extend the truncation of the effective action. Moreover,
the phenomenological meaning of a critical temperature obtained from such an analysis is
potentially ambiguous. Different symmetry breaking patterns associated with the various
four-quark channels exist in our model. Therefore, it is at least difficult to relate the breakdown
of the pointlike approximation to the spontaneous breakdown of a specific symmetry, even
more so since a divergence in a specific four-quark channel entails corresponding divergences
in all other channels. However, a “dominantly diverging” four-quark channel can in general be
identified, i.e., the modulus of the coupling of this channel is greater than the ones of the other
four-quark couplings. Of course, this does not necessarily imply that a condensate associated
with this channel is generated. It should only be viewed as an indicator for the symmetry
breaking scenario at work. In Sections 4.2 and 4.3, we present an analysis of the “hierarchy”
of the various four-quark interactions in terms of their strength and show that our “criterion
of dominance” is at least in accordance with the simplest phenomenological expectation of
the symmetry breaking patterns at work at small and large chemical potential [115], see also
Ref. [395] for a similar approach in the context of condensed matter physics. For example,
(color) superconducting ground states can in principle be detected within our present setup if
the transition is of second order. Indeed, we shall show in Section 4.2 that the scaling behavior
of physical observables associated with a superconducting ground state can be recovered
correctly from our analysis of the RG flow of four-fermion couplings. Furthermore, we have
5 For a detailed discussion of such an analysis and its limitations, we also refer to Ref. [333].
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checked that our results from such an analysis are not altered when we rescale the channels Lj
in our ansatz (4.3) with factors of O(1). Thus, despite the discussed restrictions of our present
analysis, it already provides a valuable insight into the dynamics underlying spontaneous
symmetry breaking of a given fermionic theory.
Instead of using the purely fermionic formulation of our model, one may be tempted to
consider the partially bosonized formulation of our model right away in order to compute
the Ginzburg-Landau-type effective potential for the various auxiliary fields, as indicated
above. However, in contrast to the purely fermionic formulation, in which Fierz completeness
at, e.g., leading order of the derivative expansion can be straightforwardly fully preserved
by using a suitable basis of four-fermion interaction channels, conventional approximations
entering studies of the partially bosonized formulation may easily induce a so-called Fierz
ambiguity. Most prominently, mean-field approximations are known to show a basic ambiguity
related to the possibility to perform Fierz transformations [336]. Therefore, results from this
approximation potentially depend on an unphysical parameter which is associated with the
choice of the mean field and limits the predictive power of this approximation. However, it
has been shown [336] that the use of so-called dynamical hadronization techniques [192, 193,
195, 337, 380, 396–399] allow to resolve this issue, see also Ref. [211] for an introduction to
dynamical hadronization in RG flows. As this is beyond the scope of the present work, we
focus exclusively on the purely fermionic formulation of our model.
In order to elaborate our discussion of the mechanisms at work related to the spontaneous
breakdown of symmetries within our model and especially of the connection to the RG
flow of the four-fermion couplings λ¯j and its fixed points, we shall next examine a scalar-
pseudoscalar one-channel approximation, once in a mean-field computation employing the
Hubbard-Stratonovich transformation and once in a purely fermionic description. The one-
channel approximation allows to a large extent an analytical treatment and thus illustrates
the mechanisms in an accessible manner.
Mean-field and one-channel approximation in the vacuum limit
We first discuss the one-channel approximation in the vacuum limit, i.e., at zero temperature
and zero quark chemical potential, taking into account only the scalar-pseudoscalar interaction
channel. In order to derive the mean-field gap equation for the chiral order-parameter field,









= N , (4.5)
where N is a normalization constant, into the partition function Z[J ], see Eq. (2.10), with
the classical action (4.1) in the vacuum limit. This insertion introduces the auxiliary fields
φT = (σ, ~piT) but does not change the physical content as it only amounts to a redefinition of
the normalization in the computation of correlation functions from this generating functional.
By shifting the bosonic fields according to
σ 7→ σ + ih¯(σ-pi)
m¯2(σ-pi)
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and identifying λ¯(σ-pi) = h¯2(σ-pi)/m¯2(σ-pi), the four-fermion interaction is replaced by a Yukawa-
type interaction and we obtain the partially bosonized version of the action given by







2 + ih¯(σ-pi)ψ¯ (σ + iγ5τipii)ψ
}
. (4.7)
The auxiliary fields can be considered as the composites σ ∼ (ψψ) and pii ∼ (ψγ5τiψ), see
also, e.g., Ref. [333]. As the fermionic fields appear only bilinearly, the quark degrees of
freedom can be readily integrated out, which leads to a functional determinant of the operator
(i/∂ + ih¯(σ-pi)[σ + iγ5τipii]), and we arrive at a partition function in terms of a path integral
over the auxiliary fields φ. In the mean-field approximation, the bosonic fluctuations are
omitted as well as the running of the Yukawa coupling.6 Therefore, we can simply redefine
the auxiliary fields to absorb the factor h¯(σ-pi), i.e., h¯(σ-pi)φ 7→ φ, as it is only a constant and
does not change from its initial UV value. The curvature of the order-parameter potential, i.e.,
the coefficient of the term bilinear in the auxiliary fields, is then directly given by the inverse
of the initial four-fermion coupling λ¯(UV)(σ-pi) at the UV scale Λ.
7 From an evaluation in the
mean-field approximation, we then obtain the following implicit equation for the constituent
quark mass m¯2q = 〈σ〉2 at T = µ = 0:
λ∗(σ-pi)J (0) = λ(UV)(σ-pi)J (m¯2q) , (4.8)




(σ-pi) ≡ λ∗(σ-pi)[rψ] is a dimensionless functional of the regulariza-
tion scheme since J is not only a function of m¯q but also a functional of the regulator shape
function rψ specifying the regularization scheme:






p2(1 + rψ( p
2
Λ2 ))2 + m¯2q
)
, (4.9)
see also, e.g., Refs. [200, 333] for details. Diagrammatically, this integral is associated with a
purely fermionic loop integral evaluated at vanishing external momenta. The parameter Λ
may be considered as a UV cutoff scale for the loop-momentum integral. However, from our
RG standpoint, it should be rather associated with the initial RG scale at which we fix the
initial conditions of the four-quark couplings in our RG study below.
For a given regularization scheme, the functional λ∗(σ-pi) determines the critical value of the
four-quark coupling above which the ground state is governed by a finite vacuum expectation
value 〈σ〉 6= 0. We find
λ∗(σ-pi) =
Λ2
J (0) . (4.10)
Thus, we have m¯q > 0 for λ(UV)(σ-pi) > λ
∗
(σ-pi) and m¯q = 0 otherwise. For example, we ob-
tain λ∗(σ-pi) = 2pi2/Nc for the four-dimensional sharp cutoff often employed in mean-field
6 The running of the Yukawa coupling in the limit of neglected bosonic fluctuations would only be given through
the running of the mesonic wavefunction renormalizations that receive corrections from purely fermionic loops.
7 From now on, we identify λ¯(UV)(σ-pi) with the value of the coupling λ¯(σ-pi) appearing in the classical action since
the latter determines the value of this coupling at the UV scale Λ in our RG study below.
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calculations and λ∗(σ-pi) = 4pi2/Nc for the Litim regulator. In the following, however, we
shall employ the same scheme as in our studies of the RG flow of four-quark couplings
to ensure comparability, i.e., the four-dimensional Fermi-surface-adapted regulator which
turns into the well-known four-dimensional exponential scheme at vanishing quark chemical
potential, see Section 3.2 for details of the regulator shape functions. For this scheme, we
find λ∗(σ-pi) = 2pi2/Nc. In any case, we deduce from Eq. (4.8) that the actual value of λ∗(σ-pi) is
of no importance. For a given regularization scheme together with a specific choice for the UV
scale Λ, the quark mass m¯q only depends on the “strength” ∆λ(σ-pi) of the scalar-pseudoscalar









The implicit equation (4.8) for the constituent quark mass in terms of ∆λ(σ-pi) is given by
∆λ(σ-pi) = 1− J (m¯2q)/J (0) . (4.12)
From this discussion it follows immediately that a specific choice for ∆λ(σ-pi) also determines










implying that, at the “critical point” ∆λ(σ-pi) = 0, the curvature m¯2(σ-pi) of the order-parameter
potential changes its sign. As the renormalized scalar-pseudoscalar coupling λ¯(σ-pi) is inverse
proportional to the curvature m¯2, see our discussion of the Hubbard-Stratonovich transfor-
mation at the beginning of this section (in particular the relation below Eq. (4.6)), the








As discussed on more general grounds at the beginning of this Section 4.1.3, these observa-
tions regarding the critical behavior and the formation of a non-trivial ground state can be
carried over to studies of the RG flow of four-quark interactions, even beyond the mean-field
limit. We refer the reader to Ref. [333] for a corresponding detailed discussion. In the following,
we discuss generic characteristics of the RG flow of the four-quark interaction in a one-channel
approximation to illustrate the mechanisms at work that generally come into play in our RG
flow analysis to access the phase structure. We employ the ansatz (4.3) for the interpolat-
ing effective action with only the scalar-pseudoscalar interaction channel and compute the
corresponding flow equation with the help of the Wetterich equation. The derivation of the
flow equation essentially amounts to the computation of a purely fermionic loop regularized
by the four-dimensional exponential scheme, see again Ref. [333] for an introduction to the
computation of RG flows of fermion self-interactions. The flow equation for the dimension-
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less scale-dependent renormalized scalar-pseudoscalar coupling λ(σ-pi) = Z(σ-pi)k2λ¯(σ-pi)/(Z⊥ψ )2
at T = µ = 0 assumes the generic form8




The flow equation (4.15) has two fixed points: a Gaußian fixed point and a non-Gaußian fixed
point λ∗(σ-pi). In the large-Nc limit, the value of the latter is nothing but the critical value (4.10)
for chiral symmetry breaking in the mean-field approximation as shown in Ref. [333], see also
our discussion in Section 4.3.2. In general, note that the flow equation (4.15) is ambiguous in
the sense that the prefactor of the term quadratic in the four-quark coupling is not unique on
the account of the Fierz ambiguity and the dependence on the regularization scheme. Again,
however, the actual value of the non-Gaußian fixed point is of no importance concerning
the question of the formation of a non-trivial ground state. Only the value of the scalar-
pseudoscalar coupling at the initial RG scale Λ relative to the value of the non-Gaußian fixed
point matters, i.e., the “strength” ∆λ(σ-pi) defined in Eq. (4.11). The solution for λ(σ-pi) in










where λ(UV)(σ-pi) is the initial condition for the coupling λ(σ-pi) at the UV scale Λ and Θ denotes
the critical exponent which governs the scaling behavior of physical observables close to the





= 2 . (4.17)
As Θ > 0, the fixed point λ∗(σ-pi) is IR repulsive. Indeed, we readily observe from the solu-
tion (4.16) that λ(σ-pi) is repelled by the fixed point. Moreover, λ(σ-pi) diverges at a finite RG
scale kcr, if λ(UV)(σ-pi) is chosen to be greater than the fixed-point value λ
∗
(σ-pi), i.e., ∆λ(σ-pi) > 0.
Note that in this case ∆λ(σ-pi) ∈ [0; 1[ . Thus, by varying the initial condition λ(UV)(σ-pi), we can
induce a “quantum phase transition”, i.e., a phase transition in the vacuum limit, from a sym-
metric phase to a phase governed by spontaneous symmetry breaking while the non-Gaußian
fixed point separates these two regimes.
To be more precise, we find that in case of λ(UV)(σ-pi) > λ
∗
(σ-pi) the scalar-pseudoscalar coupling





Θ θ(∆λ(σ-pi)) , (4.18)
indicating the onset of chiral symmetry breaking, i.e., the curvature of the order-parameter
at the origin changes its sign at this so-called chiral symmetry breaking scale kcr. This
8 Recall that the RG flow of the wavefunction renormalizations vanishes identically at this order of the derivative
expansion and we set Z⊥ψ = 1.
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scale sets the scale for the (chiral) low-energy observables Q with mass dimension dQ in our
model, Q ∼ kdQcr , such as the constituent quark mass m¯q ∼ kcr.
One-channel approximation at finite temperature and quark chemical potential
Let us finally illustrate our general approach to compute the phase structure in the plane
spanned by the temperature and the quark chemical potential in the one-channel approximation.
This approximation has also been discussed in Refs. [333, 400]. The RG flow equation for
λ(σ-pi) then assumes the generic form:
∂tλ(σ-pi) = 2λ(σ-pi) −
2
λ∗(σ-pi)
λ2(σ-pi) L(τ, µ˜τ ) , (4.19)
where τ = T/k is the dimensionless temperature, µ˜τ = µ/(2piT ) = µ/(2pikτ) and the auxiliary
function L is a sum of so-called threshold functions which essentially represent 1PI diagrams
describing the decoupling of massive modes and modes in a thermal and/or dense medium.
At this point, we do not specify this function any further and refer to Sections 4.2 and 4.3
where the explicit expressions of this function is given in the specific cases. We only note that
the auxiliary function L is normalized to one in the vacuum limit, i.e., L(0, 0) = 1. Thus, we
recover the flow equation (4.15) in the limit T → 0 and µ→ 0. Here and in the following, we
do not take into account the renormalization of the chemical potential and set Zµ = 1.
The modification of the flow equation by the auxiliary function L causes the non-Gaußian
pseudo fixed point λ(∗)(σ-pi)(τ, µ˜τ ) := λ
∗
(σ-pi)/L(τ, µ˜τ ) to become scale-dependent. The effect of
the temperature is to push the pseudo fixed point to higher values and in this way tends to
restore the symmetry of the system. For a more detailed analysis, especially in regard to the
effect of the quark chemical potential, we refer again to the subsequent sections, particularly
Section 4.2.3.
The flow equation (4.19) can be solved analytically, we find










I(T, µ, k) = 1Λ2
∫ k
Λ
dk′k′L(τ ′, µ˜τ ′) , (4.21)
and we have again defined ∆λ(σ-pi) in terms of the non-Gaußian fixed point λ∗(σ-pi) of the
scalar-pseudoscalar coupling in the vacuum limit, see Eq. (4.11). Note that Eq. (4.21) reduces
to I(0, 0, k) = ((k/Λ)Θ − 1)/2 at zero temperature and chemical potential and we recover the
solution (4.16). The solution can then be employed to compute the critical temperature Tcr =
Tcr(µ) as a function of the quark chemical potential µ. The latter is defined as the temperature





= 0 , (4.22)
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i.e., it is defined as the highest temperature for which the four-quark coupling still diverges. For
our studies with more than one channel, this definition can be generalized straightforwardly.
The critical temperature is then defined to be the highest temperature at which the four-quark
couplings still diverge. Note that a divergence in one channel at a scale kcr(T, µ) entails
corresponding divergences in all the other channels at the same scale. However, the associated
four-quark couplings in general have a different strength relative to each other, see our
discussions in Sections 4.2 and 4.3.
With this definition, we obtain the following implicit equation for the critical temperature Tcr:
0 = 1−∆λ(σ-pi) + 2 I(Tcr, µ, 0) . (4.23)
Using Eq. (4.18), we can rewrite this equation in terms of the critical scale k0 at T = µ = 0,
k0 = kcr(T = 0, µ = 0):
k0 = Λ (1 + 2 I(Tcr, µ, 0))
1
Θ . (4.24)
Apparently, the critical temperature Tcr depends on our choice for the UV scale Λ as well for k0
which sets the scale for the low-energy observables such as the constituent quark mass in the
vacuum limit. Recall that the scale k0 in turn is directly related to the initial condition λ(UV)(σ-pi)
for the scalar-pseudoscalar four-quark coupling relative to its fixed-point value. From our
discussion of the one-channel approximation in the vacuum limit it follows immediately that
a finite critical temperature is only found if λ(UV)(σ-pi) > λ
∗
(σ-pi), i.e., ∆λ(σ-pi) > 0.
Let us close this discussion by noting that at first glance it seems that Eq. (4.18) defining k0,
and thereby the critical temperature, implies that the low-energy dynamics is independent
of the combinatoric prefactor of the term quadratic in the four-quark coupling in Eq. (4.15).
However, this turns out to be too naive. A study of the partially bosonized formulation of our
model reveals that quantum corrections to the Yukawa coupling yield 1/Nc-corrections to the
critical scale [333, 397]. It should then also be noted that order-parameter fluctuations, which
are nothing but 1/Nc-corrections, tend to restore the chiral symmetry in the infrared limit,
thereby lowering the value of the critical temperature compared to its value in the large-Nc
approximation (see, e.g., Ref. [370]).
Having introduced these basic underlying mechanisms and relations, let us now proceed
to our discussion of Fierz-complete NJL models where we start with the NJL model with a
single fermion species in the next section.
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4.2 The NJL model with a single fermion species
We begin with a study of a Fierz-complete NJL model with only a single fermion species, i.e.,
one flavor and one color degree of freedom, Nc = Nf = 1. The reduction in the number of
fermion species as compared to, e.g., QCD with two flavors and three colors defines a more
accessible model and simplifies the analysis while nonetheless sharing important aspects with
the low-energy dynamics in QCD. The structures of the corresponding symmetry groups
are simplified and the reduced degrees of freedom entail a smaller total number of four-
quark interactions that need to be considered. In our Fierz-complete basis of four-fermion
interactions we explicitly take into account the reduced symmetry owing to the explicit
breaking of Poincaré invariance at finite temperature and chemical potential. We find that
the inclusion of more unconventional interaction channels does affect the phase boundary
not only at large but also at small quark chemical potential. The latter is reflected in the
curvature of the finite-temperature phase boundary. Moreover, we present a reformulation
of the four-fermion interactions in terms of difermion-type degrees of freedom. This can be
considered as groundwork for the introduction of diquarks in Section 4.3, which are expected
to become important in QCD at larger chemical potentials, but also serves to study the effect
of different parametrizations of the Fierz-complete basis.
In Section 4.2.1, we start with a discussion of symmetry aspects relevant for our analysis
and of the details of our employed model. The RG fixed-point structure of the model at zero
temperature and density at leading order of the derivative expansion of the effective action
is then discussed in Section 4.2.2. In Section 4.2.3, we finally discuss the phase structure of
our model at finite temperature and chemical potential and analyze how it is affected when
Fierz-incomplete approximations are considered. In particular, we analyze the curvature of
the phase boundary at small chemical potential, the critical value of the chemical potential
above which no spontaneous symmetry breaking occurs, and the possible interpretation of
the underlying dynamics in terms of effective difermion-type degrees of freedom. After the
discussion of some technical aspects related to the Silver-Blaze property of our approach
and to the employed regularization scheme contrasted with more conventionally applied
three-dimensional regularization schemes in Section 4.2.4, we close this section on the NJL
model with a single fermion species with a brief conclusion in Section 4.2.5.
4.2.1 Definition of the model
To begin with, we discuss the symmetries of the classical action S with a scalar-pseudoscalar
four-fermion interaction term conventionally employed in studies of the chiral low-energy














76 a fierz-complete study of the njl model
with the inverse temperature β = 1/T and the chemical potential µ. This action is invariant
under simple phase transformations,
UV(1) : ψ¯ 7→ ψ¯e−iα, ψ 7→ eiαψ . (4.26)
As we do not allow for an explicit fermion mass term, the action is also invariant under chiral
UA(1) transformations, i.e., axial phase transformations:
UA(1) : ψ¯ 7→ ψ¯eiγ5α, ψ 7→ eiγ5αψ , (4.27)
where α is the “rotation” angle in both cases. As discussed in Section 2.1.2, the chiral
symmetry is broken spontaneously if a finite ground-state expectation value 〈ψ¯ψ〉 is generated
by quantum fluctuations. The UV(1) symmetry is broken spontaneously if, e.g., a difermion
condensate 〈ψTCγ5ψ〉 is formed, where C = iγ2γ0 is the charge conjugation operator, cf.
Section 2.2.
Because of the presence of a heat bath and a chemical potential, Poincaré invariance
is explicitly broken and the Euclidean time direction is distinguished. Note also that a
finite chemical potential explicitly breaks the charge conjugation symmetry C. However, the
rotational invariance among the spatial components as well as the invariance with respect to
parity transformations P and time reversal transformations T remain intact, see Section 2.1.2
for a brief description of the above mentioned discrete symmetries.
As discussed in Section 4.1, the computation of quantum corrections immediately induce
four-fermion interaction channels other than the scalar-pseudoscalar interaction channel such
as a vector-channel interaction ∼ (ψ¯γµψ)2, even though they do not appear in the classical
action S in Eq. (4.25). Once other four-fermion channels are generated, it is reasonable to expect
that these channels also alter dynamically the strength of the original scalar-pseudoscalar
interaction. In particular at finite temperature and density, the number of possibly induced
interaction channels is even increased because of the reduced symmetry of the theory. For
our present study of the quantum effective action at leading order (LO) of the derivative
expansion, we therefore consider the most general ansatz for the effective average action

















































where λ¯σ, λ¯‖V, λ¯⊥V, λ¯
‖
A, λ¯⊥A, and λ¯
‖
T denote the bare four-fermion couplings which are accompa-
nied by their vertex renormalizations Zσ, Z‖V, Z⊥V , Z
‖
A, Z⊥A , and Z
‖
T, respectively. The various
four-fermion interaction channels are defined as follows:
(S− P) ≡ (ψ¯ψ)2 − (ψ¯γ5ψ)2 , (4.29)




≡ (ψ¯γ0ψ)2 , (V⊥) ≡ (ψ¯γiψ)2 , (4.30)(
A‖
)
≡ (ψ¯γ0γ5ψ)2 , (A⊥) ≡ (ψ¯γiγ5ψ)2 , (4.31)(
T‖
)
≡ (ψ¯σ0iψ)2 − (ψ¯σ0iγ5ψ)2 , (4.32)
where σµν = i2 [γµ, γν ] and summations over i = 1, 2, 3 are tacitly assumed. On account of the
Silver-Blaze property, the renormalization factors associated with the kinetic term are related
to each other at zero temperature according to Z−1µ = Z
‖
ψ = Z⊥ψ as long as the renormalized
quark chemical potential is smaller than a potentially generated renormalized (pole) mass of
the fermions, see our discussion in Section 4.1.2.
The ansatz (4.28) is overdetermined. By exploiting the Fierz identities detailed in Ap-
pendix B.3.1, we can reduce the overdetermined set of four-fermion interactions in Eq. (4.28)




























Any other pointlike four-fermion interaction invariant under the symmetries of our model is
indeed reducible by means of Fierz transformations. Recall that fermion self-interactions of
higher order (e.g. eight fermion interactions) may also be induced due to quantum fluctuations
at leading order of the derivative expansion9 but do not contribute to the RG flow of the
four-fermion couplings at this order and are therefore not included in our ansatz (4.33), see
Ref. [333] for a detailed discussion.
In the following, we shall study the RG flow of the four-fermion couplings appearing in the ef-
fective action (4.33). The flow equations derived from the Wetterich equation for the dimension-
less renormalized four-fermion couplings defined as λi = Zik2λ¯i/(Z⊥ψ )2 with λ¯ = {λ¯σ, λ¯‖V, λ¯⊥V}
and Z = {Zσ, Z‖V, Z⊥V}, are listed in Appendix F.1. Note again that the wavefunction renor-
malizations remain unchanged in the RG flow at this order of the derivative expansion,
i.e., ∂tZ‖ψ = ∂tZ⊥ψ = 0, and we set them to Z
‖
ψ = Z⊥ψ = 1 at the initial RG scale.
We find that the RG flow is essentially governed by two classes of 1PI diagrams, see
Fig. 4.1, which are distinguished by the sign structure of how the fermionic propagators
depend on the quark chemical potential. The different characteristics especially in regard
to the qualitative behavior as a function of the quark chemical potential are elucidated
in Section 4.2.3. Moreover, each of the two classes contains diagrams which are associated
with contributions longitudinal and transversal to the heat bath. These diagrams can be
recast into threshold functions which are defined in Appendix E. For the regularization of
the loop integrals we employ the four-dimensional Fermi-surface-adapted scheme in form of
an exponential regulator shape function introduced in Section 3.2. Recall that this scheme
becomes manifest covariant in the vacuum limit which is of great importance. In contrast to
that, as discussed in Section 3.2, spatial regularization schemes introduce an explicit breaking
9 Note again that the leading order of the derivative expansion corresponds to treating the fermion self-interactions
in the pointlike limit, see also our discussion below.
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Figure 4.1: The two classes of 1PI diagrams contributing to the RG flow of the four-quark couplings.
of the Poincaré invariance even in limit of vanishing temperature and chemical potential. In
the concrete case of the present NJL model, we have observed that the predictions for the
phase structure are significantly spoilt when a spatial regularization scheme is used without
properly taking care of the associated symmetry-violating terms in the limit T → 0 and µ→ 0,
see Section 4.2.4 for details. Therefore, we have chosen a scheme which respects Poincaré
invariance in this limit.
Scale fixing
Before we go on to extract information on the phase structure from the RG flow of the
four-fermion couplings, we discuss in the following the scale fixing procedure of our model.
The free parameters that are to be fixed are in principle the values of all the four-fermion
couplings at the initial UV scale Λ. In the following, however, we shall use λ‖V = λ⊥V = 0 as
initial conditions for the couplings associated with the vector channel interaction, independent
of our choice for the temperature and the chemical potential. Thus, these couplings are solely
induced by quantum fluctuations and do not represent free parameters in our study. In other
words, the initial value of the scalar-pseudoscalar interaction channel is the only free parameter
in our analysis below. Note that this general setup for the initial conditions of the four-fermion
couplings mimics the situation in many QCD low-energy model studies. However, since we
do not have access to low-energy observables at this order of the derivative expansion, we
shall fix the initial condition of the scalar-pseudoscalar coupling such that a given value of the
critical temperature at vanishing chemical potential is reproduced. This determines the scale
in our studies of the phase structure below.10
To illustrate the scale-fixing procedure, we consider the approximation with only a scalar-
pseudoscalar interaction channel again. We derive the RG flow equation for the scalar-
pseudoscalar coupling λσ from the full set of flow equations by setting λ‖V = λ⊥V = 0 and also
dropping the flow equations associated with these two couplings, see Appendix F.1 for details.
10 Fixing the critical temperature Tcr to some value at µ = 0 is equivalent to fixing the zero-temperature fermion
mass in the IR limit since Tcr(µ = 0) is directly related to the zero-temperature fermion mass at µ = 0, at least
in a one-channel approximation.
4.2 the njl model with a single fermion species 79
Moreover, we do not take into account the renormalization of the chemical potential and
set Zµ = 1. The RG flow equation for λσ then reads
βλσ = 2λσ − 8v4 λ2σ L(τ, µ˜τ ) , (4.34)
where v4 = 1/(32pi2) and










⊥± (τ, 0,−iµ˜τ ) + l(F),(4)‖± (τ, 0,−iµ˜τ )
)
, (4.35)
cf. Eqs. (4.19) and (4.15) with λ∗σ = 8pi2, where Eq. (4.15) is obtained in the limit of zero
temperature and chemical potential with L(0, 0) = 1.11 Here, we have again the dimensionless
temperature τ = T/k and µ˜τ = µ/(2piT ) = µ/(2pikτ). The definitions of the threshold
functions l(F),(4)‖/⊥+/± can be found in Appendix E.
As discussed in Section 4.1.3, we can derive an implicit equation for the critical tem-
perature Tcr from a formal solution to the RG flow equation, see Eq. (4.23). The critical
temperature depends on the initial condition λ(UV)σ of the scalar-pseudoscalar coupling relative
to its fixed-point value through ∆λσ. To make a phenomenological connection to QCD,
we shall choose a value for the critical temperature at µ = 0 in units of the UV cutoff Λ
which is close to the chiral critical temperature at µ = 0 found in conventional QCD low-
energy model studies [115, 119–121]. To be more specific, we shall fix the scale at zero
chemical potential by tuning the initial condition of the scalar-pseudoscalar coupling such
that T0/Λ ≡ Tcr(µ = 0)/Λ = 0.15 and set Λ = 1GeV in the numerical evaluation:
0 = 1−∆λσ + 2 I(T0 =0.15Λ, 0, 0) . (4.36)
This initial condition for the four-fermion coupling is then kept fixed to the same value for all
temperatures and chemical potentials and we shall measure all physical observables in units
of T0.
To ensure comparability of our studies with different numbers of interaction channels,
we employ the same scale-fixing procedure in all cases. As illustrated for the one-channel
approximation, we only choose a finite value for the initial condition of the scalar-pseudoscalar
coupling and fix it at zero chemical potential such that the critical temperature is given
by T0/Λ ≡ Tcr(µ = 0)/Λ = 0.15 in this limit. The other channels are only generated
dynamically. The critical temperature for a given chemical potential is still defined to be the
temperature at which the four-fermion couplings diverge at k → 0. Note that the structure
of the underlying set of flow equations is such that a divergence in one channel implies a
divergence in all interaction channels. However, the various couplings may have a different
strength relative to each other, see also Fig. 4.2 and our discussion in the next section.
11 In this section, the scalar-pseudoscalar coupling λσ of the model with one fermion species corresponds to the
scalar-pseudoscalar coupling λ(σ-pi) of the model with Nf = 2 and Nc = 3.
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Figure 4.2: Left panel: RG flow at zero temperature and chemical potential in the plane spanned by
the scalar-pseudoscalar coupling λσ and the vector-channel coupling λV. The black dot depicts the
Gaußian fixed point whereas the blue dot depicts one of the two non-Gaußian fixed points. The orange
line represents an example of an RG trajectory. This particular trajectory describing four-fermion
couplings diverging at a finite scale kcr approaches a separatrix (red line) for k → kcr. The dominance
of the scalar-pseudoscalar interaction channel is illustrated by the position of this separatrix relative to
the bisectrix (dashed back line). Right panel: RG scale dependence of the four-fermion couplings λσ
and λV corresponding to the RG trajectory depicted by the orange line in the left panel. The inverse of
these two four-fermion couplings associated with the mass-like parameters m2i ∼ 1/λi of terms bilinear
in the auxiliary fields in a Ginzburg-Landau-type effective potential is shown by the dashed lines.
4.2.2 Vacuum fixed-point structure and spontaneous symmetry breaking
With these prerequisites, let us now turn to the discussion of the RG flow of our Fierz-complete
model, beginning with an analysis of the fixed-point structure in the limit T → 0 and µ→ 0.
In this Poincaré-invariant limit, the couplings λ‖V and λ⊥V can be identified, λ
‖
V = λ⊥V = λV,
provided the two couplings assume the same value at the initial RG scale k = Λ. The β
functions then simplify to12
∂tλσ = βλσ = 2λσ − 8v4
(
λ2σ + 4λσλV + 3λ2V
)
, (4.37)
∂tλV = βλV = 2λV − 4v4 (λσ + λV)2 . (4.38)
Up to regularization-scheme dependent factors, this set of equations agrees with the one found
in previous vacuum studies of this model [333, 336]. The RG flow equations (4.37) and (4.38)
have three different fixed points (λ∗σ, λ∗V).13 The Gaußian fixed point at (0, 0) is IR attractive
whereas the two non-Gaußian fixed points at (3pi2, pi2) and at (−32pi2, 16pi2) have both one
IR attractive and one IR repulsive direction, see also Fig. 4.2.
For an analysis of the fixed-point structure of our model, the exact value of the initial
condition of the scalar-pseudoscalar coupling is not required. Aiming at qualitative aspects
12 Note that, for a spatial regularization scheme, we find λ‖V 6= λ⊥V even for T = µ = 0 since such a scheme
explicitly breaks Poincaré invariance.
13 This can be seen by shifting λσ → λσ − λV in Eq. (4.38), see Ref. [333].
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and taking advantage of the clarity of the present two-coupling system, we shall in fact
temporarily relax the scale fixing conditions introduced in Section 4.2.1 and allow for a finite
vector-channel coupling at the initial UV scale Λ as well. Such a consideration sheds some
light on the underlying dynamics and reveals interesting relations. Similarly to our discussion
of the one-channel approximation, the qualitative features of the ground state of our model
are already determined by the choice for the initial values of the various couplings relative to
the fixed points. Provided that the initial value of the scalar-pseudoscalar coupling is chosen
suitably, i.e., it is chosen greater than a critical value λ(cr)σ depending on the initial value of
the vector-channel coupling,14 we observe that the four-fermion couplings start to increase
rapidly and even diverge at a finite scale kcr, indicating the onset of spontaneous symmetry
breaking.
In the left panel of Fig. 4.2, an example for an RG trajectory (orange line) at zero temperature
and chemical potential is shown in the space spanned by the remaining two couplings λσ
and λV. In this case, the initial condition has been chosen such that the four-fermion couplings
diverge at a finite scale kcr. For k → kcr, the trajectory approaches a separatrix (red line
in Fig. 4.2) defining an invariant subspace [401] and indicates a dominance of the scalar-
pseudoscalar channel, i.e., λσ/λV ≈ 3, see also right panel of Fig. 4.2 where the RG scale
dependence of the two couplings corresponding to this RG trajectory is shown. This observation
appears to be in accordance with the naive expectation that the ground state of our model is
governed by spontaneous chiral symmetry breaking as associated with a dominance of the
scalar-pseudoscalar interaction channel.
The dominance of the scalar-pseudoscalar channel is also observed when finite initial values
of the vector-channel coupling λV are chosen, provided that we use a sufficiently large initial
value of the scalar-pseudoscalar coupling, see left panel of Fig. 4.2. However, we would like
to emphasize again that this dominance should only be considered as an indicator that the
ground state in the vacuum limit is governed by chiral symmetry breaking. In particular, our
analysis cannot rule out, e.g., a possible formation of a vector condensate. For the moment,
we shall also leave aside the issue that the Fierz-complete set of four-fermion interaction
channels underlying this analysis can be transformed into an equivalent Fierz-complete set of
channels with different transformation properties regarding the fundamental symmetries of
our model. This further complicates the phenomenological interpretation, see our discussion
of the finite-temperature phase diagram in Section 4.2.3.
Let us close our discussion of the dynamics of our model in the vacuum limit by commenting
on the scaling behavior of the critical scale kcr. In the one-channel approximation, we have
found that the scaling of kcr is of the power-law type with respect to the distance of the initial
value λ(UV)σ from the fixed-point value λ∗σ, see Eq. (4.18). In our Fierz-complete setup, this is
not necessarily the case. In fact, even if we set the initial value λ(UV)σ of the scalar-pseudoscalar
coupling to zero, the system can still be driven to criticality. This can be achieved by a
sufficiently large value of the initial condition of the vector-channel coupling, see left panel
14 This holds true in case of all three couplings λσ, λ‖V and λ
⊥
V as well. Note that the function λ
(cr)
σ = λ(cr)σ (λ‖V, λ
⊥
V)
then defines a two-dimensional manifold, a separatrix in the space spanned by the couplings, while it defines a
one-dimensional manifold in case of the two couplings λσ and λV. In our one-channel approximation, loosely
speaking, this separatrix is a point which can be identified with the non-Gaußian fixed point of the associated
coupling.
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Figure 4.3: Sketch of the βλσ function of the scalar-pseudoscalar four-fermion coupling for λV = 0
(black line) and λV > 0 (red line). The arrows indicate the direction of the RG flow toward the infrared.
of Fig. 4.2. To be more specific, a variation of the vector-channel coupling λV in the flow
equation (4.37) of the scalar-pseudoscalar coupling allows to shift the fixed points of the latter.
In particular, a finite value of λV turns the Gaußian fixed point into an interacting fixed
point, see Fig. 4.3. We also deduce from Eq. (4.37) and Fig. 4.3 that a critical value λ(cr)V for
the vector-channel coupling exists at which the two fixed points of the λσ coupling merge.
For λV > λ(cr)V > 0, the fixed points of the λσ coupling then annihilate each other and the RG
flow is no longer governed by any (finite) real-valued fixed point, resulting in a diverging λσ
coupling. Assuming that the running of the vector-channel coupling is sufficiently slow, it has
been shown [333] that the dependence of kcr on the initial value of the vector coupling obeys
a Berezinskii-Kosterlitz-Thouless (BKT) scaling law [402–404],






rather than a power law. Here, cBKT is a positive constant. This so-called essential scaling plays
a crucial role in gauge theories with many flavors where it is known as Miransky scaling and the
role of our vector coupling is played by the gauge coupling [405–407]. Corrections to this type
of scaling behavior arising because of the finite running of the gauge coupling have found to be
of the power-law type [408] which would translate into corresponding corrections associated
with the running of the vector coupling in our present study. We emphasize that the dynamics
of our present model close to the critical scale is still dominated by the scalar-pseudoscalar
interaction channel in this case, even though the latter has been set to zero initially, as can
be seen in the flow diagram in the left panel of Fig. 4.2.
A detailed study of the scaling behavior and the associated universality class associated
with the quantum phase transitions potentially occurring in our model in the vacuum limit is
beyond the scope of the present work. From now on, we shall rather set the vector coupling to
zero at the initial scale and let it only be generated dynamically, i.e., we only tune the scalar-
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Fierz complete: {(S P), (V ), (V )}
two channels: {(S P), (V ) = (V )}
one channel: {(S P)}
Figure 4.4: Phase boundary associated with the spontaneous breakdown of at least one of the
fundamental symmetries of our model as obtained from a one-channel, two-channel, and Fierz-complete
study of the ansatz (4.33), see main text for details.
pseudoscalar coupling to fix the scale in our calculations as initially discussed in Section 4.2.1.
Still, it is worth mentioning that the mechanism, namely the annihilation of fixed points,
resulting in the exponential scaling behavior of kcr is quite generic. In fact, it also underlies the
exponential behavior associated with the scaling of, e.g., a gap as a function of the chemical
potential in case of the formation of a BCS superfluid in relativistic fermion models. We
shall discuss the potential occurrence of this type of scaling in more detail in the subsequent
section.
4.2.3 Phase structure
In the following, we consider the one-channel approximation discussed above, a two-channel
approximation, and the Fierz-complete system. The RG flow equations for the Fierz-complete
set of couplings can be found in Appendix F.1. Our two-channel approximation is obtained
from this Fierz-complete system by setting λ‖V = λ⊥V and dropping the flow equation of
the λ‖V-coupling. Note that this two-channel approximation is still Fierz-complete at zero
temperature and chemical potential.
In Fig. 4.4, we show our results for the (T, µ) phase boundary associated with the spontaneous
breakdown of at least one of the fundamental symmetries of our model. We observe right
away that the curvature κ of the finite-temperature phase boundary,
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channels curvature κ
(S− P) 0.157
(S− P), (V⊥) = (V‖) 0.108
Fierz-complete 0.109
Table 4.1: Curvature κ of the finite-temperature phase boundary at µ = 0 as obtained from a study of
a one-channel approximation, a two-channel approximation, and the Fierz-complete set of four-fermion
channels. Note that the quoted two-channel approximation is Fierz-complete at T = µ = 0.
is significantly smaller in the Fierz-complete study than in the one-channel approximation.15
To be specific, the curvature κ in the one-channel approximation is found to be about 44%
greater than in the Fierz-complete study. Interestingly, the curvature from our two-channel
approximation, which is still Fierz-complete at T = µ = 0, agrees almost identically with the
curvature from the Fierz-complete study, see also Table 4.1.
From a comparison of the results from the one- and two-channel approximation as well as
the Fierz-complete study, we also deduce that the phase boundary is pushed to larger values
of the chemical potential when the number of interaction channels is increased. In particular,
we observe that the critical value µcr above which the four-fermion couplings remain finite
is pushed to larger values. In fact, µcr as obtained from the Fierz-complete calculation is
found to be 16% greater than in the two-channel approximation and 20% greater than in
the one-channel approximation. Note that µcr is an estimate for the value of the chemical
potential above which no spontaneous symmetry breaking of any kind occurs.
In addition to these quantitative changes of the phase structure, we observe that the dynamics
along the phase boundary changes on a qualitative level. In the one-channel approximation, the
dynamics is completely dominated by the scalar-pseudoscalar channel by construction. In the
two-channel approximation, we then observe a competition between the scalar-pseudoscalar
channel and the vector channel. Indeed, we find that the vector channel dominates close to
the phase boundary for temperatures 0.1 . T/T0 . 0.5, as indicated by the red dashed line in
Fig. 4.4. In case of the Fierz-complete study, we even observe that the scalar-pseudoscalar
channel is only dominant close to the phase boundary for T/T0 & 0.8. For T/T0 . 0.8, we
find a dominance of the (V‖)-channel, apart from a small regime 0.02 . T/T0 . 0.09 in which
the (V⊥)-channel dominates, see also Fig. 4.5 for an illustration of how the dominance pattern
of the channels along the phase boundary changes. The dominance of the (V‖)-channel may
not come unexpected as it is related to the density, n ∼ 〈ψ¯iγ0ψ〉, which is controlled by the
chemical potential.
We emphasize again that the dominance of a particular interaction channel only states that
the modulus of the associated coupling is greater than the ones of the other four-fermion
couplings. It does not necessarily imply that a condensate associated with the most dominant
interaction channel is formed. It may therefore only be viewed as an indication for the
formation of such a condensate. Moreover, it may very well be that condensates of different
types coexist.
15 In order to estimate the curvature, we have fitted our numerical results for Tcr(µ)/T0 for 0 ≤ µ/T0 ≤ 2/3 to
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| | | V |, T/T0 0.81,  /T0 1.17
| | | V |, T/T0 0.81,  /T0 1.17
| | | V |, T/T0 0.77,  /T0 1.27
| | | V |, T/T0 0.77,  /T0 1.27
Figure 4.5: RG scale dependence of |λσ|−|λ‖V| and |λσ| − |λ⊥V | for two sets of values (T, µ) correspond-
ing to two points on the phase boundary associated with the Fierz-complete study shown in Fig. 4.4.
The two points are located closely to the point where the dominance pattern of the four-fermion
channels changes. From the depicted RG scale dependence of the couplings, we indeed deduce that, at
the latter point, the (V‖)-channel starts to dominate over the (S− P)-channel while the (V⊥)-channel
remains to be subdominant. The thin dotted vertical lines indicate the position of the critical scale kcr
for the chosen values for the temperature and chemical potential.
For example, note that the dominance of the scalar-pseudoscalar channel close to the phase
boundary may be associated with the formation of a finite chiral condensate, ϕ ∼ 〈ψ¯ψ〉,
which signals the spontaneous breakdown of the chiral UA(1) symmetry of our model. On
the other hand, loosely speaking, a dominance of the (V‖)-channel may be viewed as an
indicator for a “spontaneous breakdown” of Lorentz invariance in addition to the inevitable
explicit breaking of this invariance introduced by the chemical potential and the temperature.
A vector-type condensate 〈ψ¯γiψ〉 associated with a dominance of the (V⊥)-channel would
furthermore indicate a breakdown of the invariance among the spatial coordinates. Note that
the condensates 〈ψ¯iγ0ψ〉 and 〈ψ¯γiψ〉 break neither the UV(1) symmetry nor the chiral UA(1)
symmetry of our model.
The explicit symmetry breaking caused by a finite chemical potential also becomes apparent
if we introduce an effective density field n by means of a Hubbard-Stratonovich transformation.
The resulting effective action then depends on the density n in form of an explicit field.16
In such a functional, the chemical potential µ appears as a term linear in the density field.
The ground state can then be found by solving the quantum equation of motion in the
presence of a finite source being nothing but the chemical potential, (δΓ/δn)|µ = 0. A
divergence of the four-fermion coupling associated with the (V‖)-channel is then related
to the coefficient of the n2-term becoming zero or even negative. If the appearance of the
divergence in the (V‖)-channel is indeed related to a “spontaneous breakdown” of Lorentz
invariance, then corresponding pseudo-Goldstone bosons reminiscent in some aspects of a
(massive) photon field in temporal gauge may appear in the spectrum in this regime of the
16 Strictly speaking, the field n is proportional to the density and shares the quantum numbers of the associated
field operator.
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phase diagram.17 Symmetry breaking scenarios of this kind have indeed been discussed in the
literature [409–413]. However, their analysis is beyond the scope of the present work. In any
case, such a phenomenological interpretation has to be taken with some care as we shall see
next.
Difermion parametrization
Our choice for the Fierz-complete ansatz (4.33) is not unique. In order to gain a deeper
understanding of the dynamics of our model and how Fierz-incomplete approximations may
affect the predictive power of model calculations in general, we consider a second Fierz-
complete parametrization of the four-fermion interaction channels. To this end, we introduce










ψ iγi∂i − Zµiµγ0)ψ
+ 12 λ¯D,σ (S− P)−
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(SC − PC) ≡ (ψ¯ψC)(ψ¯Cψ)− (ψ¯γ5ψC)(ψ¯Cγ5ψ) ,(
A‖C
)
≡ (ψ¯γ0γ5ψC)(ψ¯Cγ0γ5ψ) , (4.42)
see Section 2.2 for the definition of the charge conjugated fields ψ¯C and ψC . By means of
Fierz transformations (see Appendix B.3.1), we can rewrite this ansatz in terms of our original
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(− λ¯DSP + 12 λ¯D0) (V⊥)
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. (4.43)
This allows us to identify the following relations between the various couplings:





V = −λ¯DSP −
3
2 λ¯D0 , λ¯
⊥




17 Note that our fermionic theory of a single fermion species may also be viewed as an effective low-energy
model for massless electrons. In QED with massless electrons (i.e., UA(1)-symmetric QED), such photon-like
pseudo-Goldstone bosons potentially appearing at high densities could mix with the real photons.
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By inverting these relations we eventually obtain the β functions of the couplings in our
“difermion parametrization” of the effective action:




∂tλDSP = −14βλ‖V −
3





The β functions on the right-hand side depend on the couplings {λ¯σ, λ¯‖V, λ¯⊥V} and can be
expressed in terms of the couplings {λ¯D,σ, λ¯DSP, λ¯D0} using Eqs. (4.44). Note that, at T =
µ = 0, the flow of the λDSP coupling is up to a global minus sign identical to the flow of the
vector coupling λV in the effective action (4.33).
The (S− P)-channel in our ansatz (4.41) is again the conventional scalar-pseudoscalar
channel. A dominance of this channel indicates the onset of spontaneous chiral UA(1) symmetry
breaking in our model. A dominance of the difermion channel (SC −PC) is associated with the
spontaneous breakdown of both the chiral UA(1) symmetry and the UV(1) symmetry of our
model. Thus, a dominance of the (SC −PC)-channel also suggests chiral symmetry breaking as
measured by the conventional (S− P)-channel and, loosely speaking, the information encoded
in both channels is therefore not disjunct. In contrast to our previous ansatz (4.33), however,
the parametrization of the four-fermion couplings in the ansatz (4.41) allows us to probe more
directly a possible spontaneous breakdown of the UV(1) symmetry. Phenomenologically, the
latter may naively be associated with the formation of a BCS-type superfluid ground state.
In particular, a dominance of this channel may indicate the formation of a finite difermion
condensate 〈ψ¯Cγ5ψ〉 in the scalar JP = 0+ channel, cf. our discussion in Section 2.2.18 We
emphasize that these considerations do not imply that the ansatz (4.41) is more general by
any means. In fact, as we have shown, both ansätze are equivalent as they are related by
Fierz transformations. Therefore, these considerations only make obvious that the potential
formation of a UV(1)-breaking ground state may just not be directly visible in a study with
the ansatz (4.33) but may nevertheless be realized by specific simultaneous formations of
the condensates 〈ψ¯ψ〉, 〈ψ¯γ0ψ〉 and 〈ψ¯γiψ〉, according to Eqs. (B.26)-(B.28).19 We add that a
dominance of the (A‖C)-channel may indicate the formation of a condensate 〈ψ¯Cγ0γ5ψ〉 with
positive parity which breaks the UV(1) symmetry of our model but leaves the chiral UA(1)
symmetry intact. However, this channel also breaks explicitly Poincaré invariance.
From our comparison of the ansätze (4.33) and (4.41), we immediately conclude that a
phenomenological interpretation of the symmetry breaking patterns of our model requires
18 Note that it is not possible in our present model to construct a Poincaré-invariant JP = 0+ condensation
channel (from a corresponding four-fermion interaction channel) which only breaks UV(1) symmetry but leaves
the chiral UA(1) symmetry intact. In QCD, the formation of the associated diquark condensate can be realized
at the price of a broken SU(3) color symmetry, even if the chiral symmetry remains unbroken. In QED, on the
other hand, the required breaking of the UA(1) symmetry is realized by a finite explicit electron mass.
19 Within a truncated bosonized formulation (e.g. mean-field approximation), the specific choice for the parametriza-
tion of the four-fermion interaction channels is of great importance as it determines the choice for the associated
bosonic fields (e.g. mean fields). The latter effectively determine a specific parametrization of the momentum
dependence of the four-fermion channels. Therefore, the parametrization of the action in terms of four-fermion
channels is of relevance from a phenomenological point of view. To be specific, even if two actions are equivalent
on the level of Fierz transformations, the results from the mean-field studies associated with the two actions
will in general be different.
88 a fierz-complete study of the njl model












Fierz complete: {(S P), (S P ), (A )}
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one channel: {(S P)}
Figure 4.6: Phase boundary associated with the spontaneous breakdown of at least one of the
fundamental symmetries of our model as obtained from a one-channel, two-channel, and Fierz-complete
study of the ansatz (4.41), see main text for details.
great care. This is even more the case when a Fierz-incomplete set of four-fermion interactions
is considered which has been extracted from a specific Fierz-complete parametrization of the
interaction channels.
In Fig. 4.6, we show our results for the (T, µ) phase boundary associated with the spontaneous
breakdown of at least one of the fundamental symmetries of our model which are now encoded
in the four-fermion interaction channels as parametrized in our ansatz (4.41) for the effective
action. The one-channel approximation is the same as in the case of our ansatz (4.33) for the
effective action and the results for the phase boundary (solid black line) are only shown to
guide the eye. Moreover, the location of the phase boundary from the Fierz-complete study of
the effective action (4.41) agrees identically with the Fierz-complete study of the effective
action (4.41), as it should be. In the present case, we observe again a dominance of the
(S− P)-channel close to the phase boundary for temperatures 1 ≥ T/T0 & 0.8 (solid blue line
in Fig. 4.6). In the light of our results from the parametrization (4.33) of the effective action,
where the (S− P)-channel has also been found to be dominant close to the phase boundary
for 1 ≥ T/T0 & 0.8, we may now cautiously conclude from the combination of the results from
the two ansätze that at least the phase boundary in the temperature regime 1 ≥ T/T0 & 0.8
is associated with spontaneous chiral symmetry breaking as the latter is indicated by a
dominance of either the (S− P)-channel or the (SC − PC)-channel.
In line with our study based on the parametrization (4.33) of the effective action, we
now also observe a dominance of a channel associated with broken Poincaré invariance
at 0 ≤ T/T0 . 0.8 in the Fierz-complete study (dashed blue line in Fig. 4.6), namely a
dominance of the (A‖C)-channel. In case of the two-channel approximation, which has been
obtained by setting λ¯D0 = 0 and dropping the corresponding flow equation, we only observe
a dominance of the (S − P)-channel (solid red line) close to the phase boundary for all
temperatures 1 ≥ T/T0 ≥ 0.
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Figure 4.7: Left panel: Sketch of the β function of a four-fermion coupling which is only driven by a
diagram of the type as shown in the inset. For increasing T/k and µ/k, the non-Gaußian fixed point is
shifted to larger values. Right panel: Sketch of the β function of a four-fermion coupling at T = 0 which
is only driven by a diagram of the type as shown in the inset. For increasing µ/k, the non-Gaußian
fixed point is shifted to smaller values and eventually merges with the Gaußian fixed point.
From a comparison of the results from the one- and two-channel approximation, we also
deduce that the phase boundary is again pushed to larger values of the chemical potential.
However, we now observe that the phase boundary is pushed back to smaller values of the
chemical potential again at low temperature when we go from the two-channel approximation
to the Fierz-complete ansatz. This underscores again that a phenomenological interpretation
of the phase structure and symmetry breaking patterns in Fierz-incomplete studies have to
be taken with some care.
Whereas the phenomenological interpretation of the dominance of the various interaction
channels in different parametrizations of the effective action may be difficult, a qualitative
insight into the symmetry breaking mechanisms can be obtained from an analysis of the fixed-
point structure of the four-fermion couplings. To this end, we may consider the temperature
and the chemical potential as external couplings, governed by a trivial dimensional RG
running ∂t(T/k) = −(T/k) and ∂t(µ/k) = −(µ/k).
The two classes of diagrams that essentially contribute to the RG flow of the four-fermion
couplings at finite chemical potential are shown in Fig. 4.1, see also the insets of Fig. 4.7
and Appendix F.1 for explicit expressions of the flow equations. In a partially bosonized
formulation of our model, the interaction between the fermions is mediated by the exchange of
bosons carrying fermion number F = 0 and zero chemical potential (corresponding to states
with zero baryon number in QCD, such as pions) in the diagram in the inset of the left panel
of Fig. 4.7. On the other hand, the fermion interaction is mediated by a bosonic difermion
state carrying fermion number |F | = 2 and an effective chemical potential µD = Fµ in the
diagram in the inset of the right panel of Fig. 4.7.
Let us now assume that the RG flow of a given four-fermion coupling λ is only governed by
diagrams of the type shown in the inset of the left panel of Fig. 4.7. The RG flow equation is
then given by
∂tλ = 2λ− c+l(F)+ λ2 , (4.46)
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where, without loss of generality, we assume c+ is a positive numerical constant. This flow
equation has a Gaußian fixed point and a non-Gaußian fixed point λ∗. Strictly speaking,
the latter becomes a pseudo fixed point in the presence of an external parameter, such as a
finite temperature and/or finite chemical potential. The threshold function l(F)+ depends on
the dimensionless temperature T/k as well as the dimensionless chemical potential µ/k and
essentially represents the loop diagram in the inset of the left panel of Fig. 4.7. For an explicit
representation of such a threshold function, we refer the reader to Appendix E. Note that
these threshold functions come in two different variations, e.g. l(F)‖,+ and l
(F)
⊥,+, which can be
traced back to the tensor structure becoming more involved due to the explicit breaking of
Poincaré invariance. Although we have taken this into account in our numerical studies, we
leave this subtlety aside in our more qualitative discussion at this point.
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k
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due to the thermal screening of the fermionic modes. Moreover, we also have l(F)+ → 0
for sufficiently large values of µ/k for a given fixed dimensionless temperature T/k. This
implies that the fermions become effectively weakly interacting in the dense limit. Overall,
we have λ∗ → ∞ for the non-Gaußian fixed point for T/k → ∞ and/or µ/k → ∞, see left
panel of Fig. 4.7. Let us now assume that we have fixed the initial condition λ(UV) of the
four-fermion coupling such that λ(UV) > λ∗ at T = 0 and µ = 0 and keep it fixed to the
same value for all values of T and µ. As discussed in detail above, the four-fermion coupling
at T = 0 and µ = 0 then increases rapidly toward the IR, indicating the onset of spontaneous
symmetry breaking. However, since the value of the non-Gaußian fixed point increases with
increasing T/k and/or increasing µ/k, the rapid increase of the four-fermion coupling toward
the IR is effectively slowed down and may even change its direction in the space defined by the
coupling λ, the dimensionless temperature T/k and the dimensionless chemical potential µ/k.
This behavior of the (pseudo) non-Gaußian fixed point suggests that, for a fixed initial
value λ(UV) > λ∗, a critical temperature Tcr as well as a critical chemical potential µcr exist
above which the four-fermion coupling does not diverge anymore but approaches zero in the
IR and therefore the symmetry associated with the coupling λ is restored. At least at high
temperature, such a behavior is indeed expected since the fermions become effectively “stiff”
degrees of freedom due to their thermal Matsubara mass ∼ T . This is the type of symmetry
restoration mechanism which dominantly determines the phase structure of our model at
finite temperature and chemical potential, as indicated in Figs. 4.4 and 4.6 by the finite extent
of the regime associated with spontaneous symmetry breaking in both T - and µ-direction.
We may even cautiously deduce from this observation that the dynamics close to and below
the phase boundary at low temperature is governed by the formation of a condensate with
fermion number F = 0 as the general structure of the phase diagram appears to be dominated
by diagrams of the type shown in the inset of the left panel of Fig. 4.7.
A dominance of the RG flow by diagrams of the type shown in the inset of the right panel
of Fig. 4.7 would suggest the formation of a condensate with fermion number |F | = 2, i.e., a
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difermion-type condensate. In this case, we would indeed expect a different phase structure,
at least at (very) low temperature and large chemical potential. To illustrate this, let us now
assume that the RG flow of a given four-fermion coupling λ is only governed by diagrams of
the form shown in the inset of the right panel of Fig. 4.7:
∂tλ = 2λ− c±l(F)± λ2 , (4.48)
where, again without loss of generality, we assume c± is a positive numerical constant. This
flow equation has a Gaußian fixed point and a non-Gaußian fixed point λ∗. The threshold
function l(F)± depends again on the (dimensionless) temperature T/k and the dimensionless
chemical potential µ/k and represents the associated loop integral. Explicit representations of
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at T = 0. For finite fixed T/k, we then observe that l(F)± increases as a function of µ/k until it
reaches a maximum and then tends to zero for µ/k →∞. The position of the maximum is
shifted to smaller values of µ/k for increasing T/k.
Let us now focus on the strict zero-temperature limit. In this case, the value of the non-
Gaußian fixed point is decreased for increasing µ/k and eventually merges with the Gaußian
fixed point. This implies immediately that the four-fermion coupling always increases rapidly
toward the IR for µ > 0, indicating the onset of spontaneous symmetry breaking, provided
that the initial condition λ(UV) has been chosen positive, λ(UV) > 0.20 Thus, the actual choice
for λ(UV) relative to the value of the non-Gaußian fixed point plays a less prominent role in this
case, at least on a qualitative level. In other words, any infinitesimally small positive coupling
triggers the formation of a condensate with fermion number |F | = 2. This is nothing but the
Cooper instability in the presence of an arbitrarily weak attraction [113] which destabilizes the
Fermi sphere and results in the formation of a Cooper pair condensate [111, 112], inducing a
gap in the excitation spectrum (see our discussion in Section 2.2). For λ(UV) = 0, the four-
fermion coupling remains at the Gaußian fixed point. For λ(UV) < 0, the theory approaches
the Gaußian fixed point in the IR limit. Thus, there is no spontaneous symmetry breaking
for λ(UV) ≤ 0.
The fact that the two fixed points merge for µ/k →∞ at T = 0 leaves its imprint in the
µ-dependence of the critical scale kcr at which the four-fermion coupling diverges. In fact,
20 For c± < 0, λ(UV) has to be chosen negative in order to trigger spontaneous symmetry breaking in the
long-range limit.
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from the flow equation (4.48), we recover the typical BCS-type exponential scaling behavior








Here, we have assumed that the RG flow equation (4.48) has been initialized in the IR
regime at k = Λ′ < Λ with an initial value λ¯(Λ′) > 0, such that l(F)± can be approximated by
l
(F)
± = c∞(µ/k)2 with c∞ > 0. Moreover, we have introduced the numerical constant cBCS =
1/(c∞c±) > 0. The value λ¯(Λ
′) of the four-fermion coupling can be directly related to the
UV coupling λ(UV). Recall that the dependence of kcr on the chemical potential is then
handed down to physical observables in the IR limit, leading to the typical exponential scaling
behavior [97].
The observed exponential-type scaling behavior of the scale kcr appears to be generic in cases
where two fixed points merge, see, e.g., our discussion of essential scaling (BKT-type scaling)
in Section 4.2.2 which plays a crucial role in gauge theories with many flavors [405–408].
At finite temperature and chemical potential, the shift of the non-Gaußian fixed point
toward the Gaußian fixed point is slowed down and eventually inverted such that the value of
the non-Gaußian fixed point eventually increases with increasing T/k. This suggests again
that a critical temperature exists above which the symmetry associated with the coupling λ is
restored.
If the ground state of our model at large chemical potential was governed by the Cooper
instability as associated with the exponential scaling behavior (4.51) of the scale kcr, then the
phase boundary would extend to arbitrarily large values of the chemical potential, at least
in the strict zero-temperature limit. However, this is not observed in the numerical solution
of the full set of RG flow equations, see Figs. 4.4 and 4.6. Of course, this does not imply
that difermion-type phases are not favored at all in this model (e.g., a phase with a chirally
invariant UV(1)-breaking 〈ψ¯Cγ0γ5ψ〉-condensate) since the phase structure also depends on
our choice for the initial conditions of the four-fermion couplings. The formation of such phases
may therefore be realized by a suitable tuning of the initial conditions. Still, the vacuum phase
structure of our model suggests that the general features of the phase diagrams presented in
Figs. 4.4 and 4.6 persist over a significant range of initial values for the couplings λσ and λV,
see Fig. 4.2.
4.2.4 Excursion: Silver-Blaze property and spatial regulators
In our approach, we avoid the introduction of an additional source of explicit breaking of
Poincaré invariance by employing a covariant Fermi-surface-adapted regularization scheme
as opposed to a spatial, i.e., three-dimensional, regulator, see our discussion in Section 3.2.
However, this comes at the price that the invariance under the transformation (2.37) associated
with the Silver-Blaze property becomes explicitly broken by the regularization scheme. In this
excursion, we discuss the implications of these aspects in more detail and from two different
angles: First, we discuss our truncation in view of the Silver-Blaze property, in particular
in the context of the derivative expansion, and analyze the strength of the explicit breaking
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of the Silver-Blaze property in our present study. Second, we illustrate the consequences of
the use of a spatial regularization scheme by comparing the results on the finite-temperature
phase boundary as obtained from a computation employing a spatial regulator with those as
obtained from a computation with our covariant Fermi-surface-adapted regularization scheme.
Silver-Blaze property of the truncation
The Silver-Blaze property introduced in Section 2.1.2 imposes as an intrinsic physical property
certain constraints on the behavior of the physical system at hand as a function of the chemical
potential at zero temperature. An immediate consequence is, e.g., that the renormalization
factors associated with the kinetic term of our model (4.3) are related to each other in
a strict manner as long as the renormalized quark chemical potential is smaller than the
potentially generated (renormalized) mass gap. The Silver-Blaze property is a consequence
of the invariance of fermionic theories under the transformation defined in Eq. (2.37) in
Section 2.1.2. This symmetry implies additional requirements for the computational approach
such as the regularization and the approximation scheme. In Section 3.2, we have already
discussed that a regulator function must only be a function of the spatial momentum ~p and
the complex variable z = p0 − iµ in order to preserve this symmetry. The covariant Fermi-
surface-adapted regulator, however, depends on ω+ω− = |(p0 − iµ)2 + ~p 2| and consequently
breaks the symmetry associated with the transformation (2.37).
With respect to, e.g., the derivative expansion of the effective action, an expansion of
the correlation functions about the point (p0 − iµ, ~p ) = (0, 0) rather than (p0, ~p ) = (0, 0) is
required to preserve exactly the Silver-Blaze property [231]. This follows immediately from
the fact that the correlation functions do not have an explicit µ-dependence but depend only
on the chemical potential via a µ-shift of the zeroth component of the four momenta, see, e.g.,
Eq. (2.42). If the derivative expansion is nevertheless anchored at the point (p0, ~p ) = (0, 0),
an explicit breaking of the invariance under the transformation (2.37) is introduced which,
however, has been found to be mild in RG studies of QCD low-energy models with conventional
spatial regulator functions [128, 139, 230, 231, 329, 414]. Even so, note that this choice of the
expansion point in combination with the use of conventional spatial regulator functions without
an adaption due to the presence of a Fermi surface, see, e.g., Refs. [366–369] for a definition
of this class of regularization schemes, may be problematic in other respects. This class of
regulators lacks locality in the direction of the zeroth component of the four-momentum, i.e.,
the corresponding regulator functions are “flat” in this direction and therefore all time-like
momentum modes effectively contribute to the RG flow at any value of k. In fact, in our
present analysis, we even observe that the choice of the expansion point (p0, ~p ) = (0, 0)
leads to ill-defined RG flows because of the analytic properties of the threshold functions l(F)‖±
and l(F)⊥± at T = 0 and µ > 0, see Appendix E.2 and the right panel of Fig. 4.7 for the Feynman
diagram associated with these functions. The use of a suitably chosen expansion point, i.e., a
point respecting the Silver-Blaze property, cures this problem. But then again, such a choice
may not be unproblematic as well since crucial aspects, e.g., the characteristic BCS-type
exponential scaling behavior discussed in Section 4.2.3, are potentially missed:
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Although a suitably chosen expansion point respecting the Silver-Blaze property might
cure such pathologies in case of spatial regulator functions, we should keep in mind a subtlety
coming along with the choice of a particular expansion point. Usually, we are interested in
choosing a point for the expansion which is suitable to study a particular physical effect.
This point may indeed be in conflict with the above considerations regarding the Silver-Blaze
property. To be specific, we may only be interested in an evaluation of the fully momentum-
dependent correlation functions for a specific configuration of the external momenta. For an
estimate of the phase structure of a given theory, for example, the limit of vanishing external
momenta may be considered for the two-point function in order to project on screening masses.
This evaluation point may then serve as the anchor point for a derivative expansion but
violates the Silver-Blaze property as discussed above. On the other hand, the choice of an
expansion point respecting the Silver-Blaze property may require to include high orders in
the derivative expansion in order to be able to reach reliably the actual point of physical
interest which, as an expansion point, may violate the Silver-Blaze property. This is indeed
the situation in many studies and it is also the case in our present work as we are interested in
the evaluation of the four-fermion correlation functions in a specific limit in order to estimate
the phase structure. To be concise, we have chosen the limit of vanishing external momenta as
the expansion point. If we had chosen an expansion point respecting the Silver-Blaze property,
then we would have not been able to reach reliably our actual point of interest at leading
order of the derivative expansion. A consideration of an expansion about such a Silver-Blaze
compatible expansion point and a detailed discussion of the aforementioned issue are deferred
to future work.
Our discussion with respect to the regularization scheme and the derivative expansion calls
for an analysis of the strength of the explicit breaking of the Silver-Blaze property in our
present study. To this end, we consider the RG flow of the scalar-pseudoscalar coupling λσ
in a simple one-channel approximation and compute the dependence of the scale kcr on the
chemical potential µ using the covariant regulator function defined by Eqs. (3.40) and (3.44)
and the spatial regularization scheme defined by Eqs. (3.30) and (3.31) in Section 3.2. Recall
that the scale kcr is defined as the scale at which the four-fermion coupling λσ diverges. The
scale dependence of the λσ-coupling is governed by the following flow equation:









where again τ = T/k and µ˜τ = µ/(2piT ). The definition of the threshold functions l(F)‖+
and l(F)⊥+ for the two regularization schemes can be found in Appendix E. Compared to the
flow equation (4.34), we do not include the threshold functions l(F)‖± and l
(F)
⊥± associated with
the loop diagram depicted in the inset of the right panel of Fig. 4.7 in this analysis since, for
the spatial regularization scheme, these threshold functions lead to “spurious” divergences
in the integration of the RG flow equations at T = 0 due to a non-removable second-order
pole at k = µ. We refer to Appendix E.2 for explicit representations of these functions. This
behavior is associated with the presence of a zero mode in the two-point function at k = µ,
see Eq. (3.34) in Section 3.2. Note that, for any even infinitesimally small finite temperature,
these functions are well-behaved, i.e., no “spurious” divergences in the integration of the
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Figure 4.8: Critical scale kcr/k0 with k0 = kcr(µ = 0) ≈ 0.35Λ as a function of µ/k0 at zero
temperature for two different regularization schemes, see main text for details.
RG flow equations appear. Still, the contributions from these threshold functions become
arbitrarily large at µ > 0 for decreasing temperature and therefore dominate artificially the
RG flow of the couplings at finite chemical potential and low temperature. Note that this is
not the case for our covariant regulator function, which is well-defined for T = 0 and T > 0,
as it is constructed such that the zero mode at k = µ is regularized.
Since kcr(µ) sets the scale for all low-energy observables including the fermion mass mf ∼ kcr
(see our discussion in Section 4.1.3), kcr(µ) should be independent of µ for µ < mf at zero
temperature because of the Silver-Blaze property. Unfortunately, we do not have direct access
to the fermion massmf in our present study. However, at least at zero temperature and chemical
potential, the RG flow equation (4.52) for the λσ in the one-channel approximation can be
mapped onto a corresponding mean-field equation for the fermion mass, see, e.g., Ref. [333].
This provides us at least with an estimate for the vacuum fermion mass mf in our studies.
Specifically, we find mf/k0 ≈ 0.53 for the covariant regulator function and mf/k0 ≈ 0.44 for
the spatial regulator. Note that k0 has been fixed to the same value in both calculations.
In Fig. 4.8, we show kcr as a function of µ at zero temperature for the covariant regulator
function defined by Eqs. (3.40) and (3.44) and the spatial regularization scheme defined by
Eqs. (3.30) and (3.31) in Section 3.2. In order to ensure comparability, we have fixed the initial
condition of the flow equation (4.52) such that the symmetry breaking scale k0 = kcr(µ = 0)
assumes the same value in both cases. In accordance with our discussion, we observe that kcr
does not depend on µ for µ < k0 in case of the spatial regulator, where k0 plays the role
of the zero-temperature fermion mass. Thus, this class of spatial regularization schemes in
general respects the symmetry (2.37) at zero temperature, as already mentioned above. For our
covariant regulator function, we observe that kcr exhibits a weak dependence on µ for µ . mf .
This dependence becomes stronger for increasing µ. For µ/k0 → 1, kcr then does not terminate
but tends to zero continuously at µ/k0 ≈ 1.1. In any case, we find in both cases that the
critical scale kcr is only finite for chemical potentials below some critical value µcr/k0 ∼ O(1).
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We emphasize that the artificial regulator-induced dependence on the chemical potential
illustrated in Fig. 4.8 is an immediate consequence of the fact that our covariant regulator
function violates the Silver-Blaze property. This violation becomes evident by the fact that
the four-fermion couplings depend on the chemical potential µ at T = 0 for any value of k.
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, (4.53)
where c0 < 0 is a numerical constant.
Covariant regulators versus spatial regulators
Our four-dimensional Fermi-surface-adapted regulator function defined by Eq. (3.44) violates
the Silver-Blaze property. Nevertheless, we have restricted ourselves to the use of this regulator
in the present study since spatial regularization schemes violate the requirements (v) and (vii)
listed in Section 3.2, i.e., they introduce an explicit breaking of Poincaré invariance and they
lack locality in the direction of time-like momenta. Our four-dimensional Fermi-surface-adapted
regulator fulfills both requirements.
In our Fierz-complete studies, we have indeed found that the artificial breaking of Poincaré
invariance and the lack of locality affects the dynamics of the system already at zero chemical
potential. Even more, also at T = µ = 0, the λ‖V- and λ⊥V-coupling differ due to the explicit
breaking of Poincaré invariance. This eventually results in a dominance of the λ‖V-channel at
finite temperature and zero chemical potential, see Fig. 4.9. In our study with the covariant
regulator function, on the other hand, we find a clear dominance of the (S− P)-channel along
the temperature axis at µ = 0. This aspect is of relevance as such spatial regularization schemes
may spoil the phenomenological interpretation of the results. In fact, at low temperature
and large chemical potential, a study with the spatial regulator function even suggests
that the dynamics of the system is strongly dominated by the (V⊥)-channel such that the
ground state appears to be governed by spontaneous symmetry breaking for all values of the
chemical potential considered in this study (µ/T0 . 2), see Fig. 4.9. Using a different basis of
four-fermion channels, e.g. including difermion-type channels, one may even be tempted to
associate the appearance of spontaneous symmetry breaking at (arbitrarily) large chemical
potential with the formation of a difermion condensate in our model as it is the case in QCD,
see our discussion of color superconductivity in Section 2.2. In our present model, however,
the appearance of a regime governed by spontaneous symmetry breaking at large chemical
potential is only observed when the spatial regulator function is used but not when our
covariant Fermi-surface adapted regulator is applied. In fact, we consider the very appearance
of spontaneous symmetry breaking at large chemical potential in our present model as an
artifact of the use of the spatial regulator function, at least at the order of the derivative
expansion considered in this work. Recall that the threshold functions l(F)‖± and l
(F)
⊥± associated
with the involved loop integrals are not well behaved at T = 0 and µ > 0 in case of the spatial
regulator, i.e., these threshold functions lead to “spurious” divergences in the integration of
the RG flow equations, see our discussion below Eq. (4.52). The definitions of the threshold
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Figure 4.9: Phase boundary associated with the spontaneous breakdown of at least one of the
fundamental symmetries of our model as obtained from the Fierz-complete ansatz (4.33) using two
different regulator functions, see main text for a discussion of the origin of the differences between the
two phase boundaries. The gray line corresponds to the blue line in Fig. 4.4 and is only included to
guide the eye.
functions in case of the spatial regulator are given in Section E.2. From a phenomenological
point of view, we note that, in contrast to QCD, the formation of a Poincaré-invariant
difermion condensate associated with UV(1) symmetry breaking also entails chiral symmetry
breaking in our present model, see Section 4.2.3.
The relevance of covariant regularization schemes has also been discussed in the context
of real-time RG studies [372, 378, 415]. Along the lines of the construction of corresponding
regulator functions [372], it should in principle be possible to construct a four-dimensional
regulator which fully respects the symmetry (2.37) at zero temperature by introducing a
suitable deformation of the contour of the associated integration in the complex p0 plane.
However, this is beyond the scope of the present work and deferred to future work. Finally, we
add that the complications associated with the regularization of a theory in the presence of a
finite chemical potential as well as the issues arising because of the use of spatial regularization
schemes are not bound to our FRG approach but are in principle present in any approach.
4.2.5 Conclusions
In this section we have analyzed the phase structure of a one-flavor NJL model at finite
temperature and chemical potential. With the aid of RG flow equations, we aimed at an
understanding of how Fierz-incomplete approximations affect the predictive power of general
NJL-type models, which are also frequently employed to study the phase structure of QCD.
To this end, we have considered the RG flow of four-fermion couplings at leading order
of the derivative expansion. This approximation already includes corrections beyond the
mean-field approximation which is inevitable to preserve the invariance of the results under
Fierz transformations.
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We have found that Fierz incompleteness affects strongly key quantities, such as the
curvature of the phase boundary at small chemical potential. Indeed, the curvature obtained in
a calculation including only the conventional scalar-pseudoscalar channel has been found to be
about 44% greater than in the Fierz-complete study. With respect to the critical value µcr of
the chemical potential above which no spontaneous symmetry breaking occurs, we have found
that µcr in the Fierz-complete study is about 20% greater than in the conventional one-channel
approximation. Moreover, we have observed that the position of the phase boundary depends
strongly on the number of four-fermion channels included in Fierz-incomplete studies. In
general, Fierz-incomplete calculations may either overestimate or underestimate the size of the
regime governed by spontaneous symmetry breaking in the (T, µ) plane. The actual approach
to the result from the Fierz-complete study depends strongly on the type of the channels
included in such studies. In fact, our analysis suggests that the use of Fierz-incomplete
approximations may even lead to the prediction of spurious phases, in particular at large
chemical potential.
With respect to a determination of the properties of the actual ground state in the phase
governed by spontaneous symmetry breaking, our present study based on the analysis of RG
flow equations at leading order of the derivative expansion is limited. In order to gain at least
some insight into this question, we have analyzed which four-fermion channel dominates the
dynamics of the system close to the phase boundary. A dominance of a given channel may then
indicate the formation of a corresponding condensate. As we have discussed, however, this
criterion has to be taken with some care, in particular when only one specific parametrization
of the four-fermion channels is considered. This also holds for Fierz-complete studies. In this
study, we have used two different Fierz-complete parametrizations and found that, over a
wide range of the chemical potential, the dynamics close to the phase boundary is dominated
by the conventional scalar-pseudoscalar channel associated with chiral symmetry breaking.
At large chemical potential, the dynamics close to the phase boundary then appears in both
cases to be dominated by channels which break explicitly Poincaré invariance.
As a second criterion for the determination of at least some properties of the ground state of
the regime governed by spontaneous symmetry breaking, we have analyzed on general grounds
the scaling behavior of the loop diagrams contributing to the RG flow of the four-fermion
couplings. The scaling of these diagrams as a function of the dimensionless temperature and
chemical potential determines the fixed-point structure of the theory at finite temperature and
chemical potential. Our fixed-point analysis suggests that the dynamics close to and below the
phase boundary is governed by the formation of a condensate with fermion number F = 0. In
contrast to QCD (see, e.g., Refs. [97, 107, 115, 385] for reviews), the formation of difermion-
type condensates with fermion number |F | = 2 does not appear to be favored, at least at large
chemical potential for the initial conditions of the RG flow equations employed in this study.
Of course, at the present order of the derivative expansion, the employed criteria can
only serve as indicators for the actual properties of the ground state in regimes governed
by spontaneous symmetry breaking. In order to determine the ground-state properties of
a system unambiguously, a calculation of the full order-parameter potential is eventually
required. Still, we expect that the findings of this analysis may already turn out to be useful
to guide future NJL-type model studies.
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4.3 En route to QCD: The NJL model with two flavors and
Nc colors
By considering an NJL model with a single fermion species in Section 4.2, we have demonstrated
that Fierz completeness as associated with the inclusion of more “exotic” four-fermion channels
crucially affects the dynamics of the model, not only at large but already at small values of
the quark chemical potential as measured by the curvature of the finite-temperature phase
boundary. In this section, we now extend our analysis to an NJL model with massless quarks
coming in Nc colors and two flavors to gain a better understanding of how Fierz-incomplete
approximations of QCD low-energy models affect the predictions for the phase structure
at finite temperature and density. Again, we explicitly take into account the breaking of
Poincaré invariance by the presence of the heat bath and the chemical potential. Within our
Fierz-complete framework including 10 four-quark channels, we demonstrate that channels
associated with an explicit breaking of Poincaré invariance tend to increase significantly the
critical temperature at large chemical potential. In accordance with many conventional model
studies (see, e.g., Refs. [107, 115, 120, 385] for reviews), diquarks are nevertheless found to
be the most dominant degrees of freedom in this regime. Moreover, we introduce sum rules
for the various four-quark couplings that allow us to monitor the strength of the breaking of
the axial UA(1) symmetry close to and above the phase boundary. The study of the RG flow
of the four-quark couplings shows that the dynamics in the ten-dimensional Fierz-complete
space of four-quark couplings can only be reduced to a one-dimensional space associated with
the scalar-pseudoscalar coupling in the strict large-Nc limit. Still, the interacting fixed point
associated with this one-dimensional subspace appears to govern the dynamics at small quark
chemical potential even beyond the large-Nc limit. At large chemical potential, we shall see
that corrections beyond the large-Nc limit become important and the dynamics is dominated
by diquarks, favoring the formation of a chirally symmetric diquark condensate.
In Section 4.3.1 we begin with a discussion of the symmetries and the Fierz-complete basis
of four-quark interaction channels of our model. Whereas the number of colors Nc is a free
parameter in this more general discussion, we emphasize that we exclusively consider Nc = 3
in the subsequent numerical computations. The description of the scale fixing procedure is
also included in Section 4.3.1. The RG fixed-point and phase structure of our Fierz-complete
NJL-type model at finite temperature and density at leading order of the derivative expansion
of the effective action is analyzed in Sections 4.3.2 - 4.3.5. After a brief consideration of the
relation of the mean-field approximation and an RG study of four-quark interactions in a
one-channel approximation, we discuss the symmetry breaking patterns based on our “criterion
of dominance”, i.e., the analysis of the “hierarchy” of the various four-quark interactions
in terms of their strength, in Section 4.3.2. The effect of UA(1) breaking and its fate at
high temperature is analyzed in Section 4.3.3. In order to gain a better understanding of
the mechanisms underlying symmetry breaking at finite temperature and density in our
Fierz-complete study involving 10 four-quark interaction channels, we then discuss the RG
flow of the Fierz-complete system in the large-Nc limit in Section 4.3.4. In Section 4.3.5,
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we finally analyze the dynamics of the Fierz-complete system with the aid of a two-channel
approximation which is composed of the scalar-pseudoscalar channel and a diquark channel
associated with the condensate (2.47) introduced in Section 2.2. This study is motivated by
our analysis of the “hierarchy” in the Fierz-complete system. There, we also comment on the
effect of Fierz-incomplete approximations on the curvature of the finite-temperature phase
boundary at small chemical potential. We close this section with a concluding summary in
Section 4.3.6.
4.3.1 Definition of the model
Before we introduce the Fierz-complete set of four-quark interactions defining our model, we
first review the relevant symmetries that constrain these interaction channels. In Section 4.1.1,
we discussed aspects of conventional NJL-type models often employed in studies of the












ψ + 12 λ¯(σ-pi)
[(
ψ¯ψ
)2 − (ψ¯γ5τiψ)2]} . (4.54)
Let us begin our symmetry analysis by noting that the action (4.54) is invariant under (global)
SU(Nc) color rotations of the quark fields. As we do not allow for an explicit quark mass term,
we also have an invariance under (independent) global flavor rotations of the left- and right-
handed quark fields, ψL,R = 12(1± γ5)ψ, i.e., the action is invariant under SUL(2)⊗ SUR(2)
transformations. The spontaneous breakdown of this chiral symmetry is associated with the
formation of a corresponding chiral condensate 〈ψ¯ψ〉 rendering the quarks massive, see our
discussion in Section 2.1.2.
The action (4.54) is also invariant under simple global phase transformations,
UV(1) : ψ¯ 7→ ψ¯e−iα, ψ 7→ eiαψ , (4.55)
but is not invariant under axial phase transformations:
UA(1) : ψ¯ 7→ ψ¯eiγ5α, ψ 7→ eiγ5αψ . (4.56)
Note that, in contrast to the case of a single fermion species, i.e., the case of one color and
one flavor, a broken UA(1) symmetry does not necessarily entail the existence of a finite
expectation value 〈ψ¯ψ〉 as associated with spontaneous chiral symmetry breaking. However,
the spontaneous breakdown of the chiral symmetry also entails the breakdown of the UA(1)
symmetry [203]. In fact, the UA(1) symmetry is not realized in nature but anomalously broken
by topologically non-trivial gauge configurations [223, 224], even if the chiral SUL(2)⊗SUR(2)
is restored, see Section 2.1.2.
In any case, in the action (4.54), we can artificially restore the UA(1) symmetry by adding










4.3 en route to qcd: the njl model with two flavors and nc colors 101
provided that the coupling associated with this channel is adjusted suitably relative to the
coupling λ¯(σ-pi) of the scalar-pseudoscalar channel, see also Ref. [119].21 Indeed, the topologically
non-trivial gauge configurations violating the UA(1) symmetry can be recast into a four-quark
interaction channel of the form (4.57) in the case of two-flavor QCD [224, 239, 416–418]. We
shall come back to the issue of UA(1) symmetry breaking below.
Apart from the chiral symmetry and the UA(1) symmetry, the UV(1) symmetry associated
with baryon number conservation may also be spontaneously broken. In contrast to chiral
symmetry breaking, this is indicated by the formation of, e.g., the diquark condensate
∆l ∼ 〈iψ¯Cγ5(f)εl(c)ψ〉 , (4.58)
carrying a net baryon and net color charge. This condensate was introduced and discussed in
more detail in Section 2.2. Here, we briefly recapitulate the main characteristics: The diquark
condensate ∆l is a state with JP = 0+ and has been found to be most dominantly generated
by one-gluon exchange [109] and topologically non-trivial gauge configurations [109, 110]. The
flavor antisymmetric structure of this color-superconducting condensate corresponds to a
singlet representation of the global chiral group which implies that the formation of such a
condensate does not violate the chiral symmetry of the theory [116]. Note that this is different
in QED-like theories where the formation of a Poincaré-invariant superconducting ground
state also requires the chiral symmetry to be broken, see, e.g., our study of the NJL model with
a single fermion species in Section 4.2. Instead, the formation of the color-superconducting
condensate ∆l in QCD comes at the price of a broken SU(Nc) color symmetry.
In addition to the breaking of the aforementioned symmetries, we have to deal again with
the explicit breaking of Poincaré invariance because of the presence of a heat bath and a finite
quark chemical potential. With respect to the fundamental discrete symmetries associated
with charge conjugation, time reversal, and parity, we add that invariance under parity
transformations and time reversal transformations remain intact in the presence of a finite
quark chemical potential as the latter only breaks explicitly the charge conjugation symmetry.
Based on our symmetry considerations above, let us now specify the Fierz-complete basis B
of four-quark interaction channels Lj which we use to parametrize our ansatz (4.3) for the
effective average action at leading order of the derivative expansion, see Section 4.1.2. Recall
that we assume here that the UA(1) symmetry is broken explicitly, see below for a detailed
discussion of this issue. We then find that this basis is composed of 10 four-quark channels.



























)2 − (ψ¯iγiγ5ψ)2 , (4.62)
21 Note that the determinant in Eq. (4.57) is taken in flavor space.















)2 − (ψ¯iγiγ5T aψ)2 . (4.64)
The remaining four channels are then chosen to be invariant under SU(Nc) ⊗ SUL(2) ⊗



















)2−(ψ¯γ5τiT aψ)2+(ψ¯γ5T aψ)2−(ψ¯τiT aψ)2 , (4.68)
where the T a’s denote again the generators of SU(Nc). Note that this basis is not unique.
In principle, we can combine elements of the basis to perform a basis transformation. Our
present choice is motivated by the four-quark channels conventionally employed in QCD
low-energy models. Apparently, the scalar-pseudoscalar channel appearing in Eq. (4.54) is
given by the channel L(σ-pi). A channel of the form of Eq. (4.57) is associated with the presence
of topologically non-trivial gauge configurations and is given by the channel L(S+P )− up to a
numerical factor. There is also a channel associated with the formation of a diquark condensate
of the type (4.58) in our basis. In fact, taking into account that such a condensate leaves the
chiral symmetry intact, the corresponding four-quark channel Lcsc can be constructed from
the tensor structure of the condensate (4.58) by rewriting the antisymmetric tensors (f) and
εl(c) in terms of the antisymmetric generators in flavor and color space, respectively, see our
discussion in Section 2.2. Accordingly, our conventions in Eq. (4.67) are such that we only sum
over the antisymmetric (A) generators of the SU(Nc) color group. The normalization of this
channel is chosen as in the standard literature (see, e.g., Ref. [115]). Note that the channel Lcsc
is invariant under SU(Nc)⊗ SUL(2)⊗ SUR(2)⊗ UV(1) transformations. The formation of a
diquark condensate then goes along with the breakdown of the UV(1) symmetry as well as
the SU(Nc) color symmetry, for details we refer again to our discussion in Section 2.2. Finally,
we add that the channel (4.68) may be viewed as a counterpart of the channel L(S+P )− with
a non-trivial color structure.
It is worth pointing out that our Fierz-complete set of pointlike four-quark interactions
allows us to monitor UA(1) symmetry breaking. Indeed, by requiring that the effective action Γ
is invariant under UA(1) transformations, we find the following two sum rules for the four
pointlike couplings violating the UA(1) symmetry:
S(1)UA(1) = λ¯csc + λ¯(S+P )adj− = 0 , (4.69)





2 λ¯(σ-pi) = 0 , (4.70)
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see Appendix B.3.2 for a derivation. These two sum rules are only fulfilled simultaneously if
the UA(1) symmetry of the theory is intact. For example, choosing only the scalar-pseudoscalar
coupling λ¯(σ-pi) to be finite in the classical action (4.54), we find that the UA(1) symmetry is
violated. This symmetry is only found to be approximately restored on the quantum level at
high temperatures, see our discussion in Section 4.3.3.
From the sum rules (4.69) and (4.70), we deduce that the four-dimensional space spanned
by the UA(1)-violating channels contains a UA(1)-symmetric subspace. In particular, the two
sum rules imply that a Fierz-complete basis of pointlike four-quark interactions in case of
a theory invariant under SU(Nc) ⊗ SUL(2) ⊗ SUR(2) ⊗ UV(1) ⊗ UA(1) transformations is
composed of eight channels.22
The RG flow equations for the Fierz-complete basis of four-quark interaction channels
defined by Eqs. (4.59)-(4.68) are listed in Appendix F.2. The RG flow is again governed by the
two classes of 1PI diagrams shown in Fig. 4.1, where each class contains diagrams which are
associated with contributions longitudinal and transversal to the heat bath. The corresponding
threshold functions can be found in Appendix E.1.
Scale fixing procedure
Let us now discuss the scale-fixing procedure underlying the calculations in our study of
the model (4.3) with the basis (4.59)-(4.68). The values of the 10 four-quark couplings at
the initial RG scale k = Λ can be considered as free parameters of our model. To pin them
down, let us consider RG studies of QCD where the strengths of pointlike gluon-induced four-
quark interactions have been analyzed in detail in the vacuum limit within a Fierz-complete
setting [192, 195, 384]. There, it was found that the scalar-pseudoscalar channel L(σ-pi) is
generated predominantly at high momentum scales p ∼ k. Moreover, it was found that this
channel remains to be the most dominant one over a wide range of scales down to k ∼ 1GeV,
i.e., the modulus of any other four-quark coupling remains smaller than the one of the scalar-
pseudoscalar coupling. With respect to our present study, it is also reasonable to expect that
effects associated with an explicit breaking of Poincaré and C invariance are subleading as long
as T/k  1 and µ/k  1. In the light of these facts, we only choose the scalar-pseudoscalar
coupling λ¯(σ-pi) to be finite at the initial RG scale Λ and set all other four-quark couplings to
zero, similarly to our approach in Section 4.2. Thus, at the initial scale, we are left with the
action S given in Eq. (4.54), Γk=Λ = S. This implies that we assume the UA(1) symmetry to
be broken explicitly at the initial RG scale.23 Clearly, these considerations do not represent a
rigorous determination of the initial conditions of our NJL-type model from QCD but rather
serve as a motivation for our scale-fixing procedure in the present study. The determination
of the initial conditions from QCD would require the dynamical inclusion of gauge degrees of
freedom which we discuss in Chapter 5, see also the RG studies [192, 193, 384, 391–394] on
this subject.
22 Albeit possible, we do not use a basis of four-quark channels composed of an eight-dimensional subspace
invariant under SU(Nc)⊗SUL(2)⊗SUR(2)⊗UV(1)⊗UA(1) transformations and a remaining two-dimensional
subspace only invariant under SU(Nc)⊗ SUL(2)⊗ SUR(2)⊗ UV(1) transformations in order to make better
contact to conventional QCD model studies.
23 In Section 4.3.3, we discuss the effect of UA(1) symmetry breaking in more detail with the aid of the sum
rules (4.69) and (4.70).
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The initial condition of the remaining coupling, the scalar-pseudoscalar coupling λ¯(σ-pi), can
be fixed in different ways. For example, see Section 4.2, we may tune it in the vacuum limit
such that the resulting symmetry breaking scale kcr leads to a given value for the critical
temperature at vanishing chemical potential. In the following, however, we employ a different
procedure which exploits the mean-field gap equation (4.12) for the chiral order-parameter
field in a scalar-pseudoscalar one-channel approximation as discussed in Section 4.1.3. From
this equation (4.12) we inferred that for a given UV scale Λ the quark mass m¯q only depends
on the “strength” ∆λ(σ-pi) of the scalar-pseudoscalar coupling relative to its critical value
for chiral symmetry breaking, see Eq. (4.11). In the following, we shall fix the scale in our
studies by setting m¯q ≈ 0.300GeV for the constituent quark mass in order to relate our
model study to QCD. In terms of the scalar-pseudoscalar coupling, this choice corresponds
to ∆λ(σ-pi) ≈ 0.234 for Λ/m¯q ≈ 10/3.
Let us now exploit the relation between the order-parameter potential and the RG flow
of four-quark couplings to fix the scale in our study of the phase diagram below. As our
discussion of the one-channel approximation in Section 4.1.3 showed, we can translate the
“strength” ∆λ(σ-pi) into a corresponding chiral symmetry breaking scale kcr according to the
relation (4.18). At this scale the scalar-pseudoscalar coupling diverges, indicating the onset of
spontaneous symmetry breaking. With the help of this relation, we can now compute the value
of the chiral symmetry breaking scale in the mean-field approximation. Using ∆λ(σ-pi) ≈ 0.234
extracted from the mean-field calculation above for m¯q ≈ 0.300GeV and Λ/m¯q ≈ 10/3, we
obtain k0/m¯q ≡ kcr/m¯q ≈ 1.613, where k0 serves as a reference scale in the following, i.e., we
shall measure all physical observables in units of k0.
In all our studies of the phase diagram presented below, we shall set all four-quark couplings
to zero at the initial RG scale Λ except for the scalar-pseudoscalar coupling λ(σ-pi). The
latter is tuned at this scale such that, at T = µ = 0, we obtain kcr = k0, i.e., the value
of the critical scale is always tuned to agree identically with its value in the mean-field
approximation. This ensures comparability between the results of our studies from different
approximations. Moreover, since k0 is directly related to the constituent quark mass in the
mean-field approximation, k0/m¯q ≈ 1.613, this allows at least for a rough translation of our
results for the phase transition temperatures obtained from, e.g., our Fierz-complete set of
flow equations into physical units. Of course, such a translation is only approximative. We
always have to keep in mind that the use of the same value for k0 in different approximations
may not necessarily translate into the same value for the low-energy observables, such as
the constituent quark mass. In any case, considering the critical temperature at µ = 0 as
an example for an low-energy observable being sensitive to the vacuum constituent quark
mass and also accessible within our framework, we find that this quantity does not depend
strongly on our approximations associated with different numbers of four-quark channels. This
observation may be traced back to the fact that we find the scalar-pseudoscalar channel to be
most dominant at µ = 0, therefore governing the low-energy dynamics in this regime, see our
discussion below.
To close this section on the scale fixing procedure, let us briefly add that we can obtain the
one-channel approximation from the set of flow equations for the Fierz-complete basis of four-
quark interactions given in Appendix F.2 by setting all couplings but the scalar-pseudoscalar
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coupling to zero and also dropping their flow equations. In this way we recover Eq. (4.15)





As noted below Eq. (4.15), the value of the non-Gaußian fixed point indeed agrees with the
critical value of the scalar-pseudoscalar coupling in the mean-field approximation for Nc  1.
The contribution ∼ 1/Nc can be shown to be related to quantum corrections to the Yukawa
coupling in a partially bosonized formulation of our model [333, 397]. On account of the Fierz
ambiguity, however, note that the prefactor of the term quadratic in the four-quark coupling
is not unique. Yet again, the actual value of the non-Gaußian fixed point is of no importance
in regard to the formation of a non-trivial ground state as only the “strength” ∆λ(σ-pi) at the
initial RG scale Λ matters, see Section 4.1.3 for a more detailed discussion.
4.3.2 Phase structure
Mean-field and one-channel approximation
Let us now study the phase diagram in the plane spanned by the temperature and quark
chemical potential. To begin with, we consider once more an approximation in which we only
take into account the scalar-pseudoscalar four-quark coupling. As described above, we obtain
the RG flow equation from the full set of equations for the Fierz-complete basis of four-quark
interactions by setting all couplings but the scalar-pseudoscalar coupling to zero and also
neglecting their flow equations. In this way, we essentially recover Eq. (4.1.3), i.e.,
∂tλ(σ-pi) = 2λ(σ-pi) − 16v4 (2Nc + 1)λ2(σ-pi) L(τ, µ˜τ ) , (4.72)
here with




‖+ (τ, 0,−iµ˜τ ) + l
(F)
⊥+ (τ, 0,−iµ˜τ )
)
(4.73)
and the corresponding non-Gaussian fixed point (4.71) in the vacuum limit.24 Note that the
auxiliary function is again normalized in the limit of zero temperature and chemical potential,
i.e., L(0, 0) = 1. The threshold functions appearing in Eq. (4.73) are associated with the loop
integral depicted in the left panel of Fig. 4.1.
As outlined in Section 4.1.3, the flow equation (4.72) can be solved analytically, even at finite
temperature and quark chemical potential. The solution can then be employed to compute
the critical temperature Tcr = Tcr(µ) as a function of the quark chemical potential µ. The
critical temperature is again defined as the temperature at which the scalar-pseudoscalar
four-quark coupling diverges at k → 0, i.e., it is defined as the highest temperature for
which the four-quark coupling still diverges, see Eq. (4.22). The formal solution of the flow
equation then allows the derivation of the implicit equation (4.24) for the critical temperature,
24 As before in Section 4.2, we do not take into account the renormalization of the chemical potential, i.e., we
set Zµ = 1.
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Figure 4.10: Phase boundary associated with the spontaneous breakdown of at least one of the
fundamental symmetries of our NJL-type model as obtained from a one-channel, two-channel, and
Fierz-complete study of the ansatz (4.3) with the Fierz-complete basis defined by Eqs. (4.59)-(4.68),
see main text for details.
illustrating that the critical temperature depends on our choice for the UV scale Λ as well as
the scale k0 which we keep fixed. We generalize again this definition of the critical temperature
to the case of more than one channel as described in Section 4.1.3.
In Fig. 4.10, we show the critical temperature as a function of the quark chemical po-
tential for the one-channel approximation (gray line) as obtained from a solution of the
corresponding implicit equation (4.24) derived from the flow equation (4.72). For µ = 0, we
obtain Tcr/k0 ≈ 0.390 (Tcr ≈ 0.190GeV). For increasing µ, the critical temperature then
decreases monotonously and eventually vanishes at µ/k0 = µcr/k0 ≈ 1.14 (µcr ≈ 0.552GeV).
We emphasize again that our definition of the critical temperature is associated with a sign
change of the chiral order-parameter potential at the origin. In our present approximation,
our result for Tcr(µ) therefore only describes the phase boundary in case of a second-order
transition. Our criterion is not sensitive to a first-order transition. However, it allows us to
detect the line of metastability separating a regime associated with a negative curvature of
the order-parameter potential at the origin (e.g. at low temperature and small quark chemical
potential) from a regime where the curvature changes its sign but the true ground state is still
assumed for a finite expectation value of the order-parameter field. Such lines of metastability
usually emerge in the vicinity of a first-order transition. In particular, for a given temperature,
the chemical potential associated with the emergence of a metastable state at the origin of the
potential is less or equal than the chemical potential of the associated first-order transition,
see Ref. [118] for the first NJL model analysis of this aspect.
It is instructive to compare the results for the phase boundary from our RG study with those
obtained from a solution of the mean-field gap equation (4.12).25 To ensure comparability,







d3p/(2pi)3. Moreover, we have to replace p2 with (ν2n − iµ)2 + ~p 2, where νn = (2n+ 1)piT , except in
the argument of the regulator shape function due to our conventions.
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we employ of course the same regularization scheme as in our RG study. We then find
that the phase transition line from our RG study agrees identically with the second-order
phase transition line of the mean-field study up to a first-order endpoint at (µ/k0, T/k0) ≈
(0.951, 0.207). As expected, beyond this point, the phase transition line obtained from our RG
study agrees identically with the line of metastability in the mean-field phase diagram. The
comparatively large extent of the phase boundary in µ-direction can be traced back to the
comparatively large σ-meson mass m¯σ/m¯q ≈ 2.67 (m¯σ ≈ 0.800GeV) found in the vacuum
limit of our mean-field calculation for the employed set of parameters, i.e., ∆λ(σ-pi) and Λ.26
In fact, it has already been found in previous mean-field calculations that the critical point
separating a first-order phase transition line from a second-order phase transition line can
be shifted continuously to larger values of the quark chemical potential by increasing the
mass of the σ meson [419]. Even more, for suitably chosen sets of model parameters it can
even be made disappear, leaving us with only a second-order transition line [117]. Note that
this highlights the strong scheme dependence as the σ-meson mass can be tuned by suitable
variations of the constituent quark mass and the UV cutoff Λ. Since the actual value of the
latter should always be viewed against the background of the employed regularization scheme,
the scheme unavoidably belongs to the definition of the model, at least in four Euclidean
space-time dimensions. Of course, we could also use smaller values for Λ which would lead to
a smaller mass of the σ-meson. However, this then leads to strong cutoff effects as both the
temperatures as well as the quark chemical potentials considered in this work would then be
of the order of the UV scale Λ. In order to at least suppress such unwanted effects, we have
simply chosen Λ/k0 ≈ 2.07 as the primary focus is here on the effect of Fierz completeness. In
our discussion of RG consistency in Section 3.3, we have presented a general approach based
on the FRG perspective how cutoff artifacts and renormalization scheme dependences can be
consistently removed in low-energy effective models which are subject to a validity bound.
We shall apply this approach in Section 6.1.2 and analyze in detail the effect of such cutoff
corrections as entailed by the RG consistency criterion.
Symmetry breaking patterns and Fierz completeness
Let us now analyze the phase diagram as obtained from an RG flow study of the Fierz-complete
set of four-quark interactions, see Appendix F.2 for the RG flow equations. Such an analysis
goes well beyond studies in the mean-field limit. Indeed, mean-field studies of NJL-type
low-energy models have been found to exhibit a residual ambiguity related to the possibility to
perform Fierz transformations, even if a Fierz-complete set of four-quark interactions is taken
into account [336], see also our discussion in Section 4.1.1 and Ref. [211] for an introduction.
Results from mean-field calculations therefore potentially depend on an unphysical parameter
which reflects the actual choice of the mean field in the various channels.
As discussed above, we fix the scale in our Fierz-complete studies by setting all but the
scalar-pseudoscalar coupling to zero at the initial RG scale Λ. The latter is tuned at T = µ = 0
such that the critical scale k0 associated with diverging four-quark couplings agrees identically
with its counterpart in the mean-field calculation. For our calculations at finite temperature
26 The computation of the σ-meson mass requires fixing the Yukawa coupling h¯ since mq = 〈σ〉 = h¯fpi. Here, we
use h¯ ≈ 3.45 corresponding to fpi ≈ 87.0MeV for the pion decay constant.
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Figure 4.11: Renormalized (dimensionful) four-quark couplings as a function of the RG scale k
at T = 0 and µ = 0 as obtained from our Fierz-complete study. Note that the Fierz-complete basis
is effectively composed of only six channels in the vacuum limit since C invariance is intact and the
Euclidean time direction is not distinguished. In particular, we have λ¯(V+A)adj‖ ≡ 0 ≡ λ¯(V−A)adj⊥ in this
limit.
and/or quark chemical potential, we then use the same set of initial conditions as in the
vacuum limit, i.e., at T = µ = 0. The scale dependence of the (dimensionful) renormalized
four-quark couplings at T = µ = 0 is shown in Fig. 4.11. We observe that the dynamics of the
theory in this case is clearly dominated by the scalar-pseudoscalar interaction channel; the
modulus of all other couplings is at least one order of magnitude smaller than the modulus of
the scalar-pseudoscalar coupling. The dominance of this channel may indicate that the ground
state in the vacuum limit is governed by chiral symmetry breaking. However, we emphasize
again that such an analysis based on the strength of four-quark interactions has to be taken
with some care: It neither rules out the possible formation of other condensates associated
with subdominant channels nor proves the formation of a condensate associated with the most
dominant channel. Such an analysis can only yield indications for the actual structure of the
ground state, see Section 4.1.3 for a detailed discussion and also Ref. [395].
In the vacuum limit, the observation of the dominance of the scalar-pseudoscalar channel
may be considered trivial as it may be exclusively triggered by our choice for the initial
conditions. Increasing now the temperature at vanishing quark chemical potential, we still
observe a dominance of the scalar-pseudoscalar channel which persists even up to high
temperatures beyond the critical temperature Tcr(µ = 0)/k0 ≈ 0.391. This is illustrated in
the left panel of Fig. 4.12 where the scale dependence of the various four-quark couplings is
shown for T ' Tcr(µ= 0) at µ = 0. At least in units of k0, it also appears that the critical
temperature at µ = 0 in our Fierz-complete study agrees very well with the one from the
one-channel approximation. However, we note that this could be misleading as choosing the
same value for k0 in our Fierz-complete study and in our one-channel approximation may not
necessarily lead to the same values of low-energy observables (e.g. the constituent quark mass),
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Figure 4.12: Scale dependence of the various renormalized (dimensionful) four-quark couplings at µ = 0
and T/k0 ' Tcr(µ = 0)/k0 ≈ 0.391 (left panel) as well as at µ/k0 ≈ 1.1 and T/k0 ' Tcr(µ)/k0 ≈ 0.196
(right panel).
although the flow in the vacuum limit is also strongly dominated by the scalar-pseudoscalar
channel in the Fierz-complete analysis. Thus, direct quantitative comparisons of the results
from our various different approximations should be taken with care. Still, we expect that
qualitative comparisons are meaningful.
Following now the critical temperature Tcr as a function of µ starting from µ = 0, we
find that the scalar-pseudoscalar channel continues to dominate the dynamics up to µ/k0 =
µχ/k0 ≈ 0.734, as depicted by the blue solid line in Fig. 4.10. In this regime, we also observe
that the phase transition temperatures from our one-channel approximation agree almost
identically with those from the Fierz-complete study, at least in units of the vacuum symmetry
breaking scale k0.27 At first glance, this may come as a surprise. We shall therefore analyze
this observation in detail in Section 4.3.4 below. Following the phase transition line beyond
the point associated with the quark chemical potential µχ, we find that the dynamics is now
clearly and exclusively dominated by the CSC (color superconducting) channel associated with
the emergence of a diquark condensate ∆l and a corresponding gap in the quark propagator,
see blue dashed line in Fig. 4.10. Exemplary, this change in the “hierarchy” of the channels is
illustrated in the right panel of Fig. 4.12 where the scale dependence of the various four-quark
couplings is shown for µ/k0 ≈ 1.1 and T/k0 & Tcr(µ)/k0 ≈ 0.196. We emphasize that this
change in the “hierarchy” of the channels is non-trivial as it is fully triggered by the dynamics
of the system when the quark chemical potential is increased. There is no fine-tuning of, e.g.,
the CSC coupling involved. Recall that we use identical initial conditions in the vacuum limit
27 Note that µχ/k0 ≈ 0.734 roughly corresponds to µχ/m¯q ≈ 1.18 in our mean-field approximation, where m¯q ≈
0.3GeV.
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as well as at finite temperature and/or quark chemical potential. From a phenomenological
standpoint, it is interesting to speculate whether such a change in the “hierarchy” of the
channels points to the existence of a nearby tricritical point in the phase diagram. However,
as discussed above, this question cannot be unambiguously resolved here because of the
approximations underlying our present study.
4.3.3 UA(1) symmetry
Our choice for the initial conditions of the RG flow equations explicitly breaks the UA(1)
symmetry since we only choose the coupling λ(σ-pi) to be finite and set all the other four-quark
couplings to zero at the initial RG scale Λ. By using the sum rules (4.69) and (4.70), we
can now study the fate of the (broken) UA(1) symmetry at finite temperature and quark
chemical potential when quantum fluctuations are taken into account. To be specific, in case
of UA(1)-violating initial conditions, we consider the following two dimensionless quantities to
“measure” the strength of the explicit UA(1) symmetry breaking:
Ri = N
∣∣∣S(i)UA(1)∣∣∣ , (4.74)
see Eqs. (4.69) and (4.70) for a definition of S(i)UA(1). The normalization N is chosen to be
independent of the index i and is implicitly determined by
1 = (R1 +R2)
∣∣
k=Λ . (4.75)
Thus, the auxiliary quantities defined in Eq. (4.74) essentially measure the strength of UA(1)
symmetry breaking relative to its strength at the initial RG scale Λ. In case of a UA(1)-
symmetric theory defined by a suitable choice for the initial conditions, we find that the
couplings fulfill the sum rules (4.69) and (4.70) at all scales k greater than the symmetry
breaking scale, as it should be. Therefore, there is no need at all to consider the auxiliary
quantities defined in Eq. (4.74) in such a scenario.
In Fig. 4.13, we show the scale dependence of R1 and R2 for two values of the quark
chemical potential, µ = 0 and µ/k0 ≈ 1.1, and three values of the temperature for each of the
two cases as obtained for our UA(1)-violating initial conditions. Let us first note that, for all
values of µ considered in this work, we observe that UA(1) breaking as “measured” by our
sum rules in form of R1 and R2 is continuously softened when the temperature is increased.
More specifically, at µ = 0, for example, we already find that the strength of UA(1) breaking
remains on the level of its strength at the initial scale Λ for temperatures T/Tc & 2, i.e., its
strength remains on the level as present in the classical action in this temperature regime.
A qualitatively similar behavior can also be observed at finite chemical potential when the
temperature is increased, see Fig. 4.13. These observations at high temperature are explained
by the fact that the strength of UA(1) symmetry breaking is controlled by the strength of
the four-quark couplings. Quantum corrections to the latter are thermally suppressed at high
temperature due to the presence of a thermal mass of the fermions, thus entailing the softening
of UA(1) breaking.
4.3 en route to qcd: the njl model with two flavors and nc colors 111
















































Figure 4.13: Scale dependence of the explicit UA(1) breaking as measured by the functions R1
(dashed lines) and R2 (solid lines) at µ = 0 (left panel) and at µ/k0 ≈ 1.1 (right panel) for three values
of the temperature for each of the two cases.
Conversely, approaching the phase transition from above for a given value of the chemical
potential µ, we find that the violation of the UA(1) symmetry becomes continuously stronger, in
the sense that the functions R1 and R2 start to increase, eventually deviating significantly from
their values at the initial RG scale. Thus, quantum corrections to the four-quark couplings
appear to amplify UA(1) symmetry breaking when the phase governed by spontaneous
symmetry breaking is approached from above, provided that UA(1) symmetry breaking is
explicitly broken at the initial RG scale.
In accordance with our observation that the scalar-pseudoscalar channel is most dominant
at small chemical potential (see, e.g., left panel of Fig. 4.12), we also note that R2  R1 in
this part of the phase diagram, see left panel of Fig. 4.13. For µ & µχ, the CSC channel then
dominates the dynamics and thus R1 and R2 are of the same order of magnitude as both
depend on the CSC coupling, see the right panels of Figs. 4.12 and 4.13. Thus, our results
suggest that the dynamically generated violation of the UA(1) symmetry is driven by the
dynamics of the pions at small chemical potential whereas it is driven by the dynamics of
diquark degrees of freedom associated with the CSC channel at large chemical potential.
Let us finally compare the phase diagram obtained from our Fierz-complete study employing
UA(1)-symmetry violating initial conditions with the one obtained from a manifestly UA(1)-
symmetric Fierz-complete study. The latter has been calculated by tuning the couplings λ¯(σ-pi)
and λ¯(S+P )− at the initial RG scale such that the sum rule (4.70) is fulfilled and the same
value for the symmetry breaking scale k0 as in the case with UA(1)-symmetry violating initial
conditions is obtained in the vacuum limit. If we choose the initial conditions in this way,
i.e., such that they respect the UA(1) symmetry, then this symmetry remains intact in the
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Fierz complete, UA(1) broken
Fierz complete, UA(1) symmetric
Figure 4.14: Phase boundary associated with the spontaneous breakdown of at least one of the
fundamental symmetries of our NJL-type model as obtained from a manifestly UA(1)-symmetric
Fierz-complete study of the ansatz (4.3) (red lines) and from a Fierz-complete study with broken UA(1)
symmetry (blue lines), see main text for details.
RG flow for all values of the RG scale, at least for those values of the temperature and the
quark chemical potential for which the four-quark couplings remain finite on all scales k ≤ Λ.
For values of the temperature and the quark chemical potential at which the four-quark
couplings diverge at a finite scale kcr(T, µ), the sum rules (4.69) and (4.70) are only fulfilled
for k > kcr(T, µ). Below the symmetry breaking scale, the UA(1) symmetry may potentially
be broken spontaneously, e.g. alongside with the chiral symmetry. However, this cannot be
resolved in our present study.
As already discussed above, a quantitative comparison of the results from our UA(1)-
symmetric calculation with the ones from our explicitly UA(1)-violating calculation is generi-
cally difficult and has to be taken with some care. Leaving this concern aside for a moment,
we observe that the phase transition lines from both studies agree almost identically on the
scale of the plot. Only for larger values of the quark chemical potential, we find that the
two phase transition lines start to deviate from each other. In particular, we observe that,
along the phase transition line, a chemical potential µχ/k0 associated with a change in the
“hierarchy” of the four-quark couplings exists in both cases. Even the corresponding values
of µχ/k0 agree almost identically. Even more, for µ < µχ, we find that the scalar-pseudoscalar
channel dominates the dynamics of the theory in both cases, see solid lines in Fig. 4.14.
For µ > µχ, the dynamics is then dominated by the CSC channel in case of UA(1)-symmetry
violating initial conditions, see blue dashed line in Fig. 4.14. In case of our UA(1)-symmetric
study, however, we have a dominance of the (V +A)adj‖ -channel in this regime as depicted
by the red dashed-dotted line in Fig. 4.14; see Eq. (4.63) for the definition of this channel.
The condensate associated with this channel also breaks the color symmetry of our theory.
In mean-field studies (see, e.g., Ref. [115] for a review), the appearance of a corresponding
condensate has also been discussed. However, its generation has been found to be induced by
a simultaneous formation of a color-symmetry breaking diquark condensate. In accordance
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with this, we observe that the four most dominant channels along the phase transition line
for µ > µχ are the (V +A)adj‖ -, (S+P )
adj
− -, CSC and (V −A)adj⊥ -channel in our present study.
These channels are all associated with the formation of a color-symmetry breaking condensate.
Apart from the (V ± A)‖-channels, color-singlet channels are found to be subdominant in
this part of the phase diagram. The observed difference in the dominance pattern at large
chemical potential in the UA(1)-symmetric and UA(1)-violating calculation may point to the
importance of explicit UA(1) breaking for the formation of the conventional CSC ground state
at intermediate and large values of the chemical potential as discussed in early seminal works
on color superconductivity, see, e.g., Refs. [98–100, 102–104, 109, 110, 420, 421].
By simply looking at the shape of the phase boundary, one may be tempted to conclude
that UA(1) breaking does not strongly affect the position of the phase transition line. However,
this may be a too bold statement at this point as the same value of k0 in the two studies
potentially corresponds to different values of the low-energy observables and therefore renders
a direct quantitative comparison difficult, see our discussion above. In any case, the apparent
insensitivity of the phase transition line under a “transition” from UA(1)-symmetry violating
initial conditions to UA(1)-symmetric initial conditions (while keeping the vacuum symmetry
breaking scale fixed) is still an interesting observation. At least at small values of the chemical
potential, the latter can in principle be understood from an analysis of the large-Nc limit
which we shall consider next.
4.3.4 RG flow in the large-Nc limit
In order to better understand the phase structure at small chemical potential, we now analyze
our RG flow equations in the large-Nc limit, i.e., we only take into account the leading
order of the right-hand sides of our flow equations in an expansion in powers of Nc. For the
scalar-pseudoscalar coupling, for example, we then obtain
∂tλ(σ-pi) = 2λ(σ-pi) + 32Ncv4
(
− 4λ2(σ-pi) − 8λ(σ-pi)λ(S+P )− − 8λ2(S+P )−
− 2λ(σ-pi)λ(S+P )adj− − 4λ(S+P )−λ(S+P )adj− + λ(σ-pi)λ(V+A)adj‖




‖+ (τ, 0,−iµ˜τ )
+ 16Ncv4
(
− 8λ2(σ-pi) − 16λ(σ-pi)λ(S+P )− − 16λ2(S+P )− − 4λ(σ-pi)λ(S+P )adj−










+ 4λ(σ-pi)λcsc + 8λ(S+P )−λcsc +
4








⊥+ (τ, 0,−iµ˜τ ) . (4.76)
For the remaining nine four-quark couplings, we find that the right-hand sides of their flow
equations do not contain terms quadratic in the scalar-pseudoscalar coupling λ(σ-pi) but at most
terms linear in λ(σ-pi) in the large-Nc limit. At first glance, this may not appear noteworthy.
However, by setting all four-quark couplings but the scalar-pseudoscalar coupling to zero on
the right-hand sides of the flow equations, we therefore observe that only the right-hand side
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of the flow equation of the scalar-pseudoscalar coupling remains finite. Indeed, from Eq. (4.76),
we deduce that




‖+ (τ, 0,−iµ˜τ ) + l
(F)
⊥+ (τ, 0,−iµ˜τ )
)
. (4.77)
Note that this flow equation is identical to Eq. (4.72) in the large-Nc limit.
The right-hand sides of the flow equations of the remaining nine couplings are identical to
zero when we set all four-quark couplings but the scalar-pseudoscalar coupling to zero at the





and λ∗j = 0 , (4.78)
which “sits” on the pure scalar-pseudoscalar axis of our ten-dimensional space spanned by
the four-quark couplings. Here, we have j ∈ B but j 6= (σ-pi) and B denotes the set of indices
associated with our Fierz-complete basis of four-quark interactions.
The fixed point (4.78) has only one IR repulsive direction, namely the one associated
with the scalar-pseudoscalar axis. The remaining nine directions are all IR attractive. This
observation already suggests that the scalar-pseudoscalar channel dominates the low-energy
dynamics, provided that we initiate the RG flow sufficiently close to this fixed point.28 We
add that, the dynamics of our Fierz-complete system is governed by 210 = 1024 fixed points.
Depending on the temperature and the quark chemical potential, some of these fixed points
even appear in complex-conjugated pairs as we shall discuss in Section 4.3.5.
We emphasize that, for any finite value of Nc, we do not find an interacting fixed point on the
pure scalar-pseudoscalar axis.29 In fact, not only the flow equation of the scalar-pseudoscalar
coupling contains terms proportional to the square of the scalar-pseudoscalar coupling but they
also appear in the flow equations of other four-quark couplings. These terms now dynamically
generate interactions in channels other than the scalar-pseudoscalar channel, pushing the fixed
point (4.78) away from the scalar-pseudoscalar axis. We add that the very same behavior has
also been observed in the vacuum limit of the UA(1)-symmetric NJL model in the large-Nc
limit [333] and the three-dimensional Thirring model in the large-Nf limit [422].
The existence of the fixed point (4.78) and its properties provides us with an explanation
of the phase structure at small quark chemical potential. First of all, from the standpoint
of model studies, the existence of this fixed point in the large-Nc limit implies that the
system always remains on the scalar-pseudoscalar axis, provided that we only choose a finite
initial value for the scalar-pseudoscalar coupling and set all the other couplings to zero. Thus,
the other channels do not contribute at all. Given the scale-fixing procedure underlying
our calculations, it then follows that the phase boundary found in the scalar-pseudoscalar
one-channel approximation agrees identically with the one from the Fierz-complete study in
the large-Nc limit.30
28 We do not aim at a precise determination of the size of the associated domain of attraction.
29 The scalar-pseudoscalar axis may be viewed as the axis associated with conventional NJL model studies taking
into account only this channel.
30 Note that, strictly speaking, invariance under Fierz transformations is violated in the large-Nc limit.
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Beyond the large-Nc limit, the fixed point (4.78) is pushed away from the scalar-pseudoscalar
axis and now all four-quark interactions are generated dynamically even if only the scalar-
pseudoscalar coupling is chosen to be finite at the initial RG scale, see, e.g., Fig. 4.11 and
also our discussion in Section 4.3.5 below. However, the observed agreement of the results for
the phase boundary from the one-channel and the Fierz-complete study suggests that this
fixed point still controls the dynamics of the theory at small quark chemical potential, see
Fig. 4.10. Even non-universal quantities such as the curvature of the phase boundary at µ = 0
appear to be independent of the inclusion of the dynamics described by the channels other
than the scalar-pseudoscalar channel. Only for large values of the quark chemical potential,
µ > µχ, the influence of the other channels becomes significant. Recall that, in the mean-field
approximation, µχ is of the order of the vacuum constituent quark mass.
A word of caution needs to be added to this intriguing observation: If we choose initial
conditions such that not only the scalar-pseudoscalar coupling is finite at the initial RG
scale but also other four-quark couplings, then the RG flow may be potentially controlled
by a different interacting fixed point, even at small chemical potential. As a consequence,
the phase boundary in this regime may become more sensitive to the dynamics described
by the full set of four-quark interactions. For example, one may choose a UA(1)-symmetric
starting point of the RG flow by tuning the couplings λ¯(σ-pi) and λ¯(S+P )− such that the sum
rule (4.70) is fulfilled. However, even in this case, we observe that, at small µ, the phase
boundary obtained from a Fierz-complete UA(1)-symmetric study agrees very well with the
one from our one-channel approximation as well as with the one from our Fierz-complete
study taking UA(1)-symmetry breaking into account, see, e.g., Fig. 4.14.
4.3.5 Symmetry breaking mechanisms and fixed-point structure
Let us finally analyze the mechanisms underlying the phase structure at large chemical
potential where corrections beyond the large-Nc approximation become important. Looking
at the modulus of the four-quark couplings depicted in Fig. 4.12, we observe that the scalar-
pseudoscalar coupling and the CSC coupling are the two most dominant couplings in the
range of quark chemical potentials considered in this study, at least close to and above the
phase transition line. For an analysis of the symmetry breaking mechanisms, it therefore
appears reasonable to consider an approximation which only includes the scalar-pseudoscalar
coupling and the CSC coupling. The remaining eight couplings and their flows are set to zero.
The flow equations of such a two-channel approximation then read
∂tλ(σ-pi) = 2λ(σ-pi) + 64v4
(




‖+ (τ, 0,−iµτ )
+ 64v4
(
− (2Nc + 1)λ2(σ-pi) +
1
3(3Nc − 1)λ(σ-pi)λcsc






⊥+ (τ, 0,−iµτ ) , (4.79)
∂tλcsc = 2λcsc + 64v4
(




‖+ (τ, 0,−iµτ )
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+ 64v4
(




‖± (τ, 0,−iµτ )
+ 64v4 λ2(σ-pi) l
(F)
⊥+ (τ, 0,−iµτ )
+ 64v4
(




⊥± (τ, 0,−iµτ ) . (4.80)
The initial conditions are chosen as in our Fierz-complete study, i.e., we set the CSC coupling
to zero at the initial RG scale and only tune the scalar-pseudoscalar coupling such that the
value for the symmetry breaking scale in the vacuum limit is identical to its value in the
Fierz-complete study, k0 = kcr(T = 0, µ = 0), which, in turn, is identical to the value of the
critical scale in our mean-field approximation. From the set of the two flow equations (4.79)
and (4.80), we immediately deduce that the CSC coupling is dynamically generated in the
RG flow although we set it to zero at the initial RG scale.
An asset of our two-channel approximation is that it allows for a comparatively simple
but still detailed analysis of the RG flow of our system and its fixed-point structure. Of
course, such an analysis is also possible for more than two couplings but it then clearly
becomes more involved. In any case, in our two-channel approximation, we have four fixed
points Fj = (λ∗(σ-pi),j , λ∗csc,j) in total. At T = 0, µ = 0 and Nc = 3, their coordinates are
F1
∣∣
Nc=3 = (0, 0) , (4.81)
F2
∣∣
Nc=3 ≈ (5.165,−1.088) , (4.82)
F3
∣∣
Nc=3 ≈ (1.262− i1.567,−8.728− i0.841) , (4.83)
F4
∣∣
Nc=3 ≈ (1.262 + i1.567,−8.728 + i0.841) , (4.84)
where F1 is the Nc-independent Gaußian fixed point with two IR attractive directions.
Apparently, F3 and F4 form a pair of complex conjugate fixed points. The coordinates of the



























































These expansions have been extracted from the full analytic Nc-dependent expressions for the
coordinates of the fixed points. We observe that the suitably Nc-rescaled fixed point Nc · F2 is
shifted onto the scalar-pseudoscalar axis for Nc →∞. Moreover, we find that this fixed point
has one IR repulsive and one IR attractive direction. Thus, this fixed point corresponds to the
fixed point (4.78) in the full Fierz-complete set of RG flow equations in the large-Nc limit.
In the following, we shall not consider the large-Nc limit any further. In order to have
spontaneous symmetry breaking in the IR limit, we then choose the initial condition of the
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Figure 4.15: RG flow of the two-channel approximation at zero temperature and chemical potential in
the plane spanned by the scalar-pseudoscalar coupling and the CSC coupling. The black dot represents
the Gaußian fixed point whereas the blue dot represents the real-valued non-Gaußian fixed point, see
Eq. (4.82). The orange dot depicts our choice for the initial condition. The RG trajectory starting
at this point describes four-quark couplings diverging at a finite scale k0 = kcr, while approaching
a separatrix (red solid line) as indicated by the arrows. The dominance of the scalar-pseudoscalar
channel is illustrated by the slope of the corresponding separatrix relative to the bisectrix (dashed back
line). The different domains separated by the separatrices (red solid lines) are labeled D1, D2, and D3.
scalar-pseudoscalar coupling to be greater than λ∗(σ-pi),2 but still set the initial value of the CSC
coupling to zero, see our discussion above. As a consequence, we also find for this two-channel
approximation that the low-energy dynamics is dominated by the scalar-pseudoscalar channel.
The RG flow of this two-channel approximation is depicted in Fig. 4.15.
Next, let us discuss symmetry restoration at finite temperature and quark chemical potential
with the aid of our two-channel approximation. We begin with the case of finite temperature
and vanishing chemical potential. The fixed points now become pseudo fixed points due to the
presence of a dimensionful external parameter, namely the temperature.31 As a consequence,
the positions of the non-Gaußian fixed points are shifted as a function of the dimensionless
temperature T/k and therefore also the positions of the separatrices connecting the fixed
points are shifted. This is illustrated in Fig. 4.16 for the RG flow in the plane spanned
by the scalar-pseudoscalar and the CSC coupling at T/k = 0.4 and µ = 0. While the fixed
points F3 and F4 remain complex-valued when T/k is increased, the behavior of the real-valued
(pseudo) non-Gaußian fixed point suggests that, for initial conditions chosen to be fixed in the
domain D1 (see, e.g., orange dot in Fig. 4.16), a critical temperature Tcr exists above which
the four-quark couplings do not diverge anymore at a finite RG scale kcr but remain finite on
all scales and approach zero in the IR limit, k → 0. In other words, there is no (spontaneous)
31 The same holds true in case of a finite chemical potential.
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Figure 4.16: RG flow of the two-channel approximation at T/k = 0.4 and µ = 0 in the plane spanned
by the scalar-pseudoscalar coupling and the CSC coupling. The black dot represents the Gaußian fixed
point. The blue dot represents the real-valued non-Gaußian fixed point. The orange dot depicts our
choice for the initial condition. The dashed black line is the bisectrix of the bottom right quadrant.
The different domains separated by the separatrices (red solid lines) are labeled D2, and D3, see also
Fig. 4.15. D1 is not shown. The black arrows indicate the shift of the real-valued non-Gaußian fixed
point together with the boundaries of the domains D1 and D2 when T/k is increased, see main text
for details. The dashed red lines depict the position of the separatrices in the vacuum limit, see also
Fig. 4.15.
symmetry breaking above the critical temperature. At least at high temperature, such a
behavior is indeed expected since the quarks become effectively stiff degrees of freedom due to
their thermal Matsubara mass ∼ T . This mechanism has already been discussed in detail in
Section 4.2.3, see also Ref. [333], and underlies symmetry restoration when the temperature is
increased.
Before we continue with a discussion of the mechanisms underlying chiral symmetry
restoration and an associated change to the dominance of the CSC coupling at zero temperature
and finite quark chemical potential, we would like to comment on the curvature of the finite-
temperature phase boundary at small µ. We observe that the curvature extracted from
our two-channel approximation agrees almost identically with the curvatures found in the
one-channel approximation as well as in the Fierz-complete study. The agreement of the
latter two can be understood in terms of the fixed-point structure as discussed above. Of
course, the agreement of the curvatures obtained from the two-channel approximation and the
Fierz-complete study can also be understood from their fixed-point structure. However, we
would like to recall that the flow equations of the two-channel approximation suffer from the
Fierz ambiguity. Our two-channel approximation has been extracted from the Fierz-complete
set of equations by only taking into account the scalar-pseudoscalar coupling and the CSC
coupling. The remaining eight couplings and their flows have been set to zero. This is well
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justified for the purpose of analyzing the mechanisms underlying the structure of the phase
diagram found in the Fierz-complete study. In practice, however, the flow equations for a
two-channel approximation are usually not extracted from the full Fierz-complete set but
rather by only taking into account the scalar-pseudoscalar channel and the CSC channel in our
ansatz for the effective action (4.3). Owing to the freedom of performing Fierz transformations,
the set of flow equations for these two couplings resulting from such a Fierz-incomplete ansatz
will differ from the one used in our present analysis. For example, terms associated with
a Feynman diagram of the type depicted in the right panel of Fig. 4.1 may be found to
contribute to the flow of the scalar-pseudoscalar coupling. As we have seen in our discussion
of the large-Nc limit, such contributions are parametrically suppressed by factors of 1/Nc
compared to those associated with Feynman diagrams of the type shown in the left panel of
Fig. 4.1. Thus, these contributions drop out for Nc →∞. For finite Nc, however, they may
still alter the curvature significantly, see Section 4.2.
Let us now turn to the discussion of the dense regime of the phase diagram. At zero
temperature, we do not observe symmetry restoration in our Fierz-complete study when the
quark chemical potential is increased, see Fig. 4.10. As can also be seen in Fig. 4.10, the same
behavior is found in our present two-channel approximation. Even though we do not observe
symmetry restoration at zero temperature when the chemical potential µ is increased, we find
that the “hierarchy” of the channels changes as a function of µ, i.e., the CSC channel becomes
the most dominant channel for sufficiently large values of the chemical potential, µ & µχ.
Note that a dominance of the CSC channel is associated with a divergence of the RG flow into
the direction defined by the CSC coupling. Given our choice for the initial condition (see the
orange dot in Figs. 4.15, 4.16 and 4.17), such a dominance is not immediately apparent. In fact,
even if we chose the initial condition to be located in the domain D2, we would still observe a
dominance of the scalar-pseudoscalar channel at low energies in the vacuum limit. Thus, a
dominance of the CSC channel is prohibited by the vacuum fixed-point structure. This can be
traced back to the fact that the fixed point F2 has one IR attractive and one IR repulsive
direction.32 Increasing the quark chemical potential starting from the vacuum limit, we find
that the fixed-point structure together with the position of the separatrices remain unchanged
up to a “critical value” (µ/k)0 of the dimensionless chemical potential.33 At µ/k = (µ/k)0,
we then observe that two new real-valued fixed points emerge in the plane spanned by the
scalar-pseudoscalar coupling and the CSC coupling, which “sit” on top of each other, see top
right panel of Fig. 4.17. These two “new” fixed points are nothing but the fixed points F3
and F4 which become real-valued at µ/k = (µ/k)0. As a consequence of this “creation” of two
real-valued fixed points, new separatrices emerge in the plane spanned by the two four-quark
couplings which divide the parameter space into five domains Di, see, e.g., top right panel of
Fig. 4.17. Still, an RG trajectory associated with a dominance of the CSC coupling cannot
be established for initial conditions located in the domain D1. Increasing µ/k further, the
two new real-valued non-Gaußian (pseudo) fixed points are shifted in different directions as
indicated by the blue arrows in the bottom left panel of Fig. 4.17. One of these two fixed
32 Recall that the fixed point F2 corresponds to the fixed point (4.78) in the Fierz-complete study.
33 We observe slight changes of the fixed-point structure and the associated positions of the separatrices for µ/k .
(µ/k)0 which arise due to a mild violation of the Silver-Blaze property by our covariant regularization scheme,
see Section 4.2.4 for a detailed discussion of this aspect.
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T/k = 0 & µ/k = 0.4
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T/k = 0 & µ/k = 0.9
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Figure 4.17: RG flow of the two-channel approximation at T = 0 for different values of µ/k: µ/k = 0
(top left panel; same as Fig. 4.15), µ/k = (µ/k)0 ≈ 0.298 (top right panel), µ/k = 0.4 (bottom
left panel), and µ/k = 0.9 (bottom right panel) in the plane spanned by the scalar-pseudoscalar
coupling and the CSC coupling. The black dot represents the Gaußian fixed point. Blue dots represent
real-valued non-Gaußian fixed points. The orange dot depicts our choice for the initial condition. The
dashed black line is the bisectrix of the bottom right quadrant. Different domains Di are separated
by separatrices (red solid lines). The blue arrows in the bottom left panel indicate the shift of the
real-valued non-Gaußian fixed points when µ/k is increased, see main text for details.
points has one attractive and one repulsive direction and is shifted toward the Gaußian fixed
point. The other one is shifted toward the fixed point F2. At sufficiently large µ/k > (µ/k)0,
the latter two then annihilate each other in the sense that they become complex-valued fixed
points. This annihilation also removes the separatrix separating the domains D1 and D2. As a
consequence, any initial condition of the RG flow located in the domain D1 now yields an RG
trajectory eventually pointing into the direction associated with the CSC coupling with the
two couplings diverging at a finite critical scale kcr. In other words, for sufficiently large µ/k,
the low-energy physics is potentially dominated by the dynamics associated with the CSC
4.3 en route to qcd: the njl model with two flavors and nc colors 121
channel.34 The remaining real-valued fixed point at large µ/k is eventually shifted toward the
Gaußian fixed point for µ/k → ∞. As discussed in Section 4.2.3, the merging of the latter
two fixed points is associated with the Cooper instability. Indeed, this behavior leaves its
imprint in the µ-dependence of the symmetry breaking scale, exhibiting the typical BCS-type
exponential scaling behavior.
4.3.6 Conclusions
In this section, we have extended our analysis to a Fierz-complete NJL model with massless
quarks coming in two flavors and Nc colors. We have analyzed the phase structure of this
model based on the RG flow equations at leading order of the derivative expansion of the
effective action. With this study, we aimed at an understanding on how Fierz-incomplete
approximations affect the predictive power of this class of models which still underlies to
a large extent our understanding of the dynamics of QCD at high density. The employed
leading-order approximation of the effective action already includes corrections beyond the
often considered mean-field approximation. Note that such corrections are ultimately required
to preserve the invariance of the results under Fierz transformations [336].
Our results suggest that Fierz incompleteness strongly affects the phase structure. For
example, the phase transition temperature at large chemical potential almost increases by a
factor of two compared to a study which only includes the conventional scalar-pseudoscalar
interaction channel together with a channel associated with the formation of a color supercon-
ducting ground state. Although we do not have direct access to the gap within the present
study, the observed shift of the phase boundary may suggest that the use of Fierz-incomplete
approximations also affects the magnitude of the gap in the high-density regime. This is in
accord with mean-field studies of this regime (see, e.g., Refs. [115, 119–121, 386] for reviews).
However, we rush to add that the strength of the effect is expected to depend on the specific
choice of four-quark interaction channels taken into account in a Fierz-incomplete considera-
tion and the actual choice for the initial conditions of the RG flow equations, i.e., the choice
for the parameters appearing in the classical action.
Despite the fact that the study presented here relies on a Fierz-complete approximation, it
is clear that our results are mostly qualitative. In fact, our study based on the analysis of RG
flow equations of four-quark interactions at leading order of the derivative expansion is limited
with respect to a determination of the properties of the actual ground state in the phase
governed by spontaneous symmetry breaking. In order to gain at least some insight into the
structure of the ground state, we have analyzed the “hierarchy” of the four-quark interactions
(in terms of their strength) as a function of the temperature and the quark chemical potential.
A dominance of a given channel may then be considered as an indication for the formation
of a corresponding condensate. Of course, such an analysis has to be taken with some care
as a dominance of a given channel may not necessarily entail condensation in this channel.
34 Note that, as we solve the RG flow from k = Λ to k → 0, the dimensionless chemical potential µ/k changes
from µ/Λ & 0 to µ/k →∞. In terms of the RG “time” t = ln(k/Λ), however, the four-quark couplings may
already diverge at a finite value of k before the RG flow fully changes its direction at a certain value of µ/k.
Large values of µ/k may therefore not be reached in the RG flow and the scalar-pseudoscalar channel may still
dominate the dynamics at sufficiently small values of µ.
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Moreover, more than one condensate may be formed, e.g., at large chemical potential. Still, it
allows us to gain some insight into the dynamics underlying the phase structure. Interestingly,
in this Fierz-complete study, we observe that the dynamics close to the phase boundary at
small quark chemical potential is clearly dominated by the scalar-pseudoscalar interaction
channel whereas the channel associated with the formation of the most conventional color
superconducting condensate dominates the dynamics at large chemical potential. In the latter
regime, the scalar-pseudoscalar channel is found to be only subdominant. Even more, the
channels associated with the formation of color-symmetry breaking condensates are most
dominant in this regime.
In order to understand better the dynamics underlying the phase structure, we have
analyzed our Fierz-complete study in several ways. For example, we have monitored the
strength of UA(1) symmetry breaking and even studied a UA(1)-symmetric variation of our
model which indicated that the “hierarchy” of the channels changes at large chemical potential
in this case. Moreover, we considered our flow equation in the large-Nc limit which revealed
the existence of a fixed point which controls the dynamics at least for small values of the
chemical potential, provided the initial conditions have been chosen to be located in a specific
domain in the space spanned by our set of four-quark couplings. At large chemical potential,
the leading order of the large-Nc expansion cannot be used to explain the phase structure
since channels subleading in this expansion become important. With the aid of a suitably
chosen two-channel approximation, however, we have found that the phase structure and the
dominance of the color superconducting channel at large chemical potential is a consequence
of an intriguing creation and annihilation of pairs of (pseudo) fixed points.
Finally, we emphasize again that, at the present order of the derivative expansion, our
analysis is still qualitative regarding the determination of the actual properties of the ground
state. In order to unambiguously determine the ground state properties, a calculation of
the full at least ten-dimensional order-parameter potential would in principle be required,
representing an ambitious continuation of, e.g., recent beyond-mean field calculations of the
order-parameter potential with a scalar-pseudoscalar and a diquark channel [128, 139, 230, 329]
as well as with a scalar-pseudoscalar and a vector channel [381]. Nevertheless, our present
analysis already provides new insights into the phase structure and the ground-state properties
of NJL-type models at finite temperature and density. In the context of QCD, with the
four-quark self-interactions being dynamically generated by two-gluon exchange, our study
shows that Fierz completeness is essential to fully capture the quark dynamics toward the
low-energy regime, in particular at large quark chemical potential. The understanding of
and control over the sector of four-quark interactions form the basis for our study including




In the previous chapter, we have studied the relevance of Fierz completeness of four-quark
self-interactions in NJL-type models at finite temperature and quark chemical potential.
The analysis of the “hierarchy” of the various interaction channels in terms of their relative
strengths allowed us to gain some insight into the structure of the ground state. Particularly at
large chemical potential, we found the aspect of Fierz completeness to be of great importance,
leading to a significantly increased phase transition temperature as compared to conventional
NJL model studies. This observation might have crucial implications for the properties of cold
dense quark matter as the increased critical temperature is associated with a larger energy
gap in the color superconducting phase of quark matter at zero temperature.
The four-quark couplings appearing in the ansatz of an NJL-type model are usually
considered as fundamental parameters. In fact, owing to the non-renormalizability of NJL-
type models in four space-time dimensions, both on the perturbative as well as on the
non-perturbative level (see, e.g., Refs. [333, 334]), the UV cutoff scale Λ becomes a parameter
of the model, too.1 The initial values of the four-quark couplings are then chosen such that a
given set of low-energy observables is reproduced in the vacuum limit. In Section 4.3, guided
by the findings of RG studies of QCD [192, 195, 384] and in order to relate to conventional
NJL model studies, all four-quark couplings were initially set to zero except for the scalar-
pseudoscalar coupling. As the only remaining parameter, the scalar-pseudoscalar coupling was
subsequently adjusted to connect to low-energy observables, cf. our discussion in Section 4.3.1.
However, this scale fixing procedure can be problematic. The distinct role of the scalar-
pseudoscalar interaction channel at the initial UV cutoff scale can be questioned since a specific
four-quark interaction channel is reducible by means of Fierz transformations. Yet adopting
more complex initial conditions by also taking into account four-quark couplings other than the
scalar-pseudoscalar interaction channel might face the difficulty that the parameters cannot be
determined by a certain set of low-energy observables. The values of the low-energy observables
may in general be reproduced by various different parameter sets or certain parameters might
1 Against this background, the regularization scheme is also part of the definition of the model.
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be even left undetermined at all. Moreover, boundary conditions which are defined in the
vacuum limit are possibly inappropriate for computations at finite external control parameters
such as temperature and/or quark chemical potential. With NJL-type models considered
to be rooted in QCD, the RG evolution of gluon-induced four-quark interactions in fact
suggests a dependence of these model parameters on external control parameters [335]. In
particular at finite quark chemical potential, as observed in Sections 4.2 and 4.3 (see also, e.g.,
Refs. [97, 107, 115, 385] for reviews), effective degrees of freedom associated with four-quark
interaction channels other than the scalar-pseudoscalar interaction channel are expected to
become important or even dominant. The particular choice for the initial conditions with the
distinct role of the scalar-pseudoscalar channel might then amount to an unjustified constraint
which potentially biases the outcome in terms of dominances or might even affect other results
such as for the critical temperature.
Thus far, we have not yet addressed the role of the UV cutoff scale itself apart from
mentioning that it in fact belongs to the definition of the model. In the context of NJL-type
models, we have to deal with the existence of a finite UV extent, i.e., the cutoff scale Λ is
limited by a validity bound which in turn limits the model’s range of applicability in terms of
external parameters, see our discussion in Section 3.3. This validity bound is actually twofold:
Firstly, NJL-type models eventually become unstable in the UV and develop a Landau pole at a
certain scale. Secondly, giving rise to a phenomenological validity bound Λphys, the description
of the physics becomes invalid as NJL-type models lack the fundamental microscopic degrees
of freedom, i.e., gluodynamics, which become important at high momentum scales Λ > Λphys.
As a consequence, having to choose the UV cutoff scale within the validity bound either limits
the applicable range of external parameters or, for external parameters outside of this range,
implies that the initial effective action is already a complicated object itself. Considering
NJL-type models to be embedded in QCD, a possibility to resolve this problem might be
for instance the determination of the boundary conditions by employing RG studies of the
fundamental theory, see, e.g., Refs. [335, 366, 383]. In recent theoretical works based on
functional methods, the objective has focused more and more on a “top-down” approach (see,
e.g., Refs. [192, 194–197, 341–343]), i.e., the only input is given by the fundamental parameters
of QCD such as the current quark masses or the value of the strong coupling set at a large,
perturbative momentum scale. These approaches do not rely on additional model parameters
which would require further experimental values of, e.g., low-energy observables. Recently,
studies of first-principles approaches to QCD with the FRG have achieved impressive results on
a quantitative level, see, e.g., Refs. [192, 194–197]. The self-consistent approximations based on
apparent convergence in the vertex expansion scheme thereby give access to systematic error
estimates. The studies range from, e.g., a quantitative analysis of chiral symmetry breaking
in quenched two-flavor QCD in the vacuum limit [192], a study of the dynamical creation of
the gluon mass-gap at non-perturbative momenta as well as of the momentum-dependent
ghost-gluon, three-gluon and four-gluon vertices [194], over to an analysis of quark-, gluon-
and meson 1PI correlation functions in unquenched Landau-gauge QCD with two flavors
in the vacuum [195], obtaining results, e.g., for the gluon propagator and the quark mass
function, in very good agreement with lattice QCD studies. In Ref. [196], the 1PI correlation
functions in Landau-gauge Yang-Mills theory are studied at finite temperature. The results of
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this study were found to compare very well to results as obtained from lattice QCD studies
as well as from hard thermal loop perturbation theory. These works aiming at quantitative
precision constitute essential advances to predictive first-principles investigations of the QCD
phase diagram with functional methods.
In the study presented in this chapter, we take the first step toward a top-down first-
principles approach to analyze the phase structure of QCD at high densities. With our analysis
of the Fierz-complete NJL model in Sections 4.2 and 4.3 we have gained valuable insights into
the quark dynamics. Building on these insights, we now proceed to incorporate gluodynamics
by extending our Fierz-complete ansatz to include dynamical gauge degrees of freedom. Our
approach bases on the earlier FRG studies [193, 392, 393, 397]. In full QCD, the values of the
four-quark couplings are no longer considered fundamental parameters since these effective
self-interactions are fluctuation-induced by the dynamic gauge fields. This aspect resolves
the issues associated with the initial conditions discussed above such as ambiguities related
to the possibility to Fierz transform given initial conditions and to the potential existence
of more than one parameter set reproducing equally well the set of low-energy observables,
or as the possibly problematic distinct role of the scalar-pseudoscalar interaction channel
and the neglect of any dependencies of the initial conditions on external control parameters.
Incorporating gauge dynamics and thus resolving the fundamental microscopic degrees of
freedom allows the initiation of the RG flow at higher scales, which corresponds to starting
in the vacuum as we have T/Λ  1 and µ/Λ  1. In this way, the finite UV extent as
implied by the validity bound of the NJL model is surmounted and the limit on the range of
applicability in terms of external parameters is lifted. Working in the chiral limit, the strong
coupling gs of the quark-gluon vertex is the only parameter which is set at a large initial UV
scale in the perturbative regime. In the approach taken here, the sector of the truncation
describing the running of the gauge coupling is based on Refs. [392, 393]. By integrating
out fluctuations, i.e., lowering the RG scale k, the quark-gluon vertex gives rise to 1PI box
diagrams with two-gluon exchange which dynamically generate the four-quark interaction
channels. Depending on the strength of the strong coupling and the external parameters, the
quark sector can be subsequently driven to criticality, signaling the onset of spontaneous
symmetry breaking. Following the same approach taken in Chapter 4, we employ the RG
flow of the four-quark couplings in the pointlike limit to study the phase structure at finite
temperature and quark chemical potential. We again analyze the “hierarchy” of the four-quark
couplings in terms of their strength which proved very valuable in order to gain some insight
into the structure of the ground state in the regime of spontaneously broken symmetry. Within
our Fierz-complete framework including 10 four-quark channels, which takes into account the
explicit breaking of Poincaré invariance due to non-zero temperature and chemical potential,
we find that the inclusion of dynamic gauge fields leads to a significant increase of the critical
temperature at larger quark chemical potentials. The dominance pattern among the various
four-quark couplings is observed to be remarkably robust in particular against variations in
the details of the scale dependence of the running gauge coupling. The clear dominances of
the scalar-pseudoscalar interaction channel at low densities and of the CSC channel at higher
densities is even amplified in the case of UA(1)-violating initial conditions.
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This chapter is organized as follows: In Section 5.1, we discuss our ansatz for the effective
average action with an emphasis on the incorporation of the gauge fields. We review some
aspects of the running gauge coupling as derived in Refs. [392, 393] which enters our compu-
tation as external input. The general structure of the RG flow equations for the couplings
of the four-quark interaction channels as obtained from the ansatz employing the Wetterich
equation is subsequently discussed in Section 5.2. We briefly discuss how the gluodynamics
affect the fixed-point structure of the β functions which provides a comprehensive picture of
the underlying mechanisms related to the dynamical generation of the effective four-quark
interactions and to driving the quark sector to criticality. In this section, we also introduce
the scale fixing procedure. In all numerical studies we exclusively consider the case of quarks
coming in Nc = 3 colors and Nf = 2 flavors. The phase structure and symmetry braking
patterns at finite temperature and density is analyzed in Section 5.3. We also compare the
results for the finite-temperature phase boundary to the phase boundary as obtained from
the NJL-type model discussed in Section 4.3. In Section 5.3.1, we estimate the in-medium
effects on the quark contribution to the gauge anomalous dimension and its impact on the
phase structure. In Section 5.3.2, lastly, we analyze the effect of explicit UA(1) symmetry
breaking initial conditions at the UV cutoff scale in comparison to UA(1)-symmetric RG flows.
There, we also comment on the curvature of the finite-temperature phase boundary at small
chemical potential resulting from the various computations. Our conclusions can be found in
Section 5.4.
5.1 Ansatz for the effective average action
The introduction of the dynamic gauge fields Aµ ≡ AaµT a associated with the local SU(Nc)
symmetry does not affect the symmetry considerations presented in Section 4.3.1, which
lead to the Fierz-complete basis of the four-quark interactions in the pointlike limit. In
the following, we thus employ the same basis as before, parametrized by the interaction































with the bare strong coupling g¯s of the quark-gluon vertex accompanied by the vertex
renormlization Zg and the gauge-fixed kinetic term 12AaµG−1,abµν Abν for the gauge fields, see also
our discussion of the Faddeev-Popov Lagrangian (2.17) in Section 2.1. At finite temperature
and chemical potential, the transversal vacuum projection of the gluon propagator is divided
into a magnetic and an electric component in order to distinguish the directions transversal
and longitudinal to the heat bath, respectively. Accompanied by corresponding wavefunction
2 The ansatz does not include ghost fields, cf. Eq. (2.16) with the Faddeev-Popov Lagrangian (2.17), as these are
not relevant for the RG flow equations of the four-quark couplings.
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renormalizations, the Lorentz structure of the inverse gluon propagator in momentum space































, P⊥E,µν = P⊥µν − P⊥M,µν .
(5.3)
Here, we have introduced the longitudinal and transversal vacuum projection operators P ‖ and
P⊥, respectively, and the transversal magnetic and electric projection operators P⊥M and P⊥M,
respectively. Note that the projection operators P ‖, P⊥M and P⊥E are mutually orthogonal and
fulfill the relation P ‖ + P⊥M + P⊥E = P ‖ + P⊥ = 1. The gauge propagator receives corrections






where G−1(0) denotes the inverse of the bare gluon propagator and Π
ab
µν the polarization ten-
sor [108, 216]. These corrections give rise to the wavefunction renormalizations ZMA and ZEA in
Eq. (5.2) which are related to the Meissner mass mM and Debye mass mD in the limits
m2M = lim
~p→0
~p 2(ZMA (0, ~p )− 1) , m2D = lim
~p→0
~p 2(ZEA(0, ~p )− 1) , (5.5)
respectively [107, 108, 216]. On the account of Ward identities, the longitudinal component of
the gauge propagator does not receive any corrections in Abelian gauge theories as well as
in the vacuum limit of non-Abelian gauge theories. In non-Abelian gauge theories at finite
temperature and/or chemical potential, the structure of the gluon propagator becomes even
more complicated because of non-transversal corrections, see, e.g., Refs. [312, 423] for reviews.3
In the present study, however, we assume a simplified structure of the gluon propagator which
does not take into account the splitting into magnetic and electric components, i.e., we set











(4)(p− p′) , (5.6)
where we have employed the regulator function RAk = ZAp2rA for the gauge fields with the
exponential shape function rA for bosonic fields introduced in Section 3.2, see Eq. (3.29),
to be consistent with the Fermi-surface-adapted shape function (3.44) for the quark fields.
3 In color superconducting quark matter the structure might be ever more complicated involving non-trivial
color structures [423].
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The gluon wavefunction renormalization ZA does not appear explicitly in the flow equations
of the dimensionless renormalized four-quark couplings since these factors can be absorbed
into the strong coupling g¯s resulting in the renormalized gauge coupling gs = Z−1/2A g¯s, see
also below.4 Apart from that, we drop the explicit dependence of the flow equations on the
anomalous dimensions of the quark and the gluon fields since they have been found to be
subleading in the symmetric regime [380, 391–393, 424].5 As a result, the RG flow of the
gauge sector enters the flow equations of the four-quark couplings only via the running of the
strong coupling. Since we take into account the scale-dependence of the strong coupling but
neglect the explicit dependence of the flow equations of the four-quark couplings on the gauge
anomalous dimension, this approximation amounts to an RG-improved one-loop computation.
Although the gluon propagator is assumed in the rather simple form (5.6), we consider the
approximations concerning the gluonic sector as sufficient since we expect the important
dynamics approaching the low-energy regime to occur within the matter sector.
In our present approach, we incorporate the RG running of the strong coupling gs as an
external input taken from Refs. [392, 393]. We briefly recapitulate in the following the main
aspects of this study relevant for our considerations and refer to Ref. [393] for a detailed
discussion. In this FRG study, the QCD running gauge coupling was calculated for all scales
and temperatures in the background-field formalism, including the back-reaction of induced
quark dynamics on the gluon sector. The employed non-perturbative definition of the running
gauge coupling is based on a non-renormalization property of the product of the coupling and
the background-field wavefunction renormalization which is implied by gauge invariance [359].
The corresponding βg2s function of the renormalized strong coupling g
2
s = Z−1A g¯2s is then given
in terms of the anomalous dimension of the background field:




In our approach, we determine the scale dependence of the strong coupling g2s from this
flow equation with the anomalous dimension ηA taken from the computation presented in
Refs. [392, 393] as external input. Note that quark fluctuations directly contribute to the
anomalous dimension ηA which account for the screening property of fermionic fluctuations.
In fact, the fluctuation-field running coupling which is relevant for the induced four-quark
self-interactions in the matter sector can also receive corrections from a vertex renormalization.
These contributions have been derived in Ref. [424] which are constrained by gauge invariance
in terms of modified Ward-Takahashi identities [350, 361], leading to a β function in the form
∂tg
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4 The running gauge coupling is defined in terms of the background-field wavefunction renormalization, i.e.,
through the kinetic term of the gauge fields, and shall be identified with the coupling of the quark-gluon vertex,
see below.
5 We again set the wavefunction renormalizations of the quark fields to one, which implies the anomalous
dimension of the quark fields to vanish, and do not take into account the renormalization of the quark chemical
potential, i.e., we also set Zµ = 1.
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Figure 5.1: Left panel: Running SU(Nc = 3) gauge coupling αs = g2s /(4pi) for Nf = 2 quark flavors
as a function of the RG scale k for the temperatures T = 0, 50, 100, 200MeV in comparison to the
one-loop running at zero temperature. Right panel: Running SU(Nc = 3) gauge coupling αs as a
function of k at T = 0, 50, 100, 200MeV for Nf = 2 quark flavors (solid lines) and in pure Yang-Mills
theory, i.e., Nf = 0. Results are taken from Refs. [392, 393], see main text for details.
where χ and the ci’s are numerical constants, the latter depending on the number of quark
flavors. The crucial aspect is the proportionality of the vertex correction to the β functions
of the four-quark couplings λi, implying that these contributions vanish as long as the RG
flow of the couplings λi are located at or close to a fixed point [391, 424]. As the four-quark
couplings follow the (shifted) IR attractive Gaußian fixed point in the symmetric regime, see
our discussion of the fixed-point structure below, we can thus neglect these contributions in
the following. The results for the running gauge coupling as obtained from Eq. (5.7) are shown
in Fig. 5.1 for various temperatures. For the computation we have used the experimental value
αs(Mτ ) = 0.330 at the τ mass scale Mτ = 1.78GeV [38] as initial condition. Toward the UV at
high RG scales k/T  1, the temperature effect becomes negligible and the different solutions
converge to the zero temperature running and eventually to the perturbative one-loop running.
In fact, the results also reproduce the perturbative two-loop solution at zero temperature very










with the initial coupling αs(Λ) at the UV scale Λ, see also Eqs. (2.18) and (2.20) in Section 2.1,
develops a Landau pole toward the IR. Employing the scale fixing described above, the pole is
located at kpole = 0.248GeV. In contrast to that, the behavior of the running coupling at zero
temperature as obtained from Eq. (5.7) is determined by a stable non-Gaußian IR fixed point:
6 In pure SU(Nc = 3) Yang-Mills theory, the two-loop coefficient as obtained from the results of this RG
study [392, 393] at zero temperature agrees within 95% with the coefficient as determined from perturbative
calculations.
130 gauge dynamics and four-fermion interactions
Toward lower scales, the gauge coupling increases at first to finally assume a constant value
as it approaches the fixed point. At finite temperature, the running gauge coupling develops
a maximum near the scale k ∼ T . With increasing temperature, the maximum is shifted to
higher scales and its value decreases. This behavior is of phenomenological relevance as it
determines whether the gauge coupling is strong enough to be able to drive the quark sector
to criticality, see our discussion below, and is thus related to the restoration of spontaneously
broken symmetries at high temperatures. Toward the IR, the typical wavelength of the
fluctuations becomes larger than the extent of the compactified Euclidean time direction and
the system is hence effectively described by a reduced three-dimensional theory. As shown
in Refs. [392, 393], also in the theory of reduced dimensions there exists a non-Gaußian IR
fixed point g23d,∗. This fixed point of the three-dimensional theory leaves its imprint on the
IR behavior of the running gauge coupling in the four-dimensional theory and explains the
observed power law toward lower scales in Fig. 5.1, which can be described by the relation
g2s (k  T ) ∼ g23d,∗k/T .
In the right panel of Fig. 5.1, we also show a comparison of the running gauge coupling
for Nf = 2 quark flavors, depicted by the solid lines, to the scale dependence of the strong
coupling as obtained in pure Yang-Mills (YM) theory, i.e., Nf = 0, depicted by the dashed
lines, again for different temperatures. The running gauge coupling for two flavors evolves with
a smaller slope toward the IR and develops a maximum at k ∼ T which is smaller and shifted
to slightly lower scales as compared to the Nf = 0 case. This tendency can be explained by
the screening nature of fermionic fluctuations. Toward lower scales, the quarks decouple from
the flow at finite temperature due to screening by their thermal mass, i.e., the non-existence
of soft thermal modes in the fermionic spectrum, and the solution converges to the pure YM
running controlled by the IR fixed point of the reduced three-dimensional theory. Note that
the running gauge coupling discussed here does not incorporate the effect of quarks developing
a mass gap in the spontaneously broken regime which is also of no relevance for our analysis
below.
5.2 Structure of the RG flow equations and scale fixing
With the ansatz (5.1) for the effective average action, we derive the RG flow equations for the
couplings of the four-quark interaction channels from the Wetterich equation (3.23).7 Owing
to the size of this system of equations for the Fierz-complete set of four-quark interactions,
we refrain from listing these equations explicitly. The general structure of the β functions for
the dimensionless renormalized couplings λi = Zik2λ¯i is given by
∂tλi = 2λi −A(i)mn(τ, µ˜τ )λmλn − B(i)j (τ, µ˜τ )λjg2s − C(i)(τ, µ˜τ )g4s , (5.10)
with τ = T/k and µ˜τ = µ/(2piT ). The temperature- and chemical-potential-dependent
coefficients A(i)mn, B(i)j and C(i) are auxiliary functions describing sums of threshold functions
which are associated with the 1PI diagrams depicted in Fig. 5.2. All threshold functions
7 We refer to Appendix F for further details about the derivation.
5.2 structure of the rg flow equations and scale fixing 131
(a)
<latexit sha1_base64="Dab549i7wm/wCgcRJneydAYAPOs= ">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2E3CnoMeMkxonlAsoTeyWwyZHZ2mZkVQsgnePGgiFe/yJt/4yTZgyYWNBRV3XR3 BYng2rjut5Pb2Nza3snvFvb2Dw6PiscnLR2nirImjUWsOgFqJrhkTcONYJ1EMYwCwdrB+G7ut5+Y0jyWj2aSMD/CoeQhp2is9FD Gy36x5FbcBcg68TJSggyNfvGrN4hpGjFpqECtu56bGH+KynAq2KzQSzVLkI5xyLqWSoyY9qeLU2fkwioDEsbKljRkof6emGKk9 SQKbGeEZqRXvbn4n9dNTXjrT7lMUsMkXS4KU0FMTOZ/kwFXjBoxsQSp4vZWQkeokBqbTsGG4K2+vE5a1Yp3VaneX5dq9SyOPJz BOZTBgxuoQR0a0AQKQ3iGV3hzhPPivDsfy9ack82cwh84nz+Lx41U</latexit>
(b)
<latexit sha1_base64="f/nkY8ynIm+8jxfxXnDbRXda+ag=">AAAB6nicbVDLSgNBEOyNrxhfUY9eBoMQL2E3CnoMeMkxonl AsoTZSW8yZHZ2mZkVQsgnePGgiFe/yJt/4yTZgyYWNBRV3XR3BYng2rjut5Pb2Nza3snvFvb2Dw6PiscnLR2nimGTxSJWnYBqFFxi03AjsJMopFEgsB2M7+Z++wmV5rF8NJME/YgOJQ85o8ZKD+Xgsl8suRV3AbJOvIyUIEOjX/zqDWKWRigNE1Trrucmxp9SZTgT OCv0Uo0JZWM6xK6lkkao/eni1Bm5sMqAhLGyJQ1ZqL8npjTSehIFtjOiZqRXvbn4n9dNTXjrT7lMUoOSLReFqSAmJvO/yYArZEZMLKFMcXsrYSOqKDM2nYINwVt9eZ20qhXvqlK9vy7V6lkceTiDcyiDBzdQgzo0oAkMhvAMr/DmCOfFeXc+lq05J5s5hT9wPn8Aj UyNVQ==</latexit>
(c)








<latexit sha1_base64="vg2ROSinXcKMNSfXPjtBlFyTQRg=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqszUgi4LIrisYB/ QGUomzbShSWZIMkIZ+htuXCji1p9x59+YaWehrQcCh3Pu5Z6cMOFMG9f9dkobm1vbO+Xdyt7+weFR9fikq+NUEdohMY9VP8SaciZpxzDDaT9RFIuQ0144vc393hNVmsXy0cwSGgg8lixiBBsr+eOhL7CZKJHp+bBac+vuAmideAWpQYH2sPrlj2KSCioN4Vjrgecm JsiwMoxwOq/4qaYJJlM8pgNLJRZUB9ki8xxdWGWEoljZJw1aqL83Miy0nonQTuYJ9aqXi/95g9REN0HGZJIaKsnyUJRyZGKUF4BGTFFi+MwSTBSzWRGZYIWJsTVVbAne6pfXSbdR967qjYdmrXVX1FGGMziHS/DgGlpwD23oAIEEnuEV3pzUeXHenY/laMkpdk7hD 5zPH5lNkg8=</latexit>
 m
<latexit sha1_base64="NtL UnVJn0UwYEb7YTmYgy+JmFc0=">AAAB8HicbVDLSgMxFL1TX7 W+qi7dBIvgqsxUQZcFEVxWsA9ph5LJZNrQJDMkGaEM/Qo3LhRx 6+e4829Mp7PQ1gOBwznnkntPkHCmjet+O6W19Y3NrfJ2ZWd3b /+genjU0XGqCG2TmMeqF2BNOZO0bZjhtJcoikXAaTeY3Mz97h NVmsXywUwT6gs8kixiBBsrPQ64jYZ4KIbVmlt3c6BV4hWkBgV aw+rXIIxJKqg0hGOt+56bGD/DyjDC6awySDVNMJngEe1bKrGg 2s/yhWfozCohimJlnzQoV39PZFhoPRWBTQpsxnrZm4v/ef3URN d+xmSSGirJ4qMo5cjEaH49CpmixPCpJZgoZndFZIwVJsZ2VLE leMsnr5JOo+5d1Bv3l7XmbVFHGU7gFM7Bgytowh20oA0EBDzD K7w5ynlx3p2PRbTkFDPH8AfO5w/D9JBk</latexit>
 n
<latexit sha1_base64="LypJzHVF46rL2hN3AvJbSZHxwDE= ">AAAB8HicbVDLSgMxFL1TX7W+qi7dBIvgqsxUQZcFEVxWsA9ph5LJZNrQJDMkGaEM/Qo3LhRx6+e4829Mp7PQ1gOBwznnkntP kHCmjet+O6W19Y3NrfJ2ZWd3b/+genjU0XGqCG2TmMeqF2BNOZO0bZjhtJcoikXAaTeY3Mz97hNVmsXywUwT6gs8kixiBBsrPQ6 4jYZ4KIfVmlt3c6BV4hWkBgVaw+rXIIxJKqg0hGOt+56bGD/DyjDC6awySDVNMJngEe1bKrGg2s/yhWfozCohimJlnzQoV39PZ FhoPRWBTQpsxnrZm4v/ef3URNd+xmSSGirJ4qMo5cjEaH49CpmixPCpJZgoZndFZIwVJsZ2VLEleMsnr5JOo+5d1Bv3l7XmbVF HGU7gFM7Bgytowh20oA0EBDzDK7w5ynlx3p2PRbTkFDPH8AfO5w/FeJBl</latexit>
 j
<latexit sha1_base64="bX4qJdM0j4SSrl5aK1AZJ8Ci/xY=">AAAB8HicbVDLSgMxFL1TX7W+qi7dBIvgqszUgi4LIrisYB/ SDiWTybSxSWZIMkIZ+hVuXCji1s9x59+YtrPQ1gOBwznnkntPkHCmjet+O4W19Y3NreJ2aWd3b/+gfHjU1nGqCG2RmMeqG2BNOZO0ZZjhtJsoikXAaScYX8/8zhNVmsXy3kwS6gs8lCxiBBsrPfS5jYZ48DgoV9yqOwdaJV5OKpCjOSh/9cOYpIJKQzjWuue5ifEz rAwjnE5L/VTTBJMxHtKepRILqv1svvAUnVklRFGs7JMGzdXfExkWWk9EYJMCm5Fe9mbif14vNdGVnzGZpIZKsvgoSjkyMZpdj0KmKDF8YgkmitldERlhhYmxHZVsCd7yyaukXat6F9XaXb3SuMnrKMIJnMI5eHAJDbiFJrSAgIBneIU3RzkvzrvzsYgWnHzmGP7A+ fwBv2iQYQ==</latexit>
gs
<latexit sha1_base64="vg2ROSinXcKMNSfXPjtBlFyTQRg=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqszUgi4LIrisYB/ QGUomzbShSWZIMkIZ+htuXCji1p9x59+YaWehrQcCh3Pu5Z6cMOFMG9f9dkobm1vbO+Xdyt7+weFR9fikq+NUEdohMY9VP8SaciZpxzDDaT9RFIuQ0144vc393hNVmsXy0cwSGgg8lixiBBsr+eOhL7CZKJHp+bBac+vuAmideAWpQYH2sPrlj2KSCioN4Vjrgecm JsiwMoxwOq/4qaYJJlM8pgNLJRZUB9ki8xxdWGWEoljZJw1aqL83Miy0nonQTuYJ9aqXi/95g9REN0HGZJIaKsnyUJRyZGKUF4BGTFFi+MwSTBSzWRGZYIWJsTVVbAne6pfXSbdR967qjYdmrXVX1FGGMziHS/DgGlpwD23oAIEEnuEV3pzUeXHenY/laMkpdk7hD 5zPH5lNkg8=</latexit>
gs
<latexit sha1_base64="vg2ROSinXcKMNSfXPjtBlFyTQRg=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqszUgi4LIrisYB/ QGUomzbShSWZIMkIZ+htuXCji1p9x59+YaWehrQcCh3Pu5Z6cMOFMG9f9dkobm1vbO+Xdyt7+weFR9fikq+NUEdohMY9VP8SaciZpxzDDaT9RFIuQ0144vc393hNVmsXy0cwSGgg8lixiBBsr+eOhL7CZKJHp+bBac+vuAmideAWpQYH2sPrlj2KSCioN4Vjrgecm JsiwMoxwOq/4qaYJJlM8pgNLJRZUB9ki8xxdWGWEoljZJw1aqL83Miy0nonQTuYJ9aqXi/95g9REN0HGZJIaKsnyUJRyZGKUF4BGTFFi+MwSTBSzWRGZYIWJsTVVbAne6pfXSbdR967qjYdmrXVX1FGGMziHS/DgGlpwD23oAIEEnuEV3pzUeXHenY/laMkpdk7hD 5zPH5lNkg8=</latexit>
gs
<latexit sha1_base64="vg2ROSinXcKMNSfXPjtBlFyTQRg=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqszUgi4LIrisYB/ QGUomzbShSWZIMkIZ+htuXCji1p9x59+YaWehrQcCh3Pu5Z6cMOFMG9f9dkobm1vbO+Xdyt7+weFR9fikq+NUEdohMY9VP8SaciZpxzDDaT9RFIuQ0144vc393hNVmsXy0cwSGgg8lixiBBsr+eOhL7CZKJHp+bBac+vuAmideAWpQYH2sPrlj2KSCioN4Vjrgecm JsiwMoxwOq/4qaYJJlM8pgNLJRZUB9ki8xxdWGWEoljZJw1aqL83Miy0nonQTuYJ9aqXi/95g9REN0HGZJIaKsnyUJRyZGKUF4BGTFFi+MwSTBSzWRGZYIWJsTVVbAne6pfXSbdR967qjYdmrXVX1FGGMziHS/DgGlpwD23oAIEEnuEV3pzUeXHenY/laMkpdk7hD 5zPH5lNkg8=</latexit>
gs
<latexit sha1_base64="vg2ROSinXcKMNSfXPjtBlFyTQRg=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqszUgi4LIrisYB/ QGUomzbShSWZIMkIZ+htuXCji1p9x59+YaWehrQcCh3Pu5Z6cMOFMG9f9dkobm1vbO+Xdyt7+weFR9fikq+NUEdohMY9VP8SaciZpxzDDaT9RFIuQ0144vc393hNVmsXy0cwSGgg8lixiBBsr+eOhL7CZKJHp+bBac+vuAmideAWpQYH2sPrlj2KSCioN4Vjrgecm JsiwMoxwOq/4qaYJJlM8pgNLJRZUB9ki8xxdWGWEoljZJw1aqL83Miy0nonQTuYJ9aqXi/95g9REN0HGZJIaKsnyUJRyZGKUF4BGTFFi+MwSTBSzWRGZYIWJsTVVbAne6pfXSbdR967qjYdmrXVX1FGGMziHS/DgGlpwD23oAIEEnuEV3pzUeXHenY/laMkpdk7hD 5zPH5lNkg8=</latexit>
gs
<latexit sha1_base64="vg2ROSinXcKMNSfXPjtBlFyTQRg=">AAAB83icbVDLSgMxFL1TX7W+qi7dBIvgqszUgi4LIrisYB/ QGUomzbShSWZIMkIZ+htuXCji1p9x59+YaWehrQcCh3Pu5Z6cMOFMG9f9dkobm1vbO+Xdyt7+weFR9fikq+NUEdohMY9VP8SaciZpxzDDaT9RFIuQ0144vc393hNVmsXy0cwSGgg8lixiBBsr+eOhL7CZKJHp+bBac+vuAmideAWpQYH2sPrlj2KSCioN4Vjrgecm JsiwMoxwOq/4qaYJJlM8pgNLJRZUB9ki8xxdWGWEoljZJw1aqL83Miy0nonQTuYJ9aqXi/95g9REN0HGZJIaKsnyUJRyZGKUF4BGTFFi+MwSTBSzWRGZYIWJsTVVbAne6pfXSbdR967qjYdmrXVX1FGGMziHS/DgGlpwD23oAIEEnuEV3pzUeXHenY/laMkpdk7hD 5zPH5lNkg8=</latexit>
+µ
<latexit sha1_base64="N1XDCwK71UbJNXqSXLEsQOUSn9M= ">AAAB63icdVDLSgMxFM3UV62vqks3wSIIwjAzfboriOCygn1AO5RMmmlDk8yQZIQy9BfcuFDErT/kzr8x01ZQ0QMXDufcy733 BDGjSjvOh5VbW9/Y3MpvF3Z29/YPiodHHRUlEpM2jlgkewFShFFB2ppqRnqxJIgHjHSD6VXmd++JVDQSd3oWE5+jsaAhxUhn0sW AJ8NiybGdiudd1qBjl6teo1o2pFbz6lUHurazQAms0BoW3wejCCecCI0ZUqrvOrH2UyQ1xYzMC4NEkRjhKRqTvqECcaL8dHHrH J4ZZQTDSJoSGi7U7xMp4krNeGA6OdIT9dvLxL+8fqLDhp9SESeaCLxcFCYM6ghmj8MRlQRrNjMEYUnNrRBPkERYm3gKJoSvT+H /pOPZbtn2biul5vUqjjw4AafgHLigDprgBrRAG2AwAQ/gCTxb3Hq0XqzXZWvOWs0cgx+w3j4BMpyOXQ==</latexit>
+µ
<latexit sha1_base64="N1XDCwK71UbJNXqSXLEsQOUSn9M= ">AAAB63icdVDLSgMxFM3UV62vqks3wSIIwjAzfboriOCygn1AO5RMmmlDk8yQZIQy9BfcuFDErT/kzr8x01ZQ0QMXDufcy733 BDGjSjvOh5VbW9/Y3MpvF3Z29/YPiodHHRUlEpM2jlgkewFShFFB2ppqRnqxJIgHjHSD6VXmd++JVDQSd3oWE5+jsaAhxUhn0sW AJ8NiybGdiudd1qBjl6teo1o2pFbz6lUHurazQAms0BoW3wejCCecCI0ZUqrvOrH2UyQ1xYzMC4NEkRjhKRqTvqECcaL8dHHrH J4ZZQTDSJoSGi7U7xMp4krNeGA6OdIT9dvLxL+8fqLDhp9SESeaCLxcFCYM6ghmj8MRlQRrNjMEYUnNrRBPkERYm3gKJoSvT+H /pOPZbtn2biul5vUqjjw4AafgHLigDprgBrRAG2AwAQ/gCTxb3Hq0XqzXZWvOWs0cgx+w3j4BMpyOXQ==</latexit>
+µ
<latexit sha1_base64="N1XDCwK71UbJNXqSXLEsQOUSn9M=">AAAB63icdVDLSgMxFM3UV62vqks3wSIIwjAzfboriOCygn1 AO5RMmmlDk8yQZIQy9BfcuFDErT/kzr8x01ZQ0QMXDufcy733BDGjSjvOh5VbW9/Y3MpvF3Z29/YPiodHHRUlEpM2jlgkewFShFFB2ppqRnqxJIgHjHSD6VXmd++JVDQSd3oWE5+jsaAhxUhn0sWAJ8NiybGdiudd1qBjl6teo1o2pFbz6lUHurazQAms0BoW3wej CCecCI0ZUqrvOrH2UyQ1xYzMC4NEkRjhKRqTvqECcaL8dHHrHJ4ZZQTDSJoSGi7U7xMp4krNeGA6OdIT9dvLxL+8fqLDhp9SESeaCLxcFCYM6ghmj8MRlQRrNjMEYUnNrRBPkERYm3gKJoSvT+H/pOPZbtn2biul5vUqjjw4AafgHLigDprgBrRAG2AwAQ/gCTxb3 Hq0XqzXZWvOWs0cgx+w3j4BMpyOXQ==</latexit>
+µ
<latexit sha1_base64="N1XDCwK71UbJNXqSXLEsQOUSn9M=">AAAB63icdVDLSgMxFM3UV62vqks3wSIIwjAzfboriOCygn1 AO5RMmmlDk8yQZIQy9BfcuFDErT/kzr8x01ZQ0QMXDufcy733BDGjSjvOh5VbW9/Y3MpvF3Z29/YPiodHHRUlEpM2jlgkewFShFFB2ppqRnqxJIgHjHSD6VXmd++JVDQSd3oWE5+jsaAhxUhn0sWAJ8NiybGdiudd1qBjl6teo1o2pFbz6lUHurazQAms0BoW3wej CCecCI0ZUqrvOrH2UyQ1xYzMC4NEkRjhKRqTvqECcaL8dHHrHJ4ZZQTDSJoSGi7U7xMp4krNeGA6OdIT9dvLxL+8fqLDhp9SESeaCLxcFCYM6ghmj8MRlQRrNjMEYUnNrRBPkERYm3gKJoSvT+H/pOPZbtn2biul5vUqjjw4AafgHLigDprgBrRAG2AwAQ/gCTxb3 Hq0XqzXZWvOWs0cgx+w3j4BMpyOXQ==</latexit>
+µ
<latexit sha1_base64="N1XDCwK71UbJNXqSXLEsQOUSn9M=">AAAB63icdVDLSgMxFM3UV62vqks3wSIIwjAzfboriOCygn1 AO5RMmmlDk8yQZIQy9BfcuFDErT/kzr8x01ZQ0QMXDufcy733BDGjSjvOh5VbW9/Y3MpvF3Z29/YPiodHHRUlEpM2jlgkewFShFFB2ppqRnqxJIgHjHSD6VXmd++JVDQSd3oWE5+jsaAhxUhn0sWAJ8NiybGdiudd1qBjl6teo1o2pFbz6lUHurazQAms0BoW3wej CCecCI0ZUqrvOrH2UyQ1xYzMC4NEkRjhKRqTvqECcaL8dHHrHJ4ZZQTDSJoSGi7U7xMp4krNeGA6OdIT9dvLxL+8fqLDhp9SESeaCLxcFCYM6ghmj8MRlQRrNjMEYUnNrRBPkERYm3gKJoSvT+H/pOPZbtn2biul5vUqjjw4AafgHLigDprgBrRAG2AwAQ/gCTxb3 Hq0XqzXZWvOWs0cgx+w3j4BMpyOXQ==</latexit>
+µ
<latexit sha1_base64="N1XDCwK71UbJNXqSXLEsQOUSn9M=">AAAB63icdVDLSgMxFM3UV62vqks3wSIIwjAzfboriOCygn1 AO5RMmmlDk8yQZIQy9BfcuFDErT/kzr8x01ZQ0QMXDufcy733BDGjSjvOh5VbW9/Y3MpvF3Z29/YPiodHHRUlEpM2jlgkewFShFFB2ppqRnqxJIgHjHSD6VXmd++JVDQSd3oWE5+jsaAhxUhn0sWAJ8NiybGdiudd1qBjl6teo1o2pFbz6lUHurazQAms0BoW3wej CCecCI0ZUqrvOrH2UyQ1xYzMC4NEkRjhKRqTvqECcaL8dHHrHJ4ZZQTDSJoSGi7U7xMp4krNeGA6OdIT9dvLxL+8fqLDhp9SESeaCLxcFCYM6ghmj8MRlQRrNjMEYUnNrRBPkERYm3gKJoSvT+H/pOPZbtn2biul5vUqjjw4AafgHLigDprgBrRAG2AwAQ/gCTxb3 Hq0XqzXZWvOWs0cgx+w3j4BMpyOXQ==</latexit>
+µ
<latexit sha1_base64="umA+EGuCH8MoHFzgjyuL1FywWq4= ">AAAB63icdVDLSgMxFM3UV62vqks3wSIIwpDpw053BRFcVrAPaIeSSTNtaDIzJBmhDP0FNy4UcesPufNvzLQVVPTAhcM593Lv PX7MmdIIfVi5tfWNza38dmFnd2//oHh41FFRIgltk4hHsudjRTkLaVszzWkvlhQLn9OuP73K/O49lYpF4Z2exdQTeByygBGsM+l iIJJhsYTsy2od1RoQ2Q5quKiaEdctV2rQsdECJbBCa1h8H4wikggaasKxUn0HxdpLsdSMcDovDBJFY0ymeEz7hoZYUOWli1vn8 MwoIxhE0lSo4UL9PpFiodRM+KZTYD1Rv71M/MvrJzpwvZSFcaJpSJaLgoRDHcHscThikhLNZ4ZgIpm5FZIJlphoE0/BhPD1Kfy fdMq2U7HLt9VS83oVRx6cgFNwDhxQB01wA1qgDQiYgAfwBJ4tYT1aL9brsjVnrWaOwQ9Yb586F45i</latexit>
 µ
<latexit sha1_base64="bT+Av10Gf4/ESsHAEpq4XbBhHkA= ">AAAB63icdVDLSgMxFM3UV62vqks3wSK4ccj0Yae7ggguK9gHtEPJpJk2NJkZkoxQhv6CGxeKuPWH3Pk3ZtoKKnrgwuGce7n3 Hj/mTGmEPqzc2vrG5lZ+u7Czu7d/UDw86qgokYS2ScQj2fOxopyFtK2Z5rQXS4qFz2nXn15lfveeSsWi8E7PYuoJPA5ZwAjWmXQ xEMmwWEL2ZbWOag2IbAc1XFTNiOuWKzXo2GiBElihNSy+D0YRSQQNNeFYqb6DYu2lWGpGOJ0XBomiMSZTPKZ9Q0MsqPLSxa1ze GaUEQwiaSrUcKF+n0ixUGomfNMpsJ6o314m/uX1Ex24XsrCONE0JMtFQcKhjmD2OBwxSYnmM0MwkczcCskES0y0iadgQvj6FP5 POmXbqdjl22qpeb2KIw9OwCk4Bw6ogya4AS3QBgRMwAN4As+WsB6tF+t12ZqzVjPH4Aest089JY5k</latexit>
 µ
<latexit sha1_base64="bT+Av10Gf4/ESsHAEpq4XbBhHkA=">AAAB63icdVDLSgMxFM3UV62vqks3wSK4ccj0Yae7ggguK9g HtEPJpJk2NJkZkoxQhv6CGxeKuPWH3Pk3ZtoKKnrgwuGce7n3Hj/mTGmEPqzc2vrG5lZ+u7Czu7d/UDw86qgokYS2ScQj2fOxopyFtK2Z5rQXS4qFz2nXn15lfveeSsWi8E7PYuoJPA5ZwAjWmXQxEMmwWEL2ZbWOag2IbAc1XFTNiOuWKzXo2GiBElihNSy+D0YR SQQNNeFYqb6DYu2lWGpGOJ0XBomiMSZTPKZ9Q0MsqPLSxa1zeGaUEQwiaSrUcKF+n0ixUGomfNMpsJ6o314m/uX1Ex24XsrCONE0JMtFQcKhjmD2OBwxSYnmM0MwkczcCskES0y0iadgQvj6FP5POmXbqdjl22qpeb2KIw9OwCk4Bw6ogya4AS3QBgRMwAN4As+Ws B6tF+t12ZqzVjPH4Aest089JY5k</latexit>
+µ
<latexit sha1_base64="umA+EGuCH8MoHFzgjyuL1FywWq4=">AAAB63icdVDLSgMxFM3UV62vqks3wSIIwpDpw053BRFcVrA PaIeSSTNtaDIzJBmhDP0FNy4UcesPufNvzLQVVPTAhcM593LvPX7MmdIIfVi5tfWNza38dmFnd2//oHh41FFRIgltk4hHsudjRTkLaVszzWkvlhQLn9OuP73K/O49lYpF4Z2exdQTeByygBGsM+liIJJhsYTsy2od1RoQ2Q5quKiaEdctV2rQsdECJbBCa1h8H4wi kggaasKxUn0HxdpLsdSMcDovDBJFY0ymeEz7hoZYUOWli1vn8MwoIxhE0lSo4UL9PpFiodRM+KZTYD1Rv71M/MvrJzpwvZSFcaJpSJaLgoRDHcHscThikhLNZ4ZgIpm5FZIJlphoE0/BhPD1KfyfdMq2U7HLt9VS83oVRx6cgFNwDhxQB01wA1qgDQiYgAfwBJ4tY T1aL9brsjVnrWaOwQ9Yb586F45i</latexit>
+µ
<latexit sha1_base64="umA+EGuCH8MoHFzgjyuL1FywWq4=">AAAB63icdVDLSgMxFM3UV62vqks3wSIIwpDpw053BRFcVrA PaIeSSTNtaDIzJBmhDP0FNy4UcesPufNvzLQVVPTAhcM593LvPX7MmdIIfVi5tfWNza38dmFnd2//oHh41FFRIgltk4hHsudjRTkLaVszzWkvlhQLn9OuP73K/O49lYpF4Z2exdQTeByygBGsM+liIJJhsYTsy2od1RoQ2Q5quKiaEdctV2rQsdECJbBCa1h8H4wi kggaasKxUn0HxdpLsdSMcDovDBJFY0ymeEz7hoZYUOWli1vn8MwoIxhE0lSo4UL9PpFiodRM+KZTYD1Rv71M/MvrJzpwvZSFcaJpSJaLgoRDHcHscThikhLNZ4ZgIpm5FZIJlphoE0/BhPD1KfyfdMq2U7HLt9VS83oVRx6cgFNwDhxQB01wA1qgDQiYgAfwBJ4tY T1aL9brsjVnrWaOwQ9Yb586F45i</latexit>
 µ
<latexit sha1_base64="bT+Av10Gf4/ESsHAEpq4XbBhHkA=">AAAB63icdVDLSgMxFM3UV62vqks3wSK4ccj0Yae7ggguK9g HtEPJpJk2NJkZkoxQhv6CGxeKuPWH3Pk3ZtoKKnrgwuGce7n3Hj/mTGmEPqzc2vrG5lZ+u7Czu7d/UDw86qgokYS2ScQj2fOxopyFtK2Z5rQXS4qFz2nXn15lfveeSsWi8E7PYuoJPA5ZwAjWmXQxEMmwWEL2ZbWOag2IbAc1XFTNiOuWKzXo2GiBElihNSy+D0YR SQQNNeFYqb6DYu2lWGpGOJ0XBomiMSZTPKZ9Q0MsqPLSxa1zeGaUEQwiaSrUcKF+n0ixUGomfNMpsJ6o314m/uX1Ex24XsrCONE0JMtFQcKhjmD2OBwxSYnmM0MwkczcCskES0y0iadgQvj6FP5POmXbqdjl22qpeb2KIw9OwCk4Bw6ogya4AS3QBgRMwAN4As+Ws B6tF+t12ZqzVjPH4Aest089JY5k</latexit>
Figure 5.2: The 1PI diagrams contributing to the RG flow (5.10) of the couplings λi of the four-quark
self-interactions. The purely fermionic diagram (a) involving only quark propagators (solid lines) was
already introduced in Section 4.2 and gives rise to contributions which are quadratic in the four-quark
couplings. The contributions generated by the triangle diagrams (b) with one-gluon exchange (wiggly
lines) are proportional to g2sλj , while the contributions from the box diagrams (c) with two-gluon
exchange are proportional to g4s . There are two classes of each diagram which distinguish the sign
structure of the dependence of the two fermionic propagators on the quark chemical potential: one
class represents the case of equal signs as depicted by the blue labels and the other the case of opposite
signs as depicted by the red labels.
come again in the two variations, l‖ and l⊥, corresponding to contributions longitudinal
and transversal to the heat bath, respectively. Furthermore, there are two classes of 1PI
diagrams which distinguish the relative sign structure of the dependence of the fermionic
propagators on the quark chemical potential. The terms bilinear in the four-quark couplings
with the coefficients A(i)mn are associated with the purely fermionic diagrams (a) in Fig. 5.2
which we have already encountered in Chapter 4. The contributions proportional to λjg2s
with the coefficients B(i)j are generated by the triangle diagrams (b) and the contributions
proportional to g4s with the coefficient C(i) by the box diagrams (c) in Fig. 5.2. In the limit
T/k → ∞, all threshold functions and thus all coefficients A(i)mn, B(i)j and C(i) in Eq. (5.10)
become zero which describes the decoupling of the fermionic modes as the quarks acquire a
thermal mass. The threshold functions also approach zero in the limit µ/k → ∞, only the
purely fermionic threshold functions which belong to the type depicted by the red labeling in
panel (a) in Fig. 5.2 increase as l(F)± ∼ (µ/k)2 for µ/k  1 at zero temperature. As discussed in
Section 4.2.3, this behavior plays an essential role in the formation of a Cooper pair condensate,
i.e., a diquark condensate in the present context, and can be associated with the typical
BCS-type exponential scaling behavior of the critical scale, see Eq. (4.51).
The mechanism of the dynamical generation of the four-quark couplings and the role of
the running gauge coupling in spontaneous symmetry breaking can be understood in simple
terms by analyzing the fixed-point structure of the RG flow equations for the four-quark
couplings. Here, we follow the lines of Refs. [392, 393]. For a detailed discussion, we refer to,
e.g., Ref. [333]. A sketch of the β function of a four-quark coupling λ at zero temperature and
chemical potential is shown in Fig. 5.3 which illustrates the influence of the gauge coupling gs.
At vanishing gauge coupling the β function possesses a Gaußian fixed point and a non-Gaußian
fixed point located at λ∗. The initial values of the four-quark couplings are not considered as
fundamental parameters and are set to zero, i.e., the couplings are initially located at the IR
attractive Gaußian fixed point at the UV scale Λ. In the course of the RG flow toward the
IR, the value of the gauge coupling increases and shifts the parabola on the account of the
132 gauge dynamics and four-fermion interactions
T = 0
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Figure 5.3: Sketch of the β function of a four-quark coupling λ at zero temperature and chemical
potential with the arrows indicating the direction of the RG flow toward the IR. The sketch illustrates
the influence of the gauge coupling gs: At gs = 0 the β function has a Gaußian fixed point and a
non-Gaußian fixed point λ∗. As soon as the gauge coupling assumes a finite value, the term proportional
to g4s shifts the parabola down and turns the former Gaußian fixed point into an interacting fixed
point. For increasing gauge coupling, the two fixed points approach each other until they annihilate
each other at a critical value gcr. See main text for details.
term proportional to g4s in Eq. (5.10) which is generated by 1PI box diagrams with two-gluon
exchange, see panel (c) in Fig. 5.2. The shift of the parabola turns the former Gaußian
fixed point into an interacting non-Gaußian fixed point. Due to its IR attractive property,
the four-quark couplings follow the fixed point and assume finite values. This mechanism
underlies the dynamical generation of the four-quark couplings in the course of the RG flow.
For increasing values of the gauge coupling, the parabola is shifted further downwards and
the two non-Gaußian fixed points approach each other. At a critical value gcr of the gauge
coupling, the fixed points eventually merge and annihilate. This opens the way for a rapid
increase of the four-quark couplings before they finally diverge at a finite critical scale kcr,
signaling the onset of spontaneous symmetry breaking. Note that if the system remains in the
symmetric regime, the values of the four-quark couplings stay close to the former Gaußian
fixed point which assumes non-zero values and becomes an interacting fixed point as the gauge
coupling assumes finite values. The β functions of the four-quark couplings thus remain small
at all RG scales k in this case. As a consequence, the additional contributions in Eq. (5.8)
proportional to the β functions are negligibly small and the running gauge coupling is correctly
described by Eq. (5.7) for a description of the RG flow in the symmetric regime.
In summary, the fixed-point structure explains the dynamic generation of four-quark
couplings in a directly accessible manner as well as how the gauge dynamics can drive
the quark sector to criticality. However, we emphasize that these mechanisms are to be
understood against the background of the complex interplay among the various four-quark
couplings themselves and of the influence of the external parameters temperature and chemical
potential as discussed in Sections 4.2 and 4.3, see also our discussion of the behavior of the
threshold functions as functions of the temperature and the quark chemical potential above.
For instance, the temperature does not only influence the running of the gauge coupling but
also the fermionic fluctuations themselves as in form of thermal screening and hence the
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critical value gcr which is necessary to drive the quark sector to criticality. Indeed, such a
critical value gcr becomes even irrelevant for large values of the quark chemical potential and
at sufficiently small temperatures, as the formation of a diquark condensate requires only an
arbitrarily small positive coupling, see our discussion of the BCS-type exponential scaling
behavior in Section 4.2.3. The dominance pattern of the four-quark couplings is still strongly
influenced by the competing interplay within the quark sector itself. A great advantage of the
dynamical generation of four-quark couplings by gluodynamics as compared to the approach
presented in Section 4.3 is that a potential bias in regard to the RG flow and the observed
dominance pattern given by the particular choice of the initial UV values of the four-quark
couplings is avoided. In fact, the values of the four-quark couplings are rather predicted from
the underlying quark-gluon dynamics.
Scale fixing
As already mentioned above, the initial values of the four-quark interaction channels are not
considered as fundamental parameters in our present approach and are set to zero at the
UV scale Λ. The only free parameter is the initial condition of the running gauge coupling
gs(Λ). This value is adjusted at the UV scale Λ = 10GeV to obtain a critical temperature
Tcr(µ = 0) ≡ T0 = 132MeV at zero quark chemical potential, cf. the scale fixing in Section 4.2.
The large value of the initial UV scale ensures the conditions T/Λ 1 and µ/Λ 1 for the
range of external parameters we intend to study to avoid cutoff effects and regularization-
scheme dependences, see our discussion of renormalization group consistency and ranges of
validity in Section 3.3. The value Tcr(µ = 0) = 132MeV of the critical temperature beyond
which no spontaneous symmetry breaking occurs at zero chemical potential is chosen to agree
with recent lattice QCD results [425].8 In order to obtain this critical temperature, we tune the
initial UV value of the running gauge coupling such that αs(Λ = 10GeV) = 0.2137. Evolved
to the Z-boson mass scale MZ = 91.19GeV, the value of the gauge coupling fixed in this way
is almost 6% greater than the experimental results [39]. The necessity of a slightly larger
running gauge coupling in order to appropriately trigger criticality in the quark sector is a
common aspect of functional methods on the approximation level at hand, see, e.g., Ref. [193].9
Throughout this chapter, we shall employ this scale fixing procedure for all computations of
the phase structure including dynamic gauge fields.
5.3 Phase diagram and symmetry breaking patterns
Let us now study the phase diagram in the plane spanned by the temperature and the quark
chemical potential. The critical temperature Tcr(µ) at a given value of the quark chemical
potential beyond which no spontaneous symmetry breaking occurs is defined as the highest
8 The lattice QCD study presented in Ref. [425] considering two degenerate massless quarks and a physical
strange quark mass finds the chiral phase transition Tcr = 132+3−6 MeV at zero quark chemical potential.
9 Only most advanced truncations with a very accurate treatment of momentum structures do not require such
an “IR-enhancement” anymore, see, e.g., Refs. [192, 195].
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Figure 5.4: Phase boundary associated with the spontaneous breakdown of at least one of the
fundamental symmetries as obtained from the Fierz-complete ansatz (5.1) including dynamic gauge
fields in comparison to the phase boundary resulting from the Fierz-complete NJL model discussed in
Section 4.3. The running gauge coupling enters as external input as derived from Eq. (5.7) with the
gauge anomalous dimension ηA taken from Refs. [392, 393] for Nf = 2 (red line, denoted by αQCD)
and in pure YM theory (blue line, denoted by αYM). The gray boxes labeled “1” and “2” indicate
the values for temperature and quark chemical potential used for the exemplary RG flows shown in
Fig. 5.5, see also main text for details.
temperature for which the four-quark couplings still diverge at k → 0, see our discussion in
Section 4.1.3. Keep in mind that a singularity in the flow of one four-quark coupling at a critical
scale kcr(T, µ) entails corresponding divergences in all other couplings as well. However, the
four-quark couplings in general develop distinct relative strengths and a dominant four-quark
channel can be identified, i.e., the modulus of the coupling of this channel is significantly
greater than the absolute values of the other four-quark couplings. Such a dominance serves
us as an indication of which associated Hubbard-Stratonovich transformed field begins to
acquire a finite ground-state expectation value, i.e., which condensate is starting to form as the
corresponding order parameter potential develops a non-trivial minimum. Note again, however,
that this approach is only able to detect phase transitions of second order as the definition of
the critical temperature is associated with a change from positive to negative curvature of the
order parameter potential at the origin. In case of a first-order phase transition, a non-trivial
minimum of the potential is formed but the curvature at the origin remains positive. Although
our criterion is consequently not sensitive to transitions of first order, it still allows us to
detect the line of metastability, see also Sections 4.1.3 and 4.3.2 for a more detailed discussion
of this aspect.
We emphasize again that in our computation of the phase boundary no parameters are
used as input other than the initial UV value of the gauge coupling gs(Λ). All couplings
associated with the Fierz-complete basis of four-quark interaction channels are initially set
to zero and only dynamically generated by gluodynamics in the course of the RG flow. The
initial gauge coupling at the UV scale Λ = 10GeV is tuned such that the critical temperature
T0 = 132MeV at zero quark chemical potential is obtained. This initial value is then kept for
























































Figure 5.5: Scale dependence of the various renormalized (dimensionful) four-quark couplings at
µ/T0 = 1 and T/T0 ≈ 0.95 (left panel) as well as at µ/T0 = 4 and T/T0 ≈ 0.74 (right panel)
corresponding to the little gray boxes in the phase diagram shown in Fig. 5.4. Note that, in the
right panel, the intact UA(1) symmetry implies λ¯csc = −λ¯(S+P )adj− according to the sum rules (4.69)
and (4.70) introduced in Section 4.3, see main text for details.
our computations at finite quark chemical potential which is justified as long as T/Λ 1 and
µ/Λ 1. In the following, T0 serves as a reference scale to “measure” physical observables.
As a first non-trivial result, we observe a dominance of the scalar-pseudoscalar coupling in
the vacuum limit. The couplings diverge at a symmetry breaking scale kcr(µ = 0)/T0 ≈ 2.62.
In this process, the modulus of the scalar-pseudoscalar coupling is at least two times greater
than the modulus of all other couplings, indicating that the ground state is governed by chiral
symmetry breaking in the vacuum limit. This case is very similar to the one discussed in
Section 4.3.2. However, the crucial difference is given by the initial conditions for the four-quark
couplings. In the present case, we can exclude that the dominance might be triggered by
the choice for the initial conditions as all four-quark couplings are initially zero and only
dynamically generated. The dominance of the scalar-pseudoscalar coupling indicating chiral
symmetry breaking is hence solely determined by the dynamics of the gluons and quarks.
The dominance of the scalar-pseudoscalar interaction channel persists again even up to high
temperatures beyond the critical temperature. The red line in Fig. 5.4 depicts the critical
temperature as a function of the quark chemical potential which has been computed with
the running gauge coupling as obtained from Eq. (5.7) for Nf = 2, here denoted by αQCD.
Following the phase boundary from small to large chemical potential, we first observe that
the dominance of the scalar-pseudoscalar interaction channel persists up to µ/T0 ≈ 1.7 as
indicated by the red solid line. To illustrate the relative strengths of the various four-quark
couplings in this regime, we show in the left panel of Fig. 5.5 the scale dependence of the
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(dimensionful) renormalized couplings at µ/T0 = 1 for a temperature T/T0 ≈ 0.95 just above
the critical temperature. This point is indicated in the phase diagram by the little gray box
labeled “1”. The various couplings are normalized by the value of the scalar-pseudoscalar
coupling λ¯(σ-pi) at k = 0. The dynamics are clearly dominated by the scalar-pseudoscalar
coupling which is at least two times greater than the modulus of all other couplings. This
dominance indicates that in this regime the phase boundary continues to be governed by
chiral symmetry breaking.
There exists a short transition region depicted by the red dotted line from approximately
µ/T0 ≈ 1.7 to µ/T0 = µχ/T0 ≈ 2.0 where we observe that the scalar-pseudoscalar channel,
the CSC channel, as well as the (S +P )adj− -, (V +A)
adj
‖ - and (V −A)adj⊥ -channel are of similar
strength and equally dominant, in the sense that the channels are significantly greater in
comparison to the remaining interaction channels. Such a region of “mixed” dominances
might potentially indicate a metastable or mixed phase [395], while the selection of dominant
channels primarily involving adjoint interaction channels points to a non-trivial color-structure
of the ground state. However, this transition region of “mixed” dominances might also be a
consequence of the UA(1)-preserving initial conditions as the resulting UA(1)-symmetric RG
flow possibly constraints the development of dominances. The entanglement of several equally
strong four-quark couplings might thus be resolved by taking into account UA(1)-violating
fluctuations as well, see our discussion in Section 5.3.2.
From µχ/T0 ≈ 2.0 on, depicted by the red dashed line in Fig. 5.4, we then observe a
clear and exclusive dominance of the CSC channel indicating the emergence of a diquark
condensate ∆l. This dominance is again illustrated by the scale dependence of the couplings
in this region shown in the right panel of Fig. 5.5. The RG flow is shown at µ/T0 = 4 for a
temperature T/T0 ≈ 0.74 again just right above the critical temperature, indicated by the
little gray box labeled “2” in the phase diagram 5.5. In this panel, the couplings are now
normalized by the modulus of the dominant CSC coupling |λ¯csc| at k = 0. The modulus of
the remaining four-quark couplings are at most less than half the value of the CSC coupling.
The figure also shows that the (S + P )adj− coupling assumes the same value in the IR as the
CSC coupling, only with opposite sign. The reason for this behavior is that the boundary
conditions with all four-quark couplings initially set to zero at the UV scale Λ leaves the axial
UA(1) intact, as already briefly mentioned above. The RG flow as derived from the Wetterich
equation preserves the symmetries of the initial effective average action. As a consequence, the
sum rules (4.69) and (4.70) introduced in Section 4.3.1 as a measure of axial UA(1) breaking
are exactly fulfilled at all scales k, with the first sum rule implying λ¯csc = −λ¯(S+P )adj− . In fact,
the sum rules show that two of the 10 four-quark couplings of our Fierz-complete basis are not
independent in a UA(1)-symmetric RG flow, i.e., a UA(1)-symmetric Fierz-complete basis is
composed of only eight interaction channels, see also our discussion in Appendix B.3.2. In our
computation of the critical temperature as a function of the quark chemical potential we have
not included UA(1)-violating operators, as they are expected to be only relevant inside the IR
regime governed by spontaneous symmetry breaking [393]. Nevertheless, in Section 5.3.2, we
briefly discuss the influence of UA(1)-violating initial discussions.
Fig. 5.6 shows the dominance pattern among the four-quark couplings along the finite-
temperature phase boundary presented in Fig. 5.4. The IR values of the (dimensionful)
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Figure 5.6: Values of the various (dimensionful) renormalized couplings at k = 0 as functions of the
quark chemical potential for temperatures (T − Tcr(µ))/T0 ≈ 0.004, i.e., slightly above the respective
critical temperature Tcr(µ), illustrating the “hierarchy” of the four-quark couplings in terms of their
relative strength along the phase boundary as obtained from a computation with the QCD running
gauge coupling αQCD (red line in Fig. 5.4). The values are normalized by the coupling λ¯(σ-pi) of the
scalar-pseudoscalar interaction channel at k = 0 and zero quark chemical potential.
renormalized couplings are shown at k = 0 as functions of the quark chemical potential for
temperatures just right above the critical temperature Tcr(µ). The values are normalized by
the scalar-pseudoscalar coupling λ¯(σ-pi) at k = 0 and at zero chemical potential. As already
mentioned above, we first observe a clear dominance of the scalar-pseudoscalar interaction
channel below µχ/T0 ≈ 2.0 followed by a change of the dominance pattern to a dominance
of the CSC coupling. In the region of CSC dominance, the intact UA(1) symmetry is again
recognizable by the values of the CSC and the (S + P )adj− -coupling being identical, only
with opposite sign. The dominance of the CSC coupling beyond µχ/T0 ≈ 2.0 is similarly
pronounced as the dominance of the scalar-pseudoscalar coupling below µχ/T0 ≈ 2.0. In fact,
the modulus of the second largest, i.e., subdominant, coupling is even further reduced in this
region. Note, however, that in this figure the values of the four-quark couplings are taken
slightly above the critical temperature with a distance of about (T − Tcr(µ))/T0 ≈ 0.004. This
distance ensures that the RG flow is located in the symmetric regime and the flow can be
followed down to k → 0. Owing to this small distance, the transition region in the interval
1.7 . µ/T0 . 2.0 with the “mixed” dominances observed above is not fully resolved here.
Fig. 5.6 illustrates the distinct dominance and evident “hierarchy” among the four-quark
self-interactions in the two main regions. We emphasize again that the change in the “hierarchy”
from a dominance of the scalar-pseudoscalar coupling to a dominance of the CSC coupling at
µχ/T0 ≈ 2.0 is a non-trivial outcome completely determined by the dynamics of the system
itself. The four-quark couplings are initially set to zero at the UV scale Λ and are dynamically
generated by gluodynamics in the course of the RG flow. Thus, the dynamics are not influenced
by any kind of fine-tuning of the boundary conditions of the four-quark couplings which could
potentially favor particular channels. As already mentioned in Section 4.3.2, this change in the
“hierarchy” might point to the existence of a nearby tricritical point in the phase diagram. Yet,
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this aspect is speculative as the presently employed approximation does not allow a definite
answer to this question.
At this point, let us once more bring to attention that the dominance of a four-quark
coupling only indicates the onset of the formation of an associated condensate. It does neither
guarantee the actual formation, as, e.g., fluctuations in the deep IR could restore the associated
symmetries, nor does it strictly exclude the possible formation of other condensates related
to subdominant couplings. The analysis based on the dominance pattern of the four-quark
couplings must be considered in this context and therefore be taken with some care, see also
our discussion in Section 4.1.3.
In Fig. 5.4, we also show the finite-temperature phase boundary resulting from the NJL model
(black line) discussed in Section 4.3. In this computation, the initial scalar-pseudoscalar coupling
at the UV scale Λ/T0 ≈ 75.76 has been tuned to obtain the critical temperature Tcr(µ = 0) =
132MeV at zero quark chemical potential. The remaining initial four-quark couplings are set
to zero. The finite-temperature phase boundary agrees with the one obtained from the QCD
running gauge coupling αQCD for small quark chemical potential by construction. For values
greater than µ/T0 ≈ 0.5, however, the phase boundary as determined from the NJL model
starts to deviate significantly and indicates much lower critical temperatures. At the largest
quark chemical potential shown in Fig. 5.4, µ/T0 = 4.4, the critical temperature resulting
from the NJL model computation is Tcr/T0 ≈ 0.366. In contrast to that, the computation
including dynamic gauge fields yields a much higher critical temperature Tcr(µ/T0 = 4.4)/T0 ≈
0.731 which is almost twice as large. This observation may have further phenomenological
consequences. In standard BCS theory, the critical temperature can be related to the diquark
gap at zero temperature, i.e., Tcr ∼ |∆|, see Section 2.2. Thus, the observed increase in the
critical temperature in the computation including dynamical gauge degrees of freedom suggests
a much greater diquark gap at zero temperature.
Let us recall that in these two computations different initial conditions for the four-quark
couplings are assumed, as well as different underlying mechanisms are at play which drive the
quark sector to criticality. In our NJL-type model, a finite initial scalar-pseudoscalar coupling
ensures that the RG flow diverges at a finite symmetry breaking scale kcr for sufficiently
low temperatures, signaling the onset of spontaneous symmetry breaking. In the present
approach, the four-quark couplings are dynamically generated and the quark sector is driven
to criticality by a sufficiently large gauge coupling, see our discussion in Section 5.2. These
differences affect the results for the critical temperature at large quark chemical potential.
It might be argued that the initial conditions in case of the NJL model actually favor the
scalar-pseudoscalar coupling and do not sufficiently support the dynamics associated with the
formation of a diquark condensate which becomes important at high chemical potentials. The
boundary conditions enforce that the dynamics are initially driven by the scalar-pseudoscalar
self-interaction. Still, at large chemical potential, the CSC channel takes over by itself, although
the actual position might be nonetheless biased by our choice for the initial condition. In
contrast to that, the dynamic gauge fields are able to drive the quark sector to criticality not
only through the scalar-pseudoscalar coupling but also by directly triggering the interaction
channels with non-trivial color structure. However, we observe the intriguing outcome that
in both computations the “hierarchy” of the various interaction channels starts to change at
5.3 phase diagram and symmetry breaking patterns 139
approximately the same quark chemical potential µ/T0 ≈ 1.7, the dominance as obtained from
the NJL model changes directly from the scalar-pseudoscalar coupling (black solid line) to the
CSC coupling (black dashed line) whereas the system resulting from the computation including
dynamic gauge fields first enters a short transition region of “mixed” dominances, before
the region characterized by a clear dominance of the CSC coupling begins at µχ/T0 ≈ 2.0.
This observation indicates that the “hierarchy” of the interaction channels in terms of their
strength might be determined to a large extent by the interplay of the various four-quark
couplings themselves.
In Fig. 5.4, depicted by the blue line labeled αYM, we also included results for the finite-
temperature phase boundary of a computation including dynamic gauge fields where we have
used a running gauge coupling as obtained in pure YM theory, i.e., the scale dependence of
the strong coupling was derived from Eq. (5.7) with Nf = 0. The phase boundary as well as
the dominances agree almost perfectly with the results of the computation using αQCD. We
observe a dominance of the scalar-pseudoscalar coupling at small quark chemical potentials, a
transition region characterized by a “mixed” dominance pattern between 1.7 . µ/T0 . 2.0,
and finally a clear dominance of the CSC coupling at larger quark chemical potentials. This
is noteworthy since the pure YM coupling αYM as a function of the RG scale k is greater
compared to the QCD coupling αQCD, see the right panel of Fig. 5.1. The coupling starts
to increase earlier in the RG flow and assumes a higher maximum for a given temperature.
However, the effect of this difference in the scale dependence of the running gauge couplings
is also to a certain extent compensated by the scale fixing procedure. The initial UV value of
the pure YM gauge coupling is by approximately 13% smaller in comparison to the αQCD
coupling in order to obtain the same critical temperature Tcr(µ = 0) = 132MeV at zero
quark chemical potential. Nonetheless, the YM gauge coupling αYM amplifies the effect of
the gauge dynamics on the quark sector. As argued above, a stronger influence of the gauge
fields potentially favors the dominance of interaction channels with non-trivial color structure.
Still, we observe that the dominances along the phase boundary are not changed. This serves
as another indication that the “hierarchy” of the various couplings in terms of their relative
strength is predominantly determined by the dynamics within the quark sector.10
As a closing remark, we note that the comparison of the different phase boundaries shown
in Fig. 5.4 have to be taken with some care. Although all three computations (labeled αQCD,
αYM and NJL in Fig. 5.4) yield approximately the same critical scale kcr/T0 ≈ 2.6 in the
vacuum limit, the different approaches do not necessarily lead to the same values of low-energy
observables.
10 Using “deformed” initial conditions, i.e., a given finite UV value of the scalar-pseudoscalar interaction and
the initial value of the running gauge coupling αQCD adjusted to obtain the critical temperature Tcr(µ = 0) =
132MeV, the critical temperature as a function of the quark chemical potential assumes values in between
the phase boundary resulting from the NJL model and the original phase boundary determined with the
QCD running coupling αQCD (black and red line in Fig. 5.4, respectively). The dominances along the phase
boundary, however, are very robust and remain largely unaffected. We still observe the two main regions with
the dominance of the scalar-pseudoscalar interaction channel at small chemical potential and the dominance of
the CSC channel at large chemical potential.
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5.3.1 In-medium effects on the gauge anomalous dimension
In our study, the anomalous dimension ηA determines the scale dependence of the gauge
coupling gs, see Eq. (5.7) and our discussion in Section 5.1. It receives contributions from
the gluonic sector as well as from quark fluctuations. For our computations presented in
this chapter thus far, we have taken the anomalous dimension ηA as external input from
Refs. [392, 393], where these contributions were calculated for all scales and temperatures.
However, the quark fluctuations which contribute to the anomalous dimension are modified
at finite density. We briefly discuss in the following some aspects of in-medium effects on
the anomalous dimension ηA and the resulting implications for the finite-temperature phase
boundary. In order to estimate the influence of such effects, we adopt the following form for
the anomalous dimension:
ηA = ηYMA + ∆ηA , (5.11)
where the quark contribution ∆ηA is added to the anomalous dimension ηYMA as obtained in
pure YM theory. This approximation has been applied earlier in Refs. [186, 187, 193, 397], and
has also been used in Dyson-Schwinger studies, see, e.g., Refs. [188, 426–428]. The pure YM
anomalous dimension ηYMA is again taken from Refs. [392, 393]. Following Refs. [193, 429, 430],
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with the transversal projection operator P⊥µν defined in Eq. (5.3) and the four-dimensional
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where p is the external momentum and the crossed circle depicts the regulator insertion.
As the quark propagators depend on the quark chemical potential, we can thus incorporate
in-mediums effects on the gauge anomalous dimension ηA with this contribution. Only the
class of diagrams associated with fermionic propagators of equal sign structure in their
µ-dependence contributes in Eq. (5.12), corresponding to the blue labels in Fig. 5.2. For
the computation of the quark contribution ∆ηA, we employ the three-dimensional Litim
regulator (3.31) introduced in Section 3.2 to regularize the fermion loop (5.13).11 In the
vacuum limit, the quark contribution (5.12) reduces to the perturbative one-loop result
11 The application of covariant regularization schemes to computations beyond the leading order of the derivative
expansion is possible but very difficult due to the non-analyticity at the Fermi surface in the zero-temperature
limit and is not considered here.
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∆ηA = g2s /(6pi2). However, employing a different three-dimensional regularization scheme
introduces deviating relations of scales as opposed to the covariant regularization scheme
used otherwise. We therefore emphasize that we here only aim for a qualitative analysis of
in-medium effects on the quark contribution ∆ηA. Moreover, note that the applicability of the
approximation (5.12) relies on a mild momentum dependence of the quark contribution, we
refer to Ref. [193] for a detailed discussion. Such a mild momentum dependence is guaranteed
as long as the quark propagator remains gapped as entailed by, e.g., a finite RG scale k, a
thermal mass or non-zero quark masses.
At high temperatures, the quark contribution to the gauge anomalous dimension is sup-
pressed as the quarks decouple because of their thermal mass. Consequently, the scale
dependence of the gauge coupling is only very mildly modified by the quark chemical potential.
At large RG scales k, the running gauge coupling remains unchanged and approaches the
vacuum limit as T/k  1 and µ/k  1. For increasing quark chemical potential, however, the
quark contribution becomes significant in the regime where µ > T . The gauge coupling starts
to increase at larger scales and the location of the maximum of the gauge coupling, cf. Fig. 5.1,
is more and more dominated by the scale of the chemical potential. For small temperatures
and high quark chemical potential, the maximum is located near k ∼ µ, while its maximum
value increases for greater chemical potentials. For the RG scale k approaching zero at finite
temperature, the quarks decouple and the scale dependence of the gauge couplings remains
unaffected by the quark chemical potential, i.e., the gauge couplings agree with the running
as obtained in pure YM theory.
In Fig. 5.7, the finite-temperature phase boundary resulting from a computation based on the
running gauge coupling with the quark contribution (5.11) and (5.12) is shown in comparison
to the former results shown in Fig. 5.4, obtained with the strong coupling αQCD determined
from Eq. (5.7) with the anomalous dimension ηA for Nf = 2 taken from Refs. [392, 393].
We first neglect the dependence on the quark chemical potential by setting µ = 0 in the
expression (5.12) in order to estimate the influence of the different three-dimensional scheme
used to regularize this particular fermionic loop. The corresponding phase boundary is given
by the yellow line in Fig. 5.7 labeled αQCD|∆ηA(µ=0). The phase boundary agrees quite well
with the former results depicted by the red line. Only at large quark chemical potential
a deviation of approximately 5% is observed. This may be traced back to the fact that
the gauge coupling αQCD from Refs. [392, 393] incorporates higher-order quark fluctuation
effects as compared to Eq. (5.12), resulting in a decrease in the running gauge coupling
owing to fermionic screening. As a consequence, the running gauge coupling determined from
Eq. (5.11) with (5.12) is generally stronger. However, the scale fixing procedure anchoring our
computation at the critical temperature Tcr(µ = 0) = 132MeV entails a smaller initial UV
value for the αQCD|∆ηA(µ=0) coupling and thus partially counteracts the stronger running. As
a result, the gauge coupling αQCD still starts to increase at higher scales and is thus capable
of driving the quark sector to criticality even at temperatures slightly above the critical
temperature associated with the coupling αQCD|∆ηA(µ=0) at a given finite quark chemical
potential. In summary, the influence of the three-dimensional regularization scheme appears to
be rather mild which, however, might be a consequence of the applied scale fixing procedure.
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Figure 5.7: Phase boundary associated with the spontaneous breakdown of at least one of the
fundamental symmetries as obtained from the Fierz-complete ansatz (5.1) including dynamic gauge
fields. The scale dependence of the gauge coupling gs is computed from Eq. (5.7) with the anomalous
dimension ηA for Nf = 2 either taken from Refs. [392, 393] (red line denoted by αQCD) or given
by the approximation (5.11), with the quark contribution (5.12) evaluated at zero quark chemical
potential (yellow line denoted by αQCD|∆ηA(µ=0)) or at finite quark chemical (green line denoted by
αQCD|∆ηA(µ)), see main text for details.
The finite-temperature phase boundary as determined with a µ-dependent quark contribution
to the gauge anomalous dimension is depicted by the green line in Fig. 5.7 labeled αQCD|∆ηA(µ).
The in-medium effects on the running gauge coupling tend to further increase the critical
temperature while the effect is stronger for larger chemical potentials. At µ/T0 = 4.4, the
critical temperature is increased by almost 40% compared to the results computed with the
coupling αQCD. An intriguing result is that the dominances along each phase boundary in
Fig. 5.7 remain completely unaffected. The solid lines indicate again a dominance of the
scalar-pseudoscalar coupling, the dashed lines a CSC dominance and the dotted lines a
transition region characterized by a “mixed” dominance pattern. As the differences between
the underlying computations concern the gauge sector, this finding is another indicator that
the dominance pattern is determined by the dynamics in the quark sector.
At this point, let us emphasize once more that the results of the computation with the
quark contribution (5.12) has to be taken with care and that our analysis of such in-medium
effects is only qualitative. Foremost, the three-dimensional regularization scheme used in the
computation of the quark contribution implies a different relation of scales and therefore the
comparability to the computation based on a covariant regularization scheme is limited. As
discussed in Sections 3.2 and 4.2.4, three-dimensional regularization schemes lack locality
in the temporal direction and potentially amplify effects which are associated with this
temporal direction such as the influence of the temperature or the quark chemical potential,
see also our discussion of the curvature of the finite-temperature phase boundary at zero quark
chemical potential in Section 5.3.2. Thus, the increased critical temperature resulting from a
computation with the coupling αQCD|∆ηA(µ) might be overestimated. Furthermore, the applied
scale fixing procedure leads to a critical scale kcr/T0 ≈ 3.5 in the vacuum limit as compared
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to kcr/T0 ≈ 2.6 obtained in a computation with the coupling αQCD. The different approaches
will therefore lead to different values for the low-energy observables, with the consequence
that a direct quantitative comparison is limited. Nonetheless, qualitative comparisons are still
considered meaningful.
5.3.2 UA(1) symmetry
The initial conditions of the RG flow chosen so far leave the axial UA(1) symmetry intact.
All couplings of the four-quark self-interactions are set to zero at the UV scale Λ and are
generated dynamically by gluodynamics in the course of the flow. In, e.g., Refs. [392, 393],
the omission of UA(1)-violating interaction channels is based on the assumption that these
interactions become relevant only in the regime governed by spontaneous symmetry breaking.
Our Fierz-complete basis B composed of the 10 four-quark interaction channels (4.59)-(4.68)
is effectively reduced to eight interaction channels in case of the UA(1) symmetry being intact.
Recall that the sum rules (4.69) and (4.70) imply that two of the couplings associated with
the four UA(1)-violating interaction channels of our basis B are not independent. The sum
rules are exactly fulfilled at all scales in the symmetric phase and for all k & kcr in the phase
governed by spontaneous symmetry breaking. In the latter case, the UA(1) symmetry may
potentially be broken spontaneously below the symmetry breaking scale kcr, although this
cannot be resolved in our present study.
In our analysis of the NJL model in Section 4.3.3, we have observed that UA(1) sym-
metry breaking influences the dominances of the four-quark couplings in terms of their
relative strength along the finite-temperature phase boundary. In particular, we have found
explicit UA(1) symmetry breaking to be important for the formation of the conventional CSC
ground state at intermediate and large values of the chemical potential. In the present study,
the four-quark couplings are dynamically generated by the gauge fields. Following the critical
temperature Tcr(µ) as a function of the quark chemical potential, we observe different regions
characterized by a distinct “hierarchy” of four-quark couplings which are remarkably robust
against variations of the running gauge coupling, see Figs. 5.4 and 5.7. The scalar-pseudoscalar
interaction channel dominates the dynamics at small quark chemical potential, signaling the
formation of the chiral condensate, while at higher quark chemical potential the dominance of
the conventional CSC coupling indicates the formation of a diquark condensate. The latter is
observed in spite of the intact UA(1) symmetry in our considerations thus far. Only at chemical
potentials between 1.7 . µ/T0 . 2.0, we observe a transition region which is characterized by
several equally strong interaction channels, see our discussion above. Moreover, the dominance
of the CSC coupling is always accompanied by an equally strong (S + P )adj− -channel as a
direct consequence of the intact UA(1) symmetry: The sum rule (4.69) ties the modulus of
the CSC coupling to the modulus of the (S + P )adj− -coupling.
In order to probe the influence of explicit UA(1) symmetry breaking, we study in the following
the RG flow for UA(1)-violating boundary conditions for the four-quark couplings. The strength
of UA(1) breaking is controlled by the initial value of the (S + P )−-coupling. The associated
four-quark interaction channel is related to the so-called ’t Hooft determinant [223, 224],
see Eq. (4.57) in Section 4.3.1 and also Refs. [119, 239, 416–418]. The values of the other
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Figure 5.8: Phase boundary associated with the spontaneous breakdown of at least one of the
fundamental symmetries as obtained from the Fierz-complete ansatz (5.1) under the influence of
explicit UA(1) symmetry breaking. The running gauge coupling αQCD is derived from Eq. (5.7) with
the anomalous dimension ηA for Nf = 2 taken from Refs. [392, 393]. The strength of the initial explicit
UA(1) symmetry breaking is controlled by the value of the (dimensionless) renormalized coupling of
the (S + P )−-channel at the UV scale Λ, the values of all other four-quark couplings continue to be
initially zero. The phase boundary is shown for UA(1)-symmetric boundary conditions and for the
UA(1)-violating initial conditions λ(UV)(S+P )− = 0.01, 0.1, 1.0 . A dominance of the scalar-pseudoscalar
interaction channel is depicted by a solid line and a dominance of the CSC channel by a dashed line
(the case of “mixed” dominances occurring for UA(1)-symmetric boundary conditions is indicated by a
dotted line although hardly visible in this depiction, see inset or Fig. 5.4). See main text for details.
four-quark couplings remain zero at the UV scale Λ, while for each choice of the initial
(S+P )−-coupling the UV value of the gauge coupling gs(Λ) is adjusted to preserve the critical
temperature Tcr(µ = 0) = 132MeV at zero chemical potential.
First, we can again analyze the fate of the UA(1) symmetry breaking at finite temperature
and quark chemical potential as measured by the sum rules (4.69) and (4.70). Adopting
the normalization (4.74), we observe the exact same qualitative behavior as discussed in
Section 4.3.3: At small quark chemical potential close to the critical temperature Tcr(µ), the
UA(1) breaking is driven by the dynamics of pions and increases toward the IR as indicated by
increasing ratios R1 and R2, with R2  R1 owing to the dominance of the scalar-pseudoscalar
interaction channel. At larger chemical potentials, the strength of UA(1) symmetry breaking
becomes also stronger as the phase boundary is approached from above, now driven by the
dynamics of diquark degrees of freedom associated with the CSC channel. As a consequence,
R1 and R2 are of the same order of magnitude since both depend on the CSC coupling. In
either case, for increasing temperature, the UA(1) breaking remains more and more on the
initial level as defined by the UA(1)-violating boundary conditions in the UV since quark
fluctuations become thermally suppressed. Note that the exact quantitative results certainly
depend on the choice for the initial UV value of the (S + P )−-coupling.
Let us now compare the phase diagram as obtained with the UA(1)-symmetric initial
conditions employed before, i.e., all four-quark couplings are initially set to zero, to the phase
diagrams resulting from UA(1)-violating initial conditions. The strength of the explicit UA(1)
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Figure 5.9: Values of the various (dimensionful) renormalized couplings at k = 0 as functions of the
quark chemical potential for temperatures (T −Tcr(µ))/T0 ≈ 0.002 slightly above the respective critical
temperature at given quark chemical potential, illustrating the “hierarchy” of the four-quark couplings
in terms of their relative strength along the phase boundary (blue line in Fig. 5.8). The values of
the couplings are shown for the UA(1)-violating initial conditions with λ(UV)(S+P )− = 1.0, normalized by
the coupling λ¯(σ-pi) of the scalar-pseudoscalar interaction channel at k = 0 and zero quark chemical
potential.
breaking at the initial UV scale Λ is controlled by the value of the (dimensionless) renormalized
coupling of the (S+P )−-channel which we choose to assume the values λ(UV)(S+P )− = 0.01, 0.1, 1.0 .
In all computations we use the running gauge coupling αQCD determined from Eq. (5.12)
with the gauge anomalous dimension ηA taken from Refs. [392, 393] for Nf = 2. In Fig. 5.8,
the various phase diagrams as obtained with the different boundary conditions are shown. It
is remarkable how little the critical phase temperature as a function of the quark chemical
potential is affected by the strength of the initial explicit breaking of the UA(1) symmetry,
although the strength in terms of the initial value of the (S + P )−-coupling is varied over
three orders of magnitude. Across the entire range of chemical potentials shown in this
figure, the variation of the critical temperature is less than 1.3%.12 In all cases, we observe a
dominance of the scalar-pseudoscalar coupling at small quark chemical potentials, depicted by
the solid lines in Fig. 5.8. The transition region of “mixed” dominances for chemical potentials
between 1.7 . µ/T0 . 2.0 present in case of UA(1)-symmetric initial conditions vanishes
for all considered UA(1)-violating initial conditions. The dominance changes directly from
the scalar-pseudoscalar channel to the CSC channel at µχ/T0 ≈ 2.0 (1.9, 1.8) for the initial
coupling λ(UV)(S+P )− = 0.01 (0.1, 1.0) of the UA(1)-violating (S + P )−-channel as indicated by
the dashed lines in Fig. 5.8.
The “hierarchy” of the various four-quark couplings in terms of their relative strength
along the phase boundary is shown in Fig. 5.9 for the initial coupling λ(UV)(S+P )− = 1.0. This
12 For all initial conditions of the computations shown in Fig. 5.8, the symmetry breaking scale in the vacuum
limit remains at approximately kcr/T0 ≈ 2.6. Still, the direct quantitative comparison of the phase boundaries
has to be taken with some care as the different computations do not necessarily lead to the same values of
low-energy observables.
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figure shows again the IR values of the (dimensionful) renormalized couplings at k = 0 as
functions of the quark chemical potential for temperatures (T −Tcr(µ))/T0 ≈ 0.002 just above
the respective critical temperature at given chemical potential. The values are normalized
by the scalar-pseudoscalar coupling λ¯(σ-pi) at zero chemical potential. We again observe a
clear dominance first of the scalar-pseudoscalar interaction channel below µχ/T0 ≈ 2.0 and a
clear dominance of the CSC interaction channel for larger values of the chemical potential.
Compared to Fig. 5.6 with the values obtained from a computation with UA(1)-symmetric
boundary conditions, the dominances appear even more pronounced in the present case. In
particular, the CSC channel is not accompanied anymore by an equally strong (S + P )adj− -
coupling. The latter assumes considerably smaller values for µχ/T0 & 2.0 in comparison to the
computation with intact UA(1) symmetry, while the CSC coupling assumes even slightly larger
values. We conclude from our findings that the breaking of the UA(1) symmetry plays an
important role in shaping the “hierarchy” of four-quark couplings and thus in the formation of
associated condensates as indicated by the dominances. This observation specifically confirms
the importance of explicit UA(1) breaking for the formation of the conventional CSC ground
state at higher chemical potentials as already discussed in Section 4.3.3. In this respect, we
again refer to early seminal works on color superconductivity, see, e.g., Refs. [98–100, 102–
104, 109, 110, 420, 421]. Let us emphasize, however, that the change in the “hierarchy” from
a dominance of the scalar-pseudoscalar coupling to a dominance of the CSC coupling at
µχ/T0 ≈ 2.0 is remarkably insensitive to the initial strength of explicit UA(1) symmetry
breaking as controlled by the initial coupling λ(UV)(S+P )− . This change in the “hierarchy” of
four-quark couplings is a non-trivial outcome completely determined by the dynamics of the
system itself.
To close this section, we briefly comment on the curvature of the finite-temperature phase
boundary at small chemical potential, see Eq. (4.40) in Section 4.2.3 for the definition. The
values of the curvature as obtained from the various computations presented in this section
are summarized in Table 5.1. Compared to the phase boundary from the NJL model study,
we find the curvature to be significantly decreased in our study including dynamical gauge
degrees of freedom. The value is reduced by approximately 38%. At least as long as the gauge
coupling does not receive any corrections from the presence of a finite chemical potential,
the critical temperature at small chemical potentials as measured by the curvature appears
to be insensitive to the different settings considered here. These different settings include
computations using the running gauge couplings denoted by αQCD and αYM as well as
computations with varied initial conditions to incorporate explicit UA(1) symmetry breaking
at the initial cutoff scale. Taking into account in-medium effects on the quark contribution
to the gauge anomalous dimension, however, the curvature might be significantly changed.
With our estimate of such effects as discussed in Section 5.3.1, we observe the curvature to be
further reduced by about 43%. However, note that the adopted scale fixing procedure applied
to the different computations of the finite-temperature phase boundary might lead to different
values of low-energy observables in each setting which makes a direct quantitative comparison
difficult. In particular the computation with the µ-dependent quark contribution to the gauge
anomalous dimension is to be understood as only a qualitative assessment of the impact since









(S+P )− = 1.0 0.046
Table 5.1: Curvature κ of the finite-temperature phase boundary at µ = 0 as obtained from the
various computations discussed in this section, see Figs. 5.4, 5.7, and 5.8.
Moreover, the symmetry breaking scale kcr in the vacuum limit differs already significantly,
see our discussion in Section 5.3.1. In fact, the comparison of our results for the curvature to
lattice QCD studies [63, 431] suggests that the computation (5.12) of a µ-dependent quark
contribution to the gauge anomalous dimension tend to overestimate the in-medium effects,
thus leading to a probably too strong decrease of the value of the curvature. A summary
of recent results for the curvature extracted from lattice computations indicate the range
κ ∼ 0.045 . . . 0.203 [431]. However, a direct comparison to these results is only possible to a
limited extent as they were typically obtained from computations close to the physical point
including strange quark fluctuations. Indeed, the curvature determined in the chiral limit by
assuming a second-order critical scaling rather tend to the lower bound of this range [431],
approximately agreeing with the results from our computations neglecting in-medium effects
on the gauge anomalous dimension.
5.4 Conclusions
In the studies presented in this chapter, we have analyzed the RG flow of the couplings
of effective four-quark interactions in the pointlike limit which are dynamically generated
by gluodynamics. Building on our Fierz-complete NJL model study with two quark flavors
coming in Nc = 3 colors, see Section 4.3, we have incorporated the gluodynamics by extending
the ansatz (4.3) for the effective action with the basis of four-quark interaction channels
parametrized by Eqs. (4.59)-(4.68) to include dynamic gauge fields, leading to the ansatz given
by Eq. (5.1). For our computation in the Feynman gauge, the gauge propagator was assumed
to be of the simplified form (5.6). With this study, we have taken a step toward a top-down
first-principles approach to analyze the phase structure of QCD at finite temperature and
quark chemical potential. Working in the chiral limit, the only parameter is given by the
strong coupling gs which we set at a large initial UV scale in the perturbative regime while
the scale dependence was determined by the gluon anomalous dimension ηA. Incorporating
the fundamental microscopic degrees of freedom allowed us to initiate the RG flow at much
higher scales, thereby extending the range of applicability in terms of the external control
parameters, namely temperature and quark chemical potential.
Our findings indicate that the incorporation of gluodynamics with fluctuation induced
effective four-quark self-interactions leads to significantly increased critical temperatures at
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larger values of the quark chemical potential in comparison to the results as obtained from
our NJL-type model discussed in Section 4.3. Assuming that the critical temperature can be
related to the magnitude of the energy gap in a color superconducting phase of quark matter
at vanishing temperature, the results of our computation including dynamic gauge fields
suggest a larger energy gap associated with the diquark condensate at higher densities. The
finite-temperature phase boundary appears to be very stable against variations in the specific
scale dependence of the strong coupling, at least as long as in-medium effects on the quark
contribution to the gauge anomalous dimension are not included. We have found the shape of
the finite-temperature phase boundary to be significantly affected by the µ-dependent quark
contribution (5.12) to the gauge anomalous dimensions. This finding suggests that in-medium
effects on the matter back-coupling to the gauge sector might play a more important role at
higher densities. We emphasize, however, that our analysis of such in-medium effects were only
qualitative. The observed effect is possibly overestimated as the employed three-dimensional
regularization scheme lacks locality in the direction of time-like momenta as opposed to
covariant regularization schemes and might thus tend to amplify these effects.
In order to improve our results on a quantitative level, the truncation (5.1) which we have
employed as an ansatz for the effective average action can be extended in the gluon sector as
well as in the matter sector, see, e.g., Refs. [192, 195, 196] for recent FRG studies at vanishing
quark chemical potential aiming at quantitative precision. Already at the present level, the
quark propagator receives corrections in form of the wavefunction renormalizations Z‖ψ and Z⊥ψ
which we have set to one in our computation thus far. Further improvements can be achieved
by taking into account the explicit dependence of the RG flow equations of the four-quark
couplings on the anomalous dimensions and, in particular in the presence of a heat bath
and at finite quark chemical potential, the splitting of the gluon propagator into electric and
magnetic components as shown in Eq. (5.2), see also Ref. [196].
Toward the IR, the treatment of the four-quark interactions in the pointlike limit does not
allow us to access the phase governed by spontaneous symmetry breaking. The introduction
of mesonic auxiliary fields by means of a Hubbard-Stratonovich transformation or applying
the more advanced technique of dynamical hadronization [337, 380, 396, 398], see, e.g.,
Refs. [192, 193, 195, 397] for their application to QCD, would allow us to access the phase
of spontaneously broken symmetry. The latter effectively implements continuous Hubbard-
Stratonovich transformations of four-quark interactions in the RG flow. Following the approach
of our NJL-type model studies in Chapter 4, in order to gain at least some insight into the
structure of the ground state in the phase governed by spontaneous symmetry breaking, we
have analyzed the “hierarchy” of the four-quark couplings in terms of their relative strength.
At small quark chemical potential, a clear dominance of the scalar-pseudoscalar interaction
channel associated with chiral symmetry breaking is observed. Interestingly, this dominance is
not trigged by the specific choice for the initial conditions of the four-quark couplings as all
couplings are initially set to zero and are only fluctuation-induced in the course of the RG flow.
This means that it is solely determined by the dynamics of the gluons and quarks. Starting
from approximately µχ/T0 & 2.0, we observe a change in the “hierarchy” to find the phase
boundary to be clearly dominated by the CSC coupling which is related to the formation of the
most conventional color superconducting condensate in two-flavor QCD. We emphasize that
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the dominances themselves as well as the location µχ of the transition to the CSC dominance
were found to be remarkably robust against the various settings of our computations. The
little influence of the different running gauge couplings which we have considered might point
to the fact that the dominances are largely determined within the quark sector. Note again
that the dynamics were not influenced by any kind of fine-tuning of the boundary conditions
for the four-quark couplings which would in general favor particular channels. However, the
analysis based on the “hierarchy” of the four-quark couplings must certainly be taken with
some care. A dominance of a specific four-quark coupling does neither guarantee the formation
of an associated condensate in the IR nor does it exclude the formation of other condensates.
In order to probe the underlying dynamics further, we have analyzed the influence of UA(1)-
violating initial conditions on the critical temperature as a function of the quark chemical
potential and on the dominances of the four-quark couplings along this finite-temperature
phase boundary. Even at large chemical potential, the considered strengths of explicit UA(1)
symmetry breaking at the initial UV scale showed surprisingly little effect on the shape of the
phase boundary. The UA(1)-violating initial conditions as opposed to the UA(1)-symmetric
RG flow, however, do influence the “hierarchy” of the four-quark couplings along the phase
boundary, visible in the vanishing of the “mixed” phase and the amplification of the dominance
of the scalar-pseudoscalar interaction channel at small chemical potential as well as of the
CSC-channel dominance at high chemical potential. The location µχ of the change of the
dominances is again not affected. From this observation we conclude that the UA(1) symmetry
breaking plays indeed an important part in the formation of the condensates as associated
with the dominances, in particular regarding the formation of the conventional CSC ground
state at higher chemical potentials [98–100, 102–104, 109, 110, 420, 421].
Lastly, we would like to note again that our present truncation can be further improved
on a quantitative level. Still, our analysis already provides important insights into the phase
structure at finite temperature and quark chemical potential and consolidates the findings
obtained earlier from our Fierz-complete NJL-type model study in Section 4.3. Moreover,
incorporating the fundamental microscopic degrees of freedom of QCD, i.e., quarks and gluons,
combined with the Fierz-complete set of four-quark interactions enables us to identify the
relevant low-energy effective degrees of freedom in approaching the long-range physics and to
determine, or at least to constrain from first principles the couplings of a suitable truncation
in order to describe the low-energy dynamics, especially at finite temperature and/or quark
chemical potential. In this way, the range of applicability of such an approach in terms of the
external control parameters can be extended. This might prove very valuable, e.g., to study





In spite of substantial advances in the development of fully first-principles approaches to QCD in
recent years, the regime of cold strong-interaction matter at higher densities remains notoriously
difficult to access. This applies in particular to the EOS of cold QCD matter at baryon number
densities nB ∼ (2−10)n0, in terms of the nuclear saturation density n0 ≈ 0.16/fm3, which are
believed to be reached inside neutron stars, see, e.g., the reviews [56, 148]. The understanding
of QCD matter at these densities is thus essential for studies of neutron stars, with the EOS
being the key input. However, while lattice Monte Carlo techniques are being plagued by the
sign problem [74], only the two limits of low and asymptotically large densities are currently
considered accessible in a well-controlled manner: Nuclear matter at lower densities up to
nB . 2n0 can be very successfully described by employing chiral EFT, see, e.g., Refs. [283, 286],
and asymptotic freedom allows the application of perturbation theory at very high densities
beyond nB & 70n0 [302, 306], see also our discussion in Section 2.3. Still, toward intermediate
densities both approaches develop large uncertainties and do not allow reliable theoretical
calculations of the EOS in this regime.
Given the obstacles to perform calculations from first principles at intermediate densities,
much of our knowledge about strong-interaction matter in this regime relies thus far on
phenomenological low-energy effective models (LEMs) of QCD such as the NJL model and
its relatives. However, model studies inevitably bear certain shortcomings. First of all, a
specific LEM must define a priori the relevant degrees of freedom, commonly based on
phenomenological reasoning. While quarks and gluons are expected to play an important
role at higher densities, the overall conception of relevant effective degrees of freedom in
terms of condensates, important interaction channels and essential driving fluctuations is
still not definite. For instance, the transition from hadronic matter at low densities to quark
matter at high densities is still far from being fully understood, see, e.g., Refs. [50, 51, 56] for
reviews. In fact, the relevant fluctuations and degrees of freedom are in general dynamically
changing across scales, and in particular across different density regimes. Moreover, every
LEM depends on a set of model parameters which must be fixed. Typically, the parameters
151
152 low-energy regime and equation of state
are chosen such that a certain set of low-energy observables is reproduced in the vacuum limit.
Unfortunately, this procedure might not determine every model parameter unambiguously. In
addition to that, the parameters fixed in this way are usually kept at their vacuum values
also for an analysis of the physical system at finite values of external control parameters such
as temperature and/or quark chemical potential, thereby neglecting the possible dependence
of the model parameters on these external control parameters. Lastly, LEMs, such as the
NJL model and the quark-meson model, trade in the fundamental microscopic degrees of
freedom for effective low-energy ones, in this way achieving a more efficient description of the
low-energy dynamics. This entails, however, that the LEM is subject to a finite UV extent as
it is limited by a validity bound, see our discussion in Section 3.3. This also limits the range of
applicability in terms of external parameters. Choosing then too large values for the external
control parameters bears the risk to resolve unphysical details of the regularization scheme.
As a results, although LEMs are still very valuable for our understanding of strong-interaction
matter at higher densities, they are not capable of providing an overall description of QCD
matter over a wider range of scales and densities, especially with regard to the necessity to
account for changing relevant degrees of freedom which govern the dynamics.
Against this background, functional methods are very promising, as these approaches are
able to incorporate the change from fundamental microscopic degrees of freedom at high
momentum scales to effective ones associated with a low-energy description at small momentum
scales, see, e.g., Refs. [193]. Thus, they might provide the ideal tools allowing the computation
of cold strong-interaction matter at intermediate densities, i.e., in the regime between the
limits of small and very large densities which are accessible by nuclear theory methods such
as chiral EFT and by perturbative QCD, respectively. Recent FRG studies of QCD, see, e.g.,
Refs. [192, 194–197], mark important milestones in the progress toward quantitative studies
of strong-interaction matter from first principles.
In our approach adopted so far, the EOS of cold dense QCD matter is not directly accessible
as its computation requires to solve the RG flow down to the long-range limit k → 0: With
our ansatz (5.1) discussed in Section 5.1, the RG flow of the four-quark couplings in QCD is
described by the corresponding β functions which are derived with the help of the Wetterich
equation. Starting with gluodynamics at high energy scales from first principles, the four-
quark self-interactions are dynamically generated and constitute the first effective interactions
being essential for the dynamics of the matter sector toward the low-energy regime. There,
the fermion self-interactions are treated in the pointlike limit, i.e., in the limit of vanishing
external momenta, which allows us to make use of a Fierz-complete basis capturing all
possible interactions of this type compatible with the underlying symmetries. The pointlike
approximation breaks down when a condensate is generated, leading to the spontaneous
breaking of related symmetries. The regime of cold dense QCD matter, however, is governed
by spontaneous symmetry breaking. As a consequence, the RG flow in terms of four-quark
couplings associated with the fermion self-interactions in the pointlike limit can only be
evolved from the initial UV scale Λ down to the critical scale kcr. At this scale, the four-quark
couplings develop a singularity, signaling the onset of spontaneous symmetry breaking and
the formation of a corresponding condensate. Still, in order to compute thermodynamic
observables, the remaining low-energy fluctuations associated with the remaining RG flow
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down to k = 0 must be integrated out as well. This requires to go beyond the pointlike
limit as the information on bound-state formation is encoded in the momentum structure
dependencies of the associated vertices. In the study presented here, we thus connect the
RG flow of the four-quark couplings to a new ansatz at a transition scale Λ0, i.e., a new
parametrization of the truncation in order to describe the dynamics at scales k < Λ0 and to
integrate out the remaining associated low-energy fluctuations. As this new ansatz for the
low-energy regime defines in fact a low-energy effective model if it is considered by itself,
we shall refer to this ansatz as LEM ansatz or LEM truncation. In order to find a suitable
ansatz, we make use of the “hierarchy” of the four-quark couplings in terms of their relative
strength to identify the dominant interactions among the Fierz-complete basis and hence
the associated condensates which are expected to be formed in the IR. Guided by these
dominances, the LEM ansatz is chosen to include corresponding auxiliary fields to account for
the formation of these condensates. This amounts to a Hubbard-Stratonovich transformation of
the dominant interaction channels at the given scale Λ0, which introduces the auxiliary bosonic
degrees of freedom.1 Since we find the scalar-pseudoscalar channel to be most dominant at low
densities and the diquark channel to be most dominant at intermediate and high densities, the
Hubbard-Stratonovich transforms of these two couplings lead to a quark-meson-diquark-model
truncation for the description of the dynamics in the low-energy regime. The formation of
a condensate is then indicated by the system developing a ground state with a non-zero
expectation value of the associated auxiliary field. We use the QCD flow of the four-quark
couplings not only to determine the relevant auxiliary bosonic degrees of freedom in the
low-energy regime but also to fix the couplings of the LEM truncation at the transition
scale Λ0. In this way, these free parameters can be unambiguously determined and also take
into account modifications due to finite values of the external control parameters temperature
and quark chemical potential. Moreover, we apply the concept of RG consistency discussed in
Section 3.3 in order to remove potential cutoff and regularization scheme dependencies in the
computation based on the LEM ansatz. By making use of “pre-initial” flows which provide
an RG-consistent UV completion, together with the determination of the free parameters by
employing the temperature- and chemical-potential-dependent QCD flow of the four-quark
couplings, the range of applicability of the LEM truncation in terms of the external control
parameters can be extended in comparison to conventional low-energy effective models as, e.g.,
defined by the LEM ansatz considered by itself. Eventually, the effective action as computed
from the LEM truncation in the limit k → 0 gives access to thermodynamic quantities. To
be specific, with this approach we are able to compute the EOS of isospin-symmetric QCD
matter at intermediate densities. Remarkably, our results for the pressure as a function of
the baryonic number density are found to be consistent with computations based on chiral
EFT interactions at lower densities as well as with perturbative QCD at asymptotically high
densities.
This chapter is organized as follows: In Section 6.1.1, we identify the relevant low-energy
effective degrees of freedom by analyzing the dominances of the four-quark couplings in
1 In fact, the divergence of the four-quark couplings at a finite scale kcr is an artifact of the pointlike approximation.
The partial bosonization in terms of the Hubbard-Stratonovich then allows to resolve part of the momentum
dependences and thus to access the deep IR.
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the pointlike limit at zero temperature and finite quark chemical potential. Based on these
considerations, in order to describe the dynamics in the low-energy regime, we introduce the
LEM ansatz for the effective action as found from a Hubbard-Stratonovich transformation
of the dominant four-quark interaction channels, leading to a quark-meson-diquark-model
truncation. Applying the concept of RG consistency, potential cutoff and regularization scheme
dependences are at least partially removed from our computation by implementing “pre-initial
flows”. The latter serve as an RG-consistent UV completion to the LEM truncation. The details
of our procedure to integrate out the remaining low-energy fluctuations, i.e., to solve the RG
flow down to the long-range limit k → 0, are outlined in Section 6.1.2. There, we also illustrate
the effect of an RG-consistent computation as opposed to conventional LEM computations by
discussing different examples. In Section 6.1.3, we discuss how the free parameters of the LEM
truncation are determined with the help of the RG flow of the four-quark couplings in QCD.
We finally compute the EOS of cold dense isospin-symmetric QCD matter resulting from the
effective action of the LEM truncation in Section 6.2. Along with the pressure as a function of
the density, we also present our findings on the speed of sound which is an important quantity
in astrophysical studies to characterize neutron star matter. We discuss our results in the
context of the findings as obtained from chiral EFT studies at low densities and perturbative
QCD approaches at high densities.
6.1 Low-energy dynamics
6.1.1 Low-energy effective degrees of freedom
As strong-interaction matter in the zero-temperature limit is governed by spontaneous symme-
try breaking associated with the formation of condensates, the four-quark couplings develop a
singularity at a finite critical scale kcr(µ). In order to integrate out the remaining fluctuations
in the low-energy regime, we employ an LEM ansatz to resolve the effective bosonic degrees
of freedom and thus to account for the formation of the corresponding condensates. The
relevant bosonic degrees of freedom are identified from first principles in QCD by making use
of the Fierz-complete RG flow of the four-quark couplings as obtained from the ansatz (5.1)
discussed in Section 5.1. In this approach, the aspect of Fierz completeness is essential in order
to determine the low-energy effective degrees of freedom in an unconstrained and unbiased
manner. The RG flow is initiated at the UV cutoff scale Λ = 10GeV. This large value ensures
that the condition µ/Λ 1 holds true for the considered range of values of the quark chemical
potential to avoid any cutoff and regularization scheme dependences. The four-quark couplings
are initially set to zero and are therefore dynamically generated by the gluodynamics as soon as
the RG scale k is lowered and fluctuations are integrated out, see our discussion in Section 5.2.
The scale dependence of the strong coupling is given by the one-loop running (5.9) which has
the advantage of being universal and not depending on details of the gauge fixing process.
Extracted from experimental measurements at the τ mass scale Mτ = 1.78GeV, the gauge
coupling is found to assume the value αs(Mτ ) = 0.330± 0.014 [38]. Evolved to higher scales
on the assumption of the one-loop running, this value corresponds to αs(Λ) ≈ 0.176± 0.004
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at Λ = 10GeV, which shall serve as the initial UV value of the strong coupling in our computa-
tions. The scale dependence of the gauge coupling as obtained from a computation at one-loop
order is completely sufficient for our purpose in this study. Well before the Landau pole (LP) of
the running gauge coupling at kLP ≈ 248MeV shows any effect, the RG flow of the four-quark
couplings shall be stopped at a transition scale Λ0 = 450− 600MeV in order to continue with
the LEM ansatz to integrate out the remaining low-energy dynamics. The transition scale
might be considered as the defined upper boundary of the low-energy sector. The figure in the
left panel of Fig. 5.1 in Section 5.1 shows that the running gauge coupling at one-loop order
differs only marginally at the relevant scales k ≥ 450MeV in comparison to, e.g., αQCD taken
from Refs. [392, 393]. Only for scales k . 800MeV, the running gauge coupling in one-loop
approximation assumes slightly larger values. In Section 5.3, we have tested the influence of
using the scale-dependent strong coupling αYM as obtained from Eq. (5.7) with ηA taken from
Refs. [392, 393] for Nf = 0, i.e., in pure YM theory. This coupling is similarly increased at the
scales 450MeV ≤ k . 1GeV, in fact even stronger than the gauge coupling at one-loop order,
cf. the right panel of Fig. 5.1. Still, we have found very little influence on the dominance
pattern of the four-quark couplings. Our findings suggest that the relative strengths of these
couplings are predominantly determined by the dynamics within the quark sector. Moreover,
see our discussion below in Section 6.1.3, the values of the four-quark couplings, which are
extracted from the RG flow at the transition scale Λ0 in order to determine the couplings of
the LEM ansatz, are rescaled such that the constituent quark mass is obtained in the vacuum
limit. This procedure fixes the scale of the low-energy dynamics and suppresses possible
influences which might originate from details of the scale dependence of the strong coupling.
In Fig. 6.1, the “hierarchy” of the (dimensionless) renormalized four-quark couplings along
the zero-temperature axis is shown as a function of the quark chemical potential. Note that
the finite-density region in the zero-temperature limit is governed by spontaneous symmetry
breaking, implying that the four-quark couplings always develop a singularity at a critical
scale kcr = kcr(µ) which itself depends on the quark chemical potential. In order to determine
the relative strengths, the couplings are evaluated at a scale slightly higher than the particular
critical scale at a given value of the chemical potential. To be specific, the couplings are
evaluated at k/k0 = kcr(µ)/k0 + 0.0039, with the critical scale kcr(µ = 0) ≡ k0 ≈ 256MeV in
the vacuum limit. Moreover, the values of the couplings are normalized to the coupling λ(σ-pi)
of the scalar-pseudoscalar interaction channel at zero quark chemical potential and at the
corresponding scale k/k0 = kcr(0)/k0 + 0.0039. The relative strengths show a clear dominance
of the scalar-pseudoscalar coupling at smaller chemical potentials and of the CSC coupling
at higher chemical potentials, indicating the formation of a chiral and a diquark condensate,
respectively. Note that the magnitude of the CSC coupling is equal to the magnitude of the
(S + P )adj− -coupling as a consequence of the UA(1)-symmetric RG flow. Here, we do not take
into account UA(1)-violating boundary conditions at the UV cutoff scale Λ as the effect is
found to be negligible at the scale Λ0 at which the RG flow of the four-quark couplings is
paused in order to continue with the LEM ansatz for the low-energy regime.2 Entering the
2 Comparing Figs. 5.6 and 5.9 in Chapter 5 suggests that explicit UA(1)-breaking initial conditions even amplifies
the dominances of the scalar-pseudoscalar coupling at small chemical potential and of the CSC coupling at
high chemical potential by suppressing the remaining couplings, in particular the (S + P )adj− -coupling. The
impact on the absolute values of the scalar-pseudoscalar and the CSC coupling is surprisingly small.
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Figure 6.1: Values of the various (dimensionless) renormalized couplings at k/k0 = kcr(µ)/k0 + 0.0039
(with the critical scale kcr(µ = 0) ≡ k0 ≈ 256MeV in the vacuum limit) as functions of the quark
chemical potential at zero temperature, illustrating the “hierarchy” of the four-quark couplings in
terms of their relative strength along the zero-temperature finite-density axis. The finite-density
region at zero temperature is governed by spontaneous symmetry breaking, implying a µ-dependent
critical scale kcr(µ) at which the four-quark couplings develop a singularity. In order to evaluate the
relative strengths of the four-quark couplings, the RG flow is stopped slightly above the particular
critical scale at the given quark chemical potential. The values of the couplings are normalized to the
coupling λ(σ-pi) of the scalar-pseudoscalar interaction channel at zero quark chemical potential and
k/k0 = kcr(0)/k0 + 0.0039, see main text for further details.
regime governed by spontaneous symmetry breaking, however, the UA(1) symmetry is broken
simultaneously. Therefore, it is legitimate to consider an ansatz for the low-energy sector
which explicitly breaks UA(1) invariance.
At this point, a comment is in order to put the dominance pattern observed in Fig. 6.1 into
context with the ones studied earlier, see, e.g., Fig. 5.6 in Section 5.3. Here, the dominances
appear to change from the scalar-pseudoscalar to the CSC channel already at the rather small
quark chemical potential µχ/k0 ≈ 0.5. Note, however, that in our present calculation the
critical scale k0 ≈ 256MeV in the vacuum limit is significantly smaller compared to the critical
scales obtained in our previous studies. As the critical scale sets the scale for the low-energy
observables, the small value of k0 implies that, e.g., the corresponding constituent quark
mass is smaller than the typically assumed value. For instance, the mean-field computation
in the one-channel approximation discussed in Section 4.1.3, which was used to fix the scale
in the Fierz-complete NJL model, relates the constituent quark mass mq = 0.3GeV to the
value k0 ≈ 484MeV of the critical scale in the vacuum limit (for the regularization scheme
also presently applied), which is almost twice as large as the critical scale obtained here. On
account of these deviating low-energy scales, a direct comparison of the four-quark couplings
as a function of the quark chemical potential is not meaningful. This observation indicates,
however, that the four-quark couplings as extracted from the RG flow in QCD in order to
determine the couplings of the LEM truncation must be appropriately rescaled to adjust the
ansatz to the low-energy scales as given by, e.g., the constituent quark mass, see our discussion
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below in Section 6.1.3. Alternatively, we may adapt the value of the strong coupling at the
initial scale Λ to adapt the low-energy scales accordingly.3
As indicated by the “hierarchy” of the four-quark couplings in Fig. 6.1, toward the IR the
dynamics of the quark sector is dominated by either the scalar-pseudoscalar interaction channel
or the CSC interaction channel. Since the gluon sector is expected to decouple from the matter
sector at lower momentum scales, see, e.g., Refs. [186, 192, 193, 195, 211, 380, 381, 432], and
all the remaining four-quark interactions become insignificant in contrast to the dominant
channels, we assume the effective action at the transition scale Λ0 to be well described by the
















at leading order of the derivative expansion. The effective action Γ(QCD)Λ0 at the transition
scale k = Λ0 as obtained from the RG flow in QCD at higher scales thus provides the initial
form of the LEM truncation. We emphasize again that Λ0 should not be confused with kcr(µ).
In particular, Λ0 is chosen to be µ-independent in order to simplify scale fixing. Note that in
this spirit the renormalized four-quark couplings of Γ(QCD)Λ0 become the initial bare couplings
from the perspective of the LEM ansatz. However, the pointlike approximation of the four-
quark interactions does not allow us to access the regime governed by spontaneous symmetry
breaking as the formation of bound states requires to resolve the momentum dependence of
the associated vertices. In order to resolve part of the momentum structure, we introduce
auxiliary bosonic fields by means of a Hubbard-Stratonovich transformation of the purely
fermionic action S(F)LEM given by Eq. (6.1). On the level of the path integral, as discussed in














= 1 , (6.2)
with appropriate normalization N . The auxiliary fields can be considered as composites of two
quark fields. Phenomenologically, the scalar fields φT = (σ, ~piT) carry the quantum numbers of
the σ meson, σ ∼ (ψ¯ψ), and the pions, ~pi ∼ (ψ¯~τγ5 ψ), respectively. Here, the τi’s are the Pauli
matrices which couple the quark spinors ψ in flavor space. The sigma and the pion field do
not carry an internal charge, e.g., color, flavor or baryon number. The complex-valued scalar
fields ∆A carry the quantum numbers of diquark states, ∆A ∼ (ψ¯γ5τ2TAψC). As introduced
in Section 2.2, the latter corresponds to a JP = 0+ state, with the color index A referring
only to the antisymmetric color generators TA in the fundamental representation. By shifting
the auxiliary fields according to











3 For QCD in the chiral limit, there is in principle only one parameter, e.g., ΛQCD, and the values of all physical
quantities are universal in units of this parameter.
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The four-quark interactions have been replaced by Yukawa-type interactions between the
quark fields and the scalar fields φ and between the quark fields and the diquark fields ∆A
and ∆∗A, associated with the Yukawa couplings h¯(σ-pi) and h¯csc, respectively. More precisely,
the auxiliary bosonic fields mediate the four-quark interactions which effectively resolve part
of the momentum dependence of these interactions. The access to the momentum structure
now allows us to integrate out the remaining low-energy dynamics in the IR regime governed
by spontaneous symmetry breaking and to explicitly study the formation of condensates.
In our approach presented here, we employ the partial bosonized version in its instant
form and compute the effective action in a one-loop approximation where only the purely
fermionic loops are taken into account. To be more specific, we neglect the RG running of the
wavefunction renormalizations of the meson and diquark fields and set them to zero, i.e., we












2 + Z(∆)⊥ (|∆|2)|~∇∆|2 + Z(∆)‖ (|∆|2)|∂τ∆|2
+ 2µZ(∆)µ (|∆|2)(∆∂τ∆∗ −∆∗∂τ∆)
}
, (6.7)
where ∆∗O∆ ≡∑A ∆∗AO∆A and |O∆|2 ≡∑A |O∆A|2 with O being some operator acting on
the diquark fields. In general, such terms are dynamically generated due to quantum effects,
even if only purely fermionic loops are taken into account. Note that the fields in Eq. (6.7)
denote the corresponding classical fields associated with the quantum fields appearing in the
classical action (6.6). As before, in line with the approximations introduced above, we neglect
corrections to the wavefunction renormalization factors of the quark fields (as well as to the
quark chemical potential) and also the RG runnings of the Yukawa-type couplings. The latter
can thus be absorbed into the fields by appropriate redefinitions, leading to the mappings
h¯(σ-pi)φ→ φ , h¯csc∆A → ∆A , h¯csc∆∗A → ∆∗A . (6.8)
4 Note that the four-quark coupling λ¯csc always assumes negative values in the RG flow, see, e.g., Fig. 6.1,
implying that the mass parameter m¯2csc is positive - if we assume the Yukawa coupling h¯csc to be positive as
well - as it should be for the identity (6.2) to be well-defined.
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This allows us to recast the initial form of the LEM truncation into a formulation in terms
of the four-quark couplings again which directly connects to the effective action Γ(QCD)Λ0 as
















+ iψ¯Cγ5τ2∆ATAψ + iψ¯γ5τ2∆∗ATAψC
}
. (6.9)
With this ansatz we can eventually integrate out the remaining fluctuations in the low-energy
regime. From the effective action determined in the one-loop approximation, we can then
derive the Ginzburg-Landau-type effective potential for the bosonic fields which allows a
straightforward analysis of the ground-state properties. The formation of a chiral or a diquark
condensate corresponds to the chiral field φ or the diquark fields ∆A acquiring a non-zero
ground-state expectation value, respectively. The details of this computation are discussed in
the next section before we proceed to combine the LEM truncation (6.9) with the RG flow in
QCD at higher scales.
6.1.2 The quark-meson-diquark model and RG consistency
The ansatz (6.9) defines the low-energy effective degrees of freedom and, viewed as a low-energy
effective model by itself, amounts to the so-called quark-meson-diquark (QMD) model. Here,
we discuss some details of the QMD model and the computation of the effective action in a
one-loop approximation. In doing so, we adopt a more general point of view and also include
finite temperature in our considerations. In particular, we outline the implementation of
“pre-initial” flows to ensure RG consistency as introduced in Section 3.3, aiming at a consistent
removal of cutoff effects and at least parts of regularization scheme dependencies from the
QMD-model computation in the presence of finite external control parameters. The discussion
here sets the stage for the continuation of our QCD RG flow to access the IR regime governed
by spontaneous symmetry breaking, and to integrate out the remaining low-energy dynamics
based on the LEM/QMD-model truncation (6.9). Having obtained the RG-consistent effective
action in the long-range limit k → 0, we can eventually compute the EOS of isospin-symmetric
strong-interaction matter at finite densities in the zero-temperature limit.
Our discussion of RG consistency in the context of the QMD model has actually broad
implications and might prove very valuable for general studies of LEMs in QCD. Such models
are in fact consistent quantum field theories by themselves and can be embedded in QCD,
but typically have a physical ultraviolet cutoff which restricts their range of validity. The
recipe discussed here to ensure RG consistency might thus generally be helpful to remove
cutoff artifacts in studies of LEMs. It is worth noting that different LEM representations
of low-energy QCD can be mapped into each other within self-consistent and systematic
expansion schemes. Accordingly, the conceptional results obtained below in the context of
the QMD model extends straightforwardly to a broader class of representations of low-energy
QCD. The impact of truncation artifacts, however, might be limited to the specific model
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under investigation. For illustration, we analyze the impact of cutoff corrections enforced by
the RG-consistency condition on the zero-temperature EOS as obtained in a computation
taking into account only the quark-diquark sub-sector as well as the impact on the phase
diagram of the full QMD model in the plane spanned by the temperature and the quark
chemical potential. We demonstrate that violations of RG consistency significantly affect the
predictive power of the corresponding model calculations. Lastly, we consider the influence
of RG consistency on the zero-temperature EOS of the full QMD model which is the most
important case for our computation of the EOS of cold dense strong-interaction matter based
on the RG flow of the Fierz-complete set of four-quark couplings in QCD at higher scales.












+ iψ¯Cγ5τ2∆ATAψ + iψ¯γ5τ2∆∗ATAψC
}
, (6.10)
where h¯, m¯2 and ν¯2 are parameters at our disposal. For the computation in a one-loop
approximation, we employ the Wetterich equation in the form (3.24) and expand the meson
and diquark fields about homogeneous backgrounds φ¯ and ∆¯A, respectively. We then arrive
at the following result for the RG-scale dependent effective action:
1
V Γk[φ¯, {∆¯A}] =
1
V ΓΛ0 [φ¯, {∆¯A}]− 4L
(T )
k (Λ0, h¯
2φ¯2)− 8M (T )k (Λ0, h¯2φ¯2, |∆¯|2) , (6.11)
where V = βV = V/T is the space-time volume and |∆¯|2 = ∑A |∆¯A|2. The scale Λ0 denotes
the initial cutoff scale at which we assume a simple form of the effective action ΓΛ0 [φ¯, {∆¯A}],
see Eq. (6.9). Note that we do not indicate the dependence of Γk on the classical quark fields
corresponding to the quantum fields ψ in the action SQMD here and in the following as they
are set to zero.
The auxiliary functions L(T )k and M
(T )
k parametrize the loop integrals associated with
the effective action (6.11) in the presence of a heat bath with temperature T = 1/β. To
regularize the loop integrals, we employ the three-dimensional sharp regulator given by
Eq. (3.30) with (3.28) (and the replacement p → ~p ) in Section 3.2, which preserves chiral
symmetry. Despite conceptional deficits,5 the class of three-dimensional regularization schemes
is frequently used in QCD model studies since it allows to perform analytically the Matsubara
sums in at least some of the loop diagrams. The auxiliary functions then read
L
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5 Three-dimensional regularization schemes break the Poincaré symmetry explicitly since, by construction, they
do not regularize the time-like momentum modes and thus treat time-like and spatial momentum modes
differently. The explicit breaking of Poincaré invariance, which is even present in the vacuum limit, potentially
distorts the RG flow, see our discussions in Sections 3.2 and 4.2.4.













































~p 2(1 + rψ)2 + χ+ σµ
)2
+ ξ . (6.15)
The auxiliary quantities ω(σ)φ and ω
(σ)
∆ may be viewed as (infrared) regularized quasiparticle
energies. For ξ = 0, we use ω(σ)∆ = ω
(σ)
φ to preserve the Silver-Blaze property along the
axis associated with ∆¯ = 0. Evidently, for ξ = 0 and χ = 0, we then have ω(σ)φ = ω
(σ)
∆ =
|~p |(1 + rψ) + σµ. For the sharp-cutoff shape function these functions simplify to
L
(T )











































As expected, this regulator function cuts off small as well as large momenta sharply. For
k → 0, Eq. (6.11) together with the auxiliary functions L(T )0 and M (T )0 yields the standard
result for the effective action Γ[φ¯, {∆¯A}] ≡ Γk→0[φ¯, {∆¯A}] in the mean-field approximation.
Before we discuss the initial condition given by ΓΛ0 [φ¯, {∆¯A}] in Eq. (6.11) and how RG
consistency can be ensured, we would like to address first a subtlety in our calculation: In
contrast to a possible renormalization of the quark chemical potential driven by diagrams
with internal bosonic and fermionic lines, the renormalization of the chemical potential of the
diquarks associated with a term ∼ µ2|∆|2 is already included in our present analysis. Indeed,
the field-dependent renormalization factor Y ≡ Yk→0 of the diquark chemical potential is
given by
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Using Eq. (6.11) for the effective action, we find Y ∼ |∆|2 ln Λ0 + . . . . Thus, Y exhibits the
same dependence on the initial cutoff scale as expected for the renormalization factors of
kinetic terms, such as the ones for the diquark fields in Eq. (6.7). This coincidence in the
dependence on the initial scale of Y and, e.g., Z(∆)‖ is by no means accidental. It is rather
related to the more abstract symmetry of our model in the zero-temperature limit which
is associated with the Silver-Blaze property of quantum field theories [228–231] discussed
in Section 2.1.2, see in particular Eq. (2.37) for the definition of the associated symmetry
transformation. In general, this property is linked to the fact that the free energy should not
exhibit a dependence on the baryon/quark chemical potential at zero temperature, provided
that it is smaller than some critical value. Then, the corresponding symmetry is not violated.
The critical value is set by the (mass) gaps in the propagators of the fields associated with
a finite baryon number. Note that the gap is not necessarily given by the pole mass at a
finite scale k. In our RG study, for example, the gap may also arise for k > 0 from the IR
regularization of the propagator, see Ref. [230] for details.
In the presence of the symmetry associated with the Silver-Blaze property, a finite renor-





‖ , and Z
(∆)
µ of the diquark fields are in principle finite as well. In mean-field calcula-
tions, these renormalization factors are usually set to zero. Therefore, the resulting effective
action violates the Silver-Blaze property.6 As already stated above, we shall not compute
these renormalization factors in this work but set them to zero too. Since we shall fix the
couplings/parameters of our model at a scale k = Λ0 > µ in the zero-temperature limit, i.e., at
a point where the model is expected to respect the symmetry associated with the Silver-Blaze
property, we set the initial condition for the renormalization factor Y to zero as well. This
ensures that this property is at least manifestly present at the scale Λ0 at which we fix the
parameters of the model. However, the choice Yk=Λ0 = 0 does not imply that Y remains zero





‖ , and Z
(∆)
µ , the symmetry associated with the Silver-Blaze property is therefore in
general violated away from the scale Λ0. Still, the consideration of the renormalization factor
Y is required to ensure RG consistency within our model study, see below.
We assume that the parameters of the model are fixed at the scale k = Λ0 by means of an
ansatz for ΓΛ0 in Eq. (6.11). To be specific, we make the following ansatz for the effective









2 + ν¯2Λ0 |∆¯|2 , (6.19)
where m¯2Λ0 and ν¯
2
Λ0 are at our disposal and correspond to the parameters m¯
2 and ν¯2 in
the classical action (6.10). In conventional LEM studies of QCD, the model parameters are
typically fixed such that the physical values of a given set of low-energy observables are
recovered in the long-range limit from the effective action Γk→0. Here, we fix the parameters h¯,
m¯2Λ0 at Λ0/m¯q = 2 in the vacuum limit such that we obtain m¯q = h¯|φ¯0| ≈ 0.300GeV for the
6 Irrespective of the regularization scheme, the Silver-Blaze property of the theory is already violated by the fact
that the quasiparticle energies ω(σ)∆ are only positive semi-definite in (standard) mean-field approximations, see
Eq. (6.15).
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constituent quark mass and fpi = m¯q/h¯ ≈ 0.088GeV for the pion decay constant.7 As often
done in QMD model studies [106, 107, 115, 116], the remaining parameter ν¯2Λ0 is eventually
fixed via m¯2Λ0/(2h¯
2) = (3/4)ν¯2Λ0 .
It is worth mentioning that it is not only conventional to parametrize the effective action
as a quadratic form as given in Eq. (6.19) at some scale Λ0 ∼ 0.4 . . . 1GeV. It rather mimics
the form of the mesonic part of the effective action in QCD in this energy regime. Indeed, it
has been found in FRG studies of fundamental QCD that mesonic self-interactions of higher
orders are suppressed [186, 192, 193, 195, 211, 380, 381].
Although our ansatz ΓΛ0 for the effective action at the scale Λ0 mimics the situation in
QCD, the effective action in the long-range limit k → 0 as obtained from this ansatz does
not yet obey the RG-consistency condition (3.45) introduced in Section 3.3, i.e., we have
Λ0∂Λ0Γ 6= 0. Therefore, we now apply our general line of arguments detailed in Section 3.3 to
obtain an RG-consistent result for the effective action of our QMD model in the mean-field
approximation. Along these lines, cf. particularly Eq. (3.52) in our general discussion, we can
construct an RG-consistent effective action Γk→0 from (6.11) by adapting the effective action
at a scale Λ > Λ0 such that the effective action at scales k ≤ Λ0 remains unchanged in the
vacuum limit:
1
V Γk[φ¯, {∆¯A}] =
1
V ΓΛ[φ¯, {∆¯A}]− 4L
(T )
k (Λ, h¯
2φ¯2)− 8M (T )k (Λ, h¯2φ¯2, |∆¯|2) , (6.20)
with
1
V ΓΛ[φ¯, {∆¯A}] =
1




















Here, the term ∼ µ2 in Eq. (6.21) accounts for the renormalization of the chemical potential
of the diquarks. From our general discussion, see Eq. (3.53), we immediately conclude that by
construction the effective action Γ ≡ Γk→0 in the vacuum limit does not depend on the actual
scale Λ at which we fix ΓΛ , i.e., Λ∂ΛΓ|vac = 0.
Note that ΓΛ0 [φ¯, {∆¯A}] and ΓΛ[φ¯, {∆¯A}] obey a different dependence on the fields φ¯ and
∆¯A. This can readily be demonstrated for asymptotically large scales Λ. In this case, the
initial effective action ΓΛ receives Λ-dependent corrections only from terms up to fourth order


















7 In principle, the three parameters h¯(σ-pi), m¯2Λ0 , and Λ0 can be used to fix the constituent quark mass, the pion
decay constant, and the mass of the σ meson. Our line of arguments with respect to the RG-consistency criterion
can also be applied to this case. The appearance of three parameters is related to the fact that the Yukawa
coupling is marginally relevant with its RG flow being governed only by a Gaußian fixed point [333, 334].
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Here, we consider the derivative with respect to the scale Λ in order to remove any terms
which do not depend on Λ. The terms in Eq. (6.22) are related to the standard counterterms in
a perturbative computation corresponding to our present approximation. Note that constant
terms in this expansion of Λ∂ΛΓΛ about asymptotically large scales Λ gives rise to ∼ log Λ
terms in the associated expression for ΓΛ. In any case, in the long-range limit k → 0 at
T = µ = 0, the effective action (6.20) agrees identically with the one given in (6.11), as it
should be.
For a study with finite external control parameters, i.e., finite temperature and/or quark
chemical potential, the scale Λ must then be chosen sufficiently large such that cutoff artifacts
are suppressed. The latter may appear if Λ > Λ0 has initially been chosen too small for a
specific range of the considered parameter set. A priori, it may indeed be difficult to choose
a suitable value for Λ. However, our line of arguments given in Section 3.3 shows how this
issue can be resolved. Even more, it allows us to investigate systematically cutoff effects in
the presence of external parameters since the vacuum physics is left unchanged.8 Now, using
Eq. (6.20), we indeed find that the effective action Γ obeys the RG-consistency condition (3.45),
i.e., Λ∂ΛΓ[φ¯, {∆¯A}] = 0, in a strict sense in the limit Λ→∞ since






Moreover, we find from Eq. (6.20) that the renormalization of the diquark chemical potential
still vanishes identically at the scale Λ0, i.e.,
YΛ0(φ¯2, |∆¯|2) = 0 , (6.24)
as it should be. From Eqs. (6.20) and (6.21), however, we infer that ΓΛ0 depends on the
temperature as well as on the quark chemical potential and is no longer only quadratic in
the fields for T > 0 and/or µ > 0. This implies that RG consistency is in general violated
in conventional QCD low-energy model studies with fixed Λ0 = Λ since these modifications
of ΓΛ0 in case of non-zero external control parameters are not taken into account and the
quadratic form (6.19) is rather left unchanged for any value of the external parameters.
With our RG-consistent effective action at hand, i.e., Eq. (6.20) together with Eq. (6.21), we
are now in a position to determine the ground state of the system and to derive thermodynamic
quantities. Assuming a homogeneous ground state, the effective action is proportional to
the Ginzburg-Landau-type effective potential, i.e., Γ[φ¯, {∆¯A}] = VU [φ¯, {∆¯A}]], where the
proportionality factor is given by the space-time volume V as the effective action is an
extensive quantity. The global minimum of the effective potential in terms of the fields φ¯
and ∆¯A determines the stable quantum state of the theory. The formation of condensates
associated with spontaneous symmetry breaking is then described by a qualitative change
of the shape of the effective potential as corresponding fields acquire non-zero expectation
values. Moreover, from the point of view of statistical physics, the effective action is related
8 Of course, it is mandatory that the vacuum contributions to the effective action as well as those arising in the
presence of finite external parameters are regularized consistently, i.e., in exactly the same way, as worked out
in detail in Section 3.3, see also Ref. [433] for a discussion of this issue in terms of a Polyakov-loop extended
NJL model.
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to the Gibbs free energy and hence gives direct access to the EOS. More specifically, based
on the thermodynamic relations (2.23) introduced in Section 2.1.1, the pressure P is directly
obtained from the effective action in the form:






Here, the subscript ‘gs’ indicates that the effective action is evaluated on the global minimum,
i.e., on the ground-state (gs) configuration of the fields φ¯ and {∆¯A}, which depends on the
external control parameters. Note that we have normalized the pressure with respect to the
pressure in the vacuum limit. The latter is given by the second term on the right-hand side of
Eq. (6.25).
Before we shall demonstrate the implications of RG consistency, e.g., by an actual compu-
tation of the pressure, we stress that our line of arguments, which eventually led us to the
RG-consistency criterion in Section 3.3, goes qualitatively beyond what is sometimes called
extended mean-field theory in the literature. In fact, the vacuum fermion loop associated with
extended mean-field calculations is naturally included in an RG treatment and should anyway
not be discarded in any other approach, see, e.g., Refs. [333, 370, 434] for detailed discussions
of mean-field theory in the RG context and Refs. [366, 435] for approximative treatments
of RG consistency in LEMs of QCD. Moreover, it is clear from our line of arguments that
the manifestation of RG consistency in general requires to include the fully field-dependent
fermion loop and, beyond the mean-field approximation, it even requires to include the fully
field-dependent contributions from all loop diagrams considered in a specific calculation of
the quantum effective action. This also becomes apparent from the right-hand side of the
differential equation (3.50) which includes contributions from all fields of a given theory, e.g.,
by means of the Wetterich equation.
RG consistency I: the EOS of a quark-diquark model
In order to illustrate the effect of cutoff corrections as enforced by the RG-consistency condition,
we analyze in the following computations based on the developed RG-consistent effective
action (6.20) in different scenarios. We begin with a quark-diquark model as a reduced version
of the QMD model, i.e., we only keep the quark and diquark fields in the classical action (6.10),
and compute the EOS in terms of the pressure as a function of the quark chemical potential
in the zero-temperature limit. The corresponding RG-consistent effective action of such a
quark-diquark model can be obtained from the effective action (6.20) by setting the scalar








k (Λ, 0, |∆¯|2) , (6.26)
with
1
V ΓΛ[{∆¯A}] = ν¯
2
Λ0 |∆¯|2 + 8M
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where the last term on the right-hand side accounts again for the renormalization of the
diquark chemical potential. The contribution ∼ µ4 in Eq. (6.26) arises from quark degrees of
freedom which do not couple to the diquark fields and therefore appear as non-interacting
“spectators”. The parameter ν¯Λ0 is at our disposal and can be used to determine the ground-
state properties of the vacuum in this model. From a general fixed-point analysis, see our
discussion in Section 4.1.3 and, e.g., Ref. [109] for a mean-field analysis, it follows immediately
that two qualitatively distinct scenarios are possible. To be specific, we may choose ν¯Λ0 to be
positive but small such that already the ground state in the vacuum limit is governed by the
formation of a diquark condensate breaking the UV(1) symmetry of our model. Alternatively,
we may choose a sufficiently large value of ν¯Λ0 such that the UV(1) symmetry is only broken at
finite quark chemical potential due to the existence of a Cooper instability in the system but
remains intact in the vacuum limit. We therefore conclude that a critical value ν¯∗ (associated
with a non-Gaußian fixed point) exists which separates these two distinct scenarios from each
other.
The auxiliary function M (T )k in the limit T → 0 appearing in Eq. (6.26) simplifies for χ = 0
and ξ = |∆¯|2 > 0 to
M
(T→0)


















and for the three-dimensional sharp regulator function eventually to
M
(T→0)





2 − ~p 2)θ(~p 2 − k2)×
×
{√
(|~p |+ µ)2 + |∆¯|2 +
√
(|~p | − µ)2 + |∆¯|2
}
. (6.29)
As an explicit example, with the effective action (6.26) at hand, we compute the pressure
of the pure diquark model according to Eq. (6.25) (with φ¯gs set to zero). We set the free
parameter of this model to (ν¯Λ0/ν¯∗)2 = 4/3 where ν¯2∗ ≈ 0.036. Moreover, we set Λ0 = 0.6GeV
in the following. Phenomenologically speaking, our parameter choice implies that the UV(1)
symmetry is only broken at finite µ but remains intact in the vacuum limit, see our discussion
above. Thus, the ground state in the vacuum limit is governed by ungapped quarks.
In the left panel of Fig. 6.2, we show our results for the pressure P/PSB of our diquark
model, where PSB = µ4/(2pi2) denotes the Stefan-Boltzmann limit of the pressure, i.e., the
pressure of a free quark gas at zero temperature. We observe that cutoff effects become
continuously smaller when Λ/Λ0 is increased. Recall that, in our RG-consistent calculations,
an increase of Λ leaves the model in the vacuum limit unchanged. Moreover, we find that
the corrections to the results from the conventional mean-field study are significant. Indeed,
the pressure obtained from the conventional mean-field study underestimates the (effectively)
cutoff-independent result for the pressure as obtained from our RG-consistent mean-field
study (with Λ/Λ0 = 10) by about 10% at µ/Λ0 = 1/2. Thus, “cutoff contaminations” are
clearly visible even at values of the chemical potential which seem to be sufficiently small
compared to the originally chosen scale Λ0. At µ/Λ0 = 1, the results from the conventional
mean-field study and our RG-consistent mean-field study (with Λ/Λ0 = 10) then already
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Figure 6.2: Left panel: Pressure P/PSB of our diquark model as a function of the quark chemical
potential µ/Λ0 (with Λ0 = 0.6GeV) as obtained from conventional mean-field theory (MFT) with a
UV cutoff Λ = Λ0 (black line) as well as from RG-consistent MFT with Λ/Λ0 = 2, 3, 5, 10. Right panel:
Pressure P/PSB of our diquark model as a function of the quark chemical potential µ/Λ0 as obtained
from RG-consistent MFT with Λ/Λ0 = 10 together with the perturbative expression for the pressure at
leading order in the weak-coupling expansion, see Eq. (6.30). Moreover, we also show the gap ∆¯gs/Λ0
(gray line) as extracted from RG-consistent MFT with Λ/Λ0 = 10.
deviate by about 30%. Increasing µ even further, we observe that the pressure approaches the
Stefan-Boltzmann limit from above, provided Λ/Λ0 has been chosen sufficiently large.
From Eq. (6.25), we can also derive the perturbative result for the pressure. At leading order
of |∆¯gs|2/µ2 in the weak-coupling expansion, we indeed recover the well-known result [436, 437]:
P
PSB
= 1 + 2|∆¯gs|
2
µ2
+ . . . , (6.30)
where ∆¯gs denotes the gap as obtained from a minimization of the effective action. In the right
panel of Fig. 6.2, we compare this perturbative result for the pressure with the results from our
RG-consistent mean-field calculation with Λ/Λ0 = 10. Moreover, the gap as obtained from the
same RG-consistent calculation is shown. Plugging this result for the gap into the perturbative
expression (6.30) for P/PSB, we find very good agreement with the RG-consistent results
for the pressure in the regime where |∆¯gs|/µ . 0.5. For larger values of the quark chemical
potential, the results from the perturbative approximation of the pressure then exceed the
results from the RG-consistent calculation. Still, the perturbative expression for the pressure
appears to provide us with a reasonable estimate for the pressure over a wide range of the
chemical potential, at least for our present choice for the model parameter ν¯Λ0 .
RG consistency II: the phase diagram of the QMD model
We now return to the full QMD model with the RG-consistent effective action (6.20). To
further illustrate the effect of cutoff corrections as enforced by the RG-consistency criterion, we
compute the phase diagram in the plane spanned by the temperature and the quark chemical
potential. Before we present the results of this computation, however, we first examine the
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Figure 6.3: Change of the effective action at ∆¯ = 0 under a variation of the UV scale Λ, i.e.,
Λ∂ΛΓ, relative to the effective action Γ itself as a function of φ¯ for T/m¯q = 1/2 and µ = 0 (left
panel) as well as for T/m¯q = 1/5 and µ/m¯q = 1 (right panel) for various different values of Λ/m¯q,
where m¯q ≈ 0.300GeV is the vacuum quark mass.
direct influence of the scale Λ on the effective action. In Fig. 6.3, we show (Λ∂ΛΓ)/Γ, i.e., the
change of the effective action under variation of the scale Λ > Λ0 relative to Γ itself, at ∆¯ = 0
as a function of φ¯ for various different values of Λ/m¯q. We observe that Γ exhibits a strong
dependence on our choice for Λ in the phenomenologically most relevant regime φ¯ . fpi. In
particular, this is true close to the critical temperature at µ = 0, see left panel of Fig. 6.3,
where cutoff artifacts are still clearly present in the effective action even for already seemingly
large values of Λ > Λ0.9 At low temperature but large quark chemical potential µ & m¯q, see
right panel of Fig. 6.3, cutoff contaminations of the effective action are also present but appear
to be less strong compared to the case with µ = 0. However, this is misleading as the minimum
of the effective action is pushed away from the axis of the scalar field φ¯ with ∆¯ = 0 in this
regime. There, the dynamics is no longer governed by the pions and the σ meson but rather
by the diquark degrees of freedom. Indeed, close to the physical minimum of the effective
action in this regime, cutoff effects even appear to be stronger as in the case with µ = 0. This
can be inferred from the phase diagram in the (T, µ) plane as well as from the pressure at zero
temperature. We emphasize that the value of Λ associated with effectively converged results
depends on the temperature, the quark chemical potential, and the employed regularization
scheme. Recall that, by construction, the effective actions associated with different values of
Λ > Λ0 agree identically in the vacuum limit, i.e., we have Λ∂ΛΓ = 0 in this limit.
In Fig. 6.4, we present the results for the (T, µ) phase diagram of our QMD model.
Qualitatively, the structure of the phase diagram is determined by the emergence of three
different phases: a phase governed by spontaneous chiral symmetry breaking at low temperature
and small quark chemical potential, a phase governed by spontaneous UV(1) symmetry breaking
as associated with diquark condensation at low temperature and large chemical potential,
9 Note that the critical temperature is given by T/m¯q ≈ 0.55 at µ = 0.
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Figure 6.4: Phase diagram of the quark-meson-diquark model in the plane spanned by the dimen-
sionless temperature T/m¯q and the dimensionless quark chemical potential µ/m¯q for various different
values of Λ/m¯q (with m¯q ≈ 0.300GeV). Solid lines are associated with second-order phase transitions
whereas dashed lines are associated with first-order phase transitions. Note that the effective actions
obtained with different values of Λ agree identically in the vacuum limit, i.e., the RG-consistency
condition (3.45) is strictly satisfied in this limit.
and a symmetric high-temperature phase. Moreover, for our parameter choice, we observe
the existence of a critical endpoint (depicted by the dot in Fig. 6.4), at which the line of
chiral second-order phase transitions meets a line of chiral first-order phase transitions, as
well as a triple point (depicted by the triangle in Fig. 6.4), at which the phase governed
by chiral symmetry breaking meets the diquark phase and the symmetric high-temperature
phase. The general structure of the phase diagram suggests that a description of the dynamics
in terms of only quarks, pions, and σ mesons is insufficient for T/µ . 0.2 and µ/m¯q & 1.
Below this line, diquark degrees of freedom become relevant, as well-known from previous
mean-field studies [106, 107, 115, 116]. Note that these general statements on the structure of
the phase diagram are also in accordance with our findings in Chapters 4 and 5. Of course,
in addition to the issue of an RG-consistent treatment of cutoff artifacts as discussed here,
artifacts from specific truncations of the effective action may become relevant in the dense
and/or low-temperature regime, see, e.g., Refs. [414, 438, 439].
The general structure of the phase diagram appears to be insensitive with respect to an
increase of the cutoff scale Λ, at least for the values of the model parameters used in our
numerical studies. However, the positions of the two second-order phase transition lines exhibit
a strong dependence on Λ, meaning that they converge only slowly when Λ is increased, in
particular at large chemical potential, see Fig. 6.4. To be more specific, the critical temperature
at µ = 0 is lowered by about 10% compared to the conventional mean-field study (associated
with Λ = Λ0) when we take into account cutoff corrections enforced by the RG-consistency
condition (3.45). In the regime governed by diquark dynamics, we observe that the critical
temperature is not decreased but rather significantly increased when cutoff corrections are
taken into account. Compared to the conventional mean-field study, we indeed find a change
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of about 30% at µ/m¯q ≈ 4/3 and about 100% at µ/m¯q ≈ 2. This clearly shows that it is
crucial to ensure RG consistency, in particular in the high-density regime.
RG consistency III: the EOS of the QMD model
In the following, we examine the influence of cutoff corrections enforced by the RG-consistency
criterion on the zero-temperature EOS as derived from the QMD model. The EOS is again
given in terms of the pressure as a function of the quark chemical potential. This analysis
directly contributes to our study of the EOS as obtained by employing the RG flow of the
Fierz-complete set of four-quark couplings in QCD, since the procedure to integrate out
the remaining low-energy fluctuations relies on the LEM truncation (6.9) which directly
corresponds to the QMD model. In particular, our findings in the context of the QMD model
serve as a basis for an estimate of the scale Λ at which cutoff artifacts can be considered
removed in regard to our subsequent computations.
From the RG-consistent effective action (6.20) in the limit k → 0, we compute the pres-
sure (6.25) as a function of the quark chemical potential. Here, see Fig. 6.5, the strength of
cutoff artifacts in the high-density regime becomes apparent again. We find that the pressure
now exceeds the Stefan-Boltzmann pressure PSB of the free quark gas once cutoff artifacts have
been removed. Increasing the quark chemical potential further, we eventually observe that
the pressure approaches the pressure of the free gas from above, as also observed for the pure
diquark model, see Fig. 6.2. Clearly, as compared to the pressure obtained from a conventional
MFT computation (again associated with Λ = Λ0), the EOS is significantly altered by imposing
the RG-consistency criterion. As a consequence, it appears crucial to enforce RG consistency
in the high-density regime in order to remove cutoff artifacts. We observe a convergence of
our results for the pressure as a function of the scale Λ at approximately Λ/m¯q ≈ 20, as the
change compared to the results as obtained with Λ/mq = 10 is negligible, cf. the yellow and
red solid lines in Fig. 6.5 (see also Fig. 6.4 for the convergence at non-zero temperature).
We thus consider cutoff artifacts and regularization scheme dependencies to be removed at
this scale. Based on this estimation, we shall use the scale ΛRG/m¯q = 20 to implement RG
consistency in our LEM truncation to integrate out the remaining low-energy fluctuations.
In summary, the discussed exemplary computations clearly show the importance of RG
consistency. The implementation of RG consistency appears to be crucial specifically in the
high-density regime of the examined QCD models. For regularization schemes and values of the
UV cutoff scale Λ as widely employed in mean-field studies of QCD models, our results already
suggest that “cutoff contaminations” of physical observables can be significant. Especially with
our analysis of the influence of cutoff corrections enforced by the RG-consistency criterion
on the EOS in terms of the pressure as a function of the quark chemical potential and the
observation that the EOS is significantly altered once cutoff artifacts are removed, our findings
certainly show that it is of phenomenological relevance to ensure RG consistency in general
model studies, even in the mean-field approximation.
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Figure 6.5: Pressure P/PSB of our QMD model as a function of the chemical potential µ/m¯q (with
m¯q ≈ 0.300GeV) as obtained from conventional MFT associated with Λ/m¯q ≡ Λ0/m¯q = 2 (black line)
as well as from RG-consistent MFT with Λ/m¯q = 3, 4, 6, 10, 20.
6.1.3 LEM-truncation couplings from QCD
The details of the computation to integrate out the remaining fluctuations in the low-energy
regime based on the LEM ansatz (6.9) have been outlined in our discussion of the QMD
model. The free parameters of the QMD model are typically fixed in the vacuum limit to
low-energy observables such as the constituent quark mass and the pion decay constant. The
parameter ν¯2Λ0 related to the diquark fields in Eq. (6.19) is often fixed via a certain ratio to
the parameters associated with the chiral fields, see, e.g., Refs. [106, 107, 115, 116]. In our
approach, however, the LEM truncation (6.9) follows from the RG flow in QCD at higher
scales and constitutes the continuation of the RG flow in the low-energy regime governed by
spontaneous symmetry breaking. The low-energy ansatz is based on the observed dominances
among the four-quark interaction channels and the coefficients of the terms quadratic in
the scalar and diquark fields follow from the RG flow of the four-quark couplings. At the
transition scale Λ0, we stop the RG flow in QCD in order to extract the values of the four-quark
couplings. The extracted couplings are only rescaled to ensure that we obtain the constituent
quark mass m¯q = 0.300GeV in the vacuum limit but otherwise are left unchanged:10 In the
vacuum limit, we find that the diquark condensate vanishes and the system as described by the
QMD-model truncation reduces to pure chiral dynamics in the present approximation. For a
given scale Λ0, the constituent quark mass then depends only on the initial scalar-pseudoscalar
coupling λ¯(MFT)(σ-pi),Λ0 , see also our discussion of the mean-field gap equation in Section 4.1.3. The
10 As mentioned in Section 6.1.1, the RG flow of the four-quark couplings in QCD leads to a significantly smaller
value of the critical scale k0 in the vacuum limit, which sets the scale for the low-energy observables, as
compared to our previous computations. As also discussed there, instead of rescaling the couplings, we could
have equivalently adjusted the value of the strong coupling at the UV scale Λ to adjust kcr in the vacuum.
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four-quark couplings λ¯(σ-pi) and λ¯csc as obtained at the scale Λ0 from the RG flow in QCD









i.e., the values which enter the ansatz (6.9) for the low-energy regime are given by
λ¯
(QCD)
(σ-pi),Λ0 = r · λ¯(σ-pi)(k = Λ0) , λ¯
(QCD)
csc,Λ0 = r · λ¯csc(k = Λ0) . (6.32)
In Fig. 6.6, we illustrate the RG flow of the four-quark couplings in the vacuum limit (solid
lines) and for µ/m¯q ≈ 1.67 at T = 0 (dashed lines). The vertical line depicts a specific choice
for the transition scale Λ0 at which the values of the four-quark couplings are extracted in
order to determine the couplings of the LEM truncation (6.9). As they follow from the RG flow
at higher scales, the initial values now take into account modifications arising from the quark
chemical potential as an external control parameter. To illustrate these modifications, the
obtained values for the couplings λ¯(QCD)(σ-pi),Λ0 and λ¯
(QCD)
(σ-pi),Λ0 are shown in the right panel of Fig. 6.6
as a function of the quark chemical potential. The scalar-pseudoscalar coupling decreases with
increasing quark chemical potential whereas the CSC coupling shows the opposite behavior. As
the inverse values of the four-quark couplings appear as the coefficients of the terms quadratic
in the scalar and the diquark fields, this behavior of the couplings indicates that the chiral
condensate is more and more suppressed with increasing quark chemical potential whereas the
formation of the diquark condensate is increasingly facilitated. Depicted by the gray lines, we
have also included the remaining couplings of the Fierz-complete basis. Two of these couplings
appear to have a similar strength compared to the scalar-pseudoscalar and the CSC coupling.
Recall, however, that this is merely an artifact of the UA(1) symmetry being intact, see our
discussion in Section 5.3.2.
At this point, let us bring to attention important differences between our present analysis
and the dominance pattern discussed in Section 6.1.1. It appears that the behavior of the
couplings as a function of the quark chemical potential observed in the right panel of Fig. 6.6
is not in agreement with the one in Fig. 6.1 considered in our discussion of the relevant
low-energy effective degrees of freedom. In particular, the earlier observation of the CSC
coupling to decrease for higher chemical potentials after reaching a maximum seems to be in
contradiction to the present case of a monotonously increasing CSC coupling. However, keep
in mind that Fig. 6.1 shows the values of the couplings as a function of the quark chemical
potential at the scales k/k0 = kcr/k0 + 0.0039. The critical scale kcr = kcr(µ) is a function
of the chemical potential itself and increases for higher densities. Analyzing the four-quark
couplings as close as possible to the symmetry breaking scale kcr(µ) is advantageous for a
definite identification of the dominant channels based on their relative strengths. While the
comparison of the couplings to each other at a given quark chemical potential is meaningful,
this analysis does not allow the comparison of values obtained at different quark chemical
potentials since the couplings are evaluated at different RG scales. As a consequence, the
actual behavior of the couplings as a function of the quark chemical potential is obscured


















































Figure 6.6: The determination of the couplings of the LEM truncation at the transition scale Λ0
in terms of the couplings λ¯(QCD)(σ-pi),Λ0 and λ¯
(QCD)
(σ-pi),Λ0 from the RG flow in QCD is illustrated. Left panel:
Scale dependence of the (dimensionless) renormalized four-quark couplings in the zero-temperature
limit for zero quark chemical potential (solid lines) and for µ/m¯q ≈ 1.67 (dashed lines), normalized to
the scalar-pseudoscalar coupling λ(σ-pi)(k = Λ0) at the transition scale. The black vertical line depicts
a specific choice for the location of the transition scale, here at Λ0/m¯q ≈ 1.67, at which the four-quark
couplings are evaluated to serve as initial couplings of the LEM ansatz. Right panel: Four-quark
couplings extracted at the transition scale Λ0 as functions of the quark chemical potential, normalized
to the corresponding value of the scalar-pseudoscalar coupling in the vacuum limit, see main text for
details.
and the behavior observed in Fig. 6.1 rather resolves the effect of the µ-dependence of the
critical scale kcr. In contrast to that, the four-quark couplings depicted in the right panel
of Fig. 6.6 are obtained at a fixed RG transition scale Λ0 and allow the comparison across
different chemical potentials, thus revealing the actual dependence of the four-quark couplings
on the quark chemical potential.
6.2 The equation of state of dense QCD matter
We now employ the QMD-model truncation (6.9), with the couplings determined by the RG
flow of the four-quark couplings in QCD at higher scales, to compute the zero-temperature EOS
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of isospin-symmetric QCD matter in an RG-consistent way. The effective potential U = Γ/V
in the long-range limit k → 0 is given by11
U [φ¯, {∆¯A}]] = 1V ΓΛ′ [φ¯, {∆¯A}]− 4L
(T→0)
k→0 (Λ
′, φ¯2)− 8M (T→0)k→0 (Λ′, φ¯2, |∆¯|2) , (6.33)
with
1
V ΓΛ′ [φ¯, {∆¯A}] =
1




















where the term ∼ µ2 accounts for the renormalization of the diquark chemical potential
again. Here, we have introduced the UV cutoff scale Λ′ for the “pre-initial” flow in order
to distinguish from the UV scale Λ of the RG flow in QCD. This “pre-initial” flow realizes
the RG consistency of the low-energy dynamics as described by the QMD truncation. In our
QMD-model study, see Section 6.1.2, the analysis of the Λ′-dependence of the zero-temperature
EOS showed that the results for the pressure are converged for approximately Λ′/m¯q ≈ 20, in
particular in the regime of higher chemical potentials. This convergence indicates that the
scale Λ′ is sufficiently large for the considered range of quark chemical potentials such that the
condition µ/Λ′  1 holds. The latter implies that the condition (3.47) holds as well and the
RG-consistency criterion is fulfilled. Cutoff artifacts and regularization scheme dependences
can thus be considered removed at this scale. Here, based on theses finding, we shall set
Λ′/m¯q = 20 in our computation of the EOS.
The effective action ΓΛ0 of our QMD-model truncation, which by itself amounts to the
initial effective action at the scale Λ0 in the vacuum limit, is given by
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with the values λ¯(QCD)(σ-pi),Λ0 and λ¯
(QCD)
csc,Λ0 determined by the RG flow of the four-quark couplings
in QCD at higher scales as described in Section 6.1.3. Note that the effective action at the
scale Λ0 is given by the expression (6.35) alone only in the vacuum limit and receives otherwise
additional contributions in form of cutoff corrections as entailed by the RG-consistency
criterion.
With the effective potential U at hand, the ground state values of the fields φ¯ and ∆¯A are
determined by the global minimum of the effective potential. The pressure P is then obtained











where we have normalized the pressure with respect to the pressure in the vacuum limit.
In Fig. 6.7, we show our results (light-red band) for the zero-temperature EOS of isospin-
11 Recall that the scalar field φ has been redefined to absorb the Yukawa coupling h¯(σ-pi).


















FRG, approx.: no diquark gap
Chiral EFT N2LO/N3LO
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Figure 6.7: Pressure P of symmetric nuclear matter normalized by the Stefan-Boltzmann pressure
of the free quark gas PSB as a function of the baryon number density nB/n0 in units of the nuclear
saturation density as obtained from chiral EFT, FRG, including results from an approximation without
taking into account a diquark gap (FRG, approx.: no diquark gap), and perturbative QCD (pQCD),
see main text for details.
symmetric QCD matter at intermediate densities. The EOS is given in terms of the pressure








cf. the thermodynamic relations (2.23) introduced in Section 2.1.1. In Fig. 6.7, the density
is given in units of the nuclear saturation density n0 and the pressure is normalized by the
Stefan-Boltzmann pressure PSB of the free quark gas. To estimate the uncertainties arising
from the presence of the scale Λ0 describing the “transition” in the effective degrees of freedom,
we vary this scale from Λ0 = 450 . . . 600MeV. Together with the uncertainty in the RG flow
of the four-quark couplings due to fixing of the strong coupling within the experimental
error, i.e., the uncertainty related to the values of λ¯(QCD)(σ-pi),Λ0 and λ¯
(QCD)
csc,Λ0 , this gives rise to
the light-red band. Within the band, we show three representative EOSs associated with
Λ0 = 450, 500, 600MeV depicted by the solid, dashed and dotted red line, respectively. The
extent of the light-red band at high densities is set by the constraint µ ≤ Λ0.
In Fig. 6.7, we have included results for the EOS in the low-density regime obtained from
computations based on chiral EFT interactions. For this regime, chiral EFT represents a
powerful framework to describe the nuclear dynamics and interactions within a systematic
expansion based on nucleons and pions as the low-energy degrees of freedom [89, 90]. Substantial
progress has been achieved in recent years in deriving new nuclear forces and computing the
EOS microscopically based on nucleon-nucleon (NN), three-nucleon (3N) and four-nucleon
(4N) interactions derived within chiral EFT [91–93, 281, 283, 440–444]. In particular, an
efficient framework was presented in Ref. [93] to compute the energy of nuclear matter at
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zero temperature within many-body perturbation theory (MBPT) up to high orders in the
many-body expansion and for general proton fractions. It allows to include all contributions
from two- and many-body forces up to N3LO and to explore the connection of properties of
matter and nuclei [445]. Moreover, in Ref. [92], a set of NN and 3N interactions was fitted to
few-body observables, where all derived interactions led to good saturation properties without
adjustment of free parameters. In particular, one interaction of this set was found to also
correctly predict the ground state energies of medium-mass nuclei up to 100Sn [446, 447].
In Fig. 6.7, we show the results for the pressure of symmetric nuclear matter up to twice
nuclear density based on the set of interactions of Ref. [92] (individual blue lines) as well as
the interactions up to N3LO fitted to the empirical saturation point of Ref. [93] (blue bands).
The uncertainty bands at N2LO (light-blue band) and N3LO (dark-blue band) have been
determined following the strategy of Ref. [448] and represent the combined uncertainties based
on the results at the two cutoff scales Λ = 450 and 500MeV (see also Ref. [93]). We observe
that the results for the pressure as obtained from our FRG analysis at intermediate densities
are remarkably consistent with those obtained from the many-body framework based on chiral
EFT interactions at lower densities. However, our present approximation does not allow us
to reliably compute the pressure at densities smaller than nB . 3n0 and is not capable to
resolve the exact position of any chiral transition or crossover, since we do not observe a clear
dominance pattern in the spectrum of the four-quark couplings in this regime. Moreover, in
order to resolve this regime more reliably, the incorporation of fermionic six-point functions
associated with baryon dynamics is expected to be necessary.
In the regime of very high densities, the EOS can be calculated using perturbative meth-
ods [302–306] owing to the fact that the dynamics is dominated by modes with momenta
|p| ∼ µ. This effectively renders the QCD coupling g2s /4pi small. Although the ground state is
expected to be governed by diquark condensation [98, 99, 102, 103, 110], calculations which
do not include condensation effects are reliable, provided that the chemical potential is much
larger than the scale set by the diquark gap. With respect to this high-density limit, we
find that the results from our FRG approach at intermediate densities are also found to
be consistent with those from perturbative QCD calculations (light-green band) [306]. We
indicate, however, that these results have been obtained in a perturbative calculation at order
O(g4s ) for isospin-symmetric nuclear matter including the strange quark. In this calculation
with massless up and down quarks, the chemical potential of the strange quark has been set
to zero. Still, the consideration of three flavors in contrast to our two-flavor computation may
restrict a direct comparison.
In our RG study, the gluon-induced four-quark interactions serve as proxies for the various
order parameters. The analysis of their RG flows indeed indicate that the ground state is
governed by spontaneous symmetry breaking, even at high densities. This can be effectively
described by a transition in the relevant degrees of freedom at a finite scale. In order to make
contact with perturbative calculations, we drop the running of the four-quark interactions and
consider an FRG computation restricted to the running of the quark and gluon wavefunction
renormalization factors at leading order in the derivative expansion. From the latter, the dressed
quark and gluon propagators are obtained which are then used to compute the pressure.12 In
12 Details of this computation are not part of this thesis and can be found in Ref. [449].
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Figure 6.8: Pressure of symmetric nuclear matter as obtained from chiral EFT, FRG, and perturbative
QCD (pQCD), as in Fig. 6.7, in comparison with different models (see main text and also Ref. [450]).
this case, the RG flow of the pressure can be followed from high-energy scales down to the
deep IR limit without encountering any pairing instabilities as associated with spontaneous
symmetry breaking. In Fig. 6.7, we show our results for the pressure from this calculation
(orange band). We observe very good agreement with recent perturbative calculations [306].
The width of this band illustrates the uncertainty arising from a variation of the regularization
scheme and a variation of the running gauge coupling within the experimental error bars
at the τ mass scale [38]. Following the pressure toward smaller densities, we observe that
our results for the intermediate-density and high-density regime are consistent in the sense
that a naive extrapolation of our results at intermediate densities “flows” into the results for
perturbative QCD at (very) high densities. However, our findings make apparent that toward
the regime of intermediate densities condensation effects eventually become essential.
In Fig. 6.8, we compare our results with different models. These include relativistic mean-
field calculations, such as NLρ and NLρδ [451], DD, D3C and DD-F [452] as well as KVR and
KVOR [453] (see also Ref. [450]). In addition, we show results of Dirac-Brueckner Hartree-
Fock calculations (DBHF) [454] and from a ‘conventional’ LEM, see Ref. [115] and the third
example in Section 6.1.2.13 At densities up to around twice nuclear saturation density, the
different models are compatible with the chiral EFT uncertainty bands at N2LO (but not all
at N3LO). At higher densities, however, the pressure obtained from most models is found to be
significantly higher than our FRG results. Considering the ‘conventional’ LEM calculation, the
values are significantly increased as compared to our present results and tend to overestimate
the pressure toward lower densities as well as toward higher densities. In particular, the
pressure appears to be inconsistent with perturbative QCD computations at asymptotically
high densities, which is also true for the results obtained from most of the other models shown
in Fig. 6.8. This comes as no surprise as in conventional LEM studies the applicability in
13 The ‘conventional’ LEM refers to the QMD model with UV cutoff Λ = Λ0 = 600MeV, see Section 6.1.2 for
details.
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Figure 6.9: The speed of sound squared c2s as a function of the baryon number density nB/n0 in
units of the nuclear saturation density as derived from the pressure shown in Fig. 6.7. The inset shows
the estimated position of the maximum of the speed of sound.
terms of the range of external parameters such as the quark chemical potential is typically
limited. Toward higher densities, the condition µ/Λ  1 becomes violated and the model
begins to resolve cutoff artifacts and regularization scheme dependencies.









where we have used the relation  = 3µnB − P for the energy density in the zero-temperature
limit.14 In Fig. 6.9, we present our results for the speed of sound squared c2s as derived from
the pressure shown in Fig. 6.7. The light-red band, corresponding to the one in Fig. 6.7, is
associated with the results from our FRG approach taking diquark condensation into account.
The band describes again the uncertainty estimate obtained from varying the “transition”
scale Λ0 and a variation of the running gauge coupling within the experimental error bars. Its
extent at high densities is set by the constraint µ ≤ Λ0 as before. Also, we show once more three
representative computations associated with the transition scales Λ0 = 450, 500 , 600MeV
depicted by the solid, dashed and dotted red line, respectively. Toward lower densities, the
obtained speed of sound is consistent with the N3LO derived from chiral EFT interactions,
while the N2LO uncertainty increases rapidly at densities around twice nuclear saturation
density and would constrain only very large values for the speed of sound. Our results for the
speed of sound exceed the non-interacting limit c2s = 1/3 (indicated by the dashed gray line in
Fig. 6.9), which is expected to be approached from below at asymptotically high densities
according to perturbative QCD studies [302–306]. Thus, our findings at intermediate densities
suggest that the speed of sound assumes a maximum. In order to estimate the maximal value
14 The pressure as a function of the quark chemical potential was interpolated with Chebyshev polynomials in
order to numerically compute the second derivative with respect to the chemical potential.
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and the location of the maximum, we show the results also for values of the quark chemical
potential slightly above the respective “transition” scale Λ0. The resulting estimate for the
position and the height of the maximum is shown in the inset of Fig. 6.9. The maximal value
of the speed of sound obtained from our calculations is approximately max(c2s ) ≈ 0.42 and
is found to be remarkably robust against the variation in the scale Λ0. The location of the
maximum, however, varies from approximately nB ≈ 9n0 (Λ0 = 450MeV) to nB ≈ 22n0
(Λ0 = 600MeV). In Fig. 6.9, we show again results from perturbative QCD calculations at
high densities, i.e., nB > 75n0. Note that the computation of the speed of sound from the
corresponding data for the pressure in this high-density branch becomes numerically unstable
for nB . 75n0. We also included the results for the speed of sound as determined from
our FRG computation which does not take into account condensation effects. These results
show the expected behavior, i.e., they approach the non-interacting limit at asymptotically
high densities and agree well with the speed of sound resulting from the perturbative QCD
calculations at densities beyond nB > 75n0. Toward the regime of intermediate densities,
however, the speed of sound as obtained from the FRG computation without condensation
effects stays below the non-interacting limit c2s = 1/3. For the appearance of a maximum
in the speed of sound, we thus find that the inclusion of condensation effects in the regime
nB . 30n0 is crucial.
6.3 Conclusions
In the study presented in this chapter, we have connected the RG flow of the four-quark
couplings of a Fierz-complete basis in QCD to an LEM truncation in order to integrate out
the remaining low-energy fluctuations and to access the regime governed by spontaneous
symmetry breaking. With this approach, we aimed at a computation of the EOS of cold
strong-interaction matter at intermediate densities. By analyzing the dominance pattern
of the four-quark interactions in terms of their relative strength along the density axis in
the zero-temperature limit, we have identified the chiral fields and the diquark fields as
the essential low-energy effective degrees of freedom. As implied by these findings, we have
employed a corresponding QMD-model truncation for the low-energy sector.
Based on our discussion of the concept of RG consistency in Section 3.3, we have implemented
a “pre-initial” flow to ensure the RG-consistency criterion. In general, this criterion requires
that the effective action Γ of a given theory does not depend on the cutoff scale, i.e., Λ∂ΛΓ = 0,
also in the presence of external control parameters such as the quark chemical potential. We
have illustrated the effect of cutoff corrections as enforced by the RG-consistency criterion in
mean-field studies of a pure diquark model at finite density and of the QMD model at finite
temperature and density. We note that we had to take into account the renormalization of the
diquark chemical potential to ensure RG consistency. For regularization schemes and values of
the cutoff scale as widely employed in mean-field studies of QCD models, our analysis already
suggests that “cutoff contaminations” of physical observables can be significant. For example,
the critical temperature of our quark-meson-diquark model at µ = 0 is lowered by about 10%
when we take into account cutoff corrections enforced by the RG-consistency condition as
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given in Eq. (3.45). In general, such corrections do not necessarily only lead to a decrease of the
critical temperature. In fact, in the regime governed by diquark condensation, cutoff corrections
rather tend to increase it. To be specific, the critical temperature is increased by about 30%
at µ/m¯q = 4/3 (with m¯q ≈ 0.300GeV) and already by more than 100% at µ/m¯q = 2
compared to the results from a conventional mean-field study. Thus, the implementation
of RG consistency appears to be very relevant in the high-density regime of such LEMs
of QCD. Crucially, the associated corrections may significantly affect the computation of
the EOS of dense strong-interaction matter based on such LEMs. In particular, this might
be the case for the most relevant regime of intermediate densities from the standpoint of
astrophysical applications. Indeed, for the zero-temperature pressure of the QMD model, we
found corrections of up to 30% in the considered range for the quark chemical potential. Based
on the latter analysis, we could determine a sufficiently large cutoff Λ′ for the “pre-inital” flow
in order to ensure an RG-consistent QMD-model truncation for the low-energy sector, with
cutoff artifacts and regularization scheme dependencies removed at least for the considered
range of quark chemical potentials.
Employing the QMD-model truncation to describe the dynamics at scales k < Λ0, with the
couplings of the ansatz fixed by the RG flow of the four-quark couplings in QCD at higher
scales, we were able to compute the EOS of isospin-symmetric cold strong-interaction matter
in an RG-consistent way at intermediate densities. Even though the present approximations
underlying our study are not reliable at densities smaller than nB . 3n0, our results already
show a remarkable consistency with computations based on chiral EFT forces at lower densities
and indicate that they can be combined via simple extrapolations. It should be mentioned
as well that our findings are also consistent with well-known results from perturbative QCD
calculations at very high densities (nB > 75n0). Ignoring the diquark gap, our FRG calculations
are then found to be in good agreement with these perturbative calculations. However, we
observe that condensation effects eventually become essential toward lower densities.
At intermediate densities, our study suggests that the ground state is governed by diquark
dynamics which give rise to a maximum in the speed of sound. The speed of sound assumes
the maximal value max(c2s ) ≈ 0.42 which exceeds the non-interacting limit c2s = 1/3. While
the maximal value is surprisingly insensitive to a variation in the “transition” scale Λ0 at
which the effective action is recast in terms of the most relevant low-energy effective degrees
of freedom, the position of the maximum varies from nB ≈ 9n0 to approximately 22n0. This
finding might have implications for the EOS of cold and dense strong-interaction matter in the
context of astrophysical applications such as the description of neutron stars. Recent studies
based on approaches to interpolate the EOS between the limits of small and asymptotically
high densities or to directly parametrize the speed of sound indeed indicate that the speed of
sound is likely to exceed the non-interacting limit at densities relevant for the description of
neutron stars [310, 455, 456]. In fact, our observation of the only mild overshooting of the
non-interacting limit potentially supports the existence of sizable cores composed of deconfined
quark matter in heavy neutron stars with masses of around twice the solar mass [310]. However,
we rush to add that an application of our findings to neutron stars is certainly only qualitative
at this stage as our study does not yet include an isospin chemical potential to directly
describe neutron matter. Moreover, the strange quark might become relevant in the regime
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of intermediate densities. A generalization of the presented framework to general isospin
asymmetries will eventually give us access to the EOS in the neutron-rich regime, which is
most relevant for astrophysical applications. With respect to future applications, we would
like to mention that our approach is already formulated for general temperatures which will
allow us to also study the temperature dependence of the EOS of dense QCD matter from
microscopic calculations.
In our present approach, we have employed different regularization schemes for the flow at
high and low RG scales, i.e., the four-dimensional Fermi-surface-adapted regulator was used
in the RG flow of the four-quark couplings at higher scales and the three-dimensional sharp
regulator for the QMD-model truncation in the low-energy regime. As the transition to the
QMD-model truncation at a given scale Λ0 requires the equivalence of the RG scale in the high-
and low-energy regime, the use of different regularization schemes is potentially problematic.
Here, the implications of using different regularization schemes might be compensated to a
certain extent by the corrections enforced by the RG-consistency condition. Also, the applied
procedure to employ only the ratio of the four-quark couplings to determine the couplings
of the QMD-model truncation, instead of using absolute values, might further contribute to
mitigate possible implications. Lastly, the uncertainty has been tested by varying the transition
scale Λ0. However, we expect further improvements, e.g., in terms of reduced uncertainties,
by employing the same regularization scheme at all RG scales. In particular, dynamical
hadronization techniques would allow us to conveniently resolve the momentum dependencies
of the corresponding vertices [337, 380, 396, 398], see, e.g., Refs. [192, 193, 195, 397, 399]
for their application to QCD. With such techniques the computation does not rely on a
separate ansatz for the low-energy dynamics in form of a Hubbard-Stratonovich transformation
performed at a given scale Λ0. In fact, dynamical hadronization techniques effectively implement
continuous Hubbard-Stratonovich transformations of four-quark interactions in the RG flow.
We expect that the application of these techniques allows us to connect our results for the
EOS at intermediate densities with the results at high densities as obtained from our FRG
analysis without taking into account condensation effects in a consistent manner. In this
scenario, the EOS could be obtained over a wide density range from a single computation
which directly connects to the perturbative QCD results at asymptotically high densities.
The latter would be an advantageous aspect compared to model studies. Nevertheless, our
present findings already provide us with important insights into the zero-temperature EOS





In this thesis, we have studied dense strong-interaction matter with two massless quark flavors
at finite temperature as well as in the zero-temperature limit. The functional renormalization
group has been our key method, representing an ideal non-perturbative approach for the
analysis of QCD matter at finite chemical potential. In particular, it allows us to anchor our
analysis directly in the fundamental quark-gluon dynamics.
We studied in detail the importance of four-quark self-interactions which are dynamically
generated by two-gluon exchange. They play an essential role in the description of strongly
correlated low-energy dynamics and are related to condensate formation in the long-range
limit. We have constructed a Fierz-complete basis of four-quark interactions in the pointlike
limit only constrained by the symmetries of the underlying theory, i.e., QCD, which are
reduced due to the presence of a heat bath and the finite quark chemical potential. This basis
allowed us to incorporate any dynamically generated four-quark interaction compatible with
the remaining symmetries and thus to fully capture the related dynamics.
In order to analyze in depth the impact of Fierz completeness, we initially considered the
gauge degrees of freedom to be integrated out and studied Fierz-complete versions of the NJL
model. First, we temporarily reduced the number of fermion species to one, which greatly
simplified the analysis and allowed us to study the mechanisms in an accessible and clear
manner while still retaining essential characteristics of the low-energy dynamics in QCD.
Based on the RG flow of the four-quark couplings at leading order of the derivative expansion,
where the incorporation of beyond mean-field corrections was necessary to establish Fierz
completeness, we analyzed the fixed-point and phase structure at finite temperature and
chemical potential, focusing on an understanding of how Fierz incompleteness affects the
predictive power of such model studies. We indeed found that Fierz-incomplete approximations
strongly affect predictions, e.g., the position of the finite-temperature phase boundary, its
curvature at vanishing quark chemical potential, or the critical quark chemical potential
beyond which no spontaneous symmetry breaking occurs. The precise form of the influences
arising from Fierz-incomplete considerations in general depends on the specific choice of
interaction channels taken into account. We observed that Fierz completeness is particularly
important at large chemical potentials. In order to obtain insights into the ground-state
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properties in the phase governed by spontaneous symmetry breaking, we analyzed the relative
strength of the four-quark couplings as well as the scaling behavior of the loop diagrams
contributing to the RG flow of the couplings.
In the next step, we extended our analysis of the Fierz-complete NJL-type model to the case
of fermions coming in two flavors and Nc colors. We observed again that Fierz completeness
strongly affects the phase structure, in particular at larger values of the quark chemical
potential. The critical temperature was found to be significantly increased in a Fierz-complete
consideration, with potentially important implications for the magnitude of the gap in the
zero-temperature limit at high densities. In order to shed light on the formation of condensates
close to the finite-temperature phase boundary, we analyzed again the dominances of the
four-quark couplings in terms of their relative strength. The dominance of a specific four-
quark coupling served us as an indication for the formation of a corresponding condensate.
For smaller chemical potentials, we observed a clear dominance of the scalar-pseudoscalar
interaction channel associated with the formation of the chiral condensate. At a specific
critical value of the quark chemical potential, the “hierarchy” of the four-quark couplings
was found to undergo a transition to yield a pronounced dominance of the CSC four-quark
coupling related to the formation of the most conventional color superconducting condensate
for higher chemical potentials. To obtain a better understanding of the underlying dynamics,
we also studied the strength of the UA(1) symmetry breaking, including a UA(1)-symmetric
variation, the RG flow in the large-Nc limit and a two-channel approximation taking into
account only the scalar-pseudoscalar interaction channel and the channel related to the
conventional diquark condensate. Specifically, the analysis of the fixed-point structure in the
two-channel approximation revealed an intriguing mechanism associated with the change of
the “hierarchy” at higher chemical potentials to a dominance indicating the formation of a
color-superconducting ground state.
Our examination of the Fierz-complete versions of the NJL model set the stage for our study
including dynamical gauge fields, taking the first step toward a “top-down” first-principles
approach at high densities. In the chiral limit, the only free parameter was given by the
initial UV value of the strong coupling which was fixed at a perturbative momentum scale to
the value as extracted from experiment. The four-quark couplings were initially set to zero
and only dynamically generated in the course of the RG flow. The sector of the truncation
describing the running of the gauge coupling is based on Refs. [392, 393]. We again analyzed
the phase structure at finite temperature and finite quark chemical potential based on the
RG flow of the four-quark couplings and their “hierarchy” in terms of their relative strength.
The incorporation of gluodynamics was observed to further increase the critical temperature,
in particular at larger values of the quark chemical potential. This observation might have
again implications for the size of the corresponding energy gap in the zero-temperature
limit. Variations in the specific scale dependence of the strong coupling showed remarkably
little effect on the finite-temperature phase boundary. Only in-medium effects on the matter
back-coupling to the gauge sector were found to potentially have an effect on the critical
temperature at larger values of the quark chemical potential as inferred from an estimate
based on a µ-dependent quark contribution to the gauge anomalous dimension. The analysis
of the “hierarchy” of the four-quark couplings in terms of their strength showed again a clear
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dominance of the scalar-pseudoscalar coupling at lower quark chemical potentials and a clear
dominance of the CSC coupling associated with the formation of a diquark condensate at
large values of the chemical potential. This finding is remarkable as the observed dominances
has not been triggered by a specific choice or even fine-tuning of the initial conditions of
the four-quark couplings and must be therefore solely arise from the underlying quark-gluon
dynamics. The dominances themselves as well as the location of the change from the dominance
of the scalar-pseudoscalar coupling to the dominance of the CSC coupling were observed to be
remarkably robust against details of the scale dependence of the strong coupling, suggesting
that the dominances are to a large extent determined by the dynamics within the quark sector.
We probed the underlying dynamics further by studying the influence of UA(1)-violating
initial conditions on the phase structure. Astonishingly little effect was observed on the
finite-temperature phase boundary even at large chemical potentials and over a wide range
of the strength of explicit UA(1) symmetry breaking. This strength was controlled by the
initial value of the four-quark coupling associated with the so-called ’t Hooft determinant.
However, the explicit UA(1) breaking did influence the “hierarchy” of the four-quark channels
by accentuating even more the dominances of the scalar-pseudoscalar channel at smaller
chemical potentials and of the CSC coupling at higher chemical potentials, pointing to the
importance of UA(1) symmetry breaking in regard to the formation of theses condensates.
In the final part of this thesis, we employed the developed FRG framework to compute
the EOS of cold isospin-symmetric QCD matter at intermediate densities, i.e., the density
regime not accessible anymore by computations based on chiral EFT interactions and not
yet accessible by perturbative approaches. In order to suitably describe the low-energy
regime governed by spontaneous symmetry breaking, we identified the relevant low-energy
effective degrees of freedom based on the dominance pattern of the four-quark couplings as
obtained from the RG flow in QCD at higher scales and performed a Hubbard-Stratonovich
transformation of these dominant channels at a “transition” scale to account for the formation
of the corresponding condensates. This led to the connection of the RG flow of the four-
quark couplings at higher scales to a quark-meson-diquark-model truncation as a customized
low-energy effective ansatz in order to integrate out the remaining fluctuations at lower
scales. The presence of a corresponding transition scale required the implementation of a
“pre-initial” flow to ensure RG consistency, i.e., the removal of cutoff effects and regularization
scheme dependences. A discussion of exemplary mean-field computations demonstrated the
importance of this criterion for low-energy effective theories, in particular in the presence
of external control parameters such as temperature or chemical potentials. We found that
the associated corrections were especially important at larger densities, thus being essential
for the computation of the EOS of dense QCD matter. We also discussed the concept of RG
consistency from a very general perspective which might prove valuable for a broad range of
low-energy effective model studies. The continuation of the RG flow in QCD at higher scales
into the low-energy regime employing the quark-meson-diquark-model truncation enabled
us to compute the EOS at intermediated densities directly based on quark-gluon dynamics.
Toward lower densities, our results were found to be remarkably consistent with computations
based on chiral EFT forces, although the present approximation does not allow us to reliably
describe the density regime around the chiral phase transition. Moreover, our results for
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the EOS were also found to be consistent with well-known results from perturbative QCD
computations at high densities. We also presented an FRG computation of the EOS without
taking into account condensation effects, which was found to be in good agreement with the
aforementioned perturbative calculations. A continuation of the EOS as obtained from the
latter FRG computation in the high-density regime toward lower densities made apparent
that condensation effects eventually become essential. These condensation effects were then
observed to give rise to a maximum in the speed of sound which exceeds the non-interacting
limit at intermediate densities. While we found that the location of the maximum depends
on the choice for the scale of the transition to low-energy effective degrees of freedom, the
maximal value was observed to be remarkably robust.
For future studies, it will be very interesting to make use of dynamical hadronization
techniques which allow us to efficiently resolve the momentum dependencies of associated
vertices. In fact, these techniques implement continuous Hubbard-Stratonovich transformations
in the RG flow, thus directly incorporating emerging degrees of freedom and eventually making
the presence of the aforementioned explicit transition scale obsolete. Such an approach possibly
enables us to predict the location of the maximum in the speed of sound more precisely. Also
the analysis of the phase structure could be further improved as dynamical hadronization
techniques would allow us to access the phase of spontaneously broken symmetries and to probe
the ground state properties more directly. Our analysis based on the four-quark interaction in
the pointlike limit could only provide indications on the formation of corresponding condensates,
while it could neither guarantee the formation in the deep IR nor exclude the formation of
other condensates. In combination with further refinements of the employed truncation - such
as taking into account the wavefunction renormalizations of the quark propagator associated
with the components parallel and transversal to the heat bath, analogously the splitting of the
gluon propagator into electric and magnetic components, or the back-coupling of the matter
fields to the gluonic sector, also including in-medium effects - we expect that an approach
based on dynamical hadronization opens up the possibility to connect our results of the EOS
at intermediate densities directly with the regime at high densities. This approach would thus
establish a single framework capable of providing the EOS over a wide density range, from
asymptotically high densities to intermediate densities. Finally, the generalization to isospin
asymmetries will give access to the EOS of neutron-rich matter, the most relevant form of
matter for a description of neutron stars.
To conclude, the work presented in this thesis provides valuable insights into the phase
structure and the ground-state properties at finite temperature and density, in particular
in regard to the essential role of Fierz completeness. Our findings also contribute to our
understanding of the zero-temperature EOS of isospin-symmetric QCD matter at intermediate
densities, which we obtained within an FRG framework directly based on the fundamental
quark-gluon dynamics. Drawing from this, future investigations of dense QCD matter hold
promise to gain further exciting insights to unravel this great unsolved mystery of modern
science.
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Throughout this work, we employ so-called natural units, i.e., we set ~ = c = kB = 1. As a
consequence, the dimension of all quantities can be related to the dimension of energy or mass
to some power, e.g.,
[length]−1 = [time]−1 = [momentum] = [temperature] = [mass] = [energy] . (A.1)
To be more specific, the relation ~c ≈ 200 MeV fm for instance implies
1 fm ≈ 1200 MeV
−1 . (A.2)
For the dimension of spinors and bosonic fields in a four-dimensional space-time it follows that
[ψ] = [energy]3/2 , [ϕ] = [energy] . (A.3)
A.2 From Minkowski to Euclidean space-time
This work is formulated in the imaginary time formalism, i.e., the time integration is rotated
clockwise onto the purely imaginary axis. This so-called Wick rotation changes the signature
of space-time from Minkowski to Euclidean space-time. Since we exclusively employ the
Euclidean space-time we drop any labels distinguishing between these two signatures. Yet,
in the following discussion of the transition from Minkowski to Euclidean space-time and
the resulting relations, quantities in Minkowski space-time are labeled with the subscript
M and quantities in Euclidean space-time with the subscript E for the sake of clarity. The
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components of the position-space variable x in the two space-time formulations can be related
in the following way:
τ ≡ x0E = ix0M ≡ it , ~xE = ~xM . (A.4)
The metric of theMinkowski space-time, which is given by gµνM = diag(1,−1,−1,−1), translates

















= −gE,µνxµExνE = −xµExE,µ = −xE,µxE,µ = −x2E . (A.5)
The Euclidean momentum is defined as
p0E = −ip0M , ~pE = ~pM , (A.6)
in order to preserve the direction of propagation of a plain wave, i.e., exp(−ipMxM) =
exp(−ipExE). The components of a vector field Aµ transform like the components of the
gradient ∂µ, i.e.,
A0E(xE) = −iA0M(xM) , ~AE(xE) = − ~AM(xM) , (A.7)
such that the two summands of the covariant derivative Dµ = ∂µ− igsAµ transform uniformly.
To illustrate the transition to the Euclidean space-time, we briefly discuss the modifications
to the functional integral of a fermionic theory. Therefore, we consider the following fermionic










We apply the Wick rotation according to the relations (A.4)-(A.7) and redefine the field
ψ¯ → iψ¯. This can be done as the field variables ψ and ψ¯ are independent integration variables
of the path integral [203]. The additional imaginary unit appears in the exponent but can be
neglected in regard to the integration measure as such factors are canceled by the normalization.
The Dirac matrices in Euclidean space-time are defined as follows:
γ0E = γ0M , γiE = −iγiM . (A.9)
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A.3 Position space and momentum space
We work in four-dimensional Euclidean space-time at finite temperature. The Euclidean time
direction is compactified and the associated integration extends from zero to the inverse
temperature β = 1/T , with periodic boundary conditions for bosonic fields, i.e., ϕ(0, ~x) =
ϕ(β, ~x), and antiperiodic boundary conditions for fermionic fields, i.e., ψ(0, ~x) = −ψ(β, ~x). This
compactification of the time direction leads to discrete Matsubara frequencies in momentum















and we employ the shorthand notation∫
d4x JTφ ≡
∫




j(x)ϕ(x) + η¯(x)ψ(x) + ψ¯(x)η¯(x) + . . .
}
. (A.13)
Note that a position-space variable x or momentum-space variable p without any specification
of indices always denotes the set of all four components, i.e., x stands for {x0, . . . , x3} and p
for {p0, . . . , p3}. If we only want to refer to the spatial components of, e.g., the position-space
variable x, we use the notation ~x. In general, we use Latin indices for three-vectors and Greek
indices for four-vectors.







 , φT (−p) :=
(









 , JT (−p) :=
(
j(−p), η¯(p),−ηT(−p), . . .
)
. (A.15)
To make the transition from position space to momentum space, we adopt in case of vanishing


































−ipxψ¯(p) , with p = (νn, ~p ) , (A.20)
where ωn := 2pinT and νn := (2n+ 1)piT denote bosonic and fermionic Matsubara frequencies,













































d3x ei(fn′−fn)τe−i(~p ′−~p )x
= βδn,n′(2pi)dδ(d)(~p − ~p ′) ≡ δ(4)(p− p′), (A.24)
where fn = ωn in case of bosonic frequencies or fn = νn in case of fermionic frequencies.
B
GROUPS AND ALGEBRAS
B.1 Euclidean Dirac algebra
The Euclidean Dirac matrices are defined through their relations to the Dirac matrices in
Minkowski space-time, see Eq. (A.9). The Clifford algebra is then given by
{γµ, γν} = γµγν + γνγµ = 2δµν1D , (B.1)
with the subscript D denoting Dirac space, i.e., 1D = 14×. We define further
γ5 := γ1γ2γ3γ0 , σµν :=
i
2 [γµ , γν ] =
i
2(γµγν − γνγµ) . (B.2)
In Euclidean space-time the gamma matrices are hermitian, i.e., γ†µ = γµ . Some helpful
properties are given by:
γ−1µ = γµ ,
γ2µ = 1D ,
tr [γµ] = 0 ,
γµγν = δµν1D − iσµν ,
γ†5 = γ5 ,
γ25 = 1D ,
tr [γ5] = 0 ,
{γ5 , γµ} = 0 .
(B.3)
The 16 elements Γ(A)D given by
Γ(A)D ∈ {1D, γµ, σµν , iγµγ5, γ5} , (B.4)
with µ < ν regarding σµν , form a basis of the space of complex 4×4 matrices. The orthogonality











D,kl = 4δikδlj . (CR) (B.6)
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B.2 SU(N) Lie algebra
In the following, we summarize our conventions for the generators of an SU(N) Lie group
and list some useful relations and properties. The SU(N) group can be defined as the group
of unitary N ×N matrices U with determinant +1. In terms of the N2 − 1 generators T a the
elements of the group are given by
U = exp (iθaT a) , (B.8)
with the real parameters θa specifying the element of the group. The generators T a, which
are hermitian and traceless, form the corresponding Lie algebra with the commutator as the
Lie bracket. They fulfill the commutator relation[
T a, T b
]
= ifabcT c , (B.9)
where the so-called structure constants fabc are totally antisymmetric. In the fundamental
representation F, i.e., the group elements are given by N ×N matrices and here explicitly








Furthermore, we find an invariant by contracting two generators which reads
T aT a = N
2 − 1
2N · 1 , (B.11)
with 1 ≡ 1N×N being the unit matrix. In the fundamental representation, due to the mentioned
properties and relations, the N2 − 1 generators together with the unit matrix 1 provide an
orthogonal and complete basis of the vector space of all N ×N complex matrices. Including









where the subscript L indicates the space the Lie group is associated with. The orthogonality







= δAB , (OR) (B.13)





L,kl = 1ik1lj . (CR) (B.14)









In the case of N = 2, the generators in the fundamental representation are given by the Pauli
matrices T a = τa/2 (a = 1, 2, 3) and the structure constants fabc are given by the Levi-Civita
symbol abc. The generators of the SU(3) group in the fundamental representation are given
by the Gell-Mann matrices T a = λa/2 (a = 1, 2, . . . , 8).
B.3 Fierz identities
Fierz transformations refer to a rearrangement of the fermionic fields in a product of two
Dirac bilinears and lead to linear relations among four-fermion interactions channels, the
so-called Fierz identities. Fierz identities are basically matrix identities that can be derived by
exploiting corresponding completeness relations such as Eqs. (B.6) and (B.14). For example, in
the fundamental representation of the SU(N) Lie group with the completeness relation (B.14)

























Note the changed ordering of the indices from (ij), (kl) on the left-hand side to (il), (kj) on
the right-hand side, which corresponds to the above mentioned rearrangement of the fermionic
fields. From this general relation we derive the following two important relations for the
generators of the SU(N) Lie group
(1N×N )ij(1N×N )kl =
1
N
(1N×N )il(1N×N )kj + 2(T a)il(T a)kj , (B.17)
(T a)ij(T a)kl =
N2 − 1
2N2 (1N×N )il(1N×N )kj −
1
N
(T a)il(T a)kj . (B.18)
Applied to four-fermion interaction channels, the Fierz transformations are then performed
in the vector space of matrices defined by the direct product of the Dirac D, flavor f and
color space c. The basis elements Γ(A) are build from the basis elements of the subspaces in






c . In the following, the index (A) indicates the specific basis
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where the factor 1/16 arises from our convention for the normalization of the basis elements
in Dirac space, see Eqs. (B.5) and (B.6), and the minus sign comes from the fermionic field
variables being Grassmann-valued.
On the level of pointlike four-quark interaction channels, the introduction of diquark
structures are again nothing else but rearrangements of the field variables, this time of the
conceptual form (ψ¯Oψ)(ψ¯Oψ)→ (ψ¯Oψ¯T)(ψTOψ). Consequently, any diquark-type four-quark
interaction channel can be mapped onto conventional four-quark interaction channels and vice
versa. The Dirac structures of diquark-type interaction channels in the form (ψ¯Oψ¯T)(ψTOψ)
additionally receive the charge operator C = iγ2γ0 in order to ensure Lorentz invariance. These
operators can be absorbed by the field variables by introducing the charge-conjugated fields
ψC = Cψ¯T and ψ¯C = ψTC. An orthogonal basis of the Dirac space adapted to such diquark
structures, i.e., involving the charge operator C, is given by
Γ(A)Di ∈
{ C , γ5C , iγ0C , γ1C , iγ2C , γ3C , γ0γ5C , iγ1γ5C , γ2γ5C , iγ3γ5C ,
iσ01C , σ02C , iσ03C , iσ12C , σ13C , iσ23C
}
, (B.20)






= 4δAB. The orthogonality of these elements follows imme-
diately from the orthogonality of the basis (B.4) and from the property C2 = 1 of the charge
operator. In the following, we denote the associated basis elements including color and flavor
space by ∆(A). In order to project a quark-antiquark interaction channel onto the quark-quark



















Note that the additional minus sign does not appear owing to the different ordering of the
fermionic field variables as compared to the relation (B.19). For the projection of diquark





















B.3.1 Single fermion species
In the Fierz-complete study of an NJL model with a single fermion species in Section 4.2, we

























− (V⊥) . (B.25)
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The Fierz transformations from the fermion-antifermion channels to the difermion-type
channels are given by




− (V⊥) , (B.26)(
A‖C
)






+ 12 (V⊥) , (B.27)






− 12 (V⊥) , (B.28)
where
(SC − PC) = (ψ¯Cψ¯T )(ψTCψ)− (ψ¯γ5Cψ¯T )(ψTCγ5ψ) , (B.29)(
A‖C
)
= (ψ¯γ0γ5Cψ¯T )(ψTCγ0γ5ψ) , (B.30)
(A⊥C) = (ψ¯γiγ5Cψ¯T )(ψTCγiγ5ψ) . (B.31)
B.3.2 Quarks with two flavors and Nc colors
In the study of an NJL model with quarks coming in two flavors and Nc colors presented in
Section 4.3, a Fierz-complete basis of pointlike four-quark interaction channels is given by
L(V+A)‖ = (ψ¯γ0ψ)2 + (ψ¯iγ0γ5ψ)2 , (B.32)
L(V+A)⊥ = (ψ¯γiψ)2 + (ψ¯iγiγ5ψ)2 , (B.33)
L(V−A)‖ = (ψ¯γ0ψ)2 − (ψ¯iγ0γ5ψ)2 , (B.34)
L(V−A)⊥ = (ψ¯γiψ)2 − (ψ¯iγiγ5ψ)2 , (B.35)
L(V+A)adj‖ = (ψ¯γ0T
aψ)2 + (ψ¯iγ0γ5T aψ)2 , (B.36)
L(V+A)adj⊥ = (ψ¯γiT
aψ)2 + (ψ¯iγiγ5T aψ)2 , (B.37)
L(V−A)adj‖ = (ψ¯γ0T
aψ)2 − (ψ¯iγ0γ5T aψ)2 , (B.38)
L(V−A)adj⊥ = (ψ¯γiT
aψ)2 − (ψ¯iγiγ5T aψ)2 , (B.39)
L(S+P )− = (ψ¯ψ)2 − (ψ¯γ5τiψ)2 + (ψ¯γ5ψ)2 − (ψ¯τiψ)2 , (B.40)
L(S+P )adj− = (ψ¯T
aψ)2 − (ψ¯γ5τiT aψ)2 + (ψ¯γ5T aψ)2 − (ψ¯τiT aψ)2 . (B.41)
The construction of this basis was guided by the paradigm to employ simple and mostly
similar structures in order to achieve a concise formulation. The basis, however, does not
include the phenomenologically important channels
L(σ-pi) = (ψ¯ψ)2 − (ψ¯γ5τiψ)2 , (B.42)
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which are associated with the formation of chiral condensate and a diquark condensate, respec-
tively. The diquark interaction channel has been constructed according to the condensate (2.47)
in the scalar JP = 0+ state, see Section 2.2, and subsequently rewritten in terms of antisym-
metric generators in flavor and color space. With the help of Fierz transformations, these
phenomenologically important interaction channels can be introduced to a Fierz-complete
basis as they can be written in terms of the above listed set of Fierz-complete interaction
channels:














2L(S+P )− , (B.44)
Lcsc =L(S+P )adj− + L(V−A)adj‖ + L(V−A)adj⊥
− Nc − 12Nc
(
L(S+P )− + L(V−A)‖ + L(V−A)⊥
)




L(S+P )− + L(V−A)
)
, (B.45)
where we have combined the contributions parallel and transversal to the heat bath to
Poincaré-invariant structures, exploiting the fact that the channels L(σ-pi) and Lcsc are Lorentz
scalars. Note that in this way the scalar-pseudoscalar channel can be rewritten in terms of
(V+A) structures whereas the diquark channel in terms of (V−A) structures. Thus, as we also
want to keep L(S+P )− and L(S+P )adj− (the former is associated with the presence of topological
non-trivial gauge configurations and plays an important role in the breaking of the UA(1)
symmetry), our Fierz-complete basis of 10 interaction channels (4.59)-(4.68) including the
scalar-pseudoscalar and the diquark interaction channel must necessarily break the pairs of
channels parallel and transversal to the heat bath if these phenomenological channels are
traded for vector-like adjoint interaction channels.
The interaction channels L(σ-pi), Lcsc, L(S+P )− and L(S+P )adj− are not invariant under axial
UA(1) transformations, whereas the vector-like channels L(V±A) and L(V±A)adj are UA(1)-








are invariant under UA(1) transformations as well. In Section 4.3, we have parametrized the
Fierz-complete basis B with six UA(1)-symmetric interaction channels, Eqs. (4.59)-(4.63), and
four interaction channels (4.65)-(4.68) that are not invariant. In fact, the Fierz-complete basis
could have been parametrized by eight invariant and two breaking interaction channels as well,
see Eqs. (B.32)-(B.41). A Fierz-complete basis invariant under SU(Nc)⊗ SUL(2)⊗ SUR(2)⊗
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UV(1)⊗ UA(1) would be composed of eight interaction channels in total. Consequently, the
couplings of the two UA(1)-breaking interaction channels must be identical to zero in a UA(1)-
symmetric RG flow. Regarding the basis B with four UA(1)-breaking interaction channels,
we can now use the relations (B.46) and (B.47) to identify the remaining UA(1)-symmetric






2 λ¯(S+P )−L(S+P )− +
1





























where we have complemented the first two summands such that the second line consists of
the combinations (B.46) and (B.47), thus being UA(1)-invariant. Rewritten in this way, the
only UA(1)-breaking contributions are given by the last two lines in Eq. (B.48) which must
consequently vanish in a UA(1)-symmetric RG flow. For these contributions to vanish, the
couplings appearing in the parentheses must add to zero. As a result, we obtain the sum rules
S(1)UA(1) = λ¯csc + λ¯(S+P )adj− = 0 , (B.49)





2 λ¯(σ-pi) = 0 . (B.50)






In the following, we briefly recapitulate spontaneous symmetry breaking (SSB) which is a
crucial mechanism in quantum field theories. Our discussion bases on Refs. [202, 203, 207, 457].
The spontaneous breakdown of a symmetry basically means that the theory itself, i.e., the
action, is invariant under a certain symmetry transformation, whereas the realized ground
state is not invariant. The mechanism of SSB has several important implications. First, it
explains why a symmetry of an assumed Lagrangian or Hamiltonian is possibly not manifest,
i.e., hidden, in nature. An example is given by chiral symmetry breaking in the theory of the
strong interaction, cf. Section 2.1.2. Moreover, SSB provides an elegant mechanism for the
dynamical generation of mass. An important consequence of SSB is formulated in Goldstone’s
theorem [48, 49]: The spontaneous breakdown of a continuous symmetry gives rise to the
appearance of massless so-called Goldstone bosons in the channel of each broken symmetry,
i.e., the bosons possess, loosely speaking, the quantum numbers of the associated generators
of the broken symmetries. In the following, we illustrate these aspects by considering the










µϕi + V (ϕiϕi) , (C.1)
with a quartic self-interaction term accompanied by the coupling constant λ. The set of N
elementary scalar fields ϕi are assumed to be real valued. The Lagrangian is invariant under
global O(N) transformations which transform the fields according to
ϕi(x) 7→ Dijϕj(x) , (C.2)
with Dij being an orthogonal N ×N matrix, i.e., DTD = 1N×N . The classical ground-state
field configuration, which corresponds to the vacuum expectation value in a quantized theory
in lowest order tree approximation [203], is given by a constant field ~ϕ0 which minimizes the
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potential in Eq. (C.1). The parameter λ of the potential has to be positive in order to ensure
a stable vacuum, i.e., the energy is bounded from below. Regarding the parameter m2 we
can distinguish two cases. If m2 is positive, the field configuration minimizing the energy is
given by ~ϕ0 = ~0. In this case, the ground state is invariant under O(N) transformations as
well and the symmetry is realized in the so-called Wigner-Weyl phase. For an illustration of
this configuration for N = 2 fields see the left panel in Fig. C.1. In contrast to that, if m2 is





There are uncountably many degenerate states satisfying this condition which are connected to
each other by O(N) transformations. The specific realization of the ground state is arbitrarily
or “spontaneously” chosen. By a rotation of the internal coordinate system we can choose
without loss of generality the ground state to be
~ϕ0 = (0, 0, . . . , 0, v)T , (C.4)
with v =
√−m2/λ. The ground state is not invariant under O(N) transformations anymore
and the symmetry is spontaneously broken, i.e., the symmetry is now realized in the so-called
Nambu-Goldstone phase, see the right panel of Fig. C.1. We define the shifted fields
~ϕ(x) =
(
pii(x), v + σ(x)
)T
, i = 1, . . . , N − 1 , (C.5)
in order to ensure the orthogonality of the vacuum and the one-particle states [203].1 In terms










4 + λ2 (pi
ipii)σ2 + λ4 (pi
ipii)2 . (C.6)
The Lagrangian written in this form reveals several implications of SSB: The original O(N)
symmetry is not manifest anymore, i.e., hidden. We are left with the intact subgroup O(N −1)
which rotates only the pii fields into each other. Moreover, the σ field is now massive which
is due to the restoring forces in the radial direction giving rise to the mass term of the σ
field, cf. the right panel in Fig. C.1. In contrast to that, there are no such restoring forces
in the tangential direction. Terms involving the pii fields are at least cubic in the fields and
there is no corresponding mass term for the pii fields, i.e., the excitations of the pii fields are
massless. What is more, the Lagrangian (C.6) shows a greater variety of different interaction
terms. Nevertheless, the couplings of these interaction terms are composed of the original
parameters m2 and λ, i.e., the hidden symmetry entails relations among the couplings of the
interactions between the σ and pii fields. In other words, the mechanism of SSB results in
1 In the case of SSB the generating functionals yield the various types of n-point Green’s functions in terms of
the shifted fields. The vacuum expectation values of these fields vanish, see Ref. [203].






Figure C.1: Left panel: V = m2|~ϕ|2 +λ|~ϕ|4, with m2, λ > 0. The minimum of the potential is located
at |~ϕ0| = 0, i.e., the ground state is invariant under the continuous symmetry transformation, which
is the so-called Wigner-Weyl realization of the symmetry. Right panel: V = m2|~ϕ|2 + λ|~ϕ|4, with
m2 < 0 and λ > 0. The minimum of the potential becomes non-trivial. In fact, we find infinitely many
degenerate minima located along the “valley” of this “Mexican hat” shaped potential. The ground state
is not invariant anymore under the symmetry transformation, which is the so-called Nambu-Goldstone
realization of the symmetry. The arrows indicate the direction of the radial massive mode and the
tangential massless mode, colored orange and red respectively.
various new mass parameters and couplings but these depend only on the parameters of the
original symmetric Lagrangian.
Goldstone’s theorem can be established in a more general manner. For this reason, let us
consider a Lagrangian of a multiplet of real fields ϕi with the general potential V (ϕ). The
Lagrangian and thus the potential is assumed to be invariant under a continuous symmetry
(Lie) group G that transforms the fields in a given representation according to
ϕi(x) 7→ ϕ′i(x) = (exp(−iaT a))ij ϕj(x) ≈ ϕi(x)− iaT aijϕj(x) , (C.7)
with the nG generators T a. Moreover, the ground state of the theory is assumed to be invariant
under a subgroup H of the symmetry group G, with a total of nH generators. The ground state
~ϕ0 minimizes the potential, i.e., first order derivatives vanish, and we find for the potential
expanded about its minimum














The coefficients of the quadratic terms can be interpreted as the mass matrix, which is
symmetric and positive semidefinite. Because of the invariance of the potential under the
group transformations we find
V (ϕi) = V (ϕi − iaT aijϕj) =⇒
∂V
∂ϕi
T aijϕj = 0 . (C.9)
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Taking the derivative of the expression in Eq. (C.9), evaluated at the minimum ~ϕ0, the first








0 = 0 . (C.10)
We can now distinguish two cases. The first case is that a symmetry transformation generated
by the generator T a belongs to the subgroup H and therefore leaves the ground state invariant,
i.e., the generator annihilates the ground state:
T aijϕ
j
0 = 0 . (C.11)
As a consequence, the equation (C.10) provides no information about the eigenvalues of the
mass matrix. On the other hand, if the ground state is not invariant under a transformation
generated by T a, i.e.,
T aijϕ
j
0 6= 0 , (C.12)
the change of the ground state T aijϕ
j
0 describes an eigenvector of the mass matrix with the
eigenvalue zero according to Eq. (C.10). Hence, for each generator of the original symmetry
group of the Lagrangian which does not leave the ground state invariant (or said differently,
for each generator whose corresponding symmetry transformation is broken by the ground
state) a field excitation of zero mass appears, i.e., in total nG − nH Goldstone bosons. The
fields of the Goldstone bosons are given by
Πk = i(T k~ϕ0)iϕi, (C.13)
with T a being a generator of a broken symmetry [203].
So far, we have illustrated the implications of SSB in a classical description. We now comment
on SSB in the context of a quantized theory. The generators of a symmetry transformation
are given by the Noether charges Qa. Thus, a general state |χ〉 transforms according to
|χ〉 −→ |χ〉 + iaQa|χ〉. The realization of a symmetry in the Nambu-Goldstone phase is
indicated by a vacuum state |0〉 which does not respect a symmetry of the Lagrangian, i.e.,
we find for the corresponding charge
Qa|0〉 6= 0 . (C.14)
In contrast to that, if a certain continuous symmetry of the Lagrangian is not broken by
the vacuum state, the generator of this transformation annihilates the vacuum state, i.e.,
we have Qa|0〉 = 0. Relation (C.14) actually means that the integral in Qa = ∫ d3x ja0 (x) is
divergent and therefore does not exist [458]. In order to obtain a well-defined indicator for
SSB in a quantized theory, we consider instead of Eq. (C.14) the vacuum expectation value of
the following commutator:
〈0| [iQa,Φ(y)] |0〉 = 〈0|
∫
d3x i [ja0 (x),Φ(y)] |0〉 := 〈0|δaΦ(y)|0〉 ≡ 〈δaΦ(y)〉, (C.15)
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where Φ can in principal be an elementary field or a polynomial of fields. As the commutator
is only non-vanishing in the vicinity of the space-time point y, this object is well-defined. As a
result, we have found an order parameter for SSB in the following sense: A non-vanishing
expectation value 〈δaΦ(y)〉 is a sufficient criterion for Qa|0〉 6= 0 and thus for the spontaneous
breakdown of the related symmetry. If we take Φ to be an elementary field ϕi of our previous
discussion, see Eqs. (C.7)-(C.13), we find
〈[iQa, ϕi(x)]〉 = 〈0|(−i)T aijϕj(x)|0〉 = −iT aij〈ϕj(x)〉 = −iT aijϕj0 . (C.16)
The latter relation, cf. Eqs. (C.11) and (C.12), brings us back to our previous considerations.
The proof of Goldstone’s theorem in a quantized theory can be easily achieved by employing
the effective action formalism introduced in Section 2.1. The same arguments given above
in order to prove Goldstone’s theorem in classical field theory directly apply to a quantum
theory if the classical potential is replaced by the effective potential U . The effective potential
already includes quantum corrections to all orders and possesses the same symmetries as the
original Lagrangian. The minimum of the effective potential yields the vacuum expectation
value of the fields and therefore indicates if a symmetry is spontaneously broken by the ground
state. By simply repeating the arguments given above, we find for each broken generator an
eigenvector of the matrix of second-order derivatives of the effective potential U with the
eigenvalue zero. On the other hand, the second functional derivative of the effective action
is the inverse of the full propagator. Thus, it contains the mass spectrum of the theory: In




for p2 = m2. For a massless particle, the matrix has to be evaluated at p = 0. In position
space, this corresponds to homogeneous, i.e., constant fields. Therefore, the search for a zero
eigenvalue of the matrix of second functional derivatives of the effective action reduces to the






This finally proves Goldstone’s theorem in a quantum field theory.

D
CUTOFF SCALE DEPENDENCE OF
THE INIT IAL EFFECTIVE ACTION
We formally discuss the dependence of the initial bare action ΓΛ on the UV cutoff scale Λ
for asymptotically free theories such as QCD. From this general consideration, we can derive
a procedure for constructing the initial effective action in a well-defined and practically
applicable way.
The flow equation in its generic form
k∂kΓk[Φ] = Fk[Φ] (D.1)
can formally be integrated from the initial UV scale Λ to k < Λ to yield the average effective
action





Fk′ [Φ] , (D.2)
which provides the full quantum effective action Γ in the limit k → 0. The condition of RG
consistency introduced in Section 3.3 requires the independence of the effective action from
the cutoff scale Λ. We find
Λ∂ΛΓ[Φ] = Λ∂ΛΓΛ[Φ]−FΛ[Φ] = 0 . (D.3)
Assuming an asymptotically large cutoff, i.e., si/Λ  1 with s = {mphys,mext}, the Λ-
dependence of the initial effective action ΓΛ can be extracted from the relations (D.2)-(D.3)








where the term with n = 0 carries the physics part of the initial condition at the scale Λ.
Here, we have normalized the logarithmic term with some physical scale s0 ∈ s, e.g., the
physical mass gap of the theory at hand. Choosing a different reference scale shifts terms
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from γ˜0 to γ˜log. Note that the γ˜n’s can be a collection of different field-dependent terms
with the same Λ-behavior. The right-hand side of the flow equation can also be expanded
in powers of Λ, and the expansion coefficients only depend on the shape function r(x) and




fn[Φ; γ˜, r] Λn . (D.4b)




fn[Φ, γ˜, r] , γ˜log = f0[Φ, γ˜, r] , (D.4c)
where we have used Λ∂ΛΛn = nΛn, Λ∂Λ ln Λ = 1. Note that there is no relation for γ˜0 as it
contains the physics input. Nonetheless, γ˜0 appears on the right-hand side of the relations for
the γ˜n6=0 and γ˜log.
The set of relations (D.4c) can be solved recursively and provides the initial effective action
in a well-defined and practically applicable way. Note that only a finite number of terms
matter due to the Λ-suppression of the rest. The relations (D.4a)-(D.4c) also make apparent
that, for asymptotically large values of Λ, the initial effective action is nothing but the bare




Here, we define the threshold functions which appear in the RG flow equations in Chapter 4.
The threshold functions essentially represent 1PI diagrams and depend on the employed
regularization scheme. In order to define these functions, we make use of various auxiliary
dimensionless quantities, namely the dimensionless temperature τ = T/k, the dimensionless
(renormalized) chemical potential µ˜τ = Zµµ/(2piT ), and the dimensionless fermionic and
bosonic Matsubara frequencies ν˜n = (2n+ 1)piτ and ω˜n = 2pinτ , respectively.
E.1 Covariant Regulator
For the four-dimensional regularization scheme, see Eq. (3.40) in Section 3.2, it is convenient
to define the dimensionless (regularized) propagator for the fermions:
G˜ψ(y0, y, ω) =
1
(y0 + y)(1 + rψ)2 + ω
. (E.1)















(ν˜n + 2piτµ˜τ )2 (1 + rψ)2
×
(






































(ν˜n + 2piτµ˜τ )(ν˜n − 2piτµ˜τ )(1 + rψ)2


















× G˜ψ((ν˜n+2piτµ˜τ )2, y, ω)G˜ψ((ν˜n−2piτµ˜τ )2, y, ω)
]
, (E.5)
where y = ~p 2/k2 and the formal derivative ∂˜t is defined as ∂˜t = (∂trψ) ∂∂rψ . Here, we
have already used that ∂tZ‖ = ∂tZ⊥ = ∂tZµ = 0 in our present study. For the regulator







In the limit µ˜τ = 0, the above set of four distinct threshold functions collapses to a set of
merely two threshold functions:
l
(F)
‖+ (τ, ω, 0) = l
(F)
‖± (τ, ω, 0) ≡ l
(F)
‖ (τ, ω, 0) ,
l
(F)
⊥+(τ, ω, 0) = l
(F)




‖ (τ, ω, 0) + l
(F)








(∂trψ)(1 + rψ)(ν˜2n + y)
[(ν˜2n + y) (1 + rψ)2 + ω]
2 . (E.7)
For the regulator function (3.44) and T = µ = ω = 0, we then obtain l(F)‖ (0, 0, 0)+l
(F)
⊥ (0, 0, 0) =
1
4 . In the limit T = µ = ω = 0, the threshold functions indeed only enter the RG flow equations
in this particular combination.
E.2 Spatial Regulator
Also in case of spatial regulator functions, see Eq. (3.30) in Section 3.2, it is convenient to
define a dimensionless propagator:
G˜spatialψ (y0, y, ω) =
1
y0 + y(1 + rψ)2 + ω
. (E.8)
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The threshold functions then read
l
(F)











(ν˜n + 2piτµ˜τ )2
×
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(ν˜n + 2piτµ˜τ )(ν˜n − 2piτµ˜τ )×
















y(1 + rψ)2 + ω
)
×
× G˜spatialψ ((ν˜n + 2piτµ˜τ )2, y, ω)G˜spatialψ ((ν˜n − 2piτµ˜τ )2, y, ω)
]
, (E.12)









for ∂tZ‖ = ∂tZ⊥ = ∂tZµ = 0. For the shape function (3.31), i.e., the Litim or linear regulator,
the threshold functions can be computed analytically. For example, we find
l
(F)














































Note that not only the sum of the two threshold functions in Eq. (E.15) has a second-order
pole at
√
k2 + ω = µ at T = 0 but also the individual functions. Moreover, in the limit τ → 0,
ω → 0, and µ˜τ → 0, we find
l
(F)
‖+,spatial(0, 0, 0) = l
(F)
⊥+,spatial(0, 0, 0) = l
(F)
‖±,spatial(0, 0, 0) = l
(F)





For the derivation of the RG flow equations in Chapters 4 and 5, we have made use of
existing software packages [460, 461]. The size of the considered truncations and the resulting
complexity of the algebraic expressions make such software solutions indispensable. Here, we
briefly outline the essential parts in order to derive the RG flow equations for the couplings of
the Fierz-complete system of four-quark interactions:1
The Mathematica package DoFun (2.0.4) [460] allows an automatic derivation of FRG
equations for n-point functions from a symbolic representation of the effective action. The
definition of this symbolic effective action includes the Fierz-complete four-quark interaction
channels. With this effective action as input, the fermionic four-point correlation function is
derived by DoFun in symbolic form. By employing the DoAE package, which is included in
DoFun, the symbolic form is subsequently transformed into an actual algebraic expression.
This transformation requires the definition of Feynman rules, i.e., the definitions of the explicit
algebraic expressions for all propagators and vertices. The FRG equation for the four-point
correlation function at this stage is a tensorial object. In order to obtain the particular scalar
flow equations of the four-quark couplings, this equation must be projected on appropriate
tensor structures. Such tensor structures are for example given by the operator structures of
the four-quark interaction channels. They provide a linearly independent basis of projection
operators which, however, are not orthogonal. Consequently, the projections must be linearly
recombined in order to yield the flow equations of specific couplings: The left-hand side
(regarding the Wetterich equation) of the tensorial FRG equation for the four-point correlation
function is obtained by using the getFR command to derive the fermionic four-point vertex.2
The projections of this expression onto the basis of tensor structures leads to a system of linear
equations in terms of the four-quark couplings. The solution to this system then provides the
required recombinations of the projections of the right-hand side of the Wetterich equation in
order to eventually obtain the particular scalar flow equations of the four-quark couplings. In
1 For an introduction to the derivation of RG flow equations of four-fermion interactions, we refer the reader to
Ref. [333].
2 This operation essentially amounts to taking the appropriate number of functional derivatives of the effective
action with respect to the fermionic fields.
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this process, we have used the Mathematica package FormTracer (1.7.5) [461], which is based
on FORM [462, 463], to compute the various projections, i.e., to perform the traces in Dirac,
flavor and color space. In order to facilitate the numerical solution of the RG flow equations, we
have identified the various threshold functions appearing in the flow equations and solved the
momentum integration of the corresponding loop integrals separately.3 The threshold functions
then entered the flow equations as interpolated functions of the dimensionless temperature
and the dimensionless chemical potential only.
The RG flow equations appearing in the Fierz-complete NJL model study with a single
fermion species in Section 4.2 are listed below in Appendix F.1, and the RG flow equations
underlying the Fierz-complete NJL model study in Section 4.3 for general Nc and Nf = 2 are
listed in Appendix F.2. We do not explicitly list the RG flow equations of the model (5.1)
underlying our study with dynamical gauge degrees of freedom in Chapter 5 due to the
excessive size of the expressions.
F.1 NJL model with a single fermion species
We list here the RG flow equations underlying our Fierz-complete NJL model study with a
single fermion species presented in Section 4.2. For the covariant regulator function, we find
the following set of flow equations for the dimensionless four-fermion couplings λσ, λ‖V and
λ⊥V of the model defined in Eq. (4.33):
∂tλσ ≡ βλσ = 2λσ − 16v4
(

































‖+ (τ, 0,−iµ˜τ ) , (F.1)
∂tλ
‖


























‖± (τ, 0,−iµ˜τ )
+ 16v4
(




‖+ (τ, 0,−iµ˜τ ) ,
(F.2)
3 The identification and symbolic replacement of threshold functions is simplified by making use of the
tDerivative→False option in the symbolic derivation of the flow equations with DoFun. This option sup-
presses the derivative ∂˜t [460], which makes the algebraic structure of the threshold functions simpler.
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∂tλ
⊥









































‖+ (τ, 0,−iµ˜τ ) . (F.3)
In the limit of vanishing temperature and chemical potential, these RG flow equations simplify
to


























= 2λ⊥V − 4v4
(







Choosing Poincaré-invariant initial conditions, i.e., choosing λ‖V = λ⊥V = λV at the initial RG


















βλV = 2λV − 4v4(λσ + λV)2 . (F.8)
The flow equations in case of the spatial regulator function (3.30) are obtained from the flow
equations (F.1)-(F.3) by simply replacing the threshold functions with their counterparts for
the spatial regulator defined in Section E.2. However, note that Eqs. (F.4)-(F.8) are altered
for the spatial regulator as the actual values of the threshold functions for a given set of
values of τ , ω, and µ˜τ depend in general on the details of the regularization scheme. For
example, we find that the values of the threshold functions associated with the covariant
regulator, see Eqs. (3.40) and (3.44), and the spatial regulator, see Eqs. (3.30) and (3.31),
differ in the limit τ → 0, ω → 0, and µ˜τ → 0. In any case, we stress that Eq. (F.7) no longer
holds for the spatial regulator function as the latter breaks explicitly Poincaré invariance,
even at T = µ = 0.
216 rg flow equations
F.2 NJL model with two flavors and Nc colors
In the following, we list the set of RG flow equations of the SU(Nc)⊗SUL(2)⊗SUR(2)⊗UV(1)
symmetric model (4.3) with the four-quark interactions channels (4.59)- (4.68) underlying our




− λ2(σ-pi) − 4λ(σ-pi)λ(S+P )− − 4λ2(S+P )− + λ(σ-pi)λ(V+A)‖ + λ(σ-pi)λ(V−A)‖














− 12Ncλ(σ-pi)λ(V−A)adj⊥ − 2Ncλ
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+ 64v4
(













− 2λ(σ-pi)λcsc − 4λ(S+P )−λcsc + 2λ(S+P )adj− λcsc − λ(V−A)‖λcsc − 3λ(V−A)⊥λcsc
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+ 64v4
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2
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⊥+ (τ, 0,−iµ˜τ )
+ 64v4
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λ2(σ-pi) + 4λ(σ-pi)λ(S+P )− + 4λ
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⊥± (τ, 0,−iµ˜τ ) ,
∂tλ(S+P )adj−
=
2λ(S+P )adj− + 64v4
(
λ2(σ-pi) + 2λ(S+P )adj− λ(V+A)‖ −
3
2λ(σ-pi)λ(V+A)adj‖ + λ(S+P )−λ(V+A)adj‖
+ λ2(V+A)adj‖
+ 2λ(σ-pi)λ(V+A)⊥ + 4λ(S+P )−λ(V+A)⊥ + 2λ(S+P )adj− λ(V+A)⊥ − 3λ(V−A)⊥λ(V−A)adj⊥






















2 λ(V+A)adj‖ λcsc −
3Nc






‖+ (τ, 0,−iµ˜τ )
+ 64v4
(
λ2(σ-pi) + 4λ(σ-pi)λ(S+P )− + 4λ
2
(S+P )− + 4λ(σ-pi)λ(S+P )adj− + 8λ(S+P )−λ(S+P )adj−
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+ λ2(S+P )adj−
− λ(S+P )adj− λ(V−A)‖ + 2λ(σ-pi)λ(V−A)⊥ + 4λ(S+P )−λ(V−A)⊥ − λ(S+P )adj− λ(V−A)⊥
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