This work offers details of our recent research dealing with the development of a hybrid multi-objective optimization. Wolpert and Macready determined in single objective optimization that no single algorithm outperforms another over all possible classes of objective functions. This is the well known "No Free Lunch Theorem" (NFL) as it applies to searches and optimization problems. Koppen has shown how NFL can be extended to multiobjective optimization problems. NFL does not reject the possibility that there are classes of problems where one algorithm outperforms another. The problem faced by design engineers is that they may not know the class of problem, from an NFL point of view, they need to optimize beforehand. The objective function(s) form(s) as the design develops, and a robust optimization tool must be able to handle whatever class of objective functions any design renders. If an optimization tool provides multiple search algorithms which are automatically switched to, as the search demands, it may be possible to robustly optimize a large variety of objective function combinations.
I. Introduction
Single Objective optimization problems can be divided into two types of searches, single point searches and population based searches. In single point searches the algorithm uses a point in design space and mathematically determined information about the objective function, at that design point, to determine which new search point will yield the best objective function value. The advantage of these types of algorithms is that they tend to quickly, and accurately, converge on the first minima they encounter. The disadvantage of classical single point search algorithms is that the minima they converge to may not, necessarily, be the global minimum of the objective function.
In population based search algorithms, many design points are simultaneously considered by the search software. Evolutionary algorithms, currently very popular in the optimization community, fall into this category. 1 Graduate student. Student member AIAA. 2 Professor and Chairman of the Department. Director of MAIDROC. Associate Fellow AIAA.
These kinds of optimization algorithms are very effective at searching for the global minimum over large expanses of design space. They differ from the single point search algorithms in that they do not converge to the first minima they encounter. This versatility is paid for by not being able to quickly converge (when compared to single point searches) to the "absolute" minimum of the global minimum, when it is found. The dichotomy between the performance of single point algorithms and population based algorithms sets the stage for Hybrid Optimizers.
The goal of every Single Objective optimization routine should be to find the global minimum of the objective function using the least number of objective function evaluations possible. As the complexity of an objective function increases so do the computational resources needed to evaluate it. Engineering based objective functions can be based on complex Finite Element models, CFD models, or other physics based modeling techniques. Large scale models can consume hours, or days, of computer time. So, efficient use of the information obtained through each evaluation of the objective function determines if the optimization of a given problem is feasible.
Single Objective Hybrid Optimization algorithms try to combine the advantages of single point search algorithms and population based algorithms. What distinguishes one hybrid algorithm from another are the switching criteria employed. The simplest hybrid optimization algorithm would have two search algorithms, a global and a local. An appropriate set of switching criteria would treat the population based algorithm as the global search method and the single point algorithm as the local search method. The "global" search is conducted until the software is almost certain it has found the region where the global minimum resides. Then the software would switch to the local search to "home in" on the exact location of the global minimum. The criteria for switching between the two searches could be either a) switch if the best member of population cannot be improved after niterations or b) switch if the population member stays in the same region of the design space for n-iterations. The example above assumes both algorithms work successfully at their assigned tasks. Colaco et al. 1 uses a philosophy similar to the above utilizing 3 robust search algorithms: Particle Swarm, Differential Evolution, and BFGS. Another highly effective hybrid algorithm, by Dulikravich et al. 2 , checks for the failure of its constituent search algorithms, diagnoses the algorithm failure mode, and switches to the correct algorithm to counteract the failures of the first. Regardless of the criteria used, Hybrid Optimization algorithms are designed to keep the search for the global minimum moving robustly so as to minimize the number of evaluations of the objective function. The number and depth of switching criteria vary in complexity according to the hybridization strategy being implemented. Applying the hybrid optimization concept to Multi-Objective Optimization software is complicated by the fact that there is no single quality factor that can be used to properly compare two Pareto approximations 3 . In the Single Objective framework the value of the objective function is the primary quality factor (the only factor if the search is unconstrained) that distinguishes the quality of one global minimum approximation from another.
In this work multiple quality factors are used to allow progress of the optimization software, developed here, to be monitored. These quality factors will then form the basis of Multi-Objective switching criteria. The criteria will be combined with a judging system to determine if the optimization algorithm being used is efficiently finding a good approximation to the non-dominated set. When an algorithm is determined to not be progressing towards the Pareto front in an expeditious manner the software switches out the algorithm for another one. The solution presented here utilizes three evolutionary algorithms: Multi-Objective Particle Swarm (MOPSO), Strength Pareto Evolutionary Algorithm (SPEA), and Non-sorting Differential Evolution (NSDE). Each of these algorithms was chosen because they have different theories of operation and each is effective at handling a good variety of MultiObjective problems. Thus, they should have some classes of problems, not in common, that each should be able to handle on their own.
The effectiveness of the Multi-Objective Hybrid optimizer will be explored by testing the algorithm on standard test problems. If the hybrid algorithm works, it should be able to handle a wide array of test problems. The second comparison will be the hybrid algorithm versus the individual search algorithms that it is composed of. The idea here is to see if the hybrid algorithm performs as well as, or better, than an individual algorithm. If the switching criteria chooses the best algorithm for each problem the Hybrid algorithm should perform no worse than the best performing single algorithm, for a given set of objective functions. If this property of the hybrid algorithm can be established, then it makes sense to strictly use Multi-Objective Hybrid algorithms for real world designs. This is because, many times, a designer has no idea what class of objective function their design will generate until the design is established. It is then most useful to the industrial design engineer to have the most generalized optimization algorithm possible.
II. Multi-Objective Evolutionary Algorithms
Descriptions of the individual Multi-Objective Evolutionary algorithms used in the creation of the MultiObjective Hybrid Optimizer follow. Each algorithm's operating operation theory will be reviewed.
II.1 Strength Pareto Evolutionary Algorithm
Strength Pareto EA was developed by Zitzler and Thiele 4 . It combines several features of other EAs in a unique manner characterized by:
1. Strongly non-dominated solutions stored externally and continuously updated; 2. Evaluating an individual's fitness depending on the number of external non-dominated points that dominate it; 3. Preserving population diversity using the Pareto dominance relationship; 4. All the solution in the external non-dominated set participate in selection; 5. Incorporating a clustering technique in order to reduce the non-dominated set without destroying its characteristics. SPEA can be very effective in sampling from the entire Pareto front and distributing the generated solutions over the tradeoff multi-dimensional surface. SPEA is based on the principle of coevolving and the niching technique founded on the concept of Pareto dominance. It is quite capable in guiding the search towards the Pareto-optimal front. The algorithm of SPEA is as follows:
1. Initial population P and an empty non-dominated population P′ are generated 2. The non-dominated members of P are copied into the P′ set. 5. Then fitness is calculated for each individual in P as well as in P′.
6. Binary tournament selection is used to select the new set of offspring from the mating pool of P+P′. 7. Two-point crossover and bit mutation are performed, but it can be different depending on the problem at hand. 8. Termination criteria can be the maximum number of generations. Else, go to step 2.
The special feature of this algorithm is its fitness assignment and the clustering procedure.
II.1.1 Fitness Assignment
The fitness assignment process is a two-stage process, separately for P′ and P. Each solution is assigned a real value, called strength; s i is proportional to the number of population members. If n denotes the number of individuals in P that is covered by i and assume N is the size of P, then s i is defined as
The fitness of i is equal to s i . The fitness of an individual is calculated by summing the strength of all external nondominated solution that covers j. It is added with 1 so as to guarantee that a member of P′ has always better fitness than that of P. (Here we will try to minimize the fitness). So,
This mechanism intuitively reflects the idea of preferring individuals near the Pareto optimal front and distributing them at the same time along the trade-off surface.
II.1.2 Reducing Pareto Size by Clustering
In certain problems the Pareto set can be extremely large. So presenting all the non-dominating points is not quite reasonable and even useless when their number exceeds some bound. Moreover the size of the external non-dominated set N′ influences the behavior of SPEA. On the other hand, as the external population participates in selection, too many non-dominated points might reduce selection pressure and slow down the search. And also the niching mechanism relies on a uniform granularity of the grid defined by the non-dominated set. If the points in P′ are not distributed uniformly, the fitness assignment method is possibly biased towards certain regions of search space, leading to unbalanced distribution in the population. So pruning the external population, while maintaining its characteristics, is necessary.
II.2 Non-Sorting Differential Evolution
Differential evolution 5 is one of the hybrid evolutionary algorithms, taking the concept of larger population from GA and self adapting mutation from evolutionary strategies. It was initially developed for single objective optimization. Many algorithms were developed for multi-objective optimization by amalgamating DE approach with other evolutionary algorithms having the concept of Pareto 6, 7, 8 . DE had the advantage of incorporating a simple and efficient form of self-adapting mutation.
The concept of DE that is used is the mutation operator. For each new member to be created, three other population members are chosen at random, label as a, b and c. The mutation is done with a probability equal to the crossover rate (CR). The new individual X c ′ is created from the member X c by the difference between members X a and X b .
( )
The reason DE works well is that the mutation is driven by the difference between the parameter values of contemporary population members. This allows each parameter to self tune and give an appropriate reduction in magnitude as the optimization proceeds and convergence is approached.
To extend the idea of DE to multi-objective problems it has been amalgamated with some other multi-objective evolutionary algorithms. This gives us a hybrid algorithm which has the ability to handle the concept of Pareto while it has the advantage of DE's adaptive mutation and simplicity. One of the first examples of this was Pareto differential algorithm which uses non-dominated solution for reproduction and returns offsprings into the population if they dominate their parents 6 . The NSDE algorithm presented here is the combination of NSGA-II with mutation operator inspired by DE 5 . NSGA was developed by Deb et al. 6 . It uses a real-coded crossover and mutation operator, but in the multiobjective implementation of DE, these mutation and recombination operators were replaced with DE. The NSGA-II algorithm uses elitism and a diversity preserving mechanism. In multi-objective DE a new candidate u i,G+1 is first added to the new candidate offspring population until the offspring population is filled up to size N.
The combined (parents plus offspring) population of size 2N is sorted into separate non-domination levels. Individuals are selected from this combined population to be inserted into the new population, based on their nondomination level. If there are more individuals in the last front than there are slots remaining in the new population of size N, a diversity preserving mechanism is used. The special feature of NSGA is its sorting according to nondomination rank and crowding operator for selecting the new population 9 .
II.3 MOPSO -Multi-Objective Particle Swarm Optimization Algorithm
Particle swarm optimization (PSO) is a stochastic optimization method based on the behavior of flocking birds or schooling fish. This method was created by an electrical engineer (Russel Eberhart) and a social psychologist (James Kennedy) 10, 11 as an alternative to GA. Based on the social behavior of various species, PSO tries to equilibrate the individuality and sociability of the individuals in order to locate the optimum of interest. Each particle has information concerning the "best" point in objective space it has come across and the "best" point in objective space that any member of the swarm has come across. The first type of information is individual; the second is global. The individual and global information is transferred to each particle when their velocity is calculated, at each iteration. 
The coefficient w provides inertia from the last velocity calculation. The coefficients c 1 and c 2 are the learning factors and they bias the velocity to favor the particles' individual knowledge or the swarm's knowledge. Typically, c 1 and c 2 are given the same value; this is not a requirement 12 . The coefficients r 1 and r 2 are two random numbers varying between 0 and 1. They provide randomness to the particles' motion. P i and G i are the decision vectors for the personal best and global best objective values, respectively. These values are determined for a single objective optimization paradigm. So, P i and G i would be a particle's personal minima and the swarm's global minima, respectively. This equation provides the data from past particle generations that is passed to future particle generations. Once each velocity has been calculated, the position of each particle is calculated using
where, t i
x is the current position of the particle and t is the time step. The variable t can be taken at any value. The value 1 is most common.
When applying PSO to multi-objective problems, several changes have to be made so that the PSO algorithm handles the Pareto approximation and non-dominated points. In order to do this we must look at the objectives' space, a Pareto approximation and how a particle's value can be ascertained in a multi-objective paradigm.
In Figure 3 , the point px refers to the position of particle "x" in objective space. The point Px refers to the personal best for particle "x". The difference between the single objective personal best point and multi-objective personal best point is that the multi-objective personal best point is the non-dominated point in a particle's iteration history. Since for a Pareto optimal multi-objective problem there is no single optimum point, the global best point for a particle, is the point on the current Pareto approximation that is closest to the particle. In the figure above it turns out that point "a" is the closest point to point "x" on the Pareto approximation. Now that the P i and G i for this iteration have been identified the same velocity and position update equations for the single objective case can be applied.
So, the only difference between the single objective PSO and the Multi-Objective PSO (MOPSO) developed here is the way that the global and personal best points are chosen. Other researchers have used different methods to choose these points 13 . Some researchers have chosen to make weighted sums to adapt PSO to multi-objective problems 14 . 
III. Multi-Objective Hybrid Optimization
Wolpert and Macready's "No Free Lunch Theorem" (NFL) 15, 16 tells us that over all possible classes of objective functions, the performance of all search algorithms, on average, will be the same. Koppen 17 shows how NFL can be extended to Multi-Objective Optimization Problems. The purpose of a Multi-Objective Hybrid Optimizer is not to provide a single search algorithm that will have superior performance over all possible optimization problems. That is not possible under NFL. Instead the hybrid optimizer will automate the switching to the search algorithm that is most effective in solving the problem at hand.
In this section the theory of operation of the multi-objective hybrid optimizer 18 is described. First, the development of the switching criteria is described. Next the switching algorithm is defined. Lastly, the block diagram of the Multi-Objective Hybrid Optimizer is presented. For the purposes of this work the definition of hybrid optimization software will be limited to software that switches between multiple optimization algorithms.
The algorithm description assumes that the initial population has been generated by the software, the initial nondominated population is empty, and switching metrics are at initial value (zero, most of the time). The software presented here uses the Sobol's Pseudo-Random sequence generator as available in the TOMS/ACM 19, 20 archive, on www.netlib.org, to evenly distribute the points in the initial population. The algorithm is used to evenly distribute initial populations of design vectors with a maximum dimension of 1111 variables. For design vectors that are larger the 1111 dimension is just repeated over the remaining variables. Clustering is used to keep the population of the non-dominated set limited to user defined size.
IV. Switching Criteria
With a Single Objective Hybrid Optimization routine the switching criteria can be derived by either monitoring algorithm performance with respective to objective function value or algorithm performance with respect to the internal workings of the algorithm itself. The former condition is easy to monitor and easy to react to; the latter requires knowledge of the inner workings of each constituent algorithm. Both methods make effective software. When the objective function value is used for switching, search algorithms are switched out. This occurs when the objective function value is not being minimized at a satisfactory rate or converges to a value. The software then allows another algorithm an opportunity to improve the objective function value.
As mentioned earlier, Zitzler 3 discussed how it may not be possible compare two Pareto approximations from two different optimization algorithms using a single quality indicator. Single quality factors can be combined to form compound quality factors. As compound indicators are developed it then becomes a question of the compatibility and completeness of the derived quality factors. Since it is difficult to impossible to quantify which of two Pareto approximations is superior, for this work, the authors look to sensing only incremental improvements on an algorithm iteration to algorithm iteration basis (or a generation to generation basis). This is done by defining five desired improvements that a new generation makes to the Pareto approximation. The five desired improvements follow.
IV.1 1 st Desired Improvement
The first desired improvement is that the size of the population of non-dominated changes at the end of the algorithm iteration. In this hybrid algorithm the non-dominated set of points is maintained as a separate population (P i , using a notation similar to Zitzler's). To perform this test the new non-dominated set of solutions must be formed. The first step is to merge the new generation with the non-dominated set to form a temporary population. 
Once the new non-dominated set of solutions has been formed the desired improvement can be determined by (again in pseudo-code):
When this occurs, the Pareto approximation (the non-dominated set) is changing configuration in a positive manner. Either a point is being added to it, which means the resolution of the Pareto approximation is increasing, or, points are being removed from the approximation, which means that shape of the approximation is changing to a more accurate approximation of the actual shape of the true Pareto set for that problem.
IV.2 2 nd Desired Improvement
The second desired improvement is that one of the new population points dominates at least one of the points in the last non-dominated set. This can be expressed as: (8) When this occurs, one of the points in the newest generation of the population dominates at least one point in the non-dominated population and will be replacing it. This desired improvement differs from the 1 st improvement in that the final size of the non-dominated set need not change.
IV.3 3 rd Desired Improvement
The improvement is accomplished if the hyper volume of the dominated space changes from one generation's non-dominated population to the next. This improvement is suggested by Deb 6 in his text on Multi-Objective optimization. In the implementation presented here, a worst case objective vector is created from the initial population. This worst case vector forms one vertex in a hyper cube. The opposing diagonal of the hypercube is formed by the objective vectors of the non-dominated set population making one hyper cube for each member in the non-dominated population. The volumes of the hyper cubes are merged in union operation. This is a Boolean union operation as described by constructive solid geometry 21 principles used to make CAD software. The figure below shows the process applied to a 2 dimensional objective. In this case hypo volumes (areas) are merged. The software can handle any objective space dimension.
Changes in the dominated hyper volume indicate that the algorithm being used is somehow contributing to the non-dominated set.
IV.4 4 th Desired Improvement
For this improvement the average distance of the population in the non-dominated set from the objective space origin is calculated. If the average distance of the new non-dominated population from the objective origin is different from the average distance of last generation's non-dominated set then this improvement has been made. As opposed to the last improvement, this improvement tracks the geometric configuration of the dominated set in objective space. 
V. Automatic Switching Algorithm
On first inspection, each of five improvements outlined above seem as if they can measure Pareto approximation progress on their own. This is not the case. Improvements 3 and 4 are linked and no real improvement can be detected without considering both. The reader can imagine a case of two volumes in objective space that dominate the same "amount" of objective space but have different shapes. By considering both improvements 3 and 4, the difference between these two "equal" volumes can be detected because the difference shape is also taken into account. As mentioned earlier, the software uses clustering to limit the size of the nondominated set to a user specified size. Clustering alone can trigger an improvement without any appreciable improvements to Pareto approximation. These issues all echo from the work of Zitzler et al. 3 that suggests no one quality factor can be reliably used to measure which of two Pareto approximations is better. To avoid these situations, combinations of improvements must be used when determining if a search algorithm is to be allowed to continue to run or if the software needs to switch to another search algorithm.
The Multi-Objective Hybrid Optimization presented here uses a five point grading scheme. When a search algorithm creates a new search population generation, the new non-dominated set (Pareto, approximation is made) and the tests needed to determine if the 5 desired improvements are accomplished. For each improvement the algorithm accomplishes the search algorithm's new generation is assigned one grade point. A grade of two or better and the search algorithm runs again. If this minimum is not met, the program switches to another search algorithm. The hybrid software described here switches between the SPEA, NSDE, and MOPSO search algorithms. The algorithm will also switch out an algorithm if it reaches the, user specified, individual algorithm iteration limit. This iteration limit is in place so that other search algorithms which may work the problem at hand in a more efficient manner, have time to search. A block diagram of the Multi-Objective Hybrid software is below.
VI. Software Performance
The Multi-Objective Hybrid Optimization software was tested with two standard test problems. In the first test the software is allowed to perform the search on the test problem. The resulting Pareto approximation is compared to known solutions for the test problems. The equations for the test problems and the known good Pareto approximations were supplied by IOSO Technologies. Their standard Pareto approximations were made by performing random searches on the test problems for millions of objective function evaluations. Thus, there is no chance that these "good" Pareto approximations are tainted by being generated by another algorithm which converged improperly.
For the second test, the switching algorithm in the hybrid optimizer is disabled. Each individual search algorithm in the program is run for each test problem in the same fashion that the hybrid optimizer was run in the first test. The non-dominated set at 1/5 of the total allowed function evaluations is plotted. The performance of the hybrid optimizer is then compared to the single search algorithm. 
VI.1 Test Problems
Two test problems are used in testing the hybrid optimizer. These are well known problems and a detailed explanation of these problems can be found in the IOSO user's manual 22 . . cos .
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Write new Pareto approximation to disk. Figure 6 shows the progress of the optimizer after 1, 4, 10, and 25 generations. The results at 25 generations compares remarkably well with the known solution for this problem. The issue facing an optimizer in this problem is its ability to accurately cluster in the objective domain so an accurate representation of the discontinuity in the Pareto front can be defined and maintained.
For the second test problem, two difficult issues are faced by the optimizer. First, the actual non-dominated set has small and numerous discontinuities. Secondly, the magnitude of the first objective functions spans a range from 0.000001 to 1000. This is a nine order of magnitude range, and most of the range is comprised of values less than one. This last issue makes it difficult to cluster points correctly regardless of which domain they are clustered in. Figure 7 shows that the hybrid optimizer was able to capture the discontinuities of the Miele test problem for large values of objective function 1. As the value of objective function one decreases the Pareto approximation thins. This also occurred with IOSO's Pareto front standard which is a random search based on one billion objective function evaluations. The values of Pareto approximation are in agreement with the known good Pareto front.
VI.3 Comparative Performance
In this test the switching algorithm was disabled and the optimizer ran each search algorithm on each test problem. The non-dominated set for all four optimization methods (hybrid, SPEA only, NSDE only, and MOPSO only) at 1/5 of the total function evaluations were then plotted. Figure 8 shows a non-dominated set for the four methods at 100 function evaluations for the Poloni test problem.
The hybrid optimizer has already defined the discontinuity in the Pareto front. The SPEA has best defined the extents of the left hand side of the Pareto front for this problem and does not intrude on the Pareto front's discontinuity. The Pareto approximation with the hybrid optimizer is no worse than with the SPEA approximation alone.
In Figure 8 the Pareto approximation for all four methods are plotted at 500 function evaluations of the Miele test problem. On the left side of the Pareto front the hybrid optimizer performs no worse than the SPEA only and MOPSO only searches. This is the difficult portion of Miele problem because of the small values of objective function number one, as mentioned earlier. On the right side of the Pareto front the hybrid optimizer performs as well as the NSDE only search. 
VII. Summary
The Multi-Objective Evolutionary Hybrid Optimization software presented here is able to find an accurate Pareto approximation for two standard test problems. The Poloni problem Pareto front approximation was established in 25 population generations. For the Miele problem, 100 generations were needed to establish a good approximation to the Pareto front. The less generations needed, the less computational power needed to solve these problems. This is encouraging at this point in this research.
When compared to the three single search algorithms that comprise it, the hybrid optimizer performed no worse than any of the single algorithms. This result is the most encouraging of all. In light of "no free lunch" theorems, the best that can be hoped for is that the hybrid optimizer switches out poorly performing search algorithms in favor of algorithms that can keep the search going at a brisk pace. Thus, the hybrid algorithm will be no better than the best performing constituent algorithm for a given class of objective functions, but it will be significantly more robust than any individual algorithm.
VIII. Future Work
During our next investigation, the software will be tested against more test problems and some real world design optimization problems. Both the first and second test, as described above, will be done with all problems. The effort to see if the hybrid optimizer can really perform no worse than the best single constituent algorithm for any given class of objective function must continue.
Two sets of improvements will be made to the software. First, another evolutionary search algorithm will be added to hybrid optimizer. Careful consideration will be made to insure the new search algorithm's principal of operation differs as much as possible from the three existing algorithms. This will be done in an attempt to broaden the classes of objective functions that the hybrid algorithm will be able to handle efficiently. The final improvement will be to the clustering algorithm. An attempt to normalize the clustering distance will be made. This will improve the hybrid optimizer by combating the Pareto front thinning problem many optimizers have with problems like the Miele test problem. 
