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Abstract-The problem of scheduling divisible loads in a single-level tree network is considered. 
All the earlier studies in divisible load scheduling consider the blocking mode of communication. 
In this paper, the nonblocking mode of communication is considered. Closed-form expression for 
the processing time in the nonblocking mode of communication is derived. Using this closed-form 
expression, this paper analytically proves a number of significant results on load sequencing and 
processor-link arrangement in a single-level tree network. It is shown that the performance measures 
of interest such as the processing time, idle time, and utilization of processors are better in the 
nonblocking mode of communication than in the blocking mode of communication. @ 2003 Elsevier 
Ltd. All rights reserved. 
Keywords-Divisible loads, Nonblocking mode of communication, Processing time, Optimal load 
sequence, Single-level tree network. 
1. INTRODUCTION 
The main objective in parallel and distributed computing systems is the minimization of pro- 
cessing time of the jobs that arrive at any of the computer sites in the system. Minimizing the 
processing time involves designing efficient scheduling algorithms. An efficient scheduling algo- 
rithm distributes the jobs in an optimal manner to the set of available processors in the system so 
that the processing time is minimum [l-3]. In the context of scheduling indivisible and modularly 
divisible loads, there is a large amount of research results available in the literature. The domain 
of scheduling divisible loads in multiprocessor systems started in 1988 and has stimulated consid- 
erable interest among researchers and engineers [4]. An introduction to divisible load scheduling 
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in distributed computing systems and recent research studies in this area are presented in [4]. A 
divisible load can be divided into any number of fractions and can be processed independently 
on the processors as there are no precedence relationships. 
PRACTICAL EXAMPLE OF DIVISIBLE LOAD. (See [5].) C onsider the automated fingerprint 
matching application. Here, the problem is as follows: the unknown fingerprint (“a mark”) 
must be compared against a large number of possible matches. A score (reflecting goodness of 
fit) is computed, and the top few candidates are then provided (in sorted order from the best 
to the worst) to a human expert for final verification. For a given set of possible matches, the 
problem is that of obtaining (computing) a score for each of them. The set of possible matches 
is the divisible load and can be divided into any number of fractions and the score can be com- 
puted independently on the processors in a distributed computing system. This type of problem 
without communication delay (time delay in sending the possible matches to processors in the 
system) is called “embarrassingly parallel” in [5]. When there is no communication delay, it is 
shown in [5] that, if there are n identical processors available in the system, then each could 
take l/n of the large possible matches and process them in parallel. Note that the number of 
fingerprints constituting the total load is very large compared to the number of processors. Due 
to this, the load can be considered as arbitrarily divisible, i.e., a continuous entity. A few of the 
other application domains of scheduling divisible loads are image processing applications using 
Hough transform [6], matrix-vector products of very large sizes [7], computer vision data process- 
ing [8], query processing in database systems [9], distributed biomedical image processing [lo], 
and filtering, encryption, and coding problems [ll]. 
The problem of scheduling divisible loads in a linear network incorporating the associated 
communication delay was first introduced in [12]. In this study [12], the load distribution process 
is represented as a Gantt-chart-like timing diagram, and the recursive load distribution equations 
are introduced. The methodology from this paper is extended to scheduling divisible loads in 
tree networks in [13] and to bus networks in [14]. In these studies, the optimal load fractions are 
obtained by assuming that all the processors involved in the computation of the processing load 
stop computing at the same time instant. This assumption has been shown to be a necessary 
and sufficient condition to obtain optimal processing time for linear networks in (151 and bus 
networks in [16]. H owever, it has been rigorously shown that this condition is true only in a 
restricted sense [17], in the case of a heterogeneous single-level tree network. A closed-form 
expression for the processing time is presented in [l&19] for a single-level tree network, and using 
this closed-form expression, optimal sequence of load distribution and optimal arrangement of 
processors and links are obtained in [18]. For the case of homogeneous linear and tree networks, 
their closed-form expressions and an asymptotic performance analysis are presented in [20,21]. 
Scheduling divisible loads in hypercube, mesh networks and other associated issues are discussed 
in [22-241. 
In all these studies [7,9,12-241 on divisible load scheduling, the process of communicating the 
load fractions is the “blocking mode of communication”. In the blocking mode of communication, 
the processor will start the computation process only after the front-end (communication co- 
processor) has received all the load fractions assigned to that processor. Hence, there is a delay 
in starting the computation process by the processor. This delay cannot be removed completely 
for all processors in the network, but can be reduced in another mode of communication known 
as the “nonblocking mode of communication”. In the nonblocking mode of communication, the 
processor will start the computation process, while its front-end is receiving the processing load. 
Hence, the delay in starting the computation process is reduced in the nonblocking mode of 
communication in comparison with the blocking mode of communication. In the fingerprint 
example mentioned above, consider that a processor is assigned with 100 possible matches to 
compute the score on each of these matches. In the blocking mode of communication, this 
processor will start the computation process only after receiving all the 100 possible matches. 
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In the nonblocking mode of communication, this processor will start the computation process 
after receiving the first possible match of the 100 possible matches. This nonblocking mode of 
communication in divisible load scheduling was first introduced in [ll] for a homogenous tree 
network. 
In this paper, scheduling divisible loads in the nonblocking mode of communication and in 
a heterogeneous single-level tree network are considered. We first derive the load distribution 
equations for this nonblocking mode of communication and obtain a closed-form expression for thr 
processing time in this mode. Using this closed-form expression, we present the important results 
on an optimal sequence of load distribution and optimal arrangement of links and processors in 
this tree network. We also discuss all issues related to this mode of communication wit,h tht; 
earlier studies. 
2. DEFINITIONS AND PROBLEM FORMULATION 
A single-level tree network with (m+ 1) processors considered in this paper is shown in Figure 1. 
All the processors are connected to the root processor po via communication links. This tree> 
configuration can be represented as an ordered set as follows: 
where (li,pi) represents the z ‘th child processor (pi) and is connected to the root processor (~0) 
via link (1%). This ordered set represents the arrangement of m + 1 processors and m links. Thcl 
order also represents the sequence in which the root processor distributes the processing load to 
other processors. The divisible load arrives at the root processor (PO). The root processor (~0) 
divides the processing load into (m + 1) fractions (~0, CQ, . , cu,) and keeps the part (~0) for 
itself to process/compute and distributes fractions (al, ~22,. , a,) to the child processors in tht 
sequence pl , p2, . . , p, one after another. The processors in the network are equipped with front- 
ends (or communication co-processors). The child processors start computing the load fractions 
while the front-end is receiving the load fractions. The objective here is to find the optimal size 
of these load fractions ~0, cyl, . . . , (Ye such that the processing time is minimum. 
Figure 1. A single-level tree network with (m + 1) processors. 
Definitions 
LOAD DISTRIBUTION. This is denoted as Q and defined as an (m+ I)-tuple (cyo, al,. , CY,,) such 
that 0 < a, 5 1. The equation Ego Oi = 1 is the normalization equation, and the space of all 
load distribution is denoted as r. 
FINISH TIME. The finish time of processor pi is denoted as Ti and is defined izs the time difference 
between the instant at which the i th processor stops computing and the time instant at which 
the root processor initiates the process. 
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PROCESSING TIME. This is denoted as I’(T(po)) and defined as follows: 
(2) 
where Ti is the finish time of processor pi. 
OPTIMAL LOAD DISTRIBUTION. This is defined as the load distribution for a given arrangement 
and a given sequence such that l?(T(po)) is minimum. 
OPTIMAL SEQUENCE. This is defined as that sequence of optimal load distribution for a given 
arrangement such that r(T(po)) is minimum. 
OPTIMAL ARRANGEMENT. This is defined as the arrangement of links and processors such that 
l?(T(po)) is minimum, provided the optimal sequence and optimal load distribution is followed. 
Notations 
Qi Fraction of the processing load assigned to processor pi 
Wi A constant inversely proportional to the speed of the processor pi 
zi A constant inversely proportional to the speed of the link li 
T cm Time to communicate the entire processing load by a standard processor 
T CP Time to compute/process the entire processing load by a standard processor 
u Ratio of communication time to processing time for a given load in a standard link and 
processor (i.e., D = TCm/TCp) 
For a standard processor and standard link, let wi = 1 and zi = 1, respectively. In divisible 
load theory literature almost all researchers follow these definitions and notations. In [17], it has 
been rigorously proved that for the optimal processing time all the processors involved in the 
computation of the processing load must stop computing at the same time instant. We, in this 
paper also, use this optimality criterion. 
Closed-Form Expression for Processing Time 
Now, we derive the closed-form expression for the processing time. This is derived by assuming 
that the sequence of load distribution is from pl,pz, . . . ,p, in that order. This means that the 
root processor divides the processing load into m + 1 fractions, namely, ~0, cyi , . . . , CX,, and keeps 
the fraction crs for itself for processing. It transmits the remaining fractions cyi, ~2, . . . , CX, to the 
processors PI, ~2, . . , P,, respectively, one after another. So, the sequence of load distribution is 
Pl,Pzr’~‘rPm~ The timing diagram is the usual way of representing the load distribution process 
in divisible load scheduling. The timing diagram (for the nonblocking mode of communication) for 
optimal load distribution is shown in Figure 2. Here, it is the nonblocking mode of communication. 
This means that the child processor will start the computation process while its front-end is 
receiving the processing load. The timing diagram (for the blocking mode of communication) for 
optimal load distribution is given in [18]. Note that, in this timing diagram of Figure 2, the first 
child processor starts computing at the same time as the root processor. Also note that, in this 
timing diagram, all the processors involved in the computation process stop computing at the 
same time instant. From the timing diagram shown in Figure 2, the recursive load distribution 
equations are obtained as 
aowoTcp = OIWIG~, 
oiwiTcp = oi.~Tcrn + oi+iwi+iTcp, i=1,2 ,..., m-l, 
(3) 
and the normalization equation is given as follows: 
fyolj = 1. (4) 
j=O 
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P, %&a, 
Figure 2. Timing diagram for load distribution process. 
Equation (3) can be rewritten as follows: 
where 
Qi = fi+1%+1r i=O,l,..., m-l, (5) 
fj = 
wjTcp 
wjelTc, - +~Tcm’ 
j = 1,2 ,...,m. (6) 
Note here that za is zero. It is also assumed that WjTq > zjT,,, for all j = 1,2,. , m. The 
reason for this assumption is discussed in remarks at the end of this section. These recursive 
equations can be solved by expressing all the oi (i = 0, 1, . , m - 1) in terms of cr, as follows: 
CX, = fi fj Ct,. 
1 1 
(7) 
j=i+l 
From the normalizing equation (4), the value of om is obtained as 
1 
o! - 
m- l+kcl jiikfj 
(8) 
The load fraction assigned to processor pi is cy, and is 
ii fj 
Ly( = 
j=i+l 
l+F fifj 
%n, i=O,l,..., m-l. 
k=l j=k 
(9) 
From the timing diagram in Figure 2, it can be seen that the processing time r(T(po)) is the 
processing time of the root processor pe given by aowoTcp. Thus, l?(T(po)) is obtained as 
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This above closed-form expression for the processing time will be used to prove some important 
results on the optimal sequence of load distribution, and the optimal arrangement of links and 
processors in a single-level tree network with the nonblocking mode of communication. 
Remarks 
On the assumption WjTcp > ZjTc,, j = 1,2,. . . , m, we note that one of the main reasons 
for using parallel and distributed computing is to share the heavy computational work among 
the processors because of the availability of a faster communication channel. Also, in practical 
problems, the computation time to obtain performance measures of interest on a particular data 
set by a processor will be much more than the time to communicate the data set to that processor. 
In the fingerprint matching examples presented earlier [5], the most time-consuming and difficult 
part of the process is the computation of the goodness of fit score. Communication time in sending 
the possible matches to the processors is very much less in comparison with the computation of 
the goodness of fit score. Here, WjTq is the time to process a given load fraction and zjT,, 
is the time to communicate the given load fraction by the root processor. If this condition is 
not true, then that particular processor will not be computing continuously (perhaps through 
compute-wait cycle). Hence, in this paper, this assumption is used. 
Another assumption in this paper is that we have a large number of possible matches assigned 
to a processor to compute the goodness of fit score. While deriving the load distribution equa- 
tions (3) and (4), the communication time of the first possible match is ignored since the time to 
communicate one possible match is very small and can be ignored. The load distribution equa- 
tions are derived with the idea that while the processor is computing the goodness of fit on the 
first data point, the front-end is receiving the other data points assigned to it. After computing 
the goodness of fit first data point, the processor starts the computation with the second data 
point, and so on. 
3. OPTIMAL SEQUENCING AND ARRANGEMENT 
In this section, we use the closed-form expression for the processing time given in the earlier 
section to prove important results on sequencing and arrangement. For this purpose, we use the 
load distribution pattern between two adjacent processor-link pairs and rewrite the closed-form 
expression in such a manner that only the terms corresponding to the ith and (i + l)th processor 
and link pairs are present explicitly, as given below: 
W(PO)) = 
where 
C(i) = fi .fj, 
j=l, j#i,i+l,i+Z 
m m 
Ki(i)=l+ C nf3, 
k=i+3 j=k 
KZ(i) = fi fj, 
(12) 
(13) 
(14) 
(15) 
j&+3 
k=l j=k, j#i,i+l,i+Z 
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K3(i)canalsobewrittenas(fifi..‘fk-lfic+3...fi)+(f2...f~-lfk+3...fi)+...+(fi-lfi)+fr. 
The reason for writing the processing time in this manner is that if any change in sequence of load 
distribution or arrangement of processors and links is done in these two processor-link pairs i and 
i + 1, then only fi, fi+l, fi+2 will change in the processing time expression. All other terms will 
not change and will be absorbed as constants defined above. Also, note that these expressions 
and constants are valid for only i = 1,2,. . , m. For the last two adjacent processor-link pairs 
m - 1 and m, the corresponding expressions are 
~(Gn-lfm~O~c, 
r(T(po)) = 1 + K*(i)fm-lfm + fm ’ 
m-2 
D(i) = I-I fj, 
j=l 
z-1 2-l 
I&(i) = 1 + c T]I fj. 
k=l j=k 
(17 
(18) 
Here, in Kb(i), i can take values only m - 1 and m - 2. 
LEMMA 1. For the nonblocking mode of communication in a single-level tree network T(po) i if 
zi+l < zi, and given that WiTcp > ziTcm, and w,+lTcp > zi+lTcm, for any two adjacent processor- 
link pairs, then the processing time will decrease or remain the same when (1%) pi) and (1,+1, p%+ 1) 
are interchanged. 
PROOF. When the pairs (Zi,pi) and (li+l,pi+l) are interchanged, the resulting arrangement 
T,~(po) is given as follows: 
TA(Po) = {(~1,Pl),(~2,P2),~..r(~z+l,Pz+l)~(~irP~),~...(~m,Pm)}. 
We have to prove that r(T~(po)) _< I’(T(po)), if zi+l 5 z,. B ecause of this interchange on13 
three terms fi, fi+l, and fi+2 in I’(T(po)) will change. The changed values of fi, fi+l, and &+2 
are denoted as gi, gi+l, and gi+2, respectively, in the processing time expression of the changed 
sequence of load distribution. Thus, the processing time expression for the changed sequence of 
load distribution is r(TA(po)) which is given as follows: 
r(TdPo)) = 
C(i)A%+2S%+l.4WQOTcp 
Kl(i) + K2(i){S%+2 + !Ji+Zgi+l) + K3(i)LJi+2Si+lSi’ 
(20) 
For clarity, we write fi, fi+l, and fi+z and gi, gi+l, and gi+z in terms of corresponding w, and z,, 
fi = wi ww,+1 
Wi-1 - Zi-1U ’ 
Si = 
W,-1 - Zi-16’ 
fi+l = wi+l Wi 
Wi - ZiCT’ 
gi+1 = 
w,+1 - Zi+1(7’ 
fi+2 = 
w-2 W+2 
Wi+l - Zi+lo’ 
!A+2 = ------> 
IL’, - ZiU 
(21) 
where c = T&T,,. The processing times of I’(T(po)) and r(TA(pO)) are given in equations (11) 
and (20). Let us denote the numerators of equations (11) and (20) as Nl and Nz, and respective 
denominators as D1 and D2. It can be easily seen, from equation (21), that fi+zfi+lft = 
Qt+zgi+lgi, and hence, Nl = N2. We compare only the denominators D1 and Dz and obtain the 
following conditions: 
if (01 - 02) 1 0, then J3T(Po)) I r(TA(Po)), 
if (01 - D2) 5 0, then W(p0)) 2 r(TA(PO)). 
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The value of (01 - Dz) is obtained as 
&(i)Wi+24Zi+1 - Zi) 
D1 - D2 = (Wi+1 - Zi+1U)(Wi - Z&T). 
(22) 
When .zi+l 5 zi, then (01 - Dz) 5 0, which proves the lemma. Also, note that zi+l < zi means 
(01 - 02) < 0, which implies a definite decrease in the processing time. This lemma is proved 
here for i = 1,2,... , m - 2. For the case i = m - 1, it can be proved in a similar manner using 
equations (16)-( 18). 
REMARKS. This lemma is valid only when wiTcp > ziTcm, wi+lTcp > zi+lTcm, and wi+lTcp > 
ziTcm. As mentioned in the earlier studies 1171, interchanging adjacent processor-link pairs do 
not imply a physical rearrangement in the architecture, but rather a change in the sequence of 
load distribution by the root processor. 
THEOREM 1 (OPTIMAL SEQUENCE). In a single-level tree network T(po), in order to achieve 
minimum processing time, the sequence of load distribution in the nonblocking mode of commu- 
nication by the root processor po should follow the order in which the link speeds decrease. 
PROOF. The proof directly follows from Lemma 1. 
REMARKS. As mentioned in the earlier remarks, Theorem 1 is valid only when wiTc, > qT,,, 
foralli=1,2 ,..., m. 
LEMMA 2. For the tionblocking mode of communication, in a single-level tree network T(po), the 
following conditions exist. 
1. If wi+lTcp > zi+lTcm, wi+lTcp > ZiTcm, ~J’cp > z&m, WiTcp > zi+lTcp, &+I > Zi 
and wi+l 5 Wi, for any two adjacent processor-link pairs (li, pi) and (li+l,pi+l), then the 
processing time will decrease or remain the same when only the processors pi and p,+l 
are interchanged. 
2. If zi+l = zi in the above condition, then the processing time is independent of the order 
in which the processors pi and pi+1 are arranged. 
PROOF. 
1. When the processors pi and pi+1 are interchanged, the resulting arrangement TV is as 
follows: 
TB(PO) = {(~,PI), UZ,P~), . . . Y (h,Pi+l), (h+l,Pi), . . . 7 (L7 Pm)}. (23) 
We have to prove that l?(T~(po)) 5 I’(T(po)) if wi+l 5 wi along with the conditions given above. 
As mentioned in the proof of Lemma 1, only the terms fi, fi+l, and fi+z in I’(T(po)) will change. 
The changed values are denoted as gi, gi+l, and gi+z. The processing time I”(TB(Po)) is obtained 
as 
WdPo)) = 
c(qgi+2si+lsi 
Kl(i) + K2(i){!?i+2 + !%+2%+1) + K3(i)!&+2gi+lgi 
woTcp. (24) 
The values of gi, gi+l, and gi+2 are 
gi = 
w+1 gi+l = wi Qi+2 = 
Wi+2 
W&l - zi-1u’ wi+1 - zp’ Wi - Zi+lO’ 
(25) 
The processing time for T(po) and TV are given in equations (11) and (24). Following the 
same procedure as in Lemma 1, the value of NlD2 - N2D1 is obtained as 
C(i)Kl(i)wiWi+lWi+2(Wi - Wi+l)(zi+l - zi)owbZp 
N1D2 - N2D1 = (Wi-1 - Zi-lU)(Wi+l - Zi+lU)(Wi - ZiC7)(Wi - Zi+lb)(Wi+l - Zig)’ (26) 
if NIDZ - N2D1 10, then W”(m)) 2 W’&o)), 
if NlD2 - N2Dl 5 0, then VYPO)) 5 r(%(Po>>. 
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From equation (26), we can see that if wi+l < Wi, and given that zi+l > .z%, then NlD2 - NzDl 2 
0, which implies that l?(T(po)) 2 l’(T~(po)). H ence, if wi+l 5 wi, then by interchanging the 
processors pi and pi+l, the processing time will decrease or remain the same if wi+l < w,, which 
implies a definite decrease in the processing time and thus proving the first part of this lemma. 
2. To prove the second part, we use equation (26). When z,+l = Zi, then NlD2 - N2D1 = 0, 
regardless of the value of wi and wi+l, implying that the processing time is independent of the 
order in which the processors pi and pi+1 are arranged. 
Here too, this lemma is proved for i = 1,2,. . , m - 2. For i = m - 1, it can proved in a simila.1 
way using equations (16)-(B). 
REMARKS. Note, the values of gi, gi+l, and g1+2 given in equation (25) used for proving this 
lemma are different from the values of gi, gi+l and gi+z given in equation (21). Interchanging 
two adjacent processors implies a physical rearrangement in the architecture. 
THEOREM 2. For the nonblocking mode of communication, in a single-level tree r(T(po)), if all 
the links have the speed Zi = Z, and WiTcp > .zT,,, for i = 1,2,. . , m, then the processing time 
is independent of the order in which the processors are arranged. 
PROOF. This proof directly follows from Lemma 2. 
THEOREM 3. For the nonblocking mode of communication, in a single-level tree I’(T(po)), if 
w,TCP > z?T,, for all i, j = 1,2, . . . , m in order to achieve minimum processing time the processors 
and links should be arranged in such a way that wi+l 2 wit and zi+l 2 zi, for all i = 1,2,. , m. 
PROOF. The proof follows directly from Lemma 2. 
REMARKS. This theorem shows how to achieve the minimum processing time when an architec- 
tural rearrangement of links and processors are possible. So far, the speed parameter w. of the 
root processor was not considered in the rearrangement. Now, we discuss this aspect. 
LEMMA 3. For the nonblocking mode of communication in a single-level tree I’(T(po)), ifw,T,, > 
zjT,rn, for all i, j = 0, 1, . . . , m, with Wi+l 1 Wi and zi+l 1 zz, for all i = 0, 1, . , m - 1; if 
w1 5 wg, then the processing time will decrease or remain the same by interchanging the root 
processor (PO) with the first left-hand side processor (~1). 
PROOF. The fastest link-processor (Il,pl) pair will be in the first left position, because the 
processors and links are arranged in the manner wi+l > wi and zi+l 2 z,. We now interchange 
the root processor pa with the first processor pl. With this interchange the resulting arrangement 
Tc(pl) is as follows: 
TC(PI) = {(~,Po), (~z,Pz), . , (Lz,~n)). (27) 
We have to prove that r(Tc(pl)) < I’(T(po)), if w1 < WO. The processing time for l?(T(po)) and 
r(Tc(pl)) where i = 0 are given as 
r(T(po)) = ICI(O) + KZ(O){fi -t f2fi) ’ 
wc(Pl)) = 
WsmwTc, 
Kl(O) + K2@){92 + 9291) 
(28) 
w 
For clarity, we write f 1, f2 and 91, g2 in terms of wi and zi as 
fl= w1 
wo-zfy7’ 
g1= w” 
WI- zocr’ 
f2 = w2 g2 = w2 
(30) 
201 - 210’ wo-ZlcT’ 
where the value of zo is zero. Let us denote the numerators of equations (28) and (29) as N1 
and N2 and the respective denominators D1 and D2. Following the same procedure, the value of 
NlD2 - N2D1 is obtained as 
NlDz - N2Dl = C(O)~I(O)W~T~~Z~~(WO - WI) 
(201 - aa)(wo - aa> . 
(31) 
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From the above, we can see that if 201 < WO, then (NlDz - N&) > 0, which implies that 
~(T(Po)) 2 r(Tc(~d). H ence, if w1 < WO, by interchanging the processors po and pl, the 
processing time will decrease or remain the same if w1 < WO, which implies a definite decrease in 
the processing time. 
THEOREM 4 (OPTIMAL ARRANGEMENT). Given a set of (m + 1) processors, and m links to be 
arranged in a single-level tree architecture following the nonblocking mode communication, then 
the processing time will be minimum if the processors and links are arranged in such a way that 
wo 5 ~1, wi+l 2 wi, and zi+l 2 zi for i = 1,2,. . . ,m - 1. 
PROOF. This theorem can be easily proved by a contradiction using Theorem 3 and Lemma 3. 
4. RESUhTS AND DISCUSSIONS 
In all the earlier studies in scheduling divisible loads, the blocking mode of communication is 
used. In this paper, the nonblocking mode communication is presented for scheduling divisible 
loads. In this paper, a closed-form expression for the processing time of a divisible load in the 
nonblocking mode of communication is derived. Using this closed-form expression, important 
results on optimal sequencing and optimal arrangement are obtained. The processing time of 
a divisible load in the nonblocking mode of communication is always less than the processing 
time of the same divisible load in the blocking mode of communication. This is due to the 
fact that, in the the nonblocking mode of communication, the child processors will start the 
computation process, while the front-end is receiving the processing load. Because of this fact, 
the “idle time” of the child processors is reduced in the nonblocking mode of communication, in 
comparison with the blocking mode of communication. Idle time (Ii) of child processor pi is the 
time difference between the computation of time the processor pi and the computation of time 
the root processor po. 
Ii = C~OWOT~, - (Y~w~TC~, i=1,2 ,..., m. (32) 
Also, the utilization (Vi) of the child processor pi is increased in this nonblocking mode of 
communication compared to the blocking mode of communication. Utilization of a processor p, 
is defined as the ratio of the computation time of pi to the computation time of root processor po 
u, = w-G, * 
QOWOTC~ ’ 
i = 0, 1, . . . , m. 
NUMERICAL EXAMPLE 1. We now present a small numerical example. Consider a single-level 
tree network with four (m = 4) child processors. All the processors in the network are equipped 
with front-end processors. The computation speed parameters of the processors are wg = 1.0, 
w1 = 1.2, wg = 1.5, ws = 1.7, and 204 = 1.9. The communication speed parameters of the links 
are zl = 0.2, z2 = 0.3, ~3 = 0.4, and z4 = 0.5. And let T,, = TCP = 1.0. This network satisfies all 
the conditions on optimal sequencing and optimal arrangement discussed in the earlier section. 
The measures of interest processing time, idle time, and the utilization of processors are shown in 
Table 1 (a) for the nonblocking mode of communication and in Table 1 (b) for the blocking mode of 
communication. From this table, we can see that all the measures of interest in the nonblocking 
mode of communication are better than in the blocking mode of communication. Note that the 
values of fis are different in the blocking and nonblocking modes of communication. 
NUMERICAL EXAMPLE 2. We now present another numerical example to show the effect of 
sequencing and arrangement of links and processors. Consider a single-level tree network with 
three child processors, m = 3. All the processors are equipped with front-end processors and let 
TCp = T,, = 1. The processor and link speed parameters for several single-level tree networks 
and the corresponding processing times are shown in Table 2. In this table, Case I shows the 
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Table 1. Performance measures of interest. 
(a) Nonblocking mode of communication. 
Processing Time = 0.3279 
(b) Blocking mode of communication. 
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Table 2. Optimal sequence and arrangements 
initial arrangement of processors and links. In Case II, we interchange the links II and 12) and p, 
and ~2, simultaneously (see Lemma 1). The processing time in Case II is less than that of Case I. 
Now, if architectural rearrangement is not possible, then Case II also gives the optimal sequence’ 
of load distribution. Cases IV and V demonstrate the applications of optimal sequencing and 
optimal arrangement of processors discussed in this paper. 
In earlier studies on divisible load scheduling [17,18], it is shown that it is possible to improve 
performance by eliminating some of the processor-link pairs from the network, which is the same 
as assigning zero loads to these processors. To identify such processor-link pairs, the concept. 
of equivalent network is used in [17,18]. The set of processors pi+l, . . ,P~+~ can be replaced 
by a single equivalent processor p(i + 1,. , i + T) with equivalent processing speed parameters 
W eq=W(i+l,..., i + T) and equivalent communication speed parameter zeq = .z( i + 1, , z + r) 
Using these zes and ~0,~) rules for optimal load distribution in the blocking mode of communication 
are presented in [17]. We can see from [17,18] that zeq and weq derived for the blocking mode 
of communication are only functions of fi. Hence, we can see that the rule for optimal load 
distribution given in [17] are valid for the nonblocking mode of communication also. But, note> 
that the actual value of fi in the blocking mode is (w,T,, + z~&)/w+~T,~, and the value of fi in 
nonblocking mode is wiTcp/(w+~Tcp -zi-IT,,,,). Another condition is also needed in nonblocking 
mode wiTcp > .ziT,,, which is discussed in this paper. 
DISCUSSIONS. The details of implementing the nonblocking mode of communication in parallel 
processing systems are discussed in [25,26]. In our study, it does not imply one packet for one piece 
of data so as multiple packets for multiple pieces of data. Even though a piece of data may require 
multiple packets for send-receive-ack protocol if the data size is larger than allowable payload for 
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one packet. For example, the maximum payload of an ethernet is 1500 bytes, maximum ATM 
payload size 48 bytes. However, the $ize of one fingerprint image uncompressed is more than lMB 
or around hundreds of KB when compressed. In addition, the total load to be processed is a large 
amount of images. Thus, sending fingerprint images frame-by-frame or piece-by-piece may incur 
additional protocol packets slightly but never considerably. In this context, the extra overhead 
due to piece-by-piece sending can be ignored. However, consideration of packets overheads of the 
send-receive-ack protocol is an interesting future subject of study. 
Optimal sequence of load distribution discussed in this paper can be achieved without effecting 
any architectural rearrangement. Rearranging the links and the processors may not always be 
possible. If architectural rearrangement is permitted then it is possible to improve the time 
performance of the network further. 
5. CONCLUSIONS 
In this paper, scheduling divisible loads, in the nonblocking mode of communication, in a single- 
level tree network is considered. We have proved some important results concerning optimal load 
distribution, optimal sequencing of the processing load, and optimal arrangement of processors 
and links. It is shown that the performance measures of interest in this nonblocking mode of 
communication are better than in the blocking mode of communication. 
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