. As is apparent in Figure 2 , multiple regions may be detected but, as noted earlier, we assume that they arise from the same object. (Other work on saccadic redirections of gaze direction [3] is based on a similar motion process running at coarse scale across the entire image and distinguishes between different regions using magnitude of motion, direction of motion, and area of the moving region.
However, the "interest value" of a region based on these parameters remains hand-coded for different applications.) Our use of foveal motion for tracking is further described in [6] .
Our aim is to centre the camera's viewpoint on the target, and to match its velocity. Because we have already subtracted the motion induced by camera rotation, are demands which could, after passing through the inverse kinematics, be sent to the joint servo-controller.
However, these raw signals are delayed by the visual latency. As indicated in the introduction, one method we have used to reduce the effect of latency is filter the position and velocity using a constant velocity Kalman Filter, and use the product of filtered velocity and the known latency to evaluate a corrected, prompt, positional demand. Later in the paper we explore whether filtering using 3D motion is more effective.
Three examples of the output from the foveal optical flow process during tracking of a car, a bus, and a person are is shown in Figures 2(a-c) . The camera platform was mounted on the sixth floor of an office block. In each case, the stills are every eighth frame from a 25 Hz sequence.
The observer trajectories captured from several persons entering an leaving the University's
Computing Centre are shown in Figure 3 (a), overlaid on an image taken from the rest frame.
(Note that the rest-frame image is for graphical illustration only, and was neither captured during pursuit nor used in the analysis.) The actual observer trajectories from one of these pursuit episodes are shown in Figures 3(b,c) . The person exits the building, proceeds along the pavement to their left for some 30m, turns around and doubles back before cutting across the grass to reenter the building. The time axis unit is one frame. Each took 40ms, and so the pursuit sequence covers a period of some 56 seconds. can thus be recovered by establishing the correspondence between at least four known points, or at least four known lines, in each of the two planes [24] .
A. Recovery from a 4-point calibration
To establish the calibration using points, the active camera is directed to view in succession the calibration points whose scene coordinates l X are known. The fronto-parallel plane position s X is derived from the joints angles
. Each point correspondence provides an equation
where by making the scale explicit we can enforce equality rather than projective equality, and where to constrain the degrees of freedom of . For four or more points, the system can be solved in the least-squares sense as
A.1 Implementation example
The view obtained in the resting
direction from the window of the office block is given in Figure 5 (a). Overlaid on the image are the four points used for calibration. In the scene these points P X
are the corners of a nominally rectangular lawn measured
in the ground plane, where each unit is 1 metre. Centering the active camera on these points gave head joints angles of
By registering the image with the frontal plane it is possible approximately to overlay image features onto the calibrated plane. If the pursued object lies above the ground plane, the 3D trajectory will be incorrect: it will be positioned where the gaze direction actually strikes the ground plane, that is, further from the camera. This problem is evident in the tracks of Figure 5 (d) -empirically it is found that it is the torso centre that is tracked rather than the feet. (The same problem is evident in static features also: note that the the outline of the street lamp, which is of course above the ground plane, is reconstructed as though it were an object "painted" on the ground plane.)
Strictly within the present method, the trajectory can be corrected only by recalibration from points at the correct height¯, provided that¯is constant. If no such points can be found, then the simplicity of the method is lost somewhat and the ground plane coordinates of the camera In Figure 6 we show the recovered
ground plane trajectories corresponding to the observer trajectories given in Figure 3 .
B. Recovery from a 4-line calibration
The calibration can also be achieved using four or more lines in the ground plane where, as the working below shows, there is no need to establish "endpoint to endpoint" correspondence.
The homography for lines is obtained from the dual relationships between lines and points in both planes,
The homogeneous representation of a line in the ground plane is given in terms of the normal to the line r Á 9 e ¥ ¬ µ ( Â ' ) Ã Â © and the distance Ä (which may be negative) along the normal from the Cartesian origin to the line,
Similarly for lines in the frontal plane,
To constrain the degrees of freedom we set
condition occurs only if an observed line at the horizon of the ground plane is mapped to line through the origin of the frontal plane, an occurrence we can safely ignore.)
Each line correspondence is represented as
and after eliminating q X contributes two equations to the system
As in the earlier case, the unknown elements
can be recovered by leastsquares.
B.1 Implementation and example results
The implementation of the line calibration is somewhat more involved than that for points.
The calibration lines are "traced" actively by the camera. The driving process is a video-rate implementation in the fovea of the Canny edge detection and hysteresis linking algorithms [25] .
For each image frame, after computing edgels and linking them together into strings, the edgel nearest the centre of the fovea is located and its parent string identified. The gaze controller then traverses the string in the current direction to find the ß th-neighbour of the central edgel, and sends its position as a demand to the servo-controller. Repeating this process as each image is received causes the camera to trace smoothly along an extended edge, even though no point correspondences are made between frames. Figure 7 shows alternate frames from a 25Hz sequence of edgemaps obtained as the camera traces around around a string.
As line tracing proceeds, at each frame the gaze angles shows the Cartesian reconstruction of the trajectories and calibration pattern.
II. TRAJECTORY FILTERING
We have developed filters embodying three simple canonical motions to describe the ground plane trajectories using the following scene models based on speed and direction, rather than individual speeds in the r and u directions:
1. CSD Constant speed and direction, ie, zero acceleration and turning rate.
CS Constant speed
ie, having possibly non-zero turning rate.
CD Constant direction
ie, having possibly non-zero acceleration.
Each model is incorporated in an Extended Kalman Filter (EKF), and the set embedded within the framework of the Interacting Multiple Model (IMM) [19] which selects the most appropriate filter to represent the target dynamics at any time. 
A. The individual filters
For convenience, each of the filters for constant speed and direction (CSD ), constant speed with turning rate (CS) and constant direction with acceleration (CD) has the state vector p 9 á à r u â " â " P ã R
At each frame we obtain an estimate of the target position, but also allow for independent information about velocity to be included, giving an observation vector of
The observations are related to the state vector by
where å is the vector-valued observation model and
is an uncorrelated, zero-mean, Gaussian noise sequence defined by
. The visual processes and robot dynamics implicity and explicitly involved in the selection of a position in the image and its transfer onto the ground plane make it almost certain that these assumptions are violated. However, as the absolute size of noise in the Cartesian tracks, eg Figure 5 (e), is small compared with variations we wish to account for using the different filters, the competition between filters
should not be unduly biassed.
In an EKF the prediction of state and variance are: 
A.1 All filters
First, for all the filters the vector of functions
The Constant Speed and Direction (CSD ) filter.
Both â and are constant, so that the update equation over a time interval and the associated Jacobian matrix is " â c ae 9
To evaluate the process noise covariance, both
that to first order the noise unmodelled by the update equation is 
A.3 The Constant Speed (CS) filter
The update equation is 
A.4 The Constant Direction (CD) filter
Now is modelled as constant, but â may change, so that the update equation over a period 
B. Tests of individual filters
The individual filters were first tuned by applying them to simulated noisy data generated from models each was designed to filter. An example of tuning the process noise in the CS filter is shown in Figure 9 . The synthesized motion has periods consisting of 50 observations of constant speed, zero turn rate motion (ie, straight line, no acceleration) followed by periods, This dilemma arises when observing any system which has dynamics which change abruptly and unexpectedly. Not surprisingly then, multiple-model-filtering has received considerable attention in work on radar tracking of aircraft. We have explored the Interacting Multiple Model (IMM) scheme for filter management, which from the literature appears to provide good state estimation in the presence of switching target dynamics with, importantly, a computational cost compatible with real-time operation [26] , [27] , [28] , [29] , [30] , [19] , [31] .
III. THE INTERACTING MULTIPLE MODEL
The IMM algorithm operates with a set of . Figure 11 illustrates the effect upon the model probabilities for the square trajectory of varying the switching probability from gives better discrimination between models as the filter probabilities are more widely separated. This is as we would expect, since increasing 3 reduces the amount of mixing between models, and the correct filter will obtain a more accurate estimate of the target state vector and attain a higher probability. However, increasing Figure 10 (a) (also one of those shown in Figure 3(a) ). The filter probabilities illustrate a period of straight line motion with occasional periods of slight acceleration, followed by a turning manoeuvre where the CS filter has highest likelihood, followed by further straightline motion. Table II The above tests have shown the advantages afforded by embedding filters within the IMM, namely much improved long term performance when trajectories incorporate periods of model switching. We now describe real-time implementation of the filter scheme and illustrate improved tracking performance of the system when filtering is incorporated.
IV. REAL-TIME FILTER IMPLEMENTATION
The IMM filter has been implemented in real-time to evaluate its potential for driving tracking from 3D rather 2D prediction. The first step of the filter loop is to evaluate the current state of the update steps for the three CSD , CS and CD filters is 39 ms, barely under the 40 ms maximum permitted for operation at 25 Hz. With mixing incorporated into the filter scheme the time taken rises to 53 ms, and we are no longer able to run the complete filter cycle with mixing at 25 Hz.
To overcome this limitation we run the prediction step for each filter at each frame, but only update the filter states estimate with every second frame of received data, allowing the system to maintain 25 Hz operation. Although such timings are processor dependent, this example illustrates that filter framework allows prediction not only over delays arising from latency, but also over delays due to missing data. Although direct timing comparisons between the IMM's three filters and a single image-based filter have not been performed, the above figures indicate that the computing time is increased less than four-fold. Figure 14 shows results from the IMM while the head platform tracks a toy engine which follows an oval made of two straights and two semi-circles (as recovered in Figure 15 ). The One of our key aims in this work was to demonstrate that prediction in 3D is more effective than that performed in 2D. Figure 15 illustrates the improvement when tracking the toy engine.
The left sides of Figures 15(b) and (c) shows 2D tracking, where saccades have had to be resorted to in order to recapture the target when 2D pursuit fails. The right sides show the results when IMM filtering and 3D prediction is used. The system maintains pursuit without the use of corrective saccades.
V. CONCLUSIONS AND DISCUSSION
This paper has demonstrated first the tracking of targets moving in a plane in the scene using an active monocular camera and the recovery of "observer trajectories", the intersection of the instantaneous direction of gaze with the frontal plane. By calibrating the homography between June 16, 2003 DRAFT the frontal plane and scene plane using plane to plane correspondences of at least four points or at least four lines, it was possible to reconstruct the scene trajectory of the target during tracking.
The paper then described the implementation of three Kalman filters based on simple canonical motions to filter the trajectory, and their embedding in an Interacting Multiple Model which allowed the most appropriate filter to describe the motion. An improvement in tracking performance was demonstrated in real time using the 3D trajectory and filter to provide prediction over the latency in the visual feedback loop, rather than using filtered 2D observer trajectories.
The IMM was able to provided strong filtering and good prediction together with a robustness not available when using a single filter. In principle, there is no reason why the IMM method should not be extended to discriminate between fully 3D motions (recovered, say, from stereo tracking) rather than planar ones, although the addition of further state variables must increase uncertainty and hence make the distinction between filters more difficult within the IMM. In situations where the motion is not well described by any of the individual filters, the IMM is at best neutral, that is the latest datum is believed in preference to the filtered state. To what extent increasing the repertoire of simple motions and hence the number of filters is useful is open to question, but the early caveat about the competition between filters becoming more difficult must surely apply.
Although we have emphasized the use of filtering in 3D for prediction, an important issue in an active vision system is to what in the scene the system should devote its visual resources or attention. From this perspective, the detection of manoeuvres, or the lack of them, is more relevant than prediction. An interesting target, and one which demands more resources, is one which manoeuvres, whereas a boring one is one which does not. Our empirical evidence suggests that the Interacting Multiple Model provides not only strong filtering providing good prediction, but also a reliable -though inevitably delayed -indication of manoeuvre as the most likely model changes. The probability of changing model from moment to moment, which can be analyzed as a Markov chain [32] , provides a characteristic motion signature for a target. 
