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Abstract
Technology scaling has enabled drastic growth in the computational and storage capacity
of integrated circuits (ICs). This constant growth drives an increasing demand for high-
bandwidth communication between and within ICs. In this dissertation we focus on low-
power solutions that address this demand. We divide communication links into three sub-
categories depending on the communication distance. Each category has a different set of
challenges and requirements and is affected by CMOS technology scaling in a different man-
ner. We start with short-range chip-to-chip links for board-level communication. Next we
will discuss board-to-board links, which demand a longer communication range. Finally
on-chip links with communication ranges of a few millimeters are discussed.
Electrical signaling is a natural choice for chip-to-chip communication due to efficient
integration and low cost. IO data rates have increased to the point where electrical signaling
is now limited by the channel bandwidth. In order to achieve multi-Gb/s data rates, com-
plex designs that equalize the channel are necessary. In addition, a high level of parallelism
is central to sustaining bandwidth growth. Decision feedback equalization (DFE) is one of
the most commonly employed techniques to overcome the limited bandwidth problem of the
electrical channels. A linear and low-power summer is the central block of a DFE. Conven-
tional approaches employ current-mode techniques to implement the summer, which require
high power consumption. In order to achieve low-power operation we propose performing
the summation in the charge domain. This approach enables a low-power and compact re-
alization of the DFE as well as crosstalk cancellation. A prototype receiver was fabricated
in 45nm SOI CMOS to validate the functionality of the proposed technique and was tested
over channels with different levels of loss and coupling. Measurement results show that the
vii
receiver can equalize channels with maximum 21dB loss while consuming about 7.5mW from
a 1.2V supply. We also introduce a compact, low-power transmitter employing passive equal-
ization. The efficacy of the proposed technique is demonstrated through implementation of
a prototype in 65nm CMOS. The design achieves up to 20Gb/s data rate while consuming
less than 10mW.
An alternative to electrical signaling is to employ optical signaling for chip-to-chip inter-
connections, which offers low channel loss and cross-talk while providing high communication
bandwidth. In this work we demonstrate the possibility of building compact and low-power
optical receivers. A novel RC front-end is proposed that combines dynamic offset modulation
and double-sampling techniques to eliminate the need for a short time constant at the input
of the receiver. Unlike conventional designs, this receiver does not require a high-gain stage
that runs at the data rate, making it suitable for low-power implementations. In addition, it
allows time-division multiplexing to support very high data rates. A prototype was imple-
mented in 65nm CMOS and achieved up to 24Gb/s with less than 0.4pJ/b power efficiency
per channel. As the proposed design mainly employs digital blocks, it benefits greatly from
technology scaling in terms of power and area saving.
As the technology scales, the number of transistors on the chip grows. This necessitates a
corresponding increase in the bandwidth of the on-chip wires. In this dissertation, we take a
close look at wire scaling and investigate its effect on wire performance metrics. We explore
a novel on-chip communication link based on a double-sampling architecture and dynamic
offset modulation technique that enables low power consumption and high data rates while
achieving high bandwidth density in 28nm CMOS technology. The functionality of the link
is demonstrated using different length minimum-pitch on-chip wires. Measurement results
show that the link achieves up to 20Gb/s of data rate (12.5Gb/s/µm) with better than
136fJ/b of power efficiency.
viii
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Chapter 1
Introduction
Most advanced electronic systems today require complex architectures that consist of in-
terconnected integrated circuits (IC). Examples of such systems are computer servers and
high-performance multiprocessor systems, Figure 1.1. CMOS technology scaling has enabled
a huge growth in processing capability. Figure 1.2 shows the history of the microprocessors.
In the early age of the CMOS technology, the performance of the microprocessors was im-
proved by both scaling the number of transistors per area [1] as well as the operating clock
frequency. This approach provided a tremendous improvement in processing power until
2004, when designers ran into a new problem, power consumption. It turned out that by
scaling clock frequency, marginal improvement in processing performance was achieved while
a significant power penalty had to be paid [2]. As a result of the increased power, designers
employed a parallel computing approach through multi-core processors. Nowadays we have
microprocessors with over tens of cores on a single die and in the near future processors
are expected to have hundreds of cores to enable exa-scale computing [3]. This increase
in computing power necessitates a corresponding increase in inter-chip as well as on-chip
communication bandwidth. As shown in Figure 1.3, the I/O bandwidth requirement for
microprocessor products scales by a factor of 2-3 every two years [5] and this trend is an-
ticipated to continue according to International Technology Roadmap for Semiconductors
(ITRS) [4]. High aggregate bandwidth can be achieved by employing large numbers of inputs
and outputs (IOs) per chip as well as high data rates per IO. As evident from Figure 1.3
the number of pins does not scale as fast due to the physical connection limitations. This
1
Figure 1.1: Examples of complex electronic systems. A high-performance multi-core processor (a). A
computer server (b).
leaves the increase in per pin bandwidth as the only solution to the future I/O bandwidth
problem.
Electrical interconnects are conventionally the main platform for data communication.
However, due to their limited bandwidth, the scaling of data rate has proven to be very diffi-
cult. The dielectric and resistive losses of printed circuit board (PCB) traces increase as the
operation frequency increases. Such frequency dependent attenuation causes inter-symbol
interference (ISI) and ultimately signal-to-noise-ratio (SNR) degradation. In addition, re-
flections from discontinuities in the signal path due to transitions from chip-to-package and
package-to-board generate more ISI and further reduce the SNR. These problems are exac-
erbated as the data rate increases. As the number of interconnects increases, the spacing
between channels decreases to allow for accommodating more channels and hence achieving
2
Figure 1.2: History of microprocessor performance scaling.
Figure 1.3: IO bandwidth requirement of microproccesors in recent years (a). Constant growth of the
required IO bandwidth according to ITRS (b).
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higher aggregate data rate. One of the consequences of this approach is the excessive capac-
itive and inductive coupling between adjacent channels, which manifests itself as crosstalk
noise. Crosstalk can also severely degrade signal integrity. The effect of ISI and crosstalk
will be explained in more detail in the next chapter. A common approach in the design of
high-speed serial links over bandwidth-limited channels is to employ equalization techniques
to cancel destructive effects of ISI. Typical equalization techniques include decision feedback
equalization (DFE) [64–67], feed-forward equalization (FFE) [43–47] and continuous time
linear equalization [68–71] at the receiver and FFE at the transmitter [33–37]. These tech-
niques can be used in parallel links with many IOs to increase the aggregate data rate. A
number of techniques have been also proposed to remove the effects of crosstalk. The design
in [73] employs an FFE equalizer and [76] uses crosstalk-induced jitter equalization at the
receiver. Other approaches to compensate for crosstalk noise include the use of staggered
I/Os [77] or a finite-impulse response (FIR) filter at the transmitter [78]. All these schemes
result in significant power consumption and are not suitable for parallel data links. This
dissertation provides a compact low-power electrical link architecture with crosstalk can-
cellation capability to enable scaling of chip-to-chip communication bandwidth. The main
emphasis of the proposed design is low-power consumption, small area and scalability to
future technologies.
As data rates scale to meet increasing bandwidth requirements, the shortcomings of
copper channels are becoming more severe. As mentioned earlier, in order to continue scaling
data rates, equalization techniques can be employed to compensate for the ISI. However, the
power and area overhead associated with equalization make it difficult to achieve target
bandwidth with a realistic power budget. As a result, rather than being technology limited,
current high-speed I/O link designs are becoming channel and power limited. A promising
solution to the I/O bandwidth problem is the use of optical inter-chip communication links.
The negligible frequency dependent loss of optical channels provides the potential for optical
link designs to fully utilize increased data rates provided through CMOS technology scaling
without excessive equalization complexity. Optics also allow very high information density
through wavelength division multiplexing (WDM). By providing a high-capacity channel,
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optical signaling can potentially close the gap between the interconnect speed and on-chip
data processing speed. This dissertation investigates the challenges of designing electronics
for short-haul optical links and proposes a number of solutions to enable optical IOs. We
focus on techniques to design simple, compact and low-power receivers suitable for dense
parallel optical interconnects.
Hybrid integration of optical devices with electronics has been demonstrated to achieve
high performance [89, 129–134], and recent advances in silicon photonics have led to fully
integrated optical signaling [135, 136]. These approaches pave the way to massively parallel
optical communications. In order for optical interconnects to become viable alternatives to
established electrical links, they must be low cost and have competitive energy and area
efficiency metrics. Dense arrays of optical detectors require very low-power, sensitive, and
compact optical receiver circuits. Existing designs for the input receiver, such as TIA,
require large power consumption to achieve high bandwidth and low noise, and can occupy
large area due to bandwidth enhancement inductors. Moreover, these analog circuits require
extensive efforts to migrate and scale to future technologies. Therefore, in this thesis we
develop techniques to implement low-power, compact receiver circuits for highly parallel
optical communication.
As VLSI technologies continue to scale, on-chip wires will present increasing latency and
energy problems. While circuit performance benefits from technology scaling, the shrinking
cross-sectional area of the on-chip wires increases electrical resistance and hence latency.
Repeaters mitigate the latency problem but do little to improve the energy cost. Moreover,
as technology scales, the number of repeaters grows significantly, which increases power
consumption and adds complexity. A CMOS wire driver running at an effective frequency
f must switch a total wire capacitance Cw through the voltage Vdd, leading to a power
cost proportional to CwfV
2
dd. Under technology scaling, wire capacitance remains largely
constant (for global wires spanning constant-sized die), Vdd scales down only slowly, while
f scales up, leading to nearly constant power per wire. With chips containing more and
more devices, this constant power per wire gets multiplied by an ever-increasing number
of wires. For instance, each chip in a data-routing grid for a high-performance processor
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may carry in excess of 250 meters of wiring interconnect, which would burn nearly 50 W
of wire and repeater power at 4 GHz [183]. Designers have proposed different techniques
to mitigate the power and latency problem of the on-chip wires. Low-swing differential
signaling [179, 182–185, 191], current-mode signaling [186, 187, 192], equalization [185, 191]
and transmission lines [179, 186] have been employed to resolve the energy and latency
problem of the repeated links. However, these techniques are becoming less adequate in
meeting bandwidth density and power requirements. In this thesis we have attempted to
provide a solution that maximizes bandwidth density for on-chip communication in a power
and area efficient manner.
In summary, this dissertation provides solutions to enable increasing data rate both for
chip-to-chip and on-chip communications with the emphasis on low power consumption to
meet the ever-increasing demand for the bandwidth required by future microprocessors.
1.1 Organization
This thesis is divided into three closely related topics. Chapter 2 provides a background in
high speed data transmission systems. Shortcomings of electrical communication channels
are introduced and their effects on the signal integrity and maximum achievable data rate are
investigated. It is shown that for short channels, electrical signaling can still be a viable solu-
tion especially due to low cost and efficient integration. In chapter 3 we introduce a solution
to achieve high bandwidth over short electrical communication channels using high perfor-
mance low-power equalization techniques. A low-power high data rate electrical transmitter
is presented that employs passive pre-emphasis to enhance the overall channel bandwidth
and a DFE receiver to compensate for the residual post-cursor ISI. The proposed 2-tap DFE
receiver employs a novel switched capacitor technique to perform equalization in a power
efficient manner. It has been also shown that this technique can be readily generalized to
many equalization taps with minimal power overhead compared to conventional techniques.
In addition, a novel crosstalk cancellation is integrated in the receiver to allow for highly
parallel communication over high loss and coupled channels to achieve high aggregate data
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rate. It is shown that the proposed crosstalk cancellation technique operates efficiently with
minimal power overhead.
As the communication distance increases to tens of inches, the efficiency of equalization
technique drastically degrades due to the increase in the number of equalization taps required
to compensate for the excessive channel loss. This makes electrical links inadequate in
meeting the bandwidth requirement for long communication distances. In addition optical
links can have significant advantages over electrical links if a large number of parallel optical
channels can interface with each IC. For parallel optical interconnects, the design of a low-
power receiver front-end is particularly challenging. In Chapter 4 we provide an introduction
to chip-to-chip optical communication links with an emphsis on optical receivers. This
chapter continues with exploring the prior art and investigating their challenges in meeting
the requirements for highly parallel high data rate optical links. Chapter 5 of this thesis
focuses on the receiver design for chip-to-chip optical interconnects. It is shown that a
promising solution to these challenges is an RC front-end which employs double-sampling as
well as dynamic offset modulation techniques. Unlike most prior designs, this receiver avoids
high-gain analog blocks that operate at the the input data-rate. The eventual goal in optical
interconnect design is to have thousands of transceivers in a single chip. Scaling of parallel
optical interconnects to hundreds and thousands of links on a single chip requires receiver
and transmitter circuitries that are very compact and have very low power consumption at
high data rates. The proposed design was implemented in a test-chip fabricated in 65nm
CMOS technology. Measurement results from this test-chip show that the proposed design
achieves low-power consumption at high data rates while achieving good sensitivity for hybrid
integrated solutions which offer moderate parasitic capacitance in the range of 100-200fF.
In Chapter 6 of this dissertation we take a close look at on-chip wires scaling and inves-
tigates the challenges of on-chip signaling in highly-scaled technologies. Then in Chapter 7,
we will introduce a novel technique inspired by the optical receiver introduced in Chapter 5
in conjunction with low-swing signaling techniques to mitigate these challenges in a power
and area efficient manner.
Finally, in Chapter 8 we summarize the conclusions of this work.
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Chapter 2
Electrical Interconnects Background
High-speed electrical links are commonly used in short distance chip-to-chip communication
applications such as Internet routers [7–9], multi-processor systems [10–13], and processor-
memory interfaces [14–16]. The rapid scaling of CMOS technology continues to increase the
processing power of microprocessors and the storage volume of memories. This increases the
need for high bandwidth interconnection between chips, which can be achieved by employing
large numbers of inputs and outputs (IOs) per chip as well as high data rates per IO. In
order to achieve high data rates, these systems employ specialized IO circuitry that performs
signaling over carefully designed controlled-impedance channels. As will be described later
in this section, the electrical channel’s frequency-dependent loss, crosstalk and impedance
discontinuities become major challenges in data rate scaling. This section begins by describ-
ing the three major electrical link circuit components, the transmitter, receiver, and timing
generation. Next, it discusses the electrical channel properties that impact the transmitted
signal. Basic receiver and transmitter design and challenges will be described later in this
chapter and it concludes by providing an overview of common equalization schemes and ad-
vanced modulation techniques that designers implement in order to extend data rates over
the band-limited electrical channels.
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2.1 Metrics of Electrical Links
A link’s performance can be evaluated based on several factors. For exploring the maximum
data rate of a given technology, two metrics in particular are used to evaluate various designs:
the bit-rate (or its inverse, the bit-time) and the bit-error rate (BER). To get a better sense
of how bit-rate changes with scaling we normalize it by the speed of the CMOS technology.
The normalization factor is the delay of a loaded inverter, as described in the next section.
Since a link’s receiver needs to convert an analog signal back into digital data, there is
always a probability for errors to occur. Bit-error rate (BER) indicates the reliability of
the link in data communication links. A link’s maximum data rate is usually specified at a
specific BER (e.g. 10−12) to guarantee the robustness of the overall system. The following
section describes how errors occur due to voltage or timing noise. To illustrate the effect of
noise on the system performance, the BER is shown as a function of the signal-to-noise ratio
(SNR) in a simplified analysis.
2.1.1 Bit-Rate
The minimum bit-time varies with the CMOS process technology. It is useful to employ a
metric to represent the bit-time that is independent of technology to facilitate performance
extrapolation to future technologies. An appropriate metric is the delay of a buffer driving
a normalized load. A “FO-4” delay is the delay of one stage in a chain of inverters, in which
each inverter is driving another inverter with 4X larger size, as shown in Figure 2.1. In other
words, each of the inverters in the chain drives a capacitive load (fan-out) that is 4X larger
than its input capacitance. The delay of various circuits can be normalized to FO-4 delay
in a certain technology.
This metric is applicable based on the observation that the delays of topologically different
CMOS digital circuits scale by approximately the same factor [17]. Figure 2.2 shows the
actual FO-4 delay for various technology nodes. It is interesting to note that a reasonable
estimate for FO-4 delay is roughly 400ps/µm of effective channel length and, conversely, the
f−1T in a certain process can be approximated to be
1
3
FO-4 [18]. There is a meaningful
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Figure 2.1: Fan-out of four inverter chain
relation between this metric and the maximum achievable data rate in a certain technology
node. As a result, by migrating from one technology to another, in theory the maximum
data rate improves due to the smaller FO-4. It should be also noted that the increase in
data rate makes data transmission difficult over electrical channels. This will be discussed
in the remainder of this chapter in more detail.
2.1.2 Bit-Error Rate
One of the most important metrics for performance of a link is the bit-error rate, BER,
which indicates the reliability of the link. This reliability ties closely with the data-rate as
excessive errors may force a link to operate at a lower data rate. The errors are due to noise
on the signal that is transmitted and the noise in the receiving circuits as well as the noise
introduced by the channel. The noise can be divided into timing noise and amplitude noise.
The effect of noise is often illustrated using a data eye. Figure 2.3 shows how a data eye
is created by folding a signal waveform into a single bit-time. For a noise-less signal, the
horizontal and vertical eye opening are at their maximum. Noise on the bit stream results
in a reduced eye opening, making the signal more difficult to be resolved at the receiver.
Figure 2.4 illustrates ideal data eyes to demonstrate how the sources of errors impact
signal reception while assuming a single decision threshold and a single sampling time. As
shown in Figure 2.4(a), sufficiently large noise causes the signal to not cross the decision level
or to accidentally cross it, which results in a wrong decision. Similarly, a voltage offset in
10
Figure 2.2: FO-4 delay metric for different technology nodes (a), and f−1T versus FO4 metric, which shows
a linear relation (b).
Figure 2.3: Illustration of a data eye. (a) shows a noisy data stream, and (b) shows the folding of the data
stream into a data eye.
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Figure 2.4: Effect of amplitude noise in (a) and timing noise in (b) on the eye diagram quality.
the decision level could make data resolution more sensitive to error by reducing the voltage
noise margin for a one versus a zero, or vice versa. Figure 2.4(b) shows the effect of both
timing offset and timing jitter. Static timing error is the fixed offset in the sample position
from the ideal position, Tos. Dynamic timing jitter is due to the random noise in the phase
position. The resulting timing margin, Tmargin, can be calculated as
Tmargin = Tb − Tos − Tjd − Tjc, (2.1)
where Tb is the bit time, and Tjd and Tjc are the jitter on the data transitions and the
sampling clock, respectively. Since the sampling position is defined with respect to the data
transition and the clock and data jitter are two independent random processes, jitter on
both the clock and the data additively reduces the timing margin. With ideal square pulses,
as long as the sum of the magnitudes of the static and dynamic timing errors is less than a
bit-time, the sampled value will always be the correct bit. However, because of finite signal
slew rates, timing errors that are less than a bit-time can reduce the amplitude of the signal
at the sample point hence affecting the BER.
Amplitude and timing noises impact the bit-error rate and hence the performance of the
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Figure 2.5: Translation of the eye-diagram to bathtub curve as a tool to measure signal integrity.
system. We will discuss the effect of these noise sources on the performance of the system
in the next two sections.
In addition to the eye diagram, the bathtub curve is another diagnostic tool for performing
signal integrity analysis. Bathtub curves are usually created by measuring the BER while
sweeping the sampling clock over the bit time. Figure 2.5 shows a typical bathtub curve.
Bathtub curves are useful tools for characterizing the performance of the receiver and show
how tolerant the system is to the sampling clock jitter noise, as well as the amount of
horizontal and vertical eye opening. We will be using bathtub curves to characterize electrical
receivers in the next chapter.
2.1.2.1 Amplitude Noise
In a communication link, the received signal is the sum of the transmitted values and noise
which appears as an added signal with random value. At the sample point, there is a finite
probability for the noise amplitude to be greater than the signal amplitude, causing a wrong
13
Figure 2.6: Diagram of bit error rate versus signal to noise ratio.
decision. This probability determines the bit-error rate. The BER indicates how many
errors are likely to occur for a certain number of resolved bits. This rate often depends on
the amount of signal power and the amount of noise power.
For instance, the probability of error due to a noise with Gaussian distribution can be
expressed as a function of the signal-to-noise ratio (SNR) in case of an equiprobable one or
zero [19]:
Perror =
∫ ∞
A
1
2piσ2n
exp(− x
2
2σ2n
) dx = 1−Q( A
σn
) = 1−Q(SNR), (2.2)
where A is the signal amplitude, σn is the standard deviation of the noise, and Q(x) is the
Q-function and represents the tail probability of the standard normal distribution. Figure
2.6 shows how the BER changes with SNR considering the above model. Increasing the
signal amplitude will increase SNR, and hence improve the BER.
Other than the white noise, there are other sources of noise that can degrade the overall
SNR, such as supply and substrate noise. These noise sources, unlike the white noise, are
bounded in amplitude and usually scale with the signal amplitude as well as signal activity.
As a result, the absolute BER can not be solely related to the total noise power as shown
in Equation 2.2. Nevertheless, the SNR versus BER analysis serves as a useful tool. This
method can be used to illustrate how a dc offset in the decision level can degrade performance.
The offset can be considered as a reduction of the signal amplitude for one of the two signal
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levels. A decision level shifted higher by αA would reduce the amplitude of a one and
increase the amplitude of a zero. In case of equiprobable one and zero, the probability of
error is the average of the two probabilities. Since the probability increases exponentially
with decreasing SNR, the error rate is dominated by the signal value with the lower SNR
which, in this case, is due to the one. This reduction in performance can be expressed as an
SNR penalty of 20log10(1− α).
2.1.2.2 Timing Noise
Timing noise can similarly affect the link’s performance. Timing noise can have a noise
distribution similar to the amplitude noise. If the magnitude of the timing error exceeds
half the bit-time, the receiver would sample the previous or next bit instead of the current
bit, resulting an error. The probability of the noise exceeding Tb
2
determines the minimum
BER independent of the signal amplitude. Typically the timing noise does not scale with
decreasing the bit-time, which results in increasing the minimum BER.
In addition to affecting the minimum BER, phase errors can affect SNR. As seen in
Figure 2.4(b), sampling away from the peak of the waveform results in a sampled value that
is less than the peak signal amplitude. Also, due to the finite rise and fall time of the input
data, timing noise effectively results into amplitude noise and hence reduces the SNR.
2.2 Basics of Electrical Links
Electrical links can provide high communication bandwidths between chips, and consist of
three major components as shown in Figure 2.7. The transmitter converts the digital data
into an electrical signal that travels through the channel. The electrical channel is the
complete electrical path from one die to the other. This channel can consist of traces on a
printed circuit board (PCB), coaxial cables, shielded or unshielded twisted pairs of wires,
traces within chip packages, and the connectors that join these various parts together. A
receiver then converts the incoming electrical signal back into digital data.
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Figure 2.7: Components of an electrical communication link.
Figure 2.8: A typical backplane link and its components [22].
2.2.1 Channel
As the data rate keeps increasing to meet the bandwidth requirement for today’s systems,
the filtering imposed by the electrical channel becomes the most challenging problem. The
performance of the channel strongly depends on the application. As an example a typical
backplane link and its components are shown in Figure 2.8 [20, 21]. Loss per unit length of
PCB-traces increases with the frequency due to the dielectric loss and skin effect. Different
trace lengths and backplane material properties, as well as types of connectors, vias and
routing layers, cause significant variation in channel transfer characteristics.
The typical transfer characteristics for channels within a single backplane are illustrated
in Figure 2.9 [22]. Since the loss in the channel increases with the frequency, the channel acts
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Figure 2.9: Transfer characteristics of typical backplane channels with and without via stubs at different
lengths [22].
as a low-pass filter. The filtering effects lead to a spread of narrow pulses originally confined
to a bit-period as shown in Figure 2.10, which is referred to as pulse dispersion. The tail
of the pulse acts as an additive noise for the next bits and is referred to as inter-symbol
interference or ISI. Dispersion is enhanced by the filters formed by unintended transmission
line impedance discontinuities caused by via stubs and connections. In the time domain
these discontinuities cause reflections, which also lead to ISI. Crosstalk is the other problem
that occurs in dense interconnects. Both far and near end cross-talk (FEXT and NEXT),
are important in such systems.
2.2.1.1 Inter Symbol Interference
At frequencies well into the gigahertz range, the electrical channels start behaving like lossy
transmission lines. As mentioned earlier, skin-effect and dielectric loss are two contributing
effects causing the loss to increase with frequency. Skin-effect is manifested as crowding of
the higher-frequency current toward the surface of the conductor. This results in a smaller
effective cross-section area for the current flow and hence increase in the effective resistance.
In fact, this resistance is proportional to the square root of the frequency and can be expressed
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Figure 2.10: Pulse response of a typical bandwidth-limited backplane channel illustrating dispersion.
as
RAC(f) =
2.16× 10−6
piD
√
prf, (2.3)
where D is the wire diameter and pr is the relative resistivity of the wire material compared
to copper [23].
Dielectric loss is related to the energy loss in the dielectric surrounding the transmission
line. This loss increases proportionally to signal frequency [23]
σD =
pisqrtr
c
ftanδ, (2.4)
where tanδ is the loss tangent, c is the speed of light and rris the relative permitivity. Due to
the linear dependence on frequency, the dielectric loss dominates over the skin-effect at high
frequencies. The crossover frequency depends on the material properties and dimensions of
the trace, for instance, the crossover occurs at around 500 MHz for FR4 material [24].
The frequency dependent loss due to the dielectric loss and skin effect distorts the trans-
mitted pulses with sharp rise and fall times and causes pulse broadening. This phenomenon
is illustrated in Figure 2.11. As a result, every bit is extended to previous and next bits,
which is referred to as post- and pre-cursors. Post- and pre-cursors cause ISI, effectively
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Figure 2.11: Channel dispersion resulting in pre- and post-cursor ISI.
reducing the eye opening at the receiver, hence degrading the overall BER. This problem is
exacerbated as the data rate increases.
As discussed earlier, another source of ISI is reflection due to impedance discontinuities.
A signal transitioning from one transmission line with characteristic impedance of Z1 to
another line with different impedance, Z2 experiences a reflection of magnitude
R =
Z1 − Z2
Z1 + Z2
. (2.5)
Impedance discontinuity can be caused by inaccurate termination of the transmission line
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Figure 2.12: Far-end and near-end crosstalk in coupled transmission lines.
at the receiver or the transmitter side. It can be also created by via stubs on the board that
carry signal from one metal layer to another. The stub acts as a capacitor, which reflects
high frequency energy. Another dominant source of reflection is the frequency dependent
impedance discontinuity due to parasitic device capacitance at both the transmitter and
receiver.
2.2.1.2 Crosstalk
As the demand for communication bandwidth increases, link designers start to use more
and more channels in parallel to increase the aggregate data rate. Placing channels in
close proximity causes electromagnetic coupling between them, which can result in crosstalk
interference. Crosstalk can be divided into far-end (FEXT) and near-end (NEXT). As shown
in Figure 2.12, FEXT occurs when the aggressor signal travels in the same direction as the
victim. The NEXT occurs when the aggressor signal travels in the opposite direction, and
can be much more critical as the victim signal is severely attenuated due to the channel loss.
Since crosstalk is caused either by capacitive or inductive coupling of different signal lines it
has high attenuation at low frequencies. Due to the low-pass filtering of the channel, FEXT
is also attenuated at high-frequencies. Therefore FEXT is mostly band-pass, while NEXT
is high-pass.
Figure 2.13 shows the lumped equivalent circuit of a segment of coupled transmission
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Figure 2.13: Lumped equivalent model for coupled transmission lines.
lines, where CS and Cm represent the self and mutual capacitances of the transmission line
per unit length, respectively, and LS and Lm represent the self and mutual inductances per
unit length, respectively. From the equivalent circuit, the voltage and current relation of the
coupled lines can be described as
d
dz
 v1
v2
 =
LS Lm
Lm LS
× d
dt
 i1
i2
 , (2.6)
d
dz
 i1
i2
 =
 Ct −Cm
−Cm CS
× d
dt
 v1
v2
 , (2.7)
where Ct = CS + Cm. Equations 2.6 and 2.7 show that the current change at the aggressor
line causes the inductively-coupled voltage drop at the victim line and the voltage change at
21
the aggressor line causes the capacitively-coupled current change in the victim line. Using
the weak coupling assumption [25], it can be shown that the near-end and far-end crosstalk
can be calculated as
VFEXT =
1
4
(
Cm
Ct
+
Lm
LS
)(V (t)− V (t− 2tf )), (2.8)
VFEXT =
1
2
(
Cm
Ct
− Lm
LS
)tf
dV (t− tf )
dt
, (2.9)
where V (t) is the driven pulse, and tf is the time of flight along the coupled lines. It should be
noted that these equations are valid in the case of matched terminated lossless transmission
lines. For lossy transmission lines, the above equation can still be used when corrected by
the attenuation. In addition, these equations only signify the effect of the crosstalk on the
received amplitude of the voltage at both ends of the victim line. Another way that crosstalk
manifest itself is through inducing timing jitter [25]. Solutions to Equations 2.8 and 2.9 can
be decomposed into two modes, the even and odd modes. The even and odd modes effectively
see two different coupling mechanisms. For the even mode, the coupling capacitance has no
effect in the signal propagation and as the two lines are carrying the same current, the
effective inductance is LS + Lm, whereas for the odd mode, the effective capacitance and
inductance are CS + Cm and LS − Lm, respectively. As a result, the propagation constant
for these two modes can be expressed as [26]
βo = ω
√
(LS − Lm)(Ct + Cm), (2.10)
βe = ω
√
(LS + Lm)(Ct − Cm), (2.11)
where ω is the angular frequency, and βo and βe are odd and even mode propagation
constants, respectively. Using the relation between the propagation constant and the phase
velocity, we can calculate the even and odd mode times of flight as
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tfo = l
√
(LS − Lm)(Ct + Cm), (2.12)
tfe = l
√
(LS + Lm)(Ct − Cm). (2.13)
The speed of the two modes are equal if Lm/LS=Cm/Ct. This condition is held in a
homogeneous transmission line, such as a stripline. For microstrip lines, homogeneity is not
guaranteed as the electric and magnetic fields are not symmetric above and below the line
due to the surrounding air. The main effect of this difference in the time of flight for even
and odd modes is the generation of crosstalk-induced jitter. This phenomena is shown in
Figure 2.14. As seen for different cases of the aggressor and victim signal transition, the
time of flight for both lines changes. For instance, when both signals transition in the same
direction, it is different from when they transition in opposite directions.
It should be noted that in the above analysis we assumed that both victim and aggressor
signals transition at the same time. This resulted in data dependent jitter due to the differ-
ence between the time of flight for the even and odd modes. However, in a real system it
is likely that the transition on the victim and aggressor signal does not happen at the same
time. For instance, Figure 2.15 illustrates the case in which the aggressor signal transitions
in the middle of the bit time of the victim signal [27]. This will create amplitude noise in
the victim signal, which according to Equation 2.9 is proportional to the derivative of the
aggressor signal for a far-end channel. This type of crosstalk directly affect the SNR at the
receiver, while in the other type, it affects the timing margin.
2.2.2 Transmitter
A data transmitter converts digital data into electrical signals that propagate through the
channel to a receiver at the opposite end. For high-speed data communication links, this
must be done with accurate signal levels and timing. The receiver chooses a threshold voltage
to resolve the data sent from the transmitter. A common voltage reference is then required
23
Figure 2.14: Effect of coupling on even and odd modes, which results in data dependent jitter.
Figure 2.15: Effect of coupling on the victim signal amplitude when the transmitted aggressor and victim
signals are not synchronized.
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Figure 2.16: Voltage-mode and current-mode transmitter design.
to correctly resolve the data value. Ground level is usually used as the common voltage
reference for data resolution. The signal transmission over the line can be done with either
a voltage-mode driver or a current-mode driver, shown in Figure 2.16.
In voltage-mode drivers, switches are employed to alternate the line voltage between zero
and one, as shown in Figure 2.17(a). Because the switches are implemented with transistors,
the driver appears as a switched resistance. To switch the voltage fully, a small resistance is
needed, which typically requires a large switching device. In contrast, current-mode drivers
are switched current sources, where the output signals are generated via a current source that
turns on and off depending on the transmitted data, Figure 2.17(b). The voltage swing at
the output depends on the termination and the size of the current source. In order to control
the voltage swing and proper termination, to avoid reflections, the current source should be
kept in the saturation region and the termination resistor should be carefully designed and
controlled [28–30].
Current-mode drivers are slightly better in terms of insensitivity to supply noise due to
the high output impedance. The output current does not vary with ground noise as long as
the bias signal is tightly coupled to the ground signal. The disadvantage of current-mode
drivers is that, in order to keep the current sources in saturation, the transmitted voltage
range must be well above ground which increases power dissipation and reduces the signal
swing.
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Figure 2.17: Different transmitter examples, (a) voltage-mode, (b) single-ended current mode, (c) differential
current-mode.
For better supply-noise rejection, the outputs can be driven differentially, as shown in
Figure 2.17(c), as it appears as a common-mode noise. Since the current remains roughly
constant, the transmitter also induces less switching noise on the supply which could benefit
other sensitive circuits on the same chip. However, the static current in this configuration
makes it quite power hungry.
To reduce reflections at the transmitter side, it should be designed such that the output
resistance properly serves as the termination resistor. An on-chip resistor can be incorporated
with current-mode drivers to act as the source termination resistor [31]. Given the fact that
the current source introduces a fairly large output resistance when biased in saturation, the
overall output resistance would be almost equal to this termination resistor. In the case
of voltage-mode drivers, the design is slightly more complex because the switch resistance
should match the line impedance. This may be done either through proper sizing of the
driver [32] or by oversizing the driver and compensating with an external series resistor, as
shown in Figure 2.17(a) [29].
As mentioned in the previous section, reactive parasitics on the transmission lines, mod-
eled as series inductors or shunt capacitors, introduce reflected or coupled noise that is
frequency dependent: the higher the signal frequency, the worse the noise.
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Figure 2.18: Transmitter pre-emphasis using high-frequency boosting.
2.2.2.1 Transmitter Equalization
As mentioned earlier, channel frequency dependent loss causes ISI in the transmitted data.
Equalization techniques have been used extensively in high-speed links in recent years to
remove ISI [33–36]. Basically, an equalizer subtracts the ISI in the time domain or equiva-
lently flattens the frequency response of the channel. Equalization can be performed in the
transmitter or the receiver side. Each of these approaches offer some advantages. In this
section we will discuss different techniques for transmitter equalization and introduce their
advantages and disadvantages.
FIR-Based Pre-Emphasis. Equalization eliminates the problem of frequency-dependent
attenuation by filtering the transmitted or received waveform so that the overall system
exhibits a flat frequency response. For instance, in a transmitter equalizer, if the transfer
characteristics of the channel is expressed by A(z), the transmitter equalization transfer
function, P (z), should be designed such that A(z)×P (z) = 1 or P (z) = 1/A(z), as shown in
Figure 2.18. Often times it is not possible to implement the exact required P (z); however,
there are techniques to closely approximate the target transfer function. Transversal filters
(FIR filters) are mainly used to perform the transmitter equalization [37]. The transfer
function, H(z) can be written as
H(z) = 1 + a1z
−1 + ...+ anz−n, (2.14)
where ai’s are called the tap coefficients and n is the total number of equalization taps. n
determines how well H(z) matches the target transfer function P (z). The larger the number
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Figure 2.19: Block diagram of a transmitter with m-tap FIR-based equalization.
of taps in the equalizer, the better the approximation of P (z) is achieved. This technique
is very well suited for digital communication techniques, in which generating a delay is very
straightforward through use of latches and flip-flops as shown in Figure 2.19. Figure 2.20
illustrates how increasing the number of taps in an FIR-based transmitter reduces the pre-
and post-cursor ISI. Figure 2.21 shows the improvement in the transmitted eye-diagram
quality for one and two taps of transmitter equalization. As a case study, we consider a
2-tap realization in this section.
Continuous-Time Equalization. As all channels exhibit a low-pass behavior, the equal-
izer has to create a high-pass transfer function, P (z), to achieve an overall flat response. As
mentioned earlier, FIR filter is one way to realize the high-pass behavior. Another way to
provide high frequency transfer function is to employ continuous analog filters. As shown in
Figure 2.22, these filters create a high frequency boost that can compensate for the frequency
roll-off in the channel.
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Figure 2.20: Pulse response of a channel before and after 2-tap transmitter FIR equalization.
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Figure 2.21: Eye diagram at the end of a lossy channel using a transmitter with no tap of FIR equalization
as well as 1-tap and 2-tap of equalization.
Figure 2.22: Transmitter equalization through high frequency boosting to achieve flat response.
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Figure 2.23: Different high-frequency boosting configurations.
The main advantage of the continuous time equalization is that it mainly employs passive
components and therefore has minimum power overhead. Figure 2.23 illustrates some circuit
configurations employing inductors to perform high frequency boost. Detail analysis of these
designs can be found in [38]. Passive continuous-time equalization is mainly employed in
the receiver side, as will be explained in the next section, however transmitter equalization
could be advantageous compared to receiver continuous equalization due to better noise
performance. This is due to the fact that receiver high frequency peaking also amplifies high
frequency noise where the signal strength is at its lowest, and hence degrades the overall
SNR. The main drawback of this technique is the use of inductors, which inherently require
large area. In the next chapter we will introduce a design that rectifies this problem.
2.2.3 Receiver
Receiver is one of the main building blocks in a communication link that resolves the data
transmitted over the channel. As shown in Figure 2.24 a conventional receiver comprises of
a pre-amplifier and a slicer that resolves the incoming data. The pre-amplifier is a low-noise
stage with enough gain to provide a large enough SNR at the slicer input. In some designs,
equalization is also incorporated in the pre-amplifier design to partly remove the ISI due to
the channel dispersion. The slicer samples the output of the pre-amplifier in the middle of
the bit-time and compares it with a threshold voltage chosen to be in the middle of the zero
and one levels. The general requirements of a receiver in high-speed applications are high
bandwidth, high gain, low noise and low power. The noise and offset of the comparator plus
the coupled noise can increase the bit error rate significantly.
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Figure 2.24: A typical electrical receiver block diagram.
Another important aspect of receiver design is the capability to compensate for the
channel dispersion. We previously discussed the options for equalization at the transmitter
side. However, as the data rate increases while the channel characteristics remain almost
the same, the transmitter equalization becomes less than adequate for the excessive channel
loss. Therefore designers have employed receiver equalization in conjunction with transmitter
equalization to make high data rates possible over bandwidth limited channels. In the next
section we will discuss different receiver equalization techniques.
2.2.3.1 Receiver Equalization
Receiver equalization is a powerful tool to compensate for the frequency dependent loss of the
electrical channels. In this section we will introduce different techniques that are commonly
employed by link designers to implement equalization at the receiver.
Decision Feedback Equalization. A common approach to remove ISI and enhance SNR
is to employ decision feedback equalization (DFE). This technique helps to compensate for
post-cursor ISI arising from the spread of a single pulse over time. The high level block
diagram of a typical DFE is shown in Figure 2.25, [39]. The ISI from previous bits is
compensated by adjusting the DFE taps: w1, ..., wn . The delay elements taking on values
of unit bit-times can be implemented using latches and flip-flops. In the DFE, weighted
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Figure 2.25: Simplified block diagram of a decision feedback equalizer.
versions of previous samples are added or subtracted to the main sample by a summer at
the front-end.
The main problem in the design of a DFE is to meet the timing requirement for the first
tap feedback loop. The constraint imposed by this critical signal path is that the sum of
the slicer delay, the settling time of the summer, and the setup time of the latch needs to be
less than one bit-time. Satisfying such a timing requirement becomes a difficult problem at
increasingly high data rates. The problem can be mitigated by the application of speculative
techniques, known also as loop-unrolling [40]. A block diagram of speculative DFE and the
new critical path associated with this approach is shown in Figure 2.26. Basically, in this
approach the outcomes for both possible values (one and zero) of the previous bit are fully
resolved to digital levels. A multiplexer then chooses the correct value based on the resolved
previous bit. Therefore, two latches are required to restore the digital levels. This technique
can be further extended to the second equalization tap by resolving the incoming bit for
four different cases possible for the previous two bits. Applying this technique to more taps,
increases the complexity of the system exponentially. As a result, it is common to only apply
it to the first tap. Recently, in order to enable data rates in excess of 25Gb/s, 2-tap [41] and
3-tap [42] loop-unrolling has been also employed.
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Figure 2.26: Loop-unrolling of the first tap of the DFE to remove the critical feedback loop.
Feed-Forward Equalization (FFE). Over the years one of the simplest and mostly used
equalization techniques has been linear feed forward equalization (FFE). This technique
usually involves the use of a linear transversal finite impulse response filter (FIR) as shown
in figure 2.27. The FIR consists of adjustable tap coefficients w1, ..., wn and a discrete or
continuous unit delay, z−1 between each tap. The amount of delay, τ that each delay cell
represents can be as large as the bit-time [43], which is often referred as a symbol spaced
equalizer. If τ < Tb the equalizer is called a fractionally spaced equalizer (FSE) [44–46].
With proper selection of the tap gains this type of equalizer can be used to cancel pre-
cursor ISI, post-cursor ISI or both. Figure 2.22 illustrates how a weighted delayed version of
the received pulse can be employed to remove post-cursor ISI. Similarly they can be used to
compensate for pre-cursor ISI. Such a structure is very flexible, capable of handling any pulse
response so long as a sufficient number of taps is provided. The choice of the delay cells could
be either digital or analog. Digital FIR filtering requires a high-speed data converter. An
alternative technique is to use sample and hold circuits as the tap delay line [43]. Another
approach is to employ analog delay cells such as passive delay lines [44–46] or inductor-less
active delay lines [47]. Passive delay lines employ inductor and variable capacitors to provide
adjustability. They also achieve very high data rate. However, large on-chip inductors lead
to a large die area. Inductor-less designs can achieve small area but they are limited to low
data rates.
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Figure 2.27: Feed-forward equalization at the receiver.
Continuous Time Linear Equalization (CTLE). Receiver equalization can also be
implemented with a continuous-time amplifier that provides a high frequency boost. Usually
the transfer function of these kinds of amplifier are adjustable to accommodate different
channels. These amplifiers can be employed at the receiver front-end as the pre-amplifier
to not only increase the signal level reaching the slicer, but to partly compensate for the
channel loss. An example of such amplifier is shown in Figure 2.28. Here, programmable
RC-degeneration in the differential amplifier creates a high-pass filter transfer function which
compensates the low-pass channel [48,49].
Another example of the continuous time linear equalizer is shown in Figure 2.29(a). This
passive equalizer acts as a high-pass filter to compensate for the channel loss [49]. However,
it introduces loss at low frequency which degrades the SNR at the slicer input. As a result,
in most applications it is followed by an amplifier to improve SNR. The linear equalizer
shown in Figure 2.29(b) employs a high frequency and a low frequency path to achieve high
frequency boost [50].
While the implementation of the continuous-time linear equalizer is a simple and low-
area solution, one issue is that the amplifier has to supply gain at frequencies close to the
full signal data rate. This gain-bandwidth requirement potentially limits the maximum data
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Figure 2.28: Continuous-time receiver equalization using frequency dependent source degeneration.
Figure 2.29: Passive high-pass filter equalizer (a). Dual path continuous-time equalizer (b).
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rate, particularly in time-division demultiplexing receivers. In addition, the frequency boost
introduced by the CTLE also amplifies the high frequency noise and degrades SNR at the
receiver. This is especially problematic at high data rates, as the received signal is weak.
2.2.4 Timing Recovery
For maximum timing margin, the receiver should sample the bits in the middle of the data
eye. The performance of the link is affected by how well the clock edge is positioned with
respect to the incoming data stream. This clock position must be determined from the phase
and frequency of the incoming data by the timing recovery circuit. In typical high-speed
links, due to the process mismatches, time variations and undefined delays in the signal path,
the received data can have an undefined phase and frequency. In a communication link either
a separate clock signal can be transmitted along the data signal for timing information, which
is known as forwarded-clock technique, or the clock should be recovered from the incoming
data signal.
In a forwarded-clock link, the transmitted clock is employed in the receiver to perform
data resolution. However, the mismatch between the phase of the data and received clock
can cause detection error. As a result, a phase recovery system is required to adjust the
sampling clock properly for best BER performance. On the other hand, in systems with
clock recovery at the receiver, both clock frequency and phase need to be adjusted at the
receiver.
As explained earlier, the transmitter’s limited bandwidth and frequency dependent losses
in the channel and reflections create inter-symbol interference (ISI). This ISI combined with
the transmitter clock jitter and cross-talk adds amplitude noise and timing jitter to the re-
ceived waveform. A clock recovery block should extract the clock component of the incoming
signal and filter out the timing jitter. Finding the best sampling time with low variance and
phase shift is particularly critical for bandwidth-limited channels to minimize the BER. In
most systems direct estimation of a sampling time that minimizes the probability of error
in the data resolution is not a practical task. Instead sub-optimal practical solutions are
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Figure 2.30: Clock recovery at the receiver.
adopted to define the best sampling point. The most common approach is to assume that
the best sampling time is where the overall ISI is minimum. At this point the vertical
eye-opening in the eye-diagram is maximum.
Figure 2.30 illustrates a typical timing recovery loop for a serial link. In case of phase
mismatch between the clock and received data, the phase detector generates an error signal
to adjust the VCO’s phase and frequency. The output of the phase detector can be an
analog signal for an analog loop or digital correction commands for a bangbang-controlled
loop. In a bangbang-controlled PLL, the phase and frequency of the VCO are corrected by
constant steps in two different directions depending on the decisions of the phase detector.
The correction commands are called “Early” and “Late” signals. A decision-based phase
detector is usually used in CDR techniques. In these CDRs, the data decisions are usually
used to determine the type of transition that occurred and then use that information to find
the correction needed. A number of different techniques for phase detection and definition
of best sampling time have been proposed [51–54]. The over-sampling technique described
in [53] takes three or more samples per each bit and performs the data resolution for all of
them. Then, by looking at the sequence of resolved values, it decides which sample is the most
reliable one, which is simply the one farthest from the transitions. This technique is very
robust but requires a considerable hardware, power and area overhead for the oversampling.
It also needs phase spacings that are at least three times shorter than a bit-period. For
systems that run at data rates close to the technology limitations, such sampling schemes
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Figure 2.31: CDR phase detectors: (a) linear [51], (b) binary [52]
are not practical.
As shown in Figure 2.31, the phase detector can either be linear [51], which provides
both sign and magnitude information of the phase error, or binary [52], which provides
only phase error sign information. These phase detectors are also known as bangbang.
While CDR systems with linear phase detectors are easier to analyze, generally they are
harder to implement at high data rates due to the difficulty of generating narrow error pulse
widths, resulting in effective dead-zones in the phase detector [54]. Bangbang phase detectors
minimize this problem by providing equal delay for both data and phase information and
only resolving the sign of the phase error [55].
2.2.5 Advanced Modulation Techniques
Modulation techniques which provide spectral efficiencies higher than simple binary signaling
are an alternative solution to increase per channel data rate and achieve high aggregate
bandwidth. These techniques have been implemented by link designers in order to increase
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Figure 2.32: Simple binary (1bit/symbol) and PAM-4 (2bits/symbol) modulations.
data rates over band-limited channels. Multi-level pulse amplitude modulation (PAM), most
commonly PAM-4, is a popular modulation scheme which has been employed in many designs
[10, 56–58]. As shown in Figure 2.32, in PAM-4 modulation each symbol is comprised of
two bits, which allows transmission of an equivalent amount of data in half the channel
bandwidth. However, due to the transmitter’s peak-power limit, the voltage margin between
symbols is 3X (9.5dB) lower with PAM-4 versus simple binary signaling. As a result, in order
to benefit from the bandwidth efficiency of this modulation scheme, while not sacrificing the
overall SNR the channel loss at the PAM-2 Nyquist frequency should be greater than 10dB
relative to the previous octave [59]. However, this rule can be somewhat optimistic due to
the differing ISI and jitter distribution present with PAM-4 signaling [24].
Another modulation format investigated by link designers is the use of multi-tone sig-
naling. This type of signaling is commonly used in systems such as DSL modems [60], and
has been recently employed for high-speed inter-chip communication applications [61]. In
contrast with conventional baseband signaling, multi-tone signaling breaks the channel band-
width into multiple frequency bands over which data is transmitted. This technique has the
potential to greatly reduce equalization complexity relative to baseband signaling due to the
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reduction in per-band loss and the ability to selectively avoid severe channel nulls. Typi-
cally, in systems such as modems where the data rate is significantly lower than the on-chip
processing frequencies, the required frequency conversion in done in the digital domain and
requires DAC transmit and ADC receive front-ends [60]. While it is possible to implement
high-speed transmit DACs [61], the excessive digital processing and ADC speed and precision
required for multi-Gb/s channel bands results in prohibitive receiver power and complexity.
Thus, for power-efficient multi-tone receivers, researchers have proposed using analog mix-
ing techniques combined with integration filters and multiple-input multiple-output (MIMO)
DFEs to cancel out band-to-band interference [62].
Serious challenges exist in achieving increased inter-chip communication bandwidth over
electrical channels while still satisfying I/O power and density constraints. As discussed,
current equalization and advanced modulation techniques allow high data rates over severely
band-limited channels. However, this additional circuitry comes with a power and complexity
cost. The demand for higher data rates will result in increased equalization requirements
and further degrade link energy efficiencies. These issues motive investigation of novel low-
power and compact equalization techniques to enable highly parallel data communication
for chip-to-chip applications, which is discussed in the next section.
2.3 Summary
Due to the rapid scaling of the CMOS technology, computational capacity has increased
drastically over the past decades. This has raised a great demand for efficient data commu-
nication links between computational cores. Electrical signaling is the most natural approach
for interconnecting integrate circuits and achieves high level of integration; however, copper
channels suffer from huge loss, reflection and crosstalk that limit the maximum possible
data rate. The frequency dependent loss of the channel is mainly due to the skin effect and
the dielectric loss, which create severe inter-symbol-interference and degrade signal integrity.
As we discussed in this chapter, advanced timing recovery techniques as well as equaliza-
tion techniques have allowed the maximum data rates to continue to scale. However these
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techniques heavily add to the complexity, power consumption and area of the transceivers.
Parallelism is a natural way to achieve high aggregate data rates to meet the IO band-
width requirements of the future computational and storage systems such as high perfor-
mance processors and data centers. However, highly parallel links demand low power con-
sumption per IO and additionally an efficient way to combat the excessive crosstalk induced
from neighboring channels. Therefore, ultra low-power crosstalk cancellation techniques are
necessary to allow for a high level of parallelism.
In the next chapter we introduce a transceiver system with a novel ultra low-power
transmitter and receiver equalization and crosstalk cancellation scheme suitable for highly
parallel communication links.
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Chapter 3
High-Speed Low-Power Electrical
Transceivers
As mentioned earlier, the rapid scaling of CMOS technology continues to increase the pro-
cessing power of microprocessors and the storage volume of memories. This increases the
need for high bandwidth interconnection between chips, which can be achieved by employing
large numbers of input and outputs (IOs) per chip as well as high data rates per IO. Although
CMOS scaling has increased the speed of transistors, the scaling of interconnect bandwidth
has proven to be very difficult. The dielectric and resistive losses of printed circuit board
(PCB) traces increase as the operation frequency increases. Such frequency dependent at-
tenuation causes inter-symbol interference (ISI) and ultimately signal-to-noise-ratio (SNR)
degradation. In addition, reflections from discontinuities in the signal path generate more
ISI and further reduce the SNR. These problems are exacerbated as the data rate increases.
As explained in the previous chapter, a common approach in the design of high-speed
serial links over bandwidth-limited channels is to employ equalization techniques, including
DFE [64–67] and continuous time linear equalization [68–71] at the receiver and feed-forward
equalization (FFE) at the transmitter [43–47]. These approaches can be used in parallel
links with many IOs to increase the aggregate data rate; however the number of links will be
eventually limited by area, noise, and power consumption of the IO. In addition, employing
a large number of traces increases the electromagnetic coupling between adjacent traces
and results in crosstalk, which degrades SNR at the receiver. A number of techniques
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have been proposed to remove the effects of crosstalk. The design in [73] employs an FFE
equalizer and [74] and [76] use crosstalk-induced jitter equalization at the transmitter and
receiver, respectively. Other approaches to compensate for crosstalk noise include the use of
staggered I/Os [77] or a finite-impulse response (FIR) filter at the transmitter [78–80]. All
these schemes result in significant power consumption and are not suitable for parallel data
links.
In this chapter, we introduce novel techniques to implement receiver and transmitter
equalization as well as crosstalk cancellation in a low-power and compact manner to enable
highly parallel electrical communication links that achieve high aggregate data rate as a
solution to the ever increasing demand for IO bandwidth requirements. We will start with
the low-power receiver architecture with far-end crosstalk cancellation and introduce a novel
implementation of decision feedback equalization using a switched-capacitor (SC) technique
to enable realization of many taps with better power efficiency compared to conventional
techniques [83, 84]. We next elaborate on the crosstalk cancellation scheme and explain
how the SC technique can be employed to implement this technique with minimal power
overhead. Circuit implementation and experimental results will be discussed next.
In the second part of this chapter we introduce a transmitter equalization technique suit-
able for low-power high data rate application using passive linear equalization. Adjustable
equalization is performed employing controllable peaking inductors realized in a 3-D struc-
ture to minimize area. We will compare this technique with the conventional FIR-based
equalization and conclude this chapter with the CMOS implementation of the proposed
transmitter and experimental results.
3.1 Receiver Architecture
A diagram of a typical parallel communication link is shown in Figure 3.1. Many ICs are
connected via PCB traces. The loss in these traces, as well as the electromagnetic crosstalk
due to adjacent traces, significantly degrades the signal integrity in such systems. A common
approach to removing the ISI induced by the bandwidth-limited channel is to employ DFE
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Figure 3.1: A typical parallel communication link. Signal integrity is degraded due to channel dispersion
and crosstalk noise of the neighboring channels.
at the receiver. This technique helps to compensate for post-cursor ISI arising from the
spread of a single pulse over time.
Figure 3.2 shows the top level architecture of the receiver. It employs a 2-tap DFE to
compensate for the post-cursor ISI. It will be shown later that this architecture can be readily
generalized to n-taps of equalization. As explained in previous chapter, in the DFE, weighted
versions of previous bits are added to or subtracted from the main sample by a summer at
the front-end. As shown in Figure 3.2, in the 2-tap DFE, the ISI from the previous two
bits is compensated by adjusting taps H1 and H2. To avoid timing issues in the first tap
equalization path, a speculative DFE architecture is employed, in which the outcomes for
both possible values (one and zero) of the previous bit are fully resolved to digital levels.
A multiplexer then chooses the correct value based on the resolved previous bit. Therefore,
two clocked latches are required to restore the digital levels. The design employed in this
paper uses a combined analog multiplexer and latch to select one of the two analog voltages
directly at the output of the summer and resolve the digital bit [64]. The power consumption
associated with latches is reduced since a single latch is embedded into the multiplexer, as
shown in Figure 3.2.
In this design a half rate clocking technique is adopted to further reduce power con-
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Figure 3.2: Top level architecture of the proposed receiver employing half-rate clocking and loop-unrolling.
sumption [82]. This approach helps to relax the DFE timing constraint and the design
requirements of the clocking and the slicers as they will be operating in a fraction of the
data rate. The inherent demultiplexing enabled by this technique helps to save power in
the following digital stages. Crosstalk cancellation in the proposed design is performed via
a novel, low-power technique in which the aggressor signal is used to reproduce the coupling
noise, as shown in Figure 3.2. Further details of this technique will be provided later in this
chapter.
3.2 Decision Feedback Equalization Implementation
As discussed in the previous section, a DFE operates based on adding weighted information
from previous bits to the received signal. At high data rates, the design of a linear and
precise summer that meets the DFE timing requirement is challenging. In particular, the
power associated with the summer becomes critical in a half rate loop-unrolled architecture
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where the number of summers is large.
3.2.1 Current-Mode Summers
Conventionally, taps of the equalizer are implemented using current-mode summers [11, 12,
48,85]. Figure 3.3(a) illustrates the schematic of a current summer. The currents from each
tap are set by the tap coefficienct and added at the output nodes. The resulting output will
be equal to R(I1 + I2 + ... + In). This configuration is quite power hungry due to its large
static current. In addition, the power consumption of the summer increases proportionally
with the number of taps. The extra capacitance due to equalization taps also introduces
additional loading at the summer output and limits its bandwidth. For a resistive summer,
the settling time is determined largely by the load resistor and load capacitance at the output
of the summer. As approximately three RC time constants are needed to achieve 5% settling
accuracy, the load time constant is set such that
Tb = 3RDCL, (3.1)
where CL is the total output capacitance. As a result, assuming complete switching of the
input transistors, all the current steers into one side and the resulting voltage at the input
will be equal to
VOUT = RDIt =
TbIt
3CL
, (3.2)
where I is the tail current. As can be observed from this equation, in order to maintain the
output voltage while adding more equalization taps, the tail current and hence overall power
consumption has to be increased.
To mitigate the power consumption issue of the current-mode summer, designers have
recently proposed current-integrating summers [66,67], in which the resistor in the current-
mode summer is replaced by a switch as shown in Figure 3.3(b). This summer operates
in two phases. In the first phase the switches are turned on and pre-charge the output
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nodes. In the second phase the switch is turned off and the current sum of the equalization
tap currents are integrated over the parasitic capacitance at the output node, which will
be resolved by the next stage slicer. The developed output differential voltage represents
the incoming data with post-cursor ISI canceled based on previous bit decisions through
equalization taps. The operation of the current-integrating summer is shown in Figure
3.3(c). This configuration mitigates the bandwidth problem of the current-mode summer
through the integration process as no settling time requirement exists. To get a better sense
of the power benefit of this configuration we will calculate the minimum tail current source
required to achieve the same sensitivity as the current-mode summer. Assuming complete
switching, the tail current is steered on one side and is integrated over CL. This result in
the output voltage equal to
VOUT =
TbIt
CL
. (3.3)
Comparing Equations 3.2 and 3.3, we can observe that a power reduction factor of three
is achieved through integrating summer. However, it should be noted that increasing the
number of taps increases the total capacitance at the output node and hence degrades sen-
sitivity for a certain current as the output voltage is inversely proportional to the output
capacitance.
3.2.2 Charge-Mode Summers
In the previous chapter we showed that current-mode summers are becoming inadequate for
implementing decision feedback equalization in terms of power efficiency. In particular, as we
start to employ techniques such as loop-unrolling and fractional-rate clocking to enable the
operation of DFE close to the theoretical limit of 4×FO-4 [18], the number of summers per
receiver increases, which makes its power consumption an important performance metric. It
was shown that the current-integrating summers can help reduce the power consumption by a
factor of three compared to conventional current-mode summers. However, as they still need
to consume static current to perform summation, this still leaves the power consumption
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Figure 3.3: Current-mode summer employed in conventional DFE (a). Current-integrating summer (b).
Operation of the current-integrating summer (c).
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issue.
Operating in charge domain can greatly help in reducing power consumption [86–88]. In a
charge-mode configuration, summation is performed via charge accumulation over capacitors
through some switches, which does not involve any static current consumption. The only
source of power consumption arises from turning the switches on and off. This introduces
dynamic power dissipation, which can be much smaller than the static power associated
with current-mode summers. In addition, dynamic power scales well with technology, which
makes it a desirable solution for advance technologies. In the next section we will introduce
a novel charge-mode summation technique which is capable of performing many taps of
equalization with a performance better than its current-mode counterpart while offering
lower power consumption.
3.2.2.1 4-tap Realization
In this section we first introduce a 4-tap realization of the proposed charge-mode switched
capacitor summer, in which two taps are employed for equalization and two taps for crosstalk
cancellation. Then we show how this technique can be generalized to implement n taps of
equalization. In the proposed architecture, an SC front-end, which is denoted as S/H/summer,
is employed to sample the input signal and combine it with the feedback coefficients as shown
in Figure 3.2. Figure 3.4(a) shows the implementation of the S/H/summer. The single-ended
version is shown for simplicity. The S/H/summer operates in two phases, shown in Figure
3.4(b), (c). In the first, sample/sum phase, the input is sampled into capacitor CS1 and the
first tap coefficient, H1 = α1VREF , is added to (or subtracted from) this sample. During this
phase, as will be discussed later, the crosstalk canceling signal is stored into capacitor CS2.
As a result, at the end of this phase, the voltage across CS1 and CS2 will be respectively
equal to
VCS1 = α1VREF − VIN , (3.4)
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Figure 3.4: (a) Circuit-level implementation of the front-end S/H/summer operating in two phases: (b)
sample/sum phase, (c) sum/hold phase (single-ended version is shown for simplicity).
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VCS2 = VCM − VX−TALK , (3.5)
where VX−TALK is the mimicked crosstalk noise, explained in Section 3.3, VCM is the common-
mode voltage, and VIN is the input signal. In the second, sum/hold phase, the result of the
first phase is added to the second tap coefficient, H2 = α2VREF , and applied to the next stage
comparator. This is done by putting the two sampling capacitors in series which results in
the output being equal to
VOUT = α2VREF + VCS1 + VCS2 = α1VREF + α2VREF + VCM − VIN − VX−TALK . (3.6)
In order to minimize the input-dependent charge injection, the switch that connects the
sampling capacitor to the input, S1, is turned off slightly after S2. This is possible through
employing the delayed version of the clock, CKd. A key aspect of the design of the SC DFE
is the sizing of the sampling capacitors. Optimizing this sizing demands an understanding of
how loss, SNR, and power change as a function of the sampling capacitor size, requiring an
analysis of how it affects parasitic capacitance, receiver noise, and clocking power. When this
technique is implemented with capacitors and switches, the parasitic capacitances, shown
in Figure 3.4 as Cp, cause signal gain degradation due to charge sharing. Therefore, the
resulting gain from the input to the S/H/Summer output is equal to
Asampler =
CS1CS2
(CS1 + CS2 + 2CP )(CS2 + CP + CL)− C2S
, (3.7)
where Asampler is the signal gain, Cp is the parasitic capacitance and CL is the load capaci-
tance from the next stage. Cp is due to the switch junction capacitance, sampling capacitors
top and bottom plate parasitic, and the wiring capacitance. As a result, it almost linearly
changes with the sampling capacitor size. Figure 3.5(a) shows how the signal gain changes
with the sampling capacitors sizes for the proposed 4-tap S/H/summer. The loading from
the next stage (slicer/MUX) is estimated to be about 2fF. The sensitivity of the receiver is
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mainly determined by the performance of the front-end S/H/summer. In order to achieve
reasonable SNR, the signal loss and the noise must be kept as low as possible. Contributing
to the input-referred circuit noise are the slicers and samplers in the receiver. The slicer is
modeled as a sampler with gain and has an input referred voltage noise variance of [89]
σ2slicer =
2kT
AslicerCA
, (3.8)
where CA is the total capacitance at the internal slicer node (Vint in Figure 3.12), which
is approximately 8fF. Aslicer is the gain from the input of the slicer to the internal node,
Vint, which is estimated to be equal to two. This results in a slicer voltage noise sigma of
0.5mVrms. Sampler voltage noise variance is equal to
σ2s =
2kT
CS1
+
2kT
CS2
. (3.9)
Clock jitter also impacts the receiver sensitivity because any deviation from the ideal
sampling time results in a reduced sampled voltage. This timing inaccuracy is mapped into
an effective voltage noise on the sampled input signal with a variance of
σ2clk = σ
2
j ×R2b , (3.10)
where σj is the clock jitter and Rb is the rate of the input voltage change around the sampling
point. The timing noise is estimated to be equal to 0.75mVrms. The total noise is equal to
σn =
√
σ2clicer + σ
2
s + σ
2
clk, (3.11)
which results in SNR equal to
SNR =
VbAsampler√
σ2clicer + σ
2
s + σ
2
clk
, (3.12)
where Vb is the eye opening amplitude after equalization taps are applied. Simulation shows
that if a 400mVpp differential input at 15 Gb/s is transmitted over a 5” FR-4, 2 mV of eye
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Figure 3.5: S/H/summer performance in the case of n=2. S/H/summer voltage loss, Asampler (a). SNR at
the output of the S/H/summer (b). SNR normalized to clocking power consumption (c). To achieve high
SNR (hence high BER) and power efficiency while maintaining the DFE speed, CS1 and CS2 are chosen to
be equal to 19fF and 14fF, respectively.
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opening amplitude is generated, as shown in Figure 3.6, which can be improved to 40mV
using two taps of equalization. Replacing 40 mV in Equation 3.12 results in the S/H/summer
SNR plot shown in Figure 3.5(b). The SNR increases with the sampling capacitor sizes.
However, in order to maintain bandwidth, the corresponding switch size also has to be
increased, which affects the sampler performance by adding more parasitic capacitance and
hence increasing the signal loss. Furthermore, to drive a large switch, a large clock buffer
is required that increases the overall power consumption. This power is proportional to the
capacitance driven by the buffers. If we ignore the capacitance introduced by the buffer
itself, the total clock buffer power consumption can be written as
Pclk = kCs−totV 2ddf + kCslicerV
2
ddf, (3.13)
where k is the activity factor equal to 0.5 for clock buffers, Cs−tot is the total capacitance
introduced by the S/H/summer switches, Cslicer is the capacitance in the slicer that is driven
by clock buffers, and f is the operating frequency. Figure 3.5(c) shows the SNR normalized
to the power consumption of the clock buffers. We employed this metric, along with the
SNR, to choose the sampling capacitor sizes. In order to achieve BER< 10−12 (SNR>7.1)
and low clocking power consumption in this design, the sampling capacitors (CS1, CS2) are
optimized to be about 20fF, however, in order to meet the settling time requirements within
a bit interval, according to simulations, CS1 and CS2 are chosen to be equal to 19fF and
14fF, respectively. As the SNR
Pclk
is quite flat around the maximum point, the SNR and power
penalty is small.
Two 4-bit current-steering digital-to-analog converters (DACs) generate the differential
equalization coefficients (α1VREF , α2VREF ) as shown in Figure 3.7. In this work, equalization
tap coefficients are adjusted manually, however, on-chip adaptation algorithms such as SS-
LMS [90, 91] and BER-based adaptation [92] can be utilized to optimize the tap values.
The two DACs are designed to deliver enough current drive without considerable voltage
drop while consuming less than 900µA. A 1pF bypass capacitor at the DAC output filters
noise and kickback charge from the switches. During each bit interval, the DAC should
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Figure 3.6: Simulated input eye diagram for a 5” FR-4 trace at 15Gb/s. Red and green circles show the
sampled input before and after 2-tap decision feedback equalization, respectively (a). Histogram of the
sampled input before and after equalization. 2-tap DFE improves eye opening from 2mV to 40mV (b).
Figure 3.7: 4-bit current steering DAC that generates DFE tap coefficients.
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Figure 3.8: Switched capacitor summer for 2n-tap, sample/sum phase (a), sum/hold phase (b).
charge/discharge one sampling capacitor, CS ≈20fF, from the S/H/summer, which causes
a very small charge sharing with the bypass capacitor. In a differential implementation the
voltage change due to charge sharing appears as a common-mode noise to the first order and
hence does not affect the DFE performance significantly.
3.2.2.2 Generalization of Switched Capacitor Summers
The SC summation technique can be further extended to realize a large number of taps.
Figure 3.8(a), (b) show the operation of a 2n-tap S/H/summer, where αkVREF represents
the weighted version of the kth previous bit. In the first phase, the input and 2n-1 taps of the
DFE (α1VREF , . . . , α2n−1VREF ) are sampled and stored over n sampling capacitors (CS1, ...,
CSn). The capacitors are connected in series in the second phase, as shown in Figure 3.8(b)
where one side is connected to the 2nth tap coefficient, α2nVREF , and the other side is the
output of the S/H/summer. The resulting output at the end of the second phase is equal to
VOUT = VIN + (α2VREF + ...+ α2nVREF )− (α1VREF + ...+ α2n−1VREF ), (3.14)
which is the sum of the sampled input and all feedback coefficients. Coefficients can be
negated simply by swapping the differential signals in a differential implementation. As
mentioned earlier, due to charge sharing between the sampling capacitors and the parasitics,
the voltage gain in practice will be less than unity. In order to minimize the effect of parasitics
and charge sharing on gain, the capacitor that samples the input signal is chosen to be the
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last capacitor in the chain, CS1. Figure 3.9(a) shows how the voltage gain decreases with
increasing the number of taps.
In order to compensate for the voltage gain degradation for a larger number of taps,
the input can be sampled using two sampling capacitors, which results in a factor of two
increase in voltage gain, as shown by the dashed line in Figure 3.9(a). We denote this
technique as dual-path sampling. The factor of two increase in gain comes as a result of
sacrificing one of the DFE taps to sample the input. It also increases the input loading,
but since the input is 50-ohm terminated, the additional loading due to the extra sampling
capacitors has a negligible effect on the overall channel insertion loss. On the other hand,
the sampling capacitors can be sized smaller to compensate for the loading effect. Scaling
the sampling capacitors results in parasitic reduction and hence the charge sharing effect
remains the same. As noise is proportional to the square root of the capacitor size, the
same input loading can be achieved by reducing the sampling capacitors by a factor of 2
and still achieving
√
2 improvement in SNR. This also helps in decreasing the clocking power
consumption as smaller switches are required for a given data rate. For comparison purposes,
Figure 3.3(a) shows the current-mode summer conventionally employed for tap summation
in DFE designs. The summer voltage gain is equal to
A =
RD
1
gm
+RS
, (3.15)
where gm is the input transistor transconductance. To maintain the bandwidth while in-
creasing the number of taps, load resistance should be reduced. This causes the voltage gain
to decrease for a constant I
gm
in the main tap. The dotted line in Figure 3.9(a) shows how the
voltage gain changes by increasing the number of taps while keeping the main tap current
constant assuming each tap adds ten percent extra capacitance to the summing node [71].
To maintain the voltage gain and the bandwidth regardless of the number of taps, larger gm
and hence more power consumption is required in this technique. The reduction in voltage
gain due to increasing the number of taps affects the receiver sensitivity by degrading the
SNR. Figure 3.9(b) shows the normalized change in the front-end SNR with the number
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Figure 3.9: Signal gain comparison between SC and current-mode summer (a). Normalized SNR for the SC
and current-mode summer (b). Tap coefficient gain for different number of taps (c).
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Figure 3.10: Linearity of the post-cursor taps for an eight-tap (a) switched capacitor and (b) current-mode
summer.
of DFE taps for the SC and current-mode summers. For the current-mode summer it is
assumed that any additional tap contributes ten percent of the original noise [71].
Another important aspect of the post-cursor tap summer is its linearity. As the gain of
the summer for each tap is determined by the ratio of capacitors, the only source of non-
linearity is the parasitic capacitors introduced by transistor switches. For the tap voltage
range that the SC summer operates, simulation shows that the parasitic capacitance (due
to junction capacitance) changes about 10%. However, as mentioned earlier, the parasitic
capacitance is comprised of sampling capacitor parasitics, interconnects and switches. As
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a result, the overall parasitic capacitor change is less than 5%. Figure 3.10(a) shows the
linearity simulation results for an 8-tap SC summer including the tap coefficient DAC. In the
current-mode summer the main source of non-linearity is due to the tail current source that
generates αn. As the tap differential pair transistors are sized small to add minimum parasitic
to the output node, at high currents, the voltage across the tail current source reduces
drastically. This causes reduction in the tail current due to channel length modulation.
Figure 3.10(b) shows the linearity simulation results for an 8-tap current-mode summer
where each tap transistor size is about 10% of the main tap to minimize loading [71] (Both
in Figure 3.10(a), (b) transistor mismatch is not accounted for).
The tap coefficients gain in SC implementation is also a function of both number of taps
and the tap number. Figure 3.9(c) shows how the tap gains change with the number of
taps and also the tap number. The taps sampled by the first capacitor in the chain, CSn,
experience larger loss compared to the taps sampled by the last capacitor in the chain, CS1.
As a result, the DAC that generates α2n−1 should provide a larger voltage compared to that
of α1. On the other hand, post-cursors generated in a realistic channel decay with the tap
number, that is, α2n−1 is inherently smaller than α1. This can compensate the lower gain of
the tap coefficients sampled by the first capacitors in the chain.
3.2.3 Comparator Design
As explained before, even though the speculative architecture relaxes the timing requirement
for the feedback path, the extra hardware increases the area and power. Figure 3.11 illus-
trates the top-level architecture of the DFE in which each path requires two comparators to
perform data resolution on the incoming bit for a previously received zero and one. These
slicers are followed by a digital multiplexer to choose the resolved data based on the previous
bit. In order to reduce the DFE area and power the two slicer can be combined using an
analog multiplexer as shown in Figure 3.12. Since the MUX is clocked with full-swing clock
signals, the clock switch transistors are operating in the linear region, and the stacking of
the transistors is easier given the limited voltage supply. In addition, as the tail transistor
61
Figure 3.11: 2-tap DFE architecture with loop-unrolling.
and the MUX transistors are not in the DFE critical loop, they can be sized to be relatively
large to allow for proper operation of this stage at low supply voltages. In order to cancel
the kickback from the latch output to the sensitive sampling nodes, small metal capacitors
cross-couple the output and the input. According to simulation, more than 80% reduction
in the kickback noise can be achieved by proper sizing of these capacitors. These capacitors
also reduce the loss of the S/H/summer due to the charge sharing between the sampling ca-
pacitors and the slicer/MUX input parasitic capacitor as they cancel the Miller capacitance
associated to the gate-drain capacitance of the input differential pair.
3.3 Far-End Crosstalk Cancellation
Far-end crosstalk (FEXT) in transmission lines is a signal that is electromagnetically coupled
from one line (aggressor line) to another line (victim line) and is received at the end of the
victim line. It appears as an interfering signal at the victim channel receiver and degrades
the horizontal and vertical eye-opening of the original victim signal. As shown in Chapter 2
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Figure 3.12: Combined analog MUX and latch with cross-coupled capacitors to reduce kickback.
Figure 3.13: Crosstalk cancellation technique employing a high-pass filter as a differentiator to emulate
FEXT.
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Figure 3.14: Measured transfer characteristics of a 5” long, 32mil wide coupled trace with 40mil separation
(a). Simulated FEXT noise due to a 15Gb/s pulse and the emulated FEXT employing the differentiator
along with the residual FEXT noise (b).
the FEXT signal can be expressed as
VFEXT =
1
2
(
Cm
Ct
− Lm
LS
)tf
dV (t− tf )
dt
. (3.16)
The key observation in this equation is that FEXT noise appears at the front-end of
the victim channel receiver as a voltage proportional to the derivative of the transmitted
signal. This signal can have the same or opposite polarity as the aggressor signal if the link
is capacitive or inductive, respectively.
Equation 3.16 shows that a differentiator with adjustable gain can be employed at the
receiver to mimic the effect of FEXT. In the proposed design, the incoming aggressor signal
is sent through an adjustable high-pass filter, as shown in Figure 3.13, to emulate FEXT
for different levels of coupling. A simple RC circuit is employed as the high-pass filter. The
transfer function of this filter is jωRC
1+jωRC
. If the input frequency, ω, is well below the cut-off
frequency, (RC)−1, the transfer function of the high-pass filter can be approximated by that
of a differentiator, jωRC, with a gain equal to the time constant (RC) of the filter.
The gain of the differentiator can be adjusted through a variable resistor, which is realized
by an NMOS transistor operating in triode region. The output of the differentiator is finally
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Figure 3.15: Simulated output of the S/H/summer before and after applying the aggressor as well as when
the crosstalk cancellation is enabled.
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subtracted from the received signal, which is comprised of the desired victim signal and
the FEXT, as shown in Figure 3.13. Figure 3.14(a) shows the transfer characteristics of a
coupled line on FR-4 with 40mil spacing and 32mil width. The simulated FEXT and the
output of the high-pass filter for this channel, along with the residual FEXT noise are shown
in Figure 3.14(b). The mimicked FEXT signal experiences a delay when it passes through
the high-pass filter. As a result of this delay between the mimicked FEXT and the FEXT,
the effect of the crosstalk noise is not completely eliminated. As the operating data rate is
much smaller than the cut-off frequency of the filter, the amount of delay introduced is not
considerable. Figure 3.15 illustrates the simulated output of the switched capacitor summer
for the case where a low-loss and highly coupled channel is employed. The first eye diagram
shows the output of the switched capacitor summer when the aggressor signal is disabled.
Due to the low-loss of the channel, the eye diagram is quite open, however the aggressor
signal causes eye closure. Employing the appropriate setting for the crosstalk cancellation
filter, the eye opening is restored.
For channels with high coupling, the gain of the filter (RC) has to be increased which
results in a large delay and hence degradation of the crosstalk cancellation. The dual-path
sampling technique described in section 3.2.2.2 can be employed to resolve this problem as
it can increase the filter gain while keeping the RC value constant.
In general, for dense parallel links, we may need to consider the effect of crosstalk from
distant lines as well as the neighboring line. When differential signaling is employed, the
crosstalk from one line to another diminishes approximately by a factor of D-3, where D
is the distance between the aggressor and the victim signal [77]. To investigate the func-
tionality of the crosstalk cancellation technique in case of multiple channels, we employed
three differential channels in parallel where each pair of the differential channels are 32mil
wide and spaced 32mil, and 48mil apart from the adjacent channel pair, Figure 3.16. Figure
3.17(a), (b) show the simulated transfer characteristics for the channels with 10” and 20”
length. It can be seen that the distant FEXT is considerably lower than the adjacent FEXT.
The effectiveness of the crosstalk cancellation technique was determined by normalizing the
root mean square (RMS) power of the residual FEXT noise to the FEXT signal RMS power.
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Figure 3.16: Crosstalk cancellation technique for multiple coupled channels.
With optimal selection of the differentiator gain more than 75% reduction in crosstalk noise
can be achieved. Figure 3.17(c), (d) show the energy of the residual adjacent FEXT and the
distant FEXT normalized to the FEXT energy for the 10” and 20” channel. The effect of
the distant FEXT is less than the residual FEXT after the crosstalk cancellation is applied.
Figure 3.16 shows how the proposed crosstalk cancellation technique can be extended to
multiple differential channels in parallel. As the effect of distant crosstalk is negligible, only
the effect of crosstalk from the neighboring channel is canceled by taking the derivative of
the signal received at the end of the adjacent line and subtracting it from the received signal
in the victim line. As a result, there will be two differentiators connected at the end of each
line. The loading effect of the differentiator is small compared to the parasitic capacitance
of the bonding pad. In addition, as the aggressor line is 50-ohm terminated, the resulting
insertion loss due to the crosstalk sensing is negligible. Figure 3.18 shows that the loading
from the differentiator adds less than 0.2dB to the overall insertion loss.
The proposed crosstalk cancellation method does not involve resolving the aggressor sig-
nal to compensate for its effect on the victim signal. The effect of FEXT is removed by ad-
dition of the mimicked FEXT signal to the sampled input signal during the sum/hold phase.
As addition and subtraction have minimal power overhead in this architecture, crosstalk
cancellation adds very small power overhead, which is mainly due to the clock buffers. In
addition, this scheme is not sensitive to the phase delay between the transmitted aggressor
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Figure 3.17: Simulated channel, adjacent FEXT, and distant FEXT response for width=32mil, spac-
ing=48mil, and length=10”, (d) for length=20”. (e) Residual crosstalk from the adjacent aggressor after
cancellation normalized to the FEXT energy along with the distant FEXT for 10” channel, and (f) 20”
channel..
and the victim signals, as the effect of FEXT and the mimicked FEXT are sampled at the
same time. As a result, synchronization between the aggressor and victim signals is not nec-
essary, that is, the crosstalk cancellation operates whether the aggressor transition happens
in the middle of the victim bit time (center of the eye) or when the victim signal transitions.
In order to adjust the crosstalk cancellation gain, RC, algorithms such as BER-based
adaptation can be employed [92]. To apply this technique for a lossy coupled channel, the
eye closure due to crosstalk should be decoupled from the eye closure due to ISI. As a result,
during the adaptation process, the equalization tap coefficients should be first determined
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Figure 3.18: Effect of loading due to the crosstalk cancellation circuitry on the overall channel insertion loss
for a 10” channel (a) and a 20” channel (b).
by disabling the adjacent aggressor. When the tap coefficients for all channels are set by the
adaptation algorithm, the adjacent aggressors are enabled and the same adaptation algorithm
sets the crosstalk cancellation gain to achieve the minimum BER and hence maximum eye-
opening.
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3.4 Experimental Results
The prototype was fabricated in 45nm SOI CMOS technology. The die micrograph is shown
in Figure 3.19 with all the blocks highlighted along with the receiver layout. The receiver,
consisting of clock buffers, S/H/summer, slicer/MUX and DACs, occupies 220µm×65µm.
Figure 3.20 shows the measurement set-up. The prototype was tested with different channels.
An Anritsu MP1800A signal quality analyzer was employed to generate a pseudo-random bit
sequence (PRBS) signal which was transmitted over channels with different lengths as well as
coupled channels to characterize the functionality of the receiver in channel loss compensation
and crosstalk cancellation. The channel output was then carried to the receiver chip through
high-speed SGS probes. The multiplexed output is monitored with a bit-error rate tester
(BERT) and also through an oscilloscope.
The clock signal was also provided from off-chip and fed to the receiver through SGS
probes. The CML input clock is converted into CMOS logic through a CML-to-CMOS
converter, which is shown in Figure 3.21 [64]. An external differential half-rate clock signal
is buffered by on-chip current-mode logic (CML) clock receivers and buffers. The duty cycle
and noise performance of these CML-to-CMOS converters is of critical concern in the design
of this block. The duty cycles of the CMOS clocks are corrected by using cross-coupled
inverters, as shown in Figure 3.21.
Initially, the performance of the receiver was evaluated using input data with a low level
of ISI. The PRBS7 data was transmitted to the receiver through low-loss cables and RF
probes. Under this condition, the receiver operated error-free (BER< 10−12) up to 20Gb/s
with an input sensitivity of 100mV, which reduces to 50mV at 15Gb/s. The input-referred
offset was measured to be about 20mV at 15Gb/s. Note that offset compensation techniques
are not incorporated into this design.
The equalization capability of the receiver was tested by transmitting data over 5”, 10”
and 18” FR-4 PCB traces. Figure 3.22 shows the characteristics of the channels employed to
measure the functionality of the DFE, including the connecting SMA cables and connectors.
With an 800mVpp differential PRBS7 data signal at 15Gb/s, the received eye is closed for
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Figure 3.19: The die micrograph of the receiver with major blocks highlighted.
Figure 3.20: Receiver DFE and crosstalk cancellation test set-up.
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Figure 3.21: CMOS clock generation through CML-to-CMOS conversion followed by duty cycle correction.
Figure 3.22: Channel transfer characteristics for 5”, 10” and 18” PCB traces.
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all these channels, shown as insets in Figure 3.23. The 5” channel exhibits a loss of 14.5dB
at 7.5GHz. Employing the 2-tap DFE, while consuming 7.5mW from a 1.2V supply, a 24%
horizontal eye opening (BER=10−12) is achieved. The DFE was also tested with 10” and
18” channels. Due to the increased loss of the 10” channel at 7.5GHz, the DFE failed to
equalize pseudo-random data at 15Gb/s. The data rate was accordingly reduced to test
the limits of the DFE, and 13Gb/s data was transmitted over the 10” channel with 17dB
of loss at 6.5GHz. Under these conditions, the DFE achieved 35% horizontal eye opening
while dissipating 6.1mW. In order for the DFE to equalize the 18” channel, the data rate
was further reduced to 11Gb/s. This channel had about 21dB loss at 5.5GHz. The DFE
achieved a 26.5% eye opening while consuming 5.5mW.
Table 3.1 summarizes the DFE performance. Compared to prior art, the proposed design
offers the best figure of merit (FOM) [84]. It also provides one of the most compact DFE
designs among recently published works. Figure 3.24 illustrates the power breakdown of the
receiver. As can be observed, the major portion of the receiver power consumption is due
to the clock buffers. In this design the clock distribution network was not optimized for
minimum power consumption. An optimized clocking system can greatly improve the power
efficiency of the receiver. Simulation shows that an optimized design can reduce clocking
power consumption by a factor of two and achieve less than 0.35mW/Gbps power efficiency.
The fact that the power consumption of the proposed receiver is mainly dominated by digital
blocks means that the overall power consumption can be greatly reduced by technology
scaling.
The crosstalk cancellation scheme was evaluated by transmitting random, uncorrelated
victim and aggressor data over a 5” long, 32mil wide coupled trace with 40mil separation
on an FR-4 PCB. To generate uncorrelated data sequences, differential outputs of the pulse
pattern generator (PPG) were delayed with respect to one another through the delay element,
τ , as shown in Figure 3.20. The functionality of the crosstalk cancellation technique was
tested at different data rates. In the first experiment, 8Gb/s PRBS data was transmitted
over the coupled channel, while the aggressor was kept quiet. Figure 3.25(a) shows that
without crosstalk noise, the DFE generates 59% of eye opening. Applying the aggressor
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Figure 3.23: The PRBS7 eye diagram at the receiver input and the bathtub curve after equalization for, (a)
11Gb/s data over 18” trace, (b) 13Gb/s data over 10” trace, (c) 15Gbs data over 5” trace.
Table 3.1: DFE PERFORMANCE SUMMARY
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Figure 3.24: Receiver power breakdown.
Table 3.2: CROSSTALK CANCELLATION PERFORMANCE SUMMARY
signal degrades the eye opening to less than 40%, which is restored to above 53% when the
crosstalk cancellation is activated. Next, 10Gb/s data was employed to test the crosstalk
cancellation functionality. Figure 3.25(b) shows the bathtub curve of the receiver with the
DFE activated to compensate for the channel loss. Applying the aggressor signal causes
BER degradation to higher than 10−10. Crosstalk cancellation restores the eye opening.
The same experiment was repeated for 11Gb/s and 12.5Gb/s data rates. The channel
has more than 11.5dB loss and about -15.6dB coupling at 5.5GHz. The DFE and crosstalk
canceler provide more than 16.5% of horizontal eye opening while the input eye is completely
closed due to channel loss and crosstalk noise. The values of FEXT and channel loss at
6.25GHz are -15dB and 12.5dB, respectively. The input eye is closed when no aggressor is
applied. The DFE compensates for the loss and generates a 40% open eye at BER< 10−12.
Applying the aggressor closes the eye and degrades the BER to higher than 10−5 at the
center of the eye, as shown in Figure 3.25(d). The crosstalk canceler achieves more than 15%
horizontal eye opening. Table 3.2 summarizes the performance of the crosstalk cancellation
technique.
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Figure 3.25: The receiver bathtub curve without and with crosstalk noise, and after crosstalk cancellation
for, (a) 8Gb/s, (b) 10Gb/s, (c) 11Gb/s, and (d) 12.5Gb/s victim and aggressor data.
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3.5 Transmitter Design
As mentioned earlier, one of the main challenges of modern wireline communication systems
is the severe frequency-dependent loss in the channel. In the previous section we discussed
the advantages of employing receiver equalization to combat the channel loss. However as the
data rate keeps increasing, only utilizing receiver equalization becomes less effective. Trans-
mitter equalization is another technique, which in conjunction with receiver equalization can
enable high data rates over high attenuation channels [69, 70, 72]. In addition, low-power
equalization at the transmitter can simplify the design of the receiver and help with the
overall power consumption [94].
In this section we will introduce a novel transmitter equalization technique, which em-
ploys continuous-time linear equalization using compact programmable passive devices. This
design offers a small form factor and adjustable equalization at the transmitter to accom-
modate channels with different characteristics [95].
3.5.1 Transmitter Architecture
As mentioned in Chapter 2, finite impulse response (FIR) and analog filters are the two most
commonly used techniques for transmitter pre-emphasis. FIR-based transmitters require
additional hardware for generating delayed versions of the data. At high data rates the
extra hardware consumes a considerable amount of power. Additionally, FIR pre-emphasis
reduces the output signal swing due to the low frequency attenuation of the transmitted
data. As a result, the power penalty of employing this technique at high data rates can
be very large. On the other hand, analog filtering does not require any additional active
component and solely relies on passive devices and offers high power efficiency. Although
passive devices occupy a large area, as the frequency of operation increases, the area drops.
In addition, since high quality factor is not necessary, a 3D layout can help to reduce the
area. The basic idea behind analog filtering technique is to boost the high frequency content
of the transmitted signal to compensate the high frequency attenuation of the channel.
Shunt, series, shunt-series, and shunt-double-series techniques have been previously used
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Figure 3.26: Shunt and double-series bandwidth enhancement technique, which requires three inductors. A
T-coil can also perfrom the same functionality.
Figure 3.27: Segmented T-coil layout 3D and top views. The five top metals are employed.
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Figure 3.28: Segmented T-coil lumped model generated using IE3D electromagnetic simulator.
in order to enhance the bandwidth of amplifiers and compensate capacitive loads [38]. In
many signaling applications, the bandwidth of the links is limited due to the lossy-capacitive
(RC) behavior of the channel. In this work, modified peaking techniques are employed
to compensate the effective capacitance of the trace and equalize the channel loss. The
maximum bandwidth enhancement can be achieved through employing the shunt and double-
series technique, which involves using six inductors in a differential implementation as shown
in Figure 3.26. In this technique the line capacitance (CL) forms a series LC with L3. As a
result, the effect of CL is canceled at the resonant frequency
1
2pi
√
L3CL
. Around this frequency,
the transfer function from the differential pair transistor current (Iin) to the output can be
simplified to Equation 3.17. L1 and CP form a pair of complex conjugate poles that introduce
a considerable amount of peaking in the transfer function.
∣∣∣∣VoutIin
∣∣∣∣2 = 1(1− L1CPω2)CLω . (3.17)
As the quality factor of the inductor is not high, a fairly broad-band peaking is obtained.
Another zero at fz =
R
2piL2
can be added to the transfer function through L2, as in the
shunt peaking technique. The main drawback of this technique is the excessive silicon area
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Figure 3.29: Transistor-level schematic of the transmitter employing segmented T-coils.
required. In order to alleviate the area penalty, the inductors are replaced by two T-coils that
offer the same performance as shown in Figure 3.26. To further improve the area efficiency of
this technique, we have utilized the fact that the two branches of the differential transmitter
carry currents in opposite directions. By mutually coupling the coils in two branches, we
obtain the same inductance in a smaller area
Leff = L+M. (3.18)
Moreover, the opposing currents in the two branches significantly reduce the magnetic
field outside the T-coil area, allowing for dense arrays of transmitters. Figure 3.27 shows
the layout of the two coupled T-coils. They are interwound using three thick metal layers.
Although the utilized technology provides only two thick metal layers, a third is realized
by stacking three thin metal layers. In order to be able to equalize different channels with
different amounts of loss, the inductors in each T-coil are segmented using MOS switches
with two bits of resolution as shown in Figure 3.28. This allows for adjusting the inductance
to introduce different levels of peaking.
In addition to inductive peaking, a frequency-dependent source degeneration technique
is employed by adding a variable parallel RC to the source of the transmitter to improve
high frequency peaking, as shown in Figure 3.29. This introduces a zero at frequency 1
2piRC
.
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Figure 3.30: Simulation results showing the programmable high frequency peaking achieved by RC source
degeneration.
The variable resistor is implemented using an NMOS transistor in triode. According to
simulation, about 10dB of peaking is achieved by using this technique, as illustrated in
Figure 3.30.
The transmitter is comprised of two stages as shown in Figure 3.29. The first stage is the
pre-amplifier that drives the output stage. The output stage utilizes T-coil and zero peaking.
The segmented T-coils were simulated in an electromagnetic simulator (IE3D) and modeled,
as shown in Figure 3.28. Figure 3.31(a), (b) shows the simulation results for the transmitter
connected to two different channels. The channel response, along with different levels of
pre-emphasis, is shown for 5” and 10” FR4 PCB traces. An improvement in bandwidth
from 800MHz to 8GHz is achieved with optimal pre-emphasis.
3.5.2 Experimental Results
The prototype was fabricated in a 65nm CMOS process. The chip micrograph is shown in
Figure 3.32. The transmitter consumes 10mW from a 1.2V supply and provides 250mVpp
output swing. The transmitter was tested with an on-chip PRBS-7 generator. A high speed,
32bit shift register was also integrated to enable the application of arbitrary patterns to
the transmitter for testing and debugging purposes. The output of the on-chip PRBS-7
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Figure 3.31: Simulated transfer characteristics of the transmitter and channel for different levels of pre-
emphasis, (a) 5” FR4 channel, (b) 10” FR4 channel.
Figure 3.32: Transmitter die micrograph along with the core layout.
Figure 3.33: Transmitter measurement setup for characterizing the performance over different channels
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Figure 3.34: 20Gb/s on-chip PRBS-7 generator.
generator was sent through a lossy cable as well as 5” and 10” FR4 PCB traces at maximum
rate of 20Gb/s. Figure 3.35 shows the transfer characteristics of these channels. A 2-tap
FIR was simulated in MATLAB with the same channels to compare the performance of the
analog filter and FIR-based pre-emphasis techniques in channel loss compensation.
Figure 3.36 illustrates the adjustability of the transmitter in equalizing 10Gb/s data over
a 5” channel. By changing the equalization settings under over and optimal equalization is
achieved. As shown in Figure 3.37, by employing the proposed pre-emphasis technique, at
15 Gb/s over the lossy cable (7dB at 7.5GHz), a completely open eye with less than 12ps
peak-to-peak jitter was measured. Figure 3.38 illustrates the measured and simulated eye-
diagrams at the output of 5” and 10” FR4 channels while a 15Gb/s data was sent by the
proposed transmitter and a 2-tap FIR respectively. The 5” and 10” FR4 channels introduce
about 15dB and 20dB loss at 7.5GHz. A 20Gb/s data was also sent through the lossy cable
with 10dB loss at 10GHz. The output eye-diagram has less than 18ps peak-to-peak jitter as
shown in Figure 3.38(c).
It is important to note that circuit non-idealities are not included in the simulations of
the 2-tap FIR and the actual FIR circuit performance is expected to be worse. The high
frequency peaking introduced in this technique may cause extra far-end crosstalk (FEXT)
in highly parallel communication links. The resulting crosstalk can be canceled employing
low-power crosstalk cancellation techniques [83]. Table 3.3 compares the performance of
this design with FIR-based transmitters. To achieve the same output swing, the 2-tap FIR
requires twice as much power as the proposed design. In many FIR-based pre-emphasis
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Figure 3.35: Channels’ transfer characteristic.
Figure 3.36: The transmitted 10Gb/s PRBS7 data over 5” FR4 channel with about 10dB loss at Nyquist,
before equalization (a), over equalized (b) and optimally equalized (c).
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Figure 3.37: Transmitter output at 15Gb/s over lossy channel with 7dB loss.
Table 3.3: TRANSMITTER PERFORMANCE SUMMARY
designs [85, 96, 97] shunt peaking inductors are required to meet the bandwidth constraint
of the CML delay elements. These inductors impose a large area penalty as shown in table
3.3. The comparison table and the measured/simulation results in Figure 3.38 show superior
performance for the analog filter-based equalization technique both in terms of channel loss
compensation and power and area efficiencies.
3.6 Summary
The power consumption and area of the receiver is a critical design aspect of parallel electrical
interconnects, where many IOs are placed in a single chip. To address these challenges
we have proposed a low-power DFE receiver with crosstalk cancellation capability. The
equalization is implemented through a novel switched capacitor technique that allows many
taps of equalization with small power overhead. A 4-tap realization is implemented in a 45nm
SOI CMOS technology as a proof of concept. It has been shown that the proposed SC DFE
can be extended to implement a large number of taps. The receiver is suitable for channels
with considerable amount of ISI. The simple, low-power DFE can significantly enhance
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Figure 3.38: Output of the channel before and after equalization with the 2-tap FIR equalizer and continuous-
time equalizer for 15Gb/s data over 5” channel (a), 15Gb/s data over 10” channel (b), and 20Gb/s data
over lossy channel (c).
86
the data rate over lossy channels. In this design, high power efficiency (0.5mW/Gb/s) is
achieved by using SC summation technique, analog multiplexers, and half-rate clocking.
Unlike current-mode summers, the SC summer does not require a high bias current. It can
also benefit from technology scaling due to switch performance improvement and reduced
power consumption of the clock distribution network. The major portion of the receiver
power consumption is due to the clock buffers. As a result, the overall power consumption
can be greatly reduced by technology scaling. A novel crosstalk cancellation is incorporated
in the receiver, which removes more than 75% of crosstalk noise. As addition and subtraction
have minimal power overhead in the SC summer architecture, the extra hardware required
for crosstalk cancellation results in only 5% (33µW/Gbps) extra power dissipation. By
multiplexing analog instead of digital signals, the number of digital latches is minimized.
The half-rate clocking allows the use of CMOS clock buffers instead of CML buffers and
relieves the speed requirements of the front-end circuits. Experimental results validate the
feasibility of the DFE receiver for ultra-low-power, high-data rate and highly parallel I/O
links.
A 20Gb/s transmitter utilizing efficient continuous-time equalization is presented. The
proposed pre-emphasis technique supports data transmission over PCB channels with loss
levels in excess of 20dB at BER< 10−12. The proposed architecture consumes significantly
less power compared to an FIR transmitter that has similar performance, while occupy-
ing very small silicon area. The receiver and transmitter together can enable 15Gb/s
data communication over channels with more than 30dB loss with a power efficiency less
than 1mW/Gb/s. The low-power consumption and the crosstalk capability offered by this
transceiver makes it well-suited for densely parallel chip-to-chip communication.
87
Chapter 4
Overview of High-Speed Optical Links
We showed in the previous two chapters that equalization can significantly help in increasing
the overall communication bandwidth over copper channels with severe frequency-dependent
loss. As the communication distance grows while bandwidth requirement keeps scaling,
equalized channels exceed the power envelope and become inadequate in delivering the re-
quired data in a power efficient manner. The power consumption and area of the optical
transmitter and receiver electronics can be the limiting factors for the number of IOs possible
on-chip. An example of such situation is the board-to-board communication in data centers
and high-performance computers. A promising solution to this IO bandwidth requirement
is the use of optical signaling.
The primary motivation for an I/O architecture modification as radical as optical signal-
ing is the magnitude of potential bandwidth offered with an optical channel. In conventional
optical data transmission, data is transmitted by modulating the optical intensity or am-
plitude of the high-frequency optical carrier signal. In order to achieve high fidelity over
the most common optical channels, optical fiber, high-speed optical communication systems
typically use infrared light from source lasers with wavelengths ranging from 850-1550nm,
or equivalently frequencies ranging from 200-350THz, which provide a high potential data
bandwidth. Moreover, because the loss of typical optical channels at short distances only
changes by fractions of dB over wide wavelength ranges (tens of nanometers) [100], there
is the potential for data transmission of several Tb/s without the requirement of channel
equalization through wavelength division multiplexing (WDM). This simplifies design of op-
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Figure 4.1: Optical signal transmission over fiber.
tical links in a manner similar to electrical links with high bandwidth channels. However,
optical links require additional circuits that interface to the optical sources and detectors.
As a result, in order to achieve the potential link performance advantages, emphasis is placed
on using efficient optical devices and low power and area interface circuits. Using optics is
particularly promising because of the emergence of silicon photonics technology which en-
ables integration of high-performance optical devices such as photodiodes, modulators and
waveguides on the same platform [101]. As a result, high data rate and power efficiency can
be achieved through efficient and cost-effective hybrid integration of advanced CMOS and
silicon photonics technologies using techniques such as flip-chip bonding [102] and copper
pillars [103].
We start this chapter by briefly reviewing the basics of optical links and optical devices
used in them. We will introduce optical channels, transmitters and receivers. In the first
part of two sections of this chapter, we briefly discuss different options for optical channels
and optical light generation and modulation. However, the main emphasis of this chapter
is to go over the design of low-power optical receivers. Since the receiver circuitry directly
interfaces with the photodetectors, understanding the operation and characteristics of these
devices is essential for an optimum design. In the second part of this chapter, we focus
on the design of the receiver electronics. We examine the prior art in front-end design for
optical communication. Investigating the existing designs provides a motivation for the next
chapter, which describes the proposed double-sampling RC front-end.
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Figure 4.2: An optical fiber cross-section with the core and cladding having refractive index of n1 and n2,
respectively to allow for total internal reflection.
4.1 Optical Channels
The data transmission scheme in optical links is very similar to electrical links, Figure 4.1.
A clock signal at the transmitter is used to define uniform time periods for sending the
data signals successively one after another. A modulated optical signal is generated at
the transmitter by directly modulating a vertical cavity surface emitting laser diode or by
externally modulating a continuous wave (cw) laser. At the receiver side a photodiode
converts the optical signal to an electrical signal proportional to its input optical power.
The receiver circuitry following the photodetector is responsible for resolving the data from
the incoming electrical signal. Similar to electrical receivers, a clock signal, synchronized
with the data, is used for sampling and data decision.
The two optical channels relevant for short distance chip-to-chip communication applica-
tions are optical fibers [104–106] and on-board polymer optical waveguides [107–109]. These
optical channels offer potential performance advantages over electrical channels in terms of
loss, cross-talk, and both physical interconnect and information density.
Optical fiber-based systems provide alignment and routing flexibility for chip-to-chip
interconnect applications. As shown in Figure 4.2, an optical fiber confines light between a
higher index core and a lower index cladding via total internal reflection. Fibers are classified
based on their ability to support multiple or single modes.
Multi-mode fibers with large core diameters (typically 50 or 62.5µm) allow several prop-
agating modes, and therefore provide good coupling characteristics. These fibers are used
in short and medium distance applications such as parallel computing systems and campus-
scale interconnection. They suffer from a relatively large loss (∼3dB/km for 850nm light),
90
which might not be an issue for aforementioned applications. The major performance limita-
tion of multi-mode fibers is modal dispersion caused by the different light modes propagating
at different velocities.This effect can cause major ISI, particularly at high data rates.
Single-mode fibers with smaller core diameters (typically 8-10µm) only allow one propa-
gating mode (with two orthogonal polarizations), and thus require careful alignment in order
to avoid coupling loss. These fibers are optimized for long distance applications such as links
between Internet routers spaced up to and exceeding 100km. Fiber loss typically dominates
the link budgets of such systems, and thus they often use source lasers with wavelengths
near 1550nm which match the loss minima (∼0.2dB/km) of conventional single-mode fibers.
While modal dispersion is absent from single-mode fibers, chromatic (CD) and polarization-
mode dispersion (PMD) exist. However, these dispersion components are generally negligible
for distances less than 10km, and are not issues for short distance inter-chip communication
applications.
Another means of chip-to-chip optical communication is to employ an on-board polymer
optical waveguide. Similar to optical fibers, polymer waveguides can either support mul-
tiple or single optical modes. Usually, to facilitate coupling and reducing assembly costs,
multi-mode waveguides are favorable. Figure 4.3 illustrates the cross-section of a polymer
waveguide. The waveguide core is surrounded by a cladding layer with smaller refractive
index to enable total internal reflection. Due to their large core area, they provide negligible
coupling loss. In addition, the modal dispersion is fairly small as they are intended for short
range board-level interconnection.
In summary, both fiber-based and polymer waveguide systems are applicable for chip-
to-chip optical interconnects. For both optical channels, loss is the primary advantage over
electrical channels. This is highlighted by comparing the highest optical channel loss, present
in multi-mode fiber systems (∼3dB/km), to typical electrical backplane channels at distances
approaching only one meter (>20dB at 5GHz). In addition, since pulse dispersion is small in
optical channels for distances appropriate for chip-to-chip applications (<10m), no channel
equalization is required. This provides another advantage over electrical interconnects with
complex equalization required to compensate for the channel frequency dependent loss.
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Figure 4.3: Cross section of a polymer waveguide.
4.2 Optical Receivers
Optical receivers generally determine the overall optical link performance, as their sensitivity
sets the maximum data rate and amount of tolerable channel loss. Typical optical receivers
use a photodiode to sense the high-speed optical power and produce an input current. This
photocurrent is then converted to a voltage and amplified sufficiently for data resolution. In
order to achieve increasing data rates, sensitive high-bandwidth photodiodes and receiver
circuits are necessary.
4.2.1 Photodiodes
The most commonly used devices for optical to electrical conversion are p-i-n diodes. In
this type of diode, an electrical field in a semiconductor material drives the electrons and
holes generated by the incident photons in the intrinsic region to the n and p terminals,
respectively. The result is a current proportional to the number of photons absorbed per
second, which is called photocurrent. In the p-i-n diode, a reverse-bias across the diode
ensures a strong field in the intrinsic region and a very small current in the absence of
light, which is referred to as dark current. Figure 4.4 shows a simple electrical model for a
photodiode. The optically generated current Iopt is proportional to the input optical power
Popt with the proportionality factor rho, which is also known as the photodiode responsivity.
The capacitance of the photodiode is usually the dominant load for a receiver, impacting
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Figure 4.4: Electrical model of a photodiode.
the sensitivity, electrical power consumption, and the bandwidth of the front-end. Photo-
diodes can be hybrid-integrated to CMOS chips via a number of techniques, such as wire
bonding, flip-chip bonding, and copper pillars. The advantage of hybrid integration is that
the material and design of the photodiode is independent of the transistor technology. Flip-
chip bonding and nano pillar are manufacturing technologies that enable the integration
of large device arrays while introducing low parasitic. Wire bonding has larger parasitic
inductance and capacitance, reducing performance at high bit-rates.
4.2.2 Receiver Front-End
The task of an optical receiver front-end is to convert the current from the photodiode into
a voltage and resolve the data. As shown in Figure 4.5, a simple resistor can perform the
current to voltage conversion. In case of a high extinction ratio, a zero generates zero voltage
and a “one” generates R×I1. A voltage amplifier then amplifies this signal for the next stage
slicer for data resolution. It should be noted that in this architecture, sensitivity has a direct
relation with the resistor size. On the other hand, the resistor and the photodiode capacitance
form an RC time constant, which can limit the maximum data rate of the receiver. In order
to avoid ISI, the bit-time has to be greater than the input time constant by almost a factor
of four. This results in a strong trade-off between the sensitivity and the data rate as they
both depend on R. This trade-off can be resolved by employing transimpedance amplifiers
(TIA). Integrating front-end offers another solution to this trade-off. In the next two sections
we will discuss these techniques in detail and introduce their advantages and disadvantages.
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Figure 4.5: Simple resistive receiver front-end performing current to voltage conversion.
4.2.2.1 Transimpedance Amplifiers
The strong trade-off between the bandwidth and SNR of a front-end with a simple resistor
makes it impractical for many applications. The effective input resistance of the front-end
can be reduced significantly by adding an active component to the design, resulting in a
transimpedance architecture. A transimpedance amplifier (TIA) is an analog front-end with
reduced input impedance and a relatively high current-to-voltage gain. The addition of active
components, like transistors, will add to the noise. However, with a careful design, very high
SNRs are possible at the output of an optimized transimpedance amplifier. Detailed analysis
of TIAs are covered in numerous publications [110–112]. In this section, we briefly discuss
the performance and trade-offs of a number of different TIAs. For TIAs, like any other
receiver, the most important specs are bandwidth, sensitivity, power consumption, and area.
Common-Gate and Regulated Cascode TIA. In order to achieve a low input impedance
and at the same time a high gain, common-gate (CG) topology can be employed. The
common-gate TIA acts as a current buffer with a gain close to unity. As shown in Figure
4.6(a) it creates isolation between the diode capacitance Cp and the gain resistor RD and
therefore provides a wide bandwidth. The effective input impedance is inversely proportional
to the input transistor transconductance (g−1m ), while the transimpedance is equal to RD.
The main disadvantage of this architecture is that the noise from the input transistor and
the bias current directly adds to the input photocurrent and degrades SNR. In addition, to
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Figure 4.6: Schematic of a common-gate TIA (a) and a regulated cascode TIA (b).
reduce input resistance, the transconductance of the input transistor has to be maximized.
This necessitates a large transistor which adds large capacitance at the input, as the Cgs
of the transistor is directly loading the input. Moreover, the noise power of this transistor
scales directly with its gm, which results in a strong trade-off between bandwidth and SNR.
A regulated cascode (RGC) configuration addresses these issues [113, 114]. Due to the
negative feedback at the input, the input resistance effectively reduces, while the transcon-
ductance remains almost the same as the CG TIA. The reduction factor in the input resis-
tance is equal to the feedback loop gain. As a result, higher bandwidths are feasible. Figure
4.6(b) shows the schematic diagram of the RGC circuit.With a simple small-signal analysis,
the input resistance of the RGC circuit can be approximated by
Rin =
1
gm1(1 + gm2R2)
. (4.1)
The local feedback employed in this configuration creates a second pole which can cause
instability. As a result, careful design is necessary to guarantee proper operation of this TIA.
Common-Source and Shunt-Shunt Feedback TIA. An alternative design with better
noise performance is a shunt-shunt feedback TIA [110]. A TIA with resistive feedback,
followed by a chain of post amplifiers is the most common type of receiver design, which
is shown in Figure 4.7(a). A detailed analysis of the performance of this configuration
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Figure 4.7: Typical shunt-shunt feedback TIA (a). Simplified small signal model of the TIA (b).
is presented next, using a simple model shown in Figure 4.7(b). If we ignore the output
resistance of the amplifier, the performance of this system is dominated by a single pole at
(A+ 1)/(RFCT ), where CT is the total capacitance at the input node. In addition, the DC
transimpedance is equal to RF/(1 + A
−1), while the input impedance at DC is reduced to
about RF (1 + A) due to the Miller effect. In most designs the overall TIA bandwidth is
limited by the pole at the input node. However, real amplifiers have a finite open-loop pole
that limits their gain bandwidth product. Accounting for this pole by including ro and Co
leads directly to a more complete transfer function. Here we see that for small (low-power)
amplifiers, ro directly reduces gain and lowers the input pole, shown as [155]
Zt = (
ARF − ro
A+ 1
)(1 + s
roCo + (RF + ro)CT
A+ 1
+ s2
RFCT roCo
A+ 1
)−1. (4.2)
Assuming that the two poles are well apart, we can approximate the bandwidth as
BW ≈ A+ 1
2pi(roCo + (RF + ro)CT )
. (4.3)
The sensitivity of the TIA depends on the total input-referred noise of the TIA and the
noise of the diode itself. The TIA noise is mostly due to the thermal noise of the feedback
resistor RF and the input-referred noise of the amplifier. A detailed derivation of the output
noise due to the amplifier and feedback resistor can be found in [155]. Assuming that the
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amplifier noise is due to a transistor with noise contribution of 4γkTgm, the total output
noise can be written as
V 2n = V
2
na + V
2
nf , (4.4)
where V 2na and V
2
nf are the amplifier and RF noise contributions, respectively, and can be
expressed as
V 2nf =
A
A+ 1
γkT
Co
roCo + (A+ 1)RFCT
roCo + (RF + ro)CT
, (4.5)
V 2na =
1
A+ 1
kT
Co
A2RFCo + (A+ 1)roCT
roCo + (RF + ro)CT
. (4.6)
Considering a fanout of 1 (Co = CT ), for large A, the ratio of the amplifier and RF noise
is equal to 1 +Cp/Ci. For a low-power TIA with Cp/Ci >> 1 the noise is mainly dominated
by the amplifier noise. On the other hand, if Cp/Ci << 1, the two noise sources will have
almost the same contribution.
We will consider two configuration of the shunt-shunt feedback TIA in this section. In
the first design shown in Figure 4.8, with enough open-loop gain the noise contributions
from resistance RD and transistor M2 can be very small and the noise of the TIA is mainly
dominated by the noise contribution of transistor M1 and RF . The main disadvantage
of this design is its limited voltage headroom, which makes it difficult to implement in
advanced technology nodes with low supply voltage. The minimum possible supply for this
configuration is mandated by the output signal swing and the gate-source voltage (Vgs) of
transistors M1 and M2, as well as the voltage drop on RD.
Figure 4.9(a) shows another shunt-shunt feedback TIA employing an inverter as the
gain stage. There are several advantages associated with this TIA. First, the use of both
NMOS and PMOS transistors enhances the effective transconductance (Gm = gmn + gmp)
for a certain power, however this comes at the expense of added input capacitance. This
configuration can be readily ported to other technology nodes due to the use of inverters as
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Figure 4.8: Schematic of a common source TIA.
the building block. In addition, it can operate with small supply voltages and offer a large
output swing. For an inverter gain stage we have A = Gm/Gds, where Gds = gdsn + gdsp and
ro = (Gm +Gds)
−1. Therefore, the bandwidth of this configuration can be written as
BW =
1 + Gm
Gds
Co
Gm+Gds
+ (RF +
1
Gm+Gds
)CT
. (4.7)
For small inverters, the bandwidth is mainly limited by the photodiode capacitance.
Therefore increasing the inverter size helps improve the bandwidth due to the increase in
Gm. For large inverters, the bandwidth is dominated by the inverter parasitic capacitance.
Increasing the inverter size in this situation increases both Gm and Ci, however as Ci scales
proportionally to the inverter size while Gm scales with a square root relation, the net
result is the degradation of the bandwidth. The low-frequency transimpedance, Rt, of this
configuration is equal to RF − G−1m , therefore, it is desired to increase Gm to maximize Rt.
This creates a strong trade-off between the bandwidth and transimpedance. Figure 4.10 (a)
shows the maximum BW versus transimpedance for different photodiode capacitance values
in 28nm CMOS technology. The associated power is also illustrated in Figure 4.10(b). In
order to achieve a high data rate we have to sacrifice transimpedance and hence sensitivity,
as shown in Figure 4.11. As one can see, it is difficult to achieve better than 1KΩ of
transimpedance from one stage. As a result, a larger number of stages have been used by
designers [155] to achieve higher transimpedance as shown in Figure 4.9(b).
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Figure 4.9: Inverter-based TIA with one (a) and three (b) stages.
Figure 4.10: TIA data rate (a) and power consumption (b) as a function of transimpedance.
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Figure 4.11: Sensitivity degradation as a result of data rate scaling.
4.2.2.2 Integrating Front-Ends
Integrating front-ends have been used to reduce the power consumption and area of the
front-end by eliminating the need for TIAs. In this type of front-end, the input impedance
of the receiver is designed to be purely capacitive within the frequency range of the input
data. The optically generated current from the photodiode is then integrated onto the
capacitor seen at the input node, Ctot , which is the sum of the diode, bonding and front-end
circuitry capacitances. If the average input current during a bit zero is I0 and during a
bit one is I1, the voltage swing at the input node will be ∆V0 = I0Tb/Ctot for a zero and
∆V1 = I1Tb/Ctot for a one. To implement this technique, two photodiodes are required, which
receive complementary data, as shown in Figure 4.12, to avoid saturation. A logic one charges
the inverter input and a logic zero discharges it. The sensitivity directly depends on the size
of the capacitor Ctot. If the input optical power is high enough to charge and discharge the
input node close to Vdd and Gnd in less than a bit-time, a simple inverter can recover a full
swing voltage and resolve the received data [115]. The required input modulation optical
power for a full voltage swing is Popt = CtotVddρTb where ρ is the photodiode responsivity. The
minimum optical power is proportional to Ctot, requiring very small photodiode capacitances
as well as the small voltage buffer that follows it.
With the existing photodiodes, the receiver-less front-end needs a relatively high input
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Figure 4.12: Integrating optical front-end employing balanced photodiode and an inverter.
optical power to generate a full swing voltage. The required voltage swing at the input
node can be reduced by replacing the inverter stage with a sense- amplifier [116]. The
sense-amplifier-based front-ends either need two photodiodes and a pair of complementary
optical beams or a precise reference current, in order to resolve the data. For each bit-time,
the receiver has two phases, integration phase and reset phase. The input optical power
is used only during the integration phase, the data is evaluated and then both integrating
nodes are reset to the initial voltage. Figure 4.13 shows a sense-amplifier-based front-end
with a precise reference current. As seen in this figure, a DC current equal to the average
of a zero and a one current, I0 and I1, is added to the integrating node to balance the
integrating voltage around zero and eliminate the need for a reference voltage. The reset
operation eliminates the saturation problem that the inverter-based front-end faces. This
technique requires return-to-zero (RZ) data transmission scheme. As a result, only half of
the bandwidth is employed for data communication. A synchronous internal clock is used to
set the correct integration, evaluation and reset phases. It should be also noted that a clock
with the same rate as the data is required.
The sense-amplifier based front-end improves the sensitivity compared to the receiver-less
topology, and has lower power consumption compared to the TIA. However, it requires a reset
phase (RZ data stream), which reduces the effective data rate of the system. Double-sampled
integrating front-end is a technique proposed in [117] that solves some of the problems
associated with the integrate-and-reset scheme.
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Figure 4.13: Integrate and reset front-end.
As mentioned earlier, in an integrating front-end, the photodiode current is integrated
over the parasitic capacitance, which results in distinct voltage changes at the integrating
node due to a received zero or one. The basic idea behind the double-sampling technique
is to sample and compare the voltage at the integrating node to distinguish between a zero
and a one. This technique can be applied to the integrate-and-reset front-end to resolve
the incoming data. To better exploit the bandwidth, the reset process can be performed
after receiving a certain number of bits. For instance, if after every nine bits we reset the
integrating node, a factor of 1.8 increase in the data rate can be achieved. By limiting the
number of integration bits before the reset phase, the saturation problem is also resolved.
However, this technique requires data encoding to insert null bits during the reset phase and
precise synchronization between the receiver and the transmitter to locate the null bits in
the incoming data stream.
In an integrating front-end, the voltage of the input node at the end of each bit-time,
V [n], is always the sum of the voltage change due to the incoming signal and the voltage of
the input node just before that bit;
V [n] = V [n− 1] + ∆V [n] = V [n− 1] + IinTb
CT
, (4.8)
where Iin is the input current to the receiver, I1 in case of a received one and I0 in case of
a received zero. Similar to the sense-amplifier-based front-end, a DC current equal to the
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Figure 4.14: Double-sampling front-end with a DC current to provide bipolar voltage difference for a one
and a zero.
average of I1 and I0 can be added at the integrating node to make the effective Iin balanced
around zero. Therefore, if we have the voltage samples at the end of each bit-time, V [n]
and V [n − 1], we have enough information about the input signal at time tn to determine
whether it was a one or a zero. Figure 4.14 illustrates the operation of the double-sampling
front-end.
As seen in this figure, the integrating node voltage monotonically increases upon receiving
both zeros and ones, which causes saturation within a short time. To partly resolve this
problem, a DC current is injected to the integrating node, similar to the integrate-and-reset
configuration, which also provides a bipolar voltage change, ∆V [n]. Th bipolar voltage
change at the input allows us to decide the input value by comparing the two adjacent
samples of the input voltage. If the new sample is higher (∆V [n] = V [n] − V [n − 1] > 0),
the input signal is one, otherwise (∆V [n] = V [n] − V [n − 1] < 0), it is zero, as shown in
Figure 4.14.
Figure 4.15 illustrates the top level block diagram of this receiver. The input signal from
the photo detector is single-ended, with a positive current. The DC current, IDC , needs to
be adjusted by a feedback loop looking at the DC value of the voltage of the input node.
The feedback loop not only adjusts the DC current but also sets the average voltage of the
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Figure 4.15: Double-sampling integrating front-end.
Figure 4.16: Input demultiplexing receiver using multiple sampler clock phases.
input node.
Figure 4.16 illustrates a possible implementation of this front-end. Two non-overlapping
clock phases perform the double sampling, which results in a bit rate twice the on-chip clock
frequency. This design has two samplers and each sampled value is used twice by the two
comparators. The two slicers operate with complementary clock phases and are triggered
once every clock cycle, after every other sampling period. An important aspect of this
technique is the capability of performing dempultiplexing by a factor of N immediately at
the front-end by employing N phases of clock as shown in Figure 4.16. The samplers and
slicers will operate at a rate which is N times lower than the data rate at the expense of
more hardware requirement.
Even though the low-pass filter and the DC current injected at the integrating node pro-
vide bipolar voltage, they do not help prevent the saturation of the integrating node voltage
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after receiving long sequences of ones or zeros. In [117] and [89] it has been suggested to
employ encoding schemes to avoid many consecutive ones or zeros, such as 8B/10B encoding.
4.3 Optical Transmitters
With the recent advances in optical technology, optical devices that can handle tens of Gb/s
data rates are available. These high performance optical devices facilitate very high data
rates in optical interconnects, if high bandwidth transceiver circuitries, optimized for the
characteristics of optical devices are designed. Optical signal transmission involves electrical
to optical conversion. This is typically performed using a laser diode. The laser output then
has to be modulated to embed the digital data intended to be communicated. The light from
the laser diode can be directly modulated using a vertical cavity surface emitting laser while
being generated or externally modulated through a Mach-Zehnder or ring resonator after
being generated by a cw laser diode. Even though in this work we do not provide a solution
for optical transmission, a brief introduction to optical transmitters is provided in the next
section to give the reader a complete picture of a chip-to-chip optical communication link.
4.3.1 Vertical Cavity Surface Emitting Laser
A VCSEL is a semiconductor laser diode which emits light perpendicular to its top surface.
The most common VCSELs are GaAs-based operating at 850nm [118, 119], with 1310nm
GaInNAs-based VCSELs in recent production [120], and research-level devices near 1550nm
[121]. While VCSELs appear to be the ideal source due to their ability to both generate
and modulate light, they suffer from serious inherent bandwidth limitations and reliability
concerns.
The output optical power of a VCSEL is a linear function of the forward current. It
should be noted that there exists a threshold current after which this relation is held. Once
the VCSEL begins lasing, the optical output power is related to the input current by the
slope efficiency η (typically 0.3-0.5mW/mA) and a high extinction ratio between a logic one
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Figure 4.17: Typical current-mode VCSEL driver
signal and a logic zero signal can be achieved by placing the zero current value near the
threshold. Low level current for a zero provides a high extinction ratio, however, due to the
low bias current of the laser diode, the speed is sacrificed. As a result the transition from
zero to one occurs more slowly than the one to zero transition. As a result, equalization
techniques are usually employed in VCSEL drivers to avoid ISI [89,122–125].
Current-mode drivers are typically used to modulate VCSELs due to the direct relation-
ship between drive current and optical output power [89]. A typical VCSEL output driver
is shown in Figure 4.17, employing a differential stage to steer current into the VCSEL.
Usually an additional static current source is used to bias the VCSEL sufficiently above the
threshold current in order to ensure adequate bandwidth. In order to accommodate the large
forward bias voltage of the VCSEL diode, the output stage usually uses a separate higher
voltage supply [89, 122], which incurs an increase in the overall power consumption of the
transmitter.
4.3.2 Mach-Zehnder Modulator
These devices generally use a pn diode structure which is positioned with the junction in
or around an optical waveguide such that the depletion region, whose width changes with
applied reverse bias, interacts with the light propagating along the waveguide. A change
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Figure 4.18: A Mach-Zehnder modulator comprising of two arms which introduce different phase shifts to
the optical signal in order to perform amplitude modulation.
in the phase of the light exiting the waveguide then occurs with changing depletion width
due to the resultant change in effective refractive index. A beam splitter divides the light
from a continuous wave laser into two paths. One of these paths includes a pn junction
to introduce phase modulation. The beams are then recombined. If enough phase shift is
introduced through the phase modulating path, the two beams can combine destructively
and cancel each other, which results in zero net output optical power. On the other hand, if
the two beams experience the same phase shift, they will add constructively and the same
optical power that was inputed to the device appears at the output. A simple schematic of
a Mach-Zehnder Modulator (MZM) is shown in Figure 4.18. For better efficiency, the two
arms of the MZM could be driven differentially by the data signal.
Due to the poor electro-optical properties of silicon, the change in the refractive index is
quite small in silicon-based devices. As a result, to achieve a 180 degree phase shift using
silicon phase modulators, a fairly long waveguide is required. The p and n regions are usually
driven through a transmission line in the phase-shifting arm, which makes the electrical driver
power hungry. In addition to excessive power consumption associated with the MZM driver,
they suffer from large area. The main advantages of these structures is their insensitivity
to temperature, providing a high extinction ratio (the ratio between optical power for a one
and a zero) and supporting a wide range of optical wavelengths.
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4.3.3 Ring Resonator
Optical ring resonators operate based on the optical signal coupling between waveguides.
When a beam of light passes through a waveguide as shown in Figure 4.19, part of the light
will be coupled into the optical ring resonator. The reason for this phenomenon is the wave
property of the light. In other words, if the ring and the waveguide are close enough, the
light in the waveguide will be transmitted into the ring.
There are three aspects affecting the optical coupling: the distance, the coupling length
and the refractive indices between the waveguide and the optical ring resonator. In order
to optimize the coupling, the usual practice is to narrow the distance between the ring
resonator and the waveguide. The closer the distance, the more easily the optical coupling
occurs. In addition, the coupling length affects the coupling as well. The coupling length
represents the effective curve length of the ring resonator for the coupling phenomenon to
occur with the waveguide. Furthermore, the refractive indexes of the waveguide material,
the ring resonator material and the medium material in between the waveguide and the ring
resonator also affect the optical coupling. The medium material is usually the important
one been studied since it has a large effect on the transmission of the light wave. The
refractive index of the medium can be either large or small according to various applications
and purposes.
The key property of the ring resonator waveguide is that only lights with certain wave-
length are coupled into the ring. The necessary condition for coupling to occur is that
the optical path length (OPD) of the ring is a multiple of the wavelength λ. OPD can be
expressed as
OPD = 2pirneff , (4.9)
where r is the radius of the ring resonator and neff is the effective refractive index of the
waveguide material. It should be noted that neff must be larger than the surrounding
material to satisfy total internal reflection requirement.
In order to exploit the ring resonator to perform amplitude modulation a mechanism
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Figure 4.19: A ring resonator with pn structure for performing resonant wavelength shift enabling optical
amplitude modulation.
is needed to change the OPD for a certain incoming wavelength. This can be done using
a carrier-depletion waveguide. As shown in Figure 4.19, a pn junction around the ring
can change the effective refractive index [126, 127]. The larger the difference between the
refractive index of the waveguide and its surrounding material is, the sharper the bends can
be implemented. Therefore ring resonators can potentially offer very compact and low power
electro-optical modulators.
The main challenge of using ring resonators is the sensitivity of the resonant wavelength
to the temperature and the fabrication process. To address this problem, thermal resonant
wavelength tuning is usually employed which adds directly to the overall power dissipation
[128–130].
4.4 Summary
In this chapter we went over the basics of optical links as a solution to the bandwidth problem
of electrical communication links. The negligible frequency dependent loss of optical channels
provides the potential for optical link designs to fully utilize increased data rates provided
through CMOS technology scaling without excessive equalization complexity. Optics also
allow very high information density through wavelength division multiplexing (WDM). Hy-
brid integration of optical devices with electronics has been demonstrated to achieve high
performance. These approaches pave the way for massively parallel optical communications.
In order for optical interconnects to become viable alternatives to established electrical links,
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they must be low cost and have competitive energy and area efficiency metrics. Dense arrays
of optical detectors require very low-power, sensitive, and compact optical receiver circuits.
Particularly, the power efficiency of the optical receiver is of great importance. Existing
designs for the input receiver, such as TIA, require large power consumption to achieve high
bandwidth and low noise, and can occupy large area due to bandwidth enhancement induc-
tors. Moreover, these analog circuits require extensive engineering efforts to migrate and
scale to future technologies. In this chapter, we discussed different TIA configurations and
introduced their advantages and disadvantages.
While TIAs have a relatively high sensitivity, the power consumption and stability issues
of TIAs make them less than optimal for densely parallel applications. We showed that
integrating front-ends can reduce the power consumption by avoiding an analog amplifier that
runs at the bit-rate. The integrate-and-reset configuration is a configuration that provides
low-power consumption but requires a full rate clock and a non-return to zero (NRZ) data
modulation. We also introduced the double-sampling technique, which helps avoid the reset
phase in the integrate-and-reset configuration and enables return to zero (RZ) modulation.
The main problem with this technique is the limited number of consecutive ones or zeros
that can be resolved before entering saturation. As a result, data encoding such as 8B/10B
scheme is necessary to avoid long sequences of identical bits. In the next chapter we introduce
a double-sampling RC front-end which benefits from the advantages of the integrating front-
end while resolving the headroom problem.
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Chapter 5
Low-Power Optical Receiver Design
As mentioned in previous chapter, integrated circuit scaling has enabled a huge growth in
processing capability, which necessitates a corresponding increase in inter-chip communica-
tion bandwidth. This trend is expected to continue, requiring both an increase in the per-pin
data rate and the I/O number. Unfortunately the bandwidth of the electrical channels and
the number of pins per chip are not following the same trend. As data rates scale to meet
increasing bandwidth requirements, the shortcomings of copper channels are becoming more
severe. While I/O circuit performance benefits from technology scaling, the bandwidth of
electrical channels does not scale with the same trend. Especially as the data rate increases,
they exhibit excessive frequency-dependent loss, which results in significant inter-symbol
interference (ISI). In order to continue scaling data rates, equalization techniques can be
employed to compensate for the ISI. However, the power and area overhead associated with
equalization make it difficult to achieve target bandwidth with a realistic power budget.
As a result, rather than being technology limited, current high-speed I/O link designs are
becoming channel and power limited.
A promising solution to the I/O bandwidth problem is the use of optical inter-chip
communication links. The negligible frequency dependent loss of optical channels provides
the potential for optical link designs to fully utilize increased data rates provided through
CMOS technology scaling without excessive equalization complexity. Optics also allow very
high information density through wavelength division multiplexing (WDM). Hybrid inte-
gration of optical devices with electronics has been demonstrated to achieve high perfor-
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Figure 5.1: Different optical receiver architectures. (a) simple resistive front-end, (b) transimpedance front-
end with limiting amplifiers, (c) integrating double-sampling receiver.
mance [131–133], and recent advances in silicon photonics have led to fully integrated optical
signaling [135, 136]. These approaches pave the way for massively parallel optical commu-
nications. In order for optical interconnects to become viable alternatives to established
electrical links, they must be low cost and have competitive energy and area efficiency met-
rics. Dense arrays of optical detectors require very low-power, sensitive, and compact optical
receiver circuits. Existing designs for the input receiver, such as TIA, require large power
consumption to achieve high bandwidth and low noise, and can occupy large area due to
bandwidth enhancement inductors.
In this chapter we introduce a compact low-power optical receiver that scales well with
technology to explore the potential of optical signaling for future chip-to-chip and on-chip
communication. In the next section, we present the overall architecture of the proposed
receiver. Next, the detailed circuit level implementation of the proposed receiver along with
the sensitivity analysis is presented. System-level design considerations such as clocking
and adaptation for the proposed receiver are discussed, and finally, we present experimental
results from the evaluation of a 65nm bulk CMOS implementation of the optical receiver.
5.1 Low-Power Double-Sampling RC Front-End
The task of the optical receiver is to resolve the value of the incoming signal by sensing the
changes in the magnitude of photodiode current. To minimize the transmit optical power,
the receiver has to be able to resolve small optically generated currents from the photodiode.
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In order to achieve a robust data resolution with low BER, the total input-referred noise
current from the circuitry and the diode itself should be well below the optically generated
current. In general, design of a low-noise front-end with a very high bandwidth is difficult
and requires high electrical power consumption. In most optical receivers, the photodiode
current is converted to a voltage signal. As discussed in previous chapter, a simple resistor,
Figure 5.1(a), can perform the I-V conversion if the resulting RC time constant is on the
order of the bit interval (Tb) [135]. A voltage amplifier then amplifies the voltage swing for
the following data resolution slicer block. Assuming that the voltage amplifier has a high
bandwidth, the bit rate of such a front-end is limited by the input node time constant, RCin,
where Cin is the sum of the diode capacitance and other parasitic capacitors at the input
node. The time constant of the input node sets a maximum limit on the resistor R. On
the other hand, the maximum possible voltage swing at this node is equal to ∆V = RIop
where Iop is the input photocurrent. It is clear that lower R values degrade the signal-to-
noise-ratio (SNR) at the input. This results in a strong trade-off between the sensitivity and
the bandwidth as they both depend on R. This trade-off between sensitivity and data-rate
can be resolved by employing TIAs, as shown in Figure 5.1(b). TIA provides low impedance
at the input node while introducing a high transconductance to convert the optical current
from the photodiode into voltage. As shown in Equation 5.1, the maximum bandwidth, and
hence the data rate, supported by TIA is proportional to its gain, A
BW =
1 + A
2piRFCin
. (5.1)
As a result, to achieve a high data-rate, a TIA with large gain-bandwidth product is
required, which can result in high power consumption. Passive components such as inductors
can be employed to enhance the bandwidth of TIA [112], but impose a significant area
overhead. As discussed in Chapter 5, there is a strong trade-off between sensitivity and
bandwidth of TIAs. In addition, their poor scalability makes them inadequate for dense
arrays of optical links.
An alternative to TIA is the integrating front-end [117], shown in Figure 5.1(c). The
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input signal from the photodetector is a single-ended, positive current. The injected charge
is higher if the bit value is one but it is not necessarily zero when the bit value is zero.
Therefore, in order to have a bipolar voltage change at the input of the receiver a constant
charge is subtracted from the input capacitor for every bit. This is done by subtracting an
adjustable current from the input through a feedback loop. By sampling the input voltage
at the end of each bit period the received bit is resolved. The double-sampling technique
allows for immediate demultiplexing at the front-end by employing multiple clock phases
and samplers. It also eliminates the need for high gain stages, such as TIA, that operate
at the input data rate. Another advantage associated with this technique is the inherent
single-ended to differential conversion that happens at the front-end and reduces receiver
sensitivity to common-mode interferences. The main advantage of this technique is that
it mainly employs digital circuitry that allows for achieving considerable power saving by
scaling to advance technology nodes. However, this technique suffers from voltage headroom
limitations and requires short-length DC-balanced inputs such as 8B/10B encoded data.
In this chapter, we propose an RC front-end that employs a double sampling technique
to break the trade-off between data rate and sensitivity without the described headroom
problem, as shown in Figure 5.2(a). This technique allows for an input time-constant much
larger than Tb (RCin >> Tb) as opposed to TIA in which the input time-constant should be
smaller than the bit time. The additional resistor, R, in the front-end automatically limits
the input voltage and prevents out of range input voltages due to long sequences of ones or
zeros. The input voltage can be expressed as
VPD = VDD −RI1e
−t
RCin (5.2)
for a long sequence of zeros following a long sequence of ones, where VPD denotes the
input voltage, R is the front-end resistance, Cin is the total capacitance at the input and
I1 is the current due to a one input. Double-sampling can be applied to sample the input
voltage at the end of two consecutive bit times, V [n − 1], V [n], Figure 5.2(b), and these
samples are compared to resolve each bit (∆V [n] = V [n]− V [n− 1] > 0 results in one and
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Figure 5.2: The proposed RC double-sampling front-end architecture (a). The exponential input voltage
and the corresponding double-sampled voltage for a long sequence of successive ones (b).
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∆V [n] < 0 results in zero). However, the resistor causes the double-sampled voltage, ∆V [n],
to be input-dependent as expressed in Equations 5.3 and 5.4
∆V [n] = RI1e
−nTb
RCin , (5.3)
∆V [n] = RI1(1− e
−Tb
RCin )e
−(n−1)Tb
RCin = ∆V [1]e
−(n−1)Tb
RCin , (5.4)
where Tb denotes the bit time. For instance, a one after a long sequence of zero generates
larger ∆V [n] than a one after a long sequence of ones. The dependency of the voltage
difference on the input signal can be resolved by introducing a dynamic offset to the sense
amplifier, Figure 5.3(a). This offset effectively increases the voltage difference ∆V [n] for
weak ones/zeros, and decreases it for strong ones/zeros as shown in Figure 5.3(b). We
call this technique dynamic offset modulation (DOM). The idea behind this technique is
to introduce an offset to the double-sampled voltage based on the value of the voltage at
the input. As an example, a long sequence of ones followed by a long sequence of zeros is
considered, Figure 5.3(b). The first one after zeros generates a large voltage at VPD. As
the number of successive ones increases, this voltage decays exponentially due to R and
Cin. If the maximum double-sampled voltage is equal to ∆Vmax, DOM introduces an offset
so that the sense amplifier differential input is ∆Vmax
2
, regardless of the previous bits. For
instance, an offset equal to −∆Vmax
2
is applied when ∆V [n] = ∆Vmax, no offset is applied
when ∆V [n] = ∆Vmax
2
, and an offset equal to ∆Vmax
2
is applied if ∆V [n] = 0.
Figure 5.4(a) shows a simple model of the double sampler where ∆V [n] can be expressed
in z-domain as
∆V (z) = (1− z−1)V (z). (5.5)
After subtracting the previous sample, V [n− 1], the resulting voltage difference, ∆V ′[n]
can be written in the z-domain as
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Figure 5.3: Modified RC front-end with DOM to resolve input dependent double-sampled voltage (a). The
basic operation of DOM technique (b).
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Figure 5.4: Block diagram of the offset modulation technique (a). The first sample is subtracted from the
double-sampled voltage, ∆V [n], to make it constant regardless of the input sequence. Simulated operation
of the DOM for a long sequence of ones showing ∆V [n] before and after DOM (b).
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∆V ′(z) = (1− z−1)V (z) + βz−1V (z), (5.6)
where β is the DOM coefficient and V (z) is equal to
V (z) =
RI1
1− e
−Tb
RCin
z−1. (5.7)
In order to have a constant ∆V ′[n] regardless of the received input sequence, we should
find β for which ∆V ′(z) is independent of z. By substituting 5.6 in 5.7, it can be shown that
for
β = 1− e
−Tb
RCin . (5.8)
∆V ′(z) will be independent of z and equal to
∆V ′[n] =
1
2
∆Vmax ∀n, (5.9)
where
∆Vmax = RI1(1− e
−Tb
RCin ). (5.10)
∆Vmax is the double-sampled voltage due to a one (zero) following a long sequence of
zeros (ones). Figure 5.4(b) shows the simulation results showing the double-sampled voltage
before and after DOM. The target value of β can be determined using adaptive algorithms
as described in section 5.2.1.
5.1.1 Front-End Sensitivity Analysis and Implementation
Figure 5.5 shows the top-level architecture of the receiver. The input current from the
photodiode is integrated over the parasitic capacitor, while the shunt resistor (R) limits the
voltage. R can be designed to be adjustable to prevent saturation at high optical powers,
allowing for a wide range of input optical power. As mentioned earlier, the employed double-
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Figure 5.5: Top level architecture of the RC double-sampling front-end.
sampling technique allows demultiplexing by use of multiple clock phases and samplers. In
this design a demultiplexing factor of four is chosen as the minimum possible demux factor
to allow for proper operation of the double sampler and the following comparator stage.
The front-end S/H is composed of a PMOS switch and the parasitic capacitor (CS) from
the following stage. The optimum size of CS is chosen considering the noise performance
of the front-end and S/H speed as will be explained later. An amplifier with about 6dB
of gain is inserted between the S/H and the comparator to provide isolation between the
sensitive sampling node and the comparator and minimize kick-back noise. This also creates
a constant common-mode voltage at the comparator input and improves its speed and offset
performance. A StrongARM sense amplifier [137] is employed to achieve high sampling
rate and low power. Figure 5.6 shows the transistor level schematic of the sense amplifier.
Banks of digitally adjustable NMOS capacitors are employed to compensate the offset due to
mismatch. DOM is implemented using a differential pair at the input of the sense amplifier
[138]. This differential pair along with the resistors of the buffer stage form an amplifier with
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Figure 5.6: Detailed schematic of the RC double-sampling front-end.
variable gain β, which is adjusted through the variable tail current source. As the bandwidth
of this amplifier and the buffer stage are equal, V [n−1] and ∆V [n] experience the same delay
in reaching the input of the sense amplifier. This eliminates any timing issue in the DOM
operation. The dynamic offset is proportional to the difference between the sampled voltage
(V [n− 1]) and a reference voltage (VREF ). VREF is defined as the average of the maximum
(VDD − RI1) and minimum (VDD − RI0) voltages at VPD, however, it should be noted that
the resulting double-sampled voltage is constant regardless of the VREF value, as discussed
in the previous section. Here VREF only sets the DC value of the double-sampled voltage,
that is, with this value for VREF , the resulting double-sampled voltage changes around zero.
As shown in the previous section the double-sampled voltage is equal to
∆Vb =
1
2
RI1(1− e
−Tb
RCin ). (5.11)
For Tb << RCin Equation 5.11 can be approximated by
∆Vb ≈ I1
2Cin
=
ρPavgTb
2Cin
. (5.12)
As a result the receiver sensitivity is a strong function of the bit period (Tb), total input
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capacitance (Cin), photodiode responsivity (ρ), and the total input referred noise:
Pavg =
I1
ρ
=
2Cin∆Vb
ρTb
. (5.13)
The receiver input capacitance is comprised of
Cin = CPD + Cpad + CWB + Cint + 2CS, (5.14)
where CPD is the photodiode capacitance, Cpad denotes the bonding pad capacitance, CWB
is the wirebond capacitance, Cint is the input interconnect capacitance and CS is the total
sampling capacitance of each sampler. The required ∆Vb is set by the minimum signal-to
noise ratio (SNR) for the target BER and the residual input-referred offset of the sense
amplifier after correction, Voffset. As a result, the minimum required ∆Vb is equal to
∆Vb = SNR× σn + Voffset
A
, (5.15)
where σn is the total input voltage noise variance, which is computed by input referring the
receiver circuit noise and the effective clock jitter noise.
The main sources of noise in the RC front-end are the sampler noise, buffer noise, sense-
amp noise and finally clock jitter noise, as shown in Figure 5.7(a). The single-ended version
is shown for simplicity. The sense amplifier is modeled as a sampler with gain and has an
input referred voltage noise variance of [117]
σ2SA =
2kT
A2vsaCA
, (5.16)
where CA is the internal sense amplifier node capacitance, which is set to approximately
15fF in order to obtain sufficient offset correction range. The sense amplifier gain, Avsa, is
estimated to be equal to near unity for the 0.8V common-mode input level set by the buffer
output, resulting in a sense amplifier voltage noise sigma of 0.75mV. The buffer noise can
be written as
122
Figure 5.7: Schematic showing the noise sources in the front-end (a). This plot shows how the clock jitter is
translated into the double-sampled voltage noise (b). There is an optimum range, 15-25fF, for the sampling
capacitor to achieve maximum SNR (c).
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σ2A =
2kTγ
C
, (5.17)
where γ is the transistor noise coefficient. According to simulation, the input referred voltage
noise variance of the buffer stage is equal to 0.6mVrms while it provides about 6dB gain.
Sampler voltage noise variance is equal to
σ2S =
2kT
CS
, (5.18)
where the factor of two is due to the two sampling capacitors employed in the sampler block,
which generate the differential input voltage to the buffer.
Clock jitter also has an impact on the receiver sensitivity because any deviations from
the ideal sampling time results in a reduced double-sampled differential voltage as shown in
Figure 5.7(b). This timing inaccuracy is mapped into an effective voltage noise on the input
signal with a variance of
σ2j = (
σCLK
Tb
)2∆V 2b . (5.19)
Using the measured clock jitter of about 1psrms, it is estimated to be about 0.5mVrms.
As shown in Figure 5.7(b), DOM also contributes some noise to the system. The total noise
due to DOM can be written as
σ2DOM =
β2
2A2
(σ2j + σ
2
S + 2σ
2
A), (5.20)
where A is the buffer DC gain. As β
A
<< 1, the noise contribution of the DOM is negligible.
Combining the input referred circuit noise and effective clock jitter noise and ignoring σDOM ,
results in a total input noise power equal to
σn =
√
σ2S + σ
2
A +
σ2SA
A2
+ σ2CLK . (5.21)
Figure 5.7(c) shows how the input SNR changes with the sampling capacitor for an
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estimated total input capacitance of about 250fF. The maximum SNR is achieved for CS
equal to 20fF. However, a large sampling capacitor requires a large switch size in order to
maintain performance at high data rate. This creates a trade-off between power consumption
and data rate as clock buffer power consumption increases with the switch size. As a result
in this design we chose CS to be about 15fF to both achieve high SNR and remain in the
flat part of the SNR curve to minimize sensitivity to process variation and at the same time
reduce the power consumption due to clock buffers. A dummy transistor with half the size
of the sampling transistor was also added to the sampler to minimize clock feed-through.
In order for the receiver to achieve adequate sensitivity, it is essential to minimize the sense
amplifier input-referred offset caused by device and capacitive mismatches. While the input-
referred offset can be compensated by increasing the total area of the sense amplifier [139],
this reduces the buffer bandwidth by increasing input capacitance and also results in higher
power consumption. Thus, in order to minimize the input-referred offset while still using
relatively small devices, a capacitive trimming offset correction technique is used [140]. In
this technique the capacitance is digitally adjusted to unbalance the amplifier and cancel the
offset voltage. The residual offset is limited by the minimum offset canceling capacitance
possible. As shown in Figure 5.6, digitally adjustable nMOS capacitors are attached to
internal nodes and cause the two nodes to discharge at different rates and modify the effective
input voltage to the positive-feedback stage. Using this technique, an offset correction range
of 60 mV with a residual of 0.9 mV is achieved. The fixed input common-mode voltage
provided by the buffers eliminates variability in the offset correction magnitude as the input
signal integrates over the input voltage range.
The maximum input optical power is set by the requirements of the sampling switches and
the transistor oxide break-down voltage. In order to accurately sample the input voltage in a
bit time, on-resistance of the switch must be low enough. Given the 15fF sampling capacitor,
for a 20Gb/s input, the on-resistance of the transistor must be less than 1KΩ in order for the
resulting time constant to be small enough for the sampled voltage to settle to its final value
within a bit interval, Tb=50ps. For the employed 65nm CMOS technology, this translates
to 0.4V minimum possible voltage at the integrating node, Vmin. On the other hand, the
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maximum possible VPD is equal to the oxide break-down voltage
VPDmax − VPDmin = RI1max = RρPmax. (5.22)
In this design the variable resistor (R) at the input changes from about 0.8KΩ to 4KΩ,
which allows the receiver to operate for up to 0dBm input optical power with a photodiode
responsivity of about 1A/W. According to simulation, the receiver operates at higher input
optical powers as the double-sampled voltage is quite large, however the excessive voltage at
VPD will stress the transistors connected to this node. The minimum input optical power is
determined by the noise performance of the front-end as explained earlier in this section.
In the fabricated prototype, the DOM coefficient, β, is adjusted manually. In the next
section an adaptive algorithm is introduced, which can automatically set β for optimum
operation. In addition, the required clock signals are provided from off-chip. In a complete
system the clock is generated on-chip using a CDR. In the next section we explain how a
bang-bang CDR technique can be applied to the proposed receiver.
5.2 System-Level Design Considerations
In this section we will discuss a number of additional design considerations such as adaptation
techniques for DOM, scaling behavior of the receiver, and suitable clocking techniques. The
feasibility of these techniques is validated through circuit- and system-level simulations.
5.2.1 Adaptation of Dynamic Offset Modulation
As shown in section 5.1 the DOM coefficient depends on the front-end time constant (RC).
As a result, at the beginning of the operation and in order to maintain the operation of the
receiver over slow dynamic variations such as temperature or supply drifts, an adaptation
technique should be employed. We first consider the RC front-end without the DOM. As
previously discussed, and as shown in Figure 5.8, consecutive ones or zeros generate double-
sampled voltages that are not equal. In fact it is clear that the first bit generates a larger
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Figure 5.8: Basic operation of the DOM gain, β, adaptation algorithm. The error signal is generated for a
certain pattern depending on the difference between ∆V [n] and ∆V [n− 1].
|∆V [n]| than the second bit. This difference can be employed as an error signal to adjust the
DOM coefficient, β. In this study we employ a bang-bang-controlled loop in which the sign
of the error signal is used to correct the coefficient with constant steps. The corresponding
UP/DN commands can be generated by simply duplicating the comparator part of the RC
front-end. However, the new comparator should compare the two voltage differences. The
modified sense amplifier for implementing this task is shown in Figure 5.9(b).
Figure 5.9(a) shows the input voltage waveform of the RC front-end upon receiving the
data. As an example we choose a “11” data pattern. For this particular pattern, if β is
equal to the optimal value, the two double-sampled voltages ∆V [n − 1] and ∆V [n] will be
equal. Any error in β would lead to non-equal ∆V [n − 1] and ∆V [n]. The error direction,
low or high, determines the sign of the error difference between the two double-sampled
voltages for the “11” pattern. Therefore, if each double-sampled voltage is compared with
its previous one, the result can be used for β adjustment. The operation is similar to normal
data resolution where we compare each sample V [n] with a one-bit older sample V [n − 1].
Modified comparators, which generate P signals in Figure 5.9(c), are added to the front-end
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Figure 5.9: The input waveform and β error detection (a), modified sense-amplifier as the difference com-
parator (b), samplers and comparators for error detection (c), bang-bang β adaptation loop (d).
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Figure 5.10: Simulated performance of the front-end before (a) and after (b) DOM adaptation. Gaussian
noise with σ=10mV is applied at the sampler.
for this purpose. The error information for the adaptation loop is now the difference in the
two double-sampled voltages and the 2-bit pattern that corresponds to samples V [n− 1] to
V [n+ 1]. Not all 2-bit patterns provide error information for the adaptation loop. The valid
patterns are those that give equal ∆V [n − 1] and ∆V [n] when β is adjusted to its optimal
value. “11” and “00” are patterns that have such error information. The table in Figure
5.9(a) lists valid patterns with the corresponding condition for a meaningful result. Out
of four possible 2-bit patterns, two give information for the adaptation loop. The effective
probability of getting phase information from a random input is close to 0.5 when long
sequences of ones or zeros do not happen often. Long sequences of ones or zeros result in
near zero ∆V [n− 1] and ∆V [n], which does not provide error information.
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A block diagram of a bang-bang-controlled gain adjustment loop is shown in Figure
5.9(d). This is a first-order loop and hence it is unconditionally stable. From the incoming
data, two sets of samplers and comparators resolve the data, D signals, and raw error
information, P signals. A pattern detector then generates the UP/DN correction commands
for the loop. The UP/DN commands are filtered and used to adjust β. For instance, in
the case where the RC time constant was equal to 200ps and Tb=50ps, optimal β is about
0.23 according to Equation 5.8. As a result when the loop is closed, β will converge to this
quantity, also confirmed by closed-loop circuit-level simulations. Figure 5.10(a) shows the
output of the sampler, ∆V [n], when DOM and adaptation circuits are disabled. Applying
DOM with the adaptation loop creates a constant double-sampled voltage difference, as
shown in Figure 5.10(b). The variation in the double-sampled voltage is due to the sampler
noise of σ=10mV being incorporated in the simulations. The adaptation loop can be designed
to operate only occasionally to correct for slow variations, and the same hardware can be
reused for clock recovery as will be explained in section 5.2.4.
5.2.2 Double-Sampling Front-End Scaling
CMOS has been the leading technology for building integrated circuits for many years [1].
Owing to the scaling of this technology more functionality and faster devices become avail-
able with every new generation. The shrinking feature sizes and lower supply voltages offered
by scaled CMOS technologies reduce the power consumption of most processing blocks while
enabling faster operation. This reduction in power and increase in speed usually happens to
digital systems. If the same paradigm can be applied to IOs, a huge reduction in power con-
sumption and area of transceivers could be achieved, which would allow for higher numbers
of IOs with higher data rates per chip. The combination of higher number of IOs and higher
data rates per IO leads to a huge improvement in the overall chip-to-chip bandwidth.
This section examines how the performance of the proposed optical receivers will scale
with advances in CMOS technology. We look into the challenges and problems introduced
to the double sampling front-end design in deep sub-micron CMOS.
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Figure 5.11: Optimum sampling capacitor size, CS versus the photodiode capacitance, CPD.
The removal of the high-speed gain stage in the proposed double sampling integrating
front-end makes it a promising candidate for CMOS technologies that commonly have a
poor gain-bandwidth product. While the digital behavior of the front-end prompts a good
scalability, there are many subtle design issues as we move to more advanced technologies. In
this section, we examine the scaling behavior of the double sampling/integrating front-end
with respect to sensitivity, bandwidth, power consumption, and dynamic range.
5.2.2.1 Sensitivity
Our discussion in Section 5.1, and Equation 5.8 show that the required optical power for
this receiver, strongly depends on the diode capacitance, Cp and the sampling capacitance,
Cs. If these capacitances stay constant, the input optical power increases linearly with the
data rate as the technology scales. This becomes particularly problematic as the number
of transceivers in an array of parallel IOs increases. As a result of this effect, in order to
accommodate a larger number of IOs, larger optical power has to be provided by optical
transmitter. In order to alleviate this problem, both the photodiode capacitance and the
sampling capacitance have to be scaled. Figure 5.11 shows that the optimum value for CS
reduces only if the diode capacitance is reduced.
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Recent advances in design of photodiodes promise diode capacitances lower than 10fF
[141, 142]. In Section 5.2.3 we will discuss the effects of the photodiode capacitance scaling
on the performance of the RC front-end double-sampling receiver.
5.2.2.2 Data Rate
Scaling the feature sizes in CMOS technology with rate α results in an increase in the switch-
ing speed of transistors linearly with almost reverse relation, α−1. The fundamental limit
on the bandwidth of the double-sampling receiver is the aperture time of the samplers. For
higher data rate the RSCS time constant should scale down, where RS is the ON resistance
of the NMOS switch. For the optimum sensitivity we need to keep capacitance CS con-
stant. Thus, for higher data rates the resistance RS should scale down. This is possible by
keeping the width of the pass-transistor (in microns) constant, while the length is equal to
the minimum channel size of the technology. As technology scales, the transistor channel
length scales down and hence RS also decreases. Similarly the on-chip clock frequency for
generation of multi-phases increases and allows higher data rates.
In addition to the sampler aperture time, the photodiode capacitance has a significant
impact on the maximum possible data rate of this receiver which is mandated through the
trade-off between sensitivity and data rate. This will be discussed in more detail in Section
5.2.3.
5.2.2.3 Power Consumption
The power consumption in high-speed IOs is the most important issue. Increasing the number
of IOs per chip is possible only if the power consumption per IO reduces. In digital systems
the power consumption is dominated by the dynamic power for switching internal capaci-
tances, P = CV 2f , as well as the leakage dissipations. As technology scales, the dynamic
power consumption of a similar block reduces with a factor of almost α2. This is because the
capacitances reduce with α, the power supply reduces with α, and the frequency increases
with α−1. For the proposed front-end, the capacitances of the samplers/comparators are
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dictated by the sensitivity requirements and hence the photodiode capacitance size. There-
fore, the power consumption of the front-end scales only as α. It should be noted that the
power consumption in the following stages (sense-amplifier and SR latch), wires, and clock
generation circuits scale as α2. For instance, scaling to 28nm technology with 1V power
supply and constant diode capacitance, results in a power reduction of almost a factor of
two for the same data rate, which agrees well with simulations. It is important to mention
that the supply scaling has slowed down. As a result, the front-end power will decrease at
a slower rate; however as long as scaling results in smaller feature size and hence parasitic
capacitance, power reduction can be achieved by employing advanced technologies.
5.2.2.4 Dynamic Range
The dynamic range of the proposed double-sampling receiver relies on the size of the resis-
tance in the front-end. As mentioned earlier, this resistor at the front-end limits the voltage
to Vdd − RI1. The interesting point about this technique is that as long as the input time
constant (RC) is much larger than the bit time (Tb) the resulting double-sampled voltage is
constant and equal to
VPDmax − VPDmin = RI1max = RρPmax. (5.23)
Therefore, by adjusting the input resistor, different optical powers can be accommodated.
The maximum optical power that can be received without sacrificing the sensitivity occurs
when the resistor size becomes so small that the input time constant is comparable to the bit
time. On the other hand, the minimum input voltage is limited by the fact that the PMOS
sampling switches will introduce large on-resistance at low input voltages. As the time
constant of the sampler exceeds a fraction of the bit time, a larger error will be generated.
Due to the scaling of Vdd, the input voltage range becomes smaller and smaller. For a 28nm
technology with Vdd = 1 this range is about 400mV for a total capacitance of 250fF and
20Gb/s data rate. This translates to a minimum of 1KΩ of resistance and about -3dBm
maximum optical power. According to simulation, the receiver operates at higher input
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optical powers. This is due to the fact that, even though the sampled voltage is smaller
than the actual voltage, the double-sampled voltage is quite large. The measurement results
agree with this observation and the receiver operates with 0dBm of received optical power.
5.2.3 Photodiode Capacitance Scaling
Silicon photonics has offered high-performance optical components, such as Germanium pho-
todiodes, waveguides and modulators. This integration allows for very small photodiode
parasitic capacitance. In this section we investigate the effect of photodiode capacitance
scaling on the performance of the proposed receiver. According to Equation 5.10 the double-
sampling voltage is inversely proportional to the photodiode capacitance. As a result, larger
double-sampling voltage can be achieved using a smaller parasitic capacitance. This allows
for scaling of the receiver sensitivity, Pavg, for a fixed data rate. This argument is valid
under the assumption that no charge sharing happens between the photodiode capacitance
and the receiver sampling capacitors. In order to minimize this charge sharing, a certain
ratio between the photodiode capacitance and the sampling capacitance has to be kept. In
this design this ratio is chosen to be about 10. Therefore, while we scale the photodiode
capacitance, the sampling capacitor should also scale with the same rate. This in turn in-
creases the kT
C
noise of the sampler and degrades the front-end SNR. However as the noise is
inversely proportional to the square-root of the capacitor size, the overall SNR and hence the
sensitivity of the receiver increases proportionally to the square-root of the photodiode scal-
ing factor as shown in Figure 5.12(a). For instance, in the case of a photodiode capacitance
of 50fF, the double-sampling receiver achieves about 34µA of current sensitivity at 20Gb/s,
which improves to 17µA at 10Gb/s as the integration time is doubled. For an extinction
ratio of 10dB this translates to about -20dBm sensitivity. Therefore, the proposed receiver
can greatly benefit in terms of sensitivity from advanced photodiode technologies with small
parasitic capacitances and efficient integration techniques such as flip-chip bonding or copper
pillars, as explained in the previous chapter. On the other hand, as the photodiode capac-
itance scales to 10-20fF, in the case of monolithically integrated photodiodes, the charge
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Figure 5.12: Receiver current sensitivity versus photodiode capacitance, with and without scaling sampling
capacitor (a). Receiver data rate versus photodiode capacitance for 100µA sensitivity (b).
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Figure 5.13: 2x-oversampled phase detection for the proposed receiver.
sharing between the photodiode capacitance and the sampling capacitance limits the sensi-
tivity of the receiver.
The receiver maximum data rate is also a function of the photodiode capacitance. Ac-
cording to (25), for a given sensitivity, the data rate (Rb) can be increased by scaling the
photodiode capacitance.
Rb =
1
Tb
=
ρPavg
2Cin∆Vb
=
ρPavg
2Cin(SNR× σn + Voffset) . (5.24)
As mentioned earlier, in order to minimize charge sharing, the sampling capacitor scales
with the same rate as the photodiode capacitance. As a result the input referred-noise, σn,
changes accordingly. For the target RX sensitivity of 100µA, Figure 5.12(b) shows how the
data rate changes as the photodiode capacitance scales. The maximum achievable data rate
is ultimately limited by the speed of transistors.
5.2.4 Clocking
An interesting problem in a clocked integrating front-end is to recover the clock from the
incoming data. As mentioned in section 5.1.1 the clock jitter could be one of the limiting
factors in the receiver sensitivity. As a result, an efficient low-jitter clocking technique is
crucial. For highly parallel links, a dual-loop CDR [143] can be employed with one loop for
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Figure 5.14: The input waveform and baud-rate phase detection, for in-phase (a), and out of phase clock
(b).
the frequency synthesis, which can be shared between all the channels, and the other for
phase correction in each channel (alternatively in a source-synchronous clocking scheme the
frequency synthesis loop can be eliminated and a phase correction loop will be sufficient).
An alternative technique is to employ a forwarded-clock scheme in a WDM link using one of
the channels (wavelengths), which allows for simple phase correction loops to set the optimal
sampling time.
The most common phase detection technique employed in electrical signaling is the 2x-
oversampled phase detector known as Alexander phase detector [52]. A similar technique can
be applied to the proposed double-sampled front-end. Figure 5.13 shows the DOM output
voltage upon receiving a one-zero transition. The front-end samples the signal in the middle
of each bit-period, Vm[n] and Vm[n− 1]. At any transition, if the clock is in-phase with the
data, the two samples taken at the middle of these consecutive non-equal bits are expected to
be equal. Any phase error would cause these two voltages to be different. This difference can
be used as an error signal to adjust the phase of the sampling clocks. In order to implement
the clock recovery loop, we can duplicate the samplers/comparator part of the front-end.
This set of samplers/comparators needs to be clocked with an extra clock phase, shifted by
half a bit-period.
Removing the extra phases for oversampled phase recovery can help to reduce the power
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Figure 5.15: Electrical measurement setup.
consumption in the oscillator and clock buffers and relax the difficulties of phase spacing
control. The RC front-end allows us to create an efficient baud-rate phase recovery scheme
similar to [89], [144], based only on data samples as shown in Figure 5.14. The difference
between this method and the one proposed in [144] is that instead of extracting the phase
error data from the sampled input, the double-sampled voltage difference at the output of the
DOM, ∆V [n− 1] and ∆V [n] in Figure 5.14, are employed. This is similar to a β adaptation
loop except that instead of looking at a 2-bit pattern, 4-bit patterns are investigated. As
an example we choose a “0110” data pattern in Figure 5.14 to explain the operation of
this technique. It is clear from the figure that for this particular pattern, if the sampling
clock is in-phase with the incoming data, ∆V [n − 1] and ∆V [n] will be equal. Any error
in the sampling clock phase would lead to non-equal ∆V [n − 1] and ∆V [n]. The phase
error direction, early or late clock, determines the sign of the error difference between the
two samples for this pattern. Therefore, if each two consecutive double-sampled voltages
are compared, the resulting information can be used for phase recovery. The valid patterns
for phase corrections are those that give equal ∆V [n − 1] and ∆V [n] when the clock is
synchronized with the incoming data. “1001” and “0110” are patterns that have complete
early/late phase information. Most other patterns have conditional phase information, e.g.
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Figure 5.16: Photodiode current emulator.
“1110” only gives valid results when the clock leads the input. Due to the lower update
density in the baud-rate phase detection technique, the overall loop gain is smaller compared
to the conventional 2x-oversampling by almost a factor of 2.67 [144]. As a result, the 2x-
oversampling phase correction loop provides higher bandwidth, for identical loop filter and
charge-pump, and hence superior jitter tolerance. On the other hand, the baud-rate phase
detector has the additional advantage of being less sensitive to clock phase errors, as the
same clocks are used for both the data and phase samples, whereas the 2x-oversampling
detector relies on quadrature phase matching.
Another important aspect of the phase correction loop is its effect on the operation of the
β correction loop. As explained earlier, these two loops operate based on the same correction
signal, P, to minimize the difference between the two consecutive double-sampled voltages,
∆V ′[n−1] and ∆V ′[n]. As a result, they can operate concurrently to adjust β and the clock
phase. This has been validated in simulation for a PRBS-7 pattern when the initial phase is
about half UI apart from the optimal point. The bandwidth of the β and phase correction
loop in this simulation was about 2MHz. This experiment was repeated for the case where
the clock phase was leading and lagging with respect to the optimal clock phase as well as
under- and over-compensated β.
As mentioned earlier in this section the only difference between the β adjustment loop
and the CDR loop is the length of the pattern that should be monitored. As a result,
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Figure 5.17: Receiver sensitivity characteristics for different data rates.
the same hardware (P comparators) employed in the β adaptation loop can be reused to
perform clock recovery, except for the pattern detection logic. This allows for saving in power
consumption and area.
5.3 Experimental Results
The prototype was fabricated in a 65nm CMOS technology with the receiver occupying
less than 0.0028mm2. It is composed of two receivers, one with a photodiode emulator
and one for optical testing with a photodiode. In the first version, an emulator mimics
the photodiode current with an on-chip switchable current source and a bank of capacitors
(CPD) is integrated to emulate the parasitic capacitances due to photodiode and bonding
(PAD and wirebond), Figure 5.16. The four phases of clock are provided by an off-chip
signal generator as shown in Figure 5.15. An on-chip CML-to-CMOS converter generates
the full-swing clocks for the receiver. The on-chip clock was measured to have about 9ps
peak-to-peak jitter.
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Figure 5.18: Current and voltage sensitivity versus data rate.
Figure 5.19: Power consumption and efficiency at different data rates.
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Figure 5.20: The receiver power breakdown.
Figure 5.21: Optical test set-up.
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The functionality of the receiver was first validated using the on-chip emulator and PRBS-
7, 9, 15 sequences. R and Cin were chosen to be 2.2KΩ and 250fF (RCin >550ps). Figure
5.17 shows how the bit error rate changes with the input current at 14.2Gb/s, 16.7Gb/s,
20Gb/s, and 24Gb/s. For all these data rates the condition Tb << RCin is valid. The
receiver achieves about 75µA of sensitivity at 14.2Gb/s, which reduces to 160µA at 24Gb/s.
Due to the integrating nature of the receiver the current sensitivity almost linearly increases
with data rate, as shown in Figure 5.18. The voltage sensitivity of the receiver is measured
to be about 13mV up to 20Gb/s and increases to 17mV at 24Gb/s, which is believed to
be partly due to degradation of the eye opening at the emulator input. The receiver power
consumption (including all clock buffers) at different data rates is shown in Figure 5.19. The
power increases linearly with the data rate as the receiver employs mostly digital blocks.
The receiver offers a peak power efficiency of 0.36pJ/b at 20Gb/s data rate. The power
breakdown of the receiver is also shown in Figure 5.20, which confirms that the power is
dominated by digital blocks. In order to validate the functionality of the DOM for long
sequences of ones or zeros, a 200MHz square-wave current was applied as the input to the
receiver while the front-end sampled the input at 20Gb/s. In this case, 50 consecutive zeros
were followed by 50 ones. For an input time constant of about 0.55ns, this number of zeros or
ones pushes the input to the flat region, where close to zero double-sampling voltage, ∆V ′[n],
is obtained. Enabling the DOM resulted in error-free detection of the received pattern.
In the second set of measurements, the receiver was wire-bonded to a high-speed pho-
todiode and tested at different data rates. The photodiode, bonding pad, wire-bond, and
the receiver front-end are estimated to introduce more than 200fF capacitance. Figure 5.21
shows the optical test setup. The optical beam from a 1550nm DFB laser diode is mod-
ulated by a high-speed Mach-Zender modulator and coupled to the photodiode through a
single-mode fiber. The optical fiber is placed close to the photodiode aperture using a micro-
positioner. The responsivity of the photodiode at this wavelength is about 1A/W. As the
beam has a Gaussian profile, the gap between the fiber tip and the photodetector causes op-
tical intensity loss. This, combined with the optical connectors and misalignment introduces
some loss, which can be characterized by comparing the sensitivity in the two experiments.
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Figure 5.22: Micrograph of the receiver with bonded photodiode (a). Coupling laser through fiber to the
photodiode (b).
Figure 5.23: Optical input eye-diagram to the photodiode at 14Gb/s (a) and 24Gb/s (b).
Current and optical power sensitivity are related according to Equation 5.23
PS =
ρIS
2
1 + 10
−ER
10
1− 10−ER10
, (5.25)
where PS is the optical power sensitivity, IS = I1−I0 is the current sensitivity and ER is the
extinction ratio. The measured extinction ratio at 14.2Gb/s is about 13dB using the external
modulator. As a result, the nominal optical sensitivity according to the current sensitivity
of 75µA will be equal to -14dBm. The difference between the nominal and measured optical
sensitivities is about 5dB, which is believed to be due to the coupling loss. This difference
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Figure 5.24: Optical sensitivity at different data rates.
grows as the data rate increases due to the limited bandwidth of the external modulator.
Therefore, the sensitivity can be improved by employing advance optical packaging technolo-
gies. Figure 5.24 shows how the sensitivity of the receiver changes with data rate. Note that
the coupling loss is not considered in this plot. The receiver achieves more than -12.5dBm of
sensitivity at 10Gb/s, which reduces to -7.3dBm at 18.6Gb/s and -4.6dBm at 24Gb/s. The
maximum optical power at which the receiver was tested is 0dBm. This is the maximum
power available from the measurement setup.
As mentioned in previous section, the variable resistor at the front-end allows for a wide
range of optical input power. For large input optical power the variable input resistor can
be reduced to avoid saturation. Figure 5.25 compares the calculated voltage sensitivity
(BER< 10−12) achieved for the electrical and optical input experiments. In both cases
the voltage is calculated by using Equation 5.12 and the measured current sensitivity. As
expected the sensitivity of the receiver degrades with data rate. In the electrical test the
receiver achieves almost constant voltage sensitivity regardless of the data rate. However
for the optical experiment, the calculated voltage sensitivity degrades as data rate increases.
The excessive sensitivity degradation in the optical test is partly due to the wire-bonded
photodiode and limited bandwidth of the optical modulator, which causes reduced vertical
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Figure 5.25: Comparison between voltage sensitivity for electrical and optical measurement.
Technology 65nm Bulk CMOS
Supply 1.2V
Data Rate 24Gb/s
Power Consumption 0.36mW/Gb/s
Sensitivity -4.6dBm
RX Cin >200fF
Area 0.0028mm2
Table 5.1: OPTICAL RECEIVER PERFORMANCE SUMMARY.
and horizontal eye opening as shown in Figure 5.23. Table 5.1 summarizes the performance
of the proposed optical receiver and compares it with prior art.
5.4 Summary
The power consumption and area of receiver front-end circuitry is a critical design aspect
of parallel optical interconnects for future arrays. While transimpedance amplifiers offer a
relatively high sensitivity, the power consumption and area overhead of the TIAs make them
inadequate for highly parallel IOs. Integrating front-ends can reduce the power consumption
by avoiding an analog amplifier that runs at the bit-rate. However, the limited headroom,
specially for highly scaled technologies, and the required encoding scheme to avoid long
sequences of ones or zeros are major drawbacks attributed to this technique. This chap-
ter described a double sampling RC front-end that offers low power consumption, high data
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rate and relatively good sensitivity. The high data-rate is possible through a de-multiplexing
scheme where multiple samplers and comparators run in parallel, while using a single pho-
todiode. The resistive front-end provides an automatic mechanism to limit the photodiode
voltage. The double sampling technique provides a self-reference for the data resolution and
a feed-forward path dynamic offset modulation removes the input dependent variation in
the double-sampled voltage. An efficient adaptation algorithm for adjustment of the feed-
forward gain is proposed and investigated. The application of the baud-rate clock recovery
to the receiver is also analyzed.
The proposed receiver discussed was implemented in 65nm CMOS that supports up
to 24Gb/s of data rate. The low-voltage RC front-end receiver uses mostly digital building
blocks and avoids the use of linear high-gain analog elements. The proposed receiver employs
double-sampling and dynamic offset modulation to resolve arbitrary patterns. The receiver
consumes less than 0.36pJ/b power at 20Gb/s, and operates up to 24Gb/s with -4.7dBm
optical sensitivity (BER< 10−12). Since a large percentage of power consumption is due to
the clock buffers and digital blocks, the overall power consumption can greatly benefit from
technology scaling. It is also shown that this design is highly suitable for hybrid integration
with low-capacitance photodiodes to achieve high optical sensitivity and high data rate.
Experimental results validate the feasibility of the receiver for ultra-low-power, high-data
rate and highly parallel optical links.
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Chapter 6
On-Chip Wires: Characteristics,
Models, and scaling
The miniaturization trend for CMOS integrated circuits (IC) has resulted in a tremendous
cost advantage and performance improvement. The cost and performance will continue to
drive miniaturization along the lines of Moore’s law [1] for as long as fundamental limits
allow. Aggressive shrinking of devices combined with a continuous increase in the chip size
results in more functionality within the chip. Scaling results in faster transistor delays (lower
delays) due to smaller channel size and less parasitics.
Unfortunately, miniaturization is not applicable to all the components of an IC. In par-
ticular, the speed of wires, which connect the transistors, is rapidly becoming a performance
bottleneck as their characteristics degrade by scaling [147], [148], [149]. In the early days
of VLSI, wires were wide and thick with relatively low resistance. Therefore, wires could
be treated as ideal equipotential nodes with lumped capacitance. As a result of scaling,
wires are becoming narrower, which drives their resistance to the point that the wire RC
delay exceeds gate delay. Moreover, miniaturization exacerbates interconnect performance
as increasing transistor numbers demand a proportionate increase in connectivity. Figure
6.1 shows how the total on-chip interconnection length has scaled over different technology
nodes [150]. One way to accommodate this increasing number of interconnects is to increase
the chip area. However, chip area can only increase very slowly as it is constrained by a
balance between performance, cost and the reliability. There are different factors driving
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Figure 6.1: On-chip interconnect length trend.
the chip area. It is desired to minimize the chip area to shorten the length of the wires (this
improves performance) and to enhance manufacturing yield, which helps reducing the chip
cost. On the other hand, in order to meet power density constraints, the chip size has to
be increased. Chip temperature is very important as it affects both reliability and speed of
various components on an IC.
Because the increasing complexity of VLSI chips continuously demands more from in-
terconnects, a systematic and a realistic study of limitations of the currently used electrical
interconnects under scaling is of great importance. In the remainder of this chapter we
investigate the characteristics of the on-chip wires and develop simple models to analyze
their behavior. Finally we investigate the effect of scaling on on-chip wires and discuss the
resulting challenges.
6.1 Wire Characteristics
Three generations of Intel process technologies, shown as cross-sectional photographs in
Figure 6.2, reflect advances in on-chip wiring. A 130nm technology from 2000, using six layers
of copper metal. A 65nm technology from 2004, using eight layers of copper metal [151],
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Figure 6.2: On-chip metal stack in different technology nodes, 130nm (a), 65nm (b), and 32nm (c).
and a 32nm technology from 2008, employing nine copper metal layers [152]. Between these
three technologies the wires’ cross-sectional areas and spacings have dropped dramatically.
The importance of cross-sectional area and spacing lies in their effects on the wire electrical
characteristics, resistance and capacitance. The following sections describe geometric models
for resistance and capacitance that are based on cross-sectional area and spacing. We will
also discuss wire inductance and why we can ignore its role in the performance modeling.
6.1.1 Resistance
All wires have a finite conductance, representing the ability of the wire to carry a charge
flow. Aluminum and copper wires, which have been used in most CMOS processes, have a
resistivity of 3.5-4.0µΩ.cm and 2.6µΩ.cm, respectively. Resistance (per unit length) can be
approximated by the material resistivity divided by the conductor’s cross-sectional area, but
several wire non-idealities affect this model.
Most processes prior to 180nm generation employed aluminum wires. Modern processes
use copper to reduce the resistivity and also to obtain better electromigration characteristics.
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Figure 6.3: The schematic profile of diffusion barrier layer (a). SEM cross section of the diffusion barrier
layer [171] (b).
For copper wires, a thin barrier layer, which has much lower conductivity, is required to
prevent copper from diffusing into the surrounding oxide, Figure 6.3. As a result of this
diffusion barrier layer and reduced effective cross-sectional area, the resulting resistance of
the copper wires decreases. Moreover, the barrier layer may not be deposited evenly, which
further degrades the wire conductivity. Another wire non-ideality is the surface scattering
effect. When traveling along a wire, electrons inelastically scatter off lattice bonds at the
edges of wires due to the surface roughness. As the wire dimensions grow smaller, the mean
free path of electrons will reduce, effectively increasing the material resistivity [153].
Using advance fabrication techniques such as atomic layer deposition (ALD) an almost
constant thickness barrier layer can be created [147], which results in the wire resistance
being equal to
Rwire = αscatter × ρeffective
(t− δ)(w − 2δ) , (6.1)
where αscatter is the resistance degradation factor due to surface scattering, ρ is the resistivity
of the the thin film copper, δ is the barrier layer thickness, w is the wire width, and t is the
wire thickness.
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Figure 6.4: A simple capacitance model for on-chip wires.
6.1.2 Capacitance
All wires have capacitance, modeling the ability of the wire to store electrical charge. To
accurately model the capacitance of an on-chip wire both bottom-plate and fringing capac-
itances have to be taken into account [154]. The fringe capacitance models the field lines
emerging from the edge and top of the wire. On-chip wires suffer from large aspect ratio (the
ratio between the height and width) which makes the fringing portion of the capacitance
significant. Therefore, capacitance is best modeled by four parallel-plate capacitors for the
top, bottom, right, and left sides, as shown in Figure 6.4, plus a constant. This extra term
lumps all the fringing field terms together and approximates their sum as a constant.
The total wire capacitance can be approximated as [155]
Cwire = 0(2Mhoriz
t
s
+ 2vert
w
h
) + Cfringe, (6.2)
where horiz and vert represent the horizontal and vertical relative permittivity. This differ-
ence occurs in technologies that leverage low-k materials. The top and bottom plates are
typically modeled as being grounded as they typically constitute a collection of orthogonally-
routed conductors that, averaged over the length of the wire, maintain a constant voltage.
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Capacitors to the left and right, on the other hand, have data-dependent effective capaci-
tances that can vary: if the left and right neighbors switch in the opposite direction to the
wire, the effective sidewall capacitances double, and if they switch with the wire, the effective
sidewall capacitances approach zero. We model this multiplication effect by varying the M
parameter in Equation 6.2 between 0 and 2; this is known as Miller factor (M). These left
and right neighbors are also the worst offenders for noise injection. The fringe term depends
only weakly on geometry.
6.1.3 Inductance
Inductance is beginning to be important for accurately modeling on-chip wires. Unlike
resistance or capacitance, inductance has no simple closed-form models. For advance CMOS
technologies, the wire inductance can be ignored and the wire can be treated RC with a good
accuracy [156,157]. According to [158], if the length of the wire falls within a certain range,
Equation 6.3, the inductance effects are significant. This range depends on the parasitic
impedances of the interconnect per unit length as well as the rise time of the signal at the
input of the CMOS circuit driving the interconnect.
tr
2
√
LC
< l <
2
R
√
L
C
. (6.3)
The upper bound of the range represents the case in which the inductance is not important
because of the large transition time of the input signal. On the other hand, the lower
bound shows the case where the wire attenuation is so large that the inductance becomes
unimportant. Figure 6.5 shows the region in which the wire inductance becomes important
for 28nm CMOS technology.
6.2 Wire Performance Metrics
The discussion of wire characteristics above provides the groundwork for an examination of
wire performance. In this section we will go over the performance metrics of on-chip wires.
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Figure 6.5: Transition time (tr) versus the length of the interconnect line (l). The crosshatched area denotes
the region where inductance is important.
Interconnect metrics discussed here are mostly applicable to any physical type of intercon-
nect. However, some properties are more relevant to metal-based interconnect systems. In
this section we will discuss three important figure of metrics, delay, power, and crosstalk.
6.2.1 Delay
The delay of the wires can be well approximated by the product of resistance (R) and the
capacitance of the wire (C), if inductive effects are not important. The delay of longer
wires is more accurately modeled by the RC product because this constitutive component
is proportional to square of the length, whereas, for very short lengths, the wire delay is
better approximately by purely the loss-less inductive delay formula (length divided by the
speed of light in the medium) [159] and only increases linearly with length. Because the wire
resistance is increasing very rapidly compared to the inductance, wire delays are becoming
more and more RC limited even at short distances. To model the RC delay of the wires it is
necessary to accurately model both the resistance and the capacitance. The analysis in the
last section provides a powerful tool to investigate on-chip wire delay.
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Figure 6.6: Simple lumped model for an RC dominated wire.
Interconnects increase circuit delay for two reasons. First, the wire capacitance adds
loading to each driving gate. Second, long wires have significant resistance that contributes
distributed RC delay or flight time. The distributed resistance and capacitance of a wire can
be approximated with a number of lumped elements, as shown in Figure 6.6. Three standard
approximations are the L-model, pi-model, and T-model. The L-model is a very poor choice
as a large number of segments are required for accurate results. On the other hand, the T-
and pi-models provide much better accuracy with a small number of segments [160].
Using the above model and applying the Elmore delay approximation [161], one can
calculate the total delay of the wire. According to the Elmore model the delay of an RC
ladder, Figure 6.6, is the sum over each node in the ladder of the resistance Rn−i between
that node and the signal source multiplied by the capacitance on the node.
td =
n∑
i=1
Rn−iCi, (6.4)
where
Rn−i =
i∑
j=1
Rj, (6.5)
is the resistance between the source and ith node in the ladder, and td is the propagation
delay. Considering this model for a wire with length l, capacitance per length of Cw, and
resistance per length of Rw, we can calculate the total propagation delay as
td = RwCwl
2N + 1
2N
≈ 1
2
RwCwl
2, (6.6)
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Copper wire delay (FO-4/mm)
Local wire 136
Semi-global wire 24
Global wire 1.3
Table 6.1: PERFORMANCE OF ON-CHIP WIRES IN 28nm TECHNOLOGY.
where N is the number of the L-model segments. As N becomes large the wire delay
approaches to half of its time constant (RC). Another point that can be noticed from
Equation 6.6 is that the delay of the wire grows quadratically with its length. This causes a
huge latency in long wires. To remedy this problem inverter-based repeaters are employed,
which will be explained in more detail in the next section. Table 6.1 shows the delay of wires
per unit length (mm) relative to FO-4 gate delay for different metal layers in a 28nm CMOS
technology.
6.2.2 Crosstalk
Coupling noise can greatly affect signal integrity in on-chip interconnects, as both mutual
capacitance and inductance terms for wires can be large. Capacitive noise coupling usually
has a larger effect, therefore we will investigate it first. The large aspect ratios of modern
wires cause a significant coupling capacitance between neighboring wires. In particular, for
minimum pitch spaced wires, the sideways cap can exceed 70% of the total wire capacitance.
Many recent papers have modeled this noise carefully, and have shown that the noise voltage
depends on the coupling capacitance to total capacitance ratio as well as on the ratio of the
strengths of the gates driving the two wires [162–164].
Noise from inductive coupling can also present problems for VLSI wires. The current
flowing in the aggressor wire generates a magnetic field which causes a return current to
flow in the victim wire. Inductive coupling pushes the victim in the opposite direction to
capacitive coupling: a rising edge on the aggressor wire drives the the victim up through
capacitive coupling, while the same edge causes a negative glitch on the victim through
inductive coupling. Capacitive coupling usually affects the nearest neighbor, while inductive
coupling has a much larger range. Inductive noise becomes a problem only when a large
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Figure 6.7: Simple model for evaluating capacitive coupling.
Figure 6.8: Capacitive coupling model in a wire with considerable resistive loss.
number of wires switch at the same time in bus-like situations [165, 166]. In the worst
case multiple wires are switching, with near neighbors switching in one direction and far
neighbors switching in the opposite direction, which results in constructive capacitive and
inductive coupling noise from near and far neighbors, respectively. Therefore, the capacitive
and inductive noises add, and the accumulated noise can be enough to cause signal detection
failures.
There are different ways to reduce capacitive coupling. The simplest way is to increase
the spacing between wires and hence reduce coupling capacitance. As will be explained later
in this chapter, usually designers employ buffers (also known as repeaters) along the wire
to improve its performance. Moving the repeaters in a bus such that each bit’s repeaters
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Figure 6.9: Techniques to combat capacitive coupling in on-chip wires.
are staggered from its neighbors forces capacitive noise to cancel itself. The structure of
such a bus is illustrated in Figure 6.9(a). Because half of the injected noise must propagate
down the RC wire to negate the other half, this cancellation is not perfect, but still effective
[155]. Another technique to cancel capacitive coupling is charge compensation, in which a
physical capacitor is introduced between the coupled lines to inject reverse noise to counteract
parasitic coupling [167]. This requires extra area and power but can minimize noise as well as
reduce data-dependent delay variation. Moreover, choosing the proper size for the capacitor
requires careful modeling and simulation and could be susceptible to process and temperature
variation. This technique is illustrated in Figure 6.9(b).
One of the most effective methods of reducing capacitive coupling noise is to employ
differential signaling. In a differential system the difference is sensed at the receiver and hence
any noise that affects the two signals in a same way appears as a common-mode interference
and gets canceled. In order to effectively remove capacitive coupling in a differential scheme,
the wires should be also twisted periodically, as shown in Figure 6.10. As a result, injected
noise affects both wires equally and hence the differential voltage is unchanged. In addition,
these systems have minimal inductive coupling to the rest of the system, because each wire
158
Figure 6.10: Differential signaling along with wire twisting to remove crosstalk.
acts as the return path for the other, creating the smallest possible current loops. The main
problem associated with this technique is the extra dynamic power. As the driver has to
drive twice the capacitance as in a single-ended version, the total dynamic power is increased
by at least a factor of two. In addition, driving the wires differentially causes a Miller factor
of two which further increases the power consumption. The twisting scheme also requires
jumping to other metal layers which imposes area over-head. Nevertheless, with differential
and twisted bits, wires can easily reject noise even if the coupling ratio approaches 90 to
100% [155].
Another effective technique in reducing the capacitive coupling is to insert ground shields
between the data wires [168], as shown in Figure 6.11. The advantage of this technique
compared with the differential signaling is the lower dynamic power, which is associated with
the lower total driving capacitance (this includes a lower Miller factor of 1). It also offers a
better area efficiency as no twisting is required. The need for a custom differential receiver
is rectified as a simple inverter can perform the data resolution. With proper shielding
a maximum coupling noise of less than 5% can be achieved for a minimum-pitch set of
wires [169].
Designers cope with inductive coupling by adding power planes or densely gridded power
supplies to reduce the number of wires that can couple into a victim. Power planes, or dense
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Figure 6.11: Ground shield insertion to avoid croostalk.
power grids, effectively reduce both self and mutual inductances for wires in the direction
of the grid, because they provide very nice return paths within a few microns of the wire
itself and thus limit the extent of the magnetic coupling [170]. Most companies have design
rules for buses, such as requiring every fifth wire to be a power supply wire, which makes
inductive noise much less than capacitive noise and under 5% of the power supply.
6.2.3 Power
The second metric of importance is the power dissipation due to interconnects. This is a
result of charging and discharging of the wire capacitance and is given by the dynamic power
dissipation formula
Pwire = SwCwV
2f, (6.7)
where Pwire is the wire power per unit length, Sw is the switching activity factor representing
the probability of a particular interconnect switching during a clock cycle, Cw is the wire
capacitance per unit length, V is the voltage to which the interconnect charges and f is
the clock frequency. Thus, at a given technology node, the interconnect power is heavily
dependent on its total capacitance.
6.3 Repeaters
As mentioned earlier, the delay of an uninterrupted wire grows quadratically with wire
length. This makes it difficult to communicate globally between different parts on a chip
without encountering timing issues. Designers have employed different techniques to resolve
this problem. Multi-core processors help to reduce the number global interconnects and
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Figure 6.12: Inserting repeaters to improve on-chip wire delay.
hence partly mitigate the wire latency issue. However, the cores still need to communicate
in order to fully exploit the parallel processing capability offered by these architectures.
The most popular design approach to reducing the propagation delay of a long wire is
to break it into smaller pieces and introduce intermediate buffers (also known as repeaters)
along the wire, as shown in Figure 6.12. When added in a way to optimize delay, repeaters
make the total wire delay equal to the geometric mean of the total wire delay and the
individual repeater stage delay. Hence, the length-squared term in wire delay falls out of the
square root, making the total delay linear with total wire length [172]. Now let us see how
optimal repeater insertion can be performed. By breaking the wire into short pieces, with
a high accuracy we can model each piece with a simple pi-model, as shown in Figure 6.13.
Let’s consider the capacitance and resistance per unit length of the wire to be Cw and Rw,
respectively. Repeaters can be modeled with their input, Cg and output capacitances per
unit width, CT , as well as their equivalent resistance per unit width, RT , [173]. Assuming
equal size repeaters, the total delay of a wire with length L can be written as
Td = RT (CT + Cg)N +
RwCwL
W
+
RwCwL
2
2N
+RwCgWL, (6.8)
where W is the width of the repeaters. Setting ∂Td/∂N and ∂Td/∂W yields optimal values
for N , W , and l to minimize the wire delay as shown in equations 6.9, 6.10, and 6.11,
respectively.
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Figure 6.13: A segment of a repeated wire represented by a pi-model.
Nopt =
√
RwCw
2RT (Cg + CT )
× L, (6.9)
Wopt =
√
RTCw
RwCg
× L, (6.10)
lopt =
L
Nopt
=
√
2RTCg(1 + γ)RwCw, (6.11)
where γ represents the ratio between the output and input capacitance of the repeater. This
results in a total wire delay of
Td,opt = 2
√
RwCwRTCg(1 +
√
0.5(1 + γ))× L. (6.12)
As a result, the delay of a repeated wire can be written in terms of l′ = l/lopt and
w′ = w/wopt as
Td =
√
RwCwRTCg((l
′ +
1
l′
)
√
0.5(1 + γ) + (W ′ +
1
W ′
))× L. (6.13)
Although using repeaters is an attractive solution for the delay problem of long wires,
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they add some design complexity. First, the simplest repeaters are inverting elements, so
an even number of repeaters is necessary to maintain logic levels. Second, repeaters for
global wires require many via cuts from the upper-layer wires all the way down to the
substrate, potentially congesting routes on intervening layers. Third, designers are rarely
afforded the luxury of placing repeaters in their optimal locations, because they require
active area; designers usually floor-plan repeaters in pre-planned clusters. Finally, even with
delay-power optimizations, repeaters are still large devices, and repeating an entire bus takes
an impressive amount of silicon area. Fortunately for these last two complications, delay and
capacitance curves for repeater insertion have fairly shallow optimizations, so that adding
or removing a single repeater stage, moving repeaters back and forth, or resizing repeaters
have fairly small costs.
As mentioned earlier, using repeaters directly adds to the total interconnect power. If
we assume that dynamic charging and discharging of the capacitors is the only contributing
factor to the interconnect power, the total power consumption for an optimally repeated link
can be written as
P = K(Nopt(Cg + CT )Wopt + CwL)V
2
ddf. (6.14)
Replacing Nopt and Wopt from equations 6.9 and 6.10 in 6.14 results in
P = (1 +
√
1 + γ
2
)CwKLV
2
ddf, (6.15)
where K is the logic activity factor. If we assume Cg = CT , then the capacitance associated
with the repeaters will be equal to the line capacitance and hence the total link power
increases by 100% compared with an un-repeated wire. It should be noted that the factor
of two increase in power happens in the case of an optimally repeated wire. Therefore it is
worthwhile to investigate the effect of deviating from the optimal repeater design in favor of
the power consumption. Figure 6.14(a) illustrates the variation of the repeated wire delay
normalized to the optimal value. It can be seen that the graph is quite flat, which means that
by slightly sacrificing the delay it is possible to obtain a large power saving. For instance,
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reducing the number of repeaters to 80% and the repeater size to 70%, we can achieve about
44% reduction in the power associated with the repeaters while sacrificing the delay by 5%.
From the above discussion, it can be concluded that the delay-optimal solution is inef-
ficient. Delay optimization naturally causes large power and energy costs in order to gain
marginal delay benefits. In particular, at the optimal solution, Nopt and Wopt, the shallowness
of the contours indicates only minor performance gains for fairly large changes in Nopt and
Wopt. From a design perspective, the delay optimal design is wasteful. In fact by giving up
small increments of delay performance a significant power saving can be achieved. In order
to quantify gains in efficiency, we next construct models for repeater energy and optimize
for energy-delay product.
While a thorough energy analysis would not only consider switched dynamic capacitive
current but also device leakage and short circuit current associated with the repeaters, this
discussion will focus primarily on switched capacitances and ignore leakage currents and
short circuit current. A detailed analysis of the repeated wire delay-power performance can
be found in [174]. Using equation 6.15 we can rewrite the total link power consumption as
Ptot = (
W ′
l′
√
1 + γ
2
+ 1)KLCwV
2
ddf. (6.16)
Combining this result with the delay expression in Equation 6.13 gives us the contours in
Figure 6.15. The straight lines illustrate the power contours normalized to the optimal
delay design. As can be seen, longer wire segments and smaller drivers achieve better power
efficiency with minimal delay penalty.
A more intelligent approach to designing repeaters is to combine the expression for the
wire delay and power consumption and try to minimize their product. The contours shown
in Figure 6.16 illustrate the optimal l′ and W ′ for product of power and delay. This graph
illustrates the benefits of longer wire segments and smaller drivers to achieve low power
consumption. The minimum energy-delay product occurs when l′ = 1.333 and W ′ = 0.667,
which results in a delay that is 6% worse than that of the optimally repeated wire, and a
power of 12.5% lower than that at the delay-optimal.
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Figure 6.14: Delay of the repeated wire normalized to the optimal delay (a). The constant delay contours
as a function of the repeater normalized width and wire segments relative to optimal values.
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Figure 6.15: Constant power contours along with delay contours illustrating the trade-off between power
and delay.
Figure 6.16: Constant power-delay product contours.
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Figure 6.17: Eye diagram when 10-to-90% rise time equal to the bit time.
Another consideration in the design of a repeated wire is the rise and fall time of the
signal in each repeated section. Signal integrity at the input of each repeater can be greatly
degraded if the rise and fall time of the repeated wire section is larger than the bit time. As
a result, in order to preserve signal integrity while traveling to the receiver side, the repeater
strength and the wire segment length should be chosen such that the resulting rise and fall
time at the end of each segment is equal to or smaller than the bit time. Using the dominant
time-constant model, as in Equation 6.8, we can calculate the 10-to-90% rise time as
trise = 2.2×RTCgl′((l′ + 1
l′
)(1 + γ) + (W ′ +
1
W ′
)
√
2(1 + γ)). (6.17)
This equation quantifies the rise time for each segment of the wire. To calculate the overall
rise time of the repeated wire, we need to take into account the effect of all the segments.
Considering a system composed of n cascaded non-interacting blocks, each having a rise time
tri and no overshoot in their step response, it can be shown that the output signal has a rise
time equal to [175]
trise =
√
t2rs + t
2
r1 + ...+ t
2
rn, (6.18)
where trs is the rise time of the input signal. Combining equations 6.17 and 6.18 results in
the total repeated wire rise time of
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Figure 6.18: Constant rise time contours for a repeated wire.
trise = 2.2×RTCgl′((l′ + 1
l′
)(1 + γ) + (W ′ +
1
W ′
)
√
2(1 + γ))
√
L
l′ × lopt . (6.19)
lopt can be calculated using equation 6.11. In order to avoid ISI the rise time of the
received signal should be almost equal to the bit time. Figure 6.17 shows the case in which
the 10-to-90% rise time is equal to the bit-time. As can be seen in this figure, a rise time equal
to the bit time results in a reasonable eye-opening at the end of each wire segment so that
the following inverter can resolve the data. It should be noted that the constraint imposed
on the repeater strength and wire segment length by the rise time might not necessarily agree
with the optimal power-delay condition. Figure 6.18 illustrates the rise time contours with
respect to the wire segment length and driver size normalized to the delay optimal values.
Figure 6.19 shows the power contours along with the rise time contours. It can be seen
that, reducing power by increasing the wire segment length and decreasing driver size results
in larger rise time and hence lower data rate.
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Figure 6.19: Constant rise time along with power contours.
6.4 Wire Scaling
To properly discuss wire performance under technology scaling, we will first make a distinc-
tion between two kinds of wires, as shown in Figure 6.20. The first kind of wire connects
gates locally within cores. For instance, a wire that runs across a block of 1000 gates. As
technology scales by α, these gates become smaller in area by α2, and hence this wire becomes
shorter by α. In general, local wires become shorter due to technology scaling.
The second kind of wire spans between cores and communicates data between them.
Under scaling, die size does not typically decrease, we simply add more functionality to the
chip, so these global wires that span across the chip, as shown in Figure 6.20, have the
characteristic of remaining fixed in length.
Figure 6.21 shows unrepeated wire delays for both local and global wires. In this graph,
local and global wires span 1mm. Along the x-axis are CMOS technologies for each year,
according to ITRS 2011 data [4], plotted on log-scale to make them linear in time, and on
the y-axis are wire delays, normalized to FO-4 inverter delays. In both graphs we show two
pairs of trends, for intermediate layer (semi-global wires) and upper layer metals (global
wires). Over this range of technology assumptions the conclusions are still consistent.
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Figure 6.20: Two kinds of wire on a chip: local and global
Figure 6.21: Unrepeated global and semi-global wires delay normalized to FO-4 inverter delay for different
technologies.
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Figure 6.22: Repeated global and semi-global wires delay normalized to FO-4 inverter delay for different
technologies.
Wire resistance grows quickly under scaling, leading to wire delays that increasingly lag
gate delays. As can be seen in Figure 6.21, local wire delays degrade by more than 100X over
the 15 year ITRS projection. Global wire delays follow almost the same trend, degrading
over the same time span by more than 200X. Although these trends of wire performance
paint a dismal picture of scaled designs, designers can use repeaters to improve wires. When
applied to global wires, repeaters require a proportionally small area and design overhead
and make these fixed-length wire delays, relative to gates, grow only by a factor of 20X over
the 15 year time span, as shown in Figure 6.22.
6.5 Summary
This chapter examined how wire performance will scale as technologies advance. We first
discussed a gate delay model, because wire delays are important only if they change relative
to gate delays. We used the delay of a fanout-of-four inverter and modeled its speedup
over time as linear with technology. Next, we discussed the two wire characteristics that
are important to delay, resistance and capacitance, and discussed why inductance is not
important. Using very simple yet sufficiently sophisticated geometric models for resistance
171
and capacitance, we constructed delay metrics and saw how they scaled with technology.
On one hand, scaled-length, or local, wires keep up with gate delays when repeated; on the
other hand, fixed-length, or global, wires cannot. Local wires get worse relative to gates by
less than 2-3X over nine generations of technology scaling, while global wires degrade by
40-50X. This bifurcated view of wires leads to a number of broad implications across VLSI
design, and we shall consider a few of these effects in the next chapter.
172
Chapter 7
On-Chip Interconnects
As VLSI technologies and multi-core processor chips continue to scale, long on-chip wires
will present increasing performance limitations. While transistors benefit from technology
scaling, the shrinking cross-sectional area of the on-chip wires increases electrical resistance
and hence their latency, which has a quadratic relation with the wire length. Simple inverter-
based repeaters can partially mitigate the latency problem, where an optimal design makes
the repeated wire delay linear with length instead of quadratic. However, the associated
power and area become prohibitive as the technology scales due to the increased number of
repeaters per unit length.
In this chapter, we briefly go over the shortcomings of on-chip wires and solutions pre-
sented in prior works. Next we introduce our proposed technique which is inspired from the
RC front-end optical receiver explained in Chapter 5. In the proposed on-chip link we take
advantage of the RC dominant behavior of the minimum-pitch wire and apply the double-
sampling technique along with a capacitively-driven transmitter to achieve high data rate
and power efficiency. The chapter concludes with circuit implementation and experimental
results.
7.1 On-Chip Communication Power Trend
Power dissipation of high-performance microprocessors is becoming a limiting factor and
hence design for efficient power consumption is becoming a major consideration. Dynamic
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Figure 7.1: Repeated and un-repeated wire delay variation trend with CMOS technology scaling.
power is currently the main component of the power dissipation. Under ideal scaling, all
dimensions of the wires are shrunk 0.7X per generation [176]. As a result, the wire resistance
per unit length doubles every process generation, while the wire capacitance remains almost
constant, resulting in a wire delay degradation per scaled micron of 1.4X every generation.
Figure 7.1 shows the wire delay scaling under ITRS technology projection [4].
As explained in the previous chapter, the RC-delay of an on-chip wire grows quadratically
with wire length, therefore repeaters have traditionally been used to linearize the dependence
of delay on interconnect length. In an optimally repeated interconnect, the delay of any
given stage is approximately equally divided between the repeater and the wire. As the
cross-sectional area of the wires shrink due to technology scaling, the repeated wires also
illustrate an increasing trend in their latency, as shown in Figure 7.1. As expected, repeated
wires have much smaller latency compared to un-repeated wires. This in fact comes at the
cost of extra power and area associated with the repeaters. Recall from the previous chapter
the number of repeaters in an optimally repeated wire can be expressed as
Nopt =
√
RwCw
2RT (Cg + CT )
× L. (7.1)
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Figure 7.2: The repeater distance and number of repeaters for an optimally repeated wire in different
technology nodes.
As the technology scales, Rw increases while RT shrinks, which results in a significant
increase in the number of repeaters. Figure 7.2 illustrates how the number of repeaters in
an optimally repeated wire increases as the technology scales. This imposes a large area
overhead due to the increasing number of repeaters. As shown in previous chapter, the
total power associated with the repeated wire can be approximated by the dynamic power
required to drive a capacitor with twice the size of the wire capacitance. Wire capacitance
remains almost constant with technology scaling; however, as the minimum wire pitch scales,
the total number of wires within a fixed area increases accordingly. As a result, assuming
that the clock frequency remains almost constant (which is the case in new processors),
the total dynamic power dissipation associated with repeaters increase almost linearly with
technology scaling, as shown in Figure 7.3. It should be noted that the short circuit and
leakage power of the repeaters are not considered in this analysis. Therefore, the situation
is even worse.
In microprocessors, the interconnect power analysis reveals that the interconnections are
responsible for over 50% of the dynamic power consumption [178], as shown in Figure 7.4.
Diffusion and gate power represent the total dynamic power dissipation in the diffusion and
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Figure 7.3: Projection of the repeated wire power consumption in different technology nodes.
gate capacitances of the transistors. The interconnect power in this graph includes both
data communication and clock distribution. With the advent of multiple core processors,
this problem has been mitigated to some extent as integration of multiple cores on a chip
allows for lower interconnect latency and therefore higher bandwidth between cores than
their discrete counterparts [177]. Nevertheless, the interconnect power is a major portion of
the microprocessors chips and as shown in Figure 7.3, it is growing with technology scaling.
7.2 Prior Art in Design of On-Chip Links
As explained in the previous chapter the most common approach to mitigate the high latency
of the RC-limited on-chip wires is to employ repeaters. However, as the technology scales,
the power and area overhead of the repeaters become prohibitive, as shown in the previous
section. Designers have proposed different techniques to meet these challenges such as low-
swing differential signaling (LVDS) [179, 182–185, 191], current-mode signaling [186, 187],
equalization [185, 191] and transmission lines [179, 186, 190]. In this section we introdcue
these techniques in more detail and illustrate how they are becoming less adequate in meeting
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Figure 7.4: Dynamic power breakdown for a single core processor [178].
bandwidth density and power requirements.
7.2.1 Low Voltage Signaling
In RC-dominated on-chip links, the transmitter typically consumes most of the link power
driving a large wire capacitance using a rail-to-rail swing buffer. As discussed in the previous
chapter, this power is quadratically proportional to the supply voltage of the driver. As
a result, a natural way to reduce the transmitter power consumption is to decrease the
voltage swing of the driver. Zhang in [190] has extensively analyzed the effectiveness of low-
swing signaling in power reduction of on-chip interconnects. In order to achieve this goal, a
dedicated supply voltage can be employed for the transmitter. This comes at a performance
cost, as driver resistance grows as supply voltage reduces and hence the latency is increased.
In addition, it is not desirable to have different supply voltages on-chip as it adds complexity
to the power distribution network. Designers have proposed different techniques to avoid an
extra supply in low-swing signaling applications. In [183, 185] a novel capacitvely coupled
driver is proposed, which not only enables low-swing signaling, but it also enhances the
overall bandwidth of the wire through high frequency pre-emphasis. The basic idea behind
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Figure 7.5: Charge-recycling stacked transmitter employed to reduce effective supply voltage.
this technique is that driving a long wire of capacitance Cw through a capacitor, Cc reduces
the signal swing on the wire through a capacitive voltage divider. The final load swing,
Vswing in this configuration will be equal to Cc/(Cc+Cw +CL), where CL represents the load
capacitance. Usually, CL is much smaller than the wire capacitance, therefore, in order to
achieve 10X reduction in the output voltage swing the wire capacitance should be about 9X
larger than the coupling capacitor.
Another advantage of using the coupling capacitor is that because it acts as a high-
frequency short, the 3-dB bandwidth of the long wire increases. This allows for shorter cycle
times and decreasing latency. Long wires have a low-pass frequency response that limits
their operating speed due to excessive ISI. Capacitive coupling to a long wire creates a pole-
zero pair that provides high-frequency emphasis that mitigates the low-pass wire response
and increases performance [183, 185]. For instance, in the aforementioned case where 10X
reduction was achieved, the bandwidth improves by more than a factor of three.
Another approach to implement reduced swing signaling is to stack up drivers with a
single power supply so that the supply voltage is equally divided between the two drivers
[191]. Figure 7.5 illustrates the implementation of this technique. A DC-DC converter is
required to guarantee Vdd/2 voltage at the mid-point. This DC-DC converter employs a
large capacitance to provide enough output current without deteriorating from the nominal
output voltage. In [191], this large capacitor is implemented using deep-trench capacitors in
an SOI technology.
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7.2.2 Current-Mode Drivers
In a current-mode driver, the data signal is transmitted using a current which is resolved
at the receiver [187–189]. Current-mode drivers usually employ differential signaling. The
benefit of the current-mode signaling technique is that the wire capacitance does not charge
and discharge to the supply rails and hence potential power saving can be achieved. The key
to current-mode signal transporting is the extension of signaling bandwidth and reduction of
the system time constants that result from sensing signals with low impedance nodes. Fig-
ure 7.6(a) illustrates a simple current-mode driver, which employs a differential pair driven
by the complementary data signals. The static power consumption in this configuration
sacrifices the power saving achieved by the current-mode signaling. In order to avoid static
power, the driver shown in Figure 7.6(b) can be adopted. In this configuration the com-
plementary transistors are utilized to prevent a direct path between supply and ground and
hence eliminate the static power dissipation.
One way to implement the current-mode receiver is to employ a TIA, which provides a
large transimpedance and at the same time a low input resistance which helps improve the
wire bandwidth [187]. Another approach is to use a current-mode sense amplifier at the
receiver. This technique has been recently proposed in [189]. As shown in Figure 7.7, in
this technique an open drain differential driver is employed at the transmitter along with
a pre-emphasis equalization tap to remove ISI. The receiver utilizes a current-mode sense
amplifier to convert the received current into a voltage which is consequently resolved by a
comparator. In this technique the wire is essentially embedded into a sense amplifier which is
composed of the transmitter differential pair and the receiver current-mode sense amplifier.
This technique offers high power efficiency, however its operation is limited to 3-4Gb/s.
7.2.3 On-Chip Transmission Line
Electromagnetic wave propagation in on-chip transmission line structures is desirable because
the peak phase velocity is determined by the speed of light in the dielectric surrounding the
interconnect. Unlike distributed RC lines, where signals travel slowly by diffusion, the LC
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Figure 7.6: Current-mode on-chip wire drivers.
Figure 7.7: Sense amplifier based current-mode on-chip wire driver.
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nature of an optimized transmission line structure allows for faster signal transmission [180].
Even though this technique achieves the best latency, implementing an on-chip trans-
mission line requires significant area, as large width is required to guarantee the operation
of the transmission line in the LC regime [179, 180]. Furthermore, usually the transmission
line is implemented with the top most metal as the signal line and the lowest metal as the
ground line. This severely limits the usage of intermediate metal layers in the transmission
line vicinity.
7.2.4 Equalization
Due to the RC nature of the on-chip wires, binary signals suffer from a long train of post-
cursor inter-symbol interference (ISI). A common approach, which has been extensively
employed by designers, is to employ transmit pre-emphasis through feed-forward equalization
[181–183]. As explained in Chapter 2, in this technique, a delayed version of the signal is
employed to reduce the low-frequency content of the transmitted signal and compensate for
the channel loss.
To eliminate ISI, equalization techniques such as decision feedback equalization (DFE)
can be utilized, but the long post-cursor tail necessitates many DFE taps, which results in
significant power overhead. This problem is exacerbated as the technology scales. RC signal
emulation in a DFE is also an attractive solution to eliminate many taps of post-cursors
[185, 191]. The main limiting factor in this technique is to meet the timing requirement in
the feedback loop, especially at high data rates.
In this chapter, we present an on-chip link using minimum-pitch wires for high-speed
signaling to address the bandwidth requirement of future microprocessors. We propose a
double-sampling technique with a feed-forward dynamic offset modulation (DOM) to achieve
high data rates over minimum-pitch and long on-chip wires that suffer from excessive loss and
latency. In order to further improve data rate and reduce power consumption, a capacitively-
driven transmitter is employed [183]. The emphasis of the proposed design is low power
consumption, high bandwidth density and scalability to future technology nodes.
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7.3 Double-Sampling Link
It was shown in Chapter 5 that an RC dominated optical front-end can employ a double-
sampling technique along with dynamic offset modulation to receive data without suffering
from ISI. In this chapter we will demonstrate that a similar technique can be utilized to
achieve a high data rate over minimum-pitch on-chip wires in a very power efficient manner.
The proposed receiver and transmitter for on-chip signaling will be explained in the next
two sections.
7.3.1 Receiver Design
Minimum-pitch wires can have a slow exponential response to a fast transition, with a
time-constant (τ) much larger than the bit time (T). Instead of conventional equalization
techniques, in this work we propose to employ a mostly-digital double-sampling technique to
break the trade-off between the data-rate and the on-chip wire time-constant [193]. Figure
7.8 shows the top-level architecture of the proposed receiver. As shown in Figure 7.8(b), the
input voltage is sampled at the end of two consecutive bit times (V[n-1], V[n]) and these
samples are compared in order to resolve each bit: ∆V [n] = V [n]−V [n−1] > 0 results in 1,
and ∆V [n] < 0 results in 0. Note that the overall sampling rate is still equal to the data rate.
This double-sampled voltage (∆V [n]) will be input-dependent due to the channel transfer
function, Figure 7.9(b). To resolve this problem, the offset of the next stage comparator can
be dynamically modulated to provide a constant voltage at its input regardless of the data
sequence. In this receiver, an offset proportional to the previous sample, V[n-1], is applied to
the comparator. For instance, in case of a large ∆V [n] = ∆Vmax (e.g. a one after many zeros),
or a very small ∆V [n] (e.g. a zero after many zeros), an offset equal to ∆Vmax
2
is subtracted
resulting in ∆V ′[n] = ∆Vmax
2
, and −∆Vmax
2
, respectively as shown in Figure 7.9(b). The same
scenario is true for the opposite case. Figure 7.9(a) shows the z-domain representation of
the double-sampling and the dynamic offset modulation technique. Assuming a dominant
pole of ωp =
1
τ
, it can be shown that for an exponential signal, dynamic offset modulation
can eliminate the input dependency of the double-sampled voltage if DOM gain, β, is equal
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to
β = α(1− e−Tτ ), (7.2)
where α is the main path gain. This results in a constant double-sampled voltage, ∆V ′[n],
equal to
∆V ′[n] =
α
2
(1− e−Tτ ) = α
2
∆Vmax. (7.3)
Another advantage of this technique is the capability to perform immediate demultiplex-
ing at the front-end. A quarter-rate architecture (multiplexing factor of four) is employed in
this design. As a result, the comparators will operate in a fraction of the data rate.
7.3.2 Transmitter Design
Utilizing low-swing signaling also reduces the power consumption in an on-chip interconnect,
where most of the power is associated with the dynamic charging and discharging of the wire
capacitance (Cw). A separate supply can be employed for an inverter-based transmitter to
reduce the signal swing and hence improve power efficiency. However, it is not desirable
to have multiple supplies on chip, as it makes the power distribution complicated. An
alternative approach to achieve low swing is to drive the wire through a capacitor, Cp. This
helps reduce the signal swing on the wire through the use of a capacitive voltage divider.
Ignoring the parasitic capacitance associated with the driver and the receiver, the resulting
signal swing at the receiver side will be equal to Cw
Cw+Cp
× Vdd. The capacitor also pre-
emphasizes transitions and reduces the driver’s load. Because it acts as a high-pass filter,
the capacitor increases the bandwidth of the wire by almost a factor of Cw
Cp
and decreases
latency. Figure 7.10 shows the capacitive driver and the resulting signals at the input and
the output of the wire. As shown in Figure 7.10(b), the receiver input demonstrates an
exponential behavior.
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Figure 7.8: Receiver top-level architecture, double-sampling technique and DOM.
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Figure 7.9: Z-domain representation of the double-sampler and the dynamic offset modulation (a). Operation
of the dynamic offset modulation (b).
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Figure 7.10: Capacitively-driven transmitter (a), double-sampling technique to resolve the received data (b).
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Figure 7.11: Frequency characteristics of a minimum-pitch 7mm wire along with the power spectral density
of the double-sampled pulse.
7.4 Link Latency
The latency of the repeated wires is proportional to their length. In a full-swing repeated
wire, the threshold of the receiver inverter determines the effective arrival time of the trans-
mitted signal. This threshold is usually set to Vdd/2 to achieve maximum noise margin. As a
result, the latency of the wire can be quite accurately approximated by the time it takes for
the receiver input to rise to Vdd/2. As the wires become more resistive the rise time increases,
which results in a long latency. In other words, the signal propagation velocity is a strong
function of the frequency in on-chip wires [180]. For instance, Figure 7.11 illustrates the
normalized velocity of a 7mm wire with respect to the speed of light in the same medium.
As can be observed, at low frequencies the signal experiences much larger delay than in high
frequencies where the signal propagation speed approaches the speed of light. Thus, on-chip
wires impose a large latency to signals with low frequency content.
In a double-sampling receiver the incoming signal is resolved based on the difference
between the two consecutive samples. Therefore, the low-frequency content of the received
signal is filtered by the high-pass behavior of the double-sampler. In other words, this
technique detects transitions in the transmitted signal. As transitions contain high frequency
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Figure 7.12: Power spectral density of the transmitted pulse and the double-sampled pulse.
content, they propagate along the wire at near the speed of light. In addition, the capacitive-
driven transmitter pre-emphasizes signal transitions to further enhance wire latency. To
quantify these effects, Figure 7.12 shows the power spectral density of a transmitted pulse
and a pulse after being processed by the coupling capacitor and the double-sampler. It can be
seen that the double-sampled pulse has no power content at DC and the main portion of the
signal power is concentrated around the baud-rate frequency where the signal propagation
velocity is maximum.
7.5 Circuit Implementation
As mentioned in previous section, in the proposed design a capacitive driver is employed
to achieve small voltage swing and reduce power consumption. It should be noted that the
coupling capacitor limits the maximum number of consecutive ones/zeros due to the voltage
drift associated with the high-pass behavior of the link. As a result, the coupling capacitor,
Cp is optimized to reduce the time constant of the drift process while providing reasonable
voltage swing and bandwidth enhancement. In this design a PMOS transistor realizes a
400fF capacitor for the driver. This results in about 140mV voltage swing over a 7mm
wire and less than about 1mV drift in voltage after more than 40 consecutive ones/zeros.
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Figure 7.13: Transistor level schematic of the receiver front-end and the StrongArm sense amplifier with
capacitive offset cancellation.
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The termination resistor sets the receiver’s DC voltage to Vdd. The high DC voltage at
the input of the receiver guarantees best operation of the PMOS samplers as shown in
Figure 7.13. It also biases the PMOS coupling capacitor in the accumulation regime to
ensure maximum capacitance and hence least area. The sampler utilizes dummy switches to
reduce charge injection. The residual error due to charge sharing and clock feed-through is
removed by the double sampling technique, which performs the single-ended to differential
conversion immediately at the receiver input. The input voltage is sampled by a bank of
four sample/holds (S/H) driven by quarter-rate clock phases. The sampling capacitor Cs
is chosen such that enough SNR for BER< 10−12 is achieved. An amplifier with about
6dB gain provides isolation between the sensitive sampling node and the sense amplifier.
It also creates a constant common-mode voltage and prevents input dependent offset. A
StrongARM sense amplifier is employed to achieve high speed and low power. The sense
amplifier has a separate offset cancellation for mismatch compensation through the variable
capacitors shown in Figure 7.13. The sense amplifier generates a return-to-zero (RZ) output
stream, which is converted to a non-return-to-zero (NRZ) signal through the following SR
latch. The transistor level schematic of the latch is also highlighted in Figure 7.13. The
wires are implemented using a minimum-pitch (0.36µm width, 0.36µm spacing) M7 layer
in the 9-metal process where M6 and M8 layers are densely populated to mimic orthogonal
interconnects in a microprocessor chip. A shielded wiring structure is employed to minimize
coupling noise from adjacent lines, as shown in Figure 7.14(a). This provides noise immunity
while the double-sampling technique eliminates sensitivity to common-mode interferences at
the receiver. Figure 7.14(b) shows the simulated and measured characteristics of the 5mm
and 7mm on-chip wires.
7.6 Experimental Results
The link prototype was fabricated in 28nm LP CMOS technology with the receiver and
transmitter occupying less than 950µm2 and 160µm2, respectively, as shown in Figure 7.15.
The functionality of the transceiver was validated using single-ended on-chip wires with
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Figure 7.14: Shielded single-ended on-chip wire (a). Simulated and measured characteristics of the on-chip
wires (b).
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Figure 7.15: Die micrograph.
Figure 7.16: Total power consumption of the receiver and the transmitter for the 4mm, 5mm, and 7mm
links.
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Figure 7.17: Power breakdown for the 5mm, and 7mm links at different data rates.
different lengths (4-7mm). PRBS-7 to 31 data was generated off-chip and sent to the on-chip
transmitters. Figure 7.17 shows how power consumption (including all clock buffers) changes
with increasing the data rate. The 5mm link operates up to 18Gb/s while achieving better
than 164fJ/b power efficiency. As the link length and thus wire capacitance increases, signal
swing at the receiver degrades. This results in the maximum measured data rate of 15Gb/s
for the 7mm link. At this data rate the power efficiency is about 180fJ/b. For the 1.6µm
wire pitch, the bandwidth density for the 5mm and 7mm links is 11.25 and 9.375Gb/s/µm,
respectively. As this design employs mainly digital blocks, the power consumption almost
linearly scales with data rate, Figure 7.17(a).
An optimally repeated version of the link with the same geometry was also simulated for
comparison purposes. The proposed scheme offers over 4X improvement in energy efficiency
and about 40% lower latency compared to the repeated link. The receiver offers a peak
energy efficiency of 136fJ/b at 10Gb/s data rate for 7mm wires. The transceiver was also
tested using a 4mm wire. This link is composed of two adjacent wires to investigate the effect
of crosstalk. Figure 7.18 shows the on-chip test setup to characterize the effect of adjacent
wire crosstalk. Once the aggressor is activated while Vdd=0.95V the SNR drops due to the
crosstalk noise, which causes an increase in the BER. By increasing the supply to 1V we
could restore the BER, which translates into about 5% degradation in the SNR due to the
crosstalk. This level of crosstalk noise is comparable to a twisted differential architecture.
The power consumption of the receiver in presence of crosstalk is illustrated in Figure 7.19.
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Figure 7.18: Crosstalk measurement setup.
Figure 7.19: Power consumption of the 4mm link in the presence of an aggressor at different data rates.
The advantage of the shielded structure is that it eliminates the Miller capacitance that
exists in a differential pair and hence offers a better power efficiency as well as area effi-
ciency. It also provides a return path for the signal and hence limits the extent of magnetic
coupling. The immediate single-ended to differential conversion provided by the double-
sampling technique also minimizes the sensitivity to common-mode noise. A maximum data
rate of 20Gb/s with BER< 10−12 and 180fJ/b of energy efficiency was achieved over this
link. Figure 7.20 illustrates the demultiplexed output of the receiver for 10Gb/s and 20Gb/s
input data, which is sent off-chip through a 50-ohm output driver. Table 7.1 summarizes the
performance of the proposed link and compares it with prior art.
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Figure 7.20: Receiver output eye diagram at 10Gb/s (a) and 20Gb/s (b) input data rate..
Technology 28nm Bulk CMOS
Supply 1.0V
Data Rate 20Gb/s
Power Consumption 0.11mW/Gb/s
Bandwidth Density 12.5Gb/s/µm
Channel Length 4mm, 5mm, 7mm
Area 950µm2 (RX), 160µm2 (TX)
Table 7.1: OPTICAL RECEIVER PERFORMANCE SUMMARY.
7.7 Summary
On-chip wires present both latency and energy challenges to designers. We present a
transceiver for repeater-less on-chip communication to address these issues. The proposed
design demonstrates high bandwidth density, low latency, and low power consumption. It
employs a capacitively-driven transmitter to pre-emphasize signal transitions and hence im-
prove the overall bandwidth of the channel. In addition, it provides low-swing signaling to
reduce transmitter power consumption. The receiver utilizes double-sampling in conjunction
with dynamic offset modulation to resolve the reduce-swing received signal. A prototype was
fabricated in 28nm CMOS to validate the functionality of the link. The transceiver offers
up to 20Gb/s/ch data rate and 12.5Gb/s/µm bandwidth density with better than 180fJ/b
energy efficiency. Silicon results show an energy savings of about 4X compared to full-swing
CMOS repeaters. The shielded wiring reduces the crosstalk between adjacent channels and
allows for minimum-pitch wires. Experimental results show only 5% degradation in SNR
due to crosstalk. Since this technique employs mainly digital blocks, it is well-suited for
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highly-scaled technologies.
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Chapter 8
Conclusions
8.1 Electrical Interconnects
Most advanced electronic systems today require complex architectures that consist of in-
terconnected integrated circuits (IC). The rapid scaling of CMOS technology continues to
increase the processing power of microprocessors and the storage volume of memories which
demands a corresponding growth in the communication bandwidth. This increase in the
bandwidth can be achieved by employing large numbers of input and outputs (IOs) per chip
as well as high data rates per IO. Electrical channels are a natural medium for chip-to-chip
communication due to their efficient integration and low cost. Electrical channels are known
to impose limited bandwidth mainly due to skin effect and dielectric losses, while CMOS
scaling keeps increasing the switching speed of transistors. The dielectric and resistive losses
of copper channels increase as the operation frequency increases. Such frequency depen-
dent attenuation causes inter-symbol interference (ISI) and ultimately signal-to-noise-ratio
(SNR) degradation. Such frequency dependent attenuations can create severe inter-symbol-
interference and hence SNR degradation. Designers combat this problem using equalization.
that can be removed by equalization techniques; nevertheless, the power overhead of equal-
ization should be very low. One way to achieve high aggregate data rates is to employ a
large number of channels to carry data in parallel. However, placing transmission channels
in close proximity causes crosstalk and results in poor signal integrity. Therefore low-power
crosstalk cancellation techniques are necessary to allow for a high level of parallelism.
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In this thesis, we introduced a switched-capacitor equalization technique which allows the
implementation of many taps of decision feedback equalization in an ultra low-power fashion.
The key advantage of this technique is that the equalization tap summation is performed
in the charge domain to enable low-power operation. Unlike conventional current-mode
summers, the charge-mode summer does not require static current. It can also benefit from
technology scaling due to switch performance improvement and reduced power consumption
of the clock distribution network. Coupling noise is addressed in the proposed design through
an efficient far-end crosstalk cancellation scheme. From electromagnetic theory we know that
an aggressor signal experiences a differentiator operation to reach the far-end of the coupled
line. Therefore, we have employed a simple RC as a differentiator to mimic the behavior of
the FEXT noise. As a result, the crosstalk cancellation scheme imposes minimal power and
area overhead.
To demonstrate the functionality of the proposed schemes a 4-tap architecture was im-
plemented in which two taps were utilized for equalization and the other two for crosstalk
cancellation. The prototype was fabricated in 45nm SOI CMOS. Half-rate clocking and
loop-unrolling was employed to enable high data rates and perform data demultiplexing by
a factor of two. To further reduce power consumption, analog multiplexer are used and
combined with latches. This helps to reduce the number of digital latches. This receiver
is suitable for channels with a considerable amount of ISI and crosstalk noise. The simple,
low-power DFE can significantly enhance the data rate over lossy channels. In this design,
high power efficiency (0.5mW/Gb/s) is achieved by using an SC summation technique, ana-
log multiplexers, and half-rate clocking. The crosstalk cancellation removes more than 75%
of crosstalk noise with less than 5% (33µW/Gbps) extra power dissipation. Experimental
results validate the feasibility of the DFE receiver for ultra-low-power, high-data rate and
highly parallel I/O links.
Next, we introduced a high-speed low-power transmitter design. The proposed trans-
mitter, in conjunction with the DFE receiver, enables highly parallel communication over
bandwidth-limited copper channels required for future board-level chip-to-chip links. It em-
ploys passive equalization to compensate for the frequency-dependent loss of the channel.
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Unlike conventional transmitter equalization techniques, the proposed design avoids active
delay elements to reduce total power consumption. Instead, equalization is performed us-
ing a compact on-chip 3D inductor with adjustable size. Measurement results show that the
transmitter supports data transmission over PCB channels with loss levels in excess of 20dB.
In summary, in this dissertation we have demonstrated a compact low-power electrical
transceiver design suitable for implementation in highly advanced CMOS technologies. The
proposed design addresses the increasing demand for chip-to-chip IO bandwidth scaling for
future high-performance computing systems.
8.2 Optical Link Performance Summary
For practical optical chip IOs, small size, low-power CMOS interface circuits are required.
In this thesis we proposed a novel RC front-end receiver to achieve these requirements. The
receiver employs combined double-sampling and dynamic offset modulation to achieve low-
power consumption and high data rate. It removes the need for high gain stages (employed
in TIA-based receivers) operating at the bit rate while minimally compromising sensitivity,
making it suitable for implementation in highly scaled CMOS technologies.
In this receiver, the optically generated current from the photodiode is converted into
a voltage using a resistor at the front-end. The resulting voltage will be sampled at the
end of two consecutive bit-times and compared for data recovery. In order to avoid data-
dependent sensitivity degradation, the dynamic offset modulation technique is employed. In
this technique, the offset of the receiver comparator is changed based on the received pattern
to ensure constant double-sampled voltage. The data rate for this front-end is limited by the
aperture time of the samplers. Thus by using de-multiplexing and parallelism it can support
very high data rates while the timing constraints on the following comparators are relaxed.
For this receiver we could achieve up to 24Gb/s in a 65nm CMOS test-chip.
The sensitivity of this receiver is determined by the total capacitance at the input node
and noise and offset of the samplers and comparators. For a certain photodiode capacitance
and de-multiplexing factor, we can optimize the sizing of the sampling capacitors for the best
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sensitivity. The optimum sampling capacitance is a compromise between the kT/C noise and
total capacitance of the input node. Further improvement of receiver sensitivity is possible
only if the photodiode capacitance is reduced. The offset of the comparator also directly
degrades the sensitivity and should be minimized. In our design an offset compensation
technique is used to allow smaller transistors and lower power consumption.
The low power consumption of this receiver makes it an excellent choice for a dense array
of receivers on-chip. The scaling behavior of this receiver was discussed in Chapter 5. The
data rate per receiver increases with the same rate as feature sizes scale down. The advances
in silicon photonics and integration technologies also promise low parasitic capacitances due
to the photodiode. In Chapter 5 we also discussed how the data rate and sensitivity of the
receiver improves with photodiode capacitance scaling. Since the sizings of the samplers and
comparators are dictated by the noise, the power of the front-end scales slower than the
digital and clocking circuits. However, the main portion of the receiver power consumption
is associated with the digital blocks, thus the overall power consumption scales rapidly with
the scaled technologies. For instance, simulations show a factor of two reduction in power
by scaling from 65nm to 28nm CMOS technology. A major design challenge with advanced
technologies is the reduced power supply voltage. The resistive front-end plays a key role in
maintaining the performance of the receiver for reduced power supplies as it automatically
limits the input node voltage and avoids non-linear operation of the sampler. In addition, a
variable input resistance can guarantee linear operation of the receiver front-end for different
input optical powers and hence rectifies the limited maximum optical power problem. It also
eliminates the need for data encoding, which is necessary in integrating receivers to avoid
long sequences of ones or zeros.
The proposed front-end needs a synchronous clock signal to perform the double sampling
and comparison. In Chapter 4 we explored the possibility of baud-rate phase recovery
technique for the proposed receiver. In this technique the samples that are separated by two
bits are compared to extract phase information. Although this phase measurement is noisy
and has low gain, it is effective in a low-bandwidth phase recovery loop. The principles and
performance of this technique are also discussed in Chapter 4.
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8.3 On-Chip Interconnects
This work described the limitations imposed by on-chip wires on the performance of inte-
grated circuits. Wire delays are becoming larger while gate delays scale down. The shrinking
cross-sectional area of the wires in advanced technologies makes them highly resistive, which
in conjunction with the wire capacitance, creates severe latency in long global wires. To
mitigate this problem, repeated wires have been commonly employed by designers to take
advantage of the improved transistor quality and compensate for the wire shortcomings.
The power and area overhead of the repeated wires is becoming prohibitive as the technol-
ogy scales, therefore new on-chip signaling techniques are necessary to avoid wire-imposed
performance limitations.
We introduced different techniques used by designers to achieve efficient on-chip inter-
connects such as low-swing signaling, current-mode drivers, transmission line-based inter-
connects, and equalization. We showed the inadequacy of these technique in meeting the
stringent bandwidth requirements of future integrated circuits.
Next we proposed a novel technique inspired by the double-sampling RC receiver dis-
cussed in Chapter 5. Due to the RC-limited nature of the on-chip wires, sharp transmitted
signals experience long exponential post-cursor tails, which can be removed using many taps
of equalization at the cost of excessive power consumption. Instead, we employ double-
sampling to measure the difference between the input voltage due to consecutive bits and
resolve the incoming data. This technique offers low-power operation and is suitable for
implementation in highly advanced CMOS technologies. To further reduce power consump-
tion, a capacitive-driven transmitter is also employed, which enables low-swing signaling.
The functionality of the proposed on-chip link was validated through silicon implementa-
tion. In summary, the proposed approach can provide the required bandwidth for future
many-core processors.
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