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We consider in this paper the Riemann problem for p-systems of mixed type that
define two hyperbolic phases with a stress function satisfying general genuinely
nonlinear hypotheses. We describe here all the global Riemann solvers that are
continuous for the L1 distance with respect to initial data while conserving the
natural symmetry properties of the p-system and coinciding with the Lax solution
when defined: these Riemann solvers can be described entirely by a kinetic function,
used to select a manifold of subsonic phase transitions and a corresponding set of
supersonic phase transitions. © 2002 Elsevier Science (USA)
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1. INTRODUCTION
This paper is motivated by the Cauchy problem for a nonlinear wave
type equation over the one dimensional space that is a simple isothermal
model of phase transition for an elastodynamic:
ztt−[s(zx)]x=0.(1.1)
Writing w=zt, v=zx, we have
wt−vx=0
vt−s(w)x=0.
(1.2)
Here w is the displacement gradient and v the velocity of the material. We
assume that there exists wg, wg, with −. < wg < wg <. such that the
stress strain function s: [−.,.[Q R is a monotonic decreasing function
over the interval [wg, wg] and monotonic increasing in [−., wg] and
[wg,+.]. This setting defines three distinct phases that we denote by
I1={(w, v) ¥ R2 : w [ wg} (first phase),
I2={(w, v) ¥ R2 : wg < w < wg} (second phase),
I3={(w, v) ¥ R2 : w \ wg} (third phase).
We consider in this paper the case in which each characteristic field is
genuinely nonlinear, the linearly degenerate or trilinear case having already
been treated in the spirit of this paper in [20] (see also references therein).
The assumptions concerning the stress function are as follows s is smooth
and s' never vanishes on the set Ihyp,
s'(w) ] 0, for every w ¥ Ihyp=I1 2 I3, s ¥ C2.(1.3)
We have s'(w) < 0, w ¥ I1 and s'(w) > 0, w ¥ I3. Notice that (1.3) contains
the case of a (concave) perturbation of a trilinear stress strain function s.
System (1.2) can be written equivalently in the following form
ut−A(u) ux=0, with A=1 0 1
s −(w) 0
S , u=(w, v).
The eigenvalues are formally l1(u)=−`s −(w), l2(u)=+`s −(w), and we
choose the following associated eigenvectors of first and second family,
respectively ,
r1(u)=e R 1`s −(w)S , r2(u)=−e R −1`s −(w)S ,
where e=+1 if u ¥ I1 and e=−1 if u ¥ I3.
This system is of mixed type, more precisely of elliptic type, for data
lying in the second phase I2 and of hyperbolic type for data lying in Ihyp.
A weak solution of (1.2) consisting of a shock connecting the two hyperbolic
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phases is called a phase transition. A phase transition satisfying the Lax
stability criterion is a supersonic phase transition, while other phase
transitions are subsonic.
There is a natural entropy U(u) for (1.2) that corresponds precisely to
the energy for the wave equation (1.1). Denoting F(u) as its associated flux
and u=(w, v), we have:
U(u)=W(w)+12 v
2, F(u)=s(w) v, W(w)=Fw
0
s(x) dx.(1.4)
Throughout in this paper, a solution of (1.2) is entropic if it verifies in a
measure sense the single entropy relation
“tU(u)−“xF(u) [ 0,(1.5)
and a solution of (1.2) is called admissible if it is an entropic solution that
takes values in the hyperbolic phases Ihyp. This last choice is natural in our
context, because the Cauchy problem for (1.2) is ill posed for initial data
lying in the elliptic phase.
To study the Cauchy problem for nonlinear conservation laws, the liter-
ature provides tools such as Glimm’s scheme [8] or wave front tracking
[4]. In order to use these tools for our purpose, we need to prescribe what
we call in this paper an admissible Riemann solver for (1.2), that is, a way
of giving a self-similar admissible solution of the Riemann problem with
continuity with respect to the L1 distance for any initial data lying in the
hyperbolic phases.
There is a wide literature dedicated to the problem of constructing a
Riemann solver for (1.2); see [9–17, 25]. In most cases, some physical
considerations, for example the viscosity capillarity criterion [24], or
mathematical ones, for example the maximization of entropy dissipation
[7], were taken into account. In particular, when considering specific phy-
sical models (the system (1.2) models also Van der Waal fluid phase transi-
tions), the main issue was the good matching of the proposed solution with
physical phenomena and experimental results. Because of that, in many
papers the properties of uniqueness, continuity, and globality were not
always granted. Our point of view is quite opposite: our aim is to mathe-
matically characterize all Riemann solvers suitable to tackle the general
Cauchy problem. To our knowledge the only Riemann solvers, admissible
in our sense, for elastodynamic systems of mixed type are provided in
[17, 22]. The latter Riemann solver has some similitudes with the Liu con-
struction in the nonconvex hyperbolic case [21] and solves the Riemann
problem including supersonic and stationary phase transitions. This Lax–
Shearer Riemann solver is somewhat unsatisfactory, because subsonic
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phase transitions are observed experimentally. Thus we look in this paper
to other admissible solvers that include such a behavior.
The pathology of systems of mixed type concerns the ill posedness of
the initial value problem. More precisely, there is no uniqueness of the
Riemann problem if one considers the whole set of admissible solutions.
This lack of uniqueness is due to the presence of both subsonic and super-
sonic phase transitions that allow one to define infinitely many solutions to
the Riemann problem in some cases. To retrieve uniqueness, a natural idea
is to narrow the set of phase transitions. Different ways of selecting phase
transitions have been envisaged. One can require that the solution mini-
mizes the energy in a suitable sense (see [3, 6]) or be obtained as the limit
of a viscosity capillarity approximation (see for example [23, 24]. These
approaches can match the theory of the kinetic model introduced in [1], in
which Aberayathe and Knowles select, via a kinetic function, phase transi-
tions that have an entropy dissipation prescribed by its velocity. The link
between this kinetic relation and the viscosity capillarity approximation can
be found for example in [26].
We show in this paper that the concept of kinetic relation is a good
setting for our purpose. The main idea is to use a kinetic relation to select a
manifold of subsonic phase transitions. This manifold in turn determines a
corresponding set of supersonic phase transitions (possibly empty, depend-
ing on the choice of the kinetic function and the shape of the stress func-
tion) that one has to include to construct properly all the wave patterns.
Our main result shows that all admissible Riemann solvers can be
described by a kinetic relation. Conversely, any kinetic function verifying
some monotonicity property determines uniquely a symmetric admissible
Riemann solver (see Theorem 4.1). Such a result is consistent with the
scalar case treated in [2].
We have to point out that, even if there is some results in this direction
[12, 23], a satisfactory understanding of the relationships between the
various approaches proposed in the literature seems not yet reached.
Therefore further investigations are needed for a definitive answer to the
question and we believe that this exhaustive mathematical classification of
admissible Riemann solvers can help toward a complete picture of the
model.
Let us make some more specific remarks concerning the results obtained
there. First we notice that the Lax–Shearer solution described in [22] that
includes only supersonic, sonic, or stationary phase transitions can be
defined for any stress strain function. For particular stress strain functions
s, such as the cubic one, the Riemann problem can be solved using only
subsonic phase transitions. But such a purely subsonic construction fails to
be defined globally for some models that come from physics, such as a
perturbation of the trilinear case or Van der Wall gases (even if the
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pressure function of this last model does not fulfill our hypotheses). For these
models, the only way to avoid the Lax–Shearer solution is to consider a
Riemann solver that contains both subsonic and supersonic phase transi-
tions. With such a selection, the wave patterns should look like the one
presented in Section 3 for the cubic case. These wave patterns are comple-
tely asymmetric according to the considered phase. We notice also that a
kinetic relation can substitute a nucleation criterion. For instance, a kinetic
relation can retrieve uniqueness for the Riemann solvers described in [23]
while constructing the same solutions, except in a small zone due to sta-
tionary phase transitions, the Riemann solver being furthermore continu-
ous. Finally let us point out that this paper gives the way to generalize the
standard theory to solve the Riemann problem from the classical non-
strictly hyperbolic case to mixed type or non strictly hyperbolic systems
(see [18] for an essay in this last situation): it seems that the selection of a
manifold of subsonic or sonic phase transitions owning some property of
non tangency is enough to determine entirely a reasonable solution of the
Riemann problem.
This paper is organized as follows. The next section contains preliminary
results. We carefully analyze there the set of admissible connections for
(1.2), that is the set composed of all rarefactions and entropic shocks. This
is done because, as pointed out above, one has to narrow this set of
admissible connections to properly solve the Riemann problem. Therefore
we give also a precise definition of a Riemann solver corresponding to a
selection of connections in order to make precise the definition of an
admissible Riemann solver. At this point we restrict ourselves to symmetric
Riemann solvers, which are solvers maintaining two natural symmetries of
the solutions of (1.2): the invariance by translation in the v component and
by reflection in the w component. This choice is not the general case, but is
very natural while simplifying the problem and giving the main picture.
Actually, these symmetries allow us to use a simple geometrical argument
to determine the possible wave patterns, as described in Section 3. We
introduce in this last section the concept of kinetic function and the asso-
ciated Riemann solver. To illustrate this construction, we consider a par-
ticular example of an admissible Riemann solver in the case of a cubic
stress function s, studied extensively in the literature as a model for non-
linear elasticity. Then we state and prove our main result in the last section
of this paper.
2. PRELIMINARY RESULTS.
Notations. Let us consider two states, say u1, u2 ¥ R2.We introduce for i ¥
{1, 3} the functions di(u1)={1, u ¥ Ii, 0 otherwise}, di, j(u1, u2)=di(u1) dj(u2)
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with similar definition if w ¥ R for di(w), di, j(w1, w2). Given a function
f: u ¥ R2Q f(u) ¥ R, we denote the jump and average with respect to
states say (u1, u2) as [f]
u2
u1=f(u2)−f(u1), {f}
u2
u1=(f(u2)+f(u1))/2. For
short in the rest of this paper, we drop the dependency over states u1 u2: for
instance [f], di, di, j refers to [f]
u2
u1 , di(u1), di, j(w1, w2). The domain of
definition of a function f is denoted D(f) .
2.1. Admissible Connections
We describe in this section the set of basic admissible waves of (1.2), that
consists in:
Rarefaction curves. These are continuous piecewise smooth solutions of
(1.2) that can be written under the scale invariant form
(u1, u2)(x, t)=˛u1, xt [ li(u1)u 1xt 2 , li(u1) [ xt [ li(u2), i ¥ {1, 2}
u2, u2,
x
t
> li(u1).
(2.1)
We refer to such a solution as a rarefaction wave of the ith family. In this
case, (u1, u2) ¥ Ij×Ij, with j ¥ {1, 3}. Our choice of eigenvectors verifies the
convention Dli(u) · ri(u) > 0, i ¥ {1, 2}. Thus the set of states u2 reachable
from u1 by a rarefaction wave of the ith family are given by the solutions
of the integral curves of ddt u(t)=ri(u(t)), u(0)=u1 for positive t and lying
in the hyperbolic regions. This leads straightforwardly to the relation
[v]=(d1, 1−d3, 3) :Fw2
w1
`s − (w) dw :.(2.2)
In the rest of this paper, we note by Vmin — Vmin(u1, u2)=li(u1) (resp.
Vmax(w1, w2)=li(u2)) the minimum (resp. maximum) of the velocity of a
rarefaction wave (u1, u2)(x, t).
Admissible shocks. We look in this part to the set of weak discontinuous
solutions of (1.2) that can be described under the form
(u1, u2)(x, t)=˛u1, x [ Vtu2, x > Vt.(2.3)
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Thus an entropic solution verifies the following Rankine Hugoniot and
entropy conditions:
V[w]+[v]=0
V[v]+[s]=0(2.4)
V[U]+[F(U)] \ 0.
We deduce from these last relations the two following ones (see [20] for
details)
V2[w]=[s], 0 [ V([W]−{s}[w]).
We denote for short in the next
E=E(w1, w2)=[W]−{s}[w].(2.5)
A geometrical interpretation of the function E(w1, w2) is given considering
j(w)=
w2−w
w2−w1
s(w1)+
w1−w
w2−w1
s(w2),
with w ¥ [w1, w2], that is the linear interpolation of (w1, s(w1)) and
(w2, s(w2)). It is easy to check that E=>w2w1 (s−j)(w) dw. Hence E(w1, w2)
corresponds to the area between the graph of s and that of j.
Thus if [w] ] 0, we rewrite (2.4) as
V[w]+[v]=0
[w] V2=[s],
(2.6)
VE \ 0.(2.7)
We call (u1, u2) ¥ I2hyp a shock if it is a solution of the Rankine Hugoniot
conditions (2.6), and a shock is called admissible if it verifies the extra
entropy criterion (2.7). Note that in this system, the velocity and the
entropy do not depend upon the v variable. In the rest of this paper, we
denote the velocity of a shock (u1, u2) by V(u1, u2) or V(w1, w2). It is con-
venient for us to have a unified representation of the set of connections.
Thus, we use in the rest of this paper the convention Vmax(w1, w2)=
Vmin(w1, w2)=V if (u1, u2) is a shock.
We point out in the next paragraph the symmetry of the set of admissible
connections defined by (2.6)–(2.7)–(2.2). Let us introduce for (w1, v1) ¥
Ihyp the following operators: Tv(w1, v1)=(w1, v1+v) and G(w1, v1)=
(w1, −v1). We also define G(u1, ..., uN)=(G(uN), ..., G(u1)), for ui ¥ Ihyp,
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1 [ i [N. Due to the symmetry of the expressions involved in (2.6)–(2.7)
or (2.2), the set of connections defined above have the following properties:
(u1, u2) ¥ CS G(u1, u2) ¥ C,
(u1, u2) ¥ CS (Tv(u1), Tv(u2)) ¥ C, -v ¥ R.
(2.8)
Furthermore we have
Vmin(G(u1, u2))=−Vmax(u1, u2); Vmax(G(u1, u2))=−Vmin(u1, u2).
These symmetries of the subset of admissible connections reflect the invari-
ance of solutions (1.2) for translations on the v variable and reflection on
the w variable. Thus, as mentioned in the Introduction, it is natural, and
also it simplifies the problem, to maintain them while considering Riemann
solvers.
We summarize these facts in the following definition.
Definition 2.1. The set CA of couples (u1, u2) ¥ R2×R2 of states that
satisfy (2.6)–(2.7) or (2.2) is called the set of admissible connections.
A subset C of CA is called symmetric if it verifies (2.8).
Recall that the set of admissible connections lying in the same phase and
starting from a given state u1, made of shocks and rarefaction waves of the
same family, define a C2 curve according to the classical result of Lax.
Let i, j ¥ {1, 3}. Given a subset C of CA, we use the symbol C (i, j) to
indicate the connections (u, v) ¥ C such that u ¥ Ii, v ¥ Ij. To give a further
description of the set of admissible connections, we will consider in the rest
of this paper the following notations. If no confusion is possible, we refer
by default to the subset C, and we use the subscript A to indicate that the
set under consideration is CA.
For instance L=C(1, 1) 2 C (3, 3) stand for the set of connections of Lax
type included in C. We consider sets C containing all connections of Lax
type, i.e., verifying
L=LA=C
(1, 1)
A 2 C (3, 3)A .
Indeed, this choice ensures that all classical wave patterns of Lax type
connecting two states belonging to the same phase are taken into account
by the Riemann solver. Among these Lax connections, we denote by LR
the set of rarefaction wave connections, i.e. the set of states that solve
(2.2), and by LS the set of Lax shock wave connections, i.e., that solve
(2.6)–(2.7).
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The subset T=C(1, 3) 2 C (3, 1) is the set of phase transitions. We specify
Ts, as the subset of T made of subsonic phase transitions given by
Ts={(u1, u2) ¥ T : V2(w1, w2) [min{s −(w1), s −(w2)}}.
The supersonic phase transition set TS is the set
TS={(u1, u2) ¥ T : V2(w1, w2) >min{s −(w1), s −(w2)}}.
One can easily see that a shock belonging to TS is of Lax type: three char-
acteristics cross the shocks, while one exits it. Meanwhile Ts is not of Lax
type because two characteristics exit the shock. The tangent (or sonic)
phase transitions set TT … Ts delimits the two previous subsets:
TT={(u1, u2) ¥ T : V2(w1, w2)=min{s −(w1), s −(w2)}}.
The stationary phase transition set T0 … Ts is
T0={(u1, u2) ¥ T : V2(u1, u2)=0}.
We single out the following sets of subsonic phase transition for future
reference
TE={(u1, u2) ¥ Ts : V(w1, w2)=V(w1, wg), or V(w1, w2)=V(w1, wg)}
and
TN=3(u1, u2) ¥ T− : [v] [ d1, 3 Fw*
w1
`s −(w) dw+d3, 1 F
w1
w*
`s −(w) dw4 .(2.9)
Note that the family of waves in the case of elastodynamics are classified
depending upon the sign of the velocity of the connection. In the rest of
this paper we indicate with a superscript C+ (resp C−) the subset of C of
positive velocity (resp. negative).
A convenient representation of any C ı CA is given considering its
projection PwC over the (w1, w2) plane (see [26] and references therein)
that is contained in PwCA. In the following we give a more complete
description of PwCA. For this we introduce the sets
c1=PwT0A , c2=Pw{(u1, u2) ¥ CA : E(u1, u2)=0}, c3=PwTTA , c4=PwTEA .
A representation of these sets is given in Figs. 1 and 2 for the special case
of a cubic stress function s.
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As the square of the velocity depends only on the w variables, the set c1
belongs to the boundary of PwCA. Note that c1 is given by {(w1, w2) ¥
Ii×Ij, i ] j : [s(w)]=0}. Due to the genuinely nonlinear hypotheses (1.3),
the equation s(w2)=s(w1) has exactly one solution w2 ¥ Ij for w1 belong-
ing to [wgg, wg] 2 [wg, wgg], where s(wgg)=s(wg) and s(wgg)=s(wg).
This solution is denoted by c1(w1) when defined. Due to the symmetry
property (2.8), the couple (c1(w1), w1) also belongs to the set c1. This
proves that function c1(w) is invertible in its domain of definition. Notice
that any admissible phase transition, whose projection is (w1, w2), must
satisfy w2 ¥ [c1(w1),.) for w1 ¥ I1 and w2 ¥ (., c1(w1)] for w1 ¥ I3.
The set c3 separates the projection of the set of subsonic phase transi-
tions PwTsA from the set of supersonic phase transitions PwTSA . The equation
to solve in this case is [s][w]=min(s
−(w1), s −(w2)). Let us first consider
[s]
[w]=s
−(w1). This leads to the equation s(w1)−s(w2)−s −(w1)(w1−w2)=
0=>w2w1 s'(w)(w−w2) dw, which admits a first trivial solution w1. Due to the
genuinely nonlinear hypotheses (1.3), the functionw2 Q >w2w1 s'(w)(w−w2) dw
is of constant sign for w2 in the same phase of w1. Moreover its derivative
changes sign at w1 and also at wg. Thus, when it exists, there is a unique
solution c−3 (w1) ] w1. Under assumption (1.3), one can see that this func-
tion is defined over two open intervals (w3gg, wg] 2 [wg, wgg3 ). Under the
stronger assumption
s'(w) < − e, w [ wg; s'(w) > e, w \ wg,(2.10)
which is satisfied by the cubic case of a stress strain function. We have
w3gg=−. and wgg3 =+.. With such a definition, the couple (w1, c−3 (w1)),
w1 ¥ Ihyp, always verifies the Rankine Hugoniot conditions; i.e., c−3 (w1) ¥
[c1(w1),.] or c−3 (w1) ¥ [−., c1(w1)] according to the considered phases.
In the same way, when defined, the solution of [s][w]=s
−(w2) is denoted
c+3 (w1). Due to (2.8) the two functions c
−
3 , c
+
3 are invertible in their defini-
tion domain; moreover, they verify c+3 (c
−
3 (w))=w and c
±
3 (w1) do not lie in
the phase to which w1 belongs.
As the entropy depends only upon the w variable, and due to the entropy
condition (2.7), the velocity of phase transitions changes sign when
crossing the set c2. Note that c2 is the set of solutions of [W(w)]−
{s(w)}[w]=0 and admits always the diagonal {w1=w2} as set of solu-
tions if s is odd. In the general case, we compute d/(dw2) E(w1, w2)=
1
2 ([s]−s
−(w2)[w]). Thus w2 Q d/(dw2) E(w1, w2) changes sign at w1 and
at c+3 (w1). It emerges that there exists a second solution c2(w1) > c
+
3 (w1) for
w1 lying in an open interval of the first phase, and c2(w1) < c
−
3 (w1) for w1
lying in an open interval of the third phase. Due to the entropy condition
(2.7), (w1, c2(w1)) is the projection of two admissible phase transitions of
velocity ±`[s(w)][w] , of course if the Rankine Hugoniot conditions can be
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fulfilled, i.e., if c2(w1) ¥ [c1(w1),.), or c2(w1) ¥ (−., c1(w1)] according to
the considered phase. We can prove as before that c2(w) is invertible in its
domain of definition, and we denote in the rest c−12 its inverse. Note also
that d/(dw1) E(w1, w2)=−
1
2 ([s]−s
−(w1)[w]), changing sign at w1 and
c−3 (w1). Thus we can estimate c2(w1) ¥ [c ±3 (w1), c +3 (w1)], the sign depend-
ing upon phases. The entropy condition (2.7) implies that (w1, c
+
3 (w1)) is
the projection of a positive velocity shock, while (w1, c
−
3 (w1)) is the
projection of a negative velocity shock.
The set c4 is described by distinct components, one given by the solu-
tion of [s][w]=V
2(w1, w2)=max{V2(w1, wg), V2(w1, wg)}, denoted c
−
4 (w1),
and the second one, denoted by c+4 (w1), is the solution of
[s]
[w]=
min{V2(w1, wg), V2(w1, wg)}. We check easily as above that, when
defined, these two functions are decreasing, c−4 (w1) ¥ ]−., wgg] 2 [wg,.[,
c+4 (c
−
4 (w))=w and [c
−
4 (w1), c
+
4 (w1)] … [c−3 (w1), c+3 (w1)]. We introduce the
following condition
±E(w1, c
±
4 (w1)) \ 0.(2.11)
If (2.11) is verified, then we can check the inequality c+4 (w1) < c2(w1) <
c−4 (w1) for w1 in the first phase, and c
+
4 (w1) > c2(w1) > c
−
4 (w1) for w1 in the
third phase. Thus under assumption (2.11), (w1, c
−
4 (w1)) is the projection
of a negative velocity shock, while (w1, c
+
4 (w1)) is the projection of a posi-
tive velocity shock. We point out that (2.11) is always verified for
symmetric stress strain functions s.
It comes out from this analysis that, up to translations in the v variable,
PwCA is a two to one projection in the Lax zone (one shock and one rare-
faction of opposite family) and one to one into the transition phase zone,
apart from the line given by null entropy phase transitions, where it
becomes a two to one projection.
To conclude this section, we remark that TN does not contain any
tangent or supersonic phase transitions: let us consider a phase transition
(u1, u2) ¥ (TS 2 TT) (1, 3), −. Using (2.4), we have [v]2=[s][w]. We can then
estimate
[v]2 \ [s]c
−
3 (w1)
w1 [w]
c −3 (w1)
w1 =V
2(w1, c
−
3 (w1))([w]
c −3 (w1)
w1 )
2 \ s −(w1)([w]c
−
3 (w1)
w1 )
2
\ s −(w1)(wg−w1)2 > d1, 3 1Fw*
w1
`s −(w) dw22.
In a similar way, one can check that a phase transition (u1, u2) ¥
(TS 2 TT) (3, 1), − does not belong to TN. This implies also using (2.8) that
supersonic phase transitions of positive velocities do not belong to TN.
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2.2. Riemann Solver Generated by a Subset of Admissible Connections
We look for a Riemann solver that is a function R defined for two states
u1, u2 ¥ Ihyp and solving the Riemann problems associated to (1.2) with
self-similar solutions and satisfying the following properties.
Globality. R has to be determined for every couple of states lying in the
hyperbolic region Ihyp.
Uniqueness. R has to be uniquely determined.
Continuity. R has to be continuous for the L1 distance with respect to
the initial data of the Riemann problem.
We call such a Riemann solver admissible. It is known that if one con-
siders the whole set of admissible connections CA as a basic tool to con-
struct the solution of the Riemann problem, then there exists an infinity of
possible solutions for certain initial data (nonuniqueness). Thus a natural
idea is to narrow the set of admissible connections. In this section, we show
how to construct a Riemann solver from a subset C … CA, and we give a
precise definition of the globality, uniqueness, and continuity property of
this.
Therefore, we look for a continuous function R: I2hyp Q L
.(R+t ; L
1
loc(Rx))
whose particular shape is
R(u− , u+)(t, x)=˛u−=u1, x < V1t(ui, ui+1)(t, x), Vit [ x < Vi+1t, 1 [ i [N−1
u+=uN, x \ VNt,
(2.12)
where (ui, ui+1) ¥ C … CA and (ui, ui+1)(t, x) are defined in (2.1) and (2.3).
Note that a solution can be viewed as a discrete path of N components
connecting two points belonging to Ihyp with admissible connections
(ui, ui+1) ¥ CA, assuming increasing velocities Vmax(ui−1, ui) [ Vmin(ui, ui+1),
1 [ i [N−1. Thus we use the notation R(u− , u+)=(u1, ..., uN) and we
analyze in the next the construction of admissible paths. Given a subset
C … CA made of admissible connections, we define the set of connections
that can be joined to the right of a subset K … C as
C(K)=˛ (u2, u3) ¥ C such that there exists (u1, u2) ¥K satisfying
Vmax(u1, u2) [ Vmin(u2, u3)
ˇ.
So we can define inductively the set of connections that can be joined to
the right of a set K by a path of length i as
C i(K)=C(C i−1(K)), C0(K)=K.
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With this definition, the set of states reachable from a given state u1 by a
path of length i can be defined, based on K(u1)={(u1, u2) : (u1, u2) ¥ C},
as
C0(u1)=u1, C1(u1)={u2: (u1, u2) ¥K(u1)},
C i(u1)={ui: (ui−1, ui) ¥ C i−1(K(u1))}, i > 1.
Given a set C … CA, u− ¥ Ihyp then for every j and u+ ¥ C j(u−) we can define
a set of solutions to the Riemann problem associated to (u− , u+) cons-
tructing paths (u−=u1, ..., uj=u+) such that ui ¥ C i(u−) and (ui−1, ui) ¥ C,
2 [ i [ j. Notice that with this definition one has many solutions in term of
paths, for instance if (u− , ug), (ug, u+) ¥ LR 5 C, then both paths (u− , u+)
and (u− , ug, u+) are admissible. Since we consider L
1
loc functions, if two
distinct paths R1(u− , ug) and R2(u− , ug) correspond to two solutions of the
same Riemann problem with zero distance in L1loc, then we consider only
the path of smaller length. In this way, the subset C associates to each
(u− , u+) a set of paths corresponding to solutions of the Riemann problem
with data (u− , u+) .
With these notations, we call a Riemann solver generated by a set of
shocks C unique if it determines at most one solution of the Riemann
problem for every initial datum, that is if the two following conditions are
satisfied for all u1 ¥ Ihyp:
C i(u1) 5 C j(u1)={”}, i ] j
(u2, u4), (u3, u4) ¥ C i(K(u1))2 u2=u3.
(2.13)
For such a Riemann solver R, if there exists a N ¥N such that for all
u1 ¥ Ihyp
0
i=0, ..., N
C i(u1)=Ihyp,(2.14)
then we say that R is global. Note that if a Riemann solver is global and
unique, then there exists an N such that for all u ¥ Ihyp and i > N,
C i(u)={”}. Finally, a Riemann solver is said to be continuous if it veri-
fies the following property: (u− , u+)Q R(u− , u+)(1, x) is a continuous map
from I2hyp Q L
1
loc(Rx).
Turning now to the elastodynamic case, we analyze some properties of
the Riemann solver generated by a set of admissible connections C … CA. If
R(u− , u+)=(u−=u1, ..., uN=u+) with (ui, ui+1) ¥ Ci … CA, then we say
that R(u− , u+) is a pattern of kind C1− · · · −CN−1.
We first exclude some wave patterns of length two in what follows.
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Lemma 2.2. Consider R to be the Riemann solver that corresponds to a
symmetric subset C … CA. Then the following wave patterns have to be
excluded
(1) L+−L+ (2) (T+0T0)−(T+0T0) (3) T+−L+ (4) L+−T+S
(5) L−−L− (6) (T−0T0)−(T−0T0) (7) L−−T− (8) T−S −L−.
Proof. It is enough to prove this result for C=CA. First notice that
cases (5) to (8) are consequences of cases (1) to (4) and the symmetry
property (2.8). Let us consider a connected path of length two R(u1, u3)=
(u1, u2, u3) generated by the whole set of admissible connection. In the
demonstrations below, we will only consider the case u1 ¥ I1, all proofs
being similar for u1 ¥ I3.
(1) Recall that we select the minimal length path among L1loc equiva-
lent paths. This implies that the connection between two waves belonging
to the same family is avoided in this construction.
(2) Let us suppose (u1, u3) ¥ I1×I1 and ((u2, u3), (u1, u2)) is of type
((T+0T0), (T+0T0)); i.e., V(u2, u3) > V(u1, u2) > 0. Due to the entropy
condition we have E(u1, u2) \ 0. Hence it follows wg [ w2 [ c2(w1). Notice
also that d/(dw1) V2=([s]−[w] s −(w1))/[w]2, that is of negative sign
below the line (w1, c
−
3 (w1)). As c2(w1) < c
−
3 (w1), the minimum of V
2 is
obtained for w1=c
−1
2 (w2). This yields
min
{u1: (u1, u2) ¥ T
+}
V2(u1, u2)=V2(c
−1
2 (w2), w2).
As V(u2, u3) > 0, we have E(u2, u3) > 0 and using again (3.10) we get
wg \ w3 \ c2(w2). We check also d/(dw3) V2(u2, u3) [ 0 for this range of
values. Hence we have
max
{u3: (u2, u3) ¥ T
+}
V2(u2, u3)=V2(w2, c
−1
2 (w2)).
We conclude w1=w3 and V2(u2, u3)=V2(u1, u2), obtaining a contradic-
tion.
(3) Let us suppose (u1, u3) ¥ I1×I3 and ((u2, u3), (u1, u2)) is of type
(T+−L+). Let us first suppose that (u1, u2) is a shock wave L
+
S . As
V(u1, u2) > 0, we deduce wg \ w2 \ w1 and d/(dw1) V2 [ 0. Thus we have
min
{u1: (u1, u2) ¥ L
+
S }
V2(u1, u2)=s −(w2).
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This implies that V2(u2, u3) > s −(w2) > 0 and hence (u2, u3) is of type T
+
S .
But a supersonic phase transition of positive velocity verifies s −(w2) >
V2(u2, u3) > s −(w3), leading to a contradiction. If we suppose now that
(u1, u2) is a rarefaction wave, we get V
2
max(u1, u2)=s
−(w2) that leads to a
contradiction as before.
(4) Let us suppose (u1, u3) ¥ I1×I3 and ((u2, u3), (u1, u2)) is of type
(L+−T+S ). We have in this case V
2(u1, u2) > s −(w2). This avoids a rarefac-
tion wave being connected to the right of this phase transition. Thus we
would have (u2, u3) ¥ L+S .As in the previous case, we deduce max{u3: (u2, u3) ¥ L+S }
V(u2, u3)=s −(w2), leading to a contradiction. L
We can now give in the following proposition the possible wave patterns
connecting two states u− , u+ ¥ Ihyp. A subpattern of a given pattern is a
path obtained eliminating a Lax wave.
Proposition 2.3. Consider R the Riemann solver that corresponds to a
symmetric subset C … CA. Let u− ¥ Ihyp, then R(u− , u+) is a subpattern of one
of the following kind:
(1) L+−L− (2) T+S −L
− (3) L+−T−S (4) T
+
S −T
−
S
(5) L+−Ts−L− (6) T
+
S −T
−
s −L
− (7) L+−T+s −T
−
S (8) L
+−T+s −T
−
s −L
−.
Proof. Let R(u− , u+)=(u1, ..., uN). We explore all the possible patterns
following the rules given by Lemma 2.2 and using an induction argument
on the length. Moreover, some cases are ruled out when recognized as
subpatterns of other cases.
A leaf is an admissible connection to the left of which no wave can be
attached. According to Lemma 2.2, a path ending with a connection of
type L+ or T+S is a leaf.
The first connection (u1, u2) is a phase transition or a Lax wave.
Possible wave patterns of length two: we explore first the branch
starting with a Lax wave. With our definition (u1, u2) ¥ L+ is a subpattern
of (L+−L−). Thus we consider the cases where (u1, u2, u3) is of type
(L−−L) or (L−−T).The first reduces to pattern (1) (L+−L−), which that
is a leaf, while (L−T) paths can be only of type (Ts−L−) or (T
+
S −L
−).
The latter is case (2), again a leaf. Assume now that the first wave is a
phase transition. If it is subsonic one can consider this case as a subpattern
of the case (Ts−L−). Thus suppose that (u1, u2, u3) is of type (L−TS) or
(T−TS). The first must be case (3) (L+−T
−
S ), a leaf. The second must be
of type (T+−T−S ). Among these there is case (4) (T
+
S −T
−
S ), a leaf.
Wave pattern of length three: the only patterns to be considered are
those generated by (Ts−L−) or (T
+
s −T
−
S ). Consider first the case (Ts−L
−)
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that generates (L−Ts−L−) and (T−Ts−L−). The former must be case (5)
(L+−Ts−L−), a leaf. The latter is of type (T+−T
−
s −L
−). Case (6)
(T+S −T
−
s −L
−) is a leaf. It remains to explore the tree generated by
(T+s −T
−
S ). We have two cases: case (7) (L
+−T+s −T
−
S ) which is a leaf and
(T+−T0−T
−
S ). The latter is excluded by the argument of next paragraph.
Let us suppose (u1, u4) ¥ I1×I3 and ((u1, u2), (u2, u3), (u3, u4)) is of type
(T+−T0−T+−); i.e., V(u1, u2) < V(u2, u3)=0 < V(u3, u4). From E(u1, u2)
[ 0 and V(u2, u3)=0 we have c2(w2) [ w3 [ wg, with (w2, w3) ¥ c1. The
symmetry property (2.8) implies that (w4, w3) ¥ I3×I1 is the projection of a
negative velocity shock, impossible for the range of values to which w3
belongs. A similar argument can be used for (u1, u4) ¥ I3×I1. Thus this
excludes paths of type (T+−T0−T−).
Wave pattern of length four: the only considered patterns are those
generated by (T+−T−s −L
−). We have case (8) (L+−T+s −T
−
s −L
−), a leaf,
and (T+−T0−T
−
s −L
−), which has been excluded previously. This
concludes the analysis. L
3. CONSTRUCTION OF SYMMETRIC PATHS AND
KINETIC TYPE RIEMANN SOLVERS
In the rest of this paper, we consider Riemann solvers corresponding to a
symmetric subset of connections C … CA that includes all Lax waves
LA … C. For such symmetric subsets, a geometrical argument allows
us to construct easily the paths defined by the corresponding Riemann
solver: consider u− , u+ ¥ Ihyp and define the sets W−(u−)=(T−S 2 L− 2
(T−s −L
−))(u−) and W+(u+)=G(W−(G(u+))). Using (2.8), each point
belonging to W−(u−) 5W+(u+) determines a possible path connecting u−
to u+. Conversely, using Proposition 2.3, a path R(u− , u+) ]” is possible
only if W−(u−) 5W+(u+) ]”. Following this construction, we define
W−=a−1 2 a−2 2 a−3 2 a−4 , with
a−1 (u−)=L
−(u−) a
−
2 (u−)=(T0−L
−)(u−)
a−3 (u−)=(T
−
s 0T0−L−)(u−) a−4 (u−)=T−S (u−).
Due to (2.8)1, we decompose these set by letting
a−i =(a
−
i, w, v−+a
−
i, v), i ¥ {1, .., 4},
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toggling the dependance u− if no confusion is possible. We deduce from
(2.8)2 thatW+(u+)=a
+
1 2 a+2 2 a+3 2 a+4 , where
a+i =(a
−
i, w, v+−a
−
i, v), i ¥ {1, .., 4}.
Let us consider u1 ¥ I1. The set a−1 (u1) is a subset of Lax connections that
can be parametrized using (2.6)–(2.7) or (2.2) with
(w2, v1−`[w][s]) for w2 [ w1
1w2, v1+Fw2
w1
`s −(w) dw2 for w1 [ w2 [ wg.(3.1)
The set a−2 (u1) is a subset of the admissible stationary phase transition set
given by
(c1(w2), v1−`[w][s]) for w2 [ w1
1c1(w2), v1+Fw2
w1
`s −(w) dw2 for w1 [ w2 [ wg.(3.2)
The set a−3 (u1) depends upon the choice of Ts and cannot be explicit at this
point. The set a−4 (u1) is a subset of the supersonic phase transitions set
given by
(w2, v1+`[w][s]) for w2 \ c−3 (w1).(3.3)
Similar expressions holds for u− ¥ I3.
3.1. Kinetic Relations Type Riemann Solver
In order to define a kinetic relation type Riemann solver, we introduce
first some notations. Let us consider for instance (w1, w2) ¥ T+sA . Note that
d/(dw2) V2=([w] s −(w2)−[s])/[w]2 changes sign only for w2=c
+
3 (w1).
In the same way, for (w1, w2) ¥ T−sA , we compute d/(dw1) V
2=([s]−
[w] s −(w1))/[w]2, that changes sign only for w2=c
+
3 (w1). This shows that
wS(w1, w2) defined by
(w1, wS) ¥ PwT+SA and V(w1, wS)=V(w1, w2), if V(w1, w2) \ 0
(wS, w2) ¥ PwT−SA and V(wS, w2)=V(w1, w2), if V(w1, w2) [ 0
is either empty or defines a single point wS(w1, w2) ¥ Ihyp. Notice also that
for w1 ¥D(c ±4 ),
wS(w1, c
+
4 (w1))=w
gd1(w1)+wgd3(w1),
wS(w1, c
−
4 (w1))=wgd1(w1)+w
gd3(w1),
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so that wS(w1, w2) defines a single point if w2 ¥ [c+3 (w1), c+4 (w1)], (resp.
w2 ¥ [c−3 (w1), c−4 (w1)]) and (w1, w2) ¥ T+sA (resp. (w1, w2) ¥ T
−
sA ). We define
the following set
S(w1, w2)=˛{(w1, w) ¥ PwT+SA : V(w1, w) \ V(w1, w2)}, if V(w1, w2) \ 0{(w, w2) ¥ PwT−SA : V(w, w2) [ V(w1, w2)}, if V(w1, w2) [ 0.
Note that S(w1, w2) is {(w1, w): w ¥ [wgd1(w1)+wgd3(w1), wS(w1, w2)]} if
w2 ¥ [c+3 (w1), c+4 (w1)] and {(w, w2): w ¥ [wgd1(w1)+wgd3(w1), wS(w1, w2)]}
if w2 ¥ [c−3 (w1), c−4 (w1)]. Note also that if w1 ¥D(c ±3 )0D(c ±4 ); for instance
if (2.13) is not verified, then wS(w1, w2) and hence S(w1, w2) are nonempty
for any w2 verifying (w1, w2) ¥ PwT ±sA .
We define now a kinetic function and its corresponding Riemann solver:
Definition 3.1. A function k is called a kinetic function if it verifies
(w, k(w)) ¥ PwT+sA , for every w ¥D(k) … ]−., wg] 2 [wgg,.[.
The kinetic Riemann solver Rk corresponds to the symmetric subset of
admissible connection subset C=LA 2 Tk, where Tk=Tks 2 TkS is deter-
mined by its projection over the (w1, w2) plane:
PwT
k,+
s ={(w, k(w)): w ¥D(k)}, PwTk, −s ={(k(w), w): w ¥D(k)},
PwT
k
S=SPwT
k
s .
Consider a kinetic function k. We check that the set C=LA 2 Tk is
symmetric. Note that (k(w), w) ¥ PwT−sA and also k(w) ¥ [c
+
3 (w), c2(w)] for
every w ¥D(c+3 ) 5D(c2) 5D(k).
To end this section, we note that, given u1 ¥ I1 and a kinetic relation k,
the set a−3 (u1) defined at the beginning of this section is a subset of
(w2, v1−`[w]k(w2)w1 [s]
k(w2)
w1 +`[w]
w2
k(w2)[s]
w2
k(w2)) if k(w2) [ w1
(3.4)
1w2, v1+Fk(w2)
w1
`s −(w) dw+`[w]w2k(w2)[s]
w2
k(w2)
2 if w1 [ k(w2) [ wg
,
defined for w2 ¥ I3 5D(k).
3.2. An Example of Kinetic Relation for the Cubic Case
We illustrate our construction in the case of a cubic stress function s
given by
s(w)=w3−w,(3.5)
412 MERCIER AND PICCOLI
because this model has been studied extensively as a genuinely nonlinear
model for the p-system of mixed type (see for instance [23, 27]). For this
special function s, we exhibit an example of a kinetic Riemann solver that
is proven to be admissible in the next section of this paper.
3.2.1. The set of admissible connections for the cubic case. We perform
further computations to give a more complete description of the set of
admissible connections (u1, u2) ¥ Ii×Ij, with i, j ¥ {1, 3} for the cubic case.
The system that we treat is
wt−vx=0
vt−(w3)x+wx=0.
(3.6)
The local velocity function is here `s −(u)=`3w2−1 , defined for data
lying in the first phase I1={(w, v) ¥ R2 : w [ wg} and the third phase
I3={(w, v) ¥ R2 : w \ wg} where
wg=−
1
`3
; wg=
1
`3
.
The eigenvalues are formally l1(u)=−`3w2−1 , l2(u)=+`3w2−1 ,
with associated eigenvectors of first and second family, respectively:
R 1
`3w2−1
S , R 1
−`3w2−1
S .
Rarefaction waves. A straightforward computation of the integral term
of (2.2) yields the explicit expression
[v]=: 51
2
w`(3w2−1)+`3
6
ln 1`(3w2−1)−`3 w26 : , u1 ¥ I1.
(3.7)
[v]=−: 51
2
w`(3w2−1)− `3
6
ln (`3 w+`(3w2−1))6 : , u1 ¥ I3.
Admissible shocks. To describe the set of admissible shocks, we compute
explicitly the quantities defined in the previous section. The square of
the shock velocity function is given by
V2=w21+w
2
2+w1w2−1.(3.8)
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Note that if we make explicit the velocity V in the Rankine Hugoniot
equations (2.6) we get the relation V2[w]2=[s(w)][w]=[v]2. Thus the
set of shocks (nonnecessary entropic) is given by the set of solutions of
(v2−v1)2=(w2−w1)2 (w
2
1+w
2
2+w1w2−1).(3.9)
Note that we can factorize w21+w
2
2+w1w2=
3
4 (w1+w2)
2+14 (w1−w2)
2, so
that the function V2(w1, w2) is constant over ellipses whose axes are
{w1=±w2}. We compute the jump [W] in the potential functionW(w):
[W]=14[w
4]− 12[w
2].
Then, we compute the entropy dissipation E(w1, w2)=[W(w)]−{s(w)}[w],
E(w1, w2)=−
1
4[w
2][w]2.(3.10)
Using these last expressions, we get the following formulas for the ci func-
tions. Function c1 is defined for w1 ¥ [wgg, wg] 2 [wg, wgg]=[− 2`3 , −
1
`3
] 2
[ 1
`3
, 2
`3
] and we have
c1(w1)=−
1
2(w1−`4−3w21) d1− 12(w1+`4−3w21) d3.
We give for a better understanding the geometrical interpretation of
function c2(w1), c
±
3 (w1), c
±
4 (w1) in Fig. 1. In the cubic case, explicit
formulations of these functions are easily driven:
c2(w1)=−w1,
c−3 (w1)=−2w1, c
+
3 (w1)=−
w1
2
,
c−4 (w1)=1 1`3−w1 2 d1−1 1`3+w1 2 d3,
c+4 (w1)=1 1`3−w1 2 d3−1 1`3+w1 2 d1.
Finally we illustrate these results with Fig. 2, which represents the
projection of the set of all admissible connections on the (w1, w2) plane.
3.2.2. A subsonic-supersonic Riemann solver for the cubic case. We
describe in this section the Riemann solver Rk associated to the following
kinetic function:
k(w)={c+3 (w), w [ wgg, c1(w), w ¥ [wgg, wg] 2 [wg, wgg], c+4 (w), w \ wgg}.
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FIGURE 1
Such a choice gives rise to an asymmetric behavior of the Riemann
problem depending on the phase under consideration: the Riemann solver
looks like the Shearer solution for a left Riemann datum lying in the third
phase, while solving the Riemann problem mainly with subsonic phase
transition for a left Riemann datum lying in the first phase. We emphasize
that the wave pattern for some physical models looks like such a wave
pattern, as pointed out in the Introduction.
We compute the corresponding set of connection C=LA 2 Tk, where
T (1, 3)k =T
(1, 3)
0A 2 T+, (1, 3)SA 2 T+, (1, 3)TA 2 T−(1, 3)EA , and T (3, 1) is obtained using the
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FIG. 2. Projection of the set of admissible connections over the w-plane.
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symmetry property (2.8). Note that in the cubic case, the curves a±i can be
completely explicit by formulas given in the previous sections. We used this
computation to illustrate in Figs. 3 and 4 the wave pattern obtained start-
ing from u−=(−1, 0) (Fig. 3) and u−=(1, 0) (Fig. 4). We introduce the
points (toggling the dependance over u− for brevity)
ug1=L
− 5 {w=wgg} ug2=L− 5 {w=wg} ug3=T−T ug4=T+T −T−T
FIG. 3. Wave pattern for a kinetic Riemann solver (left state in phase I).
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and the following curves
b1=T
+
T −L
−b2=L
+
r −T0(u
g
1 ) b3=L
+−T0(u
g
2 ) b4=L
+
r (u
g
2 ).
In the case of u− ¥ I1, four types of wave patterns given by Proposition 2.3
appear, and we highlight six different zones:
(1) L+−L− (2) T+S −L
− (5) − L+−T+T −L
−
(5)' L+−T0−L− (5)'− L+−T
−
E −L
− (8) L+−T+E −T
−
E −L
−.
FIG. 4. Wave pattern for a kinetic Riemann solver (left state in phase III).
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Zones (1) and (8) belonging to I1 are separated by the curve b4, while zones
(2), (5) −, (5)', and (5)'− are separated by curves b1, b2, and b3.When u− ¥ I3,
seven types of wave patterns given by Proposition 2.3 appear, and we
distinguish nine different zones:
(1) L+−L− (3) L+−T−S (4) T
+
S −T
−
S
(5) − L+r −T
+
E −L
− (5)' L+−T0−L− (5)'− L+−T
−
T −L
−
r
(6) T+S −T
−
T −L
−
r (7) L
+
r −T
+
T −T
−
S (8) L
+
r −T
+
T −T
−
T −L
−
r .
4. THE GENERAL CASE
In this section, we state and prove our main result:
Theorem 4.1. A Riemann solver R corresponding to a symmetric set
LA … C … CA is admissible iff it is a kinetic Riemann solver Rk whose kinetic
relation k is continuous and verifies
k (w)=c1(w), w ¥ [wgg, wg] 2 [wg, wgg].
w2 Q −F
d3(w2) w*+d1(w2) w*
k(w2)
`s −(w) dw+`[w]w2k(w2)[s]
w2
k(w2)
(4.1)
is strictly increasing as a function of w2 ¥D(k).
To prove this result, we start proving that C must include all stationary
shocks.
Proposition 4.2. Suppose that a Riemann solver corresponding to a Lax
symmetric set C … CA is admissible. Then
TN=T0A .(4.2)
Before proving this proposition, let us make a remark.
Remark 4.3. Because of (2.9), (4.2) implies that every (u1, u2) ¥ T−0T0
satisfies
[v] > d1, 3 F
w*
w1
`s −(w) dw+d3, 1 F
w1
w*
`s −(w) dw.(4.3)
Thus (2.8) implies that every (u1, u2) ¥ T+0T0 satisfies
[v] < −d3, 1 F
w*
w2
`s −(w) dw−d1, 3 F
w2
w*
`s −(w) dw.(4.4)
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Note that stationary shocks satisfy [v]c1(w1)w1 =0 and hence violate (4.3) and
(4.4). Let
T06={(w1, w2) ¥ PwT0A : w1, w2 ] wg, w
g};
then (4.2) excludes all nonstationary shocks whose projection lies in a
neighborhood of T06 .
Notice that TsA include all shocks lying in a neighborhood of T0A . Thus
TNA does not fulfill (4.2) and CA do not generate an admissible Riemann
solver.
Proof of Proposition 4.2. This property is a consequence of the
uniqueness of the Riemann solver in the Lax–Lax zone. Let us consider
(u1, u2) ¥ T (1, 3), −0T0. We have [v] > 0, using (2.4). Let us suppose that
(u1, u2) ¥ TN. This can be expressed using (2.9) by
[v] [ Fw*
w1
`s −(w) dw.(4.5)
Without loss of generality, we can assume v2=0 because of the translation
invariance in v given by (2.8). Set u3=G(u1). Because of (2.8), (u2, u3)=
G(u1, u2) ¥ T+. Thus there exist an admissible path R(u1, u3)=(u1, u2, u3),
with u3 ¥ T+−T−(u1). Notice that u3 ¥ I1 verifies w1=w3, and 0 < [v]31=
2[v]21 [ 2 >w*w1 `s −(w) dw. Now define uL=(wL, 0), where wL is defined as
the solution of [v]21=−v1=>wLw1 `s −(w) dw, which because of (4.5) satis-
fies w1 [ wL [ wg. This means that the path R(u1, u3)=(u1, uL, u3) is also
admissible and u3 belongs also to the Lax–Lax zone L
+
R −L
−
R (u1), contra-
dicting the uniqueness of the Riemann solver. In the same way, considering
u1 ¥ I3 we get that every (u1, u2) ¥ T (3, 1), −0T0 verifies [v] > >w1w* `s −(w) dw.
Note that stationary shocks are not considered by this proof, because paths
of kind (u1, u2, u1) are excluded in the construction of the paths. Therefore
we proved the inclusion TN … T0A .
Fix u−=(wg, 0) ¥ I1 and consider u belonging to the curve (T0A −L
−
R )(u−).
The solution of the Riemann problem (u− , u) contains a phase boundary
Tu. From TN … T0A and the continuity of the Riemann solver it follows that
either Tu ¥ T0A for every u or Tu ¨ T0A for every u, apart from the endpoints
of the above curve. In the former case, the conclusion follows. Assume the
latter case holds true. We have that T (1, 3) is not included in T+A ; otherwise
we could reach only points with negative second coordinate, contradicting
the globality of the Riemann solver. As the set C is symmetric, T (1, 3) is not
included in T−A . Hence, along the set (T−L
−
R )(u−) phase boundaries must
change sign. By continuity of the Riemann solver, the change must occur
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with a stationary shock with null entropy at a point of (T0A −L
−
R )(u−), the
only such point and it is not an endpoint of (T0A −L
−
R )(u−), thus reaching a
contradiction. L
Proof of Theorem 4.1. We show in the first part that an admissible
symmetric Riemann solver corresponding to a subset of connections
C ‡ LA is of kinetic type. For that, we exhibit in the following a continuous
kinetic relation, defined on two possibly unbounded open intervals D(k)=
]l infv , wg[ 2 ] wg, l supv [, that determines all phase transitions belonging to C,
T=Tk,(4.6)
where Tk is defined in Proposition 3.1.
Consider without loss of generality u− ¥ I1. Notice that the Lax curve
a−1 (u−) can be parametrized by a real parameter a corresponding to the
velocity:
a−1 (u− , a)=u2 : u2 ¥ L−(u−) and Vmax(u− , u2)=a [ 0.
Let us consider the Lipschitz continuous piecewise C1 curve r˜(u−) with
values in I3 of real parameter a ¥ ]−., 0[ defined by
for a < V(w− , c
−
3 (w−))=−`s −(w−):
r˜(u− , a)=u2 where V(u− , u2)=a,
for V(w− , c
−
3 (w−))=−`s −(w−) < a < 0 :
r˜(u− , a)=u2 where w2=c
−
3 (a1(a)).
Such a curve corresponds to the choice of phase transitions made in
[22]. Notice that Proposition 4.2 implies limaQ 0(a1(u− , a), l(u− , a)) ¥
(T0A −L
−
R )(u−). Furthermore r˜ is uniformly transversal to all second family
waves; i.e., there exists e > 0 such that |O dda r˜(u− , a), r2(r˜(u− , a))P| > e > 0
for all a ] −`s −(w1) (where the curve r˜ is not differentiable); moreover
limaQ+. |r˜(u− , a)|=+.. Now, for every a ¥ ]−., 0[ the solution to the
Riemann problem (u− , r˜(u− , a)) contains a phase transition (l(u− , a),
r(u− , a)) ¥ T−, (1, 3), with r(u− , a) ¥ a−3 2 a−4 .
We claim that the function aQ r(u− , a) is a continuous curve. Indeed, fix
a0 ¥ ]−., 0[ and two sequences (a1n)n ¥N and (a2n)n ¥N tending to a0. Con-
sider the Riemann problems with data (u− , r˜(u− , a
i
n)), i=1, 2, and denote
by r1=limnQ+. r(u− , a
1
n) and limnQ+. r(u− , a
1
n)=r2 (the limits possibly
being defined up to a subsequence). Due to Proposition 2.3 and the conti-
nuity of the Riemann solver, r1 and r2 can be connected by a wave of
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a second family, i.e., of positive velocity. Since the paths R(u− , r(u− , a
i
n)),
i=1, 2, contain only waves of the first family, i.e., of negative velocities,
the distance in L1 of the solutions to the Riemann problems (u− , r˜(u− , a
1
n))
and (u− , r˜(u− , a
2
n)) is bounded below by kr, where k is some positive con-
stant and r is the strength of the wave (r1, r2). By continuity we get r=0.
The continuity of the line r(u− , a) is thus proved.
ConsidernowthezoneA={w=w−}.Foru+ ¥ A,using (2.8),wenotice that
T2v+G(r(u+)) …W+(u+). Consider the intersection r(u−) 5 T2v+G(r(u+)).
In this case, each point belonging to this intersection defines a different
path that solves the Riemann problem (u− , u+). Therefore, to have unique-
ness of the Riemann solver for all u+ ¥ A, all curves r(u−) 5 T2v+G(r(u+))
must contain at most one point. This implies that the curve r=(rw, rv) has
both components strictly increasing. This proves that r can be parametrized
using its second component r(u− , w2)=(w2, rv(u− , w2)). Since r(u−) is a
continuous unbounded curve, the domain of definition D(rv) of rv(u− , .) is
a possibly unbounded open interval ]a, r supv [. Proposition 4.2 implies that
a=wgg, and
lim
w2 Q w**
rv(u− , w2)=v−+F
w*
w−
`s −(w) dw.
Furthermore
rv(u− , .) is strictly increasing on D(rv(u− , .)).(4.7)
Recall that r=a−3 2 a−4 . We consider in the next a−3 and a−4 as functions
of w2 defined on a complementary set called A3 and A4 that depend on w− .
Notice that A4 … ]c−3 (w−),+.,[; thus we deduce ]wgg, c−3 (w−)] … A3.
Suppose w2 ¥ A3, and denote by R(u− , r(u− , w2))=(u− , u1(w2), r(w2)), with
u1(w2)=(w1(w2), v1(w2)).We define for w2 ¥ A3,
k(w2)=w1(w2).
Notice that (k(w2), w2) ¥ PwT (1, 3), −s , i.e., w2 ¥ [c2(k(w2)), c−3 (k(w2))], and
thus k is a kinetic relation. Recall that c2, c
−
3 are strictly decreasing func-
tions. Consider all u such that u− ¥ Lr(u), so that the functions a−3 defined
from u− and u coincide on the set A3(u−) and we have w [ w− . Recall that
]wgg, c
−
3 (w)] … A3(u), and let w go to −.. This proves that D(k)=
]wgg, r supv [.Moreover, k is continuous in this interval.
In the same way, considering u− ¥ I3, we can define a continuous kinetic
relation k whose domain of definition is an (possibly unbounded) open
interval D(k)=]r infv , wgg[.
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Using the symmetry property (2.8), we deduce that
{(w2, k(w2)): w2 ¥D(k)} … PwT+s .
Due to Proposition 4.2, notice also that it is necessary to include all
stationary shocks; thus we extend D(k)=]r infv , wg[ 2 ]wg, r supv [, defining
k(w)=c1(w), w ¥ [wgg, wg] 2 [wg, wgg].
Finally, uniqueness of the Riemann solver proves
Ts=T
k
s ,
where Tks is defined in Proposition 3.1. To end the proof of (4.6), it
remains to show that
TS=T
k
S ,(4.8)
Fix wr ¥ ]r infv , wgg[ 2 ]wgg, r supv [ and consider (k(wr), wr) ¥ PwTk, −s . Suppose
that s(k(wr), wr)=(wS, wr) ¥ PwT−SA is defined and define the points
ul=(wl, 0), with wl ¥ [wS, d1(wS) wg+d3(wS) wg]. Consider the continuous
curves
w2 Q r(ul, w2)=a
−
3 (ul, w2) 2 a−4 (ul, w2),
starting from the points ul. Notice that the domain of definition of a
−
3 (ul, .)
is exactly
D(a−3 (ul, .))={w2 ¥ I : Vmax(wl, k(w2)) < V(k(w2), w2)},(4.9)
where I=]wgg, r supv [, if wS ¥ I1, and I=]r infv , wgg[, if wS ¥ I3. Recall that
V(wl, k(wr))\V(wS, k(wr))=V(k(wr), wr). This shows that wr ¨D(a−3 (ul, .)),
i.e., wr ¥D(a−4 (ul, .)). This proves T−S ` Tk, −S . Finally, from the symmetry
property (2.8) and uniqueness, (4.8) then follows.
We now prove in the next paragraph that the hypotheses of Theorem 4.1
are necessary and sufficient to determine an admissible Riemann solver.
For every function f we denote by D¯+w2f(w¯2) the right hand upper Dini
derivative with respect to w2 of f at w¯2; that is,
D¯+w2f(w¯2)=lim sup
w2 Q w¯2
f(w2)−f(w¯2)
w2−w¯2
.
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Consider without loss of generality u1 ¥ I1. The condition (4.1) implies in
this case
(D¯+w2k)`s −(k)+D¯
+
w2 `[w]
w2
k [s]
w2
k \ 0,(4.10)
where we note k instead of k(w2) for brevity in the rest of this paragraph.
For every w2 ¥D(a−3 (u1, .)) we have a−3 (u1, w2)=(w2, a−3v(u1, w2)), where
a−3v(u1, w2)=˛v1−`[w]kw1[s]kw1+`[w]w2k [s]w2k if k(w2) [ w1v1+Fk
w1
`s −(w) dw+`[w]w2k [s]w2k if w1 [ k(w2) [ wg.
(4.11)
Due to (4.7), it is necessary that these functions be continuous and strictly
increasing for every w1 ¥ I1. Such a condition is equivalent to (4.1) for the
function (4.11)2. We show that (4.1) implies also that (4.11)1 is increasing.
We compute straightforwardly the following formulas:
−D¯+w2 `[w]
k
w1[s]
k
w1=−(D¯
+
w2k)
([s]kw1+s
−(k)[w]kw1 )
2`[w]kw1[s]
k
w1
(4.12)
=
D¯+w2k
2
1 −V(w1, k)+ s −(k)−V(w1, k)2 .
D¯+w2 `[w]
w2
k [s]
w2
k =
(D¯+w2k−1)
2
V(k, w2)+
((D¯+w2k) s
−(k)−s −(w2))
2V(k, w2)
.(4.13)
Notice that formula (4.12) is valid for every w1 verifying
Vmax=V(k, w2) > V(w1, k) > −`s −(k)=Vmin.
We get for this range of values
inf
Vmin [ V [ Vmax
1
2
1 −V+s −(k)
−V
2=`s −(k)
sup
Vmin [ V [ Vmax
1
2
1 −V+s −(k)
−V
2=1
2
1 −Vmax+ s −(k)−Vmax 2 .
(4.14)
Suppose D¯+w2k [ 0.We deduce from (4.14)2
−D¯+w2 `[w]
k
w1 [s]
k
w1 \
D¯+w2k
2
1 −Vmax+ s −(k)−Vmax 2 .
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Using this estimation with (4.13) shows that (4.11)1 is increasing because
its derivative is bounded from below by − V2 (k, w2)−(s
−(w2))/(2V(k, w2))
> 0. Now consider D¯+w2k \ 0. We estimate with (4.14)1 that the Dini deri-
vative of (4.11)1 is bounded from below strictly by the left hand side of
(4.10), that is of positive sign. Thus the Dini derivative of (4.11)1 is strictly
positive at every point; this implies that this function is strictly increasing.
As the functionw2 Q a
−
3v(u1, w2) is strictly increasing, we have a
−
3v(u1, w2) >
a−3v(u1, w
gg)=v1+>w*w1 `s −(w) dw. A look at formula (4.3) proves that
TN=T0A , as required by Proposition 4.2.
So far, we proved uniqueness and globality of the Riemann solver. The
continuity follows from one of the curves a−i . L
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