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Abstract
We prove that there exists a class of non-stationary solutions to the Einstein-Euler equations which
have a Newtonian limit. The proof of this result is based on a symmetric hyperbolic formulation of
the Einstein-Euler equations which contains a singular parameter ǫ = vT /c where vT is a character-
istic velocity scale associated with the fluid and c is the speed of light. The symmetric hyperbolic
formulation allows us to derive ǫ independent energy estimates on weighted Sobolev spaces. These
estimates are the main tool used to analyze the behavior of solutions in the limit ǫց 0.
1 Introduction
The Einstein-Euler equations or, in other words, the Einstein equations coupled to a simple perfect fluid
are given by the following system of equations
Gij =
8πG
c4
T ij (1.1)
∇iT ij = 0 (1.2)
where the stress-energy tensor for the fluid is given by
T ij = (ρ+ c−2p)vivj + pgij (1.3)
with ρ the fluid density, p the fluid pressure, and v the fluid four-velocity normalized by vivi = −c2, c the
speed of light, and G the Newtonian gravitational constant. The study of the behavior of solutions to
these equations in the limit that ǫ = vT /cց 0 where vT is a characteristic velocity scale associated with
the fluid matter is known as the Newtonian limit. By suitably rescaling the gravitational and matter
variables (see section 2), the Einstein-Euler equations can be written as
Gij = 2ǫ4T ij and ∇iT ij = 0 (1.4)
where viv
i = −ǫ−2, and t = x4/vT is a “Newtonian” time coordinate. In the limit ǫ ց 0, one expects
that there exists a class of solutions to Einstein-Euler equations (1.4) that approach solutions of the
Poisson-Euler equations
∂tρ+ ∂I(ρw
I) = 0 , (I, J = 1, 2, 3) (1.5)
ρ(∂tw
J + wI∂Iw
J ) = −(ρ∂JΦ+ ∂Jp) , (∂I = δIJ∂J ) (1.6)
∆Φ = ρ , (∆ = ∂I∂
I) (1.7)
of Newtonian gravity in some sense. As above, ρ and p are the fluid density and pressure, respectively,
while wI is the fluid (three) velocity. This problem has been studied since the discovery of general
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relativity by many people and there is a large number of results available in the literature. The majority
of results are based on formal expansions in the parameter ǫ which are used to calculate the (approximate)
values of physical quantities and also to investigate the behavior of the gravitational and matter fields in
the limit ǫց 0. For some classic and recent results of this type see [2,3,6,9,13,20–22,31,41] and reference
cited therein. The main difficulty with the formal expansions is that they leave completely unanswered
the question of convergence. In the absence of a precise notion of convergence, it becomes unclear to
what extent the formal expansions actually approximate relativistic solutions.
In this paper, we go beyond formal considerations and supply a precise notion of convergence for
gravitating perfect fluids as ǫ ց 0. This necessitates introducing suitable variables that are compatible
with the limit ǫ ց 0. The metric gij , which defines the gravitational field, turns out to be singular in
this limit. To remedy this problem, we introduce a new gravitational density u¯ij which is related to the
metric via the formula
gij =
ǫ√− det(Q)Qij (1.8)
where
Qij =
(
δIJ 0
0 0
)
+ ǫ2
(
4u¯IJ 0
0 −1
)
+ 4ǫ3
(
0 u¯I4
u¯J4 0
)
+ 4ǫ4
(
0 0
0 u¯44
)
. (1.9)
From this, it not difficult to see that the density u¯ij is equivalent to the metric gij for ǫ > 0 and is well
defined at ǫ = 0. For the fluid, we also introduce a new velocity variable wi according to
vI = wI and v4 = 1 + ǫw4 . (1.10)
For technical reasons, we only consider isentropic flow where the pressure is related to the density by an
equation of state of the form p = f(ρ). Moreover, to formulate a symmetric hyperbolic system for the
fluid variables {ρ, v}, we need to deal with the well known problem that the system becomes singular
when ρ + c−2p = 0. This is a particular problem for fluid balls having compact support. To get around
this problem, we follow Rendall [34] and use a technique of Makino [24] to regularize the fluid equations
so that a class of gravitating fluid ball solutions can be constructed. Thus as in [34], we assume an
equation of state of the form
p = Kρ(n+1)/n (1.11)
where K ∈ R>0, n ∈ N, and we introduce a new “density” variable α via the formula
ρ =
1(
4Kn(n+ 1)
)nα2n . (1.12)
As discussed by Rendall, the type of fluid solutions obtained by this method have freely falling boundaries
and hence do not include static stars of finite radius and so this method is far from ideal. However, in
trying to understand the Newtonian limit and post-Newtonian approximations these solutions are almost
certainly general enough to obtain a comprehensive understanding of the mathematical issues involved
in the Newtonian limit and post-Newtonian approximations. We would also like to remark that the
results contained in this article are largely independent of the specific structure of the fluid equations.
We therefore expect that the analysis in this paper can be carried over without much difficulty to other
matter models whose equations can be formulated as a symmetric hyperbolic system and have a finite
propagation speed for the matter density in the limit ǫց 0.
Our approach to analyze the limit ǫց 0 is to use the gravitational and matter variables {u¯ij , wi, α}
along with a harmonic gauge to put the Einstein-Euler equations into the following form
b0(ǫV )∂tV =
1
ǫ
cI∂IV + b
I(ǫ, V )∂IV + f(ǫ, V )V +
1
ǫ
g(V )V + h(ǫ) , (1.13)
where V comprises both the gravitational and matter variables, and the cI are constant matrices. This
system is symmetric hyperbolic and hence by standard theory there exists local solutions. However,
the difficulty in analyzing the limit ǫ ց 0 of such solutions is that the equation contains the singular
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terms ǫ−1cI∂IV and ǫ
−1g(V )V . Although, singular limits of symmetric hyperbolic equations have been
previously analyzed in [5,19,37,38], these results cannot be directly applied to the system (1.13). There
are two main difficulties in adapting these results to the Einstein-Euler system. The first is that the
Einstein-Euler system (6.1) must be modified by including an elliptic equation, essentially the Newtonian
Poisson equation, in order to be of the canonical form required by [5,19,37,38]. This results in a coupled
elliptic-hyperbolic system of the form
B0(ǫW )∂tW =
1
ǫ
cI∂IW +B
I(ǫ,W )∂IW + F (ǫ,W )W +H(ǫ) , (1.14)
where W is related to V via an elliptic equation and F is a non-local functional. The second difficulty is
that the initial data which must include a 1/r piece for the metric and hence it cannot lie in the Sobolev
space Hk. This 1/r type fall-off behavior is crucial for obtaining the correct limit and is intimately tied
to the elliptic part of our formulation of the Einstein-Euler system. The standard procedure in general
relativity to deal with this type of fall off, at least for elliptic systems, is to replace the spaces Hk with
the weighted Sobolev spaces Hkδ [1,7]. However, the arguments used in [5,19,37,38] fail for the weighted
spaces as the weight used to define the Hkδ spaces destroys the integration by parts argument which is
used to control the singular term ǫ−1cI∂IW in (1.14). Indeed, using integration by parts, it follows easily
from the definition of the weighted L2δ inner-product (see (A.4) with ǫ = 1) that
〈−ǫ−1cI∂IW |W 〉L2δ = −
1
2ǫ
〈∂I(σ−2δ−3)cIW |W 〉L2 (1.15)
where σ(x) =
√
1 + |x|2/4. In general, this term will in blow up as ǫց 0 unless δ = −3/2 which coincides
with the standard L2 norm. However, to include 1/r fall-off, we need to consider −1 < δ < 0 which
introduces a singular 1/ǫ term into energy estimates based on the weighted norm Hkδ .
To overcome this problem, we introduce a sequence of weighted spaces Hkδ,ǫ (see appendix A for a
definition) by replacing the weight σ(x) with σǫ(x) = σ(ǫx). Under this replacement, (1.15) changes to
〈−ǫ−1cI∂IW |W 〉L2δ,ǫ ≤ C〈W |W 〉L2δ,ǫ ,
which is no longer singular as ǫ ց 0. This allows us to derive ǫ independent energy estimates for
solutions to the Einstein-Euler equations. These estimates can then be used to define a precise notion
of convergence for gravitating perfect fluids solutions in the limit ǫց 0 which is essentially a statement
about the validity of the zeroth order expansion in ǫ. This is formalized in the following theorem; for a
more precise version see propositions 5.1, 6.1 and 7.8, and theorems 7.7 and 7.12.
Theorem 1.1. Suppose −1 < δ < −1/2, k ≥ 3 + s, βj ∈ ⋂sℓ=0 Cℓ([0, T ∗], Hk−ℓδ−1 ) is a harmonic gauge
source function, and α
o
, w
o
I ∈ Hkδ−1, zIJ ∈ Hk+1δ , zIJ4 ∈ Hkδ−1 is the free initial data for the Einstein-Euler
equations where supp α
o
⊂ B∗R for some R∗ > 0. Then for ǫ0 small enough, there exists a T ∈ (0, T ∗]
independent of ǫ ∈ (0, ǫ0], and maps
u¯
ij
ǫ (t)− u¯ijǫ (0), ∂I u¯ijǫ (t), ∂tu¯ǫ(t), αǫ(t), wiǫ(t) ∈
s+1⋂
ℓ=0
Cℓ([0, T ], Hk−ℓδ−1,ǫ)
Φ ∈ C0([0, T ∗], Hk+2δ ) ∩ C1([0, T ∗], Hk+1δ ) ,
wI ∈ C0([0, T ∗], Hkδ−1) ∩ C1([0, T ∗], Hk−1δ−1 ) ,
ρ ∈ C0([0, T ∗], Hkδ−1) ∩ C1([0, T ∗], Hk−1δ−2 ) ,
such that
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(i)
(u¯ijǫ (0)) =
(
ǫzIJ ǫwIǫ
ǫwJǫ φǫ
)
,
(∂tu¯
ij
ǫ (0)) =
(
zIJ4 −∂KzKI + βI(0)
−∂KzKJ + βJ (0) −∂KwKǫ + β4
)
,
w4ǫ (0) = −
1
ǫ
+
−ǫg¯4Jw
o
J −
√
ǫ2(g¯4Jw
o
J)2 − g¯44(ǫ2g¯IJw
o
Iw
o
J + 1)
ǫg¯44
,
wIǫ (0) = w
I(0) = w
o
,
αǫ(0) = α
o
,
ρ(0) = ρ
o
= (4Kn(n+ 1))−nα
o
2n ,
where φǫ = φ(ǫ, ρ
o
, w
o
I , zIJ4 , β
j(0), zIJ ), and wǫ = w(ǫ, ρ
o
, w
o
I , zIJ4 , β
j(0), zIJ ) is the initial data deter-
mined by the gravitational constraint equations (see proposition 5.1), and g¯ij is determined from
u¯ijǫ (0) by the formulas (1.8) and (3.1),
(ii) {u¯ijǫ (xI , t), αǫ(xI , t), wiǫ(xI , t)} determines, via the formulas (1.8), (1.9), (1.10), and (1.12), a 1-
parameter family (0 < ǫ ≤ ǫ0) of solutions to the Einstein-Euler equations (1.4) in the harmonic
gauge ǫ∂tu¯
4j
ǫ + ∂I u¯
Ij
ǫ = ǫβ
j on the common spacetime region (xI , t) ∈ D = R3 × [0, T ],
(iii) {Φ(xI , t), ρ(xI , t), wI(xI , t)} solves the Euler-Poisson equations (1.5)-(1.7) on the spacetime region
D,
(iv) there exists a constant R ∈ (R∗,∞) independent of ǫ ∈ (0, ǫ0] such that supp αǫ(t), supp ρ(t) ⊂
BR for all (t, ǫ) ∈ [0, T ]× (0, ǫ0], and
(v) there exists a constant C > 0 independent of ǫ ∈ (0, ǫ0] such that
‖u¯ijǫ (t)− δi4δi4Φ(t)‖L6 + ‖∂I u¯ijǫ (t)− δi4δj4∂IΦ(t)‖Hk−1 + ‖vI(t)− wI(t)‖Hk−1
+ǫ−1‖v4(t)− 1‖Hk−1 + ‖ρǫ(t)− ρ(t)‖Hk−1 + ‖∂tρǫ(t)− ∂tρ(t)‖Hk−2 ≤ Cǫ
for all (t, ǫ) ∈ [0, T ∗]× (0, ǫ0].
We remark, that the techniques of this paper can also be used to derive convergent expansions in ǫ
of the type considered in theorems 2 and 3 of [19] and [38], respectively. These convergent expansions
in general differ from the formal post-Newtonian expansions. To get post-Newtonian expansion to a
certain order in ǫ requires that the initial data must be chosen correctly. In the absence of constraints
on the initial data, a general procedure for doing this is discussed in [5]. Due to the fact that there
are constraints on the initial data in general relativity, this becomes a non trivial problem called the
initialization problem. See [18] for an extended discussion. The proof of convergence and a discussion of
the initialization problem will be presented in a separate paper [27].
We note that similar results for the Vlasov-Einstein system have been derived in [36] using a zero
shift maximal slicing gauge. However, unlike [36], our approach is able to handle not only higher order
expansions in ǫ, but also a wide variety of matter models. We also note that in [16, 18], there is another
interesting proposal for analyzing the limit as ǫ ց 0 which is based on a gauge for which the Einstein
equations are again elliptic-hyperbolic but distinct from [36]. As in this article, the authors of [16, 18]
also propose to use the methods of [5, 19, 37, 38]. However, the required estimates are not proven and it
is yet to be verified if this approach would be successful.
We remark that the results of this and the companion paper [27] are local in time and therefore
address the “near zone” problem. In the special case of spherical symmetry, the situation improves and
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there are some global results available on the Newtonian limit [26, 32]. However, because spherically
symmetric systems do not generate gravitational radiation, these results do not shed light on the “far
zone” problem for post-Newtonian expansions where radiation plays a crucial role and the ǫ ց 0 limit
must be analyzed in the region “close” to future null infinity. We plan to investigate the far zone problem
in the near future.
Our paper is organized as follows: in section 2, we define dimensionless variables for the Einstein-
Euler system. Sections 3 and 4 are devoted to introducing variables and a gauge condition that cast
the Einstein-Euler equations into a form suitable for analyzing the limit ǫ ց 0. Appropriate initial
data which is regular in the limit ǫ ց 0 is constructed in section 5 while in section 6 we prove a local
existence theorem for the Einstein-Euler system on the weighted spaces. Finally, in section 7, we show
that solutions to the Einstein-Euler system converge as ǫց 0 to solutions of the Poisson-Euler system of
Newtonian gravity. A precise statement of convergence is contained in theorem 7.12 which is the main
result of this paper.
2 Units
Our conventions for units are as follows:
[xi] = L , [gij ] = 1 , [ρ] =
M
L3
, [p] =
M
LT 2
, [vi] = [c] =
L
T
, and [G] =
L3
MT 2
.
Note that with these choices the stress-energy tensor has units of an energy density, i.e. [T ij] = MLT 2 . To
introduce dimensionless variables, we define
vi = vT vˆ
i and ρ = ρT ρˆ
where vT and ρT are “typical” values for the velocity and the density, respectively. The Einstein-Euler
equations then can be written as
Gˆij = 2ǫ4Tˆ ij and ∇ˆiTˆ ij = 0
where
ǫ =
vT
c
, κ =
4πGρT
v2T
, xˆi =
√
κxi , gˆij = gij , pˆ =
p
v2TρT
,
and
Tˆ ij = (ρˆ+ ǫ2pˆ)vˆivˆj + pˆgˆij .
The normalization viv
i = −c2, implies that
vˆivˆ
i := gˆij vˆ
ivˆj = − 1
ǫ2
.
Also, we can introduce a time coordinate t via
t = x4/vT .
With these choices, we have
[ǫ] = [vˆi] = [ρˆ] = [pˆ] = [gˆ] = [xˆi] = 1 , [vT ] =
L
T
, [t] = [T ] , and [κ] =
1
L2
.
Thus all our dynamical variables and coordinates are dimensionless and the two constants vT and κ can
be used to fix the length and time scales by using units so that
vT = 1 and κ = 1 .
In this case we can use t and x4 interchangeably as long as we remember that they carry different units.
To simplify notation, we will drop the “hats” from the hatted variables for the remainder of this article.
5
3 Reduced Einstein Equations
To aid in deriving the appropriate symmetric hyperbolic system for the gravitational variables, we tem-
porarily introduce a new set of coordinates related to old ones by the simple rescaling
x¯J = xJ , x¯4 = x4/ǫ
and let
∂i =
∂
∂xi
, ∂¯i =
∂
∂x¯i
.
In the new coordinates, the metric g¯ij and its inverse g¯
ij are given by
(g¯ij) =
(
gIJ ǫgI4
ǫg4J ǫ
2g44
)
and (g¯ij) =
(
gIJ ǫ−1gI4
ǫ−1g4J ǫ−2g44
)
. (3.1)
Next, consider the metric density
g¯
ij =
√
|g¯| g¯ij where |g¯| = − det(g¯ij) . (3.2)
We note that the metric g¯ij is related to the density g¯ij by the following formula
g¯ij =
1√|g¯| g¯ij where |g¯| = − det g¯ij , (3.3)
and hence
(gij) =
1√|g¯|
(
g¯IJ ǫg¯I4
ǫg¯4J ǫ2g¯44
)
. (3.4)
To obtain a gravitational variable that is regular and non-trivial in the limit ǫց 0, we define
u¯
ij :=
1
4ǫ2
(
g¯
ij − ηij) (3.5)
where
ηij =
(
1I3×3 0
0 −1
)
is the Minkowski metric density. As stated in the introduction, for ǫ > 0, the metric gij can be recovered
from the density u¯ij via the formulas (1.8)-(1.9). As we shall see, even though the metric gij is singular in
the limit ǫց 0, the quantity u¯ij is well defined at ǫ = 0. We note that these variables are closely related
to the gravitational variables discovered by Ju¨rgen Ehlers and subsequently used in the papers [17,28,29]
to construct stationary/static solutions to the Einstein equations coupled to various matter sources.
In the (x¯i) coordinate system, the Christofell symbols are given by
Γ¯kij = ǫ
2
(
g¯
km(2g¯iℓg¯jp − g¯ij g¯ℓp)∂¯mu¯ℓp + 2(g¯ℓpδk(i∂¯j)u¯ℓp − 2g¯ℓ(i∂¯j)u¯kℓ)
)
. (3.6)
We note that Christofell symbols in the (xi) coordinate system are related to the Γ¯kij as follows
ΓA44 = ǫ
−2Γ¯A44 , Γ
4
44 = ǫ
−1Γ¯444 , Γ
4
A4 = Γ¯
4
A4 , (3.7)
Γ4AB = ǫΓ
4
AB , Γ
A
B4 = ǫ
−1Γ¯AB4 and Γ
A
BC = Γ¯
A
BC . (3.8)
Using (3.6), a straightforward calculation shows that the Einstein tensor G¯ij is given in terms of the
density u¯ij by
Gij := 1
2ǫ2
|g¯| G¯ij = g¯kℓ∂¯2kℓu¯ij + ǫ2
(
Aij +Bij + Cij
)
+Dij (3.9)
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where
|g¯| = − det(g¯ij) , (3.10)
Aij = 2
(
1
2 g¯kℓg¯mn − g¯kmg¯ℓn
)(
g¯ipg¯jq − 12 g¯ij g¯pq
)
∂¯pu¯
kℓ∂¯qu¯
mn , (3.11)
Bij = 4g¯kℓ
(
2g¯n(i∂¯mu¯
j)ℓ∂¯nu¯
km − 12 g¯ij ∂¯mu¯kn∂¯nu¯mℓ − g¯mn∂¯mu¯ik ∂¯nu¯jℓ
)
, (3.12)
Cij = 4
(
∂¯ku¯
ij ∂¯ℓu¯
kℓ − ∂¯ku¯iℓ∂¯ℓu¯jk) , (3.13)
Dij := g¯ij ∂¯2kℓu¯
kℓ − 2∂¯2kℓu¯k(ig¯j)ℓ . (3.14)
To fix the gauge, we assume that
∂¯iu¯
ij = ǫβj (3.15)
for prescribed spacetime functions βj = βj(xI , x4). For ǫ > 0, ∂¯iu¯
ij = ǫβj implies that
∂¯ig¯
ij = 4ǫ3βj
or equivalently
∂kg
k4 = 4ǫ3β4 and ∂kg
kA = 4ǫ2βA
where gij =
√− det(gkℓ)gij is the metric density in the (xk) coordinates. Thus (3.15) is, for ǫ > 0, a
generalized harmonic type gauge and is harmonic if the functions βj are chosen to be identically zero.
Clearly, if we define
Eij := g¯ij ∂¯kβ
k − 2∂¯kβ(ig¯j)k ,
then (3.15) implies that
Dij = ǫEij .
Setting
GijR := Gij −Dij + ǫEij = g¯kℓ∂¯2kℓu¯ij + ǫEij + ǫ2
(
Aij +Bij + Cij
)
(3.16)
and
T ij := ǫ2|g¯| T¯ ij = |g¯|
(
ǫ2T IJ ǫ1T I4
ǫ1T 4J T 44
)
the Einstein equations Gij = 2ǫ4T ij in the gauge (3.15) become
GijR = T ij (3.17)
which we will refer to as the reduced Einstein equations.
To write the reduced Einstein equations in first order form, we introduce the variables
u¯
ij
k := ∂¯ku¯
ij =
{
∂I u¯
ij if k = I
ǫ∂4u¯
ij if k = 4
.
The reduced Einstein equations then become
−g¯44∂¯4u¯ij4 = 2g¯4I ∂¯I u¯ij4 + g¯IJ ∂¯I u¯ijJ + ǫEij + ǫ2
(
Aij +Bij + Cij)− T ij ,
g¯
IJ ∂¯4u¯
ij
J = g¯
IJ ∂¯J u¯
ij
4 ,
∂¯4u¯
ij = u¯ij4 ,
or equivalently
−g¯44∂4u¯ij4 =
2
ǫ
g¯
4I∂I u¯
ij
4 +
1
ǫ
g¯
IJ∂I u¯
ij
J + E
ij + ǫ
(
Aij +Bij + Cij)− 1
ǫ
T ij ,
g¯
IJ∂4u¯
ij
J =
1
ǫ
g¯
IJ∂J u¯
ij
4 ,
∂4u¯
ij =
1
ǫ
u¯
ij
4 .
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Next, define
u
ij := ǫu¯ij uijk := u¯
ij
k (3.18)
and let
V = { (rij) ∈ M4×4| det(ηij + 4rij) > 0 } .
Then using vector notation
u
ij := (uij4 , u
ij
J , u
ij)T ,
we can write the reduced Einstein equations as
A4(ǫu)∂4u
ij =
1
ǫ
CI∂Iu
ij +AI(u)∂Iu
ij + F¯ ij(ǫ,u)− 1
ǫ
(T ij , 0, 0)T (3.19)
where
A4(ǫu) =

1− 4ǫu44 0 00 δIJ + 4ǫuIJ 0
0 0 1

 , (3.20)
CI =

 0 δIJ 0δIJ 0 0
0 0 0

 , (3.21)
AI(u) =

8u4I 4uIJ 04uIJ 0 0
0 0 0

 , (3.22)
and
F¯ ij(ǫ,u) = (Eij + ǫf¯ ij(ǫu, uk), 0, u
ij
4 )
T . (3.23)
The functions f¯ ij(ǫu, uk) are analytic for ǫu ∈ V and moreover are quadratic in uk. Here we are using
the notation
u = (uij) and uk = (u
ij
k ) .
The stress-energy tensor is given in terms of the u variable by
(T ij) = ρ(vivj) +
1√|g¯|
(
δIJp 0
0 0
)
+
ǫ√|g¯|
(
4uIJp 0
0 0
)
+ ǫ2
(
p(vivj) +
p√|g¯|
(
0 4uI4
4u4J −1 + 4ǫu44
))
, (3.24)
and hence
1
ǫ
(T ij) =
(
0 0
0 ǫ−1ρ
)
+ Sij (3.25)
where
(Sij) = ρ
(
0 |g¯|vIv4
|g¯|vJv4 ǫ−1[(|g¯| − 1)(v4)2 + ((v4)2 − 1)]
)
+ ǫ|g¯|
(
(ρ+ ǫ2p)vIvJ + |g¯|−1/2p(δIJ + 4ǫuIJ) ǫpvIv4 + 4ǫ|g¯|−1/2puI4
ǫpvJv4 + 4ǫ|g¯|−1/2pu4J p(v4)2 + |g¯|−1/2p(−1 + 4ǫu44)
)
. (3.26)
We remark that if v4− 1 = O(ǫ), then Sij is regular in ǫ as is easily seen from the above formula and the
expansion
|g¯| = 1 + 4ǫηijuij + f(ǫu) (3.27)
where f(ǫu) is analytic for ǫu ∈ V and also satisfies f(y) = O(|y|2) as y → 0.
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4 Regularized Euler equations
There are various approaches to symmetric hyperbolic formulations of the relativistic Euler equations
[4, 14, 15, 34, 40]. We use the approach of [4] which is based on fluid projection and the introduction of a
Makino variable.
In the coordinates (x¯i), the Euler equations are given by
∇¯iT¯ ij = 0 (4.1)
where T¯ ij = (ρ+ ǫ2p)v¯iv¯j + pg¯ij and the fluid velocity v¯i is normalized according to
v¯iv¯
i = − 1
ǫ2
. (4.2)
Differentiating (4.2) yields
v¯i∇¯j v¯i = 0 (4.3)
which implies
v¯j v¯i∇¯j v¯i = 0 . (4.4)
Writing out (4.1) explicitly, we have
(∂¯iρ+ ǫ
2∂¯ip)v¯
iv¯j + (ρ+ ǫ2p)(v¯j∇¯iv¯i + v¯i∇¯iv¯j) + g¯ij ∂¯ip = 0 . (4.5)
The operator
Lji = δ
j
i + ǫ
2v¯j v¯i
projects into subspace orthogonal to the fluid velocity v¯i, i.e. LjiL
i
k = L
j
k and L
j
i v¯
i = 0. Using Ljk to
project the Euler equations (4.5) into components parallel and orthogonal to v¯i yields, after using the
relations (4.2)-(4.4), the following system
v¯i∂¯iρ+ (ρ+ ǫ
2p)Lij∇¯iv¯j = 0 , (4.6)
Mij v¯
k∇¯kv¯j + 1
ρ+ ǫ2p
Lij ∂¯ip = 0 , (4.7)
where
Mij = g¯ij + 2ǫ
2v¯iv¯j .
As discussed in the introduction, we introduce a new density variable α via the formula (1.12).
Multiplying (4.6) by the square of the function
h(ǫα) =
(
1 +
1
4n(n+ 1)
(ǫα)2
)
,
gives
h2v¯i∂¯iα+ h
2(ρ+ ǫ2p)
dα
dρ
Lij∇¯iv¯j = 0 , (4.8)
Mij v¯
k∇¯kv¯j + s
2
ρ+ ǫ2p
dp
dα
Lji ∂¯jα = 0 , (4.9)
where
s2 =
dp
dρ
=
1
4n2
α2
is the square of the speed of sound. A simple calculation shows that
s2
ρ+ ǫ2p
dp
dα
= h2(ρ+ ǫ2p)
dα
dρ
= q
9
where
q = q(ǫ, α) =
1
2nh(ǫα)
α .
This shows that the system (4.8)-(4.9) is symmetric, and moreover at a point where α = 0 and hence
p = ρ = 0, it is regular unlike (4.6)-(4.7). This is the point of introducing the Makino variable α. Also
note that the pressure is given in terms of the Makino variable by
p =
K
(4Kn(n+ 1))n+1
α2n+2. (4.10)
Define
wI := v¯I , and w4 := v¯4 − 1
ǫ
so that
vI = wI , and v4 = 1 + ǫw4 . (4.11)
Using vector notation
w = (α,wi)T ,
we can write (4.8) and (4.9) as
a4∂4w = a
I∂Iw + b (4.12)
where
a4 =
(
h2(1 + ǫw4) ǫqL4j
ǫqL4i Mij(1 + ǫw
4)
)
, (4.13)
aI =
(−h2wI −qLIj
−qLIi −MijwI
)
, (4.14)
and
b =
( −qLijΓ¯jiℓv¯ℓ
−MijΓ¯jkℓv¯kv¯ℓ
)
. (4.15)
From (3.3), (3.5), (3.18), and (3.27), we find that
g¯ij = ηij + fij(ǫu) (4.16)
where the fij(y) are analytic and satisfy fij(y) = O(|y|) as y → 0. Also, (3.6) shows that
Γ¯kij = ǫ
[
ηkm
(
2ηiℓηjp − ηijηℓp
)
ǫulpm + 2
(
ηℓpδ
k
(iǫu
ℓp
j) − 2ηℓ(iǫukℓj)
)]
+ ǫfkij(ǫu, ǫum) (4.17)
for functions fkij(ǫu, ǫum) that are analytic for ǫu ∈ V , linear in the ǫum, and satisfy fkij(0, y) = 0. So then
Mij = g¯ij + 2ǫ
2g¯ikg¯jℓv¯
kv¯ℓ = δij +mij(ǫu, ǫw
k) (4.18)
and
Lji = δ
j
i + ǫ
2g¯ikv¯
kv¯j = δji − δ4i δj4 + ℓji (ǫu, ǫwk) (4.19)
where ℓji (ǫu, ǫw
k) and mij(ǫu, ǫw
k) are analytic for ǫu ∈ V and ℓji (0, 0) = mij(0, 0) = 0. Using (4.16)-
(4.19), the matrices ai and the vector b can be written as
a4 =
(
1 0
0 δij
)
+ aˆ4(ǫu, ǫw) , (4.20)
aI =
( −wI − α2nδIj
− α2nδIi −δijwI
)
+ wI aˆ(ǫu, ǫw) + αaˆI(ǫu, ǫw) , (4.21)
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and
b =
(
0
−ηim(2η4ℓη4p + ηℓp)ulpm − 2(ηℓpδi4uℓp4 − 2ηℓ4uiℓ4 )
)
+
(
αbˆ1(ǫu, ǫw) · ǫuk
bˆ2(ǫu, ǫw) · uk
)
. (4.22)
Note that (i) aˆ4, aˆ, aˆI , bˆ1, and bˆ2 are analytic in all their variables provided that ǫu ∈ V , (ii) aˆ4, aˆ
and aˆI are symmetric, and (iii) aˆ4(0, 0) = 0, aˆI(0, 0) = 0, aˆ(0, 0) = 0, bˆ1(0, 0) = 0, and bˆ2(0, 0) = 0.
Consequently the system (4.12) is symmetric hyperbolic on a region where (ǫu, ǫw) is small enough to
ensure that a4 is positive definite. This can always be arranged by taking ǫ small enough and since we
are interested in the limit ǫց 0 no generality is lost in assuming this.
It is important to realize that the derivation above of (4.12) required that both the Euler equations
(4.1) and the fluid velocity normalization (4.2) are satisfied. Alternatively, we can first assume that (4.12)
is satisfied and then show that (4.1) and (4.2) are also satisfied. To see this, define
N := ǫv¯iv¯i + 1/ǫ = ǫg¯44(1/ǫ+ w4)2 + 1/ǫ+ 2g¯4J(1 + ǫw4)wJ + ǫg¯IJwIwJ . (4.23)
Clearly, N = 0 is equivalent to v¯iv¯i = −1/ǫ2 for ǫ > 0. Furthermore, any solution of (4.12) also solves
(4.6)-(4.7) for any ǫ > 0. So assuming that v¯ is a solution to the system (4.6)-(4.7), contracting (4.7)
with v¯i yields
(1 + 2ǫ2v¯iv¯i)v¯
k∂¯k(v¯
iv¯i) +
ǫqv¯j ∂¯jα
2
N = 0.
For (2ǫN − 1) 6= 0, this implies
(1 + ǫw4)∂4N = −wI∂IN + ǫ
2qv¯j ∂¯jα
4ǫN − 1 N . (4.24)
Clearly, this is a symmetric hyperbolic equation for N whenever 0 < 1/C ≤ (1 + ǫw4) ≤ C for some
constant C. This can always be arranged at x4 = 0 by choosing ǫ small enough. Therefore, if initially
N ∣∣
x4=0
= 0, then N = 0 for as long as (1 + ǫw4) stays absolutely bounded and bounded away from zero.
Consequently, choosing initial data for the system (4.12) such that N ∣∣
x4=0
= 0 will guarantee that the
solution will satisfy the full Euler equations (4.5) in an open neighborhood of the hypersurface x4 = 0.
In particular, if {α,wi} is a solution to (4.12) with initial data satisfying N|x4=0, then α is a solution to
the equation
∂4α+X
I∂Iα+ Y α = 0 (4.25)
where
XI :=
wI
1 + ǫw4
, and Y :=
∇¯iv¯i
2n(1 + ǫw4)h3(ǫα)
. (4.26)
Observe that
Y = Y¯ (ǫw4, ǫα)(ǫ∂tw
4 + ∂Iw
I) + Yˆ (ǫu, ǫw4, ǫuk, ǫw
I , ǫ)
where Y¯ (0, 0)−1/(2n) = 0, Yˆ (0, . . . , 0) = 0 and Y¯ (ǫw4, ǫα4), Yˆ (ǫu, ǫw4, ǫuk, ǫwI , ǫα4) are analytic on the
region ǫu ∈ V and 1 + ǫw4 > 0.
5 Newtonian initial data
Let S0 ∼= R3 be the hypersurface defined by S0 := {(xI , 0) | (xI) ∈ R3}. The covector ni = δ4i is conormal
to S0 implying that constraint equations for the initial data on S0 are given by niG
ij = 2ǫ4niT
ij. Defining
CJ := ǫ−1(G4J − T 4J) and C4 := G44 − T 44,
we find that Cj = 0 is equivalent to niGij = 2ǫ4niT ij for ǫ > 0. Also, by defining
Hj := ∂¯iu¯ij − ǫβj , (5.1)
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the generalized harmonic gauge (3.15) can be written as Hj = 0.
As will be seen in the proof of the next proposition the equations Cj = 0 are regular at ǫ = 0. So to find
appropriate initial data that is well defined at ǫ = 0, we solve the regularized constraint equations Cj = 0.
Moreover, we must also ensure that the harmonic gauge condition Hj = 0 and the fluid normalization
N = 0 are satisfied. To solve the constraints Cj = 0, Hj = 0, and N = 0, we use a implicit function
technique based on the work of Lottermoser [23]. We assume that the fluid velocity can be written as
(4.10) which is consistent with the expected behavior of the fluid velocity as ǫց 0. We will not assume
that the density and pressure are related by the equation of state (1.11). Instead, we will consider them
as independent prescribed fields for the purpose of finding solutions to the constraint equations. We do
this so that the following proposition remains valid for other equations of state.
Proposition 5.1. Suppose −1 < δ < 0, k > 3/2 + 1, R > 0 and (ρ˜, p˜, w˜I , z˜IJ4 , β˜j , z˜IJ ) ∈ (Hk−2δ−2 )2 ×
Hkδ−1×(Hk−1δ−1 )2×BR(Hkδ ) . Then there exists an ǫ0 > 0, an open neighborhood U of (ρ˜, p˜, w˜I , z˜IJ4 , β˜j , z˜IJ),
and analytic maps (−ǫ0, ǫ0) × U → Hkδ−1 : (ǫ, ρ, p, wI , zIJ4 , βj , zIJ )7→ w4, (−ǫ0, ǫ0) × U → Hkδ :
(ǫ, ρ, p, wI , zIJ4 , β
j , zIJ)7→ φ, (−ǫ0, ǫ0) × U → Hkδ : (ǫ, ρ, p, wI , zIJ4 , βj , zIJ ) 7→ wI such that for each
(ρ, p, wI , zIJ4 , β
j , zIJ ) ∈ U , (ǫ, ρ, p, wI , w4, u¯ij4 , βj , ∂¯4u¯ij) is a solution to the three constraints
Cj = 0 , Hj = 0 , and N = 0 , (5.2)
where
(u¯ij) =
(
ǫzIJ ǫwI
ǫwJ φ
)
, (5.3)
(∂tu¯
ij) =
(
zIJ4 −∂KzKI + βI
−∂KzKJ + βJ −∂KwK + β4
)
(t = x4) , (5.4)
and
w4 = −1
ǫ
+
−ǫg¯4JwJ −
√
ǫ2(g¯4JwJ )2 − g¯44(ǫ2g¯IJwIwJ + 1)
ǫg¯44
. (5.5)
Moreover, if we let φ0 = φ|ǫ=0, wI0 = wI |ǫ=0, and w40 = w4|ǫ=0, then φ0, wI0, and w40 satisfy the equations
∆φ0 = ρ , ∆w
I
0 = ∂Iβ
4 − ∂LzLI4 + ρwI , and w40 = 0 ,
respectively.
Proof. Let u¯44 = φ, u¯IJ = ǫzIJ , u¯I4 = ǫwI , and ∂¯4u¯
IJ = ǫzIJ4 . Solving Hj
∣∣
S0
= 0 yields
∂¯4u¯
44 = ǫ
(−∂IwI + β4) and ∂¯4u¯4J = ǫ(−∂IzIJ + βJ ) (5.6)
while solving N ∣∣
S0
= 0 gives
w4 = −1
ǫ
+
−ǫg¯4JwJ −
√
ǫ2(g¯4JwJ )2 − g¯44(ǫ2g¯IJwIwJ + 1)
ǫg¯44
. (5.7)
From (3.3) and (3.5), it is not difficult to verify that
w4 = ǫ−1f(ǫwI , ǫ3z, ǫ3w, ǫ2φ)
where f(y) (y = (y1, . . . , y4)) is analytic in a neighborhood of (0, 0, 0, 0) and and moreover f(y) = O(|y|2)
as y → 0.
Using the relation (5.6) to eliminate ∂¯4u¯
44 and ∂¯4u¯
4J in favour of wI and zIJ , we find that
g¯
kℓ∂¯2kℓu¯
44 +D44 = ∆φ − ǫ∂2KLzKL + 4ǫ2h4 ,
g¯
kℓ∂¯2kℓu¯
4J +D4J = ǫ
(
∆wJ − ∂Jβ4 + ∂LzLJ4 + 4ǫhJ
)
,
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where
h4 = ǫzKL∂KLφ+ ǫφ∂
2
KLz
KL − 2ǫ2wL∂2KLwK
hJ = ǫ2zKL∂2KLw
J + ǫ2wJ∂2KLz
KL − ǫ2wL∂2KLzKJ − ǫφ∂KzKJ4 − ǫ2zJL∂Lβ4 .
Using this and equation (3.9), (3.10)-(3.14), (3.24)-(3.26), and (4.10)-(4.11), we see that
CI = ∆wI + ∂LzLI4 + ǫhI
+ ǫf I(ǫ3z, ǫ3w, ǫ2φ, ǫDz, ǫDw, Dφ, ǫz4, ǫ(−∂KwK + β4), ǫ(−∂KzKL + βL))− S4I , (5.8)
and
C4 = ∆φ− ρ− ǫ(2w4 + ǫ(w4)2)ρ− ǫ∂2KLzKL + 4ǫ2h4+
ǫ2f4(ǫ3z, ǫ3w, ǫ2φ, ǫDz, ǫDw, Dφ, ǫz4, ǫ(−∂KwK + β4), ǫ(−∂KzKL + βL))− ǫS44 , (5.9)
where the functions f j(y) (y = (y1, . . . , y9)) are analytic in a neighborhood of {(0, 0, 0)}×U where U is
any open set and are quadratic in (y4, . . . , y9). Note that
S44 = ρS41(ǫ, wI , ǫ2z, ǫ2w, ǫφ) + pS41(ǫ, wI , ǫ2z, ǫ2w, ǫφ)
and
S4I = ρwI + ǫρSI1(ǫ, wI , ǫ2z, ǫ2w, ǫφ) + ǫpSI2(ǫ, wI , ǫ2z, ǫ2w, ǫφ)
where the functions Sj(y) (y = (y1, . . . , y7)) are analytic in a neighborhood of U × {(0, 0, 0)} for any
open set U .
Using lemma A.8 and proposition 3.6 of [17], we see from the above considerations that for any R > 0
there exists an ǫ0 > 0 such that the maps
(−ǫ0, ǫ0)×BR(Hkδ−1)×BR(Hkδ )3 −→ Hkδ : (ǫ, wI , z,w, φ) 7−→ w4
and
(−ǫ0, ǫ0)× (Hk−2δ−2 )2 ×BR(Hkδ−1)× (Hk−1δ−1 )2 ×BR(Hkδ )3 −→ Hk−2δ−2 : (ǫ, ρ, p, wI , z4, β, z,w, φ) 7−→ Cj
are analytic. Since
CI |ǫ=0 = ∆wI − ∂Iβ4 + ∂LzLI4 − κρwI , C4|ǫ=0 = ∆φ− κρ (5.10)
and for −1 < δ < 0 the Laplacian ∆ : Hkδ → Hk−2δ−2 is an isomorphism (see [1], proposition 2.2), we can
use the analytic version of the implicit function theorem (see [10] theorem 15.3) to conclude, shrinking ǫ0
if necessary, that there exists an open neighborhood U of any point in (Hk−2δ−2 )
2×BR(Hkδ−1)× (Hk−1δ−1 )2×
BR(H
k
δ ) and analytic maps
(−ǫ0, ǫ0)× U −→ Hkδ : (ǫ, ρ, p, wI , z4, β, z) 7−→ φ
and
(−ǫ0, ǫ0)× U −→ Hkδ : (ǫ, ρ, p, wI , z4, β, z) 7−→ z
such the constraints are satisfied, i.e.
Cj(ǫ, ρ, p, wI , z4, β, z,w(ǫ, ρ, p, w
I , z4, z), φ(ǫ, ρ, p, w
I , z4, z)) = 0
for all (ǫ, ρ, p, wI , z4, β, z) ∈ (−ǫ0, ǫ0)× U .
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6 Local existence for the Einstein-Euler system
The combined systems (3.19) and (4.12) can be written as
b0(ǫU, ǫV )∂tV =
1
ǫ
cI∂IV + b
I(ǫ, U, V )∂IV + f(ǫ, U, V )V +
1
ǫ
g(V )V + hǫ (t = x
4) (6.1)
where
U := (0, 0, u
o
ij , 0, 0)T , u
o
ij := uij |t=0 = ǫu¯ij |t=0 , (6.2)
V := (uij4 , u
ij
J , δu
ij , α, wi)T , δuij := uij − u
o
ij , (6.3)
b0(ǫU, ǫV ) :=
(
A4(ǫu) 0
0 a4(ǫu, ǫwi, ǫα)
)
, (6.4)
cI :=
(
CI 0
0 0
)
, (6.5)
bI(ǫ, U, V ) :=
(
AI(u) 0
0 aI(ǫ, ǫu, wi, α)
)
, (6.6)
f(ǫ, U, V )V :=


ǫf¯ ij(ǫu, uk)− Sij + 4ǫδuij ∂¯kβk − 8ǫ∂¯kβ(iδuj)k
0
u
ij
4
b(ǫ, ǫu, uk, w
i, α)

 , (6.7)
g(V )V := (−δi4δj4ρ(α), 0, . . . , 0)T , (6.8)
and
hǫ :=
(
4ǫu
o
ij ∂¯kβ
k − 8ǫ∂¯kβ(iu
o
j)k + ηij ∂¯kβ
k − 2∂¯kβ(iηj)k
0
)
. (6.9)
For initial data, we will use the following notation: given a function z that depends on time t, we define
z
o
:= z|t=0 .
To fix a region on which the system (6.1) is well defined, we note from (3.20), (4.20), and the invert-
ibility of the Lorentz metric (ηij) that there exists a constant K0 > 0 such that
− det(ηij + 4ǫuij) > 1/16 , 1 + ǫw4 > 1/16 , (6.10)
A4(ǫu) ≥ 1
16
1I , a4(ǫu, ǫw, ǫα) ≥ 1
16
1I (6.11)
and
|A4(ǫu)| ≤ 16 , |a4(ǫu, ǫw, ǫα)| ≤ 16 (6.12)
for all |ǫu| ≤ 2K0, |ǫwi| ≤ 2K0, |ǫα| ≤ 2K0. The choice of the bounds 1/16 and 16 is somewhat arbitrary
and they can be replaced by any number of the form 1/M and M for any M > 1 without changing any
of the arguments presented in the following sections. However, since we are interested in the limit ǫց 0,
we lose nothing by assuming M = 16.
Proposition 6.1. Suppose −1 < δ < 0, k ≥ 3 + s, α
o
, w
o
I ∈ Hkδ−1, zIJ ∈ Hk+1δ , zIJ4 ∈ Hkδ−1, βj ∈
C1([−T, T ], Hkδ−1). Let u¯o
ij
ǫ , ∂tu¯o
ij
ǫ and wo
4
ǫ be the initial data constructed in proposition 5.1 which, by
choosing ǫ0 ≤ 1 small enough, satisfies
|ǫw
o
i| , |ǫα
o
| , |ǫu¯
o
ij
ǫ | ≤ K0 for all ǫ ∈ (0, ǫ0].
Then
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(i) for each ǫ ∈ (0, ǫ0], there exists T1(ǫ), T2(ǫ) > 0 and a unique solution
Vǫ ∈
s+1⋂
ℓ=0
Cℓ((−T1(ǫ), T2(ǫ)), Hk−ℓδ−1 )
to the system (6.1) with initial data
Vǫ
o
= (ǫ∂tu¯
o
ij
ǫ , ∂J u¯o
ij
ǫ , 0, αo
, w
o
i) .
(ii) The identities
∂tu¯
ij
ǫ =
u
ij
4,ǫ
ǫ
, and uijJ,ǫ = ∂J u¯
ij
ǫ
hold where by definition u¯ijǫ = ǫ
−1uijǫ , u
ij
ǫ = uoǫ
+ δuijǫ , and uoǫ
= ǫu¯
o
ǫ.
(iii) The triple {u¯ijǫ , wiǫ, αǫ} determines, via the formulas (1.12), (3.4), (3.5), and (4.11), a solution to
the full Einstein-Euler system (1.1)-(1.2) that satisfies the constraints
ǫ∂tu¯
4j
ǫ + ∂I u¯
Ij
ǫ = ǫβ
j and vivi = − 1
ǫ2
.
(iv) For some constant C > 0 independent of ǫ, the initial data V
o
ǫ satisfies the estimate
‖V
o
ǫ − V
o
0‖Hkδ−1,ǫ ≤ C‖Vo ǫ − Vo 0‖Hkδ−1 ≤ Cǫ
while
‖∂tVǫ(0)‖Hk−1δ−1,ǫ ≤ ‖∂tVǫ(0)‖Hk−1δ−1 ≤ C
for all ǫ ∈ (0, ǫ0].
(v) If sup0≤t<T2(ǫ) ‖Vǫ(t)‖W 1,∞ <∞ and for all (x, t) ∈ R3 × [0, T2(ǫ)) |ǫδuǫ(x, t)| < K0, |ǫwi(x, t)| <
2K0, and |ǫαǫ(x, t)| < 2K0, then there exists a T∗ > T2(ǫ) such that the solution Vǫ can be continued
to the interval (−T1(ǫ), T∗).
Proof. (i) Follows directly from theorem B.5, proposition B.6, and corollary B.7, where we use the initial
data from proposition 5.1.
(ii) This follows from standard arguments on reductions of 2nd order hyperbolic equations to 1st order
symmetric hyperbolic systems. See [39], section 16.3 for details.
(iii) By part (ii), the triplet {u¯ijǫ , wiǫ, αǫ} satisfies the reduced Einstein equations (3.17) and the fluid
equations (4.12). By construction, {u¯ijǫ |t=0, wiǫ|t=0, αǫ|t=0} satisfies the constraints N|t=0 = 0, Hj |t=0 =
0, and (G4i−T 4i)|t=0 = 0. The reduced Einstein equations (3.17) can be written in terms of the Einstein
density Gij as
Gij − g¯ij ∂¯kHk + 2∂¯kH(ig¯j)k = T ij . (6.13)
Using (G4i − T 4i)|t=0 = 0, we see that(−g¯4j ∂¯kHk + 2∂¯kH(4g¯j)k)t=0 = 0 .
A straightforward calculation then shows that this implies that ∂tHj |t=0 = 0. As discussed in sections 4
(see (4.24)), N satisfies a linear symmetric hyperbolic system and hence by uniqueness, it follows that
N = 0 for all (xI , t) ∈ R3 × (−T1(ǫ), T2(ǫ). Thus {wiǫ, αǫ} determine a solution, via the formulas (4.11),
to the Euler equation which are equivalent to ∇¯iT ij = 0. So taking the divergence of (6.13) while using
∇¯iT ij = ∇¯iGij = 0 shows that Hj satisfies an equation of the form
g¯
ik∂¯jikHj +Qjpq (g¯, ∂¯kg¯)∂¯pHq = 0
15
where the Qjpq are analytic in g¯ and ∂¯kg¯. Clearly, this is a linear, 2
nd order hyperbolic equation for Hj .
Since Hj |t=0 = ∂tHj|t=0 = 0, we must have Hj = 0 for all (xI , t) ∈ R3 × (−T1(ǫ), T2(ǫ)).
(iv) We know from proposition 5.1 that the map (0, ǫ0] ∋ ǫ → V
o
ǫ ∈ Hkδ−1,ǫ is analytic which implies the
estimate ‖V
o
ǫ − V
o
0‖Hkδ−1 ≤ Cǫ for some fixed constant C > 0. So then
‖V
o
ǫ − V
o
0‖Hkδ−1,ǫ ≤ ‖Vo ǫ − Vo 0‖Hkδ−1 ≤ Cǫ
by lemma A.11. Since {u¯ǫ, wi, αǫ} solves the reduced Einstein equations (3.17), we have that
ǫg¯44ǫ ∂t∂¯4u¯
Ij
ǫ + 8ǫ
2∂L∂¯4u¯
Ij
ǫ + g¯
KL
ǫ ∂
2
KLu¯
Ij
ǫ + ǫ
2f Ij(ǫ2u¯ǫ, ∂¯4u¯ǫ, ∂Lu¯ǫ) = ǫ
2SIj(ǫ2u¯ǫ, αǫ, w
i
ǫ)
where the f IJ are analytic and quadratic in ∂4u¯ǫ and ∂ku¯ǫ while S
IJ are also analytic and linear in αǫ
and wiǫ. Evaluating this equation at t = 0, and using the following facts from proposition 5.1
ǫ−1‖u¯
o
Ij
ǫ ‖Hk+1δ + ‖u¯o
44
ǫ ‖Hk+1δ + ‖∂tu¯o
ij‖Hkδ−1 + ‖αo ǫ‖Hkδ−1 + ‖wo
i‖Hkδ−1 ≤ C , (6.14)
we find upon solving for ∂t∂¯4u¯
Ij that
‖∂t∂¯4u¯Ij(0)‖Hk−1δ−1 ≤ C ∀ ǫ ∈ (0, ǫ0] (6.15)
by the calculus inequalities of appendix A. But from part (iii), we get that ∂¯4u¯
44
ǫ + ∂I u¯
I4
ǫ = 0 and hence
differentiating this with respect to t and evaluating at t = 0 yields
‖∂t∂¯4u¯44ǫ (0)‖Hk−1δ−1 = ‖∂I∂tu¯o
I4
ǫ ‖Hk−1δ−1 ≤ C ∀ ǫ ∈ (0, ǫ0] . (6.16)
From the estimates (6.14), the fluid equations (4.12) and similar arguments as above show that
‖∂tαǫ(0)‖Hk−1δ−1 ≤ C + ‖∂tw
i
ǫ(0)‖Hk−1δ−1 ≤ C ∀ ǫ ∈ (0, ǫ0] . (6.17)
Estimates (6.14)-(6.17) and lemma A.11 then imply that ‖∂tVǫ(0)‖Hk−1δ−1,ǫ ≤ ‖∂tVǫ(0)‖Hk−1δ−1 ≤ C for all ǫ
∈ (0, ǫ0].
(v) This is just a statement of the continuation principle of theorem B.6.
7 The Newtonian limit
Let {Vǫ, 0 < ǫ ≤ ǫ0} be the sequence of solutions from theorem 6.1 where we will always assume that
−1 < δ < −1/2 and suppα
o
⊂ BR for some R > 0.
If we let Tm(ǫ) denote the maximal time of existence for the solution Vǫ, then
Vǫ ∈
s+1⋂
ℓ=0
Cℓ([0, Tm(ǫ)), H
k−ℓ
δ−1 ) ⊂
s+1⋂
ℓ=0
Cℓ([0, Tm(ǫ)), H
k−ℓ
δ−1,ǫ) . (7.1)
So αǫ ∈
⋂s+1
ℓ=0 C
ℓ([0, Tm(ǫ)), H
k−ℓ
δ−1 ) and hence proposition 3.6 of [17] and lemma A.8 imply that
ρǫ = ρ(αǫ) ∈
s+1⋂
ℓ=0
Cℓ([0, Tm(ǫ)), H
k−ℓ
δ−2 ).
Using proposition 2.2 of [1], we can solve the equation
∆Φǫ = ρǫ (7.2)
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to find
Φǫ ∈
s+1⋂
ℓ=0
Cℓ([0, Tm(ǫ)), H
k+2−ℓ
δ ).
To obtain the Newtonian limit, we use Φǫ to take care of the singular term ǫ
−1g(Vǫ)Vǫ in (6.1) by
introducing the new variable
Wǫ := (u
ij
4,ǫ, u
ij
J,ǫ, δu
ij
ǫ , αǫ, w
i
ǫ) u
ij
J,ǫ := u
ij
J,ǫ − δi4δj4∂JΦǫ . (7.3)
Observe that
Vǫ =Wǫ + dΦǫ
where
dΦǫ := (0, δ
i
4δ
j
4∂JΦǫ, 0, 0, 0) .
Noting that
b0(ǫUǫ, ǫVǫ) = b
0(ǫUǫ, ǫWǫ) and b
I(ǫ, Uǫ, Vǫ) = b
I(ǫ, Uǫ,Wǫ), (7.4)
Wǫ satisfies the equation
b0(ǫUǫ, ǫWǫ)∂tWǫ =
1
ǫ
cI∂IWǫ + b
I(ǫ, Uǫ,Wǫ)∂IWǫ + f(ǫ, Uǫ,Wǫ + dΦǫ)Wǫ +Hǫ (7.5)
where
Hǫ := hǫ − b0(ǫUǫ, ǫWǫ)∂tdΦǫ + bI(ǫ, Uǫ,Wǫ)∂IdΦǫ + f(ǫ, Uǫ,Wǫ + dΦǫ)dΦǫ.
By construction the initial data Vǫ
o
is bounded in Hkδ−1 as ǫ ց 0. Therefore by lemma A.11, there
exists a constant K1 such that
‖Wǫ|t=0‖Hkδ−1,ǫ ≤ K1 for all ǫ ∈ (0, ǫ0]. (7.6)
Also by definition of Wǫ and lemma A.7,
max{‖δuǫ‖L∞ , ‖αǫ‖L∞ , ‖wiǫ‖L∞} ≤ ‖Wǫ‖C1b ≤ CSob‖Wǫ‖Hkδ−1,ǫ (7.7)
where CSob is the constant from lemma A.7 that is ǫ independent. Shrinking ǫ0 if necessary, we can
always assume that
2ǫ0CSobK1 < K0 . (7.8)
Define
τǫ := min
{
sup
{
τ > 0| sup
0≤t≤τ
‖Wǫ(t)‖Hkδ−1,ǫ ≤ 2K1 and sup
0≤t≤τ
‖Vǫ‖Hkδ−1,ǫ <∞
}
, 1
}
. (7.9)
From the continuation principle in theorem 6.1, it is clear that τǫ satisfies
0 < τǫ ≤ Tm(ǫ).
7.1 Energy estimates
We will now use energy estimates on the Hkδ−1,ǫ spaces to show that τǫ is bounded below by a constant
independent of ǫ. The strategy we use is that of [5, 19] adapted to the Hkδ,ǫ spaces. All of the results
below will be derived under the assumption that the 1-parameter family Vǫ of solutions has the additional
regularity
Vǫ ∈
s+1⋂
ℓ=0
Cℓ([0, τǫ], H
k+1−ℓ
δ−1 ) .
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It is then not difficult to use solution of this type to approximate solutions of the regularity type (7.1)
and thereby show that all of the following results also hold for solutions with the regularity (7.1). Since
these sort of approximation arguments are standard, we will leave the details to the interested reader.
The next lemma contains the basic energy estimate which is the key to deriving estimates independent
of ǫ. We note that this type of estimate has been derived previously for the standard Sobolev spaces
in [5,19]. It also makes clear why we need to introduce the variablesWǫ and Φǫ to put the Einstein-Euler
equations into the form (7.5).
Lemma 7.1. Suppose ǫ0 ≥ 0, a0 ∈ C1([0, τ ],W 1,∞), aI ∈ C0([0, τ ],W 1,∞), g ∈ C0([0, τ ], L2λ,ǫ), and that
w ∈ C1([0, τ ], H1λ,ǫ) is a solution to the linear equation
a0∂tw = a
I∂Iw + g .
Then there exists a constant C > 0 independent of ǫ ∈ [0, ǫ0] such that
d
dt
〈w|a0w〉L2λ,ǫ ≤ C
[(‖div a‖L∞ + ǫ‖~a‖L∞)‖w‖2L2λ,ǫ + ‖g‖L2λ,ǫ‖w‖L2λ,ǫ]
where div a = ∂ta
0 + ∂Ia
I and ~a = (a1, a2, a3).
Proof. Let σ¯ = σ−2λ−3ǫ . Then ‖σ¯−1∂j σ¯‖L∞ ≤ ǫC for some constant C > 0 that is independent of ǫ. Using
this, the proof follows by a standard integration by parts argument as in the proof of lemma B.4.
To continue, we estimate, in terms of K1, how much the support of αǫ can change as ǫց 0.
Lemma 7.2.
suppαǫ(t) ⊂ BR+32K1
for all (t, ǫ) ∈ [0, τǫ]× (0, ǫ0].
Proof. Letting XI , Y¯ and Yˆ be as in section 4 (see (4.26)), we define
XIǫ (t) := X
I(ǫw4ǫ (t), w
J
ǫ (t))
and
Y Iǫ (t) := Y¯ (ǫw
4
ǫ (t), ǫαǫ(t))
(
ǫ∂tw
4
ǫ (t) + ∂Iw
I
ǫ (t)
)
+ Yˆ (ǫ(u
o
ǫ + δu(t)), ǫw
4(t), ǫuk(t), ǫw
J (t), ǫα(t)).
Using (6.10), (7.7), (7.8), and (7.9), we obtain the bound
‖XIǫ (t)‖L∞ ≤ 32K1 ∀ (t, ǫ) ∈ [0, τǫ]× (0, ǫ0]. (7.10)
From lemmas (A.7) and (A.10), and (7.1), it follows that XIǫ ∈ C0([0, τǫ], C1b ) and Y Iǫ ∈ C0([0, τǫ], C0b ).
Therefore the vector field XIǫ can be integrated to get a C
1 flow ψIǫ (t, x) that is well defined for all
(t, x) ∈ [0, τǫ] × R3. For each x ∈ R3, define αxǫ (t) := αǫ(t, ψǫ(t, x)). Then ∂tψIǫ (t, x) = XIǫ (t, ψǫ(t, x))
together with the evolution equation (4.25) implies that
d
dt
αxǫ (t) + Y (t, ψǫ(t, x))α
x
ǫ (t) = 0 .
By assumption suppα0 ⊂ BR and hence αxǫ (0) = αo (x) = 0 for x ∈ ER := R
3 \BR. Therefore
αǫ(t, ψǫ(t, x)) = 0 all x ∈ ER (7.11)
by the uniqueness of solutions to ODEs. But
|ψǫ(t, x) − x| ≤
∫ τǫ
0
|∂tψǫ(t, x)| =
∫ τǫ
0
|Xǫ(t, ψǫ(t, x))| ≤ 32K1τǫ ≤ 32K1
by (7.10) and 0 < τǫ ≤ 1. From this, (7.11), and the fact that for each t the map R3 ∋ x 7→ ψǫ(t, x) ∈ R3
defines a C1 diffeomorphism, it follows that suppαǫ(t) ⊂ BR+32K1 for all (t, ǫ) ∈ [0, τǫ]× (0, ǫ0].
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Next, we estimate ‖Φǫ‖Hk+2δ in terms of ‖Wǫ‖Hkδ−1,ǫ .
Lemma 7.3. Let R¯ = R+ 32K1 and
C1 = (1 + R¯)
−(δ−2)−3/2
√
1 + (1 + R¯)2k.
Then there exists a constant C > 0 such that
‖Φǫ(t)‖Hk+2δ ≤ CC1‖Wǫ(t)‖
n
Hk
δ−1,ǫ
for all (t, ǫ) ∈ [0, τǫ]× (0, ǫ0].
Proof. By lemma 7.2, the suppαǫ(t) ⊂ BR+32K1 for all (t, ǫ) ∈ [0, τǫ]× (0, ǫ0]. Letting R¯ = R+ 32K1, it
follows directly from the definition of the weighted norms that
‖u‖L2 ≤ ‖u‖L2η,ǫ ≤ (1 + R¯)−η−3/2‖u‖L2
for all functions u whose support is contained in BR¯ and for any ǫ ∈ (0, 1] and −η − 3/2 ≥ 0. Therefore
‖ρǫ‖Hkδ−2 ≤ CC1‖ρǫ‖Hkδ−1,ǫ
where C > 0 is a constant independent of ǫ and
C1 = (1 + R¯)
−(δ−2)−3/2
√
1 + (1 + R¯)2k.
Since ∆ : Hk+2δ → Hkδ−2 is an isomorphism and ∆Φǫ = ρǫ, we have ‖Φǫ‖Hk+2δ ≤ C‖ρǫ‖Hkδ−2 and hence,
by lemma A.8 (see also (1.12) and (7.3)) and the above estimate that
‖Φǫ‖Hk+2δ ≤ CC1‖ρǫ‖Hkδ−2,ǫ ≤ CC1‖αǫ‖
n
Hkδ−1,ǫ
≤ CC1‖Wǫ‖nHkδ−1,ǫ .
We note that for the remainder of this section, all of the constants appearing in the estimates may
depend on the fixed constant K1. We will often use C to denote constants that depend on K1 and that
may change from line to line.
Let Wαǫ = D
αWǫ (|α| ≥ 0), b0ǫ = b0(ǫUǫ, ǫWǫ), bIǫ = bI(ǫ, Uǫ, Vǫ) and fǫ = f(ǫ, Uǫ,Wǫ + dΦǫ)Wǫ. The
evolution equation (7.5) implies that
∂tWǫ = (b
0
ǫ )
−1
(
1
ǫ
cI + bIǫ
)
∂IWǫ + (b
0
ǫ )
−1fǫ + (b
0
ǫ)
−1Hǫ . (7.12)
Differentiating this equation yields
b0ǫ∂tW
α
ǫ =
1
ǫ
cI∂IW
α
ǫ + b
I
ǫ∂IW
α
ǫ + q
α |α| ≥ 0 (7.13)
where
qα = b0ǫ [D
α, (b0ǫ)
−1(ǫ−1cI + bIǫ )]∂IWǫ + b
0
ǫD
α
(
(b0ǫ )
−1fǫ
)
+ b0ǫD
α
(
(b0ǫ )
−1Hǫ
)
. (7.14)
From lemma A.11, we know, since −1 < δ < −1/2, that ‖ǫu¯
o
ǫ‖Hk+1δ,ǫ ≤ ǫ
|δ+1/2|‖u¯
o
ǫ‖Hk+1δ . Since ‖u¯oǫ‖Hk+1δ
is uniformly bounded in ǫ, we get, by lemmas A.7 and A.11, that
‖Uǫ‖C1,∞b ≤ CSob‖Uǫ‖Hk+1δ,ǫ ≤ Cǫ
|δ+1/2| (7.15)
for some constant C > 0 independent of ǫ. So
‖biǫ(t)‖W 1,∞ ≤ C ∀ (t, ǫ) ∈ [0, τǫ]× (0, ǫ0] (7.16)
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by (7.4), (7.7), (7.9) and (7.15) . Also, note that
‖dΦǫ‖L∞ + ‖DdΦǫ‖L∞ ≤ C‖Φǫ‖Hk+2δ ≤ C and ‖∂tdΦǫ‖L∞ ≤ C‖Φǫ‖Hk+1δ
by (A.3), (A.24) and lemmas 7.3 and A.7. The evolution equation (7.12) then implies that
‖∂tb0ǫ‖L∞ = ‖ǫDb0(ǫUǫ, ǫWǫ) · ∂tWǫ‖L∞ ≤ C(1 + ‖∂tdΦǫ‖Hk+1δ ) . (7.17)
Together (7.16) and (7.17) establish the existence of a constant C > 0 such that
‖div bǫ(t)‖L∞ ≤ C(1 + ‖∂tΦǫ(t)‖Hk+1δ ) ∀ (t, ǫ) ∈ [0, τǫ]× (0, ǫ0]. (7.18)
Differentiating (b0ǫ)
−1 yields
∂J(b
0
ǫ )
−1 = −ǫ(b0ǫ)−1
(
Db0(ǫUǫ, ǫWǫ) · (∂JUǫ, ∂JWǫ)
)
(b0ǫ)
−1 .
This along with (7.15), (7.16), (A.3), (A.24), and lemmas A.7 and A.9 can be used to control the singular
term in (7.14) and results in the following estimate (see also appendix B.2)
‖qα(t)‖L2
δ−1−|α|,ǫ
≤ Pα(‖Wǫ(t)‖Hkδ−1,ǫ , ‖Φǫ(t)‖Hk+2δ , ‖∂tΦǫ(t)‖Hk+1δ ) ∀ t ∈ [0, τǫ] (7.19)
where Pα(y1, y2, y3) is a polynomial that is independent of ǫ and satisfies P (0) = 0. Note that in deriving
this results, we have used the estimate
‖dΦǫ‖Hkδ−1,ǫ + ‖DdΦǫ‖Hkδ−2,ǫ ≤ C‖Φǫ‖Hk+2δ and ‖∂tdΦǫ‖Hkδ−1,ǫ ≤ C‖∂tΦǫ‖Hk+1δ (7.20)
for some C independent of ǫ which follows from (A.3), (A.24), and lemma A.11.
Define
|||Wǫ|||2k,δ−1,ǫ :=
∑
|α|≤k
〈∂αWǫ|b0ǫ∂αWǫ〉L2δ−|α|,ǫ .
Then
1
4
‖Wǫ(t)‖Hk
δ−1,ǫ
≤ |||Wǫ(t)|||k,δ−1,ǫ ≤ 4‖Wǫ(t)‖Hk
δ−1,ǫ
∀ t ∈ [0, τǫ] (7.21)
by (6.11) and (6.12). Lemma 7.1 combined with the estimates (7.16), (7.18), and (7.19) implies that
d
dt
|||Wǫ|||2k,δ−1,ǫ ≤ P (|||Wǫ|||k,δ−1,ǫ, ‖Φǫ‖Hk+2δ , ‖∂tΦǫ‖Hk+1δ )|||Wǫ|||k,δ−1,ǫ
or equivalently
d
dt
|||Wǫ(t)|||k,δ−1,ǫ ≤ P (|||Wǫ(t)|||k,δ−1,ǫ, ‖Φǫ(t)‖Hk+2δ , ‖∂tΦǫ(t)‖Hk+1δ ) ∀ t ∈ [0, τǫ] (7.22)
for a ǫ independent polynomial P (y1, y2, y3) satisfying P (0) = 0. By lemma 7.3, ‖Φǫ‖Hk+2δ can be bounded
by a polynomial of ‖Wǫ‖Hkδ−1,ǫ that is independent of ǫ and vanishes for ‖Wǫ‖Hkδ−1,ǫ = 0. The differential
inequality 7.22 shows that if we can do the same for ‖∂tΦǫ‖Hk+1δ then we get an estimate for |||Wǫ(t)|||k,δ−1,ǫ
independent of ǫ.
Lemma 7.4. There exists a polynomial P (y) with coefficients independent of ǫ such that P (0) = 0 and
‖∂tΦǫ(t)‖Hk+1δ ≤ P (‖Wǫ(t)‖Hkδ−1,ǫ)
for all (t, ǫ) ∈ [0, τǫ]× (0, ǫ0].
20
Proof. By (4.12), wǫ := (αǫ, w
i
ǫ)
T satisfies an equation of the form
a4(ǫUǫ, ǫWǫ)∂twǫ = a
I(ǫUǫ, ǫWǫ)∂twǫ + b1(ǫUǫ, ǫWǫ)Wǫ + b2(ǫUǫ, ǫWǫ)dΦǫ
and so
∂twǫ = (a
4)−1aI∂Iwǫ + (a
4)−1b1Wǫ + (a
4)−1b2dΦǫ .
Thus
‖∂twǫ‖Hk−1δ−1,ǫ ≤ ‖(a
4)−1aI‖Hk−11,ǫ ‖DWǫ‖Hk−1δ−2,ǫ + ‖(a
4)−1b1‖Hk−10,ǫ ‖Wǫ‖Hk−1δ−1,ǫ + ‖(a
4)−1b2‖Hk−10,ǫ ‖dΦǫ‖Hk−1δ−1,ǫ
by lemma A.8. Also by (7.15), (A.3), (A.24), and lemmas A.7 and A.9, we have that
‖(a4)−1aI‖Hk−11,ǫ ≤ P (‖Wǫ‖Hkδ−1,ǫ) , ‖DWǫ‖Hk−1δ−2,ǫ ≤ ‖Wǫ‖Hkδ−1,ǫ ,
‖(a4)−1b1‖Hk−10,ǫ ≤ P (‖Wǫ‖Hkδ−1,ǫ) , and ‖(a
4)−1b2‖Hk−10,ǫ ≤ P (‖Wǫ‖Hkδ−1,ǫ)
for some polynomial P (y) that is independent of ǫ. The above two inequalities along with (7.20) and
lemma 7.3 show that
‖∂tαǫ‖Hk−1δ−1,ǫ ≤ ‖∂twǫ‖Hk−1δ−1,ǫ ≤ P (‖Wǫ‖Hkδ−1,ǫ)
for a polynomial P (y) independent of ǫ and satisfying P (0) = 0. Using lemma A.8, the above estimate
implies that
‖∂tρǫ‖Hk−1δ−2,ǫ ≤ P (‖Wǫ‖Hkδ−1,ǫ)
where as above P (y) is a polynomial that is independent of ǫ. Since ∆∂tΦǫ = ∂tρǫ, the same arguments
used in the proof of lemma 7.3 can be used to conclude
‖∂tΦǫ‖Hk+1
δ
≤ C‖∂tρǫ‖Hk−1
δ−1,ǫ
≤ P (‖Wǫ‖Hk
δ−1,ǫ
) .
Lemmas 7.3 and 7.4 combined with the estimate (7.22) yield
d
dt
|||Wǫ(t)|||k,δ−1,ǫ ≤ P (|||Wǫ(t)|||k,δ−1,ǫ)|||Wǫ(t)|||k,δ−1,ǫ ∀ t ∈ [0, τǫ] (7.23)
for a polynomial P (y) that is independent of ǫ and whose coefficients depend only on K1. By Gronwall’s
inequality there exists a time T ∗ ∈ (0, 1), independent of ǫ, such that if y(t) ≥ 0 is C1 and satisfies
dy/dt ≤ P (y)y, then y(t) ≤ eK3ty(0) where K3 is a constant that depends on K1. Therefore
|||Wǫ(t)|||k,δ−1,ǫ ≤ eK3t|||Wǫ(0)|||k,δ−1,ǫ for all (t, ǫ) ∈ [0,min{T ∗, τǫ}]× (0, ǫ0]. (7.24)
Shrinking T ∗ if necessary, we conclude that
|||Wǫ(t)|||k,δ−1,ǫ ≤ 3
2
K1 for all (t, ǫ) ∈ [0,minT ∗, τǫ]× (0, ǫ0]. (7.25)
Note also that
‖Vǫ(t)‖Hkδ−1,ǫ ≤ C for all (t, ǫ) ∈ [0,min{T ∗, τǫ}]× (0, ǫ0] (7.26)
by 7.20, 7.21 and lemma 7.3. Therefore by the definition of τǫ, we must have 0 < T
∗ < τǫ for all
0 < ǫ ≤ ǫ0.
Differentiating (7.12) with respect to t, shows that W˙ǫ := ∂tWǫ and dΦ˙ǫ := ∂tdΦǫ satisfy the equation
b0(ǫUǫ, ǫWǫ)∂tW˙ǫ =
1
ǫ
cI∂IW˙ǫ+b
I(ǫ, Uǫ,Wǫ)∂IW˙ǫ + f¯1(ǫ, Uǫ,Wǫ, DWǫ, dΦǫ, DdΦǫ, dΦ˙ǫ)W˙ǫ
+ f¯2(ǫ, Uǫ,Wǫ, dΦǫ, DdΦ, dΦ˙ǫ, DdΦ˙ǫ, ∂tdΦ˙ǫ) + ∂th
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for analytic functions f1, f2 with f2 linear in the last 3 variables. This equation has the same structure
(7.5) and is not difficult to show that the arguments used to derive (7.24) can also be used to obtain the
estimate
‖W˙ǫ(t)‖Hk−1δ−1,ǫ ≤ C ∀ (ǫ, t) ∈ (0, ǫ0]× [0, T
∗] (7.27)
under the assumption that ‖W˙ǫ(0)‖Hk−1δ−1,ǫ is bounded as ǫց 0. But this is clear from proposition 6.1 and
lemma 7.3 and so the estimate holds. We have proved the following proposition.
Proposition 7.5. For ǫ0 > 0 small enough, there exists a T
∗ > 0 independent of ǫ ∈ (0, ǫ0] such that
the one parameter family of solutions Vǫ exist, for all ǫ ∈ (0, ǫ0], on a common time interval [0, T ∗].
Moreover, there exists constants C > 0, R¯ > 0 such that
max{‖δuǫ‖L∞ , ‖αǫ‖L∞ , ‖wiǫ‖L∞} ≤
K0
ǫ0
‖Vǫ(t)‖Hkδ−1,ǫ ≤ C , ‖∂tVǫ(t)‖Hk−1δ−1,ǫ ≤ C ,
‖Φǫ(t)‖Hk+2δ ≤ C , ‖∂tΦǫ(t)‖Hk+1δ ≤ C ,
and suppαǫ(t) ⊂ BR¯ for all (ǫ, t) ∈ (0, ǫ0]× [0, T ∗].
7.2 Properties of the limit equations
To fully understand the limit equations of section 7.3, we first need to consider the following system
∂tαˆ = −wˆI∂I αˆ− αˆ
2n
∂Iwˆ
I (7.28)
∂twˆ
J = − αˆ
2n
∂J αˆ− wˆI∂IwˆJ − ∂J Φˆ (7.29)
∆Φˆ = ρˆ (7.30)
with initial data
αˆ(0) = α
o
and wˆI(0) = w
o
I (7.31)
where α
o
and w
o
I are as defined in proposition 6.1. This system is precisely the Poisson-Euler equation
written using the Makino variable ρˆ = 1(4Kn(n+1))−n αˆ
2n. Indeed, a straightforward calculation shows that
(ρˆ, wˆI) satisfy the Poisson-Euler equations of Newtonian gravity
∂tρˆ+ ∂I(ρˆwˆ
I) = 0 , (7.32)
ρˆ(∂twˆ
J + wˆI∂I wˆ
J ) = −(ρˆ∂J Φˆ + ∂J 0p) , (7.33)
∆Φˆ = ρˆ , (7.34)
where
0
p = Kρˆ(n+1)/n.
Proposition 7.6. There exists a T > 0 and a solution
αˆ, wˆI ∈ C0([0, T ], Hkδ−1) ∩ C1([0, T ], Hk−1δ−1 ) ,
Φˆ ∈ C0([0, T ], Hk+2δ ) ∩C1([0, T ], Hk+1δ ) , ∂tΦˆ ∈ C0([0, T ], Hk+1δ−1 )
to the initial value problem (7.28)-(7.31) where αˆ(t) has compact support for all t ∈ [0, T ]. Moreover
(i) this solution is unique in the class
α˜, w˜ ∈ C0([0, T ], Hk) ∩C1(Rn × [0, T ]) Φ˜ ∈ C0([0, T ], Hk+2δ ) ∩C1(Rn × [0, T ])
where α˜(t) has compact support for all t ∈ [0, T ], and
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(ii) the solution also satisfies
αˆ, wˆI ∈ ∩s+1ℓ=0Cℓ([0, T ], Hk−ℓδ−1) ,
Φˆ ∈ ∩s+1ℓ=0Cℓ([0, T ], Hk+2−ℓδ ) , ∂tΦˆ ∈ ∩sℓ=0Cℓ([0, T ], Hk+1−ℓδ−1 ) .
Proof. Writing the system (7.28)-(7.30) as
∂t
(
αˆ
wˆJ
)
=
( −wˆI − αˆ2nδIJ
− αˆ2nδIJ −wˆI
)
∂I
(
αˆ
wˆJ
)
− 1
(4Kn(n+ 1))n
(
0
∂J(∆−1α2n)
)
,
we see that this system is symmetric hyperbolic with a non-local source term. Since ∆ : Hk+2δ → Hkδ−2 is
an isomorphism, it is not difficult to adapt the approximation scheme and energy estimates of appendices
B.1 and B.2 to this system. Then as in appendix B.3, this is enough to produce an existence theorem.
Consequently, there exists a T > 0 and a solution
αˆ, wˆI ∈ C0([0, T ], Hkδ−1) ∩ C1([0, T ], Hk−1δ−1 ). (7.35)
Therefore
ρˆ ∈ C0([0, T ], Hkδ−2) ∩ C1([0, T ], Hk−1δ−2 ) (7.36)
and hence Φ˜ = ∆−1ρˆ ∈ C0([0, T ], Hk+2δ ) ∩ C1([0, T ], Hk+1δ ).
Differentiating (7.34) with respect to t and using (7.32) yields
∆∂tΦˆ = −∂I(ρˆwˆI) . (7.37)
But, (7.35) implies that ρˆwˆI ∈ C0([0, T ], Hkδ−2) and hence ∆−1(ρˆwˆI) ∈ C0([0, T ], Hk+2δ ). Taking the
divergence then gives ∂I(∆
−1ρˆwˆI) ∈ C0([0, T ], Hk+1δ−1 ). However, (7.37) implies that ∂tΦˆ = −∆−1∂I(ρˆwˆI)
= −∂I(∆−1(ρˆwˆI)) and so ∂tΦˆ ∈ C0([0, T ], Hk+1δ−1 ).
The statement about compact support follows from the symmetric hyperbolic equation satisfied by αˆ
and the property of finite propagation speed. Uniqueness follows from a slight modification of standard
arguments, see [39] proposition 1.3, section 16.1.
7.3 Convergence as ǫ ց 0
In this section, we identify the limit of the relativistic solutions as ǫց 0. To accomplish this, we adapt
the arguments of [37], section III. Define
V˜ := (u˜ij4 , u˜
ij
J , δu˜
ij , α˜, w˜i)T ,
a˜I :=
( −w˜I α˜2nδIj
− α˜2nδIi −δijwI
)
,
b˜I :=
(
AI(δu˜ij) 0
0 a˜I
)
,
S˜ij := ρ
(
0 w˜I
w˜J 4ηijδu˜
ij
)
,
b˜ :=
(
0
−ηim(2η4ℓη4p + ηℓp)u˜ℓpm − 2(ηℓpδi4u¯ℓp4 − 2ηℓ4u¯iℓ4 )
)
,
f˜(V˜ )V˜ := (−S˜ij , 0, u˜ij4 , b˜)T ,
and
h˜ := (ηij∂Iβ
I − 2∂Iβ(iηj)I , 0, . . . , 0)T .
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Theorem 7.7. For any r > 0, Φǫ and Vǫ converge in C
0([0, T ∗], Hk+1−rloc ) and C
0([0, T ∗], Hk−rloc ) as ǫց 0
to Φ˜ ∈ C1(R3× [0, T ∗])∩C0([0, T ∗], Hk+2δ ) and the unique solution V˜ ∈ C1(R3× [0, T ∗])∩C0([0, T ∗], Hk)
of the system
P
(
∂tV˜ − b˜I∂I V˜ − f˜(V˜ )V˜ − h˜
)
= 0 ,
cI∂I(V˜ − dΦ˜) = 0 ,
V˜ (0) = V0
o
(0) ,
∆Φ˜ = ρ˜ ,
where P is the projection onto the L2 orthogonal complement of { cI∂IW = 0 |W ∈ H1}. Moreover,
(i) there exists a R¯ > 0 such that supp α˜(t) ⊂ BR¯ for all t ∈ [0, T ∗],
(ii) there exists a ω ∈ C0([0, T ∗], Hkloc) such that ∂Iω ∈ C0([0, T ∗], Hk−1) and
∂tV˜ − b˜I∂I V˜ − f˜(V˜ )V˜ − h˜− cI∂Iω = 0 , (7.38)
(iii) and for δ1 ≥ −1/2, there exists a ˜¯u ∈ C0([0, T ], L6δ1) such that
u˜
ij
J = ∂J ˜¯u
ij .
Proof. By assumption −1 < δ < −1/2, and so it follows directly from the definition of the weighted
norms that for every ℓ ≥ 0,
‖u‖Hℓ ≤ ‖u‖Hℓ
δ−1,ǫ
for all u ∈ Hℓδ−1,ǫ. (7.39)
So by proposition 7.5,
Vǫ ∈ C0([0, T ∗], Hk) ∩ C1([0, T ∗], Hk−1) ⊂ C0([0, T ∗], Hkδ−1,ǫ) ∩ C1([0, T ∗], Hk−1δ−1,ǫ)
and Φǫ ∈ C0([0, T ∗], Hk+2δ ) ∩ C1([0, T ∗], Hk+1δ ) are uniformly bounded for ǫ ∈ (0, ǫ0]. Therefore by the
Banach-Alaoglu theorem there exists subsequences of Φǫ and Vǫ, which we still denote by Φǫ and Vǫ, and
Φ˜ ∈ L1,∞([0, T ∗], Hk+1δ ) ∩ Lip([0, T ∗], Hkδ ), V˜ ∈ L1,∞([0, T ∗], Hk) ∩ Lip([0, T ∗], Hk−1) such that Φǫ and
Vǫ converge weakly to Φ˜ and V˜ , respectively, as ǫց 0.
By proposition 7.5, the support of αǫ is uniformly bounded in ǫ and hence the support of the weak
limit α˜ must also be bounded. From proposition 6.1, we have that uijJ,ǫ = ∂J u¯
ij
ǫ . So by lemmas A.7 and
A.11, and (7.15), we find that for δ1 ≥ −1/2 ≥ δ
‖u¯ijǫ ‖L6δ1 ≤ C‖u¯
ij
ǫ ‖L6δ ≤ C‖u¯ijǫ ‖L6δ,ǫ ≤ C
(‖uijJ,ǫ‖L2δ−1,ǫ + ‖uijǫ ‖L2δ,ǫ) ≤ C(1 + ‖Vǫ‖Hkδ−1,ǫ)
for a constant C independent of ǫ. It follows that u¯Iǫ converges weakly to a ˜¯u
ij ∈ L1,∞([0, T ∗], L6δ1) for
which ∂J ˜¯u
ij = u˜J .
Now, Vǫ satisfies
b0(ǫUǫ, ǫVǫ)∂tVǫ − 1
ǫ
cI∂I(Vǫ − dΦǫ) + bI(ǫ, Uǫ, Vǫ)∂IVǫ − f(ǫ, Uǫ, Vǫ)Vǫ − h(ǫUǫ) = 0 , (7.40)
and hence it follows from the boundedness of Φǫ and Vǫ that
‖cI∂I(Vǫ − dΦǫ)‖Hk−1 ≤ ‖cI∂I(Vǫ − dΦǫ)‖Hk−1δ−1,ǫ ≤ Cǫ .
Letting ǫց 0 yields
cI∂I(V˜ − dΦ˜) = 0 .
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Next, applying the projection P (note that Vǫ − dΦǫ ∈ H1) to (7.40) gives
P
(
b0(ǫUǫ, ǫVǫ)∂tVǫ − bI(ǫ, Uǫ, Vǫ)∂IVǫ − f(ǫ, Uǫ, Vǫ)Vǫ − h(ǫUǫ)
)
= 0
or equivalently
Pb0ǫP∂tVǫ + Pb
0
ǫ(1I − P)∂tVǫ − P
(
bIǫ∂IVǫ − fǫ − hǫ
)
= 0
where we set b0ǫ = b
0(ǫUǫ, ǫVǫ), b
I
ǫ = b
I(ǫ, Uǫ, Vǫ)∂IVǫ, fǫ = f(ǫ, Uǫ, Vǫ)Vǫ, and hǫ = h(ǫUǫ). Suppose
ψ ∈ C∞0 and let 〈u|v〉 =
∫
R3
uv d3x be the standard L2 norm. Then
〈ψ|Pb0ǫ(1I − P)∂tVǫ〉 = 〈(1I − P)b0ǫPψ|∂tVǫ〉 (7.41)
as P is a self-adjoint projection operator. Since the imbedding Hk(BR)→ Hk−r(BR) (r > 0) is compact
for any ball BR, Vǫ and Φǫ converge in C
0([0, T ∗], Hk−rloc ) and C
0([0, T ∗], Hk+2−rloc ) to V˜ and Φ˜, respectively,
as ǫց 0. Using this strong convergence and (7.15), we find that (1I − P)b0ǫPψ → (1I − P)Pψ = 0 in L2
as ǫց 0 and hence 〈ψ|Pb0ǫ(1I − P)∂tVǫ〉 → 0 by (7.41) and the fact that ‖∂tVǫ‖L2 is uniformly bounded
in ǫ. Therefore, we have established that
Pb0ǫ(1I − P)∂tVǫ −→ 0 weakly in L2 as ǫց 0.
The remainder of the proof follows from a straightforward adaptation of the proof of Theorem 2 in [37].
From the block diagonal form of the matrix cI , it is clear that ω can be written as
ω = (ωij4 , ω
ij
I , 0, . . . , 0)
T .
Using this, we can write the system (7.38) as
∂tα˜ = −w˜I∂I α˜− α˜
2n
∂Iw˜
I (7.42)
∂tw˜
J = − α˜
2n
∂J α˜− w˜I∂Iw˜J −
[
δIJ
(
u˜
44
I + δKLu˜
KL
I
)
+ 4u˜J44
]
(7.43)
∂tw˜
4 = −w˜I∂I w˜4 −
(
u˜
44
4 + δIJ u˜
IJ
4
)
(7.44)
∂tu˜
ij
4 = 4δu˜
4I∂I u˜
ij
4 + 4δu˜
IJ∂I u˜
ij
J + η
ij∂Iβ
I − 2∂Iβ(iηj)I − S˜ij + ∂IωijI (7.45)
∂tu˜
ij
I = 4δu˜
IJ∂J u˜
ij
4 + ∂Iω
ij
4 (7.46)
∂tδu˜
ij = u˜ij4 (7.47)
∂J u˜
ij
4 = 0 (7.48)
∂J u˜ijJ = δ
i
4δ
j
4∆Φ˜ (7.49)
∆Φ˜ = ρ˜ (7.50)
with initial conditions
u˜
ij
4 (0) = 0 , u˜
iJ
I (0) = 0 , u˜
44
I = ∂Iφ (φ := ∆
−1ρ˜(0)) , (7.51)
α˜(0) = α
o
, w˜I = w
o
I , w˜4 = 0 . (7.52)
Equation (7.48) immediately implies that
u˜
ij
4 = 0 , (7.53)
and hence, by uniqueness and the fact that δuij(0) = 0, it follows from (7.47) that
δu˜ij = 0 . (7.54)
Since u˜ijJ = ∂J ˜¯u
ij , we get from (7.49) that ∆˜¯uij = δi4δ
j
4∆Φ˜. But ˜¯u
ij ∈ L6δ1 and ∆Φ˜ ∈ L2δ−2 and so by
theorem 1.2 and proposition 1.6 of [1], we find that ˜¯uij ∈ Hkδ2 for 0 > δ2 > δ1 ≥ −1/2 > δ > −1. Since
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the Laplacian ∆ : Hkδ2 → Hk−2δ2−1 is injective for δ2 < 0 (see [1], proposition 2.2), we must have ˜¯uij = δi4δ
j
4Φ˜
and hence
u˜
ij
J = δ
i
4δ
j
4∂J Φ˜ . (7.55)
Substituting (7.53)-(7.55) into (7.42)-(7.49) yields
∂tα˜ = −w˜I∂I α˜− α˜
2n
∂Iw˜
I , (7.56)
∂tw˜
J = − α˜
2n
∂J α˜− w˜I∂Iw˜J − ∂J Φ˜ , (7.57)
∆Φ˜ = ρ˜ , (7.58)
and
∂tw˜
4 = −w˜I∂I w˜4 , (7.59)
∂IωijI = η
ij∂Iβ
I − 2∂Iβ(iηj)I + S˜ij , (7.60)
∂Iω
Jk
4 = 0 , (7.61)
∂t∂IΦ˜ = ∂Iω
44
4 . (7.62)
Since w˜4(0) = 0, uniqueness of solutions to hyperbolic equations implies that
w˜4 = 0 . (7.63)
Proposition 7.6 and (7.56)-(7.58) imply that {Φ˜, w˜I , α˜} must satisfy
α˜, w˜I ∈ C0([0, T ∗], Hkδ−1) ∩ C1([0, T ∗], Hk−1δ−1 ) (7.64)
and
Φ˜ ∈ C0([0, T ∗], Hk+2δ ) ∩ C1([0, T ∗], Hk+1δ ) , (7.65)
∂tΦ˜ ∈ C0([0, T ∗], Hk+1δ−1 ) ∩C1([0, T ∗], Hkδ−1) . (7.66)
We then get from (7.61) and (7.62) that
ω444 = ∂tΦ˜ ∈ C1([0, T ∗], Hkδ−1) (7.67)
and
ω4J4 = 0 . (7.68)
Equations (7.54) and (7.63) imply that S˜ij can be written as S˜ij = 2δ(iI δj)4 ρ˜w˜I . We then find from (7.60)
that
ωijI = ∂IΩ
ij (7.69)
where
Ωij = ∆−1
(
ηij∂Iβ
I − 2∂Iβ(iηj)I + 2δ(iI δj)4 ρ˜w˜I
)
. (7.70)
Note that
Ωij ∈ C1([0, T ∗], Hk+1δ )
since ∂Iβ
j ∈ C1([0, T ∗], Hk−1δ−2 ) and S˜ij ∈ C1([0, T ∗], Hk−1δ−2 ) by (7.64). Therefore
ωijI = ∂IΩ
ij ∈ C1([0, T ∗], Hkδ−1) . (7.71)
We collect the above results in the following proposition.
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Proposition 7.8. The limit solution {V˜ , Φ˜} from theorem 7.7 satisfies
δu˜ij = u˜ij4 = w˜
4 = 0 ,
Φ˜ ∈ C0([0, T ∗], Hk+2δ ) ∩ C1([0, T ∗], Hk+1δ ) , ∂tΦ ∈ C0([0, T ∗], Hk+1δ−1 ) ∩C1([0, T ∗], Hkδ−1) ,
u˜ijJ = δ
i
4δ
j
4∂J Φ˜ ∈ C1([0, T ∗], Hk+1δ−1 ) ∩ C1([0, T ∗], Hkδ−1) ,
α˜, w˜I ∈ C0([0, T ∗], Hkδ−1) ∩ C1([0, T ∗], Hk−1δ−1 ) ,
while {Φ˜, α˜, w˜I} solves the equations (7.56)-(7.58). Moreover, the ω from theorem 7.7 is given by
ω = (ωij4 , ω
ij
I , 0, . . . , 0)
T
where
ωij4 = δ
i
4δ
j
4∂tΦ˜ ∈ C1([0, T ∗], Hkδ−1) ,
ωijI = ∂I∆
−1
(
ηij∂Jβ
IJ − 2∂Jβ(iηj)J + 2δ(iJ δj)4 ρ˜w˜J
) ∈ C1([0, T ∗], Hkδ−1) .
7.4 Error Estimate
To get an error estimate which measures the difference between the relativistic and Newtonian solutions,
we adapt the arguments of [37], section IV. Define
Zǫ := Vǫ − V˜ + dΦǫ − dΦ˜− ǫω and γǫ := αǫ − α˜ .
A simple but useful observation is that
‖γǫ‖Hk−1δ−1,ǫ = ‖αǫ − α˜‖Hkδ−1,ǫ ≤ ‖Zǫ‖Hk−1δ−1,ǫ and ‖w
i
ǫ − w˜i‖Hk−1δ−1,ǫ ≤ ‖Zǫ‖Hk−1δ−1,ǫ . (7.72)
Lemma 7.9. There exists an ǫ independent constant C > 0 such that
‖dΦǫ(t)− dΦ(t)‖Hk−1δ−1,ǫ + ‖DdΦǫ(t)−DdΦ(t)‖Hk−1δ−2,ǫ ≤ ‖Φǫ(t)− Φ˜(t)‖Hk+1δ ≤ C‖Zǫ(t)‖Hk−1δ−1,ǫ
‖∂tdΦǫ(t)− ∂tdΦ˜(t)‖Hk−1δ−1,ǫ ≤ ‖∂tΦǫ(t)− ∂tΦ˜(t)‖Hkδ ≤ C‖Zǫ(t)‖Hk−1δ−1,ǫ + Cǫ
and
‖∂tγǫ‖Hk−2δ−1,ǫ ≤ C‖Zǫ(t)‖Hk−1δ−1,ǫ + Cǫ
for all (t, ǫ) ∈ [0, T ∗]× (0, ǫ0].
Proof. Since the support of αǫ(t) and α˜(t) are both bounded for all (t, ǫ) ∈ [0, T ∗] × (0, ǫ0], there exists
a ǫ independent constant C > 0 such that
C−1‖ρǫ − ρ˜‖Hk−1δ−2 ≤ ‖ρǫ − ρ˜‖Hk−2δ−1,ǫ ≤ C‖ρǫ − ρ˜‖Hk−1δ−2 .
Also, ∆Φǫ = ρǫ, ∆Φ˜ = ρ˜, and ∆ : H
k+1
δ → Hk−1δ−1 is an isomorphism, and therefore
‖Φǫ − Φ˜‖Hk+1
δ
≤ ‖ρǫ − ρ˜‖Hk−1
δ−2
≤ C‖ρǫ − ρ˜‖Hk−1
δ−1,ǫ
≤ C‖γǫ‖Hk−1
δ−1,ǫ
≤ C‖Zǫ‖Hk−1
δ−1,ǫ
(7.73)
by proposition 7.5 and lemma A.10. From (4.25) and (7.56), it follows that γǫ satisfies
∂tγǫ = −XI∂Iγǫ − Y γǫ + (XI − w˜I)∂I α˜+
(
Y − ∂I w˜
I
2n
)
α˜ , (7.74)
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where XI and Y are given by (4.26). But XI = XI(ǫw4ǫ , w
I
ǫ ) and w˜
I = XI(0, w˜I) and hence
‖XI − w˜I‖Hk−2δ−1,ǫ ≤ C‖w
I
ǫ − w˜I‖Hk−2δ−1,ǫ ≤ C‖Zǫ‖Hk−1δ−1,ǫ (7.75)
by (7.72), (A.24), lemma A.10 and proposition 7.5. Next,
Y − ∂Iw˜
I
2n
= (Y¯ (ǫVǫ)− 1
2n
)(ǫ∂tw
4
ǫ + ∂Iw
I
ǫ ) +
1
2n
ǫ∂tw
4
ǫ +
1
2n
(∂Iw
I
ǫ − ∂I w˜I) + Yˆ (ǫUǫ, ǫVǫ)
where Yˆ (0) = 0 and Y¯ (0) − 1/(2n) = 0. Using (7.15), (A.3), (A.24), proposition 7.5, and lemmas A.7
-A.10, we can estimate each of the above terms as follows
‖(Y¯ (ǫVǫ)− 1
2n
)(ǫ∂tw
4
ǫ + ∂Iw
I
ǫ )‖Hk−2δ,ǫ ≤ ‖(Y¯ (ǫVǫ)−
1
2n
)‖Hk−2δ−1,ǫ(ǫ‖∂tw
4
ǫ‖Hk−2δ−1,ǫ + ‖w
I
ǫ‖Hk−2δ−1,ǫ)
≤ Cǫ‖Vǫ‖Hkδ−1,ǫ(ǫ‖∂tVǫ‖Hk−1δ−1,ǫ + ‖Vǫ‖Hkδ−1,ǫ) ≤ Cǫ ,
‖ 1
2n
ǫ∂tw
4
ǫ‖Hk−2δ,ǫ ≤ Cǫ‖∂tVǫ‖Hk−1δ−1,ǫ ≤ Cǫ
‖ 1
2n
(∂Iw
I
ǫ − ∂I w˜I)‖Hk−2δ,ǫ ≤ C‖Zǫ‖Hk−1δ−1,ǫ ,
and
‖Yˆ (ǫUǫ, ǫVǫ)‖Hk−2δ,ǫ ≤ Cǫ(‖Uǫ‖Hkδ,ǫ + ‖Vǫ‖Hkδ−1,ǫ) ≤ Cǫ .
Therefore
‖Y − ∂Iw˜
I
2n
‖Hk−2δ,ǫ ≤ C‖Zǫ‖Hk−1δ−1,ǫ + Cǫ . (7.76)
We can also estimate XI and Y as follows
‖XI‖Hk−2δ−1,ǫ ≤ C‖Vǫ‖Hkδ−1,ǫ ≤ C , (7.77)
‖Y ‖Hk−2
δ,ǫ
≤ C(‖Uǫ‖Hkδ,ǫ + ‖Vǫ‖Hkδ−1,ǫ + ‖∂tVǫ‖Hk−1δ−1,ǫ) ≤ C . (7.78)
The estimates (7.72), (7.75), (7.76), (7.77), (7.78) along with lemma A.8 imply via the equation (7.74)
that
‖∂tγǫ‖Hk−2δ−1,ǫ ≤ C‖Zǫ‖Hk−1δ−1,ǫ + Cǫ . (7.79)
Since ∆∂tΦǫ = δρǫ and ∆∂tΦ˜ = ∂tρ˜, the same arguments used to establish the estimate (7.73) can be
used in conjunction with (7.79) to show
‖∂tΦǫ − ∂tΦ˜‖Hkδ ≤ C‖Zǫ‖Hk−1δ−1,ǫ + Cǫ . (7.80)
Finally from (7.73), (7.80), and lemma A.11, we get the desired estimates
‖dΦǫ − dΦ‖Hk−1δ−1,ǫ + ‖DdΦǫ −DdΦ‖Hk−1δ−2,ǫ ≤ ‖Φǫ − Φ˜‖Hk+1δ ≤ C‖Zǫ‖Hk−1δ−1,ǫ
and
‖∂tdΦǫ − ∂tdΦ˜‖Hk−1δ−1,ǫ ≤ ‖∂tΦǫ − ∂tΦ˜‖Hkδ ≤ C‖Zǫ‖Hk−1δ−1,ǫ + Cǫ
for some constant C independent of ǫ.
Lemma 7.10. There exists a constant C > 0 such that
‖∂tαǫ − ∂tα˜‖Hk−2δ−1,ǫ + ‖Vǫ(t)− V˜ (t)‖Hk−1δ−1,ǫ ≤ Cǫ for all (t, ǫ) ∈ [0, T
∗]× (0, ǫ0].
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Proof. From the evolution equation (6.1), we find that Zǫ satisfies the equation
b0ǫ∂tZǫ =
1
ǫ
cI∂IZǫ + b
I
ǫ∂IZǫ + Fǫ (7.81)
where b0ǫ = b
0(ǫUǫ, ǫVǫ), b
I
ǫ = b(ǫ, Uǫ, Vǫ) and
Fǫ = −b0ǫ∂t(dΦ˜− dΦǫ)− ǫb0ǫ∂tω + bIǫ(∂IdΦ˜− ∂IdΦǫ) + ǫbIǫ∂Iω
− (b0ǫ − 1I )∂tV˜ + (b˜I − bIǫ )∂I V˜ + f(ǫ, Uǫ, Vǫ)Vǫ − f˜(V˜ )V˜ + hǫ − h˜ . (7.82)
Using (7.15), (A.3), (A.24), lemmas 7.9, A.7-A.9, and propositions 7.5 and 7.8, we get the following
estimates
‖b0ǫ − 1I ‖Hkδ,ǫ ≤ Cǫ(‖Uǫ‖Hkδ,ǫ + ‖Vǫ‖Hkδ−1,ǫ) ≤ Cǫ , (7.83)
‖b0ǫ∂t(dΦ˜− dΦǫ)‖Hk−1δ−1,ǫ ≤ ‖(b
0
ǫ − 1I )∂t(dΦ˜− dΦǫ)‖Hk−1δ−1,ǫ + ‖∂t(dΦ˜− dΦǫ)‖Hk−1δ−1,ǫ
≤ C(‖b0ǫ − 1I ‖Hk−1δ,ǫ + 1)‖∂t(dΦ˜− dΦǫ)‖Hk−1δ−1,ǫ ≤ C‖Zǫ‖Hk−1δ−1,ǫ + Cǫ , (7.84)
‖ǫb0ǫ∂tω‖Hk−1
δ−1,ǫ
≤ ǫC(‖b0ǫ − 1‖Hk−1
δ,ǫ
+ 1)‖∂tω‖Hk−1
δ−1,ǫ
≤ Cǫ , (7.85)
‖ǫbIǫ∂Iω‖Hk−1δ−1,ǫ ≤ Cǫ‖b
I
ǫ‖Hk−1δ,ǫ ‖∂Iω‖Hk−1δ−2,ǫ ≤ Cǫ‖b
I
ǫ‖Hk−1δ,ǫ ‖ω‖Hkδ−1,ǫ ≤ Cǫ , (7.86)
‖hǫ − h˜‖Hk−1δ−1,ǫ ≤ Cǫ . (7.87)
To estimate the term bIǫ − b˜, we first note that
bIǫ − b˜ =
(
AI(u
o
iJ
ǫ ) +A
I(δuiJǫ ) 0
0 aI(ǫuǫ, ǫw
i
ǫ, ǫαǫ, w
I
ǫ , αǫ)− aI(0, 0, 0, w˜i, α˜)
)
where the map aI is analytic. Next, the estimate (7.15) implies that
‖uijǫ ‖Hk−1δ ,ǫ ≤ ‖uo
ij
ǫ ‖Hk−1δ,ǫ + C‖δu
ij
ǫ ‖Hk−1δ−1,ǫ ≤ C + C‖Zǫ‖Hk−1δ−1,ǫ . (7.88)
From proposition 5.2 and lemma A.11, we see that the u
o
iJ
ǫ can be estimated by
‖u
o
iJ
ǫ ‖Hk+1δ,ǫ = ‖ǫu¯o
iJ
ǫ ‖Hk+1δ,ǫ ≤ ǫ
|δ+1/2|‖u¯
o
iJ
ǫ ‖Hk+1δ ≤ Cǫ
|δ+1/2|+1 . (7.89)
Also, from proposition 7.8 and lemma 7.9, we obtain
‖∂tαǫ − ∂tα˜‖Hk−2δ−1,ǫ + ‖Vǫ− V˜ ‖Hk−1δ−1,ǫ ≤ ‖Zǫ‖Hk−1δ−1,ǫ + ‖dΦǫ− dΦ˜‖Hk−1δ−1,ǫ + ǫ‖ω‖Hk−1δ−1,ǫ ≤ C‖Zǫ‖Hk−1δ−1,ǫ +Cǫ .
(7.90)
The three estimates (7.88)-(7.90) along with lemmas A.9 and A.10, and proposition 7.5 and 7.8, show
that
‖AI(u
o
iJ
ǫ ) +A
I(δuiJǫ )‖Hk−1δ,ǫ ≤ C‖uo
iJ
ǫ ‖Hkδ,ǫ + C‖δu
iJ
ǫ ‖Hk−1δ−1,ǫ ≤ Cǫ + C‖Zǫ‖Hk−1δ−1,ǫ ,
and
‖aI(ǫuǫ, ǫwiǫ, ǫαǫ, wIǫ , αǫ)− aI(0, 0, 0, w˜i, α˜)‖Hk−1δ,ǫ ≤ C(ǫ‖u
ij
ǫ ‖Hk−1δ,ǫ + ‖αǫ − α˜‖Hk−1δ−1,ǫ
+ ‖wiǫ − w˜i‖Hk−1δ−1,ǫ ≤ Cǫ + C‖Zǫ‖Hk−1δ−1,ǫ) .
Therefore
‖bIǫ − b˜‖Hk−1
δ−1,ǫ
≤ Cǫ+ C‖Zǫ‖Hk−1
δ−1,ǫ
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and hence
‖(b˜− bIǫ)∂I V˜ ‖Hk−1δ−1,ǫ ≤ C‖b˜− b
I
ǫ‖Hk−1δ,ǫ ‖DV˜ ‖Hk−1δ−2,ǫ ≤ Cǫ+ ‖Zǫ‖Hk−1δ−1,ǫ . (7.91)
Next, we notice that
f(ǫ, Uǫ, Vǫ)Vǫ − f˜(V˜ )V˜ = −ρǫFǫ + fˆ(Vǫ)Vǫ − fˆ(V˜ )Vǫ + ǫf¯(ǫ, Uǫ, Vǫ)Vǫ
where
Fǫ := −4ρǫ(ǫδi4δj4ηpq u¯o
pq
ǫ , 0, . . . , 0)
T
and fˆ and f¯ are analytic. We obtain
‖fˆ(Vǫ)Vǫ − fˆ(V˜ )Vǫ + ǫf¯(ǫ, Uǫ, Vǫ)Vǫ‖Hk−1δ−1,ǫ ≤ C‖Zǫ‖Hk−1δ−1,ǫ + Cǫ (7.92)
by the arguments used above. Also, the boundedness of the support of αǫ(t) implies that
‖Fǫ‖Hk−1δ−1,ǫ ≤ Cǫ‖ρǫηij u¯o
ij
ǫ ‖Hk−1δ ≤ Cǫ‖ρǫ‖Hk−1δ ‖u¯o‖Hk−1δ ≤ Cǫ‖ρǫ‖Hk−1δ−1,ǫ‖u¯o‖Hk−1δ ≤ Cǫ . (7.93)
So then
‖f(ǫ, Uǫ, Vǫ)Vǫ − f˜(V˜ )V˜ ‖Hk−1δ−1,ǫ ≤ C‖Zǫ‖Hk−1δ−1,ǫ + Cǫ (7.94)
by (7.92) and (7.93). Combining the estimates (7.83)-(7.87), (7.91), (7.92), and (7.94) yields
‖Fǫ‖Hk−1δ−1,ǫ ≤ C‖Zǫ‖Hk−1δ−1,ǫ + Cǫ . (7.95)
Letting Zαǫ = D
αZǫ and differentiating the equation (7.81) yields
b0ǫ∂tZ
α
ǫ =
1
ǫ
cI∂IZ
α
ǫ + b
I
ǫ∂IZ
α
ǫ + q
α 0 ≤ |α| ≤ k − 1 ,
where
qα = −[Dα, b0ǫ ]∂tZαǫ + [Dα, bIǫ ]∂IZαǫ +DαFǫ .
Using the estimates above along with propositions 7.5 and 7.8 and the calculus inequalities from appendix
A, we find
‖∂tZǫ‖Hk−1δ−1,ǫ ≤ C‖Zǫ‖Hk−1δ−1,ǫ + Cǫ ,
‖[Dα, b0ǫ ]∂tZαǫ ‖L2δ−1−|α|,ǫ ≤ C‖b
0
ǫ − 1I ‖Hk−1δ,ǫ ‖∂tZǫ‖Hk−1δ−1,ǫ ≤ C‖Zǫ‖Hk−1δ−1,ǫ + Cǫ ,
‖[Dα, bIǫ ]∂IZαǫ ‖L2δ−1−|α|,ǫ ≤ C‖b
I
ǫ‖Hk−1δ,ǫ ‖DZǫ‖Hk−2δ−2,ǫ ≤ C‖Zǫ‖Hk−1δ−1,ǫ ,
and hence
‖qα‖Hk−1δ−1,ǫ ≤ C‖Zǫ‖Hk−1δ−1,ǫ + Cǫ .
Combining this estimate with the estimates
‖∂tb0ǫ + ∂IbIǫ‖L∞ ≤ C , ‖bIǫ‖L∞ ≤ C ,
and lemma 7.1, shows that
d
dt
〈Zαǫ |b0ǫZαǫ 〉L2δ−1−|α|,ǫ ≤ C(‖Zǫ‖Hk−1δ−1,ǫ + ǫ)‖Zǫ‖Hk−1δ−1,ǫ 0 ≤ |α| ≤ k − 1 .
Summing over α and using Gronwall’s inequality, we get
‖Zǫ(t)‖Hk−1δ−1,ǫ ≤ C‖Zǫ(0)‖Hk−1δ−1,ǫ + Cǫ for all (t, ǫ) ∈ [0, T
∗]× (0, ǫ0].
This estimate and (7.90) then prove the proposition since ‖Zǫ(0)‖Hk−1δ−1,ǫ ≤ Cǫ by proposition 6.1.
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We are now ready to prove a precise error estimate for the difference between the relativistic and
Newtonian solutions.
Proposition 7.11. Suppose −1 < δ < −1/2 and k ≥ 3. Then there exists a constant C > 0 such that
‖u¯ijǫ (t)− δi4δi4Φ˜(t)‖L6δ,ǫ + ‖∂I u¯ijǫ (t)− δi4δ
j
4dΦ˜(t)‖Hk−1δ−1,ǫ + ‖v
I(t)− w˜I(t)‖Hk−1δ−1,ǫ
+ǫ−1‖v4(t)− 1‖Hk−1
δ−1,ǫ
+ ‖ρǫ(t)− ρ˜(t)‖Hk−1
δ−1,ǫ
+ ‖∂tρǫ(t)− ∂tρ˜(t)‖Hk−2
δ−1,ǫ
≤ Cǫ
for all (t, ǫ) ∈ [0, T ∗]× (0, ǫ0].
Proof. From the evolution equations and proposition 7.8, we have
ǫ∂t
(
u¯
ij
ǫ − δi4δj4Φ˜) = uij4 − ǫωij4
and hence integrating yields
ǫ‖u¯ijǫ (t)− δi4δj4Φ˜(t)‖L2δ,ǫ ≤ ǫ‖u¯o
ij
ǫ − δi4δj4φ‖L2δ,ǫ +
∫ t
0
‖uij4 (s)− ǫωij4 (s)‖L2δ,ǫds . (7.96)
But ∫ t
0
‖uij4 (s)− ǫωij4 (s)‖L2δ,ǫds ≤
∫ t
0
‖Vǫ(s)− V˜ (s)‖Hk−1δ−1,ǫ + ǫ‖ω
ij(s)‖Hk−1δ−1,ǫds (7.97)
and
ǫ‖u¯
o
ij
ǫ − δi4δj4φ‖L2δ,ǫ ≤ Cǫ3/2 (7.98)
by the calculus inequalities of appendix A and proposition 5.1. Also, by lemma A.4 and uI,ǫ = ∂I u¯ǫ, we
have
‖u¯ijǫ − δi4δj4Φ˜‖L6δ,ǫ ≤ C‖u
ij
I,ǫ − δi4δj4dΦ˜‖L2δ−1,ǫ + ǫ‖u¯ijǫ (t)− δi4δ
j
4Φ˜(t)‖L2δ,ǫ + ǫ‖u¯ijǫ (t)− δi4δ
j
4Φ˜(t)‖L2δ,ǫ . (7.99)
Recall that ρǫ = (4Kn(n+1))
−nα2nǫ and ρ˜ = (4Kn(n+1))
−nα˜2n. Since ‖αǫ‖Hkδ−1,ǫ is bounded as ǫց 0,
we obtain
‖ρǫ − ρ˜‖Hk−1δ−1,ǫ ≤ C‖αǫ − α˜‖Hk−1δ−1,ǫ ≤ C‖Vǫ − V˜ ‖Hk−1δ−1,ǫ (7.100)
by lemma A.10. We also have that ‖∂tαǫ‖Hk−2δ−1,ǫ is bounded as ǫց 0, so the formulas
∂tρǫ =
2n
(4Kn(n+ 1))n
α2n−1ǫ ∂tαǫ , ∂tρ˜ =
2n
(4Kn(n+ 1))n
α˜2n−1∂tα˜ ,
and the calculus inequalities of appendix A imply that
‖∂tρǫ − ∂tρ˜‖Hk−2δ−1,ǫ ≤ C(‖αǫ − α˜‖Hk−2δ−1,ǫ + ‖∂tαǫ − ∂tα˜‖Hk−2δ−1,ǫ)
≤ C(‖Vǫ − V˜ ‖Hk−1δ−1,ǫ + ‖∂tαǫ − ∂tα˜‖Hk−2δ−1,ǫ) . (7.101)
Finally, from the definition of Vǫ and V˜ , we have
‖∂I u¯ijǫ (t)− δi4δj4dΦ˜(t)‖Hk−1δ−1,ǫ + ‖v
I(t)− w˜I(t)‖Hk−1δ−1,ǫ + ǫ
−1‖v4(t)− 1‖Hk−1δ−1,ǫ ≤ C‖Vǫ − V˜ ‖Hk−1δ−1,ǫ . (7.102)
The proof now follows as a direct consequence of lemma 7.10 and (7.96)-(7.102).
In the above error estimate, the norm itself depends on ǫ. We now show how to choose norms
independent of ǫ which are compatible with the error estimate above. First, for any η ∈ R define a norm
by
‖u‖ℓ,p,η :=
∑
|α|≤ℓ
‖Dαu‖Lpη .
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Recalling that −1 < δ < −1/2, fix η ∈ [δ,−1/2]. Then from (A.24)and lemma A.11, we get that
‖u‖ℓ,2,η−1 ≤ Cǫη+1/2‖u‖Hℓδ−1,ǫ and ‖u‖0,6,η ≤ Cǫ
η+1/2‖u‖L6δ,ǫ (7.103)
for some constant C > 0 independent of ǫ. Combining (7.103) with corollary 7.11 yields the following
theorem which is our main result.
Theorem 7.12. Suppose −1 < δ < −1/2, −δ ≤ η ≤ −1/2 and k ≥ 3. Then there exists a constant
C > 0 such that
‖u¯ijǫ (t)− δi4δi4Φ˜(t)‖0,6,η + ‖∂I u¯ijǫ (t)− δi4δj4∂IΦ˜(t)‖k−1,2,η−1 + ‖vI(t)− w˜I(t)‖k−1,2,η−1
+ǫ−1‖v4(t)− 1‖k−1,2,η−1 + ‖ρǫ(t)− ρ˜(t)‖k−1,2,η−1 + ‖∂tρǫ(t)− ∂tρ˜(t)‖k−2,2,η−1 ≤ Cǫη+3/2
for all (t, ǫ) ∈ [0, T ∗]× (0, ǫ0].
Note that for η = −1/2, we have
‖u‖0,6,−1/2 = ‖u‖L6 and ‖u‖ℓ,2,−3/2 = ‖u‖Hℓ
where ‖u‖Hℓ is the standard Sobolev norm. So the above theorem shows that the difference between the
relativistic and Newtonian solutions is of order ǫ with respect to the norms ‖ · ‖L6 and ‖ · ‖Hk−1 .
A Weighted calculus inequalities
In this and the following sections C will denote a constant that may change value from line to line but
whose exact value is not needed.
Let V be a finite dimensional vector space with inner product (·|·) and corresponding norm | · |. For
u ∈ Lploc(Rn, V ), 1 ≤ p ≤ ∞, δ ∈ R, and ǫ ∈ R≥0, the weighted Lp norm of u is defined by
‖u‖Lpδ,ǫ :=


‖σ−δ−n/pǫ u‖Lp if 1 ≤ p <∞
‖σ−δǫ u‖L∞ if p =∞
(A.1)
where σǫ(x) :=
√
1 +
1
4
|ǫx|2. The weighted Sobolev norms are then defined by
‖u‖Wk,pδ,ǫ :=


(∑
|α|≤k
‖Dαu‖p
Lp
δ−|α|,ǫ
)1/p
if 1 ≤ p <∞
∑
|α|≤k
‖Dαu‖L∞
δ−|α|,ǫ
if p =∞
(A.2)
where k ∈ N0, α = (α1, . . . , αn) ∈ Nn0 is a multi-index and Dα = ∂α11 . . . ∂αnn . Here
∂i =
∂
∂xi
where (x1, . . . , xn) are the standard Cartesian coordinates on Rn.
The weighted Sobolev spaces are then defined as
W k,pδ,ǫ = { u ∈ W k,ploc (Rn, V ) | ‖u‖Wk,pδ,ǫ <∞} .
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Directly from this definition, we observe the simple but useful inequality
‖∂ju‖Wk
δ,ǫ
≤ ‖u‖Wk+1δ+1,ǫ . (A.3)
We note that W k,pδ,0 are the standard Sobolev spaces and for ǫ > 0, the W
k,p
δ,ǫ are equivalent to the radially
weighted Sobolev spaces [1, 7]. For p = 2, we use the alternate notation Hkδ,ǫ := W
k,2
δ,ǫ . The spaces L
2
δ,ǫ
and Hkδ,ǫ are Hilbert spaces with inner products
〈u|v〉L2δ,ǫ :=
∫
Rn
(u|v)σ−2δ−nǫ dnx , (A.4)
and
〈u|v〉Hkδ,ǫ :=
∑
|α|≤k
〈Dαu|Dαv〉L2
δ−|α|,ǫ
, (A.5)
respectively. When ǫ = 1, we will also use the notation W k,pδ =W
k,p
δ,1 and H
k
δ = H
k
δ,1.
Let BR be the open ball of radius R and aR and AR denote the annuli B2R \ BR and B4R \ BR,
respectively. Let {φj}∞j=0 be a smooth partition of unity satisfying
suppφ0 ⊂ B2 , suppφj ⊂ A2j−1 (j ≥ 1) , and φj(x) := φ1(21−jx)(j ≥ 1) .
Scaling gives a one parmeter family of smooth partitions of unity
φǫj(x) := φj(ǫx) (j ≥ 0)
which satisfy
suppφǫ0 ⊂ B2/ǫ , suppφǫj ⊂ A2j−1/ǫ (j ≥ 1) , and Sjφǫj(x) := φǫ1(21−jx)(j ≥ 1) . (A.6)
Define a scaling operator by
Sju(x) := u(2
j−1x) . (A.7)
This operator satisfies the following simple, but useful identities
S1 = 1I , Sj ◦ Sk = Sk ◦ Sj = Sk+j−1 , (A.8)
Sjφ
ǫ
j = φ
ǫ
1 (j ≥ 1) , (A.9)
‖Sju‖Lp = 2
n(1−j)
p ‖u‖Lp , (A.10)
and
Sj ◦Dα = 2(1−j)|α|Dα ◦ Sj . (A.11)
Lemma A.1. For 1 ≤ p <∞, there exists a constant C > 0 independent of ǫ ≥ 0 such that
1
C
‖u‖p
Lpδ,ǫ
≤ ‖φǫ0u‖pLp +
∞∑
j=0
‖Sj(φǫju)‖pLp ≤ C‖u‖pLpδ,ǫ .
Proof. From the identity
‖u‖pLp =
∫
B4/ǫ
|u|p dnx+
∞∑
j=1
∫
a2j+1/ǫ
|u|p dnx
and a simple change of variables, it follows that
‖u‖p
Lp
δ,ǫ
= ‖σ−δ−n/pǫ u‖pLp(B4/ǫ) +
∞∑
j=1
2n(j−1)‖Sj(σ−δ−n/pǫ u)‖pLp(a4/ǫ) . (A.12)
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This identity and
max
x∈B4/ǫ
σǫ(x)
−δp−n =
{
2
−δp−n
2 if −δp− n ≥ 0
1 if −δp− n < 0 ,
min
x∈B4/ǫ
σǫ(x)
−δp−n =
{
1 if −δp− n ≥ 0
2
−δp−n
2 if −δp− n < 0 ,
max
x∈a4/ǫ
(Sjσǫ)(x)
−δp−n =
{
(1 + 22j)
−δp−n
2 if −δp− n ≥ 0
(1 + 22(j−1))
−δp−n
2 if −δp− n < 0 ,
min
x∈a4/ǫ
(Sjσǫ)(x)
−δp−n =
{
(1 + 22(j−1))
−δp−n
2 if −δp− n ≥ 0
(1 + 22j)
−δp−n
2 if −δp− n ≤ 0 ,
show that
1
C
‖u‖pLp(B4/ǫ) ≤ ‖σ
−δ−n/p
ǫ u‖pLp(B4/ǫ) ≤ C‖u‖
p
Lp(B4/ǫ)
(A.13)
and
1
C
2−pδ(j−1)‖Sju‖pLp(a4/ǫ) ≤ 2
n(j−1)‖Sj(σ−δ−n/pǫ u)‖Lp(a4/ǫ) ≤ C2−pδ(j−1)‖Sju‖pLp(a4/ǫ) (A.14)
for some constant C > 0 which is independent of ǫ ≥ 0. Using a change of variable, the inequality (A.14)
can be written as
1
C
2−pδ(j−1)2(1−j)n‖u‖pLp(a2j+1/ǫ) ≤ 2
n(j−1)‖Sj(σ−δ−n/pǫ u)‖Lp(a4/ǫ) ≤ C2−pδ(j−1)2(1−j)n‖u‖pLp(a2j+1/ǫ) .
(A.15)
From
2∑
k=0
φǫk
∣∣
B4/ǫ
= 1I B4/ǫ and
2∑
k=0
φǫj+k
∣∣
a
2j+1/ǫ
= 1I a
2j+1/ǫ
(A.16)
and (A.10), we obtain
‖u‖pLp(B4/ǫ) ≤ C
(‖φǫ0u‖pLp +
3∑
k=1
‖Sk(φǫku)‖pLp
)
, (A.17)
and
‖u‖pLp(a2j+1/ǫ) ≤ C
2∑
k=0
2n(j+k)‖Sj+k(φǫj+ku)‖pLp . (A.18)
Combining (A.12) with the inequalities (A.13), (A.15), (A.17) and (A.18) yields
‖u‖p
Lpδ,ǫ
≤ C(‖φǫ0u‖pLp +
∞∑
j=1
2−pδ(j−1)‖Sj(φǫju)‖pLp
)
(A.19)
for some constant C > 0 independent of ǫ ≥ 0.
Since suppφǫ0 ⊂ B4/ǫ and ‖φǫ0‖L∞ = ‖φ0‖L∞ , we get from (A.13) that
‖φǫ0u‖pLp ≤ ‖φǫ0‖pL∞‖u‖pLp(B4/ǫ) ≤ C‖σ
−δ−n/p
ǫ u‖pLp(B4/ǫ) (A.20)
for some constant C > 0 independent of ǫ ≥ 0. Next,
2−pδ(j−1)‖Sj(φǫju)‖pLp ≤ 2−pδ(j−1)2n(1−j)‖φǫju‖Lp(A2j−1/ǫ) by (A.10) and (A.6),
≤ 2−pδ(j−1)2n(1−j)‖φ1‖L∞‖φǫju‖Lp(∪1k=−1a2j−k/ǫ) since ‖φ1‖L∞ = ‖φ
ǫ
j‖L∞ .
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So there exists a constant C > 0 independent of ǫ ≥ 0 such that
2−pδj−1‖Sj(φǫju)‖pLp ≤
{
C
(‖u‖pLp(B4/ǫ) + ‖u‖pLp(a8/ǫ)) if j = 1
C2−pδ(j−1)2n(1−j)
∑2
k=0 ‖u‖pLp(a
2j−1+k/ǫ
) if j ≥ 2
. (A.21)
Therefore
‖φǫ0u‖pLp +
∞∑
j=1
2−pδ(j−1)‖Sj(φǫju)‖pLp
≤ C(‖σ−δ−n/pǫ u‖pLp(B4/ǫ) +
∞∑
j=1
2n(j−1)‖Sj(σ−δ−n/pǫ u)‖pLp(a4/ǫ)
)
by (A.15), (A.20), and (A.21)
≤ C‖u‖p
Lp
δ,ǫ
by (A.12)
where C > 0 is a constant independent of ǫ ≥ 0. The proof then follows from this inequality and
(A.19).
The above lemma shows that the norm
|||u|||p
Lpδ,ǫ
:= ‖φǫ0u‖pLp +
∞∑
j=1
2−pδ(j−1)‖Sj(φǫju)‖pLp
is equivalent for 1 ≤ p < ∞, independent of ǫ ≥ 0, to the weighted norm ‖u‖Lpδ,ǫ . For p = ∞, the
appropriate norm is
|||u|||L∞δ,ǫ := sup{‖φǫ0u‖L∞, 2−δ(j−1)‖φǫju‖L∞ (j ≥ 1)}
and it is easy to see that there exists a constant C > 0 independent of ǫ ≥ 0 such that
1
C
‖u‖L∞
δ,ǫ
≤ |||u|||L∞
δ,ǫ
≤ C‖u‖L∞
δ,ǫ
The same arguments used in proving the previous lemma can be used to establish the following
generalization.
Lemma A.2. For 1 ≤ p <∞, let
|||u|||p
Wk,pδ,ǫ
:= ‖φǫ0u‖pWk,p +
∞∑
j=1
2−pδ(j−1)‖Sj(φǫju)‖pWk,p , (A.22)
and for p =∞ let
|||u|||Wk,∞δ,ǫ := sup{‖φ
ǫ
0u‖Wk,∞ , 2−δ(j−1)‖Sj(φǫju)‖Wk,∞ (j ≥ 1)} . (A.23)
Then there exists a constant C > 0 independent of ǫ ≥ 0 such that
1
C
‖u‖p
Wk,pδ,ǫ
≤ |||u|||p
Wk,pδ,ǫ
≤ C‖u‖p
Wk,pδ,ǫ
.
For the remainder of this section, we will use the two equivalent norms ‖ · ‖Wk,pδ,ǫ and ||| · |||Wk,pδ,ǫ in-
terchangeably and refer to both using the notation ‖ · ‖Wk,pδ,ǫ . From (A.22), it follows that there exist a
constant C > 0 independent of ǫ ≥ 0 such that
‖u‖
W
k2,p
δ2,ǫ
≤ C‖u‖
W
k1,p
δ1,ǫ
whenever k2 ≤ k1 and δ1 ≤ δ2. (A.24)
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Thus we have the inclusion W k1,pδ1,ǫ ⊂ W
k2,p
δ2,ǫ
for k2 ≤ k1 and δ1 ≤ δ2. The representation (A.22) is
particularly useful for extending estimates from the usual Sobolev spaces W k,pδ to the weighted ones
W k,pδ,ǫ (ǫ > 0) as the next lemma shows. It also makes clear the philosophy behind deriving weighted
Sobolev inequalities which is to derive global estimates from scaling and local Sobolev inequalities [1].
We remark that the norm ||| · |||Wk,pδ,1 , as an alternate representation for the standard weighted norms
‖ · ‖Wk,pδ,1 , was introduced by Maxwell in [25]. There he used the norm to define the weighted Sobolev
spaces for non-integral k (see also [4]). Here we will only be interested in integral k.
Lemma A.3. Suppose ǫ0 > 0 and for all u ∈ C∞(Rn, V ), u 7→ F1(u) is a map that satisfies
φǫ0F1(u) = φ
ǫ
0F1((φ
ǫ
0 + φ
ǫ
1)u) ,
φǫjF1(u) = φ
ǫ
jF1
( 1∑
k=−1
φǫj+ku
)
(j ≥ 1) ,
SjF1(u) = 2
−(j−1)λF1(Sju) (j ≥ 1) ,
where the Fα (α = 2, 3, 4, 5) are linear operators on V .
(i) If there is an estimate of the form
‖F1(u)‖Wk1,p1 ≤ C1‖F2(u)‖Wk2,p2
where p1 ≥ p2, then
‖F1(u)‖Wk1,p1δ1,ǫ ≤ C‖F2(u)‖Wk2,p2δ2,ǫ
for some constant C > 0 independent of ǫ ∈ [0, ǫ0] provided δ1 + λ ≥ δ2.
(ii) If there exists an estimate of the form
‖F1(u)‖Wk1,p1 ≤ C1‖F2(u)‖Wk2,p2‖F3(u)‖Wk3,p3 + C2‖F2(u)‖Wk4,p4 ‖F1(u)‖Wk5,p5
where
1
p1
=
1
p2
+
1
p3
=
1
p4
+
1
p5
(1 ≤ p1 ≤ pα ≤ ∞ α = 2, 3, 4, 5), then
‖F1(u)‖Wk1,p1δ1,ǫ ≤ C
(
C1‖F2(u)‖Wk2,p2δ2,ǫ ‖F3(u)‖Wk3,p3δ3,ǫ + C2‖F4(u)‖Wk4,p4δ4,ǫ ‖F5(u)‖Wk5,p5δ5,ǫ
)
for some constant C > 0 independent of ǫ ∈ [0, ǫ0] provided δ1 + λ ≥ max{δ2 + δ3, δ4 + δ5}.
Proof. We only proof part (ii) for 1 ≤ pα < ∞. Part (i) can be proved in a similar manner using the
inequality
(
∑
j
apj )
1/p ≤ (
∑
j
aqj)
1/q for aj ≥ 0 and 0 < q ≤ p (A.25)
instead of Ho¨lder’s and Minkowski’s inequalities. See also the proof of theorem 1.2 in [1].
Recall Ho¨lder’s and Minkowski’s inequalities which state that for 1 ≤ p ≤ q ≤ r <∞, 1/p = 1/q+1/r
and any two sequences aj , bj ≥ 0 that the following holds
(∑
j
apjb
p
j
)1/p
≤
(∑
j
aqj
)1/q(∑
j
brj
)1/r
(A.26)
and (∑
j
(aj + bj)
p
)1/p
≤
(∑
j
apj
)1/p
+
(∑
j
apj
)1/p
. (A.27)
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Next, suppose j ≥ 2. Then
‖Sj(φǫjF1(u))‖p1Wk1,p1 =
∥∥∥φǫ1SjF1(
1∑
k=−1
φǫj+ku)
)∥∥∥p1
Wk1,p1
≤ C2−(1−j)p1λ
∥∥∥F1( 1∑
k=−1
Sjφ
ǫ
j+ku
)∥∥∥p1
Wk1,p1
≤ C2−(j−1)p1λ
(
C1
∥∥∥F2( 1∑
k=−1
Sjφ
ǫ
j+ku
)∥∥∥
Wk2,p2
∥∥∥F3( 1∑
k=−1
Sjφ
ǫ
j+ku
)∥∥∥
Wk3,p3
+ C2
∥∥∥F4( 1∑
k=−1
Sjφ
ǫ
j+ku
)∥∥∥
Wk4,p4
∥∥∥F5( 1∑
k=−1
Sjφ
ǫ
j+ku
)∥∥∥
Wk5,p5
)p1
where C > 0 is a constant independent of ǫ ≥ 0. Note that in deriving this, we have used the fact that
‖φǫ1‖Wk1,∞ is bounded for ǫ ∈ [0, ǫ0]. From the above inequality, we see that
2−δ1p1(j−1)‖Sj(φǫjF1(u))‖p1Wk1,p1 ≤
C
(
C12
−δ2(j−1)
( 1∑
k=−1
‖F2(Sj+k(φǫj+ku))‖Wk2,p2
)
2−δ3(j−1)
( 1∑
k=−1
‖F3(Sj+k(φǫj+ku))‖Wk3,p3
)
+ C22
−δ4(j−1)
( 1∑
k=−1
‖F4(Sj+k(φǫj+ku))‖Wk4,p4
)
2−δ5(j−1)
( 1∑
k=−1
‖F5(Sj+k(φǫj+ku))‖Wk5,p5
))p1
where we have used δ1 + λ ≥ max{δ2 + δ3, δ4 + δ5}. The above inequality along with (A.26) and (A.27)
imply
( ∞∑
j=1
2−δ1p1(j−1)‖Sj(φǫjF1(u))‖p1Wk1 ,p1
)1/p1 ≤
C
(
C1
( ∞∑
j=1
2−δ2p2(j−1)‖F2(Sj(φǫju))‖p2Wk2,p2
)1/p2( ∞∑
j=1
2−δ3p3(j−1)‖F3(Sj(φǫju))‖p3Wk3,p3
)1/p3
+ C2
( ∞∑
j=1
2−δ4p4(j−1)‖F4(Sj(φǫju))‖p4Wk4,p4
)1/p4( ∞∑
j=1
2−δ5p5(j−1)‖F5(Sj(φǫju))‖p5Wk5,p5
)1/p5)
and hence
( ∞∑
j=1
2−δ1p1(j−1)‖Sj(φǫjF1(u))‖p1Wk1,p1
)1/p1 ≤ C(C1‖F2(u)‖Wp2,k2δ2,ǫ ‖F3(u)‖Wp3,k3δ3,ǫ
+ C2‖F4(u)‖Wp4,k4δ4,ǫ ‖F5(u)‖Wp5,k5δ5,ǫ
)
. (A.28)
Similar arguments show that
(
‖φǫF1(u)‖p1
W
k1,p1
δ1,ǫ
+ ‖S1(φǫ1F1(u))‖p1Wk1 ,p1δ1,ǫ
)1/p1 ≤ C(C1‖F2(u)‖Wp2,k2δ2,ǫ ‖F3(u)‖Wp3,k3δ3,ǫ
+ C2‖F4(u)‖Wp4,k4δ4,ǫ ‖F5(u)‖Wp5,k5δ5,ǫ
)
(A.29)
for some constant C > 0 independent of ǫ ∈ [0, ǫ0]. The proof now follows from the two inequalities
(A.28) and (A.29).
The next lemma is a variation of the previous one and can be proved in the same fashion.
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Lemma A.4. Suppose ǫ0 > 0 and for all u ∈ C∞(Rn, V ), u 7→ F1(u) is a map that satisfies
φǫ0F1(u) = φ
ǫ
0F1((φ
ǫ
0 + φ
ǫ
1)u) ,
φǫjF1(u) = φ
ǫ
jF1
( 1∑
k=−1
φǫj+ku
)
(j ≥ 1) ,
SjF1(u) = 2
−(j−1)λF1(Sju) (j ≥ 1) ,
where
F2 = DP2 , F3 = P3 , F4 = DP4 , and F5 = P5 ,
and Pα (α = 2, 3, 4, 5) are linear operators on V .
(i) If there exists an estimate of the form
‖F1(u)‖Wk1,p1 ≤ C1‖F2(u)‖Wk2,p2
where p1 ≥ p2, then there exists a constant C > 0 independent of ǫ ∈ [0, ǫ0] such that
‖F1(u)‖Wk1,p1δ1,ǫ ≤ C
(‖F2(u)‖Wk2,p2δ2−1,ǫ + ǫ‖P2u‖Wk2,p2δ2,ǫ
)
provided δ1 + λ ≥ δ2.
(ii) If there exists an estimate of the form
‖F1(u)‖Wk1,p1 ≤ C1‖F2(u)‖Wk2,p2‖F3(u)‖Wk3,p3 + C2‖F2(u)‖Wk4,p4 ‖F1(u)‖Wk5,p5
where
1
p1
=
1
p2
+
1
p3
=
1
p4
+
1
p5
(1 ≤ p1 ≤ pα ≤ ∞ α = 2, 3, 4, 5), then
‖F1(u)‖Wk1,p1δ1,ǫ ≤ C
(
C1
(‖F2(u)‖Wk2,p2δ2−1,ǫ + ǫ‖P2u‖Wk2,p2δ2,ǫ
)‖F3(u)‖Wk3,p3δ3,ǫ
+ C2
(‖F4(u)‖Wk4,p4δ4−1,ǫ + ǫ‖P4u‖Wk4,p4δ4,ǫ
)‖F5(u)‖Wk5,p5δ5,ǫ
)
for some constant C > 0 independent of ǫ ∈ [0, ǫ0] provided δ1 + λ ≥ max{δ2 + δ3, δ4 + δ5}.
Remark A.5. By using the generalized Ho¨lder’s inequality, part (ii) of lemmas A.3 and A.4 can be extended
in the obvious fashion if there exists estimates of the form
‖F1(u)‖Wk1,p1 ≤ C‖F2(u)‖Wk2,p2‖F3(u)‖Wk3,p3 · · · ‖FN (u)‖WkN ,pN
where 1p1 =
∑N
i=2
1
pi
(1 ≤ p1 ≤ pi ≤ ∞), F1 is as in lemma A.3, and Fi (i ≥ 2) are of the form Fi = Pi
or Fi = DPi with Pi a linear operator on V .
We will now use these two lemmas to extend various inequalities from the standard Sobolev spaces
to the weighted ones. All of these inequalities have been derived before by various authors, see for
example [1, 4, 7, 8, 25, 30]. The new aspect here is that we show that the constants in the inequalities are
independent of ǫ ≥ 0 and hence we find inequalities that interpolate between the weighted (ǫ > 0) and
the standard ones (ǫ = 0). We begin with a weighted Ho¨lder inequality.
Lemma A.6. Suppose ǫ0 > 0, δ1 = δ1 + δ2 and
1
p1
=
1
p2
+
1
p3
. Then there is a constant C > 0
independent of ǫ ∈ [0, ǫ0] such that
‖uv‖Lp1δ1,ǫ ≤ C‖u‖Lp2δ2,ǫ‖v‖Lp3δ3,ǫ
for all u ∈ Lp2δ2,ǫ and v ∈ L
p3
δ3,ǫ
.
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Proof. Follows directly from Ho¨lder’s inequality and lemma A.3.
Next, we consider weighted versions of the Sobolev inequalities.
Lemma A.7.
(i) For ǫ0 > 0 and k > n/p there exists a constant C > 0 independent of ǫ ∈ [0, ǫ0] such that
‖u‖L∞δ,ǫ ≤ C‖u‖Wk,pδ,ǫ
for all u ∈W k,pδ,ǫ . Moreover u ∈ C0δ,ǫ and for ǫ > 0, u(x) = o(|x|δ) as |x| → ∞.
(ii) For ǫ0 > 0 and 1 ≤ p < n there exists a constant C > 0 independent of ǫ ∈ [0, ǫ0] such that
‖u‖
L
np/(n−p)
δ,ǫ
≤ C(‖Du‖Lpδ−1,ǫ + ǫ‖u‖Lpδ,ǫ)
for all u ∈W 1,pδ,ǫ .
Proof. (i) The estimate ‖u‖L∞δ,ǫ ≤ C‖u‖Wk,pδ,ǫ for some constant C > 0 independent of ǫ ≥ 0 follows from
the usual Sobolev inequality ‖u‖L∞ ≤ C‖u‖Wk,p (k > n/p) and lemma A.3. Since ‖ · ‖Wk,pδ,ǫ for ǫ > 0
is equivalent to ‖·‖Wk,pδ,1 , the statement u(x) = o(|x|
δ) as |x| → ∞ for ǫ > 0 follows from theorem 1.2 in [1].
(ii) Follows from lemma A.4 and the Sobolev inequality ‖u‖Lnp/(n−p) ≤ C‖Du‖Lp which holds for all
u ∈ W 1,p where 1 ≤ p < n.
In addition to the Sobolev inequalities, we will also require weighted versions of the multiplication
and Moser inequalities. We first consider the multiplication inequalities.
Lemma A.8. Suppose ǫ0 > 0, 1 ≤ p < ∞, k1, k2 ≥ k3, k3 < k1 + k2 − n/p, δ1 + δ2 ≤ δ3, and
V1 × V2 → V3 : (u, v) 7→ uv is a multiplication. Then there exists a constant C > 0 independent of
ǫ ∈ [0, ǫ0] such that
‖uv‖
W
k3,p
δ3,ǫ
≤ C‖u‖
W
k1,p
δ1,ǫ
‖v‖
W
k2,p
δ2,ǫ
for all u ∈W k1,pδ1,ǫ and v ∈W
k2,p
δ2,ǫ
.
Proof. This proof does not follow directly from lemma A.3, but can be proved in a simlar fashion. To
see this first recall the Sobolev mlutiplication inequality
‖uv‖Wk3,p ≤ C‖u‖Wk1,p‖v‖Wk2,p (A.30)
which holds for 1 ≤ p <∞, k1, k2 ≥ k3, and k3 < k1 + k2 − n/p. So
‖uv‖
W
k3,p
δ3
=
(‖φǫ0uv‖pWk3,p +
∞∑
j=1
2−pδ3(j−1)‖Sj(φǫjuv)‖pWk3,p
)1/p
≤ C(‖φǫ0u(φǫ0 + φǫ1)v‖pWk1 ,p +
∞∑
j=1
2−pδ3(j−1)‖Sj(φǫju)Sj(
1∑
k=−1
φǫj+kv)‖pWk1,p
)1/p
≤ C(‖φǫ0u(φǫ0 + φǫ1)v‖p/2Wk3 ,p +
∞∑
j=1
2−(p/2)δ3(j−1)‖Sj(φǫju)Sj(
1∑
k=−1
φǫj+kv)‖p/2Wk1,p
)2/p
≤ C(‖φǫ0u‖p/2Wk1,p‖φǫ0v‖p/2Wk2,p +
∞∑
j=1
2−(p/2)δ1(j−1)‖Sj(φǫju)‖p/2Wk1,p2−(p/2)δ2(j−1)‖Sj(φǫjv)‖Wk2 ,p
)2/p
≤ C(‖φǫ0u‖pWk1,p +
∞∑
j=1
2−pδ1(j−1)‖Sj(φǫju)‖pWk1,p
)1/p(‖φǫ0v‖pWk2,p +
∞∑
j=1
2−pδ2(j−1)‖Sj(φǫjv)‖pWk2 ,p
)1/p
≤ C‖u‖
W
k1,p
δ1
‖v‖
W
k2,p
δ2
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where in deriving the third, fourth, and fifth lines we used (A.25), (A.30), and (A.26), respectively.
Lemma A.9.
(i) If ǫ0 > 0 and δ1 ≥ max{δ2+δ3, δ4+δ5}, then there exists a constant C > 0 independent of ǫ ∈ [0, ǫ0]
such that
‖uv‖Hkδ1,ǫ ≤ C
(‖u‖Hkδ2,ǫ‖v‖L∞δ3,ǫ + ‖v‖Hkδ4,ǫ‖u‖L∞δ5,ǫ)
for all u ∈ Hkδ2,ǫ ∩ L∞δ5,ǫ and v ∈ Hkδ4,ǫ ∩ L∞δ3,ǫ.
(ii) If ǫ0 > 0 and δ1 ≥ max{δ2+δ3, δ4+δ5}, then there exists a constant C > 0 independent of ǫ ∈ [0, ǫ0]
such that
‖[Dα, u]v‖L2
δ1−|I|,ǫ
≤ C((‖Du‖Hk−1δ2−1,ǫ + ǫ‖u‖L2δ2,ǫ
)‖v‖L∞
δ3,ǫ
+
(‖Du‖L∞
δ4−1,ǫ
+ ǫ‖u‖L∞
δ4,ǫ
)‖v‖Hk−1δ5,ǫ
)
for all |α| ≤ k, u ∈ Hkδ2,ǫ ∩W 1,∞δ4,ǫ and v ∈ Hk−1δ5,ǫ ∩ L∞δ3,ǫ.
(iii) Suppose ǫ0 > 0, F ∈ Cℓ(V,Rm) is a map that satisfies DF ∈ Ck−1b (V,Rm), and 1 ≤ |α| ≤ k. Then
there exists a C > 0 independent of ǫ ∈ [0, ǫ0] such that
‖DαF (u)‖L2
δ−|α|,ǫ
≤ C‖DF‖Ck−1b ‖u‖
k−1
L∞
(‖Du‖Hk−1δ−1,ǫ + ǫ‖u‖L2δ,ǫ)
for all u ∈ Hkδ,ǫ ∩ L∞.
(iv) Suppose ǫ0 > 0 and F ∈ Ckb (V,Rm). Then there exists a C > 0 independent of ǫ ∈ [0, ǫ0] such that
‖F (u)‖Hkδ,ǫ ≤ C‖F‖Ckb (1 + ‖u‖
k−1
L∞ )‖u‖Hkδ,ǫ
for all u ∈ Hkδ,ǫ ∩ L∞.
Proof. Inequalities (i)− (iv) follow directly from (A.24), lemmas A.3 and A.4, and the following standard
Sobolev inequalities:
(i) ‖uv‖Hk ≤ C
(‖u‖Hk‖v‖L∞ + ‖v‖Hk‖u‖L∞) for all u ∈ Hk ∩ L∞ and v ∈ Hk ∩ L∞.
(ii) ‖[Dα, u]v‖L2 ≤ C
(‖Du‖Hk−1‖v‖L∞ + ‖Du‖L∞‖v‖Hk−1) for all |α| ≤ k, u ∈ Hk ∩ W 1,∞ and
v ∈ Hk−1 ∩ L∞.
(iii) Suppose F ∈ Cℓ(V,Rm) is a map that satisfies DF ∈ Ck−1b (V,Rm) and 1 ≤ |α| ≤ k. Then
‖∂αF (u)‖L2 ≤ C‖DF‖Ck−1b ‖u‖
k−1
L∞ ‖Du‖Hk−1 for all u ∈ Hk ∩ L∞.
(iv) Suppose F ∈ Ckb (V,Rm). Then ‖F (u)‖Hk ≤ C‖F‖Ckb (1 + ‖u‖
k−1
L∞ )‖u‖Hk for all u ∈ Hk ∩ L∞.
Note that we have used ‖ · ‖L∞0,ǫ = ‖ · ‖L∞ .
In addition to the Moser inequalities, we also need to know when the map u 7→ F (u) is locally Lipschitz
on Hkδ .
Lemma A.10. Suppose ǫ0 > 0, F ∈ Cℓb(V,R), F (0) = 0, δ ≤ 0, and k ≤ ℓ, and k > n/2. Then for each
R > 0 there exists a C > 0 independent of ǫ ∈ [0, ǫ0] such that
‖F (u1)− F (u2)‖Hkδ,ǫ ≤ C‖u1 − u2‖Hkδ,ǫ for all u1, u2 ∈ BR(H
k
δ,ǫ).
Proof. See the proof of lemma B.6 in [30].
We conclude this section with a lemma comparing the norms ‖ · ‖Lpδ and ‖ · ‖Lpδ,ǫ .
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Lemma A.11.
(i) If δ ≤ −n/p, 1 ≤ p ≤ ∞, and 0 ≤ ǫ ≤ 1, then
ǫ−δ−n/p‖u‖Lp
δ
≤ ‖u‖Lp
δ,ǫ
≤ ‖u‖Lp
δ
for all u ∈ Lpδ .
(ii) If −n/p < δ, 1 ≤ p <∞, and 0 < ǫ ≤ 1, then
‖u‖Lpδ ≤ ‖u‖Lpδ,ǫ ≤ ǫ−δ−n/p‖u‖Lpδ
for all u ∈ Lpδ .
Proof. (i) By assumption 0 ≤ ǫ ≤ 1, and so we have ǫσ1(x) ≤ σǫ(x) ≤ σ1(x) for all x ∈ Rn. By
assumption −δ − n/p > 0 and so we get ǫ−δ−n/pσ−δ−n/p1 ≤ σ−δ−npǫ ≤ σ−δ−np1 . Therefore, directly from
the definition of the weighted norm, we find ǫ−δ−n/p‖u‖Lpδ ≤ ‖u‖Lpδ,ǫ ≤ ‖u‖Lpδ . Part (ii) is proved in a
similar fashion.
B Quasilinear symmetric hyperbolic systems
In this section we establish a local existence and uniqueness theorem for a particular form of quasilinear
symmetric hyperbolic system on the weighted Sobolev spaces Hkδ . In [30], we proved a local existence
and uniqueness theorem for quasilinear parabolic systems on the Hkδ spaces by adapting the approach of
Taylor [39] (see theorem 7.2, pg 330, and proposition 7.7, pg 334) which is based on using mollifiers to
construct a sequence of approximate solutions and then showing that the sequence converges to a true
solution. Here, we will again follow the same approach for quasilinear symmetric hyperbolic systems and
adapt the local existence and uniqueness theorems of Taylor (see proposition 2.1, pg 370) to work on the
weighted Sobolev spaces. We will only provide a brief sketch of the proof since the proof is very similar
to the one in [30] and the details can easily be filled in by the reader. Related existence results have been
derived independently in [4] using a different method.
The hyperbolic equations that we will consider are of the form
b0(u, v)∂tv = b
j(u, v)∂iv + f(u, v)v + h, (B.1)
v|t=0 = v0 (B.2)
where
(i) the map u = u(t, x) is Rr-valued while the maps v = v(t, x) and h = h(t, x) are Rm-valued,
(ii) b0, bj, f ∈ Ckb (Rr × Rm,Mm×m) (j = 1, . . . , n),
(iii) b0 and bj (j = 1, . . . , n) are symmetric, and
(iv) there exists a constant ω > 0 such that
b0(ξ1, ξ2) ≥ ω1Im×m for all (ξ1, ξ2) ∈ Rr × Rm. (B.3)
B.1 Galerkin method
Let j ∈ C∞0 (Rn) be any function that satisfies j ≥ 0, j(x) = 0 for |x| ≥ 1, and
∫
Rn
j(x) dnx = 1.
Following the standard prescription, we construct from j the mollifier jη(x) := η
−nj(x/η) (η > 0) and
the smoothing operator
Jη(u)(x) := jǫ ∗ u(x) =
∫
Rn
jη(x− y)u(y) dny .
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Following Taylor ( [39],Ch. 16, sect. 1 & 2), we first solve the approximating equation
b0(u, Jηvη)∂tvη = Jηb
j(u, Jηvη)∂iJηvη + Jηf(u, Jηvη)Jηvη + Jηh (B.4)
vη|t=0 = v0, (B.5)
and latter show that the solutions vǫ converge to a solution of (B.1)-(B.2) as η → 0.
Proposition B.1. Suppose T1, T2 > 0, η > 0, δ ≤ γ ≤ 0, k > n/2, v0 ∈ Hkδ , u ∈ C0([−T1, T2], Hkγ ),
and h ∈ C0([−T1, T2], Hkδ ) for some T > 0. Then there exists a T∗ > 0 (T∗ < T1, T2) and a unique vη ∈
C1((−T∗, T∗), Hkδ ) that solves the initial value problem (B.4)-(B.5). Moreover if sup0≤t<T∗ ‖vη(t)‖Hkδ <∞
then there exists a T ∗ ∈ (T∗, T2] such that vη extends to a unique solution on (−T∗, T ∗).
Proof. Fix η > 0 and define
F (t, v) := (b0(u, Jηv))
−1(Jηb
j(u, Jηv)∂iJηv + Jηf(u, Jηv)Jηv + Jηh) .
Then the approximating equations (B.4)-(B.5) can be written as the first order differential equation
v˙ = F (v) ; v(0) = v0 on H
k
δ . If we can show that F is continuous and is Lipshitz in a neighborhood
of v0 in H
k
δ , then the proof follows immediately from standard existence, uniqueness, and continuation
theorems for ODEs on Banach spaces.
To prove that F is locally Lipshitz, we first prove the following lemma.
Lemma B.2. Suppose δ ≤ γ ≤ 0, ℓ > n/2 and that f ∈ Cℓb(Rm × Rm,Mm×m). Then for each u ∈ Hℓγ
and R > 0 there exists a constant C > 0 such that
‖f(u, v1)v1 − f(u, v2)v2‖Hℓδ ≤ C‖v1 − v2‖Hℓδ
for all v1, v2 ∈ BR(Hℓδ).
Proof. Let f(0,0) = c and g(x, y) = f(x, y)− c so that g(0, 0) = 0. Then
f(u, v1)v1 − f(u, v2)v2 = c(v1 − v2) + (g(u, v1)− g(u, v2))v1 + g(u, v2)(v1 − v2) .
Since γ ≤ 0 and ℓ > n/2, we get from lemma A.8 that
‖f(u, v1)v1 − f(u, v2)v2‖Hℓδ ≤ C
(
1 + ‖g(u, v2)‖Hℓγ )‖v1 − v2‖Hℓδ + ‖v1‖Hℓδ‖g(u, v1)− g(u, v2)‖Hℓγ .
By lemma A.10, lemmas A.7 and A.9, and (A.24), we get from the above inequality that
‖f(u, v1)v1 − f(u, v2)v2‖Hℓδ ≤ C(‖u‖Hℓγ , ‖v1‖Hℓδ , ‖v2‖Hℓδ )‖v1 − v2‖Hℓδ
where P (y1, y2, y3) is a polynomial. This proves the lemma.
Using lemma A.7 of [30], it is not difficult to prove the following variation of the above lemma.
Lemma B.3. Suppose δ ≤ γ ≤ 0, η > 0, ℓ > n/2 and that f ∈ Cℓb (Rm × Rm,Mm×m). Then for each
u ∈ Hℓγ and R > 0 there exist a constant C > 0 such that
‖f(u, Jηv1)DJηv1 − f(u, Jηv2)DJηv2‖Hℓδ ≤ C‖v1 − v2‖Hℓδ
for all v1, v2 ∈ BR(Hℓδ).
The proof now follows easily from the above lemmas, lemma A.7 of [30], and the estimates of appendix
A, which show that for any R > 0 the map F : ([−T1, T2]×BR(Hkδ−1)→ Hkδ−1 is continuous and moreover
there exists a constant C > 0 such that ‖F (t, v1)−F (t, v2)‖Hkδ ≤ C‖v1−v2‖Hkδ for all v1, v2 ∈ BR(Hkδ ).
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B.2 Energy estimates
Fix k > n/2 + 1. By proposition B.1, we have a sequence of solutions vη ∈ C1([−T (η), T (η)], Hkδ )
(0 < T (η) ≤ T1, T2) to the approximating equation (B.4)-(B.5). The goal is to derive bounds on vη in
the Hkδ spaces independent of η. To do this, we use energy estimates which we now describe.
Lemma B.4. Suppose a0 ∈ C1([0, τ ],W 1,∞), aj ∈ C0([0, τ ],W 1,∞), f ∈ C0([0, τ ], L2λ) and that w ∈
C1([0, τ ], L2λ) satisfies the equation
a0∂tw = Jηa
j∂jJηw + g .
Then there exists a constant C > 0 independent of η > 0 such that
d
dt
〈w|a0w〉L2
λ
≤ C[(1 + ‖div a‖L∞ + ‖~a‖L∞)‖w‖2L2λ + ‖g‖L2λ‖w‖L2λ]
where div a = ∂ta
0 + ∂ja
j and ~a = (a1, . . . , an).
Proof. First, we have
d
dt
〈w|a0w〉L2λ = 2〈w|a
0∂tw〉L2λ + 〈w|∂ta
0w〉L2λ = 2〈w|Jηa
j∂jJηw〉L2λ + 2〈w|g〉L2λ + 〈w|∂ta
0w〉L2λ .
Letting J†η denote the adjoint of Jη with respect to the inner-product (A.4), we can write the above
expression as
d
dt
〈w|a0w〉L2λ = 2〈J
†
ηw|aj∂jJηw〉L2λ + 2〈w|g〉L2λ + 〈w|∂ta
0w〉L2λ . (B.6)
Integration by parts shows that
〈J†ηw|aj∂jJηw〉L2λ = −〈∂jJ
†
ηw|ajJηw〉L2λ − 〈J
†
ηw|(∂jaj + ajρ−1∂jρ)Jηw〉L2λ (B.7)
where ρ = σ−2λ−n1 . Since ‖ρ−1∂jρ‖L∞ <∞, together lemmas B.7 and B.8 of [30] and (B.7) imply that
〈J†ηw|aj∂jJηw〉L2λ ≤ −〈∂jJηw|a
jJηw〉L2λ + C(1 + ‖∂ia
i‖L∞ + ‖~a‖L∞)‖w‖2L2λ . (B.8)
Again integrating by parts and using lemma B.8 of [30], we find that
− 〈∂jJηw|ajJηw〉L2
λ
≤ C(1 + ‖∂iai‖L∞ + ‖~a‖L∞)‖w‖2L2λ . (B.9)
The proof now follows from the Cauchy-Schwartz inequality and equations (B.6), (B.8), and (B.9).
Let vαη = D
αvη, b
0
η = b
0(u, Jηvη), b
j
η = b
j(u, Jηvη)and fη = f(u, Jηvη)Jηvη. The evolution equation
(B.4) implies that
∂tvη = (b
0
η)
−1Jηb
j
η∂jJηvη + (b
0
η)
−1fη + (b
0
η)
−1h . (B.10)
Differentiating this equation yields
b0η∂tv
α
η = Jηb
j
η∂jJηv
α
η + g
α (B.11)
where
gα = b0η[D
α, (b0η)
−1Jηb
j
η]∂jJηvη + b
0
ηD
α
(
(b0η)
−1Jηfη
)
+ b0ηD
α
(
(b0η)
−1Jηh
)
. (B.12)
To simplify the following estimates, we will assume that bj(0, 0) = 0. It is not difficult to treat the
case where bj(0, 0) 6= 0. Recalling that δ ≤ γ ≤ 0 and k > n/2 + 1, we get from the calculus inequalities
of appendix A and lemma A.7 of [30] the following estimate
‖b0η[Dα, (b0η)−1Jηbjη]∂jJηvη‖L2δ−|α| ≤ ‖b
0
η‖L∞‖[Dα, (b0η)−1Jηbjη]∂jJηvη‖L2δ−|α|
≤ C(‖(b0η)−1Jηbjη‖Hk0 ‖∂jJηvη‖L∞δ−1 + ‖(b0η)−1Jηbjη‖W 1,∞‖∂jJηvη‖Hk−1δ−1 )
≤ C[(1 + (‖u‖L∞ + ‖vη‖L∞)k−1)(‖u‖Hk0 + ‖vη‖Hk0 )‖vη‖W 1,∞δ + (1 + ‖u‖W 1,∞ + ‖vη‖W 1,∞)‖vη‖Hkδ ]
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where C is independent of η. By the Sobolev inequality (lemma A.7) we have
‖u‖W 1,∞ ≤ C‖u‖Hkη , ‖v‖W 1,∞ + ‖v‖W 1,∞δ ≤ C‖vη‖Hkδ ,
and hence
‖b0η[Dα, (b0η)−1Jηbjη]∂jJηvη‖L2δ−|α| ≤ P (‖u‖Hkη , ‖vη‖Hkδ )
for a η independent polynomial P (y1, y2) . The other terms in g
α can be estimated in a similar fashion
to get
‖gα‖L2
δ−|α|
≤ P (‖u‖Hkγ , ‖vη‖Hkδ , ‖h‖Hkδ ) (B.13)
where as above P (y1, y2, y3) is an η independent polynomial . It can also be shown using the calculus
inequalities and (B.10) that
‖div b‖L∞ ≤ P (‖u‖Hkγ , ‖vη‖Hkδ , ‖h‖Hkδ ) . (B.14)
Finally, we note that
‖~b‖L∞ ≤ C . (B.15)
Next, if we define
|||vη|||2k,δ :=
∑
|α|≤k
〈Dαvη|b0ηDαvη〉L2
δ−|α|
,
then by (B.3) and (B.15) there exists a constant C > 0 independent of η such that
C−1‖vη‖Hkδ ≤ |||vη|||k,δ ≤ C‖vη‖Hkδ . (B.16)
Since sup0≤t≤T ‖u(t)‖Hkγ < ∞ and sup0≤t≤T ] ‖h(t)‖Hkδ < ∞, lemma (B.4) and (B.13), (B.14), (B.15),
and (B.16) imply that
d
dt
|||vη|||2k,δ ≤ C(|||vη |||k,δ)|||vη |||k,δ (B.17)
or equivalently
d
dt
|||vη|||k,δ ≤ P (|||vη |||k,δ)
for a polynomial P (y) with positive coefficients that are independent of η > 0. By Gronwall’s inequality,
(B.17), and proposition B.1, this implies that there exists constants T∗,K > 0, both independent of
η > 0, such that T (η) ≥ T∗ and
sup
0≤t≤T∗
‖vη(t)‖Hkδ ≤ K . (B.18)
Using the time reversed version of the equation (i.e. sending t 7→ −t) we also get, shrinking T∗ if necessary,
that
sup
−T∗≤t≤0
‖vη(t)‖Hkδ ≤ K . (B.19)
Finally, from (B.10), (B.18), (B.19), lemma A.7 of [30], lemmas A.7 and A.9, and (A.24), we see, increasing
K if necessary, that
sup
−T∗≤t≤T∗
‖∂tvη(t)‖Hk−1δ ≤ K. (B.20)
B.3 Local existence and uniqueness
To get local existence following the approach of Taylor (see theorem 1.2, pg 362 in [39]), we let η ց 0
and use the bounds (B.18)-(B.20) obtained from the energy estimates to extract a weakly convergent
subsequence of vη which has a limit that solves the initial value problem (B.1)-(B.2). Since the proof is
very similar to that of theorem B.2 in [30], we omit the details.
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Proposition B.5. Suppose T1, T2 > 0, δ ≤ γ ≤ 0, k > n/2 + 1, v0 ∈ Hkδ , u ∈ C0([−T1, T2], Hkγ )
and h ∈ C0([−T1, T2], Hkδ ). Then there exists a T∗ > 0 (T∗ < T1, T2) and a v ∈ L∞((−T∗, T∗), Hkδ ) ∩
Lip((−T∗, T∗), Hk−1δ ) that solves the initial value problem (B.1)-(B.2).
Using the estimates of appendix B of [30] and of appendix A and B.2 of this paper, it is not difficult
to adapt the proofs of propositions 1.3-1.5, pgs. 364-365, in [39] to get the following theorem.
Theorem B.6. The solution v from proposition B.5 is unique in L∞((−T1, T2), Hkloc) ∩ Lip((−T1, T2), Hk−1loc )
and satisfies the additional regularity
v ∈ C0((−T∗, T∗), Hkδ ) ∩ C1((−T∗, T∗), Hk−1δ ) .
Moreover, if T∗ < T2 and sup0≤T<T∗ ‖v(t)‖W 1,∞ < ∞, then there exists a T ∗ ∈ (T∗, T2] such that the
solution can be extended to a solution of (B.1)-(B.2) on (−T∗, T ∗).
For linear systems, the energy estimate (see lemma 7.1 with ǫ = 1) ensures, via the continuation
principle of the above theorem, that the solutions can be continued as long as the functions u(t) and h(t)
are defined.
Proposition B.7. Suppose T1, T2 > 0, δ ≤ γ ≤ 0, k > n/2 + 1, v0 ∈ Hkδ , u ∈ C0([−T1, T2], Hkγ ) and
h ∈ C0([−T1, T2], Hkδ ). Then the initial value problem
b0(u)∂tv = b
j(u)∂iv + f(u)v + h, (B.21)
v|t=0 = v0 (B.22)
has a solution
v ∈ C0([−T1, T2], Hkδ ) ∩ C1([−T1, T2], Hk−1δ )) .
that is unique in L∞((−T1, T2), Hkloc) ∩ Lip((−T1, T2), Hk−1loc ).
Let [n/2] denote the largest integer with [n/2] ≤ n/2 and k0 = [n/2] + 2. Then differentiating the
solution from theorem B.6, with respect to t, and using proposition B.7 yields the following result.
Corollary B.8. Suppose k = k0 + s, u ∈
⋂s
ℓ=0 C
ℓ([−T1, T2], Hk−ℓγ ) and h ∈
⋂s
ℓ=0C
ℓ([−T1, T2], Hk−ℓδ ).
Then the solution from B.5 satisfies the additional regularity
v ∈
s+1⋂
ℓ=0
Cℓ((−T∗, T∗), Hk−ℓδ ) .
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