The cohesive energy, equilibrium lattice constant, and bulk modulus of noble metals are com- 
I. INTRODUCTION
van der Waals (vdW) interactions are ubiquitous in nature and can be of importance even in densely packed systems, characterized by strong ionic, covalent, or metallic bonds, where these types of interactions are commonly assumed to be negligible.
1,2
In particular, the effect of vdW forces in noble metals has been investigated a long time ago by Rehr and Zaremba 3 who adopted a simplified model in which the ions are regarded as nonoverlapping (with the core electrons which are relatively well localized) and immersed in a uniform electron gas made by the conduction electrons. Therefore, in spite of the hybridization between bands, the optical properties are reasonably well described by first separating the electrons into polarizable core states embedded in a quasifree-electron gas.
4
This corresponds 4 to regarding the d electrons as localized atomic orbitals in the spirit of the tight-binding approximation, while treating the s electrons with nearly-free-electron theory.
By taking into account the conduction-electron screening of the ion-ion interactions and using effective ionic polarizabilities derived from the measured optical constants, the vdW contribution to the cohesive energy per atom was found 3 to be 0.21, 0.42, and 0.63 eV for Cu, Ag, and Au, respectively in the equilibrium face-centered cubic geometry (FCC, see Fig. 1 ). These values should be compared to the total cohesive energies in these metals, which are 3.50, 2.96, and 3.78 eV, respectively. On going from Cu to Ag to Au, the increasing magnitude of the polarizability reflects the increasingly larger low-frequency oscillator strengths, with a significant part of the low-frequency oscillator strengths that is attributable to d-electron transitions. 3 Interestingly, Rehr and Zaremba obtained an expression for the dipole-dipole contribution to the polarization force which is analogous to the usual expression for the vdW interaction between atoms in a molecular crystal. 4 The presence of the electron gas gives rise to a dynamically screened interaction between the ions described by the dielectric function of the electron gas which is approximated by the random-phase approximation (RPA) expression evaluated for the values of the r s parameters corresponding to the "free-electron" densities of the noble metals. In the simplest model one assumes that the core fluctuations are dominated by a single excited state leading to an approximated formula for the screened vdW interactions in a polarizable metal. 4 This approximation is certainly crude for a noble metal since excitations to a continuum in the range 5-50 eV are important, but the result demonstrates an essential qualitative point, namely that if the dielectric constant does not show substantial momentum dependence, dispersion forces approximately keep their usual asymptotic form even in the presence of dynamic screening by an electron gas. 4 As expected, the screening is most effective for frequencies smaller than the plasma frequency. Contributions to the polarization forces due to higher-order terms than the dipole-dipole one are estimated to increase the vdW correction by roughly 20%.
3
The above description applies equally to any simple metal which has a highly polarizable core, but whose core electrons may be well separated from the s − p band.
4
From a theoretical point of view, it is well accepted that Density Functional Theory (DFT), which represents the most popular and widely adopted ab initio approach for condensed-matter calculations, fail to capture vdW forces, at least within the standard implementations based on the Local Density Approximation (LDA) or the Generalized Gradient Approximation (GGA), which are still the most used for the calculations of structural and electronic properties of solids. In the last years several practical methods have been proposed to make DFT calculations able to accurately describe vdW effects at a reasonable computational cost (see, for instance, refs. 5-7). We have developed a family of such methods, all based on the generation of the Maximally Localized Wannier Functions (MLWFs), 8 successfully applied to a variety of systems, including small molecules, water clusters, graphite and graphene, water layers interacting with graphite, interfacial water on semiconducting substrates, hydrogenated carbon nanotubes, molecular solids, and the interaction of rare gases, small molecules, and graphene with metal surfaces. [9] [10] [11] [12] [13] [14] [15] [16] [17] [18] [19] [20] [21] [22] Of a particular value is the possibility of dealing with metals; in fact insulators could be somehow treated even using atom-based semiempirical approaches where an approximately derived R −6 term, multiplied by a suitable short-range damping function, is explicitly introduced. Instead, in our methods the atom-based point of view assumed in standard semiempirical approaches is replaced by an electron-based point of view, so that the schemes are also naturally applicable to systems, such as metals and semimetals, which cannot be described in terms of assemblies of atoms only weakly perturbed with respect to their isolated configuration. Besides electron-based models, effective approaches may also be designed in such a way to separate local and non-local polarizability components. Although the polarizability disentanglement is a non-trivial procedure which requires detailed information on the electronic structure of the system, the introduction of a suitably parameterized atom-based model Hamiltonian can thus provide an alternative pathway to the computation of vdW interactions. 23 We re-mark that in the case of vdW-corrected DFT schemes applied to metallic systems a proper inclusion of screening effects is essential. 19, 24 We also stress that cross-validation between independent vdW methods not only permits a more rigorous accuracy benchmarking, but also provides better insight into the relevant physical ingredients of the theory.
In order to unravel the role of long-range correlation and screening effects, we assess here the performance of different vdW-corrected Density Functional Theory methods applied to the description of cohesive properties of bulk noble metals. 
II. SCREENED VDW METHODS
We propose and apply here two independent theoretical methodologies for the computation of screened vdW energy contributions in bulk metallic systems. Both approaches are based on a distinction between localized electrons contributing to the local polarizability, and delocalized states, which -in analogy to the homogeneous electron gas-introduce a dynamical screening of the Coulomb interaction, as outlined in Fig. 2 . The screening is effectively described through a frequency-dependent dielectric function, which we approximate through a single-pole expression (see refs. 3,4) as
where ω p is the plasma frequency of the electron gas. 
where Z A,B is the total charge of A and B, and R AB is the distance between the two atoms (e and m are the electronic charge and mass). Now, adopting a simple classical theory of the atomic polarizability, the polarizability of an electronic shell of charge eZ i and mass mZ i , tied to a heavy undeformable ion can be written as
Then, given the direct relation between polarizability and atomic volume, 42 we assume
, where γ is a proportionality constant, so that α i is expressed in terms of the MLWF spread, S i . Recasting eq. (2) in terms of the quantities defined above, one obtains an explicit expression for the C ij 6 vdW coefficient relative to the vdW interaction between the i-th and the j-th electronic orbitals belonging to different fragments:
In previous applications 18,19 the proportionality constant γ was set up by imposing that the exact value for the H atom polarizability (α H =4.5 a.u.) is obtained. Here, a more convenient choice (see also below) for γ is to impose that, by summing the contributions to the polarizability coming from the d-like MLWFs describing the core ions, one reproduces the experimental effective ionic polarizabilities derived from the measured optical constants:
i . In order to achieve a better accuracy, one must properly deal with intrafragment MLWF charge overlap. This overlap affects the effective orbital volume, the polarizability, and the excitation frequency (see eq. (3)), thus leading to a quantitative effect on the value of the C 6 coefficients. We take into account the effective change in volume due to intrafragment MLWF overlap by introducing a suitable reduction factor ξ obtained by interpolating between the limiting cases of fully overlapping and non-overlapping MLWFs (see ref. 18 ). We therefore arrive at the following expression for the C 6 coefficient:
where ξ i,j represents the ratio between the effective and the free volume associated to the i-th and j-th MLWF.
Finally, the vdW interaction energy is computed as:
where f (R ij ) is a short-range damping function which maintains the same basic functional form adopted in previous applications 18, 19 but it is slightly modified following the prescription proposed by Tkatchenko and Scheffler 43 and is defined as :
We remark that this short-range damping function is introduced not only to avoid the unphysical divergence of the vdW correction at small fragment separations, but also to eliminate double countings of correlation effects, by considering that standard DFT approaches
properly describe short-range correlations.
The parameter R s is proportional to the sum of the vdW radii: To get an appropriate inclusion of metal screening effects we adopt the approximated formula 4 for the screened vdW interactions in a polarizable metal (see above) based on the plasma frequency, which consists in multiplying the C ij 6 /R 6 ij contribution in eq. (6) by the reduction factor: (w ij /(w ij + w p )) 3 , where w ij denotes the average excitation frequency attributed to the i-th and j-th MLWFs, w ij = (w i + w j )/2, with w i = Z i /(γξ i S 3 i ) , and w p is the plasma frequency, which can be directly related to the metal r s parameter:
Therefore, in summary, our vdW-WF2 scheme specifically developed for dealing with noble-metal bulk systems, hereafter referred to as vdW-WF2p, differs from the previous versions essentially in: (i) a different choice of the γ parameter to reproduce ionic polarizabilities, (ii) a modified damping function, and (iii) a different implementation of the metal screening correction (based on the plasma frequency), that in previous applications was only aimed at describing adsorption processes on metal substrates.
B. RPAp
Analogously to DFT/vdW-WF, RPAp is based on an effective model, where the response of strongly bound electrons is described in terms of localized atomic polarizabilities, interacting through a uniform medium described by the dielectric function of eq.(1). 
where each atom p is characterized by a static dipole polarizability, α 
The static polarizability α 0 is set to the reference value of ref. Once the effective Hamiltonian is parameterized (see data in Table I ), the screened vdW energy is computed at the RPA level via the ACFD formula:
where A is a diagonal matrix defined as A ij = −α ion (iu)δ ij . We stress that, at variance with refs. 39,40, explicit integration over frequency u is necessary here, due to the presence of the dynamically screened Coulomb interaction.
C. Computational details
We here apply our specific version of the DFT/vdW-WF2 method described above (vdWWF2p) and the RPAp scheme in the two variants (RPAp1 and RPAp2) to compute the basic cohesive properties, namely cohesive energy, equilibrium lattice constant, and bulk modulus of noble metals Cu, Ag, and Au. All calculations have been performed with the Quantum-ESPRESSO ab initio package 45 and the MLWFs have been generated as a post-processing calculation using the WanT package. 46 We consider a periodically-repeated simulation cell (corresponding to the FCC crystal structure appropriate for noble metals) containing a single metal atom. Electron-ion interactions were described using ultrasoft pseudopotentials (norm-conserving for TPSS calculations) by explicitly including 11 valence electrons per metal atom. As done in previous studies 47 we adopted a 16 × 16 × 16 k-point sampling of the Brillouin Zone.
To obtain the cohesive energy per atom, simulations were also performed by considering isolated metal atoms contained in a large supercell, so that to make spurious interatomic interactions negligible. To this aim spin-polarized calculations were carried out since the relative spin polarization vanishes in solids around equilibrium, but not in their free atoms, 48 given the presence of an odd number of valence electrons. to the vdW-DF family). Extensive tests on many systems showed that this approach is reasonable since the underlying approximation is small and this avoids using pseudopotential that are not well tested as the PBE ones.
Since we are investigating bulk interatomic distances close to the experimental equilibrium values, in order to make the calculations more efficient, for each system, the MLWFs were generated only at the experimental lattice constants and using a 8 × 8 × 8 k-point sampling of the Brillouin Zone: in fact optimizing the MLWF spread with several k points typically leads to quite slow convergence process; we have tested that these approximations do not introduce sizeable errors.
As discussed in the Introduction section, in bulk noble metals one can safely consider 3, 4 the d electrons as localized orbitals, while the s electrons can be described with nearlyfree-electron theory. Therefore, in our DFT/vdW-WF2p approach, the vdW-correction was implemented by considering the contribution from the MLWFs generated by the optimizing process including only the narrowest energy window containing 5 bands (the d-like ones), which represents a well-defined criterium to minimize mixing with other states.
52
Regarding the RPAp method, due to the slow convergence of many body effects with respect to the system size, all calculations are performed in real space, adopting periodic boundary conditions and making use of an extended cubic supercell containing 864 atoms.
Clearly, both the frequency integration and the relatively large size of the adopted supercell imply a non-negligible computational overload with respect to DFT/vdW-WF2p. The higher computational cost, however, is justified by the possibility to estimate non-trivial energy contributions beyond finite-order perturbative approaches.
III. RESULTS AND DISCUSSION
In Tables II-IV we report the equilibrium cohesive energy, lattice constant, and bulk modulus of bulk Cu, Ag, and Au, computed by using our DFT/vdW-WF2p and RPAp schemes, and the other different methods discussed above. The cohesive energy, E c , is defined as
where E f ree is the total energy of the isolated free metal atom (contained in a large supercell, see above) and E is instead the total energy (per atom) of the bulk metal.
In order to get a more reliable comparison with experimental results, the zero-point phonon and finite-temperature effects should be properly taken into account, 37,48 since experimental quantities are often measured at room temperature so that they are not directly comparable with the results of ground-state electronic structure calculations performed at 0 K. In particular, the zero-point phonon effects correspond to a zero-point anharmonic expansion which tends to make the optimal lattice-constant larger. For instance, the uncorrected experimental results are closer to PBE than LDA, while the experimental values corrected by zero-point phonon effects are smaller and thus closer to LDA values. 48 Moreover, temperature and phonon effects can modify the bulk modulus up to 5%-8% for metals so that the corrected experimental bulk moduli are stiffer on average. Finally, also the experimental cohesive energies must be corrected by the zero-point vibration energy calculated from the Debye temperature. 48 In Table V we report the mean relative error (MRE), the mean absolute relative error (MARE) of the cohesive energy, lattice constant and bulk modulus, and the MARE value averaged over the 3 different quantities considered (AMARE); the MREs and the AMARE are also plotted in Fig. 3 . As can be seen, the equilibrium lattice constant is reasonably reproduced by all the methods, while the same is not true for the cohesive energy and the bulk modulus which are much more sensitive to the chosen approach.
First considering the LDA and (GGA) PBE functionals, one can see that both give errors in the estimated cohesive energy and bulk modulus of comparable magnitude (AMARE= 12.3% and 11.3%, respectively) though of opposite sign (see Fig. 3 The PBE-D functional, including vdW correction by a semiempirical approach, 25 is only marginally superior (AMARE= 9.3%) to LDA and PBE, but worse than PBEsol; in fact, it overestimates the cohesive energy (as LDA) and underestimates the bulk modulus (as PBE).
In principle, seamless vdW-corrected DFT methods, based on genuine nonlocal functionals, should perform better than PBE-D, particularly for metals, where an empirical, atom-based vdW correction is expected to be not adequate. However, as can be seen from Tables II-IV and Fig. 3 , different schemes, belonging to this class of approaches, perform quite differently for bulk noble metals. In fact, rVV10 (AMARE= 10.5%) is worse than PBE-D and does not even significantly improve over PBE, by clearly overestimating the lattice constants and underestimating the cohesive energy and (above all) the bulk modulus. The situation is even worse for vdW-DF and vdW-DF2 (AMARE= 20.8% and 19.6%, respectively), where the errors involved in the estimate of the equilibrium lattice constants (too large) and cohesive energies (too small) are particularly evident. Instead, the vdW-DF-cx variant 29, 30 of the vdW-DF family clearly represents a remarkable improvement for describing the basic properties of the noble metals, with AMARE= 3.5%, the agreement with experimental data being particularly striking for Ag.
In order to assess the relevance of a proper description of dynamical screening effects in noble metals we now turn to the specifically developed approaches presented in Section II.
Remarkably, our DFT/vdW-WF2p, RPAp1, and RPAp2 methods exhibit performances similar to vdW-DF-cx (AMARE= 4.7%, 4.3%, and 4.9%, respectively), again giving excellent results for Ag and improving over PBEsol. By comparison of the DFT/vdW-WF2p data with the same quantities evaluated without taking the conduction-electron screening into account (for brevity this method is denoted as DFT/vdW-WF2, see Tables II-IV and Fig. 3), it is clear that the cohesive energy is substantially overestimated by the latter approach, which also predicts a too large bulk modulus and underestimates the equilibrium lattice constant (AMARE= 27.2%). This is clearly due to the fact that the vdW-correction of eq. (6) is too large if the reduction factor (w ij /(w ij + w p )) 3 is not included, as confirmed by Ta Interestingly, the RPAp method allows for a direct estimate of many-body contributions 54 to the cohesive energy in bulk noble metals. In fact, by performing a Taylor series expansion of eq.(10), truncated to second order, one obtains the following expression:
which mathematically corresponds 39 to the pairwise summation of two-body energy contri-
RPAp hence includes all many-body effects, i.e. all the energy contributions beyond the two-body component. By evaluating E MB RPAp we find that many-body effects induce a significant reduction of the vdW cohesive energy and smaller changes in the other quantities: for instance, in the case of Ag, fitting the cohesive-energy curve obtained using (12) gives for the vdW contribution 0.446 eV/atom, for the equilibrium lattice constant 4.087Å, and for the bulk modulus 1079 kbar, so that (compare with RPAp1 data in Tables III, IV , and VI) many-body effects lead to variations in these quantities by -5.2%, +0.2%, and -1.2%, respectively (once again the equilibrium lattice constant appears to be the least affected quantity). We also observe, comparing RPAp1 to RPAp2, that the first methodology, where the Hamiltonian of Eq. (8) is parameterized in such a way to reproduce the effective screened interatomic C 6 coefficients of ref. 4 , is slightly more accurate than the second, where the C 6 coefficients turn out to be slightly underestimated. In any case this further supports the validity of the present approach, since different parameterizations lead to limited differences on the overall performances of the methods, that are in both cases similar to those obtained by DFT/vdW-WF2p.
Coming back to the good performances of the PBEsol DFT functional reported above, which are only slightly worse than those of the vDW-corrected DFT/vdW-WF2p, RPAp, and vdW-DF-cx methods, the improvement of PBEsol with respect to PBE can be explained by the fact that PBEsol restores 35 the density-gradient expansion appropriate for slowly varying densities (as those characterizing the valence-electron densities in densely packed solids), while PBE instead is optimized to reproduce the exchange energy of free atoms.
Therefore, in PBEsol the revised exchange contribution turns out to be almost equivalent to the nonlocal vdW contribution which is added to PBE in the DFT/vdW-WF2p approach (or included in the nonlocal vdW-DF-cx functional).
As can be seen from Tables III, IV , and V, the meta-GGA TPSS functional 32 performs quite well (in agreement with ref. 48 ) for estimating the equilibrium lattice constant and bulk modulus, however a full assessment of the method cannot be given, since, due to numerical problems in the spin-polarized calculations for the isolated atoms, the cohesiveenergy estimate is not available (the same is true also in ref. 48 ).
Finally, data obtained 38 at the PBE0 level, namely using an hybrid functional which contains a certain amount of exact exchange and is much more computationally expensive than the other considered methods, are listed in Tables II,III, and IV Due to the interplay between different energetic and screening contributions, the cohesion of noble metals hence emerges as a challenging problem, whose accurate modeling demands 
