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In this paper we develop a formalism for studying the nonrelativistic limit of relativistic
field theories in a systematic way. By introducing a simple, nonlocal field redefinition, we
transform a given relativistic theory, describing a real, self-interacting scalar field, into an
equivalent theory, describing a complex scalar field that encodes at each time both the
original field and its conjugate momentum. Our low-energy effective theory incorporates
relativistic corrections to the kinetic energy as well as the backreaction of fast-oscillating
terms on the behavior of the dominant, slowly varying component of the field. Possible
applications of our new approach include axion dark matter, though the methods developed
here should be applicable to the low-energy limits of other field theories as well.
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I. INTRODUCTION
Understanding the nature of dark matter remains a major challenge at the intersections of
astrophysics, cosmology, and particle physics. Multiple lines of observational evidence indicate
that dark matter should be plentiful throughout the universe, contributing roughly five times more
to the energy density of the universe than ordinary (baryonic) matter, and that the dark matter
should be cold and collisionless [1]. From the standpoint of particle theory, the puzzle of dark
matter includes at least two components: identifying a plausible dark-matter candidate within
realistic models of particle physics, and developing an accurate, theoretical description that is
suitable for low-energy phenomena associated with cold matter. For the latter goal, it is important
to develop a means of characterizing the nonrelativistic limit of relativistic quantum field theories
in a systematic way.
In this paper we develop an effective field theory approach for the nonrelativistic limit of rela-
tivistic field theories. We focus on the nonrelativistic behavior of scalar fields in Minkowski space-
time, incorporating systematic relativistic corrections as well as corrections from the fields’ (weakly
coupled) self-interactions. We have in mind applications to axion dark matter [2–5], though the
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2methods developed here should be applicable to the low-energy limits of other field theories, such
as QED, QCD [6–8], and condensed-matter systems, and to specific phenomena such as “oscillons”
[9–11] and “superradiance” [12, 13].
Axions are an attractive candidate for dark matter. The hypothetical particles were origi-
nally introduced to address the strong CP problem in QCD [14–16], but their expected mass
and self-coupling make them well-suited for cold dark matter as well. In particular, axions, with
m ∼ 10−4–10−5 eV, are expected to be produced early in cosmic history, around the time of the
QCD phase transition. At that time the typical wavenumber was k ∼ HQCD ∼ 10−11 eV [17],
where HQCD ∼ T 2QCD/Mpl is the Hubble scale at the time of the QCD transition, TQCD ∼ 0.1
GeV is the temperature at which the transition occurs, and Mpl ≡ 1/
√
8piG ∼ 1018 GeV is the
reduced Planck mass. Axions are expected to become accelerated gravitationally during large-scale
structure formation, up to speeds v/c ∼ O(10−3) within galactic halos [17]. Hence even at late
times they should remain squarely within the nonrelativistic limit, albeit in a regime in which rela-
tivistic corrections may be competitive with other nontrivial corrections, such as from higher-order
interaction terms.
In the nonrelativistic limit, fluctuations that oscillate rapidly on time scales m−1 (where m is the
mass of the scalar field) may be expected to average to zero over time scales ∆t m−1. However,
nonlinear self-couplings can induce a backreaction of the fast-oscillating terms on the dominant,
slowly varying component of the nonrelativistic field, affecting its behavior. Such coupling of fast-
and slow-oscillating terms produces measurable effects in many physical systems, such as neuronal
processes related to memory formation [18, 19]. We develop an iterative, perturbative procedure
to incorporate this backreaction.
Our approach complements other recent work, such as Refs. [11], [17], and [20]. In particular,
the authors of Ref. [20] develop a nonrelativistic effective field theory for describing axions by
calculating scattering amplitudes for n → n body scattering in the full, relativistic theory, and
then taking the low-energy limit of those amplitudes to match coefficients in a series expansion
of the effective potential. In Ref. [11], the authors developed an effective field theory by using
diagrammatic techniques to integrate out the high-momentum modes. In this paper, we develop
an effective description for the nonrelativistic limit with no need to calculate scattering amplitudes
in the corresponding relativistic theory. Our method yields the same coefficients for the leading
higher-order interaction terms in the low-energy limit as those found in Refs. [11] and [20], while
also incorporating systematic relativistic corrections which do not appear in the previous analysis.
In Section II we introduce a convenient field redefinition to relate the real-valued scalar field
3described by the relativistic theory to a complex scalar field more appropriate to the nonrelativistic
limit. In particular, we introduce a nonlocal field redefinition rather than the local redefinition
that one typically finds in the literature. Although we expect the resulting descriptions of the
low-energy limit to be equivalent in either redefinition, we find that the nonlocal redefinition
considerably simplifies the derivation. In Section III we develop an effective field theory for the
nonrelativistic field, which incorporates contributions from fast-oscillating terms on the evolution
of the principal, slowly varying portion of the field. Concluding remarks follow in Section IV. In
Appendix A we demonstrate that our transformation from the real-valued relativistic field φ(t,x)
to the complex-valued nonrelativistic field ψ(t,x) can be constructed as a canonical transformation.
In Appendix B we demonstrate that the low-energy effective field theory based on our nonlocal
field redefinition explicitly matches what one would calculate with the local field redefinition in two
regimes of interest. In Appendix C we compare our results with the recent calculation in Ref. [11]
and demonstrate that the two results are equivalent, related to each other by a field redefinition.
II. FIELD REDEFINITION FOR A NONRELATIVISTIC FORMULATION
In this section we begin with the Lagrangian for a relativistic field theory that describes a scalar
field in Minkowski spacetime, and introduce a suitable field redefinition with which we may consider
the nonrelativistic limit systematically. Our goal is to obtain an expression for the Lagrangian that
yields the Schro¨dinger equation as the effective equation of motion for the redefined field in the
extreme nonrelativistic limit.
We consider a relativistic scalar field of mass m with a λφ4 interaction, described by the La-
grangian density
L = −1
2
ηµν∂µφ∂νφ− 1
2
m2φ2 − 1
4!
λφ4, (1)
where φ is a real-valued scalar field, and we take the Minkowski metric to be ηµν = diag[−1, 1, 1, 1].
The canonical momentum field is pi = φ˙, where an overdot denotes a derivative with respect to
time, and the Hamiltonian is given by
H =
∫
d3xH(x) , H = 1
2
pi2 +
1
2
(∇φ)2 + 1
2
m2φ2 +
1
4!
λφ4. (2)
The equations of motion take the form
φ˙ =
δH
δpi
= pi,
p˙i = −δH
∂φ
= (∇2 −m2)φ− 1
3!
λφ3.
(3)
4In contrast, the standard Lagrangian for a free, nonrelativistic field may be written
L = i
2
(
ψ˙ψ∗ − ψψ˙∗
)
− 1
2m
∇ψ∇ψ∗, (4)
where ψ is a complex scalar field, and overdots again denote derivatives with respect to time. The
kinetic term is normalized so that the field ψ obeys the standard Poisson bracket relations with
ψ∗, so that when quantized the two fields obey the standard commutation relations, as given below
in Eq. (10) and discussed in Eqs. (14)–(20). Whereas the Lagrangian in Eq. (1) yields a second-
order equation of motion for φ, the Lagrangian in Eq. (4) yields first order equations of motion for
the real and imaginary parts of ψ. The Lagrangian in Eq. (4) has a global U(1) symmetry; the
associated conserved charge is simply the number of particles,
N =
∫
d3x |ψ|2, (5)
confirming the usual expectation that particle number should be conserved in a nonrelativistic
theory, appropriate for energy scales E  m.
Previous authors (see, e.g., Refs. [17] and [20]) have typically related the nonrelativistic field ψ
to the relativistic field φ by using the relations
φ(t,x) =
1√
2m
[
e−imtψ(t,x) + eimtψ∗(t,x)
]
, (6a)
pi(t,x) = −i
√
m
2
[
e−imtψ(t,x)− eimtψ∗(t,x)] . (6b)
Note that the quantities in brackets in Eqs. (6a) and (6b) could have been written as Re[e−imtψ]
and Im[e−imtψ], respectively, so the equations are independent. Eq. (6b) is not ordinarily written
explicitly, but this equation or something similar has to be assumed if ψ(t,x) is to be uniquely
defined. At any fixed time t, Eqs. (6a) and (6b), taken together, give a one-to-one mapping between
the complex-valued ψ(t,x) and the two real-valued functions φ(t,x) and pi(t,x). If we use Eqs. (3)
and (6) to derive equations of motion for ψ, and then set λ = 0 and neglect all rapidly oscillating
terms (proportional to e±imt), we find equations of motion consistent with the Lagrangian of
Eq. (4). However, for the purpose of systematically obtaining the relativistic corrections to the
nonrelativistic theory, we find it more convenient to start from a nonlocal field redefinition. In
place of Eqs. (6), we write
φ(t,x) =
1√
2m
P−1/2 [e−imtψ(t,x) + eimtψ∗(t,x)] , (7a)
pi(t,x) = −i
√
m
2
P1/2 [e−imtψ(t,x)− eimtψ∗(t,x)] , (7b)
5where we have defined
P ≡
√
1− ∇
2
m2
. (8)
Note that mP corresponds to the total energy of a free, relativistic particle. Eqs. (7) can be
inverted to obtain an equation for ψ in terms of φ and pi:
ψ(t,x) =
√
m
2
eimtP1/2
(
φ(t,x) +
i
m
P−1pi(t,x)
)
. (9)
Although our field redefinition in Eqs. (7) involves nonlocal operators, the new fields ψ and ψ∗
are well behaved in the nonrelativistic limit, in which the operator P can be expanded in powers
of ∇2/m2. The leading term matches the local definitions of Eq. (6). Furthermore, even though
the ψ field has a nonlocal relation to φ, the ψ field is local with respect to itself. When quantized,
the commutator of ψ(t,x) and ψ∗(t,y) becomes
[ψ(t,x), ψ∗(t,y)] =
m
2
P1/2x P1/2y
[
φ(t,x)− i
m
P−1x pi(t,x) , φ(t,y) +
i
m
P−1y pi(t,y)
]
= δ3(x− y),
(10)
where the subscripts on P indicate the coordinates on which they act, and we assumed of course
that [φ(t,x) , pi(t,y)] = iδ3(x − y). The simplicity of this result is a consequence of the fact that
the nonlocal operators on the two lines of Eq. (7) are the inverses of each other.
Given Eqs. (3) and (9), it is straightforward to work out the equation of motion for ψ(t,x):
iψ˙ = m (P − 1)ψ + λe
imt
4!m2
P−1/2
[
e−imt P−1/2ψ + eimt P−1/2ψ∗
]3
. (11)
A key step in this calculation, which motivates the nonlocal operator P, is the calculation of the
time derivative of φ+ imP−1pi:
φ˙+
i
m
P−1p˙i = pi + i
m
P−1
[
(∇2 −m2)φ− 1
3!
λφ3
]
= pi − imPφ− iλ
3!m
P−1φ3
= −imP
[
φ+
i
m
P−1pi
]
− iλ
3!m
P−1φ3.
(12)
The definition of P was chosen so that the first term on the right-hand side of the last line above is
proportional to φ+ imP−1pi ∝ ψ. If we used the local definition instead, the right-hand side would
have also contained a term proportional to e2imtψ∗, which would lead to rapidly oscillating terms
even in the free field theory (λ = 0). With the nonlocal field definition of Eqs. (7), the free theory
leads to no rapidly oscillating terms.
6It is for some purposes useful to write a Lagrangian density for the nonrelativistic formulation,
so we note that the equation of motion in Eq. (11) can be derived from the Lagrangian density
L = i
2
(
ψ˙ψ∗ − ψψ˙∗
)
−mψ∗ (P − 1)ψ − λ
4 · 4!m2
[
e−imtP−1/2ψ + eimtP−1/2ψ∗
]4
. (13)
Note that the free field theory terms in Eq. (13), corresponding to λ = 0, show a manifest global
U(1) symmetry, ψ → eiθψ. This symmetry is associated with the conservation of particle number,
which is exact in the free theory even when energies are relativistic.
To construct the corresponding Hamiltonian density, we explicitly decompose the field into its
real and imaginary parts, ψ ≡ ψR + iψI . The kinetic terms of the Lagrangian density then become
Lkinetic = i
2
(
ψ˙ψ∗ − ψψ˙∗
)
= ψ˙RψI − ψRψ˙I . (14)
If we take ψR to be the canonical field, then ψI will become the canonical momentum ∂L/∂ψ˙R. If
we proceeded directly to construct the Hamiltonian density in the standard way, H = piψ˙R−L, the
second term on the right of Eq. (14) would be rewritten as −ψRψ˙I = −ψRp˙i. This, however, would
take us outside the standard Hamiltonian procedure, in which the Hamiltonian is assumed to be
a function of the fields and their canonical momenta, but not the time derivatives of canonical
momenta. To avoid this problem, we can add a total time derivative to the Lagrangian density,
which does not change the equations of motion. So we replace Lkinetic by
L′kinetic = Lkinetic +
d
dt
(ψRψI) = 2ψ˙RψI . (15)
To absorb the factor of 2 we find it convenient to define the canonical field ψc to be
ψc(t,x) ≡
√
2ψR(t,x), (16)
from which it follows that
pic(t,x) ≡ ∂L
∂ψ˙c(t,x)
=
√
2ψI(t,x). (17)
Thus, we have
ψ(t,x) =
1√
2
(
ψc(t,x) + ipic(t,x)
)
. (18)
The Hamiltonian density is then given by
H = picψ˙c − L = mψ∗ (P − 1)ψ + λ
4 · 4!m2
[
e−imt P−1/2ψ + eimt P−1/2ψ∗
]4
, (19)
where ψ is given by Eq. (18). The canonical quantization of this Hamiltonian would give
[ψc(t,x), pic(t,y)] = iδ
3(x− y), (20)
7which is equivalent to Eq. (10). The discussion here has shown that the Hamiltonian of Eq. (19)
gives the correct equation of motion for the field ψ(t,x). In Appendix A, we show that the
transformation from φ(t,x) to ψ(t,x) can be constructed as a canonical transformation, which
guarantees that the canonical commutators will be preserved, as we have found.
Our findings are in contrast with the recent claim in Ref. [21], in which the authors found it
problematic to derive a Lagrangian for a complex, nonrelativistic field from a real-valued relativistic
one. Based on the canonical transformation we have explicitly formulated, we do not believe there
should be any difficulty in constructing L(ψ, ψ˙). It is interesting to note that we may obtain the
Lagrangian in Eq. (13) directly from the Lagrangian in Eq. (1) by the following procedure. Replace
φ˙ in the Lagrangian by an auxiliary field using χ = φ˙, and impose the relation via a Lagrange
multiplier: L[φ, φ˙]→ L[φ, χ] + ζ(χ− φ˙), where ζ is a Lagrange multiplier. We next note that χ is
a nondynamical variable in the resulting Lagrangian. We remove it from the theory by varying L
with respect to χ, which yields an expression for χ, which we then substitute back into L. We use
similar relations as in Eqs. (7) to relate the set {φ, ζ} (instead of {φ, pi}) to the set {ψ,ψ∗}, and
substitute the relations back into the Lagrangian.
We close this section with a final observation about the field redefinitions in Eqs. (7), compared
to the traditional relation in Eqs. (6). The usual relation of Eqs. (6) has the advantage of being
local, but the resulting Lagrangian — even for free fields — would no longer preserve the manifest
U(1) symmetry, thereby obscuring the fact that such models should conserve particle number.
Moreover, if we had used Eqs. (6), the fast oscillatory factors (e±imt), which are absent in the free
field theory using our nonlocal formulation, would have appeared in the free-field Lagrangian. We
build upon these advantages of the relations in Eqs. (7) in the following section.
III. EFFECTIVE FIELD THEORY IN THE NONRELATIVISTIC LIMIT
Given the Lagrangian and equation of motion for ψ in Eqs. (13) and (11), we may now consider
the effective description for such a model in the nonrelativistic limit. We aim to take the nonrel-
ativistic limit in a way that enables us to incorporate relativistic corrections systematically. One
step will obviously be to expand the nonlocal operator P in powers of ∇2/m2. However, we must
take additional steps in order to recover an appropriate description in the nonrelativistic limit.
In particular, we must find some way to incorporate the effects of fast-oscillating terms on the
behavior of the slowly varying field.
Consider, as a first step, the equation of motion of Eq. (11) in the limit in which we may ignore
8all higher spatial-derivative terms arising from the expansion of P. Then we find
iψ˙ ' − 1
2m
∇2ψ + λ
8m2
|ψ|2ψ + λ
4!m2
[
e−2imtψ3 + e4imtψ∗3 + 3e2imt|ψ|2ψ∗] . (21)
The first two terms on the right-hand side consist of the usual terms in the Schro¨dinger equation
for a model incorporating self-interactions [17, 20]. The remaining terms are usually neglected in
the nonrelativistic limit, because they are proportional to fast-oscillating factors, and in the limit
of large m, such terms might be expected to average to zero if the system were observed over
time scales ∆t  m−1. However, such oscillatory terms must be treated with care. Suppose, for
example, that the full solution of Eq. (21) consists of a slowly varying contribution (ψs) and a
small term that does not vary slowly: ψ = ψs + δψe
2imt. Inserting this ansatz back into Eq. (21),
keeping only terms up to linear order in δψ, and retaining terms that vary in time more slowly
than e±imt, we obtain
iψ˙s ' − 1
2m
∇2ψs + λ
8m2
|ψs|2ψs + λ
8m2
ψs (ψsδψ + 2ψ
∗
sδψ
∗) + ... (22)
We find that the fast-oscillating portion of the solution (δψ) backreacts on the slowly varying
portion (ψs), contributing to the dynamics of ψs in a nontrivial way. (Cf. Refs. [18, 19].) This
simple example illustrates that we must take into account the fast-oscillating contributions of the
full solution to obtain an effective description of the slowly varying portion. The removal of the
fast-oscillating contributions is analogous to integrating out the high-frequency components of a
field in a path integral.
We construct a perturbative approach with which to account for the contribution of the fast-
oscillating terms to the time evolution of the slowly varying portion of the field ψ. In general there
are three small quantities to consider for our perturbative treatment. For any quantity F (t,x), we
may consider spatial variations compared to the length-scale m−1; time variation compared to the
time-scale m−1; and self-interactions mediated by the coupling constant λ. We parameterize the
magnitude of spatial and temporal variations as
∇2F
m2
∼ xF , F˙
m
∼ tF. (23)
For weakly interacting systems in the nonrelativistic limit, we assume that x, t, λ 1. Given our
nonlocal field redefinition in terms of the operator P, we may manipulate quantities to arbitrary
order in x during intermediate steps and expand the P operators to the desired order at the
end. We may then Taylor expand various quantities in powers of t and λ and iteratively track
their effects on the slowly varying portion of the field. Upon expanding the P operators, we may
9use the equation of motion (at appropriate, iterative order) to relate higher-order terms in t to
corresponding higher-order terms in x and λ. In the end this yields a controlled expansion in two
small parameters, x and λ.
We construct the solution for ψ(t,x) in the form of an expansion in an infinite series of har-
monics,
ψ(t,x) =
∞∑
ν=−∞
ψν(t,x)e
iνmt, (24)
where each ψν(t,x) will be slowly varying on a time scale of order m
−1. We label the mode with
ν = 0 as the slowly varying contribution to the field,
ψν=0(t,x) ≡ ψs(t,x). (25)
We assume that in the nonrelativistic limit, |ψ − ψs|  |ψs|.
We may rewrite the equation of motion for ψ in Eq. (11) in the form
iψ˙(t,x) = m (P − 1)ψ(t,x) + λ
4!m2
G˜(t,x), (26)
where we have defined
G˜(t,x) ≡ P−1/2eimt
[
e−imt P−1/2ψ + eimt P−1/2ψ∗
]3
. (27)
We expand G˜ in a series akin to the expansion for ψ:
G˜(t,x) =
∞∑
ν=−∞
G˜ν(t,x)e
iνmt. (28)
For a given mode ν, Eq. (26) then takes the form
iψ˙ν − νmψν = m (P − 1)ψν + λ
4!m2
G˜ν (29)
with
G˜ν(t,x) = P−1/2
∑
µ,µ′
{
ΨµΨµ′Ψ2+ν−µ−µ′+Ψ∗µΨ
∗
µ′Ψ
∗
4−ν−µ−µ′+3ΨµΨµ′Ψ
∗
µ+µ′−ν+3Ψ
∗
µΨ
∗
µ′Ψν−2+µ+µ′
}
,
(30)
where we have made use of the convenient notation
Ψν(t,x) ≡ P−1/2ψν(t,x). (31)
For ν = 0, Eq. (29) gives us the equation obeyed by ψs(t,x), which defines the low-energy effective
field theory that we seek. However, to evaluate G˜ν , we need to (perturbatively) calculate ψν(t,x)
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for all other values of ν. Before proceeding, we note that for each ν, the mode ψν carries a definite
charge. In particular, if we assign charges Qν = 1 − ν to ψν and Q¯ν = −Qν to ψ∗ν , then total
charge remains conserved because all terms in Eq. (29) carry the same charge. This implies that
the mode of interest, ψs, carries a conserved charge, and hence we expect the effective field theory
governing ψs to obey a global U(1) symmetry, to all orders in the perturbative expansion, in spite
of the fact that the exact theory violates this symmetry. Below we will explicitly confirm that
particle number conservation is exact for the leading perturbative corrections.
Eq. (29) is a first-order differential equation in time, which in principle defines ψν(t,x) up to
an arbitrary function of x. However, as long as we can construct a function ψν(t,x) which satisfies
Eq. (29), then the full series of Eq. (24) will satisfy the equation of motion, Eq. (11), so it will be
sufficient for us to construct a particular solution to Eq. (29). To do so, we multiply both sides of
Eq. (29) by P−1/2 and rearrange terms to write
Ψν = − i
m
ΓνΨ˙ν + λGν , (32)
where we have defined
Γν ≡ (1− ν − P)−1 (33)
and
Gν(t,x) =
ΓνP−1/2
4!m3
G˜ν(t,x)
=
ΓνP−1
4!m3
∑
µ,µ′
{
ΨµΨµ′Ψ2+ν−µ−µ′ + Ψ∗µΨ
∗
µ′Ψ
∗
4−ν−µ−µ′ + 3ΨµΨµ′Ψ
∗
µ+µ′−ν
+ 3Ψ∗µΨ
∗
µ′Ψν−2+µ+µ′
}
.
(34)
Eq. (32) holds to any order in x, t, and λ. We note, however, that the first term on the right-hand
side is suppressed relative to Ψν by a factor of t and the second term is suppressed relative to Gν
by a factor of λ, so we may treat the right-hand side as a perturbative source for Ψν . Therefore
we can solve Eq. (32) iteratively, starting with the zeroth-order approximation
Ψ(0)ν (t,x) =

Ψs(t,x) if ν = 0 ,
0 if ν 6= 0 .
(35)
We denote by Ψ
(n)
ν the correction to Ψν obtained at the nth iteration, which in our construction
will always be proportional to a total of n powers of the small quantities t and λ. We expand the
11
modes with ν 6= 0 in the series
Ψν(t,x) =
∞∑
n=0
Ψ(n)ν (t,x) for ν 6= 0, (36)
where the terms Ψ
(n)
ν will be determined iteratively, as described below, and Ψ
(n)
0 ≡ 0 for n > 0,
since we are not expanding Ψ0 ≡ Ψs in a power series. We also expand
Gν(t,x) =
∞∑
n=0
G(n)ν (t,x), (37)
where G
(n)
ν (t,x) consists of all terms in Eq. (34) which are proportional to the nth power of the
small quantities t and λ. From Eq. (32), we have at first order
Ψ(1)ν = λG
(0)
ν for ν 6= 0 , (38)
and for higher orders we have
Ψ(n)ν = −
i
m
ΓνΨ˙
(n−1)
ν + λG
(n−1)
ν for ν 6= 0 and n > 1. (39)
The first term on the right-hand side is suppressed relative to Ψ
(n−1)
ν by t, and the second term is
suppressed relative to G
(n−1)
ν by λ. Thus, from Eq. (39), we see by induction that Ψ
(n)
ν will have
a total power in the small quantities t and λ of exactly n.
Our aim is to calculate the effective equation of motion for ψs, which is given by Eqs. (29) and
(34) as
iψ˙s = m(P − 1)ψs +mλΓ−10 P1/2G0, (40)
with G0 expanded to some perturbative order, as in Eq. (37). Working to order n = 1 we find
G(0)ν =
1
λ
Ψ(1)ν =
ΓνP−1
4!m3
{
Ψ3sδν,−2 + Ψ
∗3
s δν,4 + 3|Ψs|2Ψ∗sδν,2 + 3|Ψs|2Ψsδν,0
}
,
G(1)ν =
3ΓνP−1
4!m3
{
Ψ2sΨ
(1)
2+ν + Ψ
∗2
s Ψ
(1)∗
4−ν + Ψ
2
sΨ
(1)∗
−ν + 2|Ψs|2Ψ(1)ν + Ψ∗2s Ψ(1)ν−2 + 2|Ψs|2Ψ(1)∗2−ν
}
,
(41)
where δi,j is the Kronecker delta function and, as discussed after Eq. (36), we set Ψ
(n)
0 = 0. Using
the expressions in Eq. (41), we may expand Eq. (40) to order n = 1, which yields
iψ˙s = m(P − 1)ψs + λP
−1/2
8m2
|Ψs|2Ψs
+
3λ2P−1/2
(4!)2m5
{
3Ψ2sΓ2P−1(|Ψs|2Ψ∗s) + Ψ∗2s Γ4P−1(Ψ3s)
+ Ψ∗2s Γ−2P−1(Ψ3s) + 6|Ψs|2Γ2P−1(|Ψs|2Ψs)
}
+O[λ3, 3t , λ2t, λ2t ].
(42)
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We may now expand the P operators to order 2x ∼ ∇4/m4, which yields
iψ˙s ' − 1
2m
∇2ψs + λ
8m2
|ψs|2ψs
− 1
8m3
∇4ψs + λ
32m4
[
ψ2s∇2ψ∗s + 2|ψs|2∇2ψs +∇2
(|ψs|2ψs) ]− 17λ2
768m5
|ψs|4ψs
+O[λ3, 3t , 3x, λ2t, λ2x, λ2t , λ2x, λtx, t2x, 2t x].
(43)
To obtain Eq. (43), we only needed to calculate the Ψ
(n)
ν up to n = 1, so it was sufficient to use
Eq. (38), and the time derivative in Eq. (39) never appeared. But of course if we continued to the
next order, the time derivative of Ψ
(n−1)
ν would appear. The iteration of this procedure will lead to
time derivatives higher than the first, which will give at least the appearance of introducing new
degrees of freedom. There exists, however, a well-defined procedure for treating these higher time
derivatives perturbatively, so that no new degrees of freedom are introduced. We illustrate these
techniques in Appendices B and C. The higher time derivatives can be removed later, but in the
context of the iteration procedure described here, they can be eliminated at each iteration. To do
this, start by writing Ψ
(n−1)
ν in terms of ψs. For n = 2, this would be the top line of Eq. (41). At
each stage, we will be able to express Ψ
(n−1)
ν in a perturbative expansion, with all terms up to a
total power of n − 1 in the small quantities t and λ. Then we can differentiate this expression
with respect to t, evaluating ψ˙s according to Eq. (40). Even though Ψ
(n−1)
ν has a total power of
n−1 in the small quantities t and λ, its time derivative can be calculated up to one power higher,
since the time derivative brings an extra factor of t. Thus the first term on the right-hand side of
Eq. (39) can be evaluated as a term with no time derivatives, and with a total power of n in the
small quantities t and λ, which is exactly what is wanted.
The first line of Eq. (43) is the usual Schro¨dinger equation for a self-interacting scalar field in the
nonrelativistic limit, and the second line includes the lowest-order relativistic corrections. In the
second line, the terms that include the Laplacian operator come from expanding the operator P,
and the final term comes from the contribution of the fast-oscillating terms ψ
(1)
ν (for ν 6= 0). Given
the equation of motion (43), we can find an effective Lagrangian which produces this equation of
motion:
Leff = i
2
(
ψ˙sψ
∗
s − ψsψ˙∗s
)
− 1
2m
∇ψs∇ψ∗s −
λ
16m2
|ψs|4
+
1
8m3
∇2ψs∇2ψ∗s −
λ
32m4
|ψs|2
(
ψ∗s∇2ψs + ψs∇2ψ∗s
)
+
17λ2
9× 28m5 |ψs|
6.
(44)
We note that a single self-interaction term in the relativistic Lagrangian (in this case, λφ4/4!)
yields more than one interaction term in the nonrelativistic effective theory. In particular, the
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effective Lagrangian for ψs in Eq. (44) includes interaction terms that yield both 2→ 2 scattering
and 3 → 3 scattering; including more terms in the iterative expansion for ψν (with ν 6= 0) would
yield operators in Leff for each n→ n scattering, for n > 1. On the other hand, Leff obeys a global
U(1) symmetry, a feature which holds to all orders in the perturbative expansion, as discussed
after Eq. (31). Thus, particle number is conserved to all orders in the nonrelativistic effective field
theory. A process that may occur in the relativistic theory, such as 4→ 2 scattering in which four
low-energy particles annihilate to produce two relativistic ones, involves energies E > m and hence
lies beyond the range of validity of Leff in Eq. (44).
We have obtained the effective theory in Eq. (44) starting from the nonlocal field redefinition of
Eqs. (7). Our procedure was relatively straightforward because the equation of motion in the free-
field limit does not contain fast-oscillating factors, and all of the spatial-derivative operators may
be manipulated in terms of the nonlocal operator P. Whereas these steps simplify the calculation
when working with the nonlocal field redefinition of Eqs. (7), one may follow similar steps to
derive an equivalent effective field theory starting from the local field redefinition of Eqs. (6), as
we demonstrate in Appendix B.
We may apply Eqs. (43) and (44) to the case of QCD axions in the nonrelativistic limit, and
compare our effective description with other recent treatments [17, 20]. We begin with the usual
relativistic potential,
V (φ) = Λ4 [1− cos(φ/fa)] , (45)
where Λ ∼ 0.1 GeV is associated with the QCD scale, and fa sets the scale for Peccei–Quinn
symmetry breaking; we expect fa ∼ 1011 − 1012 GeV for the typical Peccei–Quinn model [14–17].
For field values well below fa, we may expand V (φ) as
V (φ) =
1
2
m2φ2 +
λ
4!
φ4 +O [(φ/fa)6] , (46)
where m = Λ2/fa and λ = −Λ4/f4a < 0. Given expected values for Λ and fa, these correspond to
m ∼ 10−4 – 10−5 eV and |λ| ∼ 10−48 – 10−52.
Remarkably, the final term in Eq. (43), proportional to λ2, exactly matches the corresponding
term found in Ref. [20], following quite a different procedure. (In Ref. [20], the authors fixed the
coefficients in a series expansion for the low-energy effective potential by calculating scattering
amplitudes for various n-body scattering processes in the full, relativistic theory, and then took
the low-energy limit of those amplitudes.) On the other hand, the analysis in Ref. [20] does not
capture the relativistic corrections present in Eq. (43), proportional to ∇4 and λ∇2. We may
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compare magnitudes for the λ∇2 and λ2 terms:
(
17λ2|ψs|4ψs
768m5
)(
32m2
λ|ψs|2∇2ψs
)
= O(1)
(
λ|ψs|2ψs
8m2
)(
2m
∇2ψs
)
∼ λN
m3v2
, (47)
where N = |ψs|2 is the axion number density, and we have used ∇2/m2 ∼ v2. Thus we see that
whenever the contributions arising from kinetic and potential energy to the zeroth-order equation
of motion are of comparable magnitude to each other — that is, the two terms on the right-hand
side of the top line of Eq. (43) — then the leading-order correction terms, on the second line of
Eq. (43), will also be of comparable magnitude to each other. In such situations, it is inconsistent to
retain (for example) the λ2 corrections while neglecting the λ∇2 corrections. Put another way, one
must retain each of the corrections on the second line of Eq. (43) for situations in which the axions
have virialized, with comparable (time-averaged) values of kinetic and potential energy [22]. We
further note that in Ref. [20], the term m|ψs|2 appears in their low-energy Hamiltonian (Eqs. (26)
and (27) of their paper), whereas we find no such term in ours. As we show in Appendix A (see
Eqs. (A3) and (A11)), the m|ψs|2 term is exactly canceled by a compensating term arising from
the canonical transformation.
We may also compare our results in Eq. (43) with the recent calculation in Ref. [11]. Superficially
our equations of motion appear to disagree at order λ2. However, as demonstrated in Appendix
C, our results are completely consistent (at least to this perturbative order), as can be shown by
performing a nonlinear field redefinition.
Finally, we note that if one considers corrections from modes ψ
(n)
ν with ν 6= 0 and n ≥ 2,
then one will generically find higher-order time-derivative terms in the effective equation of motion
for ψs, as discussed after Eq. (43). This is because the mode functions for fast-oscillating terms
ψ
(j)
ν depend, in general, on both ψ
(i)
ν and ψ˙
(i)
ν for i < j. Such higher-order time derivatives do
not introduce unphysical degrees of freedom — after all, the full, relativistic theory remains well-
behaved. Rather, such higher-order time derivatives typically arise in perturbative expansions for
low-energy effective field theories, and may be removed systematically by applying the equations of
motion at an appropriate perturbative order [25]. This procedure corresponds to excluding certain
solutions of the low-energy effective theory that could not have been considered perturbations
around the zeroth-order equations of motion, and hence remains consistent with the spirit of
constructing effective field theories [25–27].
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IV. CONCLUSIONS
In this paper we have developed a self-consistent framework for obtaining an effective field theory
to describe the nonrelativistic limit of a relativistic field theory. The lowest-order corrections to the
ultra-nonrelativistic limit arise both from expanding the kinetic energy as well as from incorporating
the backreaction from fast-oscillating terms on the dominant, slowly varying portion of the field.
Our results are largely consistent with the complementary analyses of Refs. [11] and [20]. Our
approach is perhaps simpler, working directly with the equations of motion in the nonrelativistic
limit. In addition, our approach incorporates nontrivial relativistic corrections in a systematic
way, which had been neglected in previous analyses. These additional terms may be comparable
in magnitude to the other, known terms in various physical situations of interest.
Rather than begin with the usual relation of Eqs. (6) between the real, relativistic scalar field
and the complex, nonrelativistic field, we introduce a fairly simple, nonlocal field redefinition, as
in Eqs. (7). This new field redefinition considerably simplifies the treatment for free fields, and
enables us to construct an iterative, perturbative procedure in the presence of interactions.
Other than imposing the standard commutation relations, our treatment relies on manipulating
classical fields. Even so, we believe our formalism captures the relevant dynamics of the low-energy
effective quantum field theory — including higher-order corrections in the coupling constant λ.
The tree-level diagrams of the quantum theory directly reflect the equations of motion of the
classical theory, and we would expect that any low-energy effective Lagrangian that produces the
correct tree-level diagrams will also produce the correct loop diagrams. In our formalism we find
that particle number is conserved to all orders in the nonrelativistic, perturbative description; an
interesting question is how best to incorporate particle-number-violating processes in a low-energy
effective description, in a self-consistent way. (Cf. Refs. [11] and [28].)
We have focused on the dynamics of a single real, self-interacting scalar field. Applications of
interest, which we intend to explore in future work, include the behavior of axion dark matter in
galactic halos (building on Refs. [17, 29] and references therein), as well as in hypothetical axion
stars [28, 30–36], for which one must supplement our treatment here to incorporate gravitational
interactions. It would also be interesting to extend the approach developed here to other types of
fields, such as the Dirac field.
Note added: As we were finalizing revisions to this paper, Ref. [37] appeared, which reaches
similar conclusions regarding relations among various approaches to the low-energy effective de-
scriptions of a given relativistic quantum field theory.
16
Appendix A: Canonical Derivation of the Field Redefinition
Our calculations have been based on the field redefinition of Eqs. (7), and their inverse given by
Eq. (9). In Eq. (13) we constructed a Lagrangian that gives the correct equation of motion for ψ,
but in this appendix we show how to construct the field redefinition as a canonical transformation.
Canonical transformations are guaranteed to preserve the Poisson bracket relations, which become
the commutators upon quantization.
We start by adopting the real part of ψ as the new canonical field ψc, but we allow a normal-
ization factor C1 that can later be adjusted for convenience:
ψc = C1ψR, (A1)
where ψ ≡ ψR + iψI . The canonical momentum conjugate to ψc will be called pic, which we expect
to be proportional to ψI :
pic = C2ψI . (A2)
φ and pi will be used to denote the original relativistic field and its canonical conjugate. To describe
the canonical transformation, we adapt the discrete-variable formalism of Goldstein, Poole, and
Safko [38] to the case of continuous fields. The canonical transformation is then defined in terms
of a generating functional F2[φ, pic, t], and the canonical transformation is described by
pi(x) =
δF2
δφ(x)
, ψc(x) =
δF2
δpic(x)
, Hnew = H +
∂F2
∂t
, (A3)
where the partial derivatives in Ref. [38] have been replaced by functional derivatives. To try to
match these equations, we first rewrite the transformation in terms of the real and imaginary parts
of ψ:
φ(t,x) =
√
2
m
P−1/2 [cos(mt)ψR(t,x) + sin(mt)ψI(t,x)] ,
pi(t,x) =
√
2mP1/2 [cos(mt)ψI(t,x)− sin(mt)ψR(t,x)] .
(A4)
We can then algebraically manipulate these equations to find expressions for pi(x) and ψc(x) in
terms of φ and pic, to compare with Eqs. (A3):
ψc(t,x) = C1
[√
m
2
P1/2 sec(mt)φ(t,x)− 1C2 tan(mt)pic(t,x)
]
,
pi(t,x) =
1
C2
√
2mP1/2 sec(mt)pic(t,x)−mP tan(mt)φ(t,x).
(A5)
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To be as clear as possible, we express P and P1/2 as integral operators,
(Pf)(x) ≡
∫
d3yP(x,y)f(y),
(P1/2f)(x) ≡
∫
d3yP1/2(x,y)f(y),
(A6)
where P(x,y) and P1/2(x,y) are both symmetric, and P1/2 is the operator square root of P,
defined by ∫
d3z P1/2(x, z)P1/2(z,y) = P(x,y). (A7)
It can then be seen that it is possible to find F2 by functionally integrating the first two of
Eqs. (A3), where the consistency of the term involving both φ and pic requires that C1C2 = 2. We
choose C1 = C2 =
√
2, so that
ψ(t,x) =
1√
2
(
ψc(t,x) + ipic(t,x)
)
, (A8)
in agreement with Eq. (18). F2 is then given by
F2[φ, pic, t] =
√
m sec(mt)
∫
d3x d3y φ(t,x)P1/2(x,y)pic(t,y)
− 1
2
m tan(mt)
∫
d3x d3y φ(t,x)P(x,y)φ(t,y)− 1
2
tan(mt)
∫
d3xpi2c (t,x).
(A9)
To calculate the change in the Hamiltonian from the third of Eqs. (A3), one differentiates Eq. (A9)
with respect to t and then replaces φ(t,x) by using(
P1/2φ
)
(t,x) =
1√
m
[cos(mt)ψc(t,x) + sin(mt)pic(t,x)] , (A10)
which follows from Eqs. (A4), along with Eqs. (A1) and (A2). The result is
∆H =
∂F2
∂t
= −1
2
m
∫
d3x
{
ψ2c (t,x) + pi
2
c (t,x)
}
. (A11)
To find the new Hamiltonian, we must also express the original Hamiltonian, given by Eq. (2), in
terms of the new variables. Note that
1
2
∫
d3x
{
m2φ2 + (∇φ)2} = 1
2
∫
d3x
{
m2φ2 − φ∇2φ} = m2
2
∫
d3xφP2φ. (A12)
It is then straightforward to show that the free part of the original Hamiltonian can be written as
Hfree =
1
2
m
∫
d3x {picPpic + ψcPψc} . (A13)
The full new Hamiltonian, as prescribed by the third of Eqs. (A3), is then given by
Hnew =
∫
d3xHnew , Hnew = mψ∗(P − 1)ψ + λ
96m2
[
e−imtψ + eimtψ∗
]4
, (A14)
where ψ is given by Eq. (A8). Note that this result is in complete agreement with Eq. (19).
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Appendix B: Local vs. nonlocal field redefinition
In order to obtain the effective field theory for the nonrelativistic field we have used the nonlocal
field redefinition of Eqs. (7), in contrast to the local redefinition of Eqs. (6), which is more typically
found in the literature. As discussed in Secs. II and III, the nonlocal field redefinition makes the
computations easier, although it is not fundamentally necessary. In this appendix, we begin with
the local field redefinition of Eqs. (6) and obtain the same low-energy effective theory at order n = 1.
As a separate, nontrivial consistency check, we compute the effective field theory for free fields up
to order 5x ∼ (k/m)10 (in Fourier space) and again find results compatible with those obtained
with the nonlocal field redefinition, even though, a priori, the results appear rather different. To
demonstrate the equivalence, we remove higher-order time-derivative operators that appear in the
EFT in favor of spatial operators, using the equations of motion.
1. Effective field theory through n = 1
We begin with a local field redefinition, in which the relativistic field φ and the nonrelativistic
field χ are related by
φ(t,x) =
1√
2m
[
e−imtχ(t,x) + eimtχ∗(t,x)
]
,
pi(t,x) = −i
√
m
2
[
e−imtχ(t,x)− eimtχ∗(t,x)] . (B1)
By comparing these equations with Eqs. (7), one can see that χ is related to the field ψ that we
used in the main body of this article by the field redefinition
χ =
1
2
(
P−1/2 + P1/2
)
ψ +
1
2
e2imt
(
P−1/2 − P1/2
)
ψ∗ , (B2a)
ψ =
1
2
(
P1/2 + P−1/2
)
χ+
1
2
e2imt
(
P1/2 − P−1/2
)
χ∗ . (B2b)
The equation of motion for χ takes the form
iχ˙(t,x) = − 1
2m
∇2χ− e
2imt
2m
∇2χ∗ + λ
4!m2
G˜loc(t,x), (B3)
where we have defined
G˜loc(t,x) ≡ eimt [e−imt χ+ eimt χ∗]3 , (B4)
which matches to the similar object, G˜, defined in Eq. (27), in the limit P → 1. Note from Eq. (B3)
that the global U(1) symmetry is already broken at the free-field level, obscuring the conservation
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of particle number in the nonrelativistic limit. As before, we decompose the field into different
modes by
χ(t,x) =
∞∑
ν=−∞
χν(t,x)e
iνmt, (B5)
and we define the mode with ν = 0 as the slowly varying portion of the field (in whose evolution
we are interested),
χν=0(t,x) ≡ χs(t,x). (B6)
We then expand G˜loc in a series similar to χ
G˜loc(t,x) =
∞∑
ν=−∞
G˜locν (t,x) e
iνmt. (B7)
For a given mode ν, Eq. (B3) then takes the form
iχ˙ν − νmχν = − 1
2m
∇2χν − 1
2m
∇2χ∗2−ν +
λ
4!m2
G˜locν , (B8)
with
G˜locν (t,x) =
∑
µ,µ′
{
χµχµ′χ2+ν−µ−µ′+χ∗µχ
∗
µ′χ
∗
4−ν−µ−µ′+3χµχµ′χ
∗
µ+µ′−ν +3χ
∗
µχ
∗
µ′χν−2+µ+µ′
}
. (B9)
For the slowly varying mode, χs, Eqs. (B8) and (B9) yield
iχ˙s = − 1
2m
∇2χs − 1
2m
∇2χ∗2 +
λ
4!m2
G˜loc0 , (B10)
where
G˜loc0 =
∑
µ,µ′
{
χµχµ′χ2−µ−µ′ + χ∗µχ
∗
µ′χ
∗
4−µ−µ′ + 3χµχµ′χ
∗
µ+µ′ + 3χ
∗
µχ
∗
µ′χµ+µ′−2
}
. (B11)
Eqs. (B8) and (B10) reveal that even at linear order in the modes χν , different modes couple to
each other. This is one source of complication in the local field redefinition approach. The other
difficulty is that powers of the spatial Laplacian appear at each order of the iteration, rather than
having them all contained in the operator P. As a result, we must expand in powers of all three
small quantities (t, x, and λ) from the beginning of our iterative computations. This is in contrast
with the calculation in Sec. III, in which we used the nonlocal field redefinition, which enabled us to
conduct most of the iterative calculation, until the final step, in terms of just two small parameters
(t and λ). Apart from these technical difficulties, however, nothing prevents us from obtaining an
effective field theory for χs using Eqs. (B8)–(B11).
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It is instructive to rewrite (B8) as
νmχν = iχ˙ν +
1
2m
∇2χν + 1
2m
∇2χ∗2−ν −
λ
4!m2
G˜locν , (B12)
where, in contrast with the nonlocal case in Eq. (32), we have kept the prefactors on the left-hand
side to avoid the apparent divergence for ν = 0. The right-hand side of Eq. (B12) can be thought
of as a perturbative source for χν : the first term is suppressed relative to χν by t, the second and
third terms are suppressed relative to χν and χ2−ν by x, and the last term is suppressed relative
to G˜locν by λ. Therefore, as noted above, our expansion in this case is in powers of all three small
quantities.
We next expand the modes with ν 6= 0:
χν(t,x) =
∞∑
n=1
χ(n)ν (t,x) for ν 6= 0, (B13)
where the terms χ
(n)
ν are to be determined by iterative approximation, as described below. We
also expand G˜locν :
G˜locν (t,x) =
∞∑
n=0
G˜loc
(n)
ν (t,x), (B14)
where G˜loc
(n)
ν (t,x) consists of all terms in Eq. (B11) which are proportional to a total of n powers
of the small quantities t, x, and λ. Note that we decompose χν only for ν 6= 0, and, as in Sec. III,
we set χ
(0)
0 ≡ χs, χ(n)0 = 0 for n > 0, and χ(0)ν = 0 for ν 6= 0. Expanding (B12) yields
νmχ(1)ν =
1
2m
∇2χ∗s δ2,ν −
λ
4!m2
G˜loc
(0)
ν for ν 6= 0 ,
νmχ(n)ν = iχ˙
(n−1)
ν +
1
2m
∇2χ(n−1)ν +
1
2m
∇2χ(n−1)∗2−ν −
λ
4!m2
G˜loc
(n−1)
ν for ν 6= 0 and n ≥ 2.
(B15)
From this iterative expansion one can obtain the effective equation for χs:
iχ˙s = − 1
2m
∇2χs − 1
2m
∇2
∞∑
n=1
χ
(n)∗
2 +
λ
4!m2
∞∑
n=0
G˜loc
(n)
0 . (B16)
As in Sec. III, we only compute the leading-order corrections to the Schro¨dinger equation for χs.
From Eq. (B9), we have
G˜loc
(0)
ν = χ
3
sδν,−2 + χ
∗3
s δν,4 + 3|χs|2χ∗sδν,2 + 3|χs|2χsδν,0 , (B17)
and then to order n = 1, we find
χ(1)ν =
1
4m2
∇2χ∗s δν,2 +
λ
2× 4!m3
[
χ3s δν,−2 −
1
2
χ∗3s δν,4 − 3|χs|2χ∗s δν,2
]
for ν 6= 0 . (B18)
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Again from Eq. (B9), we find
G˜loc
(1)
ν = 3
[
χ2sχ
(1)
2+ν + χ
∗2
s χ
(1)∗
4−ν + χ
2
sχ
(1)∗
−ν + 2|χs|2χ(1)ν + χ∗2s χ(1)ν−2 + 2|χs|2χ(1)∗2−ν
]
, (B19)
so
iχ˙s = − 1
2m
∇2χs + 3λ
4!m2
|χs|2χs
− 1
2m
∇2χ(1)∗2 +
3λ
4!m2
[
χ2sχ
(1)
2 + χ
∗2
s χ
(1)∗
4 + χ
∗2
s χ
(1)
−2 + 2|χs|2χ(1)∗2
]
+O (2) .
(B20)
For convenience, we have introduced the shorthand notation
O(2) ≡ O [2x, 2t , λ2, xt, xλ, tλ] ,
O(3) ≡ O [3x, 3t , λ3, 2xt, 2xλ, x2t , xλ2, xtλ, 2tλ, tλ2] . (B21)
Next we substitute χ
(1)
ν from Eq. (B18) into Eq. (B20), which yields
iχ˙s ' − 1
2m
∇2χs + λ
8m2
|χs|2χs
− 1
8m3
∇4χs + λ
32m4
[
χ2s∇2χ∗s + 2|χs|2∇2χs +∇2
(|χs|2χs) ]− 17λ2
768m5
|χs|4χs
+O(3).
(B22)
Eq. (B22) for χs exactly matches Eq. (43) for ψs, which is related to the relativistic field φ via the
nonlocal field redefinition of Eqs. (7).
Since χ and ψ are related to each other by the nontrivial field redefinition of Eqs. (B2), there
was no guarantee that χs and ψs should obey the same equation. The two field theories must be
equivalent, since they are both equivalent to the low-energy effective field theory derived from the
relativistic φ4 theory, but χs and ψs could be related by a field redefinition that causes them to
have different equations of motion. We have found, however, that through O(2), the equations
for χs and ψs are identical. We do not know if this relation will continue to hold at higher orders.
However, for the special case of the free field theory, λ = 0, the relation between χs and ψs is
simple. For the free field theory, ψ itself is slowly varying, so ψs = ψ. Then in the equation (B2a),
which expresses χ in terms of ψ, the first term is purely slowly varying, while the second term is
the product of e2imt and a slowly varying function. Thus, the first term is the slowly varying part
of χ:
χs =
1
2
(
P−1/2 + P1/2
)
ψs . (B23)
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Since
(P−1/2 + P1/2) commutes with the differential operators in the equation of motion, χs obeys
the same equation of motion as φs,
iχ˙s = m(P − 1)χs . (B24)
The iterative procedure used above can be continued to obtain higher- and higher-order cor-
rections to the Schro¨dinger equation. Generically, higher-order terms contain higher-order time-
derivative operators, as expected in an EFT framework, and as was discussed after Eq. (43) and
at the end of Sec. III. The higher-order time-derivative terms do not introduce new degrees of
freedom, because such terms must be considered perturbations around the zeroth-order equations.
In fact, one can use the equations of motion to remove the higher-order time-derivative terms and
replace them with lower-order terms [25]. (See also [26, 27].) We demonstrate this explicitly in the
following subsection for χ defined via the local field redefinition of Eq. (B1), in the free-field limit
(taking λ → 0). This limit is sufficiently nontrivial that a generalization to the interacting case
would not be straightforward. We also show that the final result, after removing the higher-order
time derivatives, is of exactly the form one would obtain for ψ, as defined via the nonlocal field
redefinition. We pursue the comparison up to order 5x ∼ (k/m)10.
2. Higher-order time-derivative terms in the free-field limit
In the free-field limit the equation of motion for χ, Eq. (B3), simplifies to
iχ˙ = − 1
2m
∇2χ− e
2imt
2m
∇2χ∗. (B25)
Eq. (B25) (together with its complex conjugate) can be solved exactly, with a solution of the form
of Eq. (B2a). As discussed above, the solution is the sum of two terms, one that varies slowly, and
the other that varies rapidly. Thus it is straightforward to write an exact expression for the slow
mode, Eq. (B23). However, here we will put aside the exact solution, and use this case to further
illustrate the iterative approximation technique, as was used in Appendix B 1.
After decomposing the field χ into modes as in Eq. (B5) and again assigning χν=0 ≡ χs, the
equation of motion for χs takes the form
iχ˙s = − 1
2m
∇2χs − 1
2m
∇2χ∗2. (B26)
Therefore, among all modes χν with ν 6= 0, only χ2 contributes to the evolution of χs in the limit
λ→ 0. So we only need to find an appropriate substitution for χ2 in order to obtain the EFT for
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χs in this limit. From Eq. (B15) we may write
iχ˙2 − 2mχ2 = − 1
2m
∇2χ2 − 1
2m
∇2χ∗s. (B27)
Decomposing χ2 as in Eq. (B13) it is easy to obtain
χ
(1)
2 =
1
4m2
∇2χ∗s, (B28)
while for higher-order iterations we have
χ
(n)
2 =
1
2m
(
1
2m
∇2 + i∂t
)
χ
(n−1)
2 , for n ≥ 2 (B29)
all of which can be encapsulated in the relation
χ
(n)
2 =
1
4m2
∇2
(
1
4m2
∇2 + i
2m
∂t
)n−1
χ∗s. (B30)
Having obtained χ2 at arbitrary iteration n, one may try to formally resum the infinite series to
obtain
χ2 =
∞∑
n=1
χ
(n)
2 =
1
4m2
∇2
(
1− 1
4m2
∇2 − i
2m
∂t
)−1
χ∗s. (B31)
Substituting this relation back to Eq. (B26) yields
iχ˙s = − 1
2m
∇2χs − 1
8m3
∇4
(
1− 1
4m2
∇2 + i
2m
∂t
)−1
χs. (B32)
Although the infinite series has been resummed, one can check that the exact solution of Eq. (B26)
would satisfy Eq. (B32). Here we will only consider the first few terms among the infinite tower of
terms in order to demonstrate how higher-order time derivatives enter the calculation and may be
systematically removed. To do so, it is easiest to work in Fourier space, within which we expand
Eq. (B32) up to the order (k/m)10:
iχ˙s ' k
2
2m
χs
− k
4
8m3
χs
+
ik4
16m4
χ˙s +
k6
32m5
χs (B33)
+
k4
32m5
χ¨s − ik
6
32m6
χ˙s − k
8
27m7
χs
− ik
4
64m6
...
χs − 3k
6
27m7
χ¨s +
3ik8
28m8
χ˙s +
k10
29m9
χs
+ O[(k/m)12].
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In Eq. (B33) we have arranged terms of similar magnitude to be in the same line. Notice that
from the equation of motion, Eq. (B26), one can conclude that the time-derivative operator and
the spatial Laplacian are at the same order (i.e., in Fourier space, ∂t ∼ k2/m) so that, effectively,
our expansion is in powers of (k/m).
Eq. (B33) is a higher-order equation in time derivatives. But, as mentioned above, since all
terms from the second to the fifth line should be considered as perturbations, we can replace
higher-order time-derivative terms with lower-order terms, upon using the equation of motion and
its time derivatives. The procedure is simple. First, consider Eq. (B33) as an algebraic equation for
χ˙s; move all terms involving χ˙s to the left-hand side; divide both sides by the resulting coefficient:(
1− k
4
16m4
+
k6
32m6
− 3k
8
28m8
)
, (B34)
and expand up to the desired order (here O(k/m)10). This yields
iχ˙s ' k
2
2m
χs
− k
4
8m3
χs
+
k6
16m5
χs (B35)
+
k4
32m5
χ¨s − k
8
32m7
χs
− ik
4
64m6
...
χs − 3k
6
27m7
χ¨s +
k10
64m9
χs
+ O[(k/m)12].
The right-hand side of Eq. (B35) contains no first time-derivative terms, though it still contains
higher-order ones. To remove the χ¨s terms, we take a time derivative of Eq. (B35) once and remove
terms containing χ˙s using Eq. (B35) itself, again only keeping terms up to the desired order in
(k/m). This yields an algebraic equation for χ¨s that does not contain χ˙s. Using the resulting
equation to remove χ¨s from Eq. (B35) yields
iχ˙s ' k
2
2m
χs
− k
4
8m3
χs
+
k6
16m5
χs (B36)
− 5k
8
27m7
χs
− ik
4
64m6
...
χs +
13k10
29m9
χs.
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By this series of steps, we have removed χ¨s from the equation. We repeat the same procedure
to remove
...
χs by taking the time derivative of Eq. (B36) twice and substituting the resulting
expression for
...
χs into Eq. (B36). This finally yields
iχ˙s =
[
k2
2m
− k
4
8m3
+
k6
16m4
− 5k
8
128m7
+
7k10
256m9
]
χs +O[(k/m)12], (B37)
which no longer includes any higher-order time-derivative terms. The form of Eq. (B37) is in
complete agreement (up to the working order) with the expansion of the equation of motion in the
free-field limit that one would obtain by using the nonlocal field redefinition, namely
iψ˙s = m
(√
1 +
k2
m2
− 1
)
ψs, (B38)
which is the Fourier transform of Eq. (40) in the limit λ→ 0.
Appendix C: Comparison with the Recent Calculation by Mukaida, Takimoto, and Yamada
In this appendix we compare our EFT with the recent calculation by Mukaida, Takimoto, and
Yamada in Ref. [11]. We show that the two resulting low-energy descriptions are equivalent, related
by a field redefinition.
In Ref. [11] the authors begin by separating the real-valued scalar field of the relativistic theory,
φ, into a nonrelativistic component and fluctuations, φ(x) = φNR(x) + δφ(x). The nonrelativistic
field φNR is defined as
φNR(x) =
∫
K∈NR
d4Ke−iK·xφ(K), (C1)
where K ∈ NR indicates the region of four-momentum Kµ = (k0,k) with |k0| ∼ mc2 + O(mv2)
and 0 ≤ |k| ≤ mv, with v  c. (The fluctuation δφ is defined as the Fourier integral over the
complementary range of Kµ.) Next the authors parameterize the nonrelativistic component as
φNR(t,x) =
1
2
[
σ(t,x)e−imt + σ∗(t,x)eimt
]
. (C2)
(The field we have labeled σ is denoted by Ψ in Ref. [11]; we use σ to avoid confusion with the modes
Ψν defined in Eq. (31).) In contrast with our approach, the authors of Ref. [11] first separate the
relativistic field φ into components with small and large spatial momenta, σ and δφ (respectively),
and then construct an EFT for σ, whereas we relate the real-valued relativistic field φ to the
complex field ψ via Eqs. (7) and construct an EFT for the slowly varying portion, ψs, identified as
the ν = 0 mode of Eq. (24). This suggests that the two resulting low-energy effective descriptions
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might be related by a field redefinition. In particular, substituting the mode decomposition of
Eq. (24) into Eq. (7), we may relate σ to ψ:
1
2
[
σ(t,x)e−imt + σ∗(t,x)eimt
]
=
1√
2m
P−1/2 [(ψs + ψ∗2) e−imt + (ψ∗s + ψ2) eimt] . (C3)
Since σ, ψs, and ψ2 are each slowly varying functions of t, Eq. (C3) implies that√
m
2
σ = P−1/2(ψs + ψ∗2) . (C4)
At leading order in x, t, and λ, this reduces to√
m
2
σ =
(
1 +
1
4m2
∇2
)
ψs − λ
16m3
|ψs|2ψs +O(2), (C5)
where we have expanded the nonlocal operator P, used the relations in Eqs. (38) and (41) to
replace ψ∗2, and adopted the notation O(2) of Eq. (B21) to indicate terms that are at least second
order in the small quantities x, t, and λ.
Before showing the equivalence of the low-energy effective descriptions for σ and ψs, we note
that one can derive the same relation as in Eq. (C5), starting from the locally defined field χ of
Eq. (B1). In that case, the relation between the two fields becomes
√
m/2σ = χs + χ
∗
2, which
differs from Eq. (C4) by the absence of the nonlocal operator P. However, according to Eq. (B18),
the χ∗2 term acquires an extra contribution that exactly compensates the missing term due to the
absence of P from the relation between σ and χ.
To demonstrate that the low-energy effective descriptions for σ and ψs are indeed related through
the field redefinition of Eq. (C5), we first consider the equations of motion. In Eq. (2.15) of Ref. [11]
the authors present their effective Lagrangian, which is given by
L = 1
4
[
2imσ∗σ˙ − σ∗σ¨ + σ∗∇2σ − Veff
]
, (C6)
where, from Eq. (2.17) of Ref. [11],
Veff(σ, σ
∗) = −3g4
8
|σ|4 + g
2
4
128m2
|σ|6. (C7)
Here g4 is the coupling constant of the quartic interaction in the original, relativistic theory, and
we have set the cubic interaction to zero, to match the form of V (φ) that we have considered
throughout our analysis. The quartic coupling constant g4 of Ref. [11] is related to the coupling λ
we introduced in Eq. (1) by g4 = −λ/6.
The equation of motion for σ, up to the order that matches our analysis, can be obtained by
varying the action with respect to σ∗, which yields
iσ˙ =
1
2m
σ¨ − 1
2m
∇2σ + 1
2m
Veff,σ∗ . (C8)
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Eq. (C8) is second order in time derivatives. Upon substituting the field redefinition of Eq. (C5),
we find an equation of motion for ψs which is also second order in time derivatives:
iψ˙s = − 1
2m
∇2ψs + λ
8m2
|ψs|2ψs
+
1
2m
ψ¨s − i
4m2
∇2ψ˙s + iλ
16m3
ψs
(
2ψ˙sψ
∗
s + ψsψ˙
∗
s
)
− 1
8m3
∇4ψs + λ
32m4
[
ψ2s∇2ψ∗s + 2|ψs|2∇2ψs +∇2
(|ψs|2ψs) ]− 17λ2
768m5
|ψs|4ψs +O(3).
(C9)
Eq. (C9) does not appear to match the equation of motion for ψs which we found above, in Eq. (43).
In particular, the two equations differ by the presence of the terms in the second line of Eq. (C9).
However, to the perturbative order to which we are working, it is straightforward to show that
the new terms that appear in Eq. (C9) vanish. In particular, we may take one time derivative of
Eq. (C9) to find
iψ¨s = − 1
2m
∇2ψ˙s + λ
8m2
ψs
(
2ψ˙sψ
∗
s + ψsψ˙
∗
s
)
+O(3). (C10)
Substituting Eq. (C10) into Eq. (C9) yields
iψ˙s = − 1
2m
∇2ψs + λ
8m2
|ψs|2ψs
− 1
8m3
∇4ψs + λ
32m4
[
ψ2s∇2ψ∗s + 2|ψs|2∇2ψs +∇2
(|ψs|2ψs) ]− 17λ2
768m5
|ψs|4ψs +O(3).
(C11)
To the order to which we have been working, Eq. (C11) exactly matches Eq. (43). We therefore find
that the equations of motion for the two low-energy effective descriptions are indeed equivalent, at
least up to the working order.
So far our discussion has established the equivalence between the two low-energy descriptions
at the classical level. To analyze the equivalence even for matters concerning quantization, we
next consider the relevant Lagrangians. Substituting the field redefinition of Eq. (C5) into the
Lagrangian of Eq. (C6) and performing some straightforward algebra, we find
L[ψs] = i
2
(
ψ˙sψ
∗
s − ψsψ˙∗s
)
− 1
2m
∇ψs∇ψ∗s −
λ
16m2
|ψs|4
− 1
2m
ψ∗s ψ¨s −
i
2m2
ψ˙∗s ∇2ψs +
1
4m3
∇2ψs∇2ψ∗s −
iλ
8m3
|ψs|2ψ∗s ψ˙s
− λ
16m4
|ψs|2
(
ψ∗s∇2ψs + ψs∇2ψ∗s
)
+
35λ2
9× 28m5 |ψs|
6,
(C12)
where we have neglected some boundary terms. The Lagrangian of Eq. (C12) is different from the
one we obtained in Eq. (44), although it is easy to show that Eq. (C12) gives rise to the same
equations of motion. To demonstrate the equivalence between the Lagrangians in Eqs. (44) and
(C12), we perform another field redefinition:
ψs = ψ˜ − 1
4m
(
i
˙˜
ψ +
1
2m
∇2ψ˜ − λ
8m2
|ψ˜|2ψ˜
)
. (C13)
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Substituting Eq. (C13) into Eq. (C12) yields
L[ψ˜] = i
2
(
˙˜
ψψ˜∗ − ψ˜ ˙˜ψ∗
)
− 1
2m
∇ψ˜∇ψ˜∗ − λ
16m2
|ψ˜|4
+
1
8m3
∇2ψ˜∇2ψ˜∗ − λ
32m4
|ψ˜|2
(
ψ˜∗∇2ψ˜ + ψ˜∇2ψ˜∗
)
+
17λ2
9× 28m5 |ψ˜|
6.
(C14)
This is precisely the form of the Lagrangian of Eq. (44), after trivial relabeling of the dynamical
field ψs → ψ˜. Since the Lagrangians of Eqs. (C6), (C12), and (C14) are related to each other via
field redefinitions, we expect their corresponding S-matrices to remain equivalent as well, at least
up to the perturbative order to which we have been working [25–27].
We close with some comments on the field redefinitions in Eqs. (C5) and (C13). Both of the
field redefinitions may be written in the form ψ → ψ + T (ψ), where T (ψ) is a local function
of ψ and its derivatives. As demonstrated by Arzt in Ref. [27] (see also Refs. [25, 26]), within
an EFT context, such redefinitions do not change the S-matrix. We therefore conclude that the
low-energy effective description we have derived for the field ψs is equivalent, to our working order
in perturbation theory, to the low-energy description derived in Ref. [11], at both the classical and
quantum levels [39].
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