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SUMMARY
Vo statement is more true than the one "To Design is to Make Decisions 
t3]“ and yet very little has been done explicitly in the "Computer Aided" 
field to assist designers in this key aspect of their work. This is 
particularly true in the standard component selection field where a designer 
can be faced with an awesome range of alternatives even for the most 
mundane of problems; far example to transmit lOkY aver a 1000mm for a speed 
reduction of 2:1, there are at least 25 V Belt Solutions, 21 Chain Solutions 
and 13 Toothed Belt Solutions! This is using only one manufacturer's set of 
products for each type; and also there are a wide range of conflicting and 
often subjective objectives such as capital costs, running costs, noise 
levels, maintenance and life requirements to consider. In practice, a designer 
will opt to use a catalogue which is familiar and readily available and then 
select a solution irrespective of whether a more cost effective solution 
exists elsewhere. The problems associated with handling this type of 
information is a major barrier to Innovation and a major source of 
inefficiency in the design situation.
This work is concerned with the design decision making process using 
power transmission as its basis. It describes the selection of a relational 
database management system and the problems associated with setting up the 
engineering component databases and the search routines required to deal 
with derived data.
The work includes an evaluation study into conventional manual decision 
making techniques and the need to develop computer-based decision making
algorithms for the design decision making process. This has involved an 
appraisal of a number of methods developed as to their suitability in this 
very new Database application. A technique has been selected to deal with 
these multiple objectives. It consists of a number of sorting routines and 
the use of modified tradeoff and utility tables. Particular attention has 
also been paid to dealing with subjective requirements and the problems of 
dealing with multiple and often conflicting objectives. This is in 
conjunction with the more rigourously defined technical requirements.
The work also discusses the development of a knowledge processing 
system which recommends appropriate sets of expert values used to determine 
an optimum solution to the problem. Hence, assistance to the making of vital 
decisions can be provided to both experienced and novice designers.
It has been found that the decision making techniques which have been 
developed for the design decision making process can offer significant 
advantages to the designer in the following areas
a) The immediate evaluation and appraisal of alternatives (including 
costs) across a range of product types.
b) Expert judgement taken from previous design options can then be 
stored to be accessed later by other designers in problem-solving.
c) The elimination of the manual selection of components to allow the 
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Below is the notation used in the thesis.
SYMBOLS DESCRIPT IQI M U R
flxn nth attribute of option x -
3yn nth attribute of option y -
b Target or goal -
c Clearance m
d Distance between function and goal -
dx Snail changes in length, x m
f Real-valued functions -
f (Xi > Probability mass function of xi -
Q/b Volume flow rate per unit width n^/s
v(J„<x>> Value function n -
Wn Objective weighting of n -
Xl 1th discrete value -
Xn Point in function, fo -
j>cn Optimal solution for function n -
Bo Bottom limit of objective n -
Io Initial facts, n -
Oo Boundary conditions of attribute n -
Po Production rule n -
R Variables over a range -
S(xo.yo) Alternative n -
To Top limit of objective n -
Uo Utility value of objective n -
V Velocity m/s
Vo Objective weighting of n -
6p Small change in pressure Pa
€ Mode -
I Summation -
f" Objective function n -
V Standard deviation -
1 Viscosity Pas
t Mean -
X Tradeoff ratio -
A Interval —
ABBREVIATIONS
Stated below are the abbreviations used in the thesis.
Abbreviations Meanings
ABRST Process of Abstraction and Refinement
ACS Automatic Component Selection
AI Artificial Intelligence
CAD Computer Aided Design
CAB Computer Aided Engineering
DBMS Database Management System
DM Data Maintenance
DXX Design Decision Making
DOA Database of Answers
ED Error Detection
FDT Frequency Distribution Table
FUIDECOXP Functional Decomposition
IT Information Technology
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CHAPTER OHB : IRTRODUCTIOH
1.1 GEHERAL BACKGROUND QF THE DESIGH PROCESS
Engineering design is an intellectual activity that relies on the 
discoveries and laws of science, and creates the conditions for applying 
these laws to the manufacture of useful products. It is a process of 
creativity, analysis, planning and decision making which attempts to meet 
certain demands from generated information in order to make a commodity. 
Engineering design activities can therefore be seen as a process of building 
bridges across the "divide". This divide is between the resources available 
on one side, and the needs, desires and aspirations of people on the other.
In recent years, a lot of research has been undertaken into developing 
systematic approaches, to help bridge this divide and aid the designer Cl- 
151. Amongst some of these works include those of Deutschmen, Dieter, 
Shigley and Fahl/Bietz. As a result of their work, various rational models of 
the design process have been developed. The establishment of these rational 
models can be attributed to three main factors. Firstly, technological 
knowledge is ever increasing in quantity and scope. This can be seen in the 
rapid advancement of technology in a wide range of fields, including new 
materials and processes. The accelerated production of new knowledge 
provides an Interesting challenge to the engineering problem solver, thus the 
adoption of a more systematic approach to problem-solving. This can help in 
the management of the engineer's task when confronted with a vast amount of 
input information.
Secondly, there is a growing use of group or team based design work.
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Training in the use of a rational design method provides a common 
vocabulary for engineers. This greatly facilitates interactions among 
engineers which is vital to the success of a project. This point is 
reinforced by Shoup/Fletcher/Xochel who state, "Few engineering achievements 
today are made by a single engineer alone. More and more, today's engineers 
are recognising the value of team effort in design C13.”
Finally, it has been noticed that when a design project is conceived 
and developed; certain events take place in a more or less chronlogical 
order. This forms a pattern which is common to all projects. This is found 
to be true in the success stories of major Inventions, such as the 
locomotive, electricity generator, telephone and the incandescent lamp 121 
and of common engineering projects such as the development of a motor car 
or jet engine or industrial robot. By understanding the organisation of the 
design activity, it can help to supplement one's capabilities in becoming a 
better and more efficient designer.
A typical rational design process model is shown in Fig. 1.1.1 131. The 
model is usually found to consist of six main phases. They are recognition 
of need, definition of problem, synthesis, analysis and optimisation, 
evaluation and presentation. The design process starts with the engineer 
making a deliberate effort in preparing a suitable statement of the need to 
the problem. This may arise as a result of a direct response to the specific 
needs of society or dissatisfaction with the existing situation. It must be 




From the statement of the problem, a set of specifications consisting 
of its objectives or goals is to be written down. One approach suggested by 
Ira and Karthann Vi Ison [163 is to divide the specifications into four main 
categories
a) Musts. The set of requirements that must be met.
b) Must Mots. A set of constraints stating what the
system must not be or do.
c) Vants. The requirements that are worth stating
but are not hard and fast.
d) Do not Vants.
Synthesis is the third phase of the design process. It concerns 
aggregating parts or elements together to produce new and desirable effects, 
and to demonstrate that these effects create and overall order. This is an 
essential feature in all design work which is to combine the individual 
findings or sub-solutions into an overall working system. Also, it may 
sometimes involve generating of design alternatives. Mevertheless, it must be 
appreciated that synthesis cannot take place without bath analysis and 
optimisation. Pahl/Bletz defines analysis as "the resolution of anything 
complex into its elements and the study of these elements and their 
relationships 143.” The reason is that the system under design must be 
analysed to determine whether the performance complies with the 
specifications. The analysis may reveal that the system is not an optimum 
one. If the design falls in either or both these tests, the synthesis 
procedure must begin again.
In the evaluation phase, it involves a thorough analysis of the testing.
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It nay also require the weighing and selection of a particular solution. More 
importantly, it is the final proof of a successful design which requires 
testing of a prototype in the laboratory and making of final checks.
Presentation is the last and vital design phase and must always be 
kept in mind that the purpose of the design is to satisfy the needs of a 
customer or client. It is a selling job in which the concept schemas and 
ideas of the proposed design must be properly communicated or the time and 
effort spent in obtaining the proposed design would be wasted. The 
communication is usually made orally together with a graphical presentation 
of the proposed solution to the project sponsor as well as by written design 
reports. This may include detailed engineering drawings, computer programs 
and working models. It must be said that after the presentation, the 
designer may sometimes be required to make some modifications to the 
proposed design before it is to be manufactured and assembled.
In the production of the finalised design, considerations have to be 
made in the selection of a suitable manufacturing process. This is no easy 
task as rarely can the finalised design be made by just one manufacturing 
process. The reason is that the selection is dependent on a large number of 
factors such as its cost of manufacture, existing machining facilities, 
quantity of pieces required, material, geometric shape, surface finish, 
tolerances and etc.. It must however be said that as in all engineering 
design, cost is a very important factor. Thus, generally the selection of the 
optimum process can only be made after the costs of manufacture by the 
competing processes have been evaluated. This section is fully discussed by 
Dieter 151.
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1.2 GENERAL BACKGRQUTTD OF COHPUTK1? AIDED EHGIHEERIKG
Another area where significant developments has been made and with a 
lot of current interest is computer-aided engineering (CAE). CAE is a widely 
used term and to various professional engineers, the term cam have different 
connotations and hence its meaning is rather vague [171. As a result, 
misconceptions do Inevitably occur. One misconception is that CAE is a 
narrow specialised field far a few computer^ biased graduates. Another 
misconception is that CAE is of interest only to designers and draughtsmen, 
with "electronic drawing boards" replacing manual methods. Obviously, neither 
of them accuately expresses the CAE role.
Instead, CAE is concerned about the use of computers to assist the 
engineer in analysing design problems, draughting and in the area of 
computer-aided manufacture. JJ. Allan 118] expresses CAE as "a technique in 
which man and machine are blended into a problem-solving team, intimately 
coupling the best characteristics of each, so that this team works better 
than either alone." CAE, therefore, represents a large investment in terms of 
capital, labour and management effort.
It must be said CAE progress has largely been made possible owing to 
the significant developments in the computer hardwares and software in 
recent years. During the 1960(s, computers were bulky and expensive machines 
that could be operated only by those familiar with programming and related 
tasks. Since then, dramatic technical improvements in the past ten years 
have made them smaller, more powerful, less expensive, and much easier to 
use. As a result, computers have proliferated into many diverse areas and
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one of then being the use of computers to assist in solving of engineering 
design problems.
The introduction of CAE into the acamedic and industrialised worlds has 
brought about many profound changes in the way engineering analysis and 
design are performed. One example is the use of analytical packages like 
AISYS to look at finite element problems in structural buildings, monitoring 
heat flow and the design of internal combustion engine. Another example is 
the use in the car industry such as Ford and Austin Rover where CAE systems 
are used to analyse, model, design and enable the manufacture of their cars.
Thi6 is made possible because in solving analytical problems, the 
computer has become a vital adjunct to theory. Theory establishes the 
foundation of the subject matter while the computer provides clarity, depth 
and insight into it. However, theory is not the only essential element for 
analysis, algorithms or approaches are also needed to bridge the gap between 
theory and practice. This allows for an Iterative approach and other 
optimisation procedures to be used [19,201. An example is the design of 
shafts. From the theory, these algorithms can be incorporated into the 
computer programs. This allows the user to look at the solutions generated 
for various shaft diameter sizes (inputs). Also, they enable a better or 
optimum solution to be found by adopting an iterative approach to the 
problem.
levertheless, this great advance in technology has not evolved suddenly 
but is the result of years of research, development, cammerical, scientific 
and Industrial demand. The foundation of CAE could be said to have been laid
- 6 -
- Introduction -
down as early as the mid-1700's beginning with the work of Euler on 
topology 1181. This includes some network analysis background development of 
some orginal hardware and software like a transparent plasma panel with up 
to 100 addressable points per inch. This plasma model is later developed 
into newer tools like Bitzer's plasma in the mid-1960's.
/
However, the real interest of using on-line displays as a tool to aid
the problem solver was aroused only in 1962. That year, Culler and Fried
demonstrated their system for aiding in mathematical analysis. This paves 
the way in the establishment of theoretical and analytical problems to 
computer-based models. The following year, Sutherland's SKETCHPAD program 
illustrated the power and flexibility of the on-line computer and graphic 
display as an input-output medium. Since then, application programs using 
on-line displays began to appear with regularity. The milestones of CAE 
history are illustrated in Fig. 1.2.1.
It has earlier been stated that CAE can be a costly investment. This is 
because it involves the buying of new computer equipment, training staff to 
use the new system and the constant need in adminstrating and managing of
the system. Palframan states, "It is therefore essential that firms and
educational institutions establish their objectives, aspirations and targets 
for a future period of up to five years before embarking upon any 
expenditure, if frustration, disappointment and even rejection of the 
powerful potential benefits are not to be followed 1171." In spite of the 
relative high outlay, it has been found that the benefits of CAE do 
sometimes outweigh the cost [21-24]. CAE leads to better design at the same 
cost, better optimisation, fewer mistakes and products better matched to the
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market. Secondly, CAB leads to a large reduction in the product lead-time 
and the possibility of providing a greater variety of products. Finally, CAE 
improves communication, information flow and decision making. Hence, this 
reduces the charges incurred from administering, managing and storing these 
information.
1.3 BACKGRQUHD QF PROJECT
Vhile CAE will continue to make headways into many aspects of 
engineering, the impact has also affected the way in which the design of a 
product is approached. This is in terms of the quality of the decision 
making and the type of components used. By decision making, it means the 
selection of a solution from several alternatives based on a set of criteria. 
This is because as Starkey states, "Design like most human activities, 
consists of 10% inspiration and 90% perspiration 1251." By computerising 
most of the manual design tasks, a substantial amount of time can be saved. 
Therefore allowing the designers to be more creative and intuitive in their 
thoughts which is one of the main roles of designers [81. Also, more 
effective decisions can therefore be made.
This represents a very important area in design as Starkey states, 
"Decision making occupies the major portion of the designer's working day, 
and the excellence of the final design will be a direct measure of the 
designer's ability to compare all the available alternatives and make, the 
best decisions [25]." The reason is that a good decision has many profound 
effects on a product in terms of Improvement in prof it-taking, sales, market 
shares and perhaps even paving the way in the development of a new range of 
goods. Many designers shared this view [1-15]. An example is J.J. Allan who
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states, "Design is decision Baking and we would like to sake more effective 
decisions per unit time [181.” Another designer named Shigley even goes as 
far to say, "To design is to make decisions 131."
In computer applications, Shigley*s statement has even more 
significance as most of the analytical work is carried out very quickly, 
leaving most of the decision making to the designer. Yet despite the 
widespread use of computers in the engineering field, very little has been 
done explicitly in the "Computer-Aided" field to assist designers make these 
important decisions.
As has already been stated, computers are used to extensively assist 
designers in the evaluation and analysis of design alternatives. This area of 
application is however very much hampered because currently, it is the 
designer who has to generate these alternatives. For example, a system is 
required to apply controlled straight line motion to the sliding carriage of 
a machine tool. To design a system, a number of different alternatives such 
as the use of the lead screw and nut, rack and pinion, hydraulic actuator, 
lever system and chain and sprocket may have been considered. To generate 
the alternatives, the designer is required to work out the number and size of 
the components, materials to be used and how they are installed in each of 
them. This therefore would mean iteratively working through the design 
process a number of times and can be tedious and time consuming. Besides 
generating the alternatives to meet the problem specification, the designer 
also to consider other design considerations. This is because over the 
past few years, many trends have been promoted like design for maintenance, 
design for safety, design for reliability, design for quality etc. [26,273.
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These requirements along with the normal ones of meeting the specification 
in terms of functionality, size, co6t are continuing to put increased
pressure on the designer to produce better quality design at a more 
competitive price. Owing to these pressures along with a much more system 
oriented approach to design, are leading designers to the use of more 
standard components whenever possible.
To assist in the generation of alternatives, manufacturers have always 
supplied manual design selection procedures. A design selection procedure is 
a logical step-by-step process beginning with a given set of input
requirements, then to perform a series of calculations using pre-determined 
data from the catalogues before arriving at the designated components. A 
flow diagram of a standard selection procedure far selecting of belt and
chain drives, and for bearings are shown in Fig. 1.3.1 and 1.3.2. The time
taken to work through the design procedure varies from person to person and 
their familiarity with the procedure. Typical timings would be between 10 to 
30 minutes. It is hoped that through these procedures, the components 
specified in the system would be readily made available in the market. 
Currently, when choosing standard components the designer is faced with two 
major alternatives; the manufacturers' catalogues or the use of a 
comprehensive microfiche system of the manufacturers' catalogues dependent 
upon availability.
1..4-THE HEED QF THE PROJECT
The growing use of standard components in the design of a system 
spells out a new need to a sub-section of the design process. This concerns 
developing techniques to deal with standard component selection problems.
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Firstly, it has been observed that most of the current CAE efforts seen 
to be concentrated on the developnent of drafting, nodelling and analytical 
packages. These packages cater over a wide spectrun of needs ranging fron 
small and large users. These packages are normally highly sophiscated, able 
in solving highly complex and analytical problems and providing detail 
information. This would certainly lead to better design at the same cost, 
better optimisation, fewer mistakes, products better matched to the market 
and better understanding of the problem at hand. However, the impact of 
these advantages is very much reduced by the manner in which the designer 
still has to obtain standard component solutions using available catalogues 
or microfiche. It seems absolutely absurd that with the sophiscated and 
expensive CAE software available to find that the designer still has to 
manually work through the pages in the catalogues to obtain a solution. Even 
than, the chosen solution might not be the ■optimum" one, in fact it is 
highly unlikely to be the optimum one. This is because for a given standard 
component selection problem, many alternative solutions can be found 1281.
Optimum is commonly defined as [29-32] "to maximise or minimise a 
given function subject to a set of given constraints." In engineering 
problems, this function may relate to the behaviour equations of the design 
variables. To Illustrate, one example is in the design of bearings where the 
objectives may be to minimise the oil flow rate required for adequate 
lubrication or bearing power loss or the oil temperature rise in the bearing. 
The behaviour of these design variables can be described in the form of 
equations. For example, to minimise the oil flow rate for hydrodynamic 
lubrication in a journal bearing under steady-state condition and constant
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viscosity, this can be determined using the equation given below [33] and 
shown in Fig. 1.4.1:-
min Q/b = -6p/€x x c3/(12y) + Vc/2 
where Q/b = Volume flow rate per unit width (m2/s)
Sp/dx = pressure difference over a unit length CPa/m)
c = clearance, distance between surfaces (m)
V = Velocity of boundary plane (m/s)
y = viscosity of fluid or lubricant (Pas)
In management decision making models, this function may relate to the merit 
scale which measures the relative preferences of the alternatives of a 
particular goal. Far example, if the goal is to minimise capital cost, then a 
solution would be chosen with the lowest possible price which may 
correspond to the largest merit value in the scale. This "optimum" definition 
is to be used throughout the whole of this thesis.
Earlier on, it has been said that a standard component selection 
problem can have many alternatives. To investigate on this aspect of the 
problem, the work of this project has involved the development of a computer 
model. This has used power transmission (PT) systems as its basis. Four 
application programs; for toothed belts, standard vee belts, wedged belts 
from the Fenner catalogues and roller chains from the Kenold catalogue have 
been developed. A database consisting of 1152 standard components (23,000 
pieces of technical information) like standard pulley diameters, belt lengths 
and taper locks has been stored as shown in Table 1.4.1. The results of this 
findings can be seen in Table 1.4.2 and Figs. 1.4.2, 1.4.3, 1.4.4 and 1.4.5.
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In Fig. 1.4.4, for a given input data with a design power of 10 kV, 
input speed of 1400 rpn, centre distance of 1000 mm, 1:1 speed ratio with a 
10% tolerance, it shows that in the worst case, there were 160 acceptable 
solutions! For a more practical problem, with the sane design power, input 
speed and centre distance, 2:1 speed ratio and a 5% tolerance, there are 47 
possible solutions <8 toothed belts, 9 vee belts, 8 wedged belts and 22 
chains). These figures are just only from one manufacturer's catalogue! If a 
second set of figures from the manufacturers' catalogues are to be added 
into the database from 1152 to 4472 standard components as shown in Fig. 
1.4.6, there will be a significant explosion of alternatives.
1.4.1 Problem of Multiple Objectives
Due to the large number of alternatives generated, search routines have 
to be developed. This is to reduce the size of the standard component 
selection problem. Also, in most practical design problems, it is not that 
straightforward as to optimise with respect to only a single abjective. 
Frequently, the designer has to deal with a number of competing objectives 
in which the objective, co6t may be minimised but has the lowest life. The 
designer is therefore forced to consider what is really important before 
making the selection. Hence, it has been necessary to develop techniques to 
assist the designer in making these decisions effectively.
The second reason for developing techniques to deal with standard 
component selection problems is the absence of work done, little has been 
done explicitly in the development of computer decision making algorithms. 
This hag been the findings of a major extensive search made on published 
articles and books about the use of decision making techniques to deal with
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standard component selection problems. It has also been found that current 
practices or approaches adopted by designers are predominantly manual and 
are unsatisfactory in addressing these standard component selection 
problems. This is because they usually take a long time to generate the 
alternatives and also they do not really search for the optimum solution 
from these vast number of possible alternatives. To illustrate, one common 
approach adopted by designers is to simply make use of previous 
satisfactory selection solutions generated. The argument put forward is in 
order to make a sound selection, all the alternatives have to be generated. 
As previously stated, to obtain a passible alternative, it involves working
through the whole design selection procedure. This may take 10 to 30 minutes
per selection. In Fig. 1.4.4, for a 2:1 speed ratio and a 5% tolerance, 47 
solutions would be found and this would work out to be between 470 and 1410 
minutes. This represents a long period of time spent. Clearly, this is
impractical and economically unjustiable. Therefore, the current practice is 
to rely on previous design solutions which have been proven to be 
satisfactory or accept the first solution that has been found. This is 
without considering whether there may well be other better alternatives to 
be found. It must be said that if the optimum or even a better alternative 
is presented, the designer would be very willing to accept it.
Vith the advent of CAE, designers are able to adopt another approach. 
This is for two main reasons; the design analysis process can be
computerised and the development of optimising algorithms [19,20,29-32]. Due 
to these reasons, it is therefore possible to write programs that can 
optimise a particular design. An example is the design of a gearset (pinion 
and wheel). The equations that govern the design of gears, such as the
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amount power transmitted through the gear set, can be written into a computer 
program. Using an iterative approach, the optimum gearset can be determined. 
This optimising approach is usually found to specify non-standard 
components in their design, nevertheless, it must be said that the approach 
can also extend to deal with standard component selection problems. 
Unfortunately, optimising programs are not particularly suitable for this 
type of application. One reason is that their programs (optimising) tend to 
be rigid and inflexible in structure. The reason is that these programs are 
written with a set objective or goal in mind. The optimisation algorithms 
for a particular goal are very much embedded within the program itself. An 
example is to minimise the overall capital cost of a gearset. The set of 
optimising algorithms used to determine the minimum cost of a gearset would 
then be programmed. This would allow the program to work towards finding 
the solution with the lowest costs. It must be appreciated that the decision 
to minimise the overall capital cost is dictated by the program. This 
greatly restricts the role of the designer being a decision maker which is 
very important to engineering design problems. The reason is that designers 
in the selection of a solution usually weigh a set of objectives differently 
when faced with various working conditions. An example is noise may be 
termed as an important criteria in the office environment but cannot be said 
in steelworks industry. Optimising programs, however, do not take into 
consideration of these changing working conditions of the system and 
relative importance of other goals such as maximising of efficiency and life.
1.6 THE OBJECTIVES QP THE PROJECT
It is with these considerations as stated above that one of the major
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objectives of the project is to develop suitable decision making techniques 
which would enable the computer to aid the designers make decisions. This 
involves evaluating existing decision making techniques and the development 
of new decision making algorithms. This is to be carried out in conjunction 
with the automatic selection of engineering components from databases. The 
research calls for a multi-disciplinary approach which looks into a whole 
"new" area in database applications. The Investigation would cut across many 
disciplines taking account of engineering design, mathematical and 
management theories and concepts.
Major Areas of Project
Altogether, the project looks into nine main areas
a) An appraisal of existing decision making methods relevant to the 
development of computer algorithms in the design process.
b) The introduction of optimisation and evaluation methods into the 
design process to allow alternatives to be listed in order of merit.
c) The setting up of component databases. This includes carrying out an 
investigation into file handling and database management techniques which 
allows good data access and flexibility in the selection of components 
automatically.
d) An investigation into search or "path-finding" routines to deal with 
derived data.
e> Establishing suitable structured programming techniques which enable 
good program flexibility, easy alteration and expansion (adding of new 
program modules).
f) The development of an user interface frontend where computer-based 
decision making procedures can be carried out effectively.
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g) To build a system that stares expert judgment taken from previous 
design options which can then be accessed later by other designers or 
novices. This calls for the investigation into the use of expert systems and 
assess their value over conventional programming techniques and if necessary 
incorporate some of its ideas.
h) To examine the various knowledge elicitation techniques to acquire 
expert knowledge and its associated problems.
i) The incorporation of feedback routines or "intelligence" into the 
design decision making path to explain why certain solutions have failed.
To deal with standard component selection problems, power transmission 
has been chosen as a vehicle to appraise the techniques that are to be 
developed in these nine main areas. The appraisal specifically involves 
transmitting power between parallel shafts using toothed belts, vee and 
wedged belts and roller chains. Each power transmission entity is to consist 
of five main componentsr- a pair of pulleys, taper locks and a set of belts 
or chains.
1.6 THESIS OUTLINE
The thesis is divided into four main parts consisting of nine chapters. 
Part One (Chaps. 2 & 3) conducts a review into the current available 
decision making techniques which include engineering design methods, 
management decision analysis and mathematical programming methods. The 
relative merits of these decision making techniques are discussed in 
relation to the design process. Three decision making techniques named as 
"goal programming", "weighting" and "tradeoff" additive methods a judged to be 
suitable have been Investigated in more detail. These techniques attempt to
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characterise the importance of each objective and thereby allow alternatives 
to be ranked in order of merit.
Part Two examines the major system considerations that greatly 
influence the setting up and effective management of component databases. 
Chapters 4 and 5 look into two data accessing techniques (file and database 
management) and the problems associated with the setting up of component 
databases. It goes on to describe the development of search routines which 
is required to deal with derived data. Appendices 1 and 2 deal with computer 
selection based upon hardware and software availability. An investigation 
has also been made on the use of modular structured programming techniques 
in the development of the design decision making process program and its 
structure.
Part Three (Chaps. 6 4 7) carries out a brief investigation into the 
use of expert systems. Simple expert system models have been built using 
languages like BASIC, PROLOG and LISP to access their values on conventional 
programming techniques. Incorporating some of these expert system concepts, 
a knowledge processing system (EPS) for design decision making applications 
has been developed which can aid designers solve standard component 
selection problems based on expert judgement taken from previous design
options. A discussion is also made on the use of a number of knowledge
elicitation techniques and their relative merits in the acquisition of expert 
knowledge.
Part Four examines a model that has been developed for the design
decision making process. This is based on the techniques that have been
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developed in the above parts. An overall description of the process model, 
its features and limitations together with an illustrated example will be 
made. This part concludes with the recommendations for future research work 
that need to be further investigated.
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CHAPTER 2 : A SURVEY OF EXISTING DECISION MAKING TECHNIQUES
2i1 -INTRODUCTION
Most engineering designers would agree that decision making has always 
been central to the design process tl-30]. This is because it determines in 
advance, the performances of both product and organisation. It is therefore 
essential that important decisions are not made irrationally and carelessly. 
This is because bad decisions can easily lead to catastrophic failures;
undermining the competitiveness of a particular line of products or 
jeopardising the firm's financial position.
In engineering design, there exist a number of decision making
techniques [8,9,25,34] whose primarily aim is to assist the designer in
making choices between alternatives and techniques. This involves working 
through the decision making process in a logical and systematic way. One 
reason for adopting a more systematic approach in the making of decisions
is that it has been found to produce more tangible and satisfactory results
in the long run. This point is reinforced by the studies conducted by 
Pahl/Beitz, Stephenson/Callander and Hatousek [4,11,35]. The studies show a 
systematic approach to a design problem and the use of an accurate
evaluation technique aids considerably in reducing the overall design time. 
It also offers better judgement towards the selection of an optimum solution 
from a range of alternatives.
In working through the design process, the various decision making 
techniques usually adopt a standard series of steps. They begin with
appreciating fully the problem background and its objectives then the
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generation of various alternative courses of action and the range of 
possible consequences of a decision. The choice between the alternative 
courses of action is then made in a rational manner, consistent with the 
objectives of the decision.
Although decision making techniques have been used in dealing with 
engineering design problems, they are relatively few in number. Also, most of 
them exist as manual decision making techniques which may not be 
particularly suitable for computer-based applications. An investigation into 
other disciplines such as management and mathematics is therefore necessary. 
It has been determined that most of the decision making techniques are 
primarily found in management are for decision analysis [36-41]. Decision 
making techniques are also used in handling production planning operations 
[42,431 and mathematical programming problems [44-45]. More recently, the 
use of decision making techniques has proliferated into other areas such as 
expert system applications [46,47] and in the simulation of robotic movement 
[481.
It is with these considerations in mind that a comprehensive literature 
survey on existing manual decision making techniques has been undertaken. 
The relative merits of these decision making techniques are well founded and 
discussed by XacCrimmon, Roy, Chankong/Haimes [49-51]. The main objective of 
the survey is to consider techniques that are suitable for the development 
of a computer-based design decision making process in conjunction with 
setting up of engineering component databases.
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2.2 EXISTlBG-ijEQISIQlf MAKIHG TECMIQUES
Currently, designers can make use of a variety of manual existing 
decision making techniques. These techniques would enable them to 
discriminate between sets of alternatives and select the "optimum1 solution. 
A review on some of these techniques has been conducted and these are 
classified into four main areas:- engineering design, management, interactive 
multiple optimisation and mathematical programming methods.
2.2.1 Engineering .Design.Matliods
There are four engineering design methods which have been used by 
designers and thus are investigated. They are the Decision Tree, PABLA, the 
numerical Design Method developed by Sheffield Polytechnic and "Starkey" 
Design Method.
a > Decision Tree
The decision tree or diagram is a very simple concept and is frequently 
used as a means of displaying the anatomy of a given decision. By working 
through the framework, a rational designer can quite easily arrive at a 
satisficing or optimum choice [8]. By satisfy, it means to determine the best 
compromise between a set of objectives. Besides designers, this method is 
also widely adopted by managers in dealing with analytical decision problems 
[39-41].
The decision tree is usually consist of a series of nodes and branches. 
The nodes may either be decision or event nodes. At the decision nodes, 
actions based on the judgement of the designer are demanded. Vhile event 
nodes show the possible outcomes of the set of branches which represent the
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alternative courses of action. It must be said that at the top of the tree 
usually lay the main alternative courses of action. Vhile subsidary actions 
are found at the bottom. To illustrate the decision tree, a power 
transmission selection problem is used as shown in Fig. 2.2.1. At root node 
(decision node) A, the problem task is to select a drive that transmit a 
lOkV power through a set of parallel shafts. From the figure, the designer 
can select from any one of the three main branches. They are belt drives, 
chain drives and gears. In this example, probability values are not assigned 
because they are unnecessary. This is because the problem deals with 
explicit systems and hence it does not involve uncertainity. At each of these 
main branches, it is sub-divided into subsidaries. In this example, toothed, 
vee and wedged belts make up belt drives. At this level, it is further sub­
divided into smaller subsidaries. An illustration is that of ”SPZ", "SPA", 
"SPB" and "SPC" section belts branching out from wedged belts. To determine 
the type of PT system, the designer would first require to choose one of the 
three alternatives (main branches). In this example, the branch "belt drives" 
is selected. This may be based upon the previous experience of the designer. 
The selection process then proceeds to the next node which is to determine 
the type of belt drives. Vedged belt may then be chosen. The process 
continues until a particular goal ("SPZ" section belt - nodes at the lowest 
level) is reached.
To construct a decision tree, three basic rules are to be followed [52].
a) A particular tree branch must be followed until all problems have been 
solved and a solution (goal) be found.
b) All problems associated with a particular solution should be solved.
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c) When a number of alternatives is presented, any one can be accepted 
and the rest ignored.
The design tree is considered complete when the whole tree consists of a 
selection of branches all terminating in a solution which produces no 
further problems.
The use of the decision tree is often an appropriate way of 
representing the elements of a decision model in a clear manner. This is 
because in diagramming a sequence of actions and consequences of its flow, 
the design problem is clarified by virtue of its explicitness, simplicity and 
visibility. Hence, it is very useful at the conceptual stage as undesirable 
actions and consequences can be anticipated and avoided, nevertheless, it 
must be said that decision tree is only suitable for dealing with general 
problems. Such as making of rough estimations and forecasting of simple 
deductions. Thus, decision trees can only be used as a guide in assisting 
designers make decisions. It is therefore not a technique that gives explicit 
answers like examining the details of each alternative generated in a 
standard component selection problem. Xeither is the technique used to 
predict accurate answers. This is because the probabilities assigned to the 
branches are based on crude estimates. Hence, decision trees are incapable to 
handle more complex decision making tasks. An example is in the standard 
component selection problem where weights are to be placed on the 
objectives. These weights are then used to evaluate the alternatives 
generated.
b) PABLA (Problem Analysis By Logical Approach)
PAJBLA is an old, manual design technique devised by Latham, Taylor and
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Terry of A.V.R.E. It can be found in much earlier textbooks on engineering 
design methods [53,54]. The technique is almost like a specification building 
device translating the customer objectives to its problem design 
specification. This involves filling in a number of data sheets.*- engineering 
design specification, operational and environmental aspects, and system 
principles as shown in Fig. 2.2.2. By completing these data sheets, the
design method aims to present a better overall communication of the design 
process. This is in comparison with some other existing techniques like the 
morphological approach [55] which only deals with a section of the design 
process.
To illustrate the PABLA approach, the above PT selection problem is
used. This is shown in Fig. 2.2.2. In PAB1, the customers' objective is
translated to the engineering specification. An example is the prime mover 
and driven machine speeds are translated to input and output speeds 
respectively. A checklist is also used to denote the importance of the set of 
features. In this illustration, efficiency is stated as important while weight 
is unimportant. In PAB2, the various operational and environmental aspects 
are to be filled in. This is divided into 3 main columns (usage, influences 
and existing resources) and 12 sub-sect ions. An example is in the "duration" 
sub-section, it is stated that the PT system is to last for at least 3 years. 
In PAB3, it examines the various methods of fulfilling the problem
requirements. Five PT drives are stated:- Vee Belt, Vedged Belt, Toothed Belt, 
Roller Chain and Spur Gears.
PABLA is a systematic and logical approach of translating customer 
requirements into the problem specifications. The technique, thus, acts as a
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useful communication tool between the customer and designer. This is because
PABLA requires the designer to answer a set of formatted questions. Through
/
this means, it reduces the po6sibllty of an important question being left 
unanswered. Also, the systematic approach greatly assists the designer in 
the understanding of the true needs of the- problem. Unfortunately, PABLA is 
not really suitable for computer-based decision making purposes. This is 
because PABLA is really an information display method. Hence, explicit
decision making tools are predominantly absent. Decisions have therefore to 
be made implicitly. An example is the standard component selection problem 
where a selection has to be made on a given set of alternatives. This
frequently involves comparing the attributes of the various alternatives. 
Fig. 2.2.3 shows three alternatives with a list of features ticked in the 
appropriate columns. It must be said that this figure is not included in the 
PABLA data sheets! Alternative A is low in capital cost, high in efficiency
but short in life. Alternative B is low in cost, average in efficiency and
long" in life. Alternative C is average overall. These comparative attributes 
are very much embedded in the designer's mind. To select an alternative, an 
intuitive assessment of the problem has to be carried out. In such small 
number of alternatives, the designer may still be able to make an intelligent 
selection. However, in most standard component selection problems, frequently 
many alternatives can be found. It is therefore virtually impossible for the 
designer to carry out a comprehensive intuitive assessment of the problem.
c) Design Method Developed by Sheffield Polytechnic
This design method is introduced to the students in Sheffield 
Polytechnic [56] as a means to evaluate alternative solutions. This approach 
involves the use of the priority ranking, merit rating and optimum rating
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tables. In the priority ranking table, the user has to list down or presented 
with a set of specification requirements as shown in Fig. 2.2.4a. A selected 
scale, 0-2 (where 2-mare important, 1-equal important, 0-less important) is 
used to compare the pairs of criteria. An example is to compare the criteria 
of efficiency and size. The designer may prefer efficiency over size. Hence, a 
score of 2 is marked against column B in row A and a score of 0 is marked 
against column A in row B. The scores in each row are then totalled up. From 
their totals, the criteria priority ranking can be established. In the merit 
rating table, it is the design alternatives such as vee and wedged belts that 
are rated against one another. This is with respect to a particular design 
criterion as illustrated in Fig. 2.2.4b. Again the comparative process is to 
be carried out and from the totalled scares, merit rating values can be 
determined. The optimum rating values for the design alternatives can then 
be calculated which is the product of the priority ranking and the merit 
rating values. A worked example of this approach based on the above PT 
selection problem can be seen in Fig. 2.2.4. In this example, the highest 
optimum rating score (282) is found in the second alternative.
Unlike the above methods (Decision Tree and PABLA) , this design method 
allows careful considerations to be made. This is by evaluating each design 
solution and criterion explicitly. Through this, it is able to direct and 
explain the reasons for the selection of a certain course of action. 
Vevertheless, this technique is cumbersome and can be complex as it 
frequently requires designers to make numerous comparisons of design 
criteria and alternatives. For computer-based work, all these comparative 
values would have to be entered into the program by the user before a
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decision can be made. This can be a tedious task; and worst of all, it can 
easily confuse users who are unfaniliar with this approach.
d) "Starkey" Design Method
A fornal design method has been described by Starkey [25] which makes 
use of a set of priority and rating tables. These tables are used to assist 
the designer to make a choice when faced with several alternative courses of 
action. The method sets out a list of attributes in which individual 
priorities are allocated and individual choices can be readily Identified on 
the alternatives. Like the above design method (Sheffield Poytechnic), this 
method also involves comparing only two choices at a given time. A positive 
decision is then be made in favour of the preferred alternative. The main 
difference between both techniques lies in dealing with equally attractive 
choices. In such cases, the "Starkey” Method requires that one is selected as 
being superior. All possible combinations are thus compared in this way 
leading to a formulation of a numerical rating table which would indicate 
the preference order for the alternative.
To Illustrate this method, the previous PT selection problem is adopted. 
The specification lists eight attributes and their priorities and ratings are 
shown in Fig. 2.2.5. Five alternatives have been suggested to achieve the 
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To evaluate the preference order of the five alternatives, a design procedure 
is used. The procedure consists of twelve main steps as shown in Fig. 2.2.6. 
This requires completing Formal Decision Technique Sheets in which the 
relative merits of the alternatives are measured. These Technique Sheets can 
be found in Figs. 2.2.7 and 2.2.8. In this example, wedged belts are 
recommended because it has the best overall performance as denoted by its 
highest merit rating (0.331).
One advantage with this method is the provision of explicit decision 
making tools by which the importance of a particular attribute can be 
measured. This therefore enables designers to assess the likely impact of 
their decisions. Also, appropriate considerations to all relevant factors can 
be given before committing to a course of action. This technique is quite 
suitable for computer-based work because built-in algorithms in the programs 
can be used to compare the choices of the alternatives. Mevertheless, there 
are two major drawbacks to this technique. Firstly, the technique necessiates 
that when comparing equally attractive choices, one has to be chosen as 
superior. In programming, there are two main ways to overcome this problem. 
The first approach requires the user to manually make the selection. Vhen 
dealing with a large number of them, this can be tedious and rather 
impractical. The second approach is that whenever such a situation arises, 
the program would make the selection. This involves looking at all the 
possible situations that may arise and incoporating appropriate algorithms 
into the programs. This can be very difficult.
The second drawback is the accuracy of the technique in decision 
making. In standard component selection problems, frequently many
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alternatives are generated with different sets of attribute values. For 
example, the efficiencies of the three alternatives, A, B and C are given as 
90%, 95.4% and 95.6%. Starkey's method can only rank them in order of C, B 
and A without taking much notice of their relative differences* For 
multiobjective problems, the accumulation of these differences may result in 
the errors arising in the decision making. This can greatly affect the 
outcome or selection of the optimum solution hence they really need to be 
considered.
2.2.2 Management Methods
All levels of management in industry frequently employ a variety of 
established tools to assist them in arriving at their decisions. This section 
discusses four such methods. They are Weighting, Ratio Comparison, Maximln 
Criterion and Minim ax Criterion. Although these are management methods they 
have been translated into the design situation, and design type examples are 
given in this section.
a) Weighting Method.
The use of weightings is one of the commonest management strategies 
for obtaining an optimum solution from a set of alternatives [36-38,57-591. 
It adopts a systematic approach to the decision making problem and is aimed 
to increase the odds of dealing successfully under a pressure situation. 
Also, it is used to canteract any impulsive temptation when trouble has 
suddenly arisen. The weighting technique usually involves five basic steps:-
a) Establish a set of objectives
b) Generate possible alternatives
c) Evaluate alternatives using 'musts' and 'wants' goals
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d) Select favourable alternatives and assess their adverse consequences
e) Choose the best alternative.
To illustrate the weighting method, a worked example is adopted. The 
problem is to transmit power from an electric motor to a belt conveyor. Fig. 
2.2.9 shows the list of "musts" and "wants" objectives for the PT selection 
problem. For "musts" objectives, the PT drives have to be able to transmit at 
least lOkV of power and through two parallel shafts. Vhile minimum capital 
cost, size, weight, and maximise efficiency and life are the five "Wants" 
objectives. These "Wants" objectives are used to evaluate out the various 
satisfactory PT alternatives. This is by using the decision matrix table 
found in Fig. 2.2.10. It must be said that the objective weightings and 
alternative ratings are usually related to a common scale, 0-10. Also, these 
values are quite arbitrarily assigned by the decision maker. From the table, 
the best alternative is found to be wedged belts (315).
Decisions made are explicit and concise. The technique is simple to 
understand and is suitable for computer-based work in the evaluation of 
alternatives. Vevertheless, further investigation is required in the 
assignment of weighting and rating values. The reason is that the values sure 
presently quite arbitrary allocated.
b > _ . R a t l Q  Campari son Method.
The Satio Comparison Method [36] is not a widely used technique. The 
method involves comparing pairs of options and eliminating the poorer option 
of the pair until a "winning" option is found. To compare the alternatives,
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the nerit ratios of the options have to be deternined and they can be
calculated using the equation stated below:
Merit Ratio = (a><i/ayi)w1 x (aK2/ay2)w2 . x (a><m/avm)wra
where axn is the nth attribute of option x
aVn is the nth attribute of option y
wn is the objective weighting of n
To illustrate the technique, an example as described below shows the
attributes of three PT alternatives with equal weighting one, is used. 
Objectives Yelghtlngs Option 1 Option 2 Option 3
Cost (*) 1 96.18 63.29 89.34
Efficiency <%> 1 95.36 95.58 97.85
Life (hours) 1 25000 25000 20000
Using Option 1 as its common base, the merit ratio of option 2 to 1 is to be 
calculated.
Merit Ratio 2 to 1 = (63.29/96.18>' x (95.36/95.58)'
x (25000/25000)1
Mote that the cost ratio is inverted, since high cost is worse than low cost, 
whereas, in the other scores, high is better than low scores.
Merit Ratio 2 to 1 = (0.6580) x (0.9977) x 1 = 0.6565.
The ratio is less than unity, so option 2 must be preferred to 1. the same 
procedure is to be carried out with alternatives 3 to 1. the merit ratio of 3 
to 1 works out to be 1.132. This ratio is greater than unity, therefore, 
Option 1 is preferred over option 3. It also implies that Option 2 is 
preferred over option 3. Ratio scale with zero value means that attribute 
properties are absent.
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Although the technique does evaluate alternatives, there are two major 
drawbacks. It must be said although correct deductions can still be made 
using this technique, the discriminating powers of the designers are very 
much restricted. This is because most designers understand differences 
between alternatives better than ratios. Hence, it would be difficult for 
them to discriminate the superiority of one alternative over another clearly. 
Another problem is determining the merit score. As assigning of weights can 
be quite arbitrary, any errors will be greatly enhanced by the exponential 
factor of its weightings. Using the above example, if the designer adopts a 
slightly different weightings in its objectives: cost (2), efficiency (2) and 
life (1). The merit ratio of 3 to 1 will then be greatly reduced from 1.132 
to 0.8838 hence making the option favourable.
c) Maximin Criterion
There are a number of decision rules which evolves from game theory. 
One of the most conservative of these rules is the maximin criterion [60,613. 
The rule of this technique is that for each possible alternative, the 
designer is to determine the worst that can possibly happen. The "least 
worst" of the set of possible alternatives would then be picked. The reason 
is that the most unattractive contingency is often found to be the least 
disastrous.
As an illustration, the payoff matrix as shown in Fig. 2.2.11 is used. 
Two alternatives A and B with their different payoffs or utilities for 
various objectives C, D and E are examined. If alternative A is selected, the 
designer would have a worst payoff of one which is found in objective E. 
Vhereas if alternative B is chosen, the lowest possible payoff is zero.
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Adopting the maximin criterion, the designer would select alternative A 
because it offers the designer the larger of the two minimal payoffs.
Although this technique is relatively easy to implement in computer- 
based work, it does have a major problem. The source of difficulty with the 
maximin criterion is that it disregards most of the information in the 
payoff matrix. It considers only the worst possibility in each row or 
alternative and makes its recommendation. This is with complete disregard 
for the attribute values of the other elements. Hence it is always possible 
to find cases in which the nature of these other numbers in the payoff 
matrix casts doubt upon the wisdom of the maximin choice. For example, the 
intermediate payoff rate (98) in alternative B is much higher than that of 
alternative A (2). Hence B appears to offer an excellent edge against the 
possibility that neither the best nor the worst possible outcome will be 
realised. A similar criticism applies to other decision criteria like maximax 
[60,61] in which the rule is to look at the most glittering prize.
d) Mini max Regret Criterion
The minimax regret criterion was proposed by Savage (60,613. The rule 
concentrates on the opportunity cost of an incorrect decision. The approach 
is to protect the designer from making excessive errors. From the above 
payoff matrix in Fig. 2.2.11, a second (regret) matrix showing the cost of 
the mistakes is calculated. Fig. 2.2.12 describes that if the designer selects 
alternative B, the maximum regret payoff (96) is obtained against objective 
D. This is in comparison with choosing alternative A which would earn the 
designer a payoff (1) against objectives C or E.
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This minimax regret criterion appears to solve the earlier disparity 
problem raised in the max in in criterion. This is by taking into account the 
large disparities in the immediate payoffs in objective D. However, the 
minimax regret runs into the same problem in the slightly different manner. 
Since it is a minimax criterion, it considers only the largest regret figure 
in any row, and ignores any other data. Hence low and immediate regret 
numbers are disregarded. If another alternative, F is considered with a very 
slightly smaller highest regret figure than another alternative, G, the 
criterion will recommend F. Even if every other regret figure in G is much 
lower than the corresponding number in F.
2.2.3 Interactive Multi-Criterion Pr-ngr-mnml Tig Methods
In recent years, many kinds of interactive multi-criterion programming 
methods have been developed for solving multiple criteria decision making 
problems. Such interactive programming methods have also a role in the 
interface between man and computers. To determine an optimum solution, these 
programming methods require the decision maker to state sets of marginal 
rate of substitution or tradeoff values for a particular objective at small 
intervals within a local area of a feasible alternative. This is unlike other 
decision making techniques which adopt a more general or global objective 
approach to the problem. The concepts of marginal rate of substitution or 
tradeoff values will be discussed later. These tradeoff values are then used 
to establish a local abjective function for a mathematical programming 
algorithm to generate the optimum solution for that objective. It must be 
said frequently the decision maker has to iteratively revise the set of 
tradeoff values a number of times before the optimum solution is reached. In 
this section, a review has been made on two commonly used interactive multi­
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criterion programming methods. They are:- the "Geoffrion, Dryer and Feinberg" 
Method and "Surrogate Tradeoff" Method.
a) "Geoffrion. Dryer and Feinberg" Method
One of the most prominent methods that employs the concept of tradeoff 
was proposed by Geoffrion, Dryer and Feinberg [62,631. It is an interactive 
programming method which is designed to solve relatively general 
multiobjective decision problems. The technique involves a series of complex 
mathematical equations which assumes the existence of value functions,
v (fl (x).. fn (x)). Decision makers are required to iteratively state their
marginal rate of substitution (MRS). MRS is defined as, "the rate at which a 
person would require compensation for the reduction in one unit of an 
objective, by increases in the other objective [64,651." An example is in the 
construction of a cost-efficiency curve. For every successive unit increment 
of efficiency, the designer is required to state the extra amount of money to 
be paid.
It must be appreciated that these MRSs are used to reflect on the
actual gradient of the value functions between the attributes as shown in
Fig. 2.2.13. From these MRS values, they can then be used to determine a 
representative set of evenly distributed non-inferior solutions or points 
between the criteria. Through these scalar points, the set of criteria can be 
related to each other and the optimum solution can be derived. Thus, this
method provides an explicit tool to the decision maker in which the relative
importance of the objectives can be measured and related to each other. Also 
in measuring the objective relative importance, the decision maker is forced 
to consider very carefully in more tangible terms of what is really required
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in the problen before stating the MRS values.
For computer-based decision making applications, this technique is 
invalid. This is for three main reasons. Firstly, too many auxiliary scalar 
optimisations are required for the decision making process. This is because 
to relate two different criteria for each design problem, a separate MRS 
function has to be constructed which consists of many discrete points. This 
would mean a large number of separate MRS functions have to be established 
for different design problems. This is very tedious and time consuming. 
Scalar optimisations are paints or lines drawn to mark out where the non- 
inferior solutions or optimal MRSs lie between the criteria. A mare important 
reason is that the method requires the decision maker to state small MRS 
values within a certain range. For example, when constructing a MRS cost- 
efficiency curve, the decision maker may be required to state the extra 
amount of money to be paid for p. every small increase of 0.1% of its 
efficiency over a specified range, say 85% to 95%. This therefore necesslates 
a high degree of judgement to be made in estimating the small MRS changes 
between the criteria. Makayama/Furukawa [66] have found that "In general, men 
cannot recognise the small MRS changes within a certain range when adopting 
this method ("Geoffrion, Dryer and Feinberg") of problem-solving. Hence, to 
make such accurate judgements are usually beyond the ability of the user." 
It must also be appreciated that the DDM process is to be made use by both 
experienced and trainee designers. If experienced designers find it difficult 
to estimate the MRS values, it is very unlikely that trainee designers would 
be able to make such judgements when adopting this method in the design 
decision making process. Hence, the effectiveness of the DDM process is very 
much undermined. Finally, according to a comparative evaluation of some
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existing interactive multiobjective programming approaches, users have found 
this technique very difficult to understand and use [67].
b) Surrogate Worth Tradeoff <SWT) Method
The SVT method [401 is another interactive multiple objective method 
but has a more complex procedure. The mathematical model of this method 
together with illustrated examples can be found in number of articles such 
as Haimes/Hall/Friedman, Sakawa and Hwang/Xasud [68-701. To handle multiple 
objective optimisation problems, the SVT overall procedure essentially 
consists of four major steps
a) The generation of a set of non-inferior solutions to the problem. A 
non-Inferior solution is one in which any further improvement in one of the 
objective functions can be achieved only at the "price" of worsening the 
value of at least one of the remaining objective functions. To illustrate, a 
problem has two main objectives; to minimise cost and maximise efficiency. 
Assuming only three satisfactory alternatives can be found and their cost 
and efficiency attribute values are as follows:-




From the above set of values, it can be seen that alternative 1 is inferior 
to both alternatives 2 and 3. This is because it is more expensive and less 
efficient. However, far alternatives 2 and 3, there sure non-inferior because 
if the cost is to be minimised, this would lead to a subsequent reduction in 
its efficiency. This means that to make further improvement of one objective
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(say cost), it can only be achieved by undermining the values in some other 
objectives (in this case - efficiency).
b) The next step is to evaluate the corresponding tradeoff rate ratios 
(Xij=£fi (x)/tffj(x)) between any two objective functions for the set of non- 
inferior solutions given a non-inferior point of an objective. Zeleny [40] 
expresses a tradeoff as, "How much units of a criterion A is one willing to 
sacrifice in order to gain some units in another criterion B.N It must be 
said the concept of tradeoff runs along the similar lines to the use of MRS 
values as previously discussed. In the above example, if alternatives 2 and 3 
are equally preferred by the decision maker, the tradeoff rate can be said to 
have a value, for every extra £5 paid it is equivalent to a 3X increase in 
its efficiency. The corresponding tradeoff rate ratio, Xco«t,«ffici>ncy of the 
two alternatives is calculated to be 1.67£/%.
c) The third step requires the decision maker to interact with the 
mathematical model at a general and very moderate level. This is done via 
the generation of the surrogate worth functions, which attempts to relate the 
decision maker's preferences and the non-inferior (Pareto optimal) solutions 
with their corresponding tradeoff rates. The decision maker is to assign 
surrogate worth values to the set of tradeoff values, which are measured 
based on a certain ordinal scale, usually -10 to 10. A high positive 
surrogate worth value, say +10 means that the decision maker has a great 
desire to make the trade whereas a high negative value, say -10 means the 
oppposite to what is proposed. A zero value indicates an indifference on the 
part of the decision maker to make the trade.
d) The surrogate worth values . are then used to determine the best- 
compromise non-inferior solution (nearest to the zero surrogate worth value).
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Like "Geoffrion, Dryer and Feinberg" method, the SVT method provides an 
explicit tool to the decision maker in which the relative importance of the 
objectives can be measured and related to each other. This is by asking the 
decision maker to assign surrogate worth values or preferences to the set Of 
tradeoff rates of the non-inferior solutions which are then used to 
determine the best compromise non-inferior solution, nevertheless, to adopt 
the SVT method when dealing with standard component selection problems, the 
set of non-inferior solutions is to be determined and this requires 
generating all the alternatives which can be many. Hence, it is time- 
consuming and tedious. It must also be said that in the above example to 
establish the surrogate worth function (or assigning set of values) for the 
non-inferior solutions, comparisons have been made with respect to two 
objectives only (cost and efficiency). In most practical problems, they 
frequently involve dealing with multiple objectives. Hence, many separate 
surrogate worth functions are to be established for different combinations 
of objectives. A large number of different sets of non-inferior or auxiliary 
scalar optimisation tradeoff points are therefore required to be determined 
which can be hard. Also as the surrogate worth values are manually assigned 
by the decision maker, this therefore makes continuous running of computer 
programs and applications to practical problems difficult. Hence, the SVT 
method too is considered as unsuitable for this computer-based decision 
making applications.
2.2.4 Mathematical Programming Methods
Quite recently, a number of mathematical programming methods have been 
developed to solve multiple attribute decision making problems. These 
methods are usually found to have the following common characteristics t-
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a) an infinite, or very large, set of alternatives which satisfy a set of 
problem requirements.
b) a set of technical and sometimes preference constraints.
c) an objective function (global or local) that is compensatory.
d) an algorithm to generate more preferred points to order to converge to 
an optimum.
An investigation has been made into two such methods:- linear and goal
programming.
a) Linear Programming
Linear programmes, with multiple objective functions, have been used to 
deal with a host of problems arising in mathematical applications. The 
applications include manufacturing and formulation of dietary contents [71- 
73]. The main purpose of this method is to determine the optimal solution 
given a wide range of possible alternatives. This is by effectively combining 
the variables of the objective functions and seeking the best compromise.
To illustrate the method, a linear optimisation problem is considered 
1711. The linear programming problem usually starts with statements. The
first statement concerns the maximising or minimising objective functions 
such as
Maximise fi (x) = -l.Oxi,
Maximise f2(x) = O.lxi + 0.2x2 
The other statement addresses the limitations or constraints of the problem.
-XT + X2 { 1, Xl,X2 >/ 0,
Xi + x2  ^7, x*1 = (0,1)
xi  ^5, x*2 = (4,3)
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x2  ^3,
where Jr.(x) is the objective function n,
Xn is point in function f.
x^" is the optimal solution for function n.
A well-known multicriterion linear programming theorem is used to evaluate 
the efficient solution that best satisfies both these objectives. This is 
fully described by Belenson/Kapur [71]. Adopting this technique, the efficient 
solution is found to lie at where xi=2, Xz=3. The calculations are shown in 
Fig. 2.2.14.
The joining of multiple objective functions together in order to arrive 
at the efficient solution is an enticing concept. In standard component 
selection problems, this may involve plotting objective curves for the 
overall system cost and weight using a common design variable, such as 
pulley diameter. A relationship between the objectives could then be 
established. Any arbitrary elements such as the use of rating values in 
decision making could therefore be eliminated. This aspect clearly deserves 
to be investigated further. Nevertheless, it must be said that it is not 
always that easy to construct a function that would relate to the set of 
criteria together. One reason is that an objective function like the overall 
system cost may be dependent on a number of factors. For example in a 
standard component selection problem where each alternative is made up of a 
number of components. The overall system cost is the total cost of all these 
individual component costs. Frequently, they do not exhibit any linear trends 
or functions.
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b) Goal Progr^nmri ng
Goal programming was first initiated within the context of linear 
problems by Charnes and Cooper [44]. It is used to determine the solution 
nearest to a set of simultaneously unattainable goals. This technique was 
later extended to deal with nan-linear problems [74,75] and since then has 
found its use in a wide range of applications. In goal programming, the 
decision maker is required to specify acceptable or desired levels on 
single or combinations of attribute values. These values serve as primary
goals, b, to the problem. In addition, weights may be assigned to measure the
relative importance of the goals. A scale is normally used to measure the 
absolute deviations between the corresponding values of an alternative and 
its goals. This is shown in Fig. 2.2.15. The deviations in all the 
alternatives are then to be totalled up. The optimum solution which has the 
minimum overall deviation value can then be evaluated. The general goal
programming formulation is given as:- 
min d(f(x),b) 
where x is the real-valued variables, 
f is the real-valued functions, 
b is the set of targets or goal 
d is the distance between f and b.
This technique has shown that it can solve problems with multiple and 
possibly conflicting goals. This Includes dealing with standard component 
selection problems. To illustrate this technique, a PT selection problem is 
used. A 45kV PT drive is required to tranmit power from a 1050rpm prime 
mover to a 660rpm driven machine. For the purpose of the discussion, the 
designer has two major goals and are stated as follows:
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A set of alternatives is then generated and their attributes are as follows: 
Alternatives Capital Cost Maint. Cost Total Deviation 
A £422.96 £106.04/yr 179
B £469.90 £111.98/yr 231.88
C £325.58 £164.24/yr 139.82
D £308.50 £132.56/yr 91.06
The attributes in each alternative are then compared with the goals to 
determine the amount of deviations. The total deviation for each alternative 
can be found in the right-hand column. Alternative D is the optimum solution 
as it has the minimum amount of deviation (91.06).
Design decision making problems frequently involve dealing with 
multiple objectives such as cost, efficiency and life. These objectives do not 
have the same units of measurement. For example cost may be calculated in £ 
while efficiency in X. A problem has therefore arisen in attempting to 
calculate the deviation of each alternative based on different units of 
measurement. In such circumstances, a common utility scale has to be 
established which is used to determine the relative importance of the 
alternatives, but the use of classical utility theory in goal programming 
formulation of multiple criteria does have its inconsistencies. These 
inconsistencies are fully described by Lane C741.
2.3 QVERV1EV QF MAJTUAL DECISION MAKI3JG TECHNIQUES
A summary of the relative merits for each of the various decision
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making techniques as described in this chapter is shown in Fig. 2.3.1. From
the previous work, it has also been established that most of these manual 
techniques are not particularly suitable for this computer-based decision 
making application. The reasons have already been discussed and are
summarized in Fig. 2.3.1. nevertheless, there is one major consolation. This 
is the establishment of a list of desirable features to be adopted in the 
construction of the DDM process. These features are the findings derived
from each of the decision making techniques. This can be found in Fig. 2.3.2.
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Spec. Requirements A B C D E F G H I J P.R R.V





\ 1 0 0 0 2 3 5
3
C We i gh t 0 1 0 0 0 1 2 6 2
0 Service Li fe 1 2 2 \1 0 2 8 2 7
E MaintenanceCost 1 2 2 1\0 2 8 2 7
F Capi tat Cost 2 2 2 2 2\2 12 1 10
G Noise 0 0 1 0 0 0\ 1 7 1
H Safety \
1 Climat ic 
Environment I
J ReliabiIi ty \
Compare pairs of spec, requirements, Line vs column & record thus: 
2 - more important than, 1 - equal importance, 0 - less important. 
Assign a Rating Value, say out of 10 to each requirement.
eg. For a P.R. equal to 1, let R.V. equal to 10. Scale down other 
totals accordingly.
Establish Priority Ranking according to the line totals.
FIG. 2 . 2 . 4 a  P r i o r i t y  a n d  R a t i n g  T a b l e
(Gheffield Poltechnic)
Design Concept Merit Rating ( M . R J
For each Specification Requirement? compare pairs of Design Concepts 
•e. Ivs2, Ivs'j --- 4vs5. Record thus 2 - more satrsfactory than, 
i - equally satisfactory, Q - less satisfactory than. Total each 
line & record in its respective end column.
4ss<gn a Merit Rating Value as indicated. Highest total M.R.HO. 
Scale others accordingly.




















zr1 2 3 4 5 1 2 3 4 5
Vee Belts 1
Eff iciency
\1 0 0 0 1 2
Size. 
Spacial 
R e s t r i c t .
\ 0 0 0 0 0 0
Wedged Belts 2 1 \0 0 0 1 2 2 \ 1 0 0 B 4
Toothed Belts 3 2 2 \2 1 7 10 2 1\ 0 0 3 4
Chains 4 oL 2 0\0 4 6 2 2 2 \0 6 8
Gears 5 2 2 1 2\7 10 2 2 2 2 N 8 to
D e s i g n
C o n c e p t s
















371 2 3 4 5 1 2 3 4 5
Vee Belts 1 0 1 1 2 4 5 \ 1 2 2 1 6 10
Wedged Belts 2 2 \2 2 2 8 10 Service 1 \ 2 2 1 6 10
Toothed Belts 3
Weight 1 0 \1 2 4 5 Li fe 0 0 \ 0 0 0 0
Chains 4 1 0 1\2 4 5 0 0 2 \0 2 3
Gears 5 0 0 0 0\0 0 1 1 2 2\ 6 10
D e s i g n










371 2 3 4 5
■*->oi— 1 2 3 4 5
-t-Sof—
Vee Belts 1 \ 0 0 2 2 4 5 \ 0 2 2 2 6 8
Wedged Belts 2 2 \0 2 2 6 8 2 \ 2 2 2 8 10
Toothed Belts 3
Maintenance
Cost 2 2\2 2 8 10 Capi tal Cost 0 0 \0 2 2 3
Chains 4 0 0 0\1 1 1 0 0 2\2 4 5
Gears 5 0 0 0 1\1 1 0 0 0 0K0 0



















371 2 3 4 5 1 2 3 4 5
Vee Belts 1 \ 1 1 2 2 6 10 \
Wedged Belts 2 1 \ 1 2 2 6 10 \
Toothed Belts 3 Noise 1 1 \ 2 2 6 10 \ |
Chains 4 0 0 0 \ 1 1 2 \
Gears 5 0 0 0 1 \ 1 2 k
FIG. 2 . 2 . 4 b  M e r i t  R a t i n g  T a b l e
(Shef fI eld Paltechn ic)
Evaluation of Optimum Concept
Title: Selection of Power Transmission Drives 
Optimum Rating O.R. e R.V. x M.R.




1 2 3 5
M.R. O.R. M.R. O.R. M.R. O.R. M.R. O.R. M.R. O.R.
Eff iciency 7 2 U 2 K 10 70 6 L2 10 70
Size. Spacial 
Restrict ions B 0
0 1* 12 4 12 8 2L 10 30
Weight 2 5 10 10 20 5 10 5 10 0 0
Service Life 7 10 70 10 70 0 0 3 21 10 70
Maintenance
Cost 7 5 35 8 56 10 70 1 7 1 7
Capi tal 
Cost 10 8 80 10 100 3 30 5 50 0 0
Noise 1 10 10 10 10 10 10 2 2 2 2
Safety
CI i matic 
Environment
ReliabiIi ty
Total optimum Rating 219 282 202 156 179
FIG. 2.2.4c Op t i mum Rating Table
(Sheffield Poltechnic)
DETAILS OF PROBLEM: To transmit a 10kW power from an electric
motor to a belt conveyor. The shafts are 
arranged in parallel.













1 Capital Cost 0.5
2 ServicabiIity (Maintenance Cost) 0.12
3 Eff iciency 0.12
L Life (between major replacements) 0.12






Prioirity and Rating Table
F I G .  2 . 2 . 5  P r i o r i t y  a n d  R a t i n g  of A t t r i b u t e s
STARKEY'S DESIGN SELECTION PROCEDURE
1. insert brief details of data sp e c i f i c a t i o n  in Fig. 2.2.5.
2. Establish a list of Attributes in prio rit y order and apply 
a rating to each.
3. Select a number of Possible S o lu tio ns to the Pr oblem and 
enter these in Column 2 on Fig. 2.2.7. Repeat this group 
of solutions for each of the a t t r ibu te s listed in Co lumn 1.
<►. Compare the solutions s e qu ent ia ll y and indicate a positive 
decision by marking 1 against a p r e f e r r e d  s o lu tio n and 0 
against the other, using the sp ac es in Co lu mn 3. For example,
Vee Belt is compared with Wedged for Cost, then with Toothed, 
then Chain, and then Gears; next Wedged is comp are d with Toothed, 
then Chain, and so on, cove rin g all co mb i n a t i o n s  as shown.
5. Total the number of favourable de c i s i o n s  against each 
solution and enter in Co lu mn U. This figure is D, the 
total positive decisions.
6. Oi vide D by T. T be in g ntn-1)/2. where n is the number 
of pr oposed solutions. Enter these figures in C o lu mn 5.
(In this case 0 is di vi ded by 10).
7. (n Fig. 2.2.8 enter each At tribute wi th its R a ti ng in
Co lu mn 6.
8. Enter each Prop ose d S o lu tio n at the h e ad of C o lu mns 7 to 
12 as required.
9. Multiply the Rating by the re l a t e d  value D / T from Fig.
2.2.7 and enter the product in C o lu mns 7 to 12 correctly.
10. Total the Attribute Ra t i n g s  in C o l u m n  1 wh ic h s h ou ld 
equal to one or unity.
11. Total the Merit Ra ti ng in Co l u m n s  7 to 12; the sum of
these totals should be unity.
12. The pr ef err ed solution is that with the highest Merit
Ra ti ng total.
PIG. 2.2.6 Starkey's Design Selection Procedure
DECISION MERIT COMPARISON DWG NO. 1 ENGINEER : SWL DATE 15/8^86
1 2 3 u 5
ATTRIBUTE PROPOSEDSOLUTION DECISIONS 0 D/T
Cost Vee Belt 0 1 1 1 3 0.3
Wedged Belt 1 1 1 1 4 0.4
Toothed Belt 0 0 0 1 1 0.1
Roller Chain 0 0 1 1 2 0.2
Gears 0 0 0 0 0 0.0
Service Vee Belt 0 0 1 1 ” I 0.2~
Wedged Belt 1 0 1 1 3 0.3
Toothed Belt 1 1 1 1 4 0.4
Roller Chain 0 0 0 1 1 0.1
Gears 0 0 0 0 0 0.0
Efficiency Vee Belt 0 0 0 0 0 0.0
Wedged Belt 1 0 0 0 1 oTi
Toothed Belt 1 1 1 0 3 0.3
Roller Chain T 1 0 0 2 0.2
Gears 1 1 1 1 4 0.4
Life Vee Belt 0 i T ~v 3 0.3
Wedged Belt 1 1 1 1 4 0.4
Toothed Belt 0 0 0 iT 0 0.0
Roller Chain 0 0 1 0 1 0.1
Gears 0 0 1 1 2 0.2
Size Vee Belt 0 0 0 0 0 0.0
Wedged Belt 1 tr I T n r 1 0.1
Toothed Belt 1 1 0 0 2 0.2
Roller Chain 1 1 1 0 3 0.3
Gears 1 1 1 1 4 0.4
Weight Vee Belt 0 0 0 1 1 0.1
Wedged Belt 1 1 1 1 4 0.4
Toothed Belt 1 0 1 1 3 0.3
Roller Chain 1 0 0 1 2 0.2
Gears 0 0 0 0 0 0.0
Noise Vee Belt 0 1 1 1 3 0.3
Wedged Belt 1 1 1 1 4 0.4
Toothed Belt 0 0 1 T 2 0.2
Roller Chain 0 0 0 1 1 0.1
Gears 0 0 0 0 0 0.0
FIG. 2.2.7 Formal Decision Technique Sheet
DECISION MERIT RATING
D W G  NO. 1 E N G I N E E R :  S W L D A T E :  1 5 / 8 / 8 6
6 7 8 9 10 1 1 12
A T T R I B U T E£
M E R I T  R A T I N G  = R A T I N G  * D / T
Of
R A T I N G V e e W e d g e d T o o t h e d Rol ler G e a r s
Cost 0.5 0.15 0.20 0.05 0.10 0.00
Service 0.12 0.024 0.036 0.048 0.012 0.00
Eff iciency0.12 0.00 0.012 0.036 0.024 0.048
Life 0.12 0.036 0.048 0.00 0.012 0.024
Size 0.07 0.00 0.007 0.014 0.021 0.028
Weight 0.05 0.005 0.02 0.015 0.01 0.00
Noise 0.02 0.006 0.008 0.004 0.002 0.00
TOTALS 0.221 0.331 0.167 0.181 0.1
PREFERENCES 2 1 4 3 5
FIG. 2.2.8 Formal Decision Technique Sheet
P R O B L E M ;
To transmit power from an electric motor to a belt conveyor.
E s t a b li s h m e n t of Ob i ec tives 
'Musts* Criteria
1. Must be able to transmit 10 kV of power.
2. Power must be transmitted through a set of parallel 
shafts.
1 Wants..! Cr iter ia
1. Minimise Capital Cost














1. Crossed Helical Gears
2. Cylindrical Worm Gears
3. Bevel Gears
FIG. 2 . 2 . 9  E s t a b l i s h m e n t  of ' M u s t s '  a n d  ' W a n t s '  C r i t e r i a
AI ternat i ves

















Mininise Capi tal Cost 10 80 100 60 70 55
Minimise M a i n t . Cost 7 52 52 70 35 35
Maximise Eff iciency 7 49 49 63 60 70
Maximise Life 7 70 70 35 49 70
Minimise Size 4 20 24 32 28 40
M i n i m i se We i ght 1 7 10 9 6 5
M i n i m i se No ise 1 9 10 8 6 6
Grand Total 287 (Si 277 254 281
'- - - - - - - -  Highest Merit Value
FIG. 2 .2 .1 0  W e i g h t i n g  M et h o d
OBJECTIVES
P a y o f  f 
M a t r  i x C D E
CO
LU> A 1 0 0 2 1




t— B 9 9 9 8 0
_ i<
FIG. 2.2.11 Maximin Criterion
R e g re t  























Optimal Tradeoff Function Curve 
between Attributes A and B
 ^ Designers are to state their marginal 
\ rate of subst i tut ion
\
\
\ Large judgemental errors
could arise for 
inexperienced designers
ATTRIBUTE B
FIG. 2.2.13 Constructing Marginal Rate of Substituition Curve
Tion, Dryer and Feinberq 
Intenactive Method
MULT I CRITERION LINEAR PROGRAMMING ALGORITHM 
(S.M. Be lenson  and K.C.  Kapur )
PROBLEM:
To determine the efficient solution for the following 
p r c b l e m .
Objective Functions-.
Maximise y x )  - -I.Ox^.
Maximise f(x) - O.lx + 0. 2xo 
2 1 2
subject to the set of consraints:
-X.J+ x2 4 1 .




x ,.x 2* q 
x*1 ■ (0,1) 
x x 2 * (4,3) .
Form Payof f  M a t r i x
HfkiM x*1 x x 2
f (X) 0 1 o
f2( x ) 0 . 2  1 . 0
K = 4  , M 1 = 4 ,  M2 =5 ,
llf^ll x x1 x x2
fj( x ) 1 0
f2( x ) 2 1 / 5 1  1
( norma l i sed  m a t r i x )
Solve f o r  A  u s i n g  l i n e a r  p r o g r a m m i n g  a n d  t h e n  c a l c u l a t e  n:
X  - 4/29. X  - 25/29. n  - 1/29, n - 5/29,£ n -  6/29 
. 2 1 2 * *
Hence: A* * 1/6. A*2 - 5/6 
and.- y x )  - -1/12x1 + 1/6xo .
Therefore: x * 3 - (2,3) a n d  f,( x k3 )--2.0 , f(x*3 )-0.8.












I J Designated goals, b.
  Alternat ive A
Alternative B
Deviation between attribute 1 
of alternative A and goal 1.
J I I I T
0 1 2 3 L 5 6
ATTRIBUTES
FIG. 2.2.15 Goal Programming
SUMMARY OF DECISION MAKING TECHNIQUES
A) ENGINEERING DESIGN METHODS
Decision.Tree 
Advantages
1. Design problem is clearly 
layout. Simple to use and 
understand.
2. Offer good and quick guide 
to design problem. Inform 
where undesirable problem 
areas are.
D1sadvantages
1. Absence of explicit 
decision making tools.
2. Does not examine the 
details of each 
alternative




1. Good communication tool 
between customer and 
designer.
2. Assists the designer in 
understanding true needs 
of problem.
Pi sadvantages
1. Absence of explicit 
decision making tools.
2. Selection has to be 
intuitively made by the 
designer.
Design Method Developed by Sheffield Polytechnic
Advantages 
1. Availability of explicit 
decision making tools to 
weigh objectives.
D1sadvantages
1. Too many comparisons 
(data inputs) are 
are required. This can 
be tedious and confusing 
to users who are 
unfamiliar with this 
approach
FIG. 2 .3.1 S u m m a r y  of D e c i s i o n  M a k i n g  T e c h n i q u e s
2. Does not take into 
considerations of 
attribute differences. 
Hence, can be inaccurate,
"Starkey" Design Method
Advantages
1. Availability of explicit 
decision making tools for 
weighing of objectives.
Pi sadvantages
1. A superior solution has 
to be selected even 
though they may be 
equally attractive.
2. Does not take into 
considerations of 
attribute differences. 




1. Simple to use and 
understand.
Pi sadvantages
1. Weighting and Rating 
are assigned quite 
arbitrarily.
2. Availability of explicit 
decision making tools.
3. Quite suitable for this 
computei— based work. Feeds 
further investigation.
Ratio Comparison Method 
Advantages 
1. Availability of explicit 
decision making tools.
Disadvantages
1. Most designers understand 
differences better than 
hence their powers to
FIG. 2.3.1 S u m m a r y  of D e c i s i o n  M a k i n g  T e c h n i q u e s  - c o nt.
discriminate are reduced.
2. Small changes in the 
weights would greatly 




1. Simple to use and 
understand.
Disadvantages
1. Rather inaccurate. Does 
not consider intermediate 
attributes.
Minimax Regret Criterion 
Advantages
1. Simple to use and 
understand.
Disadvantages
1. Rather Inaccurate. Does 
not consider intermediate 
attributes.
C) INTERACTIVE OPT f MI SAT I ON METHODS 
rGeofferion, Dryer and Feinberg** Method
Advantages
1. Availability of explicit 
decision making tools.
Disadvantages
1. Too many scalar auxiliary 
points are needed to 
construct a function 
curve between the 
attributes. Hence, can be 
difficult to implement.
2. The use of the Tradeoff 
Concept to relate between 
objectives.
2. Difficult to use and 
understand.
3. High degree of judgement 
is required in the 
construction of an
FIG. 2 .3.1 S u m m a r y  of D e c i s i o n  M a k i n g  T e c h n i q u e s  - cont.
accurate function curve
Surrogate Vorth Tradeoff Method
Advantages Disadvantages
1. Availability of explicit 1. Too many scalar auxiliary
decision making tools. points are needed to
construct a function 
curve between the 
attributes. Hence, can be 
difficult to inplement.
2. The use of Tradeoff 
Concept to relate between 
objectives.
D) MATHEMATICAL PROGRAMMING METHODS
Ll nea r  Prngramnl ng Method 
Advanatages
1. The concept of relating 
variables unto a common 
scale without introducing 
arbitrary element into it 
is an interesting concept.
2. Established theory used in 
determining efficient solution
Goal PrngraTmnl ng Method 
Advantages
1. Availability of explicit 





1. Inconsistent units of 




1. Might not be possible to 
construct an accurate 
function curve to relate 
the set of attributes.
FIG. 2.3.1 S u m m a r y  of D e c i s i o n  M a k i n g  T e c h n i q u e s  - c ont.
Dec i s i on
Making




























































































































Explici t Tools 
for Decision Making • • • • • • • •
Easy to Use 
and Understand • • • • •
Sui tabiIi ty for this 
Computer-Based Work • • •
Use of Tradeoff





onto a Common Factor • • • • •
FIG. 2.3.2 List of Features Found in Each Decision Making Technique






Decision Making Mo dels
UNIVERSITY
S c h o o l  o f  M e c h a n i c a l  Engineering 
D e s i g n  G r o u p
- The Development of Computer-Based Design Decision Making Models -
CHAPTER 3 : THE DEVELOPMENT OF COMPUTER-BASED DESIGN 
DECISION MAKING MODELS
3.1 PRINCIPLES IN DECISION MAKING
This chapter covers two main parts of the project; 1) investigation and 
2) the overall layout and structure of the design decision making (DDM) 
work. This is in conjunction with solving standard component selection 
problems. In the development of these techniques, considerations have also 
been given to the list of desirable features that has been established in 
Chapter 2. These features are:-
a) The use of explicit tools for decision making in evaluating 
alternatives.
b) Easy to Use, Implement and Understand.
c) The Use of the Tradeoff Concept.
d) Design Variables are to be related unto a Common Scale or Factor.
It must be appreciated that these techniques are developed with the 
primary aim of assisting designers in decision making. This is by way of 
eliminating manual and laborious tasks which the designer would have to 
undergo in making of these judgements. It has also been established that 
decision making techniques whether manual or computer-based generally adopt 
one or both of these two main principles. They are:-
a) the "ABSOLUTE" principle.
b) the "RELATIVE" principle.
To illustrate these principles, a standard component selection problem 
is adopted. It has been established in Section 1.4, many alternatives can be
- 46 -
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found to satisfy the technical specification. In practice, the designer would
not consider all these alternatives. Instead, a set of boundary conditions or
7
constraints is used. This may be stated by the designer or derived from the 
specification. These constraints are used to discriminate satisfactory from 
unsatisfactory solutions. In a mathematical model, this can be represented by 
the follqwing set of equations.
S(xi,yi) > Oi,
0 < S(x2,y2) < Q2 ,
03 ) SCxs.ya) ) O 4 ,
lies on its boundary S(xn ,yn) = On.
where S(xn,yn) is alternative n
and On is the boundary conditions of attribute n.
This is depicted in Fig. 3.1.1. This discriminatory approach is said to adopt 
the A^BSOLUTE" principle.
Relative means in relation or with reference to some abject or scale. 
An example is to compare the performance of alternative A with that of
alternative B. In the "RELATIVE" principle, it is therefore not simply a
statement of whether the alternative is good or bad. Melther is a decision 
made absolutely right or wrong. The evaluation of alternatives is not based 
on whether they meet or fail a set of constraints like those mentioned in 
the "ABSOLUTE" principle. Instead, a scale has to be established which is
used to measure the relative worth of each alternative.
In most decision making applications, usually both these principles
- 47 -
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have to be employed in arriving at the optimum solution,
a^ 2.JffiEIflITIQJS QF MULTIELB_ATTRIBUTES & XULTIPLE OBJECTIVES
Before progressing, it is necessary to clarify and discuss two common 
terms used in the decision making process. They are multiple attributes and 
multiple objectives.
Multiple attribute decision problems deal with choosing among a set of 
alternatives which are described in terms of its attributes [49]. To 
illustrate, a PT selection problem is adopted in which a set of multiple 
attributes is used to describe a particular PT alternative. The attributes 
may consist of its initial cost, efficiency, life, weight and pulley sizes. 
Selection of a solution is based on two main criteria
a) the decision maker's preferences among values of a given attribute. 
This is how much the designer prefers one PT alternative operating at 94% 
efficiency to that of 96%. To express the designer's preferences, a set of 
limits or constraints is used to discriminate the alternatives. An example is 
satisfactory PT alternatives must cost less than £50.
b) the decision maker's preference across the attributes. This involves 
asking questions like how much more important is cost than weight and 
arranging the attributes in order of importance. It must be said that 
explicit tools like weightings are not used!
Multiple objective decision problems, on the other hand, recognise that 
the attributes are often just means to higher ends in relating the decision 
maker's objectives or goals. Preferences among the attributes have to be 
explicitly expressed. This frequently necessiates;
- 48 -
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a) the use of a value scale to measure the importance of the set of 
alternatives within an attribute. An example is amongst a set of
alternatives, a certain PT drive with a 94% efficiency might be stated to 
have a value of 90 utility points.
b) preference information about the decision maker's objectives. To 
illustrate this point, the importance of minimising cost to weight 
(attributes) can be explicitly expressed in a weighting scale 0-10. Cost, in 
this example, may have a value of 7 while weight as 0.
These preference values are used to describe of the extent to which an
alternative achieves the objectives of the decision maker. Most design
problems are multi attributes and multi objectives.
3.3 MULTIPLE ATTRIBUTE DECISION MODELS
To deal with multiple attribute decision problems, one group of 
techniques known as sequential elimination methods can be used. These 
sequential elimination techniques adopt the "ABSOLUTE" principle to
discriminate alternatives and can be characterized as follows C493:-
a) a set of available alternatives with specified attributes and attribute 
values.
b) a set of constraints across the attributes.
c) a process for sequentially comparing alternatives on the basis of 
attribute values so that alternatives can be either eliminated or retained.
d) in some cases, ordering across attributes.
To investigate the use and impact of sequential elimination methods had on 
the DDM process model, a study has been made on three existing manual
methods. These methods needed modification to deal with this type of
- 49 -
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computer-based work. The three methods are conjunctive and disjunctive 
constraints, lexicography and elimination by aspects.
3.3.1 CQMJUMCTIVE AMD DISJUNCTIVE CONSTRAINTS
This method [76] involves the comparison of the attributes of the given 
alternatives with the attributes of a standard. The standard consists of two 
sets of constraints. They are conjunctive and disjunctive constraints. These 
constraints are used to discriminate satisfactory from unsatisfactory 
alternatives. This is by applying the constraints on certain attributes of an 
alternative. Conjunctive (AMD) constraints are "absolute" requirements and 
are usually used to mark out the limits of the problem. Hence, they act as a 
filtering device to reduce the number of passible alternatives. To cite a 
pair of conjunctive constraints is that of efficiency must be greater than 
80% and cost must be less than XI00. For an alternative to be considered as 
satisfactory, it must have an efficiency greater than 80% and cost less than 
XI00. These constraints are therefore tended to be quite loosely defined or 
set at a minimal level. The reason is that for an alternative to be 
considered acceptable, it has to satisfy the entire set of conjunctive 
constraints. If the conjunctive constraints are set at maximal level or too 
stringently, no or few alternatives would be found. Disjunctive (OR) 
constraints, on the other hand, represent the desires of the decision maker. 
This involves maximising or minimising of a particular attribute. To 
determine a satisfactory alternative, it has to meet the requirements of any 
one of the disjunctive constraints that has been established. Generally these 
constraints observe the maximax rule or set very stringently, otherwise, 
most alternatives will pass through them.
- 50 -
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To illustrate this technique, a typical PT problem found in the 
manufacturer's catalogue is used. A designer requires a non-lubricating PT 
drive from a 1440 rev/min 7.5 kV normal torque a.c. electric motor, to a 
rotary pump at 750 rev/min. Solutions are to be within a 5% speed ratio 
tolerance. The centre distance is to be approximately 600mm, and the PT 
drive will be required to run 14 hours/day. The motor shaft is 42mm diamter 
and the pump shaft diameter is 55mm diameter.
It has been established from the set of design specifications, 33 
alternatives would have been generated. Its set of attributes, such as its 
initial cost, weight, efficiency and life, used to describe each alternative 
can be found in Fig. 3.3.1. These alternatives are generated from a small 
component database as described in Section 1.4. If a larger component 
database is established, more alternatives would have been generated. It can 
therefore be difficult for the designer to select an appropriate solution 
from this large number of alternatives. By computerising this technique, 
unsatisfactory alternatives can automatically be sorted out. Firstly, a set 
of conjunctive constraints has to be established and this may be stated as 
follows:
a) weight must not be greater than 20 kg.
b> efficiency has to exceed 94%.
c) life must be greater than 20000 hours.
From this set of conjunctive constraints, it has been found from 33 
alternatives, it has reduced to only 16. The rest of the alternatives have 
failed to meet the requirements and are marked with "#* signs as shown in 
Fig. 3.3.1. Disjunctive constraints are then used to discriminate these 16
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alternatives. In this illustration, two disjunctive constraints are specified. 
They are to satisfy either a certain cost limit or efficiency limit and this 
is stated below:-
a) initial cost must be less than £63.50.
b) system must have an efficiency greater than 97%.
It been found that of the remaining 16 alternatives, no
alternatives satisfy both the conditions. Only option 25 meets the cost
requirements (condition a) and hence is selected (V). It must be appreciated
that to arrive at the appropriate solution involves accurate specification of 
these constraints. This can be difficult and usually a number of iterations 
is required.
3.3.2 LEXICOGRAPHY
In the lexicographic approach 1771* a comparison is to be made across 
alternatives for a single attribute. It requires attributes be ranked in 
terms of importance, and the intra-attribute values be placed on an ordinal 
scale. Once the most important attribute is selected, the alternative having 
the highest value on this attribute can be determined. If a single 
alternative emerges, it is this alternative that is chosen, and the procedure 
stops. If multiple alternatives have the highest value on the specified 
attribute, then the attribute ranked second in importance is compared across 
all alternatives. The process continues in this way until a single 
alternative emerges, or until all attributes have been examined.
- 52 -
- The Development of Computer-Based Design Decision Making Models -
To illustrate this technique, the designer is to select a solution based 
on the above PT problem. A set of attributes has been established and they 





In maximising life, all "H" alternatives are rejected because they have a life 
of only 8000 hours as compared to the others with 25000 hours. The failed 
alternatives are marked with "X" signs as shown in Fig. 3.3*2. This leaves 24 
alternatives and they are tested to see which solution gives the lowest cost. 
Option 25 is found to have the lowest cost and hence is selected (*/>. It 
must be said that the search process stops here. This technique has found to 
be too rigid and very simple for this computer-based application. To improve 
the performance of this technique, one approach is to make some 
modifications to include bands of Imperfect discrimination. An example is to 
select alternatives that are to be within +£5 of the minimum cost. This 
would imply besides option 25, four others (Options 26-28, 32) would have 
been satisfactory. One reason for the introduction of bands is to prevent 
one alternative not to be judged better just because it has slightly higher 
value on one attribute. This can distinctly be seen in the above PT selection 
problem between Option 25 and 32 where the cost difference is only marginal 
(i0.62).
3.3.3 ELIMIffATIQH BY ASPECTS
This approach is first suggested by Tversky £783 and is quite similar 
to the lexicographic method. It examines one attribute at a time, making
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comparisons among alternatives. Unlike lexicography, a slight difference 
occurs when alternatives that do not satisfy conjunctive constraints may be 
adopted in the elimination process to determine the last satisfactory 
alternative. Another difference is that the attributes are not ordered in 
terms of importance, but are arranged based on likelihoods that it would 
lead to a rapid convergence of the appropriate solution.
As an illustration of elimination by aspects, the above PT example is 
used as shown in Fig. 3.3.3. The designer has an ordered list of questions 
based on the probability that it would rapidly arrive at a solution. They are 
stated below:
a) How many alternatives would cost less than £70?
Only six options (Options 23,25-28,32) satisfy. The rest have failed to 
meet this requirement and are marked with "£" signs.
b) How many alternatives weigh less than 10 kg.?
Only two of the remaining eight options (Options 23,25) satisfy. Failed 
alternatives are marked "X".
c) How many alternatives can last more than 20000 hours and have an 
efficiency greater than 95.5% (Conjunctive Constraints)?
Only option 25 satisfy both conditions and hence is selected. The search 
process terminates here.
3.3.4 DISCUSSIQJ QF SEQUENTIAL ELIMINATION METHODS
Although the three above methods adopt the "ABSOLUTE” principle in 
discriminating alternatives, they differ in two key areas
a) The Conjunctive and Disjunctive Method compares all attributes across 
a given alternative. This is examining collectively all the attributes of the
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given alternative with the attributes of a standard. Vhereas, the 
lexicographic approach and elimination by aspects compare across 
alternatives for a single attribute.
b) The lexicographic approach differs from elimination by aspects in the 
way that attributes are ordered and bases the attribute order on importance. 
Vhereas, elimination by aspects relates to the likelihoods in which the 
optimum solution can be arrived at readily.
This next section discusses the relative merits of sequential elimination 
approaches (as a whole) have on the DDK process model. It must be said that 
sequential elimination methods are usually simple to understand and 
implement. This is because the attributes are not used as means-end to the 
decision maker's objectives. By means-end, it refers to what extent does a 
given alternative achieve the decision maker's goals. Hence, these attributes 
need not be explicitly expressed and weighed. Instead, the designer is only 
required to have some idea of the relative importance of the attributes to 
carry out the decision making process. Lesser demands are therefore expected 
of the designer as compared to multiple objective decision problems.
Unfortunately, problems do arise when adopting these methods into the 
DDX process model. Firstly, it must be appreciated that to arrive at the 
appropriate solution involves accurate specification of the problem 
constraints. This can be difficult and usually a number of iterations is 
required.
Secondly, sequential elimination methods require that the absolute 
constraints be specified and attributes be ordered. It must be appreciated
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that the selection is based on whether an alternative has met the set of 
constraints and in which order. An example is the PT problem in the 
lexicographic approach where the search process terminates at minimise cost. 
Vhile the remaining list of attributes like maximise efficiency, minimise 
weight are not considered. In standard component selection problems, it is 
generally found that the differences among the alternatives in each attribute 
are only marginal. An example is between Options 23 and 27 as shown in Fig.
3.3.1. From the figure, it can be seen that Option 27 (£67.60) costs
marginally less than Option 23 (£68.79) but lower in efficiency. It is
therefore very difficult for designers to make any explicit absolute cutoff 
points without considering the influence of other attributes have on the 
decision making process. Generally, most designers prefer to use 
compensatory measures like weighting and rating scales to take into account 
other attribute values. This usually result in the establishment of an
overall preference model.
Thirdly, designers generally find it helpful if the alternatives can be 
measured explicitly. This would enable the designer to know the extent to 
which a given alternative has achieved its set of goals. This requires 
measuring the overall preferences of decision making problems. It must be 
said that sequential elimination methods do not provide this extra level of 
contrast that making of explicit comparisons. This problem, however, can be 
overcame if multiple objective decision techniques are adopted.
The above discussion reveals an important part of the work in adopting 
sequential elimination methods as a filtering device in the DDM process. 
This lines up with what the designer does in practice generally of having a
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vague idea concerning the relative importance of the attributes. This idea 
can be used to establish a set of conjunctive constraints. Hence, completely 
unsatisfactory alternatives can quickly be removed out from the decision 
making process. Clearly for a computer based DDK process, these "VAGUE" 
ideas have to be quantified.
The establishment of conjunctive constraints by the designer paves the 
way for the development of the Knowledge Processing System. This is 
described fully in Chapter 7 in which these conjunctive constraints are used 
as guidelines. This is to assist novices and designers in dealing with future 
standard component selection problems.
It must be said that sequential elimination methods are not suitable in 
the evaluation of alternatives where detailed comparisons are required. This 
is because the decision maker would find it very difficult to state 
accurately the absolute requirements of the problem. Multiple objective 
decision models which adopt the "relative" principle are therefore found to 
be more appropriate. XacCrimmon C493 endorsed this view by stating, "To 
tackle decision making problems, a combination of methods (adopting both 
decision making principles) is usually found to be more effective than a 
single technique."
A DDK process model framework has therefore been developed based on 
the above reasons as mentioned. The framework adopts both the "ABSOLUTE" 
and "RELATIVE" principles as illustrated in Fig. 3.3.4. Inputs are entered 
into the DDM process which are used to generate alternatives. Sequential 
elimination methods are then employed to mark out the problem limits and
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completely unwanted alternatives are readily removed from the decision 
making process. Vhile multiple objective decision making techniques are used 
to evaluate the optimum solution. It has been established that this DDM 
process framework is suitable for. computer-based work and can effectively 
handle standard component selection problems.
3.4 MULTIPLE OBJECTIVE DECISION MODELS
In general, multiple objective decision models are more complex and 
pragmatic than multiple attribute decision models. One immediate consequence 
of being pragmatic is the idea of "absolutes" has to be abandoned and 
replaced with relativity. Thus, a statement is not simply good or bad, and an 
action is not absolutely right or wrong. Instead, a scale has to be 
established to measure the relative worth of each alternative.
In Chapter 2, a review has been carried out on a number of multiple 
objective decision making techniques for standard component selection 
problems. The study shows that most of the manual decision making 
techniques are unsuitable for this computer-based work. A multiple objective 
decision model has therefore been developed to deal with this complex aspect 
of the problem. For simplicity reasons, this is shown in the form of a block 
diagram as illustrated in Fig. 3.4.1. Into the model flows information and 
out of it comes a recommendation. It must be said that the model is more 
complex than it seems and has to be fully appreciated before proceeding. 
Each component will be therefore discussed in detail. The model consists of 
five main components
a) DATA IIPUT SYSTEM
b) PREDICTIVE SYSTEM
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c) VALUE SYSTEM
d) DEC1SI0I EIGIIE
e) ERROR ANALYSIS MECHAIISM
3.4.1 DATA INPUT SYSTEM
The first component in the decision making process is the data input 
system and it is made up of two sets of entries. They are:-
a) the problem specification
b) environmental description of system.
a) Problem Specification
In this section, it deals with the type of specifications or constraints 
applied on the problem in the generation of alternatives. These constraints 
can be divided into two smaller sub-groups 
i) technical considerations 
ii) objective considerations 
Technical considerations deal with the design of a system. Examples of 
technical specifications are its running power, input and output shaft speeds 
and diameters. Vhile far objective considerations, the decision maker 
expresses goals by establishing attribute limits like minimum efficiency and 
life before the alternative is considered as satisfactory. This adopts the 
■ABSOLUTE" principle. The set of satisfactory alternatives generated will 
then proceed to the value system (decision making matrix) to be rated.
b) Environmental Description of System
The second set of entries is used to describe the system operating 
environment. In the PT selection problem, some of the factors used to 
describe the system environment could be its working conditions, the type of
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prime mover, driven machine and its machine duty. The description of the 
system environment would then allow the designer to state preference values 
for the set of objectives. Another approach that can be adopted is to trigger 
off the predictive system in formulating a set of objective weightings which 
measures the relative importance between attributes. This is based on 
previous standard component selection problems. This set of weightings are 
then introduced to the value system for evaluating out of design 
alternatives.
3.4.2 PREDICTIVE SYSTEM
In practice, most decision problems are made under the conditions of 
uncertainity. To proceed, Cooke/Slack 1361 state that a decision maker would 
usually adopt one of the three main ways to deal with this uncertainity 
problem.
a) Make the best possible guess based on the information available,
b) Adopt a more optimistic outlook to the problem that is not taking 
uncertainity into account.
c) Incorporate uncertainity into the decision making model.
It is this third approach that is mo6t widely discussed in management 
decision books [37-43,79,801. The Predictive System is generally used to 
determine the likelihood outcome of an alternative. This is usually 
quantified as a probability figure in which the higher the probability, the 
greater the certainity of the outcome will be. This probability value is then 
used to measure the desirability of an alternative.
In standard component selection problems, decisions are not made under 
the conditions of uncertainity. This is because all the alternatives
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generated are explicit and known. Hence, it is not relevant to take into 
considerations of the uncertainity or risk factors as all the alternatives 
will have a probability of one (certainity).
Instead, the Predictive System has been developed to determine the most 
likely sets of values used by designers. The sets of values are the objective 
constraints ("ABSOLUTE") and a set of intra-objective preferences 
("RELATIVE"). As described earlier in Section 3.3.4, the objective constraints 
are the loose limits specified by designers to discriminate completely 
unsatisfactory alternatives. An example is a satisfactory alternative must 
cost less than £100. On the other hand, intra-objective preferences are a 
measure of the relative importance across the set of objectives. To 
illustrate, the designer may state to minimise cost is very important while 
minimise of weight is unimportant. In the weighting scale, this may be 
represented as cost having a score of 8 while weight has 0.
These sets of values sire then used to evaluate the optimum solution 
from a given set of alternatives generated. They are stored in the knowledge 
base which also contains expert judgements derived from previous standard 
component selection problems. The predictive techniques employed and its 
associated problems in determining the most likely set of values from the
knowledge base will be fully discussed in Chapter 7.
3.4.3 VALUE SYSTEM
Values are decision maker's basic preferences and occupy the central
position in determining decision behaviour. They are evaluated based on the
techniques developed. This is dependent on the impressions and judgments
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formed by engineers in stating whether certain attributes in a particular 
design problem are important or not. For computation purposes, these values 
have to be measured explicitly. One of the most effective ways to 
communicate is to express them in numbers. Otherwise as Lord Kelvin states, 
■Vhen you cannot measure what you are speaking of and express it in numbers 
your knowledge is of a very meagre and unsatisfactory kind [81].* Once 
established it is therefore now possible to measure these values and 
alternatives can be ranked in order of merit. This is by using the powerful 
deductive rules employed in decision analysis theories.
In standard component selection problems (as well as most decision 
problems), the Value System is used to measure the relative importance of an 
alternative. This may be manually executed or unto a more complex approach 
which Involves incorporating computerised algorithms into the valuation 
process. Generally, the Value System consists of two main parts r-
a) merit evaluator
b) objective appraiser.
The merit evaluator assigns ratings or utility values across the alternatives 
for a single attribute. Vhile the objective appraiser compares the relative 
importance across the attributes.
a) MERIT EVALUATOR
The Merit Evaluator concerns the comparison across a set of 
alternatives within a single attribute. To rate these alternatives, two major 
forms of measurement are commonly employed. They are in terms of money or 
on an explicit scale. Although most engineers understand the value of money 
well, it has been established that the explicit scale is more suitable in
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dealing with system design using standard components. This is attributed to 
a number of reasons. Firstly, it is very difficult to explicitly price all the 
attribute values. This is because the attributes have different units of 
measurement. One illustration is to value the price of a system operating at 
a 94% efficiency. Another illustration is to value the price for a system 
with 15000 hours of life. It must be appreciated that this pricing policy 
has not taken into account other considerations, such as the machine type, 
its working conditions, which may have bearing on its price. This would make 
the problem even more complex! An example is to compare a machine operating 
at two different environment; very abrasive and dusty, and dust free 
environment. Clearly, their prices would most likely differ if both of them 
have the same life span.
Another reason is that generally designers would find it easier to 
express accurately the preference values of the alternatives. This is because 
the attribute values of the alternatives are explicitly expressed and when 
comparing alternatives within a single attribute, they have simlliar units. 
This is in line with the explicit scale. Discipline and structure of one's 
decision making, and how decisions are made can therefore be effectively 
communicated with other designers.
Rating and utility functions are two commonly used explicit methods 
and thus have been examined. These methods have to be computerised when 
dealing with standard component selection problems. This is because it has 
been established that a selection problem can have many alternatives. It is 
therefore very tedious, time consuming and technically unsound if designers 
have to rate and assign merit values to each of the alternatives manually.
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Rating Methods
Bating methods are one of the simplest forms of intra-attribute measurement, 
a designer can use in the ranking of alternatives 137-41,61], To automate the 
decision making process, one method is to rank alternatives at discreet 
ordered intervals. For example in the PT problem, the designer’s main 
objective is to minimise cost. The selection is to be made from five 
alternatives whose costs are: £90, £200, £95, £150 and £500. Using a 1-5 
scale, the set of alternatives would probably be ranked as follows: £90(5), 
£95(4), £150(3), £200(2) and £500(1). The ranked (merit) scores are marked 
in brackets with the highest score denoting the best solution.
Although correct deductions are made in the the right sequential order, this 
rating approach lacks accuracy in highlighting the differences among the 
alternatives. This can be clearly seen between two sets of cost values. The 
best rated pair (£90 and £95) and the worst rated pair (£200 and £500). 
Their cost differences are £5 and £300 respectively and yet the differences 
between their rated scores remain the same (1).
Therefore, modifications are required to cater for this inaccuracy. One 
suggested approach is to establish common bandwidths. If the alternatives 
fall within these marginal bandwidths, the alternatives will have similar 
merit scores. To illustrate the following bandwidths are established: 1-50,
51-100, 101-150, 151-200, ....451-500. If a 0-10 scale is employed, the
alternatives would then be ranked as £90 and £95 (9), £150 (8), £200 (7) and 
£500 (1). This does improve the rating technique accuracy.
- 64 -
- The Development of Computer-Based Design Decision Making Models -
Nevertheless, there is a difficulty in establishing these marginal 
bandwidths. It is the variations of system costs (attribute) from one 
selection problem to another. An example is a lOkV PT system may cost 
between £60-£150 while 50kV PT system may range from £500-800. If a 
standard bandwidth of £20 is set, clearly this would have more effect on the 
lOkV PT system than 50kV PT system. This is because the ratio of bandwidth 
to system cost is greater. A more appropriate method is to set the bandwidth 
within a prescribed percentage, say an arbitrary value of 10% of its maximum 
cost.
It must therefore be said that for this computer-based work, rating methods 
are found to be not particularly suitable. The reasons arer-
a) no accurate and meaningful approach exists in aggregating the ratings 
of alternatives.
b) a stronger argument is the availability of existing techniques, such 
as utility functions and ratio scales, which can measure more accurately the 
merit values of the alternatives. This is provided that in the DDM process 
model, the attribute values have to be made explicit before assigning merit 
values to them.
Utility Functions
The utility function is a curve which reflects the decision maker's 
perferences of a set of attribute values on to a scale. This approach is 
widely adopted and discussed by decision makers [36,82-87]. It must be said 
that the shape of the utility function is entirely subjective and the utility 
scale itself is quite arbitrarily chosen. A typical scale is 0-100 in which 
the attribute values found at the top of the scale (100) are very much
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preferred over those at the bottom. Mevertheless, there are certain 
underlying axioms [84] in which the attribute values have to follow in 
relating them unto the utility scale. These axioms are fully described in 
Appendix 3.
Before proceeding, it is important to appreciate what the shape of the 
utility function means. This is because it forms the basis of a forthcoming 
assumption to be made in the evaluation of alterantives generated. This will 
be discussed in the later paragraphs. Generally, the utility functions occur 
in three main forms [36,611. They are the risk neutral, the risk adverse and 
the risk seeking curves as illustrated in Fig. 3.4.2. The risk neutral curve 
has a constant slope which shows an unbiased attitude. This indicates that 
the designer gets equal pleasure from a unit Increase in outcome or equal 
displeasure from a unit decrease in outcome. This is no matter what level of 
outcome in the utility scale is considered. To illustrate the utility scale is 
used to measure the outcome of efficiency. At the top of the utility scale, a 
100 merit point is equivalent 100% efficiency. Vhile at the bottom, a 0 merit 
point is equivalent to 0%. For a constant slope, it means for every 1% 
increase in efficiency, it is equivalent to a rise of one utility point.
The risk adverse curve has a greater slope at bad outcome levels than at 
good outcome levels. This indicates that the designer is relatively happier 
to be getting away from a bad outcome than unhappy at forgoing a good one. 
Using the efficiency example above, it means that for a 1% increase in 
efficiency at the lower end of the utility scale, it is equivalent to a larger 
rise (>1) in its utility points. Vhile at the upper end of the utility scale, 
a 1% increase in efficiency would have a smaller rise «1) in its utility
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scale. The risk seeking is the converse of the risk adverse curve. This 
means that the designer is getting relatively more pleasure at the 
possibility of achieving a good outcome than being displeased at the 
possibility of suffering a bad outcome.
In the DDM process model, to relate attribute values of alternatives onto a 
common scale, a utility function has to be constructed. To illustrate, a 
following set of efficiency values is to be employed; 20%, 50%, 70%, 80%, 90% 
and 95%. One approach, known as the basic reference lottery [36,6111, can be 
used to construct a utility function that would relate these efficiency
values onto the utility scale. This technique is described in Appendix 4. One 
immediate problem is the subjectivity of these utility functions which are 
very much dependent on the decision makers' preferences. Hence for this set 
of efficiency values, one designer may construct a risk-neutral utility curve 
while another may construct a risk-adverse curve. Thus at various points of 
the utility functions, their utilities may be slightly or entirely different 
from another. An example is in the risk-neutral curve, 50% efficiency would
have 50 utility points while in the risk-adverse curve, 50% efficiency would
have a score of 70.
Besides the large variations in the utility functions, it must be appreciated 
that to construct an accurate utility function can be very difficult. The
reason is that a careful formulation of the utility curve has to be made 
which would accurately reflect the decision maker's preferences. This 
involves carrying out lots of iterations and establishing many sample points 
on the curve. It must be said this is just comparing alternatives within a 
single attribute for a certain standard component selection problem! Thus, it
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is extremely difficult and impractical to establish accurate utility 
functions that would be able to deal with all standard component selection 
problems. This is because to make decisions on a set of attributes, all the 
utility functions have to be established. This can be very tedious and 
cumbersome for the designers.
To build a computer-based DDM process model, it is therefore necessary to 
make an assumption in the establishing of the utility function. The 
assumption is that within a certain confined area whose boundaries are 
marked by the designer, the risk-neutral (linear) function is used to relate 
the alternatives onto the utility scale. In standard component selection 
problems, this assumption is reasonable as most designers would be prepared 
to accept any solution from a set of satisfactory alternatives generated. 
This is provided that these alternatives have already fulfilled a certain set 
of requirements or constraints set by the designer.
b) OBJECTIVE APPRAISER
Objective appraiser is another component in the Value System and it is 
used to make a comparison of the relative importance across the attributes 
for a given alternative. Weights and tradeoffs are two possible methods used 
in establishing the relative importance between the designer's objectives. 
Their values are generally expressed as constants and this signifies that 
comparisons between attributes remain indifferent throughout within the 
intra-attributes. The reason for this indifference is that any variation 
across the attributes would be reflected in the utility functions.
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3.4.4 DECISION ENGINE
It can be said that the Merit Evaluator is used to determine the merit 
values for a set of alternatives for a single attribute. Vhile the Objective 
Appraiser is used to determine the relative importance of the set of 
attributes. The role of Decision Engine is to integrate the Merit Evaluator 
and Objective Appraiser and determine an overall set of merit values for the 
alternatives. From these values, the Decision Engine would then be able to 
recommend an appropriate solution to the designer. Three manual multiple 
objective decision making techniques ajudged to be suitable for this 
computer-based design decision making task have been investigated. These 
techniques attempt to characterise the importance of each objective and 
through that allow alternatives to be ranked in order of merit. The 
techniques are:
a) "Goal Programming" Method
b) "Weighting" Additive Method
c) "Tradeoff" Additive Method
All three techniques make use of a common utility scale.
a) "Goal Progrannning" Method
This method is a modification of the linear programming technique as 
described in Chapter 2. It attempts to relate one objective to another by 
means of a functional curve. To do so, the designer may use a design 
parameter common to these objectives. An example is that of a designer 
constructing a relationship between two objectives: pulley cost and weight of 
a PT system. These objectives can be related to one another by means of the 
pulley diameter. The relationships between a single pulley diameter with 
three grooves to cost and weight of four different types of wedged belts are
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then plotted. The results are illustrated in Fig. 3.4.3 and 3.4.4. The figures 
show that the pulley cost and weight are proportional to its diameter, is
7
the pulley diameter increases, so are its cost and weight as would be
expected. The figures also reveal that far the same pulley size, 'SPZ' belt
pulleys are the cheapest and lightest while 'SFC' belt pulleys are the
costliest and heaviest. This technique offers significant advantage in that 
the relationship between objectives can be explicitly measured off. This is 
by using a common utility interval scale without Introducing any arbitrary 
elements, as in the case when constructing a linear utility function. To
evaluate the merit score, the equation stated below is used.
Merit Score = Vi x Ui + Va z U2 .... + x Do.
where Vn is the objective weighting of n 
and Uo is the utility value of n.
However, there are three main problems in adopting this technique:
a)~ From the figures, it can be observed that the relationships between 
the single pulley and the objectives (cost and weight) are very complex. The 
data used to construct these shapes are only from one manufacturers'
catalogue and if more catalogue information is to be added into the database, 
these relationships will be even more complex. This does make one ponder 
over the question whether there is any genuine relationship existing between 
the objectives. Although curve fitting of these complex shapes may still be 
possible.
b) In the design process, it must be appreciated that the decision making 
is not only based upon the selection of a single component part but
frequently has to deal with a system consisting of a number of components. 
Citing the belt PT problem, a simple PT entity is made up of five main
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components: two pulleys, two taper locks and a number of belts. This
represents a very small number in the system. If each of these components is 
to exhibit its own curved relationship that is different, to obtain any 
genuine relationship between the objectives is extremely unlikely.
c) Thirdly, changes due to new development (the use of new materials) and 
economic considerations (cost of components, redesign, different 
manufacturing methods, etc) may be made which will completely change the 
relationships.
b) "Veightlng^ .Additive Method
The additive method is to obtain a total scare far each alternative 
simply by multiplying the utility scale for each attribute value by the 
importance weight assigned to the attribute and then summing these products 
over all the attributes. The underlying axioms and mathematical 
justifications of this technique can be found in the independence utility 
theory stated by von leumann and Xorgenstern. [82,83].
To determine the weighting values, the Likert Scale which is a 
representational scale and is used to denote the relative importance of the
objectives set at an arbitrary scale 0-5 as shown in Fig. 3.4.5. This means
w
that if A is measured to ^more important than B, and B to C, then A must be 
more important than C.
As for the utility scale which reflects on the decision maker's relative 
preference, two points need to be mentioned here:
a) A typical crude utility scale 0-100 is arbitrarily selected.
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b) As the problem deals with real, unbiased and risk-free alternatives, the 
assumption has to be that the attribute values are to be measured linearly 
related to its worth.
The step procedure of this technique is stated below:
1. Determine the common objective ranges.
2. Mark the objective values using linear scale.
3. Total the score using the formula stated below:
Vix Uix 100 Vasx U2x 100 Vr»x U„x 100
Merit Score = --------  + ----------- : + ---------
<T, -  Bi ) (T, -  B ,>  (Tn -  Bn)
where Vr. = weighting value of objective n
Un = utility value of objective n
Tn = Top limit of objective n
Bn = Bottom limit of objective n
An example using this technique has been worked out and is shown in Fig.
3.4.6.
This technique allows the designer to state his preferences readily 
hence providing some judgmental guidelines in the selection of a system. 
However, the decisions made are rather subjective and do not explicitly spell 
out the designer's preferences adequately.
c) "Tradeoff" Additive Method
The "tradeoff* additive method is a modification of the above technique 
in which the relative objective importance is related using tradeoffs instead 
of weights. These tradeoffs are then transformed into weightings. This
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technique is preferred for two main reasons. Firstly, decisions are related 
back to costs. This is important as most people relate to the value of money 
and this allows better communication. Also, it forces designers to think very 
carefully or more explicitly in monetary terms, what is really required 
before committing to their tradeoff values. Another reason is that designers 
do base their decisions using tradeoffs between objectives. For example, a 
designer may be faced with only two alternatives with all other objectives 
being equal: toothed belt (A) or wedged belt (B). A costs only £90 and has a 
system life of 10000 hours while B costs £95 but has a longer system life 
of 25000 hours. If it is acceptable to pay an extra £5 to have system life 
increased by 5000 hours, obviously wedged belt (B) would be selected. Fig. 
3.4.7 shows a worked example using the "tradeoff” additive method.
3.4.5 ERROR ANALYSIS MECHAMTSM <EAJP
There are many problems associated in setting up of component 
databases (see Chapter 4). The BAM deals with one of these problems that is 
when no solutions or a relatively small number of solutions are generated 
for a given set of problem specifications. The reasons can be various and 
might be due for example to the database size or tight conjunctive 
constraints or small design tolerances set or a combination of both. It has 
been said that a small component database can generally handle fewer 
selection problems than a large database. Vhile no or few solutions can be 
found to satisfy the problem requirements if the constraints are set too 
tightly. Consequently, the designer is faced with two choices: either to 
select from one of the limited solutions <if any) or the whole process is 
run again with a changed specification.
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Even then, the problem of over-specifying tight design tolerances or 
constraints might still be repeated. The reason is that this over-specified 
problem which result in the removal of alternatives from the decision making 
process have not been made explicitly known to the designer. Thus, rational 
corrections cannot be made.
EAM is therefore important to this work as it concerns the 
incorporation of "intelligent" strategies into the DDM process. Two "error 
detector CED)" strategies have therefore been developed and they are used to 
highlight the problems of over-specifying of tight design tolerances and 
constraints. Through this, the designer is able to make the necessary 
corrections or adjustments rationally.
a) 1st ED Strategy
The first ED strategy is to compare attribute values of alternatives 
with the set of constraints. These attribute values can either be technical 
or objective variables. Alternatives that do not meet the constraints would 
be marked with a set of (+) and (-) signs and stared into a database. The 
(+) sign denotes that the alternative has exceeded a certain constraint 
while the (-) sign denotes that the alternative has fallen short of a 
specified constraint. An example is comparing the cost limit of £100 with 
the alternative costs £120. As the alternative has exceeded its cost limit, 
it will be marked with a (+) sign. These signs are stored and later 
displayed which would inform the designer where the failures have occured. 
Fig. 3.4.8 shows a flowchart of this ED strategy.
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To illustrate this ED strategy, a PT selection example is used. A belt 
drive is required to transmit power from a 1440 rev/min 11 kV direct-on- 
line start electric motor to a vibratory screen: the screen has to run a 450 
rev/min for up to 12 hours/day at approximately 580mm centres. The motor 
and screen shafts are 48mm and 60mm diameters respectively. Two objective 
constraints have also been established. They are satisfactory alternatives 
have to cost less than £100 and have at least an efficiency of 95%. Assuming 
two alternatives have been generated, they have found to meet all the 
technical but not the objective constraints. Their respective costs and 
efficiencies are as follow: £110 and £95, and 94% and 92%. The cost and
efficiencies of these alternatives will be marked with the appropriate signs
and presented to the designer. This is stated below:
Alternatives Cost limit (£1QQ> Efficiency limit (95%)
A (+) (-)
B < ) <-)
where (+) = alternative has exceeded limit.
(-) = alternative has fallen short of limit.
( ) = satisfy the requirement.
The objective limits are stated in brackets. The above figure shows to the 
designer the number of unsatisfactory alternatives and where they have 
failed. For example, Alternative A has found to failed in two areas. Its cost 
has been exceeded and its efficiency has failed to meet the requirements. 
Besides this, the figure can also be translated as to increase number of 
satisfactory solutions the designer has to either increase its cost limit or 
lower its efficiency value.
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One immediate problem with this ED strategy is the lack of information 
presented. This is because the signs do not inform the designer by how much 
the solutions have exceeded or fallen short of its constraints. To obtain a 
reasonable set of alternatives, the designer usually has to undergo a number 
of iterations that is either by increasing or decreasing its objective
limits. This can be tedious and time consuming as it involves running 
through the whole process again. An example is to reduce the efficiency
value to 90% and increase the cost limit to £130. These limits may now be
stated too loosely. The result is both alternatives would be considered 
satisfactory and it does imply that many more alternatives can be found. 
Conversely, if only a small alteration is made whereby the efficiency is 
reduced to 94.5%, the constraints may still be too tight and hence no
significant impact on the set of alternatives is made.
To improve this strategy, one suggested approach is to determine the 
differences of the attributes that have failed in the set of technical or 
objective constraints. This involves introducing an addition step into the 
previous strategy as shown in Fig. 3.4.9. Thus, whenever the strategy is 
faced with a unsatisfactory alternative, it not only registers its causes of 
failures (+ or - signs) but also how much the attribute has exceeded or 
fallen short by. Using the above PT selection problem, the attributes of the 
two unsatisfactory alternatives will be displayed below:
Alternatives Cost limit (£100) Efficiency limit (95%)
A (+10) (-1)
B ( ) (-3)
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This improved strategy is more explicit in highlighting the extent of the 
failures in the various alternatives. Designers are therefore able to make 
better rational adjustments to the cost and efficiency limits. Nevertheless, 
one problem may be to re-specify the objective constraints. As the attribute 
values shown exist as differences, calculations have to be made in 
determining the actual cost and efficiency for each alternative. This is 
inefficient, impractical and can be cumbersome, especially when dealing with 
a large number of alternatives. Also, it can quite easily impair the 
designer's judgement.
b?.. 2nd ED Strategy
Another ED strategy is to compare alternatives with its technical and 
objective constraints. Alternatives which are not satisfactory would be 
stared into the database and later displayed. A small program which contains 
the set of constraints is then used to mark out <"<" and ■>") the failure 
areas in these unsatisfactory alternatives. This ED strategy is illustrated 
in Fig. 3.4.10. Using the above PT selection example, the set of 
unsatisfactory alternatives will be presented as follows
Alternatives Cost limit (£100) Efficiency limit (95%)
A > £110 < 94%
B £95 < 92%
where > = solution has exceeded the allowable limit
< = solution has failed to meet the allowable limit 
■ ■ = solution within allowable limit 
The above figure clearly indicates where the failures have occured. In 
Alternative A, this is in two key areas. It has exceeded its cost limit and
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failed to meet its efficiency value. It is also found that attribute values 
are explicitly stated, designers are therefore not required to work them out 
as in 1st ED strategy. This would assist in re-specifying a more appropriate 
set of constraints. For this reason in system design using standard 
components, this strategy is preferred over the first ED strategy.
c) PROBLEMS RELATING TO THE CQHSTRUCTIQJf QF EAM
There are two main problems in setting up of EAM in the DDM process. 
The first problem is efficient staring of unsatisfactory alternatives. In 
system design using standard components, alternatives are generated using 
information extracted from the global database. A global database contains 
catalogue information and is independent of the DDM process. Frequently, 
during the generation of alternatives, many types of derived data are
evaluated but not all are useful in describing the alternatives. To save
storage space, this therefore involves identifying the relevant set of
derived data (design parameters) first before storing them. Also as it is 
sensible to use the computer memory effectively and efficiently, one
appropriate approach is to establish local or temporary databases to house 
these derived data. The concept of local and global databases are fully 
described in Chapter 4.
The storage of these unsatisfactory alternatives into the local 
databases meant that ED strategies can then be used to highlight where 
failures have occurred. Also, it would enable the designer to make the 
necessary rational corrections to the problem. To proceed, two main areas 
have been identified:
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a) changes to be made on certain technical specifications such as power, 
shaft speeds and centre distance. Any such alterations constitute a new 
selection problem which means the design process has to be rerun. This is 
because of the problem of derived data.
b) make changes to other technical specifications and objective 
constraints. Examples of other technical constraints are its maximum system 
length, width and shaft diameters. While objective constraints could be cost, 
efficiency and life limits.
It has been established that if only constraints in area (b) are to be 
altered, one possible and quick method is to make use of the set of 
unsatisfactory alternatives stored in the local databases. This is by 
identifying solutions from the set of alternatives which have now satisfy 
the modified constraints. These satisfactory solutions are to be termed as 
■post-modified CPM>" alternatives. This represents a substantial amount of 
time-saving as it does not require the DDM process to be run all over again. 
Nevertheless, difficulties do arise when PM alternatives are to be 
reintroduced into the DDM process and presented along with previous
satisfactory CPS) alternatives. Firstly, PM and PS alternatives are stored 
in two separate data files in the local databases. The reason is that in the
process of generating alternatives, satisfactory and unsatisfactory
alternatives have to be discriminated from each other. To manage the data in 
the DDM process effectively and consistently, it is therefore necessary that 
PM and PS alternatives be stored together in the same data file. This 
involves writing PM alternatives into the data file containing PS
alternatives before decision making analysis is to be carried out.
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The second difficulty is concerned with the consistency of the 
decisions made by the designer. To illustrate, a selection problem with only 
two PM and one PS alternatives is used. It must be appreciated that the set 
of alternatives as stated below are not presented collectively to the 
designer. It is therefore possible that inconsistency in the decision making 
do arise.
LIMITS
Options Cost (£1QQ) Efficiency (95%) Life (lOOOQhr)
1 (PM) £110 94% 25000 hr
2 (PM) £95 92% 25000 hr
3 (PS) £80 98% 15000 hr
Using the above figure, an example is changes are to be made to its cost, 
efficiency and life limits to £120, 90% and 20000 hours respectively. This 
will immediately introduce an inconsistent element to the previous set of 
constraints made. The reason is option 3 which previously is a satisfactory 
alternative (PS) will now be rejected. This problem can be overcame in two 
main ways:
a) By setting certain rules of operation in which designers can only 
relax the constraints and not tightened them. In the above instance, the 
tightening of the constraint for life from 10000 to 20000 hours cannot 
therefore be made. This necessiates the incorporation of "limiting" 
algorithms into EAM to prevent such errors from occurring. It must be said 
that the designer's choice is restricted but eliminates inconsistency and 
changes to the objective constraints can be completely revised.
b) To re-examine the set of alternatives generated for both satisfactory 
and unsatisfactory again. This involves re-grouping alternatives into the 
appropriate data files. Alternatives that satisfy the "new" or modified
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constraints will be stored into one data file while unsatisfactory ones in 
the other. Setting rules of operation are therefore not required and this 
give greater flexibility to the designer in decision making. However, 
substantial amount of time is required to re-group alternatives into 
appropriate files, especially dealing with a large number of them. This would 
greatly slow down the DDM process. Also, additional data storage are 
necessary.
It must be said that alternatives have to be re-evaluated in both 
approaches before the "optimum" solution can be determined. This is because 
the objectives ranges, employed in the "Weighting" and "Tradeoff" Additive 
Methods to calculate the merit values of the alternatives, may have been 
altered.
3.5 PROBLEMS IN DEALIMG WITH MULTIPLE OBJECTIVES
The introduction of decision making into the design process to rank 
alternatives means that objectives have to be established and dealt with. 
Some of these objectives are subjective, such as maintenance cost and noise, 
while others are quantifiable, such as system weights, costs and sizes. This 
is true for all applications. The setting up of these objectives does, 
however, give rise to a number of problems. The first problem is to 
establish the types and list of objectives. Fig. 3.5.1 shows a comprehensive 
set consisting of 24 possible attributes for dealing with PT selection 
problem. On closer examination of the attributes, however, reveals that not 
all of them are relevant and serve the same functions in the DDM process. 
Thus, one approach is to identify and classified the attributes into
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appropriate groups. Three groups have therefore been established and they 
are known as "absolute", "relative" and "redundant" groups.
The "absolute" group deals with attributes with distinct standards. 
Solutions that do not satisfy the standards would be removed from the DDM 
process. Examples of these attributes would be the type of PT drive 
(lubrication/non- lubrication), maximum transmissible powers, speeds, 
allowable costs and sizes. The "relative" group, on the other hand, deals 
with compensatory attributes. This means that the selection of a solution is 
based on an overall preference behaviour taking into consideration of other 
contributory attributes. Examples are costs, weights, sizes, maintenance 
costs and life. Finally, the "redundant" group consists of attributes that 
have no direct influence on the present DDX process. Hence, they are not 
considered in the DDX process. Examples are the shaft relationship, 
power/weight and power/size ratios. For shaft relationship, currently only PT 
systems with parallel shaft arrangements are considered in this work. Vhile 
for power/weight and power /size ratios, the main criterion in the selection 
procedure is to choose an alternative that meets its power requirements. The 
attributes of each of these groups are shown in Fig. 3.5.1. The rest of the 
setting up problems will be discussed under two main headings: subjective 
and quantifiable objectives.
3.5.1 SUBIEGXIYE. OBJECTIVES
The next problem is the subjective contents found in the objectives, 
such as maintenance costs, which are usually ill-defined and non 
quantifiable. If these subjective objectives are to be introduced together 
with the quantifiable goals in the DDX process, they need to be defined and
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measured. One approach is to determine how firms generally define the 
objective, say maintenance costs. Unfortunately, from the survey (interviews 
and questionnaires conducted, see Chapter 7), no explicit definition has been 
found. Instead, two existing firm practices have been identified:
a) firms do not collate past records of maintenance costs or have any 
structured method of calculating them.
b) maintenance cost calculations is well structured but is very complex, 
which then varies from one firm to another. The equations may depend on a 
list of factors such as administrative charges, inflation and economic 
considerations.
Thus, it is necessary that subjective objectives be self-formulated and 
self-defined. This may only depend on a set of reasonable design factors. 
For example, the annual maintenance costs can be defined as the direct costs 
(replacement and labour costs) incurred in servicing of PT drives. Even with 
such a simple definition, difficulties do arise. Firstly, firms do not adopt a 
particular method in servicing their PT systems. This point is substantiated 
in the identification of three common methods used to service and maintain 
of PT drives:
a) at short regular periods, such as daily, weekly or monthly, throughout 
the year. Replacements are made during these periodical checks. Therefore, 
any annual inspection conducted tends to be short with relatively fewer 
replacements made.
b) only when the PT drive breaks down.
c) no regular services are made. Instead, certain sets of drive components, 
such as belts and chains, are to be replaced annually.
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This is an area of greyness and has to be accepted as such. For the purposes 
of this work, the third definition is selected as it is easier to measure 
those quantities. The maintenance cost can then be calculated using the 
equation stated below:
Maintenance cost = Time taken to service (hr)
z labour cost (i/hr)
+ Cost of replacement
(no. of belts and chains)
This, however, leads to another difficulty. The reason is that the time taken 
to service and maintain a PT drive depends on a number of factors. This may 
be due to the ease in replacing the components or competence (or 
incompetence) and familiarity of the engineer in carrying out the 
maintenance tasks or combination of both. It must be said that PT drives 
that are installed at awkward places tend to have longer service hours. Thus, 
to determine an exact time taken to service a PT drive could only be done 
individually. If a common entity is to be established, average service cost 
figures have to be used. In this case, it has been found that on the average 
most maintenance engineers take about two hours to replace components and 
service PT drives.
3.5.2 QUANTIFIABLE OBJECTIVES
Quantifiable objectives are physical attributes of the drive. Some 
objectives, such as weights and sizes, use basic equations to calculate their 
attributes, hence they can be determined explicitly and easily. Vhile others, 
such as life and efficiency, experiments may have to be conducted so that an 
empirical relationship can be established. One difficulty with such 
objectives is that they cannot be determined accurately. This is because the
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variables specified in the empirical equations are based on a certain 
experimental environment. It cannot be extended beyond the experimental 
space observed effects to cater for all design or actual real-life 
conditions. Hence, such objectives can have excessive number of arbitrary 
constants and a low correlation value. An example is to determine the 
fatigue life of vee belts. Most existing V-belt fatigue equations relate belt 
life to maximum stress through either a log-log or semi-log expression. More 
recent expressions include an empirical stress concentration factor to 
account for a nonuniform cord stress distribution, and same include a 
bending and tight-side tension Interaction term.
To illustrate the problem, two empirical formulae far predicting vee 
belt life are used. They are Oliver's [88] and Gates' [89] equations which are 
described in Appendix 5. To compare the two formulae, two types of vee 
belts, A and SPB, are selected. The results are shown in Fig. 3.5.2 and 3.5.3. 
From-the figures, it is observed that the calculated belt life between the 
equations do generally differ enormously. An example is that of a 'A* section 
belt drive transmitting 1.13 kV of power. This is for a pair of 100 and 
140mm pulley diameters, 960 rpm faster shaft speed and 1750mm belt length. 
The belt life are calculated to be 70217 and 24028 hours for the Oliver's 
and Gates' formulae respectively.
Another observation is that both these formulae do exhibit 
approximately similar trends (except belt length) when certain design 
parameters are altered. Using the above example, if the shaft speed is 
increased to 1800rpm, it is found that the belt life decreases to 22429 and 
22963 hours for the Oliver's and Gates' formulae respectively. Even though
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the reduction rate may differ. Fig. 3.5.4 summarizes the trends between both 
the fomulae for "A" and "SPB" section belts. This is by varying one design 
parameter, such as its transmitting power, speed, pulley diameters and belt 
lengths, while keeping other variables constant.
To overcome this problem, one suggested method is to adopt the 
empirical formula of the specified component manufacturer. An example is if 
Fenner components are specified then the empirical formula of that 
manufacturer would be used to determine the belt life. Unfortunately, 
manufacturers are very unwilling to release this "confidential" information 
of how belt life can be calculated. This may be due to market competition. 
Instead, many manufacturers recommend only one or few set of estimated 
design life figures based on the belt power rating. An example is Fenner 
states if their customers are to follow carefully the selection procedure, 
all alternatives generated will have an estimated belt life of 25000 hours. 
Vhile Gates SA (Europe) has three different modes of estimated design life: 
6000, 12000 and 25000 hours. Although these figures are estimates, they 
serve as guidelines to PT users in determining system life. This lines up 
with what is done in practice.
Cost Definition
Costing is one of the most troublesome tasks undertaken by even an 
experienced designer. A lot of work has been done on the costing of standard 
machining and assembly operations [90,911. Many companies have work study 
and estimating departments dealing all the time with this type of work. This 
section concerns establishing cost figures of system design using standard
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components. It must be appreciated that very little work has been done to 
aid the designer in the costing of standard parts.
One main problem about costing is to account for certain components of 
the system which are implicitly described. An example is to calculate the 
capital cost of PT systems such as toothed, vee and wedged belts and roller 
chains. For the purpose of this work, a cost equation for PT drive which 
only consider the individual component costs has been established. This is 
stated as follows
System Cost = Costs of a pair of pulleys 
+ Costs of taper locks
+ Costs of number of belts or chains 
+ Cost of lubricating system, if any.
Using the above equation, to determine the costs of the belt drives would be 
easy. This would simply be adding the individual prices of the pulleys, taper 
locks and belts. Unfortunately, this cannot be said about costing of chain 
drives as the lubricating system cost has to be taken into account.. In 
manufacturer's chain catalogues, only a brief description of the type of 
lubricating system used in a particular application is given. An example is 
for a Renold BS simple chain drive transmitting 10 kV power and lOOOrpm 
shaft speed, drip lubricating system is recommended. However, the components 
making up the lubricating system is not explicitly stated. Thus, simple 
arbitrary models have to be constructed by which lubricating system costs 
can be estimated. An example is the drip lubricating system which would 
consist of an oil reservoir, a valve and some pipe length. The reservoir size 
and pipe length required is to be calculated based on its given 
specifications.
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The next difficulty in cost calculations is economics of scale. Most
firms offer trade discount rates pending on the size of their purchases.
'/
This means that cost per component is relatively cheaper in large batches 
than small ones. An example is Renold chain company offers 10% reduction off 
its pulleys and bushes for every batch size over 10. This may prompt same 
firms tfcjLt regularly design PT drives to buy their components in bulk and 
stock them. Another area which manufacturers offer quantity discounts is 
that of other services, such as reboring, keywaying and setscrewing of the 
chain pinions and wheels. An example is Renold chain company offers 10% 
reduction for any identical modifications (rebaring, keywaying, setscrewing) 
on its pulleys for a batch size 5 to 9. Finally, manufacturers may, sometimes 
offer substantial discounts to their customers out of goodwill and product 
promotion. An example is Fenner offering 50% discount off its belts and 20% 
off its pulleys and bushes to the University of Bath. This is regardless of 
the size of the purchase. Thus, the overall costs will therefore vary from 
one f^irm to another. For the purpose of this work, an assumption has 
therefore be made in determining component costs. This is calculated using 
the cost of a single item found in the price list.
C n n c l u d i n g  R p .m a r k R
This chapter has dealt with the development of computer-based design 
decision making models and the investigation has led to the following 
findings:-
a) In the evaluation of alternatives where detailed comparisons are 
required, multiple objective decision models are found to be more suitable 
than sequential elimination methods. This is because the decision maker
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would find it very difficult to state accurately the absolute requirements of 
the problem when adopting sequential elimination methods.
/
b) It has also been established that to tackle decision making problems, 
a combination of methods adopting the "ABSOLUTE" and "RELATIVE" principles 
of decision making, is usually found to be more effective than a single 
method, adopting either one of the principles. A DDM process model framework 
has therefore been developed where sequential elimination methods (based on 
the ABSOLUTE principle) are initially used to discriminate satisfactory from 
unsatisfactory alternatives. Vhile multiple objective decision making 
techniques (based on the RELATIVE principle) are then used to evaluate the 
optimum solution. This approach has been found to be suitable for computer- 
based work and can effectively handle standard component selection problems.
c) "Goal" programming, "Veighting" Additive and "Tradeoff" Additive 
Methods are three multiple objective decision making techniques that have 
been developed in detailed. The "Tradeoff" Additive Method is found to be 
most*' suitable for the DDM process as it relates back to cost and forces 
designers to think very carefully about what is really required before 
making thier decisions.
d) Finally, it has been established that to explicitly and accurately 
define a set of objectives can be very difficult. This is because some of the 
objectives are subjective and ill-defined, such as determining maintenance 
costs. Vhile to determine other objectives, such as life, approximate values 
can only be made. This calls for further investigation into more explicit and 
accurate measures in defining these objectives if a practical DDM process is 
to be built.














FIG. 3.1.1 Sequential EI imination Methods
('Absolute' Principle)
P u l l e y  O i d u e t e r s  G R V  Cost E f f i c i e n c y  L i f e  Weight Width
No Type (moil No. (£) il) (Hours) (kg) (mm) Comments
1 H 85.2 161 .9 i 81.79 97.85 8000 11.5 84 44
2 H 97.3 194.2 1 89.34 97.85 8000 14.9 84 #
3 H 101.3 194.2 1 90.86 97.85 8000 15.1 84 44
l» H 105. 4 194.2 1 92.36 97.85 8000 15.4 84 44
5 H 121.5 242.7 1 108.34 97.85 8000 19.3 86 44
6 H 129.6 242.7 1 111.08 97.85 8000 21.2 86 44
7 H U 5 . 7 291.2 1 88.20 97.85 8000 20.2 59 44
8 H 194.2 388.2 1 91.20 97.85 8000 25.2 48 44
9 H 339.7 630.7 1 106.81 97.85 8000 31.0 45 *
10 A 100.0 200.0 6 85.04 95.37 25000 16. 1 95 X
11 A 106.0 200.0 6 86.47 94.95 25000 16.4 95 X
12 A 125.0 250.0 4 76.76 95.65 25000 16.3 65 X
13 A 132.0 250.0 4 78.37 95.33 25000 17.4 65 X
K A 160.0 315.0 3 79.09 95.46 25000 22.5 51 44
15 B 125.0 236.0 4 96.87 94.99 25000 21.8 82 44
16 B 125.0 250.0 4 99.85 95.01 25000 23.7 82 4*
17 B 132.0 250.0 4 101.00 94.51 25000 24.0 82 44
18 B 160.0 315.0 3 105.20 94.28 25000 26.2 63 4*
19 B 170.0 315.0 3 106.98 93.81 25000 26.9 63 44
20 B 180.0 355.0 2 96.18 95.36 25000 21.7 51 44
21 B 190.0 355.0 2 98.43 95.01 25000 23.9 51 44
22 B 200.0 400.0 2 108.01 94.69 25000 27.6 51 44
23 SPZ 85.0 160.0 5 68.79 95.45 25000 8.6 64 X
24 SPZ 90.0 180.0 5 72.87 95.02 25000 10.4 64 X
25 SPZ 95.0 180.0 4 63.29 95.58 25000 9.7 52
26 SPZ 100.0 200.0 4 67.68 95.19 25000 12.1 52 X
27 SPZ 125.0 250.0 3 67.60 94.96 25000 12.1 52 X
28 SPZ 160.0 315.0 2 63.92 95.34 25000 13.1 45 X
29 SPA 100.0 200.0 4 87.88 94.85 25000 13.8 65 X
30 SPA 106.0 200.0 3 71.26 95.52 25000 11.0 50 X
31 SPA 125.0 250.0 3 80.71 93.90 25000 12.0 50 44
32 SPA 132.0 250.0 2 63.91 95.37 25000 10.0 45 X
33 SPA 160.0 315.0 2 75.47 93.86 25000 13.4 45 X
FIG. 3.3. 1 Conjunct ive and Disjunctive Constraints
Pui i rv D i a m e t e r *  G R V . Cost Eff iciency L i f e  Weight Wiath
No f ypt ( rr.rr,) No (£1 (? '  f Hours t f kg)  (mm) Comments
1 H 85.2 161.9 i 8 1. 79 97.85 8000 11.5 84 X
2 H 97.3 19c.2 1 89.34 97.85 8000 14.9 84 X
3 H 101.3 19c.2 1 90.86 97.85 8000 15. 1 84 X
4 H 105.A 19c.2 1 92.36 97.85 8000 15.4 84 X
5 H 121.5 242.7 1 108.34 97.85 8000 19.3 86 X
6 H 129.6 242.7 1 111.08 97.85 8000 21.2 86 X
7 H K 5 . 7 291.2 1 88.20 97.85 8000 20.2 59 X
8 H 194.2 388.2 1 91.20 97.85 8000 25.2 48 X
9 H 339.7 630.7 1 106.81 97.85 8000 31.0 45 X
10 A 100.0 200.0 6 85.04 95.37 25000 16. 1 95
11 A 106.0 200.0 6 86 47 94.95 25000 16.4 95
12 A 125.0 250.0 4 76.76 95.65 25000 16.3 65
13 A 132.0 250.0 4 78.37 95.33 25000 17.4 65
14 A 160.0 315.0 3 79.09 95.46 25000 22.5 51
15 B 125.0 236.0 4 96.87 9c. 99 25000 21.8 82
16 B 125.0 250.0 4 99.85 95.01 25000 23.7 82
17 B 132.0 250.0 4 101.00 9c.51 25000 24.0 82
18 B 160.0 315.0 3 105.20 9c. 28 25000 26.2 63
19 B 170.0 315.0 3 106.98 93.81 25000 26.9 63
20 B 180.0 355.0 2 96. 18 95.36 25000 21.7 51
21 B 190.0 355.0 2 98.43 95.01 25000 23.9 51
22 B 200.0 400.0 2 108.01 9c. 69 25000 27.6 51
23 SPZ 85.0 160.0 5 68.79 95.45 25000 8.6 64
24 SPZ 90.0 180.0 5 72.87 95.02 25000 10.4 64
25 SPZ 95.0 180.0 4 63.29 95.58 25000 9.7 52 n/
26 SPZ 100.0 200.0 4 67.68 95. 19 25000 12. 1 52
27 SPZ 125.0 250.0 3 67.60 9c. 96 25000 12.1 52
28 SPZ 160.0 315.0 2 63.92 95.34 25000 13. 1 45
29 SPA 100.0 200.0 4 87.88 9c.85 25000 13.8 65
30 SPA 106.0 200.0 3 71.26 95.52 25000 11.0 50
31 SPA 125.0 250.0 3 80.71 93.9Q 25000 12.0 50
32 SPA 132.0 250.0 2 63.91 95.37 25000 10.0 45
33 SPA 160.0 315.0 2 75.47 93.86 25000 13.4 45
F I G .  3 .3.2 Lexicography
P u l l e y  D i a m e t e r s  GR V. Cost E f f i c i e n c y  L i f e  Weight Width
No. Type ( mm) No. (£) m  (Hours) (kg) (mm) Comments
1 H 85.2 161.9 1 81.79
2 H 97.3 194.2 1 89.34
3 H 101.3 194.2 1 90.86
4 H 105.4 194.2 1 92.36
5 H 121.5 242.7 1 108.34
6 H 129.6 242.7 1 111.08
7 H 145.7 291.2 1 88.20
8 H 194.2 388.2 1 91.20
9 H 339.7 630.7 1 106.81
10 A 100.0 200.0 6 85.04
11 A 106.0 200.0 6 86.47
12 A 125.0 250.0 4 76.76
13 A 132.0 250.0 4 78.37
14 A 160.0 315.0 3 79.09
15 B 125.0 236.0 4 96.87
16 B 125.0 250.0 4 99.85
17 B 132.0 250.0 4 101.00
18 B 160.0 315.0 3 105.20
19 B 170.0 315.0 3 106.98
20 B 180.0 355.0 2 96.18
21 B 190.0 355.0 2 98.43
22 B 200.0 LOO. 0 2 108.01
23 SPZ 85.0 160.0 5 68.79
24 SPZ 90.0 180.0 5 72.87
25 SPZ 95.0 180.0 4 63.29
26 SPZ 100.0 200.0 4 67.68
27 SPZ 125.0 250.0 3 67.60
28 SPZ 160.0 315.0 2 63.92
29 SPA 100.0 200.0 4 87.88
30 SPA 106.0 200.0 3 71.26
31 SPA 125.0 250.0 3 80.71
32 SPA 132.0 250.0 2 63.91
33 SPA 160.0 315.0 2 75.47
97.85 8000 11.5 84 £
97.85 8000 14.9 84 £
97.85 8000 15.1 84 £
97.85 8000 15.4 84 £
97.85 8000 19.3 86 £
97.85 8000 21.2 86 £
97.85 8000 20.2 59 £
97.85 8000 25.2 48 £
97.85 8000 31.0 45 £
95.37 25000 16. 1 95 £
94.95 25000 16.4 95 £
95.65 25000 16.3 65 £
95.33 25000 17.4 65 £
95.46 25000 22.5 51 £
94.99 25000 21.8 82 £
95.01 25000 23.7 82 £
94.51 25000 24.0 82 £
94.28 25000 26.2 63 £
93.81 25000 26.9 63 £
95.36 25000 21.7 51 £
95.01 25000 23.9 51 £
94.69 25000 27.6 51 £
95.45 25000 8.6 64
95.02 25000 10.4 64 £
95.58 25000 9.7 52 n/
95.19 25000 12.1 52 X
94.96 25000 12.1 52 X
95.34 25000 13.1 45 X
94.85 25000 13.8 65 £
95.52 25000 11.0 50 £
93.90 25000 12.0 50 £
95.37 25000 10.0 45 X
93.86 25000 13.4 45 £




Al ternat i ves
Generat i on
El iminat ion 
Methods to 




Mu 11 i pie 




FIG. 3.3.t* Combination of Decision Making Techniques
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FIG. 3.4.j  R e l a t i o n s h i p  b e t w e e n  P u l l e y  S i z e  (with three grooves)
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FIG. 3 . 4 . 4  R e l a t i o n s h i p  b e t w e e n  Pull e y  Size (with three g rooves) 
and O b j e c t i v e s  of Cost and Weight ('SPB' and 'SPC')
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FIG. 3.4.5 Likert Scale - Weigh Out Objectives
EXAMPLE: "WEIGHTING" ADDITIVE METHOD
A designer has to select a solution from a number of alternatives. To assist 
in his decision making, he used the "weighting" additive as stated below. He 
then ranked the two main criteria: cost and efficiency, at equal importance, 
marked in squared brackets.
No. Cost (£) [11 Efficiency (%) Cl) Total Merit Value
1 90 (100) 93 (28.6) (128.6)
2 95 (94.4) 96 (71.4) (165.8)
3 100 (87.5) 91 (0) (87.5)
4 120 (66.7) 93 (28.6) (95.5)
5 140 (44.4) 97 (85.7) (130.1)
6 180 (0) 98 (100) (100)
STEPS IN "WEIGHTING" ADDITIVE METHOD
1. Determine the limits of each objective. In this case:
Price £90 - £180. Efficiency: 91% - 98%
2. Mark the objective limits in the linear utility scale as shown below:
Price: £90 - 100, £180 - 0, 98% - 100, 9]% - 0.
3. Determine the merit values for each alternative. These merit values are marked in 
( ) brackets.
4. Total the merit score.
5. Select solution with the highest score. In this example, option 2. will be chosen.
100 100 981
EXAMPLE
To find merit value of £140.
(Utility value) * Weightings 
(180 - 140) * 100 * 1/(180 - 90 
4 4 . 4
M.V
4 4 .4  - -  £140
Since both objectives have the same 
weighting price of £180 - 91%.
911
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FIG. 3.4.6 Worked Example Using "Weighting" Additive Method
EXAMPLE: "TRADEOFF" ADDITIVE METHOD
A designer has to select a solution from a number of alternatives. To assist 
in his decision making, he employed the "tradeoff" additive method as stated 
below. It is also known that he is prepared to pay an extra £25 for every 
2% gain in efficiency. These tradeoff values are marked in square brackets. .
No. Cost (£) C253 Efficiency (%) [23 Total Merit Value
1 90 (100) 93 (27.8) (127.8)
2 95 (94.4) 96 (69.4) (163.8)
3 100 (87.5) 91 (0) (87.5)
4 120 (66.7) 93 (27.8) (94.5)
5 140 (44.4) 97 (83.3) (127.7)
6 180 (0) 98 (97.2) (97.2)
STEPS IN "TRADEOFF" ADDITIVE METHOD
1. Determine the limits of each objective. In this case:
Price: £90 - £180. Efficiency: 91% - 98%
2. Mark the objective limits in the linear utility scale as shown below:
Price: £90 - 100, £180 - 0, 98% - 100, 91% - 0
3. Transform objective limits to equivalent weightings using stated tradeoffs.
Objective Limits: £90 7%
User Tradeoffs: £25 2%
Normalised Tradeoffs: £90 7.2%
Equivalent Weightings: 1 0.972
4. Determine the merit values for each alternative. These merit values are marked in 
() brackets.
5. Total the merit score.
6. Select solution with the highest score. In this example, option 2 will be chosen.
£90 982100100
EXAMPLE
To find merit value of 
(Utility value) 






Since both objectives have the same 
weighting price of £180 - 91%.
4 4 .4  - -  £140
912
MIN. PRICE
FIG. 3.4.7 Worked Example Using "Tradeoff" Additive Method
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FIG. 3 . t * . 9 1st ED S t r a t e g y  (Modified)
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Mount ing Sensi t i vi ty 
Off She If Avai tabi t i ty
Max. Pover Capacity (kW) 
Max. Shaft Speed (rpm) 
Max. Speed Rat io 
Max. System Li fe 
Max. Size and Weight 
Synchronous System 
Speed Variation (7J 
Lubrication Need
instatlat ion Costs (£) 
Maintenance Costs (£) 
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Ease of Instatlat i on 
Ease of Manufacture 
Ret iabili ty
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O B J E C T I V E S
Q U A N T I F I A B L E





Max. Pover Capacity (kW) 
Max. Speed Rat io 
System Li fe (hr) 
Vibration & Noise (dBA) 
Lubrication Need 
Means of Maintenance 
Off Shelf Availabi I i ty 
Speed Variation (7.1 
keight (kg)
Power/Size Rat io 
Ease of Maintenance
Ease of Installat ion
Comprehensive List of Factors




Operating Temp. Range (°C) 
Maintenance Cost (£) 
Synchronous System
Mount ing Sensi t ivi ty 
Power/Weight Ratio 
installation Cost (£) 
ReliabiIi ty
RELATIVE* GROUP
FIG. 3 . 5 . 1  C l a s s i f i c a t i o n  of F a c t o r s
where Tj = Tight Side
T2 = Slack Side Assumpt ion: = 6.5*T2
N o .
i—  —
D e s  i gn 
P o w e r  (kW)
Pul ley D i a m e t e r s  
(mm)
Shaf t 
S p e e d  
(rpm)
S p e e d  
Rat io
Belt
L e n g t h
(mm)
T e n s  i on 
Coe f  f .
0 1 i ver ' s 
L i f e 
(hr)
G a t e s ' 
L i f e  
(h r )
2.6095 125 250 2200 2 1100 r\ i n nr 5561 61931
1 0.2366 125 250 100 2 2050 0.1705 n i u ns 7395106 283760.1955 125 250 100 2 1100 U . 1*+U J 1753026 59665
1.1592 125 315 720 2.52 1660 132106 67215
2 2.3072 125 315 1660 2.52 2300 0.1705n i / 1 c 82699 29522
2.00 125 315 1660 2.52 2300 U . I 6 1 5 96208 73088
2.00 100 315 2300 3. 15 1500 12613 37759
~\ 2.0386 100 315 2300 3. 15 1500 0.1795 12621 366753 2.2868 100 315 2300 3. 15 2300 0.1615 36398 29981
1.1286 100 315 960 3. 15 1750 85812 28362
0. 136 100 160 100 1.6 790 608557 65299
/ 1.083 100 160 960 1 .6 1630 0.1795 62203 26926s- 1.8612 100 160 1800 1 .6 1750 0.1665 22629 22963
1.1286 100 160 960 1.6 1750 70217 26028
3.2752 160 160 2300 1.0 1100 3263 18175
6.5 160 160 3500 1.0 1750 6850 13609
5 6.725 160 160 3500 1.0 2200 0.1665n i / /.c 8785 13086
3.866 160 160 2300 1.0 2200 U . 1 665 18936 13295
i
! 3.11 160 160 1800 1.0 1750 16273 16678
FIG. B . 5 . 2  C o m p a r i s o n  of L ife  E q u a t i o n s  (Oliver & Gates)
for 'A' Sect ion B e l t s
where Tj- Tight Side
T2= Slack Side Assumption: T t = 6.5*T2
No.
Des i gn 
Power (kW)






Rat i o Length (mm)
Tens i on 
Coef f.
01iver's 
L i fe 
(hr)
Gates' 
L i fe 
(hr)
1 9 . 3 3 315 500 1050 1 . 5 9 4500 n i n  m r 551 09 3216
1 1 5 . 7 5 315 500 1050 1 . 5 9 4500 0 . 1 7 0 7 5o 1 / r~ 112510 21641
1 7 . 5 9 315 500 1050 1 . 5 9 2530 0.  165 16302 4409
7 . 1 7 2 224 400 720 1 .7 9 2000 4 0008 16211
2 1 8 . 1 1 7 224 400 1900 1 . 7 9 4000 0 . 1 7 6 9 6  n i 38171 8462
8 . 3 1 3 224 400 720 1 . 7 9 4000
U . 1 66
158600 9359
1 1 . 0 250 250 960 1 . 0 2240 19702 7324
■D 1 1 . 4 6 8 250 250 960 1 . 0 2240 0 1737 17145 5164
J 2 4 .  73 250 250 960 1 . 0 7100
vJ.  / -J i
0 . 1 7 3 7 750 64 3956
9.  4185 250 250 960 1 . 0 8000 404336 3031
6 . 5 9 4 160 200 1440 1 . 2 5 1250 0 1877 584 6 17466
4 0 . 8 9 9 160 200 100 1 . 2 5 5000
U •  U I I
0 . 1 7 9 5 25 4 2 8 8 0 12329
8 . 4 160 200 1440 1 . 2 5 5000 144545 15882
1 3 . 3 6 5 212 280 1700 1 . 3 2 1900 n i i n 8257 11170
5 9 . 9 3 3 212 280 900 1 . 3 2 6000
U . 1 /  /  
0 .  172 2 51 02 2
7099
8 .  127 212 280 900 1 . 3 2 1900 222 03 11653
2 0 . 0 3 250 280 1800 1 . 12 4000 29 156 5514
6 9 . 4 1 8 5 250 280 600 1 . 1 2 800 0
0.  1737 
0 172 4 73 05 0 3560
1 2 . 7 2 7 250 280 900 1 . 1 2 6000
W• I t I—
165826 4166
1 4 . 2 5 6 212 315 1700 1 . 4 9 265 0 n i i n 18570 10602
7 9 . 7 5 2 4 212 315 900 1 . 4 9 530 0
U . 1 / /  
0 . 1 7 0 7 5
2 0 6 0 9 4 7987
8 . 6 6 9 212 315 900 1 . 4 9 2650 47948 10577
FIG. B.5.3 CofTiparison of Life Equations (Oliver & Gates)



























































































































Belt Life Trends for 'SPB' Section Belts
Comments: a) An increase in Belt Tension Ratio, T ^ w i l l
Prolong i ts Life, 
b) Generally, a larger life value can be obtained 
using the Oliver's Equation than Gates.
Summary of Belt Life Trends 
and G a t e s ' Equat ions
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CHAPTER 4 : SYSTEM COXSIDERATIOXS
4,1 IBTEQDUCTIQg
In the previous chapters, various decision making techniques have been 
considered. These techniques have been developed far the DDX process to 
assist in the automatic selection of the optimum solution from a given set
of alternatives generated. This is in conjunction with setting up of
engineering component databases. To establish component databases, the
computer system is frequently required to manage and organise large volumes 
of information. For example, five megabytes of disc storage would be 
required in establishing a bearing component database which is based on 
eight major maunfacturers <SKF, IXB, FAG, HA, RHP, XSK, Barden and Glacier). 
Besides data management, the computer system is also used to generate and 
communicate "derived” data from one program to another. This involves
extracting and manipulating of catalogue information from the component 
databases. It must be appreciated without processing such information, the 
DDX process cannot function. The important concept of derived data will be 
dealt with later.
It is therefore necessary that these large data resources are managed 
and communicated effectively and efficiently. Vlth these considerations in 
mind, four major areas have been examined. They are the system hardware 
(computer selection), structured programming, data organisation and search 
routines.
4-«l«.l_CQiiiputer Selection
The choice of computer is not of major importance as it is only used
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as a vehicle to get the work done. Remembering that the overall aim of the 
work is to develop computer-based decision making algorithms. An ad-hoc 
evaluation of the computer systems has therefore been made and this is 
based on its hardware and software considerations in relation to the DDK 
process. In this project, the selection was limited to four different types 
of computer systems: "Clenlo", "Pet", "Tektronix" and "VAX 11/750" systems. 
From the evaluation study, the "Tektronix" system is selected largely because 
a database management CDBKS) package was readily available which can 
adequately be used for the work. Vevertheless, the Textronix" system is slow 
and for long-term applications, the "VAX 11/750" system is mare suitable. 
This may mean writing or buying an existing DBMS package. Appendix 1 gives 
a full detail account of the computer system evaluation.
4.1.2 Structured Programming
The DDK process is a complex task which Involves the use of 
application programs to generate the alternatives. The more application 
programs used in the DDK process, the mare complex will be the task. Thus, 
the DDK process has to be broken down into smaller manageable units termed 
modules and the two main approaches being "FU1DEC0XP" and "ABSRT" as 
described in Appendix 2. The "FU1DBCOXF" approach assimilates the overall 
functional differences that have arisen in the DDK process and categorised 
them together (vertically). An example is grouping all the associated 
functions together in the writing of an independent application program. 
Vhlle the ABSRT approach groups functions based on its operations 
(horizontally). An example is to classify all the input operations of the 
various application programs into a single module. For this work, a 
composite of both methods has been found to be mare effective.
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An investigation has also been made in the use of nodular strategies in 
the developnent of the DDK process and the two naln ones being top-down and 
botton-up approaches. In the early developnent stage, the top-down approach 
was used to identify the areas of research and construct a framework far the 
work. This has found to be helpful in providing an early outline of the DDK 
process to the programmer. Also, any important errors and misconceptions 
will be dealt with at the start. Vevertheless, a number of problems arise in 
pursuing the top-down approach in development of the DDK process. Firstly, 
this database application is a very new concept. Secondly, the DDK process 
is complex and large in size. Hence, it is very difficult to proceed with the 
Intermediate development of the DDK process as most of the design detail 
decisions are unknown. Bottom-up approach which begins at examining these 
details to generalities has therefore found to be useful in constructing a 
base which the work can proceed from.
4.1.3 Data Organisation
This is a very important area and it looks at data organisation and 
the setting up of the component databases. These databases are to store 
standard components and technical data obtained from manufacturers' 
catalogues which are then used to generate alternatives. Several methods of 
accessing information from the component databases have been investigated 
and problems related to setting up component databases are also discussed. 
This will be dealt with later.
4^1.4 Search Routines
This is a major part of the work which examines the development of a 
number of search routines used to deduce rapidly the likely areas where the
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optimum solution may lie. This is in conjunction with dealing of derived data 
used to generate alternatives. The need for development has been established 
in Section 1.4 in that a problem has many alternatives and to generate all 
of them would take a long time. This concept will be explained later in 
Chapter 5.
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4.2 CQMPQBBJTT DATABASES
This section examines two techniques developed to retrieve 
manufacturers' catalogue information from component databases. They are file 
handling and database management techniques. A comparative study between 
these two different methods has been undertaken. It must be appreciated that 
the study Is based on the establishment of component databases which store 
a fully comprehensive range of catalogue information. This information can 
be classified into two main groups
a) Technical data used to describe and generate alternatives. For example, 
a set of pulley diameters which is used to describe the pulley size and 
generate alternatives to meet a particular speed ratio requirement.
b) Geometric data that are purely used for explicit purposes. An example 
is the dimensions of the pulley flanges and hub sizes used to describe its 
type and features.
Besides this, arguments for the adaptation of the relational database 
management model in the DDX process are also outlined. The section goes on 
to discuss the problems associated in setting up of component databases 
using the relational model.
4.2.1 JOB DEFIXlTICarS IX PROGRAM USAGE QF DDX PROCESS
Before proceeding, it is necessary to clarify and discuss the job 
specifications of individuals working with the DDX process program. For this 
work, the program is used to select PT drives. The individuals can be 
classified into two groups: the users and software programmers. The first 
group are the users of the DDX program which can be sub-divided into 
designers and novices. Designers are classified as expert engineers who have 
previous experience and knowledge in the design and selection of PT drives.
- 93 -
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Vhile, novices are classified as trainee engineers or non-experts in this 
area of application. Vevertheless, both sub-groups are users and decision 
makers of the DDX process program. In this work, the decision maker is 
required to express formal judgements in terms of absolute objective limits 
and tradeoff values used in the selection of an optimum solution to a 
problem. This has already been discussed in Chapter 3.
The next group concern the software programmers which can be sub­
divided into two main groups. They are software maintenance CSX) and data 
maintenance OX) programmers. The task of SX programmers are to write and 
modify the computer programs of the DDX process. They develop the program 
DDX structure and formulate the paths in which users are to select from. 
Finally, the job of the data maintenance OX) programmers are to establish 
the component and knowledge databases. This involves updating and adding of 
new information into the databases. In this project, the author 1b 
responsible far both the tasks.
4.3 PILE HAXDLIXG & DATABASE MAJAGEKBJT SYSTEM ACCQUXTS
In the late 1950's, data management systems tended to be of a simple 
class of data structures which were to be made available to software 
programmers for the formulation of applications. These data structure 
classes derived their ideas from the punch card technology and were 
generally implemented on sequential storage media like magnetic tapes and 
cartridges. A typical class would compose of files of records of a single 
type, with the record type being defined by an ordered set of fixed-length 
fields. Since then, this file handling technique had been refined and 
improved whereby the software programmer could randomly access any record
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instead of scanning through the entire file sequentially. This development 
was examined further by K. Buchman [92] who had described various ways of 
enhancing the performance of the file handling technique in accessing of 
information.
The use of data files in data processing applications did give rise to a 
number of problems such as data independence, data protection and in 
particular data consolidation. Bata consolidation is the maintenance of data 
relationships and consistency within a conceptual data model which is broken 
down into a number of sub-models. This was because in most processing 
applications, master files were created to maintain the continuity between 
program runs. Unfortunately, even within the same organisation, most of these 
files were often designed and maintained independently of one another. As a 
result, common data items often appeared in different files, and the volumes 
of such items often did not agree. Also, early file handling methods lack any 
effective form of representing the entity relationship among its data. 
Therefore, there was a requirement to provide a central storage area where 
information could be maintained and shared among various applications.
In response to these problems, around 1964, a new term "database" 
appeared denoting a new concept. J. Martin [933 defines a database as, "a 
collection of Interrelated data stared together without harmful redundancy to 
serve multiple applications; the data are stored so that they are Independent 
of programs which use the data; a common and controlled approach is used in 
adding new data and in modifying and retrieving existing data within the 
database." This new database technology has evolved from the early file
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handling techniques [94] and has also produced a variety of inproved data 
structuring nethods.
Unfortunately during that period, as the tern "database” becane popular, 
it was frequently nisunderstood and nisused by software progranners. The 
result was a lot of data nanagenent packages developed which were called 
database nanagenent systens (DBMS) were just file handling systens. This 
was because database principles, such as data independence, controlled 
redundancy, inter- connectedness and security protection were not 
incorporated into the data nanagenent packages. This practice was however 
overshadowed by the developnent of good DBMS software packages, which 
highlighted these database principles. Soon, nany software engineers took on 
board database principles in their file handling systens.
Over the last twenty years, there has been a transitional change fron 
conventional file handling techniques to database nanagenent approaches. V. 
Chvalovsky [95] has written brief outline instructions to software 
progranners how to inplenent this transitional change. Also, there are a 
growing nunber and variety of DBMS packages that have been developed and 
cannerlcally sold to be used in nini and nicro-canputers. Sane of the 
cannon DBXS packages are dBase II <CP/X Aston Tate), Data Base (CP/X Systen 
Plus Inc.), Infornix (U1H Relational Database Systens Inc.) and MDBS 
(CP/X ,UR H ,Oasis Xicro Applications Group). The operating systens and 
nanufacturers of these products are narked in brackets.
Today, the tern and the concepts of database have becane fimly 
entrenched in the canputer world. To facilitate the developnent of database
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applications, DBMSs have gained worldwide popularity in many fields of 
applications including CAD. A.P. Buchman [963 in an article, "Current trends 
in CAD databases" explicitly endorsed this view stating, "databases have been 
recognised by the CAD community as an ideal medium to Integrate a variety 
of CAD packages."
4.4 COMPARATIVE STUDY BETVEKff FILE HAFDT.IWQ AJD DBMS
As previously stated, the concept of database was derived from early 
file handling techniques. Although the roots may be from the same source, 
major differences exist between these two systems as to how the data are 
managed, administered and integrated into engineering applications. To 
investigate how these differences may affect the DDM process, in particular 
the automatic selection of components, work has been conducted by 
constructing a program to run purely on a file handling system and another 
on a relational DBMS package.
4.A. A  FILE HAJDLIJG SYSTEM
In the file handling system, data are normally stared as files. A data 
file is a named collection of all occurences of a given type of logical 
record. In a simple file, every logical record the same number of data 
items, which are used to represent the entity attributes or fields. These 
data items may be in numeric or alphanumeric forms. For this work, it 
requires the creation of a number of independent data files. Each of these 
files contains a collection of information (catalogue and technical) in 
records, and is usually designed for a specific application. This is 
illustrated in Fig. 4.4.1 by a series of data generation programs that are 
commonly used to write information into the data files. The DM programmer
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who creates these data files has a logical and orderly way of storing these 
data. Frequently, the characteristics of these data are not properly 
documented. Any access of data, whether sequentially or randomly, can only 
be done via each application program, which have the interpretation of data 
embedded in them. Hence, it is a common occurence that a particular data 
item used in a number of applications is frequently repeated.
The main advantage of using this method is the speed in data 
extraction from the files. This is because the storage locations are well- 
defined and known. Thus, most application programs are specially written 
towards a direct retrieval of information. This is to enable a fast execution 
of the task.
nevertheless in the file handling system, data redundancy is a key 
feature. This problem can further be compounded if data redundancy is left 
uncontrolled leading to extra cost in staring multiple copies.
A much mare serious consequence lies in the updating of new 
information. lot only, is a lot of time wasted in updating multiple redundant 
information, but also, because different copies of the data may be in 
different stages of updating, the system may end up giving inconsistent 
results. A further problem is recognising data entities and associations. As 
file handling records are by no means self-explanatory; there are no 
indications as to what the data represent. Usually, only the DX programmer 
would know what each data item means and how they are related to each 
other. However, over a period of time, the DX programmer too may have 
forgotten about the data relationships. The third problem is the difficulty
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in extending the set of attributes in the existing data file. This is because 
a file handling system has a rigid data structure and is program-oriented. 
Any extensions of its attributes will frequently result in significant 
changes to the data structures. This involves rewriting a new data 
generation program and making major modifications to the existing 
application program.
In the DDX process, a file handling system has been used in areas 
where data are nearly static and no further attribute expansions are 
envisaged. This has found to be suitable. For example, storing the belt 
weights, pitches and its cross-section dimensions into the data file which 
are less susceptible to changes. To illustrate, the less static values of 
"SPZ" belt are it weighs 0.089kg/m and has a cross-section of 10x8mm.
Another example is to establish the belt section limits in the design 
power and shaft speed chart as shown in Fig. 4.4.2 used by manufacturers to 
recommend the appropriate belt section far a certain selection problem. In 
computation work, curve-fitted equations are used to express the belt section 
limits. It has been found that the limits do exhibit slmiliar exponential 
trends. For effective programming, it is therefore sensible that only one 
equation farm common to describing the section belt limits be stated instead 
of writing many program lines. Vhile the coefficients of various belt 
sections are stared in the data file and be applied to the equation farm far 
the selection of belt section.
4.4.2 DATABASE KAXAGEMEXT SYSTEM <DBMS)
In contrast, a DBMS [93,97-991 integrates the data and makes it
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unnecessary to specially write data files to suit specific uses. A single set 
of data items in a database can serve a variety of applications in which 
different application programs perceive different relationships between data 
items. Hence, a database used for many applications can have nultlple 
interconnections between the data. Also unlike a file handling system, no 
data item is the sole property of one application and inaccessible to 
another. Fig. 4.4.3 shows a DBXS configuration which consists of an 
independent centralised data resource (database), a DBXS and a number of 
application programs. To extract the required information from the database, 
each application program will have to undergo through an immediate step via 
a DBXS. The DBXS function is to manipulate and determine where the desired 
data are stared and retrieve them from the database. As the DBXS approach 
consists an addition step to data access, it is therefore generally slower in 
retrieving information from the database than that of a file handling 
system.
Vevertheless, DBXSs do have many advantages namely r-
a) the identities and relationships of the data can be easily established 
and viewed in the database.
b) data redundancy can be controlled to a minimal level.
c) data can be shared. This will reduce data inconsistency and errors.
d) data independence is manifested in two main ways: physical and logical 
data independence. Physical data Independence refers to a change in the 
physical storage of data such as attribute expansion or the merging two sets 
of data together, without the need to change the application program. Vhlle 
logical data Independence is a change made on the data structure like adding 
new records, without altering the contents of the application programs.
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e) data can be protected from unauthorised use and losses.
In the DDX process, a DBXS has been used to establish the component 
databases. This has been found to be suitable in areas where frequent 
changes are to be aade. One key example of frequent changes is the updating 
of new component prices in the database. Another suitable area is the ease 
in establishing, organising and manipulating data entities and its 
relationships of manufacturers' catalogue component information in the 
database.
4.4.3 EVALUATION STUDY QF THE TVO SYSTEMS
It is clear from the previous sections that important differences exist. 
In this section, an attempt is made to weigh up the differences between the 
two systems, with the view to select an appropriate system far the automatic 
component selection process and the generation of alternatives.
In the DDX process, it is essential to have a large and expanding 
component database. This is because it significantly affects the quality and 
choice of alternatives generated from which the user can select. Generally, 
mare alternatives are generated from a large database (containing many 
manufacturers' catalogues) than a small one. It is with these considerations 
in mind that four main factors have been examined for setting up a large 
component database. They are:
a) File Structure and Data Independence
b) Storage Space and Data Consistency
c) the View of Data Entities and its Relationships
d) System Response
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a) File Structure and Data Independence
A flexible file structure is required because manufactuers invariably 
describe similar components slightly differently. Also, considerations have 
to be made about the introduction of new products into the database. Fig.
4.4.4 shows the pulley characteristics of vee belt as described by two 
manufacturers' catalogues (Fenner and Kenyon). In the figure, the set of 
attributes used to describe the pulley, are identical, except in Fenner, the 
dimensions of pulley flanges are included. Furthermore, data independence is 
also necessary to provide easy editing and updating of information owing to 
price changes.
b) Storage Space and Data Consistency
To build a large database will require a lot of storage space. An 
example is to establish a bearing component database based on eight major 
manufacturers as described in section 4.2, five megabytes of disc storage 
are required. It is therefore necessary that data are properly managed or 
administered and any data redundancy is kept to a minimum. This saves 
storage cost, allows shorter access time and reduces the time spent in 
updating redundant files. Besides, the consistency and accuracy of the data 
can be maintained. Data consistency is extremely important as the user must 
have faith in the information that is being delivered.
c) The View af Data Entities and its Relationships
This view concerns the external data model in which an adapted 
presentation of the data entities and its relationships in the database is 
provided. In an expanding component database, this is an essential feature 
as it is necessary that the data attributes and its relationships are
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identified and properly documented. This is to avoid the very difficult task 
of keeping track with the identities of old and new attributes and 
relationships over a period of time in a large database. As previously 
stated, this has been one of the major problems In using a file handling 
system. This difficulty can however be overcome if the identities of the data 
attributes and its relationships can be easily established and viewed. This 
will greatly assist the data maintenance (DM) programmer in the management 
and documentation of the data attributes and relationships. Also, component 
data that are used in previous design applications but have now became 
obsolete can be easily removed from the database, hence it helps to keep the 
data storage at a minimum. An example is the introduction of new products 
which have a better overall performance than the existing ones stored in the 
database. It may therefore pay to phase out the existing ones and replace 
them with the new products. To illustrate, it may Involve the replacement of 
trapezoidal toothed (L,H,XH) belts with the "new" involute toothed CHTD) 
belts.
d) System Response
System response is another important consideration which depends on 
two main factors excluding hardware ones. They are the database size and the 
method used in data access. The first factor is the database size. To 
illustrate, an example is to retrieve a piece of component data from a large 
and small database. It has been found that a longer search time is required 
to extract the designated component data as the process has to scan 
through many more data items in the database. Also, the file handling system 
is generally found to be quicker than DBXS in data access [93,97-991. In an 
experiment, it has been observed that far a database containing 23000 pieces
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of data, the ratio of the data accessing speed is about 5:1. It must, however, 
be said that the use of a Connerical and compatiable software compiler can 
enhance the data processing speed of DBXS packages [100,1011. Tests 
conducted by Lewis [1001 have shown that about 20-40% reduction in data 
processing time can be achieved by using the dBCompiler to compile dBase II.
Although the overall efficiency of application programs may suffer 
because access is now provided via DBXS software, the achievements in 
flexibility, data independence, reduced storage space and storage view of 
data are considered to be worth the cost. Besides these key considerations, 
DBXSs have clear advantages over file handling systems in other areas such 
as:
a) providing support in differing views and applications
b) data security
c) easy integration of other softwares into the system
4.5 QRGAHISATIQX QF DBXS MODELS
The acceptance of DBXSs into the DDX process has spelt out the need to 
look into various existing DBXS models. This section looks into four common 
database management models that are commerically available [102,1031, with 
the view of using one of these readily-made packages in the DDX process. The 
four models are hierarchical, network, Inverted file and relational.
4.5.1 THE HIERARCHICAL MODEL
Hierarchical structures were initially developed primarily to provide a 
primitive tool for data consolidation as the records in the file were 
frequently varied in its data entitles. In the early 1960's, this offered some
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relief to the entity association problem and work first began using a two- 
level hierarchical model. By the mid 1960's, the model had been generalised 
to accomodate n levels. Since then, DBXSs like DCS (IBM) and Power Base (GXS 
system) have been developed to handle hierarchical models and are now 
commerically available.
Hugh Robinson [973 describes hierarchies as essentially trees and this 
is illustrated in Pig. 4.5.1. A tree can be defined as a hierarchy of nodes 
with blmodial relationship such that
a) the highest level in the hierarchy has one node called root.
b) all nodes except the root are related to one and only one node on a 
level higher than themselves.
In the hierarchical structure shown, a child (a node of a lower level) can 
only be allowed to have one parent (simple mapping) and that the inverse 
mapping is usually complex (one to many relationships).
Hierarchies are usually used to handle flat and tree-structured files. A 
flat file is one where each record contains the same types of data items, 
lavigation and maintenance of data attributes in the hierarchical structures 
is easy. However, in setting up component databases, a major variation arises 
as many data are not hierarchical tree-structured in nature. Instead, in many 
component data structures to determine a child node, more than one parent is 
required. Far example to generate belt drive alternatives, the sets of pitch 
diameters and grooves have to be established first which are represented as 
parent nodes in the hierarchical tree. To determine the required taper bushes 
(child), both pulley diameters and number of grooves have to be stated. The 
result is thus more complex than a tree structure. Besides, the hierarchical
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model breaks down when the relationships between different branches, 
different trees or even different levels are taken into consideration.
4.5.2 THE HETVQRK MODEL
The first network structuring methods to be developed for commerical
data processing had its origins in the bill-of-materials application which
requires the representation of many-to-many associations between a set of 
parts and Itself. A typical schema of the bill-of materials file 193] is 
described in Fig. 4.5.2 which shows what the products and sub-assemblies are 
composed of and how they are related. The products may consist of parts 
such as screws or rods and sub-assemblies as drlve-units and door catches.
From the figure, it can be seen that Level 4 subassemblies may contain level
3 subassemblies, which may contain level 2 sub-assemblies. Since the 
formulation of the bill-of-materials model, many other network DBXSs have 
been developed. KcGee 194] states, "One of the mo6t widely used DBMSs is 
perhaps TOTAL DBMS of CUCOX". Other database models like CODAYSAL which is 
one form of network approaches except that its storage schema proposals 
make use of indexes as well as lists to represent sets, has evolved.
letwork or plex structures (as they have been called) do possess some 
similar characteristics to that of the hierarchical models. The main 
difference in network structures is that the child in a data relationship is 
able to have mare than one parent. In DBXSs, network approaches usually 
employ the use of a linked list structure to express the relationship 
existing between records. An example is to link the PULLEY-CATIO to the 
PULLEY-PART could be represented by a relation PULLEY-ITEMS 
(CATIO#J)LAXBTER#) as illustrated in Fig. 4.5.3.
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As previous stated, in many component data structures to determine a 
child node, more than one parent is required. Unlike the hierarchical model, 
this does not pose to be a serious problem in setting up component 
databases when adopting the network model. Fevertheless, it must be said 
jthat network models have rigid and complex structures. In establishing a 
large component database, it is very difficult to keep track of the link 
lists or pointers for there are many entity associations. Also, the problem 
becomes worse as more records are introduced into the structure which would 
became more complex.
4.5.3 THE IJTYERTED EILE-MQDEL
An inverted file is one which stores the entity identifiers 
associated with values of every or certain attributes. This is shown in Fig.
4.5.4. Inverted files have traditionally been used as an extension to 
conventional file handling techniques to express the relationships between 
data- items in a mare explicit or efficient manner, lot surprisingly, 
commerically available database systems like Adaptable Database Systems 
(AD ABAS) utilised these inverted file structure concepts far data 
organisation.
The major characteristics of inverted file model stated by Veiss [102] 
are as follows:
a) records of one type stared in each file
b) records related via key file
c) access via an index to the key file, then the record
d) searches made easy because the value of each field in the key fields 
must be in the key file
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e) records stored serially and keys refer to actual disk locations.
Inverted file DBXSs are adopted in organisations which require such a 
straightforward and basic approach. It is simple and fairly easy to 
implement. However, in setting up component databases, inverted file DBXSs 
are not suitable as a record is frequently consist of many attributes. The 
inverted model has therefore to deal either with one-many or many-many 
relationships. Thus, to establish a function that would describe and 
determine the record nature (consisting many attributes) accurately is very 
difficult without affecting the loss of data integrity.
4.5.4 THE RELATIONAL MODEL
Development work on the relational model began in the mid-1960's. This 
was the result of growing dissatisfaction with the manner in which pointers 
and similar devices far implementing entity associations were being exposed 
to the users. Xany investigators had attempted to find ways to raise the 
perceived level of data structures, and at the same time bring them closer 
to the way in which people look at information. In the early 1970's, B.F. 
Codd [104,105] was largely responsible in pioneering the work on the 
relational model. Relational model concepts and rules based on sound 
mathematical ideas from set theory had been established. Since then, many 
DBXSs like dBase II, Informix, Xagsam running on the relational model have 
been developed.
The relational model usually consists of a number of two-dimensional 
tables or relations. This is a good way of representing data to the DX 
programmer and nonprogrammer user. Data in the table are arranged in rows
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and columns. In database language, a row is known as a tuple (or n-tuple 
where n refers to the number of columns) while the column is referred to as 
an attribute or field. An example of a relational model is shown in Fig.
4.5.5.
In database 'table' language, each of these two-dimensional tables has 
to conform to a set of rules [93]. They are as follows:
a) Bach entry in a table represents one data item: there are to be no 
repeating groups.
b) They are column-homogeneous; that is, in any column all data items are 
of the same kind.
c) Each column is assigned a distinct name.
d) All rows are distinct; duplicate rows are not allowed.
e) Both the rows and columns can be viewed In any sequence at any time 
without affecting either the information content or the semantics of any 
function using the table.
It must be appreciated that a major difference exists between the 
information stared in a database of a relational model and an ordinary file 
array. For in the relational approach, the data are inter-related with each 
other and their relations and operations between the data items are based on 
the mathematical theory of relations. Relational algebra and relational 
calculus are two commonly used mathematical sub-languages devised by Codd 
[93,97] to manipulate such relations and operations between the data Items 
in the relational database. A relational algebra operation Is one which takes 
one or more relations as its operands and manipulates them to form a new 
relation. Far example the following statements stated below are used to
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describe the process of retrieving all the satisfactory PULLEYS in relational 
algebra language. The satisfactory PULLEY must cost less them £80 and be 
within a 200mm pulley diameter.
i) Select from PULLEY where PRICE < £80 giving relation SI. 
ii) J0H R1 and PULLEY-D1AXETER < 200mm to form R2. 
iii) Project R2 to give required answers, 
where R1 and R2 are new relations containing either a subset or combined 
data set from the source relations.
In relational calculus, the DX programmer defines the set of conditions and 
leaves the DBXS to determine the sequence of operations in extracting the 
required result from the database. Using the above example, the equivalent 
executing in relational calculus language would ber-
Select PULLEY (PULLEY J>RICE<80.AXD.PULLEY.DIAXBTER<200)
4,. 5.5 JUSXIPICATIQir FOR THE USB QF THE RELATIONAL MODEL
In setting up and managing an expanding and large component databases, 
the relational model has been chosen. It is preferred over other DBXS models 
for the following reasons r-
a) Ease of Implementation. The relational model is the easiest way of 
representing data to software programmers. This is because the model data 
are stored in flat or relation files as shown in Fig. 455 which are 
similiar to most manufacturers' catalogues in displaying their information on 
standard components. This means that far the DX programmer, data 
organisation, viewing and editing is easy and quick. Furthermore, as the 
component database grows by adding new attributes and new relations, it Is 
very difficult to establish and keep track of the attribute relationships in
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the hierarchical and network models because this involves using many 
pointers or direct links. By decomposing the data structures into relation 
files, the complexity of the physical file storage is reduced. For the SX 
programmer, it does mean that programs are less complicated and the 
consequence is a reduction in time taken to write, debug and maintain 
programs.
b) Flexibility. The relational model is characterised by two principal 
data manipulation operations namely JOH and PROJECT. The JOIH operation 
puts together columns from different relations while the PROJECT operation 
splits relations, selecting certain columns. These operations therefore 
permit "cutting" and "pasting" of relations hence providing a degree of 
flexibility. This flexibility is required because the attribute relations 
established in the component databases may sometimes differ from the way 
how various application programs developed would supposedly like the data to 
be accessed. This may be due tor-
i) SX and DX programmers are different individuals performing their own 
separate tasks.
11) the setting up of component databases and writing of application 
programs are carried out concurrently.
lii) the need to modify the existing application programs which would 
affect the data structure in the component databases.
Thus, software developers (SX and DX) of the same data set will perceive 
different sets of data items and relationships between them. For effective 
data organisation and processing, it is therefore necessary to rearrange the 
data in its desired form in the logical file. A suitable approach is to 
extract subsets of the table columns (PROJECT) of one file and join together
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columns (JODT) of the other file, hence creating a new file. It must be said 
the JOH and PROJECT operations are not passible in other DBXS models. 
Vevertheless, one criticism of the relational model is to join two files in a 
large component database would take a long time.
c) Better Data Independence. In expanding a component database, it 
frequently involves the addition of new attributes and relations. The data 
will be perceived in a new way necessiatlng the addition and deletion of 
tuples (records). If the database is relational, it has been found that it is 
easier to restructure the data and the database can grow without, in most 
cases, farcing the rewriting of application programs [93]. This is Important 
because leSs time is required in maintaining the application programs and 
its data from the disrupting effects of database growth. Hence, good data 
independence can be achieved more easily with relational logical structures 
than with tree or plex structures.
4.6 PROBLEMS ASSOCIATED IX SETT1HG UP CQMPQXBXT 
DATABASES
The relational model has been adopted in the setting up of component 
databases to be used in the automatic selection of components in the DDX 
process because on balance it is the best choice. levertheless, there are a 
number of problems.
4«6.1 Explicit, and Derived Data
There is a major difference as to how technical data are handled and 
perceived for example between a library and component databases. In the 
library database, the information is well defined and undisguised namely
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book title, author, publisher and borrower. This information is known as 
explicit data. To find a book, one of the attributes i6 keyed in and this is 
what is searched for in the database.
In setting up component databases, it is necessary to deal with both 
explicit and derived data. A good example is a page of technical data 
extracted from a typical manufacturer catalogue CFenner) as shown in Fig. 
4.6.1. Each pulley is described by a set of attributes such as its catalogue 
number, bore size, pitch diameter, hub and flange dimensions. In an explicit 
application, one of these attributes will be entered to search for the 
characteristics of a named pulley. Such as to determine the catalogue number 
for a 67mm ”SPZ” pulley diameter with only one groove from Fig. 4.6.1. The 
database will search and match this set of attributes and extract the 
catalogue number of 031Z0071 from the database. In standard component 
selection problems, this explicit approach is of limited value, except to 
extract and specify the system components and its parameters. This is 
because most selection problems have to deal with derived data which require 
analysis of the input information to be undertaken before generating the set 
of alternatives. For example to select a spring. The information put into a 
component database far springs far example may be inside and outside 
diameters, free length, minimum length and spring rate plus the relevant 
commerical data. The designer input might be force at a certain length which 
has to be derived from the free length and spring rate information in the 
database. This means that analysis has to be undertaken in each search loop.
The situation is significantly worse when dealing with a power 
transmission database. In such a database, pulley or sprocket information;
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size, number of grooves, number of teeth, taper lock availability is stored 
along with belt information; length, width and power rating. This information 
can then be permutated into a large number of centre distances, speed ratios 
and power transmitting capabilities. To illustrate, a simple database 
consisting of pulley technical information in Fig. 4.6.1 has been established. 
To select a PT drive, a set of input shaft speeds of 1400 and 700rpm are 
entered. The shaft speeds are then used to calculate the speed ratio (derived 
data) that is 2:1. From the speed ratio, the set of pulley diameters from the 
database are extracted to generate various sets of pulley combinations 
(derived data). Satisfactory sets of pulleys are those that have a 2:1 size 
ratio as shown in Table 4.6.1.
4.6,2 Data Organisation
In the relational model, attributes are stored as columns in the 
database. The number of attributes to be stored in a data file is restricted 
by the allowable record length as specified by the DBXS package.
Hence, one problem that may arise is when there are too many attributes 
stored into a data file that it exceeds the allowable record length. In dBase 
II, a record can only contain up to 32 attributes. To group the pulley, belt 
and taper lock information of a particular type of PT drives into one same 
data file for easy management would have exceeded this limit. Also, a longer 
time is required to retrieve a data item in a long record than a short one. 
This is because it has to search through many unwanted data items before 
arriving at the desired attribute.
Another problem is the data organisation in which attributes to be 
accessed are stared in different and separate data files. This slows down
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the search process and affects the overall efficiency of the DDK process. 
This is because in most relational DBXSs, the data access operations exist 
as separate commands in the software package. An example is to extract a 
piece of information, the DBXS would have to first link the command file 
(LOCATE) in order to determine the record number in the data file. Then the 
next command file (STORE) has to be linked to extract the data. If the 
attributes are stored in separate data files, then the DBXS package has to 
carry out numerous 'LOCATE-STORE' routines. Therefore, proper measures have 
to be taken.
One effective method is to create data files with short record lengths 
and to access data collectively. This involves grouping belt, pulley and 
taper lock information into separate files. If the data file is still quite 
large like pulley information, it has to be further sub-divided. The 
preferred approach is to divide the attributes into either of the two sub­
groups
a) purely for results presentation. This set of attributes is used to 
describe the characteristics of a named pulley.
b) for both analytical and presentation purposes. In analysis, the set of 
attributes is extracted from the database to generate alternatives and 
derived information. This is when dealing with standard component selection 
problems.
It is therefore required that the identification of attribute types before 
staring them into separate data files. An example is to divide the attributes 
as illustrated in Fig. 4.6.2 into the above two main sub-groups. In the 
figure, the pulley price, diameter and weight are stared in the same data 
file for both analytical and presentation purposes. Vhlle its catalogue
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number, type and (F,K,L,X,I) dimensions are stored in the other data file. 
Vhen generating alternatives for PT drives, the set of pulley diameters, 
weights and costs can be jointly extracted from the database. The pulley 
diameters may be used to generate satisfactory pulley sets to meet the speed 
ratio criterion. Vhile the pulley weights and costs are used later on in the 
DDK process to calculate the total system weights and costs from this 
satisfactory set.
4.6.3 Global and. Local Databases
A global database is the core database and it contains catalogue and 
technical data which operates independently of the DDK process. Data 
extracted from the central (global) database usually has to undergo a series 
of steps before the solution to the problem can be obtalnd. As a result, 
different sets of derived data are generated at various steps of the DDX 
process. Frequently, problems are encountered because of the need to obtain 
certain pieces of derived data from past design steps in order to perform 
the present set of analytical calculations. It is usually not possible that 
the computer memory can be used to stare all these derived data. One 
approach is to establish temporary or local databases which would house 
these sets of derived data for future applications. However, it is to be 
noted that certain attributes are sometimes used collectively, hence they are 
to be stored in similar temporary data files. This is to prevent unnecessary 
opening and closing of files which is time consuming and also difficulty to 
keep track of the data locations. Besides, the SX programmer has to examine 
whether the attributes would be used in the later DDK process before storing 
them. This is to keep the storage space to a minimum as not all derived data 
generated are required for future uses.
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4.6.4 Database Integrity
Database integrity is a common problem in management Information 
systems and is particularly acute in the setting up of large component 
databases. Data inaccuracies can arise in two main ways. First, the hardware, 
software or transmission lines may introduce data errors. There are various 
effective technical controls which can prevent this from happening [106]. A 
second, and more serious problem is human errors as frequently wrong sets 
of technical data are inadvertently entered into the database [1071. As a 
result, the set of components selected might not be the optimum solution and 
perform to the specified requirements. As human data entry errors are more 
difficult to control than machine errors and are far mare numerous, three 
check and control techniques have been examined in an effort to reduce data 
errors and enhance database integrity.
The first technique is to carry out random sample tests [108,1091 on 
selected areas in the database. The data in these areas are to be printed out 
and examined. If no errors are found in the sample then no further 
examinations are necessary until any future errors are spotted. This 
technique does not check every piece of data, hence errors can still be found 
in other parts of the database. As the database expands, errors are 
accumulated which may then corrupt up the whole system so that an overhaul 
inspection is required.
The second technique [1101 is to enter two identical sets of data into 
two separate databases. A program is use to compare these sets of data. Any 
data inconsistency would then be highlighted and corrected. This technique 
is more effective as every new data will be checked. Vevertheless, it can be
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a tedious task especially when setting up of large databases as it requires
at least two sets of data to be entered.
The third technique C110-112] is to enter small groups of data into the 
database. Each time, the new set of data is entered, it has to be thoroughly 
re-examined. This is a very slow and tedious process but it can be quite 
effective in maintaining the overall database integrity.
4^6.5 Database Size
A component database contains standard components and its associated 
technical data used to describe them. Table 4.6.2 shows a small component 
database for PT systems consisting of 585 pulleys and 542 belt lengths. 
Altogether, there are about 23000 pieces of data in the database and this 
works out to be about ten associated technical data for every standard 
component. The associated technical data to describe a standard pulley may 
be its pitch and outside diameters, bore size, cost type, belt designation 
and etc.. Similarly, this is true for setting up a bearing component
database. For example, a particular bearing can be described by its bearing
number, size, maximum static and dynamic load ratings, and limiting speeds. 
To build a large database will therefore require more associated technical 
data to be added and this may lead to an explosion in its database which 
will easily lead to storage problems. It is therefore necessary to reduce the 
number of associated technical data to its minimal in describing a 
component.
4.t . Search-TQlerangfis
Another problem In using component databases to generate alternatives
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is that it has been found on numerous occasions that no alternatives exist 
that would exactly match the set of design specifications. This is an 
inevitable consequence of selecting from a finite range of discrete 
components. An example is to select a "SPZ" belt drive with a 5.51:1 speed 
ratio from a given set of components in Fig. 4.6.1. As the components exist 
as discrete elements, no pulley combinations are found that would give a 
5.51:1 ratio. The nearest speed ratio calculated is 5.56:1 (ie. with a set of 
pulley diameters, 180mm and 1000mm).
Besides the difficulty in generating "exactly matched" alternatives, a 
more serious problem is finding a best compromise solution that would 
adequately meet the required design specifications and maximise the 
objectives of the user. To illustrate, the user main objective may be to 
minimise cost (objective) and a "SPZ" belt drive is required to transmit 
2.5kV from a 1440 rev/min prime mover through to a 2.52:1 speed ratio 
reduction unit. The centre distance is to be 350mm with input and output 
shaft diameters as 25mm and 40mm respectively. Fig. 4.6.3 shows three 
alternatives generated; an alternative that exactly match the design 
specification and two alternatives that do not. The figure also reveals that 
for an "exact match" alternative (£42.92), it would cost more than the other 
two alternatives (£36.14 and £30.96). Given that the user is prepared to 
accept solutions that are within a small design tolerance from the orginal 
specification (that is slightly slacken the requirements on its speed ratio 
and centre distance), all three alternatives would then be considered as 
satisfactory. It would therefore pay the user to select alternative 3 (best 
compromise solution) and this represents a 28% (£11.96) cost saving. This 
means that it may sometimes pay the user to slacken the design requirements
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in order that the problem objectives can be maximised.
Thus to overcome these problems, the concept of search tolerances has 
to be built into the DDM process which recognises the essential imprecision 
or arbitrary nature of the selection process. Search tolerances are used to 
determine range limits of derived design variables, such as centre distance 
and speed ratio, when generating satisfactory alternatives. For example, if 
a designer specifies a 1000mm centre distance between the drive and driven 
pulley then a 5% search tolerance would mean any solutions that fall within 
a centre distance of 950mm and 1050mm (limits) will be considered as 
satisfactory. Fig. 4.6.4 shows the number of alternatives generated at 
different speed ratios and tolerances. The figure illustrates for a 2:1 speed 
ratio with 0% search tolerance, 30 solutions can be obtained. If the speed 
ratio search tolerance is increased by 5%, an additional 20 solutions can be 
derived. This is another factor which highlights the difference between 
component databases and standard "information'' databases.
Concluding RepafVg
This chapter has dealt with data organisation and the setting up of 
component databases. This is a necessary part of the work because the set of 
components and its attributes contained in a typical manufacturer's catalogue 
have complex relationships. Hence, formulated equations to relate them cannot 
be adequately established. This therefore involved an investigation into 
conventional file handling and database management techniques. It was 
concluded the latter was more flexible and suitable for the requirements of 
the work. This is because better data independence and consistency, less
- System Considerations -
demand in storage space and the ease of viewing data entities and their 
relationships can be achieved.
Further examination into a number of database management models has 
found that the relational model relates well with most manufacturers'
catalogues and is most appropriate for this application. Hence a relational 
model DBXS package known as TEKDBHS developed for the TEKTROMIX 4054
computer system to specially deal with such engineering applications has 
been selected.
It has also been established that there are a number of problems
associated with the setting up of component databases. These problems 
include the concept in dealing with both explicit and derived data, data
organisation, the use of global and local databases, database integrity and 
its size and the concept of search tolerances have been fully discussed.
-  120a -
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80 4OZ90 3 84 26 - 54 1210 32 1.250
85 40285 3 89 26 - 59 1610 42 1.625
90 40290 3 94 26 — 58 1610 42 1 625
95 40295 3 99 26 - 63 1610 42 1.625
100 402100 3 104 32 - 68 2012 50 2.000
112 4DZ112 3 116 32 - 80 2012 50 2.000
125 402125 9 129 32 - 83 2012 50 2.000
140 402140 9 144 32 - 108 2012 50 2.000
160 402160 9 164 45 - 128 2517 60 ! 2 500
180 402180 9 184 45 - 148 2S17 60 2 500
200 402200 7 204 45 122 168 2517 60 2.500
250 402250 7 254 45 125 218 2517 60 2.500
315 402315 7 319 45 125 283 2517 60 2.500
400 4QZ400 7 404 45 125 368 2517 60 2 500
500 402500 6 504 51 160 468 3020 75 3.000
630 402630 6 634 51 160 598 3020 75 3.000
800 402800 6 804 89 178 768 3535 90 3.500
Kenyon Belt Drives Catalogue
TYPE • 
CENTRAL HUB
FIG. 4.4.4 C o mparisons between M a n u f a c t u r e r s ' Catalogues
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FIG. 4.5.2 BiIl-of-Materials Schema 
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FIG. 4.5.3 The Use of Pointers to Relate Attributes 
in the Network Model
A SET OF D E S I G N  P A R A M E T E R S .  S U C H  AS D E S I G N  POWER. S P E E O  RATIO.
IS STORED IN A DATA FILE. UNLIKE OTHERS. THIS FILE
IS INVERTED TO GIVE THE SET OF ATTRIBUTE INDEXES AS 
SHOWN BELOW.
N O T I C E  IN IN VERTED FILE, T H E  A T T R I B U T E S  A R E  D E T E R M I N E D  FI R S T  
IN O R D E R  TO O B T A I N  T H E  S E T  O F  R E C O R D S  R E L A T E D  TO T H I S  A T T R I B U T E .  




D E S I G N  P O W E R 8 8 . 1 0 . 1 6 . 1 7
10 11
1 3 1 . 2 . 3
1 4 4 . 5 . 6
1 5 1 2 . 1 3
5 0 7 . 9
7 0 1 4 . 1 5
S P E E D  R A T I O 1 . 0 1 . 2 . 4
1 . 2 7 . 9 . 1 1 . 1 5
1 . 5 8 . 1 0 . 1 2 . 1 4
2 . 0 3 . 5 . 6 . 1 3
5 . 0 1 6 . 1 7
LI KE WIS E. O T H E R  D E S I G N  P A R A M E T E R S (ATTRIBUTES) ARE P R E S E N T E D
IN THIS MANNER.
FIG. 4.5 .4 INVERTED FILE STRUCTURE
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275H4024 240H076 27SH5024 240H100 275H6C24 240H150 276H7024 240H200 275H8024 240H300
027 270 027 270 027 270 027 270 027 270
030 300 030 300 030 300 030 300 030 300
033 330 033 330 033 330 033 330 033 330
036 360 036 360 036 360 036 360 036 360
039 390 039 390 039 390 039 390 039 390
042 420 042 420 042 420 042 420 042 420
046 450 045 450 045 450 045 450 045 450
048 480 048 480 048 480 048 480 048 480
051 610 051 510 051 610 061 510 051 610
064 540 054 640 054 540 064 640 064 640
067 670 057 670 057 570 067 670 067 670
060 600 060 600 060 600 060 600 060 600
063 630 063 630 063 630 063 630 063 630
066 660 066 660 066 660 066 660 066 660
070 700 070 700 070 700 070 700 070 700
075 780 075 750 075 750 076 760 075 750
080 800 080 800 080 800 080 800 080 800
065 850 085 650 08S 850 085 850 085 850
090 900 090 900 090 900 090 900 090 900
100 1000 100 1000 100 1000 100 1000 100 1000
110 1100 110 1100 '  110 1100 110 1100 110 1100
125 1250 125 1250 125 1250 125 1250 125 1250
140 1400 140 1400 140 1400 140 1400 140 1400
170 1700 170 1700 170 1700 170 1700 170 1700
Typical Two Dimension Table found in a 
Manufacturer's Catalogue








Belt Relat ion in a Flat File
FIG. 4.5.5 THE RELATIONAL MODEL
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F E N N E R P O W E R T R A N S M I S S I O N
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Typ# F J K I M N
OuftK)* 
D.a (O)
031/0701 1 1610 47 1 16 26 6 106 9?
020? 2 1610 47 3 78 0 78 0 -
0203 140 3 X I ? 50 2 X 111
33 9 6 X — 1 U  L
0204 4 X I ? 50 7 57 111 33 5 18 5 -
1 **0 D
0209 6 2917 60 2 64 111 46 5 17 5
0706 6 2917 60 7 76 111 46 5 79 5
031/0221 1 1610 4? 1 16 26 6 10 6 t?
022? 7 201? X i 78 33 9 9 X 11?
0723 1 AA 3 X I ? 50 2 40 131 33 5 6 X - 165 50724 1 0 0 4 7917 60 2 57 131 46 9 9 X
0276 9 7917 60 2 64 131 46 5 17 5
0776 6 2917 60 2 76 131 46 5 79 5
031/0241 1 1610 47 ) 16 76 6 10 6 97
024? 2 201? X 1 78 33 6 9 X 117
0243 3 X I ? X 2 40 191 33 5 6 X 185 50244 1 o u 4 2917 X 2 52 161 46 5 9 X
0249 9 7917 X 2 64 151 46 5 17 5 —
0746 6 7917 X 2 76 151 - 46 5 79 5
031/0761 1 701? X l 16 33 6 17 6 117
076? 7 7017 X 1 28 — 33 6 6 X U ?
0263 3 701? X 2 40 171 - 33 5 6 X 205 50764 200 4 2917 X 7 57 171 3 X 46 3 X 174
0769 9 2917 X 7 64 171 9 X 46 9 X 174
0766 6 2917 X I 76 171 16 6 46 19 5 174
0 3 1 /0 X 1 1 201? X 4 16 771 8 37 8 11?
0 X 7 2 7017 X 4 78 771 7 37 7 11?
0 X 3 250 3 701? 90 5 X 721
4 37 4 117 255 50304 4 7917 X 5 9? 271 3 X 49 3 X 174
0309 9 2917 X 5 64 221 9 X 45 9 X 174
0306 6 7917 X 5 76 771 16 6 46 15 6 174
031/0331 1 701/ X 4 16 786 8 3/ 8 11?
0337 2 7017 X 4 78 786 7 3? 7 117
0333 315 3 7917 X
4 40 786 ? X 46 7 6Q 174 320 50334 7917 X 5 57 786 3 X 49 3 X 174
0339 9 7917 X 5 64 786 9 X 49 9 X 1 /4
0336 6 7917 | X 5 76 786 156 45 19 9 174
031/0391 1 l 701? X 4 16 371 8 3? 8 117
0397 1 7 7917 X 4 78 371 8 X 46 M X 174
0393 400 3 7917 X 4 40 371 7 X
49 .* 90 174
0394 4 7917 X 6 5? 371 3 X 46 3 90 174 405 5
0399 9 X 7 0 79 5 64 371 6 X 51 6 X 199
0396 6 X X 75 4 76 371 0 76 0 146
031/037? 2 2917 X 4 78 471 8 X 45 6 X 174
0373 3 7517 X 4 40 471 7 X 45 7 X 124
0374 500 4 X 7 0 79 5 5? 471 O X 61 O X 169 505 5
0379 9 X X 75 4 64 471 6 76 6 146
0376 6 X X 75 4 76 471 0 76 0 146
031/0393 3 2917 X 4 40 X I 7 X 45 i X 174
0394 4 X X 75 4 57 X I 12 76 1? 146 635 50399 630 9 X X 75 4 64 X I 6 76 6 146
0396 6 3939 X 4 76 X I 6 X 89 6 X 178
031/0413 3 X 7 0 75 4 40 771 5 X 91 5 X 159
0414
800 4 X X 75
4 57 771 17 76 12 146 805 5
0419 9 3939 X 4 64 771 1? 5 89 17 6 178
0416 8 3935 X 4 76 771 6 X 89 6 X 178
88
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Pul ley Outside Dia. 
Pul ley Type 
Pul ley 0 imensions 
fF.K.L.M.N)
Pul ley At tr i butes in Fiq. 4.6.1
(Page from Manufacturer's Catalogue)
ATTRIBUTES
Catalogue No. Pul ley Pi tch Dia.
Pul ley Outside Oia. Grooves Number
Bush No. Max. Bore Size
Pulley Type Pulley Dimensions 
(F.J.K.L.M.N)
Pul ley Cost Pulley Weight
At tr i butes
PuI ley Pi tch 0 ia. 
Grooves No.
Bush No.
Max. Bore Size 
Pul ley Cost 
Pul ley Weight
PRESENTATION
D A T A F I L E
A NALYSI S  & PRESENTATION  
D A T A F I L E
FIG. 4.6.2 Categorisation of Data Files
Problem Speci f icat ion:
Design Power 




Driving Pul ley Dia. 
Driven Pulley Dia. 
Belt Length 
Taper Bush (Input) 
Taper Bush (Output)
2.5 kW Input Speed 1440 rpm
25 mm Output Shaft Dia. 40 mm
2.52 Centre Distance 350 mm
Speed Ratio = 2.52, Centre Distance = 350mm) 



















Exact Match Total Cost 42.92
(Speed Ratio a 2.5, Centre Distance = 34?mm)
Alternat i ve 2 (Rat io Tol. - 0.82, Distance Tol. s 0.22)
At tr ibu t e s S i ze (mm) Cat. C o d e Cost (£)
Driving Pul ley Dia. 100 031Z0141 7.07
Driven Pulley Dia. 250 031Z0301 16.87
Belt Length 1270 SPZ1270 4.54
Taper Bush (Input) 32 0-9C01210 3.09
Taper Bush (Output) 50 0-9K02012 4.57
Inexact Match Total Cost 36.14
Cost Difference with Exact Match (21 16
(Speed Ratio - 2.5, Centre Distance = 344mm)
Alternat i ve 3 (Rat io Tol. - 0.82, Distance Tol. = 0.1721
At t r i b u t e s S i ze (mm) Cat. C o d e Cos t  (£)
Driving Pulley Dia. 80 031Z0101 5.79
Driven Pulley Dia. 200 031Z0261 13.38
Belt Length 1140 SPZ1140 4. 13
Taper Bush ( Input) 32 0-9C01210 3.09
Taper Bush (Output) 50 0-9K02012 4.59
nexact Match Total Cost 30.96
Cost Difference with Exact Match ('/) 28













Speed ratio & speed ratio tolerance
With constants -  Design power = 10kW. Speed =1MDOrev/min.
Centre distance =1000mm. Tolerance = 5%
Roller chains
Wedged belts
Standard vee belts 
Timing belts
0 2-5 5 7-5 TO 0 2-5 5 7-5 10 0 2-5 5 7-5 10 0 2-5 5 7-5 10 0 2-5 5 7-5 10
Speed ratio tolerance (% )
FIG. 4.6.4 Relationship between Search Tolerances 
and Number of Alternative Solutions
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CHAPTER 5 : SEARCH ROUT I FES TO DEAL WITH DERIVED DATA
5.1 IFTRQDUCTIOF
In standard component selection problems, invariably involve the 
generation of many alternatives using derived data. One immediate concern is 
the segregation or discrimination of satisfactory from unsatisfactory 
alternatives generated. This is to assist the user in the selection of an 
appropriate solution to the problem.
Satisfactory Alternate ves
Satisfactory alternatives are solutions that satisfy the technical and 
objective requirements of the selection problem. Hence there are a range of 
possible options and this has been discussed in Chapter 3. nevertheless, it 
must be appreciated that all the satisfactory alternatives are not ranked 
equally. Instead, the user (designer) may base the selection of the optimum 
solution on a set of design requirements or objectives. The consequence is 
some alternatives would be preferred over the others.
Unsatisfactory Alternatives
Unsatisfactory alternatives are solutions that have failed to meet the 
problem requirements. Hence, they will be not considered and removed from 
the decision making process.
Another concern and a more serious one is the extent of search problem 
faced by the user in attempting to find a good if possible optimum solution. 
The reason has been previously established in that a standard component 
selection problem has many alternatives and derived data has to be used to 
generate the alternatives. For computation work, this search problem can be 
overcome in two main ways:-
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a) search and generate all the possible alternatives before making a 
selection. This can be very time consuming and impractical as alternatives 
are many.
b) incorporate search routines or algorithms into the DDK process which 
would only examine selected areas where good if possible optimum 
alternatives are most likely be found.
This chapter is primarily concerned about the development of search routines 
to deal with the generation of alternatives using derived data. A study has 
also been made on some existing search techniques used.
5.1.1 PROBLEM OUTLINE
To illustrate the search problem faced by the designer in generating 
alternatives, a typical standard component selection PT example is used. For 
the purpose of expressing the concepts of the various search techniques, 
this example is to be named as the "SCSPT* (Standard Component Selection PT) 
problem and will frequently be referred to in the whole of this chapter. A 
non-lubricating PT drive is required for a 1440 rev/min 7.5 kV normal torque 
a.c. electric motor, to a rotary pump at 750 rev/min. Alternatives are 
considered to be satisfactory if they are within a 5% speed ratio tolerance. 
The centre distance is to be approximately 600mm, and the drive will be 
required to run for 14 hrs/day. The motor shaft is required to be 42mm 
diameter and the pump shaft 55mm diameter. The selection is to be based on 
four types of PT systems (toothed, vee and wedged belts and roller chains) 
as stored in the component database shown in Table 4.6.2.
5.2 TREE SEARCH TECHNIQUE
The tree-search technique is a method used to find a path in a tree
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from the root node to a designated goal. The trees nay be defined explicitly 
and implicitly. An explicit tree is a diagram which shows a complete layout 
of all its branches and nodes. Fig. 5.2.1 shows an explicit tree used to 
illustrate the search problem. In the figure, the root node is to choose a PT 
drive far the selection problem, which is sub-divided into smaller groups 
leading to the alternatives (goals). An example is the alternatives in "SPZ", 
"SPA", "SPB" and "SPC" section belts classified under wedged belts.
On the other hand, an implicit tree consists of rules that describe how 
to generate the tree (ie. how to construct the successors of any node). For 
example, the tree in Fig. 5.2.1 is defined implicitly as follows:-
a) Vode number 1 is the root node.
b) At n=l, 2<n<5, each node n has four successors. For node 1, their 
numbers are 4n-2, 4n-l, 4n and 4n+l respectively. For node 2<n<5, the 
numbers are 4n-l, 4n, 4n+l, 4n+2 respectively.
c) At node 2, there are five successors whose numbers are 4n-2, 4n-l, 4n, 
4n+l and 4n+2 respectively.
d) At node 5, there are three successors whose numbers are 4n-l, 4n, 4n+l.
e) At node 21<n<38, each node has one successor whose numbers are n+16.
f) Vo node whose number is equal to or greater than 38 has any 
successors.
In the DDM process, the SM programmer develops the PT tree-search 
structure which is embedded in the program. Hence, the user can only choose 
from only a fixed number of search paths that lead from the root node to 
the set of alternatives generated (goals).
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5.2.1 Total Search Technique
The total search technique is a systematic generation of all possible 
alternatives to the selection problem. By systematic, it means looking at all 
the search paths leading to the generation of alternatives only once. This 
is obviously the safest and guaranteed way of finding the optimum solution 
to the selection problem. This technique is normally adopted by novice users 
who have no knowledge of the problem. levertheless, in dealing with most 
practical design problems (Including the use of standard components), no one 
would seriously propose this technique. This is because it would take longer 
than most of the users can imagine to accomplish anything. Hence, it is both 
uneconomic and impractical. An example is in the "SCSPT" problem where 
thirty-three alternatives of toothed, vee and wedged belts would have been 
generated. This is shown in Fig. 5.2.2. Thus, the total search is a concept 
that can be used as a "fall back case."
5.3 PATH SELECTION AJTD HEURISTIC SEARCH TECHNIQUES
Fortunately, in most design problems, much more knowledge is available 
which can be used productively to guide and limit the search area. There are 
two main approaches in arriving at the appropriate and if possible the 
optimum solution. The first approach requires the user to manually select 
from one of the fixed number of search paths. A more complex approach is to 
automate the selection process which involves the development of heuristic 
search techniques to be used in the DDK process model. Slagle [1131 defines 
a heuristic as "a rule of thumb, strategy, method, or trick used to improve 
the efficiency of a system which tries to discover the solutions of complex 
problems."
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5.3.1 "Manual Select" Method
In this method, the tree-search structure of the problem is embedded 
in the computer program. The user is required to manually select one of the 
fixed number of search paths from the root node that will lead to a 
particular set of goals. It must be said that the ability to determine the 
optimum goal (alternative) is mainly based on the user intuition and past 
experience. The method begins at the root node in which the program will
present the user with a number of its successor nodes and a selection is to
«
be made. From this node, another set of successor nodes will be presented 
and selected. Vhile other fixed search paths are ignored. This selection 
process continues until the program reaches a set of goals and the user 
makes a selection. This method is known as the "manual select" method.
To illustrate the principles of the "manual select" method, a PT tree 
structure as shown in Fig. 5.3.1 is constructed. The power transmission 
database contains three major PT systems namely gears, belts and chains. The 
PT systems can be divided further into smaller sub-groups. For example, the 
"belts" group is split into four sub-groups; V-belts, Poly-V belts. Toothed 
belts and Flat belts. In this example, the sub-groups are the goals. The 
method begins at the root node where three PT systems (gears, chains and 
belts) are presented to the designer. Vee belts may be selected because the 
designer does not want a lubricating PT system. Hence, chain and gear 
systems are removed because they require lubrication to maintain them. From 
this node (belts), four successor nodes (V-belts, Poly-V belts, Toothed belts 
and Flat belts) are then presented. Based on the designer experience, V-belts 
may be selected because they are usually considered to be cost effective. The 
selection process stops here. This tree-search problem can be extended
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further to cater for various belt sections. For example, V-belts can be sub­
divided into "Z", "A", "B" and "C" section belts. Another example is "Light",
"Heavy", "Extra Heavy", "HTD8mm" and "HTD14mm" duty belts are classified 
under Toothed belts. To select the appropriate belt sections, the designer 
may need to refer to the power-speed charts as shown in Fig. 5.3.2. These 
charts are used by manufacturers to recommend the appropriate belt sections 
to their customers for a particular selection problem. For example, a V-belt 
drive is required to transmit a lOkV design power at a shaft speed of 
1500rpm. From Fig. 5.3.2, either "A" or "B" section belts would be suitable.
This method can also be applied to bearing selection. For example in 
shock and heavy starting load applications, journal and thrust bearings 
would not be used. Instead, rolling-element bearings would be selected. This 
is because sliding bearings (journal and thrust) have low starting torque or 
friction [1143. Vithin rolling-element bearings, there can be types: ball, 
needle, tapered and cylindrical roller bearings. The designer would be
advised to opt for tapered roller bearings because they have found to
function better in shock and heavy loads applications [1143.
a) Discussion of "Manual Select" Technique
This method adopts an interactive approach and offers quick access to 
design problems. It relies heavily on designer experience or guidelines 
obtained from previous design problems or books [114-1163 which are 
expressed through the preferences shown in the selection. Yevertheless, there 
are drawbacks using this approach. Firstly, the Initial selection may not be 
based on current experience. This is because not all designers possess detail 
up-to-date knowledge in whatever field that is power transmissions,
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bearings, seals, springs, etc.. Although the designer may have selected a 
number of PT systems before, this knowledge may be inappropriate and may 
have now became obsolete owing to new product and material innovations. 
Hence, to make an appropriate selection requires current experience, this 
can, however, be obtained from those who have this current experience or 
learn from more recent published works. This can be troublesome as the 
sources may not always be present which will delay the execution of the 
task. This problem is further compounded if judgments are based on 
guidelines outlined in books which are generally very brief. This means the 
designer cannot state explicitly where the optimum solution will lie.
Another problem is the judgements made may hot be compatiable to the 
information found in the existing component database. This is because the 
designer experience may be based on only one or different set of 
manufacturer's catalogues. Hence, the decision making is limited to that 
experience which may be inappropriate for this work. This is because the 
larger the component database (more manufacturers' catalogues to select 
from), the set and ranking of decision making criteria used to determine an 
optimum solution may vary. This is a manual technique and as such is 
subjective and is operator dependent and is thus totally inconsistent.
Finally, there is the problem of conflicting objectives. Using the above 
PT example (Section 5.3.1), the designer main objective may be to minimise 
cost which results in the selection of vee belts. Unfortunately, in most 
realistic problems, the selection is based upon a variety of multiple and 
often conflicltlng factors. For example, a designer may want to maximise 
efficiency and also to minimise cost. Frequently, no solution can be found
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that would have maximum life and efficiency with the lowest cost because a 
high efficiency or high life solution in general does not result in the 
cheapest option. Fig. 5.3.3 shows some alternatives generated from the 
database for the "SCSPT" problem. The figure shows variations in cost, life 
and efficiency values and also illustrates the above point with the cheapest 
solution not giving the maximum efficiency. To determine an optimum solution 
would require some judgements as to the weightings or importance of the 
main objectives. Therefore, to make an accurate selection based on multiple 
or confliciting factors is therefore an extremely difficult task.
b) Methods to Improve "Manual Select" Technique
One way of combating the above problem is to present a performance 
table as illustrated in Table 5.3.1. The table shows the characteristics of 
various types of PT systems, such as belts, chains and gears, and their 
performances. An example is helical gears where efficiencies range between 
97-99.5% and generally have a life greater than 15000 hours. Although the 
information may be vague, the table would assist the designer in informing 
the relative merits of each PT system.
Another method is to store previous and recent expert decisions made 
for this particular task or construct a set of expert rules in which to 
assist in the selection. This would be discussed later on as it would require 
a dedicated and full-time expert who is readily available for consultation 
and the establishment of these rules. This can be very difficult to achieve.
5.3.2 Heuristic Search Techniques
Heuristic search techniques are widely used in robotics and in
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programmes for computer games such as chess or card type games. Their main 
role is to discover and solve intellectually difficult problems. This is done 
by incorporating artificial intelligence <AI) concepts or rules into the 
systems or processes so that the computer programs would perform the 
functions approximately as a human being would do. In developing of 
heuristic techniques to be used as search routines in the DDK process, the 
rational way is to examine existing techniques. There are a number of search 
procedures that are commonly used in heuristic programming namely: optimum 
search for minimum-cost path, breadth search and depth search.
a) Optimum Search for Minimum Cost Path
The method [117] is carried out by inspection and consists of a 
complete, precise set of rules that can be easily translated into a computer 
program. The method presupposes that the entire tree is not to be scanned 
but instead the program is to look at one node at a time. The algorithm is 
whenever the path comes to a node with many branches, it is to select the 
branch with the minimum cost until the designated goal is reached. In the 
DDK process, the nodal levels may denote the various PT systems (V-belts) 
and sub-systems ("Z", "A" section belts). The goals are the alternatives in 
each PT sub-system. Vhile cost estimates are assigned to each of the nodal 
branches incorporated into the program by the SK programmer. Fig. 5.3.4 is 
used to describe this technique and costs associated in the branches are 
stated. Starting from the root node, the designer would proceed in the 
following order: Z,D,J,K,P and then finally R. Hotice that at every node, the 
minimum-cost path is chosen. A possible problem may arise if primary node A 
is marginally cheaper than B but with higher costs at secondary nodes as 
illustrated in Fig. 5.3.5. This will result in a more expensive alternative.
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Another problem is the solution obtained is based on estimates. This is
because the actual PT alternative costs can only be calculated at the last
nodal level. This point will be discussed later.
b) Breadth Search
Breadth search [113,117,1181 is the easiest to program and is
guaranteed to find a solution if one exists, and the solution found will be 
the solution path of minimum length. In the DDN process, the branch between 
one nodal level (PT system) to another lower nodal level (a sub-group of the
PT system) is called a "length" and all the branches have the same length.
The procedure examines each of the successors (branches) of the node to see 
if it is a goal. If not, it then examines all the successors of these 
successors, and so on. Fig. 5.3.6 shows the procedure first look at a branch, 
say from left to right (A-D), at length one with the costs of the 
alternatives assigned to each successor. If no goals are reached, it then
proceeds to length 2 (E-J). In this length, the procedure will stop at node F 
which represents a goal. One of the problems is that the alternative 
obtained is generally not "optimum". This method can be improved, if all 
paths are examined for a given length before a selection is made. Even that, 
it does not necessary give the "optimum" solution as illustrated by the path 
0-R which makes up of five lengths with very low costs. Another problem is
either the first satisfactory alternative at the left-most branch or adopting
the improved technique, all the alternatives would usually have to be
generated in the PT example. This is because all the search paths from the
root node to the set of alternatives have the same length.
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c) Depth Search
Another heuristic approach is depth search 1113,117,118] which begins 
from one branch, say the left-most, and proceeds to the end of the branch 
until the goal (alternative) is reached or found. If it terminates without a 
goal node, the procedure backs up as little as possible to the closest 
branch point, chooses another search path and continues. Fig. 5.3.7 shows the 
depth-search tree diagram of a PT selection problem. The figure shows three 
primary nodes denoting three different types of PT systems. They are Toothed 
Belts <B), Vee Belts <V) and Vedged belts (V). The figure also shows five 
secondary nodes branching out the set of primary nodes. They are H, A, B, 
SPA and SPB which represent the various belt sections. For the purpose of 
illustrating this technique, two assumptions are made. Firstly, no 
satisfactory alternatives can be found in toothed belts but only in vee and 
wedged belts. This is denoted by the box letters of V and S. The second 
assumption is that the optimum solution is found in the "SPZ” branch 
(secondary node).
The depth search technique usually commences by selecting at either end 
(branches) of the search tree. In this example, the left-most branch is 
chosen and the search process begins from node R, to T, H and then box 
letter V. As no alternatives can be found, it has to backtrack to the closest 
branch point that is node R. The search process would then look at the next 
path V, A and box letter S. Upon finding a satisfactory alternative to the 
problem, it terminates here. It can therefore be said that this method is 
suitable in finding a satisfactory solution but not to be used in determining 
an optimum solution.
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ri) nns nf Thpsf» Rtic Techniques
The above three heuristic techniques would be suitable and easily 
incorporated into the DDJC process if the task was to find a search path 
from the root node leading to a satisfactory alternative (goal). 
Unfortunately, the primary concern about the development of the search 
routines is not just about finding any one of the satisfactory alternatives. 
Instead, the search routines are to be developed to assist the user 
(designer) arrive at an appropriate, if possible optimum solution as 
described in Section 5.1. Also, it has been stated that the techniques to be 
effective need to examine only in selected areas where an appropriate or 
optimum solution is most likely be found. This means eliminating the need to 
examine and generate all the satisfactory alternatives. This, however, leads 
to a number of problems arising in the use of these heuristic search 
techniques namely:
a) determining where the optimum solution lies
b) rigid tree-structures.
Location of Optimum Solution
Firstly, heuristic techniques are "goal" oriented where a set of rules is 
used to predict the appropriate selection of the search path in the tree- 
structure which would lead to the optimum solution. To establish the set of 
rules, it is necessary to know where the optimum solution would most likely 
lay. This is, however, very difficult in standard component selection 
problems for two main reasons
a) It has been established that different standard component selection 
problems have different search paths leading to the optimum solution. This 
problem is further compounded as in a standard component selection problem, 
it deals with derived data which exist as "disguised" information. This
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means that the information required to determine the path that leads to the 
optimum solution is not readily available and initially unknown hence has to 
be generated before the selection of an appropriate path can be made. The 
concept of derived data has already been discussed in Chapter 4.
b) reliable prediction as to where the optimum solution lies can only be 
made at the bottom level of the tree-structure. To illustrate, Fig. 5.3.8 
shows an explicit tree-structure of the "SCSPT" problem containing the costs 
of all thirty-three alternatives (goals) at the 3rd nodal levels. Vhile the 
various PT systems (Toothed <T), Vee (V) and Vedged (V) belts) and belt 
sections (H, A, B, SPZ and SPA) are found in the 1st and 2nd nodal levels 
respectively. In this example, the main objective is to minimise cost. At the 
1st and 2nd nodal levels, cost estimates can only be used to predict which 
search path that would lead to the optimum solution (minimum cost). This is 
because at the two levels, costing of a system or sub-system can only be 
made generally. They are no explicit and accurate cost data which can 
predict where the optimum solution lies. This means if a selection is made 
at these two levels, it will fix a particular search path to follow which may 
not lead to the optimum solution (goal). An example is if vee belts are 
selected at the first nodal level, it will either lead to the generation of 
alternatives in "A" and "B" section belts. Vhereas, the cheapest solution is 
found in "SPZ" belt section. Reliable prediction can, however, be made between 
2nd and 3rd nodal levels as it involves generating actual cost data for the 
selection problem. Unfortunately, if the selection of a search path is to be 
with-held until the 3rd nodal level, it would amount to generating all the 
alternatives hence reverting to total search technique.
One approach to overcome this problem is to establish and store the search
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path of each standard component selection problem. For example in the 
"SCSPT" problem, the search path that would lead to the optimum solution is 
given as R, V and SPZ as shown in Fig. 5.3.8. The search path is to be 
stored into the database along with the "SCSPT" problem. Thus, when dealing 
with a similiar "SCSPT" problem, the search path that has been established 
previously can then be adopted. Unfortunately, like most design problems, the 
technical specifications vary enormously and to store every conceiveable 
search path is not very practical. For example just making a change in its 
centre distance from 750mm to 1000mm on the set of problem specification in 
the "SCSPT" problem, would mean the iterative procedure of establishing the 
"optimum-cost" search path has to be followed through again.
Rigid Tree-Structures
Another problem with these heuristic techniques is that they have rigid 
tree-structure with fixed rules built into them. This may mean that the 
search path pattern has already been established previously. Hence, these 
techniques are insensitive and inflexible to changes which the DDK process 
demands. This is because like technical specification, the set and importance 
of the objectives inevitably vary from one application to another. For 
example, cost may be an important objective when dealing with one selection 
problem whereas, efficiency and life are considered important in another 
selection problem. This means the search path leading to the optimum 
solution changes depending on the relative importance of the objectives and 
criteria used. Thus, to program a fixed path pattern would be wrong.
5.4 DEVELOPMENT QF REV "SEARCH* ROUTINES
The limitations of these existing heuristic techniques have shown the
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need to develop new search routines that can adequately deal with derived 
data in the DDM process. Also, the search routines have to be able to
register any changes in the applications. In this, three techniques have been
developed and evaluated. They are:
a) Decision Xatrix
b) Levels of Sorting
c) Database of Answers
The first two techniques (a and b) which have been developed are search 
techniques and are used to recommend selected areas of where the optimum 
solution would lie to the user (designer). The last technique (c) which has 
been developed consists of previous design solutions stored in a database
and are to be used in determining the relevant set of satisfactory
alternatives to the problem quickly.
5,l4.l ^ .Decision Matrix
The decision matrix chart is a two dimensional table which is used as 
a decision aid to force detailed analysis of each alternative. This is in the 
light of imposed criteria and the weighting of criteria based on the 
decision maker's own utility value. This is illustrated in Fig. 5.4.1. To 
adopt this technique as a search process would involve five main steps:
a) identify alternatives
b) establish selection criteria and weightings
c) construct decision matrix
d) assign rating factor values
e) calculate the result and arrange the search order
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To illustrate the "decision matrix" technique, the "SCSPT" problem is 
used. Based on the problem, the selection of an appropriate PT system is to 
be found in one of the three PT varieties (toothed, vee and wedged belts). 
Chains are eliminated from the DDK process because they require lubrication 
to maintain them. From Fig. 5.2.1, it is also shown that these PT systems can 
be divided into sub-groups of different belt sections or types. However, in 
selecting PT systems, manufacturers do not consider all these sub-groups, 
instead only a few of the sub-groups are recommended. In this instance, H, A, 
B, SPZ and SPA section belts are selected which can be determined using 
design-speed charts like those in Fig. 5.3.2.
The second step is to establish the selection criteria which serve as a 
basis for selecting one sub-group over another as shown in Fig. 5.4.2. The 
designer then weighs these criteria according to their relative importance 
scale 0-10 (increasing importance). In this example, the designer has two 
major objectives but they are not weighted to the same extent. The two 
objectives are minimise cost and maximise efficiency and their weightings 
are 10 and 7 respectively which indicates the designer considers cost to be 
more important than efficiency. The assignment of weightings is explained 
more clearly in Chapter 3 ("Weighting" and "Tradeoff" Additive Methods). 
x Rating factors are then alloted to each of the sub-groups considered with 
respect to the selection criteria. These factors may range from 10 to 1 
(highest to lowest). For example, to maximise efficiency, toothed belts (H) 
are rated the highest (10), while vee and wedged belts operate in the same 
efficiency range and thus are rated slmiliarly (7). It must be said although 
the rating factors can be alloted quite specificially in terms of their
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performances, they are not highly accurate as to denote the actual 
differences that lie between the various sub-groups.
The final step in the process is to multiply each rating factor value 
by its corresponding weighting factor, recording the product in the 
appropriate space and summing all products. Fig. 5.4.2 shows that "SPZ" 
section belts have the highest score (150) while "B" section belts are the 
worst (119). The decision matrix has also worked out the search order 
("SPZ", "H", "A", "SPA" and "B") in which to be carried out in the intelligent 
schema.
a) Discussion of Decision Matrix Technique
This technique acts as a good communication device that can present 
clearly the rationale behind a given decision or choice. Also, it requires 
discipline from the designer of explicitly stating what is considered to be 
important (objectives). This is then used to determine how the search is to 
be conducted. This technique can yield some good rewards if the designer is 
honest and has a balanced overall outlook to the problem.
Vevertheless, there are a number of inherent difficulties in adopting 
the decision matrix. The first difficulty is sensitivity. The decision matrix 
technique is very sensitive to differences in the assignment of weighting 
and rating factors. Vhen two designers come up with different choices based 
on the same criteria, often their disagreements can be attributed to a 
divergence in their respective utility functions. For example, if the above 
PT problem are slightly altered in its weights and ratings as that in Fig. 
5.4.3, then the search order changes quite substantially ("H", "SPZ", "SPA",
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"A" and "B"). Therefore, to limit the search on the top group, "H", in the 
above PT example, may not necessary lead to the optimum solution. An 
improved method will be to examine a number of the sub-groups (perhaps, the 
top two or three in the list).
In dealing with standard component selection problems, the size and 
types of data stored in the database dictate the quantity of alternatives 
generated and "quality" in which the selection of a solution can be made. For 
example, this particular PT component database may have a small number of 
"H" standard components (20) but numerous amount of "SPZ" parts (150). If 
both belt sections are suitable for a particular task, generally, "SPZ" will 
generate a larger number of alternatives than "H" belt type. Also, a more 
appropriate choice that maximises with the user objectives can be selected. 
To illustrate this point, Fig. 5.4.4 shows two sets of standard components. 
The first set has twenty different components in them and the second set 
has - only five. The problem is to generate alternatives with a speed 
reduction of 5:1 ratio. In the first set, five alternatives would have been 
found. Vhlle in the second set, only a large set of pulley diameters (160mm 
and 800mm) would be generated. As the pulley size dictates the alternative 
cost and if the user main objective is to minimise cost, it can be said that 
a better selection can therefore be obtained in the first set than in the 
second set. If such information is not made aware to designers, this will 
pose a problem to the technique accuracy. This is because designers would 
most probably have to make certain assumptions in assigning weighting and 
rating factors to the set of alternatives. One assumption made may be that 
the size and types of data stored in the component databases are unbiased or 
the components in each sub-group are equally numbered or distributed.
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Another assumption is that the designer may treat this selection problem 
just like any other design problems which possible may have a larger range 
and number of components stored in their databases. This means the sets of 
weightings and ratings assigned may have been different between the 
assumptions made by the designer and when presented with the actual 
component data structure. This would lead to establishing a different search 
order. It is therefore necessary to present the actual component data 
structure of the database in advance to the designer. This may provide some 
guidelines and influence to the decision making process.
Another problem is the number of manual inputs to be entered. To make 
a decision, this technique requires the designer (user) to enter two sets of 
factors (weighting and rating). This amount can be excessive especially when 
dealing with numerous alternatives and selection criteria. For example, a 
designer may be faced with a "10x15" decision matrix as shown in Fig. 5.4.1. 
In order to make a decision, 160 data items (10 weighting and 150 rating 
factors) would have to be entered. This makes proper assignment of factors 
tedious and inaccurate which would lead to undisciplined allotment of 
factors leading towards an incorrect goal. Besides, most novices will not 
fully appreciate the set of criteria to be used in the problem. Even if they 
do, they will certainly find it extremely difficult to weigh and rate the 
alternatives appropriately. For this method to be used in the DDK process, 
modifications have to be made. Since rating factors constitute the major 
share of the inputs, one method is to construct a "decision rating matrix" 
(DRX) as shown in Table 5.4.1. This table is to be incorporated into the 
program and would be used to generate the rating factors automatically. The 
DRX is a table containing rating factors (specified by an experienced
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designer) of all possible alternatives for the various selection criteria. An 
example is a complete breakdown of the various PT systems as shown in Fig. 
5.2.1. Each of the sub-groups (like "L", "H", "SPZ" and "A" belt types) is to 
be assigned with a set of rating factors. For example, take efficiency 
(selection criteria), sub-groups of toothed belts are rated with the highest 
rate score (10), then wedged belts (8) and vee belts (7). By adopting the 
DRX approach, rating factors need not be entered and this would be greatly 
reduced the number of inputs. In the example, only ten weighting entries 
would be required. Also, the DDX process is speeded up and proper allocation 
of weighting factors for the selection criteria can be made. It must be said 
that the assigning of rating values in the DRX table can only serve as 
estimates and used to solve general problems. Thus, they do not deal with 
specific problems and are therefore unable to accurately determine where the 
optimum solution would lie for a given standard component selection problem.
5.4.2 Levels of Sorting Method
Unlike the decision matrix technique, the levels of sorting method 
generates alternatives using information from the existing component 
database. These alternatives are then used to establish the search order in 
the Intelligent schema. The concept of an intelligent schema will be 
discussed later. This method has been developed to use three sorting levels 
which can readily siphon out large numbers of unwanted alternatives and at 
the same time recommend to the designer where the optimum solution lies. 
These sorting levels are termed as "1st level", "2nd level" and "3rd level" of 
sorting as illustrated in Fig. 5.4.5.
- 140 -
- Search Routines -
aJ 1st Sorting Level
At this level t alternatives are sorted according to a set of design 
criteria stated loosely for each group. Alternatives that do not meet the 
loose limits set by the design criteria will be rejected. An example is if a 
non-lubricating system is required, then chains (group) are removed. If 
synchronous systems are to be used, vee and wedged belts are rejected. Fig. 
5.4.6 shows a list of fifteen design criteria used to determine whether a PT 
system is satisfactory in the "SCSPT" problem. These design criteria are 
explicitly established from information found in the component databases. 
One example is calculating the maximum speed ratio for toothed belt. This 
value is determined by dividing the largest pulley with the smallest one 
which is 8.67. This approach can be extended to cater for all types of belts, 
chains and gears as shown in Fig. 5.4.7. Thus, a more accurate picture can be 
derived as it deals with real data in comparison with those vague PT 
guidelines found in books [114-1161.
b) 2nd Sorting Level
Host groups can be further divided into smaller units or sub-groups 
and PT systems are one of them. Fig. 5,4.5 shows four different types of PT 
systems (groups). These PT systems can be divided further to form sub­
groups. For example, "Z", "A", "B" and "C" belt sections are classified under 
vee belts.
In the 2nd sorting level, using data found in the sub-groups, their 
(sub-group) limits are to be established. In the above PT example, using 
information of power ratings, shaft speeds and number of pulley grooves, the 
limits of the sub-groups are marked out. These limits can either be
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represented as drawn charts as shown in Fig. 5.3.2 or expressed as a set of 
curve-fitting equations. In the DDM process, curve-fitting equations are used 
to facilitate the automatic generation and selection of sub-groups. A 
different example is to select a vee belt drive that can transmit 9kV power 
running at 1440rpm. In Fig. 5.3.2, this requirement falls into "A" and "B" 
section belts. "Z" section belts are rejected because they fail to meet the 
technical constraints while "C" section belts are removed on the basis of a 
minimum cost solution.
c) 3rd Sorting Level
In the 3rd sorting level, alternatives generated using derived data at 
the extreme ends in the sub-groups are to be examined. These alternatives 
have to satisfy the technical constraints (like speed ratio, design power and 
centre distance) and objective limits (such as maximum cost and minimise 
life) set by the designer. The extreme alternatives generated are then used 
to establish the objective top and bottom limits of the sub-groups. Sub­
groups without any alternatives will be removed from the DDM process. Going 
back to the "SCSPT" problem, Fig. 5.4.8 shows five sub-groups ("H", "A", "B", 
"SPZ" and "SPA") which have passed through the 2nd sorting level. The 
extreme alternatives are generated which are then used to determine its 
objective limits. An example is in the "H" sub-group, the cost and weight 
(objectives) limits are ranged between £81.79 and £88.20, and 11.47kg and 
20.16kg respectively.
d) Discussion of Sorting Level Technique
The levels of sorting method is a general concept which can be adopted 
to deal with other standard component selection problems besides PT systems,
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such as bearings, seals, springs, etc.. An exanple is the levels of sorting 
method applied to a bearing selection problem based on the SKF catalogue as 
shown in Fig. 5.4.9. In the component database, at the 1st sorting level it 
may contain two major types of bearings: plain and rolling-element bearings. 
The set of criteria used to determine the selection of bearing type may be 
its speeds, starting loads, sizes, etc.. At the 2nd sorting level, for plain 
bearings, it can be sub-divided further to four sub-groups: radial, large, 
angular contact and thrust spherical plain bearings. Vhile for rolling- 
element bearings, seven sub-groups may be formed; ball and thrust ball 
bearings, taper, spherical and spherical thrust, cylindrical and cylindrical 
thrust roller bearings. Vhile at the 3rd sorting level, the top and bottom 
objective limits of each sub-group are to be evaluated. The objective limits 
could be its maximum and minimum costs, reliability, speeds, loads, noise, 
duty (life), sizes and weights.
The levels of sorting method deals with existing information found in 
the current component database. This is unlike the other techniques ("manual 
select" and "decision matrix") which based its selection on a set of 
recommended guidelines or "rules of thumb". These rules may be derived from 
books [114-116] or previous design experience relating to another component 
databases. Hence, the levels of sorting technique is faster and more accurate 
in determining a selected area where the optimum solution would be found 
based on the current component database. Using Fig. 5.4.8 as an illustration, 
the levels of sorting method is able to explicitly state that for the "H" 
belt type, the cost and weight limits are ranged between £81.79 and £88.20, 
and 11.47kg and 20.16kg respectively. Another example is that of "SPZ" belt 
type, the cost and weight limits are ranged between £63.29 and £72.87, and
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8.61 and 13.06kg respectively. From these sets of values, it not only informs 
the designer that "SPZ" belts are cheaper and less heavy than "H" belt type 
but also the extent of their differences in this selection problem. It must 
be said that the explicitness and accuracy of these levels of sorting limits 
are not found in "Manual Select" and Decision Matrix techniques. This means 
it is more likely for the designer to determine accurately and quickly where 
the optimum solution lies using the levels of sorting method. As compared 
with adopting other search techniques such as decision matrix or "manual 
select" techniques.
Furthermore, this technique lends itself readily to the DDM process 
where merit values can then be assigned to the sub-groups. These merit 
values are used to rank the sub-groups which can then automatically dictate 
the order in which the search is to be conducted to the designer. This is 
where the techniques discussed in Chapter 3 ("Tradeoff" Additive Method) can 
be introduced into the search process. Using the "SCSPT" problem as 
described in the 3rd sorting level, Fig. 5.4.8 shows the objective limits of 
the five sub-groups. Tradeoffs are used to relate the objectives like for 
every extra £10 paid, the designer is willing to accept a 1.2% increase in 
efficiency or 4000 hours increase in its life. Using the "tradeoff" additive 
method, the merit values in each of the sub-groups can be determined. From 
the figure, "SPZ" has the highest merit score (1020) while "H" has the lowest 
(599) hence "SPZ" is selected. This selection is accurate and its validation 
is fully discussed in Chapter 8.
e) Problems with Levels of Sorting Technique
There are two main difficulties when adopting the levels of sorting
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technique. They are:-
a) Establishing sub-group limits in 2nd Sorting Level
b) Determine Objective Limits in 3rd Sorting Level
Establishing SubzGmufi Limits in 2nd-Sorting Level 
The first problem is to establish curve-fitted equations that would 
accurately express the sub-group limits in the 2nd sorting level. This is 
because these equations are constructed from discrete data which can be 
found in the manufacturer^ catalogue. An example is the PT selection problem 
where the table of power ratings and shaft speeds is used to construct the 
sub-group limits as shown in Fig. 5.4.10a). This is analoguous to determining 
the load ratios and bearing types in the SKF catalogue by using the table of 
speeds and bearing lives found in Fig. 5.4.10b). As the data exist in 
discrete farms, generally exact correlated curves cannot be determined. 
Instead, a reasonable approximation has to be made. In establishing PT sub­
group limits, all the curves are found to have correlation values that are 
greater than 0.995. Owing to the inaccuracy of the curves, errors do arise in 
selecting the right sub-group when dealing with problems that operate at the 
boundaries of the sub-groups.
To explain this problem, Fig. 5.4.11 shows two sets of curves: one of 
them is under-specified and the other is over-specified. A under-specified 
curve is constructed from data that have smaller values than its actual 
ones. For example in Fig. 5.4.10a), a "A" section belt is fixed onto a 100mm 
pulley diameter running at 1440rpm, the actual power rating value is 1.58kV. 
To construct the curve, a power rating value of 1.55kV is used. An over­
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specified curve is the opposite of a under-specified curve where the curve 
is constructed using a set of data that are larger than its actual values.
In the under-specified case, if the problen operates between the actual 
and under-specified curves, the actual sub-group will not be considered as 
shown in Fig. 5.4.12. Instead, the sub-group that is above it, if any, will be 
selected. Thus to select a vee belt that has a 60kV design power running at 
1500rpm using 5.3.2. In the actual curve, this specification would operate 
within the "B" section belt boundary but because the curve is under­
specified, it now falls into the "C" region. These errors can affect the DDK 
process in two main ways:
a> if no sub-group exists above it, like "C" section belt, no
recommendations will be made. It is therefore assumed that no alternatives 
are present and this may not be true.
b) the selection of the above sub-group means any alternatives between the 
two curves will be omitted which may possibly contain the optimum solution.
In the over-specified case, no satisfactory alternatives can be obtained 
for the selected sub-group if it falls between the over-specified and actual
curve region as shown in Fig. 5.4.13. This is because the required design
power will be greater than the maximum load capacities of the alternatives 
of this selected sub-group. This means time will be wasted in generating 
unsatisfactory alternatives in the sub-group that do not meet the power 
requirements. Furthermore, the actual sub-group (above the selected one) is 
not considered.
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One method has been developed which can be used to overcome these 
errors. The method is to apply again the concept of search tolerances on the 
established under-specified curves. To select a sub-group, a search tolerance 
of say 5% is first set. This tolerance is then used to determine whether the 
problem is operating at the region that is between the under-specified and 
actual curves. If it does, then both sub-groups (the actual and above sub­
groups) are to be selected. Using the PT example (as described in the above 
paragraph), alternatives in "B" and "C" section belts would be generated.
Determining Objective T.1 mi t.r; in 3rd Sorting Level 
The second difficulty about this technique is in determining the top and 
bottom limits in the 3rd sorting level. This is because PT systems exist as 
sub-systems and one unit is made up of five main components. These 
components vary in sizes and quantities. Fig. 5.4.14 shows a selected number 
of alternatives generated based on the "SCSPT" problem. From the figure, it 
is observed that within the "SPZ" sub-group, the number of belts specified in 
the alternatives change with pulley sizes. This is because more power can be 
derived from using a larger pulley operating at the same speed. To transmit 
more than 9kV, alternative 1 with a 95mm pulley diameter needs four belts 
while two belts are only required far alternative 2 using a 160mm pulley 
diameter. The interaction between the pulley size and number of belts used 
affects the cost of the system considerably. Thus, to estimate the top and 
bottom cost limits based on the smallest and largest set of pulleys would 
not be correct. This point is substantiated in comparing alternatives 2 and 
3. Alternative 2 has the largest set of pulleys but costs only £63.92 which 
is cheaper than alternative 3 (smallest set of pulleys) which costs £68.79.
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One approach to overcome this problem is to identify the main contributory 
factors affecting a particular objective. Taking cost as an example, this is 
influenced mainly be the size and number of grooves in the pulley. To 
determine the top and bottom cost limits, it is therefore necessary to 
obtain the minimum and maximum pulley sizes for the set of grooves required 
as shown in Fig. 5.4.15. From the figure, the minimum and maximum pulley 
sizes are 95mm and 100mm respectively for four grooves. The extreme 
alternatives within each groove can then be calculated. Thus to calculate the 
bottom limit for four grooves, 95mm pulley with the smallest combination is 
used. Vhile for the top limit, 100mm pulley with the largest combination is 
employed. The top and bottom limits for all the grooves are then compared 
which is then used to establish the overall limits of the sub-group.
5.4.3 DISCUSSION QF SEARCH ROUTINES DEVELOPED
Unlike existing heuristic techniques which have a fixed pattern order 
in conducting their search, one major feature of the techniques which have 
been developed (Decision Katrix and Sorting Level Techniques) is that they 
make use of an intelligent schema. An intelligent schema consists a set of 
flexible rules which specify the, order of searches to be carried out and 
takes note of the differences in design applications. This is very unlike the 
set of fixed rules that are built into the heuristic techniques, for as 
previously stated different standard component selection problems have 
different search paths leading to the optimum solution. To illustrate this 
point, the depth-search technique as shown in Fig. 5.3.7 is used. In the 
depth-search technique, the search order is initially fixed and built into 
the program. This may start from either the left-most or right-most branch 
and then working across the tree-structure in the search of finding the
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optimum solution. This search order remains unchanged and is also used to 
with other standard component selection problems. On the other hand, the 
intelligent schema does not have these fixed rules built into the program 
initially. Instead, the order of searches may vary for different design 
applications. Using Fig. 5.3.7 again, the intelligent schema may conduct its 
search at branch R,V,SPZ first. If no satisfactory solution is found, it then 
looks at branch R,V,A. In another selection problem, the search order may 
have been altered. The search may commence at branch R,V,SPA first. If no 
satisfactory solution is found, it then looks at another branch R,V,SPZ, etc..
In the Decision Matrix technique, the establishment of the problem 
search order in the intelligent schema depends on the objective weightings 
and ratings for the different sub-groups. Vhile in the Sorting Level 
Technique, the tradeoff values and the objective top and bottom limits of the 
different sub-groups found in the third sorting level are used to determine 
the search order. The use of an intelligent schema is therefore an important 
concept as it introduces flexibility to the search order and can rapidly 
highlight the likely areas where a good or optimum solution can be found.
Of the two search techniques which have been developed, the Sorting 
Level Technique has been chosen. This is because the technique generates 
alternatives using information from the existing component database. This is 
unlike the Decision Matrix Technique which bases its selection on a set of 
recommnded guidelines or "rules of thumb”. As stated these rules may be 
derived from books [114-116] or previous design experience relating to 
another component databases. Hence, this technique can be subjective and is 
operator dependent and is thus inconsistent. As the Sorting Level technique
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is based on information found in the current component database, it is 
therefore faster and more accurate in determining a selected area where the 
optimum solution lays.
5.4.4 DATABASE QF AMSVERS
In the above two search routines developed (Decision Matrix and Levels 
of Sorting), it can be said that the main function in generating alternatives 
is primarily to deal with a particular standard component selection problem. 
Thus, in determining the optimum solution, the set of alternatives generated 
would not be used then to deal with future design problems. The database of 
answers technique however adopts a different approach by way of extending 
the uses of the alternatives generated even after the optimum solution is 
found. Besides realising that alternatives are generated to solve a 
particular selection problem, it also recognises that they can also be used 
in other problems with slightly different sets of technical requirements. To 
illustrate, Fig. 5.4.16 shows two slightly different sets of technical 
specification. In the first set, a PT system is required to transmit at least 
11 kV power, with 2:1 speed ratio and a 750mm centre distance. In the 
second set, a llkV PT system is also required but through a 1.9:1 speed 
reduction unit with a 750mm centre distance. Nevertheless, alternatives are 
considered satisfactory if they are within a 5% speed ratio tolerance. 
Assuming an alternative has been generated in the first data input set and 
their specifications are as follows: 13.28 kV transmitting power, a 2:1 
pulley size ratio and a 750mm centre distance. This alternative would also 
be able to satisfy the second set of specification. It therefore means that 
for a particular selection problem, if the alternatives generated have 
previously been stored, they can be used to handle problems with slightly
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different technical specification. Furthermore, this will speed up the DDM 
process as the alternatives have already been generated instead of using 
application programs. This is illustrated in Fig. 5.4.17.
It is with these considerations in mind that this technique has been 
developed. The technique uses a collection of alternatives generated from 
previous selection problems and stored them into a database. The database is 
to be known as the "database of answers" (DOA) and the alternatives stored 
are used to deal with a range of future selection problems. As this technique 
resembles more a normal type of database, a relational DBMS model is adopted 
in the DOA technique. To deal with standard component selection problems, 
this involved looking into three major areas:-
a) Establish a DOA that would systematically store alternatives generated 
from previous selection problems.
b) Develop search algorithms to locate and extract satisfactory 
alternatives in DOA and stored them into local databases.
c) Discussion and problems associated with adopting the DOA technique.
To illustrate these areas and principles of the DOA technique, the "SCSPT" 
problem is again used.
a) Establishment of DQA
The first main task in adopting this technique to deal with selection 
problems is to establish a DOA. As stated, thirty-three alternatives would 
have been generated in the "SCSPT" problem as shown in Fig. 5.2.2. The 
attribute values of these alternatives would be stored in records in either 
one large or split into a number of relation data files. This is by means of
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a DBXS package which is also used to organise and manage these alternatives 
in the DOA. The reasons for adopting a relational DBXS approach have been 
fully discussed in Chapter 4.
b) Development of Search. Algorithms
This section looks at two search approaches used to locate and extract 
satisfactory alternatives from DOA using DBMS commands of "LOCATE" and 
"STORE". The "LOCATE" command is used to mark the record numbers (which 
contain the alternatives) in DOA that satisfy the required set of 
specification and this search is to be carried out sequentially. The "STORE" 
command, on the other hand, is used to randomly extract the attribute values 
of the marked records in the DOA. In a typical DBMS package, it must be 
appreciated that the "LOCATE" and "STORE" commands exist as two separate 
commands. This means locating and extracting of satisfactory alternatives 
cannot be carried out within the same search process.
Using the "SCSPT" problem, the first approach is whenever a 
satisfactory alternative (record) is found, it is to be immediately extracted 
from the DOA and stored into a local database. This search process continues 
until all thirty-three satisfactory alternatives in the DOA are determined. 
It must be noted that the DOA also contains solutions to other selection 
problems and in execution of the search process, the DBXS commands are part 
listings in the application programs. To illustrate this search process, the 
sequence of events can be represented as a series of commands; ("LOCATE"-
"STORE"-"LOCATE"-"STORE" ) as shown in Fig. 5.4.18. To extract a
satisfactory alternative, the "LOCATE" command is first used to mark the 
required record number in the DOA. This would involve the linking of the
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DBXS package. Upon determining the record number, the application program 
has to be relinked. The "STORE" command is then used to extract the
satisfactory alternative. This would again require the linking of the DBXS 
package. Upon extracting the satisfactory alternative, the application
program is to be relinked again. For a set of alternatives, this would
Involve the linking and relinking of the DBXS package and application
programs several times. This practice was found to be very time consuming 
and inefficient.
A better search approach has been developed which globally extracts 
part of the attribute values found in all the records (alternatives) in the 
DOA. From these attributes, a set of record numbers with attribute values 
that satisfy the problem specification would then be evaluated. These record 
numbers are to be used to extract the remaining part of the attribute values 
in the DOA. An example of this approach is shown in Fig. 5.4.19 which 
illustrates a set of attributes consisting of its design power, speed ratio, 
centre distance, total cost, weight, size, life and efficiency for various 
alternatives. The given set of specification is that satisfactory 
alternatives have to transmit at least lOkV power, has a 2:1 speed ratio and 
cost less than £80. Adopting this approach, the set of attribute values of 
powers, speed ratios and costs are first extracted using the "STORE" 
command. From this set of attribute values, only record numbers 2,5,7 are 
found to contain solutions that satisfy the problem specification. To obtain 
a complete description of the set of satisfactory alternatives, the remaining 
set of attribute values in these record numbers are to be extracted from the 
DOA. By reducing the number of linking and relinking of the DBXS package
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and application programs in the search routine, it means a shorter time is 
required to extract the set of satisfactory solutions from the DOA.
c? Discussion and Problems with DQA Technique
As stated, DOA stores alternatives generated from previous
selection problems in the DOA. Thus, when dealing with other selection 
problems, it is not necessary to generate a set of alternatives using
application programs. Instead if solutions do exist, they can easily be
extracted from the DOA. Also, to solve similiar selection problems, the same 
set of alternatives need not be re-generated. This means a shorter time is 
required to arrive at the optimum solution in the DDM process. Using the
"SCSPT'* problem as an illustration, it has been observed the speed ratio in
determining the same set of satisfactory alternatives between adopting the 
DOA technique and generating them is about 20:1.
Nevertheless, when adopting the DOA technique in the DDM process, 




d) Changes of Attribute Values.
e) Data Organisation and Structure in DOA.
DQA Size
For this technique to be effective, many alternatives generated from a wide 
range of previous selection problems have to be stored. This represents a 
large and expanding DOA which means that a large data storage is required.
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This is a necessary feature of the technique because to solve standard 
component selection problems, solutions have to be found in the DOA. Also, as 
standard component selection problems tend to be varied in its requirements 
and applications, it is possible that for a new selection problem, no 
solutions can be found even in a large and expanding DOA. Hence, the 
effectiveness of the technique is undermined. This is serious because the 
user is uncertain as to whether alternatives would be found for a particular 
selection problem. Also, if no solutions are found, the technique does not 
assist the user in generating any alternatives. Hence, time is wasted. Thus, 
as a "stand-alone" technique in the DDK process, it would not be particularly 
suitable. Revert he less, the technique can be quite effective as a support tool 
along with other search techniques incorporated in the DDK process. This is 
because if alogrithms have been developed to determine the existence of the 
required set of alternatives in the DOA, they can be quickly extracted.
As stated, a large and expanding DOA is a necessary part to this technique. 
If all the alternatives are stored into one large relation data file, this 
would be very inefficient in organising the data. The reason is that to 
determine a set of satisfactory alternatives, the search process has to 
sequentially look through many unsatisfactory ones in the DOA. One effective 
approach to overcame this problem is to breakdown this large relation data 
file into a number of smaller data files. Each of these smaller data file 
would contain a particular type of alternatives. For example in the "SCSPT" 
problem, instead of grouping the set of thirty-three alternatives generated 
into one large data file, they can be divided into four smaller but separate 
data files. In these four data files contain the various alternatives of 
toothed, vee, wedged belts and chains. Fig. 5.4.20 illustrates this
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classification approach in which each data file contains a smaller number of 
alternatives. The classifying of alternatives into separate data files also 
enables the search process to examine certain alternatives in selected areas 
instead of looking at all the alternatives stored. To illustrate, the "SCSPT'' 
problem is adopted in which all thirty-three alternatives have been stored 
into four separate data files along with solutions generated from other 
selection problems. To determine the set of satisfactory alternatives for the 
"SCSPT" problem, the search process needs to look at the data files of 
toothed, vee and wedged belts. Vhile any alternatives stored in the "Roller 
Chain" data file are not considered as lubrication is required to maintain 
them. This therefore means a smaller number of unsatisfactory alternatives 
are examined which indicates a shorter search time is required to extract a
set of satisfactory solutions from the DOA.
Data Redundancy
Another major problem is data redundancy which can occur in two main areas. 
The first area is adding a set of alternatives which can be found in the 
existing DOA. To prevent unnecessary duplication of alternatives, one
approach is to develop check routines. A check routine iis used to determine
whether a particular alternative exists in the DOA. If this alternative is 
not found in the DOA, it is to be stored. It must be appreciated that only 
one alternative is checked at a given time. Thus, in a large and expanding 
DOA, this addition of alternatives can be rather inefficient and time- 
consuming as it has to make a search each time in the DOA to ensure that 
the alternative has not been duplicated. This might be less of a problem as 
dual processing systems increase in use.
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The second area is that alternatives can be inversely duplicated. Fig. 5.4.21 
shows two nearly identicals set of specification. The main difference lies in 
their speed ratios of 1.4 and 0.7143 which is directly inverse to each other. 
Two alternatives have been generated and found to specify the same set of 
pulleys, taper locks and belts. However, its pulley arrangements are in a 
reverse order as shown in Fig. 5.4.21. To store both alternatives in DOA 
would therefore occupy twice the amount of storage space. Also, the search 
process has to look through both alternatives. One approach to overcome this 
problem is to systematize the pulley arrangements in the various 
alternatives to be stored in the DOA. An example is all the alternatives 
stored in DOA are to have speed ratios greater than one. This would mean the 
pulley arrangements in the second alternative would be inverted before it is 
stored. By adopting the check routines, it would mean only one set of 
•inverted" alternatives would be stored in the DOA.
"Inferior" Alternatives
Another problem is that the DOA may contain a large number of "inferior" 
alternatives. By inferior, it means the overall performance of one set of 
attribute values (alternative) is poorer than another. To illustrate, Fig. 
5.2.2 shows a list of thirty-three alternatives. In the "H" belt type with a 
84mm belt width, the attribute values in Alternative 1 are cheaper, smaller 
in size (pulley diameters), lighter than Alternatives 2-4. Vhile the 
efficiency and life values are similiar. Hence, it is necessary to delete 
alternatives 2-4 from the DOA in order to maintain an effective and 
efficiency DOA through a reduction in its data storage. This is because these 
alternatives would seldom be chosen as a better solution can be found. This 
would either requires the DX programmer to manually delete the "inferior"
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alternatives front the DOA or by writing a program to perform this function 
on a regular basis.
v
Changes In Attribute Values
Another problem is changes in the attribute values of the alternatives 
stored J.n the DOA. The changes may be due to economic and technical 
considerations. An example is price changes which would affect the total 
cost of a PT system (alternative) in the DOA. This would mean the 
alternative costs have to be updated. The problem is further compounded if 
there are many components that made up the system. To illustrate, the PT 
system total cost is determined by adding the individual prices of the set 
of pulleys, taper locks and belts or chains. Whenever, a new price list 
appears, which is quite frequent, the alternative costs have to be re­
calculated. This is by adding all the component prices before the alternative 
costs can be edited. This therefore can be very tedious and cumbersome 
especially when dealing with many alternatives in the DOA.
Data Organisation and Structure in DQA
Like most database problems, a particular alternative in the DOA is 
described by its set of attributes. An example is that of a bearing which 
can be described by its bore size, outside diameter, wall thickness, maximum 
static and dynamic load capacities and designation number. Another example 
is the PT selection problem where the SH programmer has found it neccessary 
to state a list of 42 attributes as shown in Fig. 5.4.22 which would 
comprehensively describe a PT alternative. These attributes contains 
technical and objective data of the PT alternative and the user would be 
presented with this information. nevertheless, one immediate problem is that
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to contain this set of attributes, this would require a very large record 
length (about 500 bytes). For efficient data management and extraction, it is 
therefore necessary to divide and store these attributes into two separate 
relation data files. This is discussed fully in Section 4.6.
Besides storing into separate data files, it is also necessary for efficient 
and quick data retrieval that the main functions of the attributes are 
identified and classified together. One approach is to group attributes that 
are used to determine whether the alternative has satisfied the problem 
requirements in one data file. These attributes would be system cost, life, 
efficiency, design power and pulley diam teres and they are to be called (SP) 
attributes. In the other data file, the attributes are technical data, such 
pulley flange and hub sizes used to describe a component part. They are to 
be termed (TD) attributes. The division into these two sets (SP and TD) of 
attributes is shown in Fig. 5.4.22.
To illustrate this point, two different cases have been considered and are 
put in as figures below. The problem is to determine a set of satisfactory 
alternatives from the DOA which can transmit a design power greater than 11 
kV and last for at least 8000 hours. In database terms, this can be stated 
as ,DESPOV>11.AID.LIFE>8000-.
Case 1 - Classifying Attribute Functions into Appropriate File 
In case 1, the attributes of design power and life are grouped into one data 
file which is to be known as the primary file. The following DBMS commands 
would then used:
RLQCATE PRIMARY:(DESP0V> 11 .AID.LIFE>8000)
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where RLOCATE is to locate all record numbers that 
satisfy the condition in O 
PRIMARY is the target filename called PRIMARY.
{condition) is a particular condition to be satisfied.
Case 2 - Attribute Functions are Randomly Stored
In Case 2, the attributes of design power and life are stored in separate 
data files (primary and secondary).
RLOCATE PRIMARY :(DESPOV> 11)
RLOCATE SECOHDARY:{LIFE>8000>
To search and extract a set of satisfactory alternatives from the DOA, it
has been observed that Case 1 is quicker than Case 2. The reason is that in
Case 1, the search is only conducted once in the primary file. Vhereas, in 
Case 2, the program has to locate all record numbers that satisfies in the 
primary file (DESP0V>11). This amount (record numbers) is usually more than
in Case 1. From these record numbers, they are used to determine in the
SECONDARY file whether the attribute values for life are greater than 8000
hours. If they are, the alternatives are considered satisfactory and the
attributes are to be extracted from the DOA. As the search is carried out
twice, a longer time is therefore required in Case 2.
d) Summary of DOA Technique
To summarize, the DOA technique resembles more to a normal database 
which stores alternatives generated from previous selection problems and is 
hence not a search technique. Vhen dealing with standard component selection 
problems, it is not necessary to generate a set of alternatives using 
applications. Instead if solutions do exist, they can be easily extracted
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from the DOA. Hence the technique is generally faster than application 
programs in determining alternatives, nevertheless, it requires a lot of data 
storage space. In the absence of efficient search techniques and low 
computer processing power, this technique has been found to provide some 




The development of search routines to deal with the generation of 
alternatives using derived data when solving standard component selection 
problems is an essential part of the DDK process. An investigation has been 
made into a number of existing heuristics techniques, they, however, are 
found to be unsuitable. This is because these techniques have rigid tree 
structures with fixed rules built into them, hence they are insensitive and 
inflexible to changes which the DDK process demands. Also, reliable 
prediction as to where the optimum solution lies can only be made at the 
bottom level of the tree-structures which requires the generation of all the 
alternatives hence reverting to a total search technique.
Thus, Decision Katrix and Levels of Sorting Techniques are two search 
routines that have been developed in detail. The Sorting Level Technique has 
been chosen because it involves generating actual alternatives using 
information stored in the component database. Hence, it is faster and more 
accurate in determining a selected area where the optimum solution would lie. 
Also, the Sorting Level technique has an intelligent schema which is flexible 
in determining and dictating how the search order is to be conducted. Hence,
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the technique is sensitive to changes in handling the varied and many types 
of standard component selection problems which the DDM process encounters.
Besides search routines, a technique known as the Database of Answers 
has also been developed which resembles a normal database. This technique 
stores alternatives generated from previous selection problems and has been 
established to be generally faster than application programs in determining 
the relevant set of alternatives. This is provided that the solutions are 
already present in the DOA. In the absence of efficient search techniques and 
low computer processing power, this technique has found to offer some 
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TABLE 5.3.1 Power Transmission System 
Performance Table
Kay:
E •  E x c e lle n t 
C • Good 
P • Poor
Alternative Sub-Groups
1. Light Duty (Toothed)
5. 14mm Pitch HTD (Toothed)
9. C' Type (Vee)
13. SPC' Type (Wedged)
2. Heavy Duty (Toothed)
6 Z' Type (Vee)
10. SPZ' Type (Wedged)
14. Simple Chain (Roller)
3. Extra Heavy Duty (Toothed
7. A' Type (Vee)
11. SPA' Type (Wedged)
15. Duplex Chains (Roller)
4. 8mm Pitch HTD (Toothed)
8. B' Type (Vee)
12. SPB' Type (Wedged)
16. Triplex Chains (Roller)
No.
- - - - - Alternative
Selection Criteria " — Sub^Gr^upJ^. 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16
1 High Power Performance
2 Allowable Top Speed
3 High Efficiency 9 9 9 10 10 7 7 7 7 8 8 8 8 9 9 9
4 High Power/Size Ratio
5 Low Capital Cost 7 7 7 8 8 7.5 7.5 7.5 7.5 10 10 10 10 9 9 9
6 Low Bearing Loads
7 Low Maintenance Cost 8.5 8.5 8.5 8.5 8.5 10 10 10 10 9.5 9.5 9.5 9.5 5.5 5.5 5.5
8 Permissible Speed Variation \
9 Ease on installation \
10 Low Noise Levels 9 9 9 9 9 10 10 10 10 10
i
10 1° 10 7 7 7
11 Long Life 4 4 4 4 4 10 10 10 10 10 10 \.o 10 6 6 6
12 ReliabiIi ty \ f
13 High Power/Weight Ratio \ /
14 Good Resistant to Weather Conditions \ /
15 Ease of Maintenance \
TABLE 5.4.1 Decision Rating Table Sub-group Ratings Placed on some Selection Criteria
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1. Running Power (kW)
2. Input Speed (rp m )
B. Output Speed (rpm)
4. Ratio Tolerance (XI
5. Centre Distance (mm)
6. Distance Tolerance (X)
Output Shaft Dia. (mm
NPUT DATA
















1 H 85.2 161.9 1 81.79 97.85 8000 11.5 84
2 H 97.3 194.2 1 89.34 97.85 8000 14.9 84
B H 101.3 194.2 1 90.86 97.85 8000 15.1 84
4 H 105.4 194.2 1 92.36 97.85 8000 15.4 84
5 H 121.5 242.7 1 108.34 97.85 8000 19.3 86
6 H 129.6 242.7 1 111.08 97.85 8000 21.2 86
7 H 145.7 291.2 1 88.20 97.85 8000 20.2 59
8 H 194.2 388.2 1 91.20 97.85 8000 25.2 48
9 H 339.7 630.7 1 106.81 97.85 8000 31.0 45
10 A 100.0 200.0 6 85.04 95.37 25000 16.1 95
11 A 106.0 200.0 6 86 47 94.95 25000 16.4 95
12 A 125.0 250.0 4 76.76 95.65 25000 16.3 65
13 A 132.0 250.0 4 78.37 95.33 25000 17.4 65
14 A 160.0 315.0 3 79.09 95.46 25000 22.5 51
15 B 125.0 236.0 4 96.87 94.99 25000 21.8 82
16 B 125.0 250.0 4 99.85 95.01 25000 23.7 82
17 B 132.0 250.0 4 101.00 9a .51 25000 24.0 82
18 B 160.0 315.0 3 105.20 9a . 28 25000 26.2 63
19 B 170.0 315.0 3 106 98 93.81 25000 26.9 63
20 B 180.0 355.0 2 96. 18 95.36 25000 21.7 51
21 B 190.0 355.0 2 98.43 95.01 25000 23.9 51
22 B 200.0 400.0 2 108.01 94.69 25000 27.6 51
23 SPZ 85.0 160.0 5 68.79 95.45 25000 8.6 64
24 SPZ 90.0 180.0 5 72.87 95.02 25000 10.4 64
25 SPZ 95.0 180.0 4 63.29 95.58 25000 9.7 52
26 SPZ 100.0 200.0 4 67.68 95. 19 25000 12.1 52
27 SPZ 125.0 250.0 3 67.60 94.96 25000 12. 1 52
28 SPZ 160.0 315.0 2 63.92 95.34 25000 13.1 45
29 SPA 100.0 200.0 4 87.88 94.85 25000 13.8 65
30 SPA 106.0 200.0 3 71.26 95.52 25000 11.0 50
31 SPA 125.0 250.0 3 80.71 93.90 25000 12.0 50
32 SPA 132.0 250.0 2 63.91 95.37 25000 10.0 45
33 SPA 160.0 315.0 2 75.47 93.86 25000 13.4 45
FIG. 5.2. 2 Total Search - List of all Thirty-Three
ALternati ve Solutions
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FIG. 5.3.2 Design Power and Shaft Speed Charts
input Values
Running Power 7.5 kV Input Speed 1440 rpa
Output Speed 750 rpa Speed Ratio Tolerance 5Z
Centre Distance 600 u  Distance Tolerance 5Z














1 SPZ 95 180 582.6 63.29 95.58 25000 9.7
2 SPA 132 250 597.2 63.91 95.37 25000 10.0
3 A 125 250 577.7 76.76 95.65 25000 16.3
4 B 132 250 577.1 101 94.51 25000 24.0
5 H 85.2 161.9 605.2 81.79 97.85 8000 11.5
6 H 121.5 242.7 600.2 108.34 97.85 8000 19.3
7 SPA 160 315 571.9 75.47 93.86 25000 13.4
8 SPZ 100 200 612.5 67.68 95.19 25000 12.1
FIG. 5.3.3 Alternatives Generated from a Power Transmission Database
Root Node, Z
Minimum Cost Path100
S i - Node 
0  - Goat Node
FIG. 5.3.^ Optimum Search for Mini mum Cost Path
Errors arise with the 
algorithm owing to the slight 
differences in the cost paths
Root Node, Z
100
Mini mum 1° 
Cost Path / /
S I - Node 
[9 ] - Goal Node






Search Path (Left to Right)
I - Node 
[7] - Goal Node
FIG. 5.3.6 Breadth Search
Primary Nodes
Secondary Nodes
PT Select ion Problem 
Root Node, R
[n ] - No Solut ions 
(Not a Goal)




FIG. 5.3.7 Depth Search






101.0078.3781.79 96.8790.86 .20 106.81
89.34 92.36 76 76 79.09111.08 91.20 99.85 105.20 96.18 108.01
SPA
68.79 63.29 67.60 87. 80.71 75.47
72.87 67.68 63.92 71.26 63.91
3rd Nodal 
Level
Cost of Alternatives (£)
FIG. 5.3.8 Explicit Tree Diagram - All 33 Alternatives
of PT P r o b l e m
S e l e c t  i on 
C r i  t e r i a
Alternat i ve 
Sub-groups 
.z_______
10 P O I N T E R '  W E I G H T I N G  SCALE FOR ' W A N T '  C R I T E R I A
M  u o n  itiH j u g) 
s ) M m  h t o (\jmj nG)
0) C TYPE IVEe\
15) SPC TYPE (WEDGED)
2) HEAVY f T J MJNG)
6) Z TYPE (VEE)
10) SPZ TYPE (WEDGED) 
M) SIMPLE (ROLLER)
3) EXTRA HEAVY (TIMING) 
7) A TYPE IVEE)
II) SPA TYPE (WEDGED)
15) DUPLEX (ROLLER)
T
4) 8MM HTD (TIMING) 
8) B TYPE (VEE)
12) SPB TYPE IVEOCEO) 
16) TRIPLEX (ROLLER)
10 Columns for 
Alternative Sub-groups
NO. 1 FACTORS OF CONSIDERATION VEICHTS S'
7-
1 OPTIMISE POWER V /
2 a l l o w a b l e t o p s p e e d
\
\ 2/
3 EFFICIENCY \ /




5 CAPITAL COST \ 0 /




7 LUBRICATION (MAINTENANCE COST) \ /
8 PERMISSIBLE SPEEO VARIATION \ /
0 AVAILA8ILITY OF TAPER LOCKS 10 x: 15
rix10 NOISE LEVELS Mati
1 1 l i f e s p a n / \
12 RELIABILITY FACTOR / \\
13 POWER/WEIGHT RATIO /
/
V





15 A) EASE OF MAINTENANCE 8) FREOUENCY OF MAINTENANCE 
C) SYSTEM COMPATIBILITY /
/ \
\
FIG. 5.4.1 PT Decision Making Matrix
' 1 0  P O I N T E R '  W E I G H T I N G SCALE FOR 'WANT ' C R I T E R I A •
1) LICNT (TIMING) 2) HEAVY (TIMING) 3) Ex t r a h e a v y ITIMING) 4) 0MM HTD (TIMING)
5) 1 4 m  HTD (TIMING) 6) 2 TYPE fVEE) 7) A TYPE (VEE) 8) B TYPE (VEE)
0) c TYPE IVEE) 1») SPZ TYPE (VEOGEO) 1 1) SPA TYPE (WEDGED) 12) SPB TYPE (WE0CE01
IS ) SPC TYPE IVEOGED) 14) SIMPLE (ROLLER) 15) OUPLEX (ROLLER) IB) tri p l e x (ROLLER)
NO. FACTORS OF CONSIDERATION WEIGHTS d 1 a IO i 1
1 o p t i m i s e p o w e r
2 a l l o w a b l e top s p e e o
3 EFFICIENCY ~T IO K 1 1
4 POWER /SIZE RATIO
5 CAPITAL COST lO 1 n ' i 10
G SHAFT BEARING LOADS
7 LUBRICATION iriAjNTENANCE COST)
8 PERMISSIBLE SPEEO VARIATION
0 a v a i l a b i l i t y  of t a p e r LOCAS
10 NOISE LEVELS
1 1 LIFE SPAN
12 RELIABILITY FACTOR
13 POVER/VEICWT RATIO
1 4 ENVIRONMENT FACTOR - OUST
- VAPOUR
- TEMPERATURE
15 A) EASE OF MAINTENANCE 
Bl f r e o u e n c y  of MAINTENANCE 
C) SYSTEM COMPATIBILITY
o v j e r . ph. i_  > H 0  , . y )  is -o  i ^ |
FIG. 5.L.2 Establishing of Selection Criteria
' 1 0  P O I N T E R ' WEIGHT INC SCALE FOR 'WANT ' C R I T E R I A •
11 Lltm ITIHJNG) 2) HEAVY ITJMJNG) 3) EXTRA HEAVY (TIMING) 4) 0MH HTO IT1MING)
5* u r n  HT0 (TIMING) 6) 2 TYPE fVEE) 7) A TYPE (VEE) 8) B TYPE IVEE)
0) C TYPE IVEE) 18) SPZ TYPE IVEOGEO) 11) SPA TYPE (WEDCED) 12) SPB TYPE IVEDCEO)
IS) SPC TYPE (WEDGED) M> SIMPLE (ROLLER) 15) OUPLEX (ROLLER) IS) t r i p l e x IROllER)
NO. FACTORS Of CONSIDERATION WEIGHTS 2. 7 8 IO \)
1 o p t i m i s e p o v e r
2 ALLOWABLE TOP SPEEO
3 EFFICIENCY (_ ^ “I 10 “l n 1 7
4 POWER /SIZE RATJO
5 CAPITAL COST I H1*J IfA \<W > % i \o 1
6 SHAFT BEARJNC LOADS
7 LUBRICATION (MAINTENANCE COST)
8 PERflJSSIBLE SPEEO VARIATION
9 AVAILABILITY OF TAPER LOCKS
IB NOISE LEVELS
1 1 LIFE SPAN
12 RELIABILITY FACTOR
13 POWER/WE ICHT RATIO
1 4 ENVIRONMENT FACTOR - DUST
- VAPOUR
- t e m p e r a t u r e
15 A) EASE OF MAINTENANCE
B) FREOUENCY OF MAINTENANCE
C) SYSTEM COMPATIBILITY
cwerau- tip. o n tix no
FI6. 5.4.3 Effects of a Change in the Decision Making Matrix
Two Sets of Pulley Diameters
SET 1
N u m b e r of C o m p o n e n t s (20)
75mm 100mm 180mm 450mm
80mm 112mm 200mm 500mm
85mm 125mm 250mm 630mm
90mm 140mm 315mm 800mm
95mm 160mm 400mm 1000mm
Satisfactory Alternatives Generated 
with a 5:1 Speed Reduction







Satisfactory Alternatives Generated 





N u m b e r  of C o m p o n e n t s  (5
200mm
FIG. 5.4.4 An Illustration that a Better Selection can be made





1. RUNNING POtO (kV)
2. INPUT SPEED (rpa)
B. OUTPUT SPEED (rpa)
4. RATIO TOLERANCE (X)
5. CENTRE DISTANCE (u)
6. DISTANCE TOLERANCE (X)
7. INPUT SHAFT DIA. (■■)


















































































FIG. 5.4.5 Levels of Sorting
DESIGN INPUT PARAMETERS 
TOOTHED BEIT DESIGN POVIER 12.75 kW VEE & WEDGED BELT DESIGN POWER 8.25 kW
ROLLER CHAIN DESIGN POWER 7.5 kW MINIMUM SPEED VARIATION 1E20 X
MINIMUM SYSTEM LIFE 5000 hours NON LUBRICATION 1
UNPARALLEL SHAFT TRANS. 0 PLAIN BORE 1
SPEED RATIO 1.92 MINIMUM EFFICENCY 90 X
MAXIMUM SHAFT DIA. 55 aa MAXIMUM PRICE £200
MAXIMUM SYSTEM LENGTH 1E20 aa MAXIMUM SYSTEM WIDTH \  1E20 aa
MAXIMUM SYSTEM HEIGHT 1E20 aa MAXIMUM WEIGHT 1E20 kg
TOOTHED BELT VEE BELT WEDGED BELT ROLLER CHAIN
OBJECTIVES LIMITS LIMITS LIMITS LIMITS
MAXIMUM POWER (kW) 230 250 500 3000
MINIMUM SPEED VARIATION IX) 0.00 1 1 0.5
MAXIMUM LIFE (hours) 8000 25000 25000 15000
NON LUBRICATION 1 1 1 0
UNPARALLEL SHAFTS' TRANS. C 0 0 0
PLAIN BORE AVAILABILITY 0 0 0 1 x
MAXIMUM SPEED RATIO 8.67 H . 3  12 13.6
MAXIMUM SHAFT SPEED (rpa) 6000 7500 7000 5000
MAXIMUM EFFICIENCY (X) 98 97 97 97.5
MAXIMUM SHAFT DIAMETER (aa) 125 125 125 200
MINIMUM PRICE (£) 15.50 16.00 16.60 10.00
MINIMUM SYSTEM LENGTH taa) 110 125 150 95
MINIMUM SYSTEM WIDTH toui) 22 23.5 23.5 17
MINIMUM SYSTEM HEIGHT (aa) L9 61.5 72.5 ;5.5
MINIMUM HEIGHT (kg) 0.9 0.98 1.12 1.0
Denotes Design Parameters have exceeded Database Allowable Limits
F I G .  5 . 4 . 6  1st S o r t i n g  L e v e l
S e l e c t i o n  
P o w e r  i t e r  i a 
T r a n s m  i s s  i 
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FIG. 5 . 4 . 7  S e l e c t i o n  C r i t e r i a  Chart for Belts, C h a i n s  and G e a r s
TRADEOFFS £10 
LIMITS £200
TRANS. COST (£) W I G H T  (kg) SIZE (Ratio) 
SYSTEMS (MIN/MAX) (MIN/MAX) (MIN/MAX)
H 81.79 11.*7 0.20
88.20 20.16 0.50
A 78.37 16.10 0.67
88.04 22.54 0.82
0 96.18 21.68 0.81
108.01 27.57 1.00
SPZ 63.29 8.61 0.36
72.87 13.06 0.62
SPA 63.91 10.02 0.41
87.88 13.77 0.62
FIG. 5.4.8
1.25 Z 4000 hr
90 Z 5000 hr
NOISE tdSA) EFFIC. (I) LIFE (hr) MNCOST (£) MERIT
(MIN/MAX) (MIN/MAX) (MIN/MAX) (MIN/MAX) VALUES
59.0 97.85 8000 35.78 599
84.0 97.85 8000 42.12 -1
77.4 94.65 25000 26.84 852
78.8 95.46 25000 36.02 852
78.0 93.81 25000 27.22 672
79.7 95.36 25000 36.84 498
77.1 94.96 25000 27.08 1020
78.8 95.58 25000 42.00 943
77.4 93.86 25000 33.46 996
78.8 95.52 25000 51.00 755
3 r d  S o r t  inq L e v e l
NPUT DATA
Bearing Select ion 
Problem
r
1st Sort i ng Lev
Duty Required 
Shaft Speed 
Radial & Thrust Loads 
Type of Lubrication 
Reliabili ty 
Material & Temp.
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Top Top Top Top Top Top Top Top Top Top Top
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Bottom Bottom Bottom Bottom Bottom Bottom Bottom Bottom Bottom Bottom Bottom
Sub-Group Sub-Group Sub-Group Sub-Group Sub-Group Sub-Group Sub-Group Sub-Group Sub-Group Sub-Group Sub-Grout
Limits Limits Limi ts Limi ts Limi ts Limi ts Limi ts Limi ts Limi ts Limi ts Limi ts
3 r d  S o r t  ing L e v e l
FIG. 5.4.9 Levels of Sorting Method Applied to Bearings
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FIG. 5.4.10a) Relationship between Power Rating, Pulley
Size and Shaft Speed ('A' Section Belts)
Tabla 2 Ball baarlnga -  load ratio C/P (or dlftarant llvaa Lion, oxpraaaad In oparatlng hour*, 
at dlftarant apaada n (r/mln)
Lion OP
whan n -
10 16 25 40 63 100 125 160 200 250 320 400 500 630
too 1.06 1.15 1.24 1.34 1.45 1.56
500 _ _ _ 1.06 1.24 1.45 1.56 1.68 142 1.96 2.12 2.29 2.47 2.67
t 000 - - 1.15 1.34 1.56 1.82 1.96 2.12 2.29 2.47 247 2.88 3.11 3.36
1 250 1.06 1.24 1.45 1.68 1.96 2.12 2.29 2.47 2.67 2.68 3.11 3,36 3.63
1 600 _ 1.15 1.34 1.56 142 2.12 2.29 2.47 2.67 2.88 3.11 3.36 3.63 3.91
2000 1.06 1.24 1.45 1.68 1.96 2.29 2.47 2.67 2.88 3.11 3.36 3.63 3.91 4.23
2 500 1.15 1.34 1.56 142 2.12 2.47 2.67 2.88 3.11 3.36 3,63 3.91 4.23 4,56
3 200 1.24 1.45 1,68 1.96 2.29 247 2.88 3,11 3.36 3,63 3.91 4.23 4.56 4.93
4 000 1.34 1,56 142 2.12 2.47 2.88 3.11 3.36 3.63 3.91 4.23 4.56 4.93 5.32
5000 1.45 1.68 1.96 2.29 2.67 3.11 3.36 3.63 3.91 4.23 4.56 4.93 5.32 5.75
6 300 1.56 1.82 2.12 2.47 2.88 3.36 3.63 3.91 4.23 4.56 4.93 5.32 5.75 6.20
8 000 1.68 1.96 2.29 247 3.11 3.63 3.91 4.23 4.56 4.93 5.32 5.75 6,20 6.70
10 000 142 2.12 2.47 2.88 3.36 3.91 4.23 4.56 4.93 5.32 5.75 6,20 6.70 7.23
12 500 1.06 2.29 2.67 3.11 3.63 4.23 4.56 4.93 5.32 5.75 6.20 6,70 7.23 7.81
16 000 2,12 2.47 248 3.36 3.91 4.56 4.93 5.32 5.75 6.20 6.70 7.23 7.81 8.43
20 000 2.29 2.67 3.11 3.63 4.23 4,93 5.32 5.75 6.20 6.70 7.23 7.81 6.43 9.11
25 000 2.47 2.88 3.36 3.91 4.56 5.32 5,75 6.20 6,70 7.23 7.81 6.43 9.11 9.83
32 000 2.67 3.11 3.63 4.23 4.93 5.75 6.20 6,70 7.23 7.81 8.43 9.11 9.83 10.6
40 000 2.88 3.36 3,91 4.56 5.32 6.20 6.70 7,23 7.81 8.43 9.11 9.83 104 11.5
50 000 3.11 3,63 4.23 4,93 5.75 6.70 7.23 7.61 8.43 9.11 9.83 10,6 11,5 12.4
63 000 3.36 3.91 446 5.32 6.20 7.23 741 6.43 9.11 9.83 10.6 11.5 12.4 13.4
80 000 3.63 4.23 4.93 5.75 6.70 741 8.43 9.11 943 104 11.5 12.4 13.4 14.5
100 000 3.91 4.56 542 6,20 7.23 8,43 9.11 9.83 10.6 11.5 12.4 13.4 14,5 154
200 000 4.93 5.75 6.70 741 9.11 10.6 11.5 12.4 13.4 14.5 15.6 164 18.2 19.6
FIG. 5.4.10b) A Typical Speed and Bearing Life Table 












800 1 000 1 250 1 600 2000 2500 3 200 4 000 5 000 6 300 8 000 10 000 12 500 16 0(
100 1.68 132 1,96 2.12 2.29 2.47 2.67 2.88 3.11 3.36 3.63 3.91 4.23 4.56
500 2.88 3.11 3.36 3,63 3.91 4.23 4.56 4.93 5,32 5.75 6.20 6.70 7.23 7.81
1 000 3.63 3.91 4.23 4.56 4.93 5.32 5.75 6.20 6.70 7.23 731 8.43 9.11 9.83
1 250 3.91 4.23 4.56 4.93 5.32 5.75 6.20 6.70 7.23 731 8.43 9.11 9.83 103
1 000 4.23 4.56 4.93 5.32 5.75 6.20 6.70 7.23 7.81 6.43 9.11 9.83 10.6 1132 000 4.56 4.93 5.32 5.75 8.20 6,70 7,23 731 8.43 9.11 9.83 103 11.5 12.4
2 500 4.93 5.32 5,75 6.20 6.70 7.23 7.81 8.43 9.11 9.83 103 11.5 12.4 13.4
3 20 0 5.32 5.75 6.20 6.70 7,23 731 8.43 9.11 9.83 10.6 11.5 12.4 13.4 14.5
4 000 5.75 6.20 6.70 7.23 731 8.43 9.11 9.83 10.6 11.5 12,4 13.4 14.5 153
s c o o 6,20 6.70 7,23 7.61 8.43 9.11 9.83 10,6 11.5 12.4 13.4 14.5 153 163
6300 6.70 7.23 731 6.43 9.11 9.83 103 11.5 12.4 13.4 14.5 153 16.8 18.2
800 0 7.23 731 6.43 9.11 9.63 10.6 11.5 12.4 13.4 14.5 153 16.8 18.2 19.6
10 000 731 6.43 9.11 9.83 10,6 11.5 12.4 13.4 14.5 153 16.8 18.2 19.6 21,2
12 500 8.43 9.11 9.83 10.6 11.5 12.4 13.4 14.5 15.6 163 18.2 19.6 21.2 22.9
16 000 9.11 9.83 103 11.5 12.4 13.4 14.5 153 163 18.2 193 21.2 22.9 24.7
20 000 9.83 10.6 11.5 12.4 13.4 14.5 153 163 18.2 19.6 2 1 3 22.9 24.7 26.7
25 000 10.6 11.5 12.4 13.4 14.5 153 163 18.2 193 21,2 22,9 24.7 26.7 283
32 000 113 12.4 13.4 14.5 153 163 18.2 193 21.2 22.9 24.7 26.7 28.8 31.1
40 000 12.4 13.4 14.5 15.6 163 18.2 193 21.2 22.9 24.7 26.7 283 31.1
50 000 13.4 14.5 153 163 18.2 193 21,2 22.9 24.7 26.7 2 83 31.1 _
63 000 14.5 15,6 16.8 18.2 193 21.2 22.9 24.7 26.7 28.8 31.1 - -
80 000 15.6 163 18.2 193 21.2 22.9 24.7 26.7 28.8 31.1 _
100 000 16.8 18.2 19,6 21.2 22.9 24.7 26.7 283 31,1 _
200 000 
S K F
21.2 22.9 24.7 26.7 283 31.1
FIG. 5.4.10b) A Typical Speed and Bearing Life Table 
(Running at High Speeds)











Pul ley Size (mm)





Pul ley Si ze (mm)
FIG. 5.4.11 Under-Specified & Over-Specified Curves










oints that fall 
in this region 
would be considered 
as belonging to 'C' 
Sect ion Belts.
'B' Sect ion Belt
Under-Spec i f i ed 
Curve
Pul ley Size (mm)










Over-Speci f ied 
Curve
'C' Sect ion Belt
-x- -  -  - x ~
Actual Curve
Any points that falI 
wi thin this region 
would be considered 
as 'B' Sect ion Belts.
'B' Section Belt/
Pul ley Size (mm)
FIG. 5.4.13 Errors arising in Ov e r - S p e c i f i e d  Curves
INPUT DATA
Running Power 7.5 kW Input Speed 1440 rpm
Output Speed 750 rpm Speed Ratio Tolerance 5I
Centre Distance 600mm Distance Tolerance 5I
















1 SPZ 85.0 160.0 5 68.79 95.45 25000 8.6 64
2 SPZ 90.0 180.0 5 72.87 95.02 25000 10.4 64
3 SPZ 95.0 180.0 4 63.29 95.58 25000 9.7 52
4 SPZ 100.0 200.0 4 67.68 95.19 25000 12.1 52
5 SPZ 125.0 250.0 3 67.60 94.96 25000 12.1 52
6 SPZ 160.0 315.0 2 63.92 95.34 25000 13.1 45














The above f i gure shows for a range of pulley diameters (i
between 95mm and 112mm), the number of grooves required
to transmit the desired power is stated (4).
FIG. 5.4.15 Pulley Diameters to Grooves Number
SET 1 SET 2
INPUT DATA
Transmi tt ing Power 11kW
Input Shaft Speed KOOrpm




input Shaft Dia. 30mm
Output Shaft Dia. 45mm
Speci f icat ion:
Power Capaci ty 13.28kW 
Pulley Oia. fPinion) 140mm 
Pulley Dia. (Wheel) 280mm
Number of Belts 4 
Max. Input Bore Size 50mm 
Max. Output Bore Size 75mm 
Belt Type; "B" Section
INPUT DATA
Transmi tt ing Power 11 kW
Input Shaft Speed 1425rpm




Input Shaft Dia. 30mm
Output Shaft Dia. 45mm
Alternative Generated









I Roller Chain | 
I Application ( 
Program
r






of toothed, vee 
wedged belts and 
roller chains
—I |----------- 1
! Wedged Belt . 
Application 
Program
DOA process Extract Solutions that Satisfy 
Input Requirements.
FIG. 5.4.17 The DOA Approach
Database of Answers (DOA)
Previous Design Solutions of vee, 
wedged, toothed belts and roller 
chains are stored in the database
To Decision 







Mark Out Satisfactory 





LOCATE - - - - -
STORE - - - -
Store alternative into 
local database
L O C A T E - - - - -
STORE - - - - -
Store alternative into 
local database
FIG. 5.4.18 Illustration of ("L0CATE"-"ST0RE"-"L0CATE"-ST0RE") Process
DOA ATTRIBUTES
RECORD NO. TYPE DESPOW (kW) CENDIST (mm) COST (£) WEIGHT (kg)
Pinion 
DIA. (mm) LIFE (hr) EFF. I V SPRAT 10
1 H 9.5 605.2 81.79 11.5 85.2 8000 97.85 1.9
2 SPA 12.0 597.2 63.91 10.0 125.0 25000 95.37 2.0
3 SPA 10.0 571.9 75.47 13.4 160.0 25000 93.86 1.97
4 SPZ 11.89 582.6 63.29 9.7 95.0 25000 95.58 1.89
5 SPZ 12.0 612.0 67.68 12.1 100.0 25000 93.86 2.0
6 H 9.0 600.2 108.34 19.3 121.5 8000 97.85 2.0
7 A 7.5 577.7 76.76 16.3 125.0 25000 95.65 2.0
PROBLEM Extract Attributes of Design Power,
Design Power 10kW Speed Ratio and Cost from the DOA.
Speed Rat io 2 Determine the Set of Attributes that
Cost <  £80 Satisfy the Problem Requirements. 
Satisfactory Record Nos. are 2,5 and 7.
' i
Extract Remaining Attributes of Centre Distance, 
Weight, Pinion Diameters, Life and Efficiency 
of Record Nos. 2,5 and 7 from the DOA.
FIG. 5.4.19 A More Effective Search Technique
Al ternat ives Generated
for the PT problem
descr ibed in Sect ion 5.1
DOA is to house all 33 
alternat ives in a single 
data file. This leads to 
long search time and poor 
data access.
Alternatives stored into an entire DOA file
DOA
Roller












for the PT problem 
described in Section 5.1
By splitting DOA into smaller data files, a shorter search 
t ime can be obtained.
Alternatives are stored into four separate data files of DOA 
FIG. 5.4.20 Splitting DOA - result in better performance
SET 1 SET 2
Input Data (Speed Reducers)
Design Power 9.25 kW 
Input Speed 1440 rpm 
Output Speed 750rpm 
Speed Ratio Tolerance 57,
Centre Distance 600mm 
Distance Tolerance 57 
input Shaft Dia. 42mm 
Output Shaft Dia. 55mm
Input Data (Speed Increasing)
Design Power 9.25 kW 
Input Speed 750rpm 
Output Speed 1440rpm 
Speed Ratio Tolerance 57,
Centre Distance 600mm 
Distance Tolerance 57 
Input Shaft Dia. 55mm 
Output Shaft Dia. 42mm
Major Differences are found in the 
Sets of Pulley Diameters and Efficiencies
Alternative 1 
Type: SPZ
Input Pulley Dia. 100mm 
Output Pulley Dia. 200mm 
Centre Distance 612.5mm 
Capital Cost £67.68 
No. of Grooves (Belts) 4 
Efficiency 95.77 
Li fe 25000 hours 
Weight 12.1kg 
System Width 52mm
Alternat ive 2 
Type: SPZ
Input Pulley Dia. 200mm 
Output Pulley Dia. 100mm 
Centre Distance 612.5mm 
Capital Cost £67.68 
No. of Grooves (Belts) 4 
Efficiency 95.77,
L i fe 25000 hours 
Weight 12.1kg 
System Width 52mm
FIG. 5.4.21 Comparisons of Alternatives
A particular PT alternative 
can be described by BO 
attributes which are stored 
in the DOA.
Busn No. lInput)




Pulley Costs (Both) 
Pulley Weight (Both) 
No. of Belts or Chains 
Shaft Forces (Both)
DATA FILE 2 (AttributesDATA FILE 1 (Attributes)
Design Power Speed Ratio
System Cost Type
System Length Shaft Speed
System Width Centre Dist.
System Weight 







Owing to the large number of attributes, two 
separate data files are used to store them.
FIG. 5.4.22 A PT Alternative as described by its
Set of Attributes
Computer A ided Des ign
Dec i s ion Making
P A R T T H R E E
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CHAPTER 6: INVESTIGATION INTO EXPERT SYSTEM CONCEPTS
1 EXPERT SYSTEMS
Expert systems are intelligent systems that behave like a human expert 
to certain extent in the application domain. A major new feature of the 
methodology of expert systems is the ability to "explain" decisions in user 
understandable terms. Expert systems belong to a branch of artificial 
intelligence (AI) technology which have recorded a number of successful 
applications and consequently have generated a great deal of current 
interests in both industry and government. In the U.K., the Alvey Committee, 
an official government committee to advise on British research into 
Information technology (IT), has strongly recommended that a group be set up 
to examine expert systems (knowledged based systems). This is to preserve 
and strengthen the capability and competitiveness of the U.K. in IT. In 
Japan, the government has launched its own program which "plans to develop 
super-breed of computers, the so called Fifth Generation that contain 
knowledge, think and make decisions better than any human [1191."
Since the development of the first expert system, DENDRAL in the mid- 
1960*s at Stanford University and MACSYMA at MIT (Massachusetts Institute of 
Technology), this methodology has made substantial headways into many fields 
of application. This includes medicine [1201, mining C121I, engineering [1221, 
computer system configuration (1231 and recently in decision making [1241. 
Most of these knowledge-engineering applications fall into ten main 
categories [125] as summarized in Table 6.1.1. They are interpretation, 
prediction, diagnosis, design, planning, monitoring, debugging, repair, 
instruction and control systems.
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Generally, there are no accepted definitions of what an expert system 
really is, hence its meanings may vary enormously from one use to another. 
Vevertheless, here are some of the definitions commonly used. The first 
definition 11261 states that "an expert system is a computer system which 
embodies organised knowledge concerning some specific area of human 
expertise sufficient to perform as a skillful and cost-effective consultant." 
How one determines whether an expert system is skillful is not clear.
Alty 11271 argues that expert systems are a development of traditional 
data processing. All programs contain human knowledge of some form, even a 
payroll program. Its disciplines are concerned with automating as much as 
possible the solution space of a particular problem area. A problem will 
always be divided into a part which is automated and a part which requires 
human activity as shown in Fig. 6.1.1. In the figure, the boundary is 
continuously shifting in the direction of the arrow, encompassing more and 
more of the human activity. Every time the barrier shifts, the more complex 
farms of knowledge have to be represented in the computer system.
D. Xichle 11281 states, "Expert systems are a class of computer 
programs that can advise, analyse, categorise, communicate, consult, design, 
diagnose, explain, explore, forecast, form concepts, identify, interpret, 
justify, learn, manage, monitor, plan, present, retrieve, schedule, test and 
tutor. They address problems normally thought to require human specialists 
for their solution."
In this thesis, the definition used by the British Computer Society's 
Specialist Group on Expert Systems 11291 is adapted. It states an expert
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system is "a problem solving program that unriddles substantial problems 
generally conceded as being difficult and requiring expertise. Its 
performance depends critically on the use of facts and heuristics employed 
by experts. Also, it must be able to justify its reasoning process when 
asked."
6.2 CQMPQITEHTS QF EXPERT SYSTEM
Fig. 6.2.1 shows the general structure of an expert system which 
consists of five essential parts:-
a) a knowledge base
b) an inference engine
c) a natural language processor 
d> explanation facility
e) knowledge refining program.
6 »2, .1. X n o w l  e d g e  .Base
The knowledge base component is one of the two-part core of an expert 
system which contains facts and rules. Facts are short-term information of a 
particular case and they are usually obtained from the user. One example is 
stating the fact that on 16th Aug. '85, it has been a warm and rainy day. 
Another example is on 17th Aug. *85, the weather has been warm and dry. 
Hence, for each consultation, these facts can change rapidly. On the other 
hand, rules are longer-term information used to generate new facts from what 
Is presently known. Using the above weather example, a simple rule can be 
established which states if it is warm and raining today, the prediction for 
tomorrow's weather will be a warm and dry day. To represent these facts and 
rules (knowledge) within the computer, several methods are commonly adopted
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as shown in Table 6.2.1. A review of these methods can be found in Barr and 
Feigenbaum 1130).
nevertheless, most expert systems utilise the production system [120- 
1291 which consists of many rules, each rule being of the IF....THEE type. 
These rules are sometimes referred to situation action rules; that is IF some 
situation occurs THEM some action is performed. An example is in describing 
toothed belt system written in LISP:
CSBTQ RULES
'((RULE EDEITIFY1
(IF (SYSTEM IS SYICHROIOUS)
(SYSTEM IS MOM-LUBRICAMT)
(SYSTEM HAS HIGH EFFICIEMCY)
(ITS PULLEYS HAVE TEETH))
(THEM (SYSTEM IS TOOTHED_BELTS))) ) )
To establish these rules in the knowledge base, they are either truisms as 
in the example or derived by asking a domain expert or using a knowledge 
engineer to sit down with the domain expert in an attempt to isolate the 
rules. It must be said to isolate the rules with the aid of a domain expert 
can be a very slow and laborious process. McCartney C131I quotes Michie as 
saying the average rate to be about two rules per week.
Qm2*2 Inference Engine
The inference engine is the other component of the two-part core of an 
expert system. It is basically a driver program that attempts to match the 
known facts about a particular problem with one (or perhaps more) of the 
production rules. When a successful match is found, the production rule
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triggers off or "fires" and the action part of the rule is then used to 
update the other "known facts" in the knowledge base. To illustrate, Fig.
6.2.2 shows an AlfD/OR tree with its initial facts (I) and sub-goal or goal 
(G) located at the bottom and top of the tree-structure respectively. To 
reach the goal, it has to work through a sequence of production rules (Pn). 
The actual production rules to be fired depend upon the initial facts at any 
particular time. One example is if initial facts, Ii and Iz, are presented 
production rule P» would be fired. This production rule would then be used to 
trigger off production rule Pd and finally to determine the sub-goal or goal 
<G>.
To solve a problem and reach a final goal is unlikely to be achieved 
within one step or level. Instead, the inference engine attempts to produce a 
solution to a small part of the problem by setting up a sub-goal to be 
solved. Sub-goals are established by stating the appropriate information 
concerning them in the knowledge base. From this solution (new knowledge) in 
conjunction with what was already known about the problem, the inference 
engine again attempts to satisfy the goal by finding another production that 
is satisfied. This process is repeated until a solution goal is found.
6.2.3 Natural Language Processor
The natural language processor is employed at the expert system front 
end and is used to communicate in words that are understandable to the user. 
This could be in • terms of facilitating the input requests and extraction of 
results from the expert system easily. Another usage of the lan gauge 
processor is to enable the expert system to make adjustments to the type of 
questions asked and the information that it gives or requests. A poor
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natural language front end can make the expert system unacceptable, 
particularly to new and inexperienced users.
6*2.4 Explanation Facility
Forsyth [1291 has stated that if a problem is based on unrealistic or 
simple assumptions or premises, the solution (conclusion) obtained would be 
incorrect. This statement has a significant impact to users of expert 
systems when presented with a set of conclusions reached without any 
explanations given. The reason is that the rules incorporated in the expert 
system model may be general, inaccurate or based on a few simple assertions 
which may lead to an inappropriate conclusion. An example is that of the 
above weather problem (described in the knowledge base section) in which to 
predict whether it would rain tomorrow, two simple assertions of today's 
temperature and humidity are used. As a result, the conclusions reached do 
not always accurately match that of the actual weather conditions. Thus in 
practice, most users would be reluctant and less likely to accept the 
conclusions reached by the expert systems if no explanations are given. It 
is therefore essential that an explanation facility is provided to outline 
the assumptions and reasons made by the expert system to the user in 
reaching its conclusions.
6.2.5 Knowledge _Kefining Program
To establish an effective expert system, it is necessary to have the 
knowledge base updated to ensure that the system remains an expert in its 
field. This involves the deletion of old redundant information, inserting new 
Information and amending existing information in the knowledge base. One 
easy approach of maintaining an up-to-date knowledge base is to allow the
- 167 -
- Investigation into Expert System Concepts -
domain expert to amend and extend the knowledge base via of a special 
knowledge refining program. The development of this approach is fully 
discussed by Mlchie and Chambers C132I and Quinlan C1331.
6.3 AREAS QP APPLICATION I IT PPM PROCESS
Basically, there are two main areas where expert systems may be
t
employed in the DDK process. The first area is to capture expert information 
concerning the most likely search path which would lead to the "optimum" 
solution for a particular selection problem. This is a type of expert system 
as it requires the judgements and knowledge of an experienced designer in 
selecting an appropriate search path. An inexperienced or novice user would 
not be able to make such appropriate judgements. This point has been fully 
described in the previous chapter under the section entitled "Kanual Select" 
Kethod.
The second area is to construct a set of rules used to determine the 
actual problem objectives and their relative importance. To illustrate, a 
designer is to select a large number of belt systems for metal working 
machines which are to operate in the heavy engineering field. Assuming a 
knowledge base has been built which consisted of the following two rules: 
(SETQ OBJECTIVE
'((OBJECTIVE 1
(IF (SYSTEK OPERATES.IK HEAVY.EHG IHEERI1G) )
(THEH (KUriKISE.KOISE IS UIIMPORTAKT)))
(OBJECTIVE 2
(IF (BATCH.SIZE IS LARGE))
(THEH (MIHIKISE.COST IS IMPORTAHT)))))
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From the above set of rules, it can be inferred that to minimise noise is an 
unimportant criterion in this selection problem. Vhereas, it is vital to 
minimise cost when dealing with large batches for economic reasons. By 
determining the relative importance of the objectives to the problem, it is 
now possible to rank the alternatives generated in order of merit by 
adopting the "Veighting" and "Tradeoff" Additive Methods as discussed in 
chapter 3. For numeric manipulation that involves solving and dealing with 
large arithematlc manipulation applications such as the DDX process, it may 
be necessary to translate the relative importance of these objectives onto a 
numerical weighting scale which may read as follows:
0 - unimportant
1 - fairly important
2 - important
3 - very important.
6.4 CHOICES QF PROGRAMMING E1TVIRQETMEHT
Expert systems have been written in a variety of computer languages 
which can be divided into two broad categories: procedural and declarative. 
Procedural languages are used to indicate what is to be done with the data. 
An example is BASIC ("conventional" language) where most lines in the 
program give a sequence of commands to the computer, indicating precisely 
the steps that the computer has to perform in order to carry out a 
particular task. Mevertheless, most existing expert systems are written in 
declarative language such as PROLOG or LISP. The programs written in 
declarative languages are significantly different from those of BASIC, 
concentrating on conveying data by providing a database of information, 
using language conventions to indicate data relationships. An example of a
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staple logical data relationship is life (vee_belts,25000) written in PROLOG 
which denotes that the life of vee belts is about 25000 hours. In this 
section, both types of languages are investigated to determine their 
suitability for the DDK process. Also, a brief overview of a commerically 
available expert system shell known as SAVIOR is discussed.
6.4.1 BASIC
The BASIC language is first investigated because the rest of the DDK 
process has been written in BASIC and it therefore would be very suitable if 
an expert system section could be attached.
Initial experimentation was carried out by building simple models or 
examples of expert systems based on the books by Hay lor [134,1351 and 
published articles [1361. The text was followed and programs were written on 
the Tektronics 4054 after adapting the listings in the book or articles 
which were for a different machine. For complex programs, this translation 
can prove to be difficult. The idea was to introduce the concepts of expert 
system and to formulate them together into a final program.
One of the examples is to adapt the Aardvark program [1361 to deal 
with PT systems. This is using a set of IF...THEI rules to channel the search 
path leading to its designated goal. Fig. 6.4.1 shows a tree used to 
represent the number of rules. The program begins by asking "is the power 
transmitted through parallel shafts". The user is to answer either yes or no. 
Each time the question is answered, the branch that corresponds to the 
answer is to be taken ie. the lefthand branch is for yes and the rlghthand 
branch for no. For example if the answer to the above question is no then
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the next question is "is lubrication needed to maintain the system ?" If the 
answer to the question is no then the PT system is flat belts and the query 
procedure stops here.
Besides enabling the user to determine the type of PT system, the 
program has also a "learning" mode whereby its decision making capacity can 
also be increased. This is by adding extra rules to the PT system tree 
structure. This "learning" mode is executed whenever the program reaches a 
question mark "?" in the tree structure. To acquire the additional rules or 
knowledge in the tree structure, the program asks two different questions in 
which the software maintenance (SX) programmer or an experienced designer 
(expert) is to provide the answers. The first is what the "new" PT system is 
called and the second is the answer to the question which the program can 
ask that will identify this "new" PT system. The answers to these two 
questions will then be Inserted into the tree-structure and be used to deal 
with other PT enquiries or problems. To illustrate, Fig. 6.4.1 is adopted in 
which the program begins by asking, "Is power to be transmitted through 
parallel shafts?" If the answer given is yes then the next question is asked, 
"Does the system require lubrication to maintain it?" The answer given is 
"Jo" and this querying process continues until the program finds itself at 
the "?" point following the question "is the required PT system to be 
compact?" To acquire the additional rules in the tree structure, the program 
will ask the SK programmer or designer the question "what is the system?" 
and to be told that it is flat belts. The next question is then asked, "Vhat 
extra question can I ask to distinguish this new PT system." The reply may 
be "Does it operate at high efficiency 097%)?" and this is followed by 
another question, "For flat belts, what is the answer to does it operate at
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high efficiency 097%) 7" and to be told yes. The result of the dialogue with 
the SK programmer or designer is that the new question "Does it operate at 
high efficiency 097%)" replaces the question mark "?" in the PT system tree. 
Also, the "yes" branch of the new part of the tree leads to "flat belts" and 
"no" branch to yet another question mark "?". This is illustrated in Fig. 
6.4.2.
The above example highlights the potential of expert system has on the 
DDK process. The BASIC language is generally simple to learn and use and is 
campatlable with the software developed for the rest of the DDK process. 
Furthermore, most SK programmers would find it easier to concentrate in 
solving a particular problem when writing expert systems in BASIC. The 
reason is that most of the program lines give a sequence of commands, 
indicating precisely the steps that the computer has to perform in order to 
do a certain task. This means a logical flow pattern to solving the problem 
can -be established. Kevertheless, if expert systems are to be written in 
BASIC for the DDK process, addition features have to be incorporated into 
the program:
a) include a routine to save and read in an existing tree. Otherwise, 
knowledge accumulated will be lost.
b) develop a way of printing the entire tree for analysis.
c) allow the user to ask for a description of any PT system in the tree.
d) amplify the probability of the outcome (-5..0..+5) instead of a yes/no 
answer.
The inclusion of these new features into the problem would give rise to 
a number of inherent problems. Firstly, BASIC is an interpreter language
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which needs to translate program lines into machine cede before the program 
can be executed. Its response is therefore slow. Also, programs written in 
BASIC tends to occupy a lot more memory or storage space than "expert 
system" languages like LISP and PROLOG.
Secondly, the knowledge base in the expert system has to be constantly 
updated and maintained. Programs written in BASIC tend to have rigid 
structures and if changes or adding of new conditions are to be made, most 
probably, the programs may have to be re-written. This is a serious 
consequence when dealing with a large and complex computer program like 
the DDK process.
Thirdly, to build an expert system for the DDK process, the tree 
structure would consist of many nodes. In BASIC, the nodes are connected to 
each other by means of labelling them with string variables. To examine a 
certain node in the tree, the program to search through all the string
variables to see if there is a matching string. This involves the use of 
FOR-IEXT loops to compare the various elements in the array and can become 
messy and complex when dealing with numerous nodes. Also, the search 
problem can be further compounded if data redundancy is left uncontrolled. 
An example is shown in Fig. 6.4.2 where flat belts are found in two different 
parts of the tree.
6».4L.2 PROLOG
PROLOG means PROgrammlng in LOGic and is a declarative language that 
based on predicate calculus. The programming environment Investigated is 
cPROLOG version 1.4 running on the ORIOI/UKIX. As PROLOG is very different
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to conventional languages like BASIC and FORTRAI, the first step is to get 
familiar with the language. A simple database has been created to describe 
the relationships in a small company using the standard text by Clocksin 
and Hellish 11371 as follows: 
boss (John.smith) 
boss (wilson .smith) 
boss (smith.eddie)
To query the system, a statement like "who is the boss of smith" can be 
asked.
?-boss CX .smith) 
where X is the variable, and the system replies 
I=John
If requested to continue the search replies 
X=wilson 
and finally
no. (no more matches)
It has been found that to set up a database containing simple declarations 
about objects and its relationships between them is relatively 
straightforward.
The next step is therefore to develop an expert system written in 
PROLOG to determine a PT system. The selection is to be based on a general 
set of the performance parameters for various PT systems as stated in 
Greenwood 11141. The parameters can be found in Table 6.4.1 together with an 
explicit tree-structure of the problem as shown in Fig. 6.4.3. To illustrate 
how the program (expert system) works, an example is to select a PT system 
that would transmit power through a set of parallel shafts from the
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database. The program begins by asking the user, "How are the shafts 
arranged (parallel, or crossed.) ?" Parallel is entered. The program would 
then advise the user to select a non-lubricating PT system as they are 
generally cheaper than a well-lubricated system. The user agrees to opt for 
a non-lubricated system in which flat, vee and toothed belts are three PT 
systems that are determined from the database. Of these three PT systems, 
toothed belts are recommended because they cater to a larger speed ratio 
range, have high transmission accuracy and better power/weight ratio than 
flat and vee belts. The query procedure can be seen in Table 6.4.2.
The development of the PT program has found that simple logical 
relationships and combine criteria for arithematical comparisons (like >, -, 
<) can be expressed quite easily in PROLOG. An example of a simple logical 
relationship is efficiency (spur_gears,[97,99.51) which denotes that the 
efficiency of spur gears operate between 97% to 99.5%. Furthermore, the messy 
and complex problem of using FOR IEXT loops in BASIC to search and match a 
particular variable in the database can be avoided. This is because in the 
PROLOG package, built-in algorithms are used to interpret and search 
variables in the database automatically. Hence, it is not necessary to write 
these search routines in the program. Also, PROLOG is a declarative language 
where the data relationships and rules are represented in a database of 
information. Hence data update and maintenance in the database can be easy. 
Finally, complex many-part relationships can be expressed with longer 
narrative descriptions using the existing recursive and list-processing 
facilities in PROLOG.
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There are, however, a number of drawbacks when using PROLOG in the DDK 
process. Firstly, PROLOG is business-oriented and hence has very crude 
arithematical facilities. It is a language to manipulate symbols and text and 
not numbers hence built-in predicates like trignometric and transcedantal 
functions are usually missing in most PROLOG packages. These functions are 
absolute essential when generating alternatives in the DDK process.
Secondly, it has soon become clear that to build a full-scale DDK 
process, particularly in conjunction with a component database, would be 
difficult. The reason is that PROLOG is so different from procedural 
languages such as BASIC that it is essential to fully comprehend the 
underlying logic of declarative langauges. This means knowing just how 
PROLOG goes about its searching so that it can ask the questions in the 
correct order to avoid logical pitfalls. An example of a logical pitfall is 
when circular definition has been set up where a series of commands does 
not lead to a certain goal but simply related to one another by means of a 
closed loop. For the SM programmer, this therefore makes programming in 
PROLOG very demanding in comparison with a straightforward application 
program written in the procedural langauge. Besides managing its program 
control, it is also essential to have a good understanding of how the built- 
in predicates can be used efficiently. This is to enable the writing of an 
effective DDK process program in PROLOG. However, functions, such as the 
backtracking facility and the use of the "Cut" predicate (represented by "!") 
to prevent backtracking once a certain goal or solution has been achieved, 
are found to be difficult to interpret clearly. This problem is not aided as 
it has been found that some of its basic principles are not clearly outlined
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and illustrated in books [1381. It is an indication of a language still in 
its infancy.
6,4»a--LISP
LISP is an acronymn for LISt Processing language and is adopted in 
most AI research work. Investigation has been carried out using the LISP 
version 0.90/0.90 running on the 0RI0H/UHEX. Like PROLOG, the first step is 
to become familiar with the basic commands of the language using the 
standard text by VIVSTOI & HORJ [1391. An immediate problem arises because 
some of the texts used in the book and the computer are defined differently 
like the predicates define (defun) and append (a b c). Hence, the LISP 
machine manual has to be used and found that the commands are not properly 
explained and documented, this is a typical feature of some LISP books. In 
spite of this some examples have been tried like the "tower of hanoi" 
problem which is to move a stack of disks using three pins with no disk can 
ever be placed on top of the smaller one as shown in Fig. 6.4.4. The solution 
to the problem can also be found in the figure.
After looking at these examples, a LISP program has been written based 
on the PT system performance parameter table as discussed in the PROLOG 
section. To transmit power through two unparallel shafts with large speed 
ratio, a crossed helical gearset is recommended. Table 6.4.3 shows the LISP 
query procedure of the problem.
Like PROLOG, LISP is a symbol manipulation language which is suitable 
in expressing simple logical relationships. The rules and information are 
written into the knowledge database using the EKACS editor. Hence, this
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facilitates easy updating and maintaining of rules in the database. Unlike 
PROLOG, the LISP language does allow the SM programmer to make use of 
further arithematic functions like sine, cosine and exponential in the 
calculations. An example is X=2t3 can be expressed in LISP as (SETQ X EXP(2 
3>>.
However, the use of LISP in the DDX process does have its limitations. 
Firstly, LISP is not meant to be used for "number-crunching" purposes which 
a large part of the DDK process, particularly when generating alternatives, 
does include making substantial use of mathematical functions. Hence, it can 
be cumbersome in dealing with mathematical problems and also its data 
processing speed (for mathematical problems) is generally slower than that 
of conventional languages like FORTRAH.
Secondly, to construct a full-scale DDM process, the program would be 
highly complex. At this moment in time, LISP is in its infancy, thus its 
manuals and books are not well written and documented hence is rather 
unclear. This is not aided by the fact that there are many variations of 
LISP where functions are defined differently.
Thirdly, LISP functions tend to be large and can be quite difficult to 
read and debug because of the number of parentheses. An example is a 
condition used to test whether a crossed helical gearset in the above 
problem is suitable for a particular task as shown below.
(de clinkl ()
(terpri)
(print '(a crossed helical gearset would be suitable))
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(print '(is the system pitch velocity exceed 5 m!/s))
(print '(or the system has a speed ratio !> 8))
(print '(enter yes or no))
(setq ctest2 (input)) (terpri)




(princ '(1 would recmmend you to use))
(print (cadr(progl)))
(print '(because it has a higher efficiency range))
(print '(better power!-to!-weight ratio)) 
return t))))
Because of the special nature of the DDX process when dealing with standard 
components, there are no advantages and serious disadvantages when 
considering using LISP even as part of the process.
GuA* 4 SAYQIE
The SAVIOR expert system package by IS I Limited is a rule-based shell 
written in PASCAL and runs on an IBX pc [1401. It provides a 'language' 
which the SX programmer can use to write the inference engine and knowledge 
base. The resulting program is a 'model' of a human expert. The system 
provides various features for machine-user dialogue and fairly complex 
Inference mechanism based on probability theory, including Bayesian analysis. 
This is a major feature of the package because besides, answering a question
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with a number, string or yes/no, a degree of certainity (-5...0...+5) about the 
answer can also be entered.
The source program of the expert system consists of keywords and 
textual data like IS VEST IG ATE and STOP which are used to form the set of 
rules and questions. The rules define the relationships between certain 
objects and the user is asked questions about these objects. The source 
program is written using the WORDSTAR word processor which is then compiled 
by a program called 'SCOHP' that separates the source program into the 
inference network and text. After compilation, a program called 'PV is run, 
which checks the prior values in the code. If no errors are found, 
consultation can be made on the expert system 'model' by running the *RT‘ 
run-time program.
Some examples have been tried based on the SAVIOR package but with 
great difficulty, for two main reasons. To begin with, this was the first 
release version, thus "software bugs" are predominantly present which makes 
understanding and familiarisation of the package difficult. Also, there is a 
lack of users in the University that have written their own systems with 
SAVIOR which marks the absence of Immediate aid. This means a lot of time 
has to be spent in order to fully understand the system hence this technique 
has been abandoned as it is even more in its infancy than LISP.
6.5 DISCUSSION QF PRQGRAJPtlHG LANGUAGES AMD THE ROLE 
QF EXPERT SYSTEMS IN PPM PROCESS
In the above section, various programming languages have been 
investigated. It is found that both types of languages (procedural and
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declarative) exhibit different characteristics which make the approach of 
implementating an expert system quite different from one another. Thus, as 
lay lor 11341 commented, "Certainly the language one use influences, one way 
or another, the way one think about problems and the BASIC programmer is 
likely to find implementing an expert system in quite a different way to the 
way a LISP programmer might do it."
Presently, most expert systems are developed using languages such as 
LISP and PROLOG [1291. These languages are good for symbolic manipulation 
but not for numeric manipulation in solving and dealing with large 
arithematic manipulation applications. Hence, they are not particularly 
appropriate for the DDM process which does involve a lot of numeric 
manipulation when generating alternatives from the component databases. 
Thus, it would be better to use procedural languages such as FORTRAH and 
BASIC. Furthermore, there is a problem in attaching an expert system written 
in either PROLOG or LISP onto the existing DDM process. This is because the 
rest of the DDM process particularly the database has been written in BASIC 
and both these langauges are incompatiable to each other.
Most existing expert systems developed make use of a set of rules to 
infer an answer. The 'hard' knowledge used to formulate these rules can 
either be obtained publicly or privately. Public knowledge includes the 
published definitions, facts and theories of which textbooks and references 
in the domain study are composed. Private knowledge consists of rules of 
thumb or heuristics that enable human expert to make educated guesses when 
necessary to recognise promising approaches to problems and deal effectively 
with errors or Incomplete data. These rules operate on classes of objects
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rather than on individual objects. For example in the PROLOG problem where 
toothed belts are selected based on some of these general and fixed rules:-
a) do not require lubrication to maintain their systems.
b) operate between an efficiency range of 95%-97%.
c) function between a 1:1 - 10:1 speed ratio.
nevertheless, expert systems hence do have a role as a filtering device. 
However, in the DDK process, the main concern is to determine an appropriate 
search path that would lead to the optimum solution when dealing with 
standard component selection problems. This involves examining the attribute 
values generated in the set of satisfactory alternatives (individual objects) 
using derived data (disguised information) which differ from one selection 
problem to another. It must also be appreciated that the alternative 
attribute values are specific (explicit) and different from each other. Thus, 
it is very difficult to establish a set of rules in an expert system that 
can accurately predict the appropriate search path for all types of selection 
problems. To formulate a set of general and fixed rules in the knowledge 
base of the expert system used to predict the search path would not be 
correct. This point has been fully discussed in "Limitations of Heuristic 
Techniques" in Chapter 5.
The next point is that a lot of design decisions are based on the 
designer (user) 'feel' or opinions for the problem. Such knowledge is called 
'soft* knowledge which does not have any logical or concrete reasons behind 
the decision. They are usually poorly formalised, nonsystemised and often 
change with time. For example a designer may select one alternative and 
reject the other based on a set of tradeoffs which has unconscientiously 
been adopted. Such rules cannot be explicitly formulated in the expert
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system, except to conduct a statistical study to state that most experts 
would prefer to select this set of tradeoff values.
Present rule-based expert systems in general are unsuitable for the 
DDM process. This is because they do not deal adequately with the specific 
alternatives generated from derived data and decisions made on the 
alternatives are unconscientious and opinion-based which makes formulating 
of rules difficult. Nevertheless, a number of good principles on expert 
systems have surfaced which are helpful for use with the DDM process. The 
first principle is the concept of making use of captured expert knowledge or 
Judgements to solve future selection problems. This is important especially 
if the DDM process is to be widely made available to all types of users. 
This means catering to both expert and novice or inexperienced users and it 
must be appreciated that there are many more novices than experts in any 
particular field, a common ratio is 100:1 [1411. The reason is that it is 
very difficult for the user, particularly the novice in determining an 
optimum solution as a selection problem can have many alternatives. By 
capturing the expert knowledge, the DDM process can thereby recommend these 
expert values to the user. This means reasonable decisions can therefore be 
made in determining an appropriate solution to the selection problem.
The second principle is the concept of "learning" from past experience. 
The expert system learns by gathering information either using knowledge 
elicitation techniques or when solving with new selection problems. The 
information gathered is then used to either affirm or correct the 
probability outcomes of the rules to be fired in the current knowledge base. 
It must be said that the greater the probability, the more likely would the
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rule leading to a particular goal be fired. In the DDM process, this is an 
important feature as it concerns determining a suitable set of expert values 
from the knowledge base to solve a particular problem. To be able to 
consistently recommend a suitable set of expert values means that the DDM 
process has to take note of those inappropriate sets of values that have
previously been specified. This is to avoid repeatedly making the same
mistakes. One good approach is by learning which involves the accumulation 
of expert knowledge used to affirm and correct the expert values found in 
the existing knowledge base.
Finally, it has become clear that it is essential to include an 
explanation facility in the system which is used to outline the reasons and 
assumptions made in arriving at a certain conclusion. This principle is vital 
to the DDM process in explaining why certain solutions are rejected and how 
the optimum solution is arrived at. This is because users are less likely to 
accept an optimum solution if no explanation is given. Another reason is
that it is possible in a standard component selection problem that no 
solutions are generated. Hence, explanations can help the user in
understanding the reasons behind the failure. It is with these considerations 
that a number of FEEDBACK RQOTIHES in the DDM process have been developed 
and will be discussed in Chapter 8.
Concluding Remarks
This chapter has carried out a brief investigation into the use of 
expert systems. Simple expert system models have been built using languages 
like BASIC, PROLOG and LISP to access their values over conventional 
programming techniques. This has yielded the following findings:-
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a) Declarative languages, such as LISP and PROLOG, are found to be good 
for symbolic manipulation but not for numeric manipulation in solving and 
dealing with large arithematic applications. Hence, they are not particularly 
appropriate for the DDK process which does involve a lot of numeric 
manipulation when generating alternatives from the component databases. 
Scientiic languages, such as BASIC and FORTRAH, has therefore been found to 
be more suitable for this type of application.
b) It has also been established that present rule-based expert systems 
cannot accurately predict the appropriate search path that would lead to the 
optimum solution far all types of selection problems. This is because they 
do not adequately deal with specific alternatives generated from derived 
data. Also, a lot of the decisions are based on the designer "feel" or 
opinions for the problem which makes formulating of rules difficult. Hence a 
knowledge processing system has been developed and this would be discussed 
fully in Chapter 7.
'c) A discussion has also been made on a number of good principles of 
expert systems which have surfaced that can be helpful for use with the DDK 
process. This includes
i) capturing of expert knowledge to be used in making reasonable 
recommendations when dealing with future selection problems.
ii) the concept of learning" from past experience to avoid repeatedly 
making the same mistakes.
iii) the necessity of having an explanation facility in the DDK process to 
outline why certain solutions are rejected and how the optimum solution has 
been obtained.












Inferring situation descriptions from sensor data 
Inferring likely consequences of given situations 
Inferring system malfunctions from observables 
Configuring objects under constraints 
Designing actions
Comparing observations to plan vulnerabilities
Prescribing remedies for malfunctions
Executing a plan to administer a prescribed remedy
Diagnosing, debugging, and repairing student behavior
Interpreting, predicting, repairing, and monitoring 
system behaviors
TABLE 6.1.1 G e n e r i c  C a t e g o r i e s  of K n o w l e d g e
E n g i n e e r i n g  A p p l i c a t i o n s
1 Logic
2 Procedural representa t ions
3 Semant ic Networks
U Product ion Systems
5 Direct  (ana log ica l )  representat ions
6 Semant ic Primi t ives
7 Frames and Sc r ip ts
/ .
TABLE 6 . £ . ) M e t h o d s  of R e p r e s e n t i n g  K n o w l e d g e
W i t hin the C o m p u t e r
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T A B L E  6 . 4 . 1  P o w e r  T r a n s m i s s i o n  S y s t e m s  a n d  Its P e r f o r m a n c e s
Q u e r y
XPROLOG
\C\PROLOG VERSION 1.4C.EDAI 
\! ?- [FINAL!.
FINAL CONSULTED 7356 BYTES 3.03333 SBC.
YES
\! ?- START.
WELCOME TO THE SCHOOL OF ENGINEERING. \THIS IS AN EXPERT SYSTEM WHICH 
OFFERS GUIDANCE AND RECOMMENDATION IN THE SELECTION OF A SUITABLE TYPE 
\OF POWER TRANSMISSION SYSTEM. \TYPE (KNOWLEDGE.) TO LOOK AT EXISTING 
TRANSMISSION SYSTEMS IN THE DATABASE.
\ANSWER THE FOLLOWING QUESTIONS.
\HOW ARE THE SHAFTS ARRANGED (PARALLEL. OR CROSSED.)?
YES
\! ?- PARALLEL.
\PARALLEL SHAFT TRANSMISSION SYSTEMS ARB INVESTIGATED.
\LUBRICATION IS USED TO MAINTAIN THE EFFICIENCY AND DURABILITY IN SOME 
OF THE SYSTEMS. \NORMALLY, A VELLJLUBRICATED SYSTEM WOULD COST MORE 
THAN ORDINARY ONES. \THUS FOR ECONOMICAL CONSIDERATIONS, A NON 
LUBRICATION TRANSMISSION SYSTEM IS TO BE SELECTED.
\STATE YOUR OPINION (STRONGLY_AGREE., MODERATE., UNIMPORTANT.)
YES
\! ?- STRONGLY_AGREE.
\FOR MORE INFORMATION OF SYSTEMS, TYPE (DETAILS.)




\OF THE SYSTEMS, THE BEST ONE IS TOOTHED_BELTS. \THIS IS BECAUSE, 
TOOTHED JBELTS HAVE A LARGER SPEED RATIO RANGE AND A BETTER POWER/WEIGHT 
RATIO THAN THE OTHERS. \ALL OTHER PERFORMANCE PARAMETERS ARE SIMILAR.
YES
\! ?- DETAILS.
VENTER NAME OF TRANSMISSION SYSTEM 
\!: TOOTHED_BELTS.










TAB LE 6 . 4 .2 PT S y s t e m  S e l e c t o r  (PROLOG)
Query
\IIPUT: (FROIT)
(THIS IS AI EXPERT SYSTEM TO SELECT AID RBCOMMEID)
(POWER TRAISMISSIOI SYSTEMS TO THE USER!.)
(TO BEGII TYPE !'CROSSED !- CROSSED SHAFT ARRAIGEMEIT)
(!'PARALLEL !- PARALLEL SHAFT ARRAIGEMEIT)
(!1 DATABASE !- TRAISMISSIOI SYSTEMS II DATABASE) 




(MUST THB SYSTEM HAVE AI EFFICIEICY !> !95!%>
(OR THE POWER!-WEIGHT!-RATIO BE !> LOW)
(EITER YES OR 10)
(10)
(A CROSSED HELICAL GEARSET WOULD BE SUITABLE)
(TO FIID OUT AIY MORE SYSTEMS! , AISWER THIS QUESTIOI)
(WILL THE SYSTEM PITCH VELOCITY EXCEED 5 M!/S>
(OR THE SYSTEM HAS A SPEED RATIO !> 8)





(TO LIST OUT THE DETAILS OF THE SYSTEM!,)














TAB LE 6.4 .3 PT Sy s t e m  S e l e c t o r  (LISP)
Hum a n  
K n o w l e d g e  
P r o c e s s  i ng
P r o b l e m l/Space















n Components of an Expert System
G -  Goal
I -  I n i t i a l  Facts




F I G .  6 . 2 . 2  A n  A N D / O R  T r e e




Y - Yes 
N - No
Does the system 
require lubrication 
to maintain i t
N
Does the system 
require lubrication 
to maintain i t
Are the PT 
elements in contact
Does the system 
operate at high 





Is it a synchronous Does the system operate 












FIG. 6.4.1 A A R D V A R K  PT Tree F i n der
Sample of P rogram Output 
AARDVARK
YOU THINK OF A PT SYSTEM 
AND I WILL GUESS IT - 
ANSWER EACH QUESTION WITH 
YES OR NO
IS THE POWER TRANSMITTED 
THROUGH PARALLEL SHAFTS
? Yes
DOES THE SYSTEM REQUIRE 
LUBRICATION TO MAINTAIN IT 
? No
IS IT A SYNCHRONOUS SYSTEM 
? No
IS IT COMPACT IN SIZE
? No
I 00 NOT KNOW THE PT SYSTEM 
THAT YOU ARE THINKING OF 
WHAT IS IT CALLED 
? Flat Belts
WHAT EXTRA QUESTION CAN I ASK 
TO DISTINGUISH THIS NEW PT SYSTEM 
? Does it operate at high 
efficiency ( 97X1
FOR FLAT BELTS WHAT IS THE ANSWER TO 








Y - Yes 
N - No
Does the system 
require lubrication 
to maintain i t
N
Does the system 
require lubrication 
to maintain i t
Are the PT 
elements in contact
Does the system 
operate at high 





Is it a synchronous Does the system operate Flat 





, Cylindrical Is it compact ^  Gears
in size
Vee/Wedged Qoes jt operate






M o d i f i c a t i o n  of A A R D V A R K  PT Tree F i n der
FIG. 6.1.2 "Learning" Mode of AARDVARK PT Tree Finder
SELECT I ON OF A SUITABLE 
POWER TRANSMISSION SYSTEM
TEXT TEST OF COHO IT ION
SHAFT
ARRANGEMENT CROSSED AXES PARALLa AXES
THE ROLE OF 
LUBRICATION NONE MODERATE
EFFICIENCY 




SPEED RATIO-c- 8 
EFFICIENCY <-95* 
PITCH VaOCITY<- 5 M/S
RAT BaTS 
VEE B a T S  
TOOTHED BaTS
PITCH VaOCITY 
>  5 M/S













B a T S
PU T BELTS 
VEE BaTS  
TOOTHED BaTS
TOOTHED





v a o c m








FIG. 6.4 .3 Power T r a n s m i s s i o n  S e l e c t i o n  Tree
Problem: To move disks from Pin A to B without disk
ever be placed on top of the smaller one.
Pin A Pin B Pin C
Disks
Tower of Hanoi P r o b l e m
LISP Program L i s t  ing
(de tower!-of!-hanoi (n) (transfer 'a 'b ' c n ) )
(de move!-disk (from to) ( l i s t  ( l i s t  'move 'disk 'from from ' to
(de transfer (from to spare number)
(cond ((equal number 1) (move!-disk from to))
(t (append3 (transfer from spare to (sub1 number)) 
(move!-disk from to)
(transfer spare to from (sub) number))))))
(de append3 (a b c)
(append (append(a b) c ))
Answer:
( tower!- o f !-hanoi 3)
((move!-disk from a to b) ( move!-disk from a to c)(move!-disk from
(move!-disk from a to b)(move!-disk from c to a)(move!-disk from
(move!-disk from a to b))
to)))
b to c) 
c to b)
FIG. 6 . 4 . 4  I l l u s t r a t i o n  of 'Tower of Hanoi' P r o b l e m
Computer Aid Design
Dec i s i on Male i ng
PART THREE 
Chapter 7
The Development of 
a Knowledge 
Processing System
U N I V E R S I T Y
S c h o o l  of M e e h a n i c a t  Engineering 
D e s i g n  G r o u p
- Knowledge Processing Systems -
CHAPTER 7: KNOWLEDGE PROCESSING SYSTEMS
7,1 INTRODUCTION
In the previous chapter, it has been established that present rule-based 
expert systems are unsuitable for the DDK process. Primarily, most expert 
systems are written in either PROLOG or LISP which are symbolic languages 
and not for numeric manipulation involving large "number-crunching" 
applications like generating many alternatives in the DDM process. Secondly 
is that they do not deal adequately with specific alternatives generated 
from derived data. Thirdly, the decisions made on the alternatives are 
unconscientious and opinion-based which makes formulating of rules difficult. 
These reasons have been fully discussed in Chapter 6. The lack of a suitable 
interface to incorporate expert knowledge captured into dealing with 
standard component selection problems in the DDM process has led instead to 
the development of a "Knowledge Processing System" GDPS). The concept of a 
KPS is a new idea which fits between the applications of databases and 
expert systems [142,1431 as illustrated in Fig. 7.1.1. Hence, there is no 
official definition as yet. In this thesis, the author has defined a KPS as 
"a computer program that uses predicting procedures to recommend "soft" 
knowledge stored in the knowledge base to solve problems that are 
sufficiently difficult as to require significant human expertise for their 
solution." The concept of "soft" knowledge will be explained later.
7,2.. COMPONENTS OF KPS
A KPS has been developed and consists of three main components as 
illustrated in Fig. 7.2.1. They are:-
a) KNOWLEDGE BASE,
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The process begins with the user entering a set of Inputs. In the DDK 
process, the inputs are denoted by a set of working conditions that 
describes the PT system environment. From the inputs, the KPS then examines 
and predicts the most probable rule of thumb based on the expert knowledge 
stored in the knowledge base. The recommended rule of thumb is to solve the 
design problem. The functions of these components are discussed below.
7.2.1 Knowledge Base
A KPS knowledge base deals mainly with "soft knowledge" which is a set 
of rules of thumb based on the "feelings", opinions, Judgements of an expert 
far a problem. The rules of thumb may or may not be expressed in a 
numerical form. For the purpose of this work, they are stated as numbers and 
they are to be known as "expert values". An example of "soft" knowledge is to 
select an optimum solution to a standard component selection problem. To 
discriminate the alternatives generated, the designer (expert) uses a set of 
weightings or tradeoff values as described in Chapter 3. The values stated 
are usually based on past experience of the designer and may or may not 
have any logical or concrete reasons behind the decisions made. It must 
however be said that these values are not known by novice users.
7,Z.x 2 Predicting System
As the knowledge base contains "soft" knowledge which are subjective in 
contents, designers do specify different sets of expert values (rules of 
thumb) even when dealing with the same standard component selection 
problem. A predicting system or driver program is therefore required to
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determine which is the most likely set of expert values that designers would 
adopt when dealing with a particular problem. This is made on the basis that 
if most designers adopt a particular set of expert values, it would generally 
lead to a more appropriate result to the problem. In a KPS, it involves 
conducting a numerical data analysis on the stored expert values in the 
knowledge base. To illustrate, assuming to solve a particular problem, 
designers would either adopt one of the two sets of expert values as 
illustrated in Fig. 7.2.2. From the figure, it shows that 80% of the designers 
opted for Set 2 when dealing with the problem. The role of a KPS predicting 
system is to examine this set of expert values and recommend the most 
probable one to the user which is Set 2. One suitable numerical approach is 
the introduction of statistical techniques. The development of a predicting 
technique based on existing statistical techniques will be fully discussed in 
Section 7.5.2.
1* 2i 3 "Learning?! Process
The. third component in a KPS is the "learning" process. The system 
learns by acquiring expert knowledge into the knowledge base using existing 
knowledge elicitation techniques such as questionnaires and induction 
process. From the acquired knowledge, it is then used to either correct or 
affirm the "expert values" found in the current knowledge base. The 
"learning" process will be fully discussed in Section 7.5.3.
7,3 DIFFERENCES BETVEER KPS. DATABASE AND EXPERT SYSTEM
Before proceeding, it is necessary to clarify the differences between a 
KPS with that of a database and an expert system. For the purpose of this
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discussion, the comparative study is to be divided up into two sub­
sect ions :-
a) Database and KPS
b) Expert System and KPS
7»3tl Database and KPS
Viederhold C1421 defines, "a database as a collection of data or 
information representing facts. The amount of data is typically large, and 
these facts changes over time. The correctness of the facts can be 
determined objectively by comparing the data values with real-world 
observations." One example of information is "The Daily Telegraph newspaper 
costs 25 pence in 1986." Another example is the establishment of component 
databases in the DDK process where technical and catalogue data are stored.
On the other hand, a KPS contains "soft knowledge" in the form of rules 
of thumb which in this work are expressed as "expert numeric values" stored 
into a knowledge base. The knowledge contains information at a higher level 
of abstraction than those stored in the database. The rules of thumb are 
typically subjective and relate to general aspects of the data. An example of 
a rule of thumb might be "the selling price of all goods manufactured in the 
U.K. is 2 to 3 times the purchase price." Another example of a rule of thumb 
might be used in the determination of satisfactory alternatives for a 
standard component selection problem. A designer is to select a PT system 
operating in a steelworks and transmitting a 5kV power from an a.c. electric 
motor to a sheet-metal working machine. For such light duty applications, 
one designer's rule of thumb may be to consider only alternatives that cost 
less than £100. This expert knowledge therefore involves some subjective
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judgements made by the designers and Its accuracy of the facts are not 
objectively stated as that of the information stored in the database. It must 
however be appreciated in this work, the expert knowledge exists as sets of 
numeric values. Hence, they may adhere to the same set of principles used in 
the management of data found in file handling or DBXS approaches.
7.3.2 Expert System and KPS
One common feature between an expert system and a KPS is that the 
knowledge used to isolve problems is expressed as a set of rules of thumb 
and stored into a knowledge base. Although both systems stared the rules of 
thumb into their knowledge bases, major differences do exist between them in 
the following areas
a) Knowledge Attribute Relationships in the Knowledge Base.
b) How the System Determine a Set of Expert Values to Deal with a Problem. 
To illustrate the differences in these areas, the discussion will be based on 
examples that express the rules of thumb in numeric/alphanumeric expert 
values stored in the knowledge base.
a) Knowledge Attribute Relationships In the Knowledge Base
The first major difference concerns the attribute relationships. In a 
KPS, the knowledge base contains different sets of designer's rules of thumb 
(expert values) and its probability outcomes which are related to various 
problem conditions. Vhereas, in the knowledge base of an expert system, it 
not only stores the rules of thumb, its probability outcomes and problem 
conditions but also pointers are used to indicate the sequential order in 
which the questions are to be "fired" or triggered. To illustrate, Fig. 7.3.1 
shows two sets of expert values (rules of thumb) expressed in the form of
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data statements used in the selection of a PT system and written In BASIC. 
The first set concerns expert knowledge stored in a KPS and the second is 
for an expert system. In the first set, different designer's rules of thumb 
and its probabilities are grouped under separate problem conditions. The 
rules of thumb may denote the tradeoff values adopted by the designer in the 
selection of an optimum solution. An example is in a steelworks (problem 
condition), Rule 1 may mean for every extra £10 paid, it is equivalent to a 
life increase of 4000 hours. The first number in the statement denotes the 
probability outcome of this rule and is given as 0.5. Another example is Rule 
2 which may indicate for every £10 paid, it is equivalent to a 2% increase 
in its overall system efficiency and the probability is given as 0.7. If the 
user is to select an optimum PT system that operates in a steelworks, Rule 2 
will be selected as the probability is higher (0.7).
The second set of statements (expert system) is different from a KPS 
in that it consists of the designer's rules of thumb, its probabilities and 
the questions to be asked. Embedded in the data statements named "Rules" 
also contain the information concerning the order in which the questions are 
to be asked. For example in Fig. 7.3.1, the expert system may begin by 
asking;
Question: "Does the PT system operate in a heavy engineering environment 
such as a steelworks?"
User Reply: "Yes."
From this reply, the system then attempts to match which rules of thumb 
("Rules") in the knowledge base that contain a "Yes" to the question. As 
previously stated, a particular "Rule" may correspond to a certain set of 
tradeoff values used by designers in the selection of an optimum solution to
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the problem. To match these "Rules" in numeric terms, this information may 
be expressed as 1 (denotes Question 1) and 1 (for Reply Yes, 0 means So) 
found in the first two numbers in the data statement. The third number in 
the statement denotes the probability outcome of this "Rule" being 
recommended to the user. In this example, the reply matches two of the 
"Rules" and their numbers are 2 and 5. Their probabilities are to be stored 
and later used to recommend the most likely "Rule" to the user. From the two 
"Rules", the system finds that Rule 2 has a higher probability (0.5) hence it 
examines the next (fourth) number in the data statement which is "2". This 
means Question 2 is to be asked next.
Question 2: "Is power transmitted from a "Heavy Start" prime mover ?"
User Reply:
This querying procedure repeats itself until the system reaches the number 
"999" at the end of the data statement which indicates that it has asked the 
last question. The Bayes' Theroem [108,144], a probability relationship 
technique, is then used to determine the "Rule" that is most commonly 
adopted by designers in the selection of an optimum solution to the problem. 
This involves carrying out a statistical inference to the set of 
probabilities stored for the various "Rules" during the querying process.
b) Determination of A Set of Expert Values
The second major difference concerns the method used in determining 
the most likely rule of thumbs (expert values) to a design problem. In a KPS, 
the determination of the most likely rule of thumb is purely based on 
numerical (data) analysis techniques. A set of questions is built into the 
system and its order of questioning is independent on the probability 
outcomes of the rules hence they are inflexible to changes. The answers
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given are then used to natch up with the various rules in the knowledge base 
and the one with the highest probability will be selected. To illustrate, an 
example is to determine the most likely rule of thumbs used in the selection 
an optimum PT system that operates in a steelworks. This is to be based on 
the rules of thumb (KPS set) found in Fig. 7.3.1. Also, built into the system 
is the following set of questions.
a) "Does the PT system operate in a heavy engineering environment (such 
as in a steelworks) ?"
b) "Is power transmitted from a "Heavy Starts" Prime Mover?"
c) "Is power transmitted from a "Soft Starts" Prime Mover ?"
The system begins by asking the first question (a) and to be replied 
"Yes". The query procedure would continue by asking the next question (b), 
then another (c) until all the questions have been asked. This order of the 
questioning is fixed and is used to deal with any design problems. In this 
example, as the answer to Question (a) is yes, it means that Rule 2 will be 
recommended to the user as it has the highest probability of 0.7.
Unlike a KPS, to arrive at a certain rule of thumb, the sequence of 
questioning in an expert system does change according to its probability 
outcomes. To illustrate, the probability outcome in Rule 5 for question 1 in
Fig. 7.3.1 is to be altered from 0.4 to 0.7. This probability change may be
due to the acquisition of addition knowledge into the knowledge base. Owing 
to the change, the data statement would now therefore read as:-
Data "Rule 5",1,1,0.7,3,1,0.4,999.
Instead of:- Data "Rule 5",1,1,0.4,3,1,0.4,999.
To illustrate the effect of this change has on the sequence of questioning, 
the query procedure is rerun. The comparison is to be made with the example
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described in "Knowledge Attribute Relationships in the Knowledge Base" of an 
expert system.
Question: "Does the PT system operate in a heavy engineering environment 
such as in a steelworks ?"
If the user reply is again "Yes", the system would find that "Rules" 2 and 5 
match the requirements. However, instead of asking Question 2 as stated in 
the previous example, the system would how asked Question 3 ("Is power
transmitted from a "Soft Starts" Prime Hover ?"). This is because Question 3 
would now have a higher probability value (0.7) than Question 2 (0.5). This 
therefore indicates unlike a KPS, in an expert system the sequential ordering 
of the questions does change according to the probability outcomes of the 
"Rules".
7.4 AREAS QF APPLICATION OF A KPS Iff PPM PROCESS
It has been stated that the development of a KPS arises from the need 
to incorporate expert knowledge captured when dealing with standard
component selection problems in the DDH process. This Involves manipulating 
large "number-crunching" operations and to be written in conventional 
languages. In the DDH process, there are two main areas where a KPS can 
assist designers and trainee designers when dealing with standard component 
selection problems and has found to be suitable. They are:-
a) To recommend a set of expert values that would mark out the
appropriate problem boundaries or objective limits such as the maximum cost, 
minimum efficiency of the system.
b) To establish a likely set of "expert" tradeoff values between
objectives which is then used to select and determine a search path leading 
to the optimum solution. The reasons for the use of "tradeoff" values in the
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DDH process has been fully discussed in the "Tradeoff" Additive Method in 
Chapter 3. It must be appreciated that these are the areas which expert 
systems have failed to adequately satisfy (see Chapter 6). The
implementation of a KPS in both these areas in the DDH process is fully 
discussed in Chapter 8.
?.i 5 DEVELOPMENT QF KPS
This section deals with the development of a KPS and it concerns four 
major areas. They are:-
a) the type of KPS knowledge base to be constructed.
b) the development of a predicting system to be used in determining the 
most likely set of expert values (rule of thumb) from the knowledge base.
c) the development of techniques used to update of expert knowledge into 
the KPS database (the "learning" process).
d) investigate various knowledge elicitation techniques to acquire expert 
values or judgements.
As a vehicle of discussion to these areas, the DDH process in conjunction 
with setting up component databases is to be used as an illustration.
Z^ .5,1 TYPES QF KPS KHQVLEDGEL BASES
As stated, a KPS knowledge base contains expert values (rules of thumb) 
used by designers to solve design problems. The effective role in which a 
KPS knowledge base would play in the DDK process depends very much on the 
quality and quantity of the rules of thumb that it contains. This is because 
the quality of the rules of thumb dictates the "accuracy* or "likelihood" that 
an optimum solution to a standard component selection problem is determined 
and quantity substantiate the reliability of the judgements made. To
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illustrate, if a specific rule of thumb is recommended to the user which is 
commonly adopted by a large number of reliable designers (experts), it is 
highly probable that this would lead to the determination of an optimum 
solution to a design problem.
To construct a KPS knowledge base, this can generally be divided into 
two major categories
a) Global KPS Knowledge Bases
b) Local KPS Knowledge Bases
a) Global KPS Knowledge Bases
A global KPS knowledge base stores all sets of expert values (rules of 
thumb) used by designers to solve problems. It does not discriminate the 
importance of one set of expert values over another. This means even if 
designers may adopt slmillar or different expert values in solving their 
problems, all these values are to be stored into the knowledge base. In the 
DDK process when dealing with standard component selection problems, this 
would concern the expert values used by various designers
a) to mark out the problem boundaries, such as its maximum cost, minimum 
efficiency and life.
b) the adoption of tradeoff values to weigh objectives and determine an 
optimum solution.
To construct an effective global knowledge base for the DDK process, 
many sets of expert values used to deal with standard component selection 
problems have to be captured or acquired. One approach is to conduct a large 
statistical study by means of questionnaires and interviews requiring
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designers to explicitly state their expert values in the selection of an 
optimum solution to a standard component selection problem. This approach 
will be discussed later in Section 7.5.4 on "Knowledge Elicitation 
Techniques."
As a global knowledge base takes into account any set of expert values 
used to solve a certain problem, it therefore adopts an universal approach 
to problem-solving. To recommend the most probable rule of thumb used to 
solve a particular standard component selection problem would require the 
KPS to examine a collection of expert values adopted by various designers. 
For this reason, the system can also be termed as a "multi-expert" KPS. It 
must however be said that this approach can only be effective provided that 
designers do commonly adopt certain sets of expert values in the solving of 
problems. In the DDM process, this means specifications of common sets of 
objective limits and tradeoff values in the determination of an optimum 
solution to a particular standard component selection problem.
Problems with Global Knowledge Bases
¥e vert he less, there are two major problems when adopting the global KPS 
approach in the DDM process. Firstly, the sample size has to be reasonably 
large - say >100 sets of tradeoff values per standard component selection 
problem. This is to provide an adequate and overall representation of how 
designers would deal with the problem. Through that, it would enable the KPS 
to predict a more reliable and accurate set of expert values to the user in 
the selection of an optimum solution. It must be said to collect these sets 
of expert values can be a very tedious and time consuming process which may 
take many man-hours. This is because it involves conducting many interviews
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with designers in finding an optimum solution to the selection problem and 
this is just only to deal with one standard component selection problem! For 
a working KPS model that adopts a global knowledge base approach to be 
effective, the system has to be able to handle a large number of selection 
problems. This requires the acquisition of a large amount of expert values 
which represents many painstaking man-years of effort. Considering the short 
duration of the work, to adopt this approach in the DDM process would not be 
feasible and practical.
Another problem concerns the effectiveness of this approach in which the 
main assumption is the establishment of common sets of objective limits and 
tradeoff values in the knowledge base. It must be said that in practice this 
may not always be possible especially when dealing with a large sample. This 
is because in acquiring this knowledge it is very difficult for the designers 
to explicitly and "accurately" state the expert values. One reason is that it 
deals with knowledge that is based on the designer's opinions and not facts. 
Hence, biasness in the judgements between various groups of designers 
inevitably occur. Another reason concerns the designer's lack of 
understanding of the problem in stating the set of expert values. This may 
occur during an interview or answering a questionnaire where the designer is 
presented with an incomplete picture of the problem at hand. The result is a 
variation in the set of expert values acquired which may develop into 
"polarizations" of its expert values represented by a multi-modal 
distribution curve. This may mean either no concrete deductions can be made 
to these set of expert values or that groups of designers do make use of 
various preferred sets of expert values when dealing with standard component 
selection problems. This obviously would undermine the effectiveness of the
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global knowledge base approach. To assume the establishment of common sets 
of objective limits and tradeoff values in the global knowledge base is 
therefore an unreasonable and invalid one.
b) Local KPS Knowledge Bases
The concept of "local* concerns a certain area or group of people. In the 
DDK process, the use of local KPS knowledge bases is better as they would 
concentrate on only a small number of designers or firms. Unlike global KPS 
knowledge bases, they do not attempt to provide a set of expert values that 
can be used universally to solve a certain problem. This means various local 
KPS knowledge bases may be found to recommend different sets of expert 
values even when dealing with a similar design problem. This is because 
local KPS knowledge bases are established based on the expert values adopted 
by various separate groups of designers or firms. One approach known as the 
collective agreement can be used to establish the sets of objective limits 
and tradeoff values used in determining of an optimum solution to a 
particular standard component selection problem in the DDK process. The 
approach requires the gathering of a group of designers (or firms) together 
to discuss about the formulation of the expert values when dealing with 
standard component selection problems. The expert values are then stored 
into the local KPS knowledge bases to deal with future problems. As the 
expert values stored in the local KPS knowledge bases are based on separate 
groups of designers, it does mean that not every set of expert values 
adopted by designers to solve problems is to be stored. Instead to acquire 
any new set of expert values into the knowledge base, it has to be checked 
beforehand. This is to ensure that the set of expert values to be stored is 
consistent with those found in the current local KPS knowledge bases. One
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method use to maintain the knowledge base integrity is the introduction of 
passwords. To illustrate, a certain password has to be specified by the user 
or SH programmer before any new expert values can be acquired into the 
knowledge base.
c) Discussion Ql Local and Global Knowledge Bases
It has been found that the use of local KPS knowledge bases in the DDK 
process is more suitable than global KPS knowledge bases. This is for two 
major reasons:-
a) It is comparatively easier to construct local KPS knowledge bases than 
the global ones. This is because the validity of local KPS knowledge bases 
in recommending a set of expert values to the user when solving a standard 
component selection problem is based an a regional approach to problem­
solving. It means that within its own prescribed sphere of work, the 
recommendations made by the group of designers or firms are totally 
acceptable in its own rights when dealing with standard component selection 
problems. It does not necessary need to take into considerations of the 
expert values adopted by other groups of designers or firms though cross 
references with them can still be made. As local KPS knowledge bases 
contain sets of expert values concerning only a small group of designers or 
firms rather than conducting a study over a large sample, it is relatively 
easier to acquire them. This does also mean a shorter time is needed to 
establish a local KPS knowledge base than a global one.
b) A more serious reason concerns the sets of expert values acquired. In 
a global KPS knowledge base, it stores any set of expert values adopted by 
designers in solving standard component selection problems. This gives rise
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to a major problem as it is not always possible to predict a set of expert
values which is commonly adopted by designers. Instead, the set of expert
values may register a multi-modal distribution curve. Thus, the KPS is unable 
to predict a reliable and accurate set of expert values to the user which
means the effectiveness of this approach is undermined. Also, it is very
difficult to make necessary corrections to the irrational behaviour of the 
frequency distribution curves as all expert values are valid. However in 
establishing local KPS knowledge bases, this problem can be avoided as the 
recommended expert values are based on a group of designers. Hence, any 
irrational behaviour, such as the multi-modal distribution curve can be 
easily investigated and dealt with. This is very important in maintaining 
the integrity of knowledge base as the user must have confidence in the set
of expert values recommended by the system.
7.5.2 DEVELOPMENT QF A PREDICTING SYSTEM AND ITS PROBLEMS
This section deals with the development of a KPS predicting system and 
its problems based on existing statistical techniques. It also discusses how
the expert values in the knowledge base are structured and managed. For
convenience, both these fields will be illustrated collectively. This is 
because it is difficult to discuss one field without mentioning the other as 
the development of a KPS predicting system and knowledge base are Inter­
related. The development of both these fields concern four major areas :-
a) Develop Techniques to Predict Expert Values from the Knowledge Base.
b) Data Management in Knowledge Bases.
c) Dealing with the Problems of Multi-Modal Frequency Distributions.
d) Develop Methods to Communicate Expert Knowledge Effectively to the 
User.
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To illustrate these areas, the predicting system is to be adopted in the DDM 
process to recommend the most likely sets of objective limits and tradeoff 
values (expert values) to the user. These expert values are then used to 
determine an optimum solution to a standard component selection problem.
Terminology Used In Statistics
Statistics frequently involve the use of probability and distribution curves. 
It is therefore necessary to be familiar with certain of the terms. A few 
common terms used in the discussion of probability distributions are 
defined. This is with the view of explaining the predicting mechanisms and 
its associated problems on statistical analysis in the DDM process. These 
terms are illustrated in Fig. 7.5.1 and listed below:
Mode, c, is the most likely value of the random variable and corresponds to 
the maximum value of the probability density function. It is the most 
important element in the predicting system.
Mean, £, is the weighted average, in which the weighting factors are the 
probabilities associated with each value. In a KPS predicting system, it is 
irrelevant to calculate the mean of the probability density function as its 
main concern is to recommend a set of expert that is most commonly adopted 
by designers (mode). levertheless, the weighted average can be adopted more 
effective in DDM process by determining the mean of an interval in a 
probability density function. The mean can be calculated using the following 
equations:
For discrete variables, it is defined by
= I xifCxi)
and in a continuous function, the integral mean is determined by
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where E = the summation of the variables
xi = ith discrete value
f(xt) = probability mass function 
E = variables over a range 
Standard deviation, <r, is the square root of its variance and is commonly
used to measure the dispersion, or "width" of the probability density
function. It is defined as
tr = CE<xi-jf) f < X i > ) *
Interval, A, is an equal section of a range in a probability density function 
and the midpoint Interval is the centre of this section.
A bar is an area which is the product of an Interval and its probability 
mass function.
a) Develop Techniques to Predict Expert Values
It is self evident that designers adopt different sets of criteria to
solve different standard component selection problems. One example is to
select an optimum solution that operates in two different environment, 
steelworks and office. To assist the designer in the decision making, a set 
of criteria is used in which noise may not be considered as an important 
criterion in the steelworks. This would certainly not be so for an office 
application. Hence, to store these expert values into a KPS knowledge base, 
they have to be related to a set of factors or conditions which will 
adequately describe the system environment. Fig. 7.5.2 shows a list of 
factors which has been established to describe the operating environment of
a PT drive. The list consists of six main factors and are stated as
follows
a) Vorking condition of the PT drive
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b) Prime mover in which power is transmitted from
c) Driven machine in which power is transmitted to
d) Machine duty
e) Size of batch to be designed for.
f) Its transmitting power capacity.
Based on this set of factors, two predicting techniques have been 
developed to determine the sets of objective limits and tradeoff values 
commonly adopted by designers from the KPS knowledge base. These expert 
values are to be used to select an optimum solution when dealing with 
standard component selection problems for PT drives in the DDM process. The 




The "decomposition" technique involves separating the set of factors into 
individual parts as shown in Fig. 7.5.3. For each part, a set of expert 
values stored In frequency distribution tables can be found in a KPS 
knowledge base. A frequency distribution table CFDT) is made up of a number 
of columns which is used to contain the number of occurrences of the data or 
knowledge. In the DDM process, each part would contain two different types 
of frequency distribution tables used to house sets of objective limits and 
tradeoff values. A typical FDT for establishing tradeoff values is shown in 
Fig. 7.5.4 which consists a number of main and sub-columns. The main columns 
represent the problem objectives such as increase efficiency and life in 
relation to cost. In each main column, it can further be divided into sub­
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columns of its objective equivalent value in relation to cost and its 
frequency. To illustrate, the element in Fig. 7.5.3 means for every extra 
£n paid, it is equivalent to an increase of Lt- of life and its occurence or 
frequency is given as L-71.
In the "decomposition" technique, the prediction of a set of expert values 
(overall) from the knowledge base to a problem would frequently involve the 
aggregation of individual sets of expert values. This is because generally a 
number of factors are used to describe the system environment and each 
factor contains its own set of expert values. To recommend a set of expert 
values to the user, the "decomposition" technique is required to determine 
the most likely set of expert values found in each factor. From these 
individual sets of expert values, the overall (recommended) set of expert 
values can then be determined. One approach to calculate the overall set of 
expert values is to average out the individual sets of expert values found in 
each of the factors.
To illustrate the "decomposition" technique, an example is adopted which is 
to determine an overall set of tradeoff values when dealing with a standard 
component selection problem. The problem is to select a PT system that 
operates in a steelworks environment and has to transmit a 5kV power from 
an electric a.c motor to a conveyor belt which runs at about 14hours/day. 
Fig. 7.5.5 shows the individual sets of tradeoff values for the various 
factors such as steelworks, a.c. electric motors, belt conveyors that are 
used to describe the system environment. These values are contained in 
frequency distribution tables stored in a KPS knowledge base. To determine 
the overall equivalent efficiency tradeoff values for every extra £10 paid,
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the technique has to evaluate the most likely efficiency values found In each 
of the factors. From the figure, It can be seen that for every extra £10 
paid, the most likely efficiency tradeoff values of the set of factors are 
given as 3%, 2%t 2%, 2.6%, 1% and 2%. By averaging these values, the overall 
equivalent efficiency value is calculated to be an Increase of 2.1% for every 
extra £10 paid.
Discussion of "Decomposition" Technique
The decomposition of the set of factors used to describe the system 
environment into individual parts means that fewer groups need to be farmed 
as compared to a combinatorial approach. One example is to describe the 
system environment based on a set of 10 different prime movers and 12 
different driven machines. By decomposing the prime movers and driven 
machines into separate parts, 22 groups will only be established as compared 
to 120 combinations of them (a prime mover and driven machine). This shows 
a smaller amount of storage space is required to contain the same set of 
factors into a KPS knowledge base.
Kever the less, there are two major problems when adopting the "decomposition" 
technique in the DDM procees. The first problem is that designers make their 
decisions based on a complete set of factors not as separate or individual 
elements. This is because the set of expert values stored in each factor or 
part tends to be too general and inaccurate that their values do not 
adequately deal with the problem. Thus to recommend a set of tradeoff values 
commonly adopted by designers based on the sets of expert values contained 
in the FDT for "steelworks", in a steelworks PT systems are installed using 
different prime movers and driving different machines which would mean that
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different sets of expert values adopted by designers to solve problems will 
be contained in the same FDT. Thus, inconsistency with the expert values 
contained in the FDT do result. To determine a set of expert values from the 
FDT for "steelworks" would therefore be grossly inaccurate which would lead 
to errors in its decision making undermining the effectiveness of the
technique. This is because the influence of other factors such as its prime 
mover and driven machine had on the specified set of expert values is not 
taken into consideration.
It has been stated to predict an overall set of expert values in the
"decomposition" method, one approach is to average out the individual sets of
expert values found in each of the factors. This approach is rather
inaccurate as it does not take into consideration of the importance or 
biasness of each factor has on the determination of the overall set of 
expert values used to solve the problems. For example a designer adopts a 
minimising cost approach to the problem mainly because a large batch size is 
to be designed for. Hence, this factor has to be weighted more important 
than the other factors. Another example is that the contributing factors that 
lead to the designer maximising its objectives for efficiency and life may 
be due to the working environment. Thus, it is necessary to establish the 
weightings between the factors in order to determine a more reliable and 
accurate overall set of expert values to the user in the "decomposition" 
technique. This is clearly a very difficult and complex task and is to be 
avoided whenever possible,
-Combinatorial". Technique
The next technique adopts a combinatorial approach to problem-solving. The
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technique stores the expert values based on a set of factors In which the
decision Is made. To Illustrate, the above PT example is again used In which
sets of expert values will be stored under the following list of factors:
Steelworks, Electric a.c. motor, Belt conveyor, 14 hours/day, One-off jobbing 
and 5kV power as shown in Fig. 7.5.6. As the list of factors involves too 
many characters in the description of the system environment, a numerical 
code is used to denote each element. For instance,
steelworks - 114, electric motor - 40, belt conveyor - 20,
14 hours/day - 14, one-off jabbing - 1, 5kV power - 005.
By adopting a numerical code, this set of elements can now be represented by
a shorter string of numbers given as 1144020141005 which relates to a set
of expert values contained in a certain FDT. The use of the "combinatorial" 
approach is better as expert values are stared on the basis of a set of 
factors instead on separate factors, hence a more accurate descriptive 
account of the system environment can be portrayed. This would lead a more 
consistent and accurate set of expert values being recommended to the user. 
Also the establishment of weightings between the factors can be avoided.
Problems with "Combinatorial" Technique
Fever the less, this technique has two main problems. Firstly, although the set 
of factors can accurately describe the system environment, it is too refined. 
Its decisions are likely to be based on only a few samples as the problems 
are many and varied. Hence it lacks reliability. Furthermore, to recommend a 
set of expert values, a perfect match has to be found which is extremely 
difficult as rarely do designers tackle similiar design problems operating 
in identical system environment. An example is the installation of two PT 
drives <A and B) operating in a nearly similar set of factors or system
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environment. The only difference is in PT drive A, power is to be 
transmitted from an a.c star-delta electric motor while a shunt wound d.c. 
motor is used in PT drive B. The consequence is the expert values adopted by 
designers would be stored under two different sets of factors (FDTs) because 
they specify slightly different prime movers in their applications.
The second problem is that this technique involves far too many 
combinations. This requires hugh amount of storage space. To emphasize this 
point, Fig. 7.5.7 shows a list of factors which is made up of 209 industries 
(working conditions), 45 driven machines, 9 prime movers, 3 machining 
periods, 3 design batch sizes and 5 power values. From this list of factors, 
altogether 3809025 combinations can be generated! It must be said that this 
excludes the storage space required to construct the FDT (which is a nxn 
matrix) for each of the combinations generated!
To reduce the storage problems Caused by the explosion of the number of 
combinations generated, one suitable method is to adopt a more general 
approach to the problem by introducing ranges and classifying common 
features of the elements together. An example of a range approach is instead 
of stating the number of hours a machines runs in a day, the machine duty is 
to be classified into three main periods: under 10, 10-16 and over 16
hours/day. Vhile an example for classifying features is rather than 
describing a specific prime mover, it is to be classified either as "soft" or 
"heavy" starts prime movers. The "categorisation" principle can be extended 
to deal with other factors such as the PT system working conditions (using 
the Standard Industrial Classification Index [145]), driven machines (grouped 
as light, medium, heavy and extra heavy duty), batch size (one-off, small and
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large batches) and power capacities <use of power ranges). This is 
illustrated in Fig. 7.5.8. By classifying the elements, this can be greatly 
reduced the number of combinations. Also, it is relatively easier to obtain a 
large sample for each combination as it covers a wider problem area. This 
means a more reliable set of expert values can be recommended to the user.
b) Management of KPS Knowledge Bases
It has been mentioned that to construct a KPS knowledge base for the 
DDM process, it would consist of two sets of expert values stored in 
different FDTs:- objective limits and tradeoff values.
F D T  f o r  O b j e c t i v e  T . i m i t s
The first FDT type is used to establish the frequency distribution of the 
objective limits as shown in Fig. 7.5.9. In the main FDT columns contain the 
objectives such as cost and efficiency. In each main column, it is further 
divided to two smaller sub-columns. The first sub-column marks out the 
objective limits. For example in the cost objectives, the limits are that of 
£50, £100 and £150. The second sub-column shows the frequency of that limit. 
For this work, it hag; been found to construct a FDT for objective limits is 
a comparatively easy task. This is because the limits to be established in 
the FDT can be readily determined from the questionnaires that have been 
sent out to various designers or firms. This is fully discussed in Section 
7.5.4. Vhile its frequency can be determined by counting the number of times, 
designers would specify this limit when operating in a certain set of 
factors or system environment.
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FDT for Tradeoff Values
Unfortunately, it is not that straightforward to construct a FDT to store 
tradeoff values. This is because of two main problems. Firstly, the sets of 
tradeoff values adopted by designers do not relate to a common base. One 
example is that to select an optimum solution when dealing with a similar 
standard component selection problem. To assist in the decision making, two 
designers may adopt the same set of objectives or criteria (minimise cost 
and maximise efficiency) but different sets of tradeoff values are specified.
One designer may state the set of tradeoff values as for every extra £10
paid, it is equivalent to a 2% increase in its system efficiency. Another 
designer may quote for every extra £50 paid is equivalent to a corresponding 
5% increase in its efficiency. Another example is that the applications of 
two PT systems operating at different power capacities. This is because a PT 
system operating at a higher power range would generally cost more. To 
illustrate, a PT system transmitting 5kV and lOOkV may cost about £100 and 
£1000 respectively. Thus, designers use different cost values to weigh out 
their objectives. To establish a common tradeoff value, say £10 would 
therefore not be practical when making decisions as the value would have 
different impacts on the two applications. A more appropriate approach is to 
introduce percentages such as 10% of the cost limit.
As the sets of tradeoff values adopted by designers do not relate to a
common base, many possible sets of tradeoff values can therefore be 
established or obtained. To save all of them into a KPS knowledge base would 
consume a lot of storage space and would lead to inefficient data management 
and access. Nevertheless, one suitable approach that can be used to overcome 
this problem is by rationalising the set of tradeoff values onto a common
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base or objective before storing them into a KPS knowledge base. In the 
above example if an arbitrary base of XI0 is stated, the two sets of 
tradeoff values could be reduced to as follows:
Designer 1 +£10 for every +2% increase in efficiency
Designer 2 +£10 for every +1% increase in efficiency
This would then allow the sets of objective tradeoffs to be stored with 
reference to a common denominator. This represents a substantial saving in 
its storage space and tine in accessing these expert values.
The next problem is these sets of tradeoffs exist as discrete values hence 
many combinations can be derived. To illustrate, for an extra £10 paid this
may be equated to a 1%, 1.05%, 1.1%,....1.3333%...100% increase in its
efficiency. Another example is to equate cost with some objectives like life 
where the objective range can be very large (0 - 100000 hours). Hence, it is 
impractical to store tradeoffs in discrete values mainly because of storage 
and reliability problems and the realisation that tradeoffs cannot attain 
such high degrees of accuracy. To overcome this problem, one suitable method 
is to divide the tradeoff ranges in which the objectives operate into 
intervals which are to be determined by means of estimation or judgement. It 
must be appreciated that if the interval is too small, the range will consist 
of many intervals. Each interval will contain only a few samples (a low 
frequency value) and there will be a considerable scatter in its data which 
could easily result in a multi-modal frequency distribution curve. This is to 
be avoided. If there are too few intervals, the frequency curve will not be 
meaningfully defined, although the set of bars (represents the frequency 
distribution) may still show a smooth curve. A good estimation is to divide 
the range into ten equal parts or intervals. To determine a tradeoff value in
- 211 -
- Knowledge Processing Systems -
the interval, one approach is to state the midpoint of it. A better and more 
accurate method is to take the mean of the tradeoff values within the 
interval. This is by introducing a new sub-column in the FDT which stores 
the average values of its tradeoffs in each interval as shown in Fig. 7.5.10.
c) Dealing with the Problems of Multi-Modal Distribution
It is self-evident that the expert values stored in the FDTs (objective 
limits and tradeoffs) in a KPS knowledge base do not necessary always 
exhibit a smooth distribution curve having only one common mode. Instead 
especially when establishing global KPS knowledge bases, a number of modes 
or multi-modes may be found to contain in a set of expert values as shown 
in Fig. 7.5.11. This can be attributed to three main causes. The first cause 
is that the current defined set of factors used to describe the PT system 
environment is stated too loosely that different sets of expert values 
adopted by different groups of designers are combined into a common FDT. 
Each mode in the FDT denotes a set of tradeoff values commonly adopted by a 
group of designers. In such situations, it is necessary to re-examine and re­
define the set of factors used to describe the PT system environment. One 
suitable method is to adopt a more refined approach to problem-solving. An 
example is that rather than defining the PT system operates in a 
manufacturing industry (general), a sub-group of the manufacturing industry 
such metal goods, mechanical engineering, office machinery and data 
processing equipment is to be specified.
Another cause is that in practice, designers can only state their 
tradeoff values to within a prescribed degree of accuracy. The result is that 
the tradeoff values may be under or over-estimated leading to modes forming
- 212 -
- Knowledge Processing Systems -
at either side of the appropriate interval as shown in Fig. 7.5.12. A 
technique based on the principles of fuzzy logic [146-1481 has been 
developed to tackle this multi-modal problem. The technique is to examine 
the set of expert values and picks out the top two modal intervals with the 
highest probabilities in the FDT as shown in Fig. 7.5.13. The two modal 
intervals are then compared with the larger interval being recommended to 
the user. If the occurences in the two modal intervals are approximately 
similar (within 5% difference), then a "three-some" interval range is to be 
determined. The "three-some" interval range is the sum of the present modal 
interval and its immediate right and left intervals. The larger of the 
"three-some" interval range will be selected. If the "three-some" interval 
ranges are equal, the larger of the previous two modal intervals will be 
adopted. Fig. 7.5.14 shows seven worked-out examples of this technique used 
to predict a likely mode from a set of data.
Finally, it is not possible to model the set of tradeoff values adopted 
by designers to solve problems. This is because the decisions to be made are 
very circumstantial which depends on a complex list of factors such as 
designers' feelings, prevailing and fluctuating market conditions. The result 
is that the sets of expert values used by designers to solve design problems 
do not exhibit any likely trends as the values are dispersed or scattered. 
This means an accurate and reliable set of expert values cannot be 
determined and past expert judgements cannot be relied heavily upon. Hence, 
the stored expert knowledge can merely serve as a guide of obtaining an 
optimum solution to a design problem. Also, the decisions to be made on each 
design problem has to be only dealt with separately.
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d) Techniques t.n C.n mmnni cal.p Kxpert Knnwlfidgp R f f e c t i v e l y
Another area in the establishment of a KPS predicting system is to 
communicate statistical data or expert values effectively and accurately to 
the user. One approach is to present the statistical data in a tabular form 
as shown in Fig. 7.5.15. From the figure, it can be seen that a set of 
objectives and its corresponding tradeoff values and probabilities are 
arranged in neat rows and columns. This approach is neat, concise and the 
set of expert values displayed represents quite accurately the underlying 
consensus of the samples when dealing with single modal distributions.
Unfortunately, tables alone are not always an adequate means of 
presenting information especially when dealing with multi-modal frequency 
distributions. Firstly, the novice user may not Know what the statistical 
terms mean. Secondly, tables can be confusing when too much data are 
displayed. Finally, the set of expert values displayed do not accurately 
inform the user of the overall multi-modal distributions. To illustrate, Fig. 
7.5.16 shows a set of statistical expert values used to describe the multi­
modal objective distribitions and its tradeoff recommendations to a standard 
component selection problem. From the figure, to comprehend what the set of 
expert values really means would be a very difficult task. This problem can, 
however, be greatly reduced with the introduction of graphics as illustrated 
in Fig. 7.5.17. Besides improving data readability, graphics can also give 
more explicit detail of a particular set of expert values. Graphical outputs 
can be produced by means of a histogram or fitting through a theoretical 
distribution curve on the set of values despite the scarce physical 
justifications and limitations. This exercise can sometimes be proved useful 
in fully appreciating the scatter of its sample. There is a variety of
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existing probability distributions such as Gamma, Beta and Poisson [136]
that can be used to deal with the multinomial occurrence problems.
7.5.3 THE "LEARNING" PROCESS
There are many varied interpretations to the word "learning". One
definition of learning is "Knowledge of skill gained by study, experience and
instruction [149]." A more-widely used definition and adopted in this thesis
is "Improvement of performance as a result of experience [117]." To
illustrate, below are some examples of one ability (or inability) to learn:-
a) to ride a bicycle
b) to recognise colours
c) to understand the meanings of new words
d) how to tie a bow
e) to beat a master in chess
In each of the examples, it can be said that at some given time a person
does not know (or is unable to do) something, but later, after a period of 
study, taught and practice, the person does know it (or able to do it). 
Hence, the person is said to have learnt or acquired a particular skill. The 
concept of learning is well discussed by Raphael [117],
In expert systems, knowledge is acquired by modifying or adding new 
rules into the knowledge base like in the Aardvark program (as described in 
Chapter 6). One way in which the program learns is when an incorrect answer, 
say roller chains, is recommended other than the user PT system. To rectify 
the fault, the system asks questions such as "Vhat is it" and "Vhat would 
tell the difference between roller chains and your system." By providing 
correct answers to these questions, the system "learns" from its previous
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errors and thus when dealing with future problems, it would be able to make 
a more appropriate recommendation.
In a KPS, the "learning" process concerns the updating or acquiring of 
new sets of objective limits and tradeoffs into the knowledge base. The main 
aim is to affirm or correct the outcomes of the objective limits and 
tradeoffs used to solve a particular design problem. To illustrate, a FDT 
(below) shows the frequency distribution of cast limits adopted by designers 
in selecting of PT systems that transmit less than lOkV of power.
Cost Limits Frequency Probability ill
< * 50 0 0%
< *100 1 102
< *150 9 902
< *200 0 02
< *250 0 02
Based on the above table, to select PT systems that transmit less than lOkV 
of power, a KPS predicting system would consistently recommend to the user 
that a PT system should not cost more than *150 as adopted by most 
designers (902). Assuming the user is an expert and accepts that this cost 
limit is correct, the KPS learns or acquires knowledge by updating the FDT 
to as follows:
Cost Limits Frequency Probability
< * 50 0 02
< *100 1 9.12
< *150 10 90.92
< *200 0 02
< *250 0 02
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From the above FDT, it can be seen that the probabilities for £100 and £150 
cost limits have been altered to a smaller and greater set of values 
respectively. In this way, a KPS system is able to affirm that the present 
cost limit (£150) recommended to the user is an appropriate one. Contrarily, 
if the designer states other cost limits - say £100, the probability for 
£100 and £150 limits would increase to 18.2% and decrease to 81.8% 
respectively. This would correct any inconsistent errors caused by sets of 
expert values introduced into the FDT which are not commonly adopted by 
designers to solve problems in the long run. This section deals with the 
development of a "learning" process and is to be discussed under three main 
areas
a) Description of a Knowledge Update Procedure in a KPS.
b) Approaches Used to Update Expert Knowledge.
c) Problems with Updating Expert Knowledge.
a) Description of a Knowledge Update Procedure in a KPS
A knowledge update procedure has been developed and has found to be 
suitable in acquiring expert values into a KPS knowledge base. In the DDK 
process, the expert values concern the sets of objective limits and tradeoff 
values stored in two separate FDTs. The procedure used to update the two 
sets of experts values into their respective FDTs is quite similar and 
consists of six main steps as listed below
a) Prepare the set of expert values to be stored. This mainly refers to 
the set of tradeoffs where the values are rationalised or related to a 
common denominator, say £10, to maintain data consistency in the FDTs.
b) Identify the filename (FDT) in which expert values are to be stored.
Objective limit - OBJLDCIT; Tradeoffs - TRADEOFF.
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c> Select a value to be stored from the objective set, say co6t limit of 
£150.
d) Determine the range in which the expert value is to be stored in. It 
is record number 3 in OBJLIKIT file.
e) i Extract its corresponding frequency (9) and add one to its value 
(this makes 10). Overwrite this new frequency onto the old frequency in the 
named FDT. In the TRADEOFF file, besides calculating a new frequency value, a 
new mean has to be determined as well which is to be based an the formula 
stated below:
lew Kean = ((Old mean x Old Frequency)
+ Present Tradeoff Value)/(Old frequency + 1).
f) Select the next value in the objective set and repeat step d until the
last objective value is updated.
These steps are fully illustrated in Fig. 7.5.18 and a worked example of the 
knowledge update procedure can be seen in Fig. 7.5.19.
b) Approaches Used to Acquire Expert Values
This section deals with the approaches used to facilitate the 
acquisition of expert values into KPS knowledge bases. Two main approaches 
have been developed and to be adopted into the DDK process. This is 
illustrated in Fig. 7.5.20. The first method is to be known as "direct 
addition" in which the sets of expert values are acquired through "external" 
sources such as conducting interviews or filling in questionnaires. Hence, 
the expert values made are independent of the KPS system and do not involve 
the actual interaction or generation of alternatives to the problem in the 
DDK process. As the decisions are made separately from the system, the
expert values specified are not very accurate but exist as estimates to the
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actual design problem. Nevertheless, it must be said that this approach is 
an essential feature to a KPS system as most expert values are acquired 
through "external" means.
The second approach is known as the induction process which requires
designers to interact with the DDK process. For a standard component
selection problem, the designers are to state their sets of objective limits 
and tradeoff values which are then used to select an optimum solution from 
the set of alternatives generated. It must be appreciated that to arrive at 
the appropriate set of expert values, frequently, alterations have to be made 
to its initial set of values as it is not always possible to make the
correct set of judgements the first time round. This approach is therefore
tedious and time consuming especially when dealing with many alternatives. 
Also, there are problems in getting designers to interact with the system. 
This therefore means the approach can only involve a smaller group of
designers hence only a relatively smaller sample size can be attained.
Nevertheless, as the approach requires the designers to deal with the actual
problems, a more accurate set of expert values can be ascertained and stored
into the KPS knowledge base.
It must be said that both the approaches have found to be suitable for 
the DDK process. However, as the "direct addition" approach relates to a 
larger group of designers, it therefore would play a more important role in 
the DDK process.
q.) .Problems With. Updating Expert Knowledge
In Chapter 4, it has been discussed that the DDK process is broadly
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make use by two main categories of users: novices or trainee designers and 
designers or experts. In acquiring expert values in the DDK process, one 
common problem is maintaining the integrity of the KPS knowledge base. This 
is because the KPS knowledge base can easily be corrupted if unauthorised 
sets of expert values used by novices or trainee designers are allowed to be 
introduced to it. The result is that an unreliable and inaccurate set of 
expert values is recommended to the user which would not lead to the 
optimum solution to the design problem. This would obviously undermine the 
effectiveness of the KPS approach. To maintain the KPS knowledge base, it is 
therefore necessary to identify the user status (trainee or experienced 
designers) before storing the sets of objective limits and tradeoff values. A 
good approach to overcome this problem is the use of passwords. This is by 
assigning trainee and experienced designers with different passwords which 
would enable the KPS to determine the user status. On identifying that the 
user is an experienced designer, the sets of objective limits and tradeoff 
values used to solve the standard component selection problems in the DDK 
process are then to be acquired into the KPS knowledge base.
In establishing a local KPS knowledge base, the task of maintaining 
the integrity of the expert values is slightly more complex. This is because 
the group of experienced designers is to be divided further into two smaller 
sub-groups of designers. For the purpose of this discussion, the first sub­
group is to be called the "CA" group where the set of expert values stored 
into the KPS knowledge base are dependent on the values of a particular 
group of designers established during a collective agreement. The second 
sub-group consists designers that do not belong to the "CA" group and they 
are to be known as "OTHERS". As the local KPS knowledge base contains the
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expert values adopted by the "CA" group, it is necessary to identify and 
prevent storing the set of expert values adopted by the two different sub­
groups of designers together. To segregate the sub-groups, one simple 
approach is to issue different passwords to them ("CA" and "OTHERS"). In 
determining the user belongs to the "CA" group, the sets of expert values are 
to be directly acquired into the KPS knowledge base. While, expert values 
adopted by the "OTHERS" group would be stored into a separate and temporary 
KPS knowledge base. Reasons are also to be given as to explain why this set 
of expert values is adopted. These expert values are then to be reviewed by 
the "CA" group and if found to be satisfactory, they are to be acquired into 
the knowledge base while the rest are to be removed. By using of passwords, 
it means that the Integrity of the KPS knowledge bases can be maintained.
7.5.4 PQVLEPGB ELICITATIQH TECHNIQUES
Knowledge elicitation is the acquisition of expert information. It 
concerns the consultation with the experts and the development of the expert 
knowledge bases for salving specific tasks. To establish a KPS in the DDK 
process, sets of objective limits and tradeoff values used by experienced 
designers to solve standard component selection problems have to be 
acquired. It has been known that knowledge elicitation represents one of the 
hardest area in building a KPS or an expert system as Hart [1501 concluded 
in a recent article, "Knowledge Elicitation: Issues and Methods" that
"presently, there are no formal methodologies that have yet proven to be 
universally effective." Nevertheless, there are a variety of existing 
knowledge elicitation techniques that can be adopted in the acquisition of 
these expert knowledge and their relative merits are well founded [150-153]. 
For the purpose of this work, it has been decided not to carry out an
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extensive or full acquisition of the sets of expert values as it would take 
many man-years of effort. Hence, no attempt has been made to conduct an
t
/
intensive investigation of the techniques. Instead, some work has been done 
on a small scale to understand and appreciate the problems faced in 
acquiring the expert values. Also, it is to validate the concept of objective 
limits and tradeoff values used to solve standard component selection 




a )  I n t e r v i e w s
Interviews are one of the commonest methods used in the acquisition of 
expert knowledge. Formally, interviews are conducted by the knowledge 
engineer with the experts. A knowledge engineer is the person who bridges
the gap between computer technology and an expert's decision making. The
knowledge engineer formulates and updates or maintains the rules in the 
knowledge base. In this work, the knowledge engineer is also the DK
programmer. The objective of interviews is to elicit knowledge from the
designer or expert about the set of values (objective limits and tradeoffs) 
used when solving specific design and pertinent problems. These values are 
then used to develop the KPS model and setting up of knowledge bases as 
illustrated by Fig. 7.5.21. There are two major ways in which interviews can 
be conducted: formally and informally.
F n - r i n a l  I n t e r v i e w s
Formal interviews usually take the form of a structured set of questions
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asked by the knowledge engineers. The designers or experts are required to 
furnish these questions with answers. The questions asked tend to be 
specific with a particular goal in mind. An example is the question asked in 
determining the tradeoffs between the two objectives, "If you are the 
designer how much more would you be willing to pay in order to obtain a 2% 
increase in efficiency." This approach can rapidly cover all the questions 
that the interviewer (knowledge engineer) wants to ask and is very efficient. 
This is provided that the designers answer to the point and do not feel 
their professions are being threatened. This approach is suitable if the 
designers are very keen and helpful to the cause of the knowledge engineer. 
This is because the knowledge engineer can quickly process the answers to 
the set of questions asked into the desired form which can then be stored 
into a KPS knowledge base. However, formal interviews tend to be rigid which 
sometimes can restrict the trends of thoughts of the expert designers and 
understanding of the problem. This can then impair their judgements. Besides, 
they may feel insecure, uncomfortable and reserved in parting with their 
expertise. Thus, erroraneous answers may result. One suitable approach to 
overcome this problem is to adopt a protocol analysis [150] which is based 
on a transcripted interview, but attempts to structure the process and 
produce more meaningful results. This is because experts find it much easier 
to talk about specific examples of problems than to talk in general or 
abstract terms. This method has found to be successfully in several areas of 
medical diagnosis [154] and design of mechanical components [155],
Informal Interviews
On the other hand, questions asked in informal interviews tend to be 
unstructured and generally take the form of friendly chats and discussions.
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As most designers feel more at ease with this technique, they can appreciate 
the problem at hand better and any misunderstanding can be clarified. Thus, 
an accurate set of values can be obtained. Severtheless, a common problem 
with informal interviews is that the discussion is being frequently side- 
tracked from its main issues or vital questions are left unanswered. The 
result is many man-hours are wasted either in discussing issues that are of 
no relevance to the undertaking tasks or another informal discussion has to 
be held in order to determine what is really required (ie. the sets of expert 
values that are needed in the construction of a KPS knowledge base). The 
second problem concerns the type of expert knowledge obtained. Generally, 
the answers obtained from the interviews are not in its appropriate form 
hence the expert knowledge has to be processed and refined. This takes time 
and worst of all, a vital piece of expert knowledge may be found to be 
missing. This would mean another informal session has to be conducted. 
Furthermore, the expert knowledge obtained may not be compatiable with the 
first set as the environment in which the interview was conducted had since 
been changed.
Despite of the problems of formal interviews, it must be said that this 
approach is better as has been found that it is generally quicker and more 
meaningful results can be produced [1503.
b )  Q u e s t i o n n a i r e s
The use of a questionnaire is another common technique. It basically 
consists of a set of questions on a form, submitted to a number of people in 
order to collect statistical information. For this work, the questionnaires 
were sent to chief engineers and designers who have previous experience in
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dealing with PT design problems. The objective was to acquire the sets of 
objective limits and tradeoffs commonly adopted by them when dealing with 
standard component selection problems. Investigation into the techniques 
used to send out the questionnaires has been conducted in two main areas:
a) the design of questionnaires.
b) methods of sending out questionnaires.
Q u e s t i o n n a i r e  D e s i g n
The first task in conducting a questionnaire survey is to limit the search 
area by selecting a particular industry. Power transmission systems used in 
metal working machineries and operated in the sheet metal industry were 
first chosen. It was felt that there was a large possibility that such firms 
would make use of power transmission systems in their machineries. Fig. 
7.5.22 shows a sample of the first set of questionnaires send out to firms. 
The questionnaires were addressed to a specific group of designers who had 
used toothed belts, standard vee belts, wedged belts and roller chains as 
their power transmission systems in metal working machineries and operated 
in the sheet metal industry. The questions formulated are direct and refined 
which explicitly state one's area of interest. Therefore, only relevant 
answers would be given. Nevertheless, a main problem with a refined 
questionnaire was that a high rate of rejection usually results. By rejection, 
it is meant that the questionnaires were either left unanswered or had not 
been received back. In this survey, the rejection rate was found to be about 
98% <1 out of 50) which was certainly most unsatisfactory. The main reason 
was that any slight variation to the questionnaire requirements would prompt 
designers to simply state, "questionnaires do not apply to them and thus
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cannot help." Hence, a refined questionnaire is not a particularly good 
approach of acquiring information due to poor response.
The lack of response necessitated the design of another questionnaire. A 
more general approach is adopted as shown in Fig. 7.5.23. Instead of 
specifically stating the actual working condition in the questionnaire, 
designers were asked to fill in where the PT system operated in. A more 
favourable response was obtained from this set of questionnaires that were 
sent out. Firstly, a substantial increase in the response to the
questionnaires sent had been received back. In this exercise, about 20-30% of 
the questionnaires sent responded. Secondly, all of them were filled with 
comments and answers concerning the sets of objective limits and tradeoffs 
that designers would use in selecting power transmission drives pertaining 
to a particular industry, nevertheless, there were a number of difficulties 
involved. The first problem was the terminology used by the designers in 
describing the type of industries in which the PT systems operated in. Vords 
like light and general engineering were used to describe a particular
industrial type. These words are rather vague that it is very difficult to 
process such data. The second problem was the large number of industries 
that made used of PT systems. One example is to select a PT system that 
transmits less than 5kV of power. From the questionnaires received, to deal 
with such a problem, a long list of industries can be found which bear no
resemblance to one another. To illustrate from the set of replies, power
transmission drives were stated to be used in the following industries: 
water treatment, paint finishing, general, motor car, light, textiles, laundry 
folding machinery, construction and etc.. It is therefore very hard to obtain 
data that describe a particular industry. This means that to establish a
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large sample size which adequately predicts reasonable sets of objective 
limits and tradeoff values for a particular standard component selection 
problem is a very difficult task.
M e t h o d s  o f  S e n d i n g  O u t  Q u e s t i o n n a i r e s
In this section, an investigation was made on two methods of sending out 
questionnaires. It has to be said before the questionnaires were sent, a list 
of targeted companies has to be established. This list of companies can be 
obtained from a number of sources such as in KOXPASS, Technical Indexes and 
Key British Enterprise '86. The first method of sending out the 
questionnaires was to address them to the chief engineers or designers of 
the targeted firms as listed. This was the most cost effective or cheapest 
method. The main problem was the relative poor response. Out of 50 
questionnaires which were sent out, only about 20% replied. This could be 
due to a number of reasons. Firstly, some firms had moved to new locations 
or gone into liquidation. The second reason was that owing to the current 
market trend, some firms had gone into a new line of business. For example, 
a company may once be dealing with the design of conveyors but now 
manufactures hydraulic system components. The third reason was the poor 
rapport that had been set up between the interviewer and the respective
firms. As a result, firms did not feel oblige to make a reply especially 
during busy periods of the year. The next problem about this approach was 
the poor quality of the reply. This may be attributed to two main factors: a
lack of understanding of the problem at hand and the introduction of a 'new*
management concept (ie. the use tradeoff values) in the selection of system 
design using standard components in the DDM process. This would be
discussed later.
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In the second method, a slightly different approach was adopted. Designers 
of the various firms were first contacted via telephone conversations to 
establish a personal rapport with them. During the conversation, designers 
were given brief explanations of what the questionnaires were all about 
before sending them off to the respective designers. This approach was found 
to be more costly and time consuming especially when the call had to be 
made through an internal operator, nevertheless, a more favourable response 
was obtained. In this exercise, 90% of the questionnaires sent replied. Also, 
a more accurate and reasonable set of expert values <a better quality of the 
reply) was acquired. Hence, this is a more effective method in acquiring 
expert knowledge.
c )  D i s c u s s i o n  o f  R e s u l t s
To create a KPS knowledge base for the selection of PT drives, a survey
has been carried out to acquire the sets of objective limits and tradeoff 
values (expert knowledge) using the above techniques. The results of the 
findings and its trends are summarized in Fig. 7.5.24 and 7.5.25. From the 
figures, some patterns are seen to be clearly emerging in objectives such as 
cost, weight and life even from this small sample. For instance in Fig. 
7.5.24, it can be seen for PT systems that transmit less than 5 kV, 50% of
the designers were not prepared to pay more than £50 when dealing in large
batches and £100 in small batches. The main reason for the increase in costs 
in small batches may be attributed to economic of scale as a result of 
better discount rates offered to large orders or bulk purchases. As for the 
abjective limit for weight, 90% of the designers found that it was not an 
important consideration. Vhile in system life, it has been established that 
this objective was dependent on the machine duty. Fig. 7.5.25 shows for a
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machine duty of less than 10 hours/day, designers would select a PT drive 
that can last at least 5000 hours. As the hours of machine duty increases, a 
longer life is specified. For example, a machine with a duty of between 10 
and 16 hours, all the designers agreed that the PT drive was to last for at 
least 10000 hours. One reason may be because designers adopted a common 
rule of thumb in that when designing PT drives, they were to last for at 
least 3 years (machine duty x life). The above results meant that designers 
did indeed establish or make use of objective limits to assist them in their 
decision making. This therefore validates the use of objective limits in the 
DDK process to solve standard component selection problems as the concept 
is not new to designers.
As for establishing the set of tradeoff values to be used in weighing 
out objectives for standard component selection problems, some results have 
been gathered. Unfortunately, to deal with each problem pertaining to a 
certain set of working conditions only a very small sample has been 
established. Hence, no concrete deductions can be made. It has also been 
found that no significant patterns have emerged from these sets of data. 
This may be due to the following three reasons.
i) Most of the questionnaires received state that they do not know or 
have not thought of a set of tradeoffs used to solve standard component 
selection problems. This means the concept of 'tradeoff values' is 'new or 
foreign' to some engineering designers when dealing with standard component 
selection problems. Although this technique is commonly adopted by managers 
and found in most management decision theory books. This means that to 
introduce the concept of "tradeoffs" in the DDK process, it has to be clearly
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explained and illustrated with examples to the designers before using the 
system. Sever the less, it must also be said that the concept is not entirely 
new. This is because it has been found that some designers da make use of 
the concept of tradeoffs in the selection of alternatives intuitively. 
Unfortunately, they find it difficult to express these values explicitly. By 
introducing the concept of "tradeoff values" into the DDK process, it would 
enable the designers to explicitly state and determine the importance of the 
objectives hence assisting them in their decision making.
ii) The survey can only be carried out within a small group of designers 
who have previous expert experience in selecting PT systems for certain 
design applications. This is unlike the medical diagnosis of an illness where 
information can be derived from a large pool of sources (the general public) 
about the symptoms relating to that illness. It must also be said the 
definition of expert experience is opened to question. This therefore 
necessiates the development of a more effective knowledge elicitation 
technique to deal with this problem.
iil) It is extremely difficult to design an appropriate questionnaire. 
The reason is that a general questionnaire will lead to many variations and 
vagueness in its answers. Vhile a more refined questionnaire would have very 
poor response as described in the above section. This calls for further re­
examination into the technique.
The development of a Knowledge Processing System which forms an 
integral part of the DDM process has been undertaken. Unlike present rule-
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based expert systems, the Knowledge Processing System has been found to 
adequately overcome the problems of dealing with specific alternatives 
generated using derived data and more importantly designers' judgements that 
are opinion-based. The system requires the storing of past expert judgements 
or of knowledge of previous design solutions which are then used to aid or 
guide designers, especially novices, to deal with quite similar design tasks 
in the future. The investigation into the development of KPS has led to the 
following findings:-
a) It has been established that the use of local KPS knowledge bases in 
the DDK process is more suitable than global KPS knowledge bases. Firstly, 
it has been found that to construct local KPS knowledge bases are 
comparatively easier as the validity of its recommendations are based on a
i
regional approach to problem-solving. Also, any irrational behaviour, such as 
the multi-modal distribution curve found in the set of expert values that 
are stared in the KPS knowledge bases can be easily investigated and dealt 
with.
b) In developing techniques to predict expert values from the KPS 
knowledge base, "Decomposition", "Combinational" and "Classification" 
approaches are three techniques that have been developed and investigated in 
detail. The "Classification" approach has found to be most suitable as it 
greatly reduces the number of combinations required or problem size and also 
it is relatively easier to obtain a large sample for each combination as a 
wider problem area is being covered. This means a more reliable set of 
expert values can be recommended to the user.
c) Finally, it has been established that the introduction of objective 
limits to discriminate satisfactory from unsatisfactory alternatives in the 
DDK process to solve standard component selection problems is not new to
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designers. This can clearly be seen emerging in the objectives of cost, 
weight and life as discussed even from a small sample. Also, it has been 
found that some designers do make use of the concept of tradeoffs in the 
selection of alternatives intuitively. By introducing the concept of "tradeoff 
values" into the DDK process, it would enable designers to explicitly state 
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F I G .  7 . 5 . 1  D e f i n i t i o n s  of S t a t i s t i c a l  T e r m s
No. Lis t  of Factors Descript ion
1 Working Condi t ions Steelworks
2 Prime Mover A.C. Motor 
-Star Delta
3 Driven Machine Belt Conveyors
L Duty (hr/day) I K
5 Batch Size One-Off Jobbing
6 Power Value (kW) 5
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FIG. 7.5.3 Splitting Elements (Factors)
Groups
into Individual
Object i vesFactor 1: Steelworks

































This element, L 7 means that for every extra £n paid, 
it is e q uivalent to an increase of L 7 life hours. The 
frequency is given as L71, and the p r o b abilit y of the 
outcome is ca l c u l a t e d  to be L71/(L11+L21+L3l+Lu +L5l+l6|+L71)
FIG. 7.5 .4 A Typ i c a l  F r e q u e n c y  D i s t r i b u t i o n  Table
for Es t a b l i s h i n g  Tradeoff Values
EXPERT K N O W L E D G E ’ BASE
S y s t e m  















FIG. 7.5.5 I[lustration of 'Splitting Up'
Techni que
Individual Frequency Distribution Tables
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FIG. 7.5.6 Extracting Expert Values from a
' C o m b i n a t i o n 7 Description Table
Frequency Distribution Table Data
Oescription: Steelworks, a.c. electric motor






































Equ.value Fre.No. Equ.value Fre.No.
Ei En L1 s S *i, S1 S11 N1 N11 M1 M 11
S Ea, 2 L21 W2 W21 s2 s21 N2 N21 M21
E3 E „ 3 Si W3 w31 s3 s31 N3 N31
e4 Eu 4 L(i s w11 s4 s41 N 4 N41
e5 E „ 5 L 51 W S Si








Part of 'KPS' K n o w l e d g e  Base
No. L i s t  of Fac to rs Qty
1 Working Condi t ions 209
2 Prime Mover 9
3 Driven Machine 45
4 Machine Duty 
(periods)
3
5 Batch Size 3
6 Power Values 5
Number of Possible Combinations ___ 
to Describe Each Set of System ~ 209*9*45x3*3*5 
Environment = 3809023
FIG. 7.5.7 Explosion of System Environment
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FIG. 7.5.9 Frequency Distribution Table of
Object i ve L i mi t s  
fo r  a P a r t i c u la r  Set of System Environment
R v ^ f p m  flp^rr i nt i nn • Mechanical Power Transmission, 'Soft' Start Motor, Medium Duty, 10-16, 1-off s y s t e m  u e s c r  ipt i o n . and 5_5gkw power range y
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1 1
—  Efficiency Range Column - It means for every extra £n paid, experts would specify an equivalent increase in its
efficiency tradeoff value that ranges between Er-Eri, (0-2%1.
  Efficiency Average Range Mean Column - Average Mean within this Range, Er-Er.
  Frequency No, - The number of occurences within this efficiency Range, Er-Er^?
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FIG. 7.5.12 Bi-Modal Histogram Formed - a Result
of Inaccurate Judgement










































































Modal Class = 3.4 












1st Modal Cl. = 4 
2nd Modal Cl. = 1.5 
Mean = 4 . 5 3
EXAMPLE 2
1 2 3 4 5 6 7

















Modal Class = 6 
Mean = 2 . 4 7
EXAMPLE 7
FIG. 7.5.14- Worked Examples Use 
to Illustrate Predicting 
Technique
1 2 3 4 5 6 7 u n i t s
Equivalent Tradeoffs For Every Extra £N Paid
KPS Pred i ct i on
Desired Tradeoff Probability
No. Objectives Values (% 1
1 Reduce Maintenance Cost (£) Ti Pi
2 Reduce Size (Rat io) t2 P2
3 Reduce Noise Levels (d B A ) t3 P3
4 Reduce Overall Weight (kg) Pi
5 Increase Eff iciency (7.) T5 P5-J
6 !ncrease Li fe (hours) t6 P6
For an increase Life of Hours, it is equivalent to an extra £N paid. 
According to KPS, the probability is given as P ^ .
FIG. 7 . 5 . 1 5  T a b u l a r  A p p r o a c h  in P r e s e n t i n g  S t a t i s t i c a l  T r a d e o f f  V a l u e s
Equivalent Tradeoffs for Every Extra £N Paid
KPS Pediction ^ean Midpoint Probability Mean Midpoint Probability Function 
Desired Tradeoff in 1st in 1st in 1st in 2nd in 2nd in 2nd Integral Standard
No. Objectives Values Modal Cl. Modal Cl. Modal Cl. Modal Cl. Modal Cl. Modal Cl. Mean Deviation
1 Reduce Maint. Cost (£) Ti H,1 M 11 Pt1 M 21 M21 P21 11 S 1
2 Reduce Size (Rat io) t2 M 12 M12 P12 M 22 M 22 P 22 12
3 Reduce Noise (dBA) Tb m 13 m13 P13 m 23 M 23 p23 '3 S 3
4 Reduce Weight (kg) T6 " k m k P H M 26 M 2 6 P 24




6 increase Li fe (hr) T6 M I6 M 16 P 16 M 26 M26 P 26 6 S 6
A detailed description of frequency distribution data requires lots of explanation 
and can be very confusing to the user.
FIG . 7 . 5 . 1 6  A D e t a i l e d  S et of V a l u e s  to D e s c r i b e  O b j e c t i v e
Tradeoff T r e nds
" 8  1
Z .  co
r l "OO o_s z _r
-Q ^  
o
















Equivalent Tradeoffs for Every Extra £N Paid

















Midpoint ProbabiIi ty 
in 2nd in 2nd 






1 Reduce Maint. Cost (£) Ti »ti n M pn M 21 M 21 P21 !1 s .
2 Reduce Size (Ratio) t2 M 12 M12 P12 M 22 m 22 P 22 1 2 S 2
3 Reduce Noise (dBA) *3 M,3 M13 p13 m 23 m 23 P23 1 3 S 3
4 Reduce Weight (kg) T4 m k m h PH M 24 M 24 9 21, \
5 Increase Efficiency (% 1 T5 M 15 M15 P 15 M 25 M 25 P 25 !5 S 5
6 Increase Li fe (hr) T6 M I6 M I6 P 16 M 26 M 26 926 6 S 6
FIG . 7 . 5 . 1 7  A G r a p h i c a l  A p p r o a c h  to A s s i s t  in D e s c r i b i n g  
O b j e c t i v e  T r a d e o f f  V a l u e s
rSets of E>xpert 
Values (Objective 
Limi ts & Tradeoff) 









two files in 
which data are 
to be stored 
into the database




















Update data into 
respect i ve f iles 
Example: Select Next 
Expert Value
to Update
Cost Limit 150. 
Record No. a £ 
Present Fre. a 9 
New Fre. * 9+1 
-  10
l_
Part of 'Expert Knowledge' 
Base
Tradeoff FDT 


















—  Average Range Mean 
—  Frequency No.
FIG. 7 . 5 . 1 8  I l l u s t r a t i o n  of U p d a t i n g  E x p e r t  K n o w l e d g e
into KPS
Sets of Expert Values 
Object ive Limits Tradeoff Equiv. (+£25 Paid)
Max. Cost - £100 
Max. Weight - 1E20 
(Unimpt) 
Min. Efficiency - 90'/. 
Min. Li fe - 10000 hr.
Reduce M a i n t . Cost - £0 
Reduce Weight - 0 kg 
Reduce Size » 0 
Reduce Noise = OdBA 
Increase Efficiency - 0'/. 
Increase Life - 7500 hours
X Old Value 
(X) New Value
Rationalise Tradeoff Values 
from £25 to £10
Reduce maint. Cost * £0 
Reduce Weight * 0kg 
Reduce Size - 0 
Reduce Noise = 0 dBA 
Increase Efficiency * OX 
Increase Life - 3000 Hours
2500 
(2571.4)
I dent i fy F iles 
for Data Storage
Extract Data from FDT 
F i les
Calculate New Frequency 
and Mean Values 
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50 1 10 0 70 0 5000,
\°
100 20 (21) 30 0 75 0 10000
V 20 
121)
150 1 50 1 80 1 15000 2
200 0 70 0 85 2 20000 0
250 0 100 0 90
19
(20) 25000 0











E q u i v a l e n t  Ra te :  E ve r y  E x t r a  £10 p a i d
I nc .  
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Red.
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E X PER T 'S  DESCRIPTION  
OF TASK
FIG. 7.5.21 E l i c i t i n g  K n o w l e d g e  from E x p e r t s  (Interviews)
up to_5_kW
QUESTIONNAIRE
The questionnaire concerns designers who have used toothed belts, standard vee 
belts, wedged belts and roller chains as their power transmission systems in 
metal working machineries, which are to be used in the sheet metal industry.
Please indicate your response by placing a .lick in the appropriate box or state 
your answer in the given space provided.
QUESTIONS
1. H<ow many workers does your firm employ? I I < 200 CD > 200 □  Don't know
2. Have you designed a system (as stated above) that can transmit power
of up to 5 kW in the sheet metal industry before? Q] YES [^] NO
3. If no, please look at other questionnaires. Otherwise, can you name the prime 
mover (power source) and the driven machine in one of your design applications?
Prime Mover _____________________  Driven Machine _____________________
4. How many hours did you design your transmission system to be used daily?
under 10 □  10 - 16 1 | over 16 [ |
5. State the tbtal number of identical transmission systems required. (No. off).__
6. In your design problem, state the limits you would be prepared to consider
whether a design option is acceptable or not.
(a) Was your system cost important, if so please indicate your target value?
□  £50 □  £100 □  £150 □  £200 □  £250 Q  £350
F I Unimportant f | Others (If Others, please specify
the amount £________ ) .
(b) Was the weight important, if so please indicate range?
I I < 10 kg CD < 30 kg CD < 50 kg CD < 70 kg
I ) < 100 kg I 1 < 150 kg | | Unimportant ( | Others
If Others, please state your limit ________  kg.
(c) Was the weight important, if so please indicate your design target?
I 1 > 5,000 hrs. C D  > 10,000 hrs. C D  > 15,000 hrs.
I | > 20,000 hrs. C D  > 25,000 hrs. □  > 30,000 hrs.
1 1 Unimportant 1 | Others. (If Others, please specify
the   life hours) .
(d) Was efficiency important, if so please indicate your target value?
I I > 70% □  > 75% CD > QO% □  > 85%
[ 1 > 90% 1 ) > 95% I 1 Unimportant ( 1 Others
If Others, please specify _______%.
In your design problem, if you are faced with many alternatives what would your 
price trade off be? Please indicate what additional costs you would be willing
to pay to achieve certain objectives.
(a) Willing to pay £______to have system weight reduced by kg.
(b) Willing to pay £ to have maintenance cost reduced by (£/yr).
(c) Willing to pay C to have system efficiency increased by %.
(d) Willing to pay C to have system life increased by life hours.
(e) Willing to pay f to have system size reduced by a factor of
(f ) Willing, to pay f t.i have noise level reduced by a factor of
FIG. 7.5 .22 A R e f i n e d  Set of Q u e s t i o n n a i r e
UP T'O 5 KW
QUESTIONNAIRE
j The questionnaire concerns designers who have used toothed belts, standard vee belts, 
wedge belts and roller chains as their power transmission systems. Please indicate 
your response by placing a tick in the appropriate box or state your answers in the 
given space provided.
QUESTIONS
1. How many workers does your firm employ? C D  < 200 □  > 200 1 1 Don't know
2. Name your major competitors__________________________________________________________
3. Have you Resigned a system (as stated above) that can transmit power of UP TO 5 KW 
before? C U  YES ( 1 NO
4. If no, please look at other questionnaires. Otherwise, can you name the prime mover 
(power source) and the driven machine in one of your design applications?
Prime Mover__________________  Driven Machine _________________
5. State the type of industry, the system is used in __________________________________
6. How many hours did you design your transmission system to be used daily? 
f 1 under 10 1 1 10 - 16 1 1 over 16
7. State the total number of identical crsnsmission systems required. (No. off)______
8. In your design problem, state the limits you would be plrepared to consider 
whether a design option is acceptable or not.
(a) Was your system cost important, if so please indicate your target value?
1=1 £50 1 1 £100 1 1 £150 f I £200 □  £250 □  £350
L i Unimportant L 1 Others (IT Others, please specify
the amount £ ) .
(b) Was the weight important, if so please indicate range?
I I < 10 kg I 1 < 30 kg 1 f < 50 kg f I < 70 kg
!=□ < 100 kg j | < 150 kg f | Unimportant I 1 Others
If* Others, please state your limit ________  kg.
(c; Was the weight important, if so please indicate your design target?
1 r > 5,000 hrs. I \ > 10,000 hrs. I I > 15,000 hrs.
I I > 20,000 hrs. 1 1 > 25,000 hrs. I 1 > 30,000 hrs.
£=3 Unimportant I . .J Others (If Others, please specify
the ________  life hours).
(d) Was efficiency important, if so please indicate your target value?
I I > 70% C U  > 75% I I > 80% I I > 85%
f I > 90% I I > 95% f 1 Unimportant ( 1 Others
If Others, please specify ________ %.
9. Iri your design problem, if you are faced with many alternatives what would your 
price trade off be? Please indicate what additional costs you would be willing 
to pay to achieve certain objectives.
(a) Willing to pay £______ to have system weight reduced by_______ kg.
(b) Willing, to pay £______ to have maintenance cost reduced by__________(£/yr).
(c) Willing to pay £______ to have system efficiency increased by  %.
(d) Willing to pay £______ to have system life increased by ___ life hours.
(e) Willing to pay £______to have system size reduced by a factor of_________  .
(f) Willing to pay £______to have noise level reduced by a factor of_________  .
FIG. 7. 5 . 2 3  A Mor e Gen e r a l  Set of Q u e s t i o n n a i r e
Sample Size: 20 (S) - Small Batches 
(L) - Large Batches
\  Power 
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N J k W )
Object i ves\
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E x i s t i n g  Trends for Ob j 
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r
CL 
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over 16 ox 56 X 22 X 11X 11X OX ox
S u m m a r y  of Life Trends
N. Eff i c i ency P e r c e n t a g e m
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. . , \ / O/ V CD in CD in CD in £_M a c h i n e X  (/-) r-- o- CO CO O o OCL
Duty e
(hr/day) X . A A A A A A cZD
under 10 OX OX 5 OX OX 50X OX OX
10 - 16 OX 5  OX 2 5  X OX 2 5  X OX o x
over 16 OX OX 10X 10X 10 X 5 0 X 2 0 X
Su m m a r y  of E f f i c i e n c y  Trends
FIG. 7 . 5 . 2 5  S u m m a r y  of Tre nds for O b j e c t i v e s
- Li fe and Eff iciency
Computer A i d e d Design 
Decision M a k i n g
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- Design Decision Making Process - 
CHAPTER 8: DESIGN DECISION MAKING PROCESS MODEL
I  INTRODUCTION
In previous chapters, most of the discussion has been focused on four 
major considerations. They are:-
a) The development of computer-based decision making algorithms
b) The evaluation of data management models in setting up component 
databases
c) The establishment of search routines to deal with derived data
d) An investigation into the use of expert systems.
These studies have led to the development of an automatic design decision 
making (DDK) process which generates the alternatives and selects an 
optimum solution to the problem for the user. As a vehicle for the research, 
a power transmission component database has also been established. The 
database contains four types of power transmission components namely 
toothed belts, vee and wedged belts and roller chain drives using actual 
standard component data obtained from Fenner and Renold manufacturers' 
catalogues. Four application programs have also been written. Fig. 8.1.1 
shows the schematic layout of the DDM process model which has been 
developed and consists of six major constituent areas namely.—
a) The Input Phase
b) A Knowledge Processing System (KPS)
c) A Sorting Process to eliminate unwanted alternatives
d) An Automatic Component Selection Process (ACS)
e) A Decision Making Matrix
f) A Database of Answers (DOA)
It must be appreciated that in some of these constituent areas (b,c,e,f), new
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algorithms have been developed which have its significant roles to play in 
the DDM process. The evaluation studies and the establishment of 
new algorithms in the major constituent roles, its functions and sub-systems 
(a-f) developed to accomodate the specification have already been fully 
discussed in earlier chapters.
The DDM process begins with the input phase which requires the user to 
enter sets of technical and system environment specifications. From the 
input data, the KPS would then determine or recommend appropriate sets of 
objective limits and tradeoff values from the current knowledge base to the 
problem. The objective limits are used to discriminate satisfactory from 
unsatisfactory alternatives. Vhile tradeoff values are used to select an 
optimum solution from the satisfactory alternatives generated. The DDM 
process would then proceed to determine the set of satisfactory alternatives 
by adopting either one of the search routines: sorting process or database 
of answers. The sorting process has three sorting levels which involves the 
actual generation of alternatives using the ACS process. In the DOA approach, 
previous satisfactory alternatives generated are stored into a database. To 
determine from the database satisfactory alternatives that meet the problem 
requirements, conventional database search techniques are used. The 
satisfactory alternatives obtained are then presented along with their merit 
values evaluated using the decision making matrix with the highest merit 
score corresponding to the optimum solution. The DDM process ends by 
presenting a full detailed printout of the desired solution to the user.
2. DESCRIPTION. &-DIS.CUSSIQIT QF DDM PROCESS
To fully appreciate how these constituent areas interact with one
- 232 -
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another in the DDM process, a good approach is to illustrate it by means of 
solving a typical standard component selection problem found in the Fenner 
catalogue. A PT drive is required to operate continuously from a 45kV 1050 
rev/min diesel engine to a reciprocating compressor running at 660 rev/m in 
with a 5% speed ratio tolerance. The centre distance required is 
approximately 1100mm. The motor shaft is 70mm diameter, and the compressor 
shaft 85mm diameter. It must be said that this is a different example from
the others mentioned previously in the work.
To illustrate the DDM process based an the above set of constituent 
areas using a worked example can be a complex and difficult task. This is 
because the constituent areas do frequently overlap into each other which 
means when describing one area, it is also necessary to make references on
another. For the purpose of simplifying and assisting in the discussion, the
DDM process is instead to be divided into the following five major parts:
a) Input Phase
b) Modifications of Selection Criteria (Learning Phase)




The input phase concerns three main areas:-
a) determination of userstatus
b) clarification of objectives
c) data entries.
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a) D e t e r m i n a t i o n  of Use r s t a t u s
A password or code can be used as a discriminating tool in finding out 
whether the user is an expert or not. This password is to be entered at the 
very beginning of the program. Designers or experts who have previous 
experience or knowledge when dealing with PT system design problems would 
be issued with the appropriate passwords in advance. This would enable the 
DDM process to register that this particular user is an expert necessiating
the storing of the sets of objective limits and tradeoff values into the
existing KPS knowledge base later on. In this example, the user enters as a 
novice hence no password is specified.
Clarification of Objectives
Clarification of objective definitions is another important area. This 
may seem self evident but the same objective can have a variety of meanings. 
For example the calculation of overall PT system cost may be interpreted as 
to the total cost of all the principle components (set of pulleys, belts and 
taper bushes). Vhile other designers may include in the system cost, the 
bearings and lubricating system if required. This obviously does affect how 
designers would rank their objectives and state their tradeoff values. In 
this DDM process, seven objectives have been established. They are minimise 
captial and maintenance costs, minimise weight, size and noisd, and maximise 
efficiency and life. Their definitions are illustrated in Fig. 8.2.1. Besides 
clarifying the objective definitions, it would be helpful if the user is
presented with a graphical schematic layout of the DDM process earlier on in 
the program as shown in Fig. 8.1.1. This would assist the user in
appreciating how the DDM process model works. These two figures are infact 
part of the system user interface.
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c) Data Entries
To enable the DDM process to start, the user is require to enter two 
different sets of input data: system environment and technical requirements. 
This is shown in Fig. 8.2.2. The first set concerns a list of five factors 
used to describe the SYSTEM E1YIRQBTIE1T. They are its industrial type, prime 
mover, driven machine, its duty and design batch size. In this example, the 
PT system is to operate in the mechanical engineering industrial group. 
Power is to be transmitted from the diesel engine (prime mover) to the 
reciprocating compressor (driven machine) which runs in the 16-24 hours/day 
duty period and this is to be a one-off job.
The second set is the TBCHJICAT. RKOUIRRMRTTS which can be further 
divided into two sub-categories: design specifications and the problem 
constraints as defined by the user. The design specifications deals with its 
operating power, input and output shaft speeds and diameters, centre distance 
and their tolerances. In this example, the running power is given as 45 kV 
and the input and output speeds are 1050rpm and 660rpm respectively with a 
speed ratio tolerance stated as 5%. The centre distance is to be about 
1100mm that is within a 5% tolerance. Its input and output shaft diameters 
are 70mm and 85mm respectively. The second sub-category deals with the 
problem constraints as defined by the user and this can be splitted into two 
smaller units t- its system constraints and parameters. In system 
constraints, it considers the type of PT systems to be adopted such as the 
use of non-lubricating systems or synchronous (non-slippage) systems or 
systems with removable fixtures or systems that require the use of idlers or 
a combination of these. In this example, preferences are not made to any one 
of the criteria which is denoted by the word "optional". In system
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parameters, it deals with the spatial requirements such as its maximum 
overall length, width and height. In this example, the user states that PT 
system must not exceed 2500mm, 200mm and 1000mm in its overall length, 
width and height respectively.
In the DDM process, the input data serve two main purposes^
a) to prepare a set of working conditions depicting the problem 
environment into which expert judgements are made. This involves using the 
input information found in the system environment and design specification 
sets as shown in Fig. 8.2.3. In this work, six main working conditions are 
used to describe the problem environment. They are represented as follows in 
this example.
Industrial Type : Mechanical Engineering
Prime Mover Group : "Soft Starts" <1050 rev/min Diesel Engine)
Driven Machine Group : Heavy Duty (Reciprocating Compressors)
Machine Duty Period : 16-24 hours/day
Batch Size : One-Off Jobbing
Design Power Range : 50-80 kV
On preparation of this set of working conditions, the EPS would then be able 
to predict the sets of objective limits and tradeoff values commonly adopted 
by designers from the knowledge base. These values are used to determine an 
optimum solution to the problem.
b) to automatically generate satisfactory alternatives for the problem 
via the ACS process.
8.2.2 MQDIFICATIQHS QF SELECT IQH CRITERIA
As stated the preparation of a set of working conditions enables the
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KPS to model the problem environment and predicts an appropriate set of 
expert values from its knowledge base. In the DDM process model, the KPS can 
assist the user in the making of decisions in two main ways: "absolute” and 
"relative". The concept and use of "absolute* and "relative" decision making 
techniques in the DDM process have been discussed in Chapter 3. In the 
"absolute” phase, the KPS recommends an extra set of constraints (objective 
limits) which is used to mark out the objective boundaries to the standard 
component selection problem. It Involves the use of predicting techniques to 
determine the most likely set of objective limits from the relevant FDT in 
the KPS knowledge base. This has been fully dealt with in Chapter 7. It must 
be appreciated that the objective limits are additional constraints to the 
rigorous set of data entries specified by the user in the input phase. This 
means satisfactory solutions have not only to meet the problem technical 
specifications but also these objective limits. In the above PT example, it 
has been found that from the current KPS knowledge base, designers would 
most commonly adopt the following objective limits to discriminate against 
unsatisfactory alternatives. They are:-
i) system cost must be less than £800 
11) efficiency must be greater than 9 OX 
ill) life must last at least 10000 hours 
iv) weight is unimportant 
This is shown in Fig. 8.2.4.
In the "relative" phase, the KPS predicts the most likely set of 
tradeoff values instead of abjective limits from its knowledge base. The 
tradeoff values reflect the relative importance of the objectives which are 
then used to rank the alternatives generated. For completeness and to recap
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the concept of tradeoff values, one example of reflecting the objective 
relative importance is that for every extra £10 paid, it is equivalent to an 
increase of 1.25% in its efficiency. Another example is for every extra £10 
paid, it is equivalent to a 4000 hours Increase in its life. This also means 
that for every extra 1.25% increase in its efficiency, it is equivalent to a 
4000 hours increase in its life. In this PT example, the KPS would state that 
the main criterion is to minimise system capital cost as commonly adopted 
by most designers in the knowledge base. This is represented by a set of 
zero tradeoff values and its associated probabilities in all the objectives 
with respect to every extra £80 paid (which is 10% of its cost limit) as 
shown in Fig. 8.2.4.
It must be appreciated that the values of these selection criteria 
(objective limits and tradeoff values) are based on previous problems. 
Therefore, they can only serve as a set of recommendations. They are used to 
assist designers especially novice ones to make these vital decisions in 
handling such selection problems and give some guidance. Thus, expert 
designers (or novice ones if necessary) are allowed to alter the values of 
these selection criteria (objective limits and tradeoff values) as there may 
be some special considerations which may affect the abjective limits and 
tradeoff values. In the KPS learning phase, the expert values adopted by 
designers would be updated into the knowledge base at the end of the 
program.
It must also be said that sometimes the KPS is unable to recommend any 
sets of objective limits and tradeoff values from the knowledge base. This 
is because the problem environment is new or "foreign" to the system. Hence,
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the user is required to enter these values into the DDM process which would 
therefore act like as an extension to the input phase. This would therefore 
become a straight forward decision making problem without the use of the 
KPS to recommend the sets of objective limits and tradeoff values.
8.2.3 SEARCH PATHS
The establishment of the relevant sets of input data means that 
satisfactory alternatives can now be evaluated. In the DDM process, two 
different search paths can be used to determine these alternative solutions. 
They are the sorting level technique and "database of answers1' approach. 
Both these techniques have been fully discussed in Chapter 5. levertheless, 
to demonstrate the completeness and effectiveness of the DDM process which 
has been developed, a discussion will be made on the two search paths again. 
This may be seemed as repetitions but it must be appreciated that an entire 
different PT example from the rest of the work is examined and the overall 
interaction is being dealt with.
s >  S o r b i n g  L e v e l  T e c h n i q u e
The sorting level technique is a search routine which deals with 
derived data. It involves generation of alternatives and consists of three 
main sorting levels. Its primary function is to rapidly construct a path 
that would lead to an optimum solution to the problem. Thus in its wake, 
unwanted alternatives are eliminated.
In the first sorting level, PT groups that do not satisfy the design 
criteria loose limits are rejected. Far example in the above PT problem, the 
selection criterion for life states that solutions must last at least 10000
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hours. For toothed belt products, the belts that are stored in the existing 
component database are designed to last up to only 8000 hours (Fenner). 
Hence this group (toothed belts) is immediately eliminated from the DDK 
process. This is marked as in Fig. 8.2.5. Vhile PT systems like vee, 
wedged belts and roller chains proceed through to the next sorting level.
In the second level, these PT groups are sub-divided into smaller sub­
groups. For example, four belt sections SPZ, SPA, SPB and SPC (sub-groups) 
made up wedged belts (group) as shown in Fig. 8.2.6. The sub-group limits 
can be established using existing technical information of power ratings, 
shaft speeds and number of grooves. In the program, these limits are 
expressed as a set of curve-fitted equations. This practice is similar to the 
design power and shaft speed charts adopted by the manufacturers. They are 
used for recommending appropriate sub-groups to their customers as 
illustrated in Fig. 8.2.7. Based on these charts, eight sub-groups CC', 'SPB', 
'SPC, 31.8mm pitch simple chain, 25.4mm and 31.8mm pitch duplex chains, and 
19.1mm and 25.4mm pitch triplex chains) are determined.
In the third sorting level, the alternatives at the extreme ends in the 
eight sub-groups are to be generated. The automatic component selection 
(ACS) process is used to generate these alternatives. ACS is made up of four 
PT design application programs (toothed, vee, wedged belts and roller chains) 
and a component database. Each application program is used to generate its 
own set of alternatives by extracting standard components from the database. 
Far example, to generate wedged belts, standard wedged belt components are 
extracted from the database by the designated application program. Fig. 8.2.8 
displays the objective top and bottom limits in the eight sub-groups. An
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example Is the *C' section belt, the cost and weight (objectives) Halts are 
found to range between £422.06 and £559.69, and 128.44 kg and 160.27 kg 
respectively. Vhlle no solutions can be found In two sub-groups (31.8an 
pitch duplex chain and 19.1aa pitch triplex chain). This Is denoted by a set 
of zeros, hence they are to be removed from the DDM process.
The merit values of the other six sub-groups are then to be evaluated. 
This is by making use of the "tradeoff” additive method (decision making 
matrix) which examines the objective limits of each sub-group. The "tradeoff” 
additive method has been discussed in Chapter 3 and a worked example is 
shown in Fig. 8.2.9. From Fig. 8.2.8, the highest score (3551) is found to be 
in the fourth sub-group (31.8mm pitch simple chain). As the main objective 
is to minimise system capital cost, this sub-group limits shows that it has 
the lowest system cost (£258.82). Besides evaluating the sub-group with the 
highest merit score for minimising of capital cost, an immediate impact of 
other objectives has on the search process can also be investigated. This 
involves making changes to the set of tradeoff values. For example a change 
is made in the set of tradeoff values between cost and life. Say for every 
extra £80 paid, it is equivalent to a life increase of 16000 hours and this 
would have altered the merit values of the different sub-groups. Fig. 8.2.10 
shows that the top score (3814) is now found in the "SPB" sub-group. The 
inference of these merit values suggests that only alternatives in ”31.8mm 
pitch simple chain" and "SPB" sub-groups are to be evaluated in detail as 
shown in Fig. 8.2.11 and Fig. 8.2.12 respectively. This is based on an 
observed fact that the optimum solution which relates to the highest merit 
score has found to be in the top sub-group (highest score). This is 
illustrated in Fig. 8.2.13 and will be discussed later. It must be appreciated
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that the sorting process has not examined all the possible alternatives that
can be found in each of the sub-groups.
b) * Database of Answers" Approach,
The "database of answers" (DOA) approach, on the other hand, does not 
require alternatives to be generated. Instead, the database contains previous 
alternatives which the DDM process has generated over a period of time. This 
becomes a normal database problem and the questions such as storage and 
search techniques are more readily dealt with conventional database 
techniques as discussed in Chapter 5. To determine the solutions that
satisfy the sets of objective limits and technical requirements, a global 
sequential search is to be conducted on its existing database.
In the above PT problem, no suitable solutions have been found. This is 
because the current DOA created contains only a small handful of solutions 
generated from a few selection problems. Far the DOA approach to be 
effective, it has to stare up a large number and varied solutions. This 
extension can be made by adding mare alternatives generated into the 
database whenever the DDM process deals with new standard component
selection problems.
Vevertheless, to demonstrate the DOA approach, all the alternatives have 
now been generated for the above PT example. These alternatives are stored 
into four separate data files (toothed, vee, wedged belts and roller chains) 
in the database. Each data file contains solutions far a particular type of 
PT drive. For example, alternatives generated for wedged belts will be stored 
in the "wedged belt" data file. To deal with a similar standard component
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selection problem, the DDfl process model would have rejected toothed belts 
again in the first sorting level because this group has failed to meet the 
life limit requirements. The DDfl process would then proceed to conduct a 
global sequential search on the other selected data files (vee, wedged belts 
and roller chains in that order). All the previous alternatives generated 
would then be extracted from the DOA. It has been found that the DOA 
approach is substantially quicker than the sorting level technique. Also, the 
DOA approach not only can be used to handle similar standard component 
selection problems but also nearly similar ones. It must however be said 
that this approach is probably only viable if data storage becomes 
significantly cheaper as it requires a lot of storage space. Furthermore, 
this approach is not really necessary if quicker and more efficient search 
techniques are developed and greater data processing power or speed is made 
available.
8 ^ 4  RESULTS PRESEHTATIQfl
From the set of satisfactory alternatives evaluated, the "tradeoff" 
additive method is then adopted to measure their relative worth by assigning 
merit values to them before presenting to the user. Fig 8.2.12 shows a set of 
alternatives generated for the "SPB" sub-group. From the figure, each 
alternative is ranked with a merit value. An example is that in option 1, the 
merit score is given as 3383. To determine the optimum solution which 
corresponds to the highest score, this is to be found in option 5 (3814). 
One problem with result presentation is that sometimes there are too many 
alternatives generated. It is therefore not possible to present all 
alternatives altogether in a single page screen. This poses a problem as it 
would be quite difficult to determine which are the better alternatives.
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Standard bubble sorting techniques [93,97] are therefore incorporated into 
the DDM process to rank these alternatives in order of nerlt. Fig. 8.2.14 
shows the set of alternatives after they have been sorted. Besides ranking 
of alternatives. Fig. 8.2.12 also presents a set of technical attributes that 
are used to describe the PT option. The set of attributes Is listed as 
follows: pulley diameters, centre distance, capital and maintenance costs, 
efficiency, life, weight, power, noise level, overall system width and size 
ratio (system size/maximum size of all alternatives generated).
After the ranking of alternatives, a selection and detailed printout of 
the alternative can then be made. Fig. 8.2.15 shows a detailed layout for 
option 5. The data contain the component catalogue numbers, unit costs, 
performance parameters, technical and geometric data. The specification of 
catalogue numbers means that an immediate order can be arranged for. This is 
by stating the catalogue numbers for pulleys (031BQ305 and 031B0355), belts 
(260B0315) and taper bushes (0-9R03535 and 0-9R03535) to the manufacturers.
8.2.5 FEEDBACK PHASH
The feedback or error evaluator plays a vitally important and integrated 
role in the DDM process model. This is especially when certain solutions are 
rejected or few or no solutions are found. The reasons can be various and 
might be due for example to the database size or tight objective limits or 
small design tolerances or a combination of both. This has been clearly 
illustrated in Chapter 3. Feedback routines have therefore been developed to 
locate the causes and areas of failures of the alternatives hence introducing 
some "intelligence" into the DDM process. This would enable the user to make 
quick and appropriate remedies to the problem. Two error detection (ED)
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strategies have been considered as discussed in Chapter 3. The second ED 
strategy has found to be sore suitable for the DDX process and hence has 
been incorporated into all the feedback routines. The strategy involves 
cosparing alternatives with the problem technical and objective constraints. 
Alternatives which are unsatisfactory would be stared into a teaporoary 
local database and later displayed. A snail program which contains the sets 
of constraints is then used to mark out the failure areas in these 
unsatisfactory alternatives.
It must be said that the number of feedback routines required to 
illustrate where failures have occured in a problem greatly depend on the 
search technique that have been adopted. In the DDX process model developed, 
it consists of four feedback routines and these are shown in Fig. 8.2.16. In 
this work, a discussion would be made to each of the four feedback routines 
as they have not been mentioned before.
a) Feedback Routine 1
In the first feedback loop, routines have been developed to locate the 
causes of alternative failures in the first sorting level. This is by 
comparing the PT systems with a loosely defined set of criteria found in 
Fig. 8.2.5. PT systems that do not satisfy any one of the criteria would be 
stared into a temporary local database. To locate the areas of failures in 
the PT systems to the user, a small program is used to mark asterisks 
against the unsatisfactory criteria. This can be seen in Fig. 8.2.5 which 
shows that the maximum life limit for toothed belts have been exceeded in 
the above PT example. The reason is that it has been specified in the input 
data that the system must have a minimum system life of 10000 hours.
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Toothed belts in the existing component database are only designed to last 
for only 8000 hours. If toothed belts are to be considered in the DDM 
process, the constraint far life has to be lowered or reduced.
b) Feedback Routine 2
The next feedback loop examines the technical considerations such as 
its design power and the permissible shaft speed limits in each PT sub­
group in the second sorting level. If any of these limits are exceeded, these 
sub-groups will be noted and stared into another temporary local database. A 
different program is then used to illustrate where and why the five sub­
groups <"Z", "A", "B", "SPZ" and "SPA" belt sections) have failed as shown in 
Fig. 8.2.17. One example is that in the above problem, PT systems in the "Z* 
belt section are to have a design power of 63kV but this has clearly 
exceeded its sub-group allowable power limit of 4.11kV. Another example is 
that the 63kV design power required far transmission in the "SPA” belt 
section has again been exceeded in its sub-group allowable limit of 46 J21kV. 
This is therefore marked with a set of greater than ">" signs against the 
sub-group power limits.
c) Feedback: Routine 3
The third feedback routine examines why certain sub-groups have failed 
to generate any alternatives in the third sorting level. This may be for a 
variety of reasons such as alternatives generated failed to meet the design 
specifications and tolerances or the objective limits set or the calculated 
number of pulley grooves or chains specified are unavailable in the existing 
database. Thus, the top and bottom objective limits in the sub-groups or 
their associated reasons have to be stared into a third temporary local
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database. A program is then used to extract the objective values from the
local database and outline where the sub-group has gone wrong. In the above 
PT example, it has been established that two sub-groups <31.6am duplex and 
19.1mm triplex pitch chains) have failed at the third sorting level as shown 
in Fig. 8.2.8. The reasons given are that all the alternatives generated in 
these two sub-groups have failed to meet the speed ratio requirements. This 
is illustrated in Fig. 8.2.18.
d) Feedback Routine 4
The last feedback loop deals with the set of alternatives generated in 
a selected sub-group. Alternatives that failed to meet the technical
requirements or the set of objective limits or the number of parts specified
in the solution exceeds those in the existing component database would be 
stared into the fourth temporary local database. This would contain the set 
of technical attributes used to describe the alternative as discussed in the 
earlier section (Result Presentation). A program is then used to outline 
where the failures have occurred in the alternatives. For example, in Fig. 
8.2.10, it has been established that "SPB” group has the highest merit score 
of all the satisfactory sub-groups. This implies that the optimum solution 
would most probably lie in this sub-group. Hence all the alternatives in this 
sub-group are to be generated. Fig. 8.2.19 shows two "SPB” alternatives that 
are unsatisfactory which would be stored into the temporary local database. 
To present the unsatisfactory alternatives to the user, they would be 
extracted and their areas of failures would be marked with ("<" and ">”) 
signs. One example is that option 1 has failed in two main areas. Firstly, 
its maximum available pulley bore size (60mm) is smaller than the required 
input shaft diameter (70mm). Secondly, far a 160mm pulley diameter, the
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maximum number of grooves that is available in the existing component 
database is eight while ten is to be required for this application.
8.3 FEATURES QF DDM PROCESS
There are a number of features that this DDK process model has to 
offer. Firstly, designers are not required to manually select or generate 
their own set of alternatives. Instead. ACS procedures have been developed to 
carry out this process for the user.
Secondly, far a particular standard component selection problem, 
significantly more alternatives are generated for a given time in comparison 
with manual selection. This is because the design selection procedures for 
belt and chain drives have been fully computerised. This enables accurate 
alternatives to be generated. To Illustrate, the above PT example as 
described in Section 8.2 is adopted. It has been observed that a manual
worked solution as found in the Fenner catalogue and shown in Fig. 8.3.1
would generally take about 20 minutes. Given the same amount of time, the 
DDK process model would have generated 37 satisfactory alternatives as 
illustrated in Fig. 8.3.2 (This is on an old and low powered hardware). 
Furthermore, it is interesting to see that the manual worked solution that 
Fenner found is listed in Option 13 of the thirty-seven satisfactory
alternatives that have been generated.
Besides immediate generation of alternatives, the DDK process model has 
been set up to deal with multiple conflicting objectives. This is by
incorporating decision making algorithms which rank alternatives in order of 
merit. The user would then be allowed to carry out a quick appraisal to the
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set of satisfactory alternatives generated. This is by changing the objective 
tradeoff values in the quest to find out which combinations would yield the 
optimum solution. Also, it makes the user aware of the economic consequences 
of a decision. This is because every designer would like low operating costs, 
low capital cost, high life and efficiency and low maintenance costs. 
Frequently these objectives are competing and the designer finds that as one 
objective is minimised another objective is maximised. For example in Fig. 
8.3.2, it shows that simple chains (Option 27) has the lowest cost (£258.82) 
but also has the lowest life (15000 hours). If the designer main objective is 
to minimise capital cost, Option 27 (3551) will be chosen. However, if the 
preferred tradeoff rate is altered. For every extra £80 paid, it is 
equivalent to an increase of 16000 life hours, then "SPB” belt (Option 12) 
will be selected as shown in Fig. 8.3.3. This is represented by its highest 
merit scare (3814). It must also be appreciated that in bath cases, option 
13 (found by Fenner) has not been selected because it is not the optimum 
solution.
Another interesting feature is the use of the sorting level technique 
(search routine) developed to deal with derived data and in determining the 
optimum solution to the problem. It has been observed that the optimum 
solution is usually found in the top sub-group with the highest merit score 
in the third sorting level. This is in the light of a large number of tests 
conducted and has been found to be reliable. One possible assumption which 
can be made from the tests is that the optimum solution is generally found 
in the top sub-group (highest merit score). This means that if sub-group A 
has a higher merit value than sub-group B, then the optimum solution would 
lie in sub-group A as illustrated in Fig. 8.3.4. Thus, only alternatives in
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sub-group A need be evaluated. Substantial amount of time can therefore be 
saved in eliminating the necessity to search through all possible alternative 
solutions. To illustrate a typical observation made, the above PT example is 
adopted. Fig. 8.2.8 shows the merit values of the eight sub-groups for 
minimising capital cost with the fourth sub-group (31.8mm pitch simple 
chain) having the highest merit score (3551). This Implies that the optimum 
solution is expected to be found in this sub-group. To validate this observed 
fact, all the alternatives found in the six satisfactory sub-groups are 
generated. Fig. 8.3.2 shows that Option 27 has the highest merit value and is 
indeed found under "31 Ana pitch simple chain" sub-group. Vhlle Fig. 8.2.13 
shows the merit value trends for the different sub-groups. Conversely if the 
tradeoff values have been altered. Say for every extra £80 paid, it is 
equivalent to an increase of 16000 life hours. The merit values in each sub­
group will have altered as shown in Fig. 8.2.10. The figure shows that the 
optimum solution now lies in the "SPB" sub-group. Generating all the 
alternatives again in the six sub-groups, the merit values are then 
evaluated. Option 12 (SPB) is found to have the highest merit score (3814) 
as shown in Fig. 8.3.3 while the merit value trends of the different sub­
groups are found in Fig. 8.3.5. This also affirms the observation that has 
been made.
Finally, the use of a KPS greatly enhances the overall effectiveness of 
the DDX process model. This is because when selecting an optimum solution, 
experienced designers make implicit use of rules of thumb ("soft” knowledge 
which is unknown to trainee designers or novice users) to assist them in 
their problem-solving. Hence, it is very difficult for a trainee designer or 
novice user to make a good and appropriate selection from the large number
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of alternatives generated for an application. Bearing in Bind that the DDX 
process will frequently be used by trainee designers or novice ones or even 
experienced designers from a different field as there are many nore of them 
as compared to an expert designer in a particular field. This problem is 
further compounded in areas where expert guidance is scarce and unavailable. 
The consequence is that an inappropriate solution (part of a large system) 
is selected which may have a great effect on the overall design and 
performance of the system, such as resulting in an inefficient and more 
costly system than it needed be. With the introduction of the KPS into the 
DDM process model, it means that the expertise of designers can now be 
captured into the system to deal with standard component selection problems. 
Important and appropriate decisions can therefore be made to assist expert 
designers and especially novice users in determining an optimum or a better 
solution to a problem. This is in terms of recommending sets of objective 
limits and tradeoff values in the DDX process model. Objective limits are 
used to mark out the problem search area hence quickening the design 
process and tradeoff values are to rank the alternatives and recommend an 
optimum solution to the user. Besides enabling the selection of a more 
appropriate solution to the problem, a trainee designer can also learn from 
the exercise. This may be in terms of having a better appreciation and 
understanding of the relative importance of the criteria that are commonly 
adopted by designers when dealing with standard component selection 
problems.
8.4 PROBLEMS AMD LIMITATIONS WITH CUREBXT DDM PROCESS MODEL
In setting up the DDX process model, there are a number of areas which 
need to be considered. They arer-
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a) Development of a Common User Frontend in the Input Phase
b) Modelling the PT Design Selection Procedure
c) Data Processing Speed
d) Creating an Effective KPS Knowledge Base
e> Establishing of Objectives
8.4.1 Dflvfil rip-mcmt. nf a Cmrrmrm TTg^r Frontend
The first task is to create a common user frontend in the input phase. 
This is to establish a typical set of inputs used to generate alternative 
solutions far the different PT drives. This is important especially if the 
DDX process model is to be extended to cater far additional types of PT 
drives. Such drives could be spur and helical gears, flat and poly-V belts. 
One main problem is that the input phase can be a tedious process if the 
user is required to enter a different set of input data for each PT drive. 
Far example to select a vee belt drive, the user has to specify nine pieces
of data as illustrated in Fig. 8.4.1. If four different sets of design
specifications are to be made for the different belt and chain drives, 
altogether the user has to input 36 data entries and this does not take into 
considerations of the user definable constraints! It therefore means that 
this large amount of data entries has to be reduced whenever passible.
The first consideration is to check whether they are any data 
redundancy entries. From Fig. 8.4.1, it shows the majority of design
specifications for the belt and chain drives have similar values such as the
drive running power, its centre distance, shaft speeds and diameters. The 
only exception is that of evaluating the service factor which is used to 
calculate the design power as given by the equation below
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Design Power = Running Power x Service Factor 
To evaluate the service factor would depend on three main factors: the type 
of prime mover, driven machine and its duty. Fig. 8.4.2 shows the service 
factor tables for toothed belts, vee and wedged belts and roller chains. To 
evaluate the set of service factors, a PT example is adopted which requires 
power to be transmitted from an a.c. star delta electric motor to a 
uniformly loaded belt conveyor that operates at about 10-16 hours/day. From 
the tables, the service factors can then be determined and are stated as 
follows:- 1.6 (toothed belts), 1.1 (vee and wedged belts) and 1.0 (roller 
chains). This shows that individual PT drives adopt different service 
factors even when dealing with the same standard component selection 
problem.
a) Acquisition of Service Factors into tlie DDM Process 
To acquire the set of service factors into the DDX process, three main 
methods have been considered. The first method is to manually enter each 
service factor separately for the different PT drives. This does require the 
user to constantly refer to the respectively manufacturers' catalogues which 
would obviously be cumbersome.
Another method is to establish a common service factor table. This is shown 
in Fig. 8.4.3 which contains lists of prime movers, driven machines and their 
machine duties classified into appropriate groups. To determine the set of 
service factors, the prime mover and driven machine numbers have to be 
entered. For example a 1050rev/mln 6-cylinder diesel engine, the number 7 is 
to be stated for the prime mover group. Vhlle for reciprocating compressors 
operating at 10-16 hours/day, number 9 is to be entered. These two values
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are then used to extract the various selection factors which are stored in 
respective records in the data file. This is a quick method of evaluating the 
set of service factors as only a few inputs are required. Unfortunately, one 
immediate problem concerns the classification of the prime movers and driven 
macines into their appropriate groups. For example in vee and wedged belt 
drives, machines are grouped as light, medium, heavy and extra heavy duty 
while roller chains as steady, medium impulsive and highly impulsive loads. 
Hence, a conflict in specifying the machine group can arise like agitators 
(uniform density) and rotary pumps, in vee and wedged belts are classified 
as light and medium duty respectively but in roller chains, both machines 
are considered to be operating at steady loads. Another example is sawmill 
and woodworking machinery which is classified as medium duty in toothed 
belts but heavy duty in vee and wedged belts. Hence, in evaluating the set of 
service factors, errors would be introduced into the design process.
A mare suitable and better method is to consider prime movers and driven 
machines as separate entities which are to be stored in a database. 
Associated to the entities contain a set of numbers which is used to 
describe its operation modes and characteristics. To illustrate, Fig. 8.4.4 
shows that prime movers for vee belts can be classified under two 
categories:- 'soft* <1> and 'heavy' (2) starts. An example is an internal 
combustion engine with a speed >600rev/min is specified as a 'soft* starts 
prime mover (1). Similarly in driven machines, vee belts can be classified 
into four main catagories: light (1), medium (2), heavy (3) and extra heavy 
duty <4). For reciprocating compressors, they are considered as heavy duty 
machines hence the number 3 is assigned. A database can therefore be 
established in which the sets of prime movers and driven machines exist as
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separate entitles and are coded with nunbers. To determine the service 
factors for an input set of prime mover and driven machine, their associated 
numerical values in the database are to be evaluated. One example is that a 
1050 rev/min diesel engine is used to transmit power to a reciprocating 
compressor. In Fig. 8.4.4, the input diesel engine 0600 rev/min) will be 
found to classify as follows r- "soft" starts for toothed, vee and wedged 
belts and steady load drive for roller chains. Vhlle for a reciprocating 
compressor, it is grouped as a heavy duty machine for toothed, vee, wedged 
belts and highly impulsive load for roller chains. By categorising the prime 
mover and driven machine into separate entities, it means that the correct 
set of service factors can therefore be evaluated. Also, the discrepancies as 
discussed in the above method can be avoided.
8.4.2 Modelling the PT Design Selection Procedure
Another major area of consideration concerns the accurate modelling of 
the PT design selection procedure. This is because some of the technical data 
used to solve standard component selection problems exist in the form of 
charts or tables. An example is in the design of gears which makes use of a 
number of charts such as strength and speed factor charts found in the 
relevant British Standards which are used to determine the transmitted power 
of the gearset. These charts do have complex-shaped curves. To facilitate the 
automatic selection of components, these charts are required to be either 
digitised or formulate derived equations which fit through the set of curves. 
This may give rise to errors which would be introduced into the design 
calculations.
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The selection of belt and chain drives involves the use of the Power 
Rating Table as shown in Fig. 8.4.5. The table contains the basic rated power 
per belt or chain which exist as discrete values. Fron these values, the 
number of belts or chains required for a particular alternative can then be 
determined. To automate the component selection process, there are two main 
ways to handle such discrete data. One method is to establish equations 
which fit through the set of discrete values in the table. This has found to 
be reasonably accurate and quick. To illustrate, two worked solutions are to 
be compared using the above PT example as described in Section 8.2. The 
first and accurate solution is found by Fenner (as shown in Fig. 8.3.1) which 
involves interpolating between the set of discrete values in the Power 
Rating Table. The second worked solution is determined by establishing 
curved fitted equations far the Power Rating Table and this can be found in 
Option 13 of Fig. 8.3.2. By comparison, it has been observed that the two 
worked solutions specify similar sets of technical attributes with only a 
slight difference in the calculation of its corrected power/belt values. The 
first solution has a corrected power /belt value of 18,39k V as compared to 
18.16kV in the second solution. This represents an error of nearly about 1% .
The second method is to establish a relational rated-power table similar 
to the Power Rating Table in the database. This method is accurate in 
generating the set of alternatives but has a slower data processing speed. 
This means that a longer time is required to generate a particular 
alternative when adopting this approach than the use of established 
equations. This is because power-rated values have to be extracted from the 
database.
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- Design Decision Making Process -
For the purpose of this work, the first method has been found to be 
more suitable and hence been adopted in the DDM process. Although a very 
small margin of errors does occur, a more Important consideration is its 
data processing speed. This Is because it is very much quicker and more 
efficient to generate a reasonably accurate set of alternatives especially 
when dealing with a large number of them in this method than in the second. 
It is also obviously quite acceptable as the work is done under the umbrella 
of search tolerances (see Section 4.6).
(L A. 3 Data Processing-Speed
The present DDX process model is developed on a micro-computer and is 
written in Tektronix BASIC (an Interpreter language). Therefore, it has only 
limited storage capacity and slow data processing speed. An example is it 
takes about 20-30 minutes to solve a particular standard component 
selection problem. This is Just from a small component database consisting 
of 1152 standard components. As more catalogue data are added into the 
database, a longer search time would be required. Far commerical applications 
like providing an on-line service to customers, this would clearly be 
unacceptable. In such instances, a mini-computer with greater processing 
power or write in a language which can be compiled and a large data storage 
capacity is necessary.
8.4.4 Creating an Effective KPS Knowledge Base
Another limitation with the present DDX process model is that the 
current KPS knowledge base contains only a small amount of expert knowledge. 
Thus, the KPS is able to recommend expert advice (objective limits and 
tradeoff values) to only a few PT standard component selection problems.
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- Design Decision Baking Process -
This is attributed to the lack of information collected from the survey. As a 
result, frequently the KPS is unable to make any appropriate expert 
recommendations. To build an effective KPS, an extensive survey has to be 
carried out which requires the collection of a large amount of expert 
information into the knowledge base.
8.4.5 Establishing of Objectives
Finally, there is a problem in establishing of objectives. Currently, 
there is a subjective element involved in determining some of the objectives. 
Far example in the calculation of maintenance cost which assumes maintenance 
on the PT drive is carried out only once annually and also all the belts or 
chains would be replaced. Vhlle to determine other objectives, approximate 
values can only be made. For example, vee belt life is estimated to last for 
25000 hours as recommended by Fenner. This calls for further investigation 
into more explicit and accurate measures in defining these objectives. This 
is with the view of building a practical DDK process model which resembles 
more accurately to that of the real world.
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D A T A B A S E  OF A N S W E R S
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knowlY dge' YrYcYsYi nY s y s t e m j FIG. 8.1.1 Schematic Layout of Design Decision M aking Process
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MANUFACTURERS. CONSULT 
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Def ined by User
Design 
Speci f icat ion













Design Speci f icat ions
I Running Power L5kW t
Input Speed 1050rpm 
Output Speed 660rpm 
' Ratio Tolerance 5I
I Centre Distance 1100mm !
I Distance Tolerance 5I |
input Shaft Diameter 70mm . 
Output Shaft Diameter 85mm
Constraints Defined By User
System Constraints
, Non-Lubricating System Only , 
1 (optional)
I Synchronous (Non-Slippage) I 
I (optional) i
Systems with Removable
' Fixtures Only (optional)
I Systems Require the Use of I
I idlers (optional) I
I System Parameters I
I Max. Overall Length 2500mm I
I Max. Overall Width 200mm |
Max. Overall Height 1000mm
Technical Re q u i r e m e n t s








Prime Mover Group 
Driven Machine Group Power Range (Design)
Machine Duty Period 
Batch Size
General Preparation of Problem Environment
INPUT DATA
TECHNICAL REQUIREMENTS
Running Power L5kW 
Input Shaft Speed 
1050 nprn












Industrial Group.* Mechanical Engineering 
Prime Mover Group; 'Soft Starts"
Driven Machine Group. Heavy Duty 
Machine Duty Period. 16-2L hours/day 
Batch Size. One-Off Jobbing 
Design Power Range. 50-80kW

















1 <  50 >  5000 >  70 c  10
2 RANGE OF <  1 0 0 >  1 0 0 0 0 >  75 <  30
3
OBJECTIVE
<= 150 >  15000 >  80 c  50
4 <  2 0 0 > 2 0 0 0 0 => 85 <  70
5 LIMITS <  250 >  25000 >  90 <  1 0 0
6 <  350 >  30000 >  95 <  150
7 UN I MPT. UNI MPT. UNI MPT. UN I MPT.
8 OTHERS OTHERS OTHERS OTHERS
RECOMMENDED OR USER 
CHOICE OF SELECTION
OPTION NO. 8 
VALUE. 800
OPTION NO; 2 OPTION NO 5 OPTION NO 7
Prediction of Objective Limits
Summary of Problem S p e c if i cati o n
Working Condition: Mechanical E n g i n e er ing
Driven Machine: R eci pr o cat in g Comp re s sors
Prime Mover: Diesel Engine
Machine Duty (Hr/Day): 16-24
Batch Size: One-Off Jobbing
Power Range: 5 0-80kW
Maximum Overall Cost £800
Minimum Syst e m Life: 10000 hours
Minimum Eff iciency: 9 0X
Maximum S ystem Weight: Unimportant
Recommended Every
Desired Tradeoff Probability Extra
No. Objectives Values (XI £N Paid
1 Reduce Maint. Cost (£) 0 60 80
2 Reduce Size (Ratio) 0 100 80
3 Reduce Noise (dBA) 0 100 80
4 Reduce Weight j 0 100 80
5 Increase Efficiency (X) / 0 80 80
6 Increase Li fe (hr) j 0
' V
70 80
_ _ _ _ _ _ _ _ _ _ _ _ _ _ _ _ /_ _ _ _ _ _ _ Equivalent Value
Set of Zeros - All Other Objectives are Unimportant
Main Criterion is to Minimise Capital Cost
FIG. 8 . 2 . 4  M a i n  O b j e c t i v e  - M i n i m i s e  C a p i t a l  C o s t
DESIGN INPUT PARAMETERS
TOOTHED BELT DESIGN POWER 90 kW
ROLLER CHAIN DESIGN POt£R 67.5 kW
MINIMUM SYSTEM LIFE 10000 hours
UNPARALLEL SHAFT TRANS. 0
SPEED RATIO 1.59
MAXIMUM SHAFT DIA. 7 Q mm
MAXIMUM SYSTEM LENGTH 2500mm
MAXIMUM SYSTEM HEIGHT 1000mm
TOOTHED BELT 
OBJECTIVES LIMITS
MAXIMUM POWER (kW) 230
MINIMUM SPEED VARIATION (Z) 0.00
MAXIMUM LIFE {hours) 8000 X
NON LUBRICATION 1
UNPARALLEL SHAFTS' TRANS. 0
PLAIN BORE AVAILABILITY 0
1
MAXIMUM SPEED RATIO 8.67
MAXIMUM SHAFT SPEED Irpa) 6000
MAXIMUM EFFICIENCY (I) 98
MAXIMUM SHAFT DIAMETER (an) 125
MINIMUM PRICE (£) 15.50
MINIMUM SYSTEM LENGTH (an) 110
MINIMUM SYSTEM WIDTH (m ) 22
MINIMUM SYSTEM HEIGHT du) 49
MINIMUM WEIOfT (kg) 0.9
VEE I WEDGED BELT DESIGN POWER 63 kW
MINIMUM SPEED VARIATION 57.
NON LUBRICATION q
PLAIN BORE 0
MINIMUM EFFICENCY 90 Z
MAXIMUM PRICE £ 800
MAXIMUM SYSTEM WIDTH 200mm
MAXIMUM WEIGHT 1E20 kg

















D e n o t e s  D e s i g n  P a r a m e t e r s  h a ve  e x c e e d e d  D a t a b a s e  A l l o w a b l e  L i m i t s
FIG. 8.2.5 Toothed Belts Fail to Satisfy Life Criteria












































































































1. RUNNING P M O  (kV)
2. INPUT SPEED (rpe)
3. OUTPUT SPEED (rpe)
4. RATIO TOLERANCE (X)
5. CENTRE DISTANCE (m )
6. DISTANCE TOLERANCE (X)
7. INPUT SHAFT DIA. (m !
8. OUTPUT SHAFT DIA. (m )
INPUT DATA
3RD SORTING LEVEL
FIG. 8.2.6 Selection of Sub-Groups in 2nd Level Sorting
BS CHAIN DRIVES - Selection Chart using Q3] pinions
I M i h n in w S M i i n m t o t S w M i r f p N M ) Selection of Industrial V-Belt Drives
d a  □
• ■I i i iiiiiiiI II III!
0 ., 0 —
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Vee Belt Design Power and
Shaft Speed Chart
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REV/MIN OF FASTER SHAFT F
Wedged Belt Design Pcner and 
Shaft Speed Chart
FIG. 8.2.7 Use of Design Power and Shaft Speed Charts
Objective Limits £800 - - 90X 10000hr
Equivalent Tradeoffs £80 Okg 0 OdBA 0i Ohr £0
No














Mn. Cost (£) 
(Min/Max)
Mer i t 
Values
1 C £22.96 128.££ 0.76 79.1 9£.6£ 25000 95.95 1910
559.69 160.27 1.00 81.1 95.59 25000 136.72 1360
2 SPB 282.5£ 60. 5£ 0. £3 78.2 9 £ . 79 25000 8 £ . 71 331 £
3 5 £ . 18 81.38 0.67 81.9 95.56 25000 16£.2£ 331 £
3 SPC 3 0£.76 75.81 0.£2 78.9 93.82 25000 90.60 m i
391.39 98.36 0.67 81.9 95.58 25000 17£.£5 2397
£ Simple 31.8mm 258.82 £2.57 0. 19 91.1 97.5 15000 1 ££.£8 3551
268.59 ££.20 0.20 91.3 97.5 15000 1 £ 7 . 10 -1
5 Duplex 25.4mm 3 £ 5 .£8 £6. 15 0.2£ 90.£ 97.5 15000 211.68 268£
355.£0 £8.02 0.2£ 90.7 97.5 15000 2 K . 9 8 -1
6 Duplex 3 1 .8mm 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -1
0.00 0.00 0.00 0.00 0.00 0.00 0.00 -1
7 Triplex 1 9 . 1mm 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -1
* 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -1
8 Triplex 25.£mm £21.£5 £0.70 0.19 89.6 97.5 15000 277.78 1925
613.95 77.58 0.3£ 90.7 97.5 15000 312.££ -1
FIG. 8.2.8 Sub-Group Top and Bottom Limits (3rd Sorting Level)
E x a m p l e :  " T RA D E O F F "  A d d i t i v e  M e t h o d
A designer has to select a solution from a number of alterntives 
To assist in his decision making, he employed the "tradeoff' 
additive method as stated below. It is known that he is prepared 
to pay an extra £30 for every 27 gain in efficiency. These 
tradeoff values are marked in square brackets.
Group A





1 Min. Cost (£)L30] 90 95 100 120 140 180
(100) (94.4) (87.5) (66.7) (44.4) (0)
2 Max. Eff (71 [2] 93 96 92 93 97 98
(16.7) (66.7) (0) (16.7) (83.3) (100)
Total Score (116.7) (161.1) (87.5) (83.4) (127.7) (100)
Procedure:
1. Determine the objective ranges.
Cost: £90 - £180. Effici ency: 927 - 987.
2. Mark the objective limi ts; in the 1 inear utility scale as
shown below:
Cost: £90 - 100, £180 - 0, Efficiency: 987 - 100, 927 - 0.
3. Transform objective limi ts to equi valent weight ings using
stated tradeoffs.
Object ive Limi ts: £90 67
User Tradeoffs: £30 27
Normalised Tradeoffs.- £90 67
Equivalent Weightings: 1 1
4. Determine the merit values for each alternative. These merit 
values are marked in () brackets.
5. Total the merit score.
6. Select solution with the highest score. In this example, 








To find merit value of 937.
M.V. = (Utility value) * Weightings 
« (93-92) x 100 x 1/(98-92)
- 16.7
FIG. 8 . 2 . 9  W o r k e d  E x a m p l e  U s i n g  
T r a d e o f f  A d d i t i v e  




Ocject i ve Limits £800 - - 907. 16000hr -
qui v/alent Tradeoffs £80 0kg 0 OdBA 07 Ohr £0
T r a n s . Cost (£) Weight (kg) Size (Ratio) Noise (dBA) Eff. (71 Life (hr) Mn. Cost (£) Mer i t
No. System (Min/liax) (Min/Max) (Min/Max) (Min/Max) (Min/hax) (Min/Max) (Min/Max) Values
1 C £22.96 128.44 0.76 79.1 94.64 25000 95.95 2410
559.69 160.27 1.00 81.1 95.59 25000 136.72 I860
2 SPB 282.54 60.54 0.43 78.2 94.79 25000 84.71 3814
3 5 4 . 18 81.38 0.67 81.9 95.56 25000 164.24 3814
3 SPC 304.76 75.81 0.42 78.9 93.82 25000 90.60 3 5 9 7
391.39 98.36 0.67 81.9 95.58 25000 174.45 2897
<♦ S 'mple 31.8mm 258.82 42.57 0. 19 91.1 97.5 15000 144.48 3551
268.59 U .  20 0.20 91.3 97.5 15000 147.10 -1
8 Duplex 25. ^mm 345.48 46. 15 0.24 90.4 97.5 15000 211.68 268^
355.40 48.02 0.24 90.7 97.5 15000 214.98 -1
t Duplex 31.8mm 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -1
0.00 0.00 0.00 0.00 0.00 0.00 0.00 -1
7 Triplex 1 9 . Imm 0.00 0.00 0.00 0.00 0.00 0.00 0.00 -1
0.00 0.00 0.00 0.00 0.00 0.00 0.00 -1
8 Triplex 25.4mm 421.45 40.70 0.19 89.6 97.5 15000 277.78 1925
613.95 77.58 0.34 90.7 97.5 15000 312.44 -1
FIG. 8.2.10 Effects of a Change in the Tradeoff Values
Input Spec i f i cat i o n s :
Running Power £5kW 
Output Shaft Speed 660rpm 
Centre Distance 1100mm 
input Shaft Dia. 70mm
Input Shaft Speed 1050rpm 
Ratio Tolerance 57. 
Distance Tolerance 5I 














(We i g h t ) 
(kg)
No i se/Power 
(d B A )/(kW)
Si ze
(Rat io)
B551 Simple 233.5 385. I 1102.£ 258.82 1££.£8 97.5 15000 £2.6 91. | 0.19
31.8 I £7 80.5
3£53 Simple 253.7 385.I 1119.0 268.59 K 7 . 1 Q  97.5 15000 ££.2 91.3 0.20
31.8 1 £7 87.5
FIG. 8.2.11 Evaluation of Simple Chain (31.8mm pitch) Alternatives
1nput Spec i f i cat i o n s :
Running Power 45kW Input Shaft Speed 1050rpm
Output Shaft Speed 660rpm Ratio Tolerance 57.
Centre Distance 110Omm Distance Tolerance 57.
input Shaft Dia. 70mm Output Shaft Dia. 85mm










(Z )/(m m )
L i fe 
(hr)
(We i g ht) 
(kg)



















25000 61.6 78.3 
70. 1
0.51















25000 65.5 78.9 
68. <*6
0.46






25000 67. 1 79.3
66.41
0.43






25000 70.3 80 .4 
72.65
0.52









FIG. 8.2.12 Evaluation of 'SPB' Section Belt Alternatives
Observation made that 
Optimum Solution lies 
in the Sub-Group with 
the Highest Merit Value
CO Sub-Group Max. Merit 
Values in 3rd Sorting Level 




Simple Duplex Duplex Triplex Triplex










M e r i t  V a l u e  T r e n d s  for
D i f f e ren t S u b - G r o u p s  
( M i n i m i s e  C o s t )
1200
600
No. of Alternatives Generated
Input Speci f icat i o n s :
Running Power 45kW Input Shaft Speed 1060rpm
Output Shaft Speed 660rpm Ratio Tolerance 57.
Centre Distance 1100mm Distance Tolerance 57.
Input Shaft Dia. 70mm Output Shaft Dia. 85mm
Pulley Centre Cost/Pitch MnCost/Belts Eff./Width Life (Weight) Noise/Power Size
No. Merit Type Diameters (mm) Dist. fmm) (£)/(mm) (£) (X)/(mm) (hr) (kg) (dBA)/ (kW) (Ratio)










































25000 60.5 78.2 
64.24
0.46















25000 61.6 78.3 
70. 1
0.51
FIG. 8.2.14 Rank i ng 'SPB' Alternat i ves in Order of Meri t
(Bubble Sort Technique)
University □! Bath 
Power Transmission System: Wedged Belts Merit VaJues: 3814
Option Bo. : 12
ULT O  SPECIFICATION 
Running Power <kV) 45
Output Speed (rpm) 860
Centre Distance (mm) 1100
Input Shaft Dia. (mm) 70
Design Power (kW) 63
Actual Power Output (kW) 66.41
Actual Speed Ratio 1.6
Suggested Speed Ratio 1.59
Actual Centre Distance 1062.1 
Input Shaft Force (kN) 7.97
System Life (hr) 25000
System Weight (kg) 67.1
System Capital Cost (£) 282.54
System Noise Level (dBA) 79.34
System Power/Weight (kV/kg) 0.99 
BELT DESIGNATION
Belt Type 
Number of Belts 
Belt Speed (m/s)
Belt Price (£)
















Max. bore Size (mm) 
Taper Bush Cost (£> 
Taper Bush Weight (kg) 
Bush Catalogue Code 
Bush Keyway Width (mm) 
Bush Keyway Depth (mm) 
Bush Outside Dia. (mm)
I n p u t  S p e e d  ( r p m )  1 0 5 0
R a t i o  t o l e r a n c e  (% ) 5
D i s t a n c e  T o le r a n c e  (% ) 5
O u t p u t  S h a f t  D ia .  (mm) 8 5
A c t u a l  S e r v i c e  F a c t o r  1 . 4
R a t i n g  P e r  B e l t  (kW ) 1 3 .2 8
A c t u a l  R a t i o  T o le r a n c e  (% ) 0 . 5 7
S p e e d  V a r i a t i o n  Cfc) 1
A c t u a l  D i s t a n c e  T o le r a n c e  (% ) - 3 . 4 5
O u t p u t  S h a f t  F o r c e  (k N )  7 . 9 7
S y s te m  E f f i c i e n c y  (% ) 9 5 . 4 3
S y s te m  W id t h  (mm) 1 0 1 .0 0
S y s te m  M a in t .  C o s t  ( £ )  1 1 2 .8 0
S y s te m  P o w e r /C o s t  ( k W /£ )  0 . 2 4
S y s te m  P o w e r / S iz e  ( k V /m 3 )  1 1 8 5 .0 7
B e l t  W id t h  (mm) 16
B e l t  P i t c h  (mm) 0 . 0
B e l t  L e n g th  (mm) 3 1 5 0
B e l t  L i f e  ( h r )  2 5 0 0 0
B e l t  W e ig h t  ( k g )  0 . 8 1
IN P U I  OUTPUT
2 5 0 . 0 0  4 0 0 . 0 0
5 3 . 2 0  9 3 . 6 0
5 . 0 0  5 . 0 0
2 1 . 7 7  3 1 . 3 0
0 3 1 B 0 3 0 5  0 3 1 B 0 3 5 5
2 5
101.00 101.00
2 0 4 . 0 0  3 5 4 . 0 0
0.00 6.00
9 0 . 5 0  8 9 . 0 0
1 0 . 5 0  6 . 0 0
0 . 0 0  1 7 8 . 0 0
INPUT OUTPUT
3 5 3 5  3 5 3 5
9 0 . 0 0  9 0 . 0 0
1 8 .4 7  1 8 . 4 7
5 . 0 0  5 . 0 0
0 -9 R 0 3 5 3 5  0 - 9 R 0 3 5 3 5
2 5 . 0 0  2 5 . 0 0








FIG.' 8.2.15 Detailed Result Presentation of





















































Input Design Power Exceeds 
Type Power Trans. Limit
No. Type
Des i gn 
Power (kW)






1 Z 63.0 ^ > 4.11 1060.0 7500.0
2 A 63.0 > 11.29 1060.0 6000.0
3 B 63.0 > 34.24 1060.0 5000.0
4 SPZ 63.0 > 17.49 1060.0 7000.0
5 SPA 63.0 > 46.21 1060.0 6000.0
FIG. 8.2.17 Sub-Group Failures in 2nd Sorting Level
(as shown in 2nd Feedback Loop)
O o j e c t »ve Limits £800 - - 90% 1OOOOhr -
aui^aient Tradeoffs £80 0kg 0 OdBA 0*7 Ohr £0
T r a n s . 
No. System
Cost (£) 
(M i n / M a x )
Weight (kg) 
(Min/Max)
Size (Ratio) Noise (dBA) 
(Min/Max) (Min/Max)




Mn. Cost (£) 
(Min/Max)
















































3 0 9 7
2397

































F a i l e d  a t : R a t i o  T o le ran ce -1-1
7 Triplex 1 9 . 1mm Failed a t : Ratio Tolerance -1
-1
















FIG. 8.2.18 Sub-Group Failures in the 3rd Feedback Loop
Input Speci f i cat i o n s :
Input Shaft Speed 1050rpm 
Ratio Tolerance 57. 
Distance Tolerance 57. 
Output Shaft Dia. 85mm
ject w e  Limi ts (1000mm) (£800) dOOQOhr) (907) (200mm) (-)
Pul ley Centre Cost Max. Bore Grooves/ Actual System System System System
Ic. Type Diameters tmm) Dist. (mm) (£) Sizes (mm) Pitch (mm) Power (kW) Life (hr) Eff. (7.) Width (mm) Weight (
I SPB 160 1077.2 0.00 <  60 ^  10 66.5 0.00 0.00 0.00 0.00
250 0 0.00
2 SPB 170 1065.3 0.00 75 >  9 66.8 0.00 0.00 0.00 0.00
280 0.00
FIG. 8.2.19 Unsatisfactory 'SPB' Alternatives Generated 
(as shown in 4th Feedback Loop)
Running Power 65kW 
Output Shaft Speed 660rpm 
Centre Distance 1100mm 
input Shaft Dia. 70mm
liJLAMLhi.
Select a wedged belt drive from a 45kV 6 cylinder diesel engine which runs 
at 1050 rev/min to a reciprocating compressor running at 660rev/rain. The 
centre distance is to be approximately llOOium and the machine is 
24hours/day. The speed ratio and distance tolerances are to be ±5%. The 
engine shaft is 70mm diameter and the compressor shaft 85mra diameter.
a )  Service Factor
F ro m  S e r v i c e  F a c t o r  T a b le ,  t h e  v a l u e  i s  d e t e r m in e d  a s  1 . 4 .
b )  Design Power
Design Power = 45 x  1.4 - 63kV
c) Belt Section
U s in g  D e s ig n  P o w e r / S h a f t  S p e e d  C h a r t s ,  e i t h e r  SPB o r  SPC S e c t i o n  B e i t s  
i s  t o  b e  s e l e c t e d .  I n  t h i s  e x a m p le ,  SPB S e c t i o n  B e l t s  a r e  c h o s e n .
d )  S p e e d  R a t i o
S p e e d  R a t i o  =  1 0 5 0 /6 6 0  =  1 . 5 9 : 1
e )  P u l l e y  D ia m e t e r s
A P u l l e y  S e t  o f  D ia m e t e r s  o f  315ram  a n d  500mra i s  s e l e c t e d .
f )  C e n t r e  D i s t a n c e
F ro m  t h e  D r i v e  S e l e c t i o n  T a b le ,  f o r  a  3550m m  b e l t  l e n g t h ,  t h e  c e n t r e  
d i s t a n c e  i s  w o r k e d  o u t  t o  b e  1131m m .
g )  B a s i c  P o w e r / B e l t
F ro m  P o w e r  R a t i n g  T a b le  b y  i n t e r p l o a t i o n ,  t h e  r a t e d  p o w e r / b e l t  f o r  a  
315m m  p i t c h  d i a m e t e r  p u l l e y  a t  1 0 5 0 r e v / m in  i s  1 7 .8 2 k V
h )  S p e e d  R a t i o  I n c r e m e n t
T h e  p o w e r  in c r e m e n t  < b y  i n t e r p l o a t i o n )  f o r  a  s p e e d  r a t i o  o f  1 . 5 9  i s  
0 . 7 7 k V .
i )  B e l t  L e n g th  C o r r e c t i o n  F a c t o r
T h e  c o r r e c t i o n  f a c t o r  f o r  a n  S P B 3 5 5 0  i s  1 . 0 2 .  
j ) A r c  o f  C o n t a c t  F a c t o r
F ro m  ( 5 0 0 - 3 1 5 ) / 1 1 3 1  =  0 . 1 6 4  
F ro m  t h e  t a b l e ,  t h e  a r c  o f  c o n t a c t  f a c t o r  i s  f o u n d  t o  b e  0 . 9 7  
k )  C o r r e c t e d  P o w e r / B e I t
= ( 1 7 . 8 2 + 0 . 7 7 )  x  1 . 0 2  x  0 . 9 7  
= 1 8 . 3 9 k V / b e l t .
1 )  S u m b e r o f  B e l t s  R e q u i r e d  
-  6 3 / 1 8 . 3 9
= 3 . 4 2  ( u s e  4 b e l t s )  
m) D r i v e  S p e c i f i c a t i o n
D r i v i n g  P u l l e y :  3 1 5  x  4 SPB 
3 5 3 5 /7 0 m m  
D r i v e n  P u l l e y :  5 0 0  x  4S P B
3 5 3 5 /8 5 m m
FIG. 8.3.1 A Worked Example as shown in Fenner Catalogue
input Speci f ications:
Running Power 45kW Input Shaft Speed 1050rpm
Output Shaft Speed 660rpm Ratio Tolerance SI
Centre Distance 1100mm Distance Tolerance 51
input Shaft Dia. 70mm Output Shaft Dia. 85mm




























































25000 148.3 80.2 
70. 12
0. 9(*






























25000 144.5 81.1 
72. 13
0.92



















25000 61.6 78.3 
70. 10
0.51




































11 3054 SPB 224 1118.6 308.50 132.56 95.29 25000 65.5 78.9 0.46
355 0.00 6 120 68.46
12 3314 SPB 250 1062.1 282.54 112.80 95.43 25000 67.1 79.3 0.43
400 0.00 5 101 66.41
13 3206 SPB 315 1131.4 293.30 103.16 95.02 25000 70.3 80.4 0.52
IFenner Solution) 500 0.00 4 89 72.65
14 3175 SPB 400 1060.2 296.45 84.71 95.10 25000 81.4 81.9 0.67
630 0.00 3 89 7 1 ,4§
15 2358 SPC 224 1118.6 378.09 174.45 95.32 25000 77.6 78.9 0.52
355 0.00 5 136 68. 10
16 2225 SPC 236 1093.2 391.39 174.45 94.79 25000 86.7 79. 1 0.54
375 0.00 5 136 76.24
17 2722 SPC 250 1062.1 341.70 142.36 95.29 25000 75.8 79.3 0.47
400 0.00 4 111 68.45
18 2489 SPC 265 1130.5 365.00 150.56 94.73 25000 87.7 79.6 0.53
425 0.00 4 111 77.21
19 3092 SPC 280 1119.2 304.76 116.42 95.58 25000 80.1 79.8 0.42
425 0.00 3 89 64.05
20 3022 SPC 280 1098.7 311.76 116.42 95.59 25000 81.1 79.8 0.44
450 0.00 3 89 63.77
21 2896 SPC 300 1063.0 324.36 116.42 95.10 25000 86.9 80.2 0.47
475 0.00 3 89 71.51
22 2753 SPC 300 1142.6 338.60 122.66 95.07 25000 91.3 80.2 0.52
500 0.00 3 89 72.01
23 2708 SPC 315 1131.4 343.10 122.66 94.68 25000 94.0 80.4 0.52
500 0.00 3 89 78.0




























24 2531 SPC 335 1091.6 360.80 122.66 94.23 25000 96.6 80.8 0.52
530 0.00 3 89 85.42
25 2397 SPC 355 1051.7 374.20 122.66 93.82 25000 97.9 81.1 0.57
560 0.00 3 89 92.63
2 6 2748 SPC 400 l060.2 339. 14 90.60 95.01 25000 98.4 81.9 0.67
630 0.00 2 89 72.85
27 3551 Simple 233.5 1102.4 258.82 144.48 97.5 15000 42.6 91. 1 0. 19
385. I 31.8 1 47 80.5
28 3453 Simple 253.7 1119.0 236.59 147.10 97.5 15000 44.2 91.3 0.20
385. 1 31.8 1 47 87.5
29 2684 Duplex 186.5 1109.6 345.48 211.68 97.5 15000 46. 1 90.4 0.24
307.6 25.4 2 76 81.29
30 2585 Duplex 202.7 1122.7 355.40 214.98 97.5 15000 48.0 90. 7 0 24
307.6 25.4 2 76 88.36
31 1659 Triplex 154.3 1110.4 448.06 292.66 97.5 15000 55.8 90.0 0.25
243.0 25.4 3 105 98.75
32 1257 Triplex 186.5 1109.6 488. 19 307.54 97.5 15000 64.3 90.4 0 33
307.6 25.4 3 105 119.54
33 1088 Triplex 202.7 1122.7 505.09 312.44 97.5 15000 67.6 90.7 0.34
307.6 25.4 3 105 129.93
34 1925 Triplex 122.2 1104.4 421.45 277.78 97.5 15000 40.7 89.6 0 19
186.5 25.4 3 105 77.96
35 1756 Triplex 122.2 1116.9 438.34 282.67 97.5 15000 44.0 89.6 0.21
202.7 25.4 3 105 77.96
36 I58 Triplex 186 5 1109.6 598.13 307.54 97.5 15000 74.3 90.4 0.33
307.6 25.4 3 105 119.54
37 0 Triplex 202.7 1122.7 613.93 312.44 97.5 15000 77.6 90.7 0.34
307.6 25.4 3 105 129.93
F IG.  8 . 3 . 2  List of T h i r t y - S e v e n  A l t e r n a t i v e s  (Validation of 'Sorting Levels' Technique) -cont
Input Speci f icat ions:
Running Power 45kW Input Shaft Speed 1050»^pm
Output Shaft Speed 660rpm Ratio Tolerance 57.
Centre Distance 1100mm Distance Tolerance 57























N o •se/Po*er 
(dBA/kW)
f0)
S f ze 
(Rat'o)
1 2410 C 280 1099.2 422.96 106.04 95.59 25000 128.<* 79.9 0.76
425 0.00 6 162 63.74
2 2310 C 280 1078.6 432.96 106.04 95.61 25000 137.7 79.8 G.SO
450 0.00 6 162 63.45
3 2040 C 300 1148.3 459.90 111.98 95.17 25000 148.0 80.2 0 90
<*75 0.00 6 162 70.43
<* 1940 C 300 1127.6 469.90 111.98 95.19 25000 148.3 80.2 0.9<*
500 0.00 6 162 70. 12
5 1860 C 315 1116.4 477.90 111.98 94.89 25000 152.6 80.<* 0.9<*
500 0.00 6 162 74.67
6 2294 c 335 1076.6 434.57 95.65 95.40 25000 140.3 80.8 0 83
530 0.00 5 136 66 77
7 2069 L 355 1132.1 457.02 100.10 95.06 25000 144.5 81.1 0 92
560 0.00 5 136 72. 13
8 3383 SPG 180 1137.8 325.58 164.24 95.56 25000 60.5 78.2 0 <*6
280 Q«Q0 8 158 6<*. 24
9 321 1 SPG 190 1101.8 342.78 164.24 95. 19 25000 61.6 78.3 0.51
315 ■ • 0.00 8 158 70. 10
10 3285 SPG 200 109<*. 2 335.40 145.46 95.40 25000 63.9 78.5 0.51
315 0.00 8 158 66 77


























S i ze 
(Rat io)
11 3554 SPB 224 1118.6 308.50 132.56 95.29 25000 65.5 78.9 0. 4fc
355 0.00 6 120 68.46
12 3814 SPB 250 1062.1 282.54 112.80 95.43 25000 6 7 . 1 79.3 0.43
400 0.00 5 101 66.41
13 3706 SPB 315 1131.4 293.30 103.16 95.02 25000 70.3 80.4 0.52
(Fenner Solution) 500 0.00 4 89 72.65
K  3675 SPB 400 1060.2 296.45 84.71 95.10 25000 81 .4 8I.9 0 67
630 0.00 3 89 71.45
15 2858 SPC 224 1118.6 378.09 174.45 95.32 25000 77.6 78.9 0 .52
355 •• 0.00 5 136 68. IQ
16 2725 SPC 236 1093.2 391.39 174.45 94.79 25000 86.7 79. I 0.54
375 0.00 5 136 76.24
17 3222 SPC 250 1062.1 341.70 142.36 95.29 25000 75.8 79.3 0.47
<♦00 0.00 4 111 68.45
18 2989 SPC 265 1130.5 365.00 150.56 94.73 25000 87.7 79.6 0.53
425 0.00 4 111 77.21
19 3 5 9 2 SPC 280 1119.2 304.76 116.42 95.58 25000 80.1 79.8 0.42
425 0.00 3 89 64.05
20 3522 SPC 280 1098.7 311.76 116.42 95.59 25000 81.1 79.8 0.44
450 0.00 3 89 63.77
21 3396 SPC 300 1063.0 324.36 116.42 95. 10 25000 86.9 80.2 0.47
<♦75 0.00 3 89 71.51
22 3253 SPC 300 1142.6 338.60 122.66 95.07 25000 91.3 80.2 0.52
500 0.00 3 89 72.01
23 3208 SPC 315 1131.4 343.10 122.66 94.68 25000 94.0 80.4 0.52
500 0.00 3 89 78.0




























24 3031 SPC 335 1091.6 360.80 122.66 94.23 25000 96.6 80.8 0.52
530 0.00 3 89 85.42
25 2897 SPC 355 1051.7 374.20 122.66 93.82 25000 97.9 81.1 0.57
560 0.00 3 89 92.63
26 3248 SPC 400 1060.2 339.14 90.60 95.01 25000 98.4 81.9 0.67
630 0.00 2 89 72.85
27 3551 Simple 233.5 1102.4 258.82 144.48 - 97.5 15000 42.6 91. 1 0. 19
385.1 31.8 1 47 80.5
28 3453 Simple 253.7 1119.0 236.59 147.10 97.5 15000 44.2 91.3 0.20
385. 1 31.8 1 47 87.5
29 2684 Duplex 186.5 1109.6 345.48 211.68 97.5 15000 46. I 90.4 0.24
307.6 i 25.4 2 76 81.29
30 2585 Duplex 202.7 1122.7 355.40 214.98 97.5 15000 48.0 90.7 0 24
307.6 25.4 2 76 88.36
31 1659 Triplex 154.3 1110.4 448.06 292.66 97.5 15000 55.8 90.0 0.25
243.0 25.4 3 105 98.75
32 1257 Triplex 186.5 1109.6 488. 19 307.54 97.5 15000 64.3 90.4 0.33
307.6 25.4 3 105 119.54
33 1088 Triplex 202.7 1122.7 505.09 312.44 97.5 15000 67.6 90.7 0.34
307.6 25.4 3 105 129.93
3 4 1925 Triplex 122.2 1104.4 421.45 277.78 97.5 15000 40.7 89.6 0. 19
186.5 25.4 3 105 77.96
35 1756 Triplex 122.2 1116.9 438.34 282.67 97.5 15000 44.0 89.6 0.21
202.7 25.4 3 105 77.96
36 I58 Triplex 186.5 1109.6 598.13 307.54 97.5 15000 74.3 90.4 0.33
307.6 25.4 3 105 119.54
37 0 Triplex 202.7 1122.7 613.93 312.44 97.5 15000 77.6 90.7 0.34
307.6 25.4 3 105 129.93
FI G.  8 . 3 . 3  Change in Tradeoff V a lu e s  (Validation of Sorting Levels' Technique)- -cont.
EXAMPLE:
A designer has to select a solution from three alternatives 
with their merit values stated below.
Group A Group B Group C
Min. Max. Min. Max. Min. Max.
Merit Score 116.7 161.1 87.5 83.4 127.7 100
To select the group, an assumption has to be made.
If Peak A in Group A is greater than Peak B in Group B, then 
the "optimum" solution lies in Group A. Noting that all the 
alternatives in each group have not been generated.
16.7
87.5,
G r o u p  BG r o u p  A
Design OptionsDesign Opt ions
Assumpt ion 
Peak A Peak B 
By Virtual that Group A has a larger
In this example. Group A will be chosen.
FIG. 8.3.4 Assumption made in the Selection of Sub-Groups




















Optimum Solution lies in 





Sub-Group Max. Merit 
Values in 3rd Sorting Level 
(Tradeoff:
For every extra £80 paid, 
it is equivalent to an 
increase of l6000hou:
SPB SPC Simple Duplex Duplex







Value TrendsMer i t
Pi fferent Sub-Groups 











1 2 3 4 5  6 7 8 9 10 11 1 2
FIG. 8.3.5 An Observation Made of the Op t i mum Solution Location
Input Data for
Running Power 45kW 
Input Shaft Speed 1060rpm 
Output Shaft Speed 660rpm 
Ratio Tolerance 57.
Centre Distance 1100mm
Distance Tolerance 57 
Input Shaft Dia. 70mm 
Output Shaft Dia. 85mm 
Service Factor 2.0
Toothed Belt Selection 
Input Data for
Running Power 45kW 
Input Shaft Speed 1060rpm 
Output Shaft Speed 660rpm
Ratio Tolerance 57.
Centre Distance 1100mm 
Distance Tolerance 57 
Input Shaft Dia. 70mm 
Output Shaft Dia. 85mm 
Service Factor 1.U
Nearly Simi lar Set 
of Input Data 
(except that of 
Service Factor)
Wedged Belt Select ion
FIG. 8.4.1 Illustration of Input Data 
a Particular Belt and Chain
Input Data for
Running Power 45kW 
Input Shaft Speed 1050rpm 
Output Shaft Speed 660rpm 
Rat io Tolerance 57 
Centre Distance 1100mm 
Distance Tolerance 57 
Input Shaft Dia. 70mm 
Output Shaft Dia. 85mm 
Service Factor 1.4
Vee Belt Select ion 
Input Data for
Running Power 45kW 
Input Shaft Speed 1060rpm 
Output Shaft Speed 660rpm
Ratio Tolerance 57 
Centre Distance 1100mm 
Distance Tolerance 57 
Input Shaft Dia. 70mm 
Output Shaft Dia. 85mm 
Service Factor 1.5
Rol ler Chain Select ion
imi lari ty in Solving 
i ve Select i on Problem
SERVICE
FACTORS
according lo typa d  duly and opaiuOonal hour. pui 
day Thaaa tacior. conaapond with Onoaa ■ndudad in 
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lactor. oorraapond with ftoaa Inctudad In Britu* 
Randard SpaoAoadoo l«40 and 37S0
16
14
r m * o r o w e *  w o M t ty r t j  o r cwmng u ta n
AC w a r ,  — rm■* w-u II AC ru u n  W M  at aw war:
lw  a r i l  a  uW r»..n«g M .  
a n  fcrvr W t B
r w u w r n v w a r i r a i M
■ a . H ' i n n ^ u r i a
M l . l t u a t a r a n w i  
U h l A r i r a i M I M O  
............................l a n a n
'tw^rt oa*; biihpi <k u t n l n
~ r  * *  a’c ’tw H T
mtm 400 pp^Mw 
C M rfh p JcM d M lM M i.
itaJ trcT .
q ^ U f w w l .




OtrrWaW I m i  par 4a
•  W Our 10 •  u
M m




ss Aghaton (or bqurda. blowara and artiauatara 
Caotrttagal piaapa and 
mmpraaaoT!
Fana up to 7 4  kW 
Light du ly oonrwyota
14 M 1-2 1-1 12 13
Balt ocBvayon (or aaod.
grata, ate 
Dough a b a n  
Fma ovar 7 4  kW  
Ganaraton 
U oataa lta  
Laundry madhmary 
Macfam. tooia
Puacfaaa. praaaaa, d to a n
Prtattag a ia i-h h iit)
Poatava dtaplaoaonat rotary
KarroSCg and rlh rU ta fl
1-1 1-3 14 14 1 4 1*4
ST Bride a n i h h u i i Bucfcat aiw raton 
E u d ta n
Platoo n r f t i a u i i  
O a a v a iP ra ^ ita g p ra a c ra n )
Papar a d l baotara 
Ptatoa ptaapa
R ta R N a d y a n to i^ M u i, . . ,  
Sawmill and wood wot tto g
1-2 14 14 14 14 14
5 p SEWra®""*Hows 1-3 1 4 14 1 4 14 1C
Toothed Belt Service Factor Table Vee Belt Service Factor Table
SERVICE FACTORS
Standard 2p acM c n k a»  1440 and 2790
1-31-1 1218
1-3 1-3 1-412
181 8 1-4 1-41-2
141-4 1 41-3
H  E ataM iah  a aa la c tio n  (a c to r  (c a n t.)
K  CHAINS
CLASS 2
M a d  K im  Im p u  larva Load
AGITATORS and MIXERS (L iqu id ! 
piua aokda or vanubto danady) 
BLOWERS. EXHAUSTERS and FANS 
(Cantrrfugal torcad draught Larga 
mduitnai (ana. Lobad rotor typa. Vana 
(VPa)
CABLE REELS 
-  CEMENT MIXERS 
COMPRESSORS (Raaprocating -  3 
or morn cySndara Lobad rotor typa) 
CONVEYORS and ELEVATORS 
(Non-uncform (aadS oaw  (aadara) 
CRANES and HOISTS (M ain hotat 
and naval motion. Skip to u t)  
OREOGERS (Purnpa)
DRINK and FOOD INDUSTRY 
(Dough mixar. Hour and toad nulling 
Grindara. M incata. Staara)
LAUNDRY MACHINERY 
(CantrilugaA Drying uunbtor* 
Ravataing vraahara)
MACHINE TOOLS (Banding roita. 
lathaa and m illing machmaa. Praaaaa 
and diaara -  M ain thwa to Bywhaal ) 
t M ILLS (BaA PafafaM. Rod)
PAPER M AKING MACHINERY 
















Factor* lor uaa w*h chan onShaal CT 04
11 2.16 J.S9 3.02
i7 196 2 38 2.78
13 184 221 2.57
14 1.69 2.03 2.36
16 1.58 1.90 2J2
I t 1.49 1.79 2 08
17 1.40 1.89 1.97
18 1.32 138 1J4
19 1.25 <J50 1.76
20 1.19 1.43 137
21 1.14 136 ___ 1 3 9 _____
22 1.08 1 3 9__ 131
23 1.03 1.24 1 46
24 0.99 1.19 139
26 0 96 1.14 133
PUMPS (Raaprocating) 3 or man cytndan
ROTARY KILNS SCREENS
STEEL M ILLS  (Liuu roMata -  non m m m n g  Tuba
a •-- a A # . - -a - ■ ! - — \f un i any, w w  c w w in g j
Wedged Belt Service Factor Table Roller Chain Service Factor Table
FIG. 8 . 4 . 2  S e r v i c e  F a c t o r  T a b l e s
SERVICE FACTOR TABLE
TYPES OF PRIME MOVERS
il t . C . - m  DELTA START »* CCMTRIFUCM. CLl/TOC* SI I J T O ^ e W S y S T I W O C J S M
LESS T W A  4 D l l M X M
21 D .C -SHUNT WOLMD II DRY OH FLUID COUPLINGS f) OPERATED CLUTOCS. BRAKES
r» AC. -0JJCCT-Oftt-4.JNC START 71 INTERNAL COMBUSTION ENGINES If) SINGLE CYLINDER ENGINE
NONE THAN 4 CYLINDERS
4) O.C.-KRIES A COTOOUM) *01*0









BELT CONVEVOfS (UNIFONH LOADED) 
SLOVENS. EXHAUSTS 4 FANS UP TO 7.94* 





BELT CONVEYORS (NON-UN I FORM)
SLOVENS.EXHAUSTS 4 FANS OVER 7.8 4* 
GENERATORS.AILNS.LIW SHAFTS 
LAUNDRY MACHINERY.NACHINE TOOLS 
PAPER. PRINTING ANO WOOOVORAINC MACHINERIES 
PUNCHES.PRESSES.SHEARS POSITIVE DISPLACEMENT 
NOTARY PUMPS





BUCAET ELEVATORS.EXCITERS.PISTON CO PRESSORS
CONVEYORS (DRAC-PAM-SCREW1
HAIICR MILLS.PAPER MILL BEATERS
PISTON PUMPS POSITIVE OISPLACSICNT
BL OVERS. PULVERISERS








HOISTS.RUBBER CALENDERS.EXTRUDERS 4 MILLS
If 11 12
d o c k  prime rove* no. 7 service fa c to *
FIG. 8.L.B Establishing a User Frontend Service Factor Table
No 0. Machine Toothed Vee Wedged Roller
1 Machine Tools
2 Rec. Compress.
3 V i b . Screens
~1
Number to denote 
Machine Class
L_
For toothed, vee and 
wedged belts
1 - light duty
2 - medium duty
3 - heavy duty
4 - extra heavy duty
Roller chains may be 
grouped as
1 - steady load
2 - medium impulsive
3 - highly impulsive
J







Number to denote 
Prime Mover Class 
For toothed, vee and Roller chains may be
wedged belts grouped as
1 - 'Soft' Start Units 1 - Steady Drive
2 - 'Heavy' Start Units 2 - Medium Impulsive
3 - Highly Impulsive
J







No Prime Mover Toothed Vee Wedged Rol ler
1 Combust ion Engi ne 'Soft' 'Soft' 'So ft' Steady
( 600rpm) Start Start Start Drive
No Driven Machine Toothed Vee Wedged Roller
1 Rec iporcat ing Heavy Heavy Heavy Highly
Compressors Duty Duty Duty Implus i ve
Display Uni t
FIG. 8.U.U Determination of Prime Mover and Driven Machine










Errors arise as a result 
of fitting curve through 
discrete points
Discrete Power Rat ing 
Points
Power Rat ing Curve
for Constant Pulley Diameter
Shaft Speed (rpm)
Curve Fit Discrete Power Rating Points
RATED POWER <kW) PEN BELT FOR SMALL PULLEY PITCH OLA (m m )
R«v/nwi
ol i*sm i 
»h»lt 160 170 180 190 200 212 224 236 250 280 315
to o 0  84 0 93 1 02 112 1 21 1 32 1 43 1 54 1 66 1 94 2 25
200 1 53 1 71 1 89 206 2 24 2 45 2 66 2 86 3 10 3 62 4 21
300 2 17 2 43 2 69 2 94 3 2 0 3 50 3 81 4 11 4 46 5 20 6 0 6
400 7 77 3 11 3 45 3 78 4 11 4 51 4 90 5 29 5  75 6 72 7 83
500 3 35 3 76 4 17 4 58 4 99 5 47 5 96 6 44 6 99 8 18 9 53
600 3 90 4 39 4 87 5 36 5 83 6 41 6 97 7 54 8 19 9 58 11 17
700 4 43 4 99 5 55 6 10 6 6 5 7 31 7 96 8 61 9 36 10 94 12 76
720 4-64 611 5 88 6 26 6 81 7 4 8 6-16 6 6 2 0 6 6 11-21 13 06
800 4 95 5 58 6 20 6 83 7 45 8 18 8 91 9 64 10 48 12 26 14 28
900 5 44 6 14 6 84 7 53 8 21 9 03 9 84 10 64 11 57 13 53 15 74
M O 6-73 # 4 7 7 21 7 84 8 66 8 6 2 1036 11 23 12 20 14 26 16 60
1000 5 92 6 69 7 45 8 21 8 96 9 85 10 73 11 61 12 62 14 75 17 15
1100 6 39 7 22 8 0 5 8 87 9 6 8 10 64 11 60 12 54 13 63 15 92 18 50
1700 6 83 7 73 8 62 9 SO 1038 11 41 12 44 13 45 14 61 1705 19 70
1300 7 27 8 23 9 18 1012 11 05 12 15 13 24 14 32 15 55 18 13 20 99
1400 7 69 8 71 9 72 10 71 11 70 12 87 14 02 15 15 16 45 19 15 22 14
1440 7 8 6 8 8 8 8-83 1086 11 M 1 3 1 6 14-32 16 46 1 6 6 0 1066 22 67
1500 8 09 9 17 1024 11 29 12 33 13 56 14 76 15 95 17 31 20 12 23 21
1600 8 48 9 67 10 74 11 84 12 93 14 22 15 48 16 72 18 13 21 04 24 21
1700 8 85 1004 11 22 12 37 13 51 14 85 16 16 17 44 1890 21 90 25 12
1800 9 21 10 45 11 68 12 88 14 06 15 45 16 81 18 13 19 64 22 70 25 96
1900 9 56 1085 12 12 13 36 14 58 16 02 17 42 18 78 20 32 73 44 —
2000 9 88 11 22 12 54 13 82 1508 16 56 17 99 19 39 20 96 24 11 —
2100 10 19 11 58 12 93 14 28 15 55 17 07 18 53 19 95 21 54 — —
2200 10 49 11 92 13 31 14 87 16 0 0 17 54 1904 20 47 22 08 — —
2300 10 77 12 23 1366 1506 16 41 17 98 19 50 20 95 _ _ _
2400 11 03 12 53 1400 15 42 16 79 18 39 19 92 21 38 — — —
2500 11 27 12 81 14 30 15 75 17 15 18 76 20 30 - — — -
2600 11 50 13 07 14 59 1606 17 47 19 09
2700 11 71 13 31 14 85 16 33 17 76 19 39
7800 11 90 13 52 1508 16 58 16 01
2880 1204 13 88 16 28 1678 _ _ _ _ _ — _
2900 12 07 13 71 15 29 16 80
3000 12 22 13 89 1547 16 99
A more accurate is to create a power rating database. 
The only problem is it requires a longer data access 
and processing t ime.
FIG. 8.4.5 Errors Arising from Problem Analysis
Computer Aided Design
D e c is io n  Making
Chapter 9
Conelusions
U N I V E R S I T Y
School of Mechanical Engineering 
Design Group
- Conclusions -
C H A P T E R  9  : C O N C L U S I O N S
A s  h a s  b e e n  m e n t i o n e d ,  e v e n  e x p e r i e n c e d  d e s i g n e r s  f i n d  it d i f f i c u l t  to 
find t h e  " o p t i m u m "  s o l u t i o n  t o  a  s t a n d a r d  c o m p o n e n t  s e l e c t i o n  p r o b l e m .  T h i s  
is p r i m a r i l y  b e c a u s e  a  p r o b l e m  h a s  m a n y  a l t e r n a t i v e s  a n d  it is u n e c o n o m i c a l  
t o  s e a r c h  t h r o u g h  all o f  t h e m  m a n u a l l y .  T h i s  p r o b l e m  is a l s o  p a r t i c u l a r l y  
i m p o r t a n t  if a n  e f f e c t i v e  o n - l i n e  s e r v i c e  f o r  a u t o m a t i c  c o m p o n e n t  s e l e c t i o n  
w e r e  t o  b e  p r o v i d e d  t o  c u s t o m e r s  f r o m  a  c e n t r a l i s e d  s y s t e m  w i t h  lar g e  
d a t a b a s e s .  T h i s  is b e c a u s e  t h e  s e r v i c e  n o t  o n l y  h a s  t o  d e a l  w i t h  a  v e r y  
lar ge n u m b e r  a n d  d i f f e r e n t  a l t e r n a t i v e s  b u t  a l s o  t o  f i n d  t h e  " o p t i m u m "  
s o l u t i o n  t o  t h e  p r o b l e m  v e r y  qui ckly. A  c o m p u t e r - b a s e d  d e s i g n  d e c i s i o n  
m a k i n g  p r o c e s s  h a s  t h e r e f o r e  b e e n  d e v e l o p e d  t o  de a l  w i t h  t h e s e  p r o b l e m s  
b a s e d  o n  t h e  s t u d y  o f  d e c i s i o n  m a k i n g  t e c h n i q u e s  in c o n j u n c t i o n  w i t h  
e n g i n e e r i n g  c o m p o n e n t  d a t a b a s e s .  It m u s t  b e  s a i d  t h a t  t h i s  w o r k  is n o w  t h e  
s u b j e c t  o f  a  m a j o r  a n d  s u c c e s s f u l  g r a n t  a p p l i c a t i o n  t o  t h e  D e p a r t m e n t  of 
T r a d e  a n d  I n d u s t r y  in c o n j u n c t i o n  w i t h  a  m a j o r  s u p p l i e r  o f  e n g i n e e r i n g  
i n f o r m a t i o n  in t h e  U K  t o  d e v e l o p  a  c o m p r e h e n s i v e  o n - l i n e  ser vice. T h e  
r e s u l t s  o f  t h i s  w o r k  h a s  y i e l d e d  t h e  f o l l o w i n g  findings:-
a) It h a s  b e e n  e s t a b l i s h e d  t h a t  t h e  d e v e l o p m e n t  o f  c o m p u t e r - b a s e d  
d e c i s i o n  m a k i n g  a l g o r i t h m s  c a n  r e d u c e  t h e  p r o b l e m  si z e  w i t h  t h e  i n t r o d u c t i o n  
of a b s o l u t e  o b j e c t i v e  limits. F u r t h e r m o r e ,  it h a s  b e e n  f o u n d  t h a t  t h e s e  
t e c h n i q u e s  c a n  r e a d i l y  a s s i s t  s e a r c h  t e c h n i q u e s  to r a p i d l y  d e t e r m i n e  the  
m o s t  likely a r e a s  w h e r e  t h e  o p t i m u m  s o l u t i o n  w o u l d  lie a n d  a r e  t h e r e f o r e  
e s s e n t i a l  t o  t h e  d e s i g n  p r o c e s s .  Also, a n  i m m e d i a t e  e v a l u a t i o n  a n d  a p p r a i s a l  
o f  t h e  a l t e r n a t i v e s  g e n e r a t e d  c a n  b e  p r o v i d e d  t o  users.
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b) It h a s  a l s o  b e e n  e s t a b l i s h e d  t h a t  t o  t a c k l e  d e c i s i o n  m a k i n g  p r o b l e m s ,  
a  c o m b i n a t i o n  of m e t h o d s ,  a d o p t i n g  b o t h  t h e  " A B S O L U T E "  a n d  " R E L A T I V E "  
p r i n c i p l e s  o f  d e c i s i o n  m a k i n g ,  is u s u a l l y  f o u n d  to b e  m o r e  e f f e c t i v e  t h a n  a  
s i n g l e  m e t h o d ,  a d o p t i n g  e i t her o n e  of t h e  pri n c i p l e s .  Hence, a  D D K  p r o c e s s  
m o d e l  f r a m e w o r k  h a s  b e e n  d e v e l o p e d  w h e r e  s e q u e n t i a l l y  e l i m i n a t i o n  m e t h o d s  
( ad opt A B S O L U T E  pri nciple ) sure initially u s e d  t o  d i s c r i m i n a t e  s a t i s f a c t o r y  
f r o m  u n s a t i s f a c t o r y  alternatives. V h i l e  m u l t i p l e  o b j e c t i v e  d e c i s i o n  m a k i n g  
t e c h n i q u e s  ( a d o p t  R E L A T I V E  p r i nciple ) a r e  t h e n  u s e d  t o  e v a l u a t e  t h e  o p t i m u m  
solution. T h i s  a p p r o a c h  h a s  f o u n d  t o  b e  s u i t a b l e  w h e n  d e a l i n g  w i t h  s t a n d a r d  
c o m p o n e n t  s e l e c t i o n  p r o b l e m s  in t h e  d e s i g n  p r o c e s s .
c) A  r e v i e w  o f  e x i s t i n g  m a n u a l  m u l t i p l e  o b j e c t i v e  d e c i s i o n  m a k i n g  
t e c h n i q u e s  h a s  b e e n  c o n ducted . It h a s  b e e n  e s t a b l i s h e d  t h a t  m o s t  o f  t h e s e  
m a n u a l  t e c h n i q u e s  a r e  n o t  p a r t i c u l a r l y  s u i t a b l e  f o r  c o m p u t e r - b a s e d  d e c i s i o n  
m a k i n g  a p p l i c a t i o n s .  T h e i r  r e a s o n s  h a v e  b e e n  fully d i s c u s s e d  in C h a p t e r  2. 
Hence, t h r e e  d e c i s i o n  m a k i n g  t e c h n i q u e s  h a v e  b e e n  d e v e l o p e d  in d e t a i l  a n d  a n  
e v a l u a t i o n  s t u d y  i n t o  t h e i r  s u i t a b i l i t y  far t h e  D D K  p r o c e s s  h a s  a l s o  b e e n  
m a d e .  It h a s  b e e n  f o u n d  t h a t  t h e  "tradeoff* a d d i t i v e  m e t h o d  i s  p r e f e r r e d  
b e c a u s e  it r e l a t e s  d i r e c t l y  t o  c o s t  a n d  f o r c e s  d e s i g n e r s  t o  t h i n k  v e r y  
c a r e f u l l y  a b o u t  w h a t  is r e a l l y  r e q u i r e d  b e f o r e  m a k i n g  t h e i r  dec isions .
d) T h e  w o r k  h a s  a l s o  n e c e s s i a t e d  t h e  s e t t i n g  u p  o f  e n g i n e e r i n g  
c o m p o n e n t  d a t a b a s e s  w h i c h  i n v o l v e d  a n  i n v e s t i g a t i o n  i n t o  c o n v e n t i o n a l  file 
h a n d l i n g  a n d  d a t a b a s e  m a n a g e m e n t  techniques. It w a s  c o n c l u d e d  t h a t  t h e  
l at ter w a s  m o r e  fle xible a n d  s u i t a b l e  f o r  t h e  r e q u i r e m e n t s  of t h e  work. 
F u r t h e r  e x a m i n a t i o n  in t o  a  n u m b e r  o f  d a t a b a s e  m a n a g e m e n t  m o d e l s  h a s  f o u n d  
t h a t  t h e  re l a t i o n a l  m o d e l  r e l a t e s  w e l l  w i t h  m o s t  m a n u f a c t u r e r s '  c a t a l o g u e s
- 260 -
- Conclusions -
a n d  is m o s t  a p p r o p r i a t e  for th i s  app licati on. Hence, a rel ationa l m o d e l  D B M S  
p a c k a g e  k n o w n  a s  t h e  T E K D B M S  developed' f o r  t h e  T E K T R O K I X  4 0 5 4  c o m p u t e r  
s y s t e m  t o  s p e c i f i c a l l y  de a l  w i t h  s u c h  e n g i n e e r i n g  a p p l i c a t i o n s  h a s  b e e n  
selected.
e) T h e  D D K  p r o c e s s  is a  lar ge a n d  c o m p l e x  task, t h u s  h a s  t o  b e  b r o k e n  
u p  i n t o  s m a l l e r  m a n a g e a b l e  mod ules. " F U K D E C O M P *  a n d  " A B S R T "  a p p r o a c h e s  a r e  
t w o  c o m m o n l y  u s e d  m o d u l a r i z a t i o n  m e t h o d s  t h a t  h a v e  b e e n  i n v e s t i g a t e d  a n d  
f o u n d  t h a t  d i f f e r e n c e s  a r e  a p p arent. O n e  m a j o r  d i f f e r e n c e  lies in t h e
d i r e c t i o n  in w h i c h  t h e  f u n c t i o n s  a r e  a g g r e g a t e d .  In t h e  F U K D E C O K P  pro c e s s ,  
t h e  f u n c t i o n s  a r e  c l a s s i f i e d  vertically. V h i l e  in t h e  A B S R T  p r o c e s s ,  t h e s e  
f u n c t i o n s  a r e  c l a s s i f i e d  horizontally. T h e  r e s u l t  is t h a t  t h e  r e l a t i v e  m e r i t s  
of  t h e  a p p r o a c h e s  s h a r e  o p p o s i n g  views. A s  a u t o m a t i c  c o m p o n e n t  s e l e c t i o n  a n d  
D D K  p r o c e s s  is a  n e w  c o m p u t e r  a r e a  w i t h  p a r t i c u l a r  r e q u i r e m e n t s ,  a  s u i t a b l e  
" C o m p o s i t e "  a p p r o a c h  h a s  t h e r e f o r e  b e e n  d e v e l o p e d  w h i c h  c o m b i n e s  t h e  s a l i e n t  
f e a t u r e s  o f  b o t h  t h e s e  a p p r o a c h e s .  It h a s  a l s o  b e e n  e s t a b l i s h e d  in t h e
d e v e l o p m e n t  o f  t h e  p r o g r a m  structure, t h e  " t o p - d o w n "  m o d u l a r  s t r a t e g y  is
f o u n d  t o  b e  s u i t a b l e  d u r i n g  t h e  p h a s e  i m p l e m e n t a t i o n  s t a g e  a s  fut ure 
d e c i s i o n s  t o  b e  m a d e  a r e  f r e q u e n t l y  k n o w n .  V h i l e  d u r i n g  s y s t e m  integration, 
t h e  b o t t o m - u p  m o d u l a r  s t r a t e g y  is a d o p t e d  a s  it o f f e r s  a  f r a m e w o r k  in w h i c h  
t h e  D D K  p r o c e s s ,  w h i c h  is a  n e w  c o m p u t e r  area, t o  b u i l d  on.
f) A s  p r e v i o u s l y  m e n t i o n e d ,  a  s t a n d a r d  c o m p o n e n t  s e l e c t i o n  p r o b l e m  h a s  
m a n y  a l t e r n a t i v e s  a n d  it is u n e c o n o m i c a l  t o  s e a r c h  t h r o u g h  all of t h e m  
m a n u a l l y .  T h i s  p r o b l e m  is f u r t h e r  c o m p o u n d e d  a s  t h e  s e a r c h  for e n g i n e e r i n g  
c o m p o n e n t s  i n v o l v e s  d e a l i n g  w i t h  w h a t  is c a l led d e r i v e d  data. Hence, t h e  
d e v e l o p m e n t  of s e a r c h  t e c h n i q u e s  in t h e  D D K  p r o c e s s  w h i c h  c a n  h a n d l e
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de r i v e d  d a t a  a n d  r a p i d l y  d e t e r m i n e  t h e  m o s t  lik ely a r e a s  w h e r e  t h e  o p t i m u m  
s o l u t i o n  lies is required. A  n u m b e r  of e x i s t i n g  s e a r c h  t e c h n i q u e s  h a v e  b e e n  
i n v e s t i g a t e d  a n d  a r e  f o u n d  t o  b e  u n s u i t a b l e  for t h i s  app lication. Thu s, t h r e e  
s e a r c h  a l g o r i t h m s  h a v e  b e e n  d e v e l o p e d  a n d  evaluated. T h e  s o r t i n g  level 
t e c h n i q u e  is p r e f e r r e d  b e c a u s e  it c a n  r a p i d l y  r e d u c e  t h e  p r o b l e m  s i z e  a n d  
a c c u r a t e l y  d e t e r m i n e  t h e  loc a t i o n  o f  t h e  o p t i m u m  solution.
g) A n o t h e r  p r o b l e m  w i t h  s e t t i n g  u p  e n g i n e e r i n g  c o m p o n e n t  d a t a b a s e s  is 
t h a t  w h e n  n o  o r  a  rel ativel y s m a l l  n u m b e r  o f  s o l u t i o n s  a r e  g e n e r a t e d  f o r  a  
g i v e n  s e t  o f  p r o b l e m  s p e c i f ica tions. It h a s  b e e n  e s t a b l i s h e d  t h a t  t h e  
d e v e l o p m e n t  o f  f e e d b a c k  r o u t i n e s  c a n  g r e a t l y  a s s i s t  in e x p l i c i t l y  o u t l i n i n g  
t h e  r e a s o n s  f o r  failures. Hence, t h e  s y s t e m  is a b l e  t o  p r o v i d e  s o m e  
■intelligence" t o  t h e  u s e r s  w h e r e b y  q u i c k  a n d  rational c o r r e c t i o n s  c a n  b e  
m a d e  a n d  is t h e r e f o r e  e s s e n t i a l  t o  t h e  pr o c e s s .  A  n u m b e r  o f  " e r ror d e t e c t i o n "  
s t r a t e g i e s  h a v e  b e e n  d e v e l o p e d  t o  d e t e r m i n e  w h e r e  t h e  f ai lures h a v e  o c c u r e d  
a n d  via * s u i t a b l e  o n e  h a s  b e e n  i m p l e m e n t e d .  T h i s  s t r a t e g y  c o m p a r e s  a l t e r n a t i v e s  
g e n e r a t e d  w i t h  t h e  s e t  of i np ut t e c h n i c a l  a n d  o b j ective r e q u i r e m e n t s  a n d  
s t o r e s  u n s a t i s f a c t o r y  a l t e r n a t i v e s  i n t o  a  local d a t abase. A  s m a l l  p r o g r a m  
w h i c h  c o n t a i n s  t h e  s e t  of c o n s t r a i n t s  is t h e n  later u s e d  t o  m a r k  o u t  t h e  
failure a r e a s  a n d  p r e s e n t  t h e s e  u n s a t i s f a c t o r y  a l t e r n a t i v e s  t o  t h e  user.
h) B e c a u s e  t h e  c h o i c e  o f  s o l u t i o n  is n o t  o n l y  b a s e d  o n  t e c h n i c a l
c o n s i d e r a t i o n s , t h e  n e c e s s a r y  f u r t h e r  s t e p  f o r w a r d  t o  t h e  u s e  of d e c i s i o n  
m a k i n g  t e c h n i q u e s  in t h e  d e s i g n  p r o c e s s  is t o  c a p t u r e  t h e  e x p e r t i s e  of
e x p e r i e n c e d  d e s i g n e r s  in t h e  m a k i n g  o f  d e c i s i o n s  t o  s o l v e  p r o b l e m s .  It h a s  
b e e n  e s t a b l i s h e d  t h a t  p r e s e n t  r u l e - b a s e d  e x p e r t  s y s t e m s  a r e  u n s u i t a b l e  f o r
t h e  D D K  p r o c e s s .  T h i s  is b e c a u s e  t h e y  d o  n o t  a d e q u a t e l y  d e a l  w i t h  s p e c i f i c
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a l t e r n a t i v e s  g e n e r a t e d  f r o m  d e r i v e d  data. A l s o  d e c i s i o n s  m a d e  o n  the 
a l t e r n a t i v e s  a r e  u n c o n s c i e n t i o u s  a n d  o p i n i o n - b a s e d  w h i c h  m a k e s  f o r m u l a t i n g  
of r u l e s  difficult. A  k n o w l e d g e  p r o c e s s i n g  s y s t e m  (KPS) h a s  t h e r e f o r e  b e e n  
d e v e l o p e d  a n d  i n t e g r a t e d  into t h e  D D M  p r o c e s s  a n d  h a s  f o u n d  t o  a d e q u a t e l y  
o v e r c o m e  t h e s e  p r o b l e m s .  T h i s  s y s t e m  w o u l d  s t o r e  u p  p a s t  e x p e r t  j u d g e m e n t s  
o r  k n o w l e d g e  of p r e v i o u s  d e s i g n  s o l u t i o n s  a n d  t h e n  u s e  t o  a i d  o r  g u i d e  
d e s i g n e r s  e s p e c i a l l y  n o v i c e s  t o  d e a l  w i t h  q u i t e  s i m i l a r  d e s i g n  t a s k s  in t h e  
future. Hen ce, t h e  ove rall e f f e c t i v e n e s s  of t h e  d e s i g n  p r o c e s s  is e n h a n c e d .
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B e s i d e s  t h o s e  l i m i t a t i o n s  o f  t h e  D D X  p r o c e s s  w h i c h  h a v e  b e e n  d i s c u s s e d  
in C h a p t e r  8, o t h e r  a r e a s  r e c o m m e n d e d  f o r  f u t ure i m p r o v e m e n t  a r e  a s  
f o l l o w s
a) L i n k  t h e  D D X  p r o c e s s  t o  a  c o m p u t e r  a i d e d  d r a u g h t i n g  s y m b o l  d a t a b a s e  
f a r  b o t h  2 D  a n d  3 D  d r a u g h t i n g  a n d  s o l i d  m o d e l l i n g  a p p licati ons.
b) P r e sently , o n l y  t h e  p o w e r  t r a n s m i s s i o n  e n t i t y  h a s  b e e n  e x a m i n e d .  T h i s  
w o r k  c a n  b e  e x p a n d e d  t o  o p t i m i s e  w i t h  r e s p e c t  t o  a  s y s t e m  t a k i n g  int o 
c o n s i d e r a t i o n  o t h e r  c o m p o n e n t s  s u c h  a s  t h e  s h a f t  a n d  b e a r i n g  sizes.
c) T h e  e x i s t i n g  e n g i n e e r i n g  c o m p o n e n t  d a t a b a s e  c o n s i s t s  o f  f o u r  t y p e s  of 
p o w e r  t r a n s m i s s i o n  s y s t e m s  a n d  t h i s  is b a s e d  o n  o n l y  o n e  m a n u f a c t u r e r  s e t  
o f  p r o d u c t s  f o r  e a c h  type. Clearly, t h e  s y s t e m  n e e d s  e x p a n d i n g  w h i c h  
r e q u i r e s  o t h e r  t y p e s  o f  p o w e r  t r a n s m i s s i o n  s y s t e m s  t o  b e  c o n s i d e r e d  a n d  
m o r e  m a n u f a c t u r e r  s e t s  o f  p r o d u c t s  b e  a d d e d  in t o  t h e  d a t abase.
d) Finally, future w o r k  c a n  b e  d o n e  in t h e  d e v e l o p m e n t  o f  a  g r a p h i c a l  
u s e r  interface, in a r e a s  s u c h  a s  r e s u l t  p r e s e n t a t i o n  a n d  f e e d b a c k  routines. 
T h i s  w o u l d  g r e a t l y  a s s i s t  in c o m m u n i c a t i n g  i n f o r m a t i o n  m o r e  e f f e c t i v e l y  a n d  
v i v i d l y  t o  t h e  user.
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T h i s  s e c t i o n  Is m a i n l y  c o n c e r n e d  w i t h  t h e  s e l e c t i o n  o f  a  s u i t a b l e  
c o m p u t e r  s y s t e m  f r o m  t h o s e  t h a t  w e r e  a v a i l a b l e  f o r  t h e  project. T h e  r e a s o n  
fo r  s u c h  a  s e l e c t i o n  Is t h a t  It c a n  d i c t a t e  t h e  e x t e n t  a n d  d i r e c t i o n  o f  t h e  
project. A n  e x a m p l e  is in t h e  s e t t i n g  u p  o f  c o m p o n e n t  d a t a b a s e s .  I n s t e a d  o f  
w r i t i n g  a  D B M S  p a c k a g e  to m a n a g e  t h e  data, s u b s t a n t i a l  a m o u n t  o f  t i m e  c a n  
b e  s a v e d  if s u c h  a  p a c k a g e  is m a d e  available. T h e s e  e f f o r t s  c a n  t h e r e f o r e  b e  
c h a n n e l l e d  i n t o  d e v e l o p i n g  o f  e f f e c t i v e  d e c i s i o n  m a k i n g  a l g o r i t h m s  a n d  
l o o k i n g  i n t o  n e w  r e s e a r c h  areas.
In t h i s  project, t h e  s e l e c t i o n  is t o  b e  b a s e d  o n  f o u r  d i f f e r e n t  c o m p u t e r  
s y s t e m s  t h a t  w e r e  a v a i l a b l e  a t  t h e  s t a r t  o f  t h e  project. T h e y  a r e  :-
a) T h e  "Clenlo" s y s t e m
b) T h e  "PET" s y s t e m
c) T h e  "Te k t r o n i x "  s y s t e m  
d> T h e  " V A X  1 1 / 7 5 0 "  s y s t e m
A  b r i e f  out line o f  e a c h  s y s t e m  is dis c u s s e d .  T h i s  is in t e r m s  o f  its d a t a  
p r o c e s s i n g  s pe ed, s t o r a g e  c a p a c i t i e s  a n d  t h e  a v a i l a b i l i t y  o f  r e l e v a n t  
s o f t w a r e  pac k a g e s .
A1.2 THE "CLEELQ" SYSTEM
T h e  C l e n l o  c o m p u t e r  h a s  a  8 - b i t  m i c r o p r o c e s s o r  a n d  6 4 k  o f  m e m o r y .  It 
r u n s  o n  the C P / M  v e r s i o n  22. o p e r a t i n g  s y s t e m .  Its o t h e r  h a r d w a r e s  i n c l u d e s  
a  n o n - c o l o u r  m o n i t o r ,  s t a n d a r d  " q w e r t y ” k e y b o a r d  w i t h  a d d i t i o n a l  n u m e r i c  a n d  
fu n c t i o n a l  k e y p a d s ,  a n d  a  T E 5 6 0  d o t  m a t r i x  pri nter. A  p a i r  o f  8 - i n c h  d i s k
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d r i v e s  c a n  a l s o  b e  f o u n d  w h i c h  h a s  a s t o r a g e  c a p a c i t y  of u p  t o  1 0 0 0 k  bytes. 
P r o g r a m s  a r e  w r i t t e n  in F 0 R T R A 1  t h u s  t h e  s y s t e m  is a p t l y  s u i t a b l e  f o r
n u m b e r - c r u n c h i n g  tasks.
A  s o f t w a r e  d a t a b a s e  m a n a g e m e n t  p a c k a g e  n a m e d  d B a s e  II ( ve rsion 2.4) 
d e v e l o p e d  b y  A s t o n  T a t e  r u n s  o n  t h i s  s y s t e m .  d B a s e  II is a  r e l a t i o n a l
d a t a b a s e  m a n a g e m e n t  s y s t e m  (DB AS) w h i c h  o r g a n i s e s  its d a t a  in r o w s  
(records) a n d  c o l u m n s  (fields). d B a s e  II is a  c o m m a n d - o r i e n t e d  D B A S .  
Alt ogethe r, t h e r e  a r e  2 0  b a s i c  d a t a b a s e  f u n c t i o n s  a s  s h o w n  in Fig. A1.2. T o  
i n t e r a c t  w i t h  t h e  p a c k a g e ,  t h i s  c a n  b e  c a r r i e d  o u t  in t w o  w a y s s -
a) i n t e r a c t i v e l y  t y p i n g  in D B A S  c o m m a n d s  w i t h  t h e  k e y b o a r d
b) in p r o g r a m m i n g  m o d e  u s i n g  (.CQA) files
H o w e v e r ,  t h e r e  a r e  d i s a d v a n t a g e s  w i t h  t h i s  p a c k a g e .  Fir stly, d B a s e  II d o e s  
n o t  h a n d l e  h i g h e r  m a t h e m a t i c s ,  o n l y  b u s i n e s s  m a t h e m a t i c s .  The refore ,
t r l g n O m e t r i c  (sine, c o s i n e )  a n d  o t h e r  t r a n s c e n d e n t a l  (exponential) f u n c t i o n s  
a r e  n o t a b l y  a b s e n t .  Also, b e i n g  a  n o n - p r o c e d u r a l  lan guage, t h e  c o m m a n d s  h a v e  
t o  b e  int erpret ed. Hence, t i m e  r e q u i r e d  t o  p r o c e s s  a  s e t  o f  d a t a  is 
c o m p a r a t i v e l y  m u c h  s l o w e r  t h a n  t h a t  o f  F O R T R A A  a n d  PL / 1  l a n g u a g e s
(procedural).
Al« 3 THE "PET* SYSTEM
T h i s  s y s t e m  c o m p r i s e s  of t h e  f o l l o w i n g  com p o n e n t s . —
a) a  C o m m o d o r e  4 0 0 0  m i c r o - c o m p u t e r ,
b) 5 A  i n c h  d u a l - d i s k  drive,
c) c a s e t t e  rec o r d e r ,
d) s t a n d a r d  " q w e r t y "  k e y b o a r d ,
e) d o t  m a t r i x  p r i n t e r
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f) a  n a n - c o l o u r  t e m i n a l .
T h e  C o m m o d o r e  4 0 0 0  h a s  a  8 - b i t  d a t a  b u s  a n d  3 2 k  r e a d / w r i t e  m e m o r y .  It h a s  a  
tot al s t o r a g e  c a p a c i t y  o f  a b o u t  3 5 0 k  a n d  p r o g r a m s  a r e  r u n  in i n t e r p r e t e r  
BAS IC. D u r i n g  r u n n i n g  mod e ,  p r o g r a m s  c a n  b e  l i n k e d  t o  e a c h  a n o t h e r  t h r o u g h  a  
t e c h n i q u e  k n o w n  a s  "overlay". T h i s  m a y  n o t  b e  t h a t  efficient.
T h e r e  is a l s o  a  r e l ationa l d a t a b a s e  m a n a g e m e n t  p r o g r a m  l i s t i n g  w r i t t e n  
b y  J. M c C a r t n e y  [156] t h a t  c a n  r u n  o n  t h i s  s y s t e m .  T h i s  p r o g r a m  h a s  o n l y  
f o u r  f u n d a m e n t a l  d a t a b a s e  functions. T h e y  a r e  o f  v i e w i n g ,  a d d i n g ,  d e l e t i n g  
a n d  c h a n g i n g  o f  rec o r d s .  T h e  d i s a d v a n t a g e s  o f  t h i s  p r o g r a m  a r e  m a n y :
a) I b e c a u s e  it is i n  i n t e r p r e t e r  B A S I C ,  it w i l l  b e  r a t h e r  s l a w  in  
o p e ration .
b) t h e  i n d e x e s  m u s t  b e  in r e a d - a c c e s s  m e m o r y  CRAM) if a n y  a d d i t i o n s  o r  
d e l e t i o n s  a r e  t o  b e  m a d e .
c) p u l l i n g  u p  a n d  p u s h i n g  d o w n  p a i n t e r s  a f t e r  e a c h  e n t r y  o r  d e l e t i o n  is a  
s l o w  j o b  in B A S I C .
d) b e c a u s e  o f  its s l o w  s pe ed, t h e  m e t h o d  i s  i n c r e a s i n g l y  c u m b e r s o m e  f o r  
f i l e s  o f  m o r e  t h a n  a  f e w  t h o u s a n d  r e c o r d s .
e) t h e  s e a r c h  d o e s  n o t  g i v e  d i r e c t  a c c e s s  t o  a n y  r e c o r d .  Usu a l l y ,  t h e  
p r o g r a m  h a s  t o  e x a m i n e  s e v e r a l  r e c o r d s  b e f o r e  e i t h e r  h i t t i n g  o n  t h e  r i g h t  
o n e  o r  d e t e r m i n i n g  t h a t  it d o e s  n o t  exist.
f) l i m i t e d  s t o r a g e  c a p a c i t y .
A1.4 THE "TEKTRQMIX" SYSTEM
T h e  T e k t r o n i x  4 0 5 4  is a  1 6 - b i t  m i c r o c o m p u t e r  w i t h  a  5 6 k  m e m o r y .  D a t a  
c a n  b e  s t o r e d  i n  t h e  f o l l o w i n g  units: 8 - i n c h  d u a l  d i s k - d r i v e s  (12 50k), 
c a r t r i d g e  c o m p a r t m e n t  (300k) a n d  a  T r a n s E r a  a u x i l i a r y  m e m o r y  u n i t  (600k).
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T h e  m a x i m u m  s t o r a g e  c a p a c i t y  of e a c h  uni t is m a r k e d  in b r a c k e t s .  E x i s t i n g  
s o f t w a r e  is a l s o  a v a i l a b l e  w h i c h  a l l o w s  p r o g r a m s  t o  b e  l i n k e d  t o  e a c h  o t h e r  
d u r i n g  execution. D y n a m i c  m e m o r y  e x p a n s i o n  is a n  i m p o r t a n t  f e a t u r e  b e c a u s e  
t h e  o v e r a l l  p r o g r a m  s i z e  r e q u i r e d  u s u a l l y  e x c e e d s  t h a t  o f  5 6 k  R A X  m e m o r y  in 
t h e  c o m p u t e r .  B e s i d e s  t h i s  h a r d w a r e ,  it a l s o  h a s  a  h i g h - r e s o l u t i o n  g r a p h i c  
ter m i n a l ,  s t a n d a r d  " qw erty" k e y b o a r d  w i t h  c o m p r e h e n s i v e  s e t  o f  f u n c t i o n a l  
k e y s  f a r  s c r e e n  e d i t i n g  a n d  d a t a  inputs. Also, p r o g r a m s  a r e  t o  b e  w r i t t e n  in 
T e k t r o n i c s  BAS IC.
T E K D B X S  is a  D B X S  p a c k a g e  d e v e l o p e d  b y  a  f e l l o w  p o s t g r a d u a t e  in t h e  
S c h o o l  o f  E n g i n e e r i n g  a n d  it r u n s  o n  t h e  T e k t r o n i x  4 0 5 4  1201. It is w r i t t e n  
in T e k t r o n i c s  B A S I C  a n d  is i n t e n d e d  t o  c o p e  w i t h  s m a l l  a n d  m e d i u m  s i z e d  
d a t a b a s e s .  Its s t r u c t u r e  is b a s e d  o n  a  r e l a t i o n a l  d a t a b a s e  m o d e l  a n d  
d e v e l o p e d  n o t  o n l y  f o r  b u s i n e s s  t y p e  a p p l i c a t i o n s  b u t  a l s o  s p e c i a l l y  
e x t e n d e d  t o  t h e  a r e a  o f  e n g i n e e r i n g  app li c a t i o n s .  T E K D B X S  m a k e s  u s e  o f  t h e  
r a n d o m  file a c c e s s  fac ility a v a i l a b l e  in t h e  h o s t  c o m p u t e r  f o r  d a t a  s t o r a g e  
a n d  retrieval. T h e r e  a r e  a l t o g e t h e r  2 5  b a s i c  d a t a b a s e  f u n c t i o n s  a v a i l a b l e  t o  
b e  u s e d  in d a t a  a n d  file m a n i p u l a t i o n .  T h i s  is s h o w n  in Fig. A1.4
A1.5 THE "VAX 11/750" SYSTEM"
T h e  V A X  1 1 / 7 5 0  is a  m i n i - c o m p u t e r  w i t h  a  p o w e r f u l  3 0 4  c o m p l e t e  
i n s t r u c t i o n  set, a  w i d e  r a n g e  of d a t a  types, a n d  a n  e f f i c i e n t  s e t  of 
a d d r e s s i n g  m o d e s .  It h a s  a  3 2 - b i t  p r o c e s s o r  w i t h  a  s t o r a g e  c a p a c i t y  o f  a b o u t  
2  K b y t e s  Cat p r e s e n t )  a n d  a  v e r y  l a r g e  vir tual a d d r e s s  s p a c e  o f  o v e r  4 
b i l l i o n  bytes. T h e r e  a r e  a b o u t  10 t e r m i n a l s  c o n n e c t e d  t o  t h e  V A X  w h i c h  a l s o  
r u n  a n a l y t i c a l  ( A J S Y S )  a n d  D r a f t i n g  ( X E D U S A )  s o f t w a r e  p a c k a g e s .  P r o g r a m s  
a r e  r u n  in c o m p i l e d  F O K T E A I  h e n c e  a  f a s t  r e s p o n s e  c a n  b e  o b t ained.
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Presently, t h e  V A X  1 1 / 7 5 0  d o e s  n o t  h a v e  a n y  D B X S  p a c k a g e s  a v a i l a b l e  t o  
b e  u s e d  in t h e  s e t t i n g  u p  o f  c o m p o n e n t  d a t a b a s e s .
A1.6 JUST IPI CAT IQFS OF COMPUTET? SYSTEM
T h e  s e l e c t i o n  o f  t h e  a p p r o p r i a t e  c o m p u t e r  s y s t e m  is t o  b e  b a s e d  o n  
t h r e e  m a i n  c r i t e r i a  :-
a) Availability of DBXS Software
T h e  s k i l l  in c h o o s i n g  a  D B X S  p a c k a g e  is in t h e  a b i l i t y  t o  m a t c h  a n  
e x i s t i n g  p a c k a g e  t o  one's need. T h i s  is a  m a j o r  o b j e c t i v e  o f  t h e  r e s e a r c h  
p r o g r a m  a s  it c o n c e r n s  t h e  d e v e l o p m e n t  o f  d e c i s i o n  m a k i n g  a l g o r i t h m s  n o t  
da t a b a s e .  A  g o o d  m a t c h  w i l l  s a v e  a  lot o f  t i m e  i n  n e e d i n g  t o  w r i t e  
a d d i t i o n a l  c o m m a n d s  in o r d e r  t o  fulfil c e r t a i n  o p e r a t i o n s  a n d  r e d u c e s  t h e  
n u m b e r  o f  f u t u r e  p r o b l e m s  t h a t  m a y  arise. A  D B X S  p a c k a g e  t h a t  will p r o v i d e  
a s  m a n y  r e l e v a n t  d a t a b a s e  f u n c t i o n s  a s  p o s s i b l e  is t h e r e f o r e  required.
b) Machine PerfnrnaTi^
T h e r e  a r e  t w o  m a i n  f a c t o r s  t h a t  a f f e c t  t h e  p e r f o r m a n c e  o f  d e c i s i o n  
m a k i n g  a l g o r i t h m  p r o g r a m s .  T h e y  a r e  t h e  w a y  in w h i c h  t h e  p r o g r a m s  a r e
s t r u c t u r e d  a n d  t h e  s p e e d  in w h i c h  d a t a  a r e  p r o c e s s e d .  T h u s  it is n e c e s s a r y
t h a t  t h e  c o m p u t e r  p r o v i d e s  g o o d  s t r u c t u r e d  p r o g r a m m i n g  fac ilitie s ( p r o g r a m  
linking), a n d  r a p i d  d a t a  p r o c e s s i n g .
c) Data Storage Capacity
In s e t t i n g  c o m p o n e n t  d a t a b a s e s ,  t h e  a m o u n t  o f  c a t a l o g u e  i n f o r m a t i o n  
t h a t  c a n  b e  s t a r e d  d e p e n d s  la r g e l y  o n  t h e  d a t a  s t o r a g e  c a p acity. A  l a r g e  
d a t a  s t o r a g e  c a p a c i t y  is t h e r e f o r e  pre ferred . T h i s  is w i t h  a  v i e w  o f  a d d i n g  
m o r e  I n f o r m a t i o n  in t o  t h e  d a t abase.
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B a s e d  o n  t h e  a b o v e  t h r e e  criteria, t h e  " P E T "  s y s t e m  is rejected. T h i s  is 
o n  t h e  g r o u n d s  o f  p o o r  m a c h i n e  p e r f o r m a n c e  a n d  d a t a  s t o r a g e  c a p a c i t y . 
A l t h o u g h ,  it d o e s  h a v e  a  d a t a b a s e  m a n a g e m e n t  p r o g r a m  listing, t h e r e  a r e  o n l y  
f o u r  b a s i c  d a t a b a s e  functions. Thu s, f o r  it t o  b e  use ful in t h e  project, m a n y  
m o r e  a d d i t i o n a l  c o m m a n d s  like S T O K E ,  J O H ,  P R O J E C T I O V  h a v e  t o  b e  included.
T h e  f i r s t  c r i t e r i a  s u g g e s t s  t h a t  t h e  " V A X  1 1 / 7 5 0 "  s y s t e m  t o o  w o u l d  n o t  
b e  c o n s i d e r e d  a l t h o u g h  it h a s  t h e  b e s t  m a c h i n e  p e r f o r m a n c e  a n d  d a t a  s t o r a g e  
cap a c i t y .  T h i s  is b e c a u s e  a  s u i t a b l e  D B X S  p a c k a g e  is n o t  available. T h e  
d e v e l o p m e n t  o f  a  n e w  D B X S  p a c k a g e  wi l l  u s u a l l y  t a k e  a b o u t  6 - 8  m o n t h s .  In 
v i e w  o f  t h e  d u r a t i o n  o f  t h i s  project, t h i s  i s  v e r y  t i m e  c o n s u m i n g  a n d  a  
r a t h e r  u n p r o f i t a b l e  e x e r c i s e  a s  t h e  c o n c e p t  is n o t  new. Bes i d e s ,  it g r e a t l y  
r e s t r i c t s  t h e  p r o g r e s s  o f  t h e  p r o j e c t  w h o s e  m a i n  t h e m e  is t o  d e v e l o p  
c o m p u t e r  d e c i s i o n  m a k i n g  a l g o r i t h m s  a n d  n o t  d a t a b a s e .
T h i s  l e a v e s  t h e  " Te ktroni x" s y s t e m  a n d  t h e  "Clenlo" s y s t e m .  T h e  
" Te k t r o n i x "  s y s t e m  is s e l e c t e d  m a i n l y  b e c a u s e  t h e  T E K D B X S  is b e t t e r  
t h a n  d B a s e  II in t h e  f o l l o w i n g  w a y s :
a) t h e r e  a r e  m o r e  b a s i c  d a t a b a s e  f u n c t i o n s  i n  T E K D B X S  t h a n  d B A S E  II.
b) d B A S E  II i s  w r i t t e n  m a i n l y  f o r  b u s i n e s s  a p p l i c a t i o n s  w h e r e a s  T E K D B X S  
d o e s  e x t e n d  t o  a r e a s  o f  e n g i n e e r i n g  a p p l i c a t i o n s .  T hu s, it is m o r e  a p t l y  
suited.
c) t h e  t o o l s  f o r  i n t e r f a c i n g  w i t h  a p p l i c a t i o n  p r o g r a m s  i n  d B A S E  II a r e  
limited.
d) d B A S E  II c a n  o n l y  s t o r e  3 2  f i e l d s  p e r  r e c o r d  w i t h  a  m a x i m u m  r e c o r d  
l e n g t h  o f  a b o u t  lk. F a r  b u s i n e s s  a p p l i c a t i o n s ,  t h i s  m a y  b e  suf ficient, b u t  
f o r  t h i s  p u r p o s e  o f  e n g i n e e r i n g  d e s i g n  t h i s  is Ina dequat e.
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e) d B a s e  II t a k e s  up a  lot o f  spa ce. T h i s  is b e c a u s e  d B a s e  II is 
e s s e n t i a l l y  m a d e  u p  o f  a  s er ies of c o m m a n d  files o r  s u b r o u t i n e s  in c o m p i l e d  
f o r m  f o r  v a r i o u s  d a t a  operations. T h u s ,  d B a s e  II o n l y  a l l o w s  t h e  u s e r  t o  
o p e r a t e  o n  a  s i n g l e  d i s k  drive. T h i s  a m o u n t  o f  d i s k  s p a c e  is i n s u f f i c i e n t  t o  
p e r f o r m  J O D T  a n d  S O R T  o p e r a t i o n s  in s o m e  i n s tances . F o r  e s t a b l i s h i n g  o f  
m e d i u m - s i z e d  c o m p o n e n t  d a t abases , t h i s  is q u i t e  c l e a r l y  so.
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DBase II PERFORMANCE PARAMETERS
D B a s e .  1 1  H a r d w a r e  R e q u i r e m e n t s
a )  C P / M  O p e r a t i n g  S y s t e m
b )  D u a l — D i s k  D r i v e
D B a s e  I I  S p e c i f i c a t i o n s
a )  M a x i m u m  c h a r a c t e r s  p e r  r e c o r d :  1 5 3 6
b )  M a x i m u m  f i e l d s  p e r  r e c o r d :  3 2
L i s t  o f  D B a s e  I I  B a s i c  c m r n n a n d n
£ c l _ Commands D e s c r i p t i o n
1 A P P E N D A d d  a d d i t i o n a l  r e c o r d s  t o  a n  e x i s t i n g  
d a t a b a s e
2 C O P Y C o p y  a l l  o r  p a r t  o f  a  d a t a b a s e  f i l e  t o  
a n o t h e r
3 C O U N T C o u n t  t h e  n u m b e r  o f  r e c o r d s  t h a t  m e e t s  
t h e  s e t  o f  c o n d i t i o n s
4 C R E A T E C r e a t e  a  n e w  d a t a b a s e  f i l e
5 D E L E T E M a r k s  a  r e c o r d  f o r  d e l e t i o n
6 D I S P L A Y D i s p l a y  r e c o r d s  t h a t  m e e t  t h e  s e t  o f  
c o n d i t i o n s
7 E D I T E d i t  i t e m s  i n  t h e  r e c o r d s  o f  t h e  d a t a  
f i l e
F I N D T o  c h e c k  w h e t h e r  a  s p e c i f i e d  e l e m e n t  i s  
f o u n d  i n  t h e  d a t a b a s e
9 F O R .  . S U M A d d  c o n t e n t s  o f  a  n u m e r i c  f i e l d  o r  a n  
e x p r e s s i o n  i n v o l v i n g  f i e l d s
1 0 I N D E X C r e a t e  a  n e w  f i l e ,  b u t  m a i n t a i n s  a  
r e l a t i o n s h i p  b e t w e e n  i t e m s
1 1 L I S T D i s p l a y  a l l  t h e  r e c o r d s  i n  t h e  f i l e
1 2 L O C A T E D e t e r m i n e  r e c o r d  n u m b e r  t h a t  s a t i s f y  t h e  
s e t  o f  c o n d i t i o n s  i n  t h e  f i l e
1 3 P A C K R e m o v e s  t h e  r e c o r d  < t o  b e  u s e  i n  
c o n j u n c t i o n  w i t h  D E L E T E )
1 4 Q U I T C l o s e  a l l  o p e n  f i l e s  a n d  r e t u r n  t o  
o p e r a t i n g  s y s t e m
1 5 R E C A L L ' U n m a r k ' a  r e c o r d
1 6 R E P L A C E C h a n g e  t h e  c o n t e n t s  o f  s o m e  o r  a l l  
r e c o r d s  b a s e d  o n  a  s p e c i f i e d  c o n d i t i o n
1 7 R E P O R T P r e p a r i n g  f o r m a l  f o r m a t t e d  r e p o r t  o n  t h e  
c o n t e n t s  o f  t h e  d a t a b a s e
1 8 S O R T C r e a t e s  a  n e w  d a t a b a s e  f i l e  a n d  
r e a r r a n g e d  c o n t e n t s  i n  o r d e r  o f  m e r i t
1 9 S U M t o  b e  u s e d  i n  c o n j u n c t i o n  w i t h  F O R
2 0 U S E C l o s e s  a l l  o t h e r  f i l e s  a n d  o p e n  t h e  
r e q u e s t e d  f i l e .
FIG. A1.2 DBase II Performance Parameters
PAR A M E T E R S
T E K D B - M S  H a r d w a r e  R e q u i r e m e n t s
a )  T e k t r o n i c s  4 0 5 4  w i t h  D y n a m i c  G r a p h i c  O p t i o n  3 0
b ) 4 9 0 7  F i l e  M a n a g e r  S y s t e m  O p t i o n  3 0
c )  T r a n s E r a  6 4 0 0  S e r i e s  A u x i l i a r y  M e m o r y
d )  4 6 3 1  H a r d  C o p y  U n i t
e )  D u a l - D i s k  D r i v e
TEKDBMS Specif1cations
a )  M a x i m u m  r e c o r d s  p e r  d a t a b a s e  f i l e :  9 0 0 0
b )  M a x i m u m  c h a r a c t e r s  p e r  r e c o r d :  1 0 0 0
c )  M a x i m u m  f i e l d s  p e r  r e c o r d :  5 0 0
d )  L a r g e s t  r e a l  n u m b e r :  1 . 0 e + 3 0 7
e )  S m a l l e s t  r e a l  n u m b e r :  - 1 . 0 e - 3 0 7
f >  M a x i m u m  s o r t  k e y  l e n g t h :  1 0 0  c h a r a c t e r s
g )  L a r g e s t  M a t r i x  S i z e :  1 0 0 x 5 0 0
h )  M a x i m u m  C o m m a n d  L e n g t h :  1 0 0 0  c h a r a c t e r s
List of TEKDBMS Commands
H_c l _ C o m m a n d s  D e s c r i p t i o n
1 E N D  C l o s e  a l l  o p e n  f i l e s  a n d  r e t u r n  t o  o p e r a t i n g
2 R A D D
s y s t e m
A d d  a d d i t i o n a l  r e c o r d s  t o  a n  e x i s t i n g  d a t a b a s e
f i l e
3 R C H A H G E T o  i n c r e a s e  t h e  f i e l d  s i z e  i n  t h e  d a t a b a s e  
T o  c h e c k  w h e t h e r  a  f i e l d  e x i s t s  i n  a  n a m e d  f i l e  
A p p e n d  o n e  f i l e  t o  a n o t h e r
C o p y  t h e  f i l e  s t r u c t u r e  o r  c o n t e n t s  t o  a n o t h e r  
C o u n t  n u m b e r  o f  r e c o r d s  t h a t  m e e t  a  s p e c i f i e d  
c o n d i t i o n
C r e a t e  a  n e w  d a t a b a s e  f i l e
4 R C H K F L D
5  R C Q B C A T E
6 R C O P Y N E V
7 R C O U N T
8 R C R E A T E
9  R D E L E T E  M a r k  a n d  r e m o v e  t h e  r e c o r d  i n  t h e  f i l e
1 0  R D I S P L A Y  D i s p l a y  a l i  r e c o r d s  i n  a  n a m e d  f i l e

















r.nmmaTuir; D e s c r i p t i o n
KDOKAIN 
R E D  I T  
R I H F O
RJOIN
R K I L L
R L O C A T E
R H A X
R M I H
R J C O D I F Y
R F X T L O C
R P R O J E C T
^ R R E H A M E
R R E P L A C E
R S E L E C T
R S O R T
R S T O R E
R e m o v e  u n u s e d  f i e l d n a m e s  f r o m  d a t a  d i c t i o n a r y  
E d i t  e x i s t i n g  d a t a  i n  a  n a m e d  f i l e  
S h o w s  t h e  f i l e  p a r t i c u l a r s  s u c h  a s  f i e l d n a m e ,  
d a t a  t y p e s  a n d  s i z e s
J o i n i n g  o f  f i l e s  o v e r  a  s e l e c t e d  k e y  f i e l d s  
R e m o v e  o n e  o r  m o r e  f i l e s  f r o m  e x i s t i n g  d a t a b a s e  
F i n d  t h e  r e c o r d  n u m b e r  t h a t  m e e t s  t h e  s p e c i f i e d  
c o n d i t i o n
D e t e r m i n e  t h e  m a x i m u m  n u m b e r  i n  a  n a m e d  f i l e  
f i e l d
D e t e r m i n e  t h e  m i n i m u m  n u m b e r  i n  a  n a m e d  f i l e  
f i e l d
A c c o m o d a t e  n e w  f i e l d s  i n t o  a n  e x i s t i n g  f i l e  
L o c a t e  t h e  n e x t  r e c o r d  n u m b e r  o f  a  s p e c i f i e d  
c o n d i t i o n
P r o j e c t  s e l e c t e d  f i e l d s  o f  a  f i l e  t o  a n o t h e r  
C h a n g e  t o  a  n e w  f i e l d n a m e
C o n d i t i o n a l l y  r e p l a c e  g r o u p s  o f  d a t a  w i t h  a  n e w  
d a t a  s e t
S e l e c t  r e c o r d s  t h a t  m e e t s  t h e  s e t  o f  c o n d i t i o n s  
S o r t  f i l e  i n  e i t h e r  a s c e n d i n g  o r  d e s c e n d i n g  
o r d e r  o f  a  c h o s e n  k e y  f i e l d
S t o r e  d a t a  o f  r e c o r d s  i n t o  c o m p u t e r  m e m o r y
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- D e v e l o p m e n t  o f  t h e  P r o g r a m  a n d  i t s  S t r u c t u r e  - 
A P P E N D I X  2 :  T H E  D E V E L O P M E N T  O F  T H E  P R O G R A M  A M D  I T S  S T R U C T U R E
A 2 . 1  I N T R O D U C T I O N
T h e  d e s i g n  d e c i s i o n  m a k i n g  (DD K) p r o c e s s  is p r i m a r i l y  c o n c e r n e d  a b o u t  
t h e  s e l e c t i o n  o f  t h e  o p t i m u m  s o l u t i o n  f r o m  a  s e t  o f  a l t e r n a t i v e s  in a  quick, 
ef f i c i e n t  a n d  a c c u r a t e  m a n n e r .  In s t a n d a r d  c o m p o n e n t  s e l e c t i o n  p r o b l e m s ,  
a p p l i c a t i o n  p r o g r a m s  a r e  w r i t t e n  t o  g e n e r a t e  t h e s e  alt er n a t i v e s .  T h i s  is b y  
e x t r a c t i n g  s t a n d a r d  c o m p o n e n t s  f r o m  t h e  d a t a b a s e s .  N e v e r t h e l e s s ,  it m u s t  b e  
a p p r e c i a t e d  t h a t  t h e  s e l e c t i o n  o f  a n  o p t i m u m  s o l u t i o n  is g r e a t l y  a f f e c t e d  b y  
t h e  s e t  o f  a l t e r n a t i v e s  t h a t  h a s  b e e n  gen e r a t e d .  T h e  g e n e r a t i o n  o f  t h e s e  
a l t e r n a t i v e s  is d e p e n d e n t  o n  t w o  m a j o r  f a c tors:- t h e  v a r i e t y  a n d  n u m b e r  o f  
s t a n d a r d  c o m p o n e n t s  t h a t  a r e  s t o r e d  in t h e  d a t abase.
T o  illustrate, t w o  c o m p o n e n t  d a t a b a s e s  a r e  t o  b e  c o n s i d e r e d .  D a t a b a s e  1 
c o n t a i n s  o n l y  a  s m a l l  n u m b e r  o f  a  p a r t i c u l a r  t y p e  o f  s t a n d a r d  c o m p o n e n t s ,  
s a y  t o o t h e d  belts. O n  t h e  o t h e r  h a n d ,  D a t a b a s e  2  c o n t a i n s  a  l a r g e r  n u m b e r  
a n d  d i f f e r e n t  t y p e s  o f  s t a n d a r d  c o m p o n e n t s  (toothed, vee, w e d g e d  b e l t s  a n d  
r o l l e r  c h a i n s )  t h a n  t h o s e  f o u n d  in D a t a b a s e  1. It is s e l f  e v i d e n t  t h a t  m o r e  
a n d  v a r i e d  s e t s  o f  a l t e r n a t i v e s  w o u l d  b e  g e n e r a t e d  f r o m  D a t a b a s e  2  t h a n  
D a t a b a s e  1. T h i s  m e a n s  t h a t  t h e  s e l e c t i o n  o f  a n  o p t i m u m  s o l u t i o n  is b a s e d  o n  
a  l a r g e r  n u m b e r  a n d  w i d e r  r a n g e  o f  a l t e r n a t i v e s  w h e n  g e n e r a t e d  f r o m  
D a t a b a s e  2  t h a n  f r o m  D a t a b a s e  1. A s  t h e r e  a r e  m o r e  a n d  v a r i e d  a l t e r n a t i v e s  
t o  s e l e c t  from, t h i s  g e n e r a l l y  w o u l d  l e a d  t o  a  m o r e  a p p r o p r i a t e  o p t i m u m  
s o l u t i o n  t o  t h e  p r o b l e m  b e i n g  d e t e r m i n e d .  T h i s  h a s  b e e n  i l l u s t r a t e d  in 
C h a p t e r  4.
T o  m a k e  a  m o r e  a p p r o p r i a t e  s e l e c t i o n  ( o p t i m u m  s o l ution) t o  t h e  p r o b l e m ,
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it is t h e r e f o r e  n e c e s s a r y  t o  e s t a b l i s h  a  l a r g e  c o m p o n e n t  d a t a b a s e  c o n s i s t i n g  
o f  m a n y  d i f f e r e n t  t y p e s  o f  s t a n d a r d  c o m p o n e n t s .  T h i s  w o u l d  n e c e s s i a t e  t h e  
w r i t i n g  o f  m a n y  s e p a r a t e  a p p l i c a t i o n  p r o g r a m s  t o  e x t r a c t  s t a n d a r d  
c o m p o n e n t s  f r o m  t h e  d a t a b a s e  t o  g e n e r a t e  d i f f e r e n t  s e t s  o f  alt er n a t i v e s .  F o r  
e x a m p l e ,  a  v e e  b e l t  a p p l i c a t i o n  p r o g r a m  h a s  t o  b e  w r i t t e n  t o  e x t r a c t  
s t a n d a r d  v e e  b e l t  c o m p o n e n t s  f r o m  t h e  d a t a b a s e  t o  g e n e r a t e  v e e  bel t  
a l t e r n a t i v e s .  A n o t h e r  e x a m p l e  is t h a t  t o  g e n e r a t e  t o o t h e d  be l t  a l t ernati ves,  
a  t o o t h e d  b e l t  a p p l i c a t i o n  p r o g r a m  h a s  t o  b e  wri tten. O n e  i m m e d i a t e  p r o b l e m  
w i t h  w r i t i n g  m a n y  s e p a r a t e  a p p l i c a t i o n  p r o g r a m s  is o r g a n i s i n g  t h e m  i n t o  a n  
e f f e c t i v e  a n d  e f f i c i e n t  o v e r a l l  unit. T h i s  is b e c a u s e  a n  u n d i s c i p l i n e d  
a p p r o a c h  c a n  e a s i l y  l e a d  t o  t h e  e s t a b l i s h m e n t  o f  a  v e r y  c o m p l e x  o v e r a l l  D D X  
p r o c e s s  t h a n  it n e e d s  be. T h e  r e s u l t  is t h a t  it is v e r y  d i f f i c u l t  f a r  t h e  S X  
p r o g r a m m e r  t o  u n d e r s t a n d  t h e  p r o g r a m  log ical f l o w  o r  c o n d u c t  t e s t s  a n d  m a k e  
n e c e s s a r y  c o r r e c t i o n s  t o  t h e  o v e r a l l  D D X  p r o c e s s .  Also, t h e  r e l i a b i l i t y  a n d  
e f f i c i e n c y  o f  t h e  s o f t w a r e  d e v e l o p e d  is v e r y  m u c h  u n d e r m i n e d .  T o  b u i l d  a n  
e f f e c t i v e  a n d  e f f i c i e n t  D D X  p r o c e s s ,  a  w e l l - l a y o u t  p r o g r a m  s t r u c t u r e  is 
t h e r e f o r e  v e r y  i m p o r t a n t .  T h i s  is t o  a s s i s t  in t h e  b u i l d i n g  o f  b r i d g e s  b y  
m e a n s  o f  p r o g r a m s  b e t w e e n  t h e  c o n c e p t u a l  s t a g e  a n d  t h e  p r o g r a m m i n g  
e n v i r o n m e n t .  Also, a n y  n e c e s s a r y  c h a n g e s  c a n  e a s i l y  b e  m a d e  o n  t h e  e x i s t i n g  
D D X  p r o c e s s  p r o g r a m .
A 2 . 2  S T R U C T U R E D  P R Q G R A X X 1 J G  &  I T S  H E E D S
T o  a s s i s t  in t h e  b u i l d i n g  o f  a n  e f f e c t i v e  D D X  p r o c e s s ,  o n e  a p p r o a c h  is 
t o  e m p l o y  s t r u c t u r e d  p r o g r a m m i n g  tec hnique s. P r o f e s s o r  P.J. D e n n i n g  [157] 
d e f i n e s  s t r u c t u r e d  p r o g r a m m i n g  a s  aa  t e c h n i q u e  o f  o r g a n i s i n g  one's t h o u g h t s  
i n  a  w a y  t h a t  leads, in a  r e a s o n a b l e  time, t o  a n  u n d e r s t a n d a b l e  a n d  c o r r e c t  
e x p a n s i o n  of a  c o m p u t i n g  task*.
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To emphasize the need for structured programming in the overall DDX 
process, consider its use as developed for the automatic component selection 
(ACS) part of the program. It must be appreciated that the ACS process 
constitutes only a sub-section of the overall DDX process as discussed in 
Chapter 3. In the DDX process, the ACS process is used to automatically 
generate alternatives and consists of two main parts:- a component database 
and a number of application programs as shown in Fig. A2.2.1. Far purpose of 
this work, power transmission systems are used as the basis for discussion. 
Each power transmission entity is made up of a pair of pulleys, taper locks 
and a number of belts or chains as illustrated in Fig. A2.2.2. A database 
containing four different types of standard components has also been 
established. They are toothed belts, vee and wedged belts and roller chains. 
Application programs based on the design selection procedures for the 
different PT drives have also been written. Their flow diagrams can be found 
in A2.2.3, A2J2A and A2.2.5 respectively. It must be said in this thesis, it 
has been decided not to include any program listings but full information is 
available on request from the author or supervisor.
The concept of establishing the ACS process to generate alternatives is 
simple to understand. It also readily lends itself to further database 
expansion. This would be by including other types of power transmission 
components such as poly-V and flat belts, spur and helical gears into the 
database. Far each type of standard components, a separate application 
program is to be written. This has led to a number of problems associated in 
the establishment of the ACS process. They are mainly concerned with the 
task of developing computer programs efficiently. This relates to the total 
program Ilf e-cycle, from its initial design and coding through to execution,
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testing and maintenance. Coates states that to optimise the efficiency of the 
entire programming process, it sometimes may require to make some 
sacrifices on the program execution speed and size [158].
The first problem is the program execution sequence control. To 
illustrate this problem, the entire ACS process is to be considered as a 
single program. Vhile the application programs constitute the sub-sections 
of the program. As sub-sections perform different functions, linking or GOTO 
statements have to be used to transfer program control from one part to 
another. This is one of the weakness of using BASIC. An undisciplined 
approach will generally result in excessive use of the GOTO statements which 
will make the program difficult to follow and comprehend. Also it is very 
difficult to debug such a program. This is because human thought processes 
tend to work sequentially and GOTO statements run counter to this, thus 
breaking the sequential flow. The complexity of the problem is further 
compounded if the entire DDK process (noting that the ACS process form only 
a integral part of it) is to be taken into account. This will involve many 
more sub-sections or functions. In most cases, it can be intellectually very 
hard to comprehend and tackle such complex problems.
It has also been established that an undisciplined approach brings 
along the problem of software reliability. This is because in writing any 
new software programs, errors inevitably occur due to faulty logic and 
slight misrepresentation of the problem. If the program is structuredly ill- 
defined, locating and debugging of errors can be difficult. In most cases, it 
has been found that more time is spent debugging and reworking program 
codes than actually writing these programs. This implies that it is the
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thinking errors, more than coding errors that limit programming 
productivity. Furthermore, localised testing and correction cannot be 
effectively made. The reason is that it may affect other parts of the 
program which would result in a "chain-reaction" of errors. Hence the 
reliability of the software developed is very much undermined.
It has also been found that ill-structured programs tend to have 
redundant interdependencies among parts of the program. For example, a 
particular program listing can be found in many other parts of the program. 
The main contributing factor is the difficulty in tracing the program 
logical paths. This obviously would limit the program efficiency and 
adaptability to any new changes would require much effort.
To summarize, structured programming techniques are necessary as they 
can greatly assist in creating an effective and efficient DDX process model. 
They can offer aid in the following ways:
a) reduces the program complexity thus allowing better understanding.
b) eases the difficulties of testing and making corrections to sections of 
code found to be deficient.
c) increases software quality of finish in terms of fewer errors, 
efficiency, clarity and adaptability
d) increases the software reliabilty.
A2.3 MODULAR PROGRAMING
As has been mentioned that the DDX process is complex and consists 
of many sub-sections. It is therefore impractical that the whole DDX process 
be written as a single computer program. The program would then be too
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large for one to comprehend and manage. Also, it is very complex to 
transfer program control effectively from part to another. Thus, the DDK 
process has to be broken down into smaller units. This is to provide better 
readability, understanding, greater accuracy and adaptability to changes of 
problem.
One method which can overcame this problem is to employ modular 
programming techniques. Modular programming is a technique used to develop 
programs as a set linked of interrelated individual units (called modules). 
These units can then be later linked together to farm a complete program. 
E. Yourdon [159] defines "a module as a lexically contiguous sequence of 
programs statements bounded by boundary elements, having an aggregate 
identifier." It means a module is basically an independent sub-program. It 
has a name by which it can be referred through invoking a subroutine call. 
Its programs are usually short, well layout and are simple to understand.
The use of modular programming techniques in the development of the 
entire DDK process has yielded a number of benefits. Firstly, it helps to 
parcel out the total amount of reasoning needed. Thus, the total amount of 
coding, testing and maintenance is substantially reduced. This means shorter 
developmental time (and in commerical environment lower costs) in 
establishing the DDK process. This point is reinforced by a psychologist- 
mathematician named G.A. Killer [160] who conducted a series of tests. The 
tests show a trend in which fewer errors are found as a result of breaking 
the problem down into smaller sub-problems. This is shown in Fig. A2.3.1.
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Secondly, modules exist as independent sub-programs. Thus, drastic
changes can be made to one module without the need to change others. This
would also mean localized testing and corrections can be made with less
constraints put upon them. This will lead to an Improvement in the
reliability of the software developed.
Thirdly, the decomposition of a large program into smaller units makes 
it easier to manage. This means it is comparatively easier to write, carry 
out investigation and modifications to a particular module at a time in the 
DDX process. The whole process is therefore more appropriately structured as 
it is better understood.
Xevertheless, the establishment of a modular DDX process is not that 
straight-forward as simply breaking the process into smaller units. There 
are three main areas to be considered
a) following a set of rules
b) examine ways of classifying common functions
c) look at different modular Implementation strategies
A2.4 SET OF RULES
Firstly, to establish a modular DDK process, it has to adhere to a set 
of rules in which the use of modular programming techniques can effectively 
be made [1591. These rules are illustrated in Fig. A2.4.1 and are stated 
below.—
a) each module is to have a single entry and exit point. This allows the 
transportation of consistent information from one section to another.
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b) each module should attempt to return to its caller, at the location in 
the calling routine immediately following the call.
c) if possible avoid pathological or anomalous links between modules. A 
pathological link is used to connect one module to another directly rather 
than incurring the overhead of passing the data through another or a number 
of Immediate levels, which is a fundamental principle to good structured 
programming practice. It is attractive because it is efficient and simple to 
use. However, it is found that any change in a value, X in a module would 
have to be inspected thoroughly to insure that no ill effects are made to 
other modules. Thus, the use of pathological connections, in general, reduces 
the ability of the programmer to treat modules as independent sub­
programmers or black boxes.
A2.5 METHODS QF CLASSIFYING CQMMQX FUXCTIQ1TS
It has been established that the DDX process has to be broken up into
modules for easy management. This is due to the complexity and size of the
DDX process. Guidelines such as 'keep the modules simple1 and 'program
listings are to be only one page long' do not offer much assistance. Instead, 
Atherton states it is a reflection of one's inability to weigh out the 
software module tradeoffs 11611. To build a well-organised modular DDX 
process, it therefore requires systematic Isolation of common functions into 
groups.
Currently, there are two commonly used methods in classifying of these 
functions. They are "functional decompostion" and "by processes of 
abstraction and refinement 1157-159,161-1631". A comparative study on these 
two methods has been made. This is with reference to the design a PT drive
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using standard components. Alternatives are to be generated from four 
different PT systems. This component selection problem consists of three 
main areas:- the problem specifications, evaluation of alternatives and 
results presentation. In this example, the evaluation process can be further 
sub-divided into five main sections. They are data input, data preparation 
(processing data entries), carrying out analytical design calculations, 
system construction and data output. These areas are illustrated in Fig. 
A2.5.1. The aim of this study is to identify the relative merits of each 
method and and if required to modify and formulate an approach suitable for 
the construction of the DDX process. It has been found that both these 
methods are not particularly suitable far the establishment of the DDX 
process and thus a "composite" approach which combines the salient features 
found In both the techniques has been developed.
A2.FS.1 "Functional Decomposition"
•Functional Decomposition' CFUXDECOXP) is one of the methods used in 
classification of modules. It assimilates the overall functional differences 
that have arisen in the entire process and categorise them together. 
Referring to the above standard component selection problem, the main 
functional difference would be the selection of various PT systems. This 
means writing four separate application programs (modules). This is shown in 
A2.5.2. Each application program would be used to generate its own set of PT 
alternatives. For example, a toothed-belt application program will be used to 
generate alternatives far toothed belts. Such modules would tend to exist as 
independent entities. Thus, they are usually not closely related to each 
other. Also, for such tasks like writing of separate application programs,
-279-
- Development of the Program and its Structure -
this can be done in parallel. For group projects, this would represent a 
large time saving.
There are many benefits in adopting the FUIDECQXP approaches. Firstly, 
the concept is easy to understand* Secondly, the modules exist as 
independent entities. Thus, any program modifications would not greatly 
affect other parts of the program. Thirdly, data consistency can be 
maintained as each module handles only a particular type of data. This can 
be represented as a number of black boxes. Hence such information would be 
hidden and made inaccessible to other parts of the program. However, there 
is one major drawback* In the FUFDECOJtP process, as each module exist as a 
separate entity, a common set of input or program listing would have to be 
entered or written separately. Data redundancy can therefore pose to be a 
serious problem. Also, repeated changes have to be made if the errors are 
common to all the modules.
A2.5.2 "Process of Abstraction and Ref 1 TiemRTit"
The next modular classification approach is the process of 
"abstraction" and "refinement" (ABSRT). In abstraction, the general set of 
modules is grouped based on its operations. To illustrate this point, the 
above standard component selection process is referred. The evaluation 
process can be divided into five different modules. They are data input, data 
preparation, design analysis phase, system construction and data output. This 
is shown in Fig. A2J5J3. In the "refinement” process, it examines the detail 
formulation of each of these modules.
The ABSRT process has a number of advantages. Firstly, the
-280-
- Development of the Program and its Structure -
establishment of a generalised set of modules simplifies the process 
complexity. This makes the logical flow of the evaluation process easy to 
understand. Secondly, the amount of data redundancy can be substantially 
reduced. An example is in calculating speed ratio, all four PT systems would 
have made use of the same speed ratio formula. In the FUIDECQXP process, 
this formula can be found in each of the application programs. Vhile in the 
ABSRT process, the formula can only be found in Xodule 2. Hence it does not 
need to be repeated for all four PT systems, nevertheless, there are a number 
of drawbacks with this approach. The first problem is to modify any 
structural changes can be difficult. This is because in each module, only a 
part of the selection procedure (application program) can be found. This 
implies that the logical sequence of the selection procedure is broken up 
into many parts. To carry out any effective intermittent testing is therefore 
a tedious task. Also, any corrections made in a module can easily affect the 
other modules in the overall process as well.
A2,5.3 Discussion of Modular Classlffeation Approaches
It is clear from the previous sections that although both these 
approaches modularise or Isolate a particular set of functions into groups, 
differences are apparent. One major difference lies in the direction in which 
the functions are aggregated. In the FUIDECQXP process, the functions are 
classified vertically. Vhile in the ABSRT process, these functions are 
classified horizontally. The result is the relative merits in both techniques 
have found to share opposing views. For example, in the FUJDECOXP approach, 
data redundancy may be a problem but this does not apply to the ABSRT 
approach. Another example is that to make any structural modifications in
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the FUIDECOXP approach is easy. This cannot be said about the ABSRT 
approach.
Automatic component selection and DDX process is a new computer area 
with particular requirements so a more practical approach has therefore been 
developed. This technique is termed as the "Composite" approach which 
combines both the salient features found in both the FUIDECOXP and ABSRT 
approaches. To adopt this technique, two major considerations have to be 
made:
a) identify in the selection process where data redundancy are most 
likely to occur. An example is in the input data and preparation phase. In 
these areas, the ABSRT approach is to be adopted.
b) examine the areas where if modules are formed, they would not affect 
each other. Also, determine where major structural modifications would most 
likely be made. For the above standard component selection problem, this 
would be in the evaluation of power transmission alternatives. In such areas, 
the FUIDECOXP approach would be employed.
Fig. A2.5.4 Illustrates the "Composite" approach applied to the above 
standard component selection problem. The figure shows that the selection 
problem being classified into six main modules. In the first module, a 
common set of input data is to be entered for all the four PT systems. These 
data are used to determine the derived other sets of data such as the 
design powers and speed ratios of the four PT systems (Xodule 2). These 
derived data are then related to the various modules (application programs) 
to be used in the generation of alternatives. These sets of alternatives 
would finally be presented to the user.
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A2.6 IMPLEKEXTIEG MODULAR STRATEGIES
This section concerns implementing modular strategies in the building 
of the DDK process. The "top-down" and bottom-up" approaches [157-159,161- 
163] are the two most commonly adopted by SX programmers. To illustrate 
these approaches, two examples are used. They are the "pyramid" model and 
the skeletal framework of the DDX process.
Fig. A2.6.1 shows the pyramid model as a series of levels. At the top 
of the pyramid, the general outlook to the problem is defined. At this level, 
it does not examine the detailed design analysis of a particular sub-section 
to the problem. As it descends down to the bottom of the pyramid, the level 
of details increases in each sub-section of the problem. At the bottom level, 
it concentrates in analysing the details to a specific sub-section of the 
problem.
Fig. A2.6.2 shows the skeletal framework of the DDX process. The 
process can be divided into seven major parts or phases. They are the result 
presentation, input data, Investigation into staring of past design solutions 
and expert knowledge, search algorithms, decision making matrix and 
automatic component selection process.
A2.6.1 * Top-down* Approach
The top-down approach is characterized by a sequence of expansion 
steps (refinements). It starts with a functional description of the entire 
process (generalities of the problem) and terminates with a collection of 
functions. These functions are so simple that their programs are obvious 
(specific details). Each expansion step chooses one incomplete function and
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expands it into a set of one or more simpler functions. This is shown in 
Fig. A2.6.1. For this reason, it is sometimes termed as stepwise refinement 
method [158].
To adopt the "top-down" approach, an assumption has to be made. It is 
any future design decisions to be made with regards to the DDX process have 
all been known. In practice, this may not be so. Hence, this method is 
usually adopted by a designer who can make good and accurate estimations. 
Such that, the feasibility of constructing a component matches a set of 
specifications. To construct a model using this approach, it normally 
involves four main steps. They arer-
a) Design, code and test one module by itself.
b) Add another module
c) Test and debug the combination.
d) Repeat steps b and c.
In the construction of the DDX process, the "top-down" approach offers 
many benefits r-
a) it allows important components to be tested first. This is important as 
during the early Implementation stages of the system, the most critical bugs 
can be located. Hence, any serious structural modifications can be avoided.
b) it is able to provide a preliminary version of the system to the user. 
This is important to ensure that the implementation of the system is 
correct. Equally important, the user is provided with some feedback enabling 
corrections to be made on some components whenever necessary
c) allocation of time spent in the building of modules for the system can 
be made more easily.
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d) debugging is easy with the top-down approach. The reason is only one 
module is to be added to the existing combination of tested modules at a 
time.
A2.6.2 "Botton-up" Approach
The "bottom-up approach" is the converse of the "top-down" approach. It 
starts with the detail phase and works its way towards the general. This is 
characterized by a sequence of reduction steps that begins with a set of 
base functions (specific), and terminates with a single function. The single 
function is the implementation of the desired program (generalities). Each 
composition step composes some subset of previously defined functions into a 
more complex one. The final program is described by the earliest function 
that is identical to the desired program function. This is illustrated in 
Fig. A2.6.1.
The bottom-up approach is a more conservative method than the "top- 
down" approach. It is usually adopted by a designer who prefers to estimate 
the importance (utility) of a module (component) in the process. Thus, 
construction of a model usually starts from a unit (module) forming into a 
process (whole program). The "bottom-up" approach can be described in four 
main steps:
a) Design, code and test each module by itself (sometimes known as unit 
testing)
b) Add a module of a higher level in the hierarchy above it to form a 
subsystem and test this new combination.
c) Link the subsystems into the proper grouping to form a larger 
subsystem.
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d) Repeat step c till the subsystems integrate into a complete system. 
Then perform an acceptance testing on the whole system.
The "bottom-up" approach is usually adopted where quick and appropriate 
test data have to be generated first. These data are then used to formulate 
the modules found at the pyramid top. One reason is that sometimes, the 
designer is establishing a new process or concept. Hence, it is very 
difficult to explicitly define the range of modular tasks at the higher 
levels of the pyramid. As a result, a problem arises in expanding the step 
at each function at the pyramid top. An example is establishing the DDX 
process which is a "new" concept to engineering designers.
A2.6.3 Discussion of Both Approaches
Both the approaches described are attempts to organise modules into a 
composition unit or process. The relative merits of both approaches have 
already been discussed. In the construction of the DDX process, it has been 
found to adopt either of the approaches would not be practical. To construct 
the DDX process, a technique has therefore been developed which make use of 
both these approaches. This requires the identification of areas into which 
the implementation of these approaches are to be employed. In the DDX 




Phase development deals with the generalised modules found at the 
pyramid top. It concerns the actual construction of each phase (generalised
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module) in the DDM process. This involves carrying out detailed design 
analysis, formulation and integration of sub-modules in the phase. For 
example, the DDX process can be divided into seven phases (generalised 
modules) as illustrated in Fig. A2.6.2. The ACS process is one of these 
phases. In Phase development, it looks at the construction of the ACS 
process. This involves splitting the ACS process into a number of sub- 
modules. This may include establishing a component database and writing of 
application programs for selecting belt and chain drives (sub-modules).
In the construction of a phase like the ACS process, most of the design 
decisions are known. It is therefore more suitable to adopt the "top-bottom" 
approach. This is due to a number of reasons. Firstly, "top-down" approach 
eliminates the need for more rigourous testing in intergrating the modules 
together. This is because of mismatching problems. Theoretically, it is
possible to make individual parts fit together to form a whole system when 
adopting the "bottom-up" approach. This is, however, found to be untrue in
practice. The reason is that frequently in the DDM process, errors arise.
This could either be in the defining the modular (phase) interfaces or
necessary changes in the original specifications have to be made. Such 
factors invariably necessiate large-scale changes in the phases (modules) 
already constructed. This contributes to great delay in the project-time 
scales. This mismatching problem is not that serious in the "top-down” 
approach. The reason is that most of the planning and thinking processes are 
done in the early stages of the process. This is prior to carrying out most 
of the detailed work. Thus, any such errors like mismatch of definitions at 
the modular interfaces would have been detected earlier on.
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The second reason is that is the amount of wasted effort and time 
spent if any modifications have to be made. A typical representation of the 
amount of details in each level for the ACS process (phase) is shown in Fig. 
A2.6.3. It has a pyramid shape with most of the detail analysis at the base. 
Suppose the ACS process has reached to level 3 of its development, and a 
change becomes necessary owing to some unforseen reasons. The shaded areas 
of the triangles in Fig. A2.6.3 illustrate the amount of work completed to 
date for both the approaches. From the figure, the "bottom-up" approach has 
a larger shaded area. Hence, consequently any such changes would likely 
have a wider impact and involve more effort in the "bottom-up" approach than 
the "top-down" approach.
Thirdly, the "top-down" approach has other additional advantages. An 
example is providing a skeletal framework of the phase (ACS process) at an 
early stage. It must be said that at this stage the ACS process will 
probably lack some of the intended facilities and robustness (fool proof 
testing) of the final product. levertheless, it does allow for:
a) the design to be reviewed, tested and corrected at an early stage.
b) tangible evidence of progress can be seen, thus one's morale is 
uplifting in the pursue towards the goal.
c) it enables the user to experiment and gain experience with the phase 
(ACS process). Suggested changes or improvements at a stage can therefore be 
made. This is when work is still done in constructing this phase (the ACS 
process).
b) System Integration
The next area to consider in the construction of the DDX process is
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system integration. It Involves looking at the sequence into which the 
phases are to be developed and combined them to form a working model. In 
the DDK process, it requires the identification of the level of details and 
importance of each phase has on the others. This is illustrated in Fig. 
A2.6.2. As the DDK process is large, complex and deals with a relatively new 
computer area, it is not passible that all design decisions be known. 
Instead, to construct such a process, work has to be confined beginning with 
a certain area. An example is developing the ACS process first which is most 
relevance and importance in the construction of other phases in the DDK 
process. Hence, the "bottom-up" approach is favoured. The reason is that it 
offers a framework in which the construction of the DDK process can proceed 
from. It must be said that the approach does not give the SK programmer 
answers to specific questions of a particular problem. Kevertheless, the 
approach does provide guidelines and Insight into other developmental 
phases. Besides, the experience and knowledge gain in establishing this lower 
modules can influence the higher-level design decisions.
Another advantage in adopting the bottom-up approach is test data can 
be generated readily. An example is developing the ACS process which is used 
to generate alternatives to a standard component selection problem. By 
generating these alternatives, the objective for establishing the DDK process 

















FIG. A2.2.1 Automatic Component Selection Process
FIG. A2.2.2 Components Making Up a Power Transmission System
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RULE 1 EACH MODULE IS TO HAVE A SINGLE ENTRY 
AND EXIT POINT.









































RULE 2 EACH MODULE SHOULD ATTEMPT TO RETURN TO ITS CALL 
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FIG. A2.4.1 Rules of Thumb for Effective Modular
Programmi ng
EVALUATION OF POWER TRANSMISSION SYSTEMS
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FIG. A2.5.2 The "FUNDECOMP" Process Conceptual Model
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FIG. A2.5.3 The "ABSRT" Process Conceptual Model
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FIG. A2.6.1 Illustration of Top-Down and Bottom-Up 
Approaches Using the Pyramid Diagram
THERE ARE SEVEN PHASES (MODULES) IN THE SKELETAL DDM PROCESS. EACH PHASE 
CAN BE DEVELOPED INDEPENDENTLY OF ONE ANOTHER. FOR THIS EXERCISE. IT IS 
BETTER TO BUILD FROM THE BOTTOM PHASE FIRST. WORK IS TO BEGIN WITH THE 
'ACS' PROCESS AS CERTAIN DATA IN THIS PHASE ARE TO BE USED 
TO CONSTRUCT OTHER PHASES.
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THE SHADED AREAS IN THE PYRAMIDS SHOW THE AMOUNT 
OF COMPLETED WORK FOR EACH OF THE APPROACHES AT 
STA6E 3 OF THE PROJECT. IF ANY MODIFICATION IS TO BE 
MADE OWING TO UNFORSEEN CIRCUMSTANCES. IT IS ENVISAGED THAT 
, MORE EFFORTS HAVE TO BE SPENT IN CORRECTING THE 
DETAILS IN THE BOTTOH-UP APPROACH AS COMPARED 
TO THE TOP-DOWN APPROACH.
TOP-DOWN APPROACH BOTTOH-UP APPROACH
FIG. A2.6.B Comparison Between Top-Down and Bo11om-Up Approaches
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APPEBDIX 3: van Neumann and Morgenstern Underlying Axioms
A3. 1 v o n HfiiiTnaTiTi and Mrrrgen^terTi Under! y i  Tig AvininR
The foundations of the utility theory were developed by van Neumann
and Morgenstern [79] who state six axioms that underlie the description and 
use of the utility concept as discussed in Chapter 3. These six axioms are 
briefly and simply listed below.
A3.1.1 List of Underlying Axioms
Axiom (1) Vhen faced with two alternative outcomes in a decision, any 
decision maker will either prefer one of them to the other, or be indifferent 
between them.
Axiom <2) Vhen faced with three alternative outcomes from a decision A, B, C, 
if the decision maker prefers A to B and B to C it follows that A will be 
preferred to C. In other wards, when ranking preferences, the decision maker 
is consistent <this quality is called transitivity).
Axiom (3) If a decision maker prefers outcome A to outcome B and outcome B 
to outcome C, then there exists some lottery between A and C where the 
decision maker will be indifferent between the lottery and a certainity of 
receiving outcome B. A lottery is the probability risk or chance of an 
outcome. For example, if the lottery A is on the basis of a 50/50 chance <0.5 
lottery), it means that there is half a chance that A would occur.
Axiom (4) If a decision maker is indifferent between lottery A and lottery
B, and is indifferent between lottery C and lottery D, then he will also be
-290-
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indifferent between, on one hand, a lottery involving A and C and, on the 
other hand, a lottery involving B and D, providing the probabilities are the 
saae.
Axiom (5) In any choice involving two lotteries each with the same outcomes, 
but different probabilities of these outcomes occurring, a decision maker 
will prefer the lottery which offers the highest probability of obtaining the 
larger outcome.
Axiom (6) If the outcomes of a lottery are composed of a further lottery, 
then a decision maker will judge the initial lottery in terms of the final 
probabilities of obtaining the outcomes in the further lottery.
- 291 -
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APPENDIX 4 : BASIC REFERENCE LOTTERY TECHNIQUE
A4.1 BASIC REFERENCE LOTTERY
The basic reference lottery is a useful technique commonly adopted by 
decision makers or managers to explore their relative preferences of a 
utility function between two points [36,40,611. The two points are its best 
and worst possible outcomes and are measured with respect to a utility 
scale. To construct a utility function between the two outcomes, a number of 
intermediate outcomes are to be established. Probabilities are assigned to 
the best and worst possible outcomes for the decision in question at each 
intermediate outcome. By determining the set of immediate outcomes, the 
utility function can then be plotted.
To Illustrate, a minimising cost utility function is to be constructed 
between two possible outcomes. The best and worst possible cost outcomes are 
given as £100 and £500 respectively which are to be measured onto a 0-100 
utility scale. It is self evident that £500 and £100 would correspond to the 
extreme points (0 and 100 respectively) on the utility scale as shown in 
Fig. A4.1.1. For the purpose of this discussion, three intermediate outcomes 
which relate to the set of utility points 25, 50 and 75 are to be 
established which would then be used to plot the utility function. This 
requires the decision maker to state the certainty of the outcomes for the 
different questions asked as listed below :-
Intermediate Point 1 (25 Utility Point)
The first question is that at what value would a certainty of a cost outcome
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be indifferent to that of a lottery of XI00 at 0.25 probability or X500 at
0.75 probability ?
Over this range (0-50), suppose after much consideration, the decision maker 
decides to adopt the risk-adverse approach as shown by a concave curve in 
Fig. A4.1.1. This means that the decision maker is relatively happier to be 
getting away from a bad outcome than is unhappy at forgoing a good one. 
Thus, the need of paying any more extra over this range is to be avoided. 
Assuming that for a lottery of XI00 at 0.25 probability, the decision maker 
considers that the equivalent certainty cost outcome to be X420. This means 
that if certainty of the outcome is less than X420 the lottery is preferred,
and if above this certainty is to be chosen.
Intermediate Point 2 (50 Utility Point)
The next question to be asked is that at what value would a certainty of a
cost outcome be indifferent to that of a lottery of X100 at 0.5 probability 
or X500 at 0.5 probability?
Supposing at this intermediate outcome, the decision maker decides to adopt 
a risk-neutral approach as the problem now operates between the two extreme 
outcomes. This means that the decision maker gets equal pleasure from a unit 
increase in outcome or equal displeasure from a unit decrease in outcome. 
Thus, a certainty value of X300 would be stated which is equivalent to 
having a 50X chance of needing either to pay X100 or X500.
Intermediate Point 3 (75 Utility Point)
The last question to be asked is that at what value would a certainty of a
-293-
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cost outcome be indifferent to a lottery of £100 at 0.75 probability (or 
£500 at 0.25 probability)?
To achieve a more cost effective system, the decision maker at this range 
(50-100) may adopt a risk-seeking approach. This means that the decision 
maker is getting relatively more pleasure of achieving a good outcome than 
the displeasure of suffering a bad outcome. Thus, the decision maker is 
willing to risk the chance of having to pay more than forgoing the 
opportunity of finding a cheaper solution. Assuming that for a lottery of 
£100 at 0.75 probability, the decision maker states the equivalent certainty 
outcome to be £150. This means that if certainty of the outcome is less than 
£150 the lottery is preferred, and if above this certainty is to be chosen.
Fig. A4.1.1 shows all the intermediate outcomes marked and the cost utility 
function plotted. It can be seen that the slope of the utility function 
changes Implying that the decision maker has differing sensitivities to 


















FIG. A^.1.1 Establishing a Utility Function Using the Basic
Reference Lottery Technique
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APPEJTDIX 5: Oliver's and Gates' Belt Life Equations
A5.1 VEE BELT LIFE EQUATIONS
Two empirical formulae for predicting vee belt life have been 
considered. They are the Gliver's [83] and Gates' [89] Belt Life Equations and 
their formulae are stated below. It has been found when dealing with the 
same design problem, the two formulae used to calculate belt life differ 
enormously or inconsistent with each other as discussed in Chapter 3.
A5.1.1 Oliver's Belt Life Equation
The Oliver's predictive formula, which is based on the assumption that edge 
cord stress governs V-belt fatigue is as follows 
I = Ki [Ko - v0]2 [Km - f J 2 L1 75 Vk 
where I  = Belt Life in Cycles attributed to a Single Pulley
Ki,Ko»Km = Experimental Constants,
L = Belt Length (in)
V = Belt Speed (ft/min) 
v0,vM = Oscillating and Kean Edge Cord Stresses (lb/in2) 
calculated from the formulae stated below:
Vo = [T i«  + Tb« — T 2 * ]/2 A  
and <rm = [T,. + Tb. + 2TC. + T2.]/2A
where Ti. = Corrected Tight-Side Edge Cord Tension (lb)
Tt>. = Edge Cord Tension due to Bending (lb)
Tc. = Edge Cord Tension due to Centrifugal Force (lb)
T2- = Slack-Side Edge Cord Tension (lb)
A = Kominal Area of Each Cord (in2)
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All formula constants and variables for each belt tested are obtained from 
Tables A5.1.1 and A5.1.2.
Predictive Belt Life for a Set of Pulleys
1/Id r lva — 1/Idrlving t 1/Vdrlvan
Determine the expected belt life in hours 
B = Idriv* x L / (12 x V)
A 5 . 1 . 2  G a t e s *  Belt Life Equation
Belt Life Procedure:
a) Determine the horsepower transmitted
hp = (T, — T2 )V/33000 
where Ti ,T2 = tensions in the tight and slack sides respectively 
V = Belt Speed (ft/min) (given as V = xdn/12) 
d = pitch diameter (in) 
n = speed (rpm)
b) Calculate Bending Force
Tb = Kb/d
where Kb = is a constant (see Table A5.1.3)
c) Calculate Centrifugal Force
Tc = Kc (V/1000)2 
where Kc = is a constant (see Table A5.1.4)
d) Sum the foregoing forces
F = Tt + Tb + Tc
e) Calculate number of cycles attributed to a single pulley
I  = (Q/F>~ 
where Qjc = constants (see Table A5.4)
f) Calculate Belt Life for a Set of Pulleys
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1 / I d  r i v «  1 / I d  r i v l o g  +  1 / I d w - W . r ,
g) Detemine the expected belt life in hours 
B = Sdrw. x L / (12 x V) 
where L = Belt Length (in)
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TABLE A5.1.2 Coefficients for Corrected Tight-Side
Edge Cord Tension
(01 iver's Equat ion)
Section Kt
Peak Force F
A t 10• A t 10* A t / 0 ‘ °
A 220 0.561 128 104
B 576 0.965 221 179
C 1,600 1.716 392 319
D 5,680 3.498 801 651
E 10,850 5.041 1,153 937
3V 230 0.425 166 138 110
5V 1,098 1.217 383 319 255
8V 4,830 3.288 846 705 564
Data courtesy Gates Rubber Co., Denver, Colorado.




10*-10* Force Peaks 10*-10l ° Force Peaks Minimum
Sheave
DiameterQ X Q X
A 674 11.089 3.0
B 1,193 10.924 5.0
C 2,038 11.173 8.5
D 4,208 11.105 13.0
E 6,061 11.100 21.6
3V 728 12.464 1,062 10.153 2.65
5V 1,654 12.593 2,394 10.283 7.1
8V 3,638 12.629 5,253 10.319 12.5
TABLE A5.1.L Design Constants for Vee Belts
(Gates' Equation)
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