Abstract. We consider the problem of preprocessing an n-vertex digraph with real edge weights so that subsequent queries for the shortest path or distance between any two vertices can be efficiently answered. We give algorithms that depend on the treewidth of the input graph. When the treewidth is a constant, our algorithms can answer distance queries in O(α(n)) time after O(n) preprocessing. This improves upon previously known results for the same problem. We also give a dynamic algorithm which, after a change in an edge weight, updates the data structure in time O(n β ), for any constant 0 < β < 1. Furthermore, an algorithm of independent interest is given: computing a shortest path tree, or finding a negative cycle in linear time.
Introduction.
Finding shortest paths in digraphs is a well-studied and important problem with many applications, especially in network optimization (see, e.g., [2] ). The problem is to find paths of minimum weight between vertices in an n-vertex, m-edge digraph with real edge weights (Section 2). In the single-source problem we seek such paths from a specific vertex to all other vertices and in the all-pairs shortest paths (APSP) problem we seek such paths between every pair.
For general digraphs the best algorithm for the APSP problem takes O(nm + n 2 log n) time [14] . An APSP algorithm must output paths between (n 2 ) vertex pairs and thus requires this much time and space. A more efficient approach is to preprocess the digraph so that, subsequently, queries can be efficiently answered. A query specifies two vertices and a shortest path query asks for a minimum weight path between them, while a distance query only asks for the weight of such a path. This approach is particularly promising when the digraph is sparse, i.e., m = O(n).
Under this approach, shortest paths in planar and outerplanar digraphs have been intensively studied [10] , [12] , [13] . The results in these papers, when specialized to outerplanar digraphs, are as follows. In [13] it was shown that after O(n) preprocessing, a shortest path or distance query is answered in O(L +log n) time (where L is the number of edges of the reported path). In [10] a different approach reduces the distance query time to O(log n) (with the same preprocessing time). Recently, in [12] , the distance query time has been improved to O(α(n)), where α(n) is the inverse of Ackermann's function [1] and is a very slowly growing function.
Another important subclass of sparse graphs is the class of graphs with bounded treewidth. The study of graphs using the treewidth as a parameter was pioneered by Robertson and Seymour [17] and continued by many others (see, e.g., [4] - [6] and [8] ). Roughly speaking, the treewidth of a graph G is a parameter which measures how close the structure of G is to a tree. (A formal definition is given in Section 2.) Graphs of treewidth t are also known as partial t-trees and have at most tn edges. In [7] the same bounds as in [10] are claimed for the above problem on digraphs with treewidth at most 2 (though no details are given). Classifying graphs based on treewidth is useful because diverse properties of graphs can be captured by a single parameter. For instance, the class of graphs of bounded treewidth includes series-parallel graphs (t = 2), outerplanar graphs (t = 2), graphs with bounded bandwidth, and graphs with bounded cutwidth [4] , [6] . Thus giving efficient algorithms parameterized by treewidth is an important step in the development of better algorithms for sparse graphs.
In this paper we consider the APSP problem for digraphs of small treewidth. Our main result is an algorithm that, for digraphs of constant treewidth, after O(n) preprocessing answers a distance query in O(α(n)) time and a shortest path query in O(Lα(n)) time. This improves the distance query time bounds for outerplanar digraphs in [7] , [10] , [12] , and [13] . The data structures in [12] and [13] are not dynamic, while those in [7] and [10] are dynamic. After a change in the weight of an edge, the data structures in [7] and [10] can be updated in O(log n) time. We also give a dynamic data structure that does not achieve this update bound, but does achieve a sublinear one. In particular, we can perform updates 4 in O(n β ) time, for any constant 0 < β < 1, maintaining the previous query times.
We actually show a tradeoff between the preprocessing and query times which is parameterized by the treewidth of the graph and an integer 1 ≤ k ≤ α(n). Specifically, for a digraph of treewidth t and any integer 1 ≤ k ≤ α(n), we give an algorithm that achieves distance (resp. shortest path) query time O(t 3 k) (resp. O(t 3 k L)). The preprocessing bound required is O(t 3 n log n), when k = 1, O(t 3 n log * n), when k = 2, and decreases rapidly to O(t 3 n) when k = α(n) (Section 4). We note that graphs of treewidth t may have (tn) edges.
Concerning the single-source problem, most algorithms either construct a shortest path tree rooted at a given vertex, or find a negative weight cycle. Constructing a shortest path tree is often easier when the digraph has nonnegative edge weights. For general digraphs with nonnegative real edge weights the best algorithm takes O(m + n log n) time [14] to construct the shortest path tree. If the digraph contains negative real edge weights, then one needs O(nm) time to either construct a shortest path tree, or find a negative weight cycle [2] . For outerplanar digraphs, in O(n) time, a shortest path tree can be constructed [10] , [11] , or a negative cycle can be found [15] . For planar digraphs with nonnegative real edge weights, an O(n) time algorithm for computing a shortest path tree is given in [16] ; with negative but integer edge weights larger than −L (L ≥ 1), the same paper gives an O(n 4/3 log(nL)) time algorithm which constructs a shortest path tree, or finds a negative cycle. The best algorithm to construct a shortest path tree, or find a negative cycle in a planar digraph with real edge weights takes (in the worst case) O(n 1.5 log n) time [15] .
We also give here an O(n) time algorithm that, for digraphs of constant treewidth, either constructs a shortest path tree or finds a negative cycle (Section 3). This generalizes the results in [15] for outerplanar digraphs. To the best of our knowledge, this is the most general class of graphs for which the complexity of computing a shortest path tree matches that of finding a negative cycle.
All of our algorithms start by computing a tree-decomposition of the input digraph G. The tree decomposition of a graph with constant treewidth can be computed in O(n) time [8] . The main idea behind our algorithms is the following. We define a certain value for each node of the tree-decomposition of G, and an associative operator on these values. We then show that the shortest path problem reduces to computing the product of these values along paths in the tree-decomposition. Algorithms to compute the product of node values along paths in a tree are given in [3] and [9] . Our preprocessing versus query time tradeoff arises from a similar tradeoff in [3] and [9] . The dynamization of our data structures is based on the above ideas and on a graph partitioning result which is of independent interest. The paper is organized as follows. In Section 2 we give preliminary results and define the treewidth of a graph. In Section 3 we show the reduction of the shortest paths problem to computing products of values along paths in the tree-decomposition, and we present the algorithms for the single-source and the negative cycle problems. Our static data structures for the APSP problem are presented in Section 4, while our dynamic data structures are described in Section 5.
Preliminaries.
In this paper we are concerned with finding shortest paths or distances between vertices of a directed graph. Thus, we assume that we are given an n-vertex weighted digraph G, i.e., a digraph G = (V (G), E(G)) and a weight function wt: E(G) −→ R. We call wt (u, v) the weight of edge u, v . The weight of a path in G is the sum of the weights of the edges on the path. For u, v ∈ V (G), a shortest path in G from u to v is a path whose weight is minimum among all paths from u to v. The distance from u to v, written as δ(u, v) or δ G (u, v) , is the weight of a shortest path from u to v in G. A cycle in G is a (simple) path starting and ending at the same vertex. If the weight of a cycle in G is less than zero, then we say that G contains a negative cycle. It is well known [2] that shortest paths exist in G, iff G does not contain a negative cycle.
For a subgraph H of G, and vertices x, y ∈ V (H ), we denote by δ H (x, y) the distance of a shortest path from x to y in H . A shortest path tree rooted at v ∈ V (G) is a tree such that, ∀w ∈ V (G), the tree path from v to w is a shortest path in G from v to w.
Let G be a (directed or undirected) graph and let
we denote the subgraph of G induced on W . Let V 1 , V 2 , and S be disjoint subsets of V (G). We say that S is a separator for V 1 and V 2 , or that S separates V 1 from V 2 , iff every path from a vertex in V 1 (resp. V 2 ) to a vertex in V 2 (resp. V 1 ) passes through a vertex in S. Let H be a subgraph of G. A cut-set for H is a set of vertices C(H ) ⊆ V (H ), whose removal separates H from the rest of the graph. DEFINITION 2.1. Let H be a digraph, with V 1 , V 2 , and U a partition of V (H ) such that U is a separator for V 1 and V 2 . Let H 1 and H 2 be subgraphs of 
. Consider a shortest path from x to y in H 1 . Construct a walk from x to y in H by replacing, in the above path from H 1 , all H 2 -edges by a path in H 2 of the same weight and all H -edges by a path in H of the same weight (both of which exist, by construction). Now this walk has weight δ H 1 (x, y) and a shortest path in H 1 from x to y cannot weigh more. We now show that δ
. Consider a shortest path from x to y in H . Find all maximal (with respect to the number of edges) subpaths that are contained in H 2 . These paths must start and end in vertices in U . Let W be the weight of one such path (in H 2 ) from u to v, u, v ∈ U . Then H 1 has an edge u, v with weight either δ H 2 (u, v) or δ H (u, v), both of which are at most W . Construct a path from x to y in H 1 by replacing each such subpath by the corresponding H 2 -edge or H -edge in H 1 . The resulting path has weight at most δ H (x, y).
A tree-decomposition of a (directed or undirected) graph G is a pair (X, T ) where T = (V (T ), E(T )) is a tree and X is a family
and also the following conditions hold:
The treewidth of a tree-decomposition is max i∈V (T ) |X i | − 1. The treewidth of G is the minimum treewidth over all possible tree-decompositions of G.
FACT 2.1 [8] .
(a) For all constant t ∈ N, there exists an O(n) time algorithm which tests whether a given n-vertex graph G has treewidth ≤ t and if so, outputs a tree-decomposition (X, T ) of G with treewidth ≤ t, where |V (T )|
= n − t. (b) We can, in O(n) time, convert (X, T ) into another tree-decomposition (X b , T b ) of G
with treewidth t, where T b is a binary tree and |V (T b )| ≤ 2(n − t).
Part (b) of the above fact follows by the usual binarization of an arbitrary tree. We use this in Section 5. Given a tree-decomposition of G, we can quickly find separators in G, as the following proposition shows. PROPOSITION 2.1 [17] . Let G be a graph and let (X, T ) be its tree-decomposition. Also let e = (i, j) ∈ E(T ) and let T 1 and T 2 be the two subtrees obtained by removing e from T . 
Constructing a Shortest
For a set of distance tuples, M, define minmap(M) to be the set {(a, b, c):
, among all tuples with the same first and second components, minmap retains only the tuples with the smallest third component.
Let M 1 and M 2 be sets of distance tuples. Define the operator
Let G be a digraph with real edge weights. For
Let G be an n-vertex weighted digraph without negative cycles and let (X, T ) be a tree decomposition of G, with treewidth t. Then, for i ∈ V (T ), we define
The following lemma shows that we can compute δ(a, b) by computing the product of the γ values on the path in T between nodes i and j such that a ∈ X i and b ∈ X j .
LEMMA 3.1. Let G, (X, T ), and γ (i), for i ∈ V (T ), be as in Definition
PROOF. It is easy to show, from the definitions of P(X, Y ) and of
is the weight of the shortest x to w path that includes a vertex in Y ∩ Z (this vertex may be x or w)}.
We prove the lemma by induction on p. If p = 1, then the lemma holds by the definition of γ (v 1 ). If p > 1, then by the inductive hypothesis,
The following lemma shows that we can efficiently compute the γ values for each node of a tree-decomposition. The algorithm repeatedly shrinks the tree, by absorbing the subgraphs corresponding to leaves. When the tree is reduced to a single node, the algorithm computes γ using brute force, for this node, since the distances are preserved during absorption. Then it reverses the shrinking process and expands the tree, using the γ values already computed to compute γ values for the newly expanded nodes. (u, v) is equal to the weight of the shortest path found, then set Int(u, v) = null.
LEMMA 3.2. Let G be an n-vertex weighted digraph and let (X, T ) be the tree decomposition of G, of treewidth t. For each pair u
, v such that u, v ∈ X i for some i ∈ V (T ), let Dist(u, v) = δ(u, v) and Int(u, v) = x,
PROOF. Initially all the values
If |V (T )| = 1, we are done. Otherwise remove l from T and call the resulting tree
Inductively run the algorithm on G . If a negative cycle is found in G , then a negative cycle in G can be found by replacing any edges added during the absorption by their corresponding paths in G[X l ]. Hence, we may assume that G does not contain a negative cycle.
For (a, b) for a, b ∈ X l as before.
For wt (a, b) = δ G (a, b) . Thus, the values computed are correct for all pairs a, b which completes the induction. The time analysis follows easily.
The construction of a shortest path tree is given in the next theorem. Let y ∈ V (G) and let j ∈ V (T ) such that y ∈ X j . By Lemma 3.1, the value stored at vertex j during the DFS is P(X i , X j ) which contains the tuple (s, y, δ(s, y) ). Thus, we may assume that, for each y ∈ V (G), we have the value δ(s, y). To construct the shortest path tree T , we do the following: Starting with s, we check which vertices u adjacent to s satisfy δ(s, u) = wt (s, u). All such vertices are the children of s in T . We proceed similarly with each one of these children of s. At a given point a subtree T * of T has been constructed and let u be any leaf of T * . Then the children of u in T will be those vertices v adjacent to u which satisfy δ(s, v) = δ(s, u) + wt (u, v) and v ∈ T * . It is easy to see that such a vertex must exist, by considering a shortest path from s to v. A simple induction argument shows that the above procedure creates a shortest path tree rooted at s. The above procedure for constructing T can be carried out in O(n) time, using a simple breadth-first-search in G starting at s.
The following is now immediate from Fact 2.1, Lemma 3.2, and Theorem 3.1. 
Shortest Path and Distance Queries. For a function
The functions I k (n) decrease rapidly as k increases; note, for example, that
The following theorem was proved in [3] and [9] .
THEOREM 4.1. Let • be an associative operator defined on a set S, such that for q, r ∈ S, q • r can be computed in O(m) time. Let T be a tree with n nodes such that each node is labeled with an element from S. Then: (i) for each k ≥ 1, after O(mn I k (n)) preprocessing, the composition of labels along any path in the tree can be computed in O(mk) time; and (ii) after O(mn) preprocessing, the composition of labels along any path in the tree can be computed in O(mα(n)) time.
We use this in the proof of the following.
THEOREM 4.2. For any integer t and any k ≥ 1, let G be an n-vertex weighted digraph of treewidth at most t, whose tree-decomposition can be found in T (n, t) time. Then the following hold: (i) After O(t 3 n I k (n) + T (n, t)) time and space preprocessing, distance queries in G can be answered in time O(t 3 k). (ii) After O(t 3 n + T (n, t)) time and space preprocessing, distance queries in G can be answered in time O(t 3 α(n)).

PROOF. First, we compute the tree-decomposition (X, T ) of G. By Lemma 3.2, we compute values Dist(u, v) for u, v such that u, v ∈ X i for some i ∈ V (T ). From these values, we can easily compute γ (i), ∀i ∈ V (T ).
By Theorem 4.1 we preprocess T so that product queries on γ can be answered. Given a query, u, v ∈ V (G), let i, j be vertices of T such that u ∈ X i and v ∈ X j . We ask for the product of the γ values on the path between i and j. By Lemma 3.1, the answer to this query contains the information about δ(u, v). The bounds follow easily by the ones given in Theorem 4.1 and by the fact that the composition of any two γ values can be computed in O(t 3 ) time.
THEOREM 4.3. For any integer t and any k ≥ 1, let G be an n-vertex weighted digraph of treewidth at most t, whose tree-decomposition can be found in T (n, t) time. Then the following hold: (i) After O(t 3 n I k (n) + T (n, t)) preprocessing, we can answer shortest path queries in G in time O(t 4 k L), where L is the number of edges of the reported path. (ii) After O(t 3 n + T (n, t)) preprocessing, we can answer shortest path queries in G in time O(t 4 α(n)L), where L is the number of edges of the reported path.
PROOF. We first compute a tree decomposition (X, T ) of G. In the preprocessing phase we compute the following data structures. Using Lemma 3.2, we compute the values
Dist(u, v) and Int(u, v), for all pairs u, v ∈ X i , for some i ∈ V (T ). From the Dist values, we compute γ (i), ∀i ∈ V (T ).
We use Theorem 4.2 to compute a data structure in O(t 3 n I k (n)) (or in O(t 3 n)) time so that distance queries can be answered in time
). Root the tree T arbitrarily. Define, for each vertex v ∈ V (G), h(v) to be the tree node i such that v ∈ X i and i is the closest such node to the root of the tree. Preprocess T so that h(v) can be found in constant time. Such a preprocessing can easily be done with, say, a DFS of T . Further, preprocess T so that lowest common ancestor (LCA) queries can be answered in constant time. Clearly, the time for the preprocessing is dominated by the time required by Theorem 4.2.
Let the query be for the shortest path between u and v. We first show that it is sufficient to consider the case when h(u) is a descendant of h(v) in T , or vice versa. Suppose h(u)
and h(v) are not descendants of each other. Then let i be the LCA of the two. By Proposition 2.1, a shortest path from u to v passes through some vertex z = u, v in X i , and δ (u, v 
) = δ(u, z) + δ(z, v). By O(t) queries, we can find this vertex z and then find the shortest paths from u to z and from z to v, and h(u) and h(v) are both descendants of h(z).
Therefore
, assume h(u) is a descendant of h(v). (A similar argument holds when h(v) is a descendant of h(u)
.) The query algorithm first checks if u and v both belong to X i , for some i ∈ V (T ). In particular, if there exists such an X i , then u and v appear together in X h(u) . If they do, then, if Int(u, v) = null, the algorithm returns the edge u, v . If Int(u, v) = x = null, the algorithm recursively queries for the shortest paths from u to x and from x to v, and returns the concatenation of these two paths. Therefore, assume that u and v do not appear together in any X i . Let p be the parent of h(u) in T . Then, by Proposition 2.1, there exists a vertex z ∈ X p such that a shortest path from u to v passes through z, hence, δ(u, v) = δ(u, z) + δ (z, v) . (Note that z may be v.) This vertex can be found with O(t) distance queries. The algorithm recursively queries for the shortest paths from u to z and from z to v, and returns the concatenation of these two paths.
A simple induction shows that the query algorithm returns a path in
where L is the number of edges of the reported path.
The following is immediate from Fact 2.1 and Theorems 4.2 and 4.3.
COROLLARY 4.1. Let G be an n-vertex weighted digraph of constant treewidth and let k ≥ 1 be any constant integer. Then the following hold: (i) After O(n I k (n)) time and space preprocessing, distance queries in G can be answered in O(k) time, while shortest path queries can be answered in O(k L) time (where L is the number of edges of the reported path). (ii) After O(n) time and space preprocessing, distance queries in G can be answered in O(α(n)) time, while shortest path queries can be answered in O(Lα(n)) time (where L is the number of edges of the reported path).
Dynamization.
In this section we give our dynamic data structures and algorithms.
The following lemma about graph partitions plays a key role.
LEMMA 5.1. Given an n-vertex digraph G, a binary tree-decomposition of G of treewidth t, and a positive integer
1 ≤ m ≤ n, we can, in O(t 2 n) time, divide G into q ≤ 16n/m subgraphs H 1 , .
. . , H q , and construct another subgraph H such that: (i) H i has at most tm vertices and a cut-set C(H i ) of size at most 3t; (ii) H is the induced subgraph on vertices q i=1 C(H i ), augmented with edges x, y , x, y ∈ C(H i ) for each 1 ≤ i ≤ q; and (iii) we have a binary tree decomposition of treewidth t for each H i and a binary tree decomposition for H of treewidth 3t.
PROOF. Let the binary tree-decomposition of G be (X, T ). Then, by Fact 2.1, T has at most 2n nodes. We partition T into at most 16n/m connected components, each with at most m nodes, such that each component is connected with the rest of the tree via at most three edges. Once we have done this, it is easy to get the desired graph partition. For each component T i , 1 ≤ i ≤ q, create a subgraph H i , that is the induced subgraph of G on the vertices in v∈V (T i ) X v . Note that T i is a tree decomposition of H i . The number of vertices in H i is at most t|V (T i )| = tm. Let v 1 , v 2 , and v 3 be the nodes through which T i is connected to the other components. Then C(H i ) = X v 1 ∪ X v 2 ∪ X v 3 , and C(H i ) has at most 3t vertices. H is constructed by constructing a clique on C(H i ) for each 1 ≤ i ≤ q. The tree decomposition for H is constructed by shrinking each component T i into a single node u and assigning X u = C(H i ). It is easily verified that this is a tree decomposition of H of width 3t. Once the partition of T is computed, the time required to construct the cliques is (3t) 2 q and the time for the remaining operations is bounded by the size of G, i.e., O(tn). To prove the lemma, it suffices to find the promised tree partition in O(n) time.
We assign each node of T an initial weight of 1. A number of rounds of a grouping algorithm (to be described later) follow. Each round, corresponding to an execution of the grouping algorithm, starts with a p-node binary tree with weights on the nodes. The nodes are partitioned into at most 2 p/3 + 1 groups of one, two, or three nodes such that each group is (i) a connected component and (ii) connected to the rest of the tree via at most three edges. If the combined weight of any group's nodes is W ≤ m, then we shrink the corresponding connected component into a single vertex of weight W whose neighbors are the (at most three) nodes that were adjacent to the connected component. If the number of groups with weight more than m is greater than p/8, we stop; otherwise we proceed to the next round. Each round takes O( p) time, as shown later.
We now show that in each round, the number of nodes shrinks by a constant factor, which implies that the total time taken is O(n). Let i be the number of overweight groups, i.e., with weight more than m. Since each of the other groups is shrunk to a single node and each overweight group has at most three nodes, the number of nodes in the resulting tree is at most 2 p/3 + 1 + 2i. Since i ≤ p/8, this number is at most 11 p/12 + 1.
At the end, we have i ≥ p/8. Since each of the i groups has weight more than m, and the total weight of nodes in the tree is 2n, we have mi ≤ 2n, which implies p ≤ 16n/m. The required partition is obtained by replacing each node by the connected component that was shrunk into it during the above process. The construction ensures that each component has at most m nodes and is connected to the rest of the tree via at most three edges.
We now describe the grouping algorithm which runs in O( p) time on a tree with p nodes. Root the tree at any node of degree 1 or 2. Define a chain to be a maximal subpath, excluding the root, of a path from the root to a leaf which consists of only nodes of degree 1 or 2. It is possible to identify, in O( p) time, all the chains using, say DFS. If the length (i.e., the number of nodes) of a chain is at least 2, then form groups of size 2 or 3 out of subchains, such that each node in the chain belongs to some group. If the length of the chain is 1, then create a group for the parent of the node and put the node in the same group with its parent. Any node that is not yet in some group must be a degree 3 node, or the root. Place it in a group by itself. These two steps can again be done in O( p) time. It is easily verified that the groups thus formed are node-disjoint connected components that are connected to the rest of the tree via at most three edges.
Let T 3 , T 2 , and T 1 denote the number of degree 3, 2, and 1 nodes, respectively, so that T 3 + T 2 + T 1 = p. Write R for the number of groups formed. Observe that each node of degree 1 or 2, excepting the root, is placed in a group of size at least 2. Thus, the number of groups without any degree 3 node is at most (T 2 + T 1 − 1)/2. The number of groups with a degree 3 node is at most T 3 . Thus, R is upper bounded by the sum
On the other hand, each degree 1 node, except possibly the root, is placed in a group with some other node, so R is less than p by at least the number of degree 1 nodes minus one. Hence, R ≤ p − T 1 + 1. It is an easy fact about binary trees that T 3 = T 1 − 2, which yields
Our dynamic algorithm works as follows. It divides the digraph into subgraphs with disjoint edge sets and small cut-sets, and constructs another (smaller) digraph-the reduced digraph-by absorbing each subgraph. The sizes of the subgraphs are chosen so that the subgraphs and the reduced digraph both have size roughly √ n. The algorithm then constructs a query data structure for each subgraph and for the reduced digraph. Queries can be efficiently answered by querying these data structures. Since the edge sets are disjoint, a change in the weight of an edge affects the data structure for only one subgraph. Then the data structure of this subgraph is updated. This may result in new distances between vertices in its cut-set, which appear in the reduced digraph as changes in the weights of edges between these cut-set vertices. Since the cut-set is small, the weights of only a few edges in the reduced digraph change. The data structure for the reduced digraph is updated to reflect these changes. Thus an update in the original digraph is accomplished by a small number of updates in subgraphs of size √ n. This idea is recursively applied below to further reduce the update time.
Let Dyn(G, P, U, Q) denote a dynamic data structure for a digraph G, where O(P) is the preprocessing time and space to be set up, O(Q) is the time to answer a distance query, and O(U ) is the time to update it after the modification of an edge-weight. THEOREM 5.1. For all positive integers t, r , given an n-vertex weighted digraph G, and a binary tree-decomposition of G of treewidth t, we can construct the following dynamic data structures:
PROOF. We prove part (i). Part (ii) can be proved similarly. We use induction on r . For r = 1, the basis is given by the static data structure of Theorem 4.2, with updates implemented by simply recomputing the data structure. We use the notation D(G, n, r, t) for Dyn(G, c r t
. Assume that the theorem holds for any r < r . We show how to construct D (G, n, r, t) .
Use Lemma 5.1 (with parameter m = 8 √ n) to divide G into subgraphs H 1 , . . . , H q , q ≤ 2 √ n, each with at most 8t √ n vertices and construct H which has at most (3t)2 √ n vertices. Define G i to be H i with all edges joining pairs of vertices in its cut-set deleted. Define G to be H with edges x, y weighted δ G i (x, y) for each pair x, y ∈ C(G i ), 1 ≤ i ≤ q. Replace multiple edges by the edge of minimum weight. Note that G is exactly the graph obtained by absorbing G 1 , G 2 , . . . , G q into the rest of the graph. By Lemma 2.1, it follows that
Then any path from u to v must pass through a vertex in each of the cut-sets of G i and G j . Then we have
If we are able to make queries of the form δ G i (x, y) and δ G (x, y), the above directly yields a query algorithm for any pair of vertices x, y.
Write n i for |V (G i )| and n for |V (G )|. Note that Lemma 5.1 also gives us a treedecomposition of treewidth t for each subgraph G i , and a tree-decomposition of treewidth 3t for G . Thus we can inductively construct D(G i , n i , r − 1, t) for each 1 ≤ i ≤ q, which enables us to answer queries of the form δ G i (x, y), and D(G , n , r −1, 3t) , which enables us to answer queries of the form δ G (x, y) . The data structure D (G, n, r, t) is the union of the above data structures.
The update procedure is the following: 
We query the updated data structure for δ G i (x, y), x, y ∈ C(G i ), and change the weights of the corresponding edges of G , updating the data structure for G after each change. That the procedure is correct follows from the fact that changing the weight of an edge in
, again, by repeated applications of Lemma 2.1. After the last update, the data structure for G yields correct distances in G, between vertices in V (G ). Now suppose we change the weight of an edge belonging to G . Then the distances δ G i (x, y) do not change. Thus, in this case, we simply update the data structure for G .
This completes the description of the preprocessing, query, and update algorithms. Let the time taken for preprocessing, querying, and updating D(G, n, r, t) be P(r, t)n, Q(r, t)α(n), and U (r, t)n (1/2) r −1 , respectively. Writing N = max{n i : 1 ≤ i ≤ q}, we have the following recurrences:
The terms in the recurrence for P(r, t)n are for constructing the G i 's and G using Lemma 5.1, for constructing D(G i , n i , r − 1, t) for each G i , and for constructing D (G , n , r − 1, 3t) . The terms in the recurrence for Q(r, t)α(n) are for the two queries in G i and G j and for the query in G , which have to be made for each pair of vertices, one in the cut-set of G i and one of G j . The terms in the update recurrence are for updating G i , and then updating the edges in G between vertices in the cut-set of G i .
By construction, n , N ≤ 8t √ n. The sum of the number of vertices in each G i cannot exceed the number of vertices in the initial tree decomposition, so q i=1 n i ≤ 2tn. Making these substitutions in the above recurrences and estimating gives:
It is easily verified that the claimed bounds satisfy the recurrences above. Thus we can construct D (G, n, r, t) , completing the induction.
The algorithms described above give answers to distance queries only. We briefly discuss now how they can be modified to answer path queries as well, in time O(c 2r t 2 k L) (or O(c 2r t 2 Lα(n))). It is clear, by the proof of Theorem 5.1, that if we are able to answer shortest path queries in any G i and in G , then we can answer a shortest path query between any two vertices x and y in G. Shortest path queries in any G i and in G are answered by constructing recursively dynamic data structures D(G i , n i , r − 1, t) and D(G , n , r − 1, 3t) (which now answer shortest path queries as well) in a similar way to that described in the proof of Theorem 5.1. For the basis (r = 1), we simply use our static data structures of Theorem 4.3.
We additionally maintain in D(G , n , r − 1, 3t) a pointer Int G i (x, y) = z, for every edge x, y in G , where z is an intermediate vertex in the shortest path from x to y in G and z belongs to that G i which gives the minimum weight path between x and y. If δ G (x, y) = wt (x, y), we set Int G i (x, y) = null. Note that this additional information can be easily computed during the preprocessing of G and will help us to output the real shortest path from its encoded version in G : Int G i (x, y) will tell us which subgraph we have to query in order to find the shortest path represented by the edge x, y in G .
Hence, it remains to show how the above information is maintained during an update operation. Assume that the weight of an edge a, b in G is modified. If this edge belongs to some G j , then we update the data structure of G j . This will probably result in new shortest paths between vertices x, y in C(G j ). Then, by querying the updated data structure of G j , we change the weight of the corresponding edge in G , as well as the value of Int G i (x, y), and update the data structure of G . We repeat this for each such pair x, y. If a, b belongs to G , then we only update (as in the proof of Theorem 5.1) the data structure of G .
This completes the description of the modifications of our dynamic algorithms to answer shortest path queries. The claimed query bound follows easily by a similar analysis to that given in the proof of Theorem 5.1.
As a final remark to our dynamic algorithms, we note that before running an update procedure after a change in the weight of an edge, we have to ensure that this change does not create a negative cycle in G. This can be easily tested as follows. Let u, v be an edge with weight wt (u, v) and let wt (u, v) be its new weight. Clearly, the new weight wt (u, v) creates a negative cycle in G iff δ G (v, u) + wt (u, v) < 0. This test takes time proportional to that of finding δ G (v, u) and hence does not affect our update bounds.
We have therefore established the following theorem, whose proof follows directly from the above discussion, Fact 2.1, and Theorem 5.1 with r = 1 − log β. In both cases the data structures created during preprocessing can be updated in O(n β ) time after a modification of an edge weight or after an edge deletion.
