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The main results of this paper give a negative answer to the problem of transformations of
the linear non-homogeneous differential equations of order two into a homogeneous one,
by means of the internal elements of the non-homogeneous equation.
Other results, concerning perturbation bymeans of a sumwith a certainmapping z and
the exploitation of the methods are presented.
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1. Introduction and preliminaries
The linear non-homogeneous differential equation of the second order is basic engineering equation for solving problems
with internal resistances and external forces. It is believed that the equation is well elaborated. Fundamental tools for the
equation are knowledge of homogeneous differential equation of the second order and Lagrange’s method for variation of
constants.
However, there is the need to control oscillations.The problem is how to perturb external force z in order to obtain desired
behavior (a new oscillatoriness, monotonicity, limitedness of coefficients or solutions by various boundaries . . .).
The theoremon impossibility of transformation of non-homogeneous linear differential equation of the second order into
a new homogeneous, by means of elements of the solution of the non-homogeneous equation {y1 + YP , y2 + YP}where YP
is a particular integral of the non-homogeneous equation is presented first. An important and necessary theorem on one and
only YP for every solution of the homogeneous equation C1y1 + C2y2 where C1 and C2 are arbitrary constants is presented
in what follows.
In previous theory and practice of differential equations, an equation is formed after the conditions of actual engineering
problem, based on fundamental laws of physics. Very often the intention is to solve systems of differential equations by
the method of perturbation of coefficients, which consists of replacement of parts of coefficients by small parameter ε, and
solution is then treated by asymptotic methods with ε→ 0.
We are not aware that opposite has been done so far: for some subclasses of equations (for example non-homogeneous
equation) to derive perturbations not over coefficients but over solutions, and to form new equations with desired
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characteristics. For example, a non-homogeneous equation could be transformed to a homogeneous equation backed up
with a lot of theoretical elaboration.
It has beenproceeded in that sense in this paper. Basic and connecting formulaemostly related to forced linear oscillations
of the second order are given. The width of the problem has been addressed as well.
It is well known that linear non-homogeneous differential equation of the second order
y′′ + a(x)y′ + b(x)y = f (x) (1)
is solved in the way that corresponding homogeneous equation
y′′ + a(x)y′ + b(x)y = 0, (2)
and its general solution
y = C1y1 + C2y2 (3)
is subjected to variation of constants
C1 = C1(x), C2 = C2(x). (4)
C1 and C2 (functions of x now) are found so that (1) is fulfilled by (3) and (4). Thewell-known Lagrange’s formula for solution
of (1) is obtained
y = C1y1 + C2y2 + YP (5)
where YP is a particular integral of Eq. (1), given by
YP = y2
∫
f
W
y1dx− y1
∫
f
W
y2dx, (6)
whereW = W (y1, y2) =
∣∣∣y1 y2y′1 y′2∣∣∣ is the Wronskian of the functions y1, y2.
This classical Lagrange’s method represents transformation of non-homogeneous equation to homogeneous equation,
meaning that non-homogeneous equation is solved by the means of homogeneous equation. We are going to look for
possibilities for literal transformation of non-homogeneous equation to a new homogeneous equation, different from (2),
as there are many more results and theorems for it. Besides, the above classical Lagrange’s method is less useful with issues
like:
1. problem of zeros of solutions of non-homogeneous equation;
2. problem of changes or maintenance of oscillatoriness of solutions of non-homogeneous equation;
3. problem occurring when corresponding homogeneous equation (2) could not be solved exactly, but an approximate
method is used; examples with continuous (a, b, f ) are special functions {sinA x, cosA x} of an elliptical trigonometry based
on (2), and the representation by means of hyperbolical trigonometry {sinhA x, coshA x} given in the paper [1].
As solving the non-homogeneous equation (1) is in this way related to solving the homogeneous equation (2), we are
going to try to directly transform the non-homogeneous equation (1) to a homogeneous equation
v′′ + P(x)v′ + Q (x)v = 0 (7)
not employing variation of constants; the coefficients P(x) and Q (x) would be dependant on the coefficients {a, b, f } of
Eq. (1).
As the way of determination of locations of zeros of solutions of Eq. (2) by means of generalized Sturm’s theorems is
given in the papers [1,2], the form (7) world mostly be devoted to those issues.
2. Main results
2.1. Impossibility of direct transformation of a non-homogeneous equation into a homogeneous equation exclusively by means of
elements y1,2 and YP
At first, we are going to try to form a homogeneous equation of the type (7), if its particular integrals are chosen to be
v1 = y1 + YP and v2 = y2 + YP (8)
where y1 and y2 are givenwith (3), and YP is givenwith (6). Besides the other reasons for this, this procedure would have the
following practical importance: zeros of the solutions of the non-homogeneous equation, i.e. the solutions of the equations
y1,2 + YP = 0, would be solutions of the non-homogeneous equation v1,2 = 0. And that is an easier task, according to [1,2].
In order for the system (8) to be a fundamental system of the solutions of Eq. (7), it is necessary that Wronskian
W (v1, v2) = v′1v2 − v′2v1 =
(
y′1y2 − y′2y1
)+ Y ′P (y2 − y1)− YP (y′2 − y′1)
= W (y1, y2)+W (YP , y2 − y1)
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is different from zero. If Liouville’s formula is used
W = W0e−
∫
a(x)dx; W0 = 1
and YP is calculated, then there is
W (v1, v2) = W (y1, y2)
[
1+
∫
f (x)
W
(y1 − y2) dx
]
(9)
and the following theorem is derived.
Theorem 1. In order to form a homogeneous equation by means of the solutions (8) of the non-homogeneous equation (8), it is
necessary
1◦ W (y1, y2) 6= 0
2◦ 1+ ∫ f (x)W (y1 − y2) dx 6= 0.
Let us approach the calculation of coefficients P(x) and Q (x) in (7). After Liouville’s theory, there is the relation between
the coefficients and the particular integrals
P(x) = −v
′′
1v2 − v′′2v1
v′1v2 − v′2v1
, Q (x) = −v
′′
1v
′
2 − v′′2v′1
v′1v2 − v′2v1
(10)
where
v′′1v2 − v′′2v1 =
(
y′′1y2 − y′′2y1
)+ Y ′′P (y2 − y1)− YP (y′′2 − y′′1)
v′′1v
′
2 − v′′2v′1 =
(
y′′1y
′
2 − y′′2y′1
)+ Y ′′P (y′2 − y′1)− Y ′P (y′′2 − y′′1) .
After a long yet simple calculation there is
v′′1v2 − v′′2v1 = −a(x)W (y1, y2)
[
1+
∫
f
W
(y1 − y2) dx
]
v′′1v
′
2 − v′′2v′1 = b(x)W (y1, y2)
[
1+
∫
f
W
(y1 − y2) dx
]
.
 (11)
This way, on the basis of (11) and (9), (10) becomes
P(x) = a(x)W (y1, y2)
[
1+ ∫ fW (y1 − y2) dx]
W (V1, V2)
= a(x)
Q (x) = b(x)W (y1, y2)
[
1+ ∫ fW (y1 − y2) dx]
W (V1, V2)
= b(x)
so the desired homogeneous equation (7),meant to have the same fundamental solutions as the non-homogeneous equation
(1), is
v′′ + a(x)v′ + b(x)v = 0,
a form identical to the corresponding homogeneous equation (2). The difference is that v(x) has got a different meaning (8)
now. If the substitution v1,2 = y1,2 + YP is applied to the latter equation, there is(
y′′1,2 + a(x)y′1,2 + b(x)y1,2
)+ Y ′′P + a(x)Y ′P + YP = 0.
Further, if (2) and (6) are reused, there is
Y ′′P + a(x)Y ′P + YP = 0.
This means that it is possible to form a new linear homogeneous differential equation by means of (8) only if YP is again
a linear combination of y1 and y2, and not a function dependant on arbitrary f (x). If the latter equation for YP is elaborated
there is f (x) ≡ 0. This implies
Theorem 2 (Negative Theorem). It is not possible to form a homogeneous linear differential equation of the second order
exclusively by means of internal elements of the non-homogeneous equation (1) {y1, y2, YP}, determined by coefficients {a, b, f }.
In the above theorem y1 and y2 are fundamental solutions of homogeneous linear differential equation (2). If z1 and z2
are any other solutions of the same equation (2), could YP be different and allow, despite the theorems, transformation from
non-homogeneity to homogeneity? Let z1 and z2 be two non-proportional solutions of the homogeneous equation (2). There
are selections for C1 and C2 then: (A, B) and (C,D), so
z1 = Ay1 + By2
z2 = Cy1 + Dy2.
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Their Wronskian is
W = W (z1, z2) = z ′1z2 − z ′2z1 =
(
y′1y2 − y′2y1
)
[AD− BC] = W (y1, y2) [AD− BC] ;
since it isW (y1, y2) 6= 0 by presumption and AD−BC 6= 0 by presumed non-proportionality, it implies thatW (z1, z2) 6= 0.
Let us calculate YP (z1, z2) and check if selection of z1 and z2 affects YP . Based upon Lagrange’s formula (6), there is
YP (z1, z2) = z2
∫
f (x)
W (z1, z2)
z1dx− z1
∫
f (x)
W (z1, z2)
z2dx, and
YP (z1, z2) = YP (Ay1 + By2, Cy1 + Dy2) = YP (y1, y2, A, B, C,D)
= AD− BC
AD− BC
{
y2
∫
f (x)
W
y1dx− y1
∫
f (x)
W
y2dx
}
= YP = YP (y1, y2) ,
that is regardless A, B, C,D, where AD− BC 6= 0. This means
Corollary 3. Particular integral of Eq. (1) YP is unique, that is it is the same for every fundamental solution of the corresponding
homogeneous linear differential equation (2) and for every given function f (x).
Or
Corollary 4. A triplet of functions {y1, y2, YP} corresponds to every triplet of coefficients of Eq. (1) {a(x), b(x), f (x)}; the triplets
are related by Eq. (1), and additionally {y1, y2} and {a(x), b(x)} are related by Eq. (2)
{a(x), b(x)} (2)−→{y1, y2}
{a(x), b(x), f (x)} (1)−→{y1, y2, YP}
Remark 1. YP is a kind of characteristics of a given non-homogeneous equation (1), that is of the triplet {a, b, f } if it is related
by Eq. (1).
Remark 2. YP is invariant for (1), for all the solutions of it.
It explains (otherwise rare) methods when it is possible to presume a form of YP upon common characteristics (classes)
of {a, b, f } , and to look for YP by method of unknown coefficients.
Example 1. In the equation y′′ + y = ex sin 2x, the form of YP is expected to be YP = ex (A cos 2x+ B sin 2x). There is
YP = − 15ex (cos 2x+ sin 2x).
Example 2. In the equation y′′+y = sin x, the form of YP is expected to be YP = x (A sin x+ B cos x). There is YP = − x2 cos x.
Inverse problem. Let Eq. (1) be given, what should the perturbation z be like? The substitution
y1 = v1 + z, y2 = v2 + z
transforms (1) into a homogeneous equation with respect to z(x)? There is(
v′′1,2 + z ′′
)+ a(x) (v′1,2 + z ′)+ b(x) (v1,2 + z) = f (x)
or
[
v′′1,2 + a(x)v′1,2 + b(x)v1,2
]+ z ′′ + a(x)z ′ + b(x)z = f (x).
If a homogeneous linear differential equation of the second order is desired, there must be
z ′′ + a(x)z ′ + b(x)z = f (x)
i.e. it must be z(x) = YP , a particular integral of Eq. (1) and
Y ′′P + a(x)Y ′P + b(x)YP = f (x),
proving the Theorem 2.
Besides the classical Lagrange’s result for YP given with (6), let us mention our result [3], where YP is given by means of
products
YP = y1
∫
W
y1
(∫
f
W
y1dx
)
dx (12)
or by means of the second integral of Eq. (2), based on Liouville’s formula
y1 = y2
∫
W
y22
dx
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the other representation
YP =
(
y2
∫
W
y22
dx
)
·
∫
W(
y2
∫ W
y22
dx
) (∫ f
W
(
y2
∫
W
y22
dx
)
dx
)
dx.
The form (12) is more useful than Lagrange’s (6) with problems of estimation of sign of YP , and interrelations between f and
y1 andW .
All this means that the non-homogeneous equation (1) could be transformed into a homogeneous equation (7) only by
perturbation z(x) different from YP to solutions y1 and y2, as done on our previous paper [3].
2.2. Perturbations of solutions by means of sum
Let us apply a change for additive z(x) over fundamental solutions {y1 + YP , y2 + YP} of the non-homogeneous
equation (1)
v1 = y1 + YP + z(x)
v2 = y2 + YP + z(x).
}
(13)
Using the same method as that for obtaining (7), by means of (9), (10) and (11), there is
v′′ + P (x) v′ + Q (x)v = 0 (14)
where P(x) and Q (x) depend on y1, y2 + YP and z, i.e. on {a, b, f }, in the following manner
W (v1, v2) = W (y2, y1)+W (YP , y2 − y1)+W (z, y2 + YP)+W (y1 + YP , z) (15)
P (x) = a(x)e
− ∫ a(x)dx − Y ′′P (y2 − y1)+ YP (y′′2 − y′′1)− z ′′ (y2 − y1)+ z (y′′2 − y′′1)
e−
∫
a(x)dx +W (YP , y2 − y1)+W (z, y2 + YP)−W (z, y1 + YP)
(16)
Q (x) = b(x)e
− ∫ a(x)dx + Y ′′P (y′2 − y′1)− Y ′P (y′′2 − y′′1)+ z ′′ (y′2 − y′1)− z ′ (y′′2 − y′′1)
e−
∫
a(x)dx +W (YP , y2 − y1)+W (z, y2 + YP)−W (z, y1 + YP)
. (17)
It is obvious that, the most important for the existence of the linear homogeneous differential equation (14), Wronskian
W (v1, v2) depends on as much as four Wronskians, and it must be different from zero. In order to elaborate this, let it be
W (v1, v2) = 0. If (15) is developed, there is the equation with regard to z
0 = e−
∫
adx + [Y ′P (y2 − y1)− YP (y′2 − y′1)]+ z ′ [(y2 + YP)− z (y′2 + Y ′P)]− z ′ [(y1 + YP)− z (y′1 + Y ′P)]
being a linear differential equation of the first order
z ′ − (y2 − y1)
′
y2 − y1 z +
1
y2 − y1 e
− ∫ adx [Y ′P (y2 − y1)− YP (y′2 − y′1)] = 0.
Let there be y2− y1 = y∗ a particular integral of the homogeneous equation (2), with y1 6= y2. This equation could be solved
by means of well-known formula
z(x) = C1y∗ − y∗
∫
e−
∫
adx
(
YP
y∗
)′
dx,
or, after partial integration
z(x) = C1 (y2 − y1)− e−
∫
adxYP − (y2 − y1)
∫
ae−
∫
adx YP
y2 − y1 dx. (18)
It implies that for this particular z it is not possible the linear homogeneous differential equation (14) to exist; it is possible
for every other z.
Theorem 3. The non-homogeneous differential equation of the second order (1) with continuous coefficients a, b and f could be
transformed to homogeneous differential equation (14)with elements (15)–(17), by means of (13), if z has a form different from
(18).
More explicit, YP is given with (12) here
YP = y1
∫
e−
∫
adxy1
(∫
e
∫
adxf (x)y1dx
)
dx.
Since P(x) and Q (x) in the formulae (16) and (17) are bilinear functions of z ′′, z ′ and z, the inverse method is possible, that
is to find an equation for z with a particular aim. Obviously, it would be a linear equation. After a short elaboration there is
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z ′′
{
v
(
y′2 − y′1
)− v′ (y2 − y1)}+ z ′ {v′′ (y2 − y1)− v (y′′2 − y′′1)}+ z {−v′′ (y′2 − y′1)+ v′ (y′′2 − y′′1)}
+ [W (y1, y2)+ Y ′P (y2 − y1)− YP (y′2 − y′1)] v′′ + [aW (y1, y2)− Y ′P (y2 − y1)+ YP (y′′2 − y′′1)] v′
+ [bW (y1, y2)+ Y ′′P (y′2 − y′1)− Y ′P (y′′2 − y′′1)] v = 0.
If supplementary Wronskians are found
W = e−
∫
adx = W (y1, y2)
Y ′P (y2 − y1)− YP
(
y′2 − y′1
) = W ∫ f
W
(y1 − y2) dx
Y ′′P (y2 − y1)− YP
(
y′′2 − y′′1
) = −a(x)W ∫ f
W
(y1 − y2) dx
Y ′′P
(
y′2 − y′1
)− Y ′P (y′′2 − y′′1) = b(x)W ∫ fW (y1 − y2) dx
then the non-homogeneous part of the linear differential equation with regard to z
F(x) = e−
∫
adx
[
1+
∫
f (x)e
∫
adx (y1 − y2) dx
] (
v′′ + a(x)v′ + b(x)v) (19)
and the symmetrical form of the equation inverse to (1), the equation for perturbation of z(x) applied over (1) by means of
substitutions (13)
z ′′
[
v
(
y′2 − y′1
)− v′ (y2 − y1)]+ z ′ [v′′ (y2 − y1)− v (y′′2 − y′′1)]+ z [−v′′ (y′2 − y′1)+ v′ (y′′2 − y′′1)]
+ e−
∫
adx
[
1+
∫
f (x)e
∫
adx (y1 − y2) dx
] (
v′′ + a(x)v′ + b(x)v) = 0. (20)
It implies:
Theorem 4. If perturbation z(x) is applied over non-homogeneous differential equation (1) bymeans of substitution (13) and the
homogeneous differential equation (14) is formed, then for the perturbation z(x) there is also a linear differential equation of the
second order, but non-homogeneous one (20). The right side is F(x) givenwith (19) (Under the condition that v is not proportional
to difference y2 − y1, i.e. v is not a particular integral (2)).
2.3. Exploitation
It infers from (16) and (17) that the coefficients P(x) and Q (x) of Eq. (14) have somehow different structure
P = P (a, y1, y2, YP , z ′′, z) = P (x, a(x), b(x), f (x), z ′′, z)
Q = Q (b, a, y1, y2, YP , z ′′, z ′) = P (x, a(x), b(x), f (x), z ′′, z ′)
meaning that condition Q = 0 gives an equation suitable for reduction of order of Eq. (14), and simultaneous correct
selection of z(x). Moreover, the condition P = 0, offering relation between z ′′ and z, provides for comparison of oscillatory
solutions of Eq. (14) to the solutions of Eq. (1), by means of various z(x) [4,5].
2.3.1. A. Quadrature aspects
Let us try to reduce the order of perturbed equation (14) by such a selection of perturbation z(x)which gives Q (x) = 0.
This way, there is linear equation of the second order in regard to z
z ′′
(
y′2 − y′1
)− z ′ (y′′2 − y′′1)+ Y ′′P (y′2 − y′1)− Y ′P (y′′2 − y′′1)+ be− ∫ adx = 0,
which is transformed into linear equation of the first order by means of the substitution
u′ − y
′′
2 − y′′1
y′2 − y′1
u+ Y
′′
P
(
y′2 − y′1
)− Y ′P (y′′2 − y′′1)+ be− ∫ adx
y′2 − y′1
= 0.
Using the latter equation’s solution u(x), the perturbation providing for reduction of order with exact solutions is found.
z = C2 + C1 (y2 − y1)−
∫ (
y′2 − y′1
)∫ be− ∫ adx
[
1+ ∫ e− ∫ adxf (y2 − y1) dx](
y′2 − y′1
)2 dx
 dx.
This z sets the coefficient P(x) in Eq. (14). Then, v could be found from v′′ + P(x)v′ = 0, v′ = S, S ′ + P(x)S = 0,
S = e− ∫ P(x)dx + A, and
v = Ax+ B+
∫
e−
∫
P(x)dxdx; A, B = const.
All the other quadrature aspects of Eq. (14) may be treated in a similar manner, for example: various relations between P
and Q , knowledge of particular integral and reduction of order by means of it, total differential equation etc.
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2.3.2. B. Oscillatory solutions
If P(x) = 0, then we have the following for z(x)
z ′′ (y2 − y1)− z
(
y′′2 − y′′1
) = ae− ∫ adx [1+ ∫ f
W
(y1 − y2) dx
]
. (21)
Its homogeneous part is
z ′′ − z y
′′
2 − y′′1
y2 − y1 = 0. (22)
The sign of the coefficient
B(x) = −y
′′
2 − y′′1
y2 − y1 ,
dictates oscillatoriness and monotonicity of the solutions. It is known for the equation y′′+ b(x)y = 0 that it is the equation
of linear oscillations if b(x) > 0. If y1 and y2 are two oscillatory solutions, then the difference y2 − y1 is oscillatory too. The
ratio (y2−y1)
′′
y2−y1 is oscillatory as well, but it could be discontinuous too; nevertheless there are subintervals where the ratio is
continuous, since all the zeros of the solution y2 − y1 of differential equation of the second order are isolated. However, it
is known that solutions of the equation y′′ + b(x)y = 0, y′′ = −b(x)y, if b(x) > 0, have the obvious characteristics that if
y > 0 then y′′ < 0 and vice versa. This means that the curvature is opposite to the sign of the function. From the condition
that y1,2 are solutions of the equation y′′ + b(x)y = 0,
y′′1 + b(x)y1 = 0,
y′′2 + b(x)y2 = 0,
after subtraction, there is(
y′′2 − y′′1
)+ b(x) (y2 − y1) = 0,
where
b(x) = −y
′′
2 − y′′1
y2 − y1 .
Therefore, in the above Eq. (21) coefficient b(x) is always positive, since due to oscillatoriness the differences y′′2 − y′′1 and
y2−y1 always have opposite signs, for oscillatory equation (1), and Eq. (21) is an equation of oscillations. Fromour papers [1–
3] it is clear that the solutions are then generalized sine and cosine with the base B(x)
z1 = sinB(x) x = x−
∫ ∫
xB(x)dx2 +
∫ ∫
B(x)
∫ ∫
xB(x)dx4 − · · ·
z2 = cosB(x) x = 1−
∫ ∫
B(x)dx2 +
∫ ∫
B(x)
∫ ∫
B(x)dx4 − · · ·
 . (23)
It is possible to formulate theorems on oscillatoriness (21) for more general
F(x) = ae−
∫
adx
[
1+
∫
f
W
(y1 − y2) dx
]
6= 0,
but themost suitablewould be to beginwith the casewhen a(x) ≡ 0, that iswhen (1) is a pure equation of forced oscillations,
with no significant internal resistances. Commencing from (17), with a solution from (23), z1 or z2, after determination of a
specific Q (x), (14) transforms into
v′′ + Q (x)v = 0 (24)
which could also be an equation of oscillations if Q (x) > 0. Then, the solutions of perturbed equation (14) are
v1 = sinQ (x) x = x−
∫ ∫
xQ (x)dx2 +
∫ ∫
Q (x)
∫ ∫
xQ (x)dx4 − · · ·
v2 = cosQ (x) x = 1−
∫ ∫
Q (x)dx2 +
∫ ∫
Q (x)
∫ ∫
Q (x)dx4 − · · ·
 . (25)
2.3.3. Conclusion
From the whole of the given equation in the order (1)→ (14)→ (20)→ (24), the force z(x) over oscillations (1) could
be regulated in principle, in order to get a desired oscillation, determined with (25), that is with Q (x) from (24).
Those derived procedures of perturbations could be further elaborated for various subcases (for example when
monotonicity of y1,2 turns into oscillatoriness by means of perturbation (13) by selection of z(x) from (22) and some
additional condition for b(x)).
Nonetheless, all these details, otherwise important, overcome framework of this paper.
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