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Abstract
Meta-learning is a powerful tool for learning policies that can adapt efficiently
when deployed in new tasks. If however the meta-training tasks have sparse
rewards, the need for exploration during meta-training is exacerbated given that
the agent has to explore and learn across many tasks. We show that current meta-
learning methods can fail catastrophically in such environments. To address this
problem, we propose HyperX, a novel method for meta-learning in sparse reward
tasks. Using novel reward bonuses for meta-training, we incentivise the agent
to explore in approximate hyper-state space, i.e., the joint state and approximate
belief space, where the beliefs are over tasks. We show empirically that these
bonuses allow an agent to successfully learn to solve sparse reward tasks where
existing meta-learning methods fail.
1 Introduction
Often when we want to deploy autonomous agents, we care not only about final performance but
about online return, i.e., how much reward the agent accrues while learning in an initially unknown
environment. An agent that learns to drive a car has to learn to use the gas and brake pedals
appropriately, while avoiding catastrophic events such as crashing the car. An agent that plays a game
of StarCraft has to learn about the opponent and adjust its strategy accordingly, while minimising the
risk of losing the game. In other words, for deployed agents it is often important to optimally trade off
exploration and exploitation, i.e., to choose actions with high expected return under task uncertainty.
Such a Bayes-optimal policy can in principle be found by taking a Bayesian view on reinforcement
learning (RL). Here, the policy takes into account both the environment state and its internal belief
about the environment, together referred to as hyper-states, when making decisions. This allows it to
optimally explore under task uncertainty: it takes information-seeking actions (that can be costly in
the short term) if and only if they lead to higher expected long-term returns (by yielding additional
information about the task that can be exploited later). While this computation is intractable for all
but the simplest environments, recent work has made significant progress by instead meta-learning
such behaviour on a given task distribution (Duan et al., 2016; Wang et al., 2016; Ortega et al., 2019;
Humplik et al., 2019; Zintgraf et al., 2020). At meta test time, when deployed in an unknown task,
such policies can adapt online and exhibit approximately Bayes-optimal behaviour.
These methods have demonstrated empirical success on dense reward tasks or environments with
relatively small state spaces. As we highlight in this paper however, these methods break down on
harder exploration tasks, e.g., in environments where rewards are sparse. The reason is a lack of
exploration during meta-training to gather data from which Bayes-optimal behaviour can be learned.
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A key remaining challenge in meta RL is therefore how to explore during meta-training. To make the
distinction clear, we call this pseudo exploration, in contrast to the deployed exploration problem.
Deployed exploration is that of an agent acting in a new, initially unknown task while maximizing
expected online return, given what it knows so far. Since we care about this return, we want the
exploration to be Bayes-optimal. By contrast, pseudo exploration describes the exploration of the
meta-learner that seeks the necessary data to learn such behaviour. This occurs before deployment, i.e.,
during meta-training. Contrary to deployed exploration, we do not care about the rewards incurred
during pseudo exploration, but rather about (efficiently) gathering the data needed for meta-learning.
Most of the literature on exploration in deep RL considers the problem of pseudo exploration, with the
objective of maximising expected reward of the final policy (a.o., Houthooft et al., 2016; Bellemare
et al., 2016; Tang et al., 2017; Burda et al., 2019). In the meta-learning literature on the other hand,
recent work on exploration is mostly concerned with meta-learning deployed exploration (a.o., Gupta
et al., 2018; Stadie et al., 2018; Gurumurthy et al., 2019; Rakelly et al., 2019; Zintgraf et al., 2020).
Pseudo exploration can be particularly difficult if rewards are sparse or not shaped to guide the agent
towards good behaviour. Not only does the agent have to explore all individual tasks since the same
state can have different values across tasks, it also has to learn about the shared structure between
tasks to extract information about how to perform deployed exploration.
In this paper we propose HyperX (Hyper-State Exploration), a novel method for meta-learning even
when rewards are sparse. Similar to Zintgraf et al. (2020), HyperX simultaneously learns how to infer
an approximate posterior over the task, and trains a policy which conditions on hyper-states, i.e., the
environment state and this task belief. To ensure sufficient pseudo exploration, HyperX combines two
exploration bonuses during meta-training. The first bonus is a novelty bonus on hyper-states, which
encourages the agent to try out different deployed exploration strategies, so that it can better find
the Bayes-optimal one. To this end, we use random network distillation (Osband et al., 2018; Burda
et al., 2019) to compute exploration bonuses on approximate hyper-states. Since we meta-train the
belief inference alongside the policy and the beliefs are wrong at the beginning of training, this bonus
is not useful by itself. We therefore need a second exploration bonus to incentivise the agent to gather
the data necessary to learn approximate belief inference. To this end, we propose an exploration
bonus based on the prediction error of the rewards given the belief, which encourages the agent to
visit states where the belief inference is incorrect and more data is necessary to learn.
We illustrate empirically why these two exploration bonuses are necessary, and show that HyperX can
successfully meta-learn hard exploration tasks for which existing SOTA methods fail.
2 Background
Our goal is to (meta-)learn policies that maximise expected online return, i.e., optimally trade off
exploration and exploitation under task uncertainty. We formally define this problem setting below.
2.1 Notation
Markov Decision Processes. We define an environment or task as a Markov Decision Process
(MDP) M = (S,A, R, T, T0, γ,H) with S a set of states, A a set of actions, R(rt+1|st, at, st+1) a
reward function, T (st+1|st, at) a transition function including the initial state distribution T0(s0), γ
a discount factor, and H the horizon. In the standard reinforcement learning (RL) setting, we want to
learn a policy pi that maximises the expected return J (pi) = ET,pi
[∑H−1
t=0 γ
tR(rt+1|st, at, st+1)
]
.
Problem Setting. We consider a meta-learning setting in which we have a distribution p(M) over
MDPs (also: tasks), where an MDPMi ∼ p(M) is defined by a tupleMi = (S,A, Ri, Ti, Ti,0, γ,H).
Across tasks, the reward and transition functions can vary so we often express this as p(R, T ). Our
objective is to maximise the online return achieved during learning in an unseen (test) task drawn
from p(M), max Ep(M) [J (pi)] . Because the agent does not initially know which MDP it is in,
this requires a good deployed exploration strategy to cope with the initially unknown reward and
transition functions, and to exploit task information to adapt in this environment. The more an agent
can make use of prior knowledge about p, the better it can perform this trade-off.
Meta Learning. When meta-learning deployed exploration strategies, we assume access to a task
distribution p(M). During meta-training, we sample batches of tasksM = {Mi}Ni=1 from p(M) and
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interact with them to learn good deployed exploration strategies. During this phase, we want to also
do good pseudo exploration, to collect the data that helps our agent meta-learn. At meta-test time, the
agent is evaluated based on the expected return it achieves while learning, in new tasks drawn from
p(M). This requires good deployed exploration strategies.
2.2 Bayesian Reinforcement Learning.
In principle, we can compute the optimal exploration strategy by formulating the prob-
lem as a Bayes-Adaptive MDP (BAMDP, Duff & Barto (2002)), which is a tuple M+ =(S+,A, R+, T+, T+0 , γ,H+). Here, S+ = S × B is the hyper-state space, consisting of the
underlying MDP environment state space S and a belief space B with its elements being beliefs
over the MDP. This belief is typically expressed as a distribution over the reward and transition
function bt(R, T ) = p(R, T |τ:t), where τ:t = (s0, a0, r1, s1, . . . , st) is the agent’s experience up
until the current time step t in the current task. The transition function T+ in a BAMDP is defined as
T+(s+t+1|s+t , at, rt) = Ebt [T (st+1|st, at)] δ(bt+1 = p(R, T |τ:t+1)) and the reward function R+ as
R+(s+t , at, s
+
t+1) = Ebt+1 [R(st, at, st+1)] . T
+
0 (s
+) is the initial hyper-state distribution, and H+
is the horizon in the BAMDP.
A policy pi(s+) acting in a BAMDP conditions its actions not only on the environment state s, but
also on the belief b. This way, it can take task uncertainty into account when making decisions. The
agent’s objective in a BAMDP is to maximise the expected return in an initially unknown environment,
while learning, within the horizon H+:
J +(pi) = Eb0,T+,pi
H+−1∑
t=0
γtR+(rt+1|s+t , at, s+t+1)
 . (1)
A policy pi(st, bt) that maximises this objective is called Bayes-optimal, as it optimally trades off
exploration and exploitation in order to maximise expected cumulative return. For an in-depth
introduction to BAMDPs, see Duff & Barto (2002) or Ghavamzadeh et al. (2015).
The belief inference and planning in belief space is generally intractable, but we can meta-learn
this inference procedure (Ortega et al., 2019). Existing methods meta-learn to maintain a belief
either implicitly within the workings of recurrent networks (Duan et al., 2016; Wang et al., 2016),
or explicitly by meta-learning a posterior using privileged information (Humplik et al., 2019) or
unsupervised (Zintgraf et al., 2020). We build on VariBAD (Zintgraf et al., 2020), because it explicitly
expresses the belief as a single latent vector, which we need to compute the exploration bonus.
2.3 VariBAD
VariBAD (Zintgraf et al., 2020) jointly trains a policy piψ(st, bt), an encoder qθ(m|τ:t), and a decoder
for the reward pθ(ri+1|si, ai, si+1,mt) and the transitions pθ(si+1|si, ai,mt), withm ∼ bt a sample
from the belief distribution at time step t. The overall objective is
L(φ, θ, ψ) = Ep(M)
J (ψ) + λ H+∑
t=0
ELBOt(φ, θ)
 (2)
where
ELBOt = Ep(M)
[
Eqφ(m|τ:t) [log pθ(τ:H+ |m)] − KL(qφ(m|τ:t)||qφ(m|τ:t−1))] , (3)
with prior qφ(m) = N (0, I). The objective jointly maximises a reinforcement learning loss J
(where the agent is conditioned on the state st and the approximate belief bt) and an evidence lower
bound (ELBO) on the environment model, that consists of a reconstruction term for rewards and
transitions, and a KL divergence to the previous approximate posterior. Like Zintgraf et al. (2020),
we do not backpropagate the RL loss through the encoder (hence J does not depend on the encoder
parameters φ).
3
3 Method
Learning Bayes-optimal behaviour via meta-learning requires exploring the state space sufficiently
during meta-training. Doing so is complicated by the fact that the same state can have different
values across tasks. A good exploration method will ensure the agent tries out diverse strategies that
ultimately allow it to learn a Bayes-optimal one. For problems with dense and structured rewards, the
reward signal is often sufficient to guide the agent during meta-training. If the rewards are sparse,
however, existing meta-learning methods can fail to learn.
The Sparse HalfCheetahDir Environment
Table 1: Sparse Cheetah-Dir Results
Method Avg Return
VariBAD −1.1
E-MAML −0.4
ProMP −0.4
RL2 −0.7
PEARL −0.1
HyperX 819.6
To illustrate this problem we consider an example where re-
placing dense rewards with sparse ones causes all current
state of the art methods to fail. The environments is based
on the HalfCheetahDir MuJoCo environment, commonly used
in meta-RL (e.g., Finn et al., 2017; Rakelly et al., 2019), where
the agent has to either moving left or right (randomly selected
for each episode). We consider a sparse version of this en-
vironment: the agent only receives the dense rewards once it
walks sufficiently far away from its starting position (and only
a control penalty otherwise). This makes it much more difficult
to find the optimal exploration strategy: the agent must walk
far enough in one direction before it can infer the task, and
walk all the way to the other side if the direction was wrong.
Without dense rewards, most learning algorithms fail to learn this strategy, and simply remain close
to the origin. This is the case for several state of the art methods including RL2 (Duan et al., 2016;
Wang et al., 2016), PEARL (Rakelly et al., 2019), and VariBAD (Zintgraf et al., 2020), as shown in
Table 1. In the following, we introduce our method HyperX, which successfully learns to solve this
task. We get back to this environment with more details and results in Section 5.
3.1 HyperX
To address the above problem, we propose HyperX (Hyper-State-Exploration), a method to meta-
learn Bayes-optimal behaviour even when rewards are sparse. The two key ideas behind HyperX are:
1. Meta-learning approximately Bayes-optimal behaviour requires rewarding novel hyper-
states, and not just the environment states. This incentivises the agent to try out different
deployed exploration strategies during meta-training. Therefore, we add an exploration
bonus rhyper(s+) that rewards visiting novel hyper-states. In the case of SparseCheetah, this
results in an exploration bonus that treats the same state as different hyper-states before and
after rewards have been observed, since this changes the agent’s belief.
2. For the novelty bonus on hyper-states to be meaningful, the beliefs need to be correct.
However since the inference procedure is meta-learned alongside the policy, the beliefs
will be wrong at the beginning of training. We therefore additionally incentivise the agent
to explore regions where the beliefs are still wrong, by using the reconstruction error of
rewards (for the current state, given the current belief) as a reward bonus, rerror(rt).
In the following, we describe how to compute these bonuses, and illustrate on the sparse HalfChee-
tahDir task why both exploration bonuses are important.
Hyper-State Exploration. To compute exploration bonuses on the hyper-states, we use random
network distillation (see A.1) given their empirical successes in standard RL problems (Osband et al.,
2017, 2018; Burda et al., 2019) and theoretical justifications for deep networks (Pearce et al., 2018;
Ciosek et al., 2020). To compute a reward bonus, a predictor network f(s+) is trained to predict the
outputs of a fixed, randomly initialised prior network g(s+), on all hyper-states s+ visited by the
agent so far in meta-training. The mismatch between those predictions is low for frequently visited
hyper-states and high for novel hyper-states. Formally we define the reward bonus for a hyper-state
s+t = (st, bt) as
rhyper(s+t ) = ||f(s+t )− g(s+t )||2. (4)
We parameterise the predictor network fω with ω and train it alongside the policy.
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Algorithm 1: HyperX Pseudo-Code
1 Input Distribution over MDPs p(M) from which we can sample
2 Initialise Encoder qφ, decoder pθ, policy piψ , RND predictor network fω , buffer B = {s0, b0}
3 for k = 1, . . . ,K do
4 Sample environmentsM = {Mi}Ni=1 where Mi ∼ p
5 forMi ∈M do
6 Reset s0, h0, b0
7 for t = 0, . . . , T − 1 do
8 Choose action, at = piψ(st, bt)
9 Step environment, st+1, rt+1, donet =Mi.step(at)
10 Update belief, bt+1 = qφ(st+1, at, rt+1, ht)
11 Compute exploration bonuses
12 rhyper(st+1, bt+1) = ||f(st+1, bt+1)− g(st+1, bt+1)||2
13 rerror(rt+1) = Eqφ(m|τ:t+1) [log pθ(rt+1|st, at, st+1,m)]
14 Add data to buffer Bp.add(st+1, bt+1, at, rt+1, rhypert+1 , rerrort+1 , donet)
15 Update VAE, policy, and RND predictor network:
16 (φ, θ)← (φ, θ) + α(φ,θ) ∇(φ,θ)
∑H+
t=0 ELBOt(φ, θ)
17 ψ ← ψ + αψ ∇ψJˆ (ψ) using Eq (6)
18 ω ← ω − αω ∇ωEs+∼B
[ ||fω(s+)− g(s+)||22 ]
Approximate Hyper-State Exploration. To meta-learn an (approximately) Bayes-optimal policy,
we need access to the belief over tasks at every timestep t during which the policy interacts with
the environment. To this end, we use a variational auto-encoder (VAE, Kingma & Welling (2014))
like in VariBAD (Zintgraf et al., 2020), because it provides access to a belief representation using a
single latent vector. VariBAD meta-trains an inference procedure alongside the policy to obtain these
approximate beliefs.
At the beginning of meta-training, when the belief inference is wrong, the policy should therefore
seek states where there is high uncertainty over what rewards it can expect. As a proxy for this, we
use the VAE reconstruction error for the reward at the current timestep as a reward bonus:
rerror(rt) = Eqφ(m|τ:t) [log pθ(rt|st−1, at−1, st,m)] . (5)
Note since rt was observed in τ:t, the encoder q has all data necessary to encode the information
needed by the decoder p to predict the current reward. Early in training, these predictions are wrong
in states where the rewards differ a lot across tasks. Therefore this exploration bonus incentivises
the agent to visit states that provide crucial training data for the VAE. In practice, we compute this
reward bonus using one Monte Carlo sample from q.
Meta-Training Objective. Putting these bonuses together, the new objective is
Jˆ +(ψ) = Eb0,T+,piψ
H+−1∑
t=0
γtR+(rt+1|s+t , at, s+t+1) + λhrhyper(s+t+1) + λererror(st+1)
 . (6)
We anneal the exploration bonus weight λh and λe over the course of meta-training to zero. Pseudo-
code for HyperX is shown in Algorithm 1, and implementation details are given in Appendix B.
4 Related Work
Exploration Bonuses. Deep reinforcement learning has been successful on many tasks, and if the
reward is dense and structured it is often sufficient to perform exploration via -greedy action selection
or by having a stochastic policy to sample from. For hard exploration tasks however, these myopic
exploration strategies perform poorly. Exploration bonuses can be used to solve this problem, many
of which rely on the intuition of rewarding novel states, for example via count-based methods (Strehl
& Littman, 2008; Bellemare et al., 2016; Ostrovski et al., 2017; Tang et al., 2017). In this paper, we
use Random Network Distillation (RND) (Osband et al., 2017, 2018; Burda et al., 2019; Ciosek et al.,
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2020) as an exploration bonus on the hyper-state space. RND rewards visiting novel (hyper-)states,
and has previously been successfully applied to exploration problems in single-task deep RL. We
further use an exploration bonus based on the reconstruction error of the predictive reward model.
Relying on errors in predicting the environment dynamics has been explored, a.o., by Achiam &
Sastry (2017); Burda et al. (2018); Pathak et al. (2017); Schmidhuber (1991); Stadie et al. (2015).
Meta-Learning and Exploration. Exploring efficiently when faced with a new task is crucial for the
agent to adapt quickly and cost effectively. MAML (Finn et al., 2017) does not directly account for
how the initial data distribution influences the gradient update, and hence cannot directly learn how
to explore in a completely new task. Several extensions, (Rothfuss et al., 2019; Stadie et al., 2018)
address this problem by explicitly accounting for the effect which the pre-update data distribution has
on the post-update performance. Gurumurthy et al. (2019) learn a separate exploration policy for
pre-update data gathering, and one for post-adaptation behaviour. In contrast to the Bayes-optimal
behaviour we want to meta-learn, these methods do not maximise online return, but the episodic
return after one gradient update. Gupta et al. (2018) and Rakelly et al. (2019) meta-learn structured
exploration strategies that are based on sampling. In particular, the latter method exhibits behaviour
that is akin to posterior sampling. This again is a suboptimal deployed exploration strategy compared
to Bayes-optimal action selection.
Several methods have been proposed to meta-learn approximately Bayes-optimal strategies. By
using recurrent policies (Duan et al., 2016; Wang et al., 2016), learning how to explore happens
entirely within the dynamics of the policy, and can be seen as implicitly maintaining a belief over
tasks Ortega et al. (2019). Humplik et al. (2019) and Zintgraf et al. (2020) develop methods that
represent this belief more explicitly, by meta-learning to perform inference either using privileged
task information during training such as the task ID or ground-truth description Humplik et al. (2019),
or by meta-learning to perform inference in an unsupervised way (Zintgraf et al., 2020).
Initial success for meta-learning sparse reward tasks was previously achieved on a 2D point robot
environment. Gupta et al. (2018) and Rakelly et al. (2019) bypass the problem by training on dense
rewards but evaluating on sparse rewards. This is unsatisfactory, since we generally cannot assume
access to shaped or dense rewards for training. Others (Humplik et al., 2019; Dorfman & Tamar,
2020) successfully meta-train an agent on the sparse version of this environment. As we show in
Section 5.2, HyperX can learn better deployed exploration strategies compared to existing methods.
Concurrent work by Zhang et al. (2020) also studies sparse meta-learning settings, and approach the
problem by learning a separate exploration policy, and a context-aware exploitation policy.
Exploration in POMDPs. The pseudo exploration problem in BAMDPs is related to exploration
when learning in partially observable MDPs (of which BAMDPs are a special form). In POMDPs, the
deployed exploration is part of the policy, trading off information-gathering actions against optimising
the reward. Pseudo exploration is required during training of said policy. This topic is mostly studied
on small environments (e.g., Poupart & Vlassis (2008); Cai et al. (2009)). Similar to our work, Cai
et al. (2009) incentivize exploration in under-explored regions of belief space, slowly decreasing
the exploration probability over time. However, they use two separate policies for exploration and
exploitation and rely on Bayesian learning to update the policies, preventing them from scaling
beyond small discrete state spaces. Several authors (Poupart & Vlassis, 2008; Ross et al., 2008; Doshi
et al., 2008; Ross et al., 2011) explore model-based Bayesian reinforcement learning in partially
observable domains. However, by relying on approximate value iteration to solve the planning
problem, they are also restricted to small environments. To our knowledge, only Yordanov (2019)
provide some initial results on a simple environment by applying Random Network Distillation
(Burda et al., 2019) to the problem, proposing various approaches to deal with the non-stationarity
of the latent embedding such as computing the reward bonuses not on the learned latent state of the
policy, but on the output of a random recurrent network which aggregates past trajectories.
Lastly, an important area for robotics is to learn to explore (e.g., Yamauchi, 1997; González-Banos &
Latombe, 2002; Stachniss et al., 2005; Carlone et al., 2010; Lauri & Ritala, 2016). In contrast to our
work, exploration here is the goal of the agent and not part of the learning process of the policy. As
such, it does not need to be traded off against exploitation as exploration is the optimal behaviour.
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Figure 1: Example rollout on the sparse
HalfCheetahDir environment. Note that the y-
Axis denotes time in agent steps. Red shading
shows rhyper(s+) at respective times.
Table 2: Meta-test performance on sparse
HalfCheetahDir. Not even an agent with access
to the correct belief is able to solve this task with-
out appropriate exploration bonus.
Method Avg Return
Belief Oracle −3.0
Belief Oracle + r(b) −3.6
Belief Oracle + r(s) 639
Belief Oracle + rhyper 824
HyperX , rerror only −0.7
HyperX , rhyper only 462
HyperX 819.6
5 Empirical Results
5.1 MuJoCo HalfCheetahDir
We first explore the sparse HalfCheetahDir environment introduced in Section 3. The prior distribution
p(M) is uniform over the tasks “walk forward” and “walk backward”, and in the dense version the
agent is rewarded according to its (1D) velocity in the correct direction. We create a sparse version
by removing the dense reward within the interval [−5, 5] around the origin (i.e., the the agent’s
starting position), and giving the agent only a single episode to adapt to the task (200 steps). The
Bayes-optimal strategy is to walk outside the interval to one side, infer from the dense reward what
the task is, and walk in the correct direction thereafter.
We can represent the true belief B of the hyper-state as follows. The prior is expressed as b0 =
[0.5, 0.5] for when the correct direction is unknown, and this is updated to the posterior belief
b = [1, 0] (left) or b = [0, 1] (right) once the agent observes a single reward outside of [−5, 5]. Since
we can manually compute this belief, we can train a Belief Oracle using standard reinforcement
learning, by conditioning the policy on the exact hyper-state. As Table 2 shows, even this Belief
Oracle does not learn the correct behaviour for this seemingly simple task. We further observe (see
Table 1) that several state-of-the art meta-learning methods also fail to learn this task, including
VariBAD (Zintgraf et al., 2020), RL2 (Duan et al., 2016; Wang et al., 2016), E-MAML (Stadie et al.,
2018) and PEARL (Rakelly et al., 2019)1. For all baselines, we used the available open source code.2
In the following we demonstrate how the exploration bonuses rhyper and rerror help solve this task.
Exploration in Exact Hyper-State Space. We first assume that we have access to the true hyper
state s+t = (st, bt), i.e., including the true belief which we define by hand as described above. We
therefore apply the hyper-state exploration rhyper from (4) directly on the ground-truth hyper-states to
incentivise the agent to explore during meta-training.
Table 2 (top) shows the performance of the Belief Oracle, with and without reward bonuses. Without
the bonus, even the Belief Oracle policy completely fails at the task. By adding the exploration bonus
rhyper(b, s) on the hyper-state, the policy learns approximately Bayes-optimal behaviour. Figure 1
shows how the agent starts to learn this behaviour: the policy walks outside of the sparse reward
interval, infers which task it is in, and turns around because it ran into the wrong direction. The red
gradient in the background visualises the reward bonus (darker meaning more bonus): after updating
1Note that since E-MAML and PEARL are not designed to adapt within a single episode, we make the
following alteration: For E-MAML, we perform the gradient update after half an episode, and for PEARL we
re-sample from the updated posterior after half an episode.
2PEARL: https://github.com/katerakelly/oyster, E-MAML: https://github.com/
jonasrothfuss/ProMP, VariBAD: https://github.com/lmzintgraf/varibad
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(a) Meta-Test Performance (b) VariBad example rollout (c) HyperX example rollout
Figure 2: Meta-test performance on the Sparse 2D Navigation environment. Left: Performance
averaged over the task distribution at the end of training. Because PEARL is not optimizing for
optimal exploration, it requires many more episodes to find the goal. Both VariBad and HyperX
optimise for optimal exploration and are able to quickly find the goal. However, VariBad’s exploration
is suboptimal, not covering all possible goal locations equally well (see middle plot), explaining the
lower performance compared to HyperX.
its belief (when crossing the interval line), the reward bonus for going in the opposite direction
becomes large. Table 2 (top) shows that a policy trained with a reward bonus only on the state, r(s),
performs worse. The reason is that the agent is not incentivised to explore states to the far right after
its belief has changed. Inspection of the learned policies shows that some agents do turn around if the
direction was wrong, but just return to and stay in the sparse reward zone (see C.1).
HyperX: Exploration in Approximate Hyper-State Space. Above we assumed access to the true
belief bt. When meta-learning how to perform approximate belief inference alongside the policy
however, these beliefs change over time and are initially wrong. As Table 2 (bottom) shows, using
only the exploration bonus on the hyper-state rhyper which worked well for the Belief Oracle, leads
to sub-optimal performance when we have approximate hyper-states. Only when adding the error
reward bonus rerror as well, can we meta-learn approximately Bayes-optimal behaviour for this task.
5.2 Sparse 2D Navigation
We evaluate on a Point Robot 2D navigation task used by Gupta et al. (2018), Rakelly et al. (2019)
and Humplik et al. (2019). Here, the agent must navigate to an unknown goal sampled along the
border of a semicircle of radius 1.0, and receives a reward relative to its proximity to the goal when it
is within a goal radius of 0.2. Thus far, only Humplik et al. (2019) successfully meta-learn to solve
this task by meta-training with sparse rewards; the other methods meta-train with dense rewards and
evaluate using sparse rewards. Here, we compare HyperX to PEARL (trained with dense rewards)
and VariBAD (which is similar to the method by Humplik et al. (2019), except it does not make use
of privileged task information during training).
Figure 2a shows the performance of PEARL, VariBAD and HyperX at test time, when rolling out for
30 episodes. Both VariBAD and HyperX adapt to the task quickly compared to PEARL, however
VariBAD reaches lower final performance.
To get insight into where these differences might come from, we visualise example rollouts for the
meta-trained VariBAD and HyperX agents in Figure 2. We picked examples where the target goals
are at the very end of the semi-circle, which we found are most difficult to find for the agents. We
see that VariBAD (2b) struggles to find the goal, and in this case it takes several attempts to reach
it. Once the goal is found, it does return to it but on a sub-optimal trajectory. HyperX on the other
hand searched the space of goals more strategically, and returns to the goal faster in the episodes after.
More example rollouts can be found in the Appendix.
5.3 Multi-Stage Gridworld
We also evaluate HyperX on a multi-stage gridworld, see Figure 3. Three rooms are connected by
narrow corridors, and three (initially unknown) goals (G1, G2, and G3) are placed in corners of
rooms: The goals provide increasing rewards, i.e. r1 = 1, r2 = 10 and r3 = 100, but are only
8
(a) Example behaviour of HyperX. (b) Meta-Test Performance (3 seeds, 95% CFIs).
Figure 3: Meta-test performance on the Multi-Stage Gridworld environment. Environment: Goal 1
(×) unlocks goal 2 (∗), which then unlocks goal 3 (•).
sequentially unlocked; G2 (r2) is only available after G1 has been reached; G3 (r3) is only available
after G2 has been reached. If the agent is not on an (available) goal it gets r = −0.1. G1 and G3 are
always in the middle room, G2 always in an outer room. The agent starts in the center of the middle
room and has H = 50 steps. The best strategy is to search the first room for G1, then search the
appropriate room for G2, and then return to the middle room to find G3.
We evaluate VariBAD, VariBAD+r(s) (with state-novelty bonus) and HyperX, see Figure 3b.
VariBAD learns to reach G1 and remains there, effectively receiving only r1 at every timestep.
VariBAD+r(s) learns to find G2, receiving r2 at every timestep, but ultimately fails to find G3. Only
HyperX solves the problem (see behaviour in Figure 3a). Note that VariBAD +r(s) fails to find G3
in the middle room whose states s (not hyper-states (s, h)) appear already sufficiently explored. In
contrast, a novelty bonus on the hyper-state r(s, h) like in HyperX leads to a high novelty bonus in
the middle room once G2 is found because the belief changes. This example illustrates that HyperX
can learn better exploration strategies due to the exploration bonuses, instead of prematurely settling
on a sub-optimal strategy.
6 Conclusion
In this paper, we show that existing meta-learning methods can fail on sparse reward tasks. Our
proposed solution HyperX uses two exploration bonuses to incentivise the agent in approximate
hyper-state space during training to overcome this problem. The reward bonuses incentivise the agent
to collect the data necessary to learn an approximate belief inference procedure (incentivised by
rerror), and to try out different deployed exploration strategies during training (incentivised by rhyper).
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Exploration in Approximate Hyper-State Space for Meta Reinforcement Learning
Supplementary Material
A Background
A.1 Randomised Prior Functions
In reinforcement learning, we can use the fact that unseen states can be seen as out-of-distribution
data of a model that is trained on all data the agent has seen so far. Getting uncertainty estimates
on states can thus quantify our uncertainty about the value of a state and in turn whether we have
explored these states sufficiently. We can think about why exploration purely in the state space S
(which is shared across tasks) is not enough: if the agent has explored a state many times in one
task and is certain of its value, it should not necessarily exploit this knowledge in a different task,
because this same state could have a completely different value. We cannot view these as separate
exploration problems however, since we also have to try out different deployed exploration strategies
and combine the information to meta-learn Bayes-optimal behaviour.
Therefore, we want to incentivise the agent to explore in the hyper-state space S+ = S × B. Only if
an environment state together with a specific belief has been observed sufficiently often to determine
its value should the agent trust its value estimate of that belief-state. This therefore amounts to
exploration in a BAMDP state space, which essentially means trying out different exploration
strategies in the environments of the training distribution. We use Random Network Distillation
(RND) (Osband et al., 2018; Burda et al., 2019; Ciosek et al., 2020) to obtain such uncertainty
estimates and review them using the formulation of Ciosek et al. (2020) in the following.
Assume we are given a set of training data D = {si}Ni=1 of all states the agent has observed. To
get uncertainty estimates, we first fit B predictor networks gj(s) (j = 1, . . . , B) to a random prior
process fj(s) each (a network with randomly initialised weights, which is fixed and never updated).
We then estimate the uncertainty for a state s∗ as
σ2(s∗) = max(0, σ2µ(s∗) + βvσ(s∗)− σ2A), (7)
where σ2µ(s∗) is the sample mean of the squared errors between the B predictor networks and the
prior processes; vσ(s∗) is the sample variance of the squared error. The first quantifies our uncertainty,
whereas the second quantifies our uncertainty over what our uncertainty is. In practice, B = 1 is
typically sufficient and the second term disappears (Ciosek et al., 2020). The term σ2A is the aleatoric
noise inherent in the data which is an irreducible constant. In theory, this can be learned as well and
depends on how much information can be extracted about the value of states and actions from the
data. In practice, we set this term to 0.
Given a hyper-state s+t = (st, bt), an ensemble of B prior networks {f i(s+)}Bi=1 and corresponding
predictor networks {hi(s+)}Bi=1, the reward bonus is defined as
rc(s
+
t ) = max(0, σmu
2(s+t ) + βvσ(s
+
t )− σ2A) (8)
where σmu2(s+t ) is the sample mean of the squared error between prior and predictor networks and
vσ(s
+
t ) is the sample variance of that error. When necessary, we can expand this definition to do
exploration in hyper-state-action space.
B Implementation Details
B.1 Runtimes
For the Sparse CheetahDir experiments, we trained HyperX on a single CPU core. This takes
approximately 20 hours. As reference: training the Belief Oracle takes around 10 hours, and training
VariBAD takes around 20 hours as well. For the PointRobot experiments, we trained HyperX on a
NVIDIA GeForce GTX 1080 GPU. This takes approximately 15 hours.
13
Table 3
Policy Parameters Sparse HalfCheetahDir PointRobot Rooms
Frames 3e7 5e7 4e7
Layers 128, 128 128, 128 64
Non-Linearity tanh tanh tanh
Optimiser Adam (RMSProp) RMSProp (Adam) Adam
Learning Rate 7e-4 (3e-7) 3e-4 (7e-4) 7e-4
Epochs 2 (1, 4) 1 (2, 4) 8 (1, 2, 4)
Mini-Batches 4 (2, 8) 4 (2, 8) 4 (2, 8)
Value Clip Param 0.1 0.1 0.05
Batchsize 3,200 (1,600) 3,200 (1,600) 800
Value Loss Coefficient 0.5 0.5 0.5
Entropy Coefficient 1e-4 (1e-3, 1e-2) 0.01 (1e-3, 1e-4) 0.1
Discount Factor 0.97 0.97 0.98
Tau (GAE) 0.9 0.9 0.95 (0.9)
Max Grad Norm 0.5 0.5 0.5
Table 4
VAE Parameter Sparse HalfCheetahDir PointRobot Rooms
Optimiser Adam Adam Adam
Learning Rate 0.001 0.001 0.001
Data Buffer Size (Num Traj) 10,000 10,000 10,000
Batchsize (Num Traj) 10 (15, 50) 15 (10, 50) 25
Truncated BPTT Steps N/A 50 N/A
Subsampled ELBOs N/A 50 N/A
Subsampled Reconstruction Terms N/A 100 N/A
KL weight 1.0 1.0 0.1 (1.0)
Latent dim 5 5 10
Encoder Layers 64, 128 (GRU) 64, 128 (GRU) 40, 128 (GRU)
Decoder Layers 64, 64 64, 32 64, 64
B.2 Hyperparameters
We train the policy using PPO, and we add the intrinsic bonus rewards to the extrinsic environment
reward and use the sum when learning with PPO. We normalise the intrinsic and extrinsic rewards
separately by dividing by a rolling estimate of the standard deviation.
Tables 3-5 show the hyperparameters used for the policy, the VAE, and the exploration bonuses. We
include other hyperparameters we tested in brackets. Hyperparameters were selected using a simple
gridsearch. For HalfCheetahDir, we use the x-y-position of the agent as part of the hyperstate when
computing the reward bonus.
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Table 5
Reward Bonus Param Sparse CheetahDir PointRobot Rooms
λh 1.0 (0.1, 5.0) 0.1 (1.0, 5.0) 10.0 (0.1, 1.0)
λe 1.0 (0.1, 5.0) 0.1 (1.0, 5.0) 1.0 (0.1, 5.0)
RND Output Dimension 128 128 128
RND Prior Net Layers 256, 256 256, 256 256, 256
RND Prediction Net Layers 256, 256 256, 256 256, 256
RND Update Rate Every meta-iter. Every 5 meta-iter. (1) Every meta-iter.
RND Batch Size 128 (32) 128 (32) 128
RND Learning Rate 1e-4 (1e-5) 1e-5 (1e-4) 1e-4
RND Data Buffer Size 1e8 1e8 1e8
RND Prior Net Weight Scale 10 (1, 5) 0.5 (0.1, 1, 5, 10) 10
(a) Belief Oracle. (b) HyperX
Figure 4: Learning curves for the Belief Oracle (a) and HyperX (b), with and without reward bonus,
averaged over 20 seeds, with 95% confidence intervals (shaded areas).
C Additional Results
C.1 Sparse CheetahDir
Figure 4 shows the learning curves for the Sparse CheetahDir experiments, with 95% confidence
intervals (over 20 seeds).
Figure 5 shows example behaviour of a suboptimal policy at test time. The agent returns back into the
zero-reward zone after realising that the task was not "go left", but stays in there instead of behaving
optimally, which is going further to the right and into the dense reward area beyond the sparse interval
border.
C.2 PointRobot
Figure 6 shows the learning curves for the PointRobot environment, with 95% confidence intervals
(shaded areas, 3 seeds). Figures 7 and 8 show more example rollouts for VariBAD and HyperX, for
cases where the agent did not immediately find the goal.
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Figure 5: Behaviour of a policy which failed to learn Bayes-optimal behaviour. We observe such
behaviour often when training HyperX with the reward bonus on the hyper-states only, rh(b, s).
(a) (b)
Figure 6: Learning curves for the PointRobot environment, showing the returns in the first (a) and
second (b) episode.
Figure 7: VariBAD Example Rollouts
Figure 8: HyperX Example Rollouts
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