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Abstract 
Breast reconstruction is a vital part of breast cancer treatment for many women and can contribute to 
maximizing their quality of life by reducing the impact of breast cancer on their physical appearance. The 
limited reproducibility of subjective outcome evaluation techniques including panel evaluation has indicated 
a need for objective methods. Anthropometry requires fiducial points to be directly marked on the torso of 
subjects being assessed or indirectly on photographs before measurements are carried out, however 
subjectivity still exists with anthropomorphic techniques. Automating the identification of fiducial points 
such as the nipples will permit more consistent and reproducible quantitative measures of breast 
morphology. This paper investigates algorithms for automatic detection of nipples on 3D surface images 
and the impact that applying various thresholding and clustering operations on 2D texture data has on the 
automated placement of the nipple compared to the ground truth manually marked location.   
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1 Introduction
During 2010-2014 in Northern Ireland, 1,283 females were diagnosed with breast cancer per year and 306 per year 
died from the disease, with the lifetime risk of women developing breast cancer being 1 in 11 [1]. In the last 10 years 
female death rates have fallen by around a fifth [2], which may be due to earlier diagnosis through the introduction of 
breast cancer screening and advancements in treatments including chemotherapy, radiotherapy and surgery. Breast 
cancer surgery may involve partial removal of the breast or a mastectomy procedure during which the entire breast is 
removed. Breast reconstruction is the rebuilding of the breast mound using prosthetic implants or tissue taken from 
other parts of the body to create a natural breast shape [3]. Sabczynski et al. [4] developed a system to support surgeons 
in surgical planning by permitting visualization of the foreseen breast surgery results, this provides patients with 
opportunity to participate in a Shared Decision making process with their clinicians. 
   Evaluating the cosmetic outcome of breast reconstruction is essential in order to make improvements in current 
strategies by identifying variables which affect breast aesthetics [5]. Visual assessment by a panel of observers is the 
most frequently used method for evaluating patient cosmetic outcome [6]–[8]. The panel may comprise of independent 
clinicians and lay persons, where each panel member independently scores a range of aspects using photographs of the 
breasts, taking into account breast symmetry, scars and skin changes [9]. The overall aesthetic outcome of the patient 
being assessed is scored using a rating scale which ranks comparisons between their treated and untreated breast [10]. 
Results obtained through panel evaluation have been shown to lack accuracy and reproducibility through low intra and 
inter-rater agreement [11], [12]. The process is time consuming and impractical as requiring the participation of 
multiple health professionals is a hindrance when there are large volumes of patients to assess. Effective evaluation of 
breast reconstruction surgery requires an objective, consistent and efficient processing technique capable of providing 
three-dimensional measures of breast aesthetics. 
   Three-dimensional (3D) imaging has gained credibility in the research environment and has the potential to provide 
efficient, accurate and repeatable objective outcome measures [13]–[17], incorporating parameters which are not 
available from two-dimensional images such as volume, surface area, projection, contour and symmetry [10]. 
Distances between fiducial points on the female torso have been used to objectively quantify aspects of the breast such 
as ptosis [18]. Current objective breast assessment software BCCT.core [19] and AxisThree [20] require manual 
placing of landmarks on frontal torso images prior to performing symmetry calculations. Knowledge of surgical 
terminology is required to accurately locate a number of landmarks on the female torso, therefore these applications 
require a clinician to carry out the evaluation. The manual landmark procedure is time consuming and has been shown 
to introduce inter- and intra-observer variability [21]. Automating the detection of fiducial points will achieve efficient, 
productive, accurate and reliable breast evaluations. This paper investigates a number of algorithms for automated 
nipple identification on 3D torso surface meshes. Some preliminary results are presented for various thresholding and 
segmentation techniques by comparing the location of the automatically detected nipple to the manually detected 
ground truth position. The remainder of this paper is organized as follows. Section 2 highlights work related to this 
study. Section 3 describes the study methodology including the segmentation approaches assessed and methods of data 
analysis. Section 4 presents and discusses preliminary results and the study is concluded in Section 5. 
 
2 Related work
Objective outcome measures incorporating algorithms capable of 
performing automated volumetric, symmetry, shape, scar visibility 
and projection calculations of the breast region for breast 
reconstruction would provide clinicians with an efficient, 
comprehensive and consistent method of evaluation. Implementation 
of automated detection of prominent points on 3D torso surface 
images will enable measurements carried out by software to be more 
usable, efficient and applicable for clinical use. Identifying the 
location of nipples on a 3D surface mesh will permit symmetry 
measurements to be performed such as the distance between the left 
and right nipple, which can be used to objectively assess the cosmetic 
outcome of a patient. Automatically identifying landmarks on 3D 
surface images has the potential to enable a patient-friendly method 
of gathering reliable and accurate anthropometric measurements by 
reducing intra and inter-observer variability.  
   Merchant et al. [22] proposed algorithms to identify the nipples, sternal notch and umbilicus in 3D surface images 
using surface curvature and 2D texture data. Automatic segmentation of the 3D torso surface image into relative 
regions of interest regarding the typical location of each anatomical landmark was applied prior to curvature analysis. 
Gaussian and mean curvature information of the 3D surface enabled landmarks to be detected by searching the 3D 
image for curvature measurements correlating to the typical features they exhibit. Nipples are commonly located at the 
peak of the breast mounds, which are convex in shape and exhibit high elliptic Gaussian curvature. To determine an 
initial estimate for the location of the nipple Merchant et al. [22] computed a sum of the Gaussian and mean curvature 
values and corresponding z-value for each vertex on the 3D surface mesh. The largest value calculated was selected 
as the initial estimate as nipples are typically regions of high ellipticity and convexity with a high value along the z-
axis due to being outwardly projected. 400 vertices surrounding the initial estimate were identified by traversing the 
mesh and selecting vertices in 1-ring neighborhoods. The colour map of the selected vertices was converted to 
greyscale before a thresholding operation produced binary pixels. The maximum and minimum intensity values in the 
greyscale map were retrieved pixels with intensity values less than minimum + 0.1 (maximum – minimum) were 
Figure 1: Nipples identified on 3D 
mesh wireframe and texture. 
assigned a binary value of 1, and remaining pixels assigned a value of 0. This thresholding procedure permits the 
selection of points within 10% of the total contrast of the selected sub-region as the nipple areola complex has been 
found to contain a significantly higher percentage of melanin than the surrounding breast skin making it more 
pigmented [23]. The centroid of the resulting binarized region can then be computed and mapped back onto the 3D 
mesh surface, determining the final nipple location [22]. The algorithms were validated by comparing the automatically 
detected co-ordinates with those manually detected. The study concluded that the landmarks outlined were reliably 
identified and curvature analysis of 3D surface images is an appropriate technique for determining properties of the 
breasts such as symmetry and projection which contribute to evaluating breast aesthetics [22]. 
   Detection of nipples on two-dimensional images of female breast was investigated as an approach for adult content 
recognition by Wang et al. [24]. This study opted to use R, G, B colour information in their nipple detection procedure 
as the nipple skin regularly contains more R (Red) component and less G (Green) component compared to the non-
nipple skin which regularly contains less R and more G components. This prior knowledge of colour model 
composition was used in the two-stage nipple detection algorithm after a canny edge filter was applied. The method 
proposed by Wang et al. [24] was tested on a database of 980 images and the experimental results shown the algorithm 
to be efficient and accurate when detecting nipples on 2D images of various subject positioning. 
   Related work has previously focused on implementing automated quantitative analysis of breast morphology in 
BCCT.core objective software. A semi-automated 2D breast contour detection technique initially developed by 
Cardoso and Cardoso [25] required manual selection of two breast contour endpoints before the algorithm 
automatically detected the contour in-between using a shortest path approach. Cardoso et al. [26] presented an 
improved algorithm capable of automatically detecting the endpoints, achieving a fully automatic method of breast 
contour detection. However the quality of the contour detected was shown to be dependent on position of the subject 
as the endpoints are located where the contour of the arm intersects the trunk contour and if these are overlapped for 
instance if the subject places their arms down by their sides then accurate positioning of the endpoints is hindered [26]. 
   
3 Methodology 
This study investigated modified versions of the approach introduced by Merchant et al. [22] for automated detection 
of the nipples on 3D torso images. In this paper various modified thresholding and additional clustering techniques 
will be applied to both greyscale and colour 2D texture data of the 3D surface mesh after the initial estimate of the 
left and right nipple and neighboring vertices have been selected. The position of each automatically identified nipple 
will be compared to the position of the ground truth, which is manually selected on the 3D torso mesh. 
 
3.1 Experiments 
OpenFlipper is an open source, multi-platform application and programming framework which was used for 
development of algorithms [27].  
   As the nipples are located at the peak of the breast mound on each breast, the 3D mesh is divided into regions of 
interest (ROI) in order to perform the search in the area of the mesh where the nipples are likely to be located. Vertices 
of the mesh are firstly iterated to find the maximum and minimum 𝑥 and 𝑦 co-ordinate values on the mesh and using 
these values the mesh is then split into two halves, left and right each containing one breast. The ROI also takes into 
account the location of the breasts on the 𝑦-axis and focuses on the middle region of the torso. After the ROI’s are 
defined, the vertices in each are searched to find the vertex with the greatest 𝑧 coordinate which is selected as the 
initial estimate for the nipple. The 𝑢𝑣 2D texture coordinates that are used to map the texture onto the 3D mesh are 
retrieved for neighboring vertices of the initial estimate and used to calculate the 𝑥 and 𝑦 position of each selected 
vertex on the 2D texture image using Equations (1) and (2). 
𝑥 = u * texture_width                                                                           (1) 
      𝑦 =  texture_height – (v * texture_height)                                            (2) 
   Various thresholding and clustering techniques are then applied to both greyscale and colour 2D texture data 
of the selected vertices on the 3D surface mesh in effort to segment the nipple from the surrounding areola and skin. 
The centroid of the segmented region or cluster is computed as an 𝑥, 𝑦 location on the 2D texture, which is then 
remapped onto the 3D mesh and selected as the final nipple location. 
    
   The following sections will describe in detail the procedure used in each experiment to segment the nipple from 
surrounding skin using 2D texture data to locate the position of the nipple on the 3D surface mesh. 
 
3.1.1 10% thresholding 
Thresholding is an approach used to segment an image by taking a greyscale image as input and setting pixels with 
intensity values higher than a threshold to 0 and all remaining pixels to 1; producing a binary image. This approach 
to thresholding used in the study by Merchant et al. [22] allows the selection of points that are within 10% of the total 
contrast of the sub-region containing neighboring vertices of the initial nipple estimate. The image texture file 
belonging to the 3D mesh currently loaded is retrieved by the software and converted to greyscale. The pixel intensity 
values of selected vertices are searched to find the maximum and minimum. These values are then used in Equations 
(3) and (4) to calculate a threshold value. 
                                                 threshold_left= min_left + 0.1 (max_left - min_left) (3) 
                                            threshold_right= min_right + 0.1 (max_right - min_right)                                    (4) 
   Pixels less than the threshold value are assigned a value of 1 and the remaining pixels a value of 0. The centroid of 
the pixels assigned a value of 1 is then calculated and remapped onto the 3D mesh as the final nipple location. 
 
3.1.2 20% thresholding 
The thresholding applied here follows the same approach as above, however allows the selection of points within 
20% of the total intensity of the sub-region. The pixel intensity values of selected vertices are searched to find the 
maximum and minimum. These values are then used in Equations (5) and (6) to calculate a threshold value.  
threshold_left= min_left + 0.2 (max_left - min_left) (5) 
threshold_right= min_right + 0.2 (max_right - min_right)                                    (6) 
   Once again pixels less than the threshold value are assigned a value of 1 and the remaining pixels a value of 0 and 
the centroid of the pixels assigned a value of 1 position is determined before being remapped back onto the 3D mesh. 
 
3.1.3 Otsu automated thresholding 
Rather than simply setting a threshold based on pixels with intensities within a certain percentage of the total contrast 
as above an automated approach to thresholding can be used. Otsu’s automated thresholding method assumes that 
the extracted texture data of the selected sub-region of neighboring vertices contains two classes of pixels, the nipple 
and surrounding areola. The image data is first converted to greyscale and a histogram is created of the pixel 
intensities. The optimum threshold of the bimodal histogram is calculated by Otsu and the pixel intensities of 
selected vertices are checked. If the intensity is less than the optimum threshold the pixel is assigned a value of 1 





Figure 2: Clustered RGB image. 
3.1.4 K-Means clustering RGB colour model 
K-Means clustering is one of the simplest unsupervised learning 
algorithms [28]. Image segmentation using k-means assigns labels 
to each pixel in the 2D image texture based on their RGB colour 
values. Pixels of similar colour formation are assigned the same 
label and therefore belong to the same cluster. With reference to 
our data it is hoped that pixels belonging to the nipple will belong 
to a different cluster than pixels from the surrounding nipple 
areola complex. The image texture file belonging to the 3D mesh 
currently loaded is retrieved by the software and mapped into 
samples, each dataset of the sample consists of a RGB pixel group. 
The number of clusters required has been empirically selected as 
5 to permit adequate segmentation of the nipple from surrounding 
areola and skin. K-Means is then executed on the texture image 
and the centers of the computed clusters mapped onto a clustered image as shown in Figure 2. The texture location 
of the initial nipple estimate’s neighboring vertices on the clustered image is accessed and the smallest cluster 
determined. The centroid of the smallest cluster is remapped onto the mesh as the final nipple position. 
 
3.1.5 K-Means clustering HSV colour model 
K-means clustering is carried out using the HSV colour space for this experiment. The HSV colour space is often 
preferred over the RGB colour model in image segmentation as it separates colour information and intensity [29].    
The image texture file is converted into the HSV colour space and mapped into samples, each dataset of the sample 
consists of a HSV pixel group. The number of clusters required has been empirically selected as 5 to permit adequate 
segmentation of the nipple from surrounding areola and skin. K-Means is then executed on the texture image and 
the centers of the computed clusters mapped to onto a clustered image. Once again the smallest cluster in the sub-
region is determined and it’s centroid of the smallest cluster is remapped onto the mesh as the final nipple position. 
 
3.2 Data analysis 
The methodology proposed in this paper for this initial study was assessed on a dataset of four 3D frontal torso 
surface meshes to gather preliminary results. The performance of each experiment was evaluated by comparing the 
3D coordinates of the automatically detected nipples and the manual placement of each nipple in the software, which 
was used as the ground truth. To compare the position of the nipples located automatically and manually, the 
euclidean distance (mm) between the automatically detected coordinates and those manually marked on software 
was calculated using Equation (7) 
distance = √(𝑥2 − 𝑥1)2 + (𝑦2 − 𝑦1)2 + (𝑧2 − 𝑧1)2 (7) 
where 𝑥1, 𝑦1, 𝑧1are the vertex coordinates of the automatically detected nipple and 𝑥2, 𝑦2, 𝑧2 are the vertex 
coordinates of the manually located nipple. 
   The ground truth nipple position was determined for each mesh by manually marking the left and right nipple on 
the surface mesh. The vertex position of each manually located nipple is then stored to be used as in each 
experiment to calculate the distance between the ground truth and the automated position of each nipple. 
 
 
Figure 3: Automatically detected nipples (red cross) and manual ground truth (blue square) after executing                     
(a) 10% thresholding (b) Otsu (c) K-Means (RGB) on Mesh #4. 
4 Preliminary results and discussion 
Left and right nipples were automatically detected on four 3D surface meshes by performing the procedures outlined 
in Section 3. The euclidean distance (mm) between the automatically detected nipple and the manual ground truth was 
determined for each procedure. The distances calculated for each of the 4 meshes and average for each approach are 
presented in Table 1. 
 
   The initial results for K-Means (RGB) clustering were promising with the algorithm performing more accurate nipple 
detection than the 10% thresholding method initially proposed by Merchant et al. [22] on five out of the total eight 
occasions and matching the accuracy of 10% thresholding on the remaining three. Position of the automatically 
detected right nipple for Mesh #2 and #4 (Figure 3(c)) equaled the manual ground truth position using the K-Means 
(RGB) approach, where the 10% thresholding algorithm resulted in less accurate detection of the right nipple for Mesh 
#4. The proposed K-Means (RGB) clustering approach may have produced more accurate preliminary results than the  
method suggested by Merchant et al. [22] because of the extra information at pixel level contained in the RGB colour 
model compared to the greyscale image data used in the 10% thresholding algorithm. The 20% thresholding results 
were encouraging for the left nipple, however didn’t match the accuracy of the K-Means (RGB) clustering method for 
detecting the right nipple which produced the lowest average of 1.92mm. K-Means (HSV) performed well on Mesh 
#1 and #4, generating lower euclidean distances than the 10% thresholding approach on 4 occasions, however poor 
performance on Mesh #2 and #3 resulted in a high average. The Otsu automated thresholding approach proved to be 
the least accurate at detecting both nipples for all meshes in our initial dataset. This may due to Otsu’s method of 
thresholding relying on bimodal histogram to select an optimum threshold between two peaks representing the 
foreground and background, which may not have been the case for the texture image data of the initial dataset [30]. 
Variation between distances calculated for the left and right nipple was present in all 4 meshes, this may have been 
caused by changes in lighting conditions over the torso region impairing the quality of the texture image. The variation 
in lighting conditions of surface meshes is to be expected therefore further development of algorithms should aim to 















Table 1: Distances (mm) between the automated and ground truth positions for the left (NL) and right nipple (NR)  
Approach 
Mesh #1 Mesh #2 Mesh #3 Mesh #4 
Average of 4 Meshes 
(mm) 
NL NR NL NR NL NR NL NR NL NR 
10% threshold 4.84 4.79 6.68 0.00 7.07 5.00 6.38 3.17 6.24 3.24 
20% threshold 2.28 5.80 4.63 0.00 7.07 2.91 2.68 2.87 4.16 2.90 
K-Means (RGB) 2.28 4.79 4.63 0.00 7.07 2.91 2.68 0.00 4.16 1.92 
K-Means (HSV) 4.84 3.88 18.40 12.30 25.62 21.54 5.59 2.87 13.61 10.15 
Otsu threshold 4.84 23.51 15.76 0.00 25.87 2.91 26.62 24.75 18.27 12.79 
5 Conclusion 
This paper presents various segmentation techniques using both greyscale and colour image data combined with 3D 
surface meshes to distinguish the nipple from surrounding areola and skin on 3D torso surface images. Segmentation 
using colour information from the 2D texture data of the 3D mesh presented promising initial results with K-Means 
(RGB) performing the most accurate detection on average for the right nipple when compared to the other 
approaches, however as this study was carried out using a small initial dataset the robustness of all algorithms could 
not be assessed completely. There is clear potential for the 20% thresholding which matched the accuracy of the K-
Means (RGB) algorithm when detecting the left nipple, with both approaches obtaining the lowest average. The K-
Means (HSV) clustering method produced very good results for some meshes proving to be more accurate than Otsu 
automated thresholding method. Future work will focus on improving segmentation algorithms by performing 
clustering on the sub-region of the initial estimate instead of the entire texture and ensuring algorithms are able to 
perform accurate nipple detection on meshes with varying lighting conditions.  
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