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Résumé  Dans cet article, nous proposons une nouvelle méthode d'identication autodidacte d'un canal vectoriel utilisant les
statistiques du second ordre. Cette méthode est basée sur une modélisation paramétrique à trajets discrets (retards, atténuation)
du canal de propagation et suppose la connaissance a priori des ltres d'émission et de réception. Nous montrons ici qu'elle
permet de résoudre les problèmes d'identiabilité inhérents aux méthodes second-ordre.
Abstract  In this paper, we propose a new blind SIMO identication method using second order statistics. This method is
based on a specular model of the channel response and assume the a priori knowledge of pulse shape lters. We show that this
modelization allows to resolve inderteminations coming from channel order overestimation.
1 Introduction
L'identication autodidacte mono-entrée multi-sorties
utilisant les statistiques du second ordre a été l'objet de
nombreux travaux ces dernières années (voir [7] et les ré-
férences qui y sont proposées). On s'intéresse ici à une
classe particulière de techniques d'estimation autodidacte
appelée méthodes à sous-espaces. Ces méthodes sont par-
ticulièrement appropriées lorsque l'on a peu de données
et de forts rapports signal sur bruit. Mais ces techniques
sous-espaces sont très sensibles aux erreurs de modèle. En
eet elles utilisent une modélisation à RIF de la trans-
mission et nécessitent de ce fait la connaissance a priori
de l'ordre du modèle. Une sur-détermination de l'ordre
du modèle conduit à une estimée inconsistante [1]. Or, en
pratique, l'ordre du modèle est rarement connu, très di-
cilement estimable et c'est même souvent une notion mal
dénie [4]. Par contre, une borne supérieure de l'ordre du
modèle est facilement dénissable.
An de résoudre les problèmes d'identiabilité des mé-
thodes à sous-espaces liés à une éventuelle surestimation
de l'ordre du modèle, nous proposons d'utiliser une modé-
lisation paramétrique atténuations-retards à trajets dis-
crets du canal de propagation. Le modèle paramétrique
multi-trajets de la réponse impulsionnelle ne dépend lui
pas directement de l'ordre du canal et nous montrons que
cette modélisation permet d'obtenir un algorithme au se-
cond ordre intrinsèquement robuste à la surestimation.
Une telle approche paramétrique de la méthode à sous-
espace fut déjà envisagée dans [3], [8]. Dans ce papier en
plus d'un théorème d'identiabilité, nous proposons un
nouvel algorithme plus simple dans sa mise en oeuvre.
Le plan de l'article est le suivant : dans la partie 2, nous
présentons le modèle paramétrique multicapteurs et in-
troduisons quelques notations. Dans la partie 3 nous rap-
pelons les principes des méthodes à sous-espace classique
et paramétrique et proposons un nouveau critère d'esti-
mation. Dans la partie 4 on montre que la méthode à
sous-espace paramétrique permet d'obtenir une estimation
consistante du canal même lorsque l'on a surestimé l'ordre
de celui-ci. Dans la partie 5 l'algorithme proposé est com-
paré, en terme de taux d'erreur après démodulation aux
méthodes à sous-espaces classiques [1] et structurées [2].
2 Le modèle des données
On considère la transmission radio d'un train de sym-
boles fs
l
g émis par une source numérique de période T .
Le signal est reçu sur un réseau de q antennes. On note
h(t) (q  1) la réponse impulsionnelle multicapteurs. La
représentation en bande de base du signal reçu est alors
x(t) =
1
X
l= 1
h(t  lT )s
l
+ n(t) (1)
où n(t) est un bruit multicapteurs supposé blanc tempo-
rellement et spatialement. On suppose que la propagation
se fait selon d

trajets discrets et qu'elle est à bande étroite
pour le réseau de capteurs, la réponse du canal vérie alors
h(t) =
d

X
k=1
a

k
g(t  

k
) (2)
où a

k
de dimension q1 traduit les eets de la réponse de
l'antenne et de l'atténuation complexe du kième trajet et


k
est le retard associé au kième trajet. On peut poser sans
perte de généralité que 

1
< : : : < 

d
. g(t) est la fonction
de mise en forme (émission/réception) supposée connue et
de longueur nie ; on pose g(t) = 0 pour t =2 [0; L
g
T [.
Le signal reçu est échantillonné au rythme
T
p
(p 2 N

)
et la réponse discrète correspondante est :
hT
p
(z) =
d

X
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a

k
gT
p
(

k
; z) (3)
avec gT
p
( ; z) ,
P
n
g(n
T
p
  )z
 n
. En combinant diversi-
tés spatiale et temporelle, on forme un canal multi-sorties
de dimension p:q : h(k) = [h
(0)
(k)
T
: : :h
(p 1)
(k)
T
]
T
où
h
(i)
T
(k) = h(i
T
p
+ kT ). Ce canal est à réponse impul-
sionnelle nie d'ordre L = L
g
+ d(

d
  

1
)=T e. On peut
alors dénir la réponse en z vectorielle de dimension pq
h(z) =
P
L
k=0
h(k)z
 k
et
~
h = [h(0)
T
: : :h(L)
T
]
T
p:q:(L+1)
le
vecteur contenant l'ensemble des coecients de h(z).
3 Algorithmes
3.1 La méthode à sous-espace
On rappelle que le critère d'estimation quadratique mi-
nimisé par la méthode à sous-espace [1] est
J
L
(
~
h) =
~
h
H
Q
L
(R)
~
h (4)
avec jj
~
hjj 6= 0 oùQ
L
(R) est entièrement déni par l'espace
nul de la matrice de covariance des observations spatio-
temporelles R et de l'ordre du modèle L.
Soit f(z) 6= 0 un polynôme vectoriel de dimension p:q et
de degré
^
L  L potentiellement solution, il a été montré
dans [1] que sous une contrainte telle que jj
~
f jj 6= 0, alors
J
^
L
(
~
f) =
~
f
H
Q
^
L
(R)
~
f = 0, f(z) = r(z)h(z) (5)
où r(z) est un polynôme scalaire quelconque de degré
^
L 
L. Ainsi, lorsque l'ordre du modèle est connu
^
L = L la
méthode à sous-espace donne à un facteur multiplicatif
près une estimée consistante de la réponse du canal. Par
contre, lorsque l'ordre est surestimé
^
L > L alors le canal
n'est identié qu'à un polynôme quelconque près, ce qui
rend le résultat inutilisable en pratique.
Par ailleurs, il est intéressant pour la suite de remarquer
que comme hT
p
(z) =
P
p 1
i=0
h
(i)
T
(z
p
)z
 i
on a
f(z) = r(z)h(z), fT
p
(z) = r(z
p
)hT
p
(z) (6)
3.2 La version paramétrique de la méthode
à sous-espace
Dans cette partie on suppose que h(z) vérie le modèle
spéculaire donné par l'équation (3), et au lieu d'estimer
les coecients de h(z), on va chercher à estimer les pa-
ramètres inconnus caractérisant le canal i.e. f

k
g
1kd
et
fa

k
g
1kd
. Soit
^
L  L, et
^
d  d l'estimation du nombre
de trajets, on recherche une solution au critère 5 sous la
contrainte que fT
p
(z) s'écrive sous la forme suivante :
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La relation précédente est équivalente à
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 est le produit de Kronecker et I
q
est la matrice identité
q  q.
Ainsi, le critère de la méthode à sous-espace se réécrit
sous la forme paramétrique suivante :
J
^
L
;
^
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( ; a) = a
H
G( )
H
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^
L
(R)G( )a (9)
On peut alors résoudre sous une contrainte de non-trivialité
^
 ;
^
a = argmin
 ;a
J
^
L;
^
d
( ; a) (10)
On sait que
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(z) ,
P
^
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(^
k
; z) vérie
^
hT
p
(z) =
r(z
p
)hT
p
(z) où r(z) est un polynôme quelconque. Nous
verrons dans la partie suivante (Théorème 1) que sous
certaines hypothèses malgré le fait que
^
L  L, l'estimation
des paramètres 
k
et a
k
(1  k  d) est consistante.
Sous la contrainte kak = 1 le minimum en a à  xé du
critère J
L;d
( ; a) est le vecteur propre associé à la valeur
propre minimale de la matrice G( )
H
Q
L
(R)G( ). On
peut ainsi réduire le critère en a et on obtient alors le
critère ci-dessous ne dépendant plus que des retards
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^
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^
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(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
(11)
où 
min
(A) est la valeur propre minimale de la matrice
A. On peut obtenir une estimée
^
 de 

en minimisant
cette fonction de d paramètres sous la contrainte ^
i
6= ^
j
pour tout i 6= j. On obtient ensuite une estimée
^
a de a

directement comme le vecteur propre associé à la valeur
propre minimale de la matrice G(
^
 )
H
Q
^
L
(R)G(
^
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On remarque que lorsqu'au moins deux composantes du
vecteur
^
 sont identiques alors la matrice G(
^
 ) chute de
rang et la fonction
~
J
^
L;
^
d
( ) s'annule. An de faciliter la
mise en oeuvre de la recherche du minimum global de la
fonction
~
J
^
L;
^
d
( ) sous la contrainte ^
i
6= ^
j
pour i 6= j, il
est apparu particulièrement adéquat de diviser le critère
réduit par la valeur propre minimale de G( )
H
G( ), et
donc de minimiser en  le critère

J
^
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^
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
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On peut montrer [6] que ce facteur de normalisation n'in-
tervient pas dans les performances asymptotiques du cri-
tère

J
^
L;
^
d
( ) qui sont identiques à celles du critère
~
J
^
L;
^
d
( ).
Donc, en particulier le minimum global en  du critère

J
^
L;
^
d
( ) est le même que celui de
~
J
^
L;
^
d
( ).
Bien que nécessitant un algorithme de recherche mul-
tidimensionel, ce qui semble inévitable à cause de la dé-
pendance non linéaire de la fonction G( ) en  , le critère
ci-dessus est plus simple que la solution proposée dans
[8] basée sur une optimisation conjointe du critère 9. De
plus, le nombre de retards étant généralement peut élevé
(3 ou 4 pour les communications mobiles ou les communi-
cations HF) il est possible de rechercher l'optimum global
de

J
^
L;
^
d
( ) soit par un algorithme itératif sur le nombre
de trajets soit par un algorithme de minisation globale.
On a choisi ici de minimiser le critère

J
^
L;
^
d
( ) selon un
processus itératif sur le nombre trajet.
 On suppose que d = 1, ^
1
= argmin


J
^
L;1
()
 On suppose que d = 2, ^
2
= argmin


J
^
L
;1
([^
1
 ])
 On itère ainsi jusqu'à ce que d =
^
d.
4 Identiabilité du modèle paramé-
trique lorsque l'ordre du canal est
surestimé
Soit D = f

1
; 

2
; : : : ; 

d
g l'ensemble des vrais retards
(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< 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2
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
d
). Pour chaque 

k
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nit C
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= f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soit un
multiple entier relatif de la période symbole.
Théorème 1 (Identiabilité) Soient deux réponses mul-
titrajets discrètes dénies par hT
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; z)
et fT
p
(z) =
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)hT
p
(z) (13)
où r(z) =
P
M
n=0
r
n
z
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est un polynôme scalaire de degré
M . Supposons de plus que les hypothèses H1-4 ci-dessous
sont vériées,
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k
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k
)
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) = min(q; d).
H3 pL
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m
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pour 1  k  d
a
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La preuve est donnée dans [6]. Ce théorème montre que
sous les hypothèses H1-4 en forçant l'estimée donnée par
la méthode à sous-espace à avoir une structure spéculaire,
on impose à l'indétermination polynômiale due à la sur-
estimation de l'ordre à être de la forme r
m
z
 m
. Donc, à
une constante multiplicative et un décalage temporel près
l'estimée
^
hT
p
(z) =
P
^
d
k=1
^
a
k
gT
p
(^
k
; z) est consistante.
Commentaires
Le polynôme r(z) introduit au niveau des retards des
ambiguïtés multiples de la période symbole T . L'hypo-
thèse H1 indique que lorsque deux retards sont exacte-
ment décalés d'un multiple de T il est nécessaire d'avoir
plusieurs capteurs pour pouvoir identier les bons retards.
En pratique, on a une probalité nulle d'avoir des retards
exactement décalés d'un multiple de T , cependant avoir
plusieurs capteurs à la réception permet d'être plus ro-
buste lorsque l'on s'approche de ce type de situations.
Lorsqu'il n'y a pas de retards exactement décalés d'un
multiple de T , alors l'hypothèse H4 devient d 
^
d < 2d.
Cette hypothèse montre que l'on peut obtenir une esti-
mation consistante même lorsque le nombre de retard est
surestimé (de moins qu'un facteur 2).
Lorsque q  d (qui est la situation la plus fréquemment
considérée), l'hypothèsesH3 devient pL
g

^
d+1. On peut
remarquer qu'alors les hypothèses d'identiabilité sont in-
dépendantes du facteur de surestimation de l'ordreM . En
pratique, le signal est suréchantillonné d'un facteur 2, et
le ltre d'émission s'étale sur environ 6 temps symboles.
Donc,
^
d  11. On pourrait identier jusqu'à 11 trajets.
Il apparaît donc que bien qu'un peu techniques, les hy-
pothèses du théorème 1 sont facilement vériables en pra-
tique.
5 Simulations
Dans cette partie on compare en terme d'égalisation les
performances de la méthode à sous-espace dite paramé-
trique proposée ci-dessus à celles de la méthode à sous-
espace classique [1] et de la méthode à sous-espace dite
structurée [2] [5] (encore appelée partiellement aveugle)
qui comme la méthode paramétrique exploite la connais-
sance des ltres d'émission/réception mais sans paramé-
trisation du canal.
Les symboles émis sont i.i.d, modulés selon une modu-
lation de phase à 8 états. Le ltre d'émission est la racine
d'un ltre de Nyquist en cosinus surélevé d'excès de bande
0; 25 restreint à l'intervalle [ 3; 3]T (L
g
= 6). La propa-
gation radio se fait selon d

trajets discrets, chacun étant
caractérisé par un retard 

k
, un facteur d'atténuation 

k
,
et un angle d'incidence 

k
. On a a

k
= 

k
a(

k
). Le signal
est reçu sur q = 2 capteurs espacés d'une demi longueur
d'onde, puis suréchantillonné d'un facteur p = 2. Le canal
est identié sur des blocs de N = 250 échantillons. On
utilise un égaliseur linéaire matriciel zéro-forcing  déni
par  = (T
K
(
^
~
h)
H
T
K
(
^
~
h))
 1
T
K
(
^
~
h)
H
où T
K
(
^
~
h) désigne la
matrice bloc Toeplitz formée à partir du vecteur
^
~
h et où
^
~
h
est l'estimée de la réponse impulsionnelle obtenue par la
méthode considérée. Les simulations 1-3 donnent le taux
d'erreur symbole (TES) après démodulation en fonction
du rapport signal sur bruit (RSB).
En pratique, on peut facilement dénir une borne su-
périeure pour le retard diérentiel entre les trajets. Ici,
on suppose que d
d
  
1
e < 5T . Ainsi, pour la méthode
paramétrique on pose
^
L = L
g
+ 5 = 11 et le nombre de
trajets est supposé connu. Pour les deux autres méthodes
les valeurs de l'ordre sont choisies de façon à optimiser les
performances des algorithmes.
Les simulations montrent que malgré l'erreur d'estima-
tion sur l'ordre la méthode paramétrique ore des per-
formances souvent bien meilleures que les approches non
paramétriques. Sur l'ensemble des simulations que nous
ayons faites cette constatation a été vériée sauf lorsque
l'on a deux trajets très peu décalés temporellement, par
exemple moins d'une demi période symbole.
La gure 4 représente l'erreur quadratiqe moyenne entre
la vraie réponse impulsionnelle et les réponses estimées
en fonction de la valeur estimée de l'ordre de la réponse
impulsionnelle (pour la méthode à sous-espace structu-
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Fig. 2: d
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= 2, 

= [0; 2 0; 9]T , 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= [1 0; 5], 
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Æ
rée c'est en fonction de l'ordre du seul canal de propa-
gation). La vraie valeur de l'ordre du modèle est L =
L
g
+ d
2
  
1
e = 9. On remarque tout d'abord que les
performances de la méthode à sous-espace sont optimales
pour une valeur sous-estimée de l'ordre du modèle (voir
[4]). Par ailleurs, dans un tel contexte où q = 2  d = 2, le
théorème 1 nous dit que les conditions d'identiabilité sont
indépendantes de la valeur de la surestimation de l'ordre
du modèle. Cette simulation nous montre que les perfor-
mances de la méthode sont elles aussi quasi indépendantes
de ce facteur de surestimation.
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