We consider the volume-normalized Ricci flow close to compact shrinking Ricci solitons. We show that if a compact Ricci soliton (M, g) is a local maximum of Perelman's shrinker entropy, any normalized Ricci flow starting close to it exists for all time and converges towards a Ricci soliton. If g is not a local maximum of the shrinker entropy, we show that there exists a nontrivial normalized Ricci flow emerging from it. These theorems are analogues of results in the Ricci-flat and in the Einstein case [HM13, Krö13b] .
In his pioneering work [Per02] , Perelman introduced the shrinker entropy ν, which is a functional on the space of metrics and admits precisely the shrinking Ricci solitons as its critical points. Perelman discovered the remarkable property that ν is nondecreasing under the Ricci flow and stays constant only at its critical points. The shrinker entropy is the most important tool in proving our main theorems. Theorem 1.2 (Dynamical stability). Let (M, g) be a compact shrinking Ricci soliton. If (M, g) is a local maximizer of ν, it is dynamically stable.
Theorem 1.3 (Dynamical instability)
. Let (M, g) be a compact shrinking Ricci soliton. If (M, g) is not a local maximizer of ν, it is dynamically unstable.
Observe that any compact shrinking Ricci soliton must be either dynamically stable or unstable, so we have a complete description of the Ricci flow as a dynamical system close to Ricci solitons. Since non-shrinking compact Ricci solitons are Einstein, they are already covered by previous results.
In the Einstein case, we additionally were able to give geometric stability/instability conditions in terms of the conformal Yamabe invariant and the Laplace spectrum [Krö13b] . It would be intersting to find similar geometric conditions in the case of non-Einstein Ricci solitons. So far, we can characterize stability in terms of the eigenvalues of a second-order differential operator, supposed that an additional technical condition holds. pointwise scalar product induced by the metric. By S p M , we denote the bundle of symmetric (0, p)-tensors. For a given f ∈ C ∞ (M ), we introduce some f -weighted differential operators. The f -weighted Laplacian (or Baker-Emery Laplacian) acting on C ∞ (S p M ) is ∇ X1+i T (X 2+i , . . . , X p+i ), where the sums 1 + i, . . . , p + i are taken modulo p. If f is constant, we recover the usual notions of Laplacian and divergence. In this case, we will drop the f in the notation. For ω ∈ Ω 1 (M ), we have δ * f ω = L ω g where ω is the sharp of ω. Thus, δ * f (Ω 1 (M )) is the tangent space of the manifold g · Diff(M ) = {ϕ * g|ϕ ∈ Diff(M )}. Throughout, any manifold M will be compact and any metric considered on M will be smooth, unless the contrary is explicitly asserted.
The shrinker entropy
Let g be a Riemannian metric, f ∈ C ∞ (M ), τ > 0 and define
For any fixed τ > 0, the infimum is finite and is realized by a smooth function [CCG + 07, Lemma 6.23 and 6.24]. We define the shrinker entropy as
Recall also the definition of Perelman's λ-functional
If λ(g) > 0, then ν(g) is finite and realized by some τ g > 0 (see [CCG + 07, Corollary 6.34]). In this case, a pair (f g , τ g ) realizing ν(g) satisfies the equations 
) for any ϕ ∈ Diff(M ) and α > 0.
Remark 3.2. The shrinker entropy is upper semicontinuous with respect to the C 2 -topology if defined. Let g be fixed and (f g , τ g ) be a minimizing pair. Let g i → g in C 2 and v i ∈ C ∞ (M ) such that e −vi dV gi = e −fg dV g . Then,
Proposition 3.3 (First variation of ν). Let (M, g) be a Riemannian manifold. Then the first variation of ν is given by
Proof. See e.g. [CZ12, Lemma 2.2].
By scale and diffeomorphism invariance, it is easy to see that ν is nondecreasing under the Ricci flow and that ν stays constant if and only if
i.e. if g is a critical point of ν. Observe that in this case, the pair (f g , τ g ) realizing ν(g) is unique. Therefore, ν(g) is finite, since λ(g) ≥ min scal g > 0. Since ν stays constant along the flow starting at g, we nessecarily have (3.4).
Proposition 3.5 (Second variation of ν). Let (M, g) be a gradient shrinking Ricci soliton. Then the second variation of ν at g is given by
where (f, τ ) is the minimizing pair realizing ν. The stability operator N is given by
and v h is the unique solution of
Proof. See [CZ12, Theorem 1.1].
Remark 3.6. In the following, we explain how this variational formula can be substantially simplified. The operator N is formally self-adjoint with respect to the weighted measure because
and the right hand side is symmetric in h and k. The other summands of N are clearly self-adjoint. Therefore,
By scale and diffeomorphism invariance of ν, we have, for an arbitrary k ∈ C ∞ (S 2 M ),
The equality of the direct sums holds because g is a Ricci soliton. Thus ν is only nontrivial on the orthogonal component of
and the stability operator N | V : V → V is of the form
We also have δ f Ric = 0 [CZ12, Lemma 3.1] and thus, δ −1 
Analyticity and a Lojasiewicz-Simon inequality
A nessecary tool in proving our stability and instability theorems is a Lojasiewicz-Simon inequality for ν which will be the main theorem of this section. To prove this, ν needs to be analytic. This is the content if the following Lemma 4.1. Let (M, g 0 ) be a gradient shrinking Ricci soliton. Then there exists a C 2,α -neighbourhood U of g 0 in the space of metrics such that the minimizing pair (f g , τ g ) realizing ν(g) is unique and depends analytically on the metric. Moreover, the map g → ν(g) is analytic on U. Proof of Lemma 4.1. We use the implicit function theorem for Banach manifolds. We define a map
and let M 2,α be the Banach manifold of C 2,α -metrics. Define
where the three components are given by
This is an analytic map between Banach manifolds. We have L(g, f, τ ) = (0, 0, 0) if and only if there exists a constant c ∈ R such that the set of equations
By (3.3) and smoothness of f g0 , we have F g0 ∈ C k,α g0 (M ) for all k ≥ 0. Moreover, we have the decompositions
where the last factor in the first decomposition represents the constant functions. Consider the differential of L restricted to R as a linear map
Straightforward calculations, using the Euler-Lagrange equations (3.2) and (3.3), show that it is equal to . This implies invertibility of the above map. It remains to consider the lower right 3 × 3-block which we denote by A. We have
Since F g0 is an eigenfunction of the weighted Laplacian to the eigenvalue
By definition of ν(g 0 ),
Therefore,
because the scalar curvature of g 0 is positive [Ive93, Proposition 1]. In summary, we have shown that dL (g0,fg 0 ,τg 0 ) | R is invertible. By the implicit function theorem for Banach manifolds, there exists a neighbourhood U ⊂ M 2,α of g 0 and an analytic map P :
Now we claim that on a smaller neighbourhood U 1 ⊂ U, there is a unique pair of minimizers in the definition of ν and it is equal to P (g). Suppose this is not the case. Then there exist a sequence g i of metrics such that g i → g 0 in C 2,α and pairs of minimizers (f gi , τ gi ) such that P (g i ) = (f i , τ gi ) for all i ∈ N. By substituting w 2 gi = e −fg i , we see that the pair (w gi , τ gi ) is a minimizer of the functional
It satisfies the pair of equations
(4.5)
By upper semicontinuity, ν(g i ) ≤ C 1 . Now we show that there exist constants 
We have C 5 > 0 because λ(g) is uniformly bounded on U and positive. The constant C 4 (g) depends on the Sobolev constant and the volume. Now if τ gi converges to 0 or ∞, ν(g i ) diverges, which causes the contradiction. Observe that we also obtained a lower bound on ν(g i ).
Next, we show that ∇w gi L 2 is bounded. Choose > 0 so small that 2 + 2 ≤ 2n n−2 . By Jensen's inequality and the bounds on τ gi ,
By the Sobolev inequality,
In summary, we have
which shows that ∇w gi L 2 is bounded. Now we continue with a bootstrap argument. By Sobolev embedding, the bound on w gi H 1 implies a bound on w gi L 2n/(n−2) . Let p = 2n/(n − 2) and choose some q slightly smaller than p. By elliptic regularity and (4.4),
Since for any β > 1, |x log x| ≤ |x| β for |x| large enough, we have
Thus, w gi W 2,q ≤ C(q). Using Sobolev embedding, we obtain bounds on w gi L p for some p > p. From (4.4) again, we have bounds on w gi W 2,q for any q < p . Using these arguments repetitively, we obtain w gi W 2,q ≤ C(q) for all q ∈ (1, ∞). Again by elliptic regularity,
for some γ > 1. For some sufficiently large q, we have, by Sobolev embedding,
We finally obtained an upper bound on w gi C 2,α . Thus there exists a subsequence, again denoted by (w gi , τ gi ), which converges in C 2,α , α < α, to some limit (w ∞ , τ ∞ ). By Remark 3.2,
and therefore, (w ∞ , τ ∞ ) = (w g0 , τ g0 ) because the minimizing pair is unique at g 0 . Moreover, by resubstituting,
in C 2,α . Because the pair (f gi , τ gi ) satisfies (3.2) and (3.3), L(g i , f gi , τ gi ) = 0 and the implicit function argument from above implies that P (g i ) = (f gi , τ gi ) for large i. This proves the claim by contradiction. We also have shown that the constant c appearing above is equal to −ν(g). Since the map g → (f g , τ g ) is analytic, the map
is also analytic. This proves the lemma.
Lemma 4.3. Let (M, g 0 ) be a gradient shrinking Ricci soliton. Then there exists a C 2,α -neighbourhood U of g 0 in the space of metrics and a constant C > 0 such that
Proof. Let the maps P, L and the space R be as in the proof of the previous lemma. Note that if U is small enough, the map
is precisely the differential of P . By the chain rule,
Then,
by the first variation of the volume element. The first variation of the Laplacian and the scalar curvature are 
where i = 0, 1, 2. Now we consider dL g,f,τ | R . This is essentially an elliptic operator which is invertible at (g 0 , f g0 , τ g0 ). By continuity, it is also invertible on a small C 2,α -neighbourhood of the tuple. By elliptic estimates, we conclude from (4.6) that
for g close to g 0 . This finishes the proof of the lemma.
To prove the main result of this section, we need a form of the slice theorem. Recall that Ebin's slice theorem [Ebi70] states the following: For any Riemannian metric g on a compact manifold, there exists neighbourhood U of g and a submanifold S g ⊂ M tangent to δ −1 g (0) such that any metric in U is isometric to a unique metric in S g . We call S g a slice of the action of Diff(M ).
For our purpose, it is more convenient to use a slice tangent to δ −1 g,f (0) where f is the potential function of the Ricci soliton. In fact, we can choose the slice to be affine, i.e.
By [Ach12, Lemma A.5], there exists a C 1+k,α -neighbourhood U of g such that any metric in U is isometric to a unique metric in S g,f ∩ U.
Theorem 4.4 (Lojasiewicz-Simon inequality). Let (M, g 0 ) be a gradient shrinking Ricci soliton. Then there exists a C 2,α neighbourhood U of g 0 and constants σ ∈ [1/2, 1), C > 0 such that
for all g ∈ U.
Proof. Since both sides are diffeomorphism invariant, it suffices to show the inequality on a slice to the action of the diffeomorphism group. Let
Letν be the ν-functional restricted to S g0,fg 0 . Obviously,ν is analytic since ν is. By the first variational formula in Lemma 3.3, the L 2 -gradient of ν is (up to a constant factor) given by
2 g]e −fg . It vanishes at g 0 . On the neighbourhood U, we have the uniform estimate
which holds by Taylor expansion and Lemma 4.3. The L 2 -gradient ofν − is given by the projection of ∇ν to δ −1 g0,fg 0 (0). Therefore, (4.9) also holds for ∇ν. The linearization ofν at g 0 vanishes on R · Ric g0 and equals 
(4.8) holds on all g ∈ S g0,fg 0 . By diffeomorphism invariance, it holds on all g ∈ U.
5 Dynamical stability and instability
In this section, we prove the main theorems of the paper. We consider the τ -floẇ
which is well-defined in a neighbourhood of a gradient shrinking Ricci soliton. Observe that ν is nondecreasing under the τ -flow. We also construct a modified τ -flow as follows: Let ϕ t ∈ Diff(M ), t ≥ 1 be the family of diffeomorphisms generated by X(t) = −grad g(t) f g(t) and defineg(t) := ϕ * t g(t), where g(t) is a solution of (5.1). Then we have
This is the gradient flow of τ with respect to the weighted L 2 -measure.
Lemma 5.1. Let (M, g) be a gradient shrinking Ricci soliton and let k ≥ 3. Then for each C kneighbourhood U of g, there exists a C k+5 -neighbourhood V of g such that the modified τ -flow (5.2), starting at any metric in V, stays in U for all t ∈ [0, 1].
Proof. Let us denote the -ball with respect to the C k g RS -norm by B k . Without loss of generality, we may assume that U is of the form U = B k for some > 0. Throughout the proof, let us assume that we are in a neighbourhood of g such that Lemma 4.1 and Lemma 4.3 hold. All covariant derivatives, Laplacians and norms in this proof are taken with respect to g(t) (resp.g(t)). Along the (unmodified) τ -flow, we have the evolution equations
where * is Hamilton's notation for a combination of tensor products and contractions. The first two formulas follow from rescaling the evolution equations for the standard Ricci flow [Bre10, . The third formula is clear and the last one follows from the first variation of the Hessian [Krö13b, Lemma A.2]. The evolution equation for the Riemann tensor yields the evolution inequality
From the maximum principle, we obtain the following. Suppose we have a τ -flow g(t) defined on [0, T ], T ≤ 1 and the bounds
for all t ∈ [0, T ] and i ≤ k + 3. Then there exists a constantK(K, n, k) such that
for all t ∈ [0, T ] and i ≤ k + 3. Furthermore, we have the evolution inequality
where ( * ) is given by
We obtain a bound
where we used the estimate
Similarly, we have
where we have the bound
It remains to control the norms of f and ∂ t f . By the differential equation
and elliptic regularity,
From differentiating (5.6), we obtain
Suppose now again that (5.3) (and therfore, also (5.4)) holds. Using an iteration argument in (5.7) and descending to C i -norms we obtain that
For all i ≤ k, we thus have, by (5.4) and (5.5),
along the τ flow. By diffeomorphism invariance, conclusion (5.4) and the inequality (5.9) also hold for the modified τ -flow. Let us denote the modified τ -flow byg. Choose the C k+5 -neighbourhood V so small that we have the bounds (5.3) for some constant K > 0 and any modified τ -flow starting in V as long as the flow stays in U. Then (5.4) holds. Let 1 > 0. By (5.9) and the maximum principle, we can choose δ 1 = δ 1 ( 1 , U, V) > 0 so small that if
for i ≤ k and t ∈ [0, 1] as long as the flow stays in U. Let T > 0 be the maximal time such that the modified τ -flow stays in U. Suppose that T ≤ 1. By integration,
provided that we have chosen 1 and δ(V) small enough. This contradicts the maximality of T and proves the lemma.
Lemma 5.2 (Shi estimates for the τ -flow). Let g(t), t ∈ [0, T ] be a solution of the τ -flow (5.1) and suppose that
Then for each k ≥ 1, there exists a constant C(k) such that
Proof. See [Krö13c, Lemma 6.5.6].
Estimates of that type are well-kown for the standard Ricci flow [Ham95, Theorem 7.1]. Note that we do not make assumptions on the derivatives of the curvature at t = 0.
Theorem 5.3 (Dynamical stability). Let (M, g) be a gradient shrinking Ricci soliton and let k ≥ 3. Suppose that g is a local maximizer of ν. Then for every C k -neighbourhood U of g, there exists a C k+5 -neighbourhood V such that the following holds:
For any metric g 0 ∈ V, there exists a 1-parameter family of diffeomorphisms ϕ t such that for the τ -flow (5.1) starting at g 0 , the modified flow ϕ * t g(t) stays in U for all time and converges to a gradient shrinking Ricci soliton g ∞ in U as t → ∞. The convergence is of polynomial rate, i.e. there exist constants C, α > 0 such that
Proof. Without loss of generality, we may assume that U = B k and that > 0 is so small that Theorem 4.4 holds on U.
By Lemma 5.1, we can choose a small neighbourhood V such that the modified τ -flow (5.2), starting at any metric g ∈ V stays in B k /4 up to time 1. Let T ≥ 1 be the maximal time such that any solution of (5.2), starting in V, stays in U. By definition of T , we have uniform bounds
By Lemma 5.2 and diffeomorphism invariance, we have
We have
By interpolation (c.f. [Ham82, Corollary 12 .7]), (5.10) and (5.11), we have
for η as small as we want. In particular, we can assume that θ := 1 − σ(1 + η) > 0, where σ is the constant appearing in the Lojasiewicz-Simon inequality 4.4. By the first variation of ν,
By Theorem 4.4,
Hence by integration,
provided that V is small enough. Thus, T = ∞ andg(t) converges to some limit metric g ∞ ∈ U as t → ∞. By the Lojasiewicz-Simon inequality, we have
Therefore, ν(g ∞ ) = ν(g), so g ∞ is a gradient shrinking Ricci soliton, since it is also a local maximum of ν. The convergence is of polynomial rate, since for t 1 < t 2 ,
The assertion follows from t 2 → ∞. By the above arguments, one also sees thatg(t) converges in any C k -norm and therefore, the limit metric is smooth.
Theorem 5.4 (Dynamical instability). Let (M, g) be a gradient shrinking Ricci soliton that is not a local maximizer of ν. Then there exists a nontrivial ancient τ -flow g(t), t ∈ (−∞, 0] and a 1-parameter family of diffeomorphisms . Then we have the differential inequality
from which we obtain
as long asg i (t) stays in B k−5 2
. Thus, there exists a t i such that
for η > 0 as small as we want. We may assume that θ = 1 − σ(1 + η) > 0. By Theorem 4.4 , we have the differential inequality
Because the embedding C k−6 (M ) ⊂ C k−5 (M ) is compact, we can choose a subsequence of theg
loc (M × (−∞, 0]) to an ancient flowg(t), t ∈ (−∞, 0], which satisfies the differential equationġ
From taking the limit i → ∞ in (5.12), we have ≤ C 4 (ν(g(0)) − ν(g)) β/2 which shows that the Ricci flow is nontrivial. For T i ≤ t, the Lojasiewicz-Simon inequality implies
It follows that g −g(t) C k−6 → 0 as t → −∞.
Remark 5.5. For any τ -flow g(t) we obtain a solutionĝ(t) of the normalized Ricci flow (1.1) by projecting to the subset M c of metrics of volume c and by rescaling the time parameter suitably. Now if g(t) converges to some Ricci soliton as t → ±∞, the same holds forĝ(t). This shows that Theorem 5.3 and Theorem 5.4 also hold when replacing the τ -flow by the volume-normalized Ricci flow. In this way, we obtain the theorems as stated in the introduction.
The integrability condition
Let g t a C 1 -curve of Ricci solitons through g and suppose that all g t are of the same volume c. By projecting to the affine slice, we obtain a C 1 -curve of Ricci solitons
where M c is the space of metrics of volume c. We have
and ν (h) = 0 because ν is constant alongg t . This motivates the following definition:
Definition 6.1. Let (M, g) be a gradient shrinking Ricci soliton and let N be the stability operator of Proposition 3.5. We call h ∈ C ∞ (S 2 M ) an infinitesimal solitonic deformation if h ∈ V and N (h) = 0. An infinitesimal solitonic deformation is called integrable if there exists a curve of Ricci solitons g t through g = g 0 such that 
Proof. Since g is Einstein, we have ∆ E = − 1 2 N on V , where V is as above. The space V splits as
The kernel of ∆ E on TT-tensors is IED by definition. On the second component, we have of g and a finite-dimensional submanifold Z ⊂ U such that T g P = ker(N | V ) ⊕ R · Ric g and the set of Ricci solitons P ⊂ Z is a real analytic subset of Z [PS13, Theorem 3.4]. Any metric which is H s -close to g is isometric to a unique metric in S g,fg .
For the main theorem in this section, we impose the technical condition that all infinitesimal solitonic deformations are integrable. If this condition holds, P = Z provided that U is small enough. In particular, the set of Ricci solitons in U is a finite-dimensional manifold.
The slice used in [PS13] is constructed via the exponential map of the weak Riemannian structure on M. Hence it differs from the affine sliceS g,fg that we use in this paper. However, we can identify the Ricci solitons in S g,fg andS g,fg via the map Ψ : P →S g,fg which associates to g 1 ∈ S g,fg the unique metricg 1 ∈S g,fg isometric to g 1 . Since P is finite-dimensional, it also consists of all Ricci solitons in a suitable C 2,α -neighbourhood of g. By [Ach12, Lemma A.5], Ψ is a diffeomorphism onto its image and the setP = Ψ(P), consisting of all Ricci solitons inS g,fg , is a finite-dimensional manifold.
Lemma 6.3. Let (M, g 0 ) be a gradient shrinking Ricci soliton. Then there exists a C 2,α -neighbourhood U of g 0 and a constant C > 0 such that
f g+sk+th
Proof. Let the maps P, L and the space R be as in the proof of the Lemma 4. Let us denote A g = dL g,fg,τg | R and B g = dL g,fg,τg | C 2,α (S 2 M ) , so that we can rewrite (4.6) as H 1 h C 2,α for each of these terms. Theorem 6.5. Let (M, g 0 ) be a shrinking gradient Ricci soliton and suppose that all infinitesimal solitonic deformations are integrable. If g 0 is linearly stable, then there exists a small C 2,α -neighbourhood U ⊂ M of g 0 such that ν(g) ≤ ν(g 0 ) for all g ∈ U.
Remark 6.6. Observe that the converse implication always holds, even if we drop the integrability assumption.
Proof. By diffeomorphism invariance of ν, it suffices to prove the theorem on a slice in the space of metrics. Let S g0,fg 0 = U ∩ g 0 + h h ∈ δ −1 g0,fg 0 by straightforward calculation. By elliptic regularity,
