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A SHARPENED INEQUALITY FOR TWISTED CONVOLUTION
KEVIN O’NEILL
Abstract. Consider the trilinear form for twisted convolution on R2d:
Tt(f) :=
∫∫
f1(x)f2(y)f3(x+ y)e
itσ(x,y)
dxdy,
where σ is a symplectic form and t is a real-valued parameter. It is known that in
the case t 6= 0 the optimal constant for twisted convolution is the same as that for
convolution, though no extremizers exist. Expanding about the manifold of triples of
maximizers and t = 0 we prove a sharpened inequality for twisted convolution with an
arbitrary antisymmetric form in place of σ.
1. Introduction
Young’s convolution inequality states that for dimensions d ≥ 1 and functions f ∈
Lp(Rd), g ∈ Lq(Rd),
(1.1) ||f ∗ g||Lr ≤ Adp||f ||Lp ||g||Lq ,
where p, q, r ∈ [1,∞] with 1p + 1q = 1+ 1r . Adp =
∏3
j=1C
d
pj is the optimal constant, where
Cp = p
1/p/p′1/p
′
, and p′ is the conjugate exponent of p [1], [3]. For the purpose of this
paper, it is convenient to use the following, related trilinear form:
(1.2) T (f1, f2, f3) =
∫∫
f1(x)f2(y)f3(x+ y)dxdy.
Through duality, one may rewrite (1.1) as
(1.3) |T (f)| ≤ Adp
3∏
j=1
||fj||Lpj
for all f = (fj ∈ Lpj(Rd) : j = 1, 2, 3), with
∑
p−1j = 2 and p = (pj : j = 1, 2, 3) ∈
[1,∞]3.
From here on out, we take pj ∈ (1,∞). In [3], Brascamp and Lieb show that the
maximizers of (1.3) are precisely the triple of Gaussians g = (e−πp
′
j |x|
2
: j = 1, 2, 3) and
its orbit under the following symmetries.
• (f1, f2, f3) 7→ (af1, bf2, cf3) for a, b, c 6= 0. (Scaling)
• (f1, f2, f3) 7→ (Mξf1,Mξf2,M−ξf3), where Mξf(x) = eix·ξ for ξ ∈ Rd. (Modula-
tion)
1
• (f1, f2, f3) 7→ (τv1f1, τv2f2, τv1+v2f3), where τvf(x) = f(x+v) for v ∈ Rd. (Trans-
lation)
• (f1, f2, f3) 7→ (f1 ◦ ψ, f2 ◦ ψ, f3 ◦ ψ), where ψ is an invertible linear map on Rd.
(Diagonal Action of the General Linear Group)
Note that these symmetries do not necessarily preserve |T (f)|, but they do preserve
|Φ(f)|, where Φ(f) := T (f)∏
j ||fj||pj
.
Let OC(f) denote the orbit of the triple f under the above symmetries. Define the
distance from g to OC(f) as
(1.4) distp(OC(f),g) := inf
h∈OC(f)
max
j
||hj − gj ||pj .
Note that the symmetries of an operator preserve the (normalized) distance of a triple
from the manifold of maximizers.
Christ [5] proved the following quantitative stability theorem for Young’s convolution
inequality.
Theorem 1.1. Let K be a compact subset of (1, 2)3. Let p satisfy
∑3
j=1 p
−1
j = 2. For
each d ≥ 1, there exists c > 0 such that for all p ∈ K and all f ∈ Lp(Rd),
(1.5) |T (f)| ≤
(
Adp − cdistp(OC(f),g)2
)∏
j
||fj ||pj .
One may instead state the above theorem in terms of the distance of a triple f from
the set of all triples of maximizers (that is, OC(g)), as is done in [5]. However, the
distance defined in (1.4) is more useful for analogy with our current analysis.
It is also shown that the conclusion of Theorem 1.1 is true for p ∈ (1, 2]3 provided
one does not require the same c for all p in a region. (However it is not known if this
uniformity fails.) Furthermore, the conclusion in this particular quantitative form is
false whenever any pj = 1 or pj > 2.
The purpose of this paper is to prove a similar quantitative stability result for twisted
convolution. Let t ≥ 0 be a parameter and let fj ∈ Lpj(R2d), where R2d is viewed as
R
d × Rd = {(x′, x′′′) : x′, x′′ ∈ Rd}. Define the trilinear twisted convolution form with
parameter t as
(1.6) Tt(f) :=
∫∫
f1(x)f2(y)f3(x+ y)e
itσ(x,y)dxdy,
where σ(x, y) = x′ · y′′ − x′′ · y′ is the symplectic form. It is often useful to write
σ(x, y) = xtJy, where J is the matrix
(1.7) J =
(
0 Id
−Id 0
)
,
and Id is the d× d identity matrix.
When t = 0, (1.6) becomes the trilinear form representing convolution. When t 6= 0,
it is obvious through the inequality
(1.8) |Tt(f)| ≤ T (|f |)
2
that Tt is bounded for any triple p of exponents for which T is bounded. It is also
known that for t 6= 0, T (f , t) is also bounded for (p1, p2, p3) = (2, 2, 2) and the full range
of exponents implied by interpolation (see Chapter XII.4 of [8], for instance). However,
the particular conclusion we desire is false in the case
∑
j p
−1
j 6= 2 since T0 = T is
unbounded.
By (1.8), it is easy to see that Tt has norm at most A2dp , the optimal constant for
Young’s convolution inequality. Furthermore, the optimal constant may be seen to equal
A2dp by taking a triple of Gaussians which optimize Young’s inequality and dilating them
to concentrate at the origin so the oscillation of the twisting factor has negligible effect.
However, no extremizers of Tt exist for fixed t 6= 0. [7]
One challenge to dealing with the above form directly arises because the symmetry
group of T contains the general linear group Gl(2d), while Tt does not; the only linear
transformations which preserve σ are the symplectomorphisms. To avoid this issue, it
helps to introduce the following trilinear form:
(1.9) TA(f) :=
∫∫
f1(x)f2(y)f3(x+ y)e
itσ(Ax,Ay)dxdy,
where A : R2d → R2d is an arbitrary linear map. Replacing x with Lx and y with Ly
for an invertible matrix L sends A to A ◦ L, and the functional remains of the form
(1.9). Boundedness properties of TA follow directly from those of Tt and a change of
coordinates.
The symmetries of TA are similar to the those of T with some slight modifications,
though they reduce to the symmetries of T (f) when A = 0. Here, the symmetries
preserve |Φ(f , A)|, where Φ(f , A) = T (f ,A)∏
j ||fj ||pj
.
• (f1, f2, f3, A) 7→ (af1, bf2, cf3, A), where a, b, c ∈ C. (Scaling)
• (f1, f2, f3, A) 7→ (Mξf1,Mξf2,M−ξf3, A). (Modulation)
• (f1, f2, f3, A) 7→ (MAT JAv2τv1f1,M−AT JAv1τv2f2, τv1+v2f3, A), where AT repre-
sents the transpose of the matrix A. (Translation/ Modulation Mix)
• (f1, f2, f3, A) 7→ T (f1◦ψ, f2◦ψ, f3◦ψ,A◦ψ), where ψ ∈ Gl(d). (Diagonal Action
of the General Linear Group)
Note that only the last of these symmetries alters A.
Let OTC(f , A) denote the orbit of (f , A) under the above symmetries.
Now, it is less obvious how to represent the distance of A from the zero transformation
than it was when our parameter was just a real number t. One may naively suggest that
||A|| will play a role, but this approach ignores the role of the symplectic group. The
real symplectic group Sp(2d) is defined as the set of invertible (2d) × (2d) matrices S
such that STJS = J . Equivalently, Sp(2d) may be viewed as the set of coordinate
changes which preserve σ. Under this view, we see that σ(Ax,Ay) = σ(SAx, SAy) for
any S ∈ Sp(2d). Thus, replacing A with S ◦ A should not change our distance.
With this in mind, define the distance from OTC(f , A) to (g, 0) by
(1.10) distp(OTC(f , A), (g, 0))2 := inf
(h,M)∈OTC (f ,A)
[
max
j
||hj − gj ||2pj + ||MTJM ||2
]
3
A useful fact in analyzing this distance is that infS∈Sp(2d) ||S ◦ A||2 = ||ATJA||. (See
Lemma 10.1 of [6].) Define ||f ||p = maxj ||fj||pj . We now state our main theorem.
Theorem 1.2. Let K be a compact subset of (1, 2)3. For each d ≥ 1, there exists c > 0
such that for all p ∈ K with ∑3j=1 p−1j = 2, f ∈ Lp(R2d), and (2d) × (2d) matrices A,
(1.11) |TA(f)| ≤
(
A2dp − cdistp(OTC(f , A), (g, 0))2
)∏
j
||fj||pj .
By setting A = t1/2I2d in Theorem 1.2 (where I2d is the (2d)× (2d) identity matrix),
one obtains the following corollary. However, one is cautioned that the orbit in this
expression refers to the symmetries of TA, not those of Tt.
Corollary 1.3. Let K be a compact subset of (1, 2)3. For each d ≥ 1, there exists c > 0
such that for all p ∈ K with ∑3j=1 p−1j = 2, f ∈ Lp(R2d), and |t| ≤ 1,
(1.12) |Tt(f)| ≤
(
A2dp − cdistp(OTC(f , t1/2I2d), (g, 0))2
)∏
j
||fj ||pj .
The reason one uses t1/2I2d rather than tI2d is so the ||MTJM ||2 term appearing in
(1.10) is proportional to t2, rather than t4. An alternative form of Corollary 1.3 states
the function ǫ(δ) in Theorem 2.1 may be taken to be C
√
δ for some C > 0.
The methods in this paper follow the general approach found in [5] and [2] in which
one takes a Taylor-like expansion of the given operator and diagonalizes the resulting
quadratic form.
We will often use C or c to denote an arbitrary constant in (0,∞) which may change
from line to line but always be independent of functions found in the equation.
2. Reduction to Perturbative Case
Our argument centers around an expansion of T (f , A) which requires a reduction to
small perturbations. To this end, the following result from [6] is essential.
Theorem 2.1. Let d ≥ 1. Let K be a compact subset of (1, 2)3 for which each p ∈ K
satisfies
∑3
j=1 p
−1
j = 2. Then, there exists a function δ 7→ ǫ(δ) (depending only on
K and d) satisfying limδ→0 ǫ(δ) = 0 with the following property. Let f ∈ Lp(R2d)
and suppose that ||fj||pj 6= 0 for each 1 ≤ j ≤ 3. Let δ ∈ (0, 1) and suppose that
|T (f , t)| ≥ (1− δ)A2dp
∏
j ||fj ||pj . Then there exist S ∈ Sp(2d) and a triple of Gaussians
G = (G1, G2, G3) such that G
♮
j = Gj ◦ S satisfy
(2.1) ||fj −G♮j ||pj < ǫ(δ)||fj ||pj
for 1 ≤ j ≤ 3 and
(2.2) Gj(x) = cje
πp′j |L(x−aj)|
2
eix·veitσ(a˜j ,x)
where v ∈ R2d, 0 6= cj ∈ C, a1 + a2 + a3 = 0, a˜3 = 0, a˜1 = a2, a˜2 = a1, L ∈ Gl(2d), and
(2.3) |t| · ||L−1||2 ≤ ǫ(δ).
Here is a rephrasing of Theorem 2.1.
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Theorem 2.2. Let d ≥ 1. Let K be a compact subset of (1, 2)3 for which each p ∈ K
satisfies
∑3
j=1 p
−1
j = 2. Then, there exists a function δ 7→ ǫ(δ) (depending only on
K and d) satisfying limδ→0 ǫ(δ) = 0 with the following property. Let f ∈ Lp(R2d)
and suppose that ||fj||pj 6= 0 for each 1 ≤ j ≤ 3. Let δ ∈ (0, 1) and suppose that
|TA(f)| ≥ (1− δ)A2dp
∏
j ||fj||pj . Then,
(2.4) distp(OTC(f , A), (g, 0)) < ǫ(δ)
Proof of Theorem 2.1 ⇒ Theorem 2.2. By a standard approximation argument, it suf-
fices to prove Theorem 2.2 for invertible maps A, as each noninvertible map is arbitrarily
close to an invertible map.
Suppose that |T (f , A)| ≥ (1 − δ)A2dp
∏
j ||fj||pj . Then invoking the symmetry of
diagonal action of the general linear group,
(2.5) |T (f ◦ A−1, I2d)| ≥ (1− δ)A2dp
∏
j
||fj ◦ A−1||pj ,
where f ◦ A−1 = (fj ◦ A−1 : j = 1, 2, 3).
Applying Theorem 2.1 under the case t = 1, there exists S0 ∈ Sp(2d) and a triple of
Gaussians G = (G1, G2, G3) such that
(2.6) ||fj ◦ A−1 −Gj ◦ S0||pj < ǫ(δ)||fj ◦A−1||pj
for 1 ≤ j ≤ 3 and
(2.7) Gj(x) = cje
πp′j |L(x−aj)|
2
eix·veitσ(a˜j ,x)
where v ∈ R2d, 0 6= cj ∈ C, a1 + a2 + a3 = 0, a˜3 = 0, a˜1 = a2, a˜2 = a1, L ∈ Gl(2d), and
(2.8) ||L−1||2 ≤ ǫ(δ).
By a combination of translations, modulations, scalings, and compositions with in-
vertible linear maps, (2.6) becomes
(2.9) ||hj − gj ||pj < ǫ(δ)||hj ||pj ,
where hj is fj ◦ A−1 composed with said operations.
Since G was the composition of g with the stated symmetries of TA, we see that h is
obtained by the composition of f ◦A−1 with symmetries of TA by the following reasoning.
Three of these symmetries (scaling, modulation, and the diagonal action of the general
linear group) may trivially be inverted by symmetries of the same form. To address
the inversion of the translation/modulation mix, one observes that τwjMBT JBw˜jf =
eiB
T JBw˜j ·wjMBT JBw˜jτwjf for matrices B and vectors wj . Hence, h is obtained from
f ◦ A−1 through the inverses of the symmetries applied initially to g to obtain G but
with an additional scaling symmetry.
The only above symmetry which changes the matrix B in TB is the diagonal action
of the general linear group. Following the use of this symmetry above, one obtains from
(2.5) that (h, S−10 ◦ L−1) ∈ OTC(f , A).
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We now see that
distp(OTC(f , A), (g, 0))2 ≤ max
j
||hj − gj||2pj + infS∈Sp(2d) ||S ◦ S
−1
0 ◦ L−1||4
≤ ǫ(δ)2 + ||S0S−10 ◦ L−1||4
≤ ǫ(δ)2 + ||L−1||4 ≤ 2ǫ(δ)2.

As a corollary to Theorem 2.2, it suffices to prove Theorem 1.2 in the case in which
distp(OTC(f , A), (g, 0)) < δ0 for some δ0 > 0. Theorem 2.2 guarantees that there are
no sequences of (fn, An) at distance greater than δ0 such that TAn(fn)/(
∏
j ||fn,j||pj )
converges to A2dp . Thus, for (f , A) at distance at least δ0, TA(f) must have a maximum
strictly less than A2dp . While ||ATJA|| → ∞ for an appropriate sequence of matrices
A, distp(OTC(f , A), (g, 0)) remains bounded above as th symmetries of TA ensure there
exists (h,M) ∈ OTC(f , A) with ||MTJM || ≤ 1. Therefore, the conclusion of Theorem
1.2 holds for distances greater than δ0.
3. Treating Some Terms of the Expansion
In this section, we consider TA(g + f), where A is a (2d) × (2d) matrix, g = (gj =
e−πp
′
j |x|
2
: j = 1, 2, 3) and f ∈ Lp(R2d) are small perturbations. (This change in notation
of f from functions close to g to the differences will continue for the remainder of the
paper.) As in [5], we may assume
∫
g
pj−1
j fj = 0 via the scaling symmetry.
In short, we will expand T (g+ f , A) = T0(g+ f)+ (TA−T0)(g+ f) and use the multi-
linearity of T0 and TA to get sixteen terms of eight different types. Before writing out the
expansion, we prove a few lemmas about its terms and describe a useful decomposition.
Following [4] and [5], let η > 0 be a small parameter to be chosen later (see Proposition
4.1). For each 1 ≤ j ≤ 3, decompose fj = fj,♯ + fj,♭, where
(3.1) fj,♯ =
{
fj(x) if |fj(x)| ≤ ηgj(x)
0 otherwise,
and fj,♭ = fj− fj,♯. The purpose of this decomposition is twofold. First, it is used in the
analysis of [5] to analyze the quadratic form in the expansion with L2 functions. Using
the same decomposition allows us to borrow from that analysis in Proposition 4.1, a
version of Theorem 1.1 with an additional favorable term. Second, the decomposition is
used to reduce to the case of fj = fj,♯, which concentrates closer to the origin, allowing
for control of the third order term in Lemma 3.2.
Lemma 3.1. (TA − T0)(f) = O(||f ||3p).
Proof. This claim follows trivially from the uniform boundedness of TA and T0. 
The following lemma represents our main use of the fj = fj,♯+fj,♭ decomposition and
the swapping of fj for fj,♯ will be justified later.
Lemma 3.2. (TA − T0)(f1,♯, f2,♯, g3) = o(||f ||2p + ||ATJA||2) with decay rate depending
only on η.
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Lemma 3.2 also applies to the other two terms of this type.
Note that the trivial bound
(3.2) |(TA − T0)(h1, h2, g3)| = O (||h1||p1 ||h2||p2)
is insufficient to deal with the above term directly since it provides a second order control
of a term which should heuristically be third order. However, (3.2) still plays a useful
role in the proof of Lemma 3.2.
Proof. First, suppose that ||ATJA||3 ≥ ||f1,♯||p1 ||f2,♯||p2 . Note that by our reduction
to small perturbations in Theorem 2.2, ||ATJA|| may be taken small enough that
||ATJA||3 ≤ ||ATJA||2. By (3.2),
(3.3) (TA − T0)(f1,♯, f2,♯, g3) ≤ C||f1,♯||p1 ||f2,♯||p2 ≤ ||ATJA||3 = o(||f ||2p + ||ATJA||2)
and we are done.
So suppose that ||ATJA||3 < ||f1,♯||p1 ||f2,♯||p2 . Now, for j = 1, 2, write fj,♯ = fj,♯,≤Mj+
fj,♯,>Mj , where fj,♯,≤Mj = fj,♯1B(0,Mj) and fj,♯,>Mj = fj,♯1B(0,Mj )c . In the above, 1E
refers to the indicator function of the set E, B(x0, R) refers to the closed ball of radius
R centered at x0, E
c is the complement of the set E, and Mj is chosen so that
(3.4) ||fj,♯,>Mj ||pj = ||fj,♯||2pj .
Note that Mj is dependent on η.
We claim thatMj ≤ C log(||fj,♯||−1pj ). To see this, observe that for given η and ||fj,♯||pj
and varying fj,♯, Mj is maximized when fj,♯ = ηgj on B(0,M)
c and fj,♯ = 0 on B(0,M),
where M is the positive real number that leads to the appropriate value of ||fj,♯||pj .
(Here, M < Mj since ||fj,♯||pj is small.) It suffices to find an upper bound for Mj in this
scenario. We integrate with respect to spherical coordinates to obtain
||fj,♯||2pj = ||fj,♯,>Mj ||pj
=
∫
Sd−1
[∫ ∞
Mj
ηe−πp
′
jr
2
r2d−1dr
]
dσ(θ)
= Cdη
∫ ∞
Mj
ηe−πp
′
jr
2
r2d−1dr
= O(M2d−2j e
−πp′jM
2
j ).
Thus, ||fj,♯||pj ≤ Ce−Mj , proving our claim.
Expand
(TA−T0)(f1,♯, f2,♯, g3) = (TA−T0)(f1,♯,>M1 , f2,♯,>M2 , g3)+(TA−T0)(f1,♯,>M1 , f2,♯,≤M2 , g3)
+ (TA − T0)(f1,♯,≤M1 , f2,♯,>M2 , g3) + (TA − T0)(f1,♯,≤M1 , f2,♯,≤M2 , g3)
The first three of these terms may be treated by combining the trivial bound (3.2) with
(3.4).
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Let R = B(0,M1)×B(0,M2) ⊂ R2d×R2d. The absolute value of the remaining term
is
|(TA − T0)(f1,♯, f2,♯, g3)| ≤
∫∫
R
|f1,♯(x)| · |f2,♯(y)| · g3(x+ y) · |σ(Ax,Ay)|dxdy
≤ C||f1,♯||p1 ||f2,♯||p2 ||g3||p3 ||ATJA||M1M2
≤ C||f1,♯||4/3p1 ||f2,♯||4/3p2 log(||f1,♯||−1p1 ) log(||f2,♯||−1p2 ) = o(||f ||2p)

Lemma 3.3. For all f ∈ Lp1(R2d)
(3.5)
∫∫
f(x)g2(y)g3(x+ y)σ(Ax,Ay)dxdy = 0
The conclusion also applies to the same integral with (g1, f, g3) or (g1, g2, f) in place
of (f, g2, g3) (with f ∈ Lpj for the appropriate j ∈ {1, 2, 3}).
Proof. Since σ(Ax,Ay) = xTATJAy is an antisymmetric bilinear form, we may diago-
nalize ATJA as QTΣQ for some orthogonal Q and
(3.6) Σ =


0 a1 ... 0 0
−a1 0 ... 0 0
...
...
. . .
...
...
0 0 ... 0 ad
0 0 ... −ad 0

 ,
where ak ∈ R and ±aki are the eigenvalues of ATJA. Since gj(x) = e−πp
′
j |x|
2
, g2 and g3
remain unchanged under an orthogonal change of coordinates. Thus, the above is equal
to
and we may write the above as
(3.7)
∫∫
f(Qx)g2(y)g3(x+ y)
d∑
k=1
ak(x2k−1y2k − x2ky2k−1)dxdy.
Since f(x) is an arbitrary function of x, f(Qx) is also an arbitrary function of x, so it
suffices to show that
(3.8)
∫
g2(y)g3(x+ y)
d∑
k=1
ak(x2k−1y2k − x2ky2k−1)dy = 0
for all x ∈ R2d.
By linearity and permutation of coordinates, it suffices to show that
(3.9)
∫
g2(y)g3(x+ y)(x1y2 − x2y1)dy = 0.
Writing e−πp
′
j |w|
2
= e−πp
′
j(w
2
1+w
2
2)e−πp
′
j(w
2
3+...+w
2
2d), the above integral factors into
(3.10)
∫
g2(y1, y2)g3(x1 + y1, x2 + y2)(x1y2 − x2y1)dy1dy2 ·
∫
g2(y˜)g3(x˜+ y˜)dy˜,
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where x = (x1, x2, x˜), y = (y1, y2, y˜), and through abuse of notation, gj(w) = e
−p′j |w|
2
for
w in any dimension. It now suffices to show the first factor is zero.
Expanding this factor gives
(3.11) x1
∫
y2g2(y2)g3(x2 + y2)dy2 ·
∫
g2(y1)g3(x1 + y1)dy1
− x2
∫
y1g2(y1)g3(x1 + y1)dy1 ·
∫
g2(y2)g3(x2 + y2)dy2.
An elementary computation shows that g2 ∗ g3 = Cg1 and
∫
yg2(y)g3(x + y)dy =
C ′xg1(x), hence the above becomes
(3.12) x1 · C ′x2g1(x2) · Cg1(x1)− x2 · C ′x1g1(x1) · Cg1(x2) = 0.

If S is a list of parameters, let A ≈S B mean there exists a C > 0 depending only on
elements of S such that A ≤ CB and B ≤ CA.
Lemma 3.4. For g and A as above,
(3.13)
∫∫
g1(x)g2(y)g3(x+ y)σ
2(Ax,Ay)dxdy ≈d,p ||ATJA||2.
Proof. As in the proof of Lemma 3.3, one may use an orthogonal change of coordinates
to reduce to the computation of
(3.14)
∫∫
g1(x)g2(y)g3(x+ y)
[
d∑
k=1
ak(x2k−1y2k − x2ky2k−1)
]2
dxdy.
Expanding the square gives
(3.15)
d∑
j,k=1
ajak
∫∫
g1(x)g2(y)g3(x+y)(x2j−1y2j−x2jy2j−1)(x2k−1y2k−x2ky2k−1)dxdy.
By factoring the gj and computing the above integrals two coordinates at a time as in the
proof of Lemma 3.3, one finds that the cross terms are zero. Thus, the original integral is
equal to a function to d and p alone times
∑d
k=1 a
2
k. Recall that ±aki are the eigenvalues
of ATJA, so ||ATJA||2 = maxk |ak|2 and the two expressions are equivalent. 
At this point, it is tempting to expand TA(g + f), using the previous four lemmas to
treat the (TA − T0) terms (to get −c||ATJA||2) and Theorem 1.1 to treat the T0 terms
(and get A2dp − c||f ||2p). However, Theorem 1.1 may only be applied directly when the
perturbative terms fj represent the projective distance from the orbit of the original
functions to g. The subtle difference here is that the fj which represent the minimum
value of ||f ||2p may not be the same functions which represent the minimum value of
||f ||2 + ||ATJA||2.
For this reason, we will delve somewhat into the proof of Theorem 1.1 and show that
it is possible to obtain the same circumstances which lead to a −c||f ||2 decay.
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4. Balancing Lemma
For t > 0 and n = 0, 1, 2, ..., let P
(t)
n denote the real-valued polynomial of degree n with
positive leading coefficient and ||P (t)n e−tπx2 ||L2(R) = 1 which is orthogonal to P (t)k e−tπx
2
for all 0 ≤ k < n.
For d > 1, α = (α1, ..., αd) ∈ {0, 1, 2, ...}d , and x = (x1, ..., xd) ∈ Rd, define
(4.1) P (t)α (x) =
d∏
k=1
P (t)αk (xk).
Let τj =
1
2pjp
′
j (j = 1, 2, 3). In [5], the following is proved en route to the main
theorem.
Proposition 4.1. Let δ0 > 0 be sufficiently small. There exists c, c˜ > 0 and a choice
of η > 0 in the fj = fj,♯ + fj,♭ decomposition such that the following holds. Suppose
||f ||p < δ0 and fj satisfy the following orthogonality conditions:
• 〈Re(fj), P (τj )α gpj−1j 〉 = 0 whenever α = 0, |α| = 1 and j ∈ {1, 2}, or |α| = 2 and
j = 3.
• 〈Im(fj), P (τj )α gpj−1j 〉 = 0 whenever α = 0 or |α| = 1 and j = 3.
Then,
(4.2)
T0(g + f)∏
j ||gj + fj||pj
≤ A2dp − c||f ||2p − c˜
∑
j
||fj,♭||pjpj .
The above proposition is not stated as an explicit result of [5]. However, (4.2) is, in
effect, the penultimate line of the proof of Theorem 1.1 in Section 8 of [5]. (The one
difference is that c||f ||2p is replaced by
∑
j ||fj,♯g
(pj−2)/2
j ||22 in the line in [5], though it is
shown the latter majorizes a constant multiple of the former.)
We cite this particular intermediate result in order to take advantage of the fj =
fj,♯ + fj,♭ decomposition. The terms in Lemma 3.2 involve fj,♯ in place of fj so (4.2) is
used to deal with the case that fj,♭ makes up a significant portion of the L
pj norm of fj.
The goal of this section is to reduce to the situation in which the hypotheses of
Proposition 4.1 apply. This is done through the use of the following balancing lemma.
Lemma 4.2 (Balancing Lemma). Let d ≥ 1 and p ∈ (1, 2]3 with ∑j p−1j = 2. There
exists δ0 > 0 such that if ||Fj − gj ||pj ≤ δ0, ||ATJA|| ≤ δ0, and 〈Fj − gj , gpj−1j 〉 = 0,
then there exist vj ∈ R2d satisfying v1 + v2 + v3 = 0, aj ∈ C, ξ ∈ R2d, and a (2d)× (2d)
matrix ψ such that
(4.3)
∑
j
(|vj |+ |aj − 1|) + ||ψ − I2d||+ |ξ| ≤ C



∑
j
||fj − gj ||pj


2
+ ||ATJA||2


and the orthogonality conditions of Proposition 4.1 hold for the functions
(4.4) F˜j(x) = ajFj(ψ(x) + vj)e
ix·ξ+iAT JAv˜j ·x,
where v˜1 = v2, v˜2 = v1, and v˜3 = 0.
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Proof. Begin by writing hj = gj − Fj and h˜j = gj − F˜j , where F˜j = ajFj(ψ(x) +
vj)e
ix·ξ+iAT JAv˜j ·x and ψ, vj , aj , ξ are to be determined. Letting aj = 1+ bj and subbing
in fj = gj + hj,
h˜j(x) = ajFj(ψ(x) + vj)e
ix·ξ+iAT JAv˜j ·x − gj(x)
= (1 + bj)(gj(ψ(x) + vj)e
ix·ξ+iAT JAv˜j ·x + hj(ψ(x) + vj)e
ix·ξ+iAT JAv˜j ·x)− gj(x).
Writing ψ(x) = x+ φ(x) and taking the two terms involving gj from above,
gj(ψ(x) + vj)e
ix·ξ+iAT JAv˜j ·x − gj(x)
= gj(x)[g
−1
j (x)gj(x+ vj + φ(x))e
ix·ξ+iAT JAv˜j ·x − 1]
= gj(x)(e
−πp′j [|x+vj+φ(x)|
2−|x|2]eix·ξ+iA
TJAv˜j ·x − 1)
= gj(x)x · [−2p′j(φ(x) + vj) + iξ + iATJAv˜j ] +O((||φ|| + |v| + |ξ|)2),
where O((|φ||+ |v|+ |ξ|)2) represents the Lpj norm of the remainder term. Substituting
back into the initial expression for h˜j , one finds
(4.5) h˜j(x) = ajhj(ψ(x) + vj)e
ix·ξ+iAT JAv˜j ·x
+ gj(x)x · [−2p′j(φ(x) + vj) + iξ + iATJAv˜j ] +O((||φ|| + |v|+ |b|+ |ξ|)2).
In computing 〈h˜j , P (τj)α gpj−1j 〉, we begin with the main term from (4.5).
〈ajhj(ψ(x) + vj)eix·ξ+iAT JAv˜j ·x, P (τj )α gpj−1j 〉
= 〈hj(ψ(x) + vj), P (τj )α gpj−1j 〉+O((|b|+ |ξ|+ |v|)||hj ||pj)
= |det(ψ)|−1
∫
hj(y)P
(τj )
α (ψ
−1(y − vj)gpj−1j (ψ−1(y − vj)dy
+O((|b| + |ξ|+ |v|)||hj ||pj )
= 〈hj , P (τj)α gpj−1j 〉+O((|b| + |ξ|+ ||φ|| + |v|)||hj ||pj ).
Considering the full expression from (4.5),
(4.6) 〈h˜j , P (τj )α gpj−1j 〉 = 〈hj , P
(τj)
α g
pj−1
j 〉
+ 〈gj(x)x · [bj − 2p′j(φ(x) + vj)− iξ − iATJAv˜j ], P (τj )α gpj−1j 〉
+O((||φ|| + |v| + |b|+ |ξ|)2 + (||φ||+ |v| + |b|+ |ξ|)||hj ||pj ).
In order to complete the proof via the Implicit Function Theorem, it suffices to show
that the map
(4.7) (b,v, ξ, φ) 7→ 〈gj(x)[bj − vj · x− i(ξ +ATJAv˜j) · x− 2p′jx · φ(x)], P (τj )α gpj−1j 〉
with (j, α) ranging over the indices specified in Proposition 4.1 and taking the real or
imaginary part as specified is invertible.
Since {x · φ(x) : φ is a symmetric real (2d) × (2d) matrix} is precisely the set of
symmetric, real, homogeneous, quadratic polynomials on R2d, the map φ 7→ (〈x ·
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φ(x)g3(x), P
(τ3)
α g
p3−1
3 〉 : |α| = 2) is invertible. These inner products vanish when |α| =
0, 1.
The contribution from the mapping (v, ξ) with the constraint v1 + v2 + v3 = 0 to
〈gj(x)[vj · x− i(ξ +ATJAv˜j) · x], P (τj )α gpj−1j 〉 ranging over the indices of Proposition 4.1
and taking the real and imaginary parts is also invertible. These products vanish when
|α| = 0, 2.
Lastly, the contribution from 〈gj(x)bj , P (τj )α gpj−1j 〉 indexed over j = 1, 2, 3 is in one-
to-one correspondence with b and these inner products vanish when |α| = 1, 2. Thus,
the maps described in (4.7) is invertible. 
5. Putting it All Together
Proof of Theorem 1.2. Let (h1, h2, h3, B) be a 4-tuple with hj ∈ Lpj and B an arbitrary
(2d)×(2d) matrix such that distp(OTC(h, B), (g, 0)) is sufficiently small. By the Balanc-
ing Lemma, there exists an element (F1, F2, F3, A) of the orbit of (h, B) which satisfies
the orthogonality conditions of Proposition 4.1. Let fj = Fj − gj . Since
(5.1) distp(OTC(h, B), (g, 0))2 ≤ max
j
||fj ||2pj + ||ATJA||2,
it suffices to prove that
(5.2)
TA(g + f)∏
j ||gj + fj||pj
≤ A2dp − c
[
max
j
||fj||2pj + ||ATJA||2
]
.
By Proposition 4.1,
(5.3)
T0(g + f)∏
j ||gj + fj||pj
≤ A2dp − c||f ||2p − c˜
∑
j
||fj,♭||pjpj .
Thus, it suffices to show that
(5.4)
(TA − T0)(g + f)∏
j ||gj + fj||pj
≤ −c||ATJA||2 +O((||f ||p + ||ATJA||)3).
We may ignore the product of norms in the denominator by appropriate modification
of the constant c. Expanding (TA−T0)(g+ f) through the multilinearity of TA−T0, one
obtains four types of terms. By Lemma 3.3 and Lemma 3.4,
(TA − T0)(g1, g2, g3) =
∫∫
g1(x)g2(y)g3(x+ y)(e
iσ(Ax,Ay) − 1)dxdy
=
∫∫
g1(x)g2(y)g3(x+ y)(iσ(Ax,Ay) − 1
2
σ(Ax,Ay)2 +O(σ(Ax,Ay)3))dxdy
= −c||ATJA||2 +O(||ATJA||3).
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By similar application of Lemma 3.3,
(TA − T0)(f1, g2, g3) =
∫∫
f1(x)g2(y)g3(x+ y)(iσ(Ax,Ay) +O(σ(Ax,Ay)
2))dxdy
≤ 0 + ||ATJA||2
∫
f1(x)x
2
[∫
y2g2(y)g3(x+ y)dy
]
dx
= O(||f1||p1 ||ATJA||2)
and likewise for all other terms involving one fj and two gj’s.
The (TA − T0)(f1, f2, f3) term is negligible by Lemma 3.1, so only the terms with
two fj’s and one gj remain. Lemma 3.2 only addresses the situation where the fj are
replaced with fj,♯. However, Proposition 4.1 provides a −c˜
∑
j ||fj,♭||
pj
pj term which may
be used here. Expanding further and applying Lemma 3.2 and (3.2) gives
(5.5) |(TA − T0)(f1, f2, g3)| − c˜
∑
j
||fj,♭||pjpj
≤ o(||f ||2p + ||ATJA||2) +O(||f1,♯||p1 ||f2,♭||p2 + ||f2,♯||p2 ||f1,♭||p1)− c˜
∑
j
||fj,♭||pjpj .
If
∑
j ||fj,♭||
pj
pj is small relative to ||f ||2p, then the above is negligible, as each ||fj,♭||pj is
small. (Specifically, one may split into cases where ||fj,♭||pj ≥ ||fj||(4−pj)/2pj for at least
one j or none of the j.) However, if
∑
j ||fj,♭||
pj
pj is large relative to ||f ||2p, then the last
term dominates (as pj < 2), and the above is still negligible.
This holds for the other terms involving two fj’s and one gj , thus completing the
proof of the main theorem.

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