Mobile object tracking is a significant and challenging task in computer vision that plays a vital role in various applications, such as artificial intelligence, autonomous vehicles, medical imaging, robotics, and surveillance systems. The major contribution of this review paper includes the discussion of various hardware platforms used to acquire raw imagery information and implement computer vision algorithms in the phases of object detection, object recognition and classification, and object tracking.
Introduction
Computer vision is a field of study that duplicates human sight for computer and robotic systems to interact with an environment. The computer vision community has exploded in recent years and has found roots in various applications throughout different fields, such as collision avoidance [12, 46] , robotics [11] , security and surveillance [26] , sensor fusion [41] , target tracking [44, 45] , traffic control [23] , and unmanned aerial vehicles [19] . A major area within computer vision is the detection and tracking of moving objects. Although object detection and tracking has been widely studied, researchers are continuously developing more powerful algorithms as computer vision makes more of a presence in our daily lives.
While existing literature has summarized major techniques for detection, classification, and tracking of object, the unique contribution of this paper lies in the summary and analysis of various hardware platforms used to implement these techniques for objective detection, classification, and tracking. The detection and tracking of moving objects in image frames can be described as a recursive process of three steps, as shown in Figure 1 . The first step, i.e., object detection, is to distinguish moving objects by identifying the pixels that have changed over consecutive image frames. Input for this step is a single image from extracted from a video stream captured from a hardware system. The second step, i.e., object classification, is to categorize each detected object in the frame as a class of features (e.g., a car, a human, or a robot). The third step, i.e., object tracking, is to follow the detected moving objects and create trajectories associated with corresponding objects.
The remainder of the paper is organized as follows. Section 2 discusses various hardware platforms used to capture images and to execute image processing algorithms. Section 3 presents the methods to detect moving objects in a video 130-2 frame. In Section 4, we discuss the detailed process of classifying detected objects. Section 5 compares different object-tracking algorithms and Section 6 concludes the paper.
Hardware for Computer Vision
Two types of hardware are discussed in this section. We first present the Graphics Processing Unit (GPU), a device that allows for onboard implementation of both image processing algorithms and advanced deep learning algorithms. Different sensing systems on the market are also presented that allows for capturing of objects in different environments.
Graphics Processing Units
Graphics Processing Units (GPUs), as shown in Figure 2 (a), are a major innovation in the image processing field that allows for training and testing of algorithms in far less time than using Central Processing Units (CPUs) alone. GPUs also enable the training on much larger datasets to increase the accuracy of classifying objects in images, in far less time. GPUs contain thousands of small cores with a parallel architecture designed to handle raw throughput to compute millions of mathematical equations at one time. CPUs, on the other hand, contain a handful of cores designed for serial processing and are versatile to balance the load of tasks at one time. GPUs outperform CPUs in many technical aspects [22] .
Most image processing algorithms are computationally demanding. In the past, onboard implementation of these algorithms can only be conducted using limited datasets with a small number of frames. Therefore, datasets were kept small to allow only one object type to be classified at a time. This kept the computation burden at a minimum, but limited the amount of research that could be done. Another challenge of onboard image processing was that these algorithms could not run in real time due to the required amount of computation it took to process each frame. Researchers used to select frames with distinct movements to help test tracking. With the use of GPUs, image processing algorithms now can be run in real time. In addition, more complicated video-processing algorithms [28] for object tracking needs substantial amounts of data to train the algorithm, which needs to be performed in a timely manner. GPUs limit the burden on the system by swiftly performing numerous redundant calculations in a parallel manner. This allows for quicker analysis of data and object classification.
(a) GPU Chip [4] (b) NVIDIA Drive [3] (c) LiDAR [5] (d) Infrared Camera [2] (e) Structured Light [1] (f) Stereo Camera [6] Efficiently combining the capabilities of GPUs and CPUs gives great potential for deep learning and analytic applications [40, 20] . Heavy processing workload of the CPUs can be offloaded by running heavy computational image processing calculations on GPUs and running general-purpose computations on CPUs. Companies, such as NVIDIA, are also producing dedicated hardware specifically for image processing. The NVIDIA Drive [3] , as shown in Figure 2 (b), is a powerful hardware device that contains two dedicated GPUs, allowing for approximately twenty-four trillion operations per second. This offers the capability to operate up to twelve cameras in real time.
Sensing System
Various types of sensing systems have been used to capture the visual world in the format of images at any time instantly. Four systems of interest are discussed in this section, including Light Detection and Ranging (LiDAR) systems, Infrared (IR) cameras, structured light systems, and stereo cameras, as shown in Figure 2 (c-f) respectfully. A key characteristic of these systems is that they produce a video stream of continuous "image" frames that a computer system can extract at any given time instead of taking pictures at specific time intervals. Table 1 summarizes the pros and cons of these sensing systems.
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LiDAR System
The LiDAR system [5] provides a highly accurate three-dimensional (3D) model of the surrounding environment including the height and distance of objects. The system operates by continuously sending out millions of laser beams per second and measures the time it takes for the reflected laser signal to arrive back at the sensor. Since the LiDAR system uses lasers to depict its environment instead of light for standard cameras, the resulting image lacks a color representation. The LiDAR can produce high resolution pictures regardless of the amount of ambient light present. This allows the LiDAR to operate at all times of the day, as well as areas containing little or no light. However, the LiDAR systems are subject to certain weather conditions, such as heavy rain, snow fog, and wind. 
Infrared Camera
An Infrared camera [2] detects infrared radiation over a large area for far distances. Infrared radiation is a type of electromagnetic radiations that is invisible to human sight, but can be felt as heat. Infrared cameras are able to produce a visual representation of infrared energy in objects within the electronic spectrum range of 700 nm -1 mm [32] . Infrared cameras can sense objects in any lighting condition, behind thin materials, and in an environment containing smoke, fog, dust, and sand. However, it has difficulty capturing objects that vary erratically in temperatures, as well as differentiating between objects with similar temperatures, or reflections on surfaces. Infrared cameras are sold with a specific range on the electromagnetic spectrum in mind. Two popular infrared cameras are the Near Infrared (700 nm to 1100 nm) [13] and Long Wavelength (8 μm to 14 μm) [16] .
Structured Light System
The structured light system [1] is a 3D scanning device that is able to reconstruct a model by projecting different light patterns onto the scene and capturing the reflected light. The associated software uses the pattern from the camera to determine the 3D geometry through triangulation. The system is aware of the distance between the light emitting device and the camera, as well as, the angle at which the light emitted is pointing. With this information known, the system calculates the distance between the camera and the object. This allows the system to calculate the third dimension for a set number of pixels in the scene. This system works well for either moving or stationary objects. However, it does not provide very accurate 3D data and it is computationally demanding.
Stereo Camera
A stereo camera [6] is composed of multiple cameras at different angles and focuses to replicate binocular vision in human sight. This allows the camera to create images using all three dimensions [39] . It begins with identifying image pixels that correspond to the same point in a physical scene observed by multiple cameras. The 3D position of a point is then established by triangulation using a ray from each camera. The more corresponding pixels are identified, the more 3D points are determined with a single set of images. Correlation stereo methods [30] have been used to obtain correspondences for every pixel in a stereo image, resulting in tens of thousands of 3D vectors generated with every stereo image.
Integration of Multiple Sensing Systems
Each aforementioned sensing system uniquely represents the surrounding environment in either two or three dimensions and in either the RGB or greyscale color space. Research has been conducted [38] to combine multiple sensing systems with different field of view (FOV) representations in order to enhance the overall visual output.
Two distinct integrations have been reported, i.e., camera overlay [31] and camera networks [18] . Camera overlay is to superimpose the frames of different types of sensing systems in order to enhance the visual output; while a camera network expands the FOV of a sensing system by fusing the images captured by networked cameras at different perspectives. Singh et al. [38] presented the integration of the fields of view of a standard camera, also known as a visible light camera, and an infrared camera to produce a fused color image. The two overlaid images do not have to be equal in pixel size. Various techniques have been designed to fuse multi-resolution images together [29, 27] .
A camera network consists of connected single cameras that expand the sensing coverage of the environment. Networked cameras are usually connected in two ways [26, 35] . The first way is through a technique called overlapping, in which cameras are closely placed together such that the images produced by neighboring cameras overlap with a certain portion. This allows for the creation of a continuously integrated image by stitching all individual image frames. Moving objects in any individual frame are captured easily when they move into another camera's FOV. However, the cost is considerably significant to construct such a large network of overlapping cameras. This is where disjointed camera networks come into play, in which cameras are strategically placed to maximize the observation of moving objects while limiting the possibility of losing the object in between neighboring cameras.
Object Detection
The object detection function, as shown in Figure1, works closely with the hardware to extract frames for analysis. Once the cameras are running, they produce a consistent stream of image frames containing the visual presentation of the environment within its FOV. These frames can be extracted at specific time intervals to track the objects found in the frame. The first step for object tracking is to identify the moving objects in each frame of a video sequence by grouping pixels of each object. We will analyze the three most common object-detection techniques, i.e., background subtraction, optical flow, and segmentation.
Background subtraction, also known as foreground detection, is a motion segmentation method used to detect moving objects in static scenes [9] . The idea behind background subtractions is to separate the background, consisting of all stationary items, from the foreground, containing all moving objects. Every image frame extracted from the video stream is compared to a reference frame containing only the background image. The two frames are compared by subtracting each pixel in the extracted image frame from the related pixel in the reference frame. If there are any differences between frames, the pixel from the extracted frame is considered moving and categorized as a foreground pixel.
Optical flow [7] defines the direction and the time rate for each pixel in sequential frames. This algorithm clusters pixels with similar characteristics together in order to approximate the displacement and velocities of the pixels between sequential frames. Each pixel in the frame is assigned a 2D velocity vector that is calculated based on the illumination changes over a set of sequential frames. The optical flow technique creates a vector field over time to detect the moving regions within an image as described by the object's movements from previous frames. Optical Flow is an accurate and effective algorithm, even with a moving camera. However, it is highly computationally demanding since calculations have to be conducted on each pixel with respect to both spatial and temporal coordinates. This requires special hardware to assist with the intensive computations to make it suitable for real-time video processing. It is also sensitive to noise due to its heavy dependency on clusters, and does not contain any method that deciphers a noisy pixel in a frame.
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The image segmentation method partitions a frame into multiple sections by grouping together pixels of similar color, intensity, and texture [42] . Region detection method for segmentation divides a frame into a cluster of neighboring pixels that share the same information of color or intensity. The region detection methods extract all the pixels associated with an object from an image frame. The color information of each pixel is compared with each of its neighboring pixels. If the color difference between the two pixels are within a predefined range, then they are considered homogeneous and the region grows. Otherwise, the two neighboring pixels are considered as a boundary. The algorithm continues to check the pixels on the rim of the region until all pixels on the rim are confirmed as a boundary. The segmentation method represents all objects in the frame as its own entity, and it will then classifies and tracks each segment it finds. The segmentation method does not detect the presence of moving objects. However, the system can be trained to eventually recognize background pixels, but this process needs numerous frames and takes additional calculations to determine background pixels.
Object Classification
The object detection function produces an image frame that contains only the pixels of moving objects and is then passed onto the object classification function. Figure 1 shows a typical process for object classification using the Support Vector Machine approach. Before a system begins to classify objects from a live image stream, it must first be trained to look for particular objects. The training process uses a data set to extract basic features for the classifier training. The selection of data sets depends on the goal of applications and it largely affects the accuracy of object classification [15] . Typically, the training process first learns the basic features of 90% of the images in the category, and then uses the remaining 10% to validate the classifier. At the end of the training process, a classification model will be generated that classifies objects from a live video stream.
Each frame that is received from the object detection function has to go through a preparation phase (e.g., noise reduction, shadow removal, and object reorientation) before features can be extracted. Image noise refers to random disparity in a pixel's brightness or color. The Mean filter and Median filter are commonly used techniques to diminish noise in an image by reducing the intensity variation between pixels. Objects may also be scaled, rotated, or reflected about a point to have a proper orientation for subsequent processes [14] . Key features are then able to be extracted from the frame upon completion.
The feature extraction function generates a category of features in the format of interest points, i.e., a group of pixels that are easily detected in well-defined positions. Three state-of-the-art feature detectors include FAST, HOG, and SURF. The FAST [33] is a computational efficient algorithm used to detect corners in an image. Objects can be described in terms of the region around its corners. FAST is designed based on a circular mask segmentation test that allows the algorithm to perform with a high speed and accuracy, which enables feature extraction for real time video processing.
The appearance of an object is described by the distribution of its intensity gradients; the basic idea behind the Histogram of Oriented Gradients (HOG) algorithm. An image frame is divided into cells that contains the gradient magnitude of the pixels contained in the cell [43] . These gradient magnitudes are then used as a descriptor for the image. The gradient structure is characteristic of a shape within the frame. Therefore, the value of the concatenate will help uniquely identity the object.
The SURF method [8] uses a multi-resolution pyramid technique to blur the original image to detector blob features in an image. Each level of the pyramid is transformed using the Gaussian average to create a blurring effect and then scaled down. The idea behind the pyramid is that each pixel is the average for a set of pixels below it.
The final phase of the object classification phase is to run the extracted features through a Support Vector Machine (SVM). The SVM [37] is a highly efficient approach to classifying objects by plotting and grouping feature vectors in either two or three dimensional space. All the feature points learned during the training phase are plotted and then grouped together using hyperplanes, which act like boundaries that separate a set of feature vectors for particular objects. The SVM uses optimization techniques to calculate the median points between grouped feature vectors. When the system classifies objects, the objects' feature vectors are plotted and uses the hyperplanes to determine the group of learned feature vectors that it belongs to. The SVM provides a classification with a high degree of confidence.
An alternative method to SVN is a Convolution Neural Network (CNN) [24] ; which is a deep learning algorithm for object classification by comparing pre-trained features with an input image pixel by pixel. This process is performed over multiple layers. Each layer breaks down an image into smaller pieces and creates a feature map of each piece at various 130-6 positions. CNN produces a very accurate prediction based on a weighted sum of the layers, which limits the amount of work required for preprocessing.
Object Tracking Using Multiple Cameras
The output of the Object Classification function, as described in Section 4, is a feature descriptor, i.e., is a set of feature points for each classified object. These feature points are used in the Object Tracking function, as shown in Figure  1 , which refers to the process of locating moving objects in each frame of a video stream, generating a trajectory for each object, and estimating the path of objects as they move from frame to frame. Three popular techniques for tracking objects within a single camera includes: Point Tracking [10] , Kernel Based Tracking [17] , and Silhouette Based Tracking [34] . In the following section, we summarize recently-developed techniques for tracking using multiple cameras.
Three camera arrangements have been reported for objects tracking with multiple cameras: disjointed, overlapping, and the Pan-Tilt-Zoom (PTZ) [26] . Table 2 shows the advantages and disadvantages for each camera arrangement. It is critical that each camera informs other cameras in the network of the objects are in its FOV. The performance of this communication task depends on the design of the network architecture. A camera in the network either broadcasts the existence of objects in its FOV or works as a relay for specific neighboring cameras affected by the object's trajectory [21] . A popular network architecture is a centralized topology [36] where a sever handles all communication and processing burdens and frees up the cameras to only take video frame inputs. The server stitches the frames taken from all cameras and manages object tracking between cameras. Object tracking with overlapping cameras [36] allows for a full coverage of an area where moving objects exist. Each camera in the network can track objects within its own FOV and store the information for detected moving objects. The object information is not shared between neighboring cameras until a moving object is in the overlapping region of two neighboring cameras. If a moving object leaves the FOV of a camera, that camera will know which camera to send the information for objects. This approach requires less computation and communication than a centralized network topology. However, the overlapping of FOVs limits the area that can be covered by the networked cameras.
Tracking objects with disjointed and spread-out cameras allows for objects to be tracked over a large area [18] . Additional computation and communication between cameras is needed. Since the FOVs of cameras do not overlap, there are uncovered "blind" regions between the FOVs of neighboring cameras, which causes temporary loss of tracking moving objects. The Kalman Filter is an effective method to estimate the object's location when it is in a "blind" region. However, the uncertainty of estimation can be very large when multiple "blind" regions are close to each other.
A pairing of cameras [25] that has been used for object tracking consists of a wide-view camera and a Pan-Tilt-Zoom (PTZ) camera, paired in a master-slave configuration. The wide-view camera, the master, remains stationary and sends commands to the PTZ camera, the slave, to track object(s) in the FOV of the wide-view camera.
Conclusion
This review paper provides a study of the object detection, classification, and tracking process, while summarizing a list of prevalent advanced hardware platforms and algorithms used within those stages. Various hardware platforms provide the computer vision system with an accelerated boost of raw throughput power while delivering a visual presentation of the surrounding environment using one or multiple sensing systems. While individual sensing systems and 130-7 techniques provides advanced capability of acquiring and processing image streams, techniques are needed to integrate these heterogeneous sources of information to provide an upgraded understanding of the environment.
