Abstract: This paper presents an efficient algorithm for computing sub-Herbrand universes for arguments of functions and predicates in a given clause set. Unlike the previous algorithm, which processes all clauses in the given clause set once for computing each sub-Herbrand universe, the proposed algorithm computes all sub-Herbrand universes in the clause set by processing each clause in the clause set only once. We prove the correctness of our algorithm, and we provide experimental results on theorem proving benchmark problems to show the power of our approach.
INTRODUCTION
Herbrand's theorem [1] is the basis for most modern automatic proof procedures in automated first-order theorem proving. By Herbrand's theorem, for a given clause set S, a special universe, called Herbrand universe, can be created automatically. S is unsatisfiable if and only if there is an unsatisfiable set of ground instances of clauses of S, where a ground instance of a clause is derived by instantiating variables in the clause with elements of the Herbrand universe of S. Herbrand's theorem enables us to make theorem proving mechanical. However, theorem proving methods based directly on Herbrand's theorem, e.g., the multiplication method [2] , are usually inefficient, because there may be too many ground instances that need to be considered.
Addressing to this problem, He et al. [3] proposed a method for computing a sub-universe of the Herbrand universe, denoted a sub-Herbrand universe, for each argument of predicates or functions in a given clause set S, and they proved that S is unsatisfiable if and only if there is a finite unsatisfiable set of ground instances of clauses of S derived by instantiating each variable, which appears as an argument of predicate symbols or function symbols, in S over its corresponding sub-Herbrand universes. Because such subuniverses are usually smaller (sometimes considerably so) than the Herbrand universe of S, the number of ground instances that need to be considered for reasoning can be reduced in many cases. Their experimental results demonstrated that this improvement is efficient for model generation theorem proving approach [4] [5] [6] .
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clauses in S once. For a large clause set, it takes more than hours to finish the computation. This paper presents an efficient algorithm for computing sub-Herbrand universes in a clause set. Unlike the previous algorithm mentioned above, the proposed algorithm computes all sub-Herbrand universes in a given clause set S by processing each clause in S only once. The experimental results on theorem proving benchmark problems demonstrate that the proposed algorithm is much efficient than the previous one.
The rest of the paper is organized as follows: We review the previous algorithm proposed in [3] in the next section, then introduce our efficient algorithm in Section 3. Section 4 shows the correctness of our approach, and Section 5 reports the experimental results on benchmarks. Lastly, we give our conclusion in Section 6.
REVIEW OF THE PREVIOUS ALGORITHM
In this paper, the lower-case letters are used to represent predicate symbols, function symbols and constants, while the upper-case letters are used for atoms and variables. On the other hand, the Greek letters are used to represent arbitrary predicate symbols, function symbols, terms, substitutions, and other necessary information. A predicate (function) with n arguments is called n-place predicate (function), and the ith (1 i n) argument of is denoted to i . is denoted the empty set, A I means that A is a member of I. Moreover, we view clauses as sets and assume that there is no same variable symbol in different clauses of a given clause set.
Let S be a set of clauses. Similar as in [3] The above algorithm for computing SHUs in a give clause set S is not efficient. According to Algorithm 1, to computer an SHU corresponding to an argument i , it processes all clauses in S once, and at that time, it matches i with every argument in S. For this reason, when the number of arguments in S and the number of SHUs in S are large, it will take too long time to finish the computation. For example, there are many problems in TPTP library (http://www.cs.miami.edu/~tptp/), a theorem proving benchmark problem library, such that the running times for their SHUs computation exceed 300 sec, which is the limitation time of general theorem proving contests (see http://www.cs.miami.edu/~tptp/CASC/).
THE PROPOSED ALGORITHM
We present an efficient algorithm that computes all SHUs in a given clause set S by processing each clause in S only once.
Definition 2 (Arguments corresponding to a variable).
Let C be a clause in a set S of clauses. Every occurrence of a variable X in C is an argument of a predicate or a function in C. Such arguments are called the arguments corresponding to variable X. Algorithm 4 (Algorithm for computing the sets of SD arguments in a clause). Let C be a clause. The sets of SD arguments in C can be derived as follows: 
2.
For each of constants and functions in C, it is an occurrence of an argument, say, , in C. If does not belong to any of the candidate sets of SD arguments that have been derived, then add the set { } as a new candidate set of SD arguments in C.
After all variables, constants, and functions have been processed, the derived candidate sets of SD arguments are the sets of SD arguments in C.
Algorithm 5 (Algorithm for computing the sets of SD arguments in a clause set). Let S be a clause set, C 1 , …, C n , the clauses in S. All sets of SD arguments in S can be derived by processing C i (1 i n) one by one as follows:
Let D 1 , …, D m be the candidate sets of SD arguments being established (initially none), and F 1 , …, F t , the sets of After all clauses are processed, the derived candidate sets of SD arguments are the sets of SD arguments in S.
Because there are only finite arguments of predicates and functions as well as finite clauses in a set of clauses, the above algorithm certainly terminates finitely. Moreover, because all sets of SD arguments that contain a common argument are combined whenever they are found, when the above algorithm terminates, each argument in the given clause set belongs and only belongs to a set of SD arguments. Example 1. Let S be the following clause set:
By the algorithm given in Algorithm 4, for clause ¬ p 1 (c),
we can derive a set of SD arguments: 
As a result, we finally derive two sets of SD arguments in S, renamed as:
Definition 3 (The constant set and function set corresponding to a set of SD arguments). Let S be a clause set, and G a set of SD arguments in S. The constant set C (function set F) corresponding to G is the set of constant c (function f) such that there is app(c, ) (app(f, )) and G. However, if C is empty, let C = {a}, where a can be an arbitrary constant occurring in the Herbrand universe of S. Example 2. Let S be the clause set, G 1 and G 2 the derived sets of SD arguments in Example 1.
By Definition 3, the constant set and function set corresponding to G 1 are {c} and , respectively, and those corresponding to G 2 are {c} and {f}, respectively.
All SHUs (in the form of Herbrand Universe) of arguments of predicates and functions in a set of clauses can be generated as follows:
Algorithm 6 (Algorithm for computing SHUs in a clause set). Let S be a clause set. Let G 1 , …, G n be the sets of SD arguments in S derived by the algorithm given in Algorithm 5, C i and F i (1 i n) , the constant set and function set corresponding to G i , respectively.
For each i such that 1 i n, let H i (0) = C i , and for each function f such that f
Suppose that f is an h-place function, and f t G u t ,
Then H i ( ) is the SHU (in the form of Herbrand Universe) for the arguments in G i .
Example 3.
Let S be the clause set given in Example 1. From Example 1, we have two sets of SD arguments:
By the algorithm given in Algorithm 6, V(f, 0) = ,
That is, the SHU for f 1 is H 1 ( ), and that for p 1 Definition 4 (SHU ground instance). Let S be a set of clauses, and C a clause in S. An SHU ground instance of C is a clause obtained by replacing each variable X in C by a member of the SHU for the arguments corresponding to X.
Lemma 3.
Any SHU ground instance of a clause C is a ground instance of C.
Proof. According to the algorithm given in Algorithm 6
and Definition 3, only the constants and functions occurring in S are used for generating SHUs, therefore, any SHU is a subset of Herbrand universe of S, and then an SHU ground instance of a clause C is a ground instance of C (but the converse is not always true).
Definition 5 (Depth of a ground term). Let be a ground term. The depth of , denoted by dep
, is defined as follows:
Algorithm 7 (Algorithm for driving an unsatisfiable set of ground instances). Let S be an unsatisfiable set of clauses. Then the empty clause can be derived from S by resolution. We can obtain an unsatisfiable set of ground instances of clauses of S by recording the clauses used in resolution as follows:
1.
When deriving a factor C of a clause C, instead of deleting all repeated literals from C , we underline each of them;
2.
When deriving a resolvent, instead of deleting the two literals resolved up, we underline each of them.
The underlined literals will not be used in further resolution. However, they are instantiated by substitutions used in resolution. If we ignore underlines, a resolvent can be considered as a disjunction of instances of the clauses in S. A clause with all literals underlined corresponds to the empty clause. When such a clause, called an extended empty clause, is derived, for each variable X that remained in the clause (if any), let be an argument corresponding to X. We substitute X with a constant in C [ D ] . Let E be the resulting clause. If we ignore all underlines, E is a disjunction of ground instances the clauses in the given clause set. Let S E be the set of such ground instances. Then S E is an unsatisfiable set of ground instances of clauses of S.
Example 4.
Let S be the following unsatisfiable set of clauses:
By the algorithm given in Algorithm 7, the empty clause can be derived as follows: i) from clause (2), by we can derive a factor, p(a,
ii) by resolve (4) and (3), we have, p(a, X 3 )
iii) by resolve (5) and (1), we have, p(a, X 3 )
Because all literals in clause (6) are underlined, clause (6) 
Then the unsatisfiable set E S of ground instances of clauses of S derived from clause (7) is: ¬p ( f (a, b) , a) …… a ground instance of clause (1) p(a, a) p(a, a) …… a ground instance of clause (2) ¬ p(a, a) p ( f (a, b) , a) …… a ground instance of clause (3) Lemma 4. Let S be a set of clauses, T a factor or a resolvent derived in resolution on S, and X a variable in T. Then all arguments corresponding to X in T are SD arguments.
Proof. We prove Lemma 4 by induction on the following statement: I(n): Suppose that T n is the clause derived in the n-th step in resolution. Then all arguments corresponding to a variable X in T n are SD arguments.
Base case: Show I(0). T 0 is a clause in S. According to Lemma 1, all arguments corresponding to a variable X in T 0 are SD arguments.
Induction step: Suppose that I(0), …, I(n); to show that I(n+1). T n+1 is a factor of a clause C (a resolvent of two clauses C 1 and C 2 ), where C (each of C 1 and C 2 ) is a clause derived before I(n+1).
Because X is a variable in T n+1 , X is certainly a variable in C (C', where C' is either C 1 or C 2 ). For the appearances app(X, 1 i 1 ), …, app(X, r i r ) in T n+1 such that there are also app(X, 1 i 1 ), …, app(X, r i r ) in C (C'), by the induction assumption, 1 i 1 ), …, r i r are SD arguments.
The remaining appearances of X in T n+1 are generated by substituting other variables, say, Therefore, all arguments corresponding to variable X in T n+1 are SD arguments, and I(n+1) is true.
For example, let C 1 be clause p(X, Y) q(Y, Z) , and C 2 , ¬p(U, U). Then, the resolvent of C 1 and C 2 is p(X, X) q(X, Z) ¬p(X, X). For variable Y in C 2 , which is substituted to X in resolution, there is a sequence app(X, p 1 ), 
EXPERIMENTAL RESULTS
The reason that the previous algorithm is inefficient is that for calculating each SHU in a given clause set S, it processes all clauses in the given problem once. During processing, it matches the argument under considering to each argument in the problem. Suppose that there are m SHUs and n arguments in S, then the number of matching times will be m n. When m and n are large, it will take a long time to complete calculation of SHUs. On the other hand, the proposed algorithm is efficient since it calculates all SHUs in a problem by processing each clause in the problem only once. It calculates provisional SHUs for each clause independently, and then combines those provisional SHUs that are corresponding to SD arguments. Suppose that there are k clauses in S, then the average number of arguments in each clause will be n/k. Suppose further that there are averagely h SHUs in each clause, where h m, then the number of the argument match in the proposed algorithm will be h n/k. Since h is usually much smaller m, the number of matching times in the proposed algorithm is at least k times least than that in the previous algorithm.
There are 8013 problems in the TPTP library version 3.1.1. Among them, 4365 problems are non-range-restricted. The number of the problems from which 2 or more SHUs can be derived by our approach is 709. The maximum number of arguments in a problem is 1542050 (SYN826-1) , and the average number of arguments in all problems is 26131. The maximum number of clauses in a problem is 2004 (SYN826-1), and the average number of clauses in all problems is 128.
We implemented the previous algorithm and the proposed algorithm in SCIS Prolog, and run them on all 709 problems on an Intel PentiumIII/980MHZ workstation, 512MB. The result of the two algorithms is the same for each problem. The numbers of transferred problems for the two algorithms in a limited time 2, 5, 10, 50, 100, 200, 300 seconds, respectively, are shown in Table 1 . 
