We prove two-sided estimates for the best (i.e., the smallest possible) constant cn(α) in the Markov inequality p ′ n wα ≤ cn(α) pn wα , pn ∈ Pn .
Introduction and statement of the results
Throughout this paper P n will stand for the set of algebraic polynomials of degree at most n, assumed, without loss of generality, with real coefficients. Let w α (x) := x α e −x , where α > −1, be the Laguerre weight function, and · wα be the associated L 2 -norm,
We study the best constant c n (α) in the Markov inequality in this norm p ′ n wα ≤ c n (α) p n wα , p n ∈ P n , ( Before formulating our results, let us give a brief account on the results known so far. It is only the case α = 0 where the best Markov constant is known, namely, Turán [9] proved that c n (0) = 2 sin π 4n + 2 −1 .
Dörfler [2] showed that c n (α) = O(n) for every fixed α > −1 by proving the estimates c 2 n (α) ≥ n 2 (α + 1)(α + 3) + (2α 2 + 5α + 6) n 3(α + 1)(α + 2)(α + 3) + α + 6 3(α + 2)(α + 3)
, (1.2) c 2 n (α) ≤ n(n + 1) 2(α + 1) , (1.3) see [3] for a more accessible source. In the same paper, [3] , Dörfler proved for the asymptotic constant c(α) := lim n→∞ c n (α) n , (1.4) that c(α) = 1 j (α−1)/2,1 , (1.5)
where j ν,1 is the first positive zero of the Bessel function J ν (z) . Nikolov and Shadrin obtained in [5] the following result:
Theorem A ([5, Theorem 1] ). For all α > −1 and n ∈ N , n ≥ 3 , the best constant c n (α) in the Markov inequality (1.1) admits the estimates where for the left-hand inequality it is additionally assumed that n > (α + 1)/6 .
Theorem A implies some inequalities for the asymptotic Markov constant c(α) and, through (1.5), inequalities for j ν,1 , the first positive zero of the Bessel function J ν (see [5, Corollaries 1, 3] ). It was also shown in [5, Theorem 2] that c(α) = O(α −1 ) , which indicates that the upper estimate for c n (α) in Theorem A, though rather good for moderate α , is not optimal.
In a recent paper [7] Nikolov and Shadrin proved an upper bound for c n (α) which is of the correct order with respect to both n and α as they tend to infinity. As a consequence of Theorem B and Dörfler's lower bound (1.2) for c n (α) Nikolov and Shadrin showed that
Corollary C ([7, Corollary 1.1]). For all α ≥ 2 and n ≥ 3 the best constant c n (α) in the Markov inequality (1.1) satisfies
In addition, Nikolov and Shadrin found the limit value of (α + 1)c 2 n (α) as α → −1, and proved asymptotic inequalities for α c 2 n (α) as α → ∞ . Corollary D ([7, Corollary 1.2]). The best constant c n (α) in the Markov inequality (1.1) satisfies:
A combination of Theorem A and Theorem B implies some inequalities for the asymptotic Markov constant (1.4) :
The asymptotic Markov constant c(α) = lim n→∞ c n (α) n satisfies the inequalities
The ratio of the upper and the lower bound for c(α) in Corollary E is less than √ 2 for all α > −1 .
In this paper we investigate the best Markov constant c n (α) following the approach from [5] . It is known (see Proposition 2.1 below) that c −2 n (α) is equal to the smallest zero of a polynomial Q n , which is orthogonal with respect to a measure supported on R + . Since {Q n } n∈N are defined by an explicit three-term recurrence relation, one can evaluate (at least theoretically) as many coefficients of Q n as necessary. With the assistance of Wolfram's Mathematica we find the seven lowest degree coefficients of the polynomial Q n , and thereby the six highest degree coefficients of R n , the monic polynomial reciprocal to Q n . Then we apply a simple technique for estimating the largest zero x n of R n on the basis of its k highest degree coefficients, 3 ≤ k ≤ 6 , thus obtaining lower and upper bounds for c 2 n (α) . Our main result in this paper is:
and for all n ≥ k , the best constant c n (α) in the Markov inequality (1.1) admits the estimates , the pair c n,k (α), c n,k (α) of bounds for c n (α) is deduced with the use of the k highest degree coefficients of the polynomial R n (and (1.11) is the upper bound obtained in [5] ). Generally, the bounds for c n (α) obtained with larger k are better, although some exceptions are observed for small n and α . Clearly, inequalities (1.9) imply bounds for the asymptotic Markov constant c(α) . Here, it is not difficult to prove that the larger k , the better the implied lower and upper bounds for c(α) , hence the best bounds for c(α) are obtained from (1.9) with k = 6 .
Thus, Theorem 1.1 yields an improvement of the estimates for the asymptotic Markov constant c(α) in Corollary E. 
It is worth noticing that the ratio of the upper and the lower bound for c(α) in Corollary 1.3 does no exceed 2 
The rest of the paper is organized as follows. Sect. 2 contains some preliminaries. In Sect. 2.1 we characterize the squared best Markov constant as the largest zero of an n-th degree monic polynomial R n with positive roots, and propose a recursive procedure for the evaluation of its coefficients (Proposition 2.2). Two-sided estimates for the largest zero of polynomials with only positive roots in terms of few of their coefficients are proposed in Sect. 2.2 (Proposition 2.3). The assisted by Wolfram's Mathematica proof of our results is given in Sect. 3. In Sect. 4 we give some final remarks and conclusions, and formulate two conjectures concerning the asymptotic behaviour of the best Markov constant and the coefficients of the characteristic polynomial R n .
Preliminaries

An orthogonal polynomial related to c n (α)
It is well-known that the squared best constant in a Markov-type inequality in L 2 -norm is equal to the largest eigenvalue of a related positive definite n × n matrix A n , thus the problem of finding the best Markov constant is equivalent to evaluating the largest eigenvalue of A n . Perhaps, a less known fact is that for a wide class of L 2 -norms, the inverse matrix A −1 n is tri-diagonal, see [1, Sect. 2] . In the particular case of the L 2 -norm induced by the Laguerre weight function w α this connection is given by the following proposition:
. The quantity c −2 n (α) is equal to the smallest zero of the polynomial Q n (x) = Q n (x, α) , which is defined recursively by
By Favard's theorem, for any α > −1 , {Q n (x, α)} ∞ n=0 form a system of monic orthogonal polynomials. Since Q n is the characteristic polynomial of the inverse of a positive definite matrix (which is also positive definite), it follows that all the zeros of Q n are positive (and distinct). Consequently, {Q n } ∞ n=0 are orthogonal with respect to a measure supported on R + . By Proposition 2.1, we have
If we write Q n in the form Q n (x) = x n − a n−1,n x n−1 + a n−2,n x n−2 − · · · + (−1) n a 0,n ,
with the convention that the right-hand side is equal to 1 for n = 0 . The proof is by induction with respect to n. For n = 0, 1 , (2.3) follows from (2.2). Assuming (2.3) is true for all m ≤ n , we verify it for m = n + 1 by putting x = 0 in (2.1) and using the induction hypothesis:
It follows from (2.1) and (2.2) that { Q n } n∈N0 are determined by
Writing Q n in the form Q n (x) = 1 − A 1,n x + A 2,n x 2 − · · · + (−1) n A n,n x n and rewriting (2.4) as
we deduce the following recurrence relation for the evaluation of the coefficients {A i,m } :
with A 0,n = 1 and A 1,1 = 1 α + 1 .
(2.6)
Since, by Proposition 2.1, c −2 n (α) is equal to the smallest zero of Q n , it follows that c 2 n (α) equals the largest zero of the reciprocal polynomial of Q n ,
(2.7)
The above observations allow us to reformulate Proposition 2.1 in the following equivalent form:
The coefficients of R n are evaluated recursively by the following procedure:
• For i = 1 to n:
1. Find the sequence {D i,m } n m=i−1 as solution of the recurrence equation
with the initial condition D i,i−1 = 0 ;
Evaluate
(2.10)
Polynomials with positive roots: bounds for the largest zero
Let P be a monic polynomial of degree n with zeros {x i } n i=1 ,
The coefficients b r = b r (P ) , r = 1, . . . , n , are given by the elementary symmetric functions of
It is well known that the elementary symmetric functions {s r } and the Newton functions (sums of powers of x i )
are connected by the Newton identities:
For a proof, see e.g. [10] or [4] . Our interest in the Newton functions is motivated by the fact that they provide tight bounds for the largest zero of a polynomial whose roots are all positive. For any such polynomial P , we set
with the convention that p 0 (P ) := deg(P ) .
Then the largest zero x n of P satisfies the inequalities
Moreover, the sequence {ℓ k (P )} ∞ k=1 is monotonically increasing, the sequence {u k (P )} ∞ k=1 is monotonically decreasing, and (2.14)
Proof. For i = 1, . . . , n − 1 , we set a i := xi xn , then 0 < a i ≤ 1 . Now both inequalities (2.13) and the limit relations (2.14) readily follow from the representations
The monotonicity of the sequence {ℓ k (P )} ∞ k=1 follows easily from Cauchy-Bouniakowsky's inequality. Indeed, we have
whence p 2 k (P ) ≤ p k−1 (P ) p k+1 (P ) , and consequently
To prove monotonicity of the sequence {u k (P )} ∞ k=1 , we recall that 0 < a i ≤ 1 and therefore a k+1 i ≤ a k i . We have a k+1 1 + · · · + a k+1 n−1 + 1 1/(k+1) < a k+1 1 + · · · + a k+1 n−1 + 1 1/k ≤ a k 1 + · · · + a k n−1 + 1 1/k , which yields u k+1 (P ) < u k (P ) .
Computer algebra assisted proof of the results
Here we give the algorithms, the source code and the results of the computer algebra assisted proof of estimates (1.10)-(1.17) in Theorem 1.1. While the case k = 3 and to a certain extent k = 4 could be studied by hand, it seems impossible to provide similar calculations for larger k . We implement the idea from [5] for estimating c n (α) using k = 3 highest degree coefficients of the polynomial R n (x) and with the assistance of Wolfram's Mathematica v. 10 software we investigate the cases k = 4, 5, 6 , as well. Software based on the algorithms described below failed with calculations for k > 6 . For simplicity sake, henceforth we write the polynomial R n from (2.7) and (2.8) in the form
Lower bounds for c n (α)
We apply Proposition 2.3 to estimate the largest zero x n = c 2 n (α) of the polynomial R n (x) from below,
and then with the help of computer algebra obtain a further estimation of the form
with the optimal (i.e., the largest possible) constants c = c(k) and σ = σ(k).
Algorithm 1 Estimating c n (α) from below
Input: k ∈ {3, 4, 5, 6} -the number of the highest degree coefficients of R n (x) Step 1. Express the power sums p k−1 (R n ) and p k (R n ) in terms of
Step 2. Find coefficients {b i } k i=1 in terms of n and α using Proposition 2.2 Step 3. Find a proper value σ for parameter s in p k − c n(n + s(α + 1))p k−1 , where c is the coefficient of n 2 in the quotient p k /p k−1 Step 4. Represent the numerator of f = p k − c n(n + σ(α + 1))p k−1 in powers of n and (α + 1) Step 5. Estimate from below the expression f to prove that f ≥ 0
Step 1: Let {x i } n i=1 be all the zeros of the polynomial R n (x) from (2.7). In order to express a power sum
, we apply the direct formula
which easily follows from the Newton identities (2.11).
Below is the code of the programme and the results for k = 1, . . . , 6 :
Step 2: We find coefficients {b i } k i=1 of the polynomial R n (x) using Proposition 2.2. For a fixed i we firstly find a sequence solving recurrence equation (2.9) and then evaluate b i by (2.10).
The source and the results for k = 1, . . . , 6 follow below:
Step 3: The quotient p k /p k−1 is a quadratic polynomial in n , and we denote by c its leading coefficient.
The goal of this step is to find a proper value (say σ) for parameter s in the expression
such that f σ ≥ 0 for all admissible α and n . For a fixed k quantity f s depends on α , n and s . It is a polynomial of degree 2k − 1 in n and a rational function in α . Let us write the numerator of f s in the form
The highest order coefficients in j µ i,j (s)(α+1) d−j are linear functions in s of the form A i −B i s , with A i > 0 and B i > 0 . We denote their zeros by s i for each i and set σ = min i s i . Since we seek estimates valid for all α > −1 , our choice of σ guarantee that for α sufficiently large the inequality j µ i,j (s)(α + 1) d−j > 0 holds true. The code is as follows: Table 1 gives results for the optimal values of c and σ for k = 3, 4, 5, 6 . Step 4: We set
with c and σ determined in Step 3. Here, ϕ(n, α) is a bivariate polynomial in n and α , and ψ(α) is a polynomial in α . More precisely, ϕ(n, α) has degree 2k − 1 in n , and degree d in α which our programme calculates for each fixed k . Note that ψ(α) > 0 for α > −1 since it is a product of powers of α + j , j ≥ 1 and multipliers Aα + B , 0 < A < B . Therefore, sign f = sign ϕ .
We expand ϕ(n, α) in the form
i=1,j=0 and all entries µ i,j are integer numbers. The source for computation of the matrix M is listed below.
If µ i,j ≥ 0 for all i, j , then ϕ(n, α) ≥ 0 and f ≥ 0 for all α > −1 and n ≥ k . In a case some of coefficients µ i,j < 0 we apply the next step of the algorithm.
The results for k = 3, 4, 5, 6 are given together with the estimates from Step 5.
Step 5: If there are coefficients µ i,j < 0 we need additional arguments to verify that f ≥ 0 for all α > −1 and n ≥ k . We bring into use a new (2k − 1) × (d + 1) matrix Λ which elements we put initially λ i,j := µ i,j , for i = 1, . . . , 2k − 1 and j = 0, . . . , d .
The procedure described below checks recursively all coefficients λ i,j and makes the corresponding estimations. We need not introduce a new matrix after each iteration, but only replace a pair of elements in a column of Λ with new entries in such a manner that the value of the function
decreases. At the end of the procedure we get a matrix Λ satisfying 0 ≤ Λ ≤ M (in the sense that 0 ≤ λ i,j ≤ µ i,j for all i, j ) and therefore 0 ≤ Φ(Λ) ≤ Φ(M) = ϕ(n, α) .
Suppose that λ i,j < 0 for some pair of indices i, j . Then we set
If λ h,j + δ ≥ 0 , for n ≥ k we have
Otherwise, if λ h,j + δ < 0 , for n ≥ k we have
So, replacing only two elements in Λ , λ h,j := λ h,j + ⌊δ⌋ and λ i,j := 0 , if λ h,j + δ ≥ 0, λ i,j := λ h,j k i−h + λ i,j and λ h,j := 0 , otherwise , we obtain that λ h,j (α + 1) d+1−j n 2k−h + λ i,j (α + 1) d+1−j n 2k−i decreases for the new values of λ h,j and λ i,j , and hence Φ(Λ) also decreases. Applying recursively the above iteration process for i = 2k − 1, 2k − 2, . . . , 1 and j = 0, 1, . . . , d we finally obtain a matrix Λ satisfying 0 ≤ Λ ≤ M . Then ϕ(n, α) ≥ 0 , f ≥ 0 and therefore
for the optimal c and σ evaluated in Step 3. For k = 3, 4, 5, 6 we obtain estimates (1.10), (1.12), (1.14), and (1.16), respectively. The following source implements the procedure described in Step 5.
Next, we give matrices M from Step 4 and Λ from Step 5 obtained with Mathematica.
Case k = 3 : This partial case needs a special attention as we have to assume strict inequality n > k , i.e., n ≥ 4 , to obtain estimate (1.10). This causes a minor modification in Step 5 of Algorithm 1, namely, replacement of k i−h with (k + 1) i−h . Namely, we determine δ := λ i,j /(k + 1) i−h and set λ h,j := λ h,j + ⌊δ⌋ and λ i,j := 0 , if λ h,j + δ ≥ 0, λ i,j := λ h,j (k + 1) i−h + λ i,j and λ h,j := 0 , otherwise . Although there is a negative element of Λ , from 4(α + 1) 2 − 4(α + 1) + 225 ≥ 0 for all α > −1 we conclude that 4(α + 1) 3 − 4(α + 1) 2 + 225(α + 1) + 360 > 0 and consequently Φ(Λ) ≥ 0 for n ≥ 4. By a direct verification one can see that inequality (1.10) holds also in the case n = k = 3.
Case k = 4 : Case k = 6 :
Upper bounds for c n (α)
We apply Proposition 2.3 to estimate the largest zero x n = c 2 n (α) of the polynomial R n (x) from above,
x n ≤ u k (R n ) = p k (R n ) 1/k , k = 3, 4, 5, 6 .
Then with the assistance of computer algebra we obtain a further estimation of the form u k (R n ) ≤ c 1/k (n + 1)(n + σ(α + 1)), with the optimal (i.e., the smallest possible) constants c = c(k) and σ = σ(k). The algorithm is analogous to Algorithm 1, and the code has only a few differences which are specified later.
Algorithm 2 Estimating c n (α) from above
Input:
k ∈ {3, 4, 5, 6} -the number of the highest degree coefficients of R n (x) Step 1. Express the power sum p k (R n ) in terms of
Step 2. Find {b i } k i=1 in terms of n and α using Proposition 2.2 Step 3. Find a proper value σ for parameter s in the expression c (n + 1) k (n + s(α + 1)) k − p k , where c is the coefficient of n 2k in p k Step 4. Represent the numerator of f = c (n + 1) k (n + σ(α + 1)) k − p k in powers of n and (α + 1) Step 5. Estimate from below the expression f to prove that f ≥ 0
Step 1: The same as in Algorithm 1.
Step 2: Identical to that in Algorithm 1.
Step 3: The only differences with Algorithm 1 are that we set c to be the coefficient of n 2k in p k and f s = c (n + 1) k (n + s(α + 1)) k − p k .
The highest order coefficients in j µ i,j (s)(α+ 1) d−j are functions in s of the form A i s ν − B i , with A i > 0 and B i ≥ 0 . We denote their non-negative zeros by s i for each i and choose σ = max i s i .
The results for k = 3, 4, 5, 6 obtained by symbolic computations are given in Table 2 . Step 4: With c and σ determined in the previous Step 3 we set f = c (n + 1) k (n + σ(α + 1)) k − p k =: ϕ(n, α) ψ(α) .
The rest of the source has no difference with Step 4 of Algorithm 1. We also performed a search for lower bounds for c 2 n (α) with a factor depending on n of the form (n + 1) n + σ(α + 1) . Such a choice is reasonable, as the resulting lower bounds preserve the limit relation in Corollary D (i). The optimal value then is σ = −1/3 (the same for all k , 3 ≤ k ≤ 6), and we obtain lower bounds as in Theorem 1.1 with n n + σ(α + 1) replaced by (n + 1) n − (α + 1)/3 . These lower bounds make sense only for n > (α + 1)/3, and are better than those in Theorem 1.1 only for α close to −1 . tends to 1 as α → −1, which indicates that for moderate α the bounds ℓ k (α) and u k (α) are rather tight. This observation is clearly seen in the particular case α = 0 , where, according to Turán's result, we have c(0) = 2 π . We give the lower and the upper bounds for c(0) and the overestimation factors in Table 3 . Although the ratios ρ k , 3 ≤ k ≤ 6 , satisfy ρ k (α) → ∞ as α → ∞ , they grow rather slowly. For instance, ρ 6 (α) < 2 for α < 140000 , see Figure 1 . 3. Another interesting observation, concerning the coefficients of R n inspires the following Conjecture 4.2. For every fixed k ∈ N , the coefficient b k,n , n > k , of the polynomial R n (x) = x n − b 1,n x n−1 + b 2,n x n−2 − · · · + (−1) n b n,n , satisfies b k,n = n 2k 2 k k!(α + 1) · · · (α + 2k − 1) + O(n 2k−1 ) . (4.1)
Conjecture 4.2 is verified with our computer algebra approach for 1 ≤ k ≤ 6 , but so far we do not have a proof for the general case. Having (4.1) proved, we could try to find the explicit form of d k , the coefficient of n 2k in Newton's function p k (R n ) , and consequently to obtain two sequences {ℓ k } and {u k } defined by ℓ k = d k /d k−1 and u k = 2k √ d k which tend monotonically from below and from above, respectively, to c(α) , the sharp asymptotic Markov constant.
