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We consider two nonlinear scalar delay diﬀerential equations with variable delays and give some
new conditions for the boundedness and stability by means of the contraction mapping principle.
We obtain the diﬀerences of the two equations about the stability of the zero solution. Previous
results are improved and generalized. An example is given to illustrate our theory.
1. Introduction
Fixed point theory has been used to deal with stability problems for several years. It
has conquered many diﬃculties which Liapunov method cannot. While Liapunov’s direct
method usually requires pointwise conditions, fixed point theory needs average conditions.
In this paper, we consider the nonlinear delay diﬀerential equations
x′t  −atxt − r1t  btgxt − r2t, 1.1
x′t  −atfxt − r1t  btgxt − r2t, 1.2
where r1t, r2t : 0,∞ → 0,∞, r  max{r10, r20}, a, b : 0,∞ → R, f, g : R → R
are continuous functions. We assume the following:
A1 r1t is diﬀerentiable,
A2 the functions t − r1t, t − r2t : 0,∞ → −r,∞ is strictly increasing,
A3 t − r1t, t − r2t → ∞ as t → ∞.
2 Fixed Point Theory and Applications
Many authors have investigated the special cases of 1.1 and 1.2. Since Burton
1	 used fixed point theory to investigate the stability of the zero solution of the equation
x′t  −atxt − r, many scholars continued his idea. For example, Zhang 2	 has studied
the equation
x′t  −atxt − rt, 1.3
Becker and Burton 3	 have studied the equation
x′t  −atfxt − rt, 1.4
Jin and Luo 4	 have studied the equation
x′t  −atxt − r1t  btx1/3t − r2t. 1.5
Burton 5	 and Zhang 6	 have also studied similar problems. Their main results are the
following.












|au  r|duds ≤ α, 1.6
for all t ≥ 0 and ∫∞0 asds  ∞. Then, for every continuous initial function ψ : −r, 0	 → R, the
solution xt  xt, 0, ψ of 1.3 is bounded and tends to zero as t → ∞.
Theorem 1.2 Zhang 2	. Suppose that r is diﬀerentiable, the inverse function ht of t−rt exists,






















− ∫ ts ahudu|as||r ′s|ds. Then, the zero solution of 1.3 is




ahsds −→ ∞, as t −→ ∞. 1.9
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Theorem 1.3 Burton 7	. Suppose that rt   r, a constant. Let f be odd, increasing on 0, L	,
and satisfies a Lipschitz condition, and let x − fx be nondecreasing on 0, L	. Suppose also that for


















s aurdu|as  r|
∫s
s−r
|au  r|duds < L1,
1.10




as  rds ≤ J for t ≥ 0. 1.11
Then, the zero solution of 1.4 is stable.
Theorem 1.4 Becker and Burton 3	. Suppose f is odd, strictly increasing, and satisfies a













1 − r ′t), 1.13
on 0,∞, then the zero solution of 1.5 is stable at t  0. Furthermore, if f is continuously
diﬀerentiable on −l, l	 with f ′0/ 0 and
∫ t
0
audu −→ ∞ as t −→ ∞, 1.14
then the zero solution of 1.4 is asymptotically stable.
In the present paper, we adopt the contraction mapping principle to study the
boundedness and stability of 1.1 and 1.2. That means we investigate how the stability
property will be when 1.3 and 1.4 are added to the perturbed term btgxt − r2t.
We obtain their diﬀerences about the stability of the zero solution, and we also improve and
generalize the special case r1t  r1. Finally, we give an example to illustrate our theory.
2. Main Results
From existence theory, we can conclude that for each continuous initial function ψ : −r, 0	 →
R there is a continuous solution xt, 0, ψ on an interval 0, T for some T > 0 and
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xt, 0, ψ  ψt on −r, 0	. LetCS1, S2 denote the set of all continuous functions φ : S1 → S2
and ‖ψ‖  max{|ψt| : t ∈ −r, 0	}. Stability definitions can be found in 8	.
Theorem 2.1. Suppose that the following conditions are satisfied:
i g0  0, and there exists a constant L > 0 so that if |x|, |y| ≤ L, then
∣∣gx − g(y)∣∣ ≤ ∣∣x − y∣∣, 2.1

























hsds > −∞. 2.3




hsds −→ ∞, as t −→ ∞. 2.4










Let S  {φ | φ ∈ C−r,∞, R, ‖φ‖  supt≥−r |φt| < ∞}, then S is a Banach space.
Multiply both sides of 1.1 by e
∫ t



















s hudubsgxs − r2sds.
2.6
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1 − r ′1s






































1 − r ′1s











φ | φ ∈ S, sup
t≥−r
∣∣φt∣∣ ≤ L, φt  ψt for t ∈ −r, 0	, φt −→ 0 as t −→ ∞
}
. 2.9
Then,M is a complete metric space with metric supt≥0|φt−ηt| for φ, η ∈ M. For all φ ∈ M,





































1 − r ′1s










ds, t ≥ 0.
2.10
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Thus, when ‖ψ‖ ≤ δ  1 − αL/1  ∫0−r10 |hs|ds	eJ , |Pφt| ≤ L.
We now show that Pφt → 0 as t → ∞. Since φt → 0 and t − r1t → ∞ as










|hs|ds ≤ αε. 2.12

























































|hu|duds < ε. 2.14
Apply ii to obtain |I2| < ε 2ε < 2ε. Thus, I2 → 0 as t → ∞. Similarly, we can show that the
rest term in 2.10 approaches zero as t → ∞. This yields Pφt → 0 as t → ∞, and hence
Pφ ∈ M.
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Also, by ii, P is a contractionmappingwith contraction constant α. By the contraction
mapping principle, P has a unique fixed point x inM which is a solution of 1.1with xs 
ψs on −r, 0	 and xt → 0 as t → ∞.
In order to prove stability at t  0, let ε > 0 be given. Then, choose m > 0 so that
m < min{ε, L}. Replacing L with m in M, we see there is a δ > 0 such that ‖ψ‖ < δ implies
that the unique continuous solution x agreeing with ψ on −r, 0	 satisfies |xt| ≤ m < ε for all
t ≥ −r. This shows that the zero solution of 1.1 is asymptotically stable if iv holds.
Conversely, suppose iv fails. Then, by iii, there exists a sequence {tn}, tn → ∞ as
n → ∞ such that limn→∞
∫ tn





hsds ≤ N, 2.15
for all n ≥ 1. To simplify the expression, we define
ωs 















0 huduωsds ≤ αe
∫ tn
0 hudu ≤ αeN. 2.18
The sequence {∫ tn0 e
∫s
0 huduωsds} is bounded, so there exists a convergent subsequence. For







0 huduωsds  γ, 2.19









for all n ≥ k, where δ0 > 0 satisfies 2δ0JeN  α < 1.
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By iii, J in 2.5 is well defined. We now consider the solution xt  xt, tk, ψ of




















































































On the other hand, if the solution of 1.1 xt  xt, tk, ψ → 0 as t → ∞, since tn − r1tn →




hsxsds −→ 0 as n −→ ∞, 2.23
which contradicts 2.22. Hence, condition iv is necessary for the asymptotically stability of
the zero solution of 1.1. The proof is complete.
When r1t  r1, a constant, ht  at  r1, we can get the following.
Corollary 2.2. Suppose that the following conditions are satisfied:
i g0  0, and there exists a constant L > 0 so that if |x|, |y| ≤ L, then
∣∣gx − g(y)∣∣ ≤ ∣∣x − y∣∣, 2.24
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ii there exists a constant α ∈ 0, 1 such that for all t ≥ 0, one has
∫ t
t−r1





















as  r1ds > −∞. 2.26




as  r1ds −→ ∞, as t −→ ∞. 2.27
Remark 2.3. We can also obtain the result that xt is bounded by L on −r,∞. Our results
generalize Theorems 1.1 and 1.2.
Theorem 2.4. Suppose that a continuous function a˜ : 0,∞ → R exists such that at  a˜t1 −
r ′1t and that the inverse function ht of t − r1t exists. Suppose also that the following conditions
are satisfied:
i there exists a constant J > 0 such that supt≥0{−
∫ t
0 a˜hsds} < J ,
ii there exists a constant L > 0 such that fx, x − fx, gx satisfy a Lipschitz condition
with constant K > 0 on an interval −L, L	,
iii f and g are odd, increasing on 0, L	. x − fx is nondecreasing on 0, L	,


















s a˜hudu|bs|ds < L1.
2.28
Then, the zero solution of 1.2 is stable.
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s a˜hudu|bs|ds ≤ αL.
2.29






∣∣φt∣∣ : t ∈ −r,∞} < ∞, 2.30
where d > 3 is a constant. Then, S, | · |K is a Banach space, which can be verified with
Cauchy’s criterion for uniform convergence.
The equation 1.2 can be transformed as




a˜hsfxsds  btgxt − r2t






a˜hsfxsds btgxt − r2t.
2.31
By the variation of parameters formula, we have
xt  x0e−
∫ t


























φ | φ ∈ S, sup
t≥−r
∣∣φt∣∣ ≤ L, φt  ψt, t ∈ −r, 0	
}
, 2.33
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By i, iii, and 2.29, we have
∣∣(Pφ)t∣∣ ≤ ∥∥ψ∥∥eJ  eJ∥∥f(ψ)∥∥
∫0
−r10






















Thus, there exists δ ∈ 0, L such that eJ1Kδ ∫0−r10 |a˜hs|ds	 < 1−αL and |Pφt| ≤ L.
Hence, Pφ ∈ M.
We now show that P is a contraction mapping inM. For all φ, η ∈ M,















s a˜hudu|bs|∣∣g(φs − r2s) − g(ηs − r2s)∣∣ds.
2.36




















































































0|a˜hs||bs|ds|Pφt − Pηt| ≤ 3/d|φ − η|K. That means |Pφ − Pη| ≤
3/d|φ − η|K. Hence, P is a contraction mapping inM with constant 3/d. By the contraction
mapping principle, P has a unique fixed point x in M, which is a solution of 1.2 with
xs  ψs on −r, 0	 and supt≥−r |xt| ≤ L.
In order to prove stability at t  0, let ε > 0 be given. Then, choose m > 0 so that
m < min{ε, L}. Replacing L with m in M, we see there is a δ > 0 such that ‖ψ‖ < δ implies
that the unique continuous solution x agreeing with ψ on −r, 0	 satisfies |xt| ≤ m < ε for all
t ≥ −r. This shows that the zero solution of 1.2 is stable. That completes the proof.
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When r1t  r1, a constant, we have the following.
Corollary 2.5. Suppose that the following conditions are satisfied:
i there exists a constant J > 0 such that supt≥0{−
∫ t
0 as  r1ds} < J ,
ii there exists a constant L > 0 such that fx, x − fx, gx satisfy a Lipschitz condition
with constant K > 0 on an interval −L, L	,
iii f and g are odd, increasing on 0, L	. x − fx is nondecreasing on 0, L	,


















s aur1du|bs|ds < L1.
2.38
Then, the zero solution of the equation
x′t  −atfxt − r1  btgxt − r2t 2.39
is stable.
Corollary 2.6. Suppose that the following conditions are satisfied:
i there exists a constant J > 0 such that supt≥0{−
∫ t
0 asds} < J ,
ii there exists a constant L > 0 such that fx, x − fx, gx satisfy a Lipschitz condition
with constant K > 0 on an interval −L, L	,
iii f and g are odd, increasing on 0, L	. x − fx is nondecreasing on 0, L	,













s audu|bs|ds < L1. 2.40
Then, the zero solution of
x′t  −atfxt  btgxt − rt 2.41
is stable.
Remark 2.7. The zero solution of 1.2 is not as asymptotically stable as that of 1.1. The key
is that M is not complete under the weighted metric when added the condition to M that
φt → 0 as t → ∞.
Remark 2.8. Theorem 2.4 makes use of the techniques of Theorems 1.3 and 1.4.
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3. An Example
We use an example to illustrate our theory. Consider the following diﬀerential equation:
x′t  −atxt − r1t  btgxt − r2t. 3.1
where r1t  0.281t, r2 ∈ CR, R, gx  x3, at  1/0.719t  1, and bt  μ sin t/t  1,
μ > 0. This equation comes from 4	.

















∣∣hs − r1s(1 − r ′1s) − as∣∣ds
∫ t
0 e























Let α : 0.396  0.396  0.1592  μ/1.2, when μ is suﬃciently small, α < 1. Then, the condition
ii of Theorem 2.1 is satisfied.
Let L 
√





01.2/s  1ds  1.2 lnt  1, then the condition iii and iv of
Theorem 2.1 are satisfied.
According to Theorem 2.1, the zero solution of 3.1 is asymptotically stable.
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