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Abstrat
It is often the ase that some information is available on the parameter of failure
time distribution from previous experiments or analyses of failure time data. The
Bayesian approah provides the methodology for inorporation of previous information
with the urrent data. In this study, given a progressively type II ensored sample from
a Rayleigh distribution, Bayesian estimators and redible intervals will be obtained
for the parameter and reliability funtion. We will also derive the Bayes preditive
estimator and highest posterior density predition interval for future observations. A
numerial example will be presented for illustration, and some simulation study and
omparisons will be performed.
Keywords: Bayes estimator; Highest posterior density interval; Predition interval; Pro-
gressive ensoring; Reliability funtion.
1
1 Introdution
The Rayleigh distribution is a speial ase of the Weibull distribution and has wide applia-
tions, suh as, in ommuniation engineering, (Dyer and Whisenand (1973a, 1973b)), in life
testing of eletrovaum devies, (Polovko 1968), et. The probability density funtion of the
Rayleigh distribution is given by
f(xj) =
x

2
exp

 
x
2
2
2

; x > 0; (1)
where  > 0 is the parameter. An important harateristi of the Rayleigh distribution is
that its failure rate is an inreasing linear funtion of time. This property makes it a suitable
model for omponents whih possibly have no manufaturing defets but age rapidly (see
Polovko (1968)) with time. Inferenes for the Rayleigh distribution were disussed by several
authors suh as Kong and Fei (1996), Howlader and Hossain (1995), and Fernandez (2000).
Progressive type II ensoring is a generalization of type II ensoring. In a type II ensor-
ing, a total of n units is put on a life test, but instead of ontinuing until all n units have
failed, the life test is stopped at the time of the m-th (1  m  n) unit failure. If an experi-
menter desires to remove live units at points other than the nal termination point of a life
test, the type II ensoring sheme will not be of use to the experimenter. Type II ensoring
does not allow for units to be removed from the life test before the nal termination point.
However, this allowane will be desirable, as in the ase of aidental breakage of test units,
in whih the loss of units at points other than the termination point may be unavoidable.
Consider an experiment in whih n independent units are plaed on a test at time zero,
and the failure times of these units are reorded. Suppose that m failures are going to be
observed. When the rst failure is observed, r
1
of the surviving units are randomly seleted
and removed. At the seond observed failure, r
2
of the surviving units are randomly seleted
and removed. This experiment stops at the time when the m-th failure is observed and the
remaining r
m
= n  r
1
  r
2
     r
m 1
 m surviving units are all removed. The m ordered
observed failure times are alled progressively type II ensored order statistis of size m from
a sample of size n with ensoring sheme (r
1
; : : : ; r
m
).
Suppose that the failure times of the n independent units originally on a test are identi-
ally distributed with probability density funtion f(x) and umulative distribution funtion
F (x). Let X
1:m:n
; : : : ; X
m:m:n
be a progressively type II ensored sample from f(x) with en-
soring sheme (r
1
; : : : ; r
m
). The joint probability density funtion of all m progressively type
II ensored order statistis is given by Balakrishnan and Aggarwala (2000),
f
X
1:m:n
;:::;X
m:m:n
(x
1:m:n
; : : : ; x
m:m:n
) = 
m
Y
i=1
f(x
i:m:n
)[1  F (x
i:m:n
)℄
r
i
; (2)
where  = n(n r
1
 1)    (n r
1
    r
m 1
 m+1). When data are obtained by progressive
ensoring, inferene problems for various distributions have been studied by several authors
inluding Wong (1993), Balasooriya and Saw (1998), and Wu (2003).
2
2 Prior and Posterior Distributions
Let X
1:m:n
; : : : ; X
m:m:n
be a progressively type II ensored sample from a Rayleigh distribu-
tion with parameter . Aording to (1) and (2), the likelihood funtion is given by
L() /
1

2m
exp
(
 
1
2
2
m
X
i=1
(r
i
+ 1)x
2
i:m:n
)
: (3)
It is easy to obtain the maximum likelihood estimator of  to be
^
 =
v
u
u
t
1
2m
m
X
i=1
(r
i
+ 1)X
2
i:m:n
: (4)
By the invariane property of the maximum likelihood estimator, we an obtain the maximum
likelihood estimator of reliability funtion R(tj) to be
^
R
t
= exp

 
t
2
2
^

2

: (5)
In the Bayesian approah,  is onsidered a random variable having some speied dis-
tribution. In this paper, we onsider onjugate prior distribution of the form
() =
a
b
 (b)2
b 1

 2b 1
exp
n
 
a
2
2
o
;  > 0; (6)
where a > 0 and b > 0. This density is known as the square-root inverted-gamma distribu-
tion. It follows, from (3) and (6), that the posterior distribution of  is given by
(jx) =
[a+
P
m
i=1
(r
i
+ 1)x
2
i:m:n
℄
b+m
2
b+m 1
 (b+m)

 2(b+m) 1
exp
(
 
1
2
2
"
a+
m
X
i=1
(r
i
+ 1)x
2
i:m:n
#)
;
(7)
for  > 0, zero elsewhere. Substituting 
2
=  t
2
=(2 log s) into (7), we obtain the posterior
probability density funtion of R(tj) as
(sjx) =
1
 (b+m)

a +
P
m
i=1
(r
i
+ 1)x
2
i:m:n
t
2

b+m
(  log s)
b+m 1
s
a+
P
m
i=1
(r
i
+1)x
2
i:m:n
t
2
 1
; (8)
for 0 < s < 1, zero elsewhere.
3 Bayesian Estimation
3.1 Bayes Estimators
In order to derive Bayes estimators we must rst speify a loss funtion whih represents
the ost involved in using the estimate
~
 when the true value is . The squared error loss
3
is appropriate when deisions beome gradually more damaging for larger errors. Under
squared error loss, the Bayes estimator of  is the posterior mean
~
 = E(jX) =
v
u
u
t
1
2
"
a+
m
X
i=1
(r
i
+ 1)X
2
i:m:n
#
 (b +m 
1
2
)
 (b+m)
: (9)
Another problem of interest is that of estimating reliability funtion R(tj) with xed
t > 0. For squared error loss, the Bayes estimator of R(tj) is given by
~
R
t
= E[R(tj)jX℄ =

a+
P
m
i=1
(r
i
+ 1)X
2
i:m:n
a+
P
m
i=1
(r
i
+ 1)X
2
i:m:n
+ t
2

b+m
: (10)
The highest posterior density (HPD) estimation is another method in popular use from
the Bayesian perspetive. This parameter estimation is based on the maximum likelihood
priniple and, hene the mode of posterior density will be the HPD estimator. Sine the
posterior density (7) is unimodal, we an obtain the HPD estimator of  as


=
s
a +
P
m
i=1
(r
i
+ 1)X
2
i:m:n
2(b+m) + 1
:
From (8), the HPD estimator of R(tj) is
R

t
= exp

 
(b+m  1)t
2
a+
P
m
i=1
(r
i
+ 1)X
2
i:m:n
  t
2

:
3.2 HPD Credible Intervals
A 100(1 )% Bayesian redible interval for the parameter  is any interval (`; u) satisfying
P (` <  < ujx) = 1  : (11)
This two-sided interval (`; u) an be hosen in dierent ways. The most frequent use is the
HPD redible interval. A 100(1  )% HPD redible interval hooses (`; u) to onsist of all
values of  with (jx) > C

, where C

is hosen suh that (11) holds.
Due to the unimodality of (7), the 100(1  )% HPD redible interval (`; u) for  must
satisfy the following two equations.
Z
u
`
(jx)d = 1  : (12)
and
(`jx) = (ujx): (13)
From (12) and (13) and after some algebrai omputation, the 100(1 )% HPD redible in-
terval (`; u) for  is given by the simultaneous solution of the equations  
I
(
1
; b+m)  
I
(
2
; b+
4
m) = 1    and (u=`)
2(b+m)+1
= expf
1
  
2
g, where 
1
=
1
2`
2
[a +
P
m
i=1
(r
i
+ 1)x
2
i:m:n
℄,

2
=
1
2u
2
[a+
P
m
i=1
(r
i
+ 1)x
2
i:m:n
℄, and  
I
(
i
; b+m) =
1
 (b+m)
R

i
0
z
b+m 1
e
 z
dz, the inomplete
gamma funtion. Similarly, the 100(1  )% HPD redible interval (`
R
; u
R
) for R(tj) must
satisfy  
I
( ! log `
R
; b + m)    
I
( ! log u
R
; b + m) = 1    and (logu
R
= log `
R
)
b+m 1
=
(`
R
=u
R
)
! 1
, where ! = [a +
P
m
i=1
(r
i
+ 1)x
2
i:m:n
℄ =t
2
.
4 Prediting Future Observations
It is often of interest to predit the k-th failure time in a future sample of size N from the
same distribution. Let Y
(1)
<    < Y
(N)
be the order statistis in a sample of size N with
lifetimes distributed as (1). The probability density funtion of the k-th (1  k  N) order
statisti is
f(y
(k)
j) =
N !
(k   1)!(N   k)!
y
(k)

2
 
1  exp
(
 
y
2
(k)
2
2
)!
k 1
exp
(
 (N   k + 1)
y
2
(k)
2
2
)
;
(14)
for y
(k)
> 0, zero elsewhere. By forming the produt of (7) and (14), and integrating out 
over the set f; 0 <  <1g, the preditive distribution of Y
(k)
, given X , is
f(y
(k)
jx) =
2(N !)(b+m)
(k   1)!(N   k)!
y
(k)
"
a+
m
X
i=1
(r
i
+ 1)x
2
i:m:n
#
b+m
k 1
X
j=0
( 1)
j

k   1
j

"
a+
m
X
i=1
(r
i
+ 1)x
2
i:m:n
+ (N   k + j + 1)y
2
(k)
#
 (b+m+1)
;
for y
(k)
> 0, zero elsewhere. Under squared error loss, the Bayes preditive estimator of Y
(k)
is the expetation of the preditive distribution, that is,
~
Y
(k)
= E(Y
(k)
jX) =
N !
p

2
(k   1)!(N   k)!
k 1
X
j=0
( 1)
j

k   1
j

 
N   k + j + 1

 
3
2
~
;
where
~
 is the Bayes estimator of  given in (9).
The 100(1  )% HPD predition interval (`
k
; u
k
) for Y
(k)
should simultaneously satisfy
R
u
k
`
k
f(y
(k)
jx)dy
(k)
= 1    and f(`
k
jx) = f(u
k
jx). After some algebrai simpliation, the
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Table 1: Progressively type II ensored sample from Rayleigh distribution
i 1 2 3 4 5 6 7 8 9 10
x
i
0.1970 0.3029 0.5786 0.9758 1.0066 1.3734 1.4159 1.5209 2.0482 2.2496
r
i
2 0 0 2 0 0 0 2 0 4
100(1  )% HPD predition interval (`
k
; u
k
) satises
1   =
N !
(k   1)!(N   k)!
"
a +
m
X
i=1
(r
i
+ 1)x
2
i:m:n
#
b+m
k 1
X
j=0
( 1)
j

k   1
j

1
N   k + j + 1
8
<
:
"
a+
m
X
i=1
(r
i
+ 1)x
2
i:m:n
+ (N   k + j + 1)`
2
k
#
 (b+m)
 
"
a+
m
X
i=1
(r
i
+ 1)x
2
i:m:n
+ (N   k + j + 1)u
2
k
#
 (b+m)
9
=
;
;
and
k 1
X
j=0
( 1)
j

k   1
j

u
k
"
a+
m
X
i=1
(r
i
+ 1)x
2
i:m:n
+ (N   k + j + 1)u
2
k
#
 (b+m+1)
=
k 1
X
j=0
( 1)
j

k   1
j

`
k
"
a +
m
X
i=1
(r
i
+ 1)x
2
i:m:n
+ (N   k + j + 1)`
2
k
#
 (b+m+1)
:
5 Numerial Example and Simulation Study
5.1 Illustrative Example
Consider a progressively type II ensored sample of size m = 10 from a sample of size
n = 20 with ensoring sheme r = (2; 0; 0; 2; 0; 0; 0; 2; 0; 4) from Rayleigh distribution with
parameter . It is assumed that the prior distribution of  is a square-root inverted-gamma
distribution given in (6) with a = 7:0 and b = 2:0. Table 1 is a progressively type II ensored
sample. This sample was simulated by using the following algorithm.
Step 1. For the given values of prior parameters (a; b), generate  from the square-root
inverted-gamma distribution.
Step 2. Using  obtained in Step 1, generate a progressively type II ensored sample of size
m from a sample of size n with ensoring sheme r = (r
1
; : : : ; r
m
) from Rayleigh dis-
tribution aording to the algorithm presented in Balakrishnan and Aggarwala (2000,
pp. 32-33).
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Table 2: Bayes preditive estimates and HPD predition intervals
k
~
Y
(k)
(l
k
; u
k
)
1 0.6010 (0:0719; 1:0068)
2 0.9260 (0:3081; 1:3886)
3 1.1924 (0:5086; 1:6865)
4 1.4379 (0:6897; 1:9625)
5 1.6794 (0:8628; 2:2379)
From (4) and (5), we obtained the maximum likelihood estimates of  and R(t = 2j)
to be
^
 = 1:4957 and
^
R
t=2
= 0:4090, respetively. From (9) and (10), we determined the
Bayes estimates of  and R(t = 2j) to be
~
 = 1:5163 and
~
R
t=2
= 0:4092. Similarly, we an
alulate the HPD estimates of  and R(t = 2j) to be 

= 1:4386 and R

t=2
= 0:3979. To
obtain the 90% HPD redible intervals for  and R(tj) we need to use the Newton-Raphson
method to solve the equations in Setion 3.2. The 90% HPD redible intervals for  and
R(t = 2j) are (1:0699; 1:7393) and (0:1860; 0:5261), respetively.
Furthermore, onsider a future sample of size N = 5 from the same distribution. Using
the formula in Setion 4, Bayes preditive estimates and the orresponding 90% HPD pre-
dition intervals for the k-th, 1  k  5, failure times are shown in Table 2. It is easy to see
that the length of the HPD predition interval inreases as k inreases. This implies that
the predition is less preise as a larger order statisti is onsidered.
5.2 Simulation Results
In the following, the maximum likelihood estimates and Bayes estimates of the parameter 
and the R(tj) are ompared via Monte Carlo simulation. Using the method given in Setion
5.1, the progressively type II ensored samples from Rayleigh distribution with parameter 
having square-root inverted-gamma prior density were generated for (a; b) = (2; 5), t = 0:5,
and dierent ombinations of n, m, and ensoring shemes r. Table 3 provides the estimated
risks of the maximum likelihood estimators and Bayes estimators. The estimated risks
were alulated as the average of squared deviations. All the results were omputed over
10000 simulations. From Table 3, we an see that the Bayes estimates are better than
their orresponding maximum likelihood estimates for the onsidered ases. However, more
investigations are needed to see the robustness of the hoie of the prior.
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