We attempted to estimate subjective scores of the Japanese Diagnostic Rhyme Test (DRT), a two-to-one forced selection speech intelligibility test. We used automatic speech recognizers with language models that force one of the words in the word-pair, mimicking the human recognition process of the DRT. Initial testing was done using speaker-independent models, and they showed significantly lower scores than subjective scores. The acoustic models were then adapted to each of the speakers in the corpus, and then adapted to noise at a specified SNR. Three different types of noise were tested: white noise, multi-talker (babble) noise, and pseudospeech noise. The match between subjective and estimated scores improved significantly with noise-adapted models compared to speaker-independent models and the speaker-adapted models, when the adapted noise level and the tested level match. However, when SNR conditions do not match, the recognition scores degraded especially when tested SNR conditions were higher than the adapted noise level. Accordingly, we adapted the models to mixed levels of noise, i.e., multi-condition training. The adapted models now showed relatively high intelligibility matching subjective intelligibility performance over all levels of noise. The correlation between subjective and estimated intelligibility scores increased to 0.94 with multi-talker noise, 0.93 with white noise, and 0.89 with pseudo-speech noise, while the root mean square error (RMSE) reduced from more than 40 to 13.10, 13.05 and 16.06, respectively.
Introduction
Recent advances in mobile devices enable us to carry communication devices anywhere, anytime. Evaluation in these environments is needed to ensure high communication quality even under the harshest conditions. There are two different kinds measures of speech quality. One is the overall listening quality, such as the Mean Opinion Score (MOS), and the other is the speech intelligibility, which measures the accuracy of the perceived speech content. An example of the latter is the Japanese Diagnostic Rhyme Test (DRT) [1] - [3] , which we have previously proposed and reported. In this research, we will mainly deal with speech intelligibility. In the DRT, listeners are presented with degraded spoken words, and asked to select the correct word from a word-pair list. This test proved to be efficient, and it can give stable, reproducible intelligibility scores. However, the test still requires human listeners to rate more than one hundred words per condition, e.g., added noise type, SNR, convolutional noise, etc. Accordingly, we attempted to estimate subjective DRT scores using automatic speech recognition systems [4] , [5] .
There have been a number of attempts to use some form of speech recognition to estimate the quality of degraded speech. Chen and Parsa attempted to use Gaussian-mixture HMMs to calculate the likelihood, and then use minimummean square error (MMSE) estimation to map this likelihood to the estimated speech quality in MOS [6] . Initial estimation results seem to correlate well with subjective MOS. Barker and Cooke used speech recognition on noisy speech to estimate measures estimating the degree of noise masking on the speech [7] . One of the measures that seems to work well is the "glimpse" visibility, which is a measure of how much the speech stands out over the noise floor in the spectro-temporal domain.
Middag et al. have attempted to apply automatic speech recognition to the intelligibility estimation of pathological speech [8] . They use speech recognition to force-align phonetic models to the given phonetic transcription, and extract the phonetic feature of the speech, which is used to estimate the intelligibility using a prediction model. They have shown that they are able to estimate intelligibility fairly accurately with their method. However, their goal is to predict intelligibility of "clean" pathological speech, not noisedegraded normal speech, as is in our case.
In this paper, we propose the use of word-pair grammars which limit the recognition to one of the two words currently being tested. This should emulate the human DRT perception process well. In other words, both the human listener and the speech recognizer will be forced to answer one of the two allowed words as the likely input word. Thus, we will attempt to use the raw recognition scores to match the subjective scores without any linear transformations. If estimation of intelligibility scores, at least to some degree, is possible, we should be able to "screen" the intelligibility in many of the conditions, and limit the need for full-scale subjective test to a minimum. We first used speaker-independent phonetic models to estimate speech intelligibility, and found that speech recognizers with the proposed word-pair grammar show significantly lower scores than subjective tests, but the accuracy can be improved by introducing speaker-adapted models. We then attempted to use noise adaptation to further improve the estimation accuracy. Noise adaptation was done with samples at specific noise levels to estimate intelligibility at matching noise levels. These models were able to estimate intelligibility accurately at matching noise levels as well as when the noise Copyright c 2010 The Institute of Electronics, Information and Communication Engineers level was higher, but showed significant difference when the noise level was lower, i.e., when the SNR was higher. Accordingly, we also attempted noise adaptation with mixed noise levels, i.e., multi-condition training, to come up with models that can accommodate test speech at various noise levels.
This paper is organized as follows. In the next section, the Japanese speech intelligibility test is described. In Sect. 3, the speech recognition system that we are using to estimate the intelligibility is described, followed by Sect. 4, which describes the experimental conditions for intelligibility estimation. Sections 5, 6, 7, and 8 describe estimation results using speaker-independent, speaker-adapted, noiseadapted, and multi-condition noise-adapted speech models, respectively. Finally, discussions and the conclusion are given.
The Japanese Diagnostic Rhyme Test (DRT)
The DRT uses word-pairs that are different only by the initial phoneme, i.e., minimal pairs. In the tests, the subject is presented with one of the words in the pair, and is presented a selection of two rhyming words from which the subjects must choose. Most Japanese syllables are formed by only a vowel, or a consonant-vowel combo. The geminate consonant, the Japanese syllabic nasal, and contracted phonemes are exceptions. In the Japanese DRT, words which start with syllabic vowels were not used; only consonant-vowel combinations were employed. Thus, only the initial consonant in each pair was changed. The initial consonants in a word-pair were selected so that one would have, and the other would not have a specific attribute. For example, the word-pair "Zai" and "Sai" is a minimal pair of words with the initial consonant being a voiced /z/ in the first word, and unvoiced /s/ in the second. All other phones are exactly the same, and thus these two words are minimal pairs. Consonants in Japanese were categorized into six attributes, as follows.
• Voicing: Voiced and voiceless.
• Nasality: Nasal and oral.
• Sustention: Continuant and interrupted.
• Sibilation: Strident and mellow.
• Graveness: Grave and acute.
• Compactness: Compact and diffuse.
Ten word-pairs testing each of these attribute were defined. Thus, the DRT list consists of 120 words or 60 wordpairs. For the complete DRT word list, refer to [2] , [3] .
Speech Recognition System Configuration for DRT Estimation
To imitate the human recognition process of a DRT, a language model restricting the recognition to one of the words in the word-pair is employed. For instance, when recognizing one of the words in the "zai-sai" word-pair, a language model as shown in Fig. 1 is used. The recognition is restricted to one of two words (/zai/ and /sai/) by this grammar with equal probability. Thus, only the first phone (its acoustic similarity to the actual speech) is used to discriminate between these two. A similar language model is prepared for each word-pair.
In the following experiments, we use the HMMToolbox as the speech recognition system, and use the HMNet [9] , a tied-state network of HMM models, with 3000 states and 16 Gaussian mixtures as the acoustic contextdependent phonetic models.
Initially, we used speaker-independent models trained on the CSJ database [10] . However, these models were not accurate enough for practical applications. Thus, we decided to adapt the models to our testing environment. The models were first adapted to the speakers in the test corpus of read DRT words. Then the models were adapted to the noise under test. These are described in detail in the following sections.
Experimental Setup
Clean speech for the 120 words in the DRT list was recorded for four male and four female speakers. These were recorded at 16 bits, monaural, and at 16 kHz sampling frequency. Gaussian white noise, babble (multi-talker) noise, and pseudo-speech noise (white noise filtered with frequency characteristics matching the average multi-talker noise spectrum) were added to the original speech at S/N ratios of +10 dB, 0 dB, −10 dB and −15 dB, respectively. The frequency characteristics of the two noises are similar, with the noise power gradually decreasing as the frequency becomes higher. However, since pseudo-speech noise is essentially a filtered random noise, the correlation between neighboring samples is quite low and are random in nature, while with multi-talker noise, speech segments are still audible and have a temporal structure.
Sixty language models for each of the sixty word-pairs were prepared. Speech recognition for one of the words in the list was executed with one of the matching word-pair language models. The correct response rate is calculated using the following formula.
Correct response rate = (words correct) − (words incorrect) (total number of words recognized)
This formula is the standard formula used in the DRT tests. Since the DRT is a forced two-to-one selection test, a completely random response will result being 50% correct. The above formula eliminates this bias, and random response will ideally result in 0% with the above formula. Therefore, the result of the speech recognizer was also calculated with the above formula to do a fair comparison with the subjective evaluation results.
Although the correct response rate defined here is not exactly the same as conventional "speech intelligibility" measured with conventional tests, e.g. using unrestricted or very large word list, no doubt these two are closely related. In fact, the English DRT is standardized as a method for measurement of speech intelligibility over communication systems by the American National Standards Institute (ANSI) [11] .
Williams and Hecker also have compared intelligibility scores obtained with four different tests, including tests with large word lists (Harvard Phonetically Balanced word tests) and limited selection word lists (rhyme tests) similar to the DRT [12] . They found that although the relation between the scores depends on the distortion type, the relation is monotonic, implying that transformation between each score is possible with a simple transformation.
Additionally, we have already shown that DRT scores (correct response rates) with listeners are relatively not influenced by word familiarity (average rating of how familiar a subject is with the word) [3] , while conventional word intelligibility scores e.g. using PB words, are known to be influenced significantly. It was also shown in [3] that the number of choices of the response has influence on the impact of familiarity on the intelligibility scores. We are trying to use speech recognizers for our estimation, which most likely will not be influenced by the familiarity of the word being recognized. Therefore, the recognizer performance should match the correct response rate of the DRT (which only has two choices) well, rather than conventional word intelligibility which is heavily influenced by familiarity.
Results of Japanese DRT Estimation Using SpeakerIndependent Models
The speaker-independent models were trained on the Corpus of Spontaneous Japanese (CSJ) [10] . The CSJ is composed of spontaneous speech with more than seven million words in the vocabulary. The speaker-independent models were trained by pooling all speech from all speakers in the corpus. The correct response rate of the subjective DRT test and its objective estimation using speech recognition systems are shown in Figs. 2, 3 and 4, respectively. The results are the average score over all attributes. The subjective evaluation results were reproduced from [3] , and were evaluated using ten students, all native speakers of Japanese in their twenties.
As shown in the figures, the correct response rate of the objective estimation is about 25% lower than that of the subjective evaluation with clean speech. The correct response Fig. 2 Objective (computed) correct response rates using speakerindependent models and subjective (perceptual) rates vs. SNR (white noise). Fig. 3 Objective (computed) correct response rates using speakerindependent models and subjective (perceptual) rates vs. SNR (multi-talker noise).
Fig. 4
Objective (computed) correct response rates using speakerindependent models and subjective (perceptual) rates vs. SNR (pseudospeech noise). rate of the objective evaluation when noise is added is even lower with all tested noise types. Generally, the decrease rate of the correct response rate of the objective estimation Correlation between objective (computed) correct response rates using speaker-independent models and subjective (perceptual) rates (white noise).
Fig. 6
Correlation between objective (computed) correct response rates using speaker-independent models and subjective (perceptual) rates (multitalker noise).
is much larger than that of the subjective evaluation.
The relation between the correct response rate of the subjective evaluation and its corresponding correct response rate from objective evaluation is shown in Figs. 5, 6 and 7. The overall correlation between subjective and objective rates were 0.81 for white noise, 0.79 for multi-talker (babble) noise, and 0.77 for pseudo-speech noise. Therefore, there is surprisingly high correlation between the correct response rates even with crude speaker-independent models. However, we can still significantly improve the objective Fig. 7 Correlation between objective (computed) correct response rates using speaker-independent models and subjective (perceptual) rates (pseudo-speech noise).
rates by using various adaptation to the conditions under test.
Results of Japanese DRT Estimation Using SpeakerAdapted Models
We adapted the speaker-independent model to the speakers in the DRT corpus to improve the correct response rate. The speaker-adapted models were adapted by using the Maximum Likelihood Linear Regression (MLLR) algorithm [13] . The adaptation data used for speaker adaptation is clean speech for each speaker in the database for the 120 words in the DRT list. Thus, we have eight sets of speaker-adapted models to each speaker. The speaker-adapted models were adapted six times. The correct response rate of the subjective DRT test and the objective estimation using speaker recognition systems are shown in Figs. 8, 9 and 10. As shown, the correct response rate of the objective evaluation is now almost the same as the correct response rate of the subjective evaluation with clean speech. However, the objective correct response rate of the noise added speech is still constantly lower at all noises levels tested. Moreover, the difference between subjective and objective correct rate increases as the noise level increases, i.e. the SNR decreases. The correlation between the correct response rate of the subjective and objective correct response rate with white noise is shown in Fig. 11 . Correlation with multi-talker and pseudo-speech noise were similar. The overall correlation with white noise added speech is 0.85, multi-talker noise added speech 0.87, and pseudo noise added speech is 0.82. These correlation values are much higher compared to speaker-independent models. Therefore, although there is still significant difference in Fig. 8 Objective (computed) correct response rates using speakeradapted models and subjective (perceptual) rates vs. SNR (white noise).
Fig. 9
Objective (computed) correct response rates using speakeradapted models and subjective (perceptual) rates vs. SNR (multi-talker noise).
Fig. 10
Objective (computed) correct response rates using speakeradapted models and subjective (perceptual) rates vs. SNR (pseudo-speech noise).
the objectively estimated correct response rates, we have a much more accurate estimation using speaker-adapted models compared to speaker-independent models.
Fig. 11
Correlation between objective (computed) correct response rates using speaker-adapted models and subjective (perceptual) rates (white noise).
Results of Japanese DRT Estimation Using NoiseAdapted Models
In the previous section, we have seen that speaker-adapted models can now recognize clean DRT word speech at almost the same rate as subjective rates. However, these models still show correct rates below subjective rates when noise is present. Thus, we will now employ noise adaptation in order to improve correct rates when noise is present. Each of the eight set of speaker-adapted models described in the previous section were further adapted to noise. Three separate noise-adapted models were generated for each noise type, i.e., white noise, multi-talker (babble) noise, and pseudo-speech noise. For each noise type, two sets of noise-adapted models were developed for SNR fixed at 0 and 10 dB, respectively. The models were adapted five times to noise-added samples for each noise types and levels using the MLLR algorithm.
We assumed that at least the noise type used for adaptation will match the noise under test. We believe this is a valid assumption since when estimating the intelligibility of an unknown environment, a small sampling of the environmental noise can be made, which is then mixed with the DRT speech database, noise-adapted, and ran through a speech recognizer to get an estimated score. Figures 12, 13 , and 14 show correct response rates using noise-adapted models for white noise, multi-talker noise, and pseudo-speech noise, respectively. In all cases, the noise-adapted models show some improvement in correct response rates compared to speaker-adapted models, by more than 20% in some cases. The improvement is largest Fig. 12 Objective (computed) correct response rates using noise-adapted models and subjective (perceptual) rates vs. SNR (white noise).
Fig. 13
Objective (computed) correct response rates using noise-adapted models and subjective (perceptual) rates vs. SNR (multi-talker noise). when the noise level used in the adaptation matches the test noise level. In fact, with white noise, 0 dB noise-adapted models outperform subjective results at 0 dB SNR. Even if the tested noise level is larger than the adaptation level (lower SNR), we still see some improvement over speakeradapted models. However, when the test noise level is larger Fig. 15 Correlation between objective (computed) correct response rates using noise-adapted models and subjective (perceptual) rates (white noise, SNR 10 dB).
Fig. 16
Correlation between objective (computed) correct response rates using noise-adapted models and subjective (perceptual) rates (white noise, SNR 0 dB).
(higher SNR), there is a large degradation. For instance, with 0 dB-adapted models, the correct response rate for SNR 10 dB falls to approximately the same or worse levels than the speaker-adapted models. Thus, careful selection of noise levels used for noise-adaptation is crucial to guarantee high correct response rate for all test noise levels.
Figures 15 and 16 compare subjective (perceptual) correct rates and its corresponding and objective (computed) correct response rates with SNR 10 dB and 0 dB noiseadapted models for additive white noise. Other additive noise types show similar correlation values. In all cases, the plots are closer to the equal-rate line compared to speakerindependent models, and more plots form a linear trend except for a few outliers.
Results of Japanese DRT Estimation Using MultiCondition Noise-Adapted Models
As we have seen in the previous section, adapting models to noise will significantly improve correct rate for the specific SNR trained on, but some degradation at other SNR levels will occur, although at a much higher rate than speakeradapted models. If we adapt the models at mixed SNR levels, i.e., at multiple SNR conditions, we may be able to obtain models that will give reasonably accurate results for different noise levels. Accordingly, we have adapted the mod- Fig. 17 Objective (computed) correct response rates using multicondition noise-adapted models and subjective (perceptual) rates vs. SNR (white noise).
Fig. 18
Objective (computed) correct response rates using multicondition noise-adapted models and subjective (perceptual) rates vs. SNR (multi-talker noise). els using the speech with four different SNR levels, 10, 0, −10 and −15 dB, each with 120 words in the DRT list. One set of multi-condition noise-adapted models were trained for each speaker. The multi-condition models were adapted five times.
The correct response rate of the subjective and the objective estimation using speaker recognition systems are shown in Figs. 17, 18 , and 19 for white noise, multi-talker noise, and pseudo-speech noise, respectively. Overall, the subjective correct rates now are generally close to subjective rates at all SNRs tested. Although the SNR-specific noise-adapted models show correct rate almost matching or slightly exceeding the subjective rates at matching SNRs, it Fig. 19 Objective (computed) correct response rates using multicondition noise-adapted models and subjective (perceptual) rates vs. SNR (pseudo-speech noise).
Fig. 20
Correlation between objective (computed) correct response rates using multi-condition noise-adapted models and subjective (perceptual) rates (white noise).
showed lower correct rates at other SNRs. Figure 20 compares the subjective (perceptual) correct rates and its corresponding and objective (computed) correct response rates with multi-condition noise-adapted models for additive white noise. In all cases, the plots are even closer to the equal-rate line, and more plots form a linear trend except for a few outliers compared to single SNR noise-adapted models. In fact, the best-fit line now almost matches the equal-rate line. This was true for all types of noise tested. Table 1 summarizes the correlation between subjective and objective correct response rates for all models tested, and all noise-types tested. As can be seen, any type of adaptation improves the correlation significantly. With noise adaptation, the correlation increases to over 0.9. Noise adaptation proved to be especially effective for multi-talker (babble) noise, resulting in correlation of 0.95 between subjective (perceptual) rates and computed response rates using 0 dB noise-adapted models. Multi-condition training over various noise levels increase the correlation even more since the correlation for noise mismatch conditions increase further, especially for white noise. Table 2 tabulates the root mean square error (RMSE) between the subjective and objective correct response rates. The RMSE values further confirm that each of the adapted models reduces the error between subjective and objective scores. The error values decrease from over forty for speaker-independent models to about 13 to 16% with multi-conditioned models. In fact, the RMSE values reveal that multi-condition models significantly reduce error between subjective and objective models over fixed level noise-adapted models, which was not as apparent with correlation analysis.
Discussions
The improvement in correct response rate seems to be largest with multi-talker (babble) noise. This may be related to the fact that this noise is essentially speech (a mixture of multiple speakers), whereas the other noise types are essentially random noise. With multi-talker noise, if we look at the matching conditions (i.e. when the adapted and tested noise levels match), the difference between subjective and estimated response rates are almost 0%. If we can achieve this kind of accuracy for all noise types, the proposed estimation method may well be utilized as a crude estimate for human-based subjective testing.
In the experiments described in this paper, we used a typical recognizer set-up with a set of typical contextdependent triphone models with adaptation. If we employ more sophisticated state-of-the-art set-up, e.g., fullcovariance, quinphones, discriminative training, etc., we most likely will be able to improve the recognition scores. We plan to try these out in the near future. However, we also believe that recognizer will perform about as good as humans, but will not significantly surpass humans, not only because this is a very difficult task of discriminating rhyming minimal word-pairs in noise, but also because the recognizer is emulating the human process so well. Still, the effect of the speech recognizer set-up is out of the scope of the current paper, and will be addressed in a future publication.
Conclusion
In this paper, we estimated the subjective Japanese speech intelligibility using conventional automatic speech recognition (ASR) systems. Correct response rate of the Japanese Diagnostic Rhyme Test (DRT), a two-to-one forced selection test, was estimated. The forced selection process was simulated with a language model that forces one of the words in the word-pair with equal probability. The acoustic models were adapted to the speaker, then adapted to white noise, multi-talker noise, and pseudo-speech noise at 10 and 0 dB SNR. The DRT words with noise added at different levels were processed with the recognizer, and the recognition rates, adjusted for chance, were compared with subjective intelligibility rates.
The match between subjective and recognition rates improved significantly when the adapted noise type and level matched the tested noise. With multi-talker and pseudo-speech noise, the difference between subjective and objective (estimated) correct response rate was almost 0% if the adapted and tested noise levels match. With white noise, the estimated rates surpassed the subjective rates. However, when noise levels do not match, the recognition rates degraded especially when test SNR was higher than the adapted noise level. Thus, accurate noise level estimate is required for accurate correct response rate estimate with the proposed method.
Since it may not always be possible to obtain an accurate estimate of the noise level in the test environment, it would be more practical if accurate intelligibility estimation is possible with any level of noise. Thus, we adapted the models to mixed levels of noise, i.e. multi-condition training. The adapted models showed high correct response rates matching subjective correct response rates over all levels of noise. The correlation between subjective and estimated objective correct response rates increased to 0.94 with multitalker noise, 0.93 with white noise, and 0.89 with pseudospeech noise, while the root mean square error decreased to 13.10, 13.05, and 16.06, respectively.
However, as stated above, as long as we have a fairly accurate estimate of the noise level, the subjective and objective correct response rates match almost exactly. Thus, another approach would be to come up with a robust and accurate estimation of noise level in the actual environment. This is also an interesting topic, and we would like to pursue this approach in the future as well.
In the mean time, we were able to improve the correct response rates by multi-condition training over various noise levels. However, mismatch in the noise type or characteristics, e.g. frequency characteristics, will also influence the accuracy significantly. We may be able to obtain a reasonable estimate regardless of the noise type if we adapt the models to mixed types of noise as well. This would enable us to estimate the intelligibility of a completely unknown environment without sampling the environmental noise. We are planning experiments with this scenario as well.
