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RESuMEn
Este trabajo utiliza datos desagregados territorial y sectorialmente para evaluar la importancia 
de las fuentes y de las perturbaciones sobre la fluctuación del output industrial de las regiones 
españolas. Los objetivos del estudio son tres. En primer lugar, conocer las fuentes de las fluctua-
ciones del output industrial en las regiones españolas. En segundo lugar, evaluar qué porcentaje 
de la variación total de las innovaciones industriales está correlacionada con shocks industriales o 
con shocks territoriales. Por último, estudiar el mayor o menor grado de asimetría de los  shocks 
industriales y de los shocks territoriales. Las conclusiones tienden a mostrar que las fuentes de 
las fluctuaciones cíclicas de la industria española están condicionadas por la localización de las 
industrias. En cambio, los shocks imprevistos afectan más a las industrias del mismo sector que a 
las de la misma región. ni los shocks industriales ni los territoriales confieren un grado de simetría 
significativo a los ciclos regionales de la economía española. 
AbStRACt 
this paper uses regional and industrial disaggregated data to assess the importance of 
sources and disturbances on industrial output fluctuation across Spanish regions. the aims of 
the study are three. First, identify the sources of industrial output fluctuations across Spanish 
regions. Second, compute how much of the total variance of industry innovations is explai-
ned by country shocks rather than by industry-specific shocks. Finally, analyse the degree of 
asymmetry of industry and country shocks. the results point to the fact that the sources of 
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cyclical fluctuations in Spanish industry are conditioned by the location of industries. However, 
shocks affect more industries in the same sector than to those of the same region. neither 




El actual proceso de crisis ha incrementado la investigación teórica y empírica 
sobre los ciclos económicos. En su día la creación de la unión Económica y Mo-
netaria (uEM) fue la que reabrió el interés en el estudio del tema relacionando los 
procesos de integración con el grado de sincronización de los ciclos1. El debate no 
está cerrado y si bien los análisis agregados han proliferado, no podemos decir lo 
mismo de los que trabajan a escala desagregada que es precisamente donde se 
encuadra el estudio que presentamos. 
Para la economía española y en el ámbito agregado, podemos destacar trabajos 
como los de dolado et al. (1993), que analizan el ciclo de la economía española 
para el periodo 1970-1991 y doménech y gómez (2005), que lo hacen para 1970 
e inicios de 2003.  Por su parte, borondo et al. (1999)2 estudian la relación del ciclo 
español con el de los países de la uEM y barrios y de Lucio (2003) se ocupan de 
la convergencia cíclica entre España y Portugal. En ambos casos los resultados 
tienden a mostrar un incremento de la sincronía cíclica de España con los países 
europeos. 
Pérez et al. (2007) en un estudio sobre las variaciones observadas en el ciclo 
económico español tras el proceso de integración, indican que la economía española 
reacciona con mayor intensidad a los shocks mundiales, especialmente europeos, 
que a los internos.  gardeazábal e Iglesias (2000) revisan las relaciones de causalidad 
entre los componentes cíclicos del PIb de los países del g7 y de España. Mediante 
un enfoque econométrico robusto y muy adecuado para evitar resultados espúreos, 
llegan a la conclusión de que sólo existe una causalidad instantánea entre los ciclos 
español, francés e italiano y que las fluctuaciones cíclicas de EEuu y Alemania sólo 
le influyen de forma indirecta.
1 Existe un gran número de trabajos relativos a la uEM que se preguntan acerca del grado de sincroni-
zación de los ciclos. Véase, por ejemplo, tondl y traistaru-Siedschlag (2006); böwer y guilleminaeau 
(2006); Afonso y Furcery (2007a y b); Acedo y de Haan (2008); Camacho et al. (2008); gouveia y 
Correia (2008); Hughes Hallet y Richter (2008); Artis et al. (2009). Para una revisión de los trabajos 
de Haan et al. (2008).
2 En él encontramos una revisión de la principal literatura sobre las fluctuaciones cíclicas de la economía 
española desde inicios de los años noventa. 
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Las fluctuaciones cíclicas en los sectores industriales españoles se recoge  en 
garcía-Carro et al. (2002), Jimeno y Campillo (1993) o goerlich-gisbert (1999). El 
sector servicios se incorpora en el análisis que realizan Cuadrado y Ortiz (1999). 
A escala desagregada la literatura es menos abundante. Podemos nombrar 
por ejemplo los trabajos de de la Fuente (2002) y de gadea et al. (2007). Respecto 
a éstas y otras aportaciones, nuestra propuesta resulta innovadora porque contra-
riamente a la mayoría de las investigaciones, no nos preocupa llegar a cuantificar 
el grado de sincronización, sino que utilizando datos desagregados, analizamos la 
importancia de las fuentes y de las perturbaciones sectoriales y territoriales, sobre 
la fluctuación del output industrial de las regiones españolas. Consideramos que los 
resultados pueden ser de interés a la hora de valorar posibles actuaciones de política 
económica. El tipo de medidas e incluso los instrumentos han de ser distintos si es 
el territorio el que domina las fluctuaciones o si por el contrario es la industria.  
Los objetivos concretos del estudio son tres. En primer lugar, conocer las fuentes 
de las fluctuaciones del output industrial en las regiones españolas. nos preguntamos 
en qué medida el crecimiento de una determinada industria de una determinada región 
está relacionado con factores específicos de la industria o de la región. En segundo 
lugar, queremos evaluar qué porcentaje de la variación total de las innovaciones in-
dustriales está correlacionada con shocks o perturbaciones específicas de la propia 
industria (shocks industriales) o con shocks o perturbaciones específicas del territorio 
(shocks territoriales). Por último, pretendemos estudiar el mayor o menor grado de 
asimetría de los  shocks industriales y de los shocks territoriales3.
Las conclusiones tienden a mostrar que las fuentes de las fluctuaciones 
cíclicas de la industria española vienen muy condicionadas por la localización de 
las industrias. En cambio, los shocks imprevistos afectan más a las industrias del 
mismo sector que a las de la misma región. Asimismo, el análisis de la asimetría 
revela que ni los shocks industriales ni los territoriales confieren un grado de simetría 
significativo a los ciclos regionales de la economía española. 
El trabajo se estructura en seis apartados, tras esta introducción. En el se-
gundo se exponen y justifican las regiones, industrias, período de análisis y fuentes 
estadísticas que se utilizan en el posterior análisis empírico. En el tercero se estu-
dian las fuentes cíclicas del output industrial regional. El cuarto y el quinto analizan 
respectivamente, la correlación de las perturbaciones o shocks industriales y terri-
toriales con las innovaciones del output y el grado de asimetría de dichos shocks. 
Las principales conclusiones cierran el estudio.
3 Los shocks sectoriales afectan a una industria en el contexto de todas las regiones. Los  shocks 
territoriales afectan a todas las industrias de una determinada región. un shock asimétrico se define 
como aquella perturbación que afecta el output de dos países en direcciones opuestas. 
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2. FuEntES EStAdíStICAS y dESCRIPtIVOS POR PAíSES y SECtORES
El análisis se realiza a nivel desagregado a partir índice de producción industrial 
(IPI) mensual desestacionalizado4 para 2002:1–2009:1, de un total de 21 industrias 
manufactureras (Cuadro 1) y 17 regiones. éstas son las 17 comunidades autónomas 
que se corresponden a la nomenclatura nutS2 de Eurostat: Andalucía (54), Aragón 
(55), Asturias (Principado de) (56), balears (Illes) (57), Canarias (58), Cantabria (59), 
Castilla y León (60), Castilla-La Mancha (61), Cataluña (62), Comunidad Valenciana 
(63), Extremadura (64), galicia (65), Madrid (Comunidad de) (66), Murcia (Región de) 
(67), navarra (Comunidad Foral de) (68), País Vasco (69), Rioja (La) (70).  
Los datos han sido proporcionados por el Instituto nacional de Estadística 
(InE)5. A este nivel de desagregación sectorial los datos homogéneos a disposición 
del InE se inician en el año 2002. Para disponer de un nivel suficiente de observa-
ciones hemos optado por la periodicidad mensual6, aunque en trabajos de estas 
características es más usual  trabajar con series trimestrales. La ventaja de trabajar 
con datos de mayor frecuencia, al margen de aumentar el número de observacio-
nes, hace que al estar en disposición de más información se evite atribuir parte de 
las correlaciones contemporáneas a un shock agregado o factor común cuando 
en realidad derivan de shocks específicos sectoriales o territoriales. Ahora bien, la 
misma argumentación puede convertirse en una desventaja. un shock agregado 
puede afectar con distintos retrasos a los sectores o territorios, con lo cual la mayor 
frecuencia de los datos puede dificultar captar el efecto agregado (goerlich-gisbert, 
1999). En nuestro caso ha primado la ventaja señalada puesto que para nuestros 
objetivos resulta fundamental la posibilidad de captar los shocks específicos secto-
riales y territoriales y además, como ya hemos señalado, precisamos de un volumen 
de observaciones que no estarían disponibles a escala trimestral.
Las series han sido transformadas en logarítmicas. La prueba aumentada de 
dickey Fuller y el test de Phillips-Perron aplicados a las series logarítmicas deses-
tacionalizadas no permiten rechazar la hipótesis nula de no estacionariedad. todas 
las series son I(1). En consecuencia en el resto del análisis se trabaja en primeras 
diferencias de las series logarítmicas desestacionalizadas.
4 Para desestacionalizar se ha utilizado el método X11.
5 de las 357 series posibles la disponibilidad final ha sido de 304 series. no había disponibilidad de 
datos para 53 series de distintos sectores y comunidades autónomas.
6 Entre los trabajos nombrados de la economía española encontramos algunos que también trabajan 
con datos mensuales. Podemos nombrar los de Jimeno y Campillo (1993);  garcía-Carro et al. (2002) 
o gadea et al. (2007). 
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CuAdRO 1
IndustrIas manufactureras clasIfIcadas según cnae (2009) a 
dos dígItos
1 Industria de la alimentación
2 Fabricación de bebidas
3 Industria textil
4 Confección de prendas de vestir
5 Industria del cuero y calzado
6 Industria de la madera y el corcho, excepto muebles, cestería y esparto
7 Industria del papel
8 Artes gráficas y reproducción de soportes grabados
9 Coquerías y refino de petróleo
10 Industria química
11 Fabricación de productos de caucho y plástico
12 Fabricación de otros productos minerales no metálicos
13 Metalurgia, fabricación de productos de hierro y acero y ferro aleación
14 Fabricación de productos metálicos, excepto maquinaria y equipo
15 Fabricación de productos informáticos, electrónicos y ópticos
16 Fabricación de material y equipo eléctrico
17 Fabricación de maquinaria y equipo nC
18 Fabricación de vehículos de motor, remolques y semiremolques
19 Fabricación de material de transporte
20 Fabricación de muebles
21 Otras industrias manufactureras
Fuente: Elaboración propia.
3. FuEntES CíCLICAS dEL PERIOdO dE AnALISIS
El primero de los objetivos del trabajo es analizar las fuentes de las fluctuaciones 
del output industrial en las regiones españolas. nos preguntamos en qué medida el 
crecimiento de una determinada industria de una determinada región está relacionado 
con factores específicos de la industria o de la propia región.
Para alcanzar el objetivo propuesto seguimos la metodología de Helg et al. 
(1995) que especifican un modelo VAR aplicado a la tasa de crecimiento del ouput 
industrial desagregado. Como nos interesa conocer si el crecimiento de una deter-
minada industria de un determinado país, a corto y largo plazo, está relacionado 
con factores específicos de la industria o del territorio especificamos un VEC con 
las series I(1):
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(1)
donde                 es una matriz polinomial en el operador de retardos 
 
L (Lp Yt = Yt-p), con p retardos. d es una matriz de efectos a largo plazo (D=AB’), 
resulta del producto de la matriz A que mide la velocidad de ajuste de cada variable 
para alcanzar la posición de equilibrio a largo plazo y la matriz b que recoge los 
vectores de cointegración.
Si definimos ytrs como el log de la producción industrial de la industria s  de la 
región r, siendo r = 1,2,….17 (i= índice móvil de la región); s = 1,2, …..21 (j = índice 
móvil de la industria) y l =1,2,….L (l índice móvil de los retardos). La ecuación del 
modelo (1) puede escribirse
 (2)
Para determinar el número de retardos (L) trabajamos con los criterios de 
Shwarz (SC), Hann-Quinn (HQ), Akaike (AIC) y el error de predicción final (FPE). En 
primer lugar, observamos si el grado de divergencia entre ellos es muy elevado. En 
general, no hay grandes divergencias entre los distintos criterios. En segundo lugar, 
en aras a la simplicidad, la regla de decisión utilizada es quedarnos con el número 
de retardos en los que haya mayor coincidencia entre SC y HQ7. bajo esta regla 
ambos criterios coinciden en que el número óptimo de retardos es dos (L=2).
En el modelo especificado en (2) el  número de parámetros y coeficientes a 
estimar es muy elevado. Sin embargo, si interpretamos lo que deseamos medir, 
surgen una serie de restricciones que ayudan a interpretar los resultados. En (2) 
queremos modelizar el crecimiento de la producción industrial de la industria s  de 
la región r en función:
7 Está demostrado que AIC y FPE tienden a sobreestimar el número de retardos óptimo. 
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1. de su propio valor retardado
2. del crecimiento del output territorial aproximado por un índice territorial 
(Itrt-l ), calculado a partir del peso de cada industria sobre el total del output 
industrial de la región (wrj ).
           índice territorio
3. del crecimiento del output industrial aproximado por un índice industrial 
(ISst-l ), calculado a partir del peso de cada industria sobre el total del output 
de esta industria (wis ).
           
   índice industria
 bajo las siguientes restricciones:
    
         
 
4. de un término de corrección de error sujeto a las siguientes restricciones
         
        
       
Finalmente planteamos el VEC restringido trivariante:
  (3)
La estimación del modelo nos permite conocer qué coeficientes son significati-
vos y por tanto de qué variables depende la dinámica de una determinada industria 
de un determinado territorio. En concreto observemos que si φr o φs resultan signi-
ficativos es indicativo de que existe una relación de equilibrio a largo plazo entre el 
output de una determinada industria y el índice territorial o sectorial.
Para estimar el modelo (3) utilizamos el método iterativo de estimación SuR 
(Seemingly unrelated Regresión). Se estima por máxima verosimilitud un conjunto 
de ecuaciones donde se permite correlación contemporánea entre los residuos. 
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estimar simultáneamente todas las ecuaciones. Siguiendo a Helg et al. (1995) se 
estiman 17 modelos SuR territoriales (cada región se define sobre 21 industrias). 
Asimismo y a modo de validación de los resultados, se estiman 21 modelos SuR 
sectoriales (cada sector se define sobre 17 regiones). Los resultados no presentan 
divergencias remarcables, por lo que presentamos los de la primera estimación.
de las 304 series en 46 casos ninguno de los parámetros resulta significativo. 
En los 258 restantes al menos alguno de los coeficientes ha resultado significativo. 
A partir de aquí nos centramos en estas 258 series para buscar la presencia de 
cointegración. Redefinimos el modelo (3) con los índices del territorio y de la industria 
recalculados y estimamos el VEC por máxima verosimilitud mediante el procedi-
miento de Johansen (1988, 1991). Los resultados indican la presencia de un vector 
de cointegración en 5 casos. En todos ellos, los contrastes de exclusión apuntan a 
que todas las variables son significativas en la relación a largo plazo. 
de los 253 casos que nos quedan, la frecuencia en la que cada una de las 
variables ha resultado significativa es la siguiente: en 233 resulta significativo el 
coeficiente que acompaña a la variable dependiente retardada un periodo, en 114 
el de la variable dependiente con dos retardos, en 134 y 23 el del índice territorial 
con un y dos retardos respectivamente y en 65 y 13 el del índice sectorial también 
con uno y dos retardos respectivamente (Figura 1).
FIguRA 1
frecuencIa sIgnIfIcacIón de la varIable
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de las 233 estimaciones en las que ha resultado significativa la variable de-
pendiente retardada un período en 91 lo ha sido de forma exclusiva, en 24 también 
ha resultado significativa la variable dependiente retardada dos períodos, en 87 
la variable territorial retardada un período, en 12 la variable sectorial retardada un 
período, en 5 las dos últimas, en 9 la variable dependiente retardada dos períodos 
y la variable territorial retardada un período y en el resto de casos (5) hay diversas 
combinaciones (Cuadro 2). 
CuAdRO 2
varIables cuyo coefIcIente ha resultado sIgnIfIcatIvo 
yt-1 yt-2 It t-1 IS t-1 Itt-1/IS t-1 yt-2/It t-1 Otras combinaciones
yt-1 91 24 87 12 5 9 5
Los resultados muestran que para explicar la dinámica de comportamiento del 
output industrial de las regiones de la economía española en el periodo objeto de 
análisis,  tienen mayor importancia los valores retardados de la industria s de la región 
r y los factores específicos de la región r que los factores específicos de la industria 
s. Las fuentes de las fluctuaciones del  output industrial en las regiones españolas 
están más relacionadas con factores territoriales que con factores industriales.
4. InnOVACIOnES InduStRIALES
El segundo objetivo es conocer qué porcentaje de la variación total de las 
innovaciones industriales está correlacionada con shocks sectoriales o con shocks 
territoriales. Las  innovaciones  del  output  las aproximamos a través de los residuos 
estimados del modelo (3).
Para medir la importancia de los distintos shocks trabajamos con la técnica de 
componentes principales. Aplicamos primero la técnica a los residuos de todas las 
industrias de cada comunidad autónoma (CP territoriales o CPr), y después a los 
residuos de cada industria de todas las comunidades autónomas (CP industriales 
o CPs). La varianza explicada  por los tres primeros componentes principales es la 
medida que proponemos para valorar la importancia de los shocks8. El porcentaje 
de varianza explicada por los tres primeros componentes de CPr da idea de la im-
portancia de los shocks territoriales. La varianza no explicada la atribuimos a shocks 
industriales. Por el contrario, la varianza explicada por los tres primeros componentes 
8 En el anexo A.1 se exponen los criterios seguidos para la elección de tres componentes.
Fuente: Elaboración propia.
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principales de CPs nos da información de los shocks industriales. La varianza no 
explicada la atribuimos a shocks territoriales (Cuadros 3 y 4).
CuAdRO 3
varIanza acumulada explIcada por cpr 
Comp . 1 Comp. 2 comp.3
54 Andalucía 0,189 0,334 0,455
55 Aragón 0,705 0,767 0,821
56 Asturias (Principado de) 0,396 0,582 0,716
57 balears (Illes) 0,695 0,900 0,949
58 Canarias 0,320 0,546 0,733
59 Cantabria 0,332 0,546 0,693
60 Castilla y León 0,251 0,404 0,536
61 Castilla-La Mancha 0,271 0,466 0,610
62 Cataluña 0,313 0,460 0,587
63 Comunidad Valenciana 0,208 0,396 0,547
64 Extremadura 0,497 0,638 0,753
65 galicia 0,239 0,442 0,579
66 Madrid (Comunidad de) 0,222 0,362 0,469
67 Murcia (Región de) 0,422 0,556 0,637
68 navarra (Comunidad Foral de) 0,293 0,421 0,526
69 País Vasco, 0,273 0,436 0,561
70 Rioja (La) 0,591 0,744 0,813
Media 0,366 0,529 0,646
Fuente: Elaboración propia.
En general, los datos de los Cuadros 3 y 4 muestran que los tres primeros 
componentes principales industriales (CPs) explican un mayor porcentaje de la 
varianza que los tres primeros componentes territoriales (CPr). Por término medio, 
el primer componente de la industria explica el 41,9%, el segundo el 58,2% y el 
tercero el 69,7%. Por su parte, el primer componente territorial explica el 36,6%, 
el segundo el 52,9% y el tercero el 64,6%. En un análisis más detallado y si nos 
centramos primero en los componentes territoriales del cuadro 3 (CPr), vemos que 
en 6 regiones (35,3% del total): balears, Aragón, Rioja, Extremadura, Canarias y 
Asturias, los tres primeros componentes principales explican más del 70%, de la 
varianza de las perturbaciones. En el lado opuesto encontramos 8 regiones (47,1% 
del total) en las que los tres primeros componentes principales explican entre un 
40% y un 60%: Andalucía, Madrid, navarra, Castilla y León, Comunidad Valenciana, 
País Vasco, galicia y Cataluña. 
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CuAdRO 4
varIanza acumulada explIcada por cps 
Comp . 1 Comp. 2 Comp.3
1 Industria de la alimentación 0,327 0,483 0,562
2 Fabricación de bebidas 0,351 0,528 0,638
3 Industria textil 0,663 0,792 0,892
4 Confección de prendas de vestir 0,232 0,396 0,544
5 Industria del cuero y calzado 0,362 0,548 0,705
6 Industria madera y corcho, exc. muebles, cestería y esparto 0,432 0,578 0,700
7 Industria del papel 0,367 0,560 0,694
8 Artes gráficas y reproducción de soportes grabados 0,253 0,419 0,547
9 Coquerías y refino de petróleo 0,450 0,673 0,779
10 Industria química 0,573 0,700 0,787
11 Fabricación de productos de caucho y plástico 0,328 0,494 0,625
12 Fabricación de otros productos minerales no metálicos 0,416 0,605 0,701
13 Metalurgia, fabr. productos hierro y acero y ferro aleación 0,375 0,539 0,650
14 Fabricación productos metálicos, exc. maquinaria y equipo 0,294 0,495 0,660
15 Fabricación productos informáticos, electrónicos y ópticos 0,340 0,600 0,758
16 Fabricación de material y equipo eléctrico 0,332 0,467 0,578
17 Fabricación de maquinaria y equipo nC 0,359 0,512 0,643
18 Fabricación de vehículos de motor, remolques y semirem. 0,409 0,605 0,716
19 Fabricación de material de transporte 0,730 0,817 0,881
20 Fabricación de muebles 0,823 0,872 0,908
21 Otras industrias manufactureras 0,373 0,536 0,665
Media 0,419 0,582 0,697
Los componentes industriales del Cuadro 4 (CPs) muestran que el tercer com-
ponente principal explica más de un 70% en 10 industrias (47,6%): Fabricación de 
muebles,  Industria textil, Fabricación de material de transporte, Industria química, 
Coquerías y refino de petróleo, Fabricación de productos informáticos electrónicos 
y ópticos, Fabricación de vehículos de motor, remolques y semiremolques, Industria 
del cuero y calzado, Fabricación de otros productos minerales no metálicos e In-
dustria de la madera y el corcho. En el lado opuesto, en 4 industrias (19% del total) 
la varianza explicada se mueve entre el 50% y el 60%: Confección de prendas de 
vestir, Artes gráficas y reproducción de soportes grabados, Industria de la alimen-
tación y Fabricación de material y equipo eléctrico. El Cuadro 5 resume y completa 
los porcentajes que acabamos de comentar.
Fuente: Elaboración propia.
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CuAdRO 5
% de regIones y de IndustrIas que alcanzan los valores más 
elevados y más bajos de la varIanza explIcada (ve)
ve +70% ve 60%-70% ve 50%-60% ve 40%-60%
Industrias 47,6% 33,3% 19% -
Regiones 35,3% 17,6% - 47,1%
Los resultados indican que la variación total de las innovaciones industriales está 
más correlacionada con shocks industriales que con shocks territoriales. Mientras 
en las fluctuaciones del output industrial de las regiones españolas tienen mayor 
importancia los factores específicos del territorio que los factores específicos de la 
industria, en las innovaciones del output juegan un papel relativamente mayor los 
shocks  o perturbaciones industriales que los territoriales.
En general, cuanto menor es la importancia de los shocks territoriales menor 
es el grado de especialización relativa industrial de la Comunidad Autónoma. Este 
hecho queda reflejado en la Figura 2. En ella se presenta la relación entre el índice 
de especialización relativa de Krugman9 y el porcentaje de varianza explicada por 
los tres primeros componentes principales territoriales. una mayor similitud de la 
estructura productiva de la región con la del conjunto de la economía española 
se asocia en la mayoría de los casos, con una menor importancia de los shocks 
territoriales sobre las innovaciones del output. Lo contrario puede decirse de las 
regiones que se sitúan en la parte superior derecha del gráfico.
La Figura 3 relaciona el índice de concentración relativa territorial10 con la 
varianza explicada por los tres primeros componentes principales industriales. El 
resultado es más dispar que el obtenido para la especialización. Se pueden llegar 
a definir tres grandes perfiles industriales:
1.  Industrias con un bajo nivel de concentración y en el que los shocks indus-
triales tienen relativamente poca importancia. Son industrias con presencia 
en muchas de las regiones con un porcentaje de la variación total de las 
innovaciones industriales poco correlacionado con shocks específicos de 
la propia industria: Fabricación de material y equipo eléctrico, Industria 
de la alimentación, Artes gráficas y reproducción de soportes grabados y 
Confección de prendas de vestir.
9 En el Anexo A.2 se presenta su cálculo y los resultados. Como se indica, valores cercanos a cero son 
signo de mayor similitud de la estructura productiva de la región con la del conjunto de la economía 
española y por tanto signo de menor especialización relativa. 
10 Véase Anexo A.3 para su explicación y cálculo.
Fuente: Elaboración propia.
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FIguRA 2
varIanza explIcada terrItorIal/índIce especIalIzacIón
2.  Industrias con una importancia significativa de los shocks industriales y 
con un bajo nivel de concentración. Son industrias distribuidas de forma 
bastante equitativa por las regiones cuyos shocks industriales afectan de 
forma clara a la variación total de las innovaciones industriales. Es el perfil 
más representativo ya que en él se incluyen 9 de las 21 industrias (42,9%): 
Fabricación de vehículos de motor, remolques y semiremolques, Fabricación 
de otros productos minerales no metálicos, Industria del papel, Industria de 
la madera y el corcho, Metalurgia, fabricación de productos de hierro y acero 
y ferro aleación, Fabricación de productos metálicos, excepto maquinaria y 
equipo, Fabricación de maquinaria y equipo nC, Fabricación de bebidas, 
Fabricación de productos de caucho y plástico e Industria química11.
3.  Industrias con una importancia significativa de los shocks industriales y con 
un elevado nivel de concentración. Son las industrias del cuero y calzado, 
Coquerías y refino de petróleo, Fabricación de productos informáticos, elec-
trónicos y ópticos, Otras industrias manufactureras, Fabricación de material 
de transporte y Industria textil. En ellas los shocks industriales afectan de 
forma clara a la variación total de las innovaciones industriales.
11 La Fabricación de muebles se encuentra en la parte superior izquierda del gráfico denotando una 
amplia diversificación territorial con elevada influencia de los shocks industriales en sus innovaciones 































Gráfico 2: % Varianza explicada territorial/Índice especialización
Fuente: Elaboración propia.
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FIguRA 3
% varIanza explIcada IndustrIal/índIce de concentracIón
Los resultados en esta sección indican por un lado, que los  shocks o pertur-
baciones industriales tienen una importancia relativamente mayor que los territoriales 
para explicar las variaciones sobre las innovaciones del output industrial. Por otro 
lado, que la especialización de las regiones va unida a un mayor protagonismo de 
los shocks territoriales. O visto desde el punto de vista opuesto, cuanto más similar 
es la estructura productiva de una región a la del conjunto de la economía española 
menor es el protagonismo de los shocks específicos de la región. Por último y desde 
el punto de vista de la industria, el perfil más representativo son aquellas que están 
distribuidas de forma bastante equitativa por las regiones y cuyos shocks industriales 
tienen un peso importante en la variación total de las innovaciones industriales.  
5. ASIMEtRíA dE LOS SHOCKS AnALIZAdOS
El tercer objetivo reside en analizar el mayor o menor grado de asimetría de los 
shocks territoriales e industriales12. Stockman (1988) sugiere que los shocks espe-
12 El trabajo de Akin (2006) realiza una buena revisión de las variables que conceden mayor grado 
de a/simetría a los shocks.  En él se ofrece además un análisis empírico muy interesante centrado 
en 47 países de América, Asia, Europa y Oriente Medio-áfrica, en el que se incluyen países de 
mercados emergentes, para el período 1970-2003. En la misma línea se encuentra el trabajo de 
böwer y guillemineau (2006), en este caso para la zona euro y el período 1980-2004.  Por su parte, 
Sala et al. (2009) realizan una recopilación de trabajos que analizan qué variables afectan positiva o 





































Gráfico 3: % Varianza explicada industrial/Índice de concentración
Fuente: Elaboración propia.
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cíficos de la industria tienden a extenderse entre países, por lo que incorporan un 
elemento importante de simetría en los ciclos inter-países. Ahora bien, ante procesos 
de integración que intensifican las relaciones comerciales, podemos encontrarnos 
con dos escenarios distintos. Por un lado, si los países tienden a especializarse, 
predominando el comercio inter-industrial, entonces las asimetrías específicas 
de la industria pueden traducirse en una mayor idiosincrasia en las fluctuaciones 
cíclicas entre países (Krugman, 1993). Este suele ser el escenario de los países en 
desarrollo. Por otro lado, si la especialización es más intra-industrias y existe una 
mayor interdependencia entre regiones de diferentes países, con un predominio 
del comercio intra-industrial, lo que parece ir más ligado a la realidad de los países 
desarrollados, la argumentación de Stockman vuelve a tomar protagonismo y el 
resultado es una mayor simetría o sincronización de los shocks específicos de la 
industria (Fidrmuc, 2004; Volpe y Molinari, 2007).  
de lo dicho se desprende que la relación entre los shocks específicos de la in-
dustria, y la simetría o sincronización entre los ciclos del output entre países no tienen 
una relación unívoca, dependiendo en gran manera del modelo de especialización 
y de las diferencias entre las estructuras productivas entre países. Está confirmado 
empíricamente que si los países presentan estructuras productivas similares los 
shocks específicos de la industria conducen a las fluctuaciones cíclicas a moverse 
simétricamente (Eickmeier y breitung, 2006) 13.
En este escenario, según los datos del cuadro A.2. del anexo,  las regiones 
que muestran una estructura productiva más semejante a la de la media del con-
junto y por ello mayor grado de simetría en los shocks industriales son Comunidad 
Valenciana, Aragón, Cataluña, Castilla y León, Madrid y País Vasco. todas ellas con 
índices de especialización inferiores a 0,3. 
Por su parte, entre las industrias, el grado de simetría será más elevado cuanto 
mayor sea el grado de correlación entre sus shocks industriales, es decir, cuanto 
mayor sea el grado de correlación entre CPs. Lo medimos a través de la matriz 
de correlaciones del primer componente principal de las industrias que recoge el 
Cuadro 614. En este sentido, analizando el cuadro por columnas, las industrias con 
un grado más elevado de simetría son la Fabricación de productos de caucho y 
plástico,  la Fabricación de otros productos minerales no metálicos y la Fabricación 
13 Sin embargo, Kalemli-Ozcan et al. (2001) ven en la especialización productiva una fuente de asime-
tría o falta de sincronización en las fluctuaciones cíclicas cuando una mayor integración comercial 
y de mercados financieros se utiliza por los países para defenderse contra shocks asimétricos en el 
ámbito internacional.   
14 trabajamos con el primer componente principal porque es el que aporta mayor porcentaje de varianza 
explicada.
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de material y equipo eléctrico (correlaciones por pares: 0,629, 0,593 y 0,463) 15. 
Encontramos también correlaciones superiores a la media entre la Fabricación de 
material y equipo eléctrico y la Industria de la madera y corcho por una parte y por 
otra con la Fabricación de productos informáticos, electrónicos y ópticos. Por último 
se observa una simetría industrial importante entre la Industria textil y la Fabricación 
de vehículos de motor, remolques y semiremolques. Como se ve, destaca la simetría 
en las fluctuaciones del output industrial que generan los shocks de la industria de 
Fabricación de material y equipo eléctrico.
Por lo que se refiere a los shocks específicos territoriales, según Helg et al. 
(1995) se espera que acompañen un mayor grado de asimetría en las fluctuaciones 
cíclicas. Sin embargo, el mayor grado de integración entre territorios genera un 
incremento de las correlaciones que incrementa el grado de sincronización. Así por 
ejemplo, como indican Calderón et al. (2007), las perturbaciones de carácter positivo 
pueden producir efectos spillovers sobre la demanda agregada tanto interior como 
de los socios comerciales, efectos que serán tanto mayores cuanto mayor sea la 
coordinación que muestren las principales políticas económicas16.  
En este estudio estamos analizando regiones integradas en un país con 
importantes efectos spillovers entre ellas, con una política monetaria única y con 
las mismas grandes líneas de política presupuestaria, lo que en principio habría de 
neutralizar en buena medida la asimetría entre shocks territoriales.  Para medir qué 
regiones presentan mayor o menor grado de sincronización procedemos de igual 
forma que hemos hecho en el caso de las industrias. El grado de simetría será más 
elevado cuanto más elevado sea el grado de correlación entre los shocks territoriales, 
es decir, cuanto mayor sea el grado de correlación entre CPr. Lo medimos a través 
de la matriz de correlaciones del primer componente principal de las regiones que 
recoge el Cuadro 7.
En una lectura por columnas del Cuadro 7, vemos que las regiones con mayor 
grado de simetría entre ellas son Andalucía, Cataluña y navarra; Aragón, Cataluña, 
navarra y País Vasco; Aragón y Madrid; Cantabria y Madrid. En estas sincroni-
15 Se ha dejado fuera del análisis las correlaciones de cada industria con la (21), “Otras industrias 
manufactureras” puesto que esta última, al englobar industrias diversas, no nos aporta información 
suplementaria.
16 La literatura en este terreno es muy abundante. Véase por ejemplo Fatás y Mikov (2006) para 
Eu darvas et al. (2005) para la uEM o Akin (2006) para países desarrollados y emergentes. En el 
contexto de la uEM la política monetaria, al ser común, es la que toma mayor protagonismo. Las 
conclusiones no siempre van en la línea a la que nos acogemos, sino que hay autores que ven en 
la coordinación un elemento de asimetría. Así por ejemplo, dos grandes riesgos asimétricos que 
se destacan son por un lado, los retardos temporales y por otro, las diferencias en la transmisión e 
impacto de las medidas tomadas. Véase Ramos et al. (2002) para una revisión sobre la evidencia 
empírica de estas fuentes de asimetría.
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zaciones territoriales se detecta cierto efecto frontera y cierto efecto capitalidad. 
Observemos además, que de las 17 regiones sólo 7 muestran síntomas de simetría 
en las fluctuaciones cíclicas ante shocks territoriales. Es una cifra que denota que un 
número importante de regiones de la economía española queda bastante al margen 
de los efectos de transmisión que puedan generarse entre regiones después de 
un shock de carácter territorial. Incluso puede deducirse asimetría en los shocks 
territoriales en las regiones de balears, Castilla la Mancha y Extremadura en las que 
los niveles de correlación alcanzan valores medios negativos.
de lo dicho en los párrafos anteriores se desprende que ni las correlaciones 
industriales ni las territoriales aportan un elemento importante de simetría a los ciclos 
regionales de la economía española. Los resultados se corroboran si en lugar de 
considerar los datos desagregados por regiones o por industrias nos centramos en 
los valores medios de los Cuadros 6 y 7 (última fila). Las cifras presentan valores de 
las correlaciones relativamente bajos. también podemos ver que las correlaciones 
territoriales son más extremas, las correlaciones altas son mayores que las indus-
triales y las bajas o negativas menores. Es un indicador de que entre las regiones 
correlacionadas, los shocks territoriales confieren un mayor grado de simetría en 
las fluctuaciones cíclicas que los shocks industriales, siendo lo contrario igualmente 
cierto, la asimetría territorial es mayor que la industrial.
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6. COnCLuSIOnES
El trabajo analiza la importancia de las fuentes y de las perturbaciones territo-
riales y sectoriales sobre la fluctuación del output industrial de las regiones espa-
ñolas.  Los objetivos concretos son tres. En primer lugar, conocer las fuentes de 
las fluctuaciones del output industrial en las regiones españolas. En segundo lugar, 
evaluar si las innovaciones industriales están relacionadas con shocks industriales 
o shocks territoriales. Por último, estudiar si dichos shocks son un elemento de 
simetría de los ciclos regionales de la economía española. 
El output industrial se aproxima con el índice de producción industrial (IPI) 
mensual desestacionalizado para el período 2002:1–2009:1 y desagregado para un 
total de 21 industrias manufactureras y 17 regiones.  La metodología de análisis se 
apoya en la estimación de un modelo VAR y un análisis de componentes principales 
aplicado a los residuos de la estimación.
El estudio muestra que las variaciones del output de las industrias de las regio-
nes españolas están más relacionadas con el propio pasado de la industria y con 
factores específicos territoriales que con factores específicos de la industria. Por lo 
tanto, la localización regional de las industrias resulta fundamental para entender 
las fluctuaciones cíclicas de la industria española. 
En cambio, los shocks imprevistos afectan más a las industrias del mismo 
sector que a las de la misma región. En este sentido, una mayor similitud de la 
estructura productiva de la región con la del conjunto de la economía española y la 
menor concentración de una industria en pocas regiones se asocia con una menor 
importancia de los shocks territoriales sobre las innovaciones del output. 
Ante shocks territoriales, las regiones que presentan mayor grado de simetría 
entre ellas son Andalucía, Cataluña y navarra; Aragón, Cataluña, navarra y  País 
Vasco; Aragón y Madrid; Cantabria y Madrid. Por su parte, ante shocks sectoria-
les, las industrias que alcanzan un grado más elevado de simetría son Fabricación 
de productos de caucho y plástico, Fabricación de otros productos minerales no 
metálicos y Fabricación de material y equipo eléctrico;  Fabricación de material y 
equipo eléctrico e Industria de la madera y corcho; Fabricación de material y equipo 
eléctrico y Fabricación de productos informáticos, electrónicos y ópticos; Industria 
textil y Fabricación de vehículos de motor, remolques y semiremolques.  destaca la 
simetría sobre las fluctuaciones del output industrial que generan los shocks de la 
industria de Fabricación de material y equipo eléctrico.
teniendo en cuenta que trabajamos con 17 regiones y 21 industrias, la simetría 
se manifiesta en un número reducido de territorios y de sectores. de lo que se deduce 
que ni los shocks industriales ni los territoriales confieren un grado de sincronización 
significativo a los ciclos regionales de la economía española.
Los resultados anteriores nos llevan a las siguientes conclusiones:
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La escasa simetría de los shocks regionales e industriales hace pensar en un 
leve efecto transmisión inter-región o inter-industria que dote de mayor sincronización 
a los ciclos regionales de la economía española. 
Sin este efecto transmisión, cabe esperar una eficacia limitada tanto en las 
medidas de política económica regionales como en las sectoriales o verticales. 
 El trabajo apunta qué regiones y qué industrias gozan de mayor sincroniza-
ción, lo cual permite conocer en qué territorio o en qué industria el esfuerzo de una 
innovación en materia de política económica facilitará una  mayor difusión a otros 
territorios y a otras industrias. 
El reducido número de regiones y de industrias en las que se detecta mayor 
grado de simetría implica que la línea de transmisión de cualquier política económica 
se agote en pocas regiones e industrias. Este hecho puede ayudar a mantener o 
incluso acrecentar dicha falta de sincronización o de simetría en las fluctuaciones 
cíclicas del output regional español.
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anexos
A.1. Criterios para determinar el número de componentes a retener
La decisión de trabajar con tres componentes se ha tomado siguiendo los 
resultados de dos criterios analíticos como son la media aritmética y el contraste 
sobre las raíces no retenidas. Según el criterio de la media aritmética se recomienda 
retener aquel número de componentes (h) tales que su raíz característica (lh) exceda 
de la media de las raíces características. Analíticamente esto implica retener aquellas 
componentes en las que se cumpla:
El criterio del contraste sobre las raíces características no retenidas supone 
considerar que las p-h últimas raíces características poblacionales son igual a cero. 
bajo los supuestos que las variables siguen una distribución normal y que si las raíces 
de la muestra no son exactamente igual a cero se debe al azar, se pude formular 
la hipótesis nula: Ho: lh+1 = lh+2 = ..........lp = 0 
El estadístico que contrasta la hipótesis es:
 
El estadístico se distribuye como una Chi-cuadrado con  (p-h+2) (p-h+1)/2 
grados de libertad. En el caso de que se rechace la hipótesis nula significa que una 
o más de las raíces características no retenida es significativa, por lo que deberían 
retenerse más componentes. El proceso continúa hasta que no se rechace la 
hipótesis nula. 
En casi el 69% de los CPr y en más del 80% de los CPs ambos criterios 
aconsejan retener 3 componentes (véase excepciones en el cuadro A.1),  estos 
porcentajes junto al hecho de que necesitamos trabajar con un número reducido 
de componentes para no entorpecer el análisis es lo que ha llevado a la elección 
de tres componentes.
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CuAdRO A.1
número de cp a retener (h3)
CPr Media aritmética Contraste raíces
Andalucía 5 5
balears (Illes) 2
Castilla y León 4 4
Cataluña 4 5
País Vasco 5 5
CPs Media aritmética Contraste raíces
Industria de la alimentación 4 4
Artes gráficas y reproducción 4
Maquinaria y equipo eléctrico 5 4
Material de transporte 1 1
A.2. Índice de especialización relativa de Krugman
Es un índice de especialización relativa que cuantifica  la diferencia entre la 
estructura productiva de un territorio respecto a otro territorio de referencia. En 
nuestro caso mide la diferencia entre la estructura productiva de las comunidades 
autónomas y el conjunto de la economía española. Su expresión viene dada por:
       siendo:
S = output industrial
r = región (Comunidad Autónoma)
s = industria
SrsE =  porcentaje del output de la industria s de la región r en el total del output 
de la región r
Ss = porcentaje del output de la industria s en el total del output industrial 
(excluye la región para la que se está calculando el índice)
El índice se mueve entre cero y dos. Alcanzaría el valor mínimo de 0 si la es-
tructura productiva de la región fuera idéntica a la de la media del conjunto del país, 
y 2 si la región no tuviera ninguna industria en común con el conjunto del país.
Los resultados para las 17 regiones y para el año 2008 son los que recoge 
el cuadro A.2.
 
KEr = s! Srs
E "Ss
Fuente: Elaboración propia.
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CuAdRO A.2
índIce de especIalIzacIón relatIva de Krugman (2008)
54 Andalucía 0,3385
55 Aragón 0,2525
56 Asturias (Principado de) 0,9724
57 balears (Illes) 1,3048
58 Canarias 0,9759
59 Cantabria 0,9992
60 Castilla y León 0,2739
61 Castilla-La Mancha 0,3233
62 Cataluña 0,2542
63 Comunidad Valenciana 0,2471
64 Extremadura 1,2277
65 galicia 0,3524
66 Madrid (Comunidad de) 0,2749
67 Murcia (Región de) 0,3433
68 navarra (Comunidad Foral de) 0,3705
69 País Vasco, 0,2798
70 Rioja (La) 0,9127
A.3. Índice de concentración relativa de Krugman
Es un índice de concentración relativa que cuantifica  la diferencia entre la 
distribución geográfica de una determinada industria respecto a la distribución del 
conjunto de la industria. Su expresión viene dada por:
    siendo:
S = output industrial
r = región (Comunidad Autónoma)
s = industria
SrsC =  porcentaje del output de la industria s de la región r en el total del output 
de la industria s
Sr = porcentaje del output de la región r en el total del output industrial (excluye 
la industria para la que se está calculando el índice)
 
KCs = r! Srs
C "Sr
Fuente: Elaboración propia.
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El índice se mueve entre cero y dos. Alcanzaría el valor mínimo de 0 si la 
distribución territorial de la industria fuera idéntica a la de la media del conjunto 
industrial, y 2 si la industria presentara una distribución territorial del todo distinta a 
la del conjunto industrial. 
Los resultados para las 21 industrias  y para el año 2008 son los que recoge 
el cuadro A.3.
CuAdRO A.3
índIce de concentracIón relatIva de Krugman (2008)
1 Industria de la alimentación 0,3612
2 Fabricación de bebidas 0,3286
3 Industria textil 0,8799
4 Confección de prendas de vestir 0,5346
5 Industria del cuero y calzado 0,9427
6 Industria de la madera y el corcho, excepto muebles, cestería y esparto 0,3167
7 Industria del papel 0,4046
8 Artes gráficas y reproducción de soportes grabados 0,3093
9 Coquerías y refino de petróleo 0,9905
10 Industria química 0,3482
11 Fabricación de productos de caucho y plástico 0,3347
12 Fabricación de otros productos minerales no metálicos 0,3955
13 Metalurgia, fabricación de productos de hierro y acero y ferro aleación 0,3507
14 Fabricación de productos metálicos, excepto maquinaria y equipo 0,3300
15 Fabricación de productos informáticos, electrónicos y ópticos 1,0291
16 Fabricación de material y equipo eléctrico 0,4083
17 Fabricación de maquinaria y equipo nC 0,3607
18 Fabricación de vehículos de motor, remolques y semiremolques 0,5502
19 Fabricación de material de transporte 0,8154
20 Fabricación de muebles 0,2554
21 Otras industrias manufactureras 0,7966
Fuente: Elaboración propia.

