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ABSTRACT. We study geometric properties of compact stable minimal surfaces with boundary in
homogeneous 3-manifolds X that can be expressed as a semidirect product of R2 with R endowed
with a left invariant metric. For any such compact minimal surface M , we provide a priori radius
estimate which depends only on the maximum distance of points of the boundary ∂M to a vertical
geodesic of X . We also give a generalization of the classical Rado’s Theorem [30] in R3 to the
context of compact minimal surfaces with graphical boundary over a convex horizontal domain in
X , and we study the geometry, existence and uniqueness of this type of Plateau problem.
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1. Introduction.
In this paper we study the geometry of compact minimal surfaces with boundary in homoge-
neous manifolds diffeomorphic to R3. By classification, each such homogeneous manifold X is a
metric Lie group, i.e., a simply connected 3–dimensional Lie group equipped with a left invariant
Riemannian metric 〈, 〉. For such an X there are two possibilities; either X is isometric to the
universal cover of the special linear group SL(2,R) endowed with some left invariant metric, or X
is a metric semidirect product. By definition, a metric semidirect product X = R2 oA R is given
as a Lie group (R3 ≡ R2 ×R, ∗) together with a certain left invariant metric (its canonical metric,
see Definition 2.1), where the product operation ∗ is expressed in terms of some real 2× 2 matrix
A ∈M2(R) as
(p1, z1) ∗ (p2, z2) = (p1 + ez1A p2, z1 + z2);
see Subsection 2.1 for more details. When trace(A) = 0, X is a unimodular semidirect prod-
uct; typical examples of Riemannian manifolds in this situation are the Euclidean space R3, the
Heisenberg space Nil3 or the solvable Lie group Sol3 with its usual Thurston geometry. When
trace(A) 6= 0, we obtain the non-unimodular semidirect products, among which we highlight the
hyperbolic space H3 and the Riemannian product H2 × R.
The geometry of minimal surfaces in homogeneous 3-manifolds of non-constant sectional cur-
vature has been deeply studied in the last decade, specially in the case that the isometry group of
the homogeneous manifold has dimension four. To indicate just a few relevant works in this area,
we may cite [1, 2, 3, 4, 5, 6, 11, 12, 17, 26, 31, 33, 35]. An outline of the beginning of the theory
of constant mean curvature surfaces in homogeneous 3-manifolds with a 4-dimensional isometry
group can be consulted in [7, 13].
For the generic, non-symmetric case of homogeneous 3-manifolds with an isometry group of
dimension three, the theory of minimal surfaces is less developed. For some works dealing with
this more general situation, see e.g., [8, 9, 10, 14, 15, 16, 19, 20, 21, 24, 27, 29]. For an introduction
to the geometry of general simply connected homogeneous 3-manifolds, see [21].
In this paper we develop some aspects of the theory of compact minimal surfaces with boundary
in metric semidirect products X = R2 oA R. We shall be specially interested in the geometry,
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existence and uniqueness of solutions to the Plateau problem for graphical boundaries on convex
domains of R2 oA {0}, and on estimating the radius of compact stable minimal surfaces with
boundary in metric semidirect products. We recall that the radius of a compact Riemannian surface
M with boundary is the maximum distance of points in the surface to its boundary ∂M .
An important classical result of Rado [30] states that a simple closed curve Γ in R3 that has
a 1-1 orthogonal projection to a convex curve in a plane P ⊂ R3, is the boundary of a minimal
disk of finite area that is a graph over its projection to P , and furthermore, any branched minimal
disk in R3 with boundary Γ has similar properties. Other classical Rado type results for minimal
surfaces in R3 were obtained in [18, 28]. In Section 3 of this paper we will extend Rado’s theorem
to the context of minimal surfaces in metric semidirect products; see Theorems 3.1 and 3.3.
In Section 4, Theorems 3.1 and 3.3 are used to study the geometry of compact minimal surfaces
Σ in a non-unimodular semidirect product, such that Σ is the boundary of a round Euclidean
circle in R2 oA {0}; namely we prove that as the radius of such a circle goes to infinity, then
the angles that Σ makes with R2 oA {0} along its boundary circle converge uniformly to pi/2;
see Theorem 4.1 for a generalization of this result and also see the related application given in
Corollary 4.3 to the existence of a minimal annulus bounded by two circles in R2 oA {0} of large
radius, so that these circles can be taken arbitrarily far away from each other. All of these results
are then applied in Section 5 to obtain radius estimates of compact minimal surfaces with boundary
in metric semidirect products X = R2 oA R, as we explain next. Given A ∈ M2(R), any vertical
line Γ = {(x0, y0, z) | z ∈ R} in X = R2 oA R is a geodesic of X (endowed with its canonical
metric), which we call a vertical geodesic. By a metric solid cylinder of radius r > 0 in X around
Γ we mean the set of pointsW(Γ, r) in X whose distance to Γ is at most r. With these definitions
in mind, the next theorem summarizes another main result of the paper.
THEOREM 1.1. Let X = R2 oA R be a metric semidirect product, and let W(Γ, r) be a
solid metric cylinder in X of radius r > 0 around a vertical geodesic Γ. There exists some
R = R(r) > 0 such that if M is a compact, stable minimal surface in X whose boundary ∂M is
contained in W(Γ, r), then M has radius at most R. In particular, there are no complete stable
minimal surfaces contained inW(Γ, r).
Theorem 1.1 will be proved in Section 5; see Theorem 5.6. Another tool used to prove Theo-
rem 5.6 is Proposition 5.4, where we will construct a certain family of mean convex solid cylinders
over appropriately defined ellipses in non-unimodular metric semidirect products with positive
Milnor D-invariant. For this and other purposes, we will prove in the Appendix a few additional
technical results about the geometry of these metric semidirect products.
2. Background material on 3-dimensional metric Lie groups.
This preliminary section is devoted to state some basic properties of 3-dimensional Lie groups
endowed with a left invariant metric that will be used freely in later sections. For details of these
basic properties, see the general reference [21].
Let Y denote a simply connected, homogeneous Riemannian 3-manifold, and assume that it is
not isometric to the Riemannian product of the 2-sphere S2(κ) of constant curvature κ > 0 with
the real line. Then Y is isometric to a simply connected, 3-dimensional Lie groupG equipped with
a left invariant metric 〈, 〉, i.e., for every p ∈ G, the left translation lp : G → G, lp(q) = p q, is an
isometry of 〈, 〉. We will call such a space a metric Lie group, X = (G, 〈, 〉). When X is simply
connected, there are three possibilities:
2
• X is isometric to the special unitary group SU(2) with a left invariant metric. This is the
only case in which X is not diffeomorphic to R3, and the family of left invariant metrics is
3-dimensional.
• X is isometric to the universal cover S˜L(2,R) of the special linear group, equipped with a left
invariant metric. Again, there is a 3-dimensional family of such metrics.
• X is isometric to a semidirect product R2 oA R equipped with its canonical metric, which is
the left invariant metric introduced in Definition 2.1 below. In this third case, the underlying Lie
group is (R3 ≡ R2×R, ∗), where the group operation ∗ is expressed in terms of some real 2× 2
matrix A ∈M2(R) as
(2.1) (p1, z1) ∗ (p2, z2) = (p1 + ez1A p2, z1 + z2);
here p1,p2 ∈ R2, z1, z2 ∈ R and eB =
∑∞
k=0
1
k!
Bk denotes the usual exponentiation of a matrix
B ∈M2(R).
2.1. Semidirect products. Consider the semidirect product R2 oA R, where
(2.2) A =
(
a b
c d
)
.
Then, in terms of the coordinates (x, y) ∈ R2, z ∈ R, we have the following basis {F1, F2, F3} of
the linear space of right invariant vector fields on R2 oA R:
(2.3) F1 = ∂x, F2 = ∂y, F3(x, y, z) = (ax+ by)∂x + (cx+ dy)∂y + ∂z.
In the same way, a left invariant frame {E1, E2, E3} of X is given by
(2.4) E1(x, y, z) = a11(z)∂x + a21(z)∂y, E2(x, y, z) = a12(z)∂x + a22(z)∂y, E3 = ∂z,
where
(2.5) ezA =
(
a11(z) a12(z)
a21(z) a22(z)
)
.
In terms of A, the Lie bracket relations are:
(2.6) [E1, E2] = 0, [E3, E1] = aE1 + cE2, [E3, E2] = bE1 + dE2.
Observe that Span{E1, E2} is an integrable 2-dimensional distribution of R2oAR, whose integral
surfaces are the leaves of the foliation F = {R2 oA {z} | z ∈ R} of R2 oA R.
DEFINITION 2.1. We define the canonical left invariant metric on the semidirect productR2oA
R to be that one for which the left invariant basis {E1, E2, E3} given by (2.4) is orthonormal.
Equivalently, it is the left invariant extension to R2 oA R of the inner product on the tangent space
T~0(R2 oA R) at the identity element ~0 = (0, 0, 0) that makes {(∂x)~0, (∂y)~0, (∂z)~0} an orthonormal
basis.
We next emphasize some other metric properties of the canonical left invariant metric 〈, 〉 on
R2 oA R:
• The mean curvature of each leaf of the foliation F = {R2 oA {z} | z ∈ R} with respect to the
unit normal vector field E3 is the constant H = trace(A)/2. All the leaves of the foliation F are
intrinsically flat.
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• The change from the orthonormal basis {E1, E2, E3} to the basis {∂x, ∂y, ∂z} given by (2.4)
produces the following expression for the metric 〈, 〉 in the x, y, z coordinates of X := (R2 oA
R, 〈, 〉):
(2.7)
〈, 〉 = [a11(−z)2 + a21(−z)2] dx2 + [a12(−z)2 + a22(−z)2] dy2 + dz2
+ [a11(−z)a12(−z) + a21(−z)a22(−z)] (dx⊗ dy + dy ⊗ dx)
= e−2trace(A)z {[a21(z)2 + a22(z)2] dx2 + [a11(z)2 + a12(z)2] dy2}+ dz2
− e−2trace(A)z [a11(z)a21(z) + a12(z)a22(z)] (dx⊗ dy + dy ⊗ dx) .
• The Levi-Civita connection associated to the canonical left invariant metric is easily deduced
from the Koszul formula and (2.6) as follows:
(2.8)
∇E1E1 = aE3 ∇E1E2 = b+c2 E3 ∇E1E3 = −aE1 − b+c2 E2
∇E2E1 = b+c2 E3 ∇E2E2 = dE3 ∇E2E3 = − b+c2 E1 − dE2
∇E3E1 = c−b2 E2 ∇E3E2 = b−c2 E1 ∇E3E3 = 0.
REMARK 2.2. It follows from equation (2.7) that given (x0, y0) ∈ R2, the map
(x, y, z)
φ7→ (−x+ 2x0,−y + 2y0, z)
is an isometry of (R2 oA R, 〈, 〉) into itself. Note that φ is the rotation by angle pi around the line
l = {(x0, y0, z) | z ∈ R}, and the fixed point set of φ is the geodesic l. In particular, vertical lines
in the x, y, z-coordinates of R2 oA R are geodesics of its canonical metric, which are the axes or
fixed point sets of the isometries corresponding to rotations by angle pi around them. For any line
L in R2 oA {0}, let PL denote the vertical plane {(x, y, z) | (x, y, 0) ∈ L, z ∈ R} containing the
set of vertical lines passing though L. It follows that the plane PL is ruled by vertical geodesics and
furthermore, since the rotation by angle pi around any vertical line in PL is an isometry that leaves
PL invariant, then PL has zero mean curvature. Thus, every metric Lie group that can be expressed
as a semidirect product of the form R2oAR with its canonical metric has many minimal foliations
by parallel vertical planes, where by parallel we mean that the related lines in R2 oA {0} for these
planes are parallel in the intrinsic metric.
2.2. Unimodular groups. Among all simply connected, 3-dimensional Lie groups, the cases
SU(2), S˜L(2,R), Sol3 (whose underlying group arises in the so called Sol geometry), E˜(2) (uni-
versal cover of the Euclidean group of orientation-preserving rigid motions of the plane), Nil3
(Heisenberg group) and R3 comprise the unimodular Lie groups; the cases of Sol3, E˜(2), Nil3 and
R3 with their left invariant metrics correspond to the metric semidirect products R2 oA R, where
the trace of A is zero. We refer the reader to [21] for further details.
2.3. Non-unimodular groups. The case X = R2 oA R with trace(A) 6= 0 corresponds
to the simply connected, 3-dimensional, non-unimodular metric Lie groups. In this case, up to
the rescaling of the metric of X , we may assume that trace(A) = 2. This normalization in the
non-unimodular case will be assumed from now on throughout the paper. After an appropriate
orthogonal change of the left invariant frame that fixes the vertical field E3, we may express the
matrix A uniquely as (see Section 2.5 in [21]):
(2.9) A = A(α, β) =
(
1 + α −(1− α)β
(1 + α)β 1− α
)
, α, β ∈ [0,∞).
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The canonical basis of the non-unimodular metric Lie groupX is, by definition, the left invari-
ant orthonormal frame {E1, E2, E3} given in (2.4) by the matrix A in (2.9). In other words, every
simply connected, non-unimodular metric Lie group is isomorphic and isometric (up to possibly
rescaling the metric) to R2 oA R with its canonical metric, where A is given by (2.9). If A = I2
where I2 is the identity matrix, we get a metric Lie group that we denote byH3, which is isometric
to the hyperbolic 3-space with its standard metric of constant sectional curvature −1 and where
the underlying Lie group structure is isomorphic to that of the set of similarities of R2. Under the
assumption that A 6= I2, the determinant of A determines uniquely the Lie group structure.
DEFINITION 2.3. The Milnor D-invariant of X = R2 oA R is the determinant of A:
(2.10) D = (1− α2)(1 + β2) = det(A).
Assuming A 6= I2, given D ∈ R, one can solve (2.10) for α = α(D, β), producing a related
matrix A(D, β) by equation (2.9), and the space of canonical left invariant metrics on the corre-
sponding non-unimodular Lie group structure is parameterized by the values of β ∈ [m(D),∞),
where
(2.11) m(D) =
{ √
D − 1 if D > 1,
0 otherwise.
In particular, after scaling so that trace(A) = 2 and assuming that A 6= I2, the space of sim-
ply connected, 3-dimensional, non-unimodular metric Lie groups with a given D-invariant is 1-
dimensional.
REMARK 2.4. From now on, by a metric semidirect product X we will mean (without loss of
generality, see the explanation below) a semidirect product R2 oA R endowed with its canonical
left invariant metric 〈, 〉, and such that the matrix A ∈ M2(R) either has trace zero (unimodular
case) or is given by expression (2.9) for some α, β ∈ [0,∞) (non-unimodular case). We must
observe that we do not lose any generality with this normalization, since by the previous discussion,
every metric semidirect product R2 oB R whose associated matrix B has non-zero trace is both
isomorphic and isometric (after an adequate rescaling) to a metric semidirect product R2 oA R
where A is given by (2.9). Moreover, the corresponding isomorphism takes the horizontal foliation
{R2oB {z} | z ∈ R} of R2oB R to the horizontal foliation {R2oA {z} | z ∈ R} of R2oA R and
also preserves the left invariant vertical vector fields E3 of their respective canonical frames.
Along the paper, we will denote by Π: R2 oA R → R2 oA {0} the projection Π(x, y, z) =
(x, y, 0).
3. Rado’s Theorem in metric semidirect products.
In this section we prove some results concerning the geometry of solutions to Plateau type
problems in metric semidirect products X = R2 oA R, when there is some geometric constraint
on the boundary values of the solution. The first of these results is Theorem 3.1 below. We remark
that several versions of this theorem in the classical setting of X = R3 = R2 × R were proved
by Rado [30], Nitsche [28] and Meeks [18]. We point out that one of the difficulties in obtaining
Rado-type results in the situation below is that the vertical translation (x, y, z) 7→ (x, y, z + t)
might not be an isometry of the canonical metric on R2 oA R.
THEOREM 3.1 (Rado’s Theorem in metric semidirect products). Let X = R2 oA R be a
metric semidirect product. Suppose that E is a compact convex disk in R2 oA {0}, C = ∂E
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and Γ ⊂ Π−1(C) is a continuous simple closed curve such that Π|Γ : Γ → C monotonically
parameterizes1 C. Then:
1. Γ is the boundary of a compact embedded disk D of finite least area.
2. The interior of D is a smooth Π-graph over the interior of E.
Theorem 3.1 will be a direct consequence of Theorem 3.3 below, which actually gives a more
complete statement. The proof of Theorem 3.3 also depends on the following Lemma 3.2; both of
these results will also be used in the proof of Theorem 4.1 in Section 4.
LEMMA 3.2. Suppose X = R2 oA R is a metric semidirect product. Let E ⊂ R2 oA {0} be
a compact convex disk with boundary curve C. If M is a compact branched minimal surface in X
with boundary contained in Π−1(C), then:
1. Int(M) is contained in the interior of Π−1(E).
2. If ∂M is of class C2, then M is an immersion near its boundary and transverse to Π−1(C)
along ∂M .
PROOF. The proof of this lemma uses the fact stated in Remark 2.2 that for every line L ⊂
R2 oA {0}, the vertical plane Π−1(L) has zero mean curvature.
Suppose that M is a compact branched minimal surface with ∂M ⊂ Π−1(C) and we will
prove the first item in the lemma. Arguing by contradiction, assume there exists a point p ∈
Int(M) which is not contained in the interior of Π−1(E). Since E is convex, there exists a line
L ⊂ R2 oA {0} such that Π(p) ∈ L and L is disjoint from Int(E). Hence the vertical minimal
plane Π−1(L) intersects Int(M) at p and so, by the maximum principle, M contains interior points
on both sides of Π−1(L) near p.
Consider the product foliation F(L) = {Lt}t∈R of lines in R2 oA {0} parallel to L = L0 and
parameterized so that E ⊂ ∪t≤0Lt. Let {Π−1(Lt)}t∈R be the related foliation of X by minimal
vertical planes. By compactness ofM , there is a largest value t0 > 0, such that Π−1(Lt0)∩M 6= Ø.
But at any point of this non-empty intersection, we obtain a contradiction to the maximum principle
applied to the minimal surfaces Π−1(Lt0) and M . This contradiction proves item 1 of the lemma.
Item 2 of the lemma follows from Theorem 2 in [23]. 
THEOREM 3.3. Let X = R2oAR be a metric semidirect product, E be a compact convex disk
in R2 oA {0} and C = ∂E. Suppose Γ ⊂ Π−1(C) is a continuous simple closed curve such that
the projection Π: Γ→ C monotonically parameterizes C. Let W = Π−1(E). Then:
1. If D is a compact, branched minimal disk in X with ∂D = Γ, then the following properties
hold:
1a: D is an embedded disk.
1b: The interior of D is a smooth Π-graph over the interior of E, i.e., Π|Int(D) : Int(D) →
Int(E) is a diffeomorphism.
1c: If Π|Γ : Γ→ C is a homeomorphism, then Π|D : D → E is a homeomorphism.
1d: If Γ is of class C2, then the inclusion map of D is an immersion along ∂D and D is
transverse to Π−1(C) along Γ.
1e: If Π|Γ : Γ→ C is a diffeomorphism, then Π|D : D → E is a diffeomorphism.
2. There exist compact minimal disks DL, DT , DB in W with boundary Γ such that
2a: DL is an embedded disk of finite least area in X .
2b: DT is an embedded disk of finite least area in the closed region of W above the graph DT .
1This means that for every point p ∈ C, Π−1(p) ∩ Γ is a compact interval or a single point.
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2c: DB is an embedded disk of finite least area in the closed region of W below the graph DB.
2d: Any compact branched minimal surface M in X whose boundary lies in the compact set
W (DT , DB) ⊂ W between the graphs DT and DB, satisfies M ⊂ W (DT , DB). In par-
ticular, the disks DT and DB are uniquely defined by Properties 2b, 2c and 2d; hence, Γ is
the boundary of a unique compact branched minimal surface if and only if DT = DB.
PROOF. We first prove item 1 of the theorem. Let D be a compact (possibly branched)
minimal disk with boundary Γ. Consider D to be the image of a conformal harmonic map
f : D → X , where D is the closed unit disk in C and f |∂D is a homeomorphism to Γ. To
prove that (Π ◦ f)|Int(D) : Int(D) → Int(E) is a diffeomorphism, we will modify a classical ar-
gument of Rado [30] who proved a similar result for minimal surfaces in R3 whose boundaries
have an orthogonal injective projection to a convex planar curve. Since E is simply connected and
(Π ◦ f)|Int(D) : Int(D)→ Int(E) is a proper map, to prove item 1b it suffices to check that the dif-
ferential of Π ◦ f has rank two at every point of Int(D). By contradiction, suppose that p ∈ Int(D)
is a point where the differential of Π◦ f has rank less than two. In this case, either f is unbranched
at p and the tangent plane TpD is vertical, or p is a branch point for f . We first consider the special
case that f is unbranched at p and the tangent plane TpD is vertical, or equivalently, there exists a
line L ⊂ R2oA {0} passing through (Π ◦ f)(p) ∈ Int(E) such that the vertical plane P = Π−1(L)
is tangent to D at the point f(p).
The set f−1(P ) ∩ Int(D) is a 1-dimensional subset of D that contains no isolated points (at
regular points of f , this is a consequence of the maximum principle, while at branch points of f
this follows from well known properties of branched minimal surfaces). The Π-projection of the
boundary of f [f−1(P )] consists of two points in L ∩C and f−1(P ) has locally around p ∈ Int(D)
the appearance of a system of at least two analytic segments crossing at p (see e.g., Lemma 2 in
Meeks and Yau [22]). Since f(Int(D)) is a proper analytic (possibly branched) surface in Int(W ),
then we conclude that f−1(P ) contains the closure of the properly embedded analytic 1-complex
f−1(P )∩ Int(D). Furthermore, f−1(P ∩Γ) consists of two components, each of which is a closed
interval (possibly a point; this follows from the facts that P ∩ Γ consists of two components,
f(Int(D)) = Int(D) ⊂ Int(W ) and f |∂D : ∂D → Γ is a homeomorphism), and the limit set of
f−1(P ) ∩ Int(D) intersects both of these components. Note that each vertex in f−1(P ) ∩ Int(D)
has a positive even number of associated edges with the number of edges at the vertex p being at
least 4. As the component ∆ of f−1(P ) ∩ Int(D) containing p has at least 4 ends or it contains a
simple closed curve, then we conclude that either there is a simple closed curve α in ∆ or there is a
properly embedded arc α in ∆ whose two ends are contained in the same component of f−1(P∩Γ);
in either case, there is a compact subset D′ of D with non-empty interior bounded by α together
with some connected subset of f−1(P ∩ Γ) ⊂ ∂D. Consider the product foliation {Lt}t∈R of
lines in R2 oA {0} parallel to L = L0. Let {Π−1(Lt)}t be the related foliation of X by minimal
vertical planes, and without loss of generality, suppose that f(D′)∩ [∪t>0Π−1(Lt)] 6= Ø. Note that
f(∂D′) ⊂ Π−1(L). By compactness of D′, there is a largest value t0 > 0, such that Π−1(Lt0) ∩
f(D′) 6= Ø. But at any point of this non-empty intersection, we obtain a contradiction with the
maximum principle applied to the minimal surfaces Π−1(Lt0) and f(D′). This contradiction proves
that if p is not a branch point of f , then the differential of Π ◦ f has rank two at p.
On the other hand, if p is a branch point of f , then choose a horizontal line L ⊂ R2 oA {0}
through Π(p) so that the associated vertical plane P = Π−1(L) intersects Γ in exactly two points.
Then, the set f−1(P ) ∩ Int(D) is a 1-dimensional subset of D that contains no isolated points and
f−1(P ) has locally around p ∈ Int(D) the appearance of a system of at least two analytic segments
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crossing at p. Arguing as in the previous case gives a contradiction, which proves that f cannot
have interior branch points; therefore, item 1b holds. Clearly item 1b implies 1a and 1c.
Note that if Γ is of class C2 and Π|Γ : Γ→ C a C2-immersion, then by the statement and proof
of Lemma 3.2, Π|D has rank two at every point of ∂D and D is an embedded disk transverse to
∂W along Γ. The remaining items of item 1 of the theorem follow directly from item 1b and this
rank-two property of Π|D along ∂D.
We next prove item 2 of the theorem. By Theorem 1 in [23], there exists a disk DL of finite
least area in W with boundary Γ and every such least-area disk is an embedding. By Lemma 3.2,
the interior of any compact branched minimal disk in X with ∂D = Γ must be contained in the
interior of W and so, any least-area disk in X with boundary Γ is contained in W . The existence
of DL proves item 2a of the theorem.
The existence of DT can be found by constructing barriers. First suppose that Γ is smooth.
Consider a compact branched minimal surface Σ in X with ∂Σ = Γ. By Lemma 3.2, Σ ⊂ W .
Consider the closure CΣ of the component of W − Σ that contains a representative of the top end
of W , by which we mean a closed region in W above some horizontal plane R2 oA {t0}. Then
Γ is homotopically trivial in CΣ and by the barrier results in [23], Γ is the boundary of a finite
least-area disk in CΣ, which must be embedded (in fact, the interior of such a disk is a Π-graph
over the interior of E by item 1b of this theorem); furthermore, any two such least-area disks in
CΣ intersect only along their common boundary Γ. Since this collection of ’disjoint’ least-area
embedded disks in CΣ with boundary Γ forms a sequentially compact set (since they all have the
same finite area in the homogeneously regular manifold X) and these disks are ordered by the
relative heights of their graphing functions, then there exists a unique highest such least-area disk
above Σ that we denote by DT (Σ). Approximation results in [22, 23] imply that when Γ is only
continuous, then there also exists a similar embedded highest least-area disk DT (Σ) in CΣ.
We claim that all the least-area disks DT (Σ) defined in the last paragraph lie in a compact
region of W , independent of Σ. If trace(A) = 0 (equivalently, X is unimodular), then F =
{R2 oA {z} | z ∈ R} is a minimal foliation of X , and a simple application of the maximum
principle to any compact branched minimal surface Σ′ in X with boundary Γ and to the leaves of
F gives that max(z|Σ′) ≤ max(z|Γ), which proves the claim in this case. If X is non-unimodular,
we can assume after scaling its metric that trace(A) = 2. Suppose that the claim fails to hold.
Then, there exists a sequence of least-area disks DT (Σn)⊂ W associated to compact branched
minimal surfaces Σn, with ∂Σn = ∂DT (Σn) = Γ for all n and max(z|DT (Σn)) → ∞ as n → ∞
(observe that the mean curvature comparison principle applied to DT (Σn) and to the leaves of F
ensures that min(z|DT (Σn)) ≥ min(z|Γ)). Given n ∈ N, let pn ∈ DT (Σn) be a point where z|DT (Σn)
attains its maximum value. By taking n large enough, we can assume that the intrinsic distance
from pn to Γ is greater than 2. As the DT (Σn) are stable, they have uniform curvature estimates
away from their boundaries; in particular, the norm of the second fundamental form of DT (Σn) in
the intrinsic ball of radius 1 centered at pn is less than some positive constant C independent of
n. This implies that there exists ε > 0 such that, for n large enough, the intrinsic disk D(pn, ε) of
radius ε in R2 oA {z(pn)} centered at pn satisfies the following property:
(P) Every vertical line passing through a point in D(pn, ε) intersects DT (Σn) near pn.
Property (P) follows from the following observation, whose proof we leave to the reader:
(O) Let Σ1,Σ2 be two smooth surfaces in a homogeneous 3-manifold X that are tangent at a
common point p, such that the intrinsic distance from p to the boundaries of these surfaces is at
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least 1. If the norms of the second fundamental forms of these surfaces are less than some C > 0,
then there exists an ε = ε(C) ∈ (0, 1/2), less than the injectivity radius of X , such that every point
in the intrinsic ball BΣ1(p, ε) = {q ∈ Σ1 | dΣ1(p, q) < ε} (here dΣ1 denotes intrinsic distance in
Σ1) is a normal graph over a subdomain of the corresponding intrinsic ball BΣ2(p, 2ε), of absolute
value less than ε.
With property (P) at hand, we next find the desired contradiction that will prove our claim in the
case X is non-unimodular. Since the area element dAz for the restriction of the canonical metric
to the plane R2 oA {z} is dAz = e−2z dx ∧ dy, then we conclude that
Area(E) ≥ Area[Π(D(pn, ε))] = e2z(pn)Area[D(pn, ε)] = piε2e2z(pn),
which implies that z(pn) is bounded from above, a contradiction. Now our claim is proved.
Once we know that all the least-area disks DT (Σ) lie in a compact region of W independent
of Σ, then we conclude that they also have uniformly bounded area by the following argument:
consider the disk Dz0 := [R2 oA {z0}] ∩ Π−1(E) where z0  1 is chosen sufficiently large so
that DT (Σ) lies under Dz0 for every compact branched minimal surface Σ in X with boundary
Γ. Consider the union D′ of Dz0 with the annular portion of Π
−1(Γ) below Dz0 and above Γ. D
′
clearly has finite area. SinceDT (Σ) has least area among surfaces in the region ofW aboveDT (Σ)
with boundary Γ, then the area of D′ is greater than or equal to the area of DT (Σ), as desired.
Given two of the disks, DT (Σ1), DT (Σ2), then using their union as a barrier, our previous
arguments demonstrate that there is a least-area graphical disk D′ with boundary Γ that lies in
the region of Π−1(E) above both of them; here ”above” means in the sense that the Π-graphing
function h : Int(E)→ R for Int(D′) is greater than or equal to the graphing functions for the disks
DT (Σ1), DT (Σ2). This notion of ”above” induces a partial ordering on the set of disks of the
form DT (Σ). A standard compactness argument using that the areas of these disks are uniformly
bounded proves the existence of a minimal disk DT with boundary Γ that is a maximal element
in the partial ordering. By item 1a of this theorem, DT is embedded, and by construction, DT has
least area among all compact surfaces in the closed region of W above DT . This proves item 2b of
the theorem. Item 2c about DB can be proven by similar reasoning as in the proof of item 2b for
DT .
It remains to prove item 2d of the theorem. Suppose that M is a compact branched minimal
surface in X whose boundary lies in the closed set W (DT , DB) ⊂ W between the graphs DT and
DB. Note that M ⊂ W by the arguments in the proof of Lemma 3.2. Suppose that some point p
of M lies in W −W (DT , DB). First suppose that p lies in the closed region D+T ⊂ W that lies
above DT . Then using DT ∪ (M ∩ D+T ) as a barrier, we obtain a minimal disk D′T of least-area
that lies above DT , which contradicts that DT is the highest disk that bounds Γ. This contradiction
implies M does not intersect the interior of D+T ; similar arguments imply that M does not intersect
the interior of the region of W that lies below DB. Hence, the main statement of item 2d is proved.
Elementary separation arguments now imply that DT and DB are uniquely defined, and clearly if
DT = DB, then every compact branched minimal surface in X with boundary Γ is equal to DT .
This completes the proof of Theorem 3.2. 
By item 2d of Theorem 3.3, if a curve Γ satisfying the hypotheses of Theorem 3.3 is the
boundary of a unique minimal disk, then it is also the boundary of a unique compact branched
minimal surface. Our belief that graphical minimal disks bounding such a Γ are unique lead us to
the following conjecture.
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CONJECTURE 3.4. Let X = R2oAR be a metric semidirect product. Suppose E is a compact
convex disk in R2oA {0}, C = ∂E and Γ ⊂ Π−1(C) is a continuous simple closed curve such that
Π: Γ → C monotonically parameterizes C. Then the compact embedded disk DL of finite least
area given in Theorem 3.1 is the unique compact branched minimal surface in X with boundary
Γ.
The uniqueness property stated in Conjecture 3.4 is clear in the particular case thatX = R2oA
R is unimodular and Γ is contained in the plane R2 oA {0}, by the maximum principle applied to
DL = E and to the foliation of minimal planes {R2 oA {z} | z ∈ R}.
Next we prove the following particular case of Conjecture 3.4 for the case that X is non-
unimodular.
PROPOSITION 3.5. Let X = R2 oA R be a non-unimodular metric semidirect product, and
let F3(x, y, z) = FH3 + ∂z be the right invariant vector field in X given by (2.3). Suppose that
E ⊂ R2 oA {0} is a compact convex disk with C2 boundary Γ that is almost-transverse to FH3 ,
in the sense that the inner product of the outward pointing unit conormal to E along Γ with FH3
is greater than or equal to zero. Then, Γ is the boundary of a unique compact branched minimal
surface which must therefore be the least-area, embedded minimal disk DL given in Theorem 3.1.
PROOF. Arguing by contradiction, suppose that the proposition fails to hold. Then item 2 of
Theorem 3.1 implies that the embedded minimal disks DT , DB described there with boundary Γ
are not equal. Let ηT , ηB denote the respective outward pointing unit conormals to these minimal
disks along Γ. Since F3 is a Killing vector field and DT , DB are minimal, then the divergence
theorem gives
(3.1) 0 =
∫
Di
divDi(F
Ti
3 ) =
∫
Γ
〈ηi, F3〉 =
∫
Γ
〈ηi, FH3 〉+
∫
Γ
〈ηi, ∂z〉,
where i = T,B and divDi(F
Ti
3 ) denotes the intrinsic divergence in Di of the tangential component
F Ti3 of F3 to Di.
On the other hand, observe that by the boundary maximum principle, DB lies strictly below
DT near their common boundary Γ.
As X is non-unimodular, then R2 oA {0} has mean curvature 1, and so both DT , DB lie in
R2 oA [0,∞) (this follows from the interior maximum principle applied to Di, i = T,B, and
to R2 oA {z0} for a suitable z0 < 0) and DT , DB are transverse to R2 oA {0} along Γ (by the
boundary maximum principle applied to Di, i = T,B, and to R2 oA {0}). Therefore, we deduce
that
(3.2) 〈ηT , ∂z〉 < 〈ηB, ∂z〉 < 0.
Expressing ηT as a sum of its horizontal and vertical components, we have
ηT = 〈ηT , ηH〉ηH + 〈ηT , E3〉E3,
where ηH is the outward pointing unit conormal to E along Γ. As 〈FH3 , E3〉 = 0, then
〈ηT , FH3 〉 = 〈ηT , ηH〉 〈ηH , FH3 〉.
Note that 〈ηH , FH3 〉 ≥ 0 since Γ is almost transverse to FH3 , and that 〈ηT , ηH〉 ≥ 0 as DT
lies in Π−1(E). Thus 〈ηT , FH3 〉 ≥ 0. Arguing similarly with DB we will obtain 〈ηB, FH3 〉 =
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FIGURE 1. The constant angle αR that the least-area disk ΣR makes with the horo-
sphere R2 oI2 ×{0} along ∂ΣR = ΓR approaches pi/2 as the Euclidean radius
R > 0 of the circle ΓR in the flat plane R2 oI2 {0} tends to infinity. Here we are
using the Poincare´ ball model of H3, which is isometric to R2 oI2 R.
〈ηB, ηH〉 〈ηH , FH3 〉. As DB lies below DT near Γ, then 〈ηT , ηH〉 ≤ 〈ηB, ηH〉. Altogether we
deduce that
(3.3) 0 ≤ 〈ηT , FH3 〉 ≤ 〈ηB, FH3 〉.
The inequalities (3.2) and (3.3) imply∫
Γ
〈ηT , FH3 〉+
∫
Γ
〈ηT , ∂z〉 <
∫
Γ
〈ηB, FH3 〉+
∫
Γ
〈ηB, ∂z〉,
which contradicts (3.1). This contradiction proves the proposition. 
4. Asymptotic behavior of certain compact minimal surfaces in non-unimodular metric Lie
groups.
If I2 is the identity matrix inM2(R), then the metric Lie group X = R2 oI2 R is isometric
to hyperbolic 3-space, and the planes R2 oA {t0} correspond to a family of horospheres with the
same point at the ideal boundary of X . In this case, every circle ΓR of Euclidean radius R > 0 in
the (flat) plane R2oI2 {0} is the boundary of a least-area compact disk ΣR ⊂ R2oI2 [0,∞), which
is contained in a totally geodesic hyperbolic plane H in X; in fact, ΣR is a geodesic disk of some
hyperbolic radius in H . Furthermore, as the Euclidean radius of ΓR in R2 oI2 {0} goes to infinity,
then the Riemannian radius of ΣR also goes to infinity and the constant angle that ΣR makes with
R2 oI2 {0} approaches pi/2, see Figure 1. The next theorem shows that a similar result holds
in any non-unimodular metric Lie group, since every such a non-unimodular metric Lie group is
isomorphic and isometric to a non-unimodular semidirect product.
THEOREM 4.1. Let X = R2oAR be a metric semidirect product, where A ∈M2(R) satisfies
equation (2.9).
1. For each ε > 0, there exists a δ > 0 such that the following property holds. Given a C2 simple
closed convex curve Γ ⊂ R2oA{0} with geodesic curvature inR2oA{0} less than δ in absolute
value, then every compact branched minimal surface M ⊂ X with ∂M = Γ satisfies that
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(a) M ⊂ R2 oA [0,∞).
(b) Int(M) ⊂ Π−1(Int(E))∩ [R2oA (0,∞)], where E is the convex disk in R2oA {0} bounded
by Γ.
(c) 〈η, ∂z〉 < −1 + ε along Γ, where η is the exterior unit conormal vector to M along its
boundary.
2. Suppose that Γ(n) ⊂ R2 oA {0} is a sequence of C2 simple closed convex curves with ~0 =
(0, 0, 0) ∈ Γ(n) such that the geodesic curvatures of Γ(n) converge uniformly to 0 and the
curves Γ(n) converge on compact subsets to a line L with ~0 ∈ L as n → ∞. Then, for
any sequence M(n) of compact branched minimal disks (or compact stable minimal surfaces)
with ∂M(n) = Γ(n), the surfaces M(n) converge C2 on compact subsets of X to the vertical
halfplane Π−1(L) ∩ [R2 oA [0,∞)], as n→∞.
PROOF. We will first prove a key assertion which, together with properties of convex simple
closed curves in R2, will lead to the proof of the theorem.
ASSERTION 4.2. Given ε ∈ (0, pi
2
), there exists R = R(ε) > 0 such that for any r > R the
following property holds. Let Cr ⊂ R2oA {0} be a circle of Euclidean radius r > 0 and letDB(r)
be the minimal disk given by item 2c of Theorem 3.3 with boundary Cr. Then, the angle that the
tangent plane to DB(r) makes with R2 oA {0} is greater than pi2 − ε at every point of Cr.
PROOF OF THE ASSERTION. Arguing by contradiction, suppose there exists ε ∈ (0, pi
2
), a se-
quence of circles Cr(n) ⊂ R2 oA {0} with Euclidean radii r(n) ↗ ∞ and points pn ∈ Cr(n) such
that the angle that the tangent plane to DB(r(n)) at pn makes with R2 oA {0} lies in (0, pi2 − ε].
After left translating these disks we can assume that pn = ~0, and after choosing a subsequence,
the Cr(n) converge as n → ∞ to a line L ⊂ R2 oA {0} and the closed disks Er(n) ⊂ R2 oA {0}
bounded by Cr(n) converge to one of the two closed halfplanes bounded by L, which we denote by
L+.
By item 2c of Theorem 3.3, given n ∈ N the unique compact embedded, stable minimal disk
DB(r(n)) associated to the circle Cr(n) is a Π-graph over Er(n), and item 2d of the same theorem
implies the following property:
(?) Let Wn be the closure of the non-compact complement of DB(r(n)) ∪ [R2 oA {0}] in
R2 oA [0,∞). If M ⊂ X is a compact, connected branched minimal surface whose boundary lies
in Wn, then M ⊂ Wn.
To see why property (?) above holds, we only need to observe the following: let DT (r(n))
denote the compact embedded stable minimal disk with boundary Cr(n) given in item 2b of The-
orem 3.3. Note that DT (r(n)) lies in Wn. Hence, if M is not contained in Wn, there must exist a
compact pieceM ′ ofM such that ∂M ′ lies in the region ofR2oA [0,∞) bounded byDT (r(n)) and
DB(r(n)), but M ′ has points outside that region. This would contradict item 2d of Theorem 3.3,
which proves property (?).
Since the circles Cr(n) converge on compact subsets to the horizontal straight line L as n→∞,
then a standard argument shows that after choosing a subsequence, the DB(r(n))−Cr(n) converge
to a minimal lamination L of X − L (local uniform curvature estimates for the DB(r(n)) hold
because these minimal surfaces are stable, see [32, 34]). L is contained in Π−1(L+) ∩ [R2 oA
[0,∞)], as DB(r(n)) − Cr(n) ⊂ Π−1(Er(n)) ∩ [R2 oA [0,∞)] for every n and the Er(n) converge
to L+ as n → ∞. It is clear that L is contained in the closure of L. We claim that L ∩ L+ = L:
if not, then there exists a point p ∈ (L ∩ L+) − L, such that p is the limit of a sequence of
12
points in DB(r(n)). Consider a circle C(p) of radius 12d(p, L) (d denotes Euclidean distance),
and let DB(p) be the compact embedded, stable minimal disk with boundary C(p) given by item
2c of Theorem 3.3. A straightforward adaptation of Property (?) shows that for n sufficiently
large, DB(r(n)) lies in the closure of the non-compact complement of DB(p) ∪ [R2 oA {0}] in
R2 oA [0,∞). This contradicts that p is the limit of a sequence of points in DB(r(n)), thereby
proving our claim.
Since the DB(r(n)) are all Π-graphs, then by standard arguments the leaves of L are either
Π-graphs over pairwise disjoint domains in L+ ⊂ R2 oA {0}, or they are contained in vertical
half-planes. In particular, there exists a unique leaf of L whose closure contains L. Since the disks
DB(r(n)) have uniform local ambient area bounds nearby their boundaries (this follows from the
fact that DB(r(n)) is least area in a certain region of R2 oA R, see the proof of Theorem 3.3),
then after choosing a subsequence the surfaces with boundary DB(r(n)) converge smoothly to a
surface with boundary near L; clearly, the interior of this limit surface is included in the unique
leaf of L that has L in its closure. Let D∞ be the closure in R2 oA R of such a leaf. The above
arguments show that D∞ is a smooth Π-graph with boundary L (smoothness of D∞ holds up to its
boundary). Observe that, by construction, the angle that the tangent plane to D∞ at ~0 makes with
R2 oA {0} lies in (0, pi2 − ε].
Consider the right invariant vector field V on X such that V (~0) is unitary and tangent to L. We
claim that V is everywhere tangent to D∞. Given τ ∈ L, consider the angle θ(τ) ≥ 0 that the
Π-graph D∞ makes with the plane R2oA {0} at the point τ , viewed as a function θ : L→ [0, pi/2].
Recall that θ(~0) ∈ (0, pi
2
− ε] and observe that τ ∈ L 7→ θ(τ) is analytic, as both X and D∞
are analytic. If θ = θ(τ) is constant along L, then the unique continuation property of elliptic
PDEs implies that for any τ ∈ L, the left translation τ ∗ D∞ of D∞ by τ is equal to D∞, which
implies our claim. Hence for the remainder of the proof of our claim, we will assume that there is
a τ ∈ L− {~0} such that θ(~0) 6= θ(τ).
(A) Suppose that θ(~0) > θ(τ). For n ∈ N, consider a point σn of Int(L+) at Euclidean distance 1n
from τ . Then, the left translate σn ∗ DB(r(n)) of DB(r(n)) by σn has boundary σn ∗ Cr(n).
For n ∈ N fixed, there exists an integer j(n) > n such that for all j ∈ N with j ≥ j(n), the
boundary ∂(σn ∗DB(r(n))) = σn ∗Cr(n) lies in the interior of the disk Er(j). By Property (?)
applied to σn ∗DB(r(n)) and to M = DB(r(j)), we deduce that DB(r(j)) lies in the closure
Wn of the non-compact complement of [σn ∗ DB(r(n))] ∪ [R2 oA {0}] in R2 oA [0,∞).
Equivalently, the graphing functions vn : σn ∗ Er(n) → R, uj : Er(j) → R such that σn ∗
DB(r(n)) (resp. DB(r(j)) is the Π-graph of vn (resp. of uj), satisfy vn ≤ uj in σn ∗ Er(n),
for every j ≥ j(n). After taking limits as j → ∞ (but letting n fixed), we conclude that
σn ∗ DB(r(n)) lies below D∞. Taking limits as n → ∞, we have that τ ∗ D∞ lies below
D∞. In particular, the angle that τ ∗D∞ makes with the plane R2 oA {0} at τ (which equals
θ(~0)) cannot be greater than the angle that D∞ makes with R2 oA {0} at τ (which is θ(τ)), a
contradiction with our hypothesis in this case (A).
(B) We next perform slight modifications in the arguments in (A) to find a contradiction in the case
that θ(~0) < θ(τ). Given n ∈ N large, let σn ∈ Int(Er(n)) be the point at distance 1/n from ~0
so that the segment [~0, σn] with end points ~0 and σn is orthogonal to Cr(n) at ~0. Arguing as in
case (A), there exists an integer j(n) > n such that for every j ∈ N, j ≥ j(n), the left translate
of Cr(n) by σn lies in the interior of Er(j). By Property (?) applied to σn ∗ DB(r(n)) and to
M = τ ∗ DB(r(j)), we deduce that τ ∗ DB(r(j)) lies in the closure Wn of the non-compact
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complement of [σn ∗ DB(r(n))] ∪ [R2 oA {0}] in R2 oA [0,∞). Equivalently, the graphing
functions vn : σn∗Er(n) → R, uj : τ ∗Er(j) → R such that σn∗DB(r(n)) (resp. τ ∗DB(r(j)) is
the Π-graph of vn (resp. of uj), satisfy vn ≤ uj in σn ∗Er(n), for every j ≥ j(n). Taking limits
as j →∞ with n fixed, we conclude that σn ∗DB(r(n)) lies below τ ∗D∞. Taking limits as
n→∞, we have that D∞ lies below τ ∗D∞. In particular, the angle that D∞ makes with the
plane R2oA {0} at τ (which equals θ(τ)) cannot be greater than the angle that τ ∗D∞ makes
with R2oA {0} at τ (which is θ(~0)), that is, θ(τ) ≤ θ(~0), which is contrary to our hypothesis.
From (A) and (B) we conclude the proof of our claim that V is everywhere tangent to D∞.
Recall that V is horizontal and right invariant. It follows from equation (2.3) that in (x, y, z)-
coordinates in X = R2 oA R, V is a linear combination of ∂x, ∂y with constant coefficients,
and thus, its integral curves are horizontal lines, all parallel to L in the Euclidean sense. Since
V is everywhere tangent to D∞, then the integral curves of V passing through points in D∞ are
completely contained in D∞. Therefore, D∞ is foliated by these horizontal lines. Let L⊥ ⊂
R2 oA {0} be the straight line orthogonal to L passing through the origin. Since D∞ is a minimal
Π-graph and it is foliated by straight lines parallel toL, then the intersection ofD∞ with the vertical
plane Π−1(L⊥) is a proper analytic arc γ with ~0 ∈ γ, and γ is a Π-graph over its projection to L⊥.
Note that the z-coordinate restricted to γ cannot have a local minimum value z0, by the mean
curvature comparison principle applied to the minimal surface D∞ and to the mean curvature one
surface R2oA {z0}. Since γ is analytic, if γ is not parameterized by its z-coordinate, then z|γ must
have a first local maximum. As γ lies above R2 oA {0}, then γ must be asymptotic to a horizontal
line at height z1 ≥ 0 and thus, D∞ is smoothly asymptotic to R2 oA {z1}. This contradicts that
D∞ is minimal and R2 oA {z1} has mean curvature one. This contradiction shows that γ can be
parameterized by its z-coordinate; in fact, the range of values of z along γ is [0,∞) since D∞
cannot be smoothly asymptotic to any horizontal plane R2oA {z2} for any z2 > 0. In what follows
we will parameterize γ by the height z ∈ [0,∞).
To obtain the contradiction that will prove Assertion 4.2, we apply a flux argument to an ap-
propriate annular quotient of D∞. For any t ∈ (0,∞), consider the minimal strip
D∞(t) = D∞ ∩ (R2 oA [0, t]).
Fix q ∈ L − {~0} and consider the infinite cyclic subgroup I of isometries of X generated by
the left translation by q. Then X/I is a homogeneous 3-manifold diffeomorphic to S1 × R2, the
z-coordinate on X descends to a well-defined function on X/I (which we will also call the height
z), and every right invariant horizontal vector field F on X descends to a well-defined Killing field
F̂ on X/I. Consider the quotient minimal annulus Ω(t) = D∞(t)/I in X/I.
First consider the case that the Milnor D-invariant of X is positive. We next prove that the
length in X/I of the boundary curve ct of Ω(t) at height t converges to zero exponentially quickly
as t → ∞. To see this, without loss of generality we may assume that L points in the x-direction
(after a rotation in the (x, y)-plane, which does not change the ambient left invariant metric but
does change the matrix A). Then, q = (x(q), 0, 0) with x(q) ∈ R − {0} and equation (2.7) gives
that
length(ct) =
∫ x(q)
0
‖∂x‖ dx =
∫ x(q)
0
√
a11(−t)2 + a21(−t)2 dx = ‖∂x‖(0, 0, t) |x(q)|,
where (aij(z))i,j denotes the matrix ezA ∈ M2(R). Now we deduce that length(ct) converges to
zero exponentially quickly as t →∈ ∞ from item 2a of Proposition 6.1 in the Appendix, as the
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Milnor D-invariant is positive. The same item 2a of Proposition 6.1 ensures that all horizontal
right invariant vector fields in X have lengths decaying exponentially as z → +∞. Pick a right
invariant horizontal vector field F in X such that F, V are linearly independent. Let F̂ be the
quotient Killing field of F in X/I. Consider for each t ≥ 0 the flux of F̂ across ct, defined as
Flux(F̂ , ct) =
∫ x(q)
0
〈F̂ , η〉dx,
where η is the unit vector field which is tangent to D∞/I, orthogonal to ct with 〈η, E3〉 ≥ 0.
Since F̂ has constant length along ct with this constant being bounded as a function of t > 0, and
the length of ct converge to zero as t → ∞, then Flux(F̂ , ct) also converges to zero as t → ∞.
As Flux(F̂ , c0) is non-zero and Flux(F̂ , ct) is independent of t (because the divergence of the
tangential component of F̂ along Ω(t) is zero), then we obtain a contradiction. This contradiction
completes the proof of Assertion 4.2 in the case D > 0.
If D ≤ 0, then item 2b of Proposition 6.1 gives that A is diagonalizable with one positive
eigenvalue λ and another non-positive eigenvalue µ. In this case, there exists a horizontal right
invariant vector field F on X with ‖F (~0)‖ = 1, such that the norm of F decreases exponentially
quickly as z → +∞ (namely, F is determined by F (~0) being the unitary eigenvector of the matrix
A associated to λ, since ‖F‖(z) = e−λz by item 2b of Proposition 6.1). Let F̂ be the quotient
Killing field of F on X/I. Suppose for the moment that F is not collinear with V . As before,
we may assume that L points in the x-direction and q = (x(q), 0, 0). Then, the flux of F̂ along ct
satisfies
|Flux(F̂ , ct)| ≤
∫ x(q)
0
‖F‖(x0, y0, t) dx.
But the line element dx grows at most exponentially as z → +∞, and in fact at most as the
function e−µz. Since 2 = trace(A) = λ + µ, then ‖F‖ dx decays exponentially as z → +∞ and
thus, we arrive to a contradiction as in the former case D > 0.
The last case we must consider is D ≤ 0 and F is proportional to V . In this case, we still
normalize L to point in the direction of the x-axis, and replace F in the above computations by ∂y.
Then dx decays like e−λz (with the same notation as before) while ‖F‖ increases at most like e−µz
as z → +∞, and the conclusion is the same. Now Assertion 4.2 is proved. 
We now prove item 1 in the statement of Theorem 4.1. Let Γ be a simple closed convex curve
contained in R2 oA {0}, and let M ⊂ X be a compact branched minimal surface with ∂M = Γ.
By Lemma 3.2, Int(M) ⊂ Π−1(Int(E)), where E is the convex disk in R2 oA {0} bounded by Γ.
If Int(M) is not contained in R2 oA (0,∞), then there exists a point p ∈ Int(M) with smallest
non-positive z-coordinate z0. An application of the mean curvature comparison principle gives a
contradiction to the fact that the mean curvature of the planeR2oA{z0} is 1 andM lies on the mean
convex side of this plane at the point p. Therefore, conditions (a), (b) in item 1 of Theorem 4.1
hold.
Next we prove that condition (c) in item 1 holds. Arguing by contradiction, suppose that there
exists an ε > 0, a sequence M(n) of compact branched minimal surfaces with C2 simple closed
convex boundary curves Γ(n) ⊂ R2 oA {0}, and points pn ∈ Γ(n) such that
(C1) The geodesic curvature of Γ(n) is uniformly going to zero as n→∞.
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(C2) 〈ηn(pn), ∂z(pn)〉 ≥ −1 + ε for all n ∈ N, where ηn is the exterior unit conormal vector to
M(n) along Γ(n) (observe that in order to make sense of ηn we are using that M(n) is an
immersion near Γ(n) by item 2 of Lemma 3.2).
Let R = R(ε) be the positive number produced by Assertion 4.2 applied to the value ε > 0
that appears in Condition (C2) above. By Condition (C1), for n large enough we can assume that
the geodesic curvature of Γ(n) is less than 1/R. This property allows us to find a round disk
Ên ⊂ R2 oA {0} of radius R that is contained in the disk E(n) bounded by Γ(n) and such that
Ên ∩ E(n) = {pn}. Let Γ̂(n) = ∂Ên and let DB(n) be the ‘lowest’ minimal disk bounded by
Γ̂(n) given by item 2c of Theorem 3.3. Since DB(n) lies below the branched minimal surface
M(n) (this follows from Property (?) in the proof of Assertion 4.2 applied to DB(n) and M(n))
and DB(n)∩M(n) = {pn}, then the angle that the tangent plane TpnM(n) makes with R2oA {0}
is greater than the angle ϕn that TpnDB(n) makes with R2 oA {0}. Since Condition (C1) and
Assertion 4.2 allow us to take ϕn arbitrarily close to pi/2 for n sufficiently large, then we conclude
that the angle that TpnM(n) makes withR2oA{0} converges to pi/2 as n→∞. This contradiction
completes the proof of item 1c of the theorem.
We next prove item 2 of the theorem. Suppose that Γ(n) ⊂ R2 oA {0} is a sequence of
C2 simple closed convex curves with ~0 ∈ Γ(n), having geodesic curvatures uniformly approach-
ing 0 as n → ∞ and converging on compact subsets to a straight line L that contains ~0. Let
M(n) be a sequence of compact branched minimal disks (or compact stable minimal surfaces)
with ∂M(n) = Γ(n). Suppose for the moment that the M(n) are disks; we will discuss later
the changes necessary to prove the case that the M(n) are stable. By item 1 of Theorem 3.3, the
disks M(n) are unbranched and Π-graphs over the compact convex disks E(n) bounded by Γ(n)
in R2 oA {0}. We claim that the M(n) have uniformly bounded second fundamental forms up to
their boundaries; to see this, suppose this property fails. Left translate the M(n) so that the norm
of the second fundamental form is largest at the origin, and rescale the (x, y, z)-coordinates by
this maximum norm of the second fundamental form of the M(n), obtaining a new sequence of
rescaled minimal Π-graphs with uniformly bounded second fundamental form. After extracting a
subsequence, these rescaled Π-graphs converge to a non-flat minimal surface M∞ in R3 possibly
with boundary (if ∂M∞ is non-empty then ∂M∞ is a horizontal straight line and M∞ lies entirely
above the horizontal plane that contains ∂M∞). Note that the Gaussian image of M∞ is contained
in the closed upper hemisphere, which is clearly impossible if some component of M∞ has empty
boundary (note that this component would be complete). This implies that M∞ is connected and
has nonempty boundary. It follows that M∞ is a graphical stable minimal surface in the closed up-
per half-space of R3 bounded by the horizontal plane that contains ∂M∞, which can also be easily
ruled out, since M∞ together with its image under the 180o-rotation around ∂M∞ is a complete,
non-flat minimal graph. Therefore, the M(n) have uniformly bounded second fundamental forms
up to their boundaries.
It follows that a subsequence of the M(n) (denoted in the same way) converges as n → ∞
on compact subsets of X to a minimal lamination L of X − L, and L contains a leaf M∞ with
boundary the straight line L. Since the geodesic curvatures of the curves Γ(n) converge uniformly
to 0 as n → ∞, then item 1 of this theorem implies that 〈ηn, ∂z〉 is arbitrarily close to −1 for
n large enough (here ηn is the exterior conormal vector field to M(n) along Γ(n)). It follows
that the limit surface M∞ is tangent to the closed vertical halfplane Π−1(L) ∩ [R2 oA [0,∞)]
along L. Since the M(n) all lie at one side of Π−1(L) ∩ [R2 oA [0,∞)], then M∞ also lies
at one side of Π−1(L) ∩ [R2 oA [0,∞)] and thus, the boundary maximum principle implies that
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M∞ = Π−1(L)∩[R2oA [0,∞)]. We now prove that L contains no other leaves different fromM∞.
Arguing by contradiction, any other leaf component Σ of L must be a complete positive Π-graph
(without boundary) over its projection to R2 oA {0}, and Σ has bounded second fundamental
form by arguments in the previous paragraph. But the existence of such a graphical leaf Σ in
R2 oA (0,∞) is easily seen to be impossible by considering its behavior on a sequence of points
pk = (xk, yk, zk) ∈ Σ where limk→∞ zk is the infimum z0 ≥ 0 of the z-coordinate function of Σ
(recall that the minimal surface Σ cannot be asymptotic to the mean curvature one surface R2 oA
{z0}). This contradiction proves that L = {M∞}, and thus, a subsequence of the M(n) converges
to the desired halfplane. Since every subsequence of the M(n) has a convergent subsequence
which equals this limit, then the entire sequence M(n) converges to Π−1(L) ∩ [R2 oA [0,∞)].
This completes the proof of item 2 of the theorem in the case that the M(n) are disks.
If theM(n) are compact stable surfaces (not disks) then the curvature estimates by Schoen [34]
and Ros [32] give that the M(n) have uniformly bounded second fundamental forms away from
their boundaries. As previously, for each n ∈ N let E(n) be the convex compact disk bounded by
Γ(n) in R2 oA {0}. Note that by barrier arguments as in the proof of items 2b, 2c in Theorem 3.3,
for each n ∈ N there exists a least-area diskD(n) with boundary Γ(n) in the closure of the bounded
region of [R2oA [0,∞)]−M(n) that contains E(n). Furthermore, D(n) ⊂ Π−1(E(n))∩ [R2oA
[0,∞)] is a Π-graph over E(n). Also, M(n) lies “above” the Π-graph D(n). As the previously
considered case of disks ensures that theD(n) converge to Π−1(L)∩[R2oA[0,∞)] as n→∞, then
the M(n) converge (as sets) to Π−1(L) ∩ [R2 oA [0,∞)]. We now check that the last convergence
is of class C2, by showing that the M(n) have uniformly bounded second fundamental form up
to their boundaries (this would finish the proof of item 2 of Theorem 4.1 in this case). If this is
not the case, then the rescaling-by-curvature argument above produces a limit of a subsequence of
the M(n) which is a non-flat, stable minimal surface M∞ in R3, such that either has no boundary,
or M∞ has non-empty boundary given by a horizontal line and M∞ is contained in a quarter of
space Q ⊂ R3 with ∂M∞ being the set of non-smooth points of ∂Q. If ∂M∞ = Ø, then M∞ is
complete, which contradicts that M∞ is non-flat and stable. Therefore, ∂M∞ 6= Ø. In this case,
the rescaled least-area disks D(n) are all below the related rescaled M(n). Since these rescaled
images of D(n) converge as n → ∞ to a vertical half-plane in Q, then M∞ must be equal to this
vertical limit half-plane, which contradict the non-flatness ofM∞. Now the theorem is proved. 
COROLLARY 4.3. Let X = R2 oA R be a metric semidirect product, where A ∈ M2(R)
satisfies equation (2.9). Then, there exists a straight line L ⊂ R2 oA {0} with ~0 ∈ L such that the
following property holds.
(Q) Let p, q ∈ L be different points with ~0 ∈ (p, q) (here (p, q) ⊂ L is the open segment with
extrema p, q), and let Cp, Cq ⊂ R2 ×A {0} be pairwise disjoint Euclidean circles centered
at points in L − [p, q], with p ∈ Cp, q ∈ Cq. If the Euclidean radii of Cp, Cq are sufficiently
large, then there exists an embedded least-area annulus Σ ⊂ R2 oA [0,∞) with boundary
∂Σ = Cp ∪ Cq (see Figure 2).
Furthermore:
(1) If the MilnorD-invariant ofX isD > 0, then property (Q) holds for every line L ⊂ R2oA{0}
with ~0 ∈ L.
(2) If D ≤ 0, then property (Q) holds for the line L ⊂ R2 oA {0} with ~0 ∈ L in the direction of
the eigenvector of A associated to a positive eigenvalue.
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CqΣ
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R2 oA {0}
FIGURE 2. The minimal annulus Σ that appears in Corollary 4.3, for a pair of
pairwise disjoint, large enough circles Cp, Cq ⊂ R2 oA {0}.
PROOF. Suppose first that D > 0, and let L ⊂ R2 oA {0} be any line with ~0 ∈ L. By
item 2a in Proposition 6.1, the vertical lines lp = {(p, z) | z ∈ R} and lq = {(q, z) | z ∈ R}
are both asymptotic to the z-axis as z → ∞. Now consider pairwise disjoint Euclidean circles
Cp, Cq ⊂ R2×A {0} centered at points in L− [p, q], with p ∈ Cp, q ∈ Cq. Let Dp, Dq be compact,
embedded, least-area disks with boundaries ∂Dp = Cp, ∂Dq = Cq, which exist by Theorem 3.3.
By Assertion 4.2, if the Euclidean radii of Cp, Cq is sufficiently large, then Dp, Dq are arbitrarily
close to the vertical half-planes Π−1(Lp) ∩ [R2 oA [0,∞)], Π−1(Lq) ∩ [R2 oA [0,∞)], where
Lp, Lq ⊂ R2oA {0} are the lines orthogonal to L that pass through p, q respectively. Since lp ⊂ Lp
and lq ⊂ Lq are asymptotic to the z-axis as z → ∞, then lp and lq are asymptotic to each other,
and thus the distance between the disjoint area minimizing disks Dp and Dq is arbitrarily small if
the Euclidean radii of Cp, Cq are sufficiently large. Therefore, after replacing a pair of intrinsic
geodesic disks D′p ⊂ Dp, D′q ⊂ Dq of radius 1 centered at sufficiently close points of Dp, Dq by an
annulus of least area with boundary ∂D′p ∪ ∂D′q, we obtain a piecewise smooth annulus with area
less that the sum of the areas of the least-area disks D′p, D
′
q. By the Douglas criterion (the area of
some annulus bounding Cp ∪ Cq is less than the infimum of the areas of any two disks bounding
Cp∪Cq), there exists by Morrey [25] an annulus Σ of least area in X with boundary Cp∪Cq. Note
that Int(Σ) ⊂ R2 o [0,∞) by the maximum principle applied to Σ and to planes R2 oA {z} with
z < 0, then by the Geometric Dehn’s Lemma for Planar Domains given in Theorem 5 in [22], Σ is
a smooth embedded annulus (actually, Theorem 5 in [22] is stated for three-manifolds with convex
boundary but the convex boundary is only used to obtain the existence of a least-area immersed
annulus, which we already have in this case).
SupposeD ≤ 0. As the eigenvalues ofA are the roots of the polynomial λ2−2λ+D = 0, then
λ = 1±√1−D. Hence, exactly one of these eigenvalues λ+ is greater than or equal to 2, and the
other one is non-positive. After an orthogonal change of basis (that does not change the metric Lie
group structure of X), the matrix A transforms to A1 = OAO−1 for some orthogonal matrix O,
where A1 has entries a11 = λ+ and a21 = 0, and having an associated eigenvector (1, 0). Consider
the line L = {(t, 0, 0)} ⊂ R2 oA1 {0}. In this case, equation (2.4) shows that E1 = eλ+z∂x, and
so, ‖∂x‖ is exponentially decaying as z → ∞. Hence, for any pair of different points p, q ∈ L,
the vertical lines lp = {(p, z) | z ∈ R} and lq = {(q, z) | z ∈ R} are both asymptotic to the z-axis
as z → ∞. Now consider pairwise disjoint Euclidean circles Cp, Cq ⊂ R2 ×A1 {0} centered at
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points in L − [p, q], with p ∈ Cp, q ∈ Cq. Let Dp, Dq be compact, embedded, least-area disks
with boundaries ∂Dp = Cp, ∂Dq = Cq, which exist by Theorem 3.3. Arguing as in the previous
paragraph, if the Euclidean radii of Cp, Cq are sufficiently large, there exists an embedded least-
area annulus Σ ⊂ R2 oA [0,∞) with boundary ∂Σ = Cp ∪ Cq, and the proof is complete. 
5. Radius estimates for cylindrically bounded stable minimal surfaces.
In this section we obtain radius estimates for compact stable minimal surfaces in semidirect
products, using the results from Section 4. Given r > 0 and a vertical geodesic Γ in a metric
semidirect product X = R2 oA R, we will denote by W(Γ, r) ⊂ X the closed solid metric
cylinder of radius r centered along Γ.
PROPOSITION 5.1. Let X = R2 oA R be a metric semidirect product, where A is either as in
equation (2.9) with Milnor D-invariant less than 1 or where trace(A) = 0 (this is the case where
X is unimodular). For every vertical geodesic Γ ⊂ X and r > 0, there exists a j ∈ N such that
every compact immersed minimal surface M in X with ∂M ⊂ W(Γ, r) satisfies M ⊂ W(Γ, jr).
PROOF. Without loss of generality, we will henceforth assume that Γ is the z-axis. Recall that
if X is unimodular, then it is isomorphic to R3, E˜(2), Nil3 or Sol3.
First suppose that X is not isomorphic to E˜(2) or Nil3. By Theorem 3.6 in [21] (see also
Examples 3.2–3.5 therein), there are two distinct vertical planes P1, P2 (in (x, y, z)-coordinates,
in fact, P1 can be taken as the (x, z)-plane and P2 as the (y, z)-plane) that are Lie subgroups
of X . For i = 1, 2, let Ui(R) be the closed regular neighborhood of Pi of radius R > 0. We
claim that the boundary surfaces ∂Ui(R) = P+i (R)∪P−i (R) of Ui(R) both have non-negative
mean curvature in X with respect to the inward pointing normal to Ui(R). Since each of
P+i (R), P
−
i (R) are at constant distance from Pi, which is a connected, codimension-one subgroup
in X , then Lemma 3.9 in [21] implies that P±i (R) is a right coset of Pi and is also a left coset of
some 2-dimensional subgroup Σ±i (R) of X . This last property implies that P
±
i (R) has constant
mean curvature, as every 2-dimensional subgroup in a metric Lie group has this property. Hence it
remains to show that the mean curvature vector of P±i (R) points towards Ui(R). Note that Σ
±
i (R)
must be disjoint from P±i (R) (otherwise Σ
±
i (R) = P
±
i (R), which implies ~0 ∈ P±i (R) ∩ Pi hence
R = 0, a contradiction). In this situation, the classification of codimension-one subgroups in
Theorem 3.6 in [21] implies that Σ±i (R) is one of the elements in the 1-parameter family Ai of
2-dimensional subgroups ofX that share the 1-dimensional subgroup Pi∩ [R2oA {0}] (also called
an algebraic open book decomposition of X). In the case that X is unimodular (hence isomorphic
to R3 or Sol3), then item 6 of Theorem 3.6 in [21] implies that all 2-dimensional subgroups of X
are minimal, hence P±i (R) are minimal surfaces and the claim is proved in this case. Next we will
prove the desired mean convexity of Ui(R) in the case that X is non-unimodular and for i = 1 (for
i = 2 the argument is similar and we leave it for the reader). Item 5 of Theorem 3.6 in [21] ensures
that up to possibly rescaling the metric, X is isometric and isomorphic to R2oA(b)R for a diagonal
matrix of the form A(b) =
(
1 0
0 b
)
, for some b ∈ R, b 6= −1; furthermore, we can assume that
P1 = {y = 0} and thus, the algebraic open book decomposition of R2 oA(b) R that contains P1 as
one of its leaves is A1 = {H1(λ) | λ ∈ R ∪ {∞}}, where
H1(λ) =
 {(x,
λ
b
(ebz − 1), z) | x, z ∈ R} if b 6= 0, λ ∈ R,
{(x, λz, z) | x, z ∈ R} if b = 0, λ ∈ R,
R2 oA(b) {0} if λ =∞;
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FIGURE 3. The mean curvature vector of P+1 (R) = q ∗ Σ+1 (R) (dotted) points to-
wards the 2-dimensional subgroup Σ+1 (R) (dashed), and hence towards the vertical
plane P1. Above: the case b 6= 0. Below: the case b = 0. All graphics are represen-
tations in the (y, z)-plane.
(hence P1 = H1(0)). Observe that the 2-dimensional subgroups in A1 are products with the x-
factor of proper graphs of the z-variable in the (y, z)-plane; this applies in particular to P1 and to
Σ±1 (R). Therefore, ∂x is everywhere tangent to P1 and to Σ
±
1 (R). As P
±
1 (R) is a right coset of P1
and F1 = ∂x is a right invariant vector field, then ∂x is also everywhere tangent to P±1 (R). In other
words, P±1 (R) is the product with the x-factor of a curve in the (y, z)-plane. In fact, this curve must
be a proper graph of the z-variable (to see this, observe that every horizontal plane R2 oA(b) {z}
intersects P±1 (R) in a line parallel to the x-axis which is the set of points ofR2oA(b){z} at distance
R from P1). Now the desired mean convexity of U1(R) with respect to the inward normal vector
can be understood by considering the related problem for z-graphs in the (y, z)-plane (i.e., after
taking quotients in the x-factor): to do this, observe that P+1 (R) lies entirely at one side of P1, say
its right side, see Figure 3. We can write P+1 (R) = q∗Σ+1 (R), the left coset of Σ+1 (R) obtained
after left multiplication by an element q ∈ P+1 (R). Observe that if Σ+1 (R) = P1 then Σ+1 (R) is
minimal (see Remark 2.2), and hence P±1 (R) is minimal as well, which gives the desired mean
convexity in this case. Thus, we can assume that Σ+1 (R) 6= P1. As P+1 (R) lies at the right side of
P1 and is disjoint from Σ+1 (R), then P
+
1 (R) lies in the component Ω of [R2oA(b)R]− [P1∪Σ+1 (R)]
that contains [R2oA(b) {0}]∩{y > 0} (see Figure 3). As the mean curvature vector of P+1 (R) at q
equals the mean curvature vector of Σ+1 (R) at ~0, then a continuity argument in the variable R gives
that the mean curvature vector of P+1 (R) at q = q(R) points towards P1, which finishes the proof
of the claim.
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By the last claim, the maximum principle (for the case X is unimodular) and the mean cur-
vature comparison principle (when X is non-unimodular) applied to the foliation {P−i (R) | R >
0} ∪ {Pi} ∪ {P+i (R) | R > 0} gives that every compact minimal surface M with boundary in
W(Γ, r) lies in the domain Ui(r); hence, M ⊂ U1(r) ∩ U2(r). If we prove that U1(r) ∩ U2(r) ⊂
W(Γ, 2r), then we would deduce that M ⊂ W(Γ, 2r), i.e. the proposition holds with j = 2 in
this case of X admitting two distinct vertical planes which are subgroups of X . To check that
U1(r) ∩ U2(r) ⊂ W(Γ, 2r), let p = (x, y, z) ∈ X; we will denote by p1 = (x, 0, z) ∈ P1,
p2 = (0, y, z) ∈ P2 and p3 = (0, 0, z) ∈ Γ. Assume that the following properties concerning the
extrinsic distance d in X hold (we will prove them later):
(A) d(p, pi) = d(p, Pi), for i = 1, 2.
(B) d(p, p3) = d(p,Γ).
Under these assumptions, we have:
d(p,Γ) = d(p, p3) ≤ d(p, p1)+d(p1, p3) = d(p, P1)+d(p1, p3) (?)= d(p, P1)+d(p, p2) = d(p, P1)+d(p, P2),
where in (?) we have left multiplied by (0, y, 0) (which is an ambient isometry ofX , thus preserves
distances) in the second summand. Now the inclusion U1(r)∩U2(r) ⊂ W(Γ, 2r) follows directly.
We next prove (A) and (B). Given q ∈ X and A ⊂ X , let C(p, q) (resp. C(p,A)) be the set of
piecewise smooth curves α : [0, 1] → X such that α(0) = p and α(1) = q (resp. α(1) ∈ A).
Consider the maps
Θ1 : C(p, P1)→ C(p, p1), [Θ1(α)](t) = (x, y(t), z),
Θ2 : C(p, P2)→ C(p, p2), [Θ2(α)](t) = (x(t), y, z),
Θ3 : C(p,Γ)→ C(p, p3), [Θ3(α)](t) = (x(t), y(t), z),
if α(t) = (x(t), y(t), z(t)), t ∈ [0, 1]. Since ezA(b) =
(
ez 0
0 ebz
)
, then equation (2.7) implies that
Θi decreases lengths of curves, for each i = 1, 2, 3. Thus, for i = 1, 2 we have
d(p, Pi) = inf
α∈C(p,Pi)
Length(α) ≥ inf
α∈C(p,Pi)
Length(Θi(α)) ≥ inf
β∈C(p,pi)
Length(β) = d(p, pi).
Since pi ∈ Pi, then the last inequality is in fact an equality and (A) is proved. To prove (B) one
uses the same argument, changing Pi by Γ, Θi by Θ3 and pi by p3. This finishes the proof of the
proposition when X is not isomorphic to E˜(2) or Nil3.
Assume now that X is isomorphic to E˜(2). Thus, after scaling the metric of X , it is isomorphic
and isometric to R2 oA(c) R with A(c) =
(
0 −c
1/c 0
)
for some c > 0 (see Section 2.7 of [21]).
For t ∈ R, define the vertical planes P1(t) = {x = t}, P2(t) = {y = t}. For any t > 0 and
i = 1, 2, let Ui(t) be the slab in X with boundary Pi(−t)∪ Pi(t). Equation (2.1) gives that the left
translation in X by an element of the form (0, 0,mpi) with m ∈ 2Z writes as (0,mpi) ∗ (p2, z2) =
(empiA(c) p2,mpi+z2) = (p2,mpi+z2) = (p2, z2)∗(0,mpi), for all p2 ∈ R2, z2 ∈ R. In particular,
for all t > 0 the slabUi(t) is invariant under the isometry which is given by left (or right) translation
by (0, 0,mpi); note thatW(Γ, r) is also invariant under left translation by (0, 0,mpi), for all r > 0.
Since for r > 0 fixed, the family of sets
{U1(nr) ∩ U2(nr) ∩ {|z| ≤ pi} | n ∈ N}
forms a compact exhaustion for the horizontal slab {|z| ≤ pi} andW(Γ, r)∩{|z| ≤ pi} is compact,
then there exists a k ∈ N such that W(Γ, r) ∩ {|z| ≤ pi} ⊂ U1(kr) ∩ U2(kr) ∩ {|z| ≤ pi}.
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Furthermore, this integer k can be chosen independently from r (because the identity map from
{|z| ≤ pi} = R2 oA [−pi, pi] into R2 × [−pi, pi] with the product metric is a quasi-isometry, for
every A ∈ M2(R)). The left-invariance property of Ui(kr) and W(Γ, r) by left translation by
(0, 0, 2pi) implies that W(Γ, r) is contained in U1(kr) ∩ U2(kr). This implies that if M ⊂ X
is a compact minimal surface with ∂M ⊂ W(Γ, r), then ∂M ⊂ U1(kr) ∩ U2(kr), and by the
maximum principle applied to the family of minimal surfaces {Pi(t) | t ∈ R}, i = 1, 2, we deduce
that M ⊂ U1(kr) ∩ U2(kr). On the other hand, since the sets W(Γ, r) ∩ {|z| ≤ pi} also form
a compact exhaustion for the slab {|z| ≤ pi}, then similar reasoning shows that there exists a
j ∈ N independent of r such that U1(kr) ∩ U2(kr) ⊂ W(Γ, jr), from where we conclude that
M ⊂ W(Γ, jr). This finishes the proof of the proposition in the case X is isomorphic to E˜(2).
Suppose now that X is isomorphic to Nil3. After a scaling of the metric, we may assume that
X is R2 oA R with A =
(
0 1
0 0
)
. In this case there exists a unique vertical plane which is a
subgroup of X , namely P1 = {y = 0}. Since Nil3 is unimodular, Theorem 3.6 in [21] implies
that the foliation of surfaces at constant distance from P1 consists of minimal surfaces in X . Given
r > 0, let P±1 (r) = {y = ±r} be the boundary planes of the closed regular neighborhood U1(r) of
P1 of radius r (one can check that the distance from ~0 to (0,±r, 0) is r), and let S±(r, R) ⊂ P±1 (r)
be the round circle of Euclidean radiusR > 0 centered at the point (0,±r, 0). We claim that forR
much larger than r, there exists an embedded minimal annulus A(r, R) ⊂ X with boundary
∂A(r, R) = S+(r, R) ∪ S−(r, R). To see this, first note that
(I) U1(r) is quasi-isometric to the Riemannian product R2 × [−r, r] under the mapping arising
from normal coordinates on P1. This is because, in the fixed compact regular neighborhood
of radius 1 of the segment {(0, t, 0) | t ∈ [−r, r]} in the slab U1(r), the restricted mapping is
a quasi-isometry with its image and the differential of the normal coordinate map is invariant
under left translations by elements in P1.
(II) The Euclidean area of the cylinder C(r, R) = {(x, y, z) | (x, r, z) ∈ S+(r, R), |y| ≤ r} is
4pirR.
From (I), (II) we deduce that the area in X of C(r, R) is less than 4picrR, for some c > 0 that only
depends on r. As the union of the two disks D±(r, R) ⊂ P±1 (r) bounded by S±(r, R) has area
2piR2 and each of these disks is area-minimizing in X (in fact, D±(r, R) is the unique solution of
the Plateau problem for boundary S±(r, R) in X), then the Douglas Criterion and the Geometric
Dehn’s Lemma for Planar Domains in Theorem 5 in [22] (as adapted in the more general boundary
setting of [23]) guarantee that for R  r, there exists an embedded least-area annulus A(r, R) in
X with boundary ∂A(r, R) = S+(r, R) ∪ S−(r, R), and our claim is proved.
Consider the family of minimal annuliF = {p∗A(r, R) | p ∈ P1, [p∗A(r, R)]∩W(Γ, r) = Ø},
where p ∗A(r, R) denotes the left translation of A(r, R) by the element p. Observe that F satisfies
the following properties.
(F-I) F is nonempty. Furthermore, F is invariant under left translation by elements of Γ and
under the rotation RΓ by pi/2 around Γ (this follows from the invariance ofW(Γ, r) and
of P1 under these ambient isometries of X).
(F-II) There exists k > r such that for all t ∈ [k,∞), we have
[(t, 0, 0) ∗ (A(r, R))] ∩W(Γ, r) = Ø and [(−t, 0, 0) ∗RΓ(A(r, R))] ∩W(Γ, r) = Ø.
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Let F ′ be the family of left translates of A(r, R) and of RΓ(A(r, R)) appearing in Property (F-II)
together with their left translates by elements in Γ. It follows that there exists a j ∈ N such that
(5.1) U1(r)− (∪F∈F ′F ) ⊂ W(Γ, jr);
the existence of j follows from similar arguments as those in the proof of Property (I) above.
Finally, consider a compact minimal surface M ⊂ X with boundary ∂M ⊂ W(Γ, r). Since
W(Γ, r) ⊂ U1(r) and the boundary planes of U1(r) are minimal, then the maximum principle
implies thatM ⊂ U1(r). To finish the proof of Proposition 5.1, we will check thatM ⊂ W(Γ, jr).
Otherwise, as M ⊂ U1(r) then (5.1) implies that M intersects some annulus F ∈ F ′. But then
by compactness of M and F , there exists a largest t > 0 such that M ∩ [(t, 0, 0) ∗ F ] 6= Ø, which
gives a contradiction to the maximum principle since the boundary of (t, 0, 0) ∗ F is disjoint from
∂M . Now the proof of Proposition 5.1 is complete. 
THEOREM 5.2. Let X = R2 oA R be a metric semidirect product, and let Γ ⊂ X be a
vertical geodesic. Then, given r, C > 0 there exists R = R(r, C) > 0 such that for every compact
immersed minimal surface M ⊂ W(Γ, r) with the norm of its second fundamental form less than
C, the radius of M is less than R.
PROOF. After a fixed left translation of Γ, we will assume that Γ is the z-axis in R2 oA R.
To prove the theorem we proceed by contradiction. Suppose that there exist r, C > 0 and
a sequence of compact, immersed minimal surfaces hn : Mn # W(Γ, r) with the norm of their
second fundamental forms less than C and such that there exist points pn ∈ Mn for which the
intrinsic distances from pn to the boundaries of the Mn satisfy dMn(pn, ∂Mn) > n for all n ∈ N.
Consider the compact domain Y = W(Γ, r) ∩ [R2 oA {0}]. After left translating the immersions
hn appropriately by elements in the 1-parameter subgroup Γ = {(0, 0, s) ∈ R2 oA R | s ∈ R} and
passing to a subsequence, we may assume that hn(pn) ∈ Y for al n and this sequence of points
converges to a point q∞ ∈ Y .
Since the minimal immersions hn have uniform curvature estimates, then there exists a com-
plete, connected immersed minimal surface h∞ : M∞ #W(Γ, r) of bounded second fundamental
form that is a limit of the restriction of (a subsequence, denoted in the same way, of) the hn to
certain smooth compact domains Ωn ⊂Mn with pn ∈ Ωn and dn(pn, ∂Ωn) > n for all n ∈ N, and
such that h∞(p∞) = q∞ for some point p∞ ∈ M∞. Now consider the closureM of the union of
all left translations of h∞(M∞) by elements in Γ, i.e.,
M = {a ∗ h∞(M∞) | a ∈ Γ},
which is a connected subset ofW(Γ, r). As h∞(M∞) has bounded second fundamental form, then,
by the same compactness arguments, given any point q ∈ M, there exists a compact embedded
minimal disk D(q) ⊂M with q ∈ Int(D(q)).
We next consider the special case whereX is non-unimodular, and so we assumeX = R2oAR
with A satisfying (2.9); see Remark 2.4. Let L be the line given by Corollary 4.3. For p =
(x, y, 0) ∈ L with x2 +y2 sufficiently large, the set Y lies in the interior of the strip S ⊂ R2oA{0}
bounded by the pair of Euclidean lines Lp, L−p ⊂ R2 oA {0} that are orthogonal to L at the
respective points p,−p. By Corollary 4.3, there exist circles Cp, Cq=−p with p ∈ Cp, q ∈ Cq such
that Cp∪Cq does not intersect the interior of the strip S and Cp∪Cq is the boundary of a least-area
embedded annulus Σ ⊂ R2oA [0,∞). Let L⊥ in R2oA{0} be the line perpendicular to L at~0. For
t ∈ L⊥, let t∗Σ denote the left translation of Σ by t. Note that for some t0 ∈ R, (t0 ∗Σ)∩M 6= Ø
and that for |t| large, (t∗Σ)∩M = Ø. It follows that there exists a t1 ∈ L⊥ with largest norm such
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that t1 ∗ Σ intersectsM at some point pt1 and near pt1 the setM lies on one side of t1 ∗ Σ. This
implies that there exists an embedded minimal disk D(pt1) ⊂ M containing pt1 , such that D(pt1)
lies on one side of t1 ∗Σ. Now the maximum principle for minimal surfaces gives that t1 ∗Σ ⊂M,
which is false since ∂(t1 ∗ Σ) ∩M = Ø. This contradiction proves the proposition in this special
case where X is non-unimodular .
Finally, we consider the remaining case where X is unimodular (hence tr(A) = 0). Consider
the foliation of X by minimal planes produced in the proof of Proposition 5.1, i.e. (with the
notation in that proposition), the planes P−1 (R) at constant distance R > 0 from P1 in the case that
X is isomorphic to Sol3, Nil3 or R3, and the periodic planes P1(t) = {x = t}, in the case of X
is isomorphic to E˜(2). Since in all of these cases there exist one of these minimal planes P such
that P ∩M 6= Ø andM lies on one side of P , the argument in the previous paragraph with P
in place of Σ easily generalizes to give a contradiction. This contradiction completes the proof of
Theorem 5.2. 
As a direct consequence of Theorem 5.2 and the classical curvature estimates for stable mini-
mal surfaces [32, 34], we obtain:
COROLLARY 5.3. Let X = R2 oA R be a metric semidirect product, and let W(Γ, r) ⊂ X
denote a solid metric cylinder in X of radius r > 0 around a vertical geodesic Γ ⊂ X . Then, there
are no complete stable minimal surfaces contained inW(Γ, r).
In order to prove Theorem 1.1 stated in the Introduction we will need an auxiliary construction
for the case thatX is non-unimodular with positive MilnorD-invariant. To do this, in the remainder
of this section we fix α ∈ [0, 1) and β ∈ [0,∞), we consider the matrix A = A(α, β) given
by (2.9), and the non-unimodular metric Lie group X = X(α, β) = R2 oA R with its usual left
invariant metric 〈, 〉 determined by A (see Definition 2.1). Under our hypotheses on α, β, we have
that the Milnor D-invariant of X is positive. Conversely, every non-unimodular metric Lie group
with positive Milnor D-invariant can be expressed as X(α, β) for some α ∈ [0, 1) and β ≥ 0, see
Section 2.
The 1-parameter subgroup {(0, 0, s) ∈ R2 oA R | s ∈ R} of X generates under left multipli-
cation a right invariant vector field F3 of X (see equation (2.3) where the notation for the matrix
A is different from the one used here). Next we will study the mean convexity of solid cylinders
in X obtained after flowing the domains enclosed by a family of homothetic ellipses in R2oA {0}
through the 1-parameter group of isometries {φs | s ∈ R} associated to F3, namely the left trans-
lations by elements in the z-axis of R2 oA R. The technical property stated in Proposition 5.4 will
be used in Theorem 5.6 below, in order to obtain the desired radius estimate for stable minimal
surfaces in X that generalizes Corollary 5.3.
Consider an ellipse Cµ = {(x, y, 0) ∈ R2 oA {0} | x2 + y2µ2 = 1}, where µ > 0 is to be
determined, and the family of homothetic ellipses
(5.2) rCµ = {(rx, ry, 0) | (x, y, 0) ∈ Cµ}, r > 0.
Let rEµ ⊂ R2 oA {0} denote the compact disk with boundary rCµ, and let
(5.3) Ω(r) =
⋃
s∈R
φs(rEµ)
be the F3-invariant closed solid cylinder obtained after flowing rEµ by the isometries that generate
F3.
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PROPOSITION 5.4. LetX = R2oAR be a metric semidirect product whereA is as in equation
(2.9) with α ∈ [0, 1) and β ∈ [0,∞). Then, there exist µ > 0 and r0 > 0 such that the F3-invariant
solid cylinder Ω(r) over rEµ defined in (5.3) is strictly mean convex for every r ≥ r0.
PROOF. Fix a positive µ to be determined later. Given r > 0, parameterize rCµ by γ = γ(t) =
(x(t), y(t), 0), where
(5.4) x(t) = r cos t, y(t) = rµ sin t, t ∈ [0, 2pi].
A parametrization Φ of the F3-invariant cylinder given by the boundary Σ = Σ(r) of Ω(r) is
obtained by flowing γ through the 1-parameter group {φs | s ∈ R}, i.e.,
Φ(t, s) = φs(γ(t)), (t, s) ∈ [0, 2pi]× R,
where φs(p, z) = (esAp, s+z) for all s, z ∈ R and p ∈ R2 (p is considered to be a column vector).
The mean curvature H = H(t, s) of Σ is given by the well-known formula
(5.5) 2(EG− F 2)H = eG− 2fF + gE,
where E,F,G and e, f, g are respectively the coefficients of the first and second fundamental form
of Σ (these coefficients are functions of (t, s)):
(5.6) E = ‖Φt‖
2, F = 〈Φt,Φs〉, G = ‖Φs‖2,
e = 〈N,∇ΦtΦt〉, f = 〈N,∇ΦtΦs〉, g = 〈N,∇ΦsΦs〉,
where Φt = ∂Φ∂t , Φs =
∂Φ
∂s
and N = Φt×Φs‖Φt×Φs‖ is the unit normal vector field to Σ. Observe that
Φt(t, 0) defines the counterclockwise orientation on rCµ and that Φs(t, 0) points upward. There-
fore, N(t, 0) points outward Ω(r) along γ. Since Σ is F3-invariant, the strict mean convexity
of Ω(r) will follow from the existence of some µ > 0 (depending solely on α, β) such that the
function t ∈ [0, 2pi] 7→ (eG− 2fF + gE)(t, 0) is strictly negative for r > 0 large enough.
Note that
(5.7) Φt(t, 0) = γ′(t) =
 x′(t)y′(t)
0
 =
 x′(t)y′(t)
0
 =
 − 1µy(t)µx(t)
0
 ,
where the parentheses (resp. brackets) refer to coordinates with respect to the basis {∂x, ∂y, ∂z}
(resp. to the usual orthonormal basis {E1, E2, E3} of the Lie algebra of X given by (2.4)); in
general, the change of coordinates between the two bases at a point (x, y, z) ∈ R2 oA R is
(5.8)
 ab
c
 =
 ezA( ab
)
c
 , a, b, c ∈ R.
Also, Φs(t, s) = (F3)Φ(t,s) and so, the globally defined right invariant vector field F3 extends Φs.
Using (2.3) (recall that the entries of the matrix A are given by (2.9)), we have
(5.9) F3(x, y, z) =
 δε
1
 (5.8)=
 δa11(−z) + εa12(−z)δa21(−z) + εa22(−z)
1
 ,
where
(5.10) δ(x, y) = (1 + α)x− (1− α)βy, ε(x, y) = (1 + α)βx+ (1− α)y,
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and aij(z) are the entries of the matrix ezA, see (2.5). In particular,
(5.11) Φs(t, 0) = (F3)γ(t) =
 δ(t)ε(t)
1
 ,
where δ(t) = δ(γ(t)) and ε(t) = ε(γ(t)).
From (5.7), (5.11) we can compute the coefficients of the first fundamental form at points of
the form Φ(t, 0):
(5.12)
 E(t, 0) = x
′(t)2 + y′(t)2,
F (t, 0) = δ(t)x′(t) + ε(t)y′(t),
G(t, 0) = 1 + δ(t)2 + ε(t)2.
The unit normal vector field at points of the form Φ(t, 0) is given by
(5.13) N(t, 0) =
1
∆(t)
(Φt × Φs)(t, 0) = 1
∆(t)
 y′(t)−x′(t)
ε(t)x′(t)− δ(t)y′(t)
 ,
where ∆(t) = ‖Φt × Φs‖(t, 0).
We next compute the coefficients of the second fundamental form of Σ. Using (5.7) and denot-
ing by DW
dt
the covariant derivative of a vector field W along γ, we have
(∇ΦtΦt) (t, 0)
(5.7)
=
D
dt
(
x′(t)(E1)γ(t) + y′(t)(E2)γ(t)
)
=
 x′′(t)y′′(t)
0
+ x′(t)∇γ′(t)E1 + y′(t)∇γ′(t)E2.
(5.14)
(2.8)
=
 x′′(t)y′′(t)
(1 + α)x′(t)2 + 2αβx′(t)y′(t) + (1− α)y′(t)2
 .
Analogously,
(∇ΦtΦs) (t, 0) =
D(F3 ◦ γ)
dt
(5.11)
=
D
dt
(
δ(t)(E1)γ(t) + ε(t)(E2)γ(t) + (E3)γ(t)
)
=
 δ′(t)ε′(t)
0
+ δ(t)∇γ′(t)E1 + ε(t)∇γ′(t)E2 +∇γ′(t)E3
(5.15)
(2.8)
=
 δ′(t)− (1 + α)x′(t)− αβy′(t)ε′(t)− αβx′(t)− (1− α)y′(t)
δ(t)[(1 + α)x′(t) + αβy′(t)] + ε(t)[αβx′(t) + (1− α)y′(t)]
 .
To compute g = 〈N,∇ΦsΦs〉 = 〈N,∇ΦsF3〉we use that F3 is a Killing vector field that extends
Φs:
g(t, s) = −〈Φs,∇NF3〉 = −1
2
N
(‖F3‖2)
(5.9)
= − (δa11(−z) + εa12(−z))N (δa11(−z) + εa12(−z))
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− (δa21(−z) + εa22(−z))N (δa21(−z) + εa22(−z)) .
Hence,
(5.16) g(t, 0) = −δ(t) {N(δ) + δ(t)N (a11(−z)) + ε(t)N (a12(−z))}
−ε(t) {N(ε) + δ(t)N (a21(−z)) + ε(t)N (a22(−z))} ,
where we have simplified the notation N(t, 0) by N . By using (5.10) and (5.13) one has (at (t, 0)):
(5.17)

N(δ) = 1
∆(t)
[(1 + α)y′(t) + (1− α)βx′(t)] ,
N(ε) = 1
∆(t)
[(1 + α)βy′(t)− (1− α)x′(t)] ,
N(aij(−z)) = − 1∆(t) [ε(t)x′(t)− δ(t)y′(t)] a′ij(0), for i = 1, 2.
Since (aij(z))i,j = ezA, then (a′ij(0))i,j = A. Now, (5.16) and (5.17) give
(5.18) ∆(t)g(t, 0) = −{(1 + α)y
′ + (1− α)βx′ − [(1 + α)δ − (1− α)βε] (εx′ − δy′)} δ
−{(1 + α)βy′ − (1− α)x′ − [(1 + α)βδ + (1− α)ε] (εx′ − δy′)} ε.
A direct substitution from (5.4), (5.6), (5.10), (5.14), (5.15) and (5.18) gives that
∆(t) (eG− 2fF + gE)(t, 0) = −µr2 + r4hα,β,µ(t)
− r6
4
{2µ+ 2αµ cos(2t) + β[1 + α− (1− α)µ2] sin(2t)}3 ,
where hα,β,µ(t) is a smooth, pi-periodic function of t depending on the parameters α, β, µ. From
the last displayed expression we deduce that the mean curvature of Σ with respect to N is strictly
negative for all r large enough provided that the expression
%α,β,µ(t) = 2µ+ 2αµ cos(2t) + β[1 + α− (1− α)µ2] sin(2t)
is positive as a function of t ∈ [0, 2pi], for any given values α ∈ [0, 1), β ∈ [0,∞) and for some
choice of µ = µ(α, β) > 0. Clearly,
%α,β,µ(t) = 2µ+ 〈u, v(t)〉 ≥ 2µ− ‖u‖,
where u = u(α, β, µ) = (2αµ, β[1 + α− (1− α)µ2]), v(t) = (cos(2t), sin(2t)) ∈ R2 and both
the last inner product and norm refer to the usual flat metric in R2. Therefore, the proposition will
be proved if we show that the following elementary property holds:
(R) Given (α, β) ∈ [0, 1)× [0,∞), there exists µ > 0 such that
4µ2 > ‖u‖2 = 4α2µ2 + β2[1 + α− (1− α)µ2]2.
If β = 0, then Property (R) clearly holds as α2 < 1. If β > 0, then the proof of Property (R) follows
from an elementary analysis of the function χ(λ) = 4(1−α2)λ−β2[1+α− (1−α)λ]2, which has
a (unique) maximum at λ0 = 1+α1−α (1 + 2β
−2) > 0, with value χ(λ0) = 4(1 + α)2 (1 + β−2) > 0.
Now the desired µ > 0 can be chosen as µ =
√
λ0. This completes the proof of the proposition. 
As a consequence of the mean convexity of Ω(r), we have:
PROPOSITION 5.5. LetX = R2oAR be a non-unimodular metric semidirect product, whereA
is as in equation (2.9) with α ∈ [0, 1) and β ∈ [0,∞). Let µ, r0 > 0 and Ω(r) be the numbers and
related F3-invariant, mean convex solid cylinder given in Proposition 5.4. Suppose that r > r0.
Then every compact immersed minimal surface M ⊂ X whose boundary lies in Ω(r) satisfies that
M ⊂ Ω(r).
PROOF. It is a consequence of a standard mean curvature comparison argument based on the
following two facts:
27
• For every r ≥ r0, Ω(r) has mean convex boundary by Proposition 5.4, and Ω(r0) ⊂ Ω(r).
• The collection of boundaries {∂Ω(r) | r ≥ r0} forms a codimension-one foliation of X−Ω(r0).

Finally, from Proposition 5.1, Theorem 5.2 and Proposition 5.5, we can conclude the desired
radius estimate for compact stable minimal surfaces in metric semidirect products stated in Theo-
rem 1.1:
THEOREM 5.6. Let X = R2 oA R be a metric semidirect product. Given r > 0 and any
vertical geodesic Γ ⊂ X , there exists a positive number Λ(r) > 0 such that the following property
holds: for any compact stable minimal surface M in X such that all points of its boundary ∂M
are at distance at most r from Γ, the radius of M is at most Λ(r).
PROOF. We first consider the case where A is as in equation (2.9) with α ∈ [0, 1) and β ∈
[0,∞). Let M be a compact stable minimal surface in X whose boundary lies in the closed solid
metric cylinderW(Γ, r) of radius r > 0 in X around a vertical geodesic Γ. Note that there exists
some r′ = r′(r) > 0 such that W(Γ, r) ⊂ Ω(r′), where Ω(r′) is the mean convex solid cylinder
given in Proposition 5.4. Then, by Proposition 5.5 we deduce that M ⊂ Ω(r′). As there exists
some r′′ = r′′(r) > 0 such that Ω(r′) ⊂ W(Γ, r′′), we obtain from Theorem 5.2 and the Schoen-
Ros curvature estimates for stable minimal surfaces [34, 32] the desired radius estimate.
If X is non-unimodular with A given by (2.9) and non-positive Milnor D-invariant, or else
trace(A) = 0, then we apply Proposition 5.1 to conclude that every compact immersed stable
minimal surface in X is contained in some metric cylinderW(Γ, r′), where r′ depends only on X
and r. Then, as in the previous paragraph, Theorem 5.2 implies that M has a radius estimate that
only depends on X and r. This last observation completes the proof. 
6. Appendix.
PROPOSITION 6.1. Let X be a non-unimodular semidirect product R2 oA R endowed with
its canonical metric, where A ∈ M2(R) is given by (2.9) for some constants α, β ≥ 0. Let
D = det(A) = (1− α2)(1 + β2) be the Milnor D-invariant associated to the Lie group R2 oA R.
Then, the following properties hold:
1. Given z ∈ R, the exponential of the matrix zA is equal to
(6.1) ezA = ez [CD(z) I2 + SD(z)(A− I2)] ,
where I2 ∈M2(R) is the identity matrix and
(6.2)
CD(t) =
 cosh(
√
1−D t) if D < 1,
1 if D = 1,
cos(
√
D − 1 t) if D > 1,
SD(t) =

1√
1−D sinh(
√
1−D t) if D < 1,
t if D = 1,
1√
D−1 sin(
√
D − 1 t) if D > 1.
2. The norms of ∂x, ∂y and their inner product with respect to the canonical metric are
‖∂x‖2 = e−2z
{
β2(1 + α)2SD(z)
2 + [CD(z)− αSD(z)]2
}
‖∂y‖2 = e−2z
{
β2(1− α)2SD(z)2 + [CD(z) + αSD(z)]2
}
〈∂x, ∂y〉 = −2αβe−2z SD(z) [SD(z) +CD(z)] .
In particular:
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2a. if D > 0 then ‖∂x‖2, ‖∂y‖2, 〈∂x, ∂y〉 decay exponentially as z → +∞, and so, the norm of
every horizontal right invariant vector field in X decays exponentially as z → +∞ as well.
2b. IfD < 1, thenA is diagonalizable with distinct eigenvalues λ± = 1±
√
1−D. Let v+, v− ∈
R2 be unitary eigenvectors of A associated to λ+, λ−, and let V+, V− be the horizontal right
invariant vector fields in X determined by V±(~0) = v±. Then, ‖V±‖(x, y, z) = e−λ±z for
all (x, y, z) ∈ X .
PROOF. Since trace(A) = 2 and det(A) = D, then the characteristic equation for A gives
A2 − 2A + D I2 = 0. From here it is straightforward to show that if we define f : R → M2(R)
by f(z) = ez [CD(z) I2 + SD(z)(A− I2)], then f ′(z) = Af(z) and f(0) = I2 (for this, use that
S′D = CD and that C
′
D = (1−D)SD), which gives item 1 of the proposition.
The three displayed equalities in item 2 of the proposition are also direct computations that only
use (6.1) and the expression (2.7) of the canonical metric in terms of x, y, z. If D > 0, then (6.2)
and the three displayed equalities in item 2 imply that ‖∂x‖2, ‖∂y‖2, 〈∂x, ∂y〉 decay exponentially
as z → +∞. If D < 1, then the characteristic equation of A has two distinct real roots λ± =
1 ± √1−D, which implies that A is diagonalizable. After a fixed rotation in the (x, y)-plane
around the origin (this change of coordinates does not affect either the Lie group structure in
R2 oA R or its canonical metric), we can assume that V+ = ∂x, i.e.,
A =
(
λ+ b
0 λ−
)
and thus, ezA =
(
eλ+z a12(z)
0 eλ−z
)
for certain b ∈ R and a12(z) function of z. Thus, (2.7) directly gives that ‖V+‖(x, y, z) =
‖∂x‖(x, y, z) = e−λ+z. The proof of ‖V−‖(x, y, z) = e−λ−z is analogous. 
ACKNOWLEDGMENTS: First author’s financial support: This material is based upon work for the
NSF under Award No. DMS-1309236. Any opinions, findings, and conclusions or recommenda-
tions expressed in this publication are those of the authors and do not necessarily reflect the views
of the NSF. Second author’s financial support: Research partially supported by MICINN-FEDER,
Grant No. MTM2013-43970-P, and Programa de Apoyo a la Investigacion, Fundacion Seneca-
Agencia de Ciencia y Tecnologia Region de Murcia, reference 19461/PI/14. Third author’s finan-
cial support: Research partially supported by a MINECO/FEDER grant no. MTM2014-52368-P.
References
[1] U. Abresch and H. Rosenberg. A Hopf differential for constant mean curvature surfaces in S2 × R and H2 × R.
Acta Math., 193(2):141–174, 2004. MR2134864 (2006h:53003), Zbl 1078.53053.
[2] U. Abresch and H. Rosenberg. Generalized Hopf differentials. Mat. Contemp., 28:1–28, 2005. MR2195187, Zbl
1118.53036.
[3] P. Collin and H. Rosenberg. Construction of harmonic diffeomorphisms and minimal graphs. Annals of Math.,
172(3):1879–1906, 2010. MR1713304, Zbl 0949.53009.
[4] B. Daniel. Isometric immersions into 3-dimensional homogeneous manifolds. Comment. Math. Helv., 82(1):87–
131, 2007. MR2296059, Zbl 1123.53029.
[5] B. Daniel. The Gauss map of minimal surfaces in the Heisenberg group. Int. Math. Res. Notices, 2011(3):674–
695, 2011.
[6] B. Daniel and L. Hauswirth. Half-space theorem, embedded minimal annuli and minimal graphs in the Heisen-
berg group. Proc. Lond. Math. Soc. (3), 98(2):445–470, 2009. MR2481955, Zbl pre05530823.
[7] B. Daniel, L. Hauswirth, and P. Mira. Constant mean curvature surfaces in homogeneous manifolds. Korea
Institute for Advanced Study, Seoul, Korea, 2009.
29
[8] B. Daniel, W. H. Meeks III, and H. Rosenberg. Half-space theorems for minimal surfaces in Nil3 and Sol3. J.
Differential Geom., 88(1):41–59. MR2819755, Zbl 1237.53053.
[9] B. Daniel and P. Mira. Existence and uniqueness of constant mean curvature spheres in Sol3. Crelle: J Reine
Angew Math., 685:1–32, 2013. MR3181562, Zbl 1305.53062.
[10] C. Desmonts. Constructions of periodic minimal surfaces and minimal annuli Sol3. Pacific J. Math., 276:143–
166, 2015.
[11] I. Fernandez and P. Mira. Harmonic maps and costant mean curvature surfaces in H2 × R. Amer. J. Math.,
129:1145–1181, 2007.
[12] I. Fernandez and P. Mira. Holomorphic quadratic differentials and the Berstein problem in Heisenberg space.
Trans. Amer. Math. Soc., 361:5737–5752, 2009. MR2529912, Zbl 1181.53051.
[13] I. Fernandez and P. Mira. Constant mean curvature surfaces in 3-dimensional Thurston geometries. In Proceed-
ings of the International Congress of Mathematicians, Volume II (Invited Conferences), pages 830–861. Hindus-
tan Book Agency, New Delhi, 2010. Preprint at http://arXiv.org/abs/1004.4752.
[14] J. Inoguchi and S. Lee. A Weierstrass type representation for minimal surfaces in Sol. Proc. Amer. Math. Soc.,
136(6):2209–2216, 2008.
[15] A. Kru¨ger. The mean curvature equation on semidirect products R2 oA R: Height estimates and Scherk-like
graphs. To appear in J. Aust. Math. Soc.
[16] R. Lo´pez and M.I. Munteanu. Minimal translation surfaces in Sol3. J. Math. Soc. Japan, 64(3):985–1003, 2012.
[17] M. Manzano, J. Pe´rez, and M. M. Rodrı´guez. Parabolic stable surfaces with constant mean curvature. Calc. Var.
Partial Differential Equations, 42:137–152, 2011. MR2819632, Zbl 1228.53009.
[18] W. H. Meeks III. Uniqueness theorems for minimal surfaces. Illinois J. of Math., 25:318–336, 1981. MR0607034,
Zbl 0472.53009.
[19] W. H. Meeks III, P. Mira, J. Pe´rez, and A. Ros. Constant mean curvature spheres in homogeneous three-spheres.
Preprint at http://arxiv.org/abs/1308.2612.
[20] W. H. Meeks III and J. Pe´rez. Finite topology minimal surfaces in homogeneous three-manifolds. Preprint at
http://arxiv.org/abs/1505.06764.
[21] W. H. Meeks III and J. Pe´rez. Constant mean curvature surfaces in metric Lie groups. In Geometric Analysis,
volume 570, pages 25–110. Contemporary Mathematics, edited by J. Galvez, J. Pe´rez, 2012. MR2963596, Zbl
1267.53006.
[22] W. H. Meeks III and S. T. Yau. The classical Plateau problem and the topology of three-dimensional manifolds.
Topology, 21(4):409–442, 1982. MR0670745, Zbl 0489.57002.
[23] W. H. Meeks III and S. T. Yau. The existence of embedded minimal surfaces and the problem of uniqueness.
Math. Z., 179:151–168, 1982. MR0645492, Zbl 0479.49026.
[24] A. Menezes. Periodic minimal surfaces in semidirect products. J. Australian Math. Soc., 96:127–144, 2014.
[25] C. B. Morrey. The problem of Plateau on a Riemannian manifold. Ann. of Math., 49:807–851, 1948. MR0027137,
Zbl 0033.39601.
[26] B. Nelli and H. Rosenberg. Minimal surfaces in H2 × R. Bull. Braz. Math. Soc. (N.S.), 33(2):263–292, 2002.
MR1940353, Zbl 1038.53011.
[27] M.H. Nguyen. The dirichlet problem for the minimal surface equation in Sol3, with possible infinite boundary
data. Illinois J. Math., 54:891–937., 2014.
[28] J. C. C. Nitsche. On new results in the theory of minimal surfaces. Bull. Amer. Math. Soc., 71:195–270, 1965.
MR0173993, Zbl 0135.21701.
[29] T. Rado. On Plateau’s problem. Ann. of Math., 31(3):457–469, 1930. MR1502955.
[30] T. Rado. Some remarks on the problem of Plateau. Proc. Natl. Acad. Sci. USA, 16:242–248, 1930.
[31] M. M. Rodrı´guez. Minimal surfaces with limit ends inH2×R. Journal fu¨r die reine und angewandte Mathematik
(Crelle’s Journal), (685):123–141, 2013. MR3181567, Zbl 1284.53010.
[32] A. Ros. One-sided complete stable minimal surfaces. J. Differential Geom., 74:69–92, 2006. MR2260928, Zbl
1110.53009.
[33] H. Rosenberg. Minimal surfaces in M2 × R. Illinois J. of Math., 46:1177–1195, 2002. MR1988257, Zbl
1036.53008.
[34] R. Schoen. Estimates for Stable Minimal Surfaces in Three Dimensional Manifolds, volume 103 of Ann. of Math.
Studies. Princeton University Press, 1983. MR0795231, Zbl 532.53042.
30
[35] F. Torralbo. Compact minimal surfaces in the Berger spheres. Ann. Global Ana. Geom., 41(4):391–405, 2012.
MR2897028, Zbl 1242.53076.
WILLIAM H. MEEKS III, MATHEMATICS DEPARTMENT, UNIVERSITY OF MASSACHUSETTS, AMHERST, MA
01003
E-mail address: profmeeks@gmail.com
PABLO MIRA, DEPARTMENT OF APPLIED MATHEMATICS AND STATISTICS, UNIVERSIDAD POLITE´CNICA
DE CARTAGENA, E-30203 CARTAGENA, MURCIA, SPAIN.
E-mail address: pablo.mira@upct.es
JOAQUI´N PE´REZ, DEPARTMENT OF GEOMETRY AND TOPOLOGY AND INSTITUTE OF MATHEMATICS IEMATH-
GR, UNIVERSITY OF GRANADA, 18001 GRANADA, SPAIN
E-mail address: jperez@ugr.es
31
