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Abstract 
An experiment was carried out to determine whether visual cues to attention 
could affect frequency selectivity. The 19 participants each completed baseline 
thresholds for auditory and visual stimulus discrimination. Visual thresholds were 
defined by contrast while auditory thresholds were defined by sound to noise 
ratio. Participants then had their accuracy tested in both auditory and visual 
discrimination tasks under different auditory and visual cue conditions. In order to 
demonstrate cuing effects crossmodally the experiment worked on the assumption 
that visual attention could be focused through the use of cues, and that auditory 
attention could be focused onto limited frequency bands using auditory cues. 
Visual results indicated that visual cues to attention could improve performance 
on visual discrimination tasks in line with prior research. However, auditory 
results failed to show noteworthy frequency selectivity effects. Auditory results 
did show a marginal interaction however, suggesting that visual cues to attention 
may affect frequency selectivity. Future research is needed to clarify these 
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Visual and auditory cues to attention: The effect of visual attentional focus on 
frequency selectivity 
 The ability to perceive and understand the world depends upon 
successfully combining sensory information from multiple modalities, such as 
hearing and vision. Accordingly, there is a great deal of cross-modal perceptual 
research (for a review, see Spence, 2011). Early work in the field largely focused 
on behavioural studies investigating overlaps in effects between sensory 
modalities (Spence, 2011). Consistent overlap in effects between specific qualities 
in different modes of perception, such as object size and pitch height (E.g. 
Rusconi, Kwan, Giordano, Umilta, & Butterworth, 2006), were seen to be 
crossmodally congruent, possessing some kind of persistent shared attribute. 
These crossmodal congruencies do not simply exist on an abstract level, but affect 
everyday interaction, allowing not only for the identification of common sources 
for stimuli, such as seeing a mouth move and hearing speech (Spence & Driver, 
2000), but also for allocation of attentional resources (For a review see Driver & 
Spence, 2004). Generally early studies in the field have sought to determine what 
crossmodal congruencies exist in terms of basic dimensions such as spatial or 
temporal overlaps. Later studies have sought to explain why they exist at higher 
levels of neural or cognitive processing, extrapolating causes as 
neurological/synaesthetic, semantically associated, or naturally associated through 
experience of the environment (Spence, 2011). In recent times other studies 
(Alais, Morrone, & Burr, 2006; Chiou & Rich, 2012; Justus & List, 2005; Keitel, 
Maess, Schroger, & Muller, 2013) have sought to go one step further and 
investigate how crossmodal congruencies affect allocation of attentional resources 
within our environment, or attentional orienting.  
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 Martino and Marks (2001) contend that crossmodal congruency actually 
represents a ‘weak synaesthesia’, suggesting that there is a systematic framework 
for crossmodal associations that resembles that of ‘strong’ synaesthesia, i.e. actual 
crossover between neurological processes. While they are not the only ones to 
suggest this theory, Spence (2011) argues that this is essentially a misnomer as , 
all types of crossmodally congruent stimuli have a relevance between same 
culture subjects. That is, even in strong synaesthesia associations are, at least to 
some degree, learned. For this reason theorists such as Spence deny that the term 
synaesthesia can be correctly applied to such phenomena, instead preferring the 
term crossmodal congruency. 
Crossmodal congruency has been well demonstrated by, for example,  
consistent findings that sounds of a high pitch and objects of high elevation have 
an association, causing increased reaction times (RT’s) to each other in priming 
experiments comparative incongruent stimuli (Evans & Treisman, 2010; Parise & 
Spence, 2012; Spence & Driver, 1996; Spence, Nicholls, Gillespie, & Driver, 
1998) . This has led to suggestions that the semantic overlap in terminology, 
caused by the use of the word ‘high’ for both cases, prompts the effectiveness of 
crossmodal priming in these cases. However, Parise and Spence (2012) and Evans 
and Treisman (2010) have also found that object size is congruent with pitch and 
elevation, with small objects being congruent with high objects and sounds (Also 
large objects with low sounds). This finding supports the idea that such a 
congruency is informed by naturally occurring associations between the stimuli, 
rather than semantic overlap of terms, in this case as a basic relationship between 
size and resonant frequency (a pin dropping causes a high pitch sound and a large 
box a low one).  
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All of these theories, while explaining different higher level processing have one 
factor in common, that they are all learned from our environment to some degree. 
This raises an important question as to how these high level processes are 
informed in the first place. In line with earlier studies looking at spatial and 
temporal overlap between crossmodal stimuli (For a review see Freides, 1974), as 
well as more recent studies including neurological data (For a review see Talsma, 
Senkowski, Soto-Faraco, & Woldorff, 2010) the base level construction of 
crossmodal congruency seems to exist within the construction of space, or space-
time, itself. This construction of space is achieved through the entire plethora of 
human faculty, seemingly involving balance, body motion, touch, visual, and 
auditory processes (Driver & Spence, 2004). Further, where these integrations 
where these integrations occur in the brain is well-understood, mostly in the 
superior colliculus, which seems to both provide a central stage for integration of 
multisensory experience, as well as regulatory feedback (Driver & Spence, 2004, 
pp. 1-24, 25-50, 69-98). There is further integration in multisensory areas of the 
pre-motor cortex (which plans the neural sequence of physical actions), 
integrating visual stimuli and upper body tactile stimuli – such that fast, 
pronounced reactions can occur as objects approach too close to the body (Driver 
& Spence, 2004, pp. 51-67). As well as the ventral intraparietal area where there 
is tri-modal – auditory, tactile/proprioceptive, and visual – interaction centering 
around the movement of the eyes, and contributing to our retinocentric perception 
(Driver & Spence, 2004, pp. 51-67). While these areas have been mapped, there 
are also doubtless more areas engaging in such tasks. Driver and Spence (1998) 
suggest that the purpose of such spatial integrations is based largely around 
attentional process, knowing where to direct our endogenous (consciously 
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controlled) attention, and being alerted when necessary to stimuli attracting 
exogenous (automatic and involuntary) attention. These lower level processes 
must exist in order to create higher level crossmodal associations, and seem to do 
so by controlling through control of attentional processes. 
 While much literature has been written on the nature of attention (for a 
review see Wickens, 1980), there are some general theories about its nature. 
Integral to these theories, is the idea that individuals have specific attentional 
resources, i.e. that there is a limited capacity for attention that can be expended at 
any one time. There has however, been much debate on how attentional resources 
are allocated. More specifically, there has been some detailed research into 
breadth of attention; the scope of visual or auditory information that is, or can be, 
attended to at any time. Theories of visual scope of attention have suggested that 
rather than allocation of attention to a given visual space appearing in a spotlight 
fashion, it is instead allocated more like a focusing lens (Eriksen & St. James, 
1986). The ramifications of this difference are that a given amount of attention is 
distributed amongst a given space, such that an individual will be capable of 
greater accuracy and speed in discriminating in a narrower than a broader area of 
attention. Erikson and St. James’ theory has been given strong support not only by 
their own findings but also by a plethora of others (for a review see Carrasco, 
2011). These studies demonstrate that the size of cues surrounding attended 
stimuli can be altered to significantly affect reaction times, to those stimuli, 
throughout a number of tasks. Castiello and Umiltà (1990) investigated whether 
changing the size of a visual cue surrounding a central fixation point would affect 
visual processing efficiency, determined by the detection of a subsequently 
presented target stimuli (the stimuli participants are trying to detect). They found 
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that processing efficiency decreased as the size of the visual cue increased, as 
well as gradual drop off in efficiency outside of the attentional focus provided by 
the visual cue. This effect of altering the size of visual cues to manipulate 
attentional focusing is known as the cue size effect (Turatto et al., 2000). 
 Early studies on the cue size effect made little effort to differentiate focus 
of attention and orientating of attention (Castiello & Umiltà, 1990; Eriksen & St. 
James, 1986; Laberge & Brown, 1986). In order to look more closely at the 
focusing of attention – disregarding orientation – Maringelli and Umilta (1998) 
investigated cue size effect with regard to attentional focus, comparing orienting 
tasks to purely focus driven tasks. Their study found that the stimulus onset 
asynchrony needed for a strong cue size effect on RT’s in a detection task was 
drastically shortened from around 500ms to 100ms respectively. This suggests a 
more automatic and exogenous attentional focusing process comparative to 
orienting processes. The finding is in line with research by Müller and Rabbitt 
(1989) who found differing activation times for reflexive versus voluntary 
orienting processes, ranging from around 100-300ms versus a minimum of 500ms 
respectively. This was taken even further by Turatto et al. (2000) whom 
demonstrated that even where participants were instructed to maintain focus on a 
previously presented focal cue, RT’s on a detection task were in fact affected in 
line with a subsequent focal cue that participants were instructed to ignore. Thus 
it becomes clear that a cue size effect on visual processes is an inherently 
exogenous process.  
 Interestingly, research has demonstrated that auditory attentional focus can 
also be manipulated in a number of ways (for a review see Alain & Arnott, 2000) 
. There is an important distinction to make here however, between auditory 
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localisation and pitch perception. Auditory localisation occurs primarily as a 
result of interaural (between the ears) differences in temporal and intensity 
characteristics and allows listeners to distinguish the locations of a given auditory 
stimuli (Middlebrooks & Green, 1991; Roman, Wang, & Brown, 2003). 
Alternatively, pitch perception has been demonstrated to be fundamental to the 
segregation of different sounds (Bregman, 1994, pp. 642-643; Darwin, 1997). 
Interestingly, auditory localisation has also proved to be important in separating 
different streams of sound, though this appears to be a more complex process 
(Darwin, 1997). These findings support a theory by Kubovy and Van Valkenburg 
(2001) which proposes that auditory stimuli can possess properties characteristic 
of objecthood. That is, that there is a ‘what’ and ‘where’ of auditory stimuli that 
creates a perception of a continuous auditory object when qualities such as 
location, timbre, rhythm and pitch persist.  This allows for a number of 
phenomena such as; one instrument being able to produce two melodies while 
only able to produce one note at a time (Bregman, 1994, p. 642). This perception 
of an auditory object defined by frequency has been demonstrated to stand up not 
only to brief occlusion (Bregman & Dannenbring, 1977), but also to slight 
variations in the pitch (Mcpherson, Ciocca, & Bregman, 1994). These findings 
demonstrate that attention can be directed towards particular frequencies.  
 Auditory localisation has also been shown to have a strong effect on 
attentional processes, with attention to an auditory location increasing  speech 
intelligibility (Chiou & Rich, 2012), as well as accuracy (Sach, Hill, & Bailey, 
2000) and RT’s (Rhodes, 1987) to non-speech stimuli. Interestingly these 
auditory localisation experiments use visual cues, or visual gaze to determine 
attended locations. This is, unfortunately necessary due to a visual bias that exists 
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in audio-visual localisation which occurs for speech (Spence & Driver, 2000) and 
non-speech sounds (Bertelson, Vroomen, De Gelder, & Driver, 2000). Conflicting 
visual and auditory information has also  been demonstrated in animal tests to 
cause a remapping of auditory space, particularly representations in the superior 
colliculus, to correspond with manipulated visual sensory input (King & Carlile, 
1993; Knudsen & Knudsen, 1989). While this makes drawing inferences about 
auditory attention from auditory localisation experiments questionable, it does 
highlight the crossover in processing mechanisms between auditory and visual 
systems. There is also significant crossover between auditory localisation and 
frequency discrimination. A study by Mondor, Zatorre, and Terrio (1998), 
demonstrated that both localisation and pitch pre-cues affected target 
discrimination in localisation and frequency discrimination tasks even where the 
pre-cue was irrelevant. Furthermore, Zatorre, Mondor, and Evans (1999) 
demonstrated that similar cerebral systems were activated while attending to 
auditory location and pitch, particularly areas of the right parietal, temporal and 
frontal lobes. 
Given that attention can be directed towards select frequencies, there has 
been much interest in the ways in which auditory attention focuses on particular 
frequencies. A study by Scharf, Quigley, Aoki, Peachey, and Reeves (1987) 
embedded tones in background ‘white noise’ (a randomised and changing group 
of frequencies distributed over a large frequency range at equal intensities) at a 
sound to noise ratio (SNR) that allowed for participants to accurately detect 
embedded tones around 70.7% of the time. They then presented cue tones 
followed by target tones which differed in frequency by fixed ratios, also known 
as cue-target ratios. They demonstrated that when a target pure tone (only one 
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frequency) was expected, by being cued by a similar tone, the accuracy of 
detection was as high as 90%, compared with unexpected tones approaching 
chance levels of detection. However, Scharf et al. (1987) found that as tones 
moved away from the expected frequency the decline in accuracy was graded, 
with accuracy dropping more the further the unexpected tone was from the cue. 
This led them to confirm their supposition of an auditory attention band (a 
measure of how narrowly attention is focused) occurring within frequency 
listening. That is, that attention to a particular frequency increases the capacity to 
discriminate sounds of a similar frequency.  A similar study by Botte (1995) 
manipulated the range of frequencies used for the target tone into a broad and 
narrow range. Botte found that greater ranges of target tone frequencies seemed to 
create a broader attention band, that is, cues became more effective for 
frequencies at higher ratios than where the range of target tone frequencies was 
narrow. Botte further demonstrated that narrowing of the target frequency range 
increased the accuracy for detection of target tones at the extremes of the 
frequency range when presented at a low SNR, demonstrating increased attention 
within a narrower frequency range. Botte (1995) expressed this finding as a curve 
plotting calculated attenuation in dB comparative to control trials against target 
frequency, creating a frequency selectivity curve – which Botte (1995) called the 
probe-signal contour – which resembles a normal curve, with 1:1 cue-target ratios 
around 0dB attenuation and diverging ratios on either side increasing attenuation 
exponentially. T. J. Green and McKeown (2001) expanded on these prior findings 
of selective frequency attention by investigating the effect of expectations on 
frequency attention bands further. Their study manipulated the expectations 
participants had of hearing cues that were validly related to targets by varying the 
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proportion of trials’ blocks using highly similar cue and target tones. The study 
found that where cues were expected to validly predict target frequencies the 
frequency selectivity curve was broader (declined less steeply). The results 
suggested that where participants had no expectations, and were therefore 
attending cues in an exogenous fashion, the cue effect was more pronounced 
comparative with the uninformative cue condition creating a steeper frequency 
selectivity curve. The combined results of these experiments demonstrate that 
attention can be focused onto broader or narrower frequency ranges, by preceding 
cues, such that accuracy in detection of tones is increased within the attended 
frequency band. 
These auditory studies demonstrate an attentional focusing to pitch very 
similar to the focus on space demonstrated by Castiello and Umiltà (1990), with 
broader attentional focus allowing for a better general reaction, and narrower 
attentional focus allowing for much better discrimination within the given 
attentional range. The visual cuing experiment by Laberge and Brown (1986)  
demonstrated a drop off in RT’s for visual stimuli detection following increased 
distance in visual angle relative to an initial attentional focus, similar results to 
those found by T. J. Green and McKeown (2001) for attenuation of frequency 
detection at greater distances from cued frequencies. A further study by Yantis 
and Jonides (1990) also demonstrated variance in cue effects based on the 
informative reliability of visual cues in given tasks, creating a further parallel with 
the work of T. J. Green and McKeown (2001), where informativeness of auditory 
cues modulated their effectiveness.  These studies strongly support the Eriksen 
and St. James (1986) conception of a zoom lens model for attention, but in this 
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case as existent in auditory attention as well as visual, and in pitch perception as 
much as localisation.  
From this point the similarities in style of attentional processing open the 
possibilities for shared mechanisms controlling both processes. While this is 
certainly not surprising considering research into shared neurological areas for the 
crossmodal construction of perceptual space such as Driver and Spence (2004, pp. 
1-24, 25-50, 69-98), it seems intuitively more feasible to link audio-visual 
localisation processes than location and pitch. Yet Zatorre et al. (1999) 
demonstrated that attention to auditory pitch and location also used similar 
cerebral mechanisms. Furthermore, crossmodal studies have demonstrated the 
relationship between auditory pitch and visuospatial objects in terms of a visual 
objects’ relative orientation (Rusconi et al., 2006), size (Gallace & Spence, 2006), 
shape (Galera, von Grunau, & Panagopoulos, 2005) or even motion (Kawabe, 
Miura, & Yamada, 2008). While these studies primarily focused on cross-modal 
congruency, they all demonstrated an overlap in attentional processes controlling 
pitch and visual focus. Crossmodal studies such as Spence and Driver (1996, 
1997) demonstrated that congruent crossmodal stimuli could affect endogenous 
attentional processes across auditory and visual modalities and exogenous 
attention could be improved visually using congruent auditory stimuli. This was 
taken further by Gallace and Spence (2006) whom demonstrated that during 
visual tasks visual size judgement was affected by irrelevant consecutive tones of 
differing relative frequency played throughout. However, other studies have 
sought to look at crossmodal attentional affects that do not rely on crossmodal 
congruency. This is particularly the case for studies such as (Escoffier & 
Tillmann, 2008) which demonstrated that the tonal function of chords, how well 
VISUAL AND AUDITORY CUES TO ATTENTION  14 
 
they fitted within a broader melody, affected listeners  attention to, and thus speed 
of, visual processing, despite being irrelevant to the visual task. Such experiments 
raise the possibility of further investigation into the shared attentional processes 
between vision and audition. Studies such as Alais et al. (2006) have suggested 
that there are separate attentional resources for vision and audition, at least at low-
level processing. Alais et al. showed no interference in attentional processing 
during the completion of two simultaneous tasks involving crossmodal tasks 
comparative with two tasks from the same modality which showed a decrease in 
performance. However Alais et al. did not have a baseline single task 
performance level, which makes it difficult to infer that performance was 
hindered by same tasks rather than improved by dual tasks. Interestingly, Alais et 
al. concede that the study only looked at the lowest level of attentional process 
and altered task demands could almost certainly alter results. 
In the following study we are seeking to understand whether broad versus 
narrow visual attentional focus can be used to create broad versus narrow focus of 
auditory attention in terms of frequency selectivity. The idea is, that if there is a 
strong overlap between the breadth of visual and auditory attention, in line with 
the zoom lens model proposed by Eriksen and St. James (1986), a narrowing of 
the visual attentional spotlight should also result in a narrowing of the frequency 
selectivity curve. That is, in line with Botte (1995), if the narrowing of visual 
attention narrows the frequency selectivity band, smaller visual cues should result 
in better accuracy in detection of target tones within a small frequency region; 
comparative with larger cues providing lower accuracy across a wider frequency 
band. In order to demonstrate such an effect the experiment will also need to 
demonstrate the presence of two underlying assumptions. Firstly, it must be 
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shown that cuing a narrow visual attentional focus will improve processing of 
objects within the given visual field comparative with a broader attentional focus, 
or no focus at all.  Secondly, that the detection of auditory stimuli should increase 
when cued by similar auditory stimuli frequencies, and decrease as the cue-target 
ratio diverges. These assumptions are necessary to demonstrate that attentional 
focus is being directed within each modality separately. If the assumptions can be 
proven, then it will be possible to demonstrate an overlap of the attentional 
processes, if such an overlap does indeed exist. 
The study will draw on the visual attentional focus paradigm used by 
Castiello and Umiltà (1990) to create visual cues to prompt attentional focus. The 
level of attentional focus will be demonstrated using a discrimination task which 
will vary the contrast of stimuli and measure accuracy of detection to determine 
the level of attentional focus, when the stimuli appears within a small, a large or 
no visual cue, in line with prior research along these lines (Alais et al., 2006; 
Carrasco, 2011; Herrmann, Montaser-Kouhsari, Carrasco, & Heeger, 2010). The 
auditory tasks will measure the ability to detect tones in background white noise 
as used in prior conclusive studies by (T. J. Green & McKeown, 2001; Scharf et 
al., 1987; Woods, Alain, Diaz, Rhodes, & Ogawa, 2001). Thresholds will be 
established for participants using a standard parameter estimation by sequential 
testing (PEST) technique (Taylor & Creelman, 2005). By combining cues from 
both tasks the experiment will determine whether there is an effect of the scope 
visual attention focus on frequency selectivity. As such, there are three 
hypotheses. Firstly, detection of auditory stimuli will be better when cued by 
stimuli of similar frequencies and will decrease as a function of diverging cue-
target ratios. Second, that visual discrimination will be better when cued by a 
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visual attentional focus and discrimination will further improve for a narrower 
than broader visual focus. Thirdly, it is hypothesised that auditory frequency 
selectivity bands will be narrower when cued by a narrower/smaller visual 
attentional focus than a broader attentional focus, and be narrower for both than 
when there is no attentional focus at all. 
Method 
Participants 
 Participants in the study were recruited from Murdoch University campus 
using an online study pool, on campus advertisements and word of mouth. 
Participants (N=19) ages ranged from 18-47 with a mean age of 21, with 4 male 
and 15 female participants. All participants reported normal or corrected to 
normal vision and hearing.  
Equipment 
  Stimuli were produced and presented using custom scripts in 
Matlab 2009a using the Psychophysics Toolbox extensions (Brainard, 1997; 
Kleiner et al., 2007; Pelli, 1997).The experiment was run on Windows 7 PC with 
a Realtek High definition audio soundcard. Visual stimuli were presented at a 60 
Hz refresh rate on a Dell
TM
 1703FPt monitor at 1280 by 1024 resolution
1
. 
Participants heard the auditory stimuli through Sennheiser HD280 Pro 
headphones. Participants completed an experiment information sheet, consent 
form, background details form and a sheet of paper detailing instructions for the 
main part of the experiment. Participants were seated in a closed, quiet, 
windowless room with normal lighting levels, approximately 75cm from the 
screen. Participants undertook all tasks alone with the door closed. 
                                                          
1
 Other video card specifications are unavailable due to a computer error. 
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Design 
  The experiment took place in two stages; a baseline; and a main 
experimental phase. The baseline stage consisted of a test of auditory sensitivity, 
and visual contrast sensitivity with the order of tasks counterbalanced across 
participants. The baseline stage was used to establish thresholds of auditory and 
visual acuity that yielded 80% accuracy. After the baseline phase, the main 
experimental phase repeated these tests using baseline threshold values while both 
the visual and auditory components were present, creating combined audiovisual 
stimuli. Participants engaged in one task at a time, and tasks were 
counterbalanced in blocks across participants. 
Auditory baseline:  Tones were pure sine wave tones, 50ms in duration. 
Background white noise was random number generated, starting at 0dB signal to 
noise ratio (SNR) before being adjusted by the PEST procedure at each step at a 
min:max 1:20dB SNR. White noise was present for the duration or all individual 
trials. Matlab code was designed to insert the desired pure sine-tone frequency 
into the generated mask. Baseline tone frequencies were taken from a set of 10 
frequencies for baseline levels, with each participant only hearing half, as shown 
in Table 1, conditions being counterbalanced across participants. The PEST 
procedure derived the SNR that yielded an 80% accuracy of detection and was 
run three times for each frequency with the final value being derived from an 
average of the three thresholds. Interpolation via linear regression was used to 








Group 1 800 1400 2000 2600 3200 3500 
Group 2 800 1100 1700 2300 2900 3500 
Table 1. Tone frequencies for the two baseline testing groups. 
Visual baseline phase: Visual stimuli consisted of the letters in the alphabet 
ranging from H to Y – randomly selected on each trial – at the size of 24 x 20 
pixels/ .48 x .40 degrees visual angle, and pattern masks were 40 x 40 pixels/ .80 
x .81 degrees visual angle. There was also a small central fixation point displayed 
throughout the experiment. Letters were presented on a black screen and were 
obscured by random pattern masks 50ms after presentation. A visual PEST 
derived the contrast value between the letter and black background (i.e., between 
pure white and dark grey) that yielded 80% correct identification. The PEST 
procedure repeated three times and the average threshold value was used in the 
experimental phase 
Experimental phase: Each trial consisted of either one or two 50ms pure tone 
frequencies being: a cue followed 400ms later by a target. The target was present 
and absent on an equal number of trials determined at random. Cues were either 
1000, 1400, 2200, and 3000 Hz, and the ratio of cue to target frequency was 0.85, 
0.88, 0.92, 0.96, 1.00, 1.04, 1.08, 1.12, and 1.15 (see Table 2), with all sounds 
presented at a comfortable volume. Visual stimuli were the same as in the 
baseline phase but used only the derived contrast value, and added a visual cue 
presented 400ms before the letter. The cue was the white outline of a box either 
400 x 400 pixels/ 8.03 x 8.04 degrees visual angle (small cue) or 650 x 650 
pixels/ 13.01 x 13.03 degrees visual angle (large cue). The experimental phase 
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consisted of two 216 trial blocks with a different task for each, but the same 
stimuli for both. 
Target/cue 
frequency ratio 
Absolute frequency of target (Hz) 
 Cue 1000Hz Cue 1400Hz Cue2200Hz Cue 3000Hz 
0.85 850 1190 1870 2550 
0.88 880 1232 1936 2640 
0.92 920 1288 2024 2760 
0.96 960 1344 2112 2880 
1.00 1000 1400 2200 3000 
1.04 1040 1456 2288 3120 
1.08 1080 1512 2376 3240 
1.12 1120 1568 2464 3360 
1.15 1150 1610 2530 3450 
 Table 2. Target tone frequencies in experimental phase 
 
Procedure 
  Participants were given an information sheet describing the 
research, signed a consent form, and completed a background questionnaire (SEE 
APPENDIX). The experimenter explained the procedure and answered any 
questions they might have. They were then asked to read, and sign and date, a 
consent form to take part in the experiment. Participants were then asked to fill in 
the background questionnaire, providing details on age, gender and years of 
musical training before entering the testing room proper. Once seated, participants 
were given detailed instruction on the different phases of the experiment, and 
testing began. The two tasks within each experimental phase were changed based 
on participant number, with the order swapping after every three participants from 
phase 1, auditory task, visual task and phase 2 auditory task, visual task; to phase 
1 visual task, auditory task and phase 2 visual task, auditory task. All tasks were 
preceded by detailed instructions displayed on the computer screen.  
Auditory baseline phase: Baseline auditory and visual measurements were both 
obtained using a PEST procedure. For the baseline auditory testing, participants 
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were instructed to listen carefully for a pure tone within white noise – which 
sounded for the duration of each trial – and respond as to whether the tone 
occurred during interval 1 or interval 2, where the interval was displayed 
onscreen. In each trial a pure tone was only played in one of the intervals in line 
with the PEST procedure. Both intervals were 400ms and were signalled by white 
text showing ‘Interval 1’ on the left, then ‘Interval 2’ on the right of the screen. 
The pure tones where played at either 350ms or 700ms). Each participant was 
assigned to one of two frequency conditions as shown in figure 1, and the PEST 
procedure was used for each frequency in that condition.  
Visual baseline phase: During the visual baseline testing, participants were 
instructed to maintain the same distance from the screen, level with the desk 
(approximately 75cm), and to watch a fixation point. Participants were then 
presented with a letter and asked to respond as to which letter they thought it was 
using the corresponding key on the keyboard. The PEST procedure altered the 
contrast of the letters to determine which contrast provided an 80% accuracy 
rating for letter identification. This trial was repeated 3 times, and a mean contrast 
value was automatically calculated for use in the main phase of the experiment. 
Experimental phase: The experimental phase of the experiment took place in two 
parts, both parts had the same presentation of stimuli but different tasks, one 
auditory and one visual, which were counterbalanced between participants. All 
trials had a fixation point and constant background white noise. At 500ms a pure 
tone always sounded for 50ms at either 1000, 1400, 2200, or 3000 Hz, and either 
a small, large, or no visual cue was displayed simultaneously. After a further 
350ms the auditory target was presented on half of the trials, randomised across 
the block, the visual target was always presented at the fixation point this stage, 
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followed by a mask 50ms later. Both the auditory cue and target order were 
randomised and equally distributed. 
Results 
  Four sets of data were collected for analysis, with accuracy 
measures as percentages expressed as a scale from 0 to 1, and reaction times 
measured in seconds. Data were inspected for outliers’ accuracy for the visual and 
auditory task. Two participants’ visual accuracy was beyond 1.75 standard 
deviations lower than the mean showing only slightly better than chance level 
performance (0.04); their data were excluded from further analysis of visual task 
data and interaction of visual cues with auditory accuracy data. A further two 
participants showed visual accuracy at low levels, while this alone was not 
deemed extreme enough for exclusion, one of these participants also showed 
visual RT beyond 3 standard deviations from the mean and was thus excluded 
from further analysis. While visual task performance was not directly related to 
auditory performance the independent variable of a visual cue size was important 
enough to the auditory task that underperformance on the visual task was deemed 
sufficient for exclusion from auditory task analysis
2
. Auditory task data was only 
analysed where the target tone was present, as no meaningful inferences could be 
made about cue-target ratio, or cue-target ratio and cue-size interactions where the 
target tone was not present. The final four data sets were composed of auditory 
accuracy (M = .80, SD = .21) and RT’s (M = .66, SD = .12), as well as visual 
accuracy (M = .65, SD = .13) and RT’s in (M = 1.10, SD = .22). 
                                                          
2All auditory task analysis was also conducted using the full data, and no 
qualitative difference in results was observed. 
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For initial analysis, a three by nine two-way repeated measures ANOVA 
was conducted to compare the effect of visual attentional cues, for three levels of 
cue-size variable (no cue, small cue, large cue), and nine levels auditory cue-
target ratio (see Table 2) on accuracy in the auditory task. For the main effect of 
cue-target ratio the results showed no significant effect for cue-target ratio on 
auditory accuracy, F (8, 120) ˂ 1, ns. For the main effect of visual attentional cues 
results showed no significant effect for cue-size on auditory accuracy, F (2, 30) = 
˂ 1, ns. For the interaction of cue-size and cue-target ratio a marginally significant 
effect was found, F (16, 240) = 1.68, p = .051, ηp
2
 = .10. Figure 1 depicts this 
interaction and shows the small visual cue condition seems to approximate a 
frequency selectivity curve, with higher accuracy at close ratios and lower 
accuracies as the ratio diverges, interestingly the large cue size almost seems to 
show a reversal of this effect, though much less obviously. As such, a further one-
way repeated measures ANOVA was run to compare the effect of different cue-
target ratios at all nine levels (see Table 2) on the accuracy in the auditory task. 
Mauchly’s test found that sphericity was violated, χ2 (35) = 64.62, p = .003, so 
degrees of freedom were corrected using the Huynh-Feldt correction (ε = .837). 
Results showed a marginally significant effect, F (6.70, 100.427) = 1.83, p = .093. 
A similar repeated measures ANOVA was conducted for the large cue size which 
showed no significance, F (8, 120) = 1.23, ns. Alternatively, the no cue condition 
did not differ markedly from the baseline accuracy threshold of 80%, as can be 
seen in Figure 1. 
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 A three-way repeated measures ANOVA was also run to compare 
the effects of visual cue across three levels (no cue, small cue, large cue), ratio 
across nine levels (see Table 2), and the presence or absence of the target tone 
(two levels), on accuracy in the visual task. All factors were included to ensure 
that all data was used, and that any confounding factors could be located, 
however, only the cue-size effect was of real interest in the analysis. The main 
effect for cue size, with sphericity assumed, was found to be significant, F (2, 30) 
= 3.87, p = .032, ηp
2
 = .21. The effect can easily be observed in Figure 2, however 
the visual task accuracy ratings are all well below the initial baseline threshold of 
80%.  No other discernible patterns, significant main effects or interactions were 




















Figure 1. Auditory accuracy for different cue-target 
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  Auditory task RT’s were also analysed using a two way, three by 
nine repeated measures ANOVA to compare the effects of cue size and cue-target 
ratio respectively, on auditory task RT’s. Results showed no main effect for cue 
size [F (2, 30) = .03, ns], for cue-target ratio [F (8, 120) = .93, ns], or for an 
interaction between the two [F (16, 240) = .99, ns]. The lack of coherent pattern is 
easily seen in Figure 3. A similar three-way repeated measures ANOVA, two by 
nine by three was conducted to compare the effects of target presence, cue-target 
ratio, and cue-size respectively, on visual task RT’s. No main effects were found 
for target presence [F (2, 30) = .03, ns], cue-target ratio, or more interestingly, of 
cue size [F (2, 30) = .03, ns]. Furthermore, no interactions were seen between 
target presence and cue size [F (2, 30) = .03, ns], target presence and ratio [F (2, 
30) = .03, ns], or cue size and target presence [F (2, 30) = .03, ns]. However, a 
significant effect was found for the three way interaction of target presence, cue-
target ratio, and visual cue size, F (16, 240) = 2.064, p = .01. Visual inspection of 

















Figure 2. Visual task accuracy for different cue 
sizes with error bars for standard error 
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cue size effect (the effect of interest) showed no trend in the data, as can be seen 




The study was undertaken with three initial hypotheses. The first was that 
prior experimental findings would be repeated for the auditory task – that 
accuracy in auditory tasks would increase as the cue-target ratio approached 1:1. 
The results indicate that no such effect occurred for within the whole of the data 





























Figure 3. Auditory task reaction times for different 



























Figure 4. Visual task reaction times for different cue 
conditions in present and absent  auditory tone 
conditions with error bars for standard error 
Present
Absent
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varied only minimally across cue-target ratio. However, a marginal significance 
was shown for the effect of ratio on accuracy in the small visual cue size 
condition on its own. The other results barely varied from the 80% accuracy that 
was expected given the baseline threshold procedure. No effect was found for 
either of the independent variables on auditory task RT, as can be seen in Figure 
3. The second hypothesis was that accuracy and RT in the visual task would 
improve in the presence of an attentional focus cue, and this benefit would be 
more pronounced for a central task in the presence of a small than a large cue. 
This hypothesis was confirmed for visual task accuracy as can be seen in Figure 
2, but not RT’s as can be seen in Figure 4A and 4B. Interestingly however, the 
mean accuracy (M = .65) for the visual tasks was surprisingly low given the initial 
80% thresholds in the baseline PEST procedure. Third, it was hypothesised that 
frequency selectivity bands would narrow when cued by a visual attentional 
focus, and be narrower for a small than large visual cue. However, a frequency 
selectivity band was only seen for the small visual attentional focus, and even 
then, was not exactly as would be expected, and the effect of the cue-target ratio 
(that should reflect the selective frequency listening band) was only marginally 
significant. While it might be argued that this does represent a narrowing of the 
frequency attention band, for the small cue size over the other conditions at least, 
the failure of the first hypothesis to be fulfilled and for frequency selectivity 
bands to be demonstrated in all conditions necessitates an acceptance of the null 
hypothesis, though does not serve to disconfirm the hypotheses. 
In terms of the first hypothesis, that auditory task accuracy would be 
affected by cue-target ratio, some questions are raised by the current results. 
Primarily, the question must be asked as to what represents a viable cue for a 
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given frequency. That is, while the frequency ranges used in the current 
experiment were similar to those used in previous research (T. J. Green & 
McKeown, 2001; Scharf et al., 1987) the methods differed in some key aspects. 
While Scharf et al. (1987) found a significant drop off in accuracy as target tones 
diverged from cue tones, all cue tones used to accomplish this result were at 
1000Hz. Alternatively, T. J. Green and McKeown (2001) varied the frequencies 
of the cue tones in establishing  selective frequency bands, however, they used a 
small number of highly trained participants, so while they used six different cue 
frequencies, each participant was well versed in listening for those frequencies. 
Given that the current findings reflect results from untrained participants who 
only heard each cue-target ratio once for each cue frequency yet are in line with 
findings by Scharf et al. (1987) for validly cued target frequencies, it might be 
assumed that focusing attention on a specific frequency band is more of a learned, 
endogenous process than previously assumed. That is, the continuous demand of a 
task to listen to a specific frequency or specific frequencies seems to provide an 
effect for cue-target ratio that is not apparent otherwise where untrained 
participants do not have the time to adapt to given frequency ranges as with 
similar previous studies. This actually fits with elements of the T. J. Green and 
McKeown (2001) study which demonstrated increased frequency selectivity 
where participants were primed to expect cue frequencies to be informative with 
regard to targets. In a later study T. Green and McKeown (2007) demonstrated 
that uncued frequencies were responded to with greater accuracy when they 
matched frequencies used in earlier trials, a phenomena they describe as memory 
traces.  This fits well with the findings of Botte (1995), that where target tone 
frequencies were delivered over a very wide range of frequencies, accuracy of 
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detection flattened to a point where it no longer resembled the frequency 
selectivity curve seen when the target tones were selected from a narrower 
frequency range. 
The second hypothesis was that an attentional focus could be used to 
increase accuracy and RT in a visual discrimination task by positioning it around 
target stimuli, and the smaller the size, the more pronounced the effect would be. 
This was demonstrated significantly in this experiment for the accuracy measure 
despite the fact that RT’s did not reflect this, and that accuracy was considerably 
lower than would be expected from baseline threshold measurements. This drastic 
decrease in overall accuracy in the visual task suggests either an interference in 
visual perceptual processing due to the presence of additional stimuli (visual cue, 
auditory beeps), or participant fatigue. Given that the even the lack of a visual cue 
showed this loss in accuracy, and the wide range of experiments that used a 
similar cuing paradigm found overall increases in accuracy (Carrasco, 2011) it is 
unlikely that the reduction in accuracy was a result of interference by the visual 
cue. Furthermore, all tasks were counterbalanced between participants and 
auditory task accuracy remained around threshold levels. This leaves the more 
reasonable possibility that visual accuracy was affected by auditory stimuli. 
 This in itself raises a number of questions. On one level, it would make 
sense to infer that the salient importance of the auditory elements in the current 
study could cause participants to have their attention involuntarily oriented 
towards the auditory stimuli, creating competition between attentional resources, 
however if this was the case, it would seem reasonable to expect that the auditory 
task would be affected by the visual stimuli, which is not indicated by the results 
of the current study. In fact, Escoffier and Tillmann (2008) found that while 
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expected pitch enhances visuospatial processing, unexpected pitch does not 
inhibit it, however they did not use a no pitch condition making further inference 
difficult. Alternatively, a study  by Alais et al. (2006) compared performance on 
visual and auditory tasks when concurrent secondary tasks were either in the same 
modality or crossmodal between auditory and visual. Alais et al. found that while 
a secondary task in the same modality decreased performance on a primary task, 
no such interference occurred when that task was in the different modality. These 
findings also used pitch discrimination and detection of stimuli of varying 
contrasts as their tasks. As such, it would be hard to see how the current studies’ 
findings could reflect the opposite effect. This could, instead be a process of 
localisation interference, if the sound was causing participants to shift attentional 
focus to a different spatial location, it would make sense that they were distracted 
from the visual target location. Spence and Driver (1996) demonstrated that visual 
attention could be distracted by auditory stimuli in conflicting locations, but also 
that it could be enhanced when auditory stimuli were congruent. Given that the 
tones were played in stereo on headphones, it is improbable that the loss of 
accuracy could be caused by conflicting localisation information, as there was no 
specific location information in the sounds. The most compelling reason for this 
conflict is established in a number of studies (For a review see  Wickens, 2008) 
which demonstrate, for instance, particular audiovisual interference caused by 
auditory distractors during visual and auditory verbal tasks. Wickens reasons that 
such tasks require an overlap in visual and auditory sub-processes. While the 
connection to the current research is relatively tenuous, it does provide a possible 
answer as to why such a drop in visual task accuracy was observed. 
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The third and most complex hypothesis proposed was that the visual 
attentional focus would narrow the frequency selectivity curve of participants 
demonstrating a more targeted auditory attention, and further that the size of the 
cue would mediate the strength of this effect with a smaller attentional focus 
narrowing frequency selectivity further. The results were unable to confirm this 
with a strong level of statistical significance. The marginal interaction found 
between cue size and cue-target ratios did seem compelling and meaningful. This 
was clearly only the case, however, for the small cue size condition, which on its 
own also showed only marginal significance. One reasonable conclusion to draw 
from this would be that the failure to find a more significant effect could be as a 
result of low power, which could be expected given the low statistical power of 
interactions. However, this would not account for the failure of any cue condition 
to demonstrate strong statistical power when analysed alone. Alternatively, it 
could be that visual attentional processes do not interact with frequency 
selectivity in auditory attention, and the processes are in fact quite separate. 
Realistically speaking the results show that an effect might be there, but fail to 
disprove the null hypothesis. That is, without having fulfilled the assumption  that 
should have been demonstrated by the first hypothesis, that participants would 
demonstrate frequency selectivity  it is tenuous to claim that a cue-size effect was 
found, but is even more so to claim that it was not.  
If we accept the null hypothesis is true these results corroborate the claims 
by Alais et al. (2006) that auditory pitch perception and visuospatial attention are 
quite separate processes.  It could instead simply emphasise the difference 
between the what and where qualities of auditory objecthood proposed by 
Kubovy and Van Valkenburg (2001), such that a visuospatial ‘where’ cue does 
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not affect attention towards the ‘what’, the pitch, of auditory stimuli. This could 
still sit in line with the claims (Auvray, Gallace, & Spence, 2012; Driver & 
Spence, 1998, 2004; Parise & Spence, 2012)that attentional overlaps are caused 
by crossmodal congruencies between vision and audition, as opposed to shared 
attentional processes per se. This would fit well with more neurologically based 
theories suggested by Wickens (2008), that different sub-processes are used 
within auditory and visual processes that can overlap, but the low level processes 
themselves do not.  More specifically such that auditory pitch will only affect 
combined audiovisual attention under specific conditions such as attentional 
processes for verbal tasks. 
 Conversely, if the marginally significant result for the cue size and cue-
target ratio interaction was meaningful this also raises a number of points. Given 
the finding by Botte (1995) that when cued target tones cover too broad a 
frequency range, frequency selectivity is essentially cancelled out, providing more 
of a flat line of probe-signal contour than a frequency selectivity curve, this may 
well be what was seen for the large and no cue size condition. This seems 
reasonable, as the current study used trials related to nine separate ratios of four 
base frequencies (see Table 1). Further, all trials were presented in a single block 
at random, such that the range was broad enough to expect that as in Botte’s 
(1995) study the results might show  a flat line of accuracy plotted against cue-
target ratios. Yet, despite that, a slight curve was still seen for the small cue-size 
condition. While the marginal significance and small effect size of that finding 
must be highlighted, it could be seen to indicate that the smaller cue did in fact 
provide a more focused frequency attentional band, if only in so much as it 
created one at all. Of course the curve was not exactly as it should have been 
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either, given that the highest point was at the .96:1 as opposed to 1:1 ratio (see 
Figure 1). However, Scharf et al. (1987) showed that frequencies very close to 
target frequencies (less than around half a critical band difference) showed only 
marginally lower accuracy than matching cue to target. Further, given the level of 
standard error, the trend is more important than the exact points on the plot. This 
does raise a question about the possibility of more participants being required to 
get more informative findings, however  similar or smaller sample sizes were 
used on the most similar conclusive studies (Botte, 1995; T. J. Green & 
McKeown, 2001; Scharf et al., 1987).  
 In summary, these results do at least suggest that a visual attentional cue 
can have an effect on attention to frequency bands. While bearing in mind the 
marginality of the effect, this is a highly important finding. This suggests not only 
that there are shared attentional processes between vision and audition, but that 
these processes are not limited to direct spatial relationships, or straightforward 
crossmodally congruent stimuli. While earlier investigators of crossmodality 
(Spence, 2011)have suggested a role for prothetic dimensions in crossmodal 
congruency, that similarities in abstracted conceptions of magnitude draw 
associations between different modes of perception, this has generally been 
demonstrated in more direct ways such as loudness being associated with size 
such that louder things are associated with bigger things. The current results 
indicate that such a relation may actually between crossmodal attentional focus, 
that the breadth of attention in one modality is affecting another. This strongly 
supports the Eriksen and St. James (1986) zoom lens model for attention but 
opens the possibility that the lens of attention is not necessarily focused on visual 
or spatial properties, but rather, focuses within a more general framework of 
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multisensory consciousness. This is a very large claim to make on the back of the 
marginal statistical findings of this study. However, the study did also serve to 
reiterate the zoom lens model of visual attention at the very least, with findings 
replicating those of (Castiello & Umiltà, 1990) that arrowing of visual attention 
through focal cues enhance processing of focused stimuli significantly. 
 Future research in this area should almost certainly attempt to replicate 
this experiment with tighter controls, such as ensuring a frequency selectivity 
curve could be established before progressing with the experiment, such that the 
effect of visual cues could be more readily observable. A replication study could 
also benefit from an increase in the sample size to establish whether increased 
statistical power could improve the results.  The current study also raised a 
number of questions about the validity of current theory surrounding frequency 
selectivity, more research should try to differentiate the effects of short term, 
automatic frequency selectivity with more learned processes involving memory 
traces or expectations of the informativeness of cues. Finally, there is a great deal 
of room to research the effects of the overlap of different sub-processes within 
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Appendix A 
Attention, Perception & Psychophysics instructions for authors 
 
Manuscripts are to adhere to the conventions described in the Publication Manual 
of the American Psychological Association (6th ed.). See www.apastyle.org/ for 
information on APA style, or type “APA style” into a search engine to find 
numerous online sources of information about APA style. Here we highlight only 
the most fundamental aspects of that style. 
Layout: All manuscripts are to be double spaced and have 1” margins with 
page numbers in the upper right corner of each page. 
Title Page: The title page must include the authors’ names and affiliations 
and the corresponding author’s address, telephone number, and e-mail 
address. 
Abstract: There must be an abstract of no more than 250 words. 
Sections: Manuscript should be divided into sections (and perhaps 
subsections) appropriate for their content (e.g., introduction/background, 
Method, Results, etc.), as per APA style. 
Acknowledgments: The Author Note should include sources of financial 
support and any possible conflicts of interest. If desirable, contributions of 
different authors may be briefly described here. Reviewers and the Editor 
should not be thanked in the Author Note. 
Figures and Tables: Figures and tables are to be designed as per APA style. 
Location of Figures, Tables, and Footnotes: In submitted manuscripts, 
figures and tables can be embedded in the body of the text and footnotes 
can be placed at the bottom of the page on which the footnoted material is 
referenced. Note that this is a departure from APA style; if you prefer you 
can submit the manuscript with the figures, tables, and footnotes at the 
end, but it is slightly easier for reviewers if these elements appear near the 
text that refers to them. When a paper is accepted, in the final version that 
the author submits for production each figure and table must be on a 
separate page near the end of the manuscript and all footnotes must be 
listed on a footnote page, as per the APA Publication Manual. 
Citations and References: These should conform to APA style. 
Cover letter: Authors are encouraged to provide a cover letter with newly 
submitted manuscripts. It should very briefly describe the main findings 
and conclusions of the paper. It is helpful to offer suggestions about 

















Project Title: Visual and auditory cues to attention 
 
Investigators:   Dr Jon B Prince 
   Dr Lisa N Jefferies 
 
Student Investigator: Tom Scott-Clark 
 
Contact Person Dr Jon B Prince 
Address  School of Psychology, Murdoch University 
Email   j.prince@murdoch.edu.au 
Telephone No.  (08) 9360 6670 
 
 
Dear Research Participant, 
 
We invite you to participate in a research study looking at how we pay attention to objects and 
sounds. 
 
Nature and Purpose of the Study 
Our everyday environment is filled with objects that have both visual and auditory components. The 
brain analyses information about seeing and hearing separately, but also combines them to form our 
perception of a unified object instead of a collection of different features. This feat is not trivial, and 
how the brain manages to do it is an issue important to psychology, artificial intelligence, philosophy, 
and computer science for many years. 
 
One of the questions relevant to this issue is if the brain processes what we see and hear separately, 
or if instead it uses a shared pool of resources to deal with both. Because we cannot process all of the 
available incoming information, we allocate a limited amount of attention to individual items. But 
does our allocation of our attentional resources in one sense influence how we deal with the other 
sense, and if so, how? 
 
This research is aimed at addressing these questions, exploring the nature of how we allocate 
attention to different sights and sounds that we encounter.  
 
If you consent to take part in this research study, it is important that you understand the purpose of 
the study and the tasks you will complete. Please make sure that you ask any questions you may have, 
and that all your questions have been answered to your satisfaction before you agree to participate. 
 
What the Study will Involve 
If you decide to participate in this study, you will see shapes on a computer screen while hearing 
sounds, and respond to one or both stimuli. Sometimes you will be asked if you could see a shape on 
the screen, or hear a beep embedded in background noise, or both. Over the course of the 
experiment, the computer will present a number of these images and sounds, and you will respond by 
pressing buttons on the computer keyboard to indicate what you saw/heard. You will also complete a 
background questionnaire and other standard forms. From entering to leaving the lab, the entire 
procedure should take approximately 1 hour. 
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Voluntary Participation and Withdrawal from the Study 
Your participation in this study is entirely voluntary. You may withdraw at any time without 
discrimination or prejudice. All information is treated as confidential and no names or other details 
that might identify you will be used in any publication arising from the research. If you withdraw, all 
information you have provided will be destroyed.  Please be aware that once the data have been de-
identified and collated, it may not be possible to withdraw your data.   
 
Privacy  
Your privacy is very important. You may know members of the research team in a different social or 
professional context (e.g., unit coordinator, classmate, colleague). Whether you elect to participate or 
not has no bearing on your relationship in any other context.  
 
Benefits of the Study 
By participating in this research, you will likely gain a deeper understanding of the procedures of 
scientific research, and also some knowledge of the field of visual and auditory attention in particular. 
There are no other expected benefits as a result of participation. 
 
It cannot be guaranteed that your individual responses will be included as part of the final data set.  
Typically, less than 5% of the data is not included.  If you wish more information about why data may 
not be included, please ask the researcher, who will be happy to answer your questions and provide 
additional information.   
 
Possible Risks 
There are no specific risks anticipated with participation in this study. However, if you find that you 
are becoming distressed or uncomfortable you may choose to discontinue your participation.  
 
Reimbursement  
Compensation for your participation in this study is available as credit in the Psychology Subject Pool 
(for Psychology students only). 
 
Questions 
If you would like to discuss any aspect of this study please feel free to contact Dr Prince by email at 
j.prince@murdoch.edu.au or on phone extension 6670. Dr Prince would be happy to discuss any 
aspect of, or issue with, the research with you. 
 
Once the information has been analysed, a summary of findings will be placed on the School of 
Psychology research website. It will also be prepared for publication in a scientific journal. You are also 
welcome to enquire specifically (and confidentially) about your data in particular. 
 


















This study has been approved by the Murdoch University Human Research Ethics 
Committee (Approval).  If you have any reservation or complaint about the ethical 
conduct of this research, and wish to talk with an independent person, you may contact 
Murdoch University’s Research Ethics Office (Tel. 08 9360 6677 (for overseas studies, 
+61 8 9360 6677) or e-mail ethics@murdoch.edu.au). Any issues you raise will be 
treated in confidence and investigated fully, and you will be informed of the outcome.  




Consent Form  
 
Visual and auditory cues to attention 
 
1. I agree voluntarily to take part in this study. 
 
2. I have read the Information Sheet provided and been given a full explanation of the 
purpose of this study, the procedures involved and of what is expected of me.  
 
3. I understand that I will be asked to listen to auditory stimuli (beeps and noises) at a 
comfortable volume and provide a response to them via computer keyboard. 
 
4. I understand that I will also be asked to view visual stimuli (simple images such as 
letters/digits/basic shapes) on a computer monitor and to make responses by pressing 
buttons on a keyboard as quickly and accurately as possible. 
 
5. The researcher has answered all my questions and has explained possible problems that 
may arise as a result of my participation in this study. 
 
6. I understand I am free to withdraw from the study at any time without needing to give 
any reason. 
 
7. I understand I will not be identified in any publication arising out of this study.  
 
8. I understand that my name and identity will be stored separately from the data, and 
these are accessible only to the investigators. All data provided by me will be analysed 
anonymously using code numbers. 
 
9. I understand that all information provided by me is treated as confidential and will not 




Name of participant:  ________________________ 
 
 




I confirm that I have provided the Information Letter concerning this study to the above 
participant; I have explained the study and have answered all questions asked of me.  
 
 
Signature of researcher:  ________________________ Date: …..../..…../……. 
 
 





Participant Information Form 
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              Experiment name:       ____________________ 
 
            Participant ID:             ____________________ 
 
 
















Do you have normal or corrected-to-normal vision?    Y    /   N 
 




Do you have normal or corrected-to-normal hearing?    Y    /   N 
 




Do you have formal musical training?    Y    /   N 
 
If yes, how many years of performance instruction have you had?  ________________ 
 
How many hours per week do you engage in musical activities?  __________________ 
 
