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“The problem of measuring the productive efficiency of an industry is important to 
both the economic theorist and the economic policy maker. If the theoretical 
arguments as to the relative efficiency of different economic systems are to be 
subjected to empirical testing, it is essential to be able to make some actual 
measurements of efficiency. Equally, if economic planning is to concern itself with 
particular industries, it is important to know how far a given industry can be expected 
to increase its ouput by simply increasing its efficiency, without absorbing further 
resources.” 
M. J. Farrell, 1957. 
 
La misurazione dell’efficienza è oggetto di grande interesse da parte di tutti i tipi di 
aziende, dato il loro impegno costante nell’aumento della produttività; poiché la 
competizione tra le stesse si fa sempre più intensa, la valutazione della performance 
dei loro processi operativi/di produzione assume un’importanza crescente, al fine 
raggiungere un più elevato livello di competitività.  
In questa tesi, in particolare, viene affrontato il tema dell’efficienza delle aziende 
appartenenti al settore bancario. 
L’industria bancaria gioca un ruolo significativo nello sviluppo e nella crescita 
economica di un Paese; è una delle industrie più complesse – e quella che contribuisce 
maggiormente alla ricchezza di un Paese (basti pensare che nel Regno Unito il 25% 
del GDP è prodotto dal settore finanziario). Tuttavia, la misurazione della performance 
delle banche è un compito molto difficile; esse, infatti, hanno dimensioni diverse, 
offrono servizi differenti ai clienti ed operano in contesti economici diversi. 
Le analisi della performance si prestano a diversi utilizzi da parte del management: 
identificazione delle fonti dell’inefficienza operativa, gap nell’efficace allocazione 
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delle risorse, valutazione degli impatti dei continui cambiamenti della 
regolamentazione sull’operatività della banca, confronti internazionali e così via. 
All’interno dell’ampia varietà di tecniche esistenti per la valutazione dell’efficienza 
bancaria, la Data Envelopment Analysis (DEA) è quella utilizzata con più successo 
nella ricerca operativa.    
La DEA è una tecnica non parametrica di valutazione dell’efficienza relativa di un 
insieme di unità operative omogenee, dette DMU (decision making units). Tale 
metodologia è stata inizialmente sviluppata da Charnes ed altri autori1 e 
successivamente estesa da Banker ed altri autori2 per includere i rendimenti di scala 
variabili. La DEA generalizza la misurazione dell’efficienza tecnica di Farrell basata 
su un singolo input ed un singolo output ad una situazione in cui sono presenti più 
input e più output, utilizzando il rapporto tra la somma pesata degli input e la somma 
pesata degli output. 
I modelli DEA convenzionali, tuttavia, non possono identificare le fonti 
dell’inefficienza in quanto vedono le DMU come “scatole nere” che consumano un 
insieme di input per produrre un insieme di output; in questi casi, la valutazione 
dell’efficienza risulta inaccurata. Per ovviare a tale problema si ricorre ai modelli DEA 
multi-stage (a più stadi), i quali permettono di analizzare la struttura ed i processi 
interni delle DMU al fine di individuare le fonti di inefficienza. 
Nel primo capitolo viene presentata un’introduzione alla DEA, mentre nel secondo 
capitolo vengono esposti i principali modelli DEA convenzionali (a uno stadio).  
Il terzo ed il quarto capitolo, invece, sono dedicati ai modelli DEA a più stadi: in 
particolare, nel terzo capitolo viene riportata una classificazione dei modelli DEA a 
due stadi ed un’applicazione degli stessi al settore bancario, con lo scopo di porre a 
confronto i risultati derivanti dall’applicazione, al medesimo insieme di banche, di tre 
modelli diversi. Nel quarto capitolo viene presentato un esempio di modello DEA a tre 
stadi e la sua applicazione ad un campione di banche americane. 
Infine, il quinto capitolo è dedicato alle conclusioni del presente lavoro.  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
1 A. Charnes, W. W. Cooper, E. L. Rhodes, Measuring the efficiency of decision making units, 
European Journal of Operational Reserach, 1978, pagg. 429-444. 
2 R. D. Banker, A. Charnes, W. W. Cooper, Some models for estimating technical and scale 
efficiencies in DEA, Management Science, 1984, pagg. 1078-1092. 
	   9 
1. PRODUTTIVITA’ ED EFFICIENZA 
 
 
1.1 La misura dell’efficienza: il contributo di Farrell 
Con il termine efficienza ci si riferisce, generalmente, all’utilizzo ottimale delle risorse 
da parte di un’impresa per la produzione di un output. 
Farrell (1957) ha dimostrato che l’efficienza complessiva può essere scomposta in 
efficienza tecnica (technical efficiency) ed efficienza allocativa (price efficiency). 
La prima misura il modo in cui i fattori sono utilizzati nel processo produttivo, 
indicando la capacità dell’azienda di minimizzare la quantità di input impiegate per la 
produzione di una data quantità di output o di massimizzare la quantità di output, dato 
un certo ammontare di fattori produttivi3; con il termine efficienza tecnica, quindi, si 
intende la politica gestionale che consente di massimizzare gli output sfruttando al 
meglio gli input4. 
Per efficienza allocativa, invece, si intende la capacità dell’azienda di scegliere 
combinazioni di input ottimali rispetto ai loro prezzi5; essa identifica, pertanto, la 
politica gestionale che consente di massimizzare gli output allocando al meglio gli 
input6. 
Per misurare l’efficienza tecnica vengono utilizzate delle ipotesi semplificatrici: 
l’impresa impiega due soli fattori di produzione, x ed y, per ottenere un’unità di output;  




	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
3 I. Santini, “Le scale di equivalenza per la valutazione comparata delle performance aziendali”, in 
Studi e note di economia 2/2002. 
4 Panati, Golinelli, Tecnica economica industriale e commerciale, NIS, 1995. 
5	  I. Santini, “Le scale di equivalenza per la valutazione comparata delle performance aziendali”, in 
Studi e note di economia 2/2002.	  
6	  Panati, Golinelli, Tecnica economica industriale e commerciale, NIS, 1995, pag. 98 .	  
7 L’acronimo CRS sta per “constant return to scale”; ciò significa che ad un aumento (diminuzione) 
degli input segue un aumento (diminuzione) proporzionale dell’output. 
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Si consideri, ora, la Figura 1: 
 
                      
                                  Figura 1. Farrell: efficienza tecnica e allocativa.	  	  
L’isoquanto8 SSʹ′ rappresenta le varie combinazioni tra i due fattori produttivi che 
un’impresa perfettamente efficiente dovrebbe utilizzare per produrre unità di output; il 
punto P rappresenta la combinazione dei due fattori che l’impresa utilizza, mentre il 
punto Q individua un’impresa efficiente che usa i due fattori nelle stesse proporzioni 
di P. Si può notare che Q produce lo stesso output di P utilizzando, però, solo una 
frazione OQ/OP  di ogni fattore. Perciò si definisce OQ/OP come l’efficienza tecnica 
(T) dell’impresa P.  Come ricordato in precedenza, essa indica la capacità dell’impresa 
di ottenere il massimo output a partire da un dato insieme di input. 
Inoltre, se AAʹ′ ha inclinazione pari al rapporto tra i prezzi dei due fattori produttivi, Qʹ′ 
e non Q è il metodo ottimale di produzione; infatti, sebbene entrambi i punti siano 
perfettamente efficienti dal punto di vista tecnico, i costi di produzione in 
corrispondenza di Qʹ′ sono solo una frazione OR/OQ di quelli in corrispondenza di Q. 
Il rapporto OR/OQ si definisce efficienza allocativa (A) di Q; essa indica, come già 
visto, l’ottimale proporzione di utilizzo degli input dati i rispettivi prezzi. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
8 Curva indicante tutte le combinazioni di input che consentono di ottenere lo stesso volume di 
produzione (M. Katz, H. Rosen). 
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Se l’impresa osservata fosse perfettamente efficiente, i suoi costi sarebbero una 
frazione OR/OP di quelli che sono realmente; perciò, il rapporto OR/OP viene definito 
efficienza complessiva (E). Essa è pari al prodotto tra efficienza tecnica ed efficienza 
allocativa. 
Analiticamente, si ottiene: 𝐸 =   𝑂𝑅𝑂𝑃 =   𝑂𝑄𝑂𝑃 ∙ 𝑂𝑅𝑂𝑄 = 𝑇 ∙ 𝐴 
Il punto di tangenza tra l’isoquanto di produzione SSʹ′ e la retta AAʹ′ (Qʹ′) è efficiente sia 
dal punto di vista tecnico che allocativo. 
Le misure di efficienza di cui sopra sono state definite assumendo che la funzione di 
produzione efficiente sia conosciuta. 
In generale, esistono due approcci per la misura dell’efficienza: 
§ parametrico, 
§ non parametrico. 
L’approccio parametrico assume che la forma della funzione di produzione sia 
conosciuta o stimata statisticamente9. I vantaggi di tale approccio sono che ogni ipotesi 
può essere testata statisticamente e le relazioni tra input e output seguono forme 
funzionali conosciute. La forma funzionale che generalmente viene scelta è di tipo 
Cobb-Douglas, stimata attraverso la tecnica statistica della regressione. 
Tuttavia, ci sono molte obiezioni circa la sua applicazione ad entità così complesse 
come, ad esempio, le imprese industriali: in primo luogo è molto difficile stimare una 
funzione di produzione per un processo molto complesso, poiché sono numerosi i 
problemi che possono sfuggire. Il rischio è che l’errore umano conduca ad una 
funzione di produzione eccessivamente ottimistica. Se le misure sono utilizzate come 
una sorta di parametro per giudicare il successo di imprese individuali, è probabile che 
ci siano spiacevoli effetti psicologici: è molto meglio confrontare le performance con 
le migliori ottenute effettivamente, piuttosto che con quelle ideali irrealizzabili10. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
9 Definita da Farrell “theoretical function”. 
10 M. J. Farrell, The Measurement of Productive Efficiency, in Journal of the Royal Statistical Society. 
Series A (General), Vol. 120, No. 3 (1957), pag. 255. 
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Inoltre le funzioni di produzione di molte imprese del settore pubblico (ma talvolta 
anche del settore privato) non sono conosciute. 
Il secondo approccio è di tipo non parametrico: a priori, non può essere fatta alcuna 
assunzione sulla forma della funzione di produzione. 
Una funzione di produzione efficiente può essere costruita empiricamente, utilizzando 
le osservazioni degli input e degli output di un campione di imprese. E’ stata proprio 
questa l’innovazione proposta da Farrell e accolta successivamente dai teorizzatori 
della Data Envelopment Analysis (Charnes, Cooper e Rhodes).  
In particolare, ciascuna impresa è rappresentata da un punto sul diagramma 
dell’isoquanto, così che il campione di imprese forma una dispersione di punti, come 
quella della Figura 2. 
La funzione di produzione efficiente sarà rappresentata da un isoquanto: il problema è, 
quello di stimare un isoquanto efficiente dal diagramma a dispersione. Tale funzione 
(che definiamo SSʹ′) sarà convessa verso l’origine degli assi, con un’inclinazione mai 
positiva; ciò significa che SSʹ′ è la stima più prudente (pessimistica) coerente con i 
punti osservati e con queste due assunzioni. 
 
 
        Figura 2.  Funzione di produzione efficiente. 
 
SSʹ′ rappresenta, dunque, la stima dell’isoquanto efficiente. Tale metodo di misurazione 
dell’efficienza di un’impresa consiste nel confrontare quest’ultima con un’ipotetica 
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impresa che utilizza i fattori nelle stesse proporzioni. L’impresa ipotetica, in 
particolare, è costruita come media pesata delle aziende osservate nel senso che i suoi 
input ed i suoi output sono combinati secondo una media pesata di input-output delle 
aziende osservate. Il calcolo dell’efficienza si basa, quindi, su un confronto tra azienda 
considerata ed azienda ipotetica.  
 
 
1.2   Produttività ed efficienza tecnica 
Con il termine produzione si intende la trasformazione degli input in output. Dato che 
l’obiettivo è quello di creare valore, gli output sono, generalmente, dei risultati 
desiderabili. Gli input, per contro, sono risorse valutabili che si prestano ad usi 
alternativi. La quantità non consumata di input può essere impiegata per produrre una 
quantità maggiore dello stesso output oppure un output differente. 
Un efficiente utilizzo delle risorse implica: 
a) la produzione più elevata possibile di output da una determinata quantità 
di input; 
b) la produzione di una specifica quantità di output utilizzando la minor 
quantità di input possibile. 
Una combinazione input-output è un piano di produzione possibile solo se quella data 
quantità di output può essere prodotta dalla quantità di input ad essa associata. La 
tecnologia disponibile nell’impresa in un determinato momento, invece, indica quali 
combinazione input-output sono possibili. 
Produttività ed efficienza sono due concetti comunemente utilizzati per valutare il 
modo in cui un’impresa utilizza le risorse a propria disposizione: spesso, 
erroneamente, si ritiene che se un’impresa A è più produttiva di un’impresa B, allora è 
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1.2.1  Singolo input e singolo output  
Si supponga, ad esempio, che l’impresa A utilizzi xA unità dell’input x per produrre yA 
unità dell’output y; l’impresa B, invece, realizza yB unità di output utilizzando xB unità 
di input.  
La misura della produttività media (AP) delle due imprese può essere calcolata come 
segue: 
AP(A) = 




Se APA > APB allora si può concludere che l’impresa A è più produttiva dell’impresa B. 




 = !!/!!!!/!! 
 
Se l’indice è superiore a 1, l’impresa A è più produttiva dell’impresa B. 
La produttività media descrive la performance e permette di confrontare due imprese, 
ma non considera la tecnologia. 
Si supponga, adesso, che la tecnologia sia descritta dalla seguente funzione di 
produzione: 
y*= f (x). 
Definiti y*A = f (xA) la quantità massima di output ottenibile dall’input xA e  y*B = f (xB) 
la quantità massima di output ottenibile dall’input xB, si può giungere alla 
determinazione dell’efficienza tecnica di un’impresa attraverso due approcci: 
l’approccio output-oriented oppure l’approccio input-oriented. 
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a. L’approccio output-oriented misura l’efficienza tecnica (TE) di un’impresa 
confrontando l’output effettivo con l’output massimo ottenibile dall’input 
iniziale.  
Per l’impresa A si ha: TEAO = 
!!!!∗  ≤ 1 
Similmente, per l’impresa B: TEBO = 
!!!!∗  ≤ 1. 
Quindi, nel caso in cui A produce la quantità massima di output, la sua produttività 
media risulta pari a: AP*(A) = 
!!∗!!  . 
Ricordando che la produttività media di A calcolata utilizzando i livelli di input ed 
output effettivamente osservati è pari a: AP(A) = 
!!!! , si può riscrivere l’equazione 
dell’efficienza tecnica di A come segue: 
TEAO = 
!!!!∗  = !!/!!!!∗ /!! = !"(!)!!∗(!) . 
In modo analogo, per l’impresa B, vale:  
TEBO = 
!"(!)!!∗(!) . 
In questo modo, l’efficienza tecnica di un’impresa è pari al suo indice di produttività 
rispetto ad un’ipotetica impresa che produce il livello massimo di output utilizzando la 
stessa quantità di input dell’impresa che si sta osservando. 
Alla luce di tale considerazione, ecco un’altra espressione per indicare l’efficienza 
tecnica: 
TEAO = ΠA,A* 
e 
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Figura 3. Produttività media ed efficienza tecnica output-oriented. 
 
L’input x viene posto sull’asse delle ascisse, mentre l’output y è collocato sull’asse 
delle ordinate; i punti PA e PB rappresentano le coppie di input-output rispettivamente 
delle imprese A e B, mentre la produttività media delle stesse è misurata 
dall’inclinazione dei segmenti OPA e OPB.  
Per calcolare l’efficienza di A abbiamo bisogno del punto P*A , che mostra il livello 
massimo di output y*A ottenibile dalla quantità di input xA ; similmente, il punto P*B 
funge da benchmark per l’impresa B. La collocazione di P*A e di P*B nel piano 
cartesiano dipende dalla forma e dai parametri della frontiera di produzione. 
Per l’impresa A, TE!! =    y!y!∗      =   P!x!P!∗x!   =    inclinazione  di  OP!inclinazione  di  OP!∗ 
 
Similmente per B, 
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TE!! =    𝑦!𝑦!∗      =   𝑃!𝑥!𝑃!∗𝑥!   =    inclinazione  di  𝑂𝑃!inclinazione  di  𝑂𝑃!∗ 
I punti P*A e P*B rappresentano le proiezioni verticali sulla frontiera y = f(x) 
rispettivamente dei punti PA e PB. 
b.  L’approccio input-oriented, in cui il livello di output (yA o yB) rimane invariato 




Figura 4. Efficienza tecnica input-oriented. 
 
Qui le proiezioni input-oriented sulla frontiera sono i punti P*A e P*B, che mostrano i 
livelli di output yA e yB prodotti, rispettivamente, dagli input x*A e x*B . 
Le misure di efficienza tecnica input-oriented per le due imprese saranno: 
 
TEAI = 
!!∗!! ≤ 1 
e TE!! = 𝑥!∗𝑥!   ≤ 1 
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Come prima: 
TEAI = 
!"#$!"%&!'"(  !"  !!!!"#$!"%&!'"(  !"  !!!∗  = ΠA,A* 
e 
TEBI = 
!"#$!"%&!'"(  !"  !!!!"#$!"%&!'"(  !"  !!!∗  = ΠB,B* . 
 
La scelta dell’approccio input-oriented o di quello output-oriented dipende 
dall’importanza della conservazione dell’input rispetto all’aumento dell’output. 
Generalmente, le misure di efficienza tecnica input-oriented e output-oriented sono 
diverse. L’unica eccezione è rappresentata dal caso in cui i rendimenti di scala sono 




Figura 5. Produttività media ed efficienza tecnica con rendimenti di scala costanti. 
 
Qui la funzione di produzione è del tipo: f(x) = kx, con k > 0. Lungo la frontiera la 
produttività media è la costante k.  
L’efficienza tecnica, invece, è la seguente:  
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TE!! =   𝑦!𝑦!∗   =    inclinazione  di  𝑂𝑃!inclinazione  di  𝑂𝑄! 
e TE!! =   𝑥!∗𝑥!   =    inclinazione  di  𝑂𝑃!inclinazione  di  𝑂𝑅! 
Similmente, TE!!   =   𝑦!𝑦!∗ =    inclinazione  di  𝑂𝑃!inclinazione  di  𝑂𝑄! 
e TE!! =   𝑥!∗𝑥!   = inclinazione  di  𝑂𝑃!inclinazione  di  𝑂𝑅! 
 
Ma i punti RA, QA, RB e QB sono tutti sulla stessa retta che passa per l’origine, quindi: 
TEAO = TEAI  e  TEBO = TEBI . 
Dunque si è dimostrato che, sotto l’ipotesi di rendimenti di scala costanti, le misure di 
efficienza tecnica input-oriented e output-oriented sono identiche. 
Ancora: TE!!TE!! =    𝑥!𝑃!/𝑥!𝑄!𝑥!𝑃!/𝑥!𝑄!   =    𝑥!𝑃!/𝑂𝑥!𝑥!𝑃!/𝑂𝑥!    ∙    𝑂𝑥!𝑥!𝑄!𝑂𝑥!𝑥!𝑄!   =   AP   𝐴AP   𝐵   . 
 
Perciò, quando i rendimenti di scala sono costanti, vale la seguente: 
 AP!AP!   =   TE!!TE!!   =   TE!!TE!!   . 
 
Prima di passare a considerare il caso della pluralità di input e output, si dimostra che 
un’impresa può essere più produttiva senza essere più efficiente e viceversa11. 
Si supponga che:  
f(x) = 𝑥  . 
Quindi, 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
11 Esempio tratto da Subhash C. Ray “Data Envelopment Analysis”, pag. 20. 
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 𝑦!∗   = 16 = 4  e  𝑦!∗ =    64 = 8  . 
Allora: TE!!   =   𝑦!𝑦!∗   =   34 
e TE!!   =   𝑦!𝑦!∗   =   78  . 
L’impresa B è più efficiente dell’impresa A. Tuttavia, se si calcola la produttività 
media risulta:  AP 𝐴 =   𝑦!𝑥!   =    316   >   𝑦!𝑥!   =    764   = AP 𝐵 . 
Quindi A è più produttiva senza essere più efficiente di B. 
 
1.2.2 Pluralità di input e di output 
In questo caso si rende necessario aggregare le quantità di input e di output; un 
approccio abbastanza diffuso utilizza i prezzi di mercato per l’aggregazione.Le 
quantità aggregate degli input saranno: 
XA = r1x1A + r2x2A          per l’impresa A   
e 
XB = r1x1B + r2x2B          per l’impresa B 
dove r1 e r2 sono i prezzi di mercato rispettivamente dell’input x1 e dell’input x2. 
Se si suppone che le due imprese utilizzino due input per produrre un singolo output, 
le misure di produttività media sono le seguenti: 
 AP 𝐴 =    𝑦!𝑋!   =    𝑦!𝑟!𝑥!! + 𝑟!𝑥!! 
e AP 𝐵 =    𝑦!𝑋!   =    𝑦!𝑟!𝑥!! + 𝑟!𝑥!!   . 
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Poiché gli input aggregati rappresentano i costi degli input delle due imprese, allora la 
produttività media di un’impresa non è altro che l’inverso del suo costo medio (AC)12. 
Quindi, AP 𝐴 =    1𝐴𝐶!                 e                AP 𝐵 =    1𝐴𝐶!     .   
 
Gli output aggregati delle due imprese, invece, sono i seguenti: 
YA = q1y1A + q2y2A          per l’impresa A 
e 
YB = q1y1B + q2y2B          per l’impresa B. 
 
Quindi, in caso di pluralità sia di input che di output, le misure di produttività media 
delle due imprese saranno:  AP 𝐴 =   𝑌!𝑌!   =   𝑞!𝑦!! + 𝑞!𝑦!!𝑟!𝑥!! + 𝑟!𝑥!!  
e AP 𝐵 =    𝑌!𝑋!   =   𝑞!𝑦!! + 𝑞!𝑦!!𝑟!𝑥!! + 𝑟!𝑥!!   . 
 
Lo svantaggio principale di questo semplice approccio è che non sempre i prezzi di 
mercato sono disponibili (ciò è vero soprattutto per il settore pubblico); inoltre, in 
situazioni di monopolio, i prezzi di mercato di input ed output sarebbero distorti. 
Per tali ragioni è preferibile un approccio che non richieda l’utilizzo dei prezzi di 
mercato. 
Si consideri nuovamente il caso di un singolo output e di più output, sotto l’ipotesi di 
rendimenti di scala costanti (CRS).  
Siano:  
• (x1A, x2A,…,xnA) il vettore degli input; 
• yA il livello di output dell’impresa A; 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
12 Acronimo di “average cost”, ossia costo medio.	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• y* = f(x) è la funzione di produzione che mostra il massimo output ottenibile 
dall’insieme degli input x. 
L’efficienza tecnica di questa impresa è pari a : TE!   =   𝑦!𝑦!∗   =    𝑦!𝑓(𝑥!)  . 
Ma, poiché sotto l’ipotesi di rendimenti di scala costanti, 𝑓 𝑥 =    𝑓!𝑥!!!!!    , dove  𝑓!   ≡    !"(!)!!!     , è possibile costruire la quantità aggregata di 
input come segue: 𝑋! =      𝑓! 𝑥! 𝑥!!  .!!!!  
 
La produttività media di A sarà: AP 𝐴 =    𝑦!𝑋!   =    𝑦!𝑓 𝑥!   . 
Lo stesso ragionamento può essere ripetuto per l’impresa B. 
Da ultimo è possibile notare che, quando i prezzi sono effettivamente disponibili, le 
imprese ottimizzano il proprio comportamento eguagliando i prezzi dei singoli input ai 
corrispondenti valori dei loro prodotti marginali: 
ri = qfi     (i= 1, 2, …, n ) , 
dove ri è il prezzo dell’input i e q è il prezzo dell’output. 
In tal caso: AP 𝐴 =    𝑞𝑦!𝑟!𝑥!!!!!!   =   TR!TC!   , 
dove TRA sono i ricavi totali di A e TCA sono i costi totali. 
Con lo stesso ragionamento può essere calcolata la produttività dell’impresa B. 
Ovviamente questo approccio non può essere utilizzato quando i prezzi di mercato non 
sono disponibili; e, anche se lo fossero, potrebbero non essere dei pesi appropriati per 
l’aggregazione. Infatti, un’impresa con un elevato potere di mercato potrebbe avere 
output con prezzi più elevati rispetto ad un’impresa senza potere di mercato: in tal caso 
i prezzi attuali ingigantirebbero la produttività e l’efficienza delle prime. 
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2. MODELLI DEA DI BASE 
 
 
2.1   Introduzione alla DEA 
La Data Envelopment Analysis è una metodologia non parametrica di valutazione 
della performance basata sulla programmazione matematica. 
Essa estende la misura dell’efficienza tecnica di Farrell basata su un solo input e un 
solo output al caso in cui sono coinvolti più input e più output; il suo scopo è quello di 
misurare empiricamente l’efficienza produttiva relativa di unità produttive, le DMU13, 
del campione di imprese analizzato.  
La DEA14, a differenza dei modelli di tipo parametrico come la Deterministic Frontier 
Analysis (DFA) e la Stochastic Frontier Analysis (SFA), che richiedono 
l’esplicitazione a priori di una funzione di produzione, si caratterizza per la possibilità 
di determinare l’efficienza relativa di unità decisionali simili15 attraverso tecniche di 
programmazione senza che sia necessario specificare l’importanza relativa dei diversi 
fattori di produzione e dei prezzi e la distribuzione dell’efficienza: ciò fa sì che i suoi 
risultati siano oggettivi.  
Il metodo DEA è reso flessibile e facilmente applicabile a diverse situazioni di 
produzione dal fatto che le misure di efficienza possono essere calcolate anche in 
assenza di una descrizione dettagliata del processo produttivo, al contrario delle 
tecniche parametriche.  
I modelli DEA si caratterizzano per la presenza di un insieme d’ipotesi che il set di 
produzione deve soddisfare:  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
13 Acronimo di “decision making unit”. 
14 Quanto detto per la DEA è valido anche per la Free Disposal Hull, facente parte, anch’essa, dei 
metodi non parametrici. 
15 Dove per “simili” si intende DMU che utilizzano gli stessi input per produrre gli stessi output in 
condizioni di produzione identiche.	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(H1) tutte le combinazioni di input-output effettivamente osservate sono possibili. Una 
insieme di input-output (x, y) è possibile quando l’insieme di output y può essere 
prodotto dall’insieme di input x; 
(H2) il set di produzione è convesso. Si considerino due possibili combinazioni di di 
input-output (xA, yA) e (xB, yB): allora, la combinazione media (pesata) di input-output 
(𝑥, 𝑦), dove 𝑥 = λxA + (1- λ) xB  e  𝑦 = λyA + (1- λ)yB  con 0 ≤ λ ≤ 1, è anch’essa 
possibile; 
(H3) gli input sono liberamente disponibili: se ( x0, y0 ) è possibile, allora per x  ≥ x0, (x, 
y0) è possibile; 
(H4) gli output sono liberamente disponibili; se ( x0, y0 ) è possibile, allora per y ≤ y0,   
( x0, y) è possibile; 
inoltre, se si assumono rendimenti di scala costanti: 
(H5) se (x, y) è possibile, allora per 𝑘 ≥ 0, (kx, ky) è possibile. 
 
 
Dai dati osservati è possibile costruire un set di produzione che soddisfa le ipotesi (H1- 
H5) senza specificare esplicitamente la forma della funzione di produzione. 
Si consideri la combinazione input-output (𝑥, 𝑦), dove 𝑥 = 𝜇!𝑥!!!!! , 𝑦 = 𝜇!𝑦!!!!! , 𝜇! = 1!!!!  e 𝜇! ≥ 0, ( j= 1, 2, …, N): in base alle assunzioni A1-A2, (𝑥, 𝑦) è 
possibile. Inoltre, se si assumono rendimenti di scala costanti, (k𝑥, 𝑘𝑦) è anch’essa una 
combinazione possibile per 𝑘 ≥ 0. Si definisca, ora, 𝑥 = 𝑘𝑥 e 𝑦 = 𝑘𝑦 per 𝑘 ≥ 0; sia 𝜆! = 𝑘𝜇! con 𝜆! ≥ 0 e    𝜆! = 𝑘!!!!  ( si ricordi che k deve essere non negativa). 
A questo punto, sulla base delle quantità osservate di input e di output e sotto le 
assunzioni (H1-H5), è possibile definire l’insieme di produzione o l’insieme della 
tecnologia come segue16: 
𝑇! = 𝑥,𝑦 : 𝑥 ≥ 𝜆!𝑥!;𝑦 ≤ 𝜆!𝑦!;   𝜆! ≥ 0; (𝑗 = 1, 2,… ,𝑁)!!!!!!!!   . 
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
16 L’apice “c”, nel primo membro dell’equazione mostrata, indica che la tecnologia è caratterizzata da 
rendimenti di scala costanti. 
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Figura 6. Frontiera di produzione. 
 
Si supponga, adesso, di valutare l’efficienza tecnica output-oriented dell’impresa t che 
produce l’output yt dall’insieme di input xt. Sia 𝜙∗ il valore massimo di 𝜙 così che    
(xt, 𝜙𝑦!) si trovi all’interno del set della tecnologia. Allora 𝑦∗ = 𝜙∗𝑦! ; l’efficienza 
tecnica dell’impresa t è pari a : TE!! = TE! 𝑥! ,𝑦! = 1𝜙∗. 
L’efficienza tecnica input-oriented di un’impresa t è θ* = min θ : (θ xt, yt) ∈ TC. 
Si noti che (xt, φ*yt) ∈ TC; quindi, (k xt, kφ*yt) ∈ TC. Ponendo 𝑘 = !!∗ , si ha che      
(   !!∗  xt, yt) ∈ TC. Ovviamente, sotto l’ipotesi di rendimenti di scala costanti, θ*= !!∗ . 




2.2  Il modello di Charnes, Cooper e Rhodes (modello CCR) 
Il metodo DEA è stato sviluppato, nella sua prima formulazione, da A. Charnes, W. 
Cooper e E. Rhodes (1978) per affrontare il problema della misurazione dell’efficienza 
delle DMU con input e output multipli in assenza di prezzi di mercato; esso determina 
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l’efficienza relativa di ciascuna unità produttiva confrontando la sua tecnologia con 
tutte le possibili tecnologie derivanti dalla combinazione lineare delle produzioni 
osservate per le altre unità produttive considerate, basandosi sull’assunzione di 
rendimenti di scala costanti. 
Quanto appena detto conduce alla seguente definizione: 
 
Ø Efficienza relativa: una DMU è pienamente efficiente, sulla base 
dell’evidenza disponibile, se e solo se la performance delle altre DMU 
non mostra che alcuni dei suoi input o output possono essere migliorati 
senza peggiorare altri input o output. 
 
Le DMU con indice di efficienza maggiore andranno a formare la frontiera di 
produttività; esse avranno indice di efficienza pari a 1 e saranno definite efficienti. Le 
DMU restanti, per contro, saranno caratterizzate da un indice di efficienza compreso 
tra 0 e 1, inversamente proporzionale alla loro distanza dalla frontiera. 
Si supponga che ci siano N DMU, ciascuna delle quali utilizza quantità di differenti n 
input per produrre per produrre m output.  
Più precisamente, la DMU t utilizza l’insieme di input xt = (x1t,  x2t , …, xnt) per 
produrre l’insieme di output  yt = (y1t , y2t , …, ymt ). Come è già stato ricordato in 
precedenza, per misurare la produttività media è necessario aggregare gli input e gli 
output; poiché i prezzi di mercato non sono disponibili, si utilizza il vettore dei prezzi 
“ombra”17. Si definisce, allora, ut = (u1t, u2t , …, unt) come il vettore dei prezzi ombra 
per gli input e vt = (v1t, v2t , …,vmt) come il vettore dei prezzi ombra per gli output. 
Utilizzando tali vettori per l’aggregazione degli input e degli output, è possibile 
ottenere una misura della produttività media della DMU t come segue: 
 AP! = 𝑣!!𝑦!!!!!!𝑢!!𝑥!!!!!! = 𝑣!!𝑦!𝑢!!𝑥!   . 
 
E’ importante notare che i vettori dei prezzi ombra variano tra le imprese. 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  17Detti shadow prices.	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Due restrizioni devono essere tenute in considerazione: 
a. i prezzi ombra devono essere non negativi, anche se sono ammessi prezzi nulli 
per singoli input e singoli output; 
b. i prezzi ombra devono essere tali che, quando si procede con l’aggregazione 
utilizzando tali prezzi, nessun insieme input-output di un’impresa si risolve in 
una produttività media maggiore dell’unità. Ciò assicura, ovviamente, anche 
che AP! ≤ 1  per ogni DMU t. 
 
Analiticamente si ottiene: AP! = 𝑣!!𝑦!𝑢!!𝑥! = 𝑣!!𝑦!!!!!!𝑢!!𝑥!!!!!! ≤ 1  ;                  𝑗 = 1, 2,… , 𝑡,… ,𝑁 ; 𝑢!! ≥ 0  ;          𝑖 = 1, 2,… ,𝑛 ;                 𝑣!! ≥ 0;          𝑟 = 1, 2,… ,𝑚 . 
 
Esistono molti vettori dei prezzi ombra che soddisfano tali restrizioni: tra questi, si 
sceglierà quello che massimizza APt definito in precedenza.  
Quindi, si avrà il seguente problema di programmazione lineare frazionaria (FP): 
 maxAP! = 𝑣!!𝑦!!!!!!𝑢!!𝑥!!!!!! = 𝑣!!𝑦!𝑢!!𝑥!  
 
s.t. AP! = 𝑣!!𝑦!!!!!!𝑢!!𝑥!!!!!! ≤ 1;                  𝑗 = 1, 2,… , 𝑡,… ,𝑁 ; 𝑢!! ≥ 0;          𝑖 = 1, 2,… ,𝑛 ;           𝑣!! ≥ 0;          𝑟 = 1, 2,… ,𝑚 . 
 
L’obiettivo è quello di ottenere pesi (𝑣!) e (𝑢!) che massimizzano il rapporto della 
DMU t sottoposta a valutazione. Tenuto conto delle restrizioni, il valore massimo che 
può assumere 𝜃∗ (che è il valore ottimo) è pari a uno. 
Il precedente rapporto, tuttavia, genera un numero infinito di soluzioni; se (v*, u*) è un 
punto di ottimo, allora (αv*, αu*) è un ottimo per ogni α  ≥ 0. 
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Il merito di Charnes, Cooper e Rhodes è quello di aver trasformato la funzione appena 
esposta in un più semplice problema di programmazione lineare, mediante l’aggiunta 
di un vincolo che normalizza all’unità la somma ponderata degli input (metodo input-
oriented) o degli output (metodo output-oriented). 
Si moltiplicano, adesso, i prezzi ombra per un fattore di scala k non negativo18; quindi 
si definiscano: 𝑤!! = 𝑘𝑢!!        (𝑖 = 1, 2,… ,𝑛) 
e 𝑝!! = 𝑘𝑣!!         𝑟 = 1, 2,… ,𝑚 . 
 
Il problema dell’ottimizzazione, allora, diventa: max 𝑝!!𝑦!𝑤!!𝑥! 
 
s.t. 
 𝑝!!𝑦!𝑤!!𝑥! ≤ 1;          𝑗 = 1, 2,… ,𝑁 ; 𝑝! ≥ 0;         𝑤! ≥ 0. 
Si ponga: 𝑘 ≡ 1𝑢!!𝑥!!!!!!   . 
 
Normalizzando il denominatore all’unità, 𝑤!!𝑥! = 1, la soluzione si otterrà 
massimizzando il numeratore e includendo il vincolo 𝑤!!𝑥!! = 1.!!!!  
Il problema (multiplier form) nella versione input-oriented, quindi, diventa: max 𝑝!!𝑦!!!!!!  
 
s.t. 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  18	  Ciò non altera né la funzione obiettivo APt né i vincoli.	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𝑝!!𝑦!! − 𝑤!!𝑥!! ≤ 0;          𝑗 = 1, 2,… , 𝑡,… ,𝑁 ;!!!!!!!!  𝑤!!𝑥!! = 1;!!!!  𝑝!! ≥ 0;          𝑟 = 1, 2,… ,𝑚 ; 𝑤!! ≥ 0         𝑖 = 1, 2,… ,𝑛 . 
 
Questo è un problema di programmazione lineare (LP), equivalente al problema 
frazionario, che può essere risolto mediante il simplex method. 
E’ importante soffermarsi su alcuni punti. Innanzitutto, i prezzi ombra degli input 
fanno sì che il valore dell’insieme di input osservati xt sia uguale a uno. Di 
conseguenza, il valore dell’insieme di output (𝑝! ,𝑦!) diventa una misura della sua 
produttività media. 
In secondo luogo, ai prezzi 𝑝! ,𝑤! , nessun insieme input-output delle DMU del 
campione conduce ad un surplus dei ricavi sui costi. Se si interpretano i prezzi degli 
input come i valori attribuiti a queste risorse scarse e se i prezzi scelti sono tali che il 
valore attribuito ad alcuni insiemi di input sia minore di quello attribuito all’insieme di 
output che produce, chiaramente le risorse sono sottovalutate ed i prezzi degli input 
devono essere rivisti verso l’alto. 
Similmente, se i prezzi degli output riflettono il costo degli input distolti da altri usi 
per produrre un’unità di output, allora il valore totale all’insieme di output che eccede 
il costo totale attribuito all’insieme di input implicherebbe che l’insieme di output è 
sopravvalutato. 
Infine, quando si assumono rendimenti di scala costanti, la produzione efficiente 𝐹 𝑥,𝑦 = 0 
è omogenea di grado zero. 
Perciò, 𝜕𝐹𝜕𝑥!! 𝑥! + 𝜕𝐹𝜕𝑦!! 𝑦! = 0. 
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Inoltre, se si considera la massimizzazione dei profitti19, il prezzo dell’output j è 
proporzionale a !"!!!  , mentre il prezzo dell’input i è proporzionale al negativo di !"!!!  . 
Quindi, quando i prezzi ombra sono tratti dalla tecnologia, il profitto della DMU è pari 
a zero. 
Il massimo valore dell’output aggregato Yt è uno ed implica che: Π! = 𝑌!𝑌!∗ = 𝑌! = 𝑝!!𝑦! . 
 
La soluzione ottima del problema esposto in precedenza fornisce una misura 
dell’efficienza tecnica della DMU t. 
 
Ø Efficienza- CCR: la DMU t è CCR-efficiente se 𝜃∗ = 1 e se esiste 
almeno un (𝑝∗,𝑤∗) ottimo con 𝑝∗ > 0 e 𝑤∗ > 0;  altrimenti, la DMU t è 
CCR-inefficiente. 
 
Quindi, l’inefficienza CCR significa che o 𝜃∗ < 1 oppure 𝜃∗ = 1 ed almeno un 
elemento di (𝐩∗,𝐰∗) è uguale a zero per ogni soluzione ottimale del problema di 
programmazione lineare. 
 Ci si soffermi, in particolare, sul caso in cui la DMU t ha 𝜃∗ < 1 (ossia è CCR-
inefficiente). Allora ci deve essere almeno un vincolo (o una DMU) nell’equazione: 𝑝!!𝑦!! − 𝑤!!𝑥!! ≤ 0;          𝑗 = 1, 2,… , 𝑡,… ,𝑁!!!!!!!!  per la quale il peso (𝒑∗,𝒘∗) 
produce un’uguaglianza tra i due membri poiché, altrimenti, 𝜃∗ potrebbe essere 
aumentato.  
L’insieme di tali 𝑗 ∈    1,… ,𝑁  sia: 
𝐸!! =   𝑗:   𝑝!∗𝑦!" = 𝑤!∗𝑥!"!!!!!!!! . 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
19 Si consideri il problema di massimizzazione del profitto: max Π = 𝑝!𝑦! − 𝑤!𝑥!!!  sotto il 
vincolo F(x, y)= 0. La Lagrangiana assume la forma: 𝐿 𝑥, 𝑦, 𝜆 = 𝑝!𝑦! − 𝑤!𝑥! − 𝜆𝐹(𝑥, 𝑦)!!  
e le condizioni del primo ordine per il massimo sono 𝑝! = 𝜆𝐹!       e      𝑤! = −𝜆𝐹! . 
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Il sottoinsieme 𝐸! di 𝐸!!, costituito da DMU CCR-efficienti, è chiamato reference set o 
peer group. L’insieme abbracciato da 𝐸! è detto frontiera efficiente della DMU t.  
Il problema duale20 (envelopment form), associato alla programmazione lineare, è 
espresso con una variabile reale 𝜃 e con un vettore non negativo 𝜆 = 𝜆!,… , 𝜆! ! di 




𝑥!!𝜆! ≤ 𝜃𝑥!!!!!!         𝑖 = 1, 2,… ,𝑛; 
𝑦!!𝜆! ≥ 𝑦!!  !!!!       𝑟 = 1, 2,… ,𝑚; 𝜆! ≥ 0        𝑗 = 1, 2,… ,𝑁. 
 
Quest’ultimo modello è conosciuto come il “modello di Farrell” appunto perché è 
quello utilizzato da Farrell (1957). Nella parte economica della letteratura sulla DEA, 
si dice che è conforme all’assunzione di strong disposal perché ignora la presenza di 
slack diverse da zero. Nella parte riferita alla ricerca operativa della letteratura sulla 
DEA, invece, si parla di weak efficiency. 
Forse perché si basò sulla letteratura dell’activity analysis21, Farrell non riuscì a 
sfruttare il teorema duale della programmazione lineare; ciò ha comportato difficoltà 
computazionali, poiché egli non riuscì a trarre vantaggio dal fatto che i modelli 
dell’activity analysis possono essere convertiti nell’equivalente programmazione 
lineare che fornisce un accesso immediato al simplex e ad altri metodi per risolvere in 
modo efficiente questi problemi22. 
Le corrispondenze tra i vincoli e le variabili del problema originario (LP) e quello 
duale (DLP) sono sintetizzate nella seguente tabella: 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
20 Indicato anche con la sigla DLP. 
21 Si veda T.C. Koopmans (1951). 
22 Si veda, per esempio, Charnes and Cooper (1961, Ch. IX). 
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(LP) 𝒘𝒊𝒕𝒙𝒊𝒕 = 𝟏𝒏𝒊!𝟏  𝒑𝒓𝒕𝒚𝒓𝒋 − 𝒘𝒊𝒕𝒙𝒊𝒋𝒏𝒊!𝟏
𝒎
𝒓!𝟏 ≤ 𝟎 
 𝜽 𝝀𝒋 ≥ 𝟎         
 
 𝒙𝒊𝒋𝝀𝒋 ≤ 𝜽𝒙𝒊𝒕𝑵𝒋!𝟏  
𝒚𝒓𝒋𝝀𝒋 ≥ 𝒚𝒓𝒕  𝑵𝒋!𝟏  
 
 𝒑𝒓𝒕 ≥ 𝟎;       
 𝒘𝒊𝒕 ≥ 𝟎 
 
 	  
Si consideri, per semplicità, il caso in cui esistono due input e due output.  
Siano yt = (y1t, y2t) e xt = (x1t, x2t). In base a quanto detto precedentemente, il problema 
di programmazione lineare diventa: 
 max 𝑝!!𝑦!! + 𝑝!!𝑦!! 
s.t. 𝑝!!𝑦!! + 𝑝!!𝑦!" − 𝑤!!𝑥!! − 𝑤!!𝑥!" ≤ 0; 𝑝!!𝑦!" + 𝑝!!𝑦!! − 𝑤!!𝑥!" − 𝑤!!𝑥!! ≤ 0; 
…… 𝑝!!𝑦!! + 𝑝!!𝑦!! − 𝑤!!𝑥!! − 𝑤!!𝑥!! ≤ 0; 
……. 𝑝!!𝑦!! + 𝑝!!𝑦!! − 𝑤!!𝑥!! − 𝑤!!𝑥!! ≤ 0; 𝑤!!𝑥!! + 𝑤!!𝑥!! = 1; 𝑝!! , 𝑝!! ,𝑤!! ,𝑤!! ≥ 0. 
 
Il problema duale, associato a questa programmazione lineare, è il seguente: 
 min𝜃 
s.t. 𝜆!𝑦!! + 𝜆!𝑦!" +⋯+ 𝜆!𝑦!! +⋯+ 𝜆!𝑦!! ≥ 𝑦!!  ; 
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𝜆!𝑦!" + 𝜆!𝑦!! +⋯+ 𝜆!𝑦!! +⋯+ 𝜆!𝑦!! ≥ 𝑦!!  ; 𝜃𝑥!! − 𝜆!𝑥!! − 𝜆!𝑥!" −⋯− 𝜆!𝑥!! −⋯− 𝜆!𝑥!! ≥ 0  ; 𝜃𝑥!! − 𝜆!𝑥!" − 𝜆!𝑥!! −⋯− 𝜆!𝑥!! −⋯− 𝜆!𝑥!! ≥ 0  ;   𝜃  senza  vincoli,          𝜆! ≥ 0,           𝑗 = 1, 2,… ,𝑁 . 
 
Il valore ottimo di 𝜃, 𝜃∗ è tale che 0 < 𝜃∗ ≤ 1. 
 
Prima di proseguire la trattazione, è utile chiarire cosa sono le variabili slack. 
Si definiscono gli eccessi di input come  𝑠! = 𝜃𝑥!" − 𝑥!"𝜆! ,      𝑠!!!!! ∈ 𝑅!; per 
contro, 𝑠! ∈ 𝑅! rappresenta le carenze di output ed è definito come 𝑦!"𝜆! − 𝑦!" .!!!!   
L’esistenza di input slack indica, cioè, che è possibile ridurre la quantità di input 
immessa nel processo produttivo, mantenendo inalterata la quantità di output ottenuta; 
la presenza di output slack, invece, pone in evidenza il fatto che è possibile aumentare 
la quantità di output a parità di input. 
Alcuni punti sulla frontiera possono essere debolmente efficienti per la presenza di 
variabili slack non nulle. Ciò fa sì che si possono avere variabili slack non negative in 
alcune soluzioni, ma non in altre.  
Per scoprire i possibili eccessi di input o le carenze di output, è necessario risolvere il 
seguente problema di programmazione lineare a due fasi. 
 
§ Fase I 
 Si risolve il problema duale sopra esposto; sia 𝜃∗ il valore obiettivo ottimo. In 
virtù del teorema del dualismo della programmazione lineare, 𝜃∗ è uguale al 
valore obiettivo ottimo del problema originario ed è CCR-efficiente23. Tale 
valore di 𝜃∗ è incorporato nella seconda fase. 
§ Fase II 
Utilizzando il valore di 𝜃∗, si risolve il seguente problema avente come variabili 𝜆, 𝑠!, 𝑠!: 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
23 Alternativamente, l’efficienza-CCR si potrebbe definire “efficienza di Farrell”. 
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𝑚𝑎𝑥 𝑠!! + 𝑠!!!!!!!!!!  
s.t. 
𝑥!"𝜆! + 𝑠!! = 𝜃∗𝑥!"          𝑖 = 1, 2,… ,𝑛;!!!!  
𝑦!"𝜆! − 𝑠!! = 𝑦!"!!!!           𝑟 = 1, 2,… ,𝑚; 𝜆! , 𝑠!!, 𝑠!! ≥ 0          ∀𝑖, 𝑗, 𝑟. 
 
L’obiettivo della fase II è quello di trovare una soluzione che massimizza la somma 
degli eccessi di input e delle carenze di output mantenendo la condizione 𝜃 = 𝜃∗.  
Tali sviluppi conducono alle seguenti definizioni: 
 
Ø La DMUt è pienamente efficiente (100%) se e solo se (i) 𝜃∗ = 1 e (ii) 
tutte le variabili slack 𝑠!!∗ = 𝑠!!∗ = 024; 
Ø la DMUt  è debolmente efficiente se e solo se (i) 𝜃∗ = 1 e (ii) 𝑠!!∗ ≠ 0 
e/o 𝑠!!∗ ≠ 0 per alcuni i e r in alcuni ottimi alternativi. 
 
In sintesi risulta: min𝜃 − 𝜀 𝑠!! + 𝑠!!!!!!!!!!  
 
s.t. 
𝑥!"𝜆! + 𝑠!! = 𝜃𝑥!!          𝑖 = 1, 2,… ,𝑛;!!!!  
𝑦!"𝜆! − 𝑠!! = 𝑦!"          𝑟 = 1, 2,… ,𝑚;!!!!  𝜆! , 𝑠!!, 𝑠!! ≥ 0          ∀𝑖, 𝑗, 𝑟 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
24 La presenza di slack, infatti, indica che la DMU non è Pareto-Koopmans efficiente e, dunque, 
sarebbe possibile mantenere lo stesso livello di produzione riducendo le risorse impiegate. 
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dove le variabili slack 𝑠!! e   𝑠!! sono utilizzate per convertire le disuguglianze dei 
vincoli del problema duale in equazioni equivalenti. Qui 𝜀 > 0 è il cosiddetto 
elemento non-archimedeo, definito più piccolo di qualsiasi numero reale positivo. Ciò 
equivale a risolvere il problema duale in due fasi, prima minimizzando 𝜃, poi fissando 𝜃 = 𝜃∗ dove le slack sono massimizzate senza alterare il valore determinato 
precedentemente di 𝜃 = 𝜃∗. 
 
Alternativamente si sarebbe potuto considerare il rapporto tra input virtuale e output 
virtuale adottando, quindi, un orientamento output-oriented. Ciò impone di rivedere 
l’obiettivo dal massimo al minimo, per ottenere: 
 min 𝑢!𝑥!"/ 𝑣!𝑦!"!!  
s.t. 𝑢!𝑥!"/ 𝑣!!! 𝑦!" ≥ 1          per  𝑗 = 1,… ,𝑁; 𝑣! ,𝑢! ≥ 𝜀 > 0          per  ogni  𝑖  e  𝑟, 
 
dove 𝜀 > 0 è l’elemento non archimedeo definito precedentemente. 
 
La trasformazione di Charnes e Cooper (1962) della programmazione lineare 
frazionaria25 fornisce il modello conosciuto come multiplier model riportato di 
seguito: 
 
min 𝑤!𝑥!"!!!!  
s.t. 
𝑤!𝑥!" − 𝑝!𝑦!"!!!!!!!! ≥ 0; 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
25 Si vedano le pagg. 75-76 di Cooper, Seiford e Tone (2000) per uno sviluppo formale di questa 
trasformazione. 
	   36 
𝑝!𝑦!" = 1;!!!!  𝑤! , 𝑝! ≥ 0,          ∀𝑟, 𝑖 
 
Il problema duale (envelopement form) diventa: 
 max𝜙 
s.t. 
𝑥!"𝜆!!!!! ≤ 𝑥!"; 
𝑦!"𝜆! ≥ 𝜙𝑦!";!!!!  𝜆! ≥ 0        𝑗 = 1, 2,… ,𝑁. 
 
Tenendo conto delle variabili slack di cui si è discusso in precedenza, il problema 
duale assume la forma seguente: 
 max𝜙 + 𝜀 𝑠!!!!!! + 𝑠!!!!!!  
s.t. 
𝑥!"𝜆! + 𝑠!! = 𝑥!"          𝑖 = 1, 2,… ,𝑛;!!!!  
𝑦!"𝜆! − 𝑠!! = 𝜙𝑦!"          𝑟 = 1, 2,… ,𝑚;!!!!  𝜆! ≥ 0          𝑗 = 1, 2,… ,𝑁. 
 
Come prima, quest’ultimo modello è calcolato con un processo a due fasi. Prima si 
calcola 𝜙∗, ignorando le slack; successivamente, si ottimizzano le slack fissando 𝜙∗ 
nel seguente problema di programmazione lineare: 
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max 𝑠!! + 𝑠!!!!!!!!!!  
s.t. 
𝑥!"𝜆! + 𝑠!! = 𝑥!"          𝑖 = 1, 2,… ,𝑛;!!!!  
𝑦!"𝜆! − 𝑠!! = 𝜙∗!!!! 𝑦!"          𝑟 = 1, 2,… ,𝑚; 𝜆! ≥ 0          𝑗 = 1, 2,… ,𝑁. 
 
A questo punto è necessario modificare le definizioni di efficienza fornite 
precedentemente, per adattarle al caso output-oriented: 
 
Ø la DMUt è efficiente se e solo se 𝜙∗ = 1 e 𝑠!!∗ = 𝑠!!∗ = 0    ∀  𝑖, 𝑟;  
Ø la DMUt è debolmente efficiente se 𝜙∗ = 1 e 𝑠!!∗ ≠ 0 e/o 𝑠!!∗ ≠ 0 per alcuni i 
e r in qualche ottimo alternativo. 
 
La seguente tabella riporta, schematicamente, i modelli CCR nelle versioni input-
oriented ed output-oriented; per ciascuna di esse viene presentato sia il modello dei 
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Envelopment model Multiplier model 
 min𝜃 − 𝜀 𝑠!! + 𝑠!!!!!!!!!!  
s.t. 
𝑥!"𝜆! + 𝑠!! = 𝜃𝑥!!          𝑖 = 1, 2,… , 𝑛;!!!!  
𝑦!"𝜆! − 𝑠!! = 𝑦!"          𝑟 = 1, 2,… ,𝑚;!!!!  𝜆! , 𝑠!!, 𝑠!! ≥ 0          ∀𝑖, 𝑗, 𝑟 
 
 
max 𝑝!!𝑦!!!!!!  
s.t. 
𝑝!!𝑦!! − 𝑤!!𝑥!! ≤ 0;          𝑗 = 1, 2,… , 𝑡,… ,𝑁 ;!!!!
!




Envelopment model Multiplier model 
 max𝜙 + 𝜀 𝑠!!!!!! + 𝑠!!!!!!  
s.t. 
𝑥!"𝜆! + 𝑠!! = 𝑥!"          𝑖 = 1, 2,… , 𝑛;!!!!  








!!! ≥ 0; 𝑝!𝑦!" = 1;!!!!  𝑤! , 𝑝! ≥ 0,          ∀𝑟, 𝑖 
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Di seguito viene proposto un confronto tra le versioni input-oriented ed output-
oriented del modello CCR. 
Per fare ciò, ci si serve dell’esempio26 presentato nella figura 7 in cui si prendono in 
considerazione cinque DMU: P1, P2, P3, P4 e P5 , ciascuna delle quali utilizza un 
singolo input per produrre un singolo output. 
 
                                      Figura 7. Esempio di DMU. 
 
I numeri in parentesi possono essere interpretati come i valori delle coordinate che 
corrispondono agli input e agli output della DMUj, rappresentata come Pj, j=1, 2, …, 5; 
il primo valore della parentesi è l’input, mentre il secondo è l’output di Pj. 
Per una più agevole comprensione delle interpretazioni del modello , si fa riferimento 
alla Tabella 3, che contiene i valori delle soluzioni ottimali delle cinque DMU per 
entrambi i problemi di programmazione lineare del modello CCR. 
Ad esempio, per valutare l’efficienza della DMU5 (P5) si può risolvere il seguente 
modello CCR dell’inviluppo input-oriented27: 
 min𝜃 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
26 Esempio tratto da W. W. Cooper, L.M. Seiford, J. Zhu, “Data Envelopment Analysis. History, 
models and interpretations”, pagg 14-17. 
27 Conosciuto come Envelopment Model. 
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s.t. 2𝜆! + 3𝜆! + 6𝜆! + 9𝜆! + 5𝜆! ≤ 5𝜃     (input) 1𝜆! + 4𝜆! + 6𝜆! + 7𝜆! + 3𝜆! ≥ 3      (output) 𝜆!, 𝜆!, 𝜆!, 𝜆!, 𝜆! ≥ 0 
da cui risulta: 𝜃∗ = 9/20, 𝜆!∗ = 3/4 e 𝜆! = 0  (𝑗 ≠ 2)28. 
In alternativa, si può risolvere il modello CCR dei moltiplicatori input-oriented: max 𝑧 =   3𝑝 
s.t. 1𝑝 − 2𝑤 ≤ 0        (P1) 4𝑝 − 3𝑤 ≤ 0        (P2) 6𝑝 − 6𝑤 ≤ 0        (P3) 7𝑝 − 9𝑤 ≤ 0        (P4) 3𝑝 − 5𝑤 ≤ 0        (P5) 5𝑤 = 1 𝑝,𝑤 ≥ 0 
che fornisce le seguenti soluzioni: 𝑧∗ = 9/20, 𝑝∗ = 3/20 e 𝑤∗ = 1/5.  
Quindi si ha 𝜃∗ = 𝑧∗. 
 
Tabella 3. Valori delle soluzioni ottimali per il modello CCR. 
 



























𝜆! = 1/4 𝜆! = 1 𝜆! = 3/2 𝜆! = 7/4 𝜆! = 3/4 4 5 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
28 Si veda l’ultima riga delle ultime due colonne della parte superiore della Tabella 3. 




























𝜆! = 2/3 𝜆! = 1 𝜆! = 2 𝜆! = 3 𝜆! = 5/3 
 
Una DMU è inefficiente se il punteggio di efficienza dato dal valore ottimo del 
problema di programmazione lineare è minore di uno (𝜃∗ < 1  o  𝑧∗ < 1). Se il valore 
ottimo è uguale a uno e se esistono moltiplicatori ottimi positivi (𝑝! > 0,𝑤! > 0), 
allora la DMU è efficiente. Perciò, tutti i punti efficienti sono sulla frontiera. 
Tuttavia, una DMU può essere un punto sulla frontiera (𝜃∗ = 1) ed inefficiente allo 
stesso tempo. Una DMU inefficiente può essere resa più efficiente dalla proiezione 
sulla frontiera. 
Nella versione input-oriented si può incrementare l’efficienza attraverso una riduzione 
proporzionale degli input; nell’approccio output-oriented, per contro, è richiesto un 
aumento proporzionale degli output. 
In ogni caso è necessario distinguere tra un punto sulla frontiera e un punto efficiente 
sulla frontiera. Inoltre, l’efficienza di un punto sulla frontiera può dipendere 
dall’orientamento del modello. 
 
 
Figura 8. Proiezione sulla frontiera per il modello CCR input-oriented. 
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Figura 9. Proiezione sulla frontiera per il modello CCR output-oriented. 
 
Nelle Figure 8 e 9 sono rappresentate, rispettivamente, la frontiera efficiente e le 
proiezioni DEA per i modelli input-oriented ed output-oriented. 
In entrambi i casi, la frontiera efficiente ottenuta con il modello CRR è il raggio 𝛼(𝑥!,𝑦!) 𝛼 ≥ 0 , dove x2 e y2 sono le coordinate di P2. 
Come si può vedere dai punti disegnati dalle punte della freccia, una DMU inefficiente 
potrebbe essere proiettata in differenti punti sulla frontiera nei due orientamenti. 
Il teorema che verrà esposto di seguito stabilisce una corrispondenza tra le soluzioni 
per i due modelli. 
 
Teorema: Sia (𝜃∗, 𝜆∗) una soluzione ottimale per il modello input-oriented. Allora 
(1/𝜃∗, 𝜆∗/𝜃∗) = (𝜙∗, 𝜆∗) è ottimale per il corrispondente modello output-oriented. 
Similmente se (𝜙∗, 𝜆∗) è ottimale per il modello output-oriented, allora (1/𝜙∗, 𝜆∗/𝜙∗) =  
(𝜃∗, 𝜆∗) è ottimale per il modello input-oriented. 
 
 
2.2.1   Estensioni del modello CCR 
 
In letteratura sono apparsi alcuni utili arricchimenti. In questa sede vengono 
approfondite alcune estensioni che mostrano la flessibilità della metodologia DEA di 
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base; esse permettono all’analista di trattare input ed output sia categorici che non 
discrezionali e di incorporare un giudizio o informazioni manageriali ausiliarie. 
 
a.  Input ed output non discrezionali  
Le formulazioni precedenti del modello si basavano sull’ipotesi, implicita, che tutti gli 
input e gli output fossero discrezionali: essi, cioè, potevano essere controllati dal 
management di ciascuna DMU e modificati a sua discrezione. 
Quindi, il fallimento di una DMU nel produrre i livelli massimi di output con il 
minimo consumo di input si risolve in un punteggio di efficienza peggiorato. 
Potrebbero, però, esistere input ed output dati esogenamente (detti anche “non 
discrezionali”) che sfuggono al controllo del management di una DMU. 
La letteratura sulla DEA offre, al riguardo, numerosi esempi: le caratteristiche del 
terreno e la topografia nei differenti stabilimenti, il numero di concorrenti nelle 
ristoranti di una catena, l’età delle strutture in differenti università, il numero delle 
transazioni (per un servizio puramente gratis) nella performance di una biblioteca. 
Per esempio, Banker e Morey (1986) illustrano l’effetto di input determinati 
esogenamente, che non sono controllabili, nell’analisi di una catena di ristoranti fast 
food. 
 Nel loro studio, ciascuno dei 60 ristoranti della catena consuma sei input per produrre 
tre ouput. I tre output (tutti controllabili) corrispondono alle vendite della colazione, 
pranzo e cena. Dei sei input, solo due sono discrezionali: le spese per i rifornimenti e 
quelle per la forza lavoro. Gli altri quattro input (l’età del negozio, il livello di 
pubblicità come stabilito dalla sede centrale, l’ubicazione urbana o rurale e la 
possibilità di arrivare in macchina) non sono controllabili dai manager dei singoli 
ristoranti della catena. 
Si supponga che le singole variabili input e output possano essere ripartite in 
sottoinsiemi di variabili discrezionali (D) e non discrezionali (N).  
Quindi, 𝐼 = 1, 2,… ,𝑛 = 𝐼! ∪ 𝐼!    con    𝐼! ∩ 𝐼! = ∅ 
e 𝑂 = 1, 2,… ,𝑚 = 𝑂! ∪ 𝑂!    con    𝑂! ∩ 𝑂! = ∅ 
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dove 𝐼!  ,𝑂! e 𝐼!  ,𝑂! si riferiscono agli input, I, discrezionali (D) e non discrezionali 
(N) e agli output, O, discrezionali (D) e non discrezionali (N); ∅ indica un insieme 
vuoto. 
Per valutare la performance manageriale dobbiamo distinguere tra input discrezionali e 
input non discrezionali, come viene illustrato nella seguente versione modificata del 
modello CCR: 
𝑚𝑖𝑛𝜃 − 𝜀 𝑠!! + 𝑠!!!!!!!∈!!  
s.t. 
𝑥!"𝜆! + 𝑠!! = 𝜃𝑥!"            𝑖 ∈ 𝐼!;!!!!  
𝑥!"𝜆! + 𝑠!! = 𝑥!"            𝑖 ∈ 𝐼!;!!!!  
𝑦!"𝜆! − 𝑠!! = 𝑦!"            𝑟 = 1, 2,… ,𝑚;!!!!  𝜆! ≥ 0            𝑗 = 1, 2,… ,𝑁. 
 
Si noti che 𝜃 da minimizzare compare solo nei vincoli per i quali 𝑖 ∈ 𝐼!, mentre i 
vincoli per i quali 𝑖 ∈ 𝐼! operano solo indirettamente, poiché i livelli di input 𝑥!" per 𝑖 ∈ 𝐼! non sono soggetti al controllo manageriale. 
E’ necessario, altresì, notare che le variabili slack associate a 𝐼! (gli input non 
discrezionali) non sono incluse nell’obiettivo del problema e, quindi, le slack diverse 
da zero per questi input non influenzano direttamente i punteggi di efficienza ai quali è 
orientato l’obiettivo. 
 
Le modifiche da apportare al modello CCR output-oriented per includere le variabili 
non discrezionali conducono al seguente problema: 
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𝑥!"𝜆! + 𝑠!! = 𝑥!"            𝑖 = 1, 2,… ,𝑛;!!!!  
𝑦!"𝜆! − 𝑠!! = 𝜙𝑦!"            𝑟 ∈ 𝑂!;!!!!  
𝑦!"𝜆! − 𝑠!! = 𝑦!"            𝑟 ∈ 𝑂!;!!!!  𝜆! ≥ 0            𝑗 = 1, 2,… ,𝑁. 
 
Infine, è necessario prestare attenzione al fatto che si può presentare un piccolo 
problema associato al concetto di output controllabili, il quale potrebbe essere oscurato 
dalla simmetria delle formulazioni dei modelli input/output. 
Specificatamente, il passaggio da un orientamento input ad un orientamento output 
non è così trasparente come può sembrare. Infatti, ci potrebbero essere difficoltà 
interpretative per gli output non direttamente controllabili: un esempio di ciò è 
rappresentato dalle vendite che sono influenzate dalla pubblicità della sede centrale 
della società, ma non sono direttamente controllabili dai manager delle filiali. 
 
 
b.  Includere un giudizio o una conoscenza a priori 
Probabilmente la più significativa tra le estensioni della DEA proposte è il concetti di 
restringere la possibile gamma dei moltiplicatori. 
Nel modello CCR , l’unica restrizione esplicita sui moltiplicatori è la positività, come 
rilevato per 𝜀 > 0. Questa flessibilità spesso è presentata come vantaggiosa nelle 
applicazioni della metodologia DEA, dal momento che non è richiesta una 
specificazione a priori dei moltiplicatori. 
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Tuttavia, in alcune situazioni questa completa flessibilità potrebbe dare origine a 
conseguenze indesiderate, poiché potrebbe far apparire una DMU come efficiente in 
modi che sono difficili da giustificare. In particolare, il modello può assegnare valori 
eccessivamente bassi o eccessivamente alti ai moltiplicatori nel tentativo di portare a 
livelli più alti possibili il punteggio di efficienza di una determinata DMU. 
Tre situazioni per le quali è stato dimostrato vantaggioso imporre vari livelli di 
controllo sono le seguenti: 
1. l’analisi altrimenti ignorerebbe l’informazione addizionale che non può essere 
direttamente incorporata nel modello che viene usato (ad esempio il modello dei 
moltiplicatori); 
2. il management ha forti preferenze riguardo all’importanza relativa di differenti 
fattori; 
3. se il campione di DMU è piccolo il metodo manca di discriminare e tutte sono 
efficienti. 
Utilizzando i modelli dei moltiplicatori, che la teoria della dualità rende disponibili per 
introdurre restrizioni sui moltiplicatori, può condizionare le soluzioni che possono 
essere ottenute dal corrispondente modello dello sviluppo. 
Le tecniche proposte per applicare queste restrizioni addizionali includono 
l’imposizione di limiti superiori ed inferiori sui moltiplicatori individuali (Dyson e 
Thanassoulis, 1988; Roll, Cook e Golany, 1991); l’imposizione di limiti sugli indici 
dei moltiplicatori (Thompson et al., 1986); l’aggiunta di disuguaglianze dei 
moltiplicatori (Wong e Beasley, 1990). 
Per illustrare l’approccio generale si supponga di inserire restrizioni addizionali di 
disuguaglianze della seguente forma all’interno del modello dei moltiplicatori: 
 𝛼! ≤ 𝑤!𝑤!" ≤ 𝛽! ,        𝑖 = 1,… ,𝑛; 
 𝛿! ≤ 𝑝!𝑝!" ≤ 𝛾!         𝑟 = 1,… ,𝑚. 
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Qui,  𝑤!" e 𝑝!" rappresentano i moltiplicatori utilizzati per stabilire i limiti superiori ed 
inferiori rappresentati da 𝛼!, 𝛽! e 𝛿!,  𝛾! , per i moltiplicatori associati agli input i=1, 
…, n e agli output r =1, …, m dove 𝛼!" = 𝛽!" = 𝛿!" = 𝛾!" = 1.  
Le restrizioni sopra citate sono definite Assurance Region (AR) così come elaborate da 
Thompson et al. (1986) e definite più precisamente in Thompson et al. (1990). 
Gli usi di tali limiti non sono ristretti ai soli prezzi. Per esempio, Zhu (1996) utilizza 
l’approccio dell’Assurance Region per stabilire i limiti sui pesi ottenuti dagli utilizzi 
degli Analytic Hierarchy Processes nella produzione tessile cinese, allo scopo di 
includere dei limiti su tali pesi che meglio riflettono le preferenze del governo locale 
circa la misurazione della performance della produzione tessile. 
In genere, questi vincoli AR sono flessibili nell’utilizzo. Inoltre, si possono esaminare 
prima le soluzioni provvisorie e, in seguito, restringere oppure allentare i limiti fino a 
che una o più soluzioni appaiono ragionevolmente soddisfacenti a coloro che devono 
prendere le decisioni, i quali non possono esprimere a priori i valori delle loro 
preferenze. 
L’approccio AR allenta molto le condizioni ed amplia il campo di applicazione per 
l’uso di condizioni a priori. In alcuni casi le condizioni da includere possono essere 
troppo complesse per un’articolazione esplicita; in questo caso, sono disponibili 
possibilità addizionali. Per esempio, invece di imporre dei limiti ai valori delle 
variabili accettabili, il cone-ratio envelopment approach trasforma i dati. 
Brockett et al. (1997) forniscono un esempio nel quale un’agenzia di una banca voleva 
valutare, in aggiunta all’efficienza delle banche sotto la sua giurisdizione, la copertura 
dal rischio. Non potrebbero essere forniti dei limiti sui possibili trade-off tra copertura 
dal rischio ed efficienza, così ciò è stato compiuto utilizzando un insieme di banche 
identificate come “eccellenti” (anche quando non appartenevano all’insieme 
originario). Poi, utilizzando i dati di queste banche eccellenti, il cone-ratio 
envelopment era usato per trasformare i dati in valori migliorati che potevano essere 
usati per valutare ciascuna banca regolamentata operante sotto condizioni ampiamente 
variabili. Ciò evitava la necessità di specificare congiuntamente cosa significava un’ 
“adeguata” copertura dal rischio ed efficienza non solo in ogni aspetto, ma anche in 
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tutte le interazioni tra rischio ed efficienza che sono possibili nella performance della 
banca. 
E’ stata attenuata anche la non negatività delle slack imposta nel modello CCR 
standard.  
 
c.  Window Analysis  
Negli esempi precedenti, ciascuna DMU è stata osservata una sola volta. 
In questo paragrafo le osservazioni delle DMU avvengono su più periodi di tempo; 
spesso è importante compiere un’analisi dove l’interesse si concentra sui cambiamenti 
di efficienza nel tempo. In un sistema di questo tipo è possibile condurre la DEA nel 
tempo utilizzando una media mobile analogica, dove una DMU in ogni periodo è 
trattata come se fosse una differente DMU. 
Specificatamente, la performance di una DMU in un particolare periodo viene 
confrontata con la sua performance in altri periodi, oltre alla performance delle altre 
DMU. 
La tecnica della Window Analysis può essere illustrata mediante lo studio delle 
operazioni di manutenzione degli aerei, come descritto da Charnes et al. (1985). 
In questo esempio, ci si serve dei dati per 14 (n=14) ali di aerei tattici della U.S Air 
Force per un periodo di sette mesi (p=7).  
Per compiere l’analisi utilizzando una finestra di tre mesi, si deve procedere nel modo 
seguente. Ogni DMU viene rappresentata come se fosse una DMU diversa per 
ciascuno dei tre mesi successivi nella prima finestra. Quindi, viene compiuta un’analisi 
delle 42 (=nw=3x14) DMU. La finestra viene poi spostata di un periodo sostituendo 
M1 con M4 e viene compiuta un’analisi sul secondo insieme di tre mesi (M2, M3, M4) 
di queste 42 DMU.  
Il processo continua in questo modo, spostando la finestra in avanti di un periodo e 
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2.3  Rendimenti di scala 
Si consideri una tecnologia composta da un solo input ed un solo output, caratterizzata 
dal seguente insieme delle possibilità di produzione: 𝑇 = 𝑥,𝑦 :𝑦 ≤ 𝑓 𝑥 ; 𝑥 ≥ 𝑎  
dove 
                                                   𝑦∗ = 𝑓(𝑥)                                                               
 
rappresenta la funzione di produzione che mostra la massima quantità dell’output y 
ottenibile dall’input x ed a è la scala di input minimi al di sotto della quale la funzione 
di produzione non è definita. Se non c’è una scala minima, a è uguale a zero. 
In un punto specifico (x, y) della frontiera di produzione, la produttività media è data 
da: AP = 𝑓(𝑥)𝑥 . 
 
Si è in presenza di rendimenti di scala crescenti quando un piccolo incremento di x 
determina un incremento di AP; similmente, i rendimenti di scala sono decrescenti 
quando AP diminuisce in seguito ad un incremento di x. Se i rendimenti di scala sono 
costanti, infine, un incremento di x lascia AP invariata. 
Formalmente, !"#!"  è positiva sotto rendimenti di scala crescenti, negativa sotto 
rendimenti di scala decrescenti e nulla nell’ipotesi di rendimenti di scala costanti. 
Se la funzione di produzione è differenziabile, si ottiene: 
 𝑑AP𝑑𝑥 = 𝑥𝑓! 𝑥 − 𝑓(𝑥)𝑥! = 𝑓(𝑥)𝑥! 𝑥𝑓! 𝑥𝑓(𝑥) − 1  
 
La condizione del primo ordine affinché la produttività media raggiunga il massimo è 
data da !"#!" = 0. La condizione del secondo ordine, invece, è soddisfatta se la funzione 
di produzione è concava, ossia se 𝑓!!(𝑥) < 0. 
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Si definisca 𝜀 = 𝑥𝑓!(𝑥)𝑓(𝑥)   . 
Allora si può riscrivere: 
 𝑑AP𝑑𝑥 = 𝑓 𝑥𝑥! 𝜀 − 1 . 
 
Quindi, 𝜀 > 1    implica rendimenti di scala crescenti, 𝜀 = 1    implica rendimenti di scala costanti e 




                   Figura 10. Funzione di produzione con rendimenti di scala variabili. 
 
La Figura 10 mostra la funzione di produzione per la tecnologia singolo-input, 
singolo-output che presenta rendimenti di scala variabili. 
Come si vede dalla figura, la produttività media aumenta quando l’input x cresce da 0 
fino a x0; questa è la zona caratterizzata da rendimenti di scala crescenti, con 𝜀 > 1. 
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Oltre il livello di input x0 la produttività media diminuisce all’aumentare di x: si è in 
presenza, cioè, di rendimenti di scala decrescenti e 𝜀 < 1. In corrispondenza di x0, 
infine, i rendimenti di scala sono costanti e 𝜀 = 1. Questo è anche il livello di input in 
corrispondenza del quale la produttività media raggiunge il massimo. 
Si noti che, nell’esempio riportato nella Figura 10, sopra la zona di rendimenti 
crescenti, la produttività marginale di x è crescente e la funzione di produzione è 
convessa. Peraltro, la convessità della funzione di produzione non è realmente 
necessaria per la presenza di rendimenti crescenti. 
La Figura 11 mostra una funzione di produzione singolo-input, singolo-output. 
La funzione di produzione è globalmente concava nel suo intero dominio, ma i 
rendimenti di scala crescenti si trovano tra i livelli di input xm e x0. In corrispondenza 
di x0 ci sono rendimenti costanti localmente e, oltre questo livello di input, i rendimenti 
di scala diventano decrescenti. 
Una differenza fondamentale tra i due casi è rappresentata dal fatto che nella Figura 
10, diversamente che nella Figura 11, l’insieme delle possibili produzioni non è 
convesso. 
 
                                 Figura 11. Rendimenti di scala variabili e rendimenti costanti localmente. 
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Si consideri, ora, una combinazione input-output efficiente (x0, y0) tale che: 𝑦! = 𝑓 𝑥! . 
 
Siano 𝑥! = 𝛽𝑥! e 𝑓 𝑥! = 𝑦!. Si assuma, inoltre, che 𝑦! = 𝛼𝑦!; quindi, 𝛼𝑦! =𝑓(𝛽𝑥!). Chiaramente, 𝛼 dipenderà da  𝛽. 
Quindi,  𝛼 𝛽 = max𝛼 : 𝛽𝑥!,𝛼𝑥! ∈ 𝑇. 
 
Per ogni coppia efficiente (x, y) si avrà: 𝛼 𝛽 𝑦 = 𝑓 𝛽𝑥 . 
 
Differenziando rispetto a 𝛽, si ottiene: 𝛼! 𝛽 𝑦 = 𝑥𝑓! 𝛽𝑥 . 
 
Per 𝛽 = 1 si ha: 𝛼! 1 = 𝑥𝑓!(𝑥)𝑓(𝑥) = 𝜀. 
Quindi, in corrispondenza di (x, y):  
 𝛼! 1 > 1    implica rendimenti di scala crescenti, 𝛼!(1) = 1    implica rendimenti di scala costanti e 
   𝛼!(1) < 1     implica rendimenti di scala decrescenti. 
 
A titolo di esempio, si consideri la seguente funzione di produzione, riportata nella 
Figura 1229: 𝑓 𝑥 = 2 𝑥 − 4;         𝑥 ≥ 4. 
Per tale funzione, 𝜀 = 𝑥2 𝑥 − 4  . 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
29 Esempio tratto da Subhash C. Ray, “Data Envelopment Analysis”, pagg. 50-51. 
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Per 4 < 𝑥 < 16, 𝜀 > 1 e la produttività media (AP) aumenta con x, il che indica 
rendimenti di scala crescenti. Se 𝑥 = 16, 𝜀 = 1. Qui, la produttività media raggiunge 
un massimo. Oltre questo punto, i rendimenti di scala diventano decrescenti e 𝜀 < 1. 
Il livello di input 𝑥∗ = 16 ha un significato particolare: poiché in corrispondenza di 
questo livello di x la produttività media assume il valore più elevato, esso corrisponde 
a ciò che Frisch (1965) definì technically optimal production scale (TOPS). 
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Si è visto come, nel caso di input ed output singoli, la produttività media sia facilmente 
calcolabile mediante il rapporto tra le quantità degli output e degli input; per contro, 
quando sono presenti input ed output multipli, è necessario aggregare le quantità di 
output ed input. 
Le caratteristiche dei rendimenti di scala di una tecnologia sono collegate a come la 
produttività cambia nel caso particolare in cui sono coinvolti più input ed output. 
Per semplicità, si consideri una funzione di produzione con un input e due output. 
Siano 𝑥! = (𝑥!!, 𝑥!!) e 𝑥! = (𝑥!!, 𝑥!!) due differenti gruppi di input; inoltre, essi sono 
proporzionali. Quindi 𝑥! = 𝑡𝑥!, 𝑡 > 0. Allo stesso modo si può scrivere 𝑥!! = 𝑡𝑥!! e 𝑥!! = 𝑡𝑥!!. Le quantità massime di output ottenibili da tali gruppi di input sono 𝑦! = 𝑓(𝑥!) e 𝑦! = 𝑓 𝑥! . 
Nella Figura 13, i gruppi di input 𝑥! e 𝑥! sono rappresentati, rispettivamente, dai punti 
A0 e A1 sugli isoquanti per i livelli di output y0 e y1. 
 
 
Figura 13. Variazione radiale nei gruppi di input con mix costanti. 
 
Si definisca, ora, il gruppo di input 𝑥! = (𝑥!!, 𝑥!!) come un’unità di un singolo input 
composito (w) e si considerino le variazioni di scala di questo input senza alcun 
cambiamento nella proporzione degli input che lo compongono. Due unità dell’input w 
	   55 
corrisponderebbero all’insieme (2𝑥!!, 2𝑥!!). In base a tale definizione, il gruppo 𝑥! = (𝑡𝑥!!, 𝑡𝑥!!) rappresenta t unità di questo input composito. 
Si noti che il raggio che parte dall’origine e che passa per 𝑥! (e, in questo caso, anche 
per 𝑥!) diventa un asse lungo il quale è possibile misurare le variazioni di scala 
dell’input composito w. 
 
Figura 14. Mix di input costanti e un input composito. 
 
Nella Figura 14 è stato modificato il diagramma rappresentato nella Figura 13 
introducendo una terza dimensione per mostrare i cambiamenti nella quantità 
dell’output y, che si assume scalare. I gruppi di input 𝑥∗! e 𝑥∗! producono, 
rispettivamente, le quantità di output 𝑦! e 𝑦!. I punti 𝑃! e 𝑃! nel piano y-w 
rappresentano queste coppie di input-output. Entrambi i punti sono efficienti dal punto 
di vista tecnico e giacciono sulla frontiera di produzione 𝑦 = 𝑓 𝑤 . 
	   56 
 
Figura 15. Input composito e ray productivity average. 
 
La Figura 15 riporta la sezione bidimensionale (y-w) del diagramma tridimensionale 
della Figura 14. Il caso di un singolo output e due output è stato ridotto al caso in cui 
sono presenti un singolo input ed un singolo output, considerando solo i gruppi di 
input che differiscono nella scala ma non nel mix.  
Nella Figura 15, così come nella 14, i punti 𝑃! e 𝑃! sono coppie efficienti di input-
output. 
L’indice di produttività in 𝑃! relativo alla produttività media in 𝑃! è il rapporto tra 
l’inclinazione di 𝑂𝑃! e l’inclinazione di 𝑂𝑃!. 
E’ importante sottolineare che queste inclinazioni misurano la produttività media per 
unità dell’input composito w e sono conosciute come raggio delle produttività medie. 
Secondo questa definizione, il gruppo 𝑥! misura un’unità di w e 𝑥! = 𝑡𝑥! corrisponde 
alle t unità dell’input composito. 
Quindi, l’indice di produttività è: 
 𝐴𝑃(𝑥!)        𝐴𝑃(𝑥!) = !!!!!!!!!!!!!! = 𝑦!/𝑦!𝑡    
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Questo è il rapporto tra le ray average productivities in tre dimensioni, ma può anche 
essere considerato come il rapporto delle produttività medie in due dimensioni (dove 
l’input composito è trattato come uno scalare). Inoltre, la precedente discussione sui 
rendimenti di scala nel caso di singolo-input e singolo-output, vale anche per questo 
caso in cui si ha un singolo output e un singolo input composito.  
 
2.4  Il modello di Banker, Charnes e Cooper (Modello BCC) 
 
Il modello BCC rappresenta una delle estensioni del modello CCR; esso è 
caratterizzato da rendimenti di scala variabili30: pertanto, è presa in considerazione la 
possibilità che la funzione di produzione possa assumere rendimenti di scala crescenti 
o decrescenti. 
Come per il precedente modello, si ipotizza una funzione di produzione avente le 
seguenti proprietà: 
i. l’insieme delle possibilità di produzione è convesso; 
ii. gli input sono liberamente disponibili; 
iii. gli output sono liberamente disponibili. 
Quindi, se (𝑥!,𝑦!) e (𝑥!,𝑦!) sono possibili gruppi di input-output, allora (𝑥,𝑦) è 
anch’esso un insieme possibile, dove 𝑥 = 𝜆𝑥! + 1 − 𝜆 𝑥! e 𝑦 = 𝜆𝑦! + 1 −−𝜆 𝑦!; 0 ≤ 𝜆 ≤ 1.  
Ancora, se 𝑥,𝑦 ∈ 𝑇,  allora 𝑥,𝑦 ∈ 𝑇, quando 𝑥 ≥ 𝑥 e (𝑥,𝑦) ∈ 𝑇 quando 𝑦 ≤ 𝑦. 
Inoltre, quando per N imprese (i= 1, 2, …, N) viene osservato un campione di coppie 
input-output (𝑥! ,𝑦!), si assume che 
iv. (𝑥! ,𝑦!) ∈ 𝑇 per 𝑖 = 1, 2,… ,𝑁. 
Tra gli infiniti insiemi delle possibili produzioni che soddisfano le proprietà i-iv, si 
seleziona quello più piccolo 
𝑇! = 𝑥,𝑦 : 𝑥 ≥ 𝜆!𝑥!;         𝑦 ≤ 𝜆!𝑦!;          𝜆! = 1;!!!!!!!!!!!!  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
30 Di seguito indicati con la sigla VRS, acronimo di variable returns to scale. 
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𝜆! ≥ 0           𝑗 = 1, 2,… ,𝑁 . 
Qui, l’apice V identifica i rendimenti di scala variabili (VRS). 
Si noti che il modello BCC differisce dal modello CCR per il fatto che solamente il 
primo, tra i suoi vincoli, include la condizione di convessità 𝜆! = 1!!!! . 
Nella Figura 16 è rappresentata la frontiera di produzione del modello BCC. 
 
 
                      Figura 16. Frontiera di produzione del modello BCC. 
                      
 
Si consideri, adesso, la Figura 17 relativa all’esempio in cui sono presenti quattro 
DMU, A, B, C e D ciascuna delle quali utilizza un singolo input per produrre un 
output. 
La frontiera efficiente del modello CCR è la linea tratteggiata che passa per l’origine 
degli assi e per il punto B; per contro, la frontiera efficiente del modello BCC è 
costituita dalle linee in grassetto che uniscono i punti A, B e C. L’insieme delle 
possibilità di produzione è rappresentato dall’area che comprende la frontiera insieme 
alle attività osservate o possibili con un eccesso di input e/o una mancanza di output 
rispetto alle frontiere. 
A, B e C sono BBC- efficienti in quanto giacciono sulla frontiera; lo stesso discorso 
vale per tutti gli altri punti che si trovano sulla linea che unisce A, B e C. Tuttavia, solo 
B è CCR-efficiente. 
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  Figura 17. Il modello BCC. 
 
Basandosi sui valori di questo grafico, l’efficienza BCC input-oriented di D è data da: 𝑃𝑅𝑃𝐷 = 2.66674 = 0.6667, 
mentre la sua efficienza CCR, più piccola, è data da: 𝑃𝑄𝑃𝐷 = 2.254 = 0.5625. 
Generalmente, infatti, l’efficienza CCR non supera l’efficienza BCC. 
 
La misura dell’efficienza-BCC output-oriented, invece, è calcolata nel modo seguente: 𝑆𝑇𝐷𝑇 = 53 = 1.6667. 
 
Ciò significa che  il raggiungimento dell’efficienza richiederebbe un aumento degli 
output (rispetto al valore osservato) fino a 1.6667×3 = 5 unità. 
Per il modello CCR, invece, l’aumento necessario di input è ottenuto dal reciproco 
della sua inefficienza (1/0.5625=1.7778): quindi, come è mostrato chiaramente dal 
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grafico della Figura 17, è necessario un aumento ancora più grande per raggiungere 
l’efficienza31. 
 
Il modello BCC input-oriented misura l’efficienza tecnica della DMU t sotto l’ipotesi 
di rendimenti di scala variabili (VRS) risolvendo il seguente problema di 
programmazione lineare (envelopment form): 
 min 𝜃 
s.t. 
𝜆!𝑥! ≤ 𝜃𝑥!;!!!!  
𝜆!𝑦! ≥ 𝑦!;!!!!  
𝜆! = 1;!!!!  𝜆! ≥ 0       𝑗 = 1, 2,… ,𝑁 . 
 
Sia (𝜃∗;   𝜆!∗ , 𝜆!∗ ,… , 𝜆!∗ ) la soluzione ottima. Si definisca 𝑥∗! = 𝜃∗𝑥! . Allora, (𝑥∗! ,𝑦!) è la 
proiezione radiale input-oriented efficiente sulla frontiera e  TE!! 𝑥! ,𝑦! = 𝜃∗. 
 
La corrispondente multiplier form di questa programmazione lineare è ottenuta nel 
modo seguente: max 𝑢!𝑦!" − 𝑢!!!!!  
s.t. 𝑢!𝑦!" − 𝑣!𝑥!" − 𝑢! ≤ 0;        𝑗 = 1, 2,… ,𝑁 ;!!!!!!!!  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
31 Questa semplice “relazione inversa” tra inefficienze input ed output non vale anche per il modello 
BCC. 
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𝑣!𝑥!"!!!! ; 𝑢! , 𝑣! ≥ 0;        𝑟 = 1, 2,… ,𝑚; 𝑖 = 1, 2,… ,𝑛 ;       𝑢! senza vincoli32. 
 
L’equivalente programmazione frazionaria è ottenuta dal problema duale come segue: 
 max 𝑢!𝑦!" − 𝑢!!!!! 𝑣!𝑥!"!!!!  
s.t. 𝑢!𝑦!" − 𝑢!!!!! 𝑣!𝑥!"!!!! ≤ 1       𝑗 = 1, 2,… ,𝑁 ; 𝑢! , 𝑣! ≥ 0;        𝑟 = 1, 2,… ,𝑚; 𝑖 = 1, 2,… ,𝑛 ;       𝑢! senza vincoli. 
 
 
La tabella 4 mostra le corrispondenze tra i vincoli e le variabili primarie-duali. 
 
Tabella 4. Corrispondenze primarie e duali nel modello BCC. 
 











variabili 𝝀𝒋𝒙𝒋 ≤ 𝜽𝒙𝒕;𝑵𝒋!𝟏  𝝀𝒋𝒚𝒋 ≥ 𝒚𝒕;𝑵𝒋!𝟏  
𝝀𝒋 = 𝟏;𝑵𝒋!𝟏  
 𝑢! , 𝑣! ≥ 0;       
 𝑢! 
𝑢!𝑦!" − 𝑣!𝑥!" − 𝑢! ≤ 0;  !!!!!!!!  𝑣!𝑥!"!!!!  
 𝜃 
 𝜆! ≥ 0       
 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
32 𝑢! è uno scalare che, essendo libero da vincoli, può assumere segno positivo o negativo (o valore 
nullo). 
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E’ chiaro che la differenza tra i modelli BCC e CCR risiede nella variabile 𝑢!, la quale 
è associata al vincolo 𝜆! = 1!!!!  nel modello dell’envelopment e non appare nel 
modello CCR. 
Il problema primario viene risolto utilizzando una procedura a due fasi simile a quella 
del caso CCR. Nella prima fase, in particolare, si minimizza 𝜃 e nella seconda fase si 
massimizza la somma degli eccessi di input e dei deficit di output, mantenendo 𝜃 = 𝜃∗ 
(che è il valore obiettivo ottimale ottenuto nella prima fase). 
Le valutazioni che derivano dai modelli CCR e BCC sono collegate come segue. 
Una soluzione ottimale per il modello BCC (nell’envelopment form) è rappresentata da (𝜃∗, 𝜆∗, 𝑠!∗, 𝑠!∗), dove, come ricordato in precedenza, 𝑠!∗ rappresenta gli eccessi 
massimi di input e 𝑠!∗ rappresenta le carenze massime di output. 
Si noti che 𝜃∗ ottenuto con il modello BCC non è minore del valore obiettivo ottimo 𝜃∗ del modello CCR poiché il modello BCC impone un vincolo aggiuntivo, 𝜆! = 1!!!! , così che la sua regione possibile è un sottoinsieme della regione possibile 
per il modello CCR. 
Di seguito viene enunciata la definizione di efficienza BCC: 
 
Ø Se la soluzione ottima (𝜃∗, 𝜆∗, 𝑠!∗, 𝑠!∗), ottenuta nel processo a due fasi del 
modello BCC soddisfa 𝜃∗ = 1 e (𝑠∗! = 0, 𝑠∗! = 0) allora la DMU t è detta 
BCC efficiente, altrimenti è BCC inefficiente. 
 
Per una DMU BCC inefficiente, l’insieme di riferimento 𝐸!, basato sulla soluzione 
ottimale 𝜆∗è definito nel modo seguente: 
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𝜆!𝑥! ≤ 𝑥!!!!! ; 
𝜆!𝑦! ≥ 𝜙𝑦!;!!!!  
𝜆! = 1;!!!!  𝜆! ≥ 0       𝑗 = 1, 2,… ,𝑁 . 
 
Di nuovo, sia 𝜙∗𝑦! = 𝑦∗!. (𝑥! ,𝑦∗!) è la proiezione radiale efficiente output-oriented e  𝑇𝐸!! 𝑥! ,𝑦! = 1𝜙∗. 
Quella appena esposta è il modello dell’inviluppo. 
 
Il modello duale dei moltiplicatori, invece, viene espresso nel modo seguente: 
 
min 𝑣!𝑥!" − 𝑣!!!!!  𝑢!𝑦!" = 1;!!!!  𝑣!𝑥!" − 𝑢!𝑦!" − 𝑣! ≥ 0;        𝑗 = 1, 2,… ,𝑁 ;!!!!!!!!  𝑢! , 𝑣! ≥ 0;        𝑟 = 1, 2,… ,𝑚;   𝑖 = 1, 2,… ,𝑛 ;       𝑣!  senza  vincoli.  
 
Infine, si ha l’equivalente programmazione frazionaria del problema duale: 
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 min 𝑣!𝑥!" − 𝑣!!!!! 𝑢!𝑦!"!!!!  
s.t. 𝑣!𝑥!" − 𝑣!!!!! 𝑢!𝑦!"!!!! ≥ 1;        𝑗 = 1, 2,… ,𝑁 ; 𝑢! , 𝑣! ≥ 0;        𝑟 = 1, 2, . . ,𝑚;     𝑖 = 1, 2,… ,𝑛 ;       𝑣!  senza  vincoli. 
 
 
2.5  Il modello Additivo 
 
Se nei precedenti modelli era necessario distinguere tra orientamento input-oriented ed 
orientamento output-oriented, adesso essi vengono combinati in un unico modello 
chiamato Modello Additivo. 
Tale modello si occupa di eccessi di input e carenze di output ed è in grado di 
discriminare tra DMU efficienti ed inefficienti; tuttavia, esso non fornisce una misura 
scalare dell’intensità dell’inefficienza simile a 𝜃∗ nei modelli CCR33. 
 
2.5.1  Il modello Additivo di base 
 
Tra i vari tipi di modelli additivi, viene presentato il seguente: 
 max 𝑒𝑠! + 𝑒𝑠! 
s.t. 
𝜆!𝑥! + 𝑠! = 𝑥!;!!!!  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
33 Per rimediare a questa mancanza, si fa riferimento alla misura di efficienza slack-based (SBM), 
conosciuta anche come Enhanced Russell Measure, nella forma di uno scalare con un valore non 
maggiore della corrispondente misura del modello CCR 𝜃∗. Tale misura riflette le slack negli input e 
negli output diverse da zero, quando sono presenti.  
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𝜆!𝑦! − 𝑠! = 𝑦!;!!!!  𝑒𝜆 = 1; 𝜆 ≥ 0;       𝑠! ≥ 0;       𝑠! ≥ 0, 
 
dove  𝑒𝜆 è pari a 𝜆!!!!!  ed 𝑒 = 1,… , 1 . 
 
Il problema duale, associato a quello appena esposto, può essere espresso nel modo 
seguente: 
 
min 𝑣!𝑥!" − 𝑢!𝑦!" + 𝑢!!!!!!!!!  
s.t. 
𝑣!𝑥!" − 𝑢!𝑦!" + 𝑢!𝑒 ≥ 0;!!!!!!!!  𝑣 ≥ 𝑒; 𝑢 ≥ 𝑒; 𝑢!  senza  vincoli. 
 
Si consideri il caso, rappresentato nella Figura 18, in cui sono presenti quattro DMU: 
A, B, C e D, ciascuna delle quali ha un input ed un output. 
La frontiera efficiente, che è continua, è composta dai segmenti 𝐴𝐵 e 𝐵𝐶. 
Ci si soffermi, ora, su come la DMU D potrebbe essere valutata; un possibile 
rimpiazzo di D con 𝑠! e  𝑠! è denotato dalle frecce 𝑠! e  𝑠!. Il valore massimo di 𝑠!  
e 𝑠! è raggiunto in B; è chiaro che il modello considera gli eccessi di input e le 
carenze di output simultaneamente nell’arrivare ad un punto sulla frontiera efficiente 
che è il più distante da D. 
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Figura 18. Il modello additivo. 
 
Tenendo presente tali considerazioni, è possibile formulare una definizione di 
efficienza per il modello additivo. 
Sia (𝜆∗, 𝑠!∗, 𝑠!∗) la soluzione ottimale.  
 
Ø La DMUt è ADD-efficiente se e solo se 𝑠!∗ = 0  𝑒  𝑠!∗ = 0. 
 
Quindi: 
Ø la DMUt è ADD-efficiente se e se solo se è BCC-efficiente. 
 
Si noti che il punteggio di efficienza 𝜃∗ non viene misurato esplicitamente, ma è 
implicitamente presente nelle slack 𝑠!∗ e 𝑠!∗. Inoltre, mentre 𝜃∗ riflette solo 
l’efficienza di Farrell (la weak efficiency), l’obiettivo del modello additivo è quello di 
riflettere tutte le inefficienze che si possono riscontrare sia negli input che negli output. 
 
Si definiscano 𝑥! = 𝑥! − 𝑠!∗  e  𝑦! = 𝑦! + 𝑠!∗. Allora, (𝑥! ,𝑦!) è ADD-efficiente. 
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In base a ciò, un miglioramento verso un’attività efficiente è ottenuto con la seguente 
formula34: 𝑥!       ⇐       𝑥! − 𝑠!∗ 𝑦!       ⇐       𝑦! + 𝑠!∗, 
con (𝑥!  ,𝑦!) che servono come coordinate per il punto sulla frontiera efficiente 
utilizzata per valutare la DMUt. 
 
La seguente definizione mette in luce un’altra importante distinzione tra il modello 
additivo ed i modelli BCC o CCR: 
Ø Si definisce “Mix” la proporzione nella quale gli input sono utilizzati o gli 
output sono prodotti. 
 
Ritornando ai modelli BCC (o CCR), si può osservare che (1 − 𝜃∗) rappresenta le 
riduzioni che possono essere ottenute senza alterare il mix di input utilizzati e 𝜙∗ − 1   giocherebbe un ruolo simile per le espansioni di output che non alterano il 
mix di output. 
Nella letteratura sulla DEA, questa proporzione è riferita all’inefficienza tecnica. 
Con tali inefficienze tecniche spiegate per i modelli BCC e CCR, l’ottimizzazione 
della seconda fase è volta a massimizzare le slack per vedere se sono presenti ulteriori 
inefficienze. La modifica di alcune slack diverse da zero ottenute nell’ottimizzazione 
della seconda fase deve, poi, necessariamente modificare il mix. 
I modelli CCR e BCC distinguono tra inefficienze tecniche e inefficienze di mix e ciò 
causa dei problemi nel cercare di giungere ad una singola misura di efficienza. 
 
2.5.2  Invarianza Traslazionale del modello Additivo 
 
In molti casi potrebbe essere necessario (o conveniente) essere in grado di gestire dati 
negativi in alcuni input o output. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
34 Conosciuta come Proiezione per il modello Additivo. 
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In tali situazioni, si ricorre ad una proprietà conosciuta come invarianza 
traslazionale. 
 
Ø Dato un problema, un modello DEA è invariante dal punto di vista 
traslazionale se, mutando i valori dei dati degli input/output originali, si 
traduce in un nuovo problema che ha la stessa soluzione ottimale della forma 
dell’inviluppo del vecchio problema.  
 
Si consideri, per primo, il modello BCC input-oriented. 
Nella Figura 19, l’efficienza-BCC della DMU D è pari a PR/PD. Tale rapporto non 
varia anche se si sposta il valore dell’output cambiando l’origine da O a Oʹ′ : perciò, il 
modello BCC è invariante dal punto di vista traslazionale rispetto agli output. 
Con un ragionamento simile è possibile dimostrare che il modello BCC output-
oriented è invariante rispetto alla traslazione degli input. 
 
 
                                      Figura 19. Traslazione nel modello BCC. 
 
 
Ritornando al modello Additivo, la Figura 20 mostra che tale modello è invariante dal 
punto di vista traslazionale sia negli input che negli output, per cui la valutazione  
dell’efficienza non dipende dall’origine degli assi cartesiani. 
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                                    Figura 20. Traslazione nel modello additivo. 
 
Si esaminano, ora, in dettaglio questa proprietà del modello additivo. 
Si supponga di traslare l’insieme di dati (X, Y) introducendo delle costanti arbitrarie 
(𝛼!: 𝑖 = 1, … ,𝑚) e (𝛽!: 𝑟 = 1,… , 𝑠) per ottenere nuovi dati: 
 𝑥!"! = 𝑥!" + 𝛼!        𝑖 = 1,… ,𝑛 ∶ 𝑗 = 1,… ,𝑁 ; 𝑦!"! = 𝑦!" + 𝛽!       (𝑟 = 1,… ,𝑚 ∶  j=1, …, N). 
 
Per mostrare come questo modello sia invariante in caso di traslazione arbitraria, si 
osserva che i valori di x diventano: 
 




𝑥!"! 𝜆! + 𝑠!! = 𝑥!"!       (𝑖 = 1,… ,𝑛)!!!!  
 
che sono gli stessi 𝜆!, 𝑠!! che soddisfano 
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𝑥!"𝜆! + 𝑠!! = 𝑥!"  .     𝑖 = 1,… ,𝑛 .!!!!  
 
Similmente gli stessi 𝜆!, 𝑠!! che soddisfano 
 
𝑦!"𝜆! − 𝑠!! = 𝑦!"      (𝑟 = 1,… ,𝑚)!!!!  
 
soddisferanno anche  
 
𝑦!"! 𝜆! − 𝑠!! = 𝑦!"! .      (𝑟 = 1,… ,𝑚)!!!! . 
 
Le equazioni di cui sopra mostrano che se (𝜆∗, 𝑠!∗, 𝑠!∗) è la soluzione ottima del 
problema originario, allora essa è ottimale anche per il problema traslato e viceversa. 
Infine, si ha anche: 
 
𝑠!! = 𝑥!"𝜆! − 𝑥!" = 𝑥!"! 𝜆! − 𝑥!"!!!!!!!!!  
 
𝑠!! = 𝑦!"𝜆! − 𝑦!" = 𝑦!"! 𝜆! − 𝑦!"!   !!!!!!!! , 
 
così il valore dell’obiettivo non viene toccato e, perciò, vale il seguente teorema di Ali 
e Seiford (1990): 
 
Ø Il modello additivo è invariante dal punto di vista traslazionale. 
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3.	  MODELLI DEA A DUE STADI	  
 
 
3.1   Introduzione  
Si è detto che la Data Envelopment Analysis può valutare l’efficienza relativa di un 
insieme di DMU; tuttavia, essa non può identificare le fonti dell’inefficienza nelle 
DMU dal momento che i modelli DEA tradizionali considerano le DMU come 
“scatole nere” che consumano un insieme di input per produrre un insieme di output35. 
In questi casi, l’utilizzo della DEA a un singolo stadio potrebbe comportare 
un’inaccurata valutazione dell’efficienza36. 
I modelli a due stadi permettono di analizzare la struttura ed i processi all’interno delle 
DMU per indentificare le fonti dell’inefficienza: in particolare, in tali modelli si 
considera ciascun stadio come un centro decisionale e l’intero processo è gestito da un 
corporate manager, il quale ha il compito di migliorare l’efficienza della supply chain 
sia internamente che esternamente37. Internamente, il centro decisionale mira ad 
ottenere la migliore allocazione possibile delle risorse in base alle sue preferenze e 
necessità; esternamente, mira ad una maggiore quota di mercato38. 
Tuttavia, sono state riscontrate delle criticità: Wong ed altri autori39, ad esempio, 
sottolineano le difficoltà nel prendere decisioni quando in una supply chain ci sono più 
stadi controllati da diversi managers con obiettivi differenti e, a volte, contrastanti. 
Ross e Droge40 riconoscono che la valutazione dell’efficienza della supply chain e dei 
suoi singoli stadi sono di estrema importanza per i corporate manager che devono 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
35 N.K. Avkiran, Opening the black box of efficiency analysis: an illustration with UAE banks, Omega 
37, 2009, pagg. 930-941. 
36 S. Rho, J. An, Evaluating the efficiency of a two stage production process using data envelopment 
analysis, Int. Trans. Oper. Res. 14, 2007, pagg. 395-410. 
37 A. Ross, Performance-based strategic resource allocation in supply networks, International Journal 
of Production Economics 63, 2000, pagg. 255-266.  
38 A. Ross, C. Droge, An integrated benchmarking approach to distribution center performance using 
DEA modeling, Journal of Operations Management 20, 2002, pagg. 19-32. 
39 B. Wong, M. Luque, J.B. Yang, Using interactive multiobjective methods to solve DEA problems 
with value judgments, Computers & Operations Research 36, 2009, pagg. 623-636. 
40 A. Ross, C. Droge, An analysis of operations efficiency in large-scale distribution systems, Journal 
of Operations Management 21, 2004, pagg. 673-688. 
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prendere le decisioni; una valutazione accurata dell’efficienza permette di 
comprendere meglio l’intero processo ed i sotto-processi e di formulare un giudizio 
migliore sulle sue decisioni. 
I modelli DEA a due stadi sono basati sul lavoro pionieristico di Färe e Grosskopf41, i 
quali per primi hanno studiato le cosiddette “scatole nere”.  
Wang e altri autori42 e Seiford e Zhu43 sono stati i primi a costruire un modello a due 
stadi puro dove tutti gli output del primo stadio sono gli unici input del secondo stadio. 
I modelli DEA a due stadi possono essere classificati in quattro categorie44: 
§ approccio a due stadi indipendenti, che applicano la metodologia DEA ad ogni 
stadio separatamente, senza considerare le interazioni tra i due stadi; 
§ approccio a due stadi collegati, che considera le interazioni tra i due stadi; 
§ approccio a due stadi relazionali, che assume che ci sia una relazione 
matematica tra l’efficienza complessiva e le efficienze individuali; 
§ approccio della teoria dei giochi. 
 
3.2   Approccio DEA a due stadi indipendenti 
Questo tipo di modello a due stadi applica la metodologia DEA standard 
separatamente nel primo stadio e nel secondo stadio, senza considerare possibili 
contrasti tra i due stadi. Tali conflitti possono sorgere a causa delle misure 
intermedie, che non sono trattate in modo simultaneo. 
Le misure intermedie sono gestite indipendentemente nei due stadi ed è anche 
possibile incrementarle nel primo stadio (quando sono considerate come output) e 
ridurle nel secondo stadio (quando sono considerate come input). 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
41 R. Färe, S. Grosskopf, Intertemporal Production Frontiers: With Dynamic DEA, Kluwer Academic 
Publishers, Boston, 1996. 
42 C.H. Wang, R.D. Gopal, S. Zionts, Use of data envelopment analysis in assessing information 
technology impact on firm performance, Annals of Operations Research 73, 1997, pagg. 191-213. 
43 L.M. Seiford, J. Zhu, Profitability and marketability of the top 55 U.S. commercial banks, 
Management Science 45, 1999, pagg. 1270-1288. 
44 In questo elaborato viene seguita la classificazione introdotta da Kao e Hwang (indipedenti, 
collegati, relazionali) e Cook e altri autori (standard, relazionali, network, teoria dei giochi). 
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Inoltre l’efficienza complessiva e le efficienze individuali sono valutate 
separatamente: di conseguenza, una DMU ritenuta efficiente non implica 
un’efficienza complessiva dei singoli stadi. 
Seiford e Zhu45 hanno applicato tale modello per valutare l’efficienza delle 
principali banche commerciali negli USA. La maggior parte degli studi del settore 
bancario utilizza un numero di variabili sufficiente a valutare la performance 
operativa della banca, ma non la performance di mercato. 
Seiford e Zhu hanno valutato la performance di mercato includendo alcune 
variabili di mercato nel loro modello. Essi utilizzano un modello a due stadi, uno 
stadio per la performance operativa e uno stadio per la performance di mercato. 
Si veda, a tal proposito, la Figura 21: 
 
Figura 21. Processo a due stadi. 
 
 
Nel modello di Seiford e Zhu, nel primo stadio le banche consumano input e 
generano profitti, mentre nel secondo stadio esse utilizzano i profitti per creare 
valore di mercato. 
I due autori adottano un modello DEA output-oriented con rendimenti di scala 
costanti (CRS), allo scopo di misurare l’efficienza dei due stadi come segue: 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
45 L.M. Seiford, J. Zhu, Profitability and marketability of the top 55 U.S. commercial banks, 
Management Science 45, 1999, pagg. 1270-1288. 
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max 𝜃! + 𝜀 𝑠!! + 𝑠!!!!!!!!!!   ,        𝑡 = 1, 2 
s.t. 
𝜆!𝑥!" + 𝑠!! = 𝑥!"!!!!   ,        𝑖 = 1, 2,… ,𝑛; 
𝜆!𝑦!" − 𝑠!! = 𝜃!𝑦!"!!!!   ,        𝑟 = 1, 2,… ,𝑚; 𝜆! , 𝑠!!, 𝑠!! ≥ 0 
 
dove 𝜃! e 𝜃! rappresentano le efficienze sotto l’ipotesi di rendimenti di scala 
costanti rispettivamente del primo e del secondo stadio, 𝑥!" è l’i-esimo input della 
j-esima DMU, 𝑦!" è l’r-esimo output della j-esima DMU e 𝑠!! e 𝑠!! sono le variabili 
slack. 
Se 𝜃! = 1 e tutte le variabili slack sono pari a zero, allora la j-esima DMU è 
efficiente nel primo stadio. Se 𝜃! = 1 e tutte le variabili slack sono uguali a zero, 
allora la DMU j è efficiente nel secondo stadio. 
 
 
3.3   Approccio DEA a due stadi collegati  
A differenza del modello precedente, questo approccio tiene in considerazione le 
interazioni tra gli stadi nel calcolare l’efficienza complessiva. 
Tale modello assicura che una DMU è complessivamente efficiente se i due stadi 
sono pienamente efficienti.  
In alcuni casi l’efficienza complessiva e le efficienze individuali vengono valutate 
simultaneamente, mentre in altri casi le efficienze individuali sono calcolate dopo il 
modello complessivo a due stadi, applicando un modello DEA standard. 
Comunque, le misure intermedie vengono trattate indipendentemente e possono 
utilizzare un diverso insieme di moltiplicatori nei due stadi. 
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3.3.1  Value-chain model 
Chen e Zhu46 hanno sviluppato il value-chain model, secondo il quale l’efficienza 
complessiva di una DMU richiede che tutti i singoli stadi siano efficienti. 
I due autori ritengono che i modelli DEA a rendimenti di scala costanti e a 
rendimenti di scala variabili non sono in grado di valutare l’efficienza di un 
processo a due stadi a causa delle misure intermedie.  
Per aggirare il problema, essi propongono il seguente modello con rendimenti di 
scala variabili : 
 min 𝜉! ∙ 𝛼 − 𝜉! ∙ 𝛽 
s.t. (Stadio 1) 
𝜆!𝑥!" ≤ 𝛼𝑥!!!!!! ,        𝑖 = 1, 2,… ,𝑛; 
𝜆!𝑧!" ≥ 𝑧!!!!!!         𝑑 = 1, 2,… ,𝐷; 
𝜆! = 1,        𝜆! ≥ 0,        𝑗 = 1, 2,… ,𝑁,!!!!  
(Stadio 2) 
𝜇!𝑧!" ≤!!!! 𝑧!!      𝑑 = 1, 2,… ,𝐷; 
𝜇!𝑦!! ≥ 𝛽𝑦!!,        𝑟 = 1, 2,… ,𝑚;!!!!  
𝜇! = 1,        𝜇! ≥ 0,        𝑗 = 1, 2,… ,𝑁!!!!  
 
dove 𝜉! e 𝜉! rappresentano i pesi dei due stadi e sono stabiliti da chi prende le 
decisioni basandosi sulle preferenze tra i due stadi, mentre il simbolo “∼” indica le 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
46 Y. Chen, J. Zhu, Measuring information technology’s indirect impact on firm performance, 
Information Technology and Management 5, 2004, pagg. 9-22. 
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variabili decisionali non conosciute; 𝑧!( d=1, …, D) rappresenta, invece, le misure 
intermedie. Questo modello tratta le misure intermedie come variabili decisionali 
non conosciute: per questo, sottolineano gli autori, è possibile inserire dei vincoli 
aggiuntivi. 
Chen e Zhu hanno applicato il modello appena descritto al settore bancario.  
Secondo Zhu47 tale modello può essere utilizzato per determinare l’efficienza di 
una supply chain: anzi, essa sarebbe il caso più appropriato per l’applicazione di 
questo tipo di modello, in quanto ogni singolo membro della supply chain adotta 
una propria strategia per raggiungere l’efficienza. 
In linea generale si può affermare che l’efficienza di un determinato membro non 
implica l’efficienza degli altri membri: infatti, quasi sempre l’inefficienza di un 
membro è causata dall’efficienza di un altro. 
La Figura 22 rappresenta una tipica supply chain con quattro “membri”: i fornitori, 




                       Figura 22. Supply chain. 
                                 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
47 J. Zhu, Quantitative Models for performance Evaluation and benchmarking: Data Envelopment 
Analysis with Spreadsheets and DEA Excel Solver, Springer, Springer Science Business Media, LLC, 
New York, 2003. 
	   77 
Zhu sottolinea l’importanza della valutazione dell’efficienza della supply chain e 
dei suoi membri; l’obiettivo è quello di supportare il decision maker 
nell’individuazione delle best practices in modo da monitorare, gestire e migliorare 
la performance della supply chain. 
 
3.3.2   Network DEA 
Con tale termine non ci si riferisce ad uno specifico modello, ma piuttosto ad un 
gruppo di modelli che hanno alcune caratteristiche in comune. 
In particolare, tali modelli possono essere distinti, in base alla struttura, in seriali e 
paralleli. 
a. Struttura seriale: questi modelli includono DMU con due o più procedure 
interne collegate con le misure intermedie. Nella forma semplice, nel primo 
stadio è utilizzato un insieme di input e vengono prodotte delle misure 
intermedie; il secondo stadio utilizza tali misure intermedie e genera un insieme 
di output finali. Inoltre, nel secondo stadio non ci sono input esogeni e vengono 
usate tutte le misure intermedie; gli output finali vengono prodotti 
esclusivamente nel secondo stadio. 
La seguente figura riporta un esempio di struttura seriale. 
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b. Struttura parallela: in questo caso, i singoli stadi operano parallelamente e 
separatamente l’uno dall’altro. Secondo Kao e Hwang48 l’università è un 
perfetto esempio di sistema parallelo, dove i singoli stadi sono rappresentati dai 
Dipartimenti che operano separatamente e parallelamente all’interno 
dell’università. Essi, inoltre, sottolineano che i modelli paralleli rappresentano 
un caso particolare di modelli seriali senza le misure intermedie. 
Nella Figura 24 viene rappresentato un modello parallelo. 
 
 
                              Figura 24. Struttura parallela. 
 
Nelle applicazioni empiriche, in realtà, la struttura non è solo seriale o parallela: tende 
ad essere, piuttosto, un mix tra le due. 
 
I principali tipi di modelli network DEA, così come presentati in Castelli ed altri 
autori49 possono essere suddivisi in: statici, dinamici e con risorse condivise. 
Nella Figura 25 vengono presentati questi tre tipi. In particolare, nella Figura 25(a) è 
raffigurato il modello statico, nella 25(b) viene presentato il modello dinamico mentre 
nella 25(c) quello con risorse condivise. 
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
48 C. Kao, H. Hwang, Efficiency measurements for network systems: IT impact on firm performance, 
Decision Support Systems 48, 2010, pagg. 437-446. 
49 L. Castelli, R. Pesenti, W. Ukovich, A classification of DEA models when the internal 
structure of the decision making uniti is considered, Annals of Operations Research 173, 
2010, pagg. 207-235. 
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Si analizzano ora, più nel dettaglio, questi modelli. 
 
§ Modello statico. I modelli statici vengono adottati quando i singoli stadi sono 
collegati con le misure intermedie. I modelli DEA a due stadi sono casi 
particolari di modelli statici. 
Nella forma generale potrebbero esistere più stadi collegati con le misure 
intermedie; inoltre, in ogni stadio, potrebbero esserci input esogeni ed output 
finali. 
Un esempio di quanto appena detto è fornito dal modello di Färe e Whittaker50 , 
i quali hanno studiato un modello DEA a due stadi per la produzione rurale, 
dove “1” sta per Stadio 1 e “2” sta per Stadio 2, “0” è lo stadio dove gli input 
esogeni sono entrati nel sistema e “3” è lo stadio in cui vengono prodotti gli 
output finali. Tale modello è quello rappresentato nella Figura 25(a). 
Il vettore degli input è indicato con 𝑋!!"  dove “ic” è il singolo stadio che 
consuma l’input e 0 rappresenta lo stadio in cui gli input entrano nel sistema. 
Ad esempio, 𝑋  !! è un vettore di input dello stadio 2. Inoltre, gli input 
complessivi devono essere uguali o maggiori della somma degli input dei 
singoli stadi: 𝑋 ≥ 𝑋 + 𝑋.!!!!   
Il vettore degli output è indicato con 𝑌!"!"  dove “ip” è il singolo stadio che 
produce l’output e “ic” è il singolo stadio che utilizza l’output. Per esempio, 𝑌  !! è prodotto nello stadio 1 e consumato nello stadio 2. Inoltre, questo output è 
l’unica misura intermedia nella Figura 25(a) e può essere indicato come 𝑍!! . 
Ancora, gli output complessivi devono essere uguali alla somma degli output 
dei singoli stadi. 𝑚! rappresenta il numero di output che derivano dal primo 
stadio; 𝑚!, invece, è il numero di output che vengono dal secondo stadio. 
Assumendo che ci siano N DMU, il modello di cui sopra può essere scritto 
come un problema lineare: 
 𝑌 = ( 𝑌, 𝑌)!!!!  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
50 R. Färe, G. Whittaker, An Intermediate input model of diary production using complex survey data, 
Journal of Agricultural Economics, 1995, pagg. 201-223.  
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𝑠. 𝑡. 
𝜆! 𝑦!" ≥ 𝑦! ,        𝑟 = 1, 2,… ,𝑚!;!!!!!!!!  
𝜆! 𝑥!" ≤ 𝑥! ,        𝑖 = 1, 2,… ,𝑛;!!!!!!!!  
𝜆! 𝑧!" ≤ 𝑧! ,        𝑑 = 1, 2,… ,𝐷;!!!!!!!!  
𝜆! ≥ 0,         𝜆! = 1;!!!!  
𝜇!( 𝑧!" + 𝑦!") ≥ ( 𝑧! + 𝑦!);!!!!!!!!!!!!  𝑑 = 1, 2,… ,𝐷;         𝑟 = 1, 2,… ,𝑚!; 
𝜇! 𝑥!" ≤ 𝑥! ,        𝑖 = 1, 2,… ,𝑛;!!!!!!!!  
𝜇! ≥ 0;          𝜇! = 1;!!!!  𝑥! + 𝑥! ≤ 𝑥! ,        𝑖 = 1, 2,… ,𝑛,!!!!  
 
dove 𝜆! e 𝜇! sono i pesi delle DMU rispettivamente per gli stadi 2 e 1. 
Dai vincoli 𝜆! = 1!!!!  e 𝜇! = 1!!!!  si comprende come il modello adotti 
l’ipotesi di rendimenti di scala variabili. 𝜆! 𝑥!" ≤ 𝑥!!!!!!!!!  e 𝜆! 𝑧!" ≤ 𝑧!   !!!!!!!! sono i vincoli degli input per lo stadio 2, mentre 𝜇! 𝑥!" ≤ 𝑥!!!!!!!!!  è il vincolo degli input per lo stadio 1. 𝜆! 𝑦!" ≥ 𝑦!!!!!!!!!  e 𝜇!( 𝑧!" + 𝑦!") ≥ ( 𝑧! + 𝑦!)!!!!!!!!!!!!  sono i vincoli per gli output; il secondo di 
questi include le misure intermedie. 
Infine, il vincolo 𝑥! + 𝑥! ≤ 𝑥!!!!!  assicura che la somma degli input di ciascun 
stadio non eccede il totale degli input disponibili. 
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§ Modello dinamico. Nel modello dinamico gli output della procedura in un 
periodo di tempo specifico sono utilizzati come input nel periodo successivo e 
possono essere considerati delle misure intermedie nel tempo. 
I modelli dinamici sono stati ampiamente utilizzati in letteratura. 
Nella Figura 25(b) è rappresentata una DMU con due stadi, 𝑃! e 𝑃!!!  che 
operano rispettivamente al tempo t e al tempo t+1. Lo stadio 𝑃! produce 𝑦!! (r= 
1, 2, …, mt) come output finale e 𝑧!  !   (𝑑 = 1,… ,𝐷!) come output intermedio nel 
tempo. 
Gli input 𝑥!!   𝑖 = 1, 2,… ,𝑛!  e 𝑥!!!!  (𝑖 = 1, 2,… ,𝑛!!!) entrano nel sistema 
esogenamente. I termini 𝑧!!!!  (𝑑 = 1,… . ,𝐷!!!) e 𝑧!!!!   𝑑 = 1,… ,𝐷!!!  sono 
utilizzati per generalizzare il sistema con più stadi; se si è interessati solo ai 
periodi t e t+1, questi termini possono essere esclusi. 
Nel modello dinamico, a differenza del modello statico, gli stadi individuali 
funzionano in un periodo di tempo differente. 
 
§ Modello con risorse condivise. Questo modello è utilizzato per allocare 
correttamente le risorse tra i differenti stadi delle tecnologie di produzione. 
La Figura 25(c) presenta tale modello. Gli input 𝑥! sono allocati tra due 
tecnologie di produzione. 𝑥!! sono gli input della prima tecnologia di 
produzione e 𝑥!! sono gli input della seconda tecnologia di produzione. La 
somma degli input individuali non deve eccedere gli input complessivi 𝑥! , 𝑥! ≥ 𝑥!! + 𝑥!!. Quindi, le due tecnologie di produzione producono gli output 
finali 𝑦!! e 𝑦!! rispettivamente. 
 
3.4   Approccio DEA a due stadi relazionale 
Questo tipo di approccio assume una relazione matematica tra l’efficienza complessiva 
e le efficienze dei singoli stadi che è o moltiplicativa o additiva basata su una media 
ponderata. Il requisito dell’approccio relazionale è che la misura intermedia deve usare 
lo stesso insieme di moltiplicatori nei due stadi. 
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In letteratura si possono trovare il modello moltiplicativo di Kao e Hwang51 ed i 
modelli additivi di Chen e altri52 e di Wang e Chin53 che sono applicati alle compagnie 
di assicurazione in Taiwan. 
 
Viene presentato, ora il modello di Kao e Hwang. 
Siano 𝐸! l’efficienza complessiva, 𝐸!! l’efficienza dello stadio 1 e 𝐸!! l’efficienza dello 
stadio 254. 
Secondo Kao e Hwang le efficienze, nella forma frazionaria, possono essere calcolate 
nel seguente modo: 
                         𝐸! = 𝑢!∗𝑦!!!!!! 𝑣!∗𝑥!!!!!! ≤ 1 
𝐸!! = 𝑤!∗𝑧!!!!!! 𝑣!∗𝑥!!!!!! ≤ 1 𝐸!! = 𝑢!∗𝑦!!!!!!𝑤!∗𝑧!!!!!! ≤ 1 
 
dove 𝑢!∗, 𝑣!∗ e 𝑤!∗  sono i pesi ottimali. L’efficienza complessiva è il prodotto delle due 
efficienze individuali: 𝐸! = 𝐸!! ∙ 𝐸!!.  
Allo scopo di includere le interazioni tra i due stadi, Kao e Hwang hanno incluso i 
vincoli appena descritti nel loro modello. Inoltre, essi considerano gli stessi pesi delle 
misure intermedie, prescindendo dal fatto che tali misure siano considerate come 
output nello stadio 1 o come input nello stadio 2. Questa assunzione collega i due stadi 
e permette agli autori di di convertire il problema frazionario in uno lineare. 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
51 C. Kao, S. Hwang, Efficiency decomposition in two-stage data envelopment analysis: An 
application to non-life insurance in Taiwan, European Journal of Operational Research, 2008, pagg. 
418-429. 
52 Y. Chen, W.D. Cook, N. Li, J. Zhu, Additive efficiency decomposition in two-stage DEA, European 
Journal of Operational Research, 2009, pagg. 1170-1176. 
53 Y. M. Wang, K.S. Chin, Some alternative DEA models for two-stage process, Expert Systems with 
Applications, 2010, pagg. 8799-8808. 
54 Si assume che le singole efficienze degli stadi 1 e 2 siano calcolate nello stesso modo. 
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𝐸! = max 𝛾!𝑦!!!!!!  
s.t. 
𝜔!𝑥!! = 1!!!!  𝛾!𝑦!" − 𝜔!𝑥!" ≤ 0!!!!!!!!  𝜇!𝑧!" − 𝜔!𝑥!" ≤ 0!!!!!!!!  𝛾!𝑦!" − 𝜇!𝑧!" ≤ 0!!!!!!!!  𝑗 = 1, 2,… ,𝑁;         𝛾! ,𝜔! , 𝜇! ≥ 𝜀;         𝑖 = 1, 2,… ,𝑛; 𝑟 = 1, 2,… ,𝑚;         𝑑 = 1, 2,… ,𝐷. 
 
Nel modello appena descritto i pesi ottimali potrebbero non essere unici e, di 
conseguenza, la decomposizione dell’efficienza complessiva 𝐸! nelle efficienze dei 
singoli stadi 𝐸!! e 𝐸!! rispettivamente, potrebbe anch’essa non essere unica. 
Kao e Hwang suggeriscono la massimizzazione di una delle efficienze individuali, per 
esempio 𝐸!! , mantenendo l’efficienza complessiva a 𝐸! così come calcolata nel 
modello sopra esposto. 
L’altra efficienza individuale 𝐸!! è calcolata come 𝐸! = 𝐸!! ∙ 𝐸!! ⇒ 𝐸!! = !!!!!  . 
Per esempio, se si vuole massimizzare l’efficienza individuale del secondo stadio 𝐸!! 
mantenendo l’efficienza complessiva a 𝐸! così come calcolata nel modello frazionario 
descritto in precedenza, il modello sarà il seguente: 
 
𝐸!! = max 𝛾!𝑦!!!!!!  
s.t. 
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𝜇!𝑧!! = 1,         𝛾!𝑦!! − 𝐸! 𝜔!𝑥!! = 0!!!!!!!!!!!!  𝛾!𝑦!" − 𝜔!𝑥!" ≤ 0!!!!!!!!  𝜇!𝑧!" − 𝜔!𝑥!" ≤ 0!!!!!!!!  𝛾!𝑦!" − 𝜇!𝑧!" ≤ 0!!!!!!!!  𝑗 = 1, 2,… ,𝑁;         𝛾! ,𝜔! , 𝜇! ≥ 𝜀;         𝑖 = 1, 2,… ,𝑛; 𝑟 = 1, 2,… ,𝑚;         𝑑 = 1, 2,… ,𝐷 
 
e l’altra efficienza individuale 𝐸!! sarà 𝐸!! = !!!!!  . 
Il vantaggio di questo modello è la valutazione delle efficienze individuali per i due 
stadi. Per contro, il modello value chain di Chen e Zhu fallisce in ciò, poiché quando 
viene trasformato in rendimenti di scala costanti, 𝛼 e 𝛽 non rappresentano le efficienze 
di ogni stadio.  
Kao e Hwang55, inoltre, hanno dimostrato un’ulteriore decomposizione in efficienze di 
scala e tecniche.  
Chen e altri autori56 hanno dimostrato che il modello value-chain di Chen e Zhu 
trasformato in rendimenti di scala costanti è equivalente al modello moltiplicativo di 
Kao e Hwang. 
  
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
55 C. Kao, S. Hwang, Decomposition of technical and scale efficiences in two-stage production 
systems, European Journal of Operational Research, 2011, pagg. 515-519. 
56 Y. Chen, L. Liang, J. Zhu, Equivalence in two-stage DEA approaches, European Journal of 
Operational Research, 2009, pagg. 600-604. 
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Si prosegue, a questo punto, con la presentazione del modello additivo di Chen e altri 
autori. 
In base a questo modello, l’efficienza complessiva è valutata come segue:  
 𝐸! = 𝑥𝑖! ∙ 𝑤!𝑧!!!!!! 𝑣!𝑥!!!!!! + 𝜉! ∙ 𝑢!𝑦!!!!!!𝑤!!!!! 𝑧!!  . 
 
Tuttavia, questo problema non può essere convertito nella forma lineare. Per ovviare a 
tale problema, Chen e gli altri autori hanno cercato di trovare il miglior metodo 
possibile per specificare i pesi esogeni 𝜉! e 𝜉! che rappresentano il contributo di 
ciascun stadio all’efficienza complessiva. Vale, inoltre, la seguente relazione: 𝜉! + 𝜉! = 1.  
Gli autori affermano che una misura adatta per il contributo di ogni stadio al processo 
complessivo è la loro dimensione relativa, data dal totale degli input di ciascun stadio 
sul totale degli input dell’intero processo. Perciò, la dimensione totale è pari a 𝑣!𝑥!! + 𝑤!𝑧!!!!!!!!!!  , che è la somma della dimensione del primo stadio 𝑣!𝑥!!!!!!  e quella del secondo stadio 𝑤!𝑧!!.!!!!  Di conseguenza, l’importanza di 
ciascun stadio è calcolata come: 
 𝜉! = 𝑣!𝑥!!!!!!𝑣!𝑥!! + 𝑤!𝑧!!!!!!!!!!  
e 𝜉! = 𝑤!𝑧!!!!!!𝑣!𝑥!! + 𝑤!𝑧!!!!!!!!!!  
 
così che 𝜉! + 𝜉! = 1. I pesi 𝜉! e 𝜉! seguono la regola del denominatore di Färe e 
Karagiannis57, secondo la quale quando si aggregano le misure di performance sotto 
forma di frazione si può ottenere consistenza se si definiscono i pesi in termini di 
denominatore. 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
57 R. Färe, G. Karagiannis, The denominator rule for share-weighting aggregation, mimeo, 2013. 
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Gli autori includono i pesi esogeni nel modello complessivo e, dopo aver applicato la 
trasformazione lineare, risulta: 
 
max 𝜇!𝑧!! + 𝛾!𝑦!!!!!!!!!!  
s.t. 
𝜔!𝑥!! + 𝜇!𝑧!! = 1!!!!!!!!  𝜇!𝑧!" − 𝜔!𝑥!" ≤ 0!!!!!!!!  𝛾!𝑦!" − 𝜇!𝑧!" ≤ 0!!!!!!!!  𝑗 = 1, 2,… ,𝑁;         𝛾! ,𝜔! , 𝜇! ≥ 0. 
 
Questo modello valuta l’efficienza complessiva ottimale per il processo. 
Le efficienze individuali sono calcolate dagli autori in modo simile al modello di Kao 
e Hwang sopra descritto. 
Gli autori propongono la massimizzazione di una delle efficienze individuali, ad 
esempio 𝐸!! mantenendo l’efficienza complessiva a 𝐸!. L’altra efficienza individuale 𝐸!! è calcolata come 𝐸!! = !!!!!∗∙!!!!!∗   ,  dove 𝜉!∗ e 𝜉!∗ sono i pesi ottimali calcolati nel 
modello sopra descritto. 
 
Un altro esempio di modello additivo è quello di Wang e Chin, in cui l’efficienza 
complessiva è calcolata come media armonica pesata delle efficienze individuali 𝐸! = !!!!!!!!!!!!!!!! = !!!!!!!!!!!!   ,  dove 𝜉! e 𝜉! rappresentano anche l’importanza di ogni stadio 
nel processo complessivo.  
A differenza del modello di Chen e altri autori, 𝜉! e 𝜉! sono definiti come: 
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𝜉! = 𝑤!𝑧!!!!!!𝑢!𝑦!! + 𝑤!𝑧!!!!!!!!!!  
e 𝜉! = 𝑢!𝑦!!!!!!𝑢!𝑦!! + 𝑤!𝑧!!!!!!!!!!    
 
che sono gli output totali di ogni stadio. Quindi, il modello di Wang e Chin è 
presentato di seguito: 
 𝐸!∗ = max 1𝜉! ∙ 𝑣!𝑥!"!!!!𝑤!𝑧!!!!!! + 𝜉! ∙ 𝑤!𝑧!!!!!! 𝑢!𝑦!!!!!!  
s.t. 𝑤!𝑧!"!!!! 𝑣!𝑥!"!!!! ≤ 1 𝑢!𝑦!"!!!!𝑤!𝑥!"!!!! ≤ 1 𝑗 = 1, 2,… ,𝑁;         𝑢! , 𝑣! ,𝑤! ≥ 0. 
 
Se si sostituiscono 𝜉! e 𝜉! definiti sopra in quest’ultimo modello, il risultato è il 
modello di Chen e altri autori descritto in precedenza. 
 
3.5   Modelli della teoria dei giochi 
Liang e altri autori58 e Li e altri autori59 hanno analizzato la supply chain come un 
gioco venditore-compratore sotto le assunzioni cooperative e non cooperative. 
Una fattispecie comune di gioco non cooperativo è il modello leader-follower, 
conosciuto anche come “modello di Stackelberg”. 
La Figura 26 mostra una supply chain più semplice, costituita da soli due membri: il 
produttore (manufacturer) ed commerciante al dettaglio (retailer). 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
58 L. Liang, F. Yang, W. Cook, J. Zhu, DEA models for supply chain efficiency evaluation, Annals of 
Operations Research, 2006, pagg. 35-49. 
59 Y. Li, Y. Chen, L. Liang, J. Xie, DEA models for extended two-stage network structures, Omega-
International Journal of Management Science, 2012, pagg. 611-618. 
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                      Figura 26. Supply chain semplice con input esogeni nel secondo stadio. 
 
 
Il produttore è considerato il leader, mentre il dettagliante è il follower. 
In questo tipo di modello viene valutata per prima l’efficienza del leader, applicando 
un modello DEA; dopodiché viene calcolata l’efficienza del follower 
subordinatamente all’efficienza del leader. Il gioco considera la massimizzazione 
dell’efficienza del leader come più significativa per l’inter supply chain rispetto 
all’efficienza del follower60.  
Sotto l’ipotesi di cooperatività, entrambi gli stadi sono considerati ugualmente 
importanti per la supply chain. Le due parti cooperano e, insieme, vogliono 
massimizzare sia l’efficienza complessiva che le loro efficienze individuali. 
Le efficienze individuali vengono valutate simultaneamente e l’efficienza complessiva 
è pari all’efficienza media dei singoli stadi. 
Ritornando alla Figura 26, si è detto che essa rappresenta una forma semplice della 
supply chain dove lo stadio 1 è il produttore e lo stadio 2 è il dettagliante. 
Nel modello ci sono 𝑗 = 1,… ,𝑁 DMU; il produttore consuma 𝑥!   (𝑖 = 1,… ,𝑛) input e 
genera 𝑧!   (𝑑 = 1,… ,𝐷) output intermedi. Il dettagliante utilizza 𝑧!   (𝑑 = 1,… ,𝐷) 






 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
60 L. Liang, W. Cook, J. Zhu, DEA models for two-stage processes: Game approach and efficiency 
decomposition, Naval Research Logistics, 2008, pagg. 643-653. 
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a. Gioco non cooperativo. 
Si ipotizzi un gioco venditore-compratore, dove il produttore è il venditore e il 
commerciante al dettaglio è il compratore. Inoltre, il produttore è considerato il 
leader, mentre il dettagliante è il follower. 
Secondo Liang e altri autori è possibile valutare l’efficienza del leader apllicando 
un modello DEA standard con rendimenti di scala costanti, formulato nel modo 
seguente: 
 
max𝐸! = 𝜇!𝑧!!!!!!  
s.t. 
𝜔!𝑥!" − 𝜇!𝑧!" ≥ 0,        𝑗 = 1, 2,… ,𝑁!!!!!!!!  𝜔!𝑥!! = 1!!!!  𝜇! ,𝜔! ≥ 0,        𝑑 = 1,… ,𝐷,        𝑖 = 1,… ,𝑛. 
 
Tale modello valuta l’efficienza massimizzata del produttore 𝐸!∗ ed i pesi ottimali 𝜇!∗  e 𝜔!∗. Liang e altri autori hanno valutato l’efficienza del follower 
subordinatamente a questi valori ottimali. Il modello non lineare che risulta è il 
seguente: 
 
max𝐸! = 𝛾!𝑦!!!!!!  
s.t. 
𝑞 ∙ 𝜇!𝑧!" + 𝜔!𝑥!" − 𝛾!𝑦!" ≥ 0,        𝑗 = 1,… ,𝑁!!!!!!!!!!!!  
𝑞 ∙ 𝜇!𝑧!! + 𝜔!𝑥!! = 1!!!!!!!!  
	   91 
𝜇!𝑧!! = 𝐸!∗!!!!  𝜔!𝑥!" − 𝜇!𝑧!" ≥ 0,        𝑗 = 1, 2,… ,𝑁!!!!!!!!  𝜔!𝑥!! = 1!!!!  𝜇! ,𝜔! , 𝛾! ,𝜔!, 𝑞 ≥ 0,        𝑑 = 1,… ,𝐷,        𝑖 = 1,… ,𝑛, 𝑟 = 1,… ,𝑚, 𝑝 = 1,… ,𝑃 
 
dove i primi due vincoli si riferiscono al dettagliante mentre i successivi tre sono 
riferiti al produttore e assicurano la sua efficienza ottimale. 
Il modello appena descritto non è lineare a causa del termine “q”. 
Come è possibile vedere dai vincoli del modello: 
 
𝑞 ∙ 𝜇!𝑧!! + 𝜔!𝑥!! = 1!!!!!!!!   e   𝜇!𝑧!! = 𝐸!∗.!!!!  
 
Quindi: 
 𝑞 = 1 − 𝜔!𝑥!!!!!!𝜇!𝑧!!!!!! ⇒ 𝑞 = 1 − 𝜔!𝑥!!!!!!𝐸!∗   . 
 
Il vincolo 𝑞 ∙ 𝜇!𝑧!! + 𝜔!𝑥!! = 1!!!!!!!!  mostra che 𝜔!𝑥!!!!!!  può assumere 
valori compresi tra 0 e 1, poiché 𝜔! e 𝑥!! sono quantità non negative. 
Se 𝜔!𝑥!!!!!!  assume valore 0, allora il numeratore del rapporto !! !!!!!!!!!!!∗   
diventa 1 e l’intera frazione vale !!!∗; per contro, se 𝜔!𝑥!!!!!!  è uguale a 1, allora 
il numeratore del precedente rapporto diventa 0 e l’intera frazione vale 0. 
	   92 
Quindi, è possibile stabilire un limite superiore ed un limite inferiore per il termine 
“q”, 0 ≤ 𝑞 ≤ !!!∗  . E’ possibile, perciò, trattare “q” come un parametro e risolvere il 
problema non lineare esposto in precedenza come un problema lineare parametrico. 
In particolare, si stabilisce un valore iniziale per il termine “q”, 𝑞! = !!!∗ e si risolve 
il problema lineare risultante. 
In seguito, si riduce il termine “q” ogni volta di un piccolo numero 𝜀 fino a 
raggiungere il limite inferiore; si definiscono i valori risultanti di q come 𝑞!. 
Si risolve ciascun problema lineare risultante per ogni 𝑞! e si definiscono le 
soluzioni 𝐸!∗(𝑞!). La soluzione ottimale è 𝐸!∗ = max𝐸!∗(𝑞!), che è l’efficienza del 
commerciante al dettaglio e il q ottimale associato con questa soluzione è 𝑞∗. 
Una volta calcolate le efficienze individuali, è possibile calcolare l’efficienza 
complessiva della supply chain come 𝐸 = !! 𝐸!∗ + 𝐸!∗ . 
 
Li e altri autori calcolano l’efficienza del leader nello stesso modo di Liang e altri 
applicando un modello DEA standard in cui 𝐸!∗ è l’efficienza massimizzata del 
leader e 𝜇!∗  e 𝜔!∗ sono i pesi ottimali. Poi, mantenendo fissa l’efficienza del leader, 
essi valutano l’efficienza del follower: 
 
max𝐸!∗ = 𝛾!𝑦!!!!!!  
s.t. 
𝛾!𝑦!" − 𝜇!𝑧!" − 𝜔!𝑥!" ≤ 0,        𝑗 = 1, 2,… ,𝑁!!!!!!!!!!!!  
𝜇!𝑧!! + 𝜔!𝑥!! = 1!!!!!!!!  
𝜇!𝑧!" − 𝜔!𝑥!"!!!!!!!! ≤ 0,        𝑗 = 1,… ,𝑁 
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𝜇!𝑧!! − 𝐸!∗ ∙ 𝜔!𝑥!! = 0!!!!!!!!  𝜇! ,𝜔! , 𝛾! ,𝜔! ≥ 0,        𝑑 = 1,… ,𝐷,        𝑖 = 1,… ,𝑛 𝑟 = 1,… ,𝑚,        𝑝 = 1,… ,𝑃. 
 
Quindi, l’efficienza complessiva può essere calcolata come 𝐸!∗ = 𝐸!∗ ∙ 𝐸!∗. 
 
b. Gioco cooperativo 
Nel modello cooperativo il compratore e il venditore hanno lo stesso potere 
contrattuale e cooperano per massimizzare unitamente la loro efficienza. 
Pertanto, essi ora trattano le misure intermedie in modo coordinato fissando i loro 
pesi ottimali uguali e considerandoli sia come output nello stadio del venditore che 
come input nello stadio del compratore. 
Il gioco cooperativo di Liang e altri autori calcola l’efficienza come segue: 
 
 max𝐸 = 12 𝑤!𝑧!!!!!! 𝑣!𝑥!!!!!! + 𝑢!𝑦!!!!!!𝑤!𝑧!! + 𝑣!𝑥!!!!!!!!!!   . 
 
Gli autori applicano la trasformazione di Charnes-Cooper al fine di ottenere un 
problema lineare. 
 𝑡! = 1𝑣!𝑥!!!!!!   ,        𝑡! = 1𝑤!𝑧!! + 𝑣!𝑥!!!!!!!!!!  𝜔! = 𝑡! ∙ 𝑣! ,        𝜔! = 𝑡! ∙ 𝑣!,        𝜇!! = 𝑡! ∙ 𝑤! ,        𝜇!! = 𝑡! ∙ 𝑤! ,        𝛾! = 𝑡! ∙ 𝑢! 𝑑 = 1,… ,𝐷,        𝑖 = 1,… ,𝑛,        𝑟 = 1,… ,𝑚,        𝑝 = 1,… ,𝑃. 
 
Ovviamente, esiste una relazione lineare tra 𝜇!!  e 𝜇!! : 𝜇!! = 𝑘 ∙ 𝜇!!   , dove 𝑘 = !!!! è un 
numero positivo. 
Quindi, risulta il modello seguente: 
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max𝐸 = 12 𝜇!!𝑧!! + 𝛾!𝑦!!!!!!!!!!  
s.t. 
𝜔!! ∙ 𝑥!"! − 𝜇!!𝑧!" ≥ 0,        𝑗 = 1,… ,𝑁!!!!  𝜇!!𝑧!" + 𝜔!𝑥!" − 𝛾!𝑦!" ≥ 0,        𝑗 = 1,… ,𝑁!!!!!!!!!!!!  𝜔!𝑥!! = 1 𝜇!!𝑧!! + 𝜔!𝑥!! = 1!!!!!!!!  𝜇!! = 𝑘 ∙ 𝜇!!  𝜔! ,𝜔!, 𝜇!! , 𝜇!! , 𝛾! , 𝑘 ≥ 0,        𝑖 = 1,… ,𝑛,        𝑑 = 1,… ,𝐷,        𝑝 = 1,… ,𝑃 𝑟 = 1,… ,𝑚, 
 
dove il primo ed il terzo vincolo si riferiscono al produttore, mentre il secondo ed il 
quarto sono riferiti al dettagliante. 
Il modello appena descritto è non lineare a causa del termine 𝜇!! , che include una 
sommatoria a denominatore. E’ possibile, comunque, sostituire questo termine 
utilizzando la relazione 𝜇!! = 𝑘 ∙ 𝜇!! .  
Quindi: 
 
max𝐸 = 12 𝜇!!𝑧!! + 𝛾!𝑦!!!!!!!!!!  
s.t. 
𝜔!𝑥!" − 𝜇!!𝑧!" ≥ 0,        𝑗 = 1, 2,… ,𝑁!!!!!!!!  𝑘 ∙ 𝜇!!𝑧!" + 𝜔!𝑥!! = 1!!!!!!!!  
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𝜔! ,𝜔!, 𝜇!! , 𝛾! , 𝑘 ≥ 0,        𝑖 = 1,… ,𝑛,        𝑑 = 1,… ,𝐷 𝑝 = 1,… . ,𝑃,        𝑟 = 1,… ,𝑚. 
 
Il termine 𝜇!!  non include una sommatoria a denominatore e, di conseguenza, non 
crea alcun problema di non linearità. 
Dai vincoli del modello appena esposto si può vedere che: 
 
𝑘 ∙ 𝜇!!𝑧!! + 𝜔!𝑥!! = 1  !!!!!!!!  e 
𝜇!!𝑧!! = 𝐸!∗.!!!!  
 
Quindi: 
 𝑘 = 1 − 𝜔!𝑥!!!!!!𝜇!!𝑧!"!!!! ⇒ 𝑞 = 1 − 𝜔!𝑥!!!!!!𝐸!∗   . 
 
Il vincolo 𝑘 ∙ 𝜇!!𝑧!! + 𝜔!𝑥!! = 1  !!!!!!!! mostra che 𝜔!𝑥!!!!!!  può assumere 
valori compresi tra 0 e 1, poiché i termini 𝜔! e 𝑥!! sono quantità non negative. 
Se 𝜔!𝑥!!!!!!  assume valore 0, il numeratore del rapporto 𝑞 = !! !!!!!!!!!!!∗  
diventerà pari a 1 e l’intera frazione diventerà uguale a !!!∗; se 𝜔!𝑥!!!!!!  assume 
valore 1, allora il numeratore suddetto diventa uguale a 0 e l’intera frazione sarà 
uguale a 0. Perciò, è possibile determinare un limite superiore ed un limite inferiore 
per il termine k: 0 ≤ 𝑘 ≤ !!!∗  . Quindi, è possibile trattare k come un parametro, 
risolvendo il problema sopra esposto come un problema lineare parametrico. 
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Liang e gli altri autori hanno proposto il modello appena descritto per valutare 
simultaneamente l’efficienza complessiva e le efficienze individuali. Queste 
ultime, in particolare, sono calcolate come 𝐸!∗ = 𝜇!!𝑧!! e 𝐸!∗ = 𝛾!𝑦!!  . 
Gli autori fanno notare come le efficienze cooperative siano almeno uguali a quelle 
non cooperative.  
Il modello cooperativo di Liang e altri autori valuta l’efficienza di una supply chain 
semplice, composta da soli due membri. 
 
Li e altri autori hanno presentato un altro approccio per il gioco cooperativo, in cui 
l’efficienza complessiva è il prodotto delle efficienze individuali: 
 𝐸! = max𝐸!! ∙ 𝐸!! = max 𝑤!𝑧!!!!!! 𝑣!𝑥!!!!!! ∙ 𝑢!𝑦!!!!!!𝑤!𝑧!! + 𝑣!𝑥!!!!!!!!!!  s. t. 𝑤!𝑧!"!!!! 𝑣!𝑥!"!!!! ≤ 1,        𝑗 = 1,… ,𝑁 𝑢!𝑦!"!!!!𝑤!𝑧!" + 𝑣!𝑥!"!!!!!!!! ≤ 1,        𝑗 = 1,… ,𝑁 𝑤! , 𝑣! ,𝑢! , 𝑣! ≥ 0,        𝑑 = 1,… ,𝐷,        𝑖 = 1,… ,𝑛, 𝑟 = 1,… ,𝑚,        𝑝 = 1,… ,𝑃. 
 
Si noti che 𝑤! è la stessa, sia quando le misure intermedie sono considerate input 
che quando sono considerate output. 
Dato che il modello appena esposto non è lineare, gli autori hanno proposto un 
approccio euristico per risolverlo. 
Per prima cosa, essi trovano l’efficienza massima del primo stadio: 
 
𝐸!  !!"# = max 𝜇!𝑧!!!!!!  s. t. 
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𝜇!𝑧!" − 𝜔!𝑥!" ≤ 0,        𝑗 = 1,… ,𝑁!!!!!!!!  𝛾!𝑦!" − 𝑘 ∙ 𝜇!𝑧!" − 𝜔!𝑥!" ≤ 0,        𝑗 = 1,… ,𝑁!!!!!!!!!!!!  𝜔!𝑥!! = 1 𝜔! ,𝜔!, 𝜇! , 𝛾! ≥ 0,        𝑖 = 1,… ,𝑛,        𝑑 = 1,… ,𝐷 𝑝 = 1,… ,𝑃,        𝑟 = 1,… ,𝑚. 
 
I vincoli di questo modello assicurano che le efficienze individuali non possono 
eccedere l’unità. La funzione obiettivo valuta l’efficienza massima possibile per il 
primo stadio. Quindi, l’efficienza del primo stadio 𝐸!! oscilla tra 0 e 𝐸!  !!"# e può 
essere trattata come una variabile. 
Di conseguenza, l’efficienza complessiva 𝐸! è funzione dell’efficienza del primo 
stadio 𝐸!!, che può essere trattato come un parametro. 
 𝐸! = max𝐸!! ∙ 𝛾!𝑦!!!!!!  
s.t. 
𝜇!𝑧!" − 𝜔!𝑥!" ≤ 0,        𝑗 = 1,… ,𝑁!!!!!!!!  𝛾!𝑦!" − 𝜇!𝑧!" − 𝜔!𝑥!" ≤ 0,        𝑗 = 1,… ,𝑁!!!!!!!!!!!!  
𝜇!𝑧!! + 𝜔!𝑥!! = 1!!!!!!!!  
𝜇!𝑧!! − 𝐸!! 𝜔!𝑥!! = 0,        𝐸!! ∈ 0,𝐸!!!"#!!!!!!!!  𝜔! ,𝜔!,𝜇! , 𝛾! ≥ 0,        𝑖 = 1,… ,𝑛,        𝑑 = 1,… ,𝐷 𝑝 = 1,… ,𝑃,        𝑟 = 1,… ,𝑚. 
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Questo modello può essere risolto come un problema lineare parametrico, se si fissa un 
valore iniziale 𝐸!! = 𝐸!!!"# e si risolve tale modello; poi si diminuisce il termine q 
ogni volta di un piccolo numero 𝜀 e si risolve di nuovo il problema, fino a raggiungere 
il limite inferiore. L’efficienza complessiva ottimale è 𝐸!∗ = max𝐸!. 
 
3.6   Applicazione al settore bancario: confronto tra modelli 
In questa parte si pongono a confronto tre modelli DEA a due stadi sviluppati 
rispettivamente da Wang e altri autori, Chen e Zhu e Rho e An61. 
Wang e altri autori (1997) hanno utilizzato i modelli DEA a due stadi per valutare 
l’impatto degli investimenti IT sulla performance bancaria. Nel primo stadio, le 
banche raccolgono fondi dai clienti sotto forma di depositi; nel secondo stadio, le 
stesse investono tali fondi in titoli e concedono prestiti. Come input del primo stadio 
vengono usati il budget IT, cespiti ed impiegati, mentre l’output è rappresentato dai 
depositi. Nel secondo stadio, invece, vengono utilizzati gli output del primo stadio 
(depositi) come input e gli output sono costituiti dai profitti e dalla percentuale di 
prestiti recuperati. Gli autori, tuttavia, hanno elaborato il modello come due processi 
con un singolo stadio, anziché come un singolo processo a due stadi. 
Chen e Zhu (2004) hanno sviluppato un singolo processo a due stadi; tuttavia, essi non 
hanno considerato le input e output slack ignorando, in tal modo, le aziende 
debolmente efficienti. Un’azienda debolmente efficiente si caratterizza per il fatto che 
il suo livello di input (output) può essere ridotto (aumentato) senza diminuire 
(aumentare) il livello di output (input). 





 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
61 Tratto da: S. Rho, J. An, Evaluating the efficiency of a two-stage production process using data 
envelopment analysis, International Transactions in Operational Research, 2007, pagg. 395-410. 
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3.6.1   Il modello di Wang e altri autori 
Wang e altri autori62 costruiscono il processo di produzione a due stadi rappresentato 
nella Figura 27 come due modelli BCC input-oriented. Esso, quindi, rientra nella 
categoria dei modelli a due stadi indipendenti, descritta nel paragrafo 3.2. 
 
 
                Figura 27. Processo di produzione a due stadi di Wang e altri autori (1997). 
 
Per rendere comparabile tale modello con quelli che verranno proposti di seguito, si è 
modificata la sua notazione originaria, utilizzando quella della Tabella 5. 
   




	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
62 C. H. Wang, R. D. Gopal, S. Zionts, Use of data envelopment analysis in assessing information 
technology impact on firm performance, Annals of Operations Research, 1997, pagg. 191-213. 
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(Stadio 1) 
min 𝜃 − 𝜀 𝑠!! + 𝑠!!!!!!!!!!  
s.t. 
𝜆!𝑥!" + 𝑠!! = 𝜃𝑥!"!,        𝑖 = 1,… ,𝑛!!!!  
𝜆!𝑧!" + 𝑠!! = 𝑧!"!,        𝑑 = 1,… ,𝐷!!!!  
𝜆! = 1,        𝜆! ≥ 0,        𝑗 = 1,… ,𝑁!!!!  
 
(Stadio 2) 
min𝜙 − 𝜀 𝑠!! + 𝑠!!!!!!!!!!  
s.t. 
𝜇!𝑧!" + 𝑠!! = 𝜙𝑧!"!,        𝑑 = 1,… ,𝐷!!!!  
𝜇!𝑦!" + 𝑠!! = 𝑦!"!,        𝑟 = 1,… ,𝑚!!!!  
𝜇! = 1,        𝜇! ≥ 0,        𝑗 = 1,… ,𝑁!!!!  
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(Complessivo) 
min𝜌 − 𝜀 𝑠!! + 𝑠!!!!!!!!!!  
s.t. 
𝜋!𝑥!" + 𝑠!! = 𝜌𝑥!"!,        𝑖 = 1,… ,𝑛!!!!  
𝜋!𝑦!" + 𝑠!! = 𝑦!"!,        𝑟 = 1,… ,𝑚!!!!  
𝜋! = 1,        𝜋! ≥ 0,        𝑗 = 1,… ,𝑁!!!!  
 
dove DMU!" rappresenta una delle n DMU da valutare, 𝑥!"!, 𝑧!" e 𝑦!"! sono, 
rispettivamente, l’i-esimo input, il d-esimo intermedio e il r-esimo output per la DMU!". 𝑠!! e 𝑠!! rappresentano, rispettivamente, gli input e gli output slack dello stadio 
1, mentre 𝑠!! e 𝑠!! sono gli input e gli output slack dello stadio 2. 𝜀 è il non archimedeo, che permette la minimizzazione su 𝜃, 𝜙 e 𝜌 ( ossia la massima 
riduzione degli input). 𝜃∗ ≤ 1, 𝜙∗ ≤ 1 e 𝜌∗ ≤ 1 sono i punteggi di efficienza rispettivamente negli stadi 1, 2 
e nel complessivo. 
Quando 𝜃∗, 𝜙∗ e 𝜌∗ sono uguali a 1, allora la DMU!" giace sulla frontiera efficiente; 
ciò significa che i livelli attuali di input sono ottimali. Viceversa, se tali parametri 
assumono valore minore di uno, allora i livelli correnti di input sono inefficienti: la DMU!" dovrà ridurre gli input attuali al livello dei suoi insiemi di riferimento 
rappresentati da 𝜆∗, 𝜇∗,𝜋∗. 
Come già accennato, il modello di Wang e altri autori è formato da due modelli DEA 
input-oriented, in cui gli input devono essere ottimizzati, dati gli output. Nel primo 
stadio, gli input iniziali devono essere minimizzati mentre gli output intermedi sono 
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mantenuti ai loro livelli correnti. Nello stadio 2 le misure intermedie sono utilizzate 
come output e, pertanto, vengono minimizzate. Gli output finali vengono mantenuti ai 
loro livelli correnti. Ciò significa che ogni stadio tratta con le misure intermedie in 
modo indipendente. Di conseguenza, il modello di Wang rende gli stadi di un processo 
di produzione indipendenti l’uno dall’altro.  
Inoltre, il processo di produzione a due stadi presentato nella Figura 27 può essere 
scomposto in due processi di produzione formati da un singolo stadio. 
Si noti, infine, che il modello in questione non può misurare l’effetto indiretto degli 
input iniziali (cioè quanto detti input siano utilizzati efficientemente per produrre gli 
output finali). 
 
3.6.2   Il modello di Chen e Zhu 
Chen e Zhu hanno rilevato come il modello di Wang e altri autori sopra descritto non 
riflette la dipendenza sequenziale di un processo di produzione a due stadi. Essi, 
quindi, suggeriscono un processo di produzione a due stadi integrati (value chain), così 
come mostrato nella Figura 28. 
 
 
              Figura 28. Processo di produzione nel modello di Chen e Zhu (2004). 
 
In questa figura 𝑤! e 𝑤! rappresentano le preferenze del decision maker sulla 
performance di ciascun stadio e “~" indica variabili intermedie non conosciute. Il 
modello di Wang, invece, non considera dei pesi specifici del decision maker: per 
questo motivo, i pesi possono essere rappresentati da 𝑤! = 𝑤! = 1 . 
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Inoltre, nel modello di Wang la variabile intermedia è data nei dati originari. In Chen e 
Zhu, invece, la variabile intermedia non è conosciuta e deve essere stimata come un 
valore ottimo, esattamente come i punteggi di efficienza. Ciò significa che la variabile 
intermedia (ottimale) non deve essere aumentata o diminuita nel processo di 
produzione value chain. 
Di conseguenza, Chen e Zhu utilizzano un modello input-oriented ed un modello 
output-oriented negli stadi 1 e 2: 
 min𝑤!𝜃 − 𝑤!𝜙 
(Stadio 1) 
𝜆!𝑥!" ≤ 𝜃𝑥!"!,        𝑖 = 1,… ,𝑛!!!!  
𝜆!𝑧!"!!!! ≥ 𝑧!"!,        𝑑 = 1,… ,𝐷 
𝜆! = 1,        𝜆! ≥ 0,        𝑗 = 1,… ,𝑁!!!!  
𝜇!𝑧!"!!!! ≤ 𝜙𝑧!"!,        𝑑 = 1,… ,𝐷 
(Stadio 2) 
𝜇!𝑦!" ≥ 𝑦!"!,        𝑟 = 1,… ,𝑚!!!!  
𝜇! = 1,        𝜇! ≥ 0,        𝑗 = 1,… ,𝑁!!!!  
 
dove 𝑧!"! è la d-esima variabile intermedia non conosciuta (in Wang, invece, la 
variabile intermedia 𝑧!"! è conosciuta). 𝜃∗ ≤ 1 o 𝜙∗ ≥ 1 rappresentano i punteggi di 
efficienza negli stadi 1 o 2 in un processo di produzione a due stadi integrati. 
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E’ opportuno sottolineare come il modello di Chen e Zhu non consideri gli input e 
output slack; pertanto, esso non è in grado di distinguere tra le DMU debolmente 
efficienti dalle DMU efficienti. 
 
3.6.3   Il modello esteso di Rho e An 
Nell’articolo scientifico esaminato63, Rho e An sottolineano il problema del modello di 
Chen e Zhu e presentano il loro modello esteso. 
In particolare, essi hanno modificato il modello di Chen e Zhu come segue: 
 
min𝑤! 𝜃 − 𝜀 𝑠!! + 𝑠!!!!!!!!!! − 𝑤! 𝜙 − 𝜀 𝑠!! + 𝑠!!!!!!!!!!  
(Stadio 1) 
𝜆!𝑥!" + 𝑠!! = 𝜃𝑥!"!,        𝑖 = 1,… ,𝑛!!!!  
𝜆!𝑧!"!!!! + 𝑠!! = 𝑧!"# ,        𝑑 = 1,… ,𝐷 
𝜆! = 1,        𝜆! ≥ 0,        𝑗 = 1,… ,𝑁!!!!  
(Stadio 2) 
𝜇!𝑧!" + 𝑠!! = 𝜙𝑧!"!!!!! ,        𝑑 = 1,… ,𝐷 
𝜇!𝑦!" + 𝑠!! = 𝑦!"!,        𝑟 = 1,… ,𝑚!!!!  
𝜇! = 1,        𝜇! ≥ 0,        𝑗 = 1,… ,𝑁.!!!!  
 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
63 S. Rho, J. An, Evaluating the efficiency of a two-stage production process using data envelopment 
analysis, International Transactions in Operational Research, 2007, pagg. 395-410. 
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In sintesi, il modello di Wang e altri autori presuppone la conoscenza delle misure 
intermedie e utilizza un modello BCC input-oriented nei due stadi. Il modello di Chen 
e Zhu e quello di Rho e An, invece, minimizza l’utilizzo di input, date le misure 
intermedie non conosciute, avvalendosi di un modello BCC input-oriented nello stadio 
1 e massimizza la performance, date le misure intermedie non conosciute, utilizzando 
un modello BCC output-oriented nello stadio 2. 
Infine, è possibile porre a confronto il modello appena descritto con i modelli BCC 
input-oriented ed output-oriented presentati nel Capitolo 2: 
 
Ø Teorema. Se 𝜃∗ = 𝜙∗ = 1 e 𝑠!! = 𝑠!! = 𝑠!! = 𝑠!! = 0 nel modello esteso, 
allora 𝜃∗ = 1 e 𝑠!! = 𝑠!! = 0 nel modello input-oriented ad un singolo stadio e 𝜙∗ = 1 e 𝑠!! = 𝑠!! = 0 nel modello output-oriented ad un singolo stadio. 
 
Inoltre, poiché Chen e Zhu non considerano le slack di input e di output, il 
Corollario di Chen e Zhu viene modificato come segue: 
 
Ø Corollario. L’efficiente o inefficiente DMU!" deve essere un punto di frontiera 
in entrambi gli stadi riguardo a 𝜃∗𝑥!"!, 𝑧!"!∗  e 𝜙∗𝑦!"! (i=1, …, n; d=1, …, D; 
r=1, …, m) dove 𝑥!"! e 𝑦!"! rappresentano, rispettivamente, gli input e gli 
output originari della DMU!". 𝑥!"!!  e 𝑦!"!!  rappresentano, invece, gli input ed 
output originari dell’insieme di riferimento della DMU!". 
 
La Tabella 6 sintetizza le differenze tra i modelli DEA a due stadi testé presentati. 
 
Tabella 6. Confronto fra tre modelli DEA a due stadi. 




Wang e al. input-oriented input-oriented separato sì 
Chen e Zhu input-oriented output-oriented integrato no 
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3.6.4   Applicazione ad un campione di banche 
In questa sezione i tre modelli sopra presentati vengono applicati ad un campione di 27 
banche64; l’insieme di dati utilizzati è riportato nell’Appendice A. Nella parte finale si 
procede ad un confronto tra i risultati ottenuti da ciascuno di questi. 
La Figura 29 mostra un processo operativo a due stadi quando 𝑤! = 𝑤! = 1. 
Il primo stadio utilizza i cespiti, i dipendenti e gli investimenti informatici per produrre 




               Figura 29. Processo operativo di una banca. 
 
 
I risultati ottenuti dall’applicazione dei modelli di Wang e altri autori, Chen e Zhu e 
del modello esteso di Rho e An sono riportati nella Tabella 7. In particolare, per ogni 
stadio viene stabilito se esso sia efficiente o meno, indicando la piena efficienza con la 
lettera “E”, l’efficienza debole con “W” e lasciando lo spazio vuoto in caso di 
inefficienza. 
Per il dettaglio dei punteggi di efficienza per gli stadi 1, 2 e per l’efficienza 
complessiva, invece, si veda l’Appendice B. I punteggi di efficienza complessiva sono 
stati calcolati in due modi diversi: per quanto riguarda il modello di Chen e Zhu e 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
64 I tre modelli vengono applicati all’insieme di dati usati da Chen e Zhu (2004). 
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quello di Rho e An, è stata considerata la media dei punteggi di efficienza degli stadi 1 
e 2, dal momento che è stata misurata l’efficienza di un processo di produzione value 
chain. Nel modello di Wang e altri autori, per contro, l’efficienza complessiva è stata 
calcolata tralasciando le variabili intermedie: ciò poiché l’efficienza complessiva è 
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 Secondo i modelli di Chen e Zhu e di Rho e An, le banche efficienti sono 9 nello 
stadio 1, 17 nello stadio 2 e solo 6 di esse raggiungono l’efficienza complessiva. 
 Wang e altri autori Chen e Zhu Modello esteso 
Banca St. 1 St. 2 Complessiva St. 1 St. 2 Complessiva St. 1 St. 2 Complessiva 
1     E   W  
2     E   W  
3  E   E   E  
4 E  E E   E   
5          
6     E   W  
7 E E E E E E E E E 
8          
9 E E E E E E E E E 
10     E   W  
11     E   W  
12          
13 E         
14     E   W  
15     E   W  
16  E E  E   E  
17 E  E E   E   
18 E E E E E E E E E 
19     E   W  
20 E E E E E E E E E 
21 E  E E E E E W W 
22 E  E E   E   
23   E       
24   E  E   W  
25          
26 E         
27 E E E E E E E E E 
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Il modello esteso di Rho e An, inoltre, indica che 10 delle 17 banche efficienti nello 
stadio 2 nel modello di Chen e Zhu sono debolmente efficienti e che su sei banche 
complessivamente efficienti secondo Chen e Zhu, una è debolmente efficiente. 
Il numero di banche efficienti nello stadio 2 nel modello di Wang e altri autori è molto 
più piccolo rispetto a quello dello stadio 2 del modello esteso di Rho e An. Ciò poiché 
lo stadio 2 nel modello esteso è rappresentato come un modello BCC output-oriented e 
utilizza depositi ottimizzati, che tendono a fare aumentare il numero di banche 
efficienti. Tali risultati indicano che è importante identificare le DMU debolmente 
efficienti nei modelli DEA basati sui processi di produzione a due stadi. 
 
A questo punto, è possibile utilizzare il Corollario 1 per suggerire il modo in cui le 
banche debolmente efficienti e quelle inefficienti possono incrementare la loro 
efficienza in entrambi gli stadi. 
La Tabella 865 mostra le differenze tra i livelli ottimali di Chen e Zhu e quelli del 
modello esteso (Rho e An) per la banca 21. 
 
Tabella 8. Livelli originari e ottimali per la banca 21 e insiemi di riferimento. 
 𝜃∗ 𝜙∗ 𝑥!(𝑥!∗) 𝑥!(𝑥!∗) 𝑥!(𝑥!∗) 𝑧!(𝑧!∗) 𝑦!(𝑦!∗) 𝑦!(𝑦!∗) 
Livelli ottimali per la banca 21 in Chen e Zhu  
 1 1 0.508(0.508) 0.057(0.057) 5.7(5.7) 7.595(7.595) 0.123(0.123) 0.987(0.987) 
 
Livelli ottimali per la banca 21 nel modello esteso 





In Chen e Zhu gli input e gli output originari sono ottimali nella banca 21; pertanto 
essa è efficiente in entrambi gli stadi.  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  65	  Fonte: S. Rho, J. An, Evaluating the efficiency of a two-stage production process using data 
envelopment analysis, International Transactions in Operational Research, 2007, pag. 406. 	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Risolvendo il modello esteso descritto in precedenza si ottengono i punteggi di 
efficienza ed i valori intermedi ottimali. Poi, si utilizza il Corollario 1 per calcolare i 
valori ottimizzati delle variabili input e output. La banca 21 è efficiente nello stadio 1, 
ma debolmente efficiente nello stadio 2 poiché 𝜆!" = 1.000, 𝜇!" = 0.005, 𝜇!" =0.995.  
Nel modello esteso gli output originari non sono ottimali perché la banca 21 potrebbe 
aumentare i suoi livelli di output fino a quelli degli insiemi di riferimento (banca 16 o 
banca 20). I casi 1 e 2 rappresentano i livelli ottimali, mostrati in parentesi, della banca 
21 quando i suoi insiemi di riferimento sono rispettivamente la banca 16 e la banca 20. 
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4. MODELLI A TRE STADI 
 
 
4.1   Esempio di modello a tre stadi  
In questa sezione viene presentato un modello DEA a tre stadi sviluppato da A. 
Ebrahimnejad ed altri autori e pubblicato nel 201466 su Science Direct. 
Il modello proposto considera un sistema di misurazione della performance a tre stadi 




                        Figura 30. Sistema con due stadi paralleli collegati ad un terzo stadio. 
 
 
Si assume che i due stadi paralleli rappresentati nella Figura 30 siano indipendenti e 
che le sub-DMU A e B abbiano, ciascuna, due insiemi di input 𝑥! e 𝑥! 
rispettivamente. 
Gli output w e v generati dalle sub-DMU A e B, rispettivamente negli stadi 1 e 2 sono 
utilizzati come input dalla sub-DMU C nello stadio 3 per produrre l’output y. 
Si supponga che ci siano N DMU omogenee: la DMUj 𝑗 = 1,… ,𝑁   è la j-esima 
DMU da valutare, 𝑥!"!  (𝑖 = 1,… ,𝑛) è l’i-esimo input di A, 𝑤!"   (𝑡 = 1,… , 𝑘) è la t-
esima variabile intermedia relativa alla sub-DMU A e alla sub-DMU C, 𝑥!"!   (𝑒 =1,… , 𝑐) è l’e-esimo input della sub-DMU B, 𝑣!"   (𝑟 = 1,… , ℎ) è la r-esima variabile 
	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
66 A. Ebrahimnejad, M. Tavana, F. H. Lotfi, R. Shahverdi, M. Yousefpour, A three-stage Data 
Envelopment Analysis model with application to banking industry, Measurement, 2014, pagg. 308-
319.  
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intermedia relativa alle sub-DMU B e sub-DMU C e 𝑦!"   (𝑠 = 1,… , 𝑞) è l’s-esimo 
della sub-DMU C. 
 
Si consideri, ora, il sistema rappresentato nella Figura 30. Viene utilizzato il modello a 
due stadi di Chen e Zhu esposto in precedenza per presentare un modello matematico 
per questo sistema come segue: 
 max𝑤!𝜃 + 𝑤!𝜃! − 𝑤!𝛽 
s.t. 
𝜆!𝑥!"! ≤ 𝜃𝑥!!!         𝑖 = 1,… ,𝑛!!!!  
𝜆!𝑤!" ≥ 𝑤!!        𝑡 = 1,… , 𝑘!!!!  
𝜆!!𝑥!"! ≤ 𝜃!𝑥!!!         𝑒 = 1,… , 𝑐!!!!  
𝜆!!𝑣!" ≥ 𝑣!!        𝑟 = 1,… , ℎ!!!!  
𝜋!𝑤!" ≤ 𝑤!!        𝑡 = 1,… , 𝑘!!!!  
𝜋!𝑣!" ≤ 𝑣!!        𝑟 = 1,… , ℎ!!!!  
𝜋!𝑦!" ≥ 𝛽𝑦!!        𝑠 = 1,… , 𝑞!!!!  
𝜆! = 1!!!!  
𝜆!! = 1!!!!  
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𝜋! = 1!!!!  𝜆! , 𝜆!! ,𝜋! ≥ 0,        𝑗 = 1,… ,𝑁 
dove 𝜃,𝜃! e 𝛽 rappresentano i punteggi di efficienza rispettivamente delle sub-DMU 
A, B e C. Con riferimento alle variabili intermedie non conosciute (w e v), il modello 
appena descritto è utilizzato per minimizzare gli input (𝑥!, 𝑥!) e, 
contemporaneamente, massimizzare l’output finale y. 
 
Si consideri nuovamente il modello a due stadi di Chen e Zhu. In aggiunta ai punteggi 
di efficienza, si deve ottenere un insieme di misure intermedie ottimali e ciò richiede 
dei vincoli aggiuntivi. Tale modifica è necessaria per tenere conto dell’impatto 
indiretto degli input sugli output. In questo studio le variabili intermedie non vengono 
considerate come variabili decisionali non conosciute; invece, vengono minimizzati gli 
input nel primo stadio e, contemporaneamente, vengono massimizzati gli output del 
secondo stadio.  
Seguendo tale interpretazione, vengono applicate le seguenti modifiche al modello 
sopra descritto: 
 
• Vincoli connessi a 𝑤!": 
 
𝜆!𝑤!" ≥ 𝑤!!        𝑡 = 1, 2,… , 𝑘!!!!  
𝜋!𝑤!" ≤ 𝑤!!        𝑡 = 1, 2,… , 𝑘!!!!  
 
• Vincoli connessi a 𝑣!": 
 
𝜆!!𝑣!" ≥ 𝑣!!        𝑟 = 1, 2,… , ℎ!!!!  
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𝜋!𝑣!" ≤ 𝑣!!        𝑟 = 1, 2,… , ℎ.!!!!  
 
Si noti che è possibile aggregare i vincoli relativi alle variabili intermedie nel modo 
seguente: 
 
𝜆!𝑤!" ≥ 𝜋!𝑤!"         𝑡 = 1, 2,… , 𝑘!!!!!!!!  
𝜆!!𝑣!" ≥ 𝜋!𝑣!"         𝑟 = 1, 2,… , ℎ.!!!!!!!!  
 
Il primo dei suddetti vincoli assicura che gli input della sub-DMU C non siano 
maggiori degli output della sub-DMU A; similmente, il secondo vincolo assicura che 
gli input della sub-DMU C non eccedano gli output della sub-DMU B. 
 
Applicando queste modifiche, il nuovo modello lineare che ne risulta è il seguente: 
 max𝑤!𝜃 + 𝑤!𝜃! − 𝑤!𝛽 
s.t. 
𝜆!𝑥!"! ≤ 𝜃𝑥!!!         𝑖 = 1, 2,… ,𝑚!!!!  
𝜆!𝑤!" ≥ 𝜋!𝑤!"         𝑡 = 1,… , 𝑘!!!!!!!!  
𝜆!!𝑥!"! ≤ 𝜃!𝑥!!!         𝑒 = 1, 2,… , 𝑐!!!!  
𝜆!!𝑣!" ≥ 𝜋!𝑣!"         𝑟 = 1, 2,… , ℎ!!!!!!!!  
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𝜋!𝑦!" ≥ 𝛽𝑦!!        𝑠 = 1, 2,… , 𝑞!!!!  
𝜆! = 1!!!!  
𝜆!! = 1!!!!  
𝜋! = 1!!!!  𝜃,𝜃! ≤ 1 𝛽 ≥ 1 𝜆! , 𝜆!! ,𝜋! ≥ 0,        𝑗 = 1,… ,𝑁. 
 
Tale modello è utilizzato per minimizzare gli input 𝑋! = 𝑥!"! , 𝑥!"!  e, allo stesso tempo, 
massimizzare gli output finali 𝑌! = 𝑦!" . Inoltre, 𝑤!,𝑤! e 𝑤! sono i pesi soggettivi, in 
termini di importanza, assegnati ai punteggi di efficienza rispettivamente delle sub-
DMU A, B e C. 
Il vincolo 𝜃,𝜃! ≤ 1 assicura che gli input non eccedano un livello massimo 
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4.2   Case study: Peoples Bank 
Peoples Bank67 è la più grande banca locale nello Stato della Virginia. 
Come mostrato nella Figura 31, il sistema di misurazione della performance della 
Peoples Bank comprende tre stadi. 
 
 
               Figura 31. Sistema di misurazione della performance a tre stadi della Peoples Bank. 
 
Gli stadi 1 e 2 rappresentano, rispettivamente, le due sub-DMU relative al consumer 
banking e al business banking. 
Viene assunto che queste due sub-DMU operino in modo indipendente e che non ci 
siano trade-off tra di esse. La sub-DMU relativa al consumer banking utilizza due 
input per produrre due output; similmente, la sub-DMU relativa al business banking 
consuma due input e produce due output. I quattro output del primo e del secondo 
stadio costituiscono gli input del terzo stadio. Lo stadio 3 utilizza questi quattro input e 
produce tre output utili e due output negativi. 
Più in particolare, la sub-DMU relativa al consumer banking utilizza i costi operativi 𝑥!!!  ed i costi capitali 𝑥!!!   e la sub-DMU relativa al business banking utilizza i 
costi operativi 𝑥!!!  ed i costi capitali 𝑥!!!  come input per generare depositi 
consumer checking 𝑤!! , depositi saving consumer 𝑤!! , depositi business checking 𝑣!!  e depositi business saving come misure intermedie (output degli Stadi 1 e 2/ 
input dello Stadio 3). Nel terzo stadio le misure intermedie sono utilizzate per produrre 
un mix di output desiderabili e non desiderabili. 	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  	  
67 I nomi sono stati cambiati per proteggere l’anonimato della banca. 
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Gli output desiderabili sono rappresentati dai ritorni sul capitale investito 𝑦!!! , 
commissioni 𝑦!!!  e interessi 𝑦!!! , mentre gli output non desiderabili sono costituiti 
da insolvenze sui prestiti ai consumatori 𝑦!!!  e insolvenze su prestiti alle aziende 𝑦!!! . 
 
A questo punto, il modello esteso sopra esposto viene applicato alla Peoples Bank; 
i dati a disposizione si riferiscono a 49 filiali in tutto lo Stato della Virginia. 
Si noti che nel terzo stadio (finale) si hanno degli output non desiderabili; per aggirare 
tale problema, è necessario apportare alcune modifiche nella funzione obiettivo e nei 
vincoli dell’ultimo modello descritto. 
Quindi, nello studio condotto da Ebrahimnejad e altri autori, si cerca di ridurre il 
valore degli output non desiderabili; per questo motivo, è stata introdotta una nuova 
variabile, 𝛿, per minimizzare gli output non desiderabili. Inoltre, per stabilire una 
priorità degli obiettivi, si usano differenti valori dei pesi basati su 𝜀 𝜀 = 0.01 . 
Seguendo questa impostazione, il modello modificato che ne risulta è il seguente: 
 max 𝜀𝜃 + 𝜀𝜃! + 𝜀!𝛿 − 𝜀!𝛽 
s.t. 
𝜆!𝑥!"! ≤ 𝜃𝑥!!!         𝑖 = 1,… ,𝑚!!!!  
𝜆!𝑤!" ≥ 𝜋!𝑤!"         𝑡 = 1, 2,… , 𝑘!!!!!!!!  
𝜆!!𝑥!"! ≤ 𝜃!𝑥!!!         𝑒 = 1, 2,… , 𝑐!!!!  
𝜆!!𝑣!" ≥ 𝜋!𝑣!"         𝑟 = 1, 2,… , ℎ!!!!!!!!  
𝜋!𝑦!"! ≥ 𝛽𝑦!!!         𝑠 = 1, 2,… , 𝑞!!!!  
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𝜋!𝑦!"! ≤ 𝛽𝑦!!!         𝑙 = 1, 2,… , 𝑝!!!!  
𝜆! = 1!!!!  
𝜆!! = 1!!!!  
𝜋! = 1!!!!  𝜃,𝜃!, 𝛿 ≤ 1 𝛽 ≥ 1 𝜆! , 𝜆!! ,𝜋! ≥ 0        𝑗 = 1, 2,… ,𝑁. 
 
Nel modello appena esposto, i pesi assegnati ai valori di efficienza nella funzione 
obiettivo indicano che la riduzione degli input dei sottosistemi paralleli è la più 
importante. La riduzione degli output non desiderabili e l’incremento degli output 
desiderabili costituiscono, rispettivamente, la terza e la quarta priorità. 
Si noti che 𝜃,𝜃! e 𝛽 rappresentano i valori di efficienza dell’unità di consumer banking 
(Stadio 1), dell’unità di business banking (Stadio 2) e delle sub-DMU dello Stadio 2. 
 
I risultati derivanti dall’applicazione del modello esteso alle 49 filiali della Peoples 
Bank sono presentati nella Tabella 9; nell’Appendice C, invece, si possono trovare i 
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                    Tabella 9. Risultati del modello esteso per Peoples Bank. 
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Le colonne della tabella che vanno dalla seconda alla quinta riportano i valori delle 
efficienze dei sottosistemi. I numeri in parentesi indicano la classifica di ogni filiale 
con riferimento alla propria efficienza; la sesta colonna, che riporta la media delle 
efficienze dei sottosistemi, ha l’obiettivo di rendere più agevole il confronto tra le 
filiali.  
Come mostrato nella tabella, le filiali 7 e 49 riportano il valore 1 in tutte le quattro 
colonne: ciò significa che queste filiali sono efficienti in tutti i loro sottosistemi.  
L’ultima colonna della tabella riporta il valore medio dell’efficienza per ogni 
sottosistema. Le filiali 7, 30, 42 e 49 mostrano un’efficienza al 100% nel consumer 
banking mentre l’efficienza minima è mostrata dalle filiali 2, 24, 35 e 48. Le filiali 10, 
21, 42, 30, 23, 24 e 25 sono efficienti al 100%, mentre sono inefficienti solo in una 
parte. 
Le filiali 1, 2, 6, 8, 14, 12, 11, 9, 15, 16, 17, 18, 19, 20, 22, 25, 26, 27, 31, 32, 35, 36, 
37, 38, 40, 41, 43, 44, 46, 47, 48 (il 63% delle filiali) sono efficienti nello Stadio 2 ed 
inefficienti nello Stadio 1. 
  




Negli anni si è assistito ad una rapida crescita delle applicazioni della DEA: tale 
metodologia, infatti, è stata ampiamente utilizzata dai ricercatori in diverse discipline 
come le scienze manageriali, la ricerca operativa, la matematica applicata e così via. 
In particolare, nell’ambito bancario tale tecnica è stata applicata con maggiore 
successo rispetto alle tradizionali tecniche di valutazione dell’efficienza, come ad 
esempio gli indici e le analisi di regressione; ciò poiché queste ultime presentano una 
serie di limitazioni intrinseche che le rendono inadeguate a riflettere pienamente la 
sempre più complessa natura del sistema bancario. 
Tuttavia, i modelli DEA convenzionali (a un singolo stadio) hanno un grosso limite: 
trattano le decision making units come “scatole nere” che utilizzano degli input per 
produrre degli output. Di conseguenza, pur riuscendo a valutare l’efficienza relativa di 
un insieme di DMU, i modelli standard non hanno la capacità di individuare le fonti 
dell’inefficienza; la loro valutazione, pertanto, potrebbe risultare approssimativa ed 
inesatta. Per misurare la performance di una DMU è, quindi, necessario analizzare i 
processi che la compongono. 
I modelli DEA a più stadi (multi-stage) rispondono proprio a tale obiettivo: essi 
indagano la struttura ed i processi interni della DMU permettendo, così, di identificare 
le cattive allocazioni degli input e individuare le fonti di inefficienza interne alla 
DMU. Il risultato è una valutazione dell’efficienza più accurata, precisa ed aderente 
alla realtà.   
Inoltre nei modelli a più stadi ciascun stadio rappresenta un centro decisionale e 
l’intero processo è gestito dal corporate manager il quale ha il compito di assumere le 
decisioni complessive ed incrementare l’efficienza della supply chain, sia internamente 
che esternamente. Internamente, il centro decisionale mira ad allocare le risorse nel 
migliore modo possibile, in base alle sue preferenze e necessità; esternamente, punta 
ad una maggiore quota di mercato.    
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