Abstract. We introduce the joint local mean oscillation LMO(f, g)(τ ) and discuss to what extent this function-theoretical quantity serves as a C * -algebraic invariant in the full Toeplitz algebra T = T (L ∞ ).
Introduction
Throughout the paper, T denotes the unit circle and dm the Lebesgue measure on T normalized so that m(T ) = 1. We write L p for L p (T, dm) and H p for the Hardy subspace of L p , 1 ≤ p ≤ ∞. Let P : L 2 → H 2 be the orthogonal projection. Given f ∈ L ∞ , the Toeplitz operator T f and the Hankel operator H f are defined by the formulas T f ϕ = P fϕ and H f ϕ = (1 − P )f ϕ respectively, ϕ ∈ H 2 . We have Tḡ f − TḡT f = H * g H f . Let T denote the full Toeplitz algebra. That is, T is the C * -algebra generated by {T f : f ∈ L ∞ }. Let K be the collection of compact operators on H 2 . It is well known that K ⊂ T .
Recall that, if f ∈ L
∞ is a real-valued function, then the well-known theorem of Sarason [5] tells us that the operator H f is compact (equivalently, T f 2 −T 2 f = H * f H f is compact) if and only if f ∈ VMO. Using the localization in T , this result was quantitatively refined and extended in [4] to cover H f which is only "partially" compact or not compact at all.
For each τ ∈ T , let K τ denote the ideal in T generated by K and {T η : η ∈ C(T ), η(τ ) = 0}. Let Φ τ : T → T /K τ be the quotient homomorphism. Recall that the usual localization in T is simply the fact that τ ∈T K τ = K [2] . Equivalently, for any A ∈ T , we have inf{ A + K : K ∈ K} = sup τ ∈T Φ τ (A) . Thus Φ τ (A) is the local distance of A from K. In [4] , this was determined in terms of functiontheoretical data in the case
Here and in what follows, I always denotes an arc in T with |I| = m(I) > 0, and
The following is the refinement of Sarason's theorem mentioned earlier.
(Also see [8] , [10] , [11] .) But it is still important to have a description of the local distance Φ τ (H * g H f ) in terms of local oscillation. The purpose of this note is to report that, somewhat to our surprise, the case of two symbols turns out to be different. That is, while the analogue of Theorem 1(ii) still holds true, that of Theorem 1(i) does not.
Given f , g ∈ BMO and τ ∈ T , define
which we call the joint local mean oscillation of f and g at τ .
Throughout the paper, we let
Because K = τ ∈T K τ , an immediate by-product of this theorem is
Compare this with the existing results on the compactness of
, there is an upper bound for this local distance in terms of a joint oscillation involving the Poisson kernel. Denote
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The construction in Section 3 shows that, given 1 ≤ p < p < ∞ and τ ∈ T , the set
becomes unbounded as a result of the collaboration between dissimilar f and g, which is in sharp contrast with [4, Theorem 5.5]. The reason for this is that the John-Nirenberg theorem cannot be applied to the joint oscillation of two BMO functions. In other words, the quantities M p (f, g; τ ) and M p (f, g; τ ) are generally not comparable. Therefore it is not a trivial fact that they vanish simultaneously.
Theorem 6. Given f, g ∈ BMO and τ ∈ T , the following are equivalent:
The rest of the paper consists of the proofs of these results; Theorems 2, 5 and 6 will be proved in Section 2 and the proof of Proposition 4 will be given in Section 3.
Local estimates
The proof of Theorem 5 relies on a number of ideas and results from [4] , [9] , [10] , which we will now recall. Denote the unit disc {z ∈ C :
In what follows F and G will always be L 2 -valued functions on D which are continuous with respect to the norm topology. To avoid confusion with complex-valued functions, the values of F and G at z ∈ D will be denoted by F z and G z respectively. In other words, for any z ∈ D, F z and G z are themselves functions on T . Recall from [9] 
Proof of Theorem 5. For each 0 ≤ r < 1, let u r (τ ) = (1 − r)/(1 − rτ ). Then u r ∈ H ∞ , u r (1) = 1, u r ∞ = 1, and u r 2 = (1 − r)/(1 + r). We first show that there are C 1 > 0 and C 2 > 0 such that for any f , g ∈ BMO, ϕ, ψ ∈ H 2 and 0 ≤ r < 1,
where F and G are such that
Since the harmonic extensions of H f u r ϕ and H g u r ψ vanish at z = 0, it follows from the Littlewood-Paley formula (see, e.g., page 236 of [3] ) that
It was shown in the proof of [9, Proposition 2.2] that there is a C 1 > 0 such that
To estimate
And a similar estimate holds for |∇(H g u r ψ)(z)|.
To complete the proof of (2.1), it now suffices to remark that log |z| −1 dA(z) is a finite measure on {z : |z| ≤ 7/8}. We next show that, for each p > 2, there is a C 3 (p) > 0 such that the following holds true: For any > 0, there is a ρ = ρ( , p, f, g) ∈ (0, 1) such that
See, e.g., [3, Chapter VI]. Let 0 < α < 1 be such that α+(2α)
Let J be the open arc in T whose center is 1 with |J| = αδ 2 /8. It is easy to see that there is a ρ = ρ(δ, α)
Hence, if we write
where M nt denotes the non-tangential maximal operator. Since 1 < q < 2 and
by the wellknown properties of M nt , where C 3 (p) > 0 depends only on p (see [3, page 24] ). This proves (2.2).
By the obvious circular symmetry, it suffices to prove the theorem for the point τ = 1 in T . By (2.1) and (2.2), there is a C(p) > 0 which depends only on p > 2 such that the following holds true: For any η > 0, there is an
Because η > 0 is arbitrary, this concludes the proof.
Lemma 7. For any
Proof. Lemma 2 of [10] tells us that
By the structure of K τ0 , therefore, it suffices to prove the lemma in the case where We use induction on n. 
Thus (2.5) follows from (2.6) and (2.7).
ξz AT ξz . By Lemma 7, as z → τ in D, the limit superior of the above is P 2 (Qf, Qg; τ ).
Lemma 9. There is a
Proof. Given τ ∈ T , f , g ∈ BMO and > 0, there is a δ > 0 such that Since > 0 is arbitrary, this implies {2π(1 + S)} 2 P 1 (f, g; τ ) ≥ LMO(f, g)(τ ). In fact one can keep the same g and simply let
f (e it ) = R ∞ n=100 χ (2 −n −2 −n R −p ,2 −n ) (t), −π ≤ t < π, with a sufficiently large R.
