This paper shows some key components of our workflow to cope with bibliographic information. We therefore compare several approaches for parsing bibliographic references using conditional random fields (CRFs). This paper concentrates on cases, where there are only few labeled training instances available. To get better labeling results prior knowledge about the bibliography domain is used in training CRFs using different constraint models. We show that our labeling approach is able to achieve comparable and even better results than other state of the art approaches. Afterwards we point out how for about half of our reference strings a correlation between journal title, volume and publishing year could be used to identify the correct journal even when we had ambiguous journal title abbreviations.
INTRODUCTION
In academic research it is good practice to compare your own work with previously published documents and acknowledge these in a reference section. In consequence of the increasing number of scientific publications, there is a growing demand for an easy searchability of these previous works. Therefore the automatic analysis of these publications and their bibliographic references is getting more and more important.
There already are a few search engines for this kind of data like Google Scholar 1 or CiteSeerX 2 . In order to search in single fields each reference has to be divided into a set of fields or labels (e.g. author or journal title). While the task of separating a reference string into different fields is simple for a human reader, it is much more difficult to automate, because of the sheer diversity of reference strings.
First approaches in this field of research tried rule based algorithms, but these were too expensive to maintain and too difficult to adjust to other reference domains. Because of that we use machine learning techniques, which are much more easily adaptable to other reference labeling domains (Zou et al., 2010) . In supervised machine learning already labeled reference instances are used to train a statistical model, which then can be used to label further reference strings. Generating this labeled training data is a very time consuming job.
Our focus lies on conditional random fields that use additional prior knowledge in form of constraints about the bibliography domain in addition to a few already labeled instances for its training. In this scenario a few labeled training instances and additional unlabeled data for the training of constraints are used in a semi-supervised training to achieve better results. These constraints can easily be adapted for a new domain and the inclusion of valid constraints leads to a significant improvement in labeling accuracy.
In one of our projects with Springer Science+Business Media we develop the web platform SpringerMaterials 3 for an online presentation of published documents. These contain a large amount of bibliographic information. Because these documents are divided into different books there are many different citation styles. Due to that fact we can not use one model for labeling all data, but we have to split the reference data into smaller subsets and do a separate labeling for each of these sets with only a few training instances.
After separating the reference string into different fields, we demonstrate own approaches to find corresponding long versions for journal title abbreviations.
The goal of this part of this paper is to reach a uniform representation of reference string.
So we propose a workflow for dealing with bibliographic information that combines different approaches to analyze and clean bibliographic data.
REFERENCE PARSING
First of all we describe the problem to be solved. In the first step the reference string needs to be broken down into tokens (i.e. split on whitespace). Each token in this sequence of input tokens x = {x 1 , x 2 , . . . x n } then needs to be assigned a correct output label out of a set of labels y = {y 1 , y 2 , . . . y n }. For example the label AUTHOR has to be assigned to the name Meier.
The problem of assigning a label to a token of an input sequence also is a common task in the research area of natural language processing, for example in part-of-speech tagging and semantic role labeling. So the methods shown here can similarly be used in a variety of other research areas as well (Park et al., 2012) .
CRFs with Extended Generalized Expectation Criteria
Linear-chain conditional random fields (CRFs) are a probabilistic framework that use a discriminative probabilistic model over an input sequence x and an output label sequence y as shown in equation 1.
where in case of a linear chain CRF F i (x, y) are a number of feature functions and Z(x) is a normalization factor as described in (Sutton and McCallum, 2006) . CRFs outperform Hidden Markov Models (HMM) and maximum entropy Markov models (MEMM) on a number of real world tasks (Lafferty et al., 2001 ). In the training process the parameters λ i for each feature function are learned from the training data. One approach for semi-supervised learning are CRFs with Generalized Expectations (GE) as described in (Mann and McCallum, 2010) . For our experiments we use MALLET (McCallum, 2002) which implements the CRF with Generalized Expectations. Generalized Expectation Criteria use prior knowledge in form of a user provided conditional probability distributionp
given a feature f i . For example the probability for a label AUTHOR of the word Meier should be 0.9. So GE constraints express a preference for a specified label given a certain feature. We extended this version to allow more complex constraints, though. In the original version only one feature function is allowed for the target probability distribution (compare equations 2 and 4). This way more complex constraints can be used which depend on multiple feature functions so that we could improve our labeling results.
Given a set of training data T =
the goal of training a conditional random field is to maximize equation 3 i.e. the log-likelihood (first term) with a Gaussian prior for regularization (second term) and a term to take constraints into account.
where q is a given target distribution and
with all f i (x, k) being feature functions that only depend on the input sequence. D(q||p λ ) is a distance function for the two provided probability distributions. In our case the Kullback-Leibler (KL) and L 2 distance are used and compared against each other. The value δ is used to weight the divergence between the two distributions. This way the expectations encourage the model to penalize differences in the distributions (Lafferty et al., 2001) . In case of the L 2 -distance a range-based version is used where a valid probability range can be specified. If the compared value is within this range the distance is 0.
CRF Features for Reference Parsing
For the task of tagging reference strings, we used a set of binary feature functions similar to the ones used by ParsCit (Councill et al., 2008) . These can be divided into the following four categories. Word based Features. These features indicate the presence of some significant predefined words 'No. ','et al', 'etal', 'ed.' and 'eds We extract keywords for a particular label in a separate step, so that we can reuse this information when we define constraints for the CRF. The corresponding training feature then indicates whether a word is in an automatically extracted list of keywords for a certain label. We used the GSS measure mentioned in the paper about automated text categorization (Sebastiani, 2002) for the purpose of automatic keyword extraction. GSS is thereby defined as
where p (t k , c i ) for example is the probability that given a label c i , the word t k does not occur under this label.
The top GSS scored words and their corresponding labels are then reviewed and used in a keyword feature function and in our constraint set. Words with less than three characters and stop words are specifically excluded from the suggested keyword list.
Besides the already mentioned features we also use a window feature with a size of 1 for training our CRF. We also use a feature that indicates the position of the word in the reference string itself. Therefore we divide the reference string into six parts and give each word a position number feature whose value indicates its position from 1 to 6.
CRF Constraints for Reference Parsing
Since we use Conditional Random Fields with extended Generalized Expectations for the reference labeling task, as shown in equation 3, we can choose different distance metrics. We compare the KLdivergence, where a full feature-label target probability distribution q has to be specified, and the L 2 -Range based distance. We use the following constraints that depend on a single feature function:
1. Words contained in the previously mentioned dictionaries in section 2.2 should be tagged with the corresponding label for that dictionary (exceptions: conjunctions, stop words, first and last names) 2. Extracted keywords for a label should be tagged with that same label 3. Words that match a year pattern should be labeled with DATE 4. Words that match a predefined word should be labeled with the corresponding label (see word based features in section 2.2)
We encode these constraints into the model by providing distributions q in the following kind:
For constraints 1.-3. we set the desired label probability to 0.8 and equally distribute the 0.2 among the rest of the labels in the case of the KL-divergence as the distance metric. When we use a L 2 -Range specification we define a target probability range from 0.8 to 1.0. We do this because '1992' for example could be a page number. For constraint 4. the specified target label has the probability 1.0.
We also use some more complex constraints that take usage of the possibility to specify constraints over multiple feature functions. These are:
1. Words that appear at the beginning of the reference string and are contained in the dictionary of first or last names should be labeled AUTHOR (for the middle and ending of the reference string ED-ITOR) 2. Conjunctions that appear at the beginning of the reference string and are between words contained in the dictionary of first or last names should be labeled AUTHOR (for the middle and ending of the reference string EDITOR) 3. A number right to the word 'No.' should be labeled VOLUME as the word 'No.' itself 4. A year number right or left to a name of a month should be labeled DATE as the month itself
We use the same target probability distribution as in case of the constraints 1.-3. that use only one feature function. These more complex constraints show that with our extension it is easy to define constraints for CRFs with GE that take use of multiple features.
Experiments
As our test domain we used the Cora reference extraction task (McCallum et al., 2000) . This set of citations contains 500 labeled reference strings of computer science research papers. These citations contain the 13 labels: AUTHOR, BOOKTITLE, DATE, EDITOR, INSTITUTION, JOURNAL, LOCA-TION, NOTE, PAGES, PUBLISHER, TECH, TITLE, VOLUME . We use this dataset to be able to compare own labeling results with previous approaches.
Preparations
In order to get good labeling results for only a few ParsingandMaintainingBibliographicReferences-Semi-supervisedLearningofConditionalRandomFieldswith Constraints training instances our first step was to clean up the dictionaries we had available. Therefore we first removed entries in the first name, last name and location dictionary that only contained two letters or less. Then we made our dictionaries pairwise disjoint by removing entries that are contained in more than one dictionary. Then we used the previously described keyword extraction mechanism on several labeled citation sources to gather important words. A brief excerpt of these extracted keywords is shown in the following list of labels with their extracted keywords:
The list shows that GSS is able to extract several useful keywords for different labels. So these not only reduce the manual effort to get good labeling results, but also ensure a better adaptability to other labeling domains.
Labeling Results
We used the same test approach as described in (Chang et al., 2007) . Therefore we randomly split the 500 reference instances into three sets of 300/100/100 reference strings. We use the 300 as training, 100 as development and 100 as testing set. From the set of 300 instances we randomly choose our reference strings for training with varying training set sizes from 5 to 300. The 100 test instances are used in the evaluation process. In the semi-supervised settings we also use 1000 instances of unlabeled data which we mostly took from FLUX-CiM and CiteSeerX databases which are available on the ParsCit 4 website.
The results are shown in Table 1 . The column Sup contains the results for a CRF with no constraints that uses the same features as our approaches with constraints. The results reported below are the averages over 5 runs with random training sets with corresponding size. The column GE-KL contains the data for our Generalized Expectation with Multiple Feature approach using the KL-divergence and last column uses the L 2 -Range distance metric GE-L 2 -Range. In this table we report token based accuracy i.e. the percentage of correct labels.
We compare our method against other state of the art semi-supervised approaches like the constraintdriven learning framework in column CODL (Chang et al., 2007) , which iteratively uses the top-kinference results in a next learning step. We also 4 http://aye.comp.nus.edu.sg/parsCit/ (Bellare et al., 2009 ). In Posterior Regularization (column PR) the E-Step in the expectation maximization algorithm is modified in such a way that it also takes a KL-divergence into account (Ganchev et al., 2010) . Dashes indicate that no comparison data was available in the referenced papers.
As one can see our method has about the same performance as other leading semi-supervised training methods. With a very limited amount of training data the results are slightly worse than the other approaches but with more and more training instances it outperforms most of the other techniques (e.g. with N = 25). The provided constraints improve the labeling results in comparison to a CRF without constraints (column Sup). For N = 20 the improvement for GE-L 2 -Range is 6 percentage points in token accuracy. Our experiments show that we get the best performances using GE constraints with multiple feature functions and L 2 − Range as distance metric.
The results also show that with an increasing number of training instances N, the positive influence of constraints decreases. The traditional CRF is then better able to extract the significance of features for a label by itself. We supposedly did not get the best labeling result for N = 300 in comparison to PR because we used more complex constraints. These did not have such a big influence on the labeling results with a high number of training reference strings. Table 2 shows precision, recall and the F 1 measure for the label accuracy with 15 training instances using GE with multiple feature functions and L 2 -Range as distance metric.
As we can see there is a big difference in the F 1 value for different labels. Because of the defined constraints AUTHOR and DATE labels have a high precision. NOTE labels are hard to identify and do not occur very often in the training material. This results in a rather poor labeling performance for NOTE labels. Because some labels like authors are much more common in reference strings, it is important to get a good performance for such labels. We also have to mention the fact that especially in training runs with only few reference strings the results might have a high standard deviation, because of the diversity of the training material. When you search for a journal title or an author name you want to get all occurrences of this particular entity, regardless of the exact term or abbreviation used. Therefore it is important to collect all different notations of this entity in order to trigger a search for all these alternatives.
POSTPROCESSING

Journal Identification
Our first step is to use a string-based clustering for the journal titles. This can however introduce conflicts, e.g. when different journals have the same names or abbreviations, but actually refer to different journals. In this section we provide a method to resolve these ambiguities.
For example the journal abbreviation 'Phys. Rev.' for 'Physical Review' is sometimes also used for 'Physical Review Letters' or 'Physical Review B'. In figure 1 you can see a plot for the volume-year combinations of reference strings, which have 'Phys. Rev.' as journal name. Although the reference data for the two lines in this plot have the same journal abbreviation, they actually refer to two different journals with different release schedules.
Therefore our disambiguation approach uses the relationship between the fields journal name, volume number and publishing date to separate same journal title abbreviations. Since most journals are published on a regular basis, there is a linear dependency between the volume number and publishing date for a journal. In case of changes in the release schedule we at least have line segments, which stand for periods while the release schedules stay the same (see Figure  1 upper line).To detect these lines we use the Hough transform (Duda and Hart, 1972) .
This line detection is done for each of the stringbased clusters. After that we select the line which contains the most data points. For this line we select the most common journal title in the cluster as our representative title. Next we determine the corresponding start and end volume by selecting the longest line segment which has only smaller gaps than three years.
Because the extracted line segment may contain data points from other journals (e.g. a crossing line segment) we have to remove these data points from our considered line segment. Therefore we take each unique journal title from our cluster and remove all of its data points if less than 25% in the year/volumerange of the considered line segment lie on the line segment itself. All journal titles that correspond to remaining data points are extracted as synonyms for that journal.
After that all references which match the found characteristics are removed and the procedure is repeated until we are unable to find further schedule ranges which are longer than three years.
Journal Identification Examples
We were able to extract 49 release schedules from our data, which covers 48.4% of the 248407 input reference strings. Table 3 shows a few of this extracted journal release schedules. Here example 1. and 3. are correctly separated into different release schedules although they often had the same abbreviation 'Phys. 
