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Referat
Animationen bieten verschiedene Mo¨glichkeiten, um Sachverhalte in der Softwarevisualisie-
rung darzustellen. Die vielfa¨ltigen Auspra¨gungen von Animationen ko¨nnen eingesetzt wer-
den, um die verschiedenen Hauptaspekte von Software, Struktur, Verhalten und Historie, zu
visualisieren. Um ihren Einsatz fu¨r die Zwecke der Softwarevisualisierung zu optimieren,
ist es aber essenziell, die verschiedenen mo¨glichen Formen, deren Einsatzzwecke und ihre
Eigenschaften im Bezug auf die Wahrnehmung von Menschen zu untersuchen.
Die vorliegende Arbeit untersucht diese Aspekte und bedient sich dabei verschiedener
Forschungsmethoden. Zu diesen Forschungsmethoden geho¨ren eine Literaturstudie, die pro-
totypische Implementierung von Werkzeugen und ein Experiment. Die Literaturstudie zeigt
den aktuellen Stand der Forschung im Bezug auf die Verwendung und den Einsatzzweck von
Animationen im Bereich der Softwarevisualisierung.
Die prototypische Implementierung von Werkzeugen wird genutzt, um verschiedene Pha-
sen des Visualisierungsprozesses zu unterstu¨tzen. So werden Techniken dargestellt, die es
ermo¨glichen, Informationen u¨ber die Struktur, das Verhalten und die Historie von Ruby-
Programmen zu gewinnen und diese in geeigneter Weise bereitzustellen. Des Weiteren wird
ein Framework vorgestellt, mit dem es mo¨glich ist, durch deklarative Angabe von Ereignis-
sen, verschiedene Arten von Animationen in X3D- und X3DOM-Szenen auszulo¨sen. Um die
Visualisierungen zu erzeugen, stellt die Arbeit die Erweiterung eines Generators fu¨r Softwa-
revisualisierungen vor. Diese Erweiterung ermo¨glicht es, aus den extrahierten Informationen
animierte Softwarevisualisierungen fu¨r alle drei Hauptaspekte von Software zu erzeugen.
Im Rahmen der vorliegenden Arbeit wird ein Experiment zur Untersuchung der Effek-
tivita¨t und Effizienz von Animationen in Softwarevisualisierungen durchgefu¨hrt. Um die
Durchfu¨hrung dieses und anderer Experimente im Bereich der Softwarevisualisierung zu
erleichtern, werden verschiedene Methoden und Hilfsmittel vorgestellt. Dazu geho¨rt auch
ein prototypisch im Rahmen der Arbeit implementierter Evaluationsserver, der Versuchslei-
ter fu¨r vergleichende Visualisierungsexperimente in den Bereichen Planung, Durchfu¨hrung
und Auswertung unterstu¨tzen kann. Dieser kommt im Rahmen der vorliegenden Arbeit bei
der Durchfu¨hrung eines Experiments zum Einsatz, das fu¨r die Aspekte Struktur, Verhalten
und Historie jeweils eine statische mit einer animierten Softwarevisualisierung hinsichtlich
der Aspekte Fehlerrate, Zeitbedarf zur Beantwortung von Fragen und von den Probanden
durchgefu¨hrte Interaktion vergleicht.
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1Einleitung
Motivation
Technologie durchdringt zunehmend die meisten Bereiche unseres Lebens. Wir nutzen Tech-
nologie zu Hause, bei der Arbeit und unterwegs. Die Hardware, die wir dafu¨r nutzen wird
komplexer und leistungsfa¨higer. Von den Mainframesystemen vergangener Tage entwickelte
sich die Hardware hin zu kleineren und leistungsfa¨higeren Systemen wie PCs, Smartphones,
Smartwatches und Tablets.
Um die Potentiale der Hardware zu nutzen, ist Software unerla¨sslich. Analog zur Hardwa-
re und durch deren Entwicklung vorangetrieben, wird Software ebenfalls leistungsfa¨higer,
integrierter, funktionsreicher und komplexer. Diese Entwicklung fu¨hrt dazu, dass bei den
Entwicklungsprozessen von Software immer wieder neue Herausforderungen auftreten.
Die Softwareentwicklung hat durch immer neue Paradigmen Wege gefunden, die Kom-
plexita¨t der Softwareentwicklung zu beherrschen und die Produktivita¨t zu steigern. Bei-
spiele hierfu¨r sind die Objektorientierung sowie modellgetriebene und generative Softwa-
reentwicklung. Diese grundlegenden Paradigmen der Softwareentwicklung ko¨nnen helfen,
Software beherrschbar zu machen. Das ,,Beherrschen“ von Software ist dabei nur durch
,,Verstehen“ mo¨glich. Softwarevisualisierung leistet hier einen wichtigen Beitrag, um allen
Beteiligten von Softwareentwicklungsprozessen das Verstehen der zu entwickelnden Soft-
ware zu ermo¨glichen beziehungsweise zu erleichtern, muss sich aber auch der gestiegenen
Komplexita¨t von Software und Softwareentwicklung stellen. Ein Ansatz, der in diesem Be-
reich erforscht wird, ist die dreidimensionale Softwarevisualisierung. Sie versucht die Fa¨hig-
keit des Menschen zu nutzen, sich in ra¨umlichen Umgebungen zu orientieren und diese zu
erforschen. Durch Visualisierung kann der an sich ko¨rperlosen Software ein Ko¨rper gegeben.
Obendrein ko¨nnen hierbei durch Einbeziehung der dritten Dimension zusa¨tzliche Informa-
tionen transportiert werden. Der Autor geht davon aus, dass eine derartige Visualisierung
geeignet ist, dem Nutzer ein besseres Versta¨ndnis von Software zu ermo¨glichen, wenn sie so
gestaltet ist, dass sie die besonderen Fa¨higkeiten des Menschen nutzt, ohne ihn mit einem
U¨bermaß an Informationen zu belasten.
Durch den dynamischen Charakter von Software und ihrer Entwicklung erho¨ht sich die
Komplexita¨t zusa¨tzlich. So ist die Entwicklung von Software ein hochgradig dynamischer
Prozess, in dem viele Akteure miteinander interagieren, um das gemeinsame Ziel, die fertige
Software zu erstellen, zu erreichen. Jedoch stellt bereits die Software selbst nicht nur ein sta-
tisches Objekt dar. Software wird ausgefu¨hrt und genutzt. Sie wird getestet und belastet. Soft-
ware muss meist mit Nutzern oder anderer Software interagieren, um ihren Existenzzweck
zu erreichen. Nach Meinung des Autors wird der Betrachtung dieser dynamischen Aspekte
von Software aktuell zu wenig Beachtung geschenkt. Dabei machen erst diese dynamischen
Aspekte die Essenz von Software aus. Sie entscheiden daru¨ber, ob Software funktioniert
oder ob sie scheitert. Viele Probleme von Software ko¨nnen erst erkannt werden, wenn man
sie zur Ausfu¨hrung bringt und viele Probleme ko¨nnen nur dann effizient gefunden und be-
2hoben werden, wenn man versteht, wie Software sich bei ihrer Ausfu¨hrung verha¨lt. Um die-
ses Versta¨ndnis zu schaffen, kann wiederum Softwarevisualisierung zum Einsatz kommen.
Diese kann statisch zwei- oder dreidimensional sein, sie kann aber auch die vierte Dimen-
sion, die Zeit, nutzen, um die intuitive Verbindung von dynamischen Ausfu¨hrungsverhalten
oder dynamischer Entwicklung auf Seiten der Software und dynamischer Darstellung auf
Seiten der Visualisierung zu nutzen. Die Frage, die sich hierbei stellt, ist, ob eine solche
dynamische Darstellung einen Vorteil gegenu¨ber statischen Darstellungen mit der gleichen
Informationsfu¨lle bringt. Ist eine solche Darstellung sinnvoll, so schließen sich direkt weitere
Fragen an. Wie sollte eine solche Visualisierung gestaltet sein, um dem Nutzer alle fu¨r ihn
wichtigen Informationen optimal zu vermitteln? Welche Bewegungsmetaphern sollten wie
eingesetzt werden? Wie sollte die Animation genutzt werden? Welche Interaktionsmo¨glich-
keiten beno¨tigt der Nutzer, um die Animation zu beeinflussen?
Forschungslucken und Forschungsfragen
Viele Visualisierungen von Software nutzen Animation, sei es ein stufenloses Zoomen in
die Visualisierung hinein, ein Verschieben des Betrachtungsausschnittes, die Darstellung
von Zusatzinformationen bei Verweilen des Mauszeigers u¨ber einem Symbol oder A¨hnli-
ches. Nutzerinteraktionen werden ha¨ufig durch Animation unterstu¨tzt, um es dem Nutzer
zu ermo¨glichen, sich besser zu orientieren, da so der Weg zur neuen Ansicht fu¨r den Nutzer
nachvollziehbar wird. Weniger ha¨ufig hingegen wird Animation, die nicht durch Nutzerinter-
aktionen ausgelo¨st wird, genutzt, beispielsweise um den Nutzer auf etwas hinzuweisen oder
um Vorga¨nge im Zeitablauf darzustellen. Solche Arten der Informationsvermittlung sind im
Laufe der Zeit Gegenstand wissenschaftlicher Forschung geworden, werden aber aktuell wei-
testgehend als nicht nu¨tzlich angesehen. Bassil und Keller (2001) kommen in ihrer Studie zu
dem Schluss, dass ,,animation effects“ und ,,3D representations and layouts, and virtual rea-
lity techniques“ zu den funktionalen Aspekten von Softwarevisualisierung geho¨ren, die am
wenigsten gefordert und als am wenigsten nu¨tzlich angesehen werden. Nach Ansicht des
Autors ist, nicht zuletzt aufgrund des Alters der Studie, eine Untersuchung no¨tig, ob diese
Einscha¨tzung der Nu¨tzlichkeit von Animation begru¨ndet ist.
Die ha¨ufigste Verwendung von Animationen zur Ablaufdarstellung in der Softwarevisua-
lisierung findet sich im Bereich der Algorithmenanimation, zum Beispiel bei Diehl (2003)
oder Marcus et al. (2005). Die Algorithmenanimation wird meist dazu genutzt, um Lernen-
den Algorithmen zu vermitteln. Im zweiten großen Teilbereich der Softwarevisualisierung,
der sich mit der Lo¨sung von Problemen von produktiv entwickelter Software bescha¨ftigt,
wird Animation eher stiefmu¨tterlich behandelt. Die Ergebnisse der Algorithmenanimation
lassen sich aber nicht ohne Weiteres auf den Bereich der Softwarevisualisierung fu¨r die Ent-
wicklung von Software u¨bertragen. Dafu¨r sind die im Rahmen der Ausbildung visualisierten
Systeme meist zu klein. Es wurden hierfu¨r Werkzeuge entwickelt, die Animation als grund-
legenden Bestandteil der Visualisierung sehen, diese reichen zuru¨ck bis zu den Arbeiten von
Stasko (1992), Robertson et al. (1991) und Jerding et al. (1997), code swarm von Ogawa und
3Ma (2009), ein Programm zur animierten Darstellung von Java Abla¨ufen in 3D (Storer und
Duncan, 2007), sowie einem Werkzeug mit dem execution traces in X3D visualisiert werden
ko¨nnen (Anslow et al., 2006b). Sehr beachtenswert ist auch die Arbeit am rube-Framework
(Kerren und Stasko, 2002; Kim und Fishwick, 2002), das wichtige Inspirationen fu¨r diese
Arbeit lieferte.
Ein weiterer, nach Ansicht des Autors bislang unzureichend untersuchter, Aspekt von
Softwarevisualisierungen ist der Einfluss dreidimensionaler Darstellungen auf die Effekti-
vita¨t von Softwarevisualisierungen. Mu¨ller und Zeckzer (2015a) geben einen guten U¨ber-
blick zum aktuellen Stand der dreidimensionalen Softwarevisualisierung. Die in der Lite-
raturstudie von Mu¨ller und Zeckzer (2015a) pra¨sentierten Ergebnisse zeigen eine deutliche
Ha¨ufung bei den erweiterten zweidimensionalen Darstellungen. Diese nutzen als Grundla-
ge zweidimensionale Darstellungen und fu¨gen diesen eine dritte Dimension hinzu. Danach
unterteilen Mu¨ller und Zeckzer (2015a) in absteigender Reihenfolge
 vollsta¨ndig dreidimensionale Darstellungen,
 in zwei Dimensionen organisierte dreidimensionale Darstellungen,
 die Nutzung der dritten Dimension zur Darstellung von Zeit und
 gestapelte Darstellungen.
Mu¨ller und Zeckzer (2015a) stellen auch dar, dass sich dreidimensionale Softwarevisualisie-
rungen aktuell sehr ha¨ufig auf den Strukturaspekt von Software konzentrieren. Animationen
wiederum werden ha¨ufig fu¨r die temporal bezogenen Aspekte von Software (Verhalten und
Historie) genutzt. Die Frage, die sich dadurch stellt ist, wie dreidimensionale Darstellungen
durch Animationen verbessert werden ko¨nnen. Denkbar ist hierbei, dass zusa¨tzliche Aspekte
visualisiert werden oder dass die Darstellung der gezeigten Aspekte nicht statisch dargestellt
sondern animiert wird.
Zusammenfassend kann konstatiert werden, dass die Untersuchung von nicht nutzeriniti-
ierten Animationen im Bereich der Softwarevisualisierung nur unzureichend untersucht ist.
So sind sind vergleichende Studien zwischen statischen und animierten Softwarevisualisie-
rungen, um daraus schließen zu ko¨nnen, wann sich welche Art von Animation eignet, leider
selten. Vor allem bei Animationen in Softwarevisualisierungen fu¨r die Softwareentwicklung
und -wartung fehlt es an solchen vergleichenden Studien. Meist geschieht beim Einsatz von
Animationen in Softwarevisualisierungen keine Abwa¨gung zwischen verschiedenen alter-
nativen Mo¨glichkeiten. Es findet deshalb auch kaum eine Betrachtung statt, wie Abla¨ufe
gerade im Bereich der Softwareentwicklung und -wartung optimalerweise darzustellen sind.
Hier zeigt sich eine Forschungslu¨cke zu deren Schließung diese Arbeit beitragen soll: die
kritische Untersuchung von Animationen im Rahmen der nicht lerngerichteten Softwarevi-
sualisierung. Ziel dabei ist es, die unterschiedlichen Mo¨glichkeiten von Animation fu¨r unter-
schiedliche Anwendungsfa¨lle zu untersuchen. Hierbei steht vor allem die Untersuchung der
mo¨glichen Arten von Animation und deren Einordnung in eine Taxonomie im Rahmen der
nicht lerngerichteten, nicht nutzerinitiierten Softwarevisualisierung im Fokus.
4Die Forschungsfrage dieser Arbeit ist also:
Wie ko¨nnen Animationen im Rahmen der nicht lerngerichteten Softwarevisua-
lisierung eingesetzt werden, um das Versta¨ndnis der visualisierten Software zu
verbessern oder zu erleichtern?
Die Forschungsfrage teilt sich dabei in verschiedene Teilfragen auf:
1. Welche Arten von Animation sind fu¨r die Zwecke der Softwarevisualisierung einsetz-
bar?
2. Welche Parametrisierung ist fu¨r die unterschiedlichen Arten der Animation mo¨glich?
3. Wie ko¨nnen die unterschiedlichen Arten der Animation erzeugt werden?
4. Wie ko¨nnen die unterschiedlichen Arten der Animation kombiniert werden?
5. Wie ko¨nnen unterschiedlich animierte Softwarevisualisierungen verglichen werden?
6. Welche kognitiven Beschra¨nkungen gibt es bei der Wahrnehmung von Animation?
7. Ko¨nnen animierte Darstellungen das Versta¨ndnis von Software im Vergleich zu nicht
animierten Darstellungen verbessern oder erleichtern?
Im Rahmen dieser Dissertation wird sicherlich nicht auf jede dieser Fragen eine erscho¨p-
fende Antwort gefunden werden ko¨nnen. Dafu¨r ist der zu untersuchende Bereich zu groß.
Sowohl die Diversita¨t der zu visualisierenden Systemen, als auch die Mo¨glichkeiten zur
Darstellung von Softwarevisualisierungen sind zu umfangreich. Es mu¨ssen deshalb Ein-
schra¨nkungen getroffen werden, die u¨ber die Beschra¨nkung auf nicht lerngerichtete und
nicht nutzerinitiierte Animationen hinaus gehen. Die Haupteinschra¨nkung betrifft das Me-
dium, das genutzt wird, um die dreidimensionalen Visualisierungen darzustellen. Hier fo-
kussiert sich die Arbeit auf die Darstellung auf Standardmonitoren. Hauptgrund hierfu¨r ist
die aktuell noch fehlende Verbreitung von stereoskopischen Darstellungsmo¨glichkeiten in
Unternehmen. Softwarevisualisierung muss immer einem Zweck dienen und der in dieser
Arbeit untersuchte Zweck ist die Unterstu¨tzung von Softwareentwicklung und -wartung in
Unternehmen. Solange die Unternehmen nicht weitreichend die Mo¨glichkeit haben, Softwa-
revisualisierungen stereoskopisch darzustellen, erscheint es sinnvoller, diesen Bereich nur
am Rande zu betrachten.
Aufbau der Arbeit
Die Arbeit besteht aus drei Teilen.
Im Teil I werden die theoretischen Grundlagen der verschiedenen tangierten Teilbereiche
dargestellt. Begonnen wird hierbei mit einer Betrachtung des menschlichen Sehapparates
(Kapitel 1), die darlegt, welche Fa¨higkeiten und Einschra¨nkungen das menschliche Auge
bietet und wie Bewegungen vom menschlichen Auge aufgenommen werden. Im Anschluss
daran wird beschrieben, wie diese Sinneswahrnehmungen kognitiv weiterverarbeitet wer-
den, welche Einschra¨nkungen hierbei auftreten und was bei der Vermittlung von visuellen
5Reizen beachtet werden sollte, um eine mo¨glichst optimale Aufnahme der Sinneseindru¨cke
zu erreichen.
Im zweiten Kapitel von Teil I werden verschiedene Aspekte der Computergrafik am Bei-
spiel von Extensible 3D (X3D) und X3DOM na¨her erla¨utert, die spa¨ter im zweiten Teil
Verwendung finden. Hierzu wird nach der Darstellung der theoretischen Grundlagen von
Graphen und Graphlayouting zuna¨chst auf die eingesetzten Technologien eingegangen. Dar-
auf aufbauend wird die Animationserstellung innerhalb dieser Technologien beschrieben.
Das dritte Kapitel des Teils I bescha¨ftigt sich mit der Softwarevisualisierung. Hier werden
zuna¨chst die verschiedenen Zwecke der Softwarevisualisierung dargestellt. Anschließend
wird der aktuelle Stand der Forschung in diesem Bereich ero¨rtert und die einzelnen Schritte
zur Erzeugung einer Softwarevisualisierung beschrieben. Eine Kombination aus Mapping-
und Literaturstudie stellt dann den aktuellen Stand der Forschung zu Animationen im Be-
reich der Softwarevisualisierung dar.
Teil II der Arbeit bescha¨ftigt sich mit der Erzeugung von Animationen im Rahmen der
Softwarevisualisierung. Im ersten Kapitel dieses Teils werden zuna¨chst verschiedene Me-
thoden zur Extraktion von Informationen aus Softwareartefakten vorgestellt, die im Bereich
der Softwarevisualisierung Verwendung finden und weitere, die Verwendung finden ko¨nnen.
Das zweite Kapitel dieses Teils stellt das Animationsframework und seine Entwicklung
vor. Es beginnt mit einer Darstellung der verwendeten Paradigmen, die durch den Einsatz
von ECMAScript zum Zuge kamen, und die Verwendung des Frameworks im Kontext der
Softwarevisualisierung. Im zweiten Abschnitt des Kapitels werden die Architektur des Fra-
meworks insgesamt sowie ausgewa¨hlte Implementierungsdetails und Erweiterungsmo¨glich-
keiten und -punkte dargestellt und ero¨rtert. Die Funktionalita¨ten des Frameworks werden im
dritten Abschnitt des Kapitels vorgestellt und Vor- und Nachteile des Frameworks disku-
tiert. Im letzten Abschnitt des Kapitels wird auf die Portierung des in X3D implementierten
Frameworks in eine X3DOM-Variante eingegangen.
In Kapitel 6 wird die generative Softwarevisualisierung als Paradigma und ihre Imple-
mentierung in einem Generator beschrieben. Das Kapitel beschreibt zudem verschiedene
Adaptionen der Recursive-Disk-Metapher von Mu¨ller und Zeckzer (2015b). Hierbei werden
verschiedene Aspekte von Software zusa¨tzlich zur grundlegenden Struktur dargestellt. Die
Adaption beschreibt jeweils eine statische und eine animierte Variante zur Darstellung eines
Aspektes.
Der dritte Teil der Arbeit behandelt die Evaluation der Eigenschaften animierter dreidi-
mensionaler Softwarevisualisierungen. Im ersten Kapitel dieses Teils werden die Heraus-
forderungen der Evaluation von Softwarevisualisierungen beschrieben. Hierbei werden ver-
schiedene Aspekte der Evaluation, zum Beispiel die Interaktionsbarriere bei einem Vergleich
von statischen und dynamischen Darstellungen, dargestellt. Das Kapitel beschreibt verschie-
dene Wege um diesen Herausforderungen zu begegnen. Dabei wird ein Planungsframework
fu¨r Experimente im Bereich der Softwarevisualisierung beschrieben, das helfen soll, die Ein-
flussfaktoren konsistent zu planen. Das Kapitel beschreibt zudem ein statisches Experimen-
6talsetting und einen Evaluationsserver, der es ermo¨glicht, verschiedene Einflussfaktoren zu
kontrollieren und der die Durchfu¨hrung von Experimenten zum Teil automatisieren kann.
Kapitel 8 beschreibt die Planung und Durchfu¨hrung eines Experiments, dass die ver-
schiedenen statischen und animierten Darstellungen aus Kapitel 6 gegeneinander vergleicht.
Dafu¨r werden fu¨r die drei Paare von Visualisierung Hypothesen aufgestellt, die anschließend
im Rahmen eines kontrollierten Experiments u¨berpru¨ft werden.
Das dritte Kapitel dieses Teils beinhaltet die Schlussfolgerungen, die aus dem kontrollier-
ten Experiment (Kapitel 8) gewonnen werden. Dabei wird auf die unterschiedlichen Formen
von Animationen eingegangen und ihre Vor- und Nachteile werden erla¨utert.
Im Schlussteil der Arbeit werden die gesammelten Erkenntnisse aus den verschiedenen
Teilen zusammengefasst und es wird diskutiert, welche Bestandteile der Forschungsfrage im
Rahmen der Arbeit beantwortet werden konnten. Zudem wird dargelegt, in welchen Berei-
chen weiterer Forschungsbedarf besteht. Die Arbeit endet mit einem Fazit der gewonnenen
Erkenntnisse und einem Ausblick darauf, welche Schritte die Forschung in diesem Bereich
weiter unternehmen sollte.
Methodisches Vorgehen
Im Rahmen dieser Arbeit werden drei unterschiedliche methodische Vorgehensweisen zur
Erkenntnisgewinnung angewendet.
In Teil I stehen die theoretischen Grundlagen im Vordergrund. Um die Wissensbasis im
Gebiet der Animationen in der Softwarevisualisierung zu erforschen, kommt dabei in Ab-
schnitt 3.4 eine Kombination aus Mapping- und Literaturstudie zum Einsatz, um verschie-
dene Fragen bezu¨glich der Erforschung von Animationen in der Softwarevisualisierung zu
beantworten.
In Teil II dominiert der designwissenschaftliche Ansatz das methodische Vorgehen. Der
designwissenschaftliche Ansatz soll dazu dienen, der Entwicklung des Animationsframe-
works zur Erzeugung und Kombination unterschiedlicher Animationen einen Rahmen zu ge-
ben und die Mo¨glichkeit zu schaffen, dieses Framework eigensta¨ndig evaluieren zu ko¨nnen,
um die Nu¨tzlichkeit fu¨r die Softwarevisualisierung nachzuweisen. Dieses Framework wird
in Kapitel 5 na¨her beschrieben.
Der designwissenschaftliche Ansatz versucht, die Grenzen der Mo¨glichkeiten durch die
Schaffung von neuen innovativen Artefakten auszudehnen (Hevner et al., 2004). Dabei wer-
den in Verhaltensstudien Theorien zum Verhalten von Menschen oder Organisationsstruktu-
ren entwickelt (Hevner et al., 2004). Wa¨hrend die Naturwissenschaft nach Wahrheit sucht,
ist das Ziel der Designwissenschaft das Streben nach Effizienz (Hevner et al., 2004), wes-
wegen ihre Wurzeln in den Ingenieurswissenschaften zu finden sind (Hevner et al., 2004).
Designwissenschaft im Bereich der Wirtschaftsinformatik hat dabei das Ziel, mit Hilfe von
Informationssystemen oder anderen Artefakten, Lo¨sungen fu¨r Probleme zu finden (Hevner
et al., 2004). Die Entwicklung von Informationssystemen und anderen Artefakten beruht auf
wissenschaftlich u¨berpru¨ften Kerntheorien (Hevner et al., 2004). Die Informationssysteme
7sind hierbei nur Mittel zum Zweck, um Menschen und Organisation zur effektiveren und
effizienteren Leistung zu befa¨higen, Wissen zu entwickeln und zu verbessern (Hevner et al.,
2004).
Die Entwicklung dieses Wissens bedarf laut Hevner et al. (2004) der Paradigmen der Ver-
haltenswissenschaften und der Designwissenschaft. Wa¨hrend die Designwissenschaft Arte-
fakte wie das Animationsframework in einem Prozess erzeugt, dient die Evaluierung mit Hil-
fe der Methoden der Verhaltenswissenschaft dem besseren Versta¨ndnis des Problems sowie
der Verbesserung des Artefakts selbst (Hevner et al., 2004). Um sich von Routineentwicklun-
gen abzugrenzen, wird in der Designwissenschaft der Beitrag zur Wissensbasis betont, das
entstandene Artefakt muss also nicht nur in einem klaren Suchprozess entwickelt werden,
sondern auch dazu beitragen, das Wissen um das Erkenntnisobjekt zu vergro¨ßern (Hevner
et al., 2004). Das Ziel des im Rahmen dieser Arbeit entwickelten Frameworks zur Erzeugung
unterschiedlicher Informationssysteme ist es, verschiedene Animationen mit Hilfe einer de-
klarativen Beschreibung erzeugen und diese Animationen im Rahmen der Softwarevisuali-
sierung nutzen zu ko¨nnen (Kapitel 5). Die entstehenden Softwarevisualisierungen zeigen die
unterschiedlichen Mo¨glichkeiten, Elemente innerhalb einer Softwarevisualisierung zu ani-
mieren, und ko¨nnen dabei auf der gleichen Datenbasis arbeiten. Dies soll die Mo¨glichkeiten
von Softwarevisualisierungen erweitern, um damit die Softwareentwicklung effektiver und
effizienter zu machen.
In Teil III dominieren die Methoden der qualitativen und quantitativen Verhaltensfor-
schung. Im Rahmen mehrerer unterschiedlicher Versuche mit Probanden werden quantitative
Evaluationen durchgefu¨hrt, um so wissenschaftlich fundierte Aussagen zu Vor- und Nach-
teilen von Animationen im Rahmen der Softwarevisualisierung treffen zu ko¨nnen. Diese
Aussagen sollen die Effizienz und Eigenschaften unterschiedlicher animierter Darstellungen
zeigen. Daraus werden verschiedene Hinweise abgeleitet, wann Animationen in Softwarevi-
sualisierungen eingesetzt werden sollen, welche Vorteile sie bringen und welche Animatio-
nen zu welchem Zweck genutzt werden ko¨nnen.
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Theoretische Grundlagen
9In diesem Teil werden die theoretischen Grundlagen der Arbeit behandelt.
In Kapitel 1 wird dazu zuna¨chst der menschliche Sehapparat betrachtet. Dabei werden die
Fa¨higkeiten und Einschra¨nkungen des menschlichen Auges dargelegt. Zusa¨tzlich wird be-
schrieben, wie Bewegungen vom menschlichen Auge aufgenommen werden. Im Anschluss
daran stellt das Kapitel dar, wie diese Sinneswahrnehmungen weiterverarbeitet werden und
welche Eigenschaften und Einschra¨nkungen bei der Vermittlung von visuellen Reizen Be-
achtung finden sollten.
In Kapitel 2 wird nach der Darstellung der theoretischen Grundlagen von Graphen und
Graphlayouting na¨her auf Extensible 3D (X3D) und X3DOM eingegangen. Darauf aufbau-
end wird die Animationserstellung mit diesen Technologien beschrieben. Auf die vorgestell-
ten Technologien wird spa¨ter im zweiten Teil zuru¨ckgegriffen.
Kapitel 3 behandelt die Softwarevisualisierung. Dazu werden zuna¨chst die mo¨glichen
Zwecke der Softwarevisualisierung dargestellt. Daran anschließend werden die einzelnen
Schritte der Visualisierungspipeline beschrieben, um den Prozess der Softwarevisualisierung
darzustellen. Eine Kombination aus Mapping- und Literaturstudie stellt dann den aktuellen
Stand der Forschung zu Animationen im Bereich der Softwarevisualisierung dar.
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1 Das menschliche Sehen
Der menschliche Gesichtssinn ist der wichtigste unserer Sinne zur Wahrnehmung unserer
Umwelt. Um Sehen zu ko¨nnen, mu¨ssen verschiedene Organe sowie optische, physiologische
und psychische Vorga¨nge zusammenspielen. Im ersten Teil dieses Kapitels wird zuna¨chst
darauf eingegangen, welche Eigenschaften das menschliche Auge besitzt und welche opti-
schen Prozesse ablaufen mu¨ssen, um das Bild eines Objektes auf der Netzhaut abzubilden.
Anschließend wird erla¨utert, wie die von der Netzhaut aufgenommenen Reize von den Au-
gen an das Gehirn weitergeleitet werden, um die Wahrnehmung einer dreidimensionalen
Umwelt zu ermo¨glichen.
Im zweiten Teil dieses Kapitels werden die unterschiedlichen Formen der Wahrnehmung,
wie Objekt-, Farb-, Tiefen- und Bewegungswahrnehmung eingehender beschrieben. Ein Ver-
sta¨ndnis der hierbei ablaufenden Prozesse und Mechanismen ist essentiell, um entscheiden
zu ko¨nnen, wie eine Softwarevisualisierung aufgebaut und pra¨sentiert werden sollte, um eine
mo¨glichst optimale Wahrnehmung dieser Visualisierung zu ermo¨glichen. Die Objektwahr-
nehmung ist hierbei wichtig, da Software ein immaterielles Gut ist. Um Software verste-
hen und wahrnehmen zu ko¨nnen, ist es deshalb erforderlich, ihr einen Ko¨rper zu geben.
Dieser ,,Ko¨rper“ kann dabei sowohl der Quelltext, als auch die Visualisierung der Eigen-
schaften der einzelnen Systembestandteile und der Beziehungen zwischen selbigen sein. Die
Funktionen und Prozesse der Wahrnehmung von Bewegungen sind wichtig, um zuna¨chst
zu ergru¨nden, wie Animationen erstellt und dargestellt werden mu¨ssen, um als Bewegun-
gen erkannt zu werden. Diese Betrachtung ist notwendig, um die Funktion, die Bewegungen
in unserer Wahrnehmungswelt einnehmen, zu erkla¨ren und daraus die Schlussfolgerungen
zu ziehen, wo zum einen die Mo¨glichkeiten animierter Softwarevisualisierungen liegen und
zum anderen die Grenzen fu¨r selbige zu setzen sind.
1.1 Aufbau des menschlichen Sehapparates
Der menschliche Sehapparat besteht aus den drei Bestandteilen Augapfel, Sehnerv und Ge-
hirn (Abbildung 1.1). Der Augapfel ist beim normalsichtigen Erwachsenen axial etwa 24 mm
lang und seine Wand wird durch die Lederhaut und die durchsichtige Hornhaut gebildet
(Grehn, 2008). Die Gefa¨ßhaut, die fu¨r die Durchblutung des Auges zusta¨ndig ist, liegt innen
an der Lederhaut an (Grehn, 2008). Den inneren Teil der Umhu¨llung des Augapfels bildet
die Netzhaut (Retina), die auch die Sensoren entha¨lt (Grehn, 2008).
An der Vorderseite fa¨llt Licht durch die Hornhaut auf die Linse (Grehn, 2008). Vor die-
ser liegt die Iris, die die Blende des Auges bildet (Grehn, 2008). Sie verengt oder weitet
sich, um sich dem Lichteinfall anzupassen (Grehn, 2008). Das einfallende Licht wird dabei
durch Hornhaut und Linse gebrochen (Grehn, 2008). Die Linse ist in der Lage, durch Zusam-
menspiel von Ziliarmuskel und Eigenelastizita¨t ihre Brechkraft an die aktuellen Verha¨ltnisse
anzupassen, um Gegensta¨nde in unterschiedlichem Abstand scharf auf der Netzhaut abzu-
bilden (Grehn, 2008). Dieser Vorgang wird als Akkommodation bezeichnet (Grehn, 2008).
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Abbildung 1.1: Darstellung des menschlichen Auges (Lang und Lang, 2007)
Die etwa 127 Millionen Photorezeptoren der Netzhaut nehmen die Lichtreize auf (Grehn,
2008). Die Photorezeptoren der Netzhaut werden in Zapfen und Sta¨bchen unterteilt (Grehn,
2008). Die Zapfen sind dabei fu¨r das Tag- und Farbsehen zusta¨ndig, da sie eine geringere
Lichtempfindlichkeit als die Sta¨bchen aufweisen (Grehn, 2008). Sie untergliedern sich in
die drei Typen Rotzapfen, Gru¨nzapfen und Blauzapfen (Grehn, 2008). Die Benennung ist
auf die unterschiedlichen Maxima der spektralen Empfindlichkeit zuru¨ckzufu¨hren (Grehn,
2008). Diese Maxima liegen bei Rotzapfen bei 567 nm, bei Gru¨nzapfen bei 535 nm und bei
Blauzapfen bei 440 nm (Lang und Lang, 2007). Die Rotzapfen weisen hierbei auch die ge-
ringste Lichtempfindlichkeit auf, wodurch bei Da¨mmerung zuna¨chst die Rotto¨ne verschwin-
den (Lang und Lang, 2007). Im Zentrum der Netzhaut finden sich vorwiegend Zapfen, in den
Randbereichen der Netzhaut vorwiegend Sta¨bchen (Grehn, 2008). Die Sta¨bchen sind fu¨r das
Da¨mmerungs- und Nachtsehen zusta¨ndig (Grehn, 2008). Die Signale der Photorezeptoren
werden u¨ber Nerven zur Papille und von dort u¨ber den Sehnerv ans Gehirn geleitet. Bei der
Papille finden sich keine Photorezeptoren, wodurch ein blinder Fleck entsteht (Grehn, 2008).
Die Sinnesrezeptoren des visuellen Systems sind in rezeptiven Feldern organisiert (Bul-
lier, 2002). Der Begriff des ,,rezeptiven Feldes“ stellt ein zentrales Element in der Einzelbe-
trachtung des visuellen Systems dar (Bullier, 2002). Ein rezeptives Feld steuert ein Neuron
an und wird oft als zweidimensionale Struktur aufgefasst (Bullier, 2002). Es existieren aber
Ansa¨tze, die starke Unterschiede auch in der Tiefenbetrachtung des visuellen Feldes zeigen,
wodurch auch Unterschiede in der ra¨umlichen Dimension des rezeptiven Feldes entstehen
wu¨rden (Bullier, 2002).
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Die Funktion, die ein rezeptives Feld erfu¨llt, wird durch sein Zentrum bestimmt (Bullier,
2002). Wenn das Zentrum eines rezeptiven Feldes die Abwesenheit von Luminanz erkennt,
dann ist die Funktion des gesamten rezeptiven Feldes ebenfalls die Erkennung der Abwe-
senheit von Luminanz (Bullier, 2002). Es ist zu beachten, dass die Umgebung des Zentrums
als Antagonist wirkt, das heißt, bei einem Zentrum, dass bei mehr Licht versta¨rkt feuert,
wirkt das Eintreffen von Licht auf den Ring hemmend (Bullier, 2002). Die rezeptiven Felder
mu¨ssen nicht kreisfo¨rmig sein (Bullier, 2002). In einigen Arealen des visuellen Feldes sind
sie so gestaltet, dass sie vorwiegend auf eine bestimmte Ausrichtung der Konstrastgrenze
reagieren (Bullier, 2002). Dies ist zu vergleichen mit den unterschiedlichen Fokussensoren
heutiger digitaler Spiegelreflexkameras. Deren Autofokussensorik besteht ha¨ufig aus ver-
schiedenen Sensorarten, die entweder nur horizontale oder vertikale Kontrastgrenzen erken-
nen oder beide zusammen. Die Sensoren, die auf horizontale und vertikale Kontrastgrenzen
reagieren, werden als Kreuzsensoren bezeichnet und finden sich ha¨ufiger in der Mitte des
Bildbereiches digitaler Spiegelreflexkameras.
Im Bereich des Auges sind zudem verschiedene Muskeln zu finden, die fu¨r das Schließen
des Lids, das Weiten und Verengen der Iris, die Anpassung der Linse und die Bewegung des
Auges notwendig sind (Lang und Lang, 2007; Grehn, 2008). Die Bewegungen, die Augen
vollfu¨hren ko¨nnen, sind sehr vielfa¨ltig (Lang und Lang, 2007). Sie dienen vorwiegend dazu,
a¨ußere Objekte auf der Fovea abzubilden (Lang und Lang, 2007). Die Fovea ist der Punkt des
scha¨rfsten Sehens, an dem sich nur Zapfen befinden (Lang und Lang, 2007; Grehn, 2008).
Lang und Lang (2007) unterscheidet hierbei Vergenz- und Folgebewegungen, Sakkaden, op-
tokinetischen Nystagmus, Drehnystagmus und Augenrotationen. Die Vergenzbewegungen
koordinieren beide Augen, um Objekte in beiden Augen auf der Fovea abzubilden, also die
Augen zueinander zu drehen (Lang und Lang, 2007). Die Folgebewegungen dienen dazu,
bewegten Objekten mit den Augen zu folgen (Lang und Lang, 2007). Sakkaden sind schnel-
le Augenbewegungen, die ein neues Objekt in den Fokus ru¨cken (Lang und Lang, 2007).
Der optokinetische Nystagmus tritt bei Bewegungen der Umwelt relativ zum Betrachter auf
und sorgt dafu¨r, dass einzelne Objekte fokussiert bleiben, so dass zum Beispiel beim Fahren
mit dem Zug ein vorbeiziehender Baum scharf auf der Netzhaut abgebildet wird (Lang und
Lang, 2007). Beim Drehnystagmus wirkt der gleiche Mechanismus, er tritt aber beim Drehen
des Kopfes auf (Lang und Lang, 2007). Die Augenrotationen dienen zur Stabilisierung des
Bildes beim Neigen des Kopfes (Lang und Lang, 2007).
1.2 Fahigkeiten und Beschrankungen
Das Auge nimmt das sichtbare Licht durch seine Rezeptoren auf. Licht ist ein elektro-
magnetisches Pha¨nomen, das Eigenschaften sowohl von Partikeln als auch Wellen aufweist
(Knoblauch, 2002). Fu¨r den Menschen sichtbares Licht sind elektromagnetische Wellen.
Diese besitzen Wellenla¨ngen von etwa 400–750 nm (Lang und Lang, 2007). Die Angaben
zu den minimalen und maximalen Wellenla¨ngen des sichtbaren Lichtes unterscheiden sich
in der Literatur. Knoblauch (2002) geht von einem Spektrum von 400–700 nm aus, erwa¨hnt
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jedoch, dass andere Lehrbu¨cher eher von 380–780 nm ausgehen. Elektromagnetische Wellen
mit diesen Wellenla¨ngen bilden aber nur einen Bruchteil des Lichtspektrums ab. Unterhalb
der minimal sichtbaren Wellenla¨nge findet sich zum Beispiel die Ro¨ntgenstrahlung, oberhalb
die Mikrowellenstrahlung sowie die Radiowellen (Ware, 2004). In Gesamtheit erscheint uns
diese Mischung aus Licht unterschiedlicher Farben aufgrund der additiven Farbmischung als
weiß. Additive Farbmischung entsteht, wenn Lichtstrahlen unterschiedlicher Wellenla¨ngen
auf einen Punkt der Netzhaut fallen (Lang und Lang, 2007). Im Gegensatz zur additiven
Farbmischung entsteht eine subtraktive Farbmischung, wenn weißes Licht durch mehrere
Farbfilter geleitet wird, die jeweils einen bestimmten Teil des Spektrums herausfiltern (Lang
und Lang, 2007). Als Beispiel hierfu¨r kann die Mischung von Farben bei einem Gema¨lde
dienen, wo durch Mischung der Farben Blau und Gelb die Farbe Gru¨n entsteht. Menschen
ohne Einschra¨nkung des Farbsehens ko¨nnen etwa 10 Millionen Farben anhand Farbton, Hel-
ligkeit und Sa¨ttigung unterscheiden (Lang und Lang, 2007). Das menschliche Auge ist zu-
dem in der Lage, auch bei unterschiedlichen Umgebungsverha¨ltnissen eine Farbkonstanz zu
gewa¨hrleisten, so dass eine von Kunstlicht beleuchtete gelbe Fla¨che ebenso gelb erscheint,
als wenn sie von Sonnenlicht beschienen wa¨re. Dieser Effekt ist der Adaptionsfa¨higkeit der
Zapfen zuzuschreiben (Lang und Lang, 2007).
Die Auflo¨sung des menschlichen Auges liegt in der Mitte der Netzhaut, der Fovea centra-
lis, bei etwa 5m beziehungsweise etwa einer Winkelminute (Lang und Lang, 2007). Ware
(2004) beschreibt zusa¨tzlich Wahrnehmungsfa¨higkeiten, welche u¨ber die Fa¨higkeiten hin-
ausgehen, die allein mit der Auflo¨sung der Rezeptoren auf der Netzhaut erkla¨rbar sind. Er
nennt diese Fa¨higkeiten Superacuities, ein alternativ verwendeter Begriff ist Hyperacuities.
Beispiele fu¨r solche Effekte sind die Noniussehscha¨rfe (vernier acuity) und das Stereose-
hen (stereoscopic acuity). Die Noniussehscha¨rfe ist die Fa¨higkeit zu unterscheiden, ob ei-
ne du¨nne Linie durchga¨ngig ist, oder ob sie aus zwei Segmenten zusammengesetzt ist, die
entweder parallel verschoben oder gegeneinander verkippt sind (Ware, 2004). Hierbei fu¨hrt
Ware eine Auflo¨sungsleistung von unter 10 Winkelsekunden an. Beim Stereosehen tritt auf-
grund der Nachverarbeitung der Sehreize im Hirn eine Verbesserung der wahrnehmbaren
Auflo¨sung auf (Campbell und Green, 1965; Ware, 2004). Die so erreichbare Verbesserung
der Auflo¨sung mit beiden Augen liegt bei 7% gegenu¨ber der Auflo¨sung mit nur einem Auge.
Zudem versta¨rkt sich auch der wahrgenommene Kontrast (Campbell und Green, 1965; Ware,
2004).
Das Gesichtsfeld des Menschen ist die Gesamtheit des Raumes, der im Auge abgebildet
wird (Lang und Lang, 2007). Zu unterscheiden ist hierbei zwischen dem Raum, den ein ein-
zelnes Auge wahrnimmt, dem Raum, den beide Augen gleichzeitig wahrnehmen, und dem
Raum, der mit beiden Augen abgedeckt wird. Ware (2004) beschreibt hierbei ein Experi-
ment, dass auf ein Blickfeld von u¨ber 180 hinweist, welches mit beiden Augen gemeinsam
abgedeckt wird. Dazu streckt man bei gerade gerichtetem Blick beide Arme zur Seite aus
und bewegt die Finger. Diese sollten dann in der Peripherie noch zu erkennen sein. Wa-
re (2004) verweist hierbei auch darauf, dass die Finger nur in der Bewegung zu erkennen
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sind, da die Finger nicht foveal abgebildet werden und die Bewegungswahrnehmung in der
Peripherie wichtiger wird. Dies ist der Fall, da die Zellen, die fu¨r die Wahrnehmung von
Kontrast und Bewegung zusta¨ndig sind, ihre Reize von den Sta¨bchen erhalten, welche, wie
bereits erwa¨hnt, einen gro¨ßeren Anteil an den Zellen der Peripherie einnehmen (Lang und
Lang, 2007).
1.2.1 Wahrnehmung
Die Wahrnehmung ist ein essentieller Bestandteil menschlichen Lebens und Erlebens. Sie
stellt unsere Schnittstelle zur physischen Welt dar. Diese physische Welt bezieht sich dabei
nicht nur auf unsere Umgebung. Auch wir selbst sind Teil dieser physischen Welt und da-
mit auch Gegenstand unserer Wahrnehmung, wie zum Beispiel beim Fu¨hlen von Schmerz
(Hagendorf et al., 2011).
Wahrnehmung wird von Hagendorf et al. (2011) folgendermaßen definiert:
,,Wahrnehmung ist ein Prozess, mit dem wir die Informationen, die von den Sin-
nessystemen bereitgestellt werden, organisieren und interpretieren.“ (Hagendorf
et al., 2011, S. 5)
Dabei ist zu beachten, dass entgegen unserer u¨blichen, aus unserem allta¨glichen Erleben
gespeisten Vorstellung die Wahrnehmung kein exaktes Ebenbild unserer Erlebniswelt er-
schafft. Unsere Wahrnehmung stellt eine psychische Konstruktion aus den von uns erlebten
Reizen dar (Hagendorf et al., 2011). Intuitiv erfassen la¨sst sich dies unter anderem durch
optische Ta¨uschungen. Sie zeigen uns sehr deutlich, dass unsere Wahrnehmung sich bei un-
gewohnten Wahrnehmungssituationen leicht irrefu¨hren la¨sst.
Aber auch die Technik von Visualisierungen im Allgemeinen und Softwarevisualisierun-
gen im Speziellen zeigen uns die fundamentalen Unterschiede zwischen der Realita¨t und
unserer Wahrnehmung auf. Eine als Kugel visualisierte Klasse wird in den wenigsten Fa¨llen,
zum Beispiel mittels 3D-Druckverfahren, als Kugel vorhanden sein. Vielmehr werden durch
Monitore oder Projektionen physiologische Reize erzeugt, die in unserer Wahrnehmung da-
zu fu¨hren, dass wir eine Kugel sehen. Wenn sich diese Kugel nun in der Darstellung bewegt,
kommen zusa¨tzlich noch Parameter wie eine hohe Rate der Einzelbilder pro Sekunde hin-
zu, die die menschliche Wahrnehmung dahingehend ,,u¨berlisten“, dass eine Bewegung eben
dieser Kugel wahrgenommen wird.
Widerspru¨chliche Reize fu¨hren dazu, dass die wahrscheinlichsten Umsta¨nde angenommen
werden, die zu diesem Wahrnehmungsmuster fu¨hren (Howard, 2002). Diese wahrschein-
lichsten Umsta¨nde mu¨ssen dabei nicht der objektiven Realita¨t entsprechen. Ein Beispiel ist
das scheinbare Anfahren des Zuges wa¨hrend der Beobachtung des Zuges am Nachbarbahn-
steig. Da aufgrund der langsamen Bewegung fu¨r das Nervensystem nur die visuellen Reize
zur Verfu¨gung stehen, wird auf die wahrscheinlichste Situation geschlossen. Dies kann bei
zusa¨tzlicher Information wieder revidiert werden, wenn wir zum Beispiel feststellen, das wir
uns doch nicht fortbewegen, sondern der Zug am Nachbargleis.
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Trotz der scheinbaren Mu¨helosigkeit, mit der wir Wahrnehmungsprozesse durchfu¨hren,
stellt Wahrnehmung im Allgemeinen und das Sehen im Speziellen einen komplexen Vor-
gang dar (Goldstein, 2002). Im Rahmen dieser Arbeit wird auf die Darstellung des gesam-
ten Spektrums menschlicher Wahrnehmung verzichtet. Statt dessen liegt der Fokus auf dem
menschlichen Sehen, so dass Wahrnehmungsprozesse, wie Ho¨ren, Riechen und Schmecken
außen vor bleiben.
Das Sehen beginnt mit der Abbildung des Bildes der Umwelt auf die rezeptiven Felder der
Netzhaut. Von hier werden die Reize u¨ber den Sehnerv an das Gehirn weitergeleitet. Der Pro-
zess der Verarbeitung der Bilder besteht aus Analyse und Transformation (Goldstein, 2002).
Dieser Signalverarbeitungsprozess wird in einem Bottom-Up-Verfahren durchgefu¨hrt (Gold-
stein, 2002; Palmer, 2002). Dieses beginnt mit dem Erkennen struktureller Eigenschaften,
welche in anderen Feldern weiterverarbeitet werden. Danach werden sie in Bereichen pro-
zessiert, die fu¨r Objekterkennung, Position und Bewegung zusta¨ndig sind (Goldstein, 2002;
Palmer, 2002).
Wahrnehmung von Farbe, Kontrast und Helligkeit
Das Abbild auf der Retina wird von Licht produziert, dass von Lichtquellen und Ober-
fla¨chen auf das Auge trifft (Knoblauch, 2002). Lichtquellen werden dabei als lichtprodu-
zierend wahrgenommen (Knoblauch, 2002). Oberfla¨chen hingegen reflektieren Licht. Sie
werden unterschieden, je nachdem ob sie Licht in dem Winkel, in dem es eintrifft, reflektie-
ren oder ob sie es in alle Richtungen gleichma¨ßig abstrahlen. Zumeist wird die Eigenschaft
einer Oberfla¨che zwischen diesen beiden Extremen liegen (Knoblauch, 2002). Oberfla¨chen
absorbieren und reflektieren Licht verschiedener Wellenla¨ngen unterschiedlich (Knoblauch,
2002). Es gibt Oberfla¨chen, die nicht genau in dieses Schema passen, zum Beispiel Spiegel
(Knoblauch, 2002). Diese werden deshalb allgemein als sekunda¨re Lichtquellen betrachtet
(Knoblauch, 2002). Es gibt zudem weitere Mo¨glichkeiten, zum Beispiel das Reflektieren von
Licht in anderen Wellenla¨ngen (Fluoreszenz) (Knoblauch, 2002).
Farbempfindung und Farbsehen ist eine perso¨nliche Empfindung und demzufolge von
Mensch zu Mensch unterschiedlich. Die Zuordnung von Farben zu Spektralfrequenzen ist
deshalb missversta¨ndlich (Knoblauch, 2002). Farbe ist eine Erfahrung, keine Eigenschaft
des visuellen Spektrums. Die Farbwahrnehmung ha¨ngt zudem stark von ihrem Kontext ab,
also dem, was noch in einer Szene zu sehen ist (Knoblauch, 2002).
Newton beschrieb einen ersten Farbkreis, in dem die Farben so angeordnet wurden, dass
die Mischung aus zwei gegenu¨berliegenden Farben die Wahrnehmung von weißem Licht
ergibt (Knoblauch, 2002). Die Position einer bestimmten Lichtmischung in diesem Spek-
trum folgt dem Schwerpunktprinzip (Knoblauch, 2002). Dies zeigt, dass es unendlich viele
Mixturen von Licht unterschiedlicher Wellenla¨ngen gibt, die Licht ergeben, dass als weiß
beziehungsweise als Licht von beliebiger Farbe wahrgenommen wird (Knoblauch, 2002).
Farben die gleich erscheinen, aber unterschiedlich zusammengesetzt sind, werden als meta-
mere Farben (engl. metamers) bezeichnet (Knoblauch, 2002).
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Hering erkla¨rte die neuralen Mechanismen der Farbwahrnehmung durch Analyse der
Wahrnehmungsorganisation der Farben anhand von drei Dimensionen, Schwarz-Weiß, Gelb-
Blau und Rot-Gru¨n (Knoblauch, 2002). Die fundamental gegensa¨tzlichen Klassen (Gelb-
Blau, Rot-Gru¨n) basieren auf psychologischen Beobachtungen, Testpersonen finden es ein-
facher zu erla¨utern, dass eine Lichtquelle gelblich ist, als zu erla¨utern, dass eine Lichtquelle
orangefarben ist (Knoblauch, 2002).
Die Farberscheinung kann durch unterschiedliche Effekte wie zum Beispiel den Simul-
tankontrast oder den Sukzessivkontrast beeinflusst werden (Knoblauch, 2002). Simultan-
kontrast beschreibt ein Pha¨nomen, bei dem zwei gleiche Lichter unterschiedlich erscheinen,
wenn das eine von einer Fla¨che anders erscheinender Farbe umgeben ist (Knoblauch, 2002).
Als Sukzessivkontrast wird bezeichnet, wenn Nachbilder nach la¨ngerem Betrachten einer
einfarbigen Lichtquelle die Farbwahrnehmung beeinflussen (Knoblauch, 2002).
Augen halten nie perfekt still, sondern bewegen sich sta¨ndig im Rahmen von etwa einigen
Zehntel eines Grades, dadurch entsteht das Signal von kleinen Bewegungen bei Kontrast-
grenzen, wie zum Beispiel an der Grenze eines hellen Kreises zum schwarzen Hintergrund
(Bullier, 2002). Es bestehen hier Unterschiede in der Verarbeitung durch die retinalen Gan-
glionzellen (Goldstein, 2002; Bullier, 2002). Einige feuern versta¨rkt bei Absenken der Lumi-
nanz, andere versta¨rkt bei Steigern der Luminanz (Goldstein, 2002; Bullier, 2002). Es kann
also davon ausgegangen werden, dass das visuelle System des Menschen nicht nur die An-
wesenheit von Beleuchtung wahrnimmt, sondern auch deren Abwesenheit direkt wahrnimmt
(Bullier, 2002).
Wahrnehmung von Objekten und Szenen
Fu¨r viele Menschen besteht Wahrnehmung zuna¨chst aus dem Erkennen von Objekten (Gold-
stein, 2002). Trotz der scheinbaren Mu¨helosigkeit mit dem der menschliche Wahrnehmungs-
apparat Objekte erkennen kann, ist der Prozess, der hinter dieser Wahrnehmungsleistung
steht, komplex und nicht einfach zu erforschen (Goldstein, 2002). Dies ist wahrscheinlich
auch der Grund dafu¨r, warum trotz großer Anstrengungen und Fortschritte in diesem Bereich
Computer Objekte noch nicht so gut wie Menschen erkennen ko¨nnen (Goldstein, 2002), ob-
wohl die Technik auf diesem Gebiet bereits deutliche Fortschritte gemacht hat. Verwiesen
sei an dieser Stelle auf die Bilderkennungsalgorithmen von Flickr (https://www.flickr.
com/) und Google Photos (https://photos.google.com/), die beim Hochladen von Bild-
dateien automatisch Objekte und Szenenkontext erkennen, auch wenn hierbei ha¨ufig noch
Fehler auftreten.
Bei der Wahrnehmung im Allgemeinen und der Wahrnehmung von Objekten und Szenen
im Besonderen ist zu beachten, dass es große Unterschiede zwischen dem Bild auf der Retina
und der Wahrnehmung gibt (Palmer, 2002). Durch die zweidimensionale Abbildung der Welt
auf der Netzhaut kommt es immer wieder zu Konfliktsituationen, in denen mehrere Varianten
mo¨glich sind, wobei sich das visuelle System fu¨r eine mo¨gliche Wahrnehmung entscheiden
muss (Goldstein, 2002). Hierbei wird das Prinzip der Pra¨gnanz genutzt. Ein Beobachter wird
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stets das Einfachste wahrnehmen, das durch die Restriktionen des Bildes auf der Retina
mo¨glich ist (Palmer, 2002). Die Entdeckung dieses Prinzips geht gema¨ß Palmer (2002) auf
Helmholtz zuru¨ck.
Fragen aus dem Bereich der Objekt- und Szenenwahrnehmung sind unter anderem, wie
Bilder in Bestandteile zerlegt und wie optisch getrennte Teile zu einem einheitlichen Objekt
kombiniert werden und so weiter (Palmer, 2002). Goldstein (2002) teilt den Problemkomplex
der Objekterkennung in fu¨nf Teilbereiche:
1. das Erkennen auf unterschiedlichen Komplexita¨tsebenen,
2. die Verbindung von Objekterkennung und Lernen,
3. die Verknu¨pfung und Organisation von Merkmalen zu Einheiten,
4. die begriffliche Einordnung und
5. das Erkennen von Objekten in unterschiedlichen Umgebungen.
Zur Verdeutlichung des ersten Bereichs gibt Goldstein (2002) das Beispiel eines Apfels
an. Man geht davon aus, dass unterschiedliche Startniveaus fu¨r das Erkennen von Objekten
mo¨glich sind (Goldstein, 2002). Der Apfel wird in in erster Linie als Apfel erkannt, das Er-
kennungsniveau kann hierbei jedoch in seiner Abstraktion nach oben oder unten verschoben
werden (Goldstein, 2002). So wu¨rde man auf einem ho¨heren Abstraktionsniveau den Ap-
fel als Nahrungsmittel erkennen, auf einem niedrigeren Niveau die Apfelsorte (Goldstein,
2002). Die Erkennung der Apfelsorte ist natu¨rlich davon abha¨ngig, ob einem die Apfelsorte
bekannt ist. Dies zeigt auch die Verbindung zum zweiten Teilbereich des Problemkomplexes.
Die Apfelsorte kann nur dann wahrgenommen werden, wenn die Eigenschaften auch vorher
bekannt sind, also erlernt wurden.
Die Untersuchung des dritten Punktes des genannten Problemkomplexes versucht, den
genauen Ablauf der oben genannten Bottom-Up-Vorgehensweise zu erkla¨ren. Zur Beant-
wortung der Fragen existieren drei Ansa¨tze, der strukturalistische, der gestalttheoretische
und der o¨kologische (Palmer, 2002). Der strukturalistische Ansatz geht davon aus, dass ein-
zelne Eindru¨cke immer weiter kombiniert werden, bis die Kombination schlussendlich das
finale Bild ergibt (Palmer, 2002). Die Gestalttheorie ist ein weiterer wichtiger Ansatz zum
Versta¨ndnis der Organisation der Wahrnehmung. Sie stellt den ersten Ansatz dar, der auch
die Effekte von Geda¨chtnis und Erfahrung einfu¨hrt (Palmer, 2002). Historisch ist die Gestalt-
theorie durch die Ablehnung der strukturalistischen Sichtweise entstanden (Palmer, 2002).
Als Beispiel wird oft eine gepunktete Linie aufgefu¨hrt. Gema¨ß des strukturalistischen Ansat-
zes wu¨rden hier nur einzelne Punkte mit jeweiligen Eigenschaften existieren. Gesamtheitlich
bilden die Punkte jedoch eine Linie mit La¨nge, Richtung und so weiter (Palmer, 2002).
Die Gestalttheorie erkla¨rt die Pha¨nomene meist mit einem physischen System, das zu ei-
nem Gleichgewicht mit minimaler Energie tendiert (Palmer, 2002). Durch physiologische
Experimente sind aber im Laufe der Zeit bestimmte Annahmen der Gestalttheorie wider-
legt worden. Deshalb wird die Gestalttheorie als Erkla¨rungsansatz weitgehend abgelehnt
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(Palmer, 2002). Diese Ablehnung der Gestalttheorie findet sich aber nur im Bereich der Be-
gru¨ndungen. Die von der Gestalttheorie dargestellten Prinzipien der Objektorganisation sind
nach wie vor von großer Bedeutung (Palmer, 2002). Da sich die von der Gestalttheorie kate-
gorisierten Prinzipien bewa¨hrt haben, wurden sie auch von den o¨kologischen Ansa¨tzen u¨ber-
nommen, bei diesen sind aber die Erkla¨rungen anders geartet (Palmer, 2002). Die Existenz
der Gestaltprinzipien weist bereits auf die Affinita¨t des visuellen Systems zu einer Struktur-
bildung hin (Palmer, 2002). Es stellt sich nun aber die Frage, welcher Ansatz erkla¨rt, wie
diese Struktur gebildet wird.
O¨kologische Ansa¨tze gehen davon aus, dass ein wahrnehmendes Subjekt seine Umwelt
erkundet und die von dieser Umwelt dargebotenen Reize aufnimmt (Palmer, 2002; Mausfeld,
2006). Diese von der Umwelt dargebotenen Reize verursachen dann in ihrer Gesamtheit die
Wahrnehmung (Palmer, 2002; Mausfeld, 2006). Die Kenntnisse u¨ber sich selbst und die
Umwelt beeinflussen dabei auch die Wahrnehmung (Palmer, 2002; Mausfeld, 2006). Die
Hauptfrage, die im o¨kologischen Ansatz aufgeworfen wird, ist, wie wir generell verschiedene
Konzepte, wie zum Beispiel das eines Apfels verstehen lernen (Palmer, 2002).
Die Gruppierung von Objekten im Sichtfeld ist einer der Kernpunkte der Objektwahr-
nehmung und -organisation (Palmer, 2002). Die Arbeit von Wertheimer (1923) bildet dies-
bezu¨glich eine wichtige Grundlagenarbeit. Wertheimer gilt als einer der Gru¨nderva¨ter der
Gestalttheorie (Palmer, 2002). In seiner Arbeit werden bereits die grundlegenden Gestalt-
prinzipien aufgefu¨hrt, die auch heute noch eine wichtige Grundlage fu¨r die visuelle Grup-
pierung von Objekten bilden. Zu den von Wertheimer (1923) beschriebenen Faktoren fu¨r
die Gruppierung von Objekten geho¨ren der ,,Faktor der Na¨he“ (Wertheimer, 1923, S. 8), der
,,Faktor der Gleichheit“ (Wertheimer, 1923, S. 9), der ,,Faktor des gemeinsamen Schicksals“
(Wertheimer, 1923, S. 16) und der ,,Faktor der Geschlossenheit“ (Wertheimer, 1923, S. 25).
An dieser Stelle ist es wichtig anzumerken, dass bei Wertheimer (1923) die Prinzipien nicht
ausschließlich auf das Sehen beschra¨nkt werden, sondern einige auch auf auditive Wahrneh-
mung bezogen werden, zum Beispiel das Prinzip der Gleichheit und der Na¨he. Als Beispiel
werden Gruppierungen von Klopfgera¨uschen oder A¨hnlichkeiten von To¨nen beschrieben
(Wertheimer, 1923). Bereits Wertheimer (1923) stellt dar, dass einige Gruppierungsprinzi-
pien sich auch durch aufeinanderfolgende Darstellungen ergeben ko¨nnen beziehungsweise
dass sich die Gruppierungsvarianten bei Bewegung a¨ndern. Diese Aussagen finden sich auch
bei Goldstein (2002) wieder.
Im Laufe der Zeit wurden zu den genannten noch weitere gestalttheoretische Faktoren
hinzu gefu¨gt, die zu Gruppierung in der Objektorganisation fu¨hren. Allgemein gilt fu¨r diese
Prinzipien die ceteris paribus Annahme, das heißt die einzelnen Faktoren beeinflussen sich
gegenseitig, so dass die Wirkung eines Faktors von einem anderen beeinflusst oder aufgeho-
ben werden kann. Goldstein (2002) nennt als Faktoren:
 den Faktor der guten Gestalt,
 den Faktor der A¨hnlichkeit,
 den Faktor der gestaltgerechten Linienfortsetzung,
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 den Faktor der Na¨he,
 den Faktor der Bedeutung oder Vertrautheit und
 den Faktor des gemeinsamen Schicksals.
Der Faktor der guten Gestalt besagt:
,,Jedes Reizmuster wird so gesehen, dass die resultierende Struktur so einfach
wie mo¨glich ist.“ (Goldstein, 2002, S. 192)
Dieser Faktor tritt deutlich bei der Verbindung mehrerer geometrischer Objekte auf, etwa
wenn zwei Kreise sich schneiden. Meist wird dieser Fakt genau so wahrgenommen, eine
mo¨gliche Interpretation der Bilder auf der Netzhaut wu¨rde es aber auch zulassen, dass zwei
Halbmonde aneinanderstoßen. Zu diesen beiden Varianten existieren weitere mo¨gliche Al-
ternativen, welche Objekte auf einem solchen Bild zu erkennen sind.
Der Faktor der A¨hnlichkeit bezeichnet das Pha¨nomen, dass Objekte mit gleichen Eigen-
schaften zu Gruppen zusammengefasst werden (Wertheimer, 1923; Goldstein, 2002). Daraus
folgt beispielsweise, dass bei einem mit gru¨nen und roten A¨pfeln gefu¨llten Korb zwei Grup-
pen wahrgenommen werden.
Der Faktor der gestaltgerechten Linienfortsetzung sagt aus, dass bei sich kreuzenden Li-
nien, diejenigen optisch eine Linie bilden, die eine optische Fortsetzung ohne große Bru¨che
ermo¨glichen (Goldstein, 2002). Dieses Pha¨nomen tritt bei Wegsuchbildern, bei denen sich
verschiedene schlangenfo¨rmige Linien u¨berkreuzen und der Weg von einem bestimmten
Start zum Endpunkt bestimmt werden soll, deutlich hervor. Dabei wird der Kreuzungspunkt
zweier geschwungener Linien nicht als ein aufeinandertreffender Knick beider Linien wahr-
genommen, sondern es werden zwei Linien erkannt, die sich geschwungen fortsetzen.
Der Faktor der Na¨he ist dadurch gekennzeichnet, dass sich Gruppen auch dadurch bilden
ko¨nnen, wenn ihre Elemente na¨her zueinander angeordnet sind, als zu u¨brigen Elementen
(Wertheimer, 1923; Goldstein, 2002). Beispiel hierfu¨r ist das Erkennen von Reihen oder
Spalten in Anordnungen von Punkten, bei denen entweder die Absta¨nde in x- oder in y-
Richtung kleiner sind, als in der jeweils anderen Richtung.
Der Faktor der Bedeutung oder Vertrautheit besagt laut Goldstein (2002), dass Dinge vor
allem dann wahrscheinlich Gruppen bilden werden, wenn die Gruppierung uns bereits ver-
traut ist. Beispiele hierfu¨r sind im Kurzfilm ,,The Blue Umbrella“ von Pixar sehr oft zu fin-
den. In der Geschichte eines Regenschirms, auf dessen Oberfla¨che mit einfachen Mitteln der
Eindruck eines Gesichts vermittelt wird, treten weitere allta¨gliche Objekte als Protagonisten
auf, wie Regenrinnen, Ampeln oder Ha¨user. Bei diesen wird der Eindruck von Gesichtern
durch die Anordnung ihrer Bestandteile wie Fenster, Schrauben und A¨hnlichem hergestellt.
Im Film wird dieser Effekt zusa¨tzlich durch den Faktor des gemeinsamen Schicksals un-
terstu¨tzt, da die Animationen an mehreren Stellen erst dafu¨r sorgen, dass einzelne Gesichter
erkannt werden.
Der Faktor des gemeinsamen Schicksals ist gerade fu¨r die Animation von großer Bedeu-
tung. Er besagt, dass sich Objekte, die sich in die gleiche Richtung bewegen, optisch gruppie-
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ren (Wertheimer, 1923; Goldstein, 2002). Fu¨r die Animation hat diese Erkenntnis natu¨rlich
insofern große Bedeutung, als das hier fu¨r die Animation nicht nur die Darstellung eines
Ablaufs, sondern auch die Mo¨glichkeit zu einer weiteren Gruppierung gegeben sein kann.
Eventuell ko¨nnen so gerade bei den durch viele Verknu¨pfungen gekennzeichneten Entita¨ten
eines Softwaresystems einige Verbindungen und Zugeho¨rigkeiten auch durch Animationen
gezeigt werden. Zu der Frage, inwiefern Gruppierungsmo¨glichkeiten durch Animation fu¨r
die Zwecke der Softwarevisualisierung sinnvoll sind und wenn ja, wie diese optimal ge-
staltet sein sollten, um diese Gruppierung zu ermo¨glichen, mu¨ssen aber noch Experimente
durchgefu¨hrt werden. Im Bereich der Computergrafik werden die Prinzipien der Gestalttheo-
rie aufgegriffen. Beispielsweise greifen Chang et al. (2002) die Prinzipien der Gestalttheorie
auf und wenden dabei auch Animation als einen Faktor fu¨r Gestaltgesetze an.
Wahrnehmung von Tiefe
Im Bereich der Tiefenwahrnehmung tritt, wie in anderen Bereichen auch ein Zuordnungspro-
blem zwischen den wahrgenommenen Reizen und den mo¨glichen Situationen auf, die diesen
Reiz erzeugen ko¨nnten (May, 2006). Als Beispiel kann ein einfaches Quadrat angefu¨hrt wer-
den, das vom Betrachter gesehen wird. Aus dem reinen Netzhautbild allein kann die Gro¨ße
dieses Quadrates kaum abgescha¨tzt werden, weil dazu die Reize die zu nur einem Zeitpunkt
auf der Netzhaut auftreffen nicht ausreichen. Es ko¨nnte ein Quadrat vorliegen, das gro¨ßer
und weiter entfernt ist oder ein Quadrat, das kleiner und na¨her ist.
Die Bestimmung von Tiefe erfolgt aufgrund sogenannter Hinweisreize (Ware, 2004; How-
ard, 2002). Hierbei werden mehrere Sinneswahrnehmungen zu einer ganzheitlichen Tiefen-
wahrnehmung kombiniert (Howard, 2002). Grundsa¨tzlich kann die Art der Hinweisreize der
Tiefenwahrnehmung unterschieden werden in Reize, die aus der Wahrnehmung der Anpas-
sung der Augen entstehen, Reize, die durch die unterschiedlichen Bilder auf den Retinae der
beiden Augen entstehen, und Reize, die durch die Abbildung der jeweiligen Bilder auf einer
einzelnen Retina entstehen (Howard, 2002).
Ein erster Hinweisreiz fu¨r die Tiefe, der in den Bereich der Anpassung geho¨rt, ist die Ak-
kommodation, also die Anpassung des Auges zur scharfen Darstellung eines Objektes auf
der Retina. Dieser Hinweisreiz wird vor allem bei kleinen Absta¨nden zum Objekt genutzt
(Howard, 2002). Ein zweiter Hinweisreiz dieser Kategorie ist die Stellung der beiden Augen
zueinander. Dieser Hinweisreiz funktioniert bis zu einer Entfernung von 1 bis 2 m, bei gro¨ße-
ren Entfernungen werden die Winkela¨nderungen zu klein, um Verwendung fu¨r die Abstands-
bestimmung zu einem Objekt zu finden, und andere Hinweisreize treten in den Vordergrund
(Howard, 2002). Die Unscha¨rfe von Bildern auf der Retina ist ein weiterer Hinweisreiz, der
fu¨r die relative Wahrnehmung von Absta¨nden zu unterschiedlichen Objekten zum Einsatz
kommt (Howard, 2002). Weitere Hinweisreize sind Schattenwurf, Muster von Oberfla¨chen
und Kontrastverlust mit zunehmender Entfernung (durch Staub, Nebel, Luftverwirbelungen
bei aufsteigender warmer Luft) (Howard, 2002).
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Wahrnehmung von Bewegungen
Bewegung ist als Ereignis definiert, das sich u¨ber Zeit und Raum erstreckt (Sekuler et al.,
2002). Der einfachste Fall ist die Vera¨nderung der ra¨umlichen Position eines Objektes im
Zeitablauf (Sekuler et al., 2002). Die Wahrnehmung von Bewegung ist eine direkte Erfah-
rung, sie wird nicht durch einen intuitiven Prozess verursacht (Sekuler et al., 2002). So kann
zum Beispiel eine kontinuierliche Minutenanzeige nicht als bewegt gesehen werden. Unse-
re Erfahrung sagt uns, dass der Zeiger sich bewegen muss, aber die direkte Erfahrung von
Bewegung fehlt in diesem Fall (Sekuler et al., 2002).
Innerhalb der Forschung wird kontrovers diskutiert, ob ein System fu¨r die tatsa¨chliche
Wahrnehmung von Bewegung existiert, oder ob der Eindruck von Bewegung durch die
Nachverfolgung von Punkten entsteht (Patterson, 1999). Zu beiden Annahmen existieren
Experimente, die unterschiedlich ausfallen (Patterson, 1999). An der Erforschung der Be-
wegungswahrnehmung sind unterschiedliche Wissenschaftsbereiche (zum Beispiel Psycho-
logie, Neurophysiologie, Informatik) beteiligt, die unterschiedliche Ansa¨tze einbringen (Se-
kuler et al., 2002).
Trotz dieser Kontroversen ist unstrittig, dass die Wahrnehmung von Bewegung eine der
wichtigsten Aufgaben des menschlichen Auges ist (Sekuler et al., 2002). Fu¨r die meisten
Tiere ist das Bewegungssehen ein wichtiger, wenn nicht der wichtigste Bestandteil der Wahr-
nehmung (Sekuler et al., 2002; Patterson, 1999; Hecht, 2006). Dies zeigt sich einerseits bei
Tieren, die ihre Nahrung jagen, als auch bei der Reaktion von Beutetieren auf Fressfeinde,
zum Beispiel wenn das sprichwo¨rtliche Kaninchen vor der Schlange erstarrt. Dieses Ver-
halten ist darauf zuru¨ckzufu¨hren, dass das Beutetier versucht, aus der Wahrnehmung des
Fressfeindes zu verschwinden (Goldstein, 2002). Viele verschiedene Tiere und Kinder rea-
gieren auf Muster in Videos, die ein auf den Beobachter zukommendes Objekt simulieren,
mit Vermeidungsstrategien (Sekuler et al., 2002). Dies tun auch Neugeborene, so dass davon
auszugehen ist, dass dieser Reflex angeboren ist und Lernen nur eine untergeordnete Rolle
bei dieser Vermeidungsstrategie spielt (Sekuler et al., 2002). Die Wahrnehmung von Bewe-
gung ist ein Hilfsmittel fu¨r die Wegfindung, Form- und Tiefenwahrnehmung, die Bewertung
von Abha¨ngigkeiten sowie fu¨r die Bewertung von Bewegungsrichtung und Geschwindig-
keit (Sekuler et al., 2002). Die Wahrnehmung von Bewegungen kann Probleme und Defi-
zite bei anderen Wahrnehmungsbestandteilen kompensieren (Sekuler et al., 2002). Ein Vi-
deo, das diesen Fakt sehr gut unterstreicht http://www.cis.ohio-state.edu/~jwdavis/
Archive/blurmotion.mpg, wird von Sekuler et al. (2002) erwa¨hnt. Auf einem Standbild
des Videos kann hierbei keine klare Identifikation der Objekte auf dem Bild erfolgen, erst
durch das Abspielen entsteht die Erkenntnis, dass das Video einen Menschen, der sich auf
einen Stuhl setzt, zeigt.
Die Wahrnehmung von Bewegungen dient der Bestimmung von Handlung (Sekuler et al.,
2002; Goldstein, 2002). Bewegung ist ein wichtiger und erinnerungswu¨rdiger Bestandteil
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von Szenen und Objekten (Sekuler et al., 2002). Im Alltag zeigt sich eine Form daran, dass
wir in der Lage sind, Personen anhand ihrer Bewegung zu erkennen. Leider gibt es zu diesem
Bereich wenig Forschung (Sekuler et al., 2002). Es muss aber davon ausgegangen werden,
dass das Geda¨chtnis hierbei eine wichtige Rolle spielt, da nur so Erinnerungen an Objekte
und Szenen mo¨glich sind (Sekuler et al., 2002).
Bewegungswahrnehmung ist ein Prozess, in dem eine Folge neuraler Funktionen durch-
laufen wird (Sekuler et al., 2002). Dieser Prozess beginnt mit der Wahrnehmung lokaler
Bewegungssignale auf der Netzhaut (Sekuler et al., 2002). Anschließend erfolgt eine In-
tegration der Signale in ho¨here kognitive Abbildungen der Umwelt (Sekuler et al., 2002;
Goldstein, 2002).
Zellen zur Bewegungswahrnehmung finden sich bei Primaten und damit auch beim Men-
schen im prima¨ren visuellen Kortex (Sekuler et al., 2002; Goldstein, 2002). Bestimmte Neu-
ronen reagieren versta¨rkt auf Bewegung in eine bestimmte Richtung, in der entgegengesetz-
ten Richtung ist die Reaktion der Zellen deutlich schwa¨cher (Sekuler et al., 2002; Goldstein,
2002). Das Modell, welches diese Reaktion der Neuronen erkla¨rt, geht auf Werner Reich-
ardt zuru¨ck (Goldstein, 2002). Dementsprechend werden diese Neuronen als Reichardt-
Detektoren bezeichnet (Sekuler et al., 2002; Patterson, 1999). Das Modell von Reichardt
beschreibt, wie Rezeptoren miteinander verschaltet sind, damit der Reiz erho¨ht wird, wenn
er erst bei dem einen, dann bei dem anderen Rezeptor auftritt (Sekuler et al., 2002; Hecht,
2006).
Das Modell kann auch erkla¨ren, warum die Wahrnehmung nicht zwischen in schneller
Folge nacheinander auftretenden Reizen und kontinuierlichen Reizen differenzieren kann
(Sekuler et al., 2002; Hecht, 2006). Dies ist eine wichtige Erkenntnis fu¨r den Film und Ani-
mationen. Fu¨r die menschliche Wahrnehmung ist keine Unterscheidung zwischen schein-
barer und natu¨rlicher Bewegung mo¨glich, da diese die gleichen Reize im visuelles System
auslo¨sen (Sekuler et al., 2002; Hecht, 2006). Auf Watson et al. (1986) geht eine Methode zur
Bestimmung der Samplingrate, ab der kontinuierliche und gesampelte Reize gleichwertig
sind, zuru¨ck (Sekuler et al., 2002). Fu¨r jede mo¨gliche Richtung existieren spezielle Neuro-
nen, um alle Mo¨glichkeiten abzudecken (Sekuler et al., 2002; Goldstein, 2002). Laut Hecht
(2006) gibt es Hinweise darauf, dass das System der Bewegungsdetektoren fu¨r bestimmte
Geschwindigkeiten optimiert ist, woraus er die Nutzung von 24 Einzelbildern als Frequenz
fu¨r Kinofilme herleitet.
Die zweite Phase der Verarbeitung nimmt die Reize der ersten Phase zum Teil direkt,
zum Teil indirekt auf und verarbeitet sie weiter (Sekuler et al., 2002). Die Differenzierung
erfolgt weiterhin in Richtung der Bewegung, unterscheidet allerdings nicht mehr zwischen
Bewegung der Luminanz, Farbe oder Textur (Sekuler et al., 2002). Die Reize werden an
u¨bergeordnete Empfa¨nger weitergegeben, die dann auch komplexere Formen von Bewegung,
wie Ausdehnungsa¨nderungen und Rotationen erkennen (Sekuler et al., 2002). Die zweite
Verarbeitungsphase liefert die Reize, die fu¨r die Augenbewegungen zusta¨ndig sind (Sekuler
et al., 2002; Goldstein, 2002).
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Goldstein (2002) teilt die Bewegungswahrnehmung in drei unterschiedliche Arten ein:
 afferent vermittelt,
 efferent kontrolliert und
 afferent-efferent gemischt.
Afferent vermittelte Bewegungswahrnehmung entsteht durch raumzeitliche Vera¨nderungen
der beobachteten Szene (Goldstein, 2002). Die Akkommodation (Anpassung) des Auges und
seine Ausrichtung bleiben gleich, nur die betrachtete Szene a¨ndert sich, zum Beispiel indem
sich ein Objekt von links nach rechts durch das Blickfeld bewegt.
Bei der efferent kontrollierten Bewegungswahrnehmung verfolgt das Auge die Bewe-
gung eines Objektes, wodurch sich das Bild auf der Netzhaut ebenfalls vera¨ndert (Goldstein,
2002). Als Beispiel kann hier die Verfolgung eines fliegenden Vogels mit den Augen dienen.
Das Abbild des Vogels auf der Netzhaut wu¨rde im Idealfall gleich bleiben, aber die Vera¨nde-
rung der Augenstellung fu¨hrt zur Wahrnehmung der Bewegung des Objektes. Ha¨ufig ist eine
Kombination beider Varianten anzutreffen, die afferent-efferent gemischte Bewegungswahr-
nehmung (Goldstein, 2002).
Bei allen drei Arten der Bewegungswahrnehmung treten zwei Probleme auf, die das vi-
suelle System lo¨sen muss, na¨mlich das Korrespondenzproblem und das Ausschnittsproblem
(Goldstein, 2002; Sekuler et al., 2002). Das Korrespondenzproblem bezeichnet die Schwie-
rigkeiten, die dadurch entstehen, dass der Reiz, der zu einem bestimmten Zeitpunkt auf die
Retina trifft, mit einem an anderer Stelle zu anderer Zeit auftauchendem Reiz in Verbindung
gebracht werden muss (Goldstein, 2002; Sekuler et al., 2002). Dieses Problem wird folglich
durch den zeitlich-ra¨umlichen Charakter von Bewegungen in unserem Sichtfeld ausgelo¨st
(Sekuler et al., 2002). Das wird zu einem noch gro¨ßeren Problem, wenn mehrere Reize ihren
jeweils korrespondierenden Reizen zugeordnet werden mu¨ssen. Das Korrespondenzproblem
tritt im selektiven Rezeptorfeld auf, das fu¨r die Detektion der Bewegungsrichtung zusta¨ndig
ist (Sekuler et al., 2002; Goldstein, 2002). Um dieses Problem zumindest einzuda¨mmen,
zieht das visuelle System Wissen u¨ber die natu¨rliche Welt heran (Sekuler et al., 2002). Un-
ser visuelles System versucht die Korrespondenz bei mehreren gleichartigen Objekten, die
sich bewegen, durch globale Annahmen zu erreichen (Sekuler et al., 2002; Goldstein, 2002).
Dazu existieren drei prima¨re globale Annahmen (Sekuler et al., 2002):
 das Na¨chster-Nachbar-Prinzip,
 das Weichheitsprinzip und
 das Elementintegrita¨tsprinzip.
Das Na¨chster-Nachbar-Prinzip, besagt, dass die Reize denjenigen Reizen zugeordnet wer-
den, die ihnen am na¨chsten stehen (Sekuler et al., 2002). Das Weichheitsprinzip la¨sst das
visuelle System weiche Bewegungen gegenu¨ber harten Bewegungsa¨nderungen bevorzugen
(Sekuler et al., 2002). Dies liegt daran, dass in der Natur vorwiegend weiche Oberfla¨chen
auftreten und demzufolge die mit diesen Oberfla¨chen entstehenden Bewegungen weicher
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Abbildung 1.2: Feldausschnittsproblem (nach: Sekuler et al., 2002, S. 152)
Natur sein mu¨ssten (Sekuler et al., 2002). Das Elementintegrita¨tsprinzip la¨sst das visuelle
System davon ausgehen, dass Bestandteile von Gegensta¨nden und Oberfla¨chen nicht von ei-
nem auf den anderen Moment entstehen oder verschwinden, weil dies in der wirklichen Welt
nur sehr selten passiert (Sekuler et al., 2002).
Hierbei gibt es unterschiedliche Ansichten daru¨ber, wie stark die Gleichfo¨rmigkeit der
Stimuli hilft, das Problem der Korrespondenz zu lo¨sen, oder ob andere Hinweise dafu¨r ge-
nutzt werden (Sekuler et al., 2002). Die Auflo¨sung des Korrespondenzproblems kann durch
Prinzipien der Gestalttheorie beziehungsweise der von der Gestalttheorie angenommenen
Faktoren vorhergesagt werden (Sekuler et al., 2002). Die Mechanismen der Wahrnehmung
sind in der Lage, verschiedene lokale Reize zu integrieren und dabei die mo¨glichen Schlu¨sse
u¨ber die wahrgenommene Welt zu ziehen (Sekuler et al., 2002)
Das Feldausschnittsproblem (engl. aperture problem) tritt dadurch auf, das die die Be-
wegung wahrnehmenden Neuronen nur einen bestimmten Ausschnitt eines ganzheitlichen
Objektes zeigen (Sekuler et al., 2002; Goldstein, 2002). Wenn sich nun das Bild eines Ob-
jektes, das gro¨ßer ist als der Ausschnitt, u¨ber die Netzhaut bewegt, kann der einzelne Sensor
nicht mehr die exakte Bewegungsrichtung des gesamten Objektes bestimmen (Sekuler et al.,
2002; Goldstein, 2002). Das einzelne Neuron ist nur in der Lage, eine Bewegungsrichtung
zu detektieren und verschiedene Bewegungsrichtungen fu¨hren somit zur gleichen Reizung
des Neurons. Abbildung 1.2 zeigt einen Balken, der sich in drei verschiedenen Bewegungs-
richtungen durch das rezeptive Feld eines Neurons bewegt. Das rezeptive Feld wird dabei
als Kreis dargestellt. Alle drei Bewegungsformen fu¨hren dazu, dass das Neuron eine waa-
gerechte Bewegung wahrnimmt, obwohl die Richtungen unterschiedlich sind (Sekuler et al.,
2002). Das visuelle System lo¨st die dadurch entstehenden Mehrdeutigkeiten durch die In-
tegration von verschiedenen Neuronen auf (Sekuler et al., 2002). Nachdem die Bewegungs-
richtung eines Reizes vom visuellen System bestimmt wurde, wird diese Bewegungsrichtung
mit Objekten verknu¨pft, um eine ganzheitliche Bewegungswahrnehmung zu erreichen (Se-
kuler et al., 2002).
Fu¨r den Menschen ist die Wahrnehmung absoluter Bewegung in der Realita¨t selten, eher
beno¨tigt wird die Wahrnehmung relativer Bewegung (Sekuler et al., 2002). Absolute Bewe-
gungswahrnehmung ist die Erkennung der Bewegung eines isolierten Objektes, die relative
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Bewegungswahrnehmung ist die Wahrnehmung der Bewegung eines Objektes in Relation
zu anderen Objekten. Das die absolute Bewegungswahrnehmung fu¨r den Menschen weni-
ger wichtig ist, spiegelt sich auch in der Tatsache wieder, dass Menschen deutlich besser in
der Erkennung relativer Bewegung als in der Erkennung absoluter Bewegung sind, und dass
auch die Genauigkeit der Bewegungserkennung bei relativer Bewegung ho¨her ist (Sekuler
et al., 2002).
Daneben gibt es viele weitere Fragen zur Wahrnehmung, zum Beispiel bezu¨glich der Ver-
meidung von Kollisionen und A¨hnlichem. Der Rahmen dieser Dissertation bietet jedoch
nicht den notwendigen Raum zur Beantwortung aller Fragen, sondern muss an dieser Stelle
einschra¨nken. Die Erforschung der Frage, ob und wie Animation fu¨r die Softwarevisualisie-
rung von Nutzen ist, bildet hier den Ausschnitt, den diese Arbeit zeigen mo¨chte. Tiefergehen-
de Forschung zu diesem Gebiet ist im Bereich der Kognitionswissenschaften anzusiedeln.
In der Erforschung der Bewegungswahrnehmung werden diverse Techniken genutzt, um
spezifische Reize zu setzen, die jeweils mit Vor- und Nachteilen behaftet sind. Sekuler et al.
(2002) bieten eine Vorstellung verschiedener derartiger Techniken hierfu¨r an. Fu¨r die Zwecke
der Softwarevisualisierung sind solche Experimente aber nicht in einer solchen Detailtiefe
erforderlich. Ein Grund dafu¨r ist, dass die Softwarevisualisierung mit komplexeren simulier-
ten Objekten, wie zum Beispiel 3D-Kugeln, die sich durch einen simulierten Raum bewegen,
agiert. Allgemein hilft Computeranimation aber der Erforschung von Bewegungswahrneh-
mung durch immer realistischere Simulation der Umwelt beziehungsweise der natu¨rlichen
Reize (Sekuler et al., 2002).
Durch den Fokus der Arbeit wird auch die simulierte Eigenbewegung des Betrachters nur
am Rande betrachtet. Dies ist als Beschra¨nkung notwendig, la¨sst aber die Mo¨glichkeiten, die
Vorteile einer durch den Nutzer initiierten oder vordefinierten Bewegung zu ergru¨nden, au-
ßen vor. Die Forschung im Bereich der Bewegungswahrnehmung zeigt, dass solche Vorteile
mo¨glich sind, zum Beispiel, da die Eigenbewegung eine mo¨gliche Informationsgewinnungs-
art fu¨r Eigenschaften beobachteter Objekte darstellt (Sekuler et al., 2002).
Die Forschung im Rahmen der Kognitionswissenschaften liefert weitere Erkenntnisse,
welche auch fu¨r die Animationen im Rahmen der Softwarevisualisierung Implikationen lie-
fern. Im Bereich der Erforschung der Bewegungswahrnehmung sind sehr kleinteilige Ex-
perimente vorhanden, die verschiedene Fa¨higkeiten und Beschra¨nkungen aufzeigen ko¨nnen
(Sekuler et al., 2002). So konnte gezeigt werden, dass sich ein einzelnes bewegtes Objekt um
mindestens eine Bogenminute und mindestens 35 ms lang bewegt haben muss, um als be-
wegt wahrgenommen werden zu ko¨nnen (Tayama, 2000; Sekuler et al., 2002). Experimente
konnten auch zeigen, dass Menschen die Bahn eines sich bewegenden Objektes verfolgen
ko¨nnen, auch wenn es von diversen (durchaus mehreren Hundert) sich zufa¨llig bewegenden
Punkten umgeben ist (Sekuler et al., 2002). Das bei der Verfolgung von Objekten generierte
Bewegungssignal war dabei auch unbeeinflusst von verschiedenen Verdeckungen (Sekuler
et al., 2002). Dies ist fu¨r die Softwarevisualisierung von Bedeutung, da so die Mo¨glichkeit
entsteht, durch ein Repra¨sentationsobjekt Vorga¨nge darzustellen. Auf die verschiedenen Ani-
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mationsarten wird in Abschnitt 2.4 na¨her eingegangen. Fu¨r die Erkla¨rung dieser Befunde be-
schreiben Sekuler et al. (2002) ein Modell von Grzywacz et al. (1995). Dieses Modell besagt,
dass die Wahrnehmung Bewegung in einer glatten Bahn gegenu¨ber unregelma¨ßigen, sich ab-
rupt a¨ndernden Bewegungen bevorzugen wird (Sekuler et al., 2002). Das Modell zeigt damit
auch, dass die Bewegungswahrnehmung mit Prinzipien der Gestalttheorie beschrieben wer-
den kann, in diesem Fall zum Beispiel dem Faktor der gestaltgerechten Linienfortsetzung.
Ein weiterer Befund aus verschiedenen Experimenten war, dass wenn Teilnehmer in der
Lage waren, Bewegung wahrzunehmen, sie auch die Richtung bestimmen konnten (Sekuler
et al., 2002). Dies ko¨nnte fu¨r den Bereich der animierten Softwarevisualisierung Mo¨glich-
keiten ero¨ffnen, die Richtungsinformationen zur Informationsvermittlung zu nutzen. Hierbei
ist zu beachten, dass Experimente gezeigt haben, dass zwar die Erkennung von Bewegung
in allen Richtungen gleich sensitiv ist, die Bestimmung aber anisotrop (Sekuler et al., 2002).
Das heißt, die Erkennung der Richtung ist nicht in allen Richtungen gleich, sondern in den
Hauptrichtungen, also oben, unten, rechts und links am sensibelsten (Sekuler et al., 2002).
Diese Sensitivita¨t kann zum Beispiel im Rahmen von dekorierenden Animationen zur Grup-
pierung genutzt werden (siehe Abschnitt 2.4).
Sekuler et al. (2002) zeigen auch fu¨r mehrere Elemente auf, dass die Bewegungen in der
Lage sind, fu¨r Gruppierungen zu sorgen. Auf diese Mo¨glichkeiten wurde bereits eingegan-
gen. Sekuler et al. (2002) stellen durch den Verweis auf Experimente, zum Beispiel das von
Williams und Sekuler (1984), quantitative Erkenntnisse dar, die darauf hindeuten, dass die
wahrgenommenen Signale integriert und zu einem großen Ganzen verschmolzen werden.
Bei Softwarevisualisierungen sollte dieser Effekt beachtet werden. Die automatische ,,Mit-
telwertberechnung“ des menschlichen visuellen Systems kann bei vielen sich bewegenden
Punkten ein wichtiger Einstiegspunkt fu¨r die Mustererkennung in Visualisierungen sein, ge-
nausogut ko¨nnen aber kleinere Abweichungen, die wichtig sein ko¨nnten, im großen Meer
der Sinnesreize untergehen.
Sekuler et al. (2002) stellen auch Experimente vor, die zeigen, dass die wahrgenommene
Geschwindigkeit sehr leicht beeinflusst werden kann. So erscheinen zum Beispiel Objekte
in der Peripherie langsamer als auf der Fovea abgebildete Objekte (Sekuler et al., 2002).
Auch Luminanz kann Unterschiede bei der Geschwindigkeitsbestimmung hervorrufen (Se-
kuler et al., 2002). Zudem verlangsamt auch das sta¨bchenbasierte Sehen die wahrgenommene
Geschwindigkeit von Objekten. Nachts und bei nur geringer Beleuchtung werden Geschwin-
digkeiten anders eingescha¨tzt (Sekuler et al., 2002). Diese Erkenntnisse legen dar, dass die
Bestimmung von Bewegungsgeschwindigkeiten sehr stark beeinflussbar ist. Das hat Impli-
kationen fu¨r die Animation im Rahmen der Softwarevisualisierung in der Form, dass eine
sinnvolle Verwendung fu¨r die Darstellung von Metriken, die lineare Skalen nutzen, nicht
sinnvoll erscheint.
Es kann konstatiert werden, dass fu¨r den Bereich der Softwarevisualisierung die Erkennt-
nis der extern zu beobachtenden Fa¨higkeiten notwendig und wichtig ist. Die Forschung in
den spezifischeren Bereichen ist notwendig, um weitere Hinweise fu¨r die Forschung im Rah-
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men der Softwarevisualisierung und der Animation geben zu ko¨nnen. Zusammenfassend
kann gesagt werden, dass die Bewegungswahrnehmung durch eine enge Verknu¨pfung von
endogenen und exogenen Parametern gepra¨gt ist (Sekuler et al., 2002). Unklar ist immer
noch, wie diese Parameter gewichtet werden (Sekuler et al., 2002). Exogene Parameter sind
hierbei die Attribute der Stimuli (Sekuler et al., 2002). Endogene Parameter sind Erwartung,
Erinnerung, Lernen und Aufmerksamkeit (Sekuler et al., 2002).
1.2.2 Aufmerksamkeit
Aufmerksamkeit sorgt dafu¨r, dass fu¨r eine Aufgabe relevante Reize bevorzugt und ande-
re Reize nicht oder nur nachrangig verarbeitet werden (Goldstein, 2002; Luck und Vecera,
2002; Mu¨ller und Krummenacher, 2006). Der Begriff ,,Aufmerksamkeit“ kann entweder
als Prozess oder als Beschreibung eines Pha¨nomens verstanden werden (Luck und Vecera,
2002). Die Aufmerksamkeit dient zur Selektion der wahrgenommenen Reize und stellt nur
eine Teilmenge dieser u¨bergeordneten kognitiven Funktionen zur Verfu¨gung (Mu¨ller und
Krummenacher, 2006; Hagendorf et al., 2011).
Umstritten ist die Frage, wann die Entscheidung fa¨llt, welcher Reiz an die u¨bergeordneten
Prozesse weitergegeben wird. Mu¨ller und Krummenacher (2006) beschreiben diesbezu¨glich
drei verschiedene Theorien:
 die Filtertheorie,
 die Attenuationstheorie und
 die Theorie der spa¨ten Selektion.
Diese Theorien unterscheiden sich vor allem darin, ob die Selektion der Information fru¨h,
spa¨t oder zu unterschiedlichen Zeitpunkten geschieht (Mu¨ller und Krummenacher, 2006).
Die Filtertheorie geht von einer fru¨hen Selektion aus (Mu¨ller und Krummenacher, 2006).
Wenn mehrere Reize in einen sensorischen Speicher gelangen, wird nur einer der Reize
zu ho¨heren kognitiven Funktionen weitergeleitet (Mu¨ller und Krummenacher, 2006). Der
andere Reiz wird zwar voru¨bergehend noch vorgehalten, gelangt aber nur wenn er in der
Vorhaltezeit beno¨tigt wird weiter zu den ho¨heren kognitiven Funktionen (Mu¨ller und Krum-
menacher, 2006). Es ist somit Aufgabe des Filters, das nachfolgende Verarbeitungssystem
vor einer U¨berbelastung seiner Kapazita¨t zu schu¨tzen (Mu¨ller und Krummenacher, 2006).
Bei der Filtertheorie ko¨nnen nur Reize verarbeitet und semantisch analysiert werden, die
durch den Filter gelangt sind (Mu¨ller und Krummenacher, 2006). Die Annahme, dass ein
begrenzter Kanal vorhanden ist, also ein ho¨heres Verarbeitungssystem mit eingeschra¨nkter
Kapazita¨t existiert, wird von einigen Forschern kritisch gesehen (Luck und Vecera, 2002).
Nur bei einer Ressource herrscht weitestgehend Einigkeit daru¨ber, dass ihre Kapazita¨t be-
grenzt ist. Diese Ressource ist das Arbeitsgeda¨chtnis (Luck und Vecera, 2002). Der Be-
griff des Arbeitsgeda¨chtnisses als Ablo¨sung des Kurzzeitgeda¨chtnisses geht laut Hagendorf
(2006) und Luck und Vecera (2002) auf die Arbeit von Baddeley zuru¨ck. Das Modell des
Arbeitsgeda¨chtnisses von Baddeley besagt, dass einige wenige Pufferspeicher innerhalb des
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Arbeitsgeda¨chtnisses existieren, die nur eine sehr begrenzte Kapazita¨t haben (Hagendorf,
2006; Luck und Vecera, 2002). Hagendorf (2006) und Luck und Vecera (2002) gehen von
etwa drei bis vier Speichereinheiten pro Pufferspeicher aus. Das urspru¨ngliche Modell von
Baddeley verfu¨gt u¨ber drei solche Speicher, einen visuell-ra¨umlichen, einen episodischen
und ein phonologischen (Hagendorf, 2006).
Die Attenuationstheorie geht nicht von einer strikten Ja-Oder-Nein-Selektion aus (Mu¨ller
und Krummenacher, 2006). In der Attenuationstheorie besitzt der Filter die Mo¨glichkeit,
nichtbeachtete Informationen graduell passieren zu lassen (Mu¨ller und Krummenacher,
2006). Der Punkt der Selektion ist bei dieser Theorie grundsa¨tzlich flexibel, tendenziell aber
eher in einer fru¨hen Verarbeitungsstufe angesiedelt (Mu¨ller und Krummenacher, 2006).
Die Theorie der spa¨ten Selektion geht davon aus, dass zuna¨chst alle Reize semantisch
verarbeitet werden (Mu¨ller und Krummenacher, 2006). Nur die Weiterverarbeitung in nach
der semantischen Analyse angesiedelten kognitiven Funktionen, wie der Speicherung im
Geda¨chtnis, entfa¨llt fu¨r die Reize, auf die die Aufmerksamkeit nicht gerichtet ist (Mu¨ller
und Krummenacher, 2006).
Zusa¨tzlich zu der Frage, wann die Entscheidung zur Selektion bestimmter Reize fa¨llt, ist
auch die Frage nach der Verteilungsmo¨glichkeit der Aufmerksamkeit umstritten (Hagendorf
et al., 2011; Luck und Vecera, 2002). Hagendorf et al. (2011) nennt hier zwei Modelle, die
Alles-oder-Nichts-Verteilung und die graduelle Verteilung. Das erste Modell geht davon aus,
dass keine gleichzeitige Bearbeitung mo¨glich ist, sondern nur zwischen Aufgaben gewech-
selt werden kann (Hagendorf et al., 2011). Das zweite Modell geht davon aus, dass Kapazita¨t
verteilt werden kann (Hagendorf et al., 2011). Da aber in jedem Fall nur eine begrenzte Ka-
pazita¨t der Aufmerksamkeit zur Verfu¨gung steht, fu¨hrt eine Verteilung der Aufmerksamkeit
zu einer schlechteren Leistung in jedem Bereich, auf den die Aufmerksamkeit verteilt wird
(Hagendorf et al., 2011). Das Modell der graduellen Verteilung wird kritisch gesehen, da em-
pirisch schwer u¨berpru¨fbar ist, ob die Aufgaben wirklich zur gleichen Zeit ablaufen (Hagen-
dorf et al., 2011). Fest steht aber, das bei mehreren Aufgaben zur gleichen Zeit die Leistung
zur Erfu¨llung der Aufgaben nachla¨sst (Hagendorf et al., 2011; Luck und Vecera, 2002). Wei-
tere Diskussionen werden daru¨ber gefu¨hrt, ob es einen oder mehrere Kana¨le zur Verteilung
der Aufmerksamkeit gibt (Hagendorf et al., 2011; Luck und Vecera, 2002). Untersuchungen
zeigten, dass einander a¨hnliche Aufgaben sich gegenseitig mehr sto¨ren als unterschiedliche
Arten von Aufgaben (Hagendorf et al., 2011; Luck und Vecera, 2002).
Neben den Diskussionen in diesem Bereich besteht auch die Frage, worauf Aufmerk-
samkeit gerichtet sein kann. Auch hier wurden verschiedene Mo¨glichkeiten vorgeschlagen.




Bei der Theorie der ortsbasierten Aufmerksamkeit wird davon ausgegangen, dass die Auf-
merksamkeit a¨hnlich wie ein Lichtkegel auf einen Ort hin gerichtet ist (Mu¨ller und Krum-
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menacher, 2006). Die Vertreter der Theorie gehen davon aus, dass dieser Kegel je nach Fokus
enger oder weiter sein kann (Mu¨ller und Krummenacher, 2006). Bei einem weiter gewa¨hlten
Kegel ist die zur Verfu¨gung stehende Aufmerksamkeit auf einen Punkt innerhalb des Kegels
entsprechend geringer (Mu¨ller und Krummenacher, 2006).
Die zweite Theorie geht davon aus, dass die Aufmerksamkeit sich nicht auf einen be-
stimmten Bereich, sondern vielmehr auf ein bestimmtes Objekt richtet (Mu¨ller und Krum-
menacher, 2006). Diese Theorie geht auf Befunde mit mehreren Objekten zuru¨ck. Die Pro-
banden konnten mehrere Merkmale mit weniger Fehlern beschreiben, wenn die Merkmale
zusammen auf einem Objekt waren und nicht verteilt auf mehrere Objekte am gleichen Ort
(Mu¨ller und Krummenacher, 2006)
Die dritte Theorie geht davon aus, dass die Aufmerksamkeit auf verschiedene Merkmals-
dimensionen gerichtet wird (Mu¨ller und Krummenacher, 2006). Beispiele fu¨r solche Merk-
malsdimensionen sind die Farbe oder die Form. Die Untersuchungen der visuellen Suche
sind der Grund fu¨r diese dritte Theorie (Mu¨ller und Krummenacher, 2006). Untersuchun-
gen zur visuellen Suche pra¨sentieren dem Probanden meist entweder einen oder keinen
Zielreiz und zusa¨tzliche ablenkende Reize, sogenannte Distraktionsreize (Mu¨ller und Krum-
menacher, 2006; Luck und Vecera, 2002). Der Proband muss dann u¨ber das Dru¨cken eines
von zwei Kno¨pfen entscheiden, ob der Zielreiz vorhanden ist oder nicht, hierbei wird seine
Reaktionszeit gemessen (Mu¨ller und Krummenacher, 2006; Luck und Vecera, 2002). Bei be-
stimmten Konstellationen ist die Reaktionszeit des Probanden sehr kurz, bei anderen deutlich
la¨nger (Mu¨ller und Krummenacher, 2006; Luck und Vecera, 2002). Hierbei tritt das Pha¨no-
men auf, dass, wenn sich der Zielreiz durch ein einzigartiges Merkmal von den Distrakti-
onsreizen unterscheidet, die Suche sehr schnell ist (Mu¨ller und Krummenacher, 2006). Die
Suche ist dann auch unabha¨ngig von der Anzahl der Distraktionsreize (Mu¨ller und Krum-
menacher, 2006). Wenn allerdings nach einer Kombination von Merkmalen gesucht werden
muss, um den Zielreiz zu finden, zum Beispiel der Reiz, der sich in Form und Farbe von den
anderen unterscheidet, wa¨hrend sowohl die jeweils nicht gesuchte Form und Farbe bei den
Zielreizen auftritt, ist die Reaktionszeit der Probanden von der Anzahl abha¨ngig und steigt
mit zunehmender Zahl der Distraktionsreize (Mu¨ller und Krummenacher, 2006). Begrifflich
wird hier zwischen paralleler Suche und serieller Suche unterschieden (Luck und Vecera,
2002). Die parallele Suche wird bei der ersten geschilderten Situation durchgefu¨hrt und ist
sehr schnell. Die serielle Suche tritt in der zweiten Situation zu Tage und ist eher langsam.
Verschiedene Theorien versuchen dieses Pha¨nomen zu erkla¨ren, dazu geho¨ren die Merk-
malsintegrationstheorie und das Modell der gesteuerten Suche (Mu¨ller und Krummenacher,
2006).
Bei der Ausrichtung der Aufmerksamkeit existieren zwei Mechanismen: der exogene und
der endogene Mechanismus (Hagendorf et al., 2011). Die exogene Aufmerksamkeitsaus-
richtung geschieht weitgehend automatisch, sie ist durch eine kurze Reaktionszeit und eine
nur voru¨bergehende Dauer gekennzeichnet (Hagendorf et al., 2011). Exogene Aufmerksam-
keitsausrichtung geschieht immer dann, wenn ein Hinweisreiz von außen einwirkt und die
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Aufmerksamkeit auf sich zieht (Hagendorf et al., 2011). Bewegung ist hierbei ein guter exo-
gener Reiz (Goldstein, 2002). Als Beispiel kann das Aufleuchten der Bremslichter des Vor-
dermanns gesehen werden. Auch wenn dieses Aufleuchten nur in der Peripherie zu sehen
ist, wird dennoch die Aufmerksamkeit sehr schnell auf diesen Reiz gelenkt. Die endogene
Aufmerksamkeitsausrichtung geschieht im Gegensatz dazu willentlich, ist durch eine lange
Latenz gepra¨gt, und die Aktivierung ist im Gegensatz zur exogenen Aufmerksamkeitsaus-
richtung langanhaltend. Endogene Aufmerksamkeit tritt dann auf, wenn man die Aufmerk-
samkeit bewusst auf etwas richtet. Fu¨r die Zwecke von Animationen in Softwarevisualisie-
rungen ist es deshalb wichtig, die exogene Sta¨rke von Animationsreizen zu beachten. Das
ein plo¨tzlicher Bewegungsreiz die Aufmerksamkeit komplett auf sich ziehen kann, ist ein
nicht in jedem Fall gewu¨nschter Faktor.
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2 Szenendarstellung in X3D und X3DOM
Das Kapitel behandelt die Grundzu¨ge des Layoutings von Graphen und wie diese im Fol-
genden als Szenen in X3D und X3DOM dargestellt werden ko¨nnen. Zu Beginn erfolgt eine
kontextfreie Beschreibung von Graphen und deren Anordnungsvarianten. Diese beginnt mit
der Definition von Graphen und Graphenlayouting im Allgemeinen. Daran schließt sich ei-
ne Beschreibung verschiedener beispielhafter Graphenlayouts an. Grund fu¨r die Darstellung
der Graphentheorie ist, dass X3D und damit auch die abgeleitete Technik X3DOM einen
Szenegraphen verwendet und darstellt.
Es folgt eine Darstellung des X3D-Standards und seiner Vorzu¨ge fu¨r die Verwendung in
generierten Softwarevisualisierungen. X3DOM als abgeleitete Technologie fu¨r das Web wird
im Anschluss daran betrachtet. Diese Technologie stellt eine wichtige Grundlage fu¨r die in
dieser Arbeit verwendete webbasierte Evaluation von nicht nutzerinitiierten Softwarevisua-
lisierungen dar.
Danach richtet sich der Fokus auf Animationen. Hier wird eine Definition des Begrif-
fes der Animation gegeben und die verschiedenen, in Softwarevisualisierungen eingesetzten
Animationen werden dargestellt und klassifiziert. Abschließend folgt eine Beschreibung, wie
Animationen in X3D im Allgemeinen und in X3DOM im Besonderen dargestellt werden
ko¨nnen.
2.1 Graphen und Graphenlayouting
Da in diesem Abschnitt verschiedene Varianten von Graphenlayoutverfahren beschrieben
werden, ist die Definition und Diskussion verschiedener Graphenformen wichtig. Diese Ar-
beit kann keine umfassende Einfu¨hrung in Graphentheorie geben, es sollen aber zumindest
die Grundbegriffe erkla¨rt werden.
2.1.1 Denitionen
,,Ein Graph G ist ein Tupel (V;E), wobei V eine (endliche) nichtleere Menge von
Knoten (engl. vertices) ist. Die Menge E ist eine Teilmenge der zweielementigen
Teilmengen von V , [...].
Die Elemente der Menge E bezeichnet man als Kanten (engl. edges).“ (Steger,
2007)
Ein Graph besteht also aus einer Kantenmenge E(G) und einer Knotenmenge V (G). Kan-
ten sind durch fv;ug repra¨sentiert, sie verbinden die benachbarten oder auch ,,adjazenten“
Knoten v und u .
Im Bereich Visualisierung ist eher der Begriff Knoten als dessen alternative Bezeichnung
Ecke gebra¨uchlich, weshalb er im Folgenden verwendet wird. Ein Graph ist dann vollsta¨ndig,
wenn jeder Knoten mit jedem anderen Knoten durch einen Weg verbunden ist (Matousˇek und
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Nesˇetrˇil, 2007). Dies ist relevant, da einige Layoutalgorithmen nur fu¨r vollsta¨ndige Graphen
geeignet sind.
Ein Weg in einem Graphen ist eine Menge von Knoten, die durch Kanten jeweils unterein-
ander verbunden sind (v0;e1;v1; : : : ;et ;vt) (Matousˇek und Nesˇetrˇil, 2007). Ein Kreis in einem
Graphen ist ein Weg, dessen Startpunkt v0 gleichzeitig sein Endpunkt ist (v0;e1;v1; : : : ;et;v0)
(Matousˇek und Nesˇetrˇil, 2007). Ein Graph ist dann zusammenha¨ngend, wenn fu¨r jede Kom-
bination von Knoten ein Weg zwischen diesen Knoten existiert (Matousˇek und Nesˇetrˇil,
2007). Der Abstand zweier Knoten in einem Graphen ist die La¨nge des ku¨rzesten Weges
zwischen diesen Punkten (Matousˇek und Nesˇetrˇil, 2007).
,,Ein gerichteter Graph oder Digraph (engl. directed graph bzw. digraph) D ist
ein Tupel (V;A), wobei V eine (endliche) Menge von Knoten ist und AV V
eine Menge von gerichteten Kanten (engl. arcs).“ (Steger, 2007)
Softwarestrukturen sind oft gerichtete Graphen. Zum Beispiel besitzen die Relationen Verer-
bung, Aggregation und Komposition eine Richtung. Dadurch entsteht bei der Visualisierung
einer solchen Struktur ein gerichteter Graph.
,,Ein Graph heißt planar, wenn man ihn so zeichnen (man sagt auch: in die Ebene
einbetten) kann, dass sich keine Kanten kreuzen.“ (Steger, 2007)
Diese Definition ist fu¨r einige Graphenlayoutalgorithmen wichtig, da diese versuchen, eben
jenes Kreuzen von Kanten mo¨glichst zu vermeiden. Das Problem der sich kreuzenden Kan-
ten ist auch ein Argument fu¨r die Verwendung der dritten Dimension fu¨r die Darstellung von
Software.
,,Ein Baum (engl. tree) ist ein zusammenha¨ngender, kreisfreier Graph. Ein Wald
(engl. forest) ist ein Graph, dessen Komponenten Ba¨ume sind. Ein Knoten v
eines Baumes mit Grad deg(v) = 1 heißt Blatt (engl. leaf ).“ (Steger, 2007)
,,Ein Wurzelbaum (engl. rooted tree) ist ein Tupel (T;v), wobei T = (V;E) ein
(ungerichteter) Baum ist und v 2 V ein Knoten, den man auch als Wurzel des
Baumes bezeichnet.“ (Steger, 2007)
Ba¨ume sind im Bereich der Software sehr ha¨ufig anzutreffen und damit auch Gegenstand der
Softwarevisualisierung. So entstehen zum Beispiel beim Parsen von Quellcodes abstrakte
Syntaxba¨ume.
,,Ein Graph G = (V;E) heißt zusammenha¨ngend (engl. connected), wenn fu¨r
jedes Paar von Knoten u und v 2V ein u-v-Pfad in G existiert. Andernfalls heißt
der Graph unzusammenha¨ngend (engl. disconnected). “ (Steger, 2007)
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Softwarevisualisierung und Graphenlayouting sind eng miteinander verwoben. Zum Einen
stellt die Softwarevisualisierung eine wichtige, aber nicht die einzige Anwendung von Gra-
phenzeichnen dar (Mutzel und Eades, 2002). Zum Anderen ist Graphenzeichnen eine wich-
tige Art des Darstellens von Software in der Softwarevisualisierung, auch wenn hierfu¨r Al-
ternativen existieren. Eine Umfrage von Koschke (2003) hat ergeben, dass der Großteil der
Softwarevisualisierungen als Graphen dargestellt werden. Bei Koschke (2003) ist hierbei
aber eine nicht trennscharfe Unterscheidung von unterschiedlichen Varianten der Darstellung
anzutreffen, da bei Koschke (2003) zum Beispiel UML-Diagramme, Graphen und Ba¨ume
separate Gruppen bilden, mathematisch aber Graphen darstellen. Es ist hier no¨tig, zwischen
der Datengrundlage und ihrer Abbildung zu trennen. Die allermeisten, wenn nicht alle Da-
tengrundlagen ko¨nnen als Graph aufgefasst werden. So ist Text gegliedert in Buchstaben, die
sich zu Wo¨rtern, Sa¨tzen, Absa¨tzen und so weiter formen und sich hierarchisch auch als Baum
darstellen lassen. Tabellen sind gegliedert in Spalten und Zellen oder Zeilen und Zellen. In
beiden Fa¨llen ist prinzipiell eine Darstellung als Baum mo¨glich. Fraglich ist allerdings, ob
dies sinnvoll ist. Darstellungen hingegen sind nicht immer Graphen im engeren Sinn.
Im Folgenden nun liegt der Fokus auf den Graphen, die sich mit Hilfe von Graphenlay-
outalgorithmen verarbeiten und darstellen lassen. Ziel von Graphenlayouting ist die a¨stheti-
sche Darstellung der Graphen, wofu¨r sich im Laufe der Zeit wichtige allgemeine Kriterien
herausgestellt haben (Mutzel und Eades, 2002). Zum einen ist es essentiell, dass unzusam-
menha¨ngende Knoten nicht kollidieren (Mutzel und Eades, 2002). Zudem sollten Kollisionen
zwischen Kanten und unzusammenha¨ngenden Knoten vermieden werden (Mutzel und Ea-
des, 2002). Meist wird auch versucht, Kantenu¨berschneidungen zu vermeiden (Mutzel und
Eades, 2002). Die weiteren Kriterien sind eine mo¨glichst kleine Fla¨che beziehungsweise ein
mo¨glichst kleiner Raum fu¨r die gelayouteten Graphen und mo¨glichst kurze Kanten (Mutzel
und Eades, 2002).
2.1.2 Taxonomie
Mutzel und Eades (2002) unterscheiden Graphenlayoutalgorithmen anhand verschiedener
Eigenschaften. Eine Unterscheidungsart ist, ob sich die Algorithmen fu¨r allgemeine oder
fu¨r hierarchische Graphen eignen (Mutzel und Eades, 2002). Hierarchische Graphen sind
Graphen, die gerichtet und zyklenfrei sind (Mutzel und Eades, 2002). Gemischte Graphen
sind Graphen, die hierarchische und nicht hierarchische Teile besitzen (Mutzel und Eades,
2002).
Mutzel und Eades (2002) nennen zudem weitere Unterscheidungsmo¨glichkeiten:
 kraftgerichtete Algorithmen,
 orthogonale Methoden, die auf Pla¨ttung von Graphen basieren,
 geschichtete Methoden fu¨r hierarchische Graphen und
 Algorithmen zur Baumdarstellung.
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2.1.3 Kraftgerichtete Layouts
Die grundlegende Idee aller kraftgerichteten Algorithmen ist es, ein physikalisches Modell
des Graphen aufzustellen. Die Kra¨fte zwischen den Entita¨ten werden modelliert und im Ver-
lauf des Algorithmus berechnet, was zu Verschiebungen der Knoten fu¨hrt (Mutzel und Ea-
des, 2002; Hu, 2005). Beispielsweise ko¨nnen die Knoten von Graphen als Ringe betrachtet
werden, die durch Federn miteinander verbunden sind. Das Gebilde wird sich dann in einer
Weise ausrichten, die eine minimale Energie auf die Federn wirken la¨sst. Die Federn werden
versuchen, in die Na¨he ihrer Ruheposition zu kommen (Kobourov, 2012). Der Federalgo-
rithmus von Eades (Kobourov, 2012) ist in Algorithmus 1 beschrieben.
Zur weiteren Verdeutlichung werden zwei der bekanntesten Layoutalgorithmen na¨her be-
schrieben. Der Fruchterman-Reingold-Algorithmus (Fruchterman und Reingold, 1991) und
der Yifan-Hu-Algorithmus (Hu, 2005)
Fruchterman-Reingold-Algorithmus
Der Fruchterman-Reingold-Algorithmus ist eine Modifikation des federbasierten Algorith-
mus von Eades (Fruchterman und Reingold, 1991). Die von Fruchterman und Reingold
(1991) gewu¨nschten a¨sthetische Prinzipien sind
 die Verteilung der Knoten im gegebenen Raum,
 eine minimale Kantenu¨berschneidung,
 mo¨glichst gleiche Kantenla¨ngen,
 die Darstellung der innewohnenden Symmetrie und
 das Passen der Knoten in den gegebenen Raum.
Um diese Ziele zu erreichen, betrachten Fruchterman und Reingold (1991) den Graphen als
physikalisches Modell, in dem die Kra¨fte zwischen den Entita¨ten modelliert werden. Dabei
herrschen zwei Prinzipien: Knoten, die von Kanten verbunden werden, sollen na¨her anein-
ander angeordnet werden und Knoten sollten nicht zu nah aneinander sein (Fruchterman
und Reingold, 1991). Um dieses Ziel zu erreichen, werden zwei Kra¨fte modelliert: absto-
ßende und anziehende Kra¨fte (Fruchterman und Reingold, 1991). Die abstoßenden Kra¨fte
Data : Graph G
Result : Ausgerichteter Graph G
Platziere Knoten zufa¨llig im Raum beziehungsweise in der Fla¨che;
for i = 1 to M do
berechne Kraft, die auf jeden Knoten wirkt;




Algorithmus 1 : Federbasierter Layoutalgorithmus nach Eades (Kobourov, 2012)
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wirken zwischen allen Knoten (Fruchterman und Reingold, 1991). Die anziehenden Kra¨fte
hingegen wirken nur zwischen benachbarten Knoten (Fruchterman und Reingold, 1991).
Die abstoßende Kraft ist dabei umgekehrt proportional zur Distanz zwischen zwei Knoten
(Fruchterman und Reingold, 1991). Die anziehende Kraft ist proportional zum Quadrat der
Distanz (Fruchterman und Reingold, 1991). Die entsprechenden Kra¨fte sind dabei grob der
Physik entlehnt, die starke Kraft sto¨ßt zu nahe beieinanderliegende Knoten ab, die anziehen-
de Kraft entspricht einer Federkraft. Eine Abweichung von der Physik ist, dass die starke
Kraft auch Knoten zueinander zieht, wenn sie zu weit voneinander entfernt sind und die
Federkraft Knoten auch voneinander absto¨ßt (Fruchterman und Reingold, 1991). Fruchter-
man und Reingold (1991) ist diese Abweichung bekannt, aber das Ziel lag auch nicht in der
korrekten Modellierung von physikalischen Kra¨ften sondern in einem geeigneten Layout-
algorithmus. Eine Eigenschaft des Fruchterman-Reingold-Algorithmus ist es, dass Kanten
in der Peripherie des Graphen ku¨rzer werden, als im Zentrum (Hu, 2005). Der Grund fu¨r
die unterschiedliche Kantenla¨ngen ist die starke weitreichende Kraft, die nur schwach mit
zunehmender Distanz abnimmt (Hu, 2005).
Yifan-Hu-Algorithmus
Zielstellung des Yifan-Hu-Algorithmus ist ein effizienter Algorithmus mit hoher Qualita¨t,
der versucht, die Probleme mit lokalen Minima zu u¨berwinden (Hu, 2005). Hu (2005) dis-
kutiert die A¨sthetik von Graphenlayouts. Einigkeit herrscht daru¨ber, dass minimale Kan-
tenkreuzung, gleichverteilte Kanten und Darstellung von Graphensymmetrie wichtige Be-
standteile der A¨sthetik von Graphen sind und damit bei der Erstellung von Graphenlayouts
beru¨cksichtigt werden sollten. Als zwei Probleme mit anderen kraftgerichteten Varianten
fu¨hrt Hu (2005) die Komplexita¨t und die Verwendung von physikalischen Modellen mit
vielen lokalen Minima vor allem fu¨r große Graphen an. Hu (2005) beschreibt als Lo¨sungs-
vorschlag zwei Layoutvarianten, wobei die erste das grundsa¨tzliche Layouting beschreibt.
Die zweite Variante ist ein mehrschichtiger Ansatz, der die Kra¨fte nicht zwischen allen son-
dern nur zwischen Knoten in einer bestimmten Nachbarschaft berechnet (Hu, 2005). Dieser
mehrstufige Ansatz soll lokale Minima vermeiden (Hu, 2005). Hu (2005) verwendet eine
Teilung der Knotenmenge in verschiedene Wu¨rfel. Der erste Wu¨rfel umschließt alle Kno-
ten, dieser Wu¨rfel wird in acht Wu¨rfel geteilt. Diese wiederum werden ebenfalls in jeweils
acht Wu¨rfel geteilt. Der Vorgang wird so lange fortgesetzt bis jeder Wu¨rfel maximal ein
Element entha¨lt. Somit wird eine sogenannte Octree-Datenstruktur aufgebaut. Ein Octree ist
eine Baumstruktur, in der jeder Knoten (bis auf die Bla¨tter) acht weitere Unterknoten besitzt
(Hu, 2005).
Die Grundidee ist nun, bei Berechnung der abstoßenden Kraft Knoten, die in einem Su-
perknoten liegen als einen Knoten zu behandeln, wenn die Knoten weit genug entfernt sind
(Hu, 2005). Dies macht es no¨tig, zu definieren, wann dies fu¨r einen Knoten zutrifft (Hu,
2005). Dafu¨r wird ein Parameter q definiert. Der Knoten liegt weit entfernt, wenn die Breite
des Quaders, in dem der Cluster liegt, im Verha¨ltnis zur Distanz zwischen dem Cluster und
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dem betrachteten Knoten kleiner als q ist (Hu, 2005) q = 1,2 ist hierbei ein guter Kompro-
miss (Hu, 2005). Der Aufbau der Octree-Datenstruktur geschieht im Yifan-Hu-Algorithmus
ausschließlich in der a¨ußeren Schleife (Hu, 2005). Knoten werden sofort nach Berechnung
der Kra¨fte aktualisiert, was dazu fu¨hrt, dass Knoten nicht mehr unbedingt in dem Wu¨rfel
liegen, in dem sie zu Beginn lagen. Hu (2005) postuliert, dass dieser Effekt keine Probleme
in der Praxis verursacht. Die Berechnung der maximalen Anzahl von Octree-Ebenen besteht
aus drei Phasen (Hu, 2005). Die erste Phase ist die Vergro¨berung des Graphen (Hu, 2005).
Die zweite Phase dient zum Layouten des gro¨beren Graphen (Hu, 2005). In der dritten Phase
wird der Graph ausgedehnt und verfeinert (Hu, 2005).
In der Vergro¨berungsphase wird eine Reihe von Graphen erstellt. Jeder Graph soll dabei
die Information beinhalten, wie sein Vorga¨ngergraph gelayoutet werden muss, dabei aber
weniger Knoten und Kanten beinhalten (Hu, 2005). Diese Vergro¨berung wird so lange aus-
gefu¨hrt, bis ein Graph mit nur noch einer kleinen Anzahl von Knoten entsteht (Hu, 2005).
Die Layouts der gro¨beren Graphen werden rekursiv wieder ausgedehnt, hierbei wird auf
jeder Stufe verfeinert (Hu, 2005). Es existieren verschiedene Mo¨glichkeiten einen ungerich-
teten Graphen zu vergro¨bern. Oft genutzt ist die edge collapsing method (EC) (Hu, 2005).
Dabei werden Paare von benachbarten Knoten ausgewa¨hlt und zu einem Knoten zusammen-
gefasst (Hu, 2005). Der Knoten erha¨lt ein Gewicht, welches aus der Summe der Gewichte
der zusammengefassten Knoten besteht (Hu, 2005). Auch die Kanten werden mit Gewichten
versehen (Hu, 2005). Das initiale Kantengewicht wird auf 1 festgelegt (Hu, 2005). Bei der
Vergro¨berung bleiben die Kantengewichte unvera¨ndert, es sei denn, die beiden zusammenge-
fassten Knoten haben den gleichen Nachbarn (Hu, 2005). In diesem Fall bekommt die Kante
die Summe der Kantengewichte der zusammengefassten Kanten als neues Kantengewicht
(Hu, 2005).
Eine weitere Mo¨glichkeit der Vergro¨berung ist maximal independent vertex set (MIVS)
(Hu, 2005). Die unabha¨ngige Menge ist eine Untermenge, in der keine Knoten durch eine
Kante im originalen Graph verbunden sind (Hu, 2005). Maximal sind unabha¨ngige Kno-
tenmengen, wenn das Hinzufu¨gen jedes beliebigen anderen Knotens zur Menge die Un-
abha¨ngigkeit zersto¨ren wu¨rde (Hu, 2005). Die edge collapsing method hat Vorteil, dass sie
meist die besseren Layouts hervorbringt, sie ist aber komplexer zu berechnen, weil die Ver-
gro¨berung nicht so stark ist (Hu, 2005). Hu (2005) schla¨gt deshalb einen hybriden Ansatz
vor.
2.1.4 Andere Layoutvarianten
Bei zirkula¨ren oder radialen Layouts werden konzentrische Kreise dargestellt (Schulz und
Schumann, 2006). Der Wurzelknoten der Hierarchie liegt dabei in der Mitte, Elemente auf
niedrigeren Ebenen werden um den Wurzelknoten herum angeordnet (Schulz und Schu-
mann, 2006). Zirkula¨re Layouts eignen sich fu¨r die Darstellung von Hierarchien, die auch im
Rahmen der Softwarevisualisierung ha¨ufig vorkommen, wie zum Beispiel bei Vererbungs-
oder Aufrufhierarchien. Der Hauptvorteil von zirkula¨ren Layouts ist der automatisch ange-
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passte Raum fu¨r das Layout, der sich mit jeder weiteren Hierarchieebene vergro¨ßert (Schulz
und Schumann, 2006). Ein Beispiel fu¨r ein zirkula¨res Layout im Rahmen der Softwarevisua-
lisierung ist die abstrakte Weltraummetapher von Schilbach (2010).
Eine weitere Mo¨glichkeit fu¨r die Darstellung von Graphen ist die Anordnung in einem
Raster, ein sogenanntes Gridlayout (Schulz und Schumann, 2006). Dies fu¨hrt zu einem kon-
sistentem Bild, das stabil ist, hat aber den Nachteil von mo¨glicherweise sehr langen Kanten
in zweidimensionalen Darstellungen, wenn U¨berschneidungen vermieden werden sollen.
Treemaps sind Darstellungen von Ba¨umen als ineinandergeschachtelte Fla¨chen (Schulz
und Schumann, 2006). Die gro¨ßte Grundfla¨che nimmt dabei der Wurzelknoten der Hier-
archie ein, die Kinder dieses Knotens werden auf dieser Fla¨che angeordnet. Im Rahmen
der Softwarevisualisierung wird ein treemap-Layout beispielsweise von Codecity verwendet
(Wettel und Lanza, 2007; Wettel et al., 2011).
2.2 X3D
Extensible 3D ist ein ISO Standard des Web3D Konsortiums (Web3D Consortium, 2008c).
Der vollsta¨ndige Name des Standards lautet ,,Information technology — Computer graphics
and image processing — Extensible 3D (X3D)“ (Web3D Consortium, 2008c). Im Folgen-
den wird der Standard mit seiner gebra¨uchlicheren Kurzform X3D abgeku¨rzt. X3D ist ein
Softwarestandard fu¨r interaktive 3D-Inhalte und Multimedia mit der Zielstellung ein Aus-
tauschformat fu¨r 3D-Grafik und Multimedia bereitzustellen, das als Nachfolgeformat von
VRML konzipiert ist (Web3D Consortium, 2008c). Eine wichtige Zielstellung des Standards
ist die Unterstu¨tzung einer Reihe von Datenformaten (Web3D Consortium, 2008c). Am ge-
bra¨uchlichsten ist die Verwendung der XML-basierten Darstellung und fu¨r die Zwecke der
Arbeit auch sehr nu¨tzlich, weshalb in dieser Arbeit ausschließlich das X3D-XML-Encoding
genutzt wird. Der Grund dafu¨r ist die weitreichende Unterstu¨tzung von Werkzeugen zur Er-
stellung von XML-Datenformaten, die Standardisierung von XML und die Mo¨glichkeit zur
Generierung von XML.
Der Standard Web3D Consortium (2008c) beschreibt eine Reihe von Mo¨glichkeiten zur
Nutzung von X3D. Als wichtigste Eigenschaft fu¨r die Belange dieser Arbeit sind die Dar-
stellung von dreidimensionaler und zweidimensionaler Grafik und die Mo¨glichkeiten zur
Animation von Objekten anzusehen. Die Animation in X3D kann sowohl statisch hinterlegt
sein, als auch u¨ber den vorhandenen Scripting-Mechanismus mit ECMAScript realisiert wer-
den. Ein weiterer großer Vorteil sind die Mo¨glichkeiten zur Nutzerinteraktion. Im Rahmen
dieser Arbeit werden vor allem die Mo¨glichkeiten zur Navigation genutzt. Es bestehen weite-
re Mo¨glichkeiten zur Nutzerinteraktion mit der Szene, die u¨ber ein reines Navigieren hinaus
gehen. So ist es zum Beispiel mo¨glich, u¨ber ein Klickereignis fu¨r ein Objekt eine Interaktion
durchzufu¨hren. Im spa¨teren Teil wird kurz auf die Mo¨glichkeit eingegangen, dieses Verhalten
mit dem Animationsframework zu verbinden. Ein großer Vorzug des X3D-Standards ist die
Mo¨glichkeit, Templates fu¨r selbstdefinierte Objekte abzulegen, sogenannte Prototypen. Von
dieser Mo¨glichkeit wird im Rahmen des Animationsframeworks reger Gebrauch gemacht, da
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hier fu¨r verschiedene Objekte eine einheitliche Schnittstelle wu¨nschenswert ist. Hierbei ist
auf die Arbeiten zum Rube-Framework hinzuweisen (Hopkins und Fishwick, 2003; Kim und
Fishwick, 2002), die zuerst auf die Vorteile solcher Prototypen fu¨r die Zwecke der Softwa-
revisualisierung hingewiesen haben. Zusa¨tzlich zu den genannten Mo¨glichkeiten sieht der
X3D-Standard noch Mo¨glichkeiten zur Nutzung von Netzwerkverbindungen zum Zugriff
auf andere Szenen und weitere, fu¨r verschiedene Nutzergruppen bestimmte, Komponenten
vor (Web3D Consortium, 2008c).
2.2.1 Prole
Der X3D-Standard beschreibt nur einen leichtgewichtigen Kern. Zusa¨tzlich zu diesem gibt
es verschiedene Komponenten, die Elemente bu¨ndeln. Diese Komponenten vereinen in sich
meistens die fu¨r ein bestimmtes Einsatzgebiet verwendbaren Elemente. Unterschiedliche
Profile bu¨ndeln bestimmte Komponenten, um spezifische Anforderungen zu erfu¨llen. Bei-
spiele fu¨r solche Anwendungen mit speziellen Anforderungen sind medizinische Visualisie-
rungen und computerunterstu¨tztes Design (CAD). Die Hauptprofile, die der X3D-Standard
beschreibt, sind ,,Interchange“, ,,Interactive“, ,,Immersive“ und ,,Full“. Jedes dieser Profile
erweitert das jeweils vorangegangene Profil um weitere Komponenten (Abbildung 2.1).
2.2.2 Typen
Der X3D-Standard (Web3D Consortium, 2008c) definiert verschiedene Typen von Attribut-
Werten. Alle diese Werte stehen in einer Einzel-Variante und einer Array-Variante zur Ver-
fu¨gung. Die Typen, die einen einzelnen Wert eines Typs definieren, besitzen dabei das Pra¨fix
,,SF“; Typen, die mehrere Werte des gleichen Typs in Form eines Arrays definieren, fu¨hren
das Pra¨fix ,,MF“ (Web3D Consortium, 2008c). Tabelle 2.1 zeigt die unterschiedlichen Ty-
Interchange Interactive Immersive Full
Abbildung 2.1: X3D-Profile (in Anlehnung an Web3D Consortium, 2013)
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Singula¨rer Typ Arraytyp Beschreibung
SFBool MFBool Logischer Wert; true oder false
SFColor MFColor Farbwert in RGB; Angabe in jeweils drei Werten
im Bereich 0.0–1.0
SFColorRGBA MFColorRGBA Farbwert im RGB-Farbraum mit zusa¨tzlicher
Angabe des Alpha-Kanals von 0.0 (vollsta¨ndig
transparent) bis 1.0 (keine Transparenz)
SFDouble MFDouble Wert fu¨r Gleitkommazahlen in doppelter Pra¨zision
SFFloat MFFloat Wert fu¨r Gleitkommazahlen in einfacher Pra¨zision
SFImage MFImage Wert zur pixelweisen Angabe von Bildern
SFInt32 MFInt32 Wert fu¨r Ganzzahlen
SFMatrix3d MFMatrix3d Wert fu¨r 33-Matrizen von Gleitkommazahlen
in doppelter Pra¨zision
SFMatrix4d MFMatrix4d Wert fu¨r 44-Matrizen von Gleitkommazahlen
in doppelter Pra¨zision
SFMatrix3f MFMatrix3f Wert fu¨r 33-Matrizen von Gleitkommazahlen
in einfacher Pra¨zision
SFMatrix4f MFMatrix4f Wert fu¨r 44-Matrizen von Gleitkommazahlen
in einfacher Pra¨zision
SFNode MFNode Wert fu¨r X3D-Knoten
SFRotation MFRotation Wert fu¨r eine Rotation in Form eines Vektors,
um den rotiert wird, und die Angabe des Winkels
im Bogenmaß
SFString MFString Wert fu¨r eine Zeichenkette
SFTime MFTime Wert fu¨r Zeit als doppelte Gleitkommazahl
in Sekunden seit dem 1.1.1970
SFVec2d MFVec2d Wert fu¨r einen zweidimensionalen Vektor
von Gleitkommazahlen in doppelter Pra¨zision
SFVec3d MFVec3d Wert fu¨r einen dreidimensionalen Vektor
von Gleitkommazahlen in doppelter Pra¨zision
SFVec4d MFVec4d Wert fu¨r einen dreidimensionalen homogenen
Vektor von Gleitkommazahlen in doppelter
Pra¨zision
SFVec2f MFVec2f Wert fu¨r einen zweidimensionalen Vektor
von Gleitkommazahlen in einfacher Pra¨zision
SFVec3f MFVec3f Wert fu¨r einen dreidimensionalen Vektor
von Gleitkommazahlen in einfacher Pra¨zision
SFVec4f MFVec4f Wert fu¨r einen dreidimensionalen homogenen
Vektor von Gleitkommazahlen in einfacher
Pra¨zision
Tabelle 2.1: Typen von Werten fu¨r X3D Attribute (Web3D Consortium, 2008c)
pen, die der X3D-Standard definiert. Die Umsetzung dieser verschiedenen Attributwerte in
das XML-Encoding kann aufgrund der Tatsache, das XML-Attribute grundsa¨tzlich Strings
sind, nur sehr schwer zur Erstellungszeit des XMLs der Szene u¨berpru¨ft werden. Dazu mu¨ss-
te bei der Erstellung das Parsen der Attribute durch den X3D-Browser nachgestellt und u¨ber-
pru¨ft werden. Bei der Nutzung von ECMAScript zur Erzeugung von Knoten wird zumindest
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vom InstantPlayer des InstantReality-Frameworks (Fraunhofer IGD, 2013c) eine Typu¨ber-
pru¨fung vorgenommen. Bei der ha¨ndischen Erstellung von X3D-Szenen ist an dieser Stelle
aber Vorsicht geboten.
2.2.3 Eignung fur die Softwarevisualisierung
Der X3D-Standard hat viele Eigenschaften, die fu¨r Zwecke der Softwarevisualisierung sehr
vorteilhaft sind. Allen voran steht hier die Mo¨glichkeit, in einer deklarativen Weise drei-
dimensionale Szenen in einem standardisierten Format mit breiter Werkzeugunterstu¨tzung
zu beschreiben. Verschiedene Autoren haben bereits in der Vergangenheit gezeigt, dass X3D
fu¨r Zwecke der Softwarevisualisierung geeignet ist (Anslow et al., 2006a; Hopkins und Fish-
wick, 2003; Kim und Fishwick, 2002).
Trotz dieser vielen Vorteile, ergeben sich bei Nutzung des X3D-Standards auch Nachteile
und Fallstricke. Allen voran ist hier das von McIntosh et al. (2005) beschriebene ,,Browser
Minenfeld“ zu nennen. Der von McIntosh et al. (2005) genutzte Begriff ist gut gewa¨hlt. Das
Problem ist, dass verschiedene X3D-Player entweder nicht plattformunabha¨ngig verfu¨gbar
sind oder aber, dass sie unterschiedliche Bereiche des Standards unterstu¨tzen. Aktuell scheint
kein X3D-Browser zu existieren, der den Standard in Ga¨nze umsetzt. Ein weiteres Pro-
blem an dieser Stelle besteht darin, dass einige Browser Teile des X3D Standards nicht
standardkonform umsetzen. So beschreibt zum Beispiel Da¨hne (2009) das Verhalten beim
Erzeugen von Events in Skriptknoten derart, dass Events erst dann gesendet werden, wenn
das Skript verlassen wird und weist darauf hin, dass dieses Verhalten zwar im Standard
beschrieben wird, aber einige Browser das Verhalten nicht dementsprechend implementie-
ren. Der im Rahmen dieser Arbeit Verwendung findende InstantPlayer des InstantReality-
Frameworks (Fraunhofer IGD, 2013c) kann viele dieser Probleme in den Hintergrund treten
lassen. Er setzt einen Großteil des Standards um, ist plattformunabha¨ngig fu¨r Windows, Li-
nux und MacOS kostenlos erha¨ltlich und hat zudem fu¨r die Entwicklung und Erforschung
von Softwarevisualisierungen weitere Fa¨higkeiten. So ist er in der Lage, mehrere Ausga-
begera¨te anzusprechen, so dass zum Beispiel mehrere Leinwa¨nde umfassende immersive
stereoskopische Szenen angezeigt werden ko¨nnen, sofern die dafu¨r notwendige Hardware
verfu¨gbar ist. Ein weiterer Vorteil des InstantPlayers ist das Vorhandensein eines Webservers,
der es ermo¨glicht, mit Standard-HTTP-GET-Requests verschiedene Elemente der Szene zu
vera¨ndern. Diese Eigenschaft kann zum Beispiel bei der Steuerung innerhalb einer Szene mit
Hilfe einer Tablet-App genutzt werden, die mit der Szene u¨ber das Netzwerk kommuniziert
(Mu¨ller et al., 2014b).
Zusammenfassend kann X3D als gut fu¨r die Zwecke dieser Arbeit geeignet bewertet wer-
den. Der gro¨ßte Vorteil von X3D ist die Mo¨glichkeit, deklarativ Szenen beschreiben zu
ko¨nnen. Es muss nicht genau festgelegt sein, dass ein Knoten sich von einem Punkt zum
anderen bewegt. Auch die Notwendigkeit, die einzelnen Pixel, die dem Nutzer pra¨sentiert
werden mu¨ssen, zu berechnen, entfa¨llt. Vielmehr wird bestimmt, wo sich ein Knoten im
Raum befindet und welche Struktur er hat. Das Rendering ist Aufgabe der darstellenden An-
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wendung, also des X3D-Browsers. Durch die Mo¨glichkeiten der Prototypen ko¨nnen selbst
komplexere Strukturen erstellt und als Repra¨sentation von Entita¨ten des Softwaresystems ge-
nutzt werden. Die Mo¨glichkeit, XML als Tra¨gerformat fu¨r eine X3D-Szene zu nutzen, tra¨gt
deutlich zur einfacheren Erstellung solcher Szenen bei, da fu¨r nahezu alle ga¨ngigen objekt-
orientierten Sprachen Mittel zur Erzeugung von XML vorhanden sind und auch das Eclipe
Modeling Framework XML als Format fu¨r Metamodelle unterstu¨tzt.
2.3 X3DOM
X3DOM stellt eine Technologie dar, die es ermo¨glicht, dreidimensionale Inhalte ohne Ver-
wendung eines Plugins in aktuellen Browser darzustellen (Behr et al., 2009, 2010, 2011).
Diese Fa¨higkeit ist fu¨r die Zwecke der Evaluation von Softwarevisualisierungen sehr dien-
lich, da so Evaluationen in normalen Webbrowsern durchgefu¨hrt werden ko¨nnen. Oft wird
das Rendering von Inhalten im Web meist mit Hilfe von Plugins wie Flash, Silverlight und
anderen gelo¨st (Behr et al., 2009). Dies fu¨hrt dazu, dass zu diesen Technologien Lo¨sun-
gen fu¨r spezifische Probleme der dreidimensionalen Darstellung vorhanden sind (Behr et al.,
2009). Diese Lo¨sungen sind allerdings nicht interoperabel, ko¨nnen also, da plattformspezi-
fisch, nicht einfach auf andere Plattformen u¨bertragen werden (Behr et al., 2009).
X3DOM stellt ein Modell bereit, um X3D-Knoten direkt in das document object model
(DOM) des Browsers zu integrieren (Behr et al., 2009). Das DOM stellt eine Schnittstelle
zur Verfu¨gung, die es ermo¨glicht, Zugriff auf Inhalt, Struktur und Formatierung eines be-
stimmten Inhaltes im Netz zu erlangen (He´garet et al., 2009). Die Schnittstelle ist plattform-
und sprachunabha¨ngig (He´garet et al., 2009). Normative Schnittstellen sind a¨hnlich wie fu¨r
X3D fu¨r Java und ECMAScript vorhanden (ISO und IEC, 2008; He´garet et al., 2009).
Die Idee dahinter ist es, 3D-Inhalten die gleiche Wertigkeit wie zum Beispiel Bildern, Au-
dio, Video, SVG und MathML zukommen zu lassen (Behr et al., 2009). Dieses Ziel bedingt
aber die Integration direkt in das document object model (Behr et al., 2009). X3DOM stellt
keine standardkonforme X3D-Runtime zur Verfu¨gung, da DOM-A¨nderungen und
-Ereignisse die A¨nderungen der Darstellung auslo¨sen nicht Sensoren und A¨hnliches (Behr
et al., 2011). Der Vorteil dieser DOM-Integration ist die Interaktivita¨t des Inhalts, die einfach
geskriptet werden kann (Behr et al., 2011).
Der abstrakte Szenegraph, den die X3D-Spezifikation (Web3D Consortium, 2008c) de-
finiert, fungiert als Basis (Behr et al., 2009). Der Szenegraph ist die Visualisierungsdaten-
struktur fu¨r dreidimensionale Szenen und stellt einen deklarativen Weg dar, um 3D-Szenen
zu beschreiben (Behr et al., 2009). Ein fru¨her Entwurf der HTML5 Spezifikation enthielt
einen Hinweis auf die Mo¨glichkeit zur Verwendung von X3D als Basis fu¨r dreidimensionale
Inhalte im Browser (Behr et al., 2009) X3D-Knoten werden bei Verwendung von X3DOM
als direkte HTML-Knoten in die Seite eingebaut und damit in das DOM geladen (Behr et al.,
2009). Dies wird durch die Tatsache unterstu¨tzt, dass moderne Browser jedes Tag zum DOM
hinzufu¨gen, auch wenn es nicht dem HTML-Standard angeho¨rt (Behr et al., 2010). Der X3D
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Szenegraph kann also direkt in die (X)HTML-Seite eingebunden werden und X3DOM bietet
das dazu passende Rendering- und Ausfu¨hrungsmodell (Behr et al., 2009).
XML3D bietet ein sehr a¨hnliches System, baut aber nicht auf dem X3D Standard auf,
sondern verwendet ein eigenes 3D-Format (Behr et al., 2011).
2.3.1 Architektur
Die Architektur von X3DOM basierten Anwendungen besteht aus drei Elementen (Behr
et al., 2009, 2010):
 dem User Agent als Frontend,
 der X3D-Runtime als Backend und
 dem Connector.
Der User Agent ist zumeist der Webbrowser, der das DOM vorha¨lt und den Zugriff auf
das DOM bereitstellt (Behr et al., 2009, 2010). Die XML-Daten werden also nicht direkt
geparst, sondern X3DOM greift auf das DOM zu (Behr et al., 2009). Weitere Aufgaben des
User Agents innerhalb der X3DOM-Architektur sind die Bereitstellung von Darstellungsrou-
tinen, um die Szene dem Nutzer zu pra¨sentieren und das Vorhalten eines URI-Auflo¨sungs-
mechanismus, der es ermo¨glicht, Teile der Szene bei Bedarf nachzuladen (Behr et al., 2010).
Die letztgenannte Eigenschaft des Frontends ermo¨glicht es, Szenen mit sehr großen Daten-
mengen zu erstellen und sie dem Nutzer im Web zu pra¨sentieren, ohne dass der Nutzer beim
Aufruf der Seite zuna¨chst den vollen Umfang der Szene mit allen Texturen und so weiter
laden muss (Behr et al., 2009). Die X3D-Spezifikation stellt mit Inline-Knoten bereits ei-
ne Mo¨glichkeit zum Nachladen von Szenen zur Verfu¨gung (Behr et al., 2009). Eine neue
Entwicklung auf diesem Gebiet sind die shape resource container (SRC) (Limper et al.,
2014). Diese stellen ein streambares Format fu¨r Mesh-Daten bereit, das auf dem Streamen
von Bina¨rdaten u¨ber XMLHttpRequest (XHR) basiert (Limper et al., 2014). Der Vorteil ist,
dass durch das Streamen der Daten eine Detaillierung des Modells und der Szene erfolgen
kann, bis die Daten komplett geladen wurden (Limper et al., 2014).
Der Backend-Adapter hat direkten Zugriff auf die Rendering-Engine (Behr et al., 2009).
Wa¨hrend die erste Implementierung noch als Browser-Plugin fu¨r Mozilla-Browser verfu¨gbar
war (Behr et al., 2009), ist die aktuelle Umsetzung in Javascript implementiert (Behr et al.,
2010). Die Einbindung erfolgt analog zu anderen Javascript-Bibliotheken mit dem standar-
disierten script-Tag (Behr et al., 2010). Der Backend-Adapter implementiert ein Fallback-
Modell. Je nach Unterstu¨tzung durch den Browserkontext wird eine geeignete Form des Ren-
derings verwendet (Behr et al., 2010). Sollte der Browser X3D nativ unterstu¨tzen, wird ihm
das Rendering der Szene u¨berlassen (Behr et al., 2010). Da aktuell kein Browser eine solche
native Unterstu¨tzung liefert, werden nacheinander verschiedene Alternativen eruiert und bei
Vorhandensein genutzt (Behr et al., 2010). Die im Fallbackmodell im Weiteren abgefragten
verschiedene Rendering-Mo¨glichkeiten sind X3D/Scene-Access-Interface-Plugins, WebGL
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und Flash (Behr et al., 2010). Wenn der Browser WebGL unterstu¨tzt, wird diese Variante
genutzt, wenn nicht existiert noch ein Fallback auf Flash (Behr et al., 2010). Ziel der Ent-
wicklung ist die native Unterstu¨tzung durch den Browser, da sie das beste Renderingergebnis
und die beste Performanz verspricht (Behr et al., 2010). Diese Unterstu¨tzung soll analog zu
der fu¨r SVG und MathML ausgestaltet sein (Behr et al., 2010). Aktuell ist bei X3DOM die
beste Performanz durch WebGL als zusa¨tzlichem Renderingkontext fu¨r das HTML5-Canvas-
Element zu erreichen (Behr et al., 2010). Viele moderne Browser unterstu¨tzen mittlerweile
WebGL und damit auch die Hardwarebeschleunigung fu¨r dreidimensionale Inhalte. WebGL
selbst baut auf OpenGL 2.0 ES auf (Behr et al., 2010). Dieses wurde fu¨r eingebettete und por-
table Systeme entwickelt und bietet einen geringeren Funktionsumfang als OpenGL (Behr
et al., 2010).
Ziel des Connectors ist es, den DOM-Baum im HTML-Dokument (Frontend) mit dem
Szenegraphen der X3D-Szene im Backend synchron zu halten (Behr et al., 2009, 2010).
Dies soll ermo¨glichen, dass der Entwickler mit Hilfe des Javascript-Bindings des DOMs
(He´garet et al., 2009) die X3D-Szene vera¨ndern kann (Behr et al., 2009, 2010). Die X3D-
Szene wiederum kann das DOM aktualisieren (Behr et al., 2009, 2010).
2.3.2 Funktionsumfang und Beschrankungen
X3DOM unterstu¨tzt nur eine Untermenge der X3D-Spezifikation (Behr et al., 2009). Die
beiden wichtigsten Einschra¨nkungen sind das Fehlen der Unterstu¨tzung von Prototypen und
Script-Knoten (Behr et al., 2009). Beide Einschra¨nkungen sind dabei gewollt gewa¨hlt, da
diese Funktionen von der normalen Behandlung des DOM u¨bernommen werden sollen (Behr
et al., 2009). Behr et al. (2009) schlagen ein eigensta¨ndiges X3D-Profil vor, das die Un-
terstu¨tzung der vom X3D-Standard definierten Knotentypen zeigt.
Einige Inkompatibilita¨ten erschweren die Implementierung von X3DOM. So besteht ein
Problem darin, dass das DOM einen Baum, die X3D-Szene aber einen Graphen abbildet
(Behr et al., 2009). Ein Knoten in X3D kann somit mehrere Elternknoten haben, was im
DOM nicht mo¨glich ist. Eine weitere Inkompatibilita¨t ist der unterschiedliche Identifikati-
onsmechanismus (Behr et al., 2009). Das DOM verwendet ein id-Attribut als Identifikator,
X3D hingegen ein DEF-Attribut (Behr et al., 2009). Behr et al. (2009) schlagen deshalb vor,
das id-Attribut auch in den X3D-Standard aufzunehmen.
Ein weiteres Problem besteht darin, das HTML und X3D ein jeweils eigenes Event-Modell
definieren (Behr et al., 2009). Dies ist bedingt durch die sehr unterschiedlichen Anwendungs-
doma¨nen (Behr et al., 2009). Gelo¨st wird diese Inkompatibilita¨t dadurch, dass die Javscript-
Schicht von X3DOM die A¨nderungen des DOM (Einfu¨gen, Lo¨schen A¨ndern von Attribu-
ten) wahrnehmen und direkt mit dem X3D Szenegraphen synchronisieren kann (Behr et al.,
2010). DOM-Ereignisse durchlaufen zwei Phasen (Behr et al., 2011; W3C, 2016). In der
ersten Phase wird das Ereignisobjekt den DOM hinunter bis zum Zielelement gereicht (Behr
et al., 2011; W3C, 2016). In der zweiten Phase, der sogenannten Bubble-Phase, wird das
Ereignis den DOM hinauf gereicht, zu den Handlern, die das Ereignis verarbeiten ko¨nnen
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(Behr et al., 2011; W3C, 2016) Das Ereignis kann dabei in jeder Phase aufgehalten werden,
um die Ereignisverarbeitung zu stoppen (Behr et al., 2011; W3C, 2016).
Behr et al. (2011) beschreiben die grundlegende Architektur von X3DOM fu¨r die Behand-
lung von Szenenaktualisierungen, Animationen und HTML-Ereignisse. Behr et al. (2011)




Navigation bezeichnet dabei die Bewegung der virtuellen Kamera (Behr et al., 2011). Ren-
dering im Web stellt die perspektivische Projektion von 3D-Geometrie auf eine 2D-Fla¨che
dar (Behr et al., 2011). Im Fall von X3DOM ist dies das canvas-Element. Diese Projektion
ist definiert durch die virtuelle Kamera beziehungsweise den Blickwinkel (Behr et al., 2011).
Dafu¨r kommt bei X3DOM der viewpoint-Knoten zum Einsatz (Behr et al., 2011). Der
X3D-Standard definiert die Navigationstypen fly, walk, examine, lookAt, none und any (Behr
et al., 2011). Der Navigationstyp none stellt dabei das Abschalten der inha¨renten Nutzerna-
vigation dar (Behr et al., 2011). Der Entwickler einer Anwendung kann so die Navigation
selbst implementieren (Behr et al., 2011). Bei der Auswahl von any als Navigationstyp steht
dem Nutzer frei, welchen der anderen Navigationstypen er verwenden mo¨chte (Behr et al.,
2011). X3DOM unterstu¨tzt die verschiedenen genannten Navigationstypen und hat mittler-
weile mit dem sogenannten turntable-Mode einen weiteren Navigationstyp implementiert.
Nutzerinitiierte HTML-Ereignisse sind sehr vielgestaltig. Dazu geho¨ren im Webbereich
vor allem die Interaktion des Nutzers mit der Maus. X3DOM unterstu¨tzt die folgenden von







Das click-Event registriert das Herunterdru¨cken und Loslassen der linken Maustaste u¨ber
einem Ziel. Die Bestimmung des Klickzieles in traditioneller Art und Weise ist fu¨r drei-
dimensionale Szenen im Browser zu aufwa¨ndig und performanzzehrend. Deshalb wird die
Szene in einen Puffer gerendert und die Bestimmung des Klickzieles erfolgt dann auf den
2D-Objekten (Behr et al., 2010). Das mousedown- beziehungsweise das mouseup-Ereignis
registriert das Herunterdru¨cken, respektive Loslassen der Maus u¨ber einem Klickziel. Das
mouseover- beziehungsweise mouseout-Ereignis wird erzeugt, wenn die Maus u¨ber ein Ziel
bewegt wird oder wenn sie dieses Ziel wieder verla¨sst. Das mousemove-Event wird erstellt,
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wenn sich die Maus u¨ber dem definierten Ziel bewegt. Zusa¨tzlich unterstu¨tzt X3DOM die
nicht standardisierten Ereignisse keydown, keypress und keyup (Behr et al., 2011). Diese be-
treffen Tastatureingaben und entsprechen den Mausereignissen mousedown, click und mou-
seup. X3DOM unterstu¨tzt diese Ereignisse nur auf dem X3D-Wurzelelement (Behr et al.,
2011). Der Grund dafu¨r ist die Notwendigkeit, dass die Elemente einen Fokus erhalten
(Behr et al., 2011). Da dieses Problem der Fokussierung fu¨r dreidimensionale Objekte erst
noch weiter untersucht werden muss, ist diese Funktionalita¨t noch nicht implementiert (Behr
et al., 2011). Zusa¨tzlich zu den genannten Ereignissen unterstu¨tzt X3DOM auch verschiede-
ne touch events (Behr et al., 2011), auf die hier nicht na¨her eingegangen wird.
Umgebungsereignisse bauen auf HTML-Ereignissen auf, die nicht nutzerinitiiert sind
(Behr et al., 2011). Sie sind deshalb fu¨r die Zwecke dieser Arbeit am interessantesten. Casca-
ding Stylesheets (CSS) bietet mit CSS Animations eine Methode, um zeitbasierte Auslo¨ser
fu¨r Animationen zu erzeugen. Mittlerweile werden CSS Animations von allen verbreite-
ten Browsern unterstu¨tzt (Firefox, Chrome, Safari, Internet Explorer und Edge). Der X3D-
Standard bietet mit Hilfe der Verbindung von TimeSensor-, ROUTE- und Interpolator-
Knoten eine X3D-spezifische Methode fu¨r die Erstellung von Animationen an (Behr et al.,
2011). X3DOM unterstu¨tzt beide Varianten. Beiden gemein ist, dass das A¨ndern des Sze-
negraphen nicht direkt erfolgt (Behr et al., 2011). Sie feuern vielmehr ein Ereignis, indem
sie den CSS-Status aktualisieren (Behr et al., 2011). Das Systemdesign von X3DOM ist
so ausgelegt, dass Animation und automatische Szenena¨nderungen deklarativ definiert wer-
den ko¨nnen (Behr et al., 2011) Follower bieten eine weitere Mo¨glichkeit der Animation
(Behr et al., 2011). Diese sind aber fu¨r die Zwecke dieser Arbeit nicht so geeignet, wie die
Lo¨sung mittels Interpolator-Knoten. Zusa¨tzlich existieren weitere Umgebungsereignisse,
die durch die A¨nderung der Szene ausgelo¨st werden (Behr et al., 2011):
 A¨nderung der Sichtbarkeit,
 Anna¨herung des Nutzers und
 Transformation.
Durch die Integration von X3D in einen vorher nicht bedachten Kontext ergeben sich eini-
ge Einschra¨nkungen, mit denen sich X3DOM befassen muss. Behr et al. (2010) nennen hier
zum Beispiel die Darstellung von Bildern. Diese werden direkt vom Browser beim Laden
umgewandelt. Da somit nicht auf die Rohdaten der Bilder zugegriffen werden kann, wird die
vollsta¨ndige Implementierung des X3D-Beleuchtungsmodells verhindert (Behr et al., 2010).
Beim Einsatz von X3DOM ist auch zu beachten, dass es keine Unterschiede zwischen
dem XHTML-Encoding und dem HTML-Encoding gibt (Behr et al., 2010). In HTML du¨rfen
selbstschließende Tags nur bei Elementen eingesetzt werden, die keine Kinder haben ko¨nnen.
Da jeder X3D-Knoten mindestens ein Kind (Metadata) haben darf, mu¨ssen die Knoten ex-
plizit geschlossen werden, wenn HTML verwendet wird (Behr et al., 2011).
Eine fu¨r den Fokus dieser Arbeit wichtige Herausforderung ist die Ineffizienz von ver-
schiedenen Javascript-Operationen (Behr et al., 2010). Javascript wird vom Browser aktuell
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nur single-threaded ausgefu¨hrt. Damit kann bei aktuellen Rechnern nur ein Prozessorkern
genutzt werden, was die Performanz gegenu¨ber nativen X3D-Browsern zum Teil deutlich
absenkt.
Zu beachten ist des Weiteren, dass X3D und X3DOM keine feste Bildwiederholrate nutzen
(Behr et al., 2011). Fu¨r Updates in X3DOM sollten also nicht die sonst u¨blichen Javascript-
Funktionen setInterval() oder setTimeout() gesetzt werden (Behr et al., 2011). Um
die Probleme zu umgehen, kann auf die tick-Funktion verschiedener X3DOM-Knotentypen
zuru¨ckgegriffen werden.
2.4 Animation
Eine allgemeingu¨ltige Definition fu¨r den Begriff Animation zu finden oder aufzustellen, ge-
staltet sich schwierig. Wells (2011) weist darauf hin, dass viele Experten und Gruppen, die
sich mit Animationen bescha¨ftigen, eine formale Definition des Begriffs Animation ableh-
nen. Entweder sie argumentieren, dass eine Definition die Forschung u¨ber Animationen zu
sehr limitieren wu¨rden, oder sie sind der Meinung, dass eine Definition all der Dinge, die un-
ter dem Begriff ,,Animation“ subsumiert werden, zu weitla¨ufig wa¨re. Der Begriff Animation
leitet sich vom Lateinischen ,,animare“ (etwas beleben, etwas Leben verleihen) ab (Wells,
2011).
Technisch sind Animationen Abfolgen von Bildern (Diehl, 2007). Sie werden aneinander-
gereiht und in schneller Folge dem Betrachter dargestellt. Dadurch entsteht beim Betrach-
ter der Eindruck von Bewegung. Diese Technik ermo¨glicht es, dass fu¨r das Darstellen von
Vorga¨ngen ein intuitives Mittel zur Verfu¨gung steht, weil eine zeitliche Abfolge direkt auf
eine andere zeitliche Abfolge abgebildet werden kann. Diese intuitive Nutzung wird zum
Beispiel auch in der Cinematografie genutzt, wo das Prinzip darauf beruht, Einzelbilder so
schnell aufzunehmen und wieder darzustellen, dass der Benutzer den Eindruck einer Be-
wegung erha¨lt. Die in der Cinematografie typischerweise genutzte Bildrate ist 24 Hz, wo-
bei auch Filme mit ho¨herer Bildrate existieren. Als Beispiel sei hier Der Hobbit von Peter
Jackson mit 48 Bildern pro Sekunde erwa¨hnt. Bei Fernsehern setzt sich aktuell die 100 Hz-
Technik weiter durch.
Fu¨r den Rahmen dieser Arbeit greift aber eine rein technische Definition von Animationen
zu kurz, vielmehr wird eine semantische Definition beno¨tigt. Fu¨r den Zweck der vorliegen-
den Arbeit ist es unerheblich, ob und wie eine Animation technisch verwirklicht wird, da
angestrebt wird, eine deklarative Form der Animationsdefinition zu finden und zu nutzen. Im
Rahmen dieser Arbeit wird deshalb die folgende Definition zum Einsatz kommen:
Eine Animation stellt den interpolierten U¨bergang von einem visuellen Eigen-
schaftswert, den ein zwei- oder dreidimensionales Objekt besitzt, hin zu einem
anderen Eigenschaftswert dar. (Schilbach, 2014)
Unter ,,visuellem Eigenschaftswert“ wird im Rahmen dieser Arbeit ein spezifischer Wert
fu¨r eine der Eigenschaften, die das Aussehen eines Objektes definieren, verstanden (Schil-
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bach, 2014). Ein Objekt ist eine fu¨r den Betrachter sichtbare und von anderen Objekten zu
unterscheidende Darstellung einer Entita¨t oder einer Gruppe (Schilbach, 2014). Das Aus-
sehen von Objekten wird durch Eigenschaften gekennzeichnet (Schilbach, 2014). Solche
Eigenschaften sind zum Beispiel:
 die Ausdehnung in x-, y- und z-Richtung,
 die Position im Raum,
 die Form des Objektes,
 die eventuelle Textur des Objektes,
 die Farbe des Objektes und
 die Transparenz des Objektes.
Wird nun einer dieser Werte mit Hilfe eines Interpolationsverfahrens von einem Zustand
in einen anderen Zustand u¨berfu¨hrt, kann diese U¨berfu¨hrung auch animiert in der visuellen
Repra¨sentation dargestellt werden.
Es kommen hier allerdings noch weitere Eigenschaften zum Tragen, die nicht allein durch
die visuellen Eigenschaften des Objektes selbst definiert werden, sondern durch die Verbin-
dungen, die mit anderen Objekten bestehen. Dazu geho¨ren Inklusionen, zum Beispiel ein
Objekt ist komplett in einem anderen Objekt enthalten, und Verdeckungen. Diese Eigen-
schaften bilden aber abgeleitete Eigenschaften, weil sie nicht direkt definiert, sondern nur
durch die spezifischen Werte anderer Eigenschaften entstehen.
2.4.1 Taxonomien fur Animationen
Ho¨ffler und Leutner (2007) beschreiben eine Differenzierung von Animationen in zwei große
Felder: die dekorierenden und die repra¨sentierenden Animationen. Das Unterscheidungskri-
terium zwischen diesen beiden Arten liegt in der durch die Animation transportierten In-
formation. Wa¨hrend dekorierende Animationen nur den Wert einer zeitlich unabha¨ngigen
Variable in animierter Form darstellen, stellen repra¨sentierende Animationen einen tatsa¨chli-
chen Vorgang dar (Ho¨ffler und Leutner, 2007). Es lassen sich aber nicht alle Animationsarten
in diese beiden Kategorien einordnen. Zum Beispiel stellt die Animation einer Kamerafahrt,
deren Ziel es ist, dem Betrachter schnellstmo¨glich einen U¨berblick u¨ber die einzelnen Ob-
jekte einer Szene zu verschaffen, weder einen realen Vorgang dar, noch ist die Animation
dekorierend.
2.4.2 Dekorierende Animationen
Dekorierende Animationen sind Animationen, die ein oder mehrere visuelle Attribute des
Objektes zyklisch a¨ndern (Ho¨ffler und Leutner, 2007). Ihre Definition verlangt deshalb die
direkte oder indirekte Angabe eines Zyklusintervalls (Schilbach, 2014). Ihr vordergru¨ndi-
ges Ziel ist es, den Blick des Betrachters auf ein bestimmtes Objekt oder auf eine Gruppe
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von Objekten zu richten (Goldstein, 2002). In einem dreidimensionalen Modell, in dem ge-
nau ein Objekt periodisch schwingt, wird der Betrachter dieses Modells seine Konzentration
zumindest vorla¨ufig auf dieses Objekt richten.
Als ein weiteres Ziel der dekorierenden Animation kann die Gruppierung von Objekten
genannt werden (Wertheimer, 1923). Bei einer Menge von Objekten, die in einer Reihe an-
geordnet sind wu¨rde diese Reihung dazu fu¨hren, dass der Betrachter diese Objekte als eine
Gruppe wahrnimmt (Wertheimer, 1923). Drehen sich aber in dieser Reihe die außenstehen-
den Objekte um das zentrale Objekt, so wird dieses als von der Gruppe getrennt oder zumin-
dest als ein spezielles Element der Gruppe wahrgenommen werden (Wertheimer, 1923).
Des Weiteren ko¨nnen die dekorierenden Animationen auch Eigenschaften des animier-
ten Objektes beziehungsweise des vom animierten Objekt dargestellten Objektes vermitteln.
Zum Beispiel ko¨nnte eine in sehr kurzem Zyklus dargestellte Bewegung einer Kugel, die
eine Methode darstellt, als hohe Aufrufha¨ufigkeit dieser Methode interpretiert werden.
Dekorierende Animationen lassen sich anhand von drei Merkmalen einteilen (Schilbach,
2014):
 die Art des vera¨nderten Attributs,
 die A¨nderungsfunktion und
 die Zyklusha¨ufigkeit.
Das Vorhandensein einer A¨nderungsfunktion ist fu¨r eine gleitende Transformation essen-
tiell (Schilbach, 2014). Die A¨nderungsfunktion stellt auch fu¨r Bruchteile der Animations-
zeit die Werte fu¨r die gea¨nderte Attributeigenschaft zur Verfu¨gung (Schilbach, 2014). Der
Startwert der Funktion sollte den aktuellen Wert der zu a¨ndernden Attributeigenschaft dar-
stellen (Schilbach, 2014). Dies ist notwendig, weil es sonst beim Starten der Animation zu
einem Springen des Attributwertes kommt und erst danach die Animation beginnt (Schil-
bach, 2014). Bei sich zyklisch wiederholenden Animationen ist es zudem erforderlich, dass
der gleiche Wert auch am Ende des Definitionsbereiches wieder erreicht wird, da es sonst bei
der Wiederholung ebenfalls zu einem Springen des Attributwertes kommt (Schilbach, 2014).
Meist wird das Minimum oder das Maximum der Funktion als Start- respektive Endwert ge-
nutzt und das Maximum beziehungsweise Minimum der Funktion sollte im Definitionsbe-
reich nur einmal erreicht werden. Diese Einschra¨nkung ist weniger hart als die vorgenannten,
bewirkt aber, dass die A¨nderungsfunktionen kombinierbar und wiederverwendbarer bleiben.
Als Beispiel wa¨re ein sinusfo¨rmiges Pulsieren der Gro¨ße zu nennen (Abbildung 2.2, blaue
Funktion). Man ko¨nnte die A¨nderungsfunktion nun so wa¨hlen, das innerhalb des Defini-
tionsbereiches das Maximum dreimal erreicht wird. Dies wu¨rde aber dazu fu¨hren, dass die
Funktion nur fu¨r diese Animation geeignet ist und fu¨r eine Animation mit einem viermaligen
Pulsieren der Gro¨ße nur umsta¨ndlich genutzt werden kann. Wa¨hlt man aber die Funktion so,
dass nur einmal das Maximum erreicht wird, kann mit geeigneter Wahl der Zyklusha¨ufigkeit
und -dauer eine beliebige Anzahl an Pulsierungsvorga¨ngen dargestellt werden. Eine weitere






Abbildung 2.2: Darstellung von zwei beispielhaften A¨nderungsfunktionen (blau: angepasste
Sinuskurve; rot: lineare Funktion bis 0,5 und angepasste Cosinusfunktion von 0,5 bis 1)
sollte, da sonst ebenfalls wieder Spru¨nge in der Animation auftreten (Schilbach, 2014). Die
A¨nderungsfunktion muss dabei nicht aus nur einer Funktion bestehen, sondern kann auch
durchaus mehrere Funktionen aneinanderreihen, so wa¨re es mo¨glich, fu¨r den ersten Teil der
A¨nderung eine lineare Funktion zu nutzen und fu¨r den zweiten Teil eine Cosinusfunktion
(Abbildung 2.2, rote Funktion).
Als Definitionsbereich fu¨r die A¨nderungsfunktionen in X3D wird meist [0;1] genutzt
(Web3D Consortium, 2008c). Der X3D-Standard sieht diese Werte am fraction changed-
Ereignisslot des Zeitsensors vor (Web3D Consortium, 2008c). Prinzipiell ist der Definiti-
onsbereich aber beliebig. Er ko¨nnte durch Interpolation beliebig verkleinert oder vergro¨ßert
werden. Der Vereinfachung halber wird im Weiteren der Definitionsbereich [0;1] angenom-
men. Das bedeutet, dass eine lineare A¨nderungsfunktion, die zwischen den Werten 1 und
2 eine dekorierende A¨nderung interpolieren soll, bei 0 einen Funktionswert von 1, bei 0,5
einen Funktionswert von 2 und bei 1,0 einen Funktionswert von 1 aufweist. Die Wahl von
0,5 als Punkt des Maximalwertes ist dabei beliebig gewa¨hlt.
Der dritte Parameter einer dekorierenden Animation ist die Zyklusha¨ufigkeit (Schilbach,
2014). Hierbei sind vor allem drei verschiedene Arten zu unterscheiden (Schilbach, 2014):
 einmalig,
 endlich mehrmalig und
 unendlich.
Fu¨r unterschiedliche Arten von darzustellenden Eigenschaften ko¨nnen unterschiedliche Zy-
klusha¨ufigkeiten sinnvoll sein. Fu¨r die Hervorhebung zu einem bestimmten Zeitpunkt er-
scheint es sinnvoll, eine einmalige oder kleine endlich mehrmalige Zyklusha¨ufigkeit zu
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wa¨hlen. Fu¨r die Darstellung eines bestimmten Attributs, zum Beispiel den Wert einer Metrik,
u¨ber die Parameter der dekorierenden A¨nderung, kann auch eine unendliche Zyklusha¨ufig-
keit nu¨tzlich sein.
Im Folgenden sollen verschiedene Arten der dekorierenden Animation verglichen wer-
den. Dabei wird insbesondere Wert auf die mo¨glichen Parameter der einzelnen Animationen
gelegt.
Als unterschiedliche Arten von Attributen ko¨nnen die Lageattribute und die Materialat-
tribute angesehen werden (Schilbach, 2014). Die Lageattribute beschreiben die Lage eines
Objektes im dreidimensionalen Raum, namentlich also die Position in x-, y- und z-Richtung,
sowie die Rotation um die x-, y-, und z-Achse (Schilbach, 2014). Die Bewegung eines Ob-
jektes um die x-Achse wird als Nicken, die Bewegung um die y-Achse als Gieren und die
Bewegung um die z-Achse als Rollen bezeichnet. Visuelle Objekte im dreidimensionalen
Raum besitzen zudem eine Ausdehnung in x-, y- und z-Richtung, deren A¨nderung ebenfalls
als dekorierende Animation genutzt werden kann (Schilbach, 2014). Weitere Attribute sind
die Farbe, die Transparenz und die Leuchteigenschaften eines Objektes (Schilbach, 2014).
Die Form eines Objektes kann zum Zwecke einer dekorierenden Animation vera¨ndert wer-
den, diese Operation ist allerdings technisch aufwendiger, als die A¨nderungen der anderen
genannten Attribute.
In dreidimensionalen Darstellungen sind die Materialattribute am freiesten vera¨nderbar
(Schilbach, 2014). Zu diesen geho¨ren die Attribute:
 reflektierte Farbe,
 emittierte Farbe und
 Transparenz.
Dass diese Attribute am freiesten vera¨nderbar sind, liegt daran, dass sie fu¨r die Anordnung
des visuellen Objektes im dreidimensionalen Raum keine Rolle spielen und deshalb durch
andere Objekte nicht begrenzt werden ko¨nnen (Schilbach, 2014). Einzig bei der Transparenz
ist darauf zu achten, dass eine Transparenz von 0 naturgema¨ß dazu fu¨hrt, dass Objekte, die
sich in diesem Objekt befinden, nicht sichtbar sind. Bei der Farbe gibt es wie in Tabelle 2.1
beschrieben zwei verschiedene Arten der Angabemo¨glichkeiten, die beide auf RGB-Werte
zuru¨ckzufu¨hren sind. Bei der zweiten Mo¨glichkeit wird der Wert durch den zusa¨tzlichen
Wert fu¨r den Alpha-Kanal na¨her spezifiziert. Im Rahmen dieser Arbeit wird der RGB-Wert
ohne Angabe des Alpha-Kanals genutzt, da dieser die Transparenz angibt und dieser Wert
auch eigensta¨ndig a¨nderbar ist.
2.4.3 Reprasentierende Animationen
Repra¨sentierende Animationen stellen zeitliche Abla¨ufe dar (Ho¨ffler und Leutner, 2007). Im
Gegensatz zu dekorierenden Animationen besitzen repra¨sentierende Animationen nur ein
Zyklusintervall, wenn auch der durch sie abgebildete Vorgang einen Zyklus darstellt (Schil-
bach, 2014). Die allermeisten Formen der Animation im Bereich von Filmen sind repra¨sen-
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tierende Animationen, da videografierte Aufnahmen immer einen Vorgang im Zeitablauf dar-
stellen. Im Bereich der Softwarevisualisierung mu¨ssen aufgrund des abstrakten Charakters
des Produkts Software abstrakte Metaphern gefunden werden, um Vorga¨nge darzustellen.
Repra¨sentierende Animationen sind eine Mo¨glichkeit fu¨r eine solche Metapher. Abstrakte
repra¨sentierende Animationen lassen sich in vier unterschiedliche Varianten unterteilen, auf
die im Folgenden na¨her eingegangen werden soll (Schilbach, 2014):
 die nichtzyklische A¨nderungen von Eigenschaften,
 Abfolgen dekorierender Animationen zur Darstellung von Vorga¨ngen,
 die Nutzung eines oder mehrerer separater Objekte als Repra¨sentationsobjekte und
 die zeitlich interpolierte A¨nderung der Struktur.
Nichtzyklische A¨nderungen von Eigenschaften bieten die Mo¨glichkeit, die Vera¨nderung
eines Objektes zu einer bestimmten Zeit darzustellen (Schilbach, 2014). Diese Mo¨glichkeit
bietet sich, wenn ein Mapping von Eigenschaften der darzustellenden Entita¨t auf das darge-
stellte Element erfolgt ist. Ein Beispiel wa¨re es, wenn die Gro¨ße eines geometrischen Objekts
zur Gro¨ße einer Entita¨t korreliert dargestellt wird, etwa wenn die Anzahl der Codezeilen ei-
ner Klasse durch die Gro¨ße der Klasse dargestellt wird. Bei der Darstellung der Historie des
Softwaresystems, das diese Klasse entha¨lt, muss nun auch die etwaige Gro¨ßena¨nderung die-
ser Klasse visualisiert werden. Da innerhalb der Visualisierung und Softwarevisualisierung
meist nur Informationen fu¨r genau einen Zeitpunkt zur Verfu¨gung stehen, ist es erforderlich,
bei der Animation zwischen diesen Punkten einen interpolierten U¨bergang zu schaffen. Eine
lineare Interpolationsfunktion bietet sich in den meisten Fa¨llen an. In bestimmten Ausnah-
mefa¨lle sind aber auch andere Interpolationsfunktionen sinnvoll, da je nach Art des Mappings
unterschiedliche Eigenschaften von Vera¨nderung betroffen sein ko¨nnen. Beim Mapping einer
Eigenschaft der Entita¨t auf den Farbwert kann es sinnvoller sein, nur bestimmte Farbwerte
zu nutzen. Zum Beispiel im Sinne eines Ampelsystems von Gru¨n u¨ber Gelb nach Rot, wobei
die Farbe bis zu den Schwellwerten konstant gehalten wird und erst dann entweder in einem
Sprung auf die vera¨nderte Farbe oder u¨ber eine schnelle Animation dargestellt wird.
Abfolgen dekorierender Animationen sind eine einfache Mo¨glichkeit, Abla¨ufe darzustel-
len (Schilbach, 2014). Sie ko¨nnen die verschiedensten Formen der dekorierenden Animatio-
nen nutzen. Visualisierungstools wie Gource (Caudwell, 2010) nutzen beispielsweise fu¨r ihre
Animationen ein kurzes Anheben der Luminanz beziehungsweise ein Pulsieren eines aktiven
Punktes, das langsam abgesenkt wird. Dies fu¨hrt dazu, dass bei einer Gource-Visualisierung
meist zu jedem Zeitpunkt eine Animation stattfindet, was sicherlich auch zur Beliebtheit des
Tools und der Vielzahl an Videos, die damit erstellt wurden, fu¨hrt. Die Frage, die sich dabei
stellt, ist, ob dies den Nutzer nicht mit unno¨tigen Informationen u¨berfrachtet, so dass nicht
mehr die Einsichten in das Untersuchungsobjekt mo¨glich sind, die bei einer weniger animiert
aufgeladenen Darstellung mo¨glich wa¨ren.
Ein Beispiel fu¨r eine repra¨sentierende Animation unter Zuhilfenahme dekorierender Ani-
mation ist in Abbildung 2.3 zu finden. Im Beispiel wird ein mo¨glicher Eulerweg beschrieben,
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Abbildung 2.3: Ausschnitte aus einer repra¨sentierenden Animation, die mit Hilfe
dekorierender Animationen die Zeichnung des Hauses vom Nikolaus nachvollzieht,
vollsta¨ndiges Video http://www.youtube.com/watch?v=i6Hri4Mru7Y (nach:
Schilbach, 2014)
um das Haus vom Nikolaus zu zeichnen. Dekorierende Animation fu¨r jeden Punkt des Zeich-
nens ist die Erho¨hung der emittierten Farbe auf ein weißes Leuchten. Der gewa¨hlte Zeitraum
fu¨r jede der Animationen ist 1 s. Davon entfallen 0,5 s auf das lineare Anheben der Hellig-
keit bis zum Maximum und 0,5 s fu¨r das Absenken der Helligkeit, bis der Knoten wieder aus-
schließlich Licht reflektiert. Innerhalb der Szene existiert ein vom Nutzer ausgehendes Licht.
Die zweite Mo¨glichkeit zur Darstellung zeitlicher Abfolgen ist die Nutzung eines Re-
pra¨sentationsobjektes (Schilbach, 2014). Das Repra¨sentationsobjekt wird zwischen den Punk-
ten, auf die die Aufmerksamkeit des Nutzers gerichtet sein soll, bewegt (Schilbach, 2014). Es
ist sinnvoll, wenn das Repra¨sentationsobjekt sich gut vom Rest der Szene unterscheidet, um
den exogenen Reiz fu¨r die Aufmerksamkeitssteuerung zu erho¨hen (siehe Abschnitt 1.2.2).
Um die Aufmerksamkeit auf das Repra¨sentationsobjekt zu lenken, erscheint ein hoher Lu-
minanzwert gu¨nstig oder die Mo¨glichkeit, das Repra¨sentationsobjekt als Lichtquelle zu nut-
zen. Der Vorteil hiervon ist, dass der lichtemittierende Knoten auch die umgebenden Knoten
beleuchtet. Dies macht es einfacher, den Repra¨sentationsknoten mit Hilfe der parallelen Su-
che zu finden, so dass nicht die langsamere serielle Suche genutzt werden muss (Mu¨ller und
Krummenacher, 2006).
Ein Beispiel fu¨r eine repra¨sentierende Animation unter Zuhilfenahme eines Repra¨senta-
tionsobjektes ist in Abbildung 2.4 zu finden. Der dargestellte Vorgang verha¨lt sich analog
zu Abbildung 2.3. In Abbildung 2.4 erfolgt die Repra¨sentation des Zeichenwegs durch eine
leuchtende rote Kugel, die sich immer innerhalb des Zeitraums von 1 s von einem Knoten
zum na¨chsten bewegt.
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Abbildung 2.4: Ausschnitte aus einer Animation, die mit Hilfe eines
Repra¨sentationsobjektes die Zeichnung des Hauses vom Nikolaus nachvollzieht,
vollsta¨ndiges Video http://www.youtube.com/watch?v=54qnVCQdi2Q (nach:
Schilbach, 2014)
Beide Animationsarten sind unabha¨ngig voneinander einsetzbar, es sind aber auch kom-
binierte Variante mo¨glich (Schilbach, 2014). Abbildung 2.5 zeigt Ausschnitte aus einer Ani-
mation, die beide Varianten nutzt und die Animationen aus den Abbildungen 2.3 und 2.4
kombiniert. Aufgrund der sich durch die Unterschiede versta¨rkenden Reize erscheint die
kombinierte Variante effektiver als eine der beiden Einzelvarianten. Die Kombination ist in
den Bereichen mo¨glich, wo nicht durch die unterschiedlichen Repra¨sentationsarten unter-
schiedliche Betrachtungsgegensta¨nde repra¨sentiert werden sollen. An dieser Stelle fehlen
aber noch Untersuchungen, ob die Mo¨glichkeit der Darstellung unterschiedlicher Vorga¨nge,
beim Betrachter nicht zu einer U¨berlastung fu¨hrt, da sowohl bei Annahme einer Alles-oder-
nichts-Verteilung der Aufmerksamkeit als auch bei Annahme der graduellen Verteilung der
Aufmerksamkeit (Abschnitt 1.2.2) eine solche Animation das Absinken der Aufmerksamkeit
zur Folge ha¨tte. Die Repra¨sentation durch dekorierende Animationen, durch ein Repra¨senta-
tionsobjekt und kombinierte Varianten eignen sich intuitiv vor allem fu¨r zeitlich ablaufende
Vorga¨nge. Auf dem Gebiet der Softwareentwicklung sind solche Vorga¨nge vor allem im Be-
reich des Verhaltens von Software anzutreffen, beispielsweise also das Nachverfolgen von
Traces oder der Reihenfolge der Initialisierung.
Die vierte Art von repra¨sentierenden Animationen ist die gleitende Vera¨nderung von Struk-
turen (Schilbach, 2014). Solche A¨nderungen treten im Rahmen der Softwareentwicklung
zum Beispiel bei der Betrachtung der Historie auf, wa¨hrend der sich die Struktur des be-
trachteten Softwaresystems a¨ndern kann. Hierbei kommen Knoten und Kanten, im Sinne der
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Abbildung 2.5: Ausschnitte aus einer Animation, die sowohl mit Hilfe dekorierender
Animationen als auch eines Repra¨sentationsobjektes die Zeichnung des Hauses vom
Nikolaus nachvollzieht, vollsta¨ndiges Video http://www.youtube.com/watch?
v=xPG5XSLwHrw (nach: Schilbach, 2014)
Graphentheorie hinzu und das entstehende Gebilde erha¨lt eine eigensta¨ndige Form, so wie
auch eine Software zu einem bestimmen Entwicklungsstand eine Form annimmt.
Beim Vera¨ndern von Strukturen treten zwei unterschiedliche Belange gleichermaßen auf,
die Erzeugung und Entfernung von Knoten beziehungsweise Kanten und die Ausrichtung zu
einer neuen Anordnung (Schilbach, 2014). Die Erzeugung und Entfernung von Kanten ist
ein notwendiger Bestandteil der Vera¨nderung von Strukturen (Schilbach, 2014). Diese kann
entweder durch ein plo¨tzliches Erscheinen beziehungsweise Verschwinden der dargestellten
Objekte gelo¨st werden oder wahlweise durch die Vera¨nderung der Gro¨ße bzw. der Transpa-
renz. Beim Erscheinen kann die Gro¨ße von einem Wert von 0 bis hin zum jeweiligen Zielwert
vera¨ndert werden. Damit wird das Objekt fu¨r den Betrachter wahrnehmbar. Bei der Transpa-
renz funktioniert dies analog. Die Vera¨nderung kann als nichtzyklische A¨nderung des Eigen-
schaftswertes aufgefasst werden, geho¨rt also zum Bereich der repra¨sentierenden Animation.
Fu¨r das Anordnen des Graphen muss der hinzugefu¨gte Knoten beziehungsweise die ent-
fernte Kante in die zu positionierende Knoten- beziehungsweise Kantenmenge eingefu¨gt
werden. Beim Entfernen muss der Knoten beziehungsweise die Kante wieder aus der Men-
ge der zu positionierenden Knoten respektive Kanten entfernt werden, da entfernte Knoten
beziehungsweise Kanten keinen Einfluss mehr auf das Layout haben sollten. Beim A¨ndern
der Knoten- oder Kantenmenge muss durch einen geeigneten Layoutalgorithmus eine neue
Anordnung der Knoten und Kanten bestimmt werden. Um ein Springen der Struktur in ihre
neue Position zu verhindern, sollten die einzelnen zu bewegenden Punkte animiert an ihre
neue Position bewegt werden.
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2.4.4 Umsetzung dreidimensionaler animierter Darstellungen in X3D
Dieser Abschnitt soll anhand der Umsetzung verschiedener Animationen die grundlegen-
den Eigenschaften von Animationen vorstellen. Die dabei zum Einsatz kommende Technik
basiert auf dem X3D-Standard (Web3D Consortium, 2008c). Als Browser fu¨r die erstellten
Szenen kommt wieder der InstantPlayer des InstantReality-Frameworks zum Einsatz, unter
anderem weil dieser eine ECMAScript-Schnittstelle zur Verfu¨gung stellt, mit der sich die
Erzeugung von Knoten umsetzen la¨sst.
Zuna¨chst wird in diesem Abschnitt darauf eingegangen, wie Animationen in X3D grund-
sa¨tzlich umgesetzt werden ko¨nnen. Dafu¨r werden im folgenden Abschnitt zwei grundsa¨tzli-
che Implementierungsvarianten erla¨utert und eine zusa¨tzliche Variante dargestellt, wie diese
beiden Implementierungsvarianten miteinander kombiniert werden ko¨nnen. In den nachfol-
genden Abschnitten folgen dann beispielhafte Implementierungen unterschiedlicher Anima-
tionen, geteilt in dekorierende und repra¨sentierende Animationen. Der Abschnitt schließt mit
einer U¨bersicht u¨ber die Eigenschaften von Animationen.
Implementierungsvarianten
Grundsa¨tzlich sind es im Bereich von X3D zwei unterschiedliche Implementierungsvarian-
ten fu¨r Animationen verfu¨gbar. Dies ist zum einen die ,,klassische“ Variante, bei der mittels
Kombination von statischen Knoten ein fließender U¨bergang verschiedener unterschiedli-
cher Attributwerte im Zeitverlauf erreicht werden kann. Die zweite Variante nutzt die vom
X3D-Standard definierte und vom InstantReality-Framework in einer abgewandelten Form
umgesetzten ECMAScript-Schnittstelle (ISO und IEC, 2008; Fraunhofer IGD, 2013d), um
Vera¨nderungen an Knoten durchzufu¨hren. Die beiden Varianten ko¨nnen auch miteinander
kombiniert werden, indem die notwendigen Knoten u¨ber ECMAScript dynamisch erzeugt
werden. Hierbei sind verschiedene Einschra¨nkungen zu beachten, die spa¨ter na¨her erla¨utert
werden.
Verbindung statischer Knoten Die Verbindung statischer Knoten stellt die einfachste
Variante dar um Eigenschaften von Objekten im Zeitablauf zu vera¨ndern. Der Grundaufbau
ist dabei, dass ein TimeSensor-Knoten u¨ber einen Interpolator-Knoten mit einem Attribut-
wert, der zu a¨ndern ist, verbunden wird. Der TimeSensor-Knoten findet hierbei Verwen-
dung, um die Zeit fu¨r die Animation und ihre eventuelle Wiederholung zu konfigurieren. Ein
Beispiel fu¨r einen TimeSensor-Knoten findet sich in Listing 2.1.
<TimeSensor
DEF="TIMESENSOR1"
c y c l e I n t e r v a l ='1'
l oop ='true'
s t a r t T i m e ='0' />
Listing 2.1: Zeitsensor in X3D (Fraunhofer IGD, 2013a)
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Wichtig sind hierbei
 die eindeutige Bezeichnung des Knotens mittels des DEF-Attributs,
 die Zyklusdauer, die u¨ber das cycleInterval-Attribut gesteuert wird,
 das loop-Attribut, das definiert, ob der Zyklus wiederholt wird und
 bei Verwendung von loop="false", die Angabe der Zeit, ab der der Knoten aktiv ist.
Das DEF-Attribut bezeichnet Knoten eindeutig innerhalb der Szene, es fungiert ergo als
Identifizierer des Knotens. Dies ist bei der statischen Erzeugung des Knotens wichtig, da
ansonsten nur sehr schwer Verbindungen von oder zu einem Knoten erstellt werden ko¨nnen.
Auf statische Weise gibt es keine Mo¨glichkeit, Verbindungen zwischen Knoten zu setzen,
die kein DEF-Attribut haben. Diese Verbindungen mu¨ssen dann dynamisch erzeugt werden.
In einem solchen Fall mu¨sste der Knoten zuna¨chst mit einer Suche gefunden werden. Bei
der dynamischen Erzeugung ist das DEF-Attribut nicht setzbar. Hier mu¨ssen die Referenzen
auf das SFNode-Objekt genutzt werden, um Routen zu setzen.
Das Attribut cycleInterval definiert die Zeit in Sekunden, die ein Zyklus des Time-
Sensor-Knotens dauert. Wa¨hrend der Knoten aktiv ist, werden kontinuierlich fraction
changed-Events erzeugt, deren Wert darstellt, welcher Teil des definierten Zyklus erreicht
ist. Bei einem Wert des cycleInterval-Attributs von zehn, wu¨rde somit nach vier Sekun-
den Laufzeit das fraction changed-Event mit dem Wert 0,4 gesendet.
Wenn das loop-Attribut auf true gesetzt wird, wird der Zyklus so lange durchlaufen, wie
der Knoten aktiv ist. Das heißt, wenn ein Zyklus beendet ist, wird direkt ein neuer Zyklus
gestartet.
Ob ein Zeitknoten aktiv oder inaktiv ist, bestimmt sich daraus, ob sein loop-Attribut auf
true gesetzt ist und ob die Startzeit des Knotens erreicht wurde. Als Grundregel kann hier
gelten, dass ein Zeitknoten solange inaktiv ist, bis seine Startzeit erreicht wurde (Web3D
Consortium, 2008b). Zusa¨tzlich ist ein Zeitsensor-Knoten standardma¨ßig aktiv, wenn das
loop-Attribut auf true gesetzt ist, solange startTime  endTime (Web3D Consortium,
2008b). Die diesbezu¨gliche Implementierung im Rahmen des InstantPlayers geht bei dyna-
misch erzeugten Zeitsensor-Knoten nicht automatisch davon aus, dass die Startzeit erreicht
wurde. Vermutlich liegt dies daran, dass die U¨berpru¨fung bloß auf eine Gleichheit von ak-
tueller Zeit und Startzeit pru¨ft, damit das vom X3D-Standard geforderte Verhalten, dass das
isActive-Event nur einmal bei der Aktivierung des Knotens gesendet wird (Web3D Consor-
tium, 2008b), einfacher implementiert werden konnte. Bei Knoten mit einem Wert von true
fu¨r das loop-Attribut tritt dieses Problem nicht auf. Dieses Verhalten fu¨hrt aber dazu, dass,
wenn ein Zeitsensor dynamisch erzeugt wird, dessen loop-Attribut auf false steht, ein Wert
fu¨r das startTime-Attribut gesetzt werden muss, da der Knoten sonst inaktiv bleibt und kei-
ne Events aussendet.
Ein aktiver TimeSensor-Knoten sendet kontinuierlich fraction changed-Events aus,
die mittels des X3D-Routing-Mechanismus an einen weiteren Knoten gesendet werden ko¨n-
nen. Fu¨r Animationen ist dieser Knoten meist ein geeigneter Interpolator-Knoten. Der Typ
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des Interpolator-Knotens muss dabei an die zu a¨ndernde Eigenschaft angepasst sein. Die
X3D-Spezifikation benennt 13 verschiedene Interpolator-Knotentypen (Web3D Consorti-
um, 2008a), die Dokumentation des InstantReality-Frameworks benennt insgesamt 18 Inter-
polator-Typen (Fraunhofer IGD, 2013b). Hierbei ist zu beachten, dass drei der genannten
Knotentypen Aliase fu¨r die ebenfalls aufgefu¨hrten Standardknoten sind. Es sollen einige
dieser Interpolator-Knoten na¨her vorgestellt werden, die fu¨r die Zwecke dieser Arbeit wich-
tig sind: der PositionInterpolator-, der ScalarInterpolator-, der Orientation-
Interpolator- und der ColorInterpolator-Knoten.
Alle Interpolationsknoten haben gemein, dass sie ein Attribut key besitzen, dem ein Wert
vom Typ MFFloat u¨bergeben wird (Fraunhofer IGD, 2013b). Fu¨r eine genauere U¨bersicht
u¨ber die verschiedenen X3D-Attributtypen sei an dieser Stelle auf Tabelle 2.1 in Ab-
schnitt 2.2 verwiesen. Die Interpolationsknoten unterscheiden sich vorwiegend u¨ber den Typ
des keyValue-Attributs, u¨ber welches alle Interpolationsknoten verfu¨gen, nicht nur die hier
na¨her vorgestellten.
Das Prinzip zur Verwendung von Interpolationsknoten besteht darin, den passenden Inter-
polationsknoten anhand des beno¨tigten Werts fu¨r das vera¨nderte Attribut und der gewu¨nsch-
ten Eigenschaften der Interpolation auszuwa¨hlen und dann den zu a¨ndernden Attributwert
und den erstellten Zeitsensorknoten u¨ber den Interpolator miteinander zu verbinden. Ab-
bildung 2.6 zeigt diese Transformation von SFFloat-Werten auf den jeweils geforderten
Datentyp mit Hilfe der Interpolationsknoten. Die Abbildung zeigt, dass die TimeSensor-
Knoten immer SFFloat-Werte liefern. Die Zielknoten hingegen beno¨tigen je nach Attribut
verschiedene Typen. Die Interpolationsknoten sind dafu¨r verantwortlich, dass die SFFloat-














Abbildung 2.6: Funktionsweise der Interpolation in X3D
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Zu beachten ist, dass verschiedene Interpolationsknoten existieren, die die gleichen Ty-
pen als Ausgabewerte anbieten. So geben zum Beispiel der NormalInterpolator und der
CoordinateInterpolator MFVec3f-Werte in ihrem value changed-Feld aus. Beide ha-
ben dabei aber unterschiedliche Charakteristika, wie diese Werte berechnet werden. (Fraun-
hofer IGD, 2013b).
Da die vom fraction changed-Feld des Zeitknotens gelieferten Werte sehr vielfa¨ltig
sein ko¨nnen, und eine Angabe aller Mo¨glichkeiten im key-Feld des Interpolationsknotens
deshalb unpraktikabel wa¨re, ist die namensgebende Eigenschaft des Interpolationsknotens
notwendig, das Interpolieren zwischen den angegebenen Werten. Wenn ein Wert u¨ber das
set fraction-Feld dem Interpolator u¨bergeben wird, das nicht direkt in der Liste der an-
gegebenen key-Werte vorhanden ist, wird eine interpolierte Variante der Werte aus dem
keyValue-Wert gebildet und u¨ber das value changed-Feld zuru¨ckgegeben. Am einfachs-
ten vorstellbar ist dies mit einer Reihe von Punkten, die in ein Koordinatensystem einge-
tragen werden. Die x-Werte der Punkte entsprechen den key-Werten innerhalb des Interpo-
latorknotens, die y-Werte der Punkte entsprechen den keyValue-Werten. Je nach Art des
Interpolators wird nun eine unterschiedlich geartete Funktion durch die Punkte gesucht, um
die einzelnen Punkte innerhalb des Koordinatensystems zu verbinden. In den meisten Fa¨llen
kommt dabei eine einfache lineare Interpolation zum Zuge, die Punkte werden also mit einer
geraden Linie verbunden.




 der ColorInterpolator und
 der OrientationInterpolator.
Ein Beispiel fu¨r die Definition eines ScalarInterpolator-Knotens ist in Listing 2.2 zu
finden. Der Ausgabetyp des ScalarInterpolator ist SFFloat (Fraunhofer IGD, 2013b),
er gibt also einzelne Float-Werte zuru¨ck. Die Werte werden zwischen den einzelnen key-
Werten linear interpoliert. Dies macht es einfach, zum Beispiel mit einer Definition von
key="0.0 1.0" und keyValue="1.0 2.0" den Radius einer Kugel, die einen SFFloat-
Wert als Attributwert entgegennimmt (Fraunhofer IGD, 2013b) von 1.0 auf 2.0 linear zu
a¨ndern, so dass also bei der Ha¨lfte der Zeit der Radius der Kugel 1.5 betra¨gt.
<S c a l a r I n t e r p o l a t o r DEF="INT_LIGHT1"
key="0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1"
keyValue="1.0 1.31 1.59 1.81 1.95 2.0 1.95 1.81 1.58
1.31 1.0" />
Listing 2.2: ScalarInterpolator in X3D
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Die in Listing 2.2 dargestellte Variante bewirkt einen gesampelten sinusfo¨rmigen Verlauf







entspricht. Die Werte entsprechen durch das Sampling nicht genau einer Sinuskurve, sondern
verbinden nur die Punkte linear. In Listing 2.2 wird mit elf Samples gearbeitet. Je mehr
Werte man hier fu¨r das key-Attribut angibt, desto genauer wird also die Form der Sinuskurve
getroffen.
Eine zweite wichtige Art des Interpolationsknotens fu¨r diese Arbeit ist der Position-
Interpolator-Knoten. Eine mo¨gliche Auspra¨gung dieses Knotens ist in Listing 2.3 dar-
gestellt. Der am Feld value changed ausgegebene Wert ist vom Typ SFVec3f (Fraunhofer
IGD, 2013b). Die Funktionsweise ist hierbei analog zum ScalarInterpolator, das heißt
die Werte werden linear interpoliert. Der Unterschied besteht beim PositionInterpolator
darin, dass Vektoren imR3 zuru¨ckgegeben werden. Die x-, y- und z-Werte werden dabei a¨qui-
valent zum ScalarInterpolator linear interpoliert. Der PositionInterpolator dient
dazu, Positionsa¨nderungen im dreidimensionalen Raum zu definieren. Er kann aber auch
dazu verwendet werden, um die Gro¨ßen von Objekten, die mittels eines Vektors beschrie-
ben werden, zu definieren. So nutzt beispielsweise das Box-Element einen Vektor des Typs
SFVec3f als Gro¨ßenangabe. Anders als bei einer Kugel (Sphere) werden hier x-, y- und z-
Ausdehnung separat angegeben werden, wozu die drei Werte des SFVec3f genutzt werden.
Der in Listing 2.3 zeigt einen Interpolator, der sich zum Beispiel fu¨r Box-Objekte nutzen
la¨sst. Der Interpolator bewirkt ein zu Listing 2.2 analoges Verhalten.
Es ist in X3D mo¨glich, die Angabe der Gro¨ße von Objekten durch die Nutzung von
Transform-Knoten zu vereinheitlichen. Transform-Knoten nutzen zur Skalierungsangabe
ebenfalls einen SFVec3f und ko¨nnen es so mo¨glich machen, auch Elemente der Szene, die
u¨ber nur eine skalare Gro¨ßenangabe verfu¨gen, auf diese Weise zu skalieren. Im Falle der Ku-
gel wu¨rde eine ungleichma¨ßige Transformation aber naturgema¨ß zu einer Verzerrung fu¨hren,
und die Kugel wa¨re keine Kugel mehr. Diese Angleichung der Werte fu¨r Gro¨ßenangaben
wird zum Beispiel auch im Rahmen des Animationsframeworks genutzt.
Analog zum PositionInterpolator funktioniert der ColorInterpolator. Da dieser
SFColor-Werte u¨ber sein value changed-Feld zuru¨ckliefert (Fraunhofer IGD, 2013b) und
diese von der Struktur her SFVec3F-Typen entsprechen, wird auf ein eigensta¨ndiges Lis-
<P o s i t i o n I n t e r p o l a t o r DEF="INT_PULSING_SIZE1"
key="0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1"
keyValue="1.0 1.0 1.0, 1.31 1.31 1.31, 1.59 1.59
1.59, 1.81 1.81 1.81, 1.95 1.95 1.95, 2.0 2.0
2.0, 1.95 1.95 1.95, 1.81 1.81 1.81, 1.58 1.58
1.58, 1.31 1.31 1.31, 1.0 1.0 1.0" />
Listing 2.3: PositionsInterpolator in X3D
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ting verzichtet. Der einzige Unterschied in der Definition liegt darin, dass der Wertebereich,
der einzelnen Komponenten nur bei (0:0;1:0] liegt. Gro¨ßere Bedeutung kommt hierbei dem
semantischen Unterschied zu. Die einzelnen Komponenten eines SFColor-Wertes beschrei-
ben die Rot-, Gru¨n- und Blau-Bestandteile einer Farbe, wa¨hrend bei einem SFVec3f die drei
Bestandteile die x-, y- und z-Werte in einem Koordinatensystem beschreiben.
Ein vierter Typus von Interpolatoren, der im Rahmen dieser Arbeit Verwendung findet, ist
der OrientationInterpolator. Ein Beispiel hierfu¨r zeigt Listing 2.4. Der Orientation-
Interpolator dient dazu, Rotationen zu interpolieren. Dazu wird im value changed-Feld
ein Wert vom Typ SFRotation zuru¨ckgegeben (Fraunhofer IGD, 2013b). Das in Listing 2.4
gezeigte Beispiel zeigt eine komplette Rotation. Der jeweils vierte Wert, der in diesem Fall
drei keyValue-Werte liefert, stellt den Winkel der Rotation im Bogenmaß dar. Die ersten
drei Werte stellen den Vektor dar, um den rotiert wird. Im Beispiel findet die Rotation um





statt. Es wird also um die y-Achse rotiert. Die Werte der Drehung laufen linear von 0 bis
2p , also eine komplette Drehung um 360 im Gradmaß. In Listing 2.4 ist der jeweils zweite
Wert des key- und des keyValue-Attributes nicht zwingend erforderlich, da die Rotation
auch ohne diesen linear bis zum Endwinkel ablaufen wu¨rde, er wurde aber aus Gru¨nden der
besseren Versta¨ndlichkeit dennoch angegeben.
Nach dieser Einfu¨hrung in die Eigenschaften von Zeitsensoren und Interpolatoren, soll
nun gezeigt werden, wie jeweils ein Zeitsensor u¨ber einen Interpolator mit einem Zielat-
tributwert verknu¨pft werden kann. Dazu mu¨ssen der jeweils konfigurierte Zeitsensor und
der Interpolator untereinander verbunden werden und der Wert, den der Interpolator liefert,
muss an das entsprechende Attribut weitergeleitet werden. Dazu steht im X3D-Standard ein
sogenannter Routing-Mechanismus zur Verfu¨gung (Web3D Consortium, 2008c). Ein ROUTE-
<O r i e n t a t i o n I n t e r p o l a t o r DEF="INT_ROTATION1"
key="0 0.5 1"
keyValue="0 1 0 0 0 1 0 3.14 0 1 0 6.28" />
Listing 2.4: OrientationInterpolator in X3D
<ROUTE
f r o m F i e l d ="[Wertlieferndes Feld eines Knotens]"
fromNode="[Name des wertliefernden Knotens (DEF-Attribut)]"
t o F i e l d ="[Wertempfangendes Feld eines Knotens]"
toNode="[Name des wertempfangenden Knotens (DEF-Attribut)]"
/>
Listing 2.5: Allgemeine Form einer Route in X3D
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<ROUTE
f r o m F i e l d ="fraction_changed"
fromNode="CLOCK_PULSING_SIZE"
t o F i e l d ="set_fraction"
toNode="INT_PULSING_SIZE" />
<ROUTE
f r o m F i e l d ="value_changed"
fromNode="INT_PULSING_SIZE"
t o F i e l d ="set_scale"
toNode="TRANSFORM_PULSING_SIZE/>
Listing 2.6: Routen fu¨r eine dekorierende Animation in X3D
Knoten verbindet ein Feld mit ausgehenden Werten mit einem Feld mit eingehenden Werten.
Die allgemeine Form fu¨r einen solchen ROUTE-Knoten wird in Listing 2.5 gezeigt.
Da zum einen der Zeitsensor-Knoten mit dem Interpolator-Knoten verbunden werden
muss und zum anderen der Interpolator-Knoten mit dem Knoten, dessen Eigenschaft gea¨ndert
werden soll, werden zwei Routen beno¨tigt. Beispielhaft wird dies in Listing 2.6 dargestellt.
In Listing 2.6 wird ein TimeSensor-Knoten mit dem DEF-Wert CLOCK PULSING SIZE mit ei-
nem Interpolator-Knoten mit dem DEF-Wert TRANSFORM PULSING SIZE verbunden. Der Typ
des Interpolators ist dabei PositionInterpolator. Die genutzten Attribute sind bei dieser
Form des Routings zu einem Interpolator-Knoten immer gleich: das wertliefernde Feld des
TimeSensor-Knotens ist fraction changed, das wertempfangende Feld des Interpolator-
Knotens ist set fraction. Beim Empfang eines neuen Wertes am set fraction-Feld
reagiert der Interpolator-Knoten mit einer Werta¨nderung, die er am wertausgebenden Feld
value changed bereit stellt. Diese Werta¨nderung wird dann u¨ber eine zweite Route mit
dem gewu¨nschten Attribut verbunden. Im Beispiel von Listing 2.6 ist dies das set scale-
Feld eines Transform-Knotens mit dem Namen TRANSFORM PULSING SIZE. Es wird also
die Skalierung des Transform-Knotens vera¨ndert, was dazu fu¨hrt, dass die Gro¨ßen, der sich
in dem Transform-Knoten befindenden Knoten a¨ndern.
Nutzung des Scripting Mechanismus in X3D Die zweite Mo¨glichkeit zur Animation
in X3D ist die Nutzung des ECMAScript-Bindings, das in (ISO und IEC, 2008) beschrieben
wird und vom InstantPlayer umgesetzt wird (Da¨hne, 2009). Wie bereits beschrieben, bedeu-
tet der Begriff der ,,Animation“ etwas ,,zum Leben zu erwecken“. Deshalb ist es erforder-
lich, dass sich solch ein Etwas in der dargestellten Szene befindet. In X3D ist dies ein Kno-
ten. Dieser kann auf unterschiedliche Arten beim Verwenden des Scripting-Mechanismus
erzeugt werden. Er kann, wie oben, als ein Kindknoten des Scene-Knotens direkt in der
Szene angelegt und wenn mo¨glich mit einem DEF-Attribut versehen werden. Dieser kann
mittels ECMAScript gefunden und vera¨ndert werden. Eine zweite Variante ist es, den zu
vera¨ndernden Knoten mittels Javascript in die Szene zu importieren.
Zuna¨chst soll der Aufbau des Script-Knotens na¨her dargestellt werden. Die Listings 2.7
und 2.8 in Verbindung mit Listing 2.9 zeigen eine beispielhafte Implementierung des Script-
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<S c r i p t DEF="Script" d i r e c t O u t p u t ="true" m u s t E v a l u a t e ="true">
< f i e l d a c c e s s T y p e ='inputOnly' name='flag1' t y p e ='SFBool' />
< f i e l d a c c e s s T y p e ='outputOnly' name='flag2' t y p e ='SFBool' />
< f i e l d a c c e s s T y p e ='initializeOnly' name='flag3' t y p e ='SFBool' />
< f i e l d a c c e s s T y p e ='inputOutput' name='flag4' t y p e ='SFBool' />
<! [CDATA[
e c m a s c r i p t :
f u n c t i o n i n i t i a l i z e ( ) f
Browser . p r i n t l n ( ’ Tes t ’ ) ;
g
] ]>
< / S c r i p t>
Listing 2.7: Script-Knoten in X3D mit inline-ECMAScript
Knotens mit sehr beschra¨nkter Funktionalita¨t. Die einzige Funktionalita¨t der beiden Varian-
ten ist es, den String ,,Test“ auf der Kommandozeile, die der InstantPlayer bereitstellt, beim
Laden der Szene auszugeben.
Listing 2.7 ist dabei a¨quivalent zu der Kombination der Listings 2.8 und 2.9. Fu¨r die Ent-
wicklung von Script-Knoten ist die zweite Variante besser geeignet. Die damit gegebene
Trennung der Belange ist vor allem im Hinblick auf die Trennung von Schnittstelle und
Implementierung von Vorteil. Zudem ist es auf diese Weise einfacher, dem Problem mit
unterschiedlichen Syntaxvervorhebungen von XML und ECMAScript, die selten zusammen
eingesetzt werden ko¨nnen, aus dem Wege zu gehen, da der Code dieser unterschiedlichen
Sprachen getrennt wird.
Die field-Knoten stellen die Schnittstelle des Script-Knotens zur restlichen Szene dar.





<S c r i p t DEF="Script" d i r e c t O u t p u t ="true" m u s t E v a l u a t e ="true" u r l ="
script.js">
< f i e l d a c c e s s T y p e ='inputOnly' name='flag1' t y p e ='SFBool' />
< f i e l d a c c e s s T y p e ='outputOnly' name='flag2' t y p e ='SFBool' />
< f i e l d a c c e s s T y p e ='initializeOnly' name='flag3' t y p e ='SFBool' />
< f i e l d a c c e s s T y p e ='inputOutput' name='flag4' t y p e ='SFBool' />
< / S c r i p t>
Listing 2.8: Script-Knoten in X3D mit externem ECMAScript
f u n c t i o n i n i t i a l i z e ( ) f
Browser . p r i n t l n ( 'Test' ) ;
g
Listing 2.9: Von Script-Knoten eingezogene Javascript-Datei
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Der Wert dieses Attributs hat sowohl Bedeutung fu¨r den Zugriff auf den Script-Knoten
von außen als auch fu¨r die Verwendbarkeit der definierten ECMAScript-Elemente innerhalb
des Script-Knotens. initializeOnly-Attribute ko¨nnen von außen nur bei der Initialisie-
rung des Knotens gesetzt werden. Innerhalb des ECMAScript werden solche Felder u¨ber nor-
male ECMAScript-Variablen dargestellt, sie ko¨nnen also zur Laufzeit vera¨ndert werden und
entsprechen nicht Konstanten in anderen Programmiersprachen. Der aktuelle Wert der Varia-
blen ist dabei nur innerhalb des Script-Knotens verfu¨gbar und nicht von außen zugreifbar.
Dieser Wert findet zum Beispiel Verwendung, um Variablen, die fu¨r die Scriptausfu¨hrung
beno¨tigt werden, beim Initialisieren der Szene zu setzen. inputOnly-Felder werden inner-
halb des ECMAScripts verfu¨gbar, indem Ereignisse u¨ber ein solches Feld an den Script-
Knoten gesendet werden. Das Setzen des accessType-Attributes auf diesen Wert fu¨hrt dazu,
dass eine Funktion mit dem Namen des Feldes ausgefu¨hrt wird, wenn ein Ereignis u¨ber eine
Route einen Wert an dieses Feld sendet. Die Funktion bekommt zwei Parameter u¨bergeben.
Durch die Eigenschaften von ECMAScript entsteht so die Mo¨glichkeit, entweder eine Funk-
tion mit keinem, einem oder zwei Parametern zu definieren, die bei einem Event aufgerufen
wird. Der erste Parameter, der an eine Funktion u¨bergeben wird, die den Namen des Feldes
tra¨gt, ist der Wert, der u¨ber das Event hereinkommt, der zweite Parameter ist der Zeitstempel
des eingehenden Ereignisses. Zu beachten ist, dass wenn mehrere der drei Varianten in ei-
nem Script-Knoten implementiert werden, wird nur die jeweils letzte Funktion aufgerufen
wird. Ein Beispiel dafu¨r ist in Listing 2.10 zu sehen. Bei Eingang eines Events an dem Feld
flag1 wird auf der Kommandozeile, die der InstantPlayer zur Verfu¨gung stellt, der String
,,Implementierung 3“ ausgegeben. Die anderen Funktionen kommen nicht zum Aufruf.
outputOnly-Felder werden analog zu den initializeOnly als Variablen innerhalb des
ECMAScript-Codes verfu¨gbar gemacht. Der Unterschied zu der Funktionsweise der als
initializeOnly definierten Felder ist, dass fu¨r die outputOnly-Variablen, sollte ihr Wert
innerhalb einer Funktion gea¨ndert werden, ein ausgehendes Event am Ende der Funktion
<S c r i p t DEF='Script' d i r e c t O u t p u t ='true' >
< f i e l d a c c e s s T y p e ='inputOnly' name='flag1' t y p e ='SFBool' />
<! [CDATA[
e c m a s c r i p t :
f u n c t i o n f l a g 1 ( ) f
Browser . p r i n t l n ( ” I m p l e m e n t i e r u n g 1 ” ) ;
g
f u n c t i o n f l a g 1 ( va lue , t imes t amp ) f
Browser . p r i n t l n ( ” I m p l e m e n t i e r u n g 2 ” ) ;
g
f u n c t i o n f l a g 1 ( v a l u e ) f
Browser . p r i n t l n ( ” I m p l e m e n t i e r u n g 3 ” ) ;
g
] ]>
< / S c r i p t>
Listing 2.10: Mehrere Funktionen fu¨r ein Ereignis
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erzeugt wird, das an der Schnittstelle zur Verfu¨gung gestellt wird. Dies kann wiederum mit
einer Route mit dem Feld eines anderen Knotens verbunden werden.
inputOutput-Felder kombinieren das Verhalten der inputOnly- und outputOnly-
Felder. Hier wird somit, sollte ein eingehendes Event an der Schnittstelle des Script-Kno-
tens ankommen, eine entsprechende Funktion aufgerufen, die den gleichen Namen hat, wie
das Feld. Es werden aber gleichzeitig auch ausgehende Events erzeugt, sollte eine Variable
mit dem Namen des Feldes gea¨ndert werden.
Die Events an die ausgehenden Felder werden erst am Ende einer Funktion ausgefu¨hrt
(Da¨hne, 2009; ISO und IEC, 2008). Hierbei wird die Reihenfolge eingehalten, in der die
Zuweisungen an die Variablen erfolgten (Da¨hne, 2009; ISO und IEC, 2008). Es wird dabei
nur die letzte Zuweisung als Event u¨ber das ausgehende Feld ausgegeben (Da¨hne, 2009; ISO
und IEC, 2008). Bei Array-Typen wird ebenfalls nur ein Event erzeugt, das den Array-Typ
weiterleitet (Da¨hne, 2009; ISO und IEC, 2008). Da¨hne (2009) weist darauf hin, dass, obwohl
dies das im Standard zum Thema ECMAScript-Binding (ISO und IEC, 2008) definierte Ver-
halten ist, einige Browser dieses Verhalten nicht standardkonform umsetzen und bei jeder
Zuweisung direkt ein Event erstellen. Dies fu¨hrt zu einer gesteigerten Inkompatibilita¨t zwi-
schen den verschiedenen Browsern und ist ein weiteres Beispiel fu¨r das bereits bei McIntosh
et al. (2005) erwa¨hnte Browser-Minenfeld im Bereich von X3D.
Neben den durch eingehende Felder definierten Funktionen soll ein Browser laut Standard





Die initialize-Funktion wird laut Standard ausgefu¨hrt bevor der Browser die Szene dem
Nutzer pra¨sentiert und die von dieser Funktion an die ausgehenden Felder geleiteten Events
sollen Zeitstempel tragen, die niedriger sind als alle anderen Zeitstempel, die der Script-
Knoten liefert (ISO und IEC, 2008). Dies soll dazu dienen, bestimmte Vorbereitungen fu¨r die
Interaktion des Nutzers mit der Szene zu treffen, da die Funktion ausgefu¨hrt wird, bevor der
Nutzer die Mo¨glichkeit hat, mit der Szene zu interagieren, da sie ihm noch nicht pra¨sentiert
wurde (ISO und IEC, 2008). Die shutdown-Funktion soll laut Standard aufgerufen werden,
wenn der Script-Knoten aus der Szene gelo¨scht wird oder die Szene im Browser durch eine
andere Szene ersetzt wird (ISO und IEC, 2008). Die eventsProcessed-Funktion wird aus-
gefu¨hrt, wenn eines oder mehrere Ereignisse vom Script-Knoten erzeugt wurden. Der Sinn
der Funktion ist es, einen Knoten, der nicht auf die Reihenfolge von Ereignissen angewiesen
ist, in die Lage zu versetzen, eine geringere Anzahl an Ereignissen zu generieren, was zu ei-
ner erho¨hten Performanz fu¨hren kann (ISO und IEC, 2008). Die prepareEvents-Funktion
wird einmal pro Zeitstempel ausgefu¨hrt. Sie wird vor jeder Routing-Behandlung aufgeru-
fen und soll laut Standard dazu dienen, asynchrone Daten zu sammeln, beispielsweise u¨ber
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das Netzwerk u¨bertragene Daten (ISO und IEC, 2008). Die prepareEvents-Funktion wird
dabei nicht in Abha¨ngigkeit von dem Fakt ausgefu¨hrt, ob Ereignisse an den Script-Knoten
geroutet werden, sie wird vielmehr tatsa¨chlich bei jedem Zeitstempel ausgefu¨hrt. Im Rahmen
dieser Arbeit spielen die initialize- und vor allem die prepareEvents-Funktion eine ge-
wichtige Rolle. Die initialize-Funktion wird genutzt, um das Animationsframework zu
initialisieren und alle notwendigen Knoten, die fu¨r die Funktionsweise notwendig sind, zu
erzeugen. Die prepareEvents-Funktion wird als Taktgeber des Frameworks genutzt, um
zu bestimmen, welche Events ausgefu¨hrt werden mu¨ssen. In Kapitel 5 wird na¨her auf das
Animationsframework und die Verwendung dieser Funktionen eingegangen.
Fu¨r die Implementierung von Animationen mit Hilfe des Script-Knotens von X3D exis-
tieren zwei verschiedene Varianten. Die erste Variante ist die Implementierung eines Script-
Knotens als Variante des Interpolator-Knotens, die zweite Variante ist eine direkte Manipu-
lation der Szene mit Hilfe der ECMAScript-Funktionen des Script-Knotens.
Fu¨r die erste Variante, die Implementierung einer Interpolatorvariante werden ein Ein-
gangsfeld und ein Ausgangsfeld definiert. Sinnhafterweise nimmt das Eingangsfeld ein
SFFloat-Objekt entgegen, da Eventbehandlung in X3D zyklisch erfolgt und der Time-
Sensor-Knoten SFFloat-Werte am fraction changed-Feld ausgibt, die vom Script-
Knoten verarbeitet werden mu¨ssen. Das Ausgangsfeld muss eine Variable des gewu¨nschten
Typs zuru¨ckgeben. In der Funktion, die beim Routen von Ereignissen an das Eingangsfeld
aufgerufen wird, muss die Transformation des vom fraction changed-Ereignis bereitge-
stellten SFFloat, der sich im Wertebereich (0:0;1:0] bewegt, stattfinden (Web3D Consorti-
um, 2008c).
Ein Beispiel fu¨r einen solchen Script-Knoten zeigt Listing 2.11. Es zeigt die Schnittstel-
le des Script-Knotens und die Interpolation des Wertes mit Hilfe der Sinusfunktion. Der
value changed-Variable wird innerhalb der durch das Feld set fraction aufgerufenen
gleichnamigen Funktion vera¨ndert. Nach dem Verlassen der Funktion wird die neue Variable
<S c r i p t DEF='Script' d i r e c t O u t p u t ='true' >
< f i e l d a c c e s s T y p e ='inputOnly'
name='set_fraction'
t y p e ='SFFloat' />
< f i e l d a c c e s s T y p e ='outputOnly'
name='value_changed'
t y p e ='SFVec3f' />
<! [CDATA[
e c m a s c r i p t :
f u n c t i o n s e t f r a c t i o n ( v a l u e ) f
v a r s i z e = 1 + Math . s i n (10 v a l u e / Math . PI ) ;
v a l u e c h a n g e d . x = v a l u e c h a n g e d . y = v a l u e c h a n g e d . z = s i z e ;
g
] ]>
< / S c r i p t>
Listing 2.11: Script-Knoten als Interpolator
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u¨ber das Ausgabefeld value changed zur Verfu¨gung gestellt. Die Schnittstelle entspricht
in diesem Fall der eines PositionInterpolator-Knotens. Das Verhalten des Script-
Knotens in Listing 2.11 ist a¨hnlich dem in Listing 2.3 gezeigten PositionInterpolator-
Knoten. Es sind auch komplexere Varianten denkbar. Die Verwendung bezu¨glich der Anbin-
dung von ROUTE-Knoten ist die gleiche. Der Vorteil der Verwendung des Script-Knotens
ist die genauere Interpolation im Gegensatz zu dem niedrig gesampelten Beispiel oben. Der
Nachteil ist, dass wenn die Funktion zur Berechnung des Wertes zu komplex wird, keine
gleichfo¨rmige Vera¨nderung erfolgt, sondern eine schrittweise. Die Szene kann also ruckeln.
Die zweite Mo¨glichkeit der Verwendung des Scripting-Mechanismus besteht darin, die
Szene innerhalb des Script-Knotens direkt zu vera¨ndern. Dazu muss der zu a¨ndernde Kno-
ten im Script-Knoten bekannt sein beziehungsweise muss die Mo¨glichkeit bestehen, ihn
zu finden. Am einfachsten ist das Finden des geeigneten Knotens u¨ber den Namen,
der im DEF-Attribut festgelegt wurde. Dies geschieht mittels der ECMAScript Funktion
getNamedNode(), die im Standard zum ECMAScript-Binding vorgesehen ist und vom In-
stantPlayer umgesetzt wird (ISO und IEC, 2008; Fraunhofer IGD, 2013d). Eine beispielhafte
Umsetzung dieser Variante ist in Listing 2.12 zu sehen.
In diesem Listing wird das Suchen eines benannten Knotens mit Hilfe der ECMAScript-
Funktion getNamedNode() in der aktuellen Szene gezeigt. Der gesuchte Knotennamen im
Beispiel ist ,,Node“. Die Funktion getNamedNode() ist eine Funktion eines Execution-
Context-Objekts (ISO und IEC, 2008; Fraunhofer IGD, 2013d). Ein Objekt, das solch ein
ExecutionContext-Objekt erweitert, ist das Scene-Objekt. Das aktuelle Scene-Objekt,
ist mit der Eigenschaft currentScene des Browser-Objektes abrufbar (Fraunhofer IGD,
2013d).
<S c r i p t DEF='Script'
d i r e c t O u t p u t ='true'
m u s t E v a l u a t e ='true' >
< f i e l d a c c e s s T y p e ='initializeOnly' name='node_name' t y p e ='SFString
' v a l u e ='Node' />
< f i e l d a c c e s s T y p e ='inputOnly' name='set_fraction' t y p e ='SFFloat' />
<! [CDATA[
e c m a s c r i p t :
f u n c t i o n i n i t i a l i z e ( ) f
node = Browser . c u r r e n t S c e n e . getNamedNode ( node name ) ;
g
f u n c t i o n s e t f r a c t i o n ( v a l u e ) f
v a r s c a l e = node . s c a l e ;
v a r s i z e = 1 + Math . s i n (10 v a l u e / Math . PI ) ;
s c a l e . x = s c a l e . y = s c a l e . y = s i z e ;
g
] ]>
< / S c r i p t>
Listing 2.12: Script-Knoten mit direkter Vera¨nderung der Szene
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Neben dieser Variante gibt es aber noch verschiedene andere Mo¨glichkeiten, auf Ob-
jekte aus der Szene zuzugreifen. Als Beispiel sei an dieser Stelle die vom InstantPlayer-
ECMAScript-Binding zur Verfu¨gung gestellte Funktion collectNodesByTypes() hinge-
wiesen, die eine Funktion des SFNode-Objektes ist (Fraunhofer IGD, 2013d). Mit dieser
Funktion kann man die Kindknoten eines SFNode-Objektes nach Typen filtern und so eine
Liste von anpassbaren Knoten erhalten.
Wichtig in Listing 2.12 ist, auf das ECMAScript-Schlu¨sselwort var vor der Bezeich-
nung der Variablen innerhalb der initialize()-Funktion zu verzichten. Variablen, die
mit dem Schlu¨sselwort var definiert wurden, sind lokal fu¨r die Funktion, in der sie defi-
niert werden. Ohne das Schlu¨sselwort wird die Variable global fu¨r den Kontext des Script-
Knotens (Da¨hne, 2009) definiert. Damit ist die Variable auch in der Funktion set fraction
verfu¨gbar. Der Grund, den Knoten in der initialize()-Funktion zu suchen und einer
Variablen zuzuweisen, ist, auf ein Suchen des Knotens bei jedem Durchlaufen der set
fraction-Methode verzichten zu ko¨nnen. Solch eine Suche ist insbesondere bei gro¨ßeren
Szenen durchaus aufwendig.
Die Funktionsweise des Script-Knotens in Listing 2.12 ist a¨quivalent zu dem in Lis-
ting 2.11. Das beno¨tigte Routing zu diesem Knoten ist jedoch ein anderes, da keine ausge-
hende Route gesetzt werden muss und auch nicht gesetzt werden kann, da kein ausgehendes
Feld definiert ist. Der Vorteil des gezeigten Ansatzes ist, dass die ausgehenden Routen entfal-
len und dass der Zugriff auf Knoten freier ist, als bei der in Listing 2.11 gezeigten Variante.
Der Nachteil dieses Ansatzes besteht im mo¨glicherweise ho¨heren Rechenaufwand, der durch
das Suchen der Knoten entstehen kann. Dies kommt vor allem dann zum Tragen, wenn die
zu a¨ndernden Knoten nicht beim Initialisieren des Knotens bekannt sind, sondern bei jedem
Funktionsaufruf erneut gefunden werden mu¨ssen.
Umsetzung dekorierender Animationen in X3D
Nach der Behandlung der Mo¨glichkeiten von X3D zur Erzeugung von Animationen sollen
nun einige dekorierende Animationen erstellt werden, um so auf die unterschiedlichen Para-
meter der verschiedenen Animationen eingehen zu ko¨nnen.






 die Transparenz und
 die Leuchtdichte.
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Alle genannten Grundparameter, bis auf die Gro¨ße, sind im X3D-Standard kein Attri-
but der Geometrieknoten. (Web3D Consortium, 2008c; Fraunhofer IGD, 2013b). Die Gro¨ße
von Objekten ist ein Attribut der Geometrieknoten, sie wird im X3D-Standard aber leider
nicht einheitlich beschrieben. Es existieren nicht nur unterschiedliche Werttypen fu¨r die
Gro¨ßenattribute, sondern auch unterschiedliche Benennungen und unterschiedliche Anzah-
len der Attribute von Geometrieknoten, die die Gro¨ße beschreiben. So besitzt zum Beispiel
der Geometrieknoten Sphere, der eine Kugel definiert, nur ein Attribut zur Definition der
Gro¨ße, radius (Fraunhofer IGD, 2013b). radius verwendet hierfu¨r SFFloat als Datentyp
(Fraunhofer IGD, 2013b). Der Geometrieknoten Box, der einen Quader beschreibt, hinge-
gen besitzt zwar ebenfalls nur ein Gro¨ßenattribut, dieses ist aber size, welches als Datentyp
SFVec3f verwendet (Fraunhofer IGD, 2013b). Der Geometrieknoten Cylinder wiederum
besitzt zwei Gro¨ßenattribute, radius und height, beide vom Datentyp SFFloat (Fraunho-
fer IGD, 2013b). Durch diese Vielfalt an Definitionsvarianten wu¨rde auch eine große Vielfalt
an notwendigen Interpolationen entstehen, um die Gro¨ßen der unterschiedlichen Elemente
zu animieren. Es besteht zudem das Problem, dass die Attribute, die die Geometrieknoten
besitzen, ein Verzerren des Objektes nicht erlauben. Dadurch ist es nicht mo¨glich, u¨ber den
Attributwert radius eine gestreckte Kugel zu erstellen.
Diese Eigenschaften verhindern somit zuna¨chst eine einheitliche Behandlung der Gro¨ße
der verschiedenen Geometrie-Knoten innerhalb von X3D. Um auf Fallunterscheidungen,
entweder bei der Generierung der Szene oder bei der Behandlung der Szene mittels Script-
Knoten, zu verzichten, ist eine einheitliche Behandlung jedoch erforderlich. Dies fu¨hrt in
Folge zu einem schnelleren Laufzeitverhalten des ECMAScripts und, was noch wichtiger ist,
zu besser wartbarem Code. Diese bessere Wartbarkeit betrifft dabei sowohl den Code, der
innerhalb der Szene abla¨uft, als auch den Code, der fu¨r die Erzeugung der Szene zusta¨ndig
ist. Bei Betrachtung der verschiedenen Knoten fa¨llt auf, dass die Gro¨ße in den allermeisten
Fa¨llen in Form eines SFVec3f beschrieben werden kann, also in Form eines dreidimensio-
nalen Vektors, der die Ho¨he, Breite und Tiefe des Objektes angibt. Im Fall der Kugel wa¨ren
die drei Ausdehnungsvariablen gleich groß, um die Kugelform beizubehalten, aber auch hier
ko¨nnte die Gro¨ße als SFVec3f beschrieben werden. Dieses Vorgehen wu¨rde es sogar erlau-
ben, die Kugel in die drei Richtungen unterschiedlich zu strecken. Um die Vereinheitlichung
der Gro¨ßenangaben zu erreichen, bietet sich das Transform-Element, wie es in Listing 2.13
zu sehen ist.
<Trans fo rm DEF="TRANSFORM1"
r o t a t i o n ="0 0 0 0"
t r a n s l a t i o n ="0 0 0"
s c a l e ="1 1 1">
[ . . . ]
< / T rans fo rm>
Listing 2.13: Transformknoten in X3D
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Der Transform-Knoten ist als Gruppierungsknoten innerhalb des X3D-Standards be-
schrieben (Web3D Consortium, 2008c) und wird in dieser Form auch vom InstantPlayer
umgesetzt (Fraunhofer IGD, 2013b). Der Inhalt des Transform-Knotens, also die darin
gruppierten Kindknoten, befinden sich in einem fu¨r sie lokalen Koordinatensystem, das u¨ber
die in Listing 2.13 gezeigten Attribute gestaucht oder gestreckt, anders positioniert und ro-
tiert werden kann. Bei dem in Listing 2.13 gezeigten Transform-Knoten sind die Attribute
so ausgepra¨gt, wie sie standardma¨ßig auch ausgepra¨gt werden wu¨rden, falls sie nicht ange-
geben wa¨ren. Wenn genau ein Geometrieknoten in einen Transform-Knoten geschachtelt
wird, erzeugt dies eine einheitliche Schnittstelle, mit der Animationen fu¨r die drei Attribute
Gro¨ße, Position und Rotation einheitlich definiert werden ko¨nnen, unabha¨ngig davon, ob ein
Quader, eine Kugel oder ein Zylinder vera¨ndert werden soll. Um eine weitere Vereinheit-
lichung zu erreichen, muss beachtet werden, dass die unterschiedlichen Geometrieknoten
unterschiedliche Standardwerte fu¨r die Gro¨ßenattribute aufweisen. So hat der Geometrie-
knoten Box einen Standardwert fu¨r das size-Attribut von ,,2 2 2“ (Fraunhofer IGD, 2013b).
Der Sphere-Knoten besitzt eine Standardradius von 1 (Fraunhofer IGD, 2013b) und der
Cylinder ist mit einem Standardradius von 1 und einer Standardho¨he von 2 definiert (Fraun-
hofer IGD, 2013b). Um die gewu¨nschte Vereinheitlichung zu erreichen, sollten diese Werte
auf einen festen einheitlichen Wert gesetzt werden. Der weiteren Vereinfachung halber bietet
sich ein Durchmesser von 1 an, womit sich ein Radius von 0,5 ergibt. Die fertige Vereinheit-
lichung findet sich in den Listings 2.14–2.16. Alle drei Knotentypen passen nun genau in
einen Quader mit der Kantenla¨nge 1. Nun ko¨nnen die Grundparameter Gro¨ße, Position und
Rotation der Knoten mit einer der drei Methoden, die im vorangegangenen Kapitel beschrie-
ben wurden, einheitlich animiert werden.
Wie in Abschnitt 2.4 beschrieben, zeichnen sich dekorierende Animationen unter ande-
rem dadurch aus, dass sie zyklisch verlaufen. Es muss folglich eine Interpolationsfunkti-
on ausgewa¨hlt werden, die bei 0,0 und 1,0 den gleichen Funktionswert aufweist, da der
<Trans fo rm DEF="BOX_TRANSFORM">
<Box s i z e ="1 1 1" />
< / T rans fo rm>
Listing 2.14: Vereinheitlichter Box-Knoten
<Trans fo rm DEF="SPHERE_TRANSFORM">
<Sphere r a d i u s ="0.5" />
< / T rans fo rm>
Listing 2.15: Vereinheitlichter Sphere-Knoten
<Trans fo rm DEF="CYL_TRANSFORM">
<C y l i n d e r r a d i u s ="0.5" h e i g h t ="1" />
< / T rans fo rm>
Listing 2.16: Vereinheitlichter Cylinder-Knoten
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TimeSensor-Knoten bei einem Wert von true fu¨r das loop-Attribut nach dem Wert von
1,0 den Wert 0,0 u¨ber das fraction changed-Feld liefert. Wird diese Restriktion nicht ein-
gehalten, kommt es bei jedem Zyklus zu einem Springen des gea¨nderten Attributs, was den
Eindruck einer fließenden Animation zersto¨ren wu¨rde. Diese A¨nderungsfunktion kann un-
terschiedlich gestaltet sein. Eine Variante, die Sinusfunktion, wurde im vorangegangenen
Abschnitt genutzt, es kann allerdings auch eine Funktion der Form
f (x) =
(
2x+1 falls 0;0 < x 0;5
 2x+3 falls 0;5 < x 1;0 (2.3)
genutzt werden. Dies wu¨rde den Funktionswert linear bis zu einem Funktionswert von 2 an-
heben (fu¨r x = 0;5) und danach wieder linear auf 1 absenken (fu¨r x = 1;0). Die Umsetzung
in einem Interpolationsknoten ist recht einfach, da nur 3 Punkte linear verbunden werden,
mu¨ssen in den Array-Typen fu¨r das key- und das keyValue-Attribut nur drei Werte einge-
tragen werden, na¨mlich 0,0, 0,5 und 1,0. Eine vollsta¨ndige Szene bei dem die Gro¨ße eines
Quaders durch die Verbindung statischer Knoten dekorierend animiert wird, findet sich in
Listing 2.17. Natu¨rlich sind noch unza¨hlige weitere Varianten mo¨glich, solange zwei Re-
striktionen beachtet werden. Der Funktionswert bei 0,0 und 1,0 muss gleich und der Defini-
tionsbereich der Funktion muss (0;1] sein.
<X3D v e r s i o n ='3.0'>
<Scene>
<Trans fo rm DEF="BOX_TRANSFORM">
<Box s i z e ="1 1 1" />
< / T rans fo rm>
<P o s i t i o n I n t e r p o l a t o r
DEF="INT_PULSING_SIZE" key="0 0.5 1.0"
keyValue="1.0 1.0 1.0, 2.0 2.0 2.0, 1.0 1.0 1.0" />
<TimeSensor DEF="TIME" l oop ="true" />
<ROUTE fromNode="TIME" f r o m F i e l d ="fraction_changed"
toNode="INT_PULSING_SIZE" t o F i e l d ="set_fraction" />
<ROUTE fromNode="INT_PULSING_SIZE" f r o m F i e l d ="value_changed"
toNode="BOX_TRANSFORM" t o F i e l d ="set_scale" />
< / Scene>
< /X3D>
Listing 2.17: Quader mit linearer dekorierender Gro¨ßenanimation
Abbildung 2.7: Ausschnitte aus einer Animation der Gro¨ße, vollsta¨ndiges Video
http://www.youtube.com/watch?v=b0KnS9tkJB8
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<X3D v e r s i o n ='3.0'>
<Scene>
<Trans fo rm DEF="BOX_TRANSFORM">
<Box s i z e ="1 1 1" />
< / T rans fo rm>
<TimeSensor DEF="TIME" l oop ="true" />
<S c r i p t DEF='INT_PULSING_SIZE' m u s t E v a l u a t e ='true' >
< f i e l d a c c e s s T y p e ='inputOnly'
name='set_fraction' t y p e ='SFFloat' />
< f i e l d a c c e s s T y p e ='outputOnly'
name='value_changed' t y p e ='SFVec3f' />
<! [CDATA[
e c m a s c r i p t :
f u n c t i o n s e t f r a c t i o n ( v a l u e ) f
v a r s i z e = 1 + Math . s i n (10 v a l u e / Math . PI ) ;
v a l u e c h a n g e d . x = v a l u e c h a n g e d . y = v a l u e c h a n g e d . z = s i z e ;
g
] ]>
< / S c r i p t>
<ROUTE fromNode="TIME" f r o m F i e l d ="fraction_changed"
toNode="INT_PULSING_SIZE" t o F i e l d ="set_fraction" />
<ROUTE fromNode="INT_PULSING_SIZE" f r o m F i e l d ="value_changed"
toNode="BOX_TRANSFORM" t o F i e l d ="set_scale" />
< / Scene>
< /X3D>
Listing 2.18: Quader mit sinusfo¨rmiger dekorierender Gro¨ßenanimation
Abbildung 2.7 zeigt zwei Quader, die zyklisch ihre Gro¨ße a¨ndern. Der linke Quader ist
dabei mit Hilfe des Interpolators aus Listing 2.17, der rechte Quader mit Hilfe des Script-
Knotens analog zu Listing 2.18 animiert. Somit ist die Interpolationsfunktion des linken
Quaders eine lineare Interpolation, wohingegen die Gro¨ßena¨nderung des rechten Quaders
einer Sinusfunktion folgt.
Umsetzung reprasentierender Animationen in X3D
Die Grundprinzipien fu¨r die Umsetzung von repra¨sentierenden Animationen in X3D sind
zu denen von dekorierenden Animationen identisch. Es bestehen also die Mo¨glichkeiten die
Animationen entweder mittels Interpolatoren, Script-Knoten als Interpolatorersatz oder per
Script-Knoten zu erzeugen.
Lo¨sungen, die allein mit Interpolatoren funktionieren, zu erstellen, ist komplex. Der Grund
hierfu¨r ist die Ausgestaltung des Standards im Bezug auf die Eigenschaften des TimeSensor-
Knotens, die bereits in Abschnitt 2.4.4 beschrieben wurden. Die gravierendste Einschra¨nkung
ist die Verwendung von absoluten Zeiten im startTime- und stopTime-Attribut (Web3D
Consortium, 2008c). Es muss also die Zeit bekannt sein, zu der die Szene gestartet wird,
wenn die Animation relativ zum Ladezeitpunkt der Szene starten soll. Bei allein interpola-
torbasierten Animationen kann ein nutzerinitiiertes Event verwendet werden, um den Start
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der Animation auszulo¨sen beziehungsweise den Timer zu starten, zum Beispiel der Klick auf
einen TouchSensor-Knoten. Die Mo¨glichkeiten fu¨r einmalige Animationen relativ zur Start-
zeit beschra¨nken sich auf verschiedene Varianten mit Script-Knoten. Eine Variante, fu¨r
eine einmalige Animation relativ zur Startzeit, ist es, die Initiierung mit Hilfe eines Script-
Knotens vorzunehmen. Ein Beispiel dafu¨r zeigt Listing 2.19.
Hierbei werden die Standardfunktionen initialize() und getNamedNode(), als Funk-
tion zum Auffinden des Knotens mittels des DEF-Attributwertes, genutzt (ISO und IEC,
2008). Anstelle des Script-Knotens kann auch auf die klassischen X3D-Interpolatoren
zuru¨ckgegriffen werden.
Eine andere Variante ist der direkte Zugriff auf die Attribute mit ECMAScript. Als Zeitge-
ber kann hierbei entweder ein TimeSensor genutzt oder mit der Funktion prepareEvents()
die aktuelle Szenenzeit abgegriffen werden. Die Nutzung dieser Funktion als Taktgeber fu¨r
verschiedene Arten der Animation wird in Kapitel 5 na¨her beschrieben.
Listing 2.20 zeigt ein solches Beispiel mit direkter Manipulation des zu animierenden
Knotens. Der Script-Knoten hat hierbei kein Interface nach außen. Er bestimmt die Start-
<X3D v e r s i o n ='3.0'>
<Scene>
<Trans fo rm DEF="BOX_TRANSFORM">
<Box s i z e ="1 1 1" />
< / T rans fo rm>
<TimeSensor DEF='TIME' c y c l e I n t e r v a l ='5' l oop ="false" />
<S c r i p t DEF='INT_PULSING_SIZE' m u s t E v a l u a t e ='true' >
< f i e l d a c c e s s T y p e ='inputOnly'
name='set_fraction' t y p e ='SFFloat' />
< f i e l d a c c e s s T y p e ='outputOnly'
name='value_changed' t y p e ='SFVec3f' />
<! [CDATA[
e c m a s c r i p t :
f u n c t i o n i n i t i a l i z e ( ) f
v a r t i m e s e n s o r = Browser . c u r r e n t S c e n e .
getNamedNode ( ’ TIME ’ ) ;
t i m e s e n s o r . s t a r t T i m e = Date . now ( ) / 1 0 0 0 ;
g
f u n c t i o n s e t f r a c t i o n ( v a l u e ) f
v a r s i z e = 1 + Math . s i n (10 v a l u e / Math . PI / 2 ) ;
v a l u e c h a n g e d . x = v a l u e c h a n g e d . y = v a l u e c h a n g e d . z = s i z e ;
g
] ]>
< / S c r i p t>
<ROUTE fromNode="TIME" f r o m F i e l d ="fraction_changed"
toNode="INT_PULSING_SIZE" t o F i e l d ="set_fraction" />
<ROUTE fromNode="INT_PULSING_SIZE" f r o m F i e l d ="value_changed"
toNode="BOX_TRANSFORM" t o F i e l d ="set_scale" />
< / Scene>
< /X3D>
Listing 2.19: Quader mit einmaliger sinusfo¨rmiger Gro¨ßenanimation
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<X3D v e r s i o n ='3.0'><Scene><Trans fo rm DEF="BOX_TRANSFORM">
<Box s i z e ="1 1 1" />< / T rans fo rm>
<S c r i p t DEF='INT_PULSING_SIZE' m u s t E v a l u a t e ='true' >
<! [CDATA[
e c m a s c r i p t :
v a r box ; v a r s t a r t t i m e ; v a r d u r a t i o n = 5 ;
f u n c t i o n i n i t i a l i z e ( ) f
box = Browser . c u r r e n t S c e n e . getNamedNode ( ’BOX TRANSFORM’ ) ;
g
f u n c t i o n p r e p a r e E v e n t s ( t imes t amp ) f
i f ( s t a r t t i m e === u n d e f i n e d ) s t a r t t i m e = t imes t amp ;
i f ( t imes t amp < s t a r t t i m e + d u r a t i o n )
s e t f r a c t i o n ( ( t imes t amp   s t a r t t i m e ) / d u r a t i o n ) ;
g
f u n c t i o n s e t f r a c t i o n ( v a l u e ) f
v a r s i z e = 1 + Math . s i n (10 v a l u e / Math . PI / 2 ) ;
box . s c a l e = new SFVec3f ( s i z e , s i z e , s i z e ) ;
g
] ]>
< / S c r i p t>< / Scene>< /X3D>
Listing 2.20: Quader mit einmaliger sinusfo¨rmiger Gro¨ßenanimation mittels direkter
Knotenmanipulation
zeit in der prepareEvents-Funktion und nutzt die Funktion dann, um den Fortschritt der




Seit Beginn der Softwareentwicklung gibt es Versuche und Ansa¨tze, durch verschiedenste
Methoden die Probleme des Versta¨ndnisses von Software zu lo¨sen. Als Beispiele hierfu¨r die-
nen neue Programmierparadigmen, neue Programmiersprachen, Syntaxhervorhebung oder
strukturierte Abla¨ufe. Seit mehr als zwei Jahrzehnten gibt es auch den Versuch, durch Dar-
stellung von Software in Bildern das Versta¨ndnis von Software zu erho¨hen (zum Beispiel
Stasko, 1992).
Im Laufe der Zeit entstanden fu¨r die Softwarevisualisierung mehrere verschiedene Defi-
nitionen. Eine sehr bekannte und oft erwa¨hnte ist die Definition von Price et al. (1992):
,,Software visualization is the use of interactive computer graphics, typography,
graphic design, animation, and cinematography to enhance the interface between
the software engineer or the computer science student and their programs“ (Price
et al., 1992)
Hier werden auch, bemerkenswerterweise ob des Alters der Definition, mit den Begriffen
,,animation“ und ,,cinematography“ explizit dynamische Darstellungen erwa¨hnt. Im Laufe
der Jahre wurden alle in der Definition erwa¨hnten Aspekte genutzt, um das Versta¨ndnis von
Software zu erho¨hen. Die Definition verfu¨gt jedoch u¨ber mehrere Aspekte, die vom Autor
der vorliegenden Arbeit als problematisch eingescha¨tzt werden. Zum Einen ist die sehr weit-
reichende Definition dessen, was Softwarevisualisierung ist, problematisch. Die Typografie
wird zum Beispiel vor allem im Bereich der Syntaxhervorhebung genutzt, um die Schnittstel-
le zwischen dem Entwickler und seinem Programm zu verbessern. Damit wu¨rden nach dieser
Definition die textuellen Darstellungen von Software auch unter den Oberbegriff Software-
visualisierung fallen. Der Autor wu¨rde aber den Bereich der Syntaxhervorhebung nicht unter
dem Begriff der Softwarevisualisierung subsumieren. Es fehlt somit die exakte Abgrenzung,
welche Darstellungen unter den Begriff ,,Softwarevisualisierung“ eingeordnet werden und
welche nicht. Diese Abgrenzung wa¨re aber fu¨r eine gute Definition erforderlich. Zum An-
deren besteht bei der Definition von Price et al. (1992) das Problem der begrifflichen Unein-
deutigkeit. Als Beispiel ist bei dem Begriff der ,,animation“ die Forschungsgemeinde uneins
daru¨ber, ob eine saubere Definition u¨berhaupt mo¨glich ist (Wells, 2011 und Kapitel 2.4). Ein
solches Beispiel fu¨r eine begriffliche Unscha¨rfe liegt im Begriff ,,program“. Hier wird nicht
klar, was ein ,,program“ ist und was dazu geho¨rt. Bis heute gibt es verschiedene Ansichten
daru¨ber, was zum Gegenstand der Softwarevisualisierung geho¨rt. Zum Beispiel stellt sich die
Frage, ob Organisationsdokumente, wie strukturierte Informationen daru¨ber, welche Teams
an welchen Einzelprojekten arbeiten, dazu geho¨ren. Wenn ja, dann greift die Definition von
Price et al. (1992) zu kurz, da die Begrifflichkeit ,,their programs“ sich auf selbstgeschriebe-
ne Programme bezieht. Auch das Ziel von Softwarevisualisierung ist in der Definition nicht
exakt definiert. Das von Price et al. (1992) als ,,enhance the interface“ beschriebene Ziel,
wu¨rde eher auf eine Technik hinweisen, die im Bereich des Visual Programming angesiedelt
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ist. Hier ist der Autor der Meinung, dass das visuelle Programmieren sich fundamental von
der Softwarevisualisierung unterscheidet.
Neben diesen zu weichen Aspekten an der Definition von Price et al. (1992) gibt es auch
noch Aspekte, die zu spezifisch sind. Dazu ist auch die sehr harte Abgrenzung zu rechnen,
wer zur Zielgruppe der Softwarevisualisierung geho¨rt. Meist wird heute von Softwarevi-
sualisierungen fu¨r alle Stakeholder am Softwarezyklus ausgegangen. In der Definition wird
der Kreis der Nutzer von Softwarevisualisierungen ausschließlich auf Informatikstudenten
und Programmierer beschra¨nkt. Durch diese enge Definition von Price et al. (1992) findet
in diesem Punkt eine unno¨tige Beschra¨nkung statt, die Vorteile der Softwarevisualisierung
fu¨r Stakeholder wie Kunden, Benutzer, Dokumentierer und andere ausschließt, was nicht
notwendig erscheint.
Eine weitere Definition fu¨r Softwarevisualisierung ist die von Diehl (2007):
,,[...] the visualization of artifacts related to software and its development pro-
cess“ (Diehl, 2007)
Der Fokus liegt hier darauf, dass die Software an sich ein abstraktes Gut ist und deshalb
nicht visualisiert werden kann. Vielmehr ko¨nnen nur Artefakte, die Informationen u¨ber die
Software liefern, visualisiert werden. Bei Diehl (2007) erfolgt auch die explizite Erwa¨hnung
der Artefakte des Softwareentwicklungsprozesses, der von den meisten anderen Definitionen
nicht erfasst wird. Somit werden folgerichtig bei Diehl (2007) die verschiedenen Bereiche
aufgeza¨hlt, aus denen die Artefakte stammen ko¨nnen:
,,[...] visualizing the structure, behavior, and evolution of software“ (Diehl, 2007)
Im Rahmen dieser Arbeit wird als U¨bertragung des englischen Begriffs ,,evolution“ die deut-
sche Bezeichnung ,,Historie“ und nicht ,,Evolution“ gewa¨hlt. Im Deutschen wird ,,Evoluti-
on“ als Begrifflichkeit fu¨r die Weiterentwicklung durch Auslese einer Gesamtmenge von
Individuen u¨ber die Zeit hinweg verwendet. Diese Begrifflichkeit geht auf Darwin (1859)
zuru¨ck, wobei in Darwin (1859) der Begriff ,,Evolution“ nicht verwendet wird. Softwareent-
wicklung hingegen stellt zumeist eine Entwicklung eines Einzelsystems u¨ber einen Zeitraum
hinweg dar und nicht eine Auslese aus einer Gruppe von Systemen. Ein Kritikpunkt an der
Definition von Diehl (2007) ist, dass hier der Begriff der Softwarevisualisierung mit dem
Begriff der Visualisierung beschrieben wird, wobei die Definition von Visualisierung leider
ausgeklammert bleibt. Gallagher et al. (2008) weist auf zwei Konnotationen von Visuali-
sierung hin. Entweder beschreibt Visualisierung den Prozess der U¨bertragung (mapping)
von realen oder abstrakten Entita¨ten (im Rahmen von Softwarevisualisierung abstrakte) auf
graphische Repra¨sentationen oder die Aktivita¨t von Menschen beim Aufbau eines internen
Modells.
Die Definition von Knight und Munro (1999) ist im Punkt der Beschreibung von Visuali-
sierung exakter:
,,Software visualisation is a discipline that makes use of various forms of image-
ry to provide insight and understanding and to reduce complexity of the existing
software system under consideration.“ (Knight und Munro, 1999)
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Diese Definition ist im Bereich der Zielsetzung von Softwarevisualisierung deutlich exakter.
Der Fokus liegt klar auf dem Einblick und dem Versta¨ndnis durch Komplexita¨tsreduktion.
Es erfolgt auch keine Abgrenzung der Stakeholder der Softwarevisualisierung, da diese nicht
genannt werden. Dies wird durch die Formulierung ,,existing software system under conside-
ration“ (Knight und Munro, 1999) hervorgehoben. Es wird nicht nur das ,,eigene“ Programm
betrachtet, sondern jedes, das ein Nutzer der Visualisierung betrachten mo¨chte. Die Definiti-
on zeigt auch, durch was das Versta¨ndnis erreicht werden soll, indem verschiedene Formen
der Bildgebung – ,,various forms of imagery“ (Knight und Munro, 1999) – genutzt werden.
Dies ist zwar keine exakte Aufza¨hlung wie bei Price et al. (1992), aber durch die Erwa¨hnung
der Bildgebung ist der Fokus bei Knight und Munro (1999) dennoch pra¨ziser. Im Rahmen der
Arbeit ist die Bildgebung nicht darauf beschra¨nkt, ein statisches Bild zu erzeugen, sondern
kann auch ein dynamisches Bild liefern. Die Definition von Knight und Munro (1999) klam-
mert die bei Diehl (2007) erwa¨hnten Artefakte, die auch zum Entwicklungsprozess geho¨ren
ko¨nnen, aus und erwa¨hnt nur die Software an sich.
Um eine fu¨r die Zwecke dieser Arbeit sachdienliche Definition zu finden, wird deshalb
die folgende Definition verwendet, die versucht, die Sta¨rken der beiden Definitionen (Diehl,
2007; Knight und Munro, 1999) zu vereinen:
Softwarevisualisierung ist eine Disziplin, die unter Verwendung von verschie-
denen Formen der statischen und dynamischen Bildgebung versucht, Komple-
xita¨tsreduktion, Einblick und Versta¨ndnis bezu¨glich der statischen, dynamischen
und historisierten Informationen eines betrachteten Softwaresystems zu errei-
chen.
Diehl (2007) ordnet die Softwarevisualisierung in einen gro¨ßeren Kontext ein und subsu-
miert sie unter der Informationsvisualisierung, die sich von der wissenschaftlichen Visuali-
sierung abgrenzt. Das Abgrenzungskriterium ist dabei die Art der Daten. Die Visualisierung
von Daten, wie zum Beispiel aus Hirnscans, Lasermessungen von Geba¨udestrukturen oder
anderen Messungen von physisch existenten Eigenschaften, ist im Bereich der wissenschaft-




Abbildung 3.1: Einordnung Softwarevisualisierung (Diehl, 2007)
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Bo¨rsentransaktionen, ist die Visualisierung im Bereich der Informationsvisualisierung einzu-
ordnen. Die wissenschaftliche Visualisierung und die Informationsvisualisierung sind unter
dem Oberbegriff Visualisierung zusammengefasst (Diehl, 2007). Wie bei Diehl (2007) zu-
recht angemerkt, ist die Abgrenzung nicht immer eindeutig und klar. Die Darstellung dieser
Beziehungen findet sich als UML-Klassendiagramm in Abbildung 3.1.
3.1 Softwarebestandteile
Um Softwarebestandteile zu klassifizieren, ist die Einteilung von Diehl (2007) sehr sinnvoll.
Diehl (2007) unterscheidet drei unterschiedliche Arten von Softwarebestandteilen: Struktur,
Verhalten und Historie. Im Rahmen der Softwarevisualisierung ko¨nnen diese getrennt oder
gemeinsam betrachtet werden. Eine getrennte Betrachtung von Verhalten ist aber meist nur
schwer mo¨glich, da nur strukturelle Elemente miteinander interagieren ko¨nnen.
3.1.1 Struktur
Der Begriff der Struktur bezeichnet alle statischen Informationen, die aus der zu untersu-
chenden Software extrahiert werden ko¨nnen, ohne die Software zur Ausfu¨hrung zu bringen
(Diehl, 2007). Dazu geho¨ren vor allem Quellcode, statische Aufrufgraphen, Einteilung des
Programms in Module, Informationen u¨ber Bestandteile des Programms, Dokumentationen
und Weiteres (Diehl, 2007). Der u¨berwiegende Teil der Softwarevisualisierung ist auf die-
ses Gebiet beschra¨nkt (Mu¨ller und Zeckzer, 2015a). Man kann mutmaßen, wo die Gru¨nde
fu¨r diese Beschra¨nkung liegen. Einer der Gru¨nde ko¨nnte sein, dass der Erhalt von Infor-
mationen u¨ber das Laufzeitverhalten sich schwierig gestaltet. Das Kapitel 4 wird na¨her auf
das Problem eingehen und fu¨r Ruby Beispiele zur Extraktion dynamischer Informationen
aufzeigen. Das Parsen des Quellcodes ist im Vergleich dazu durch Forschungen auf dem Ge-
biet des Parserbaus und der abstrakten Syntaxba¨ume besser erschlossen. Die Entwicklungen
in diesen Gebieten werden vornehmlich nicht durch Softwarevisualisierung getrieben, son-
dern sind fu¨r die Erstellung effizienten Bytecodes von Programmen essentiell und werden
auch durch die Bedu¨rfnisse von Softwareentwicklern im Bezug auf die Fa¨higkeiten der oft
genutzten integrierten Entwicklungsumgebungen (IDE) vorangetrieben, da Funktionen wie
das Springen zur Definition einer Methode die Entwicklung von Software erleichtern. Zu
den Struktur-Artefakten, die im Feld der Softwareentwicklung genutzt werden, geho¨rt aber
nicht nur der Quellcode, sondern auch daraus abgeleitete Artefakte, wie etwa Metriken. Die
Anzahl von Codezeilen unterschiedlicher Strukturelemente von Software, wie Klassen und
Methoden, wird ha¨ufig als Metrik genutzt, aber auch zurecht ha¨ufig kritisiert. Die Lines of
Code-Metrik ist auf alle textuellen Programmiersprachen anwendbar (Hoffmann, 2008). Im
Laufe der Zeit haben sich viele verschiedene Berechnungsarten entwickelt, um Unterschiede
in den Programmierstilen, wie zum Beispiel Kommentare auszugleichen (Laird und Bren-
nan, 2006). Essentiell beim Einsatz dieser Metrik ist daher, dass sie immer auf die gleiche
Weise gemessen wird.
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Eine weitere Metrik ist die von McCabe (1976) vorgeschlagene und entwickelte Messung
der zyklomatischen Komplexita¨t. Vereinfacht ausgedru¨ckt stellt die zyklomatische Komple-
xita¨t dar, wie viele unterschiedliche Wege es durch die Verzweigungen und Schleifen einer
Methode geben kann. Ein ho¨herer Wert weist auf komplexe Methoden hin. Einen tieferen
Einblick in die Materie liefert die Diplomarbeit von Schilbach (2010).
3.1.2 Verhalten
Verhalten bezeichnet alle dynamischen Informationen, die nur durch Ausfu¨hrung der Soft-
ware gewonnen werden ko¨nnen (Diehl, 2007). Die Software kann dabei entweder mit realen
oder theoretischen Werten ausgefu¨hrt werden (Diehl, 2007). Reale Werte ko¨nnen durch die
Aufzeichnung des Verhaltens im Live-Betrieb generiert werden. Theoretische Werte ko¨nnen
bei Softwaretests, wie Unit-Tests, gewonnen werden. Beide Anwendungsfa¨lle haben durch-
aus ihre Berechtigung, die Unterscheidung ist dennoch wichtig, da die Ziele stark differie-
ren. Beim Live-Betrieb oder bei Tests mit mo¨glichst repra¨sentativen Daten werden bestimm-
te Code-Teile mo¨glicherweise sehr oft ausgefu¨hrt, andere Code-Teile hingegen sehr wenig,
weil ein Teil der Software intensiver genutzt wird als ein anderer. Bei vollsta¨ndiger Test-
Abdeckung erfolgt die Ausfu¨hrung der unterschiedlichen Code-Teile in Abha¨ngigkeit der
mo¨glichen Verzweigungen und Freiheiten der Eingangsparameter.
3.1.3 Historie
Der Begriff der Historie bezeichnet alle Informationen u¨ber die Entwicklung eines Softwa-
resystems (Diehl, 2007). Historisierte Informationen werden oft aus Repositories von Versi-
onsverwaltungssystemen wie Git oder Subversion gewonnen. Das Hinzufu¨gen von Funktio-
nalita¨t, das Refactoring von bestehender Funktionalita¨t, die Entfernung von Fehlern und so
weiter fu¨hren zur Weiterentwicklung der Software und erzeugen Daten. Diese Daten werden
im Rahmen der Softwarevisualisierung fu¨r die Darstellung der Entwicklung des Software-
systems genutzt (Diehl, 2007). Die Informationen enthalten Hinweise darauf, wer wann was
angepasst hat. Meist wird bei diesen Informationen der Grund fu¨r die A¨nderung nur infor-
mell festgehalten, zum Beispiel in Form von Commit-Nachrichten. Die Historie stellt wie
das Verhalten einen dynamischen Prozess dar. In Kapitel 4 wird am Beispiel der Extraktion
von historisierten Informationen aus einem u¨ber Git verwalteten Softwaresystem na¨her auf
diesen Aspekt eingegangen.
3.2 Visualisierungspipeline
Der Begriff der Visualisierungspipeline beschreibt den Prozess, der notwendig ist, um aus
den zu visualisierenden Daten eine Visualisierung fu¨r den Nutzer zu erzeugen. Im Laufe der
Zeit wurden verschiedene Varianten vorgeschlagen, um den Prozess der Softwarevisualisie-
rung zu beschreiben. Eine Form der Beschreibung ist die Aufteilung in die Phasen Extrak-























Abbildung 3.2: Softwarevisualisierungspipeline nach (Mu¨ller et al., 2011; dos Santos und
Brodlie, 2004; Diehl, 2007; Telea et al., 2010)
wird. Diese Art der Darstellung der ablaufenden Prozesse ist stark vereinfacht. Ein weiter-
gehendes Modell aus dem Bereich der Informationsvisualisierung findet sich bei dos Santos
und Brodlie (2004). Dieses stellt die vier grundlegenden Schritte dar, die eine Informations-
visualisierung beno¨tigt. Aus den Rohdaten werden durch Analyse die Visualisierungsdaten.
Diese werden dann gefiltert, um die Komplexita¨t zu reduzieren und dem Nutzer nur die
fu¨r seine aktuelle Aufgabe notwendigen Informationen bereitzustellen. Anschließend wer-
den die gefilterten Daten auf abstrakte Visualisierungsdaten u¨bertragen. Diese werden in der
Folge durch das Rendering in ein fu¨r den Monitor beziehungsweise das gewu¨nschte Ausga-
begera¨t darstellbare Daten gewandelt.
Fu¨r die Softwarevisualisierung muss in das Modell von dos Santos und Brodlie (2004)
noch die Extraktion aufgenommen werden. Im Bereich der Softwarevisualisierung ist es sel-
ten so, dass fertige Rohdaten u¨ber das Softwaresystem, das betrachtet werden soll, vorliegen.
Deshalb fu¨hren Diehl (2007); Telea et al. (2010) auch die Extraktion als einen der Haupt-
schritte an. Bei Verbindung dieser beiden Formen der Darstellung ergibt sich das in Abbil-
dung 3.2 gezeigte Vorgehen. Die Abbildung zeigt auch die Einordnung der Softwarevisua-
lisierung als Untergebiet der Informationsvisualisierung und damit auch der Visualisierung.
Im folgenden sollen die einzelnen Schritte betrachtet werden.
3.2.1 Extraktion
Wa¨hrend des Prozesses der Extraktion werden die vorliegenden Artefakte zu verarbeitbaren
Rohinformationen verarbeitet. Die so gewonnenen Informationen ko¨nnen entweder quanti-
tativ oder qualitativ sein (Russo Dos Santos et al., 2000). Die verschiedenen Skalentypen




 die Rationalskala und
 die Absolutskala.
80
Jedes Skalenniveau fu¨gt dem vorangehenden weitere Kriterien hinzu und erlaubt somit wei-
tere Operationen, zum Beispiel die Mo¨glichkeit die Daten zu sortieren bei der Ordinalskala
im Vergleich zur Nominalskala. Nur Werte, die die Kriterien fu¨r die Intervallskala erfu¨llen,
ko¨nnen quantitative Informationen sein. Qualitative Informationen kennzeichnen die Infor-
mationen, die in die Ordinal- oder Intervallskala einzuordnen sind, oder die Informationen
u¨ber Verbindungen liefern. Qualitative Informationen sind bei der Softwarevisualisierung
sehr ha¨ufig anzutreffen, jede Information u¨ber den Aufbau eines Softwaresystems in Be-
standteile und Verknu¨pfungen von Softwarebestandteilen beziehungsweise relevanten En-
tita¨ten, wie der Entwickler eines Bestandteils, sind als qualitative Informationen anzusehen.
Der Kern der Softwarevisualisierung beruht also zumeist auf qualitativen Daten, die durch
quantitative Daten angereichert werden. Bei diesen quantitativen Daten kann es sich auch
um abgeleitete Informationen handeln. Die zyklomatische Komplexita¨tsmessung (McCabe,
1976) kann zum Beispiel anhand der qualitativen Daten eines abstrakten Syntaxbaums ge-
wonnen werden. Statische Metriken, die fu¨r die Messung der Softwarequalita¨t zum Einsatz
kommen, fallen immer in diese Kategorie, da hierbei aus bestimmten Eigenschaften Zah-
lenwerte errechnet werden. Es ko¨nnen aber auch durch andere Verfahren gewonnene quan-
titative Daten zum Einsatz kommen, zum Beispiel die Messung der Aufrufha¨ufigkeit einer
Funktion in einem interaktiven System im Live-Betrieb. Hierbei entstehen dynamisch ge-
messene quantitative Informationen, die nicht von den vorhandenen Informationen abha¨ngig
sind.
Fu¨r die Softwarevisualisierung ko¨nnen viele verschiedene Arten und Auspra¨gungen von
Quellartefakten genutzt werden (Diehl, 2007). Beispiele hierfu¨r sind der Quellcode, Logs
von Tracing- und Profiling-Prozessen und Code-Repositories mit Versionierungsinformatio-
nen. Die Methoden, um die Daten zu extrahieren, sind sehr vielfa¨ltig (Diehl, 2007).
Das Parsen dient dazu, die in den Artefakten kodierten qualitativen und quantitativen In-
formationen in geeigneter Weise zu extrahieren und den weiteren Prozessen der Visualisie-
rungspipeline bereit zu stellen. Grundlegende Fragen sind dabei, welche Entita¨ten existie-
ren, welche Verbindungen zwischen diesen Entita¨ten existieren und welche Eigenschaften
diese aufweisen. Beim Extrahieren von Quellcodeinformationen sind zwei unterschiedliche
Vorgehensweisen mo¨glich. Die erste Mo¨glichkeit ist der Einsatz von textuellen Parsern. Sie
ermo¨glichen den Aufbau des abstrakten Syntaxbaums fu¨r den geparsten Quellcode. Sie ar-
beiten statisch und direkt auf dem verfu¨gbaren Quellcode. Im Rahmen dieser Arbeit wird
allgemein von textuell verfu¨gbarem Quellcode ausgegangen, andere Formen von Quellco-
de bleiben dabei außen vor. Durch die definierte Syntax der Programmiersprachen sind oft
bereits Parser verfu¨gbar.
Die zweite Mo¨glichkeit, um an die gewu¨nschten Informationen zu gelangen, sind Ver-
fahren wie Codeinstrumentierung und andere Verfahren, wie Reflection. Diese ermo¨glichen
die Extraktion von Informationen u¨ber das System zu einem bestimmten Zeitpunkt wa¨hrend
der Ausfu¨hrung. Zu den extrahierbaren Informationen geho¨ren auch die Strukturinforma-
tionen. Diese dynamischen Varianten erfordern die Ausfu¨hrung des Softwaresystems. Hier-
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bei entsteht die Frage, ob die Ausfu¨hrung in realer Umgebung oder mittels Tests erfolgt.
Dynamische Verfahren sind die wahrscheinlich effizienteste Mo¨glichkeit, um dynamische
Informationen wie Traces oder Profiling-Informationen zu erhalten. Andere dynamische In-
formationen sind fast ausschließlich durch Ausfu¨hrung zu extrahieren, zum Beispiel bei Per-
formanztests. Mo¨gliche spezifische Vorgehensweisen zum Parsen von Ruby-Quellcode wer-
den in Kapitel 4 beschrieben.
Bei Artefakten, die nicht Quellcode sind, kann sich das Parsen deutlich von dem von
Quellcode unterscheiden. Verschiedene Artefakte haben eine sehr strenge Syntax, zum Bei-
spiel XML, fu¨r die effiziente Parser existieren. Aufgrund der Notwendigkeit natu¨rliche Spra-
che zu verarbeiten, ist das Parsen von handgeschriebener Dokumentation deutlich komplexer.
Probleme entstehen beim Parsen von Artefakten, die miteinander in Verbindung stehen.
Das wichtigste Problem ist hierbei die Identifikation von Entita¨ten. Diese werden in den
unterschiedlichen Artefakten unterschiedlich repra¨sentiert. Um eine gesamtheitliche Visua-
lisierung erzeugen zu ko¨nnen, mu¨ssen die Entita¨ten des gesamten Systems eindeutig identi-
fiziert sein. Nur so ist eine Verknu¨pfung von Informationen aus unterschiedlichen Artefakten
mo¨glich. Als Beispiel kann hier die Verbindung von Metrik- und Beziehungsinformatio-
nen von Klassen gesehen werden. Das Problem besteht darin, dass die Informationen u¨ber
die Metriken und die Informationen u¨ber die Verbindungen typischerweise aus unterschied-
lichen Artefakten stammen. In objektorientierten Sprachen ist meist ein vollqualifizierter
Identifikator verfu¨gbar. Dies setzt aber voraus, dass alle Artefakte ihn auch enthalten be-
ziehungsweise dass er in den einzelnen Artefakten ermittelt werden kann. Probleme und
Lo¨sungsansa¨tze beim Vermengen von Metriken mit Strukturinformationen sind bei Schil-
bach (2010) beschrieben.
3.2.2 Analyse
Die Datenanalyse ist ein vorbereitender Schritt fu¨r die Visualisierung von Daten (dos San-
tos und Brodlie, 2004). Bei Diehl (2007) beinhaltet die Analyse die Filterung von Daten,
deren statische Analyse und eine eventuelle statistische Aufbereitung, die mit diesen Daten
durchgefu¨hrt. Bei dos Santos und Brodlie (2004) ist der Begriff der Analyse enger gefasst, da
die Datenanalyse einen Teil der Datenanreicherung darstellt. dos Santos und Brodlie (2004)
beschreiben die Analyse als das Zuordnen einer Interpolationsfunktion zu den Daten. Die-
se ermo¨glicht durch doma¨nenspezifisches Wissen Ru¨ckschlu¨sse auf die visualisierte Entita¨t
(dos Santos und Brodlie, 2004). Die Interpolationsfunktion wird an die Daten gebunden und
in weiteren Prozessschritten mitgefu¨hrt (dos Santos und Brodlie, 2004). Die Analyse ist ein
vollsta¨ndig automatisierter Prozessschritt (dos Santos und Brodlie, 2004).
3.2.3 Filterung
Die Filterung beschreibt den Vorgang der Extraktion des Teils der Daten, der visualisiert
werden soll (dos Santos und Brodlie, 2004). dos Santos und Brodlie (2004) betrachten die
Filterung der Daten als Setzen der Ober- und Untergrenze mit verschiedenen Schwerpunk-
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ten. Dieser Prozessschritt ist nutzerzentriert (dos Santos und Brodlie, 2004) beziehungsweise
aufgabenzentriert, da hier die Informationen spezifiziert werden, die fu¨r die Lo¨sung der je-
weiligen Aufgabe notwendig sind.
Es existieren verschiedene Filterungsmo¨glichkeiten. Bei der Filterung vor der Darstellung
werden zuna¨chst die maximal beno¨tigten Daten gefiltert. Zusa¨tzlich kann eine weitere Ein-
schra¨nkung der dargestellten Daten spa¨ter innerhalb der Visualisierung erfolgen. Dann ist
die Filterung eine Aufgabe der Interaktion.
3.2.4 Zuordnung
Diehl (2007) beschreibt den Schritt der eigentlichen Visualisierung als Zuordnen der Infor-
mationen zu Geometriedaten und deren Rendering. Beim Zuordnen werden den unsichtbaren
Eigenschaften der Entita¨ten sichtbare Objekte zugeordnet. Dies geschieht durch Metaphern
und ihre Elemente.
Teyseyre und Campo (2009) unterscheiden in ihrem U¨berblick u¨ber Softwarevisualisie-
rung abstrakte Darstellungen von Echtweltmetaphern. Zu den abstrakten Darstellungen ge-
ho¨ren alle Darstellungsformen, die nicht auf Objekte der realen Welt zuru¨ckzufu¨hren sind.
Problematisch ist hierbei, dass diese Einteilung nur eine gewisse Kategorisierung ermo¨glicht,
aber eine saubere Einteilung in vielen Fa¨llen nicht mo¨glich ist, da bestimmte Echtweltele-
mente mit abstrakten Darstellungen kombiniert werden. Ein Beispiel ist die abstrakte Welt-
raummetapher von Schilbach (2010), die in Abbildung 3.3 gezeigt wird. Dabei wird das
Wissen des Nutzers im Hinblick auf die Anordnung von Elementen im Weltraum genutzt,
wonach sich die Objekte rekursiv um ein Zentrum herum anordnen, wie es auch bei der
Abbildung 3.3: Abstrakte Weltraummetapher von Schilbach (2010)
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Weltraummetapher von Graham et al. (2004) der Fall ist. Bei Schilbach (2010) werden aber
abstrakten Formen fu¨r die Darstellung der Elemente genutzt. Es erfolgt also eine Durchmi-
schung von Echtweltelemente und abstrakten Formen.
Als Weg der Kategorisierung bietet sich die Mo¨glichkeit an, nicht zu versuchen, die ge-
samte Metapher in feste Kategorien zu zwa¨ngen, sondern eine graduelle Einteilung der ver-
schiedenen Metaphernelemente vorzunehmen.
Abstrakte Metaphernelemente
Teyseyre und Campo (2009) unterscheiden hier Graphen, Ba¨ume und abstrakte geometrische
Strukturen. Diese Einteilung ist aber nicht trennscharf. So sind Ba¨ume mathematisch gese-
hen ebenfalls Graphen Steger (2007). Auch die geometrischen Strukturen sind auf Graphen
zuru¨ckfu¨hrbar. Die Einteilung von Teyseyre und Campo (2009) bezieht sich also eher auf
eine rein visuelle Unterscheidung in Graphen mit dargestellten Knoten und Kanten sowie
Graphen, bei denen einige Verbindungen durch Positionierung und Gro¨ße impliziert wer-
den. Als Beispiel kann hier die Schachtelungsmetapher von Rekimoto und Green (1993)
angefu¨hrt werden. Hierbei werden fu¨r eine effizientere Ausnutzung des Raumes Inklusions-
beziehungen, die auch als Kanten dargestellt werden ko¨nnten, innerhalb des u¨bergeordneten
Elements dargestellt (Abbildung 3.4). Die Metaphernelemente sind dementsprechend die
Inklusion von Objekten ineinander und abstrakte dreidimensionale Grundformen, wie Ku-
geln oder Quader, die zusa¨tzlich eine Transparenz aufweisen. Die von Rekimoto und Green
(1993) vorgeschlagene Form der Darstellung mittels Inklusion wird auch in vielen weiteren
Varianten aufgegriffen, zum Beispiel in der Hemispha¨renmetapher von Balzer und Deussen
(2004). Bei Balzer und Deussen (2004) werden geschachtelte Halbkugeln genutzt, die an
ihrer Oberseite zusa¨tzlich verbunden sein ko¨nnen. Durch das Ausblenden von Objekten in
Abbildung 3.4: Schachtelungsmetapher von Rekimoto und Green (1993)
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tiefen Schachtelungsebenen soll eine visuelle Komplexita¨tsreduktion erfolgen (Balzer und
Deussen, 2004).
Cone trees sind eine weitere Mo¨glichkeit, hierarchische Strukturen darzustellen. Vorge-
stellt wurde diese Variante von Robertson et al. (1991). Hierbei kommen konische Strukturen
zum Einsatz, die die dritte Dimension nutzen, um die Metapher kompakter zu halten als es
bei einer zweidimensionalen Darstellung der Fall wa¨re. Die Metaphernelemente sind hierbei
Kanten, die zwischen abstrakten Grundformen verbinden, wobei durch die Positionierung
eine zusa¨tzliche Hierarchisierung der Elemente stattfindet.
Dreidimensionale Varianten von UML wurden im Laufe der Zeit ebenfalls vorgeschlagen
(McIntosh et al., 2005; McIntosh und Hamilton, 2010; Mcintosh et al., 2008; Termeer et al.,
2005). Hier ist von Bedeutung, dass die UML als visuelle Beschreibungssprache im Rah-
men der Softwareentwicklung sehr gela¨ufig ist. Die Ziele der unterschiedlichen Varianten
von UML in 3D sind eine kompaktere Darstellung der UML-Graphen und die Ausnutzung
der dritten Dimension zur Darstellung weiterer Informationen, wie zum Beispiel Software-
metriken bei MetricView (Termeer et al., 2005). Die Elemente von UML werden hierbei als
Metaphernelemente genutzt und mit einer Tiefeninformation fu¨r ihre Position versehen, blei-
ben aber weiterhin flach. Die Verbindungen werden durch geeignete U¨bertragungen in die
dritte Dimension gehoben, so werden Kanten zum Beispiel durch extrudierte Zylinder mit
den entsprechenden Verbindern dargestellt.
Echtweltmetaphernelemente
Die wohl bekanntesten Echtweltmetaphernelemente im Rahmen der Softwarevisualisierung
stammen aus Stadtmetaphern (Wettel et al., 2011; Panas et al., 2003). Die beiden Varianten
der Stadtmetapher sind eine realita¨tsnahe Darstellung, wie sie bei Panas et al. (2003) vorge-
schlagen wird (Abbildung 3.5) und eine abstraktere Stadtdarstellung (Wettel et al., 2011). Die
abstraktere Stadtmetapher CodeCity von Wettel et al. (2011) nutzt zwar ebenfalls Konzepte
Abbildung 3.5: Stadtmetapher von Panas et al. (2003)
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wie Geba¨ude und Distrikte, stellt die einzelnen Entita¨ten der Darstellung aber in abstrakter
Form dar und nutzt zum Beispiel keine an die reale Welt angepassten Texturen, wie es bei
Panas et al. (2003) der Fall ist. Die Elemente, die von beiden Metaphern genutzt werden,
sind Geba¨ude, die sich in Ho¨he und Ausdehnung sowie in ihrer Gruppierung an die von
ihnen dargestellten Entita¨ten anpassen.
Die Sonnensystemmetapher (Graham et al., 2004; Schilbach, 2010) ist ein Beispiel, wie
das Echtweltwissen des Nutzers genutzt werden kann, ohne dass das Wissen durch eige-
ne Beobachtungen erworben sein muss. Die Verha¨ltnisse des Weltraums sind nur von den
wenigsten Menschen erfahrbar. Dennoch haben viele Menschen eine Vorstellung von diesen
Verha¨ltnissen. Dies machen sich Metaphern wie die Sonnensystemmetapher zu Nutze. Durch
die Positionierung von Objekten in bestimmten Konstellationen zueinander werden die Be-
ziehungen zwischen den einzelnen Objekten dargestellt. Die Objekte ko¨nnen dabei durch
Form und Texturen an das tatsa¨chliche Aussehen von Planeten angeglichen sein (Graham
et al., 2004) oder es ko¨nnen abstrakte Objekte genutzt werden (Schilbach, 2010).
Die große Vielfalt der mo¨glichen und bereits umgesetzten Echtweltmetaphern, von Son-
nensystemen (Graham et al., 2004; Schilbach, 2010) u¨ber Sta¨dte (Wettel et al., 2011; Panas
et al., 2003) bis hin zu Landschaften (Wise et al., 1995) und Wa¨ldern (Erra et al., 2012), kann
hier nicht erscho¨pfend beschrieben werden. Das Wissen u¨ber die einzelnen Entita¨ten und ih-
re Verbindungsmo¨glichkeiten ist bei allen Echtweltmetaphern Vor- und Nachteil zugleich.
Zum Einen hilft es dem Nutzer, sein bereits vorhandenes Wissen einsetzen zu ko¨nnen, zum
Anderen liefert das Wissen aber auch Restriktionen, die eingehalten werden mu¨ssen, um die
Nutzung des vorhandenen Wissens nicht zu be- oder verhindern.
Bewertung von Metaphern
Mackinlay (1986) beschreibt zwei verschiedene Kategorien der Bewertungen graphischer
Sprachen. Von Teyseyre und Campo (2009) wurden diese auf Bereich der Softwarevisuali-
sierung u¨bertragen. Graphische Sprachen und damit Visualisierungen sollten ausreichend ex-
pressiv und effektiv sein (Mackinlay, 1986; Teyseyre und Campo, 2009). Das Expressivita¨ts-
kriterium gibt Auskunft daru¨ber, ob die zu u¨bermittelnden Informationen in der Grafik darge-
stellt werden (Mackinlay, 1986). Das Effektivita¨tskriterium beschreibt, wie gut die einzelnen
Sprachen in der Vermittlung der Information an den Nutzer sind (Mackinlay, 1986) U¨ber-
tragen auf den Bereich der Metaphern und Metaphernelemente ist davon auszugehen, dass
die Echtweltmetaphern durch ihre geringere Ausdrucksma¨chtigkeit eine geringere Expressi-
tiva¨t besitzen. Dafu¨r ko¨nnen sie das Wissen des Betrachters nutzen, was zu einer erho¨hten
Effektivita¨t fu¨hrt. Die notwendige Aushandlung bei der Auswahl der Metapher jeder Vi-
sualisierung, also auch bei der Softwarevisualisierung, muss deshalb sein, welche Variante
bei ausreichender Expressivita¨t das ho¨chste Maß an Effektivita¨t erzeugt. Auch Animationen
ko¨nnen auf beide Kriterien Auswirkungen haben. Die Evaluation verschiedener Mo¨glich-
keiten von Animationen soll deshalb helfen, die Auswirkungen auf die beiden Kriterien zu
beschreiben.
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Die Entita¨ten und ihre Eigenschaften ko¨nnen entweder statischen oder dynamischen Ei-
genschaften zugewiesen werden. Die einzelnen Metaphernelemente haben verschiedene vi-
suelle Eigenschaften, die verschiedenen Zwecken dienen ko¨nnen, zum Beispiel die Zuord-
nung von Metriken zu bestimmten Auspra¨gungswerten der Metaphernelemente (Schilbach,
2010). Die visuellen Eigenschaften der Objekte ko¨nnen aber auch fu¨r andere Skalenformen,
wie die Kategorialskala genutzt werden, etwa indem unterschiedliche Farben fu¨r die Objekt-
typen genutzt werden.
Eventuell vorhandene dynamische Metaphernelemente besitzen ebenfalls Eigenschaften,
die als Zuordnungsziel dienen ko¨nnen. So kann beispielsweise die Geschwindigkeit einer
Animation als Zuordnungsziel genutzt werden. Die dynamischen Metaphernelemente erwei-
tern also den Raum der mo¨glichen Zuordnungsziele und ermo¨glichen es, mehr Informationen
in einer Visualisierung darzustellen.
3.2.5 Darstellung
Der Prozess der Darstellung dient der Ausgabe der Visualisierung auf Zielgera¨t. Dazu mu¨ssen
die Informationen in geeigneter Weise fu¨r das Zielgera¨t aufbereitet werden. Im einfachs-
ten Fall geschieht dies u¨ber das Erstellen einer anzeigbaren Datei als Ergebnis der Visua-
lisierung. Oft dient dann ein spezielles Anzeigeprogramm zur Darstellung dieser Datei auf
dem Zielgera¨t, wie etwa der InstantPlayer des InstantReality-Frameworks (Fraunhofer IGD,
2013c). Es ko¨nnen aber auch Browser oder alternativ das Visualisierungstool selbst als
Anzeigeprogramm dienen. In letzterem Fall muss das Visualisierungstool selbst die Ansteue-
rung des jeweiligen Ausgabegera¨ts u¨bernehmen beziehungsweise auf hardwarenahe Schnitt-
stellen und Bibliotheken zuru¨ckgreifen, indem zum Beispiel OpenGL oder DirectX zur Dar-
stellung von 3D-Inhalten genutzt wird. Die mo¨glichen Ausgabegera¨te sind sehr vielfa¨ltig.
Als Beispiele sind hier zum Beispiel Standardcomputermonitore, stereoskopische Monitore,
VR-Brillen und Cave-Umgebungen zu nennen.
3.3 Bedeutung der Softwarevisualisierung
Eine von Bassil und Keller (2001) im Jahr 2000 durchgefu¨hrte Studie unter 107 Anwendern
von Softwarevisualisierungstools zeigte, dass die Anwender sich vom Einsatz der Softwa-
revisualisierung vor allem eine Zeitersparnis bei der Ausfu¨hrung bestimmter Aufgaben ver-
sprachen. Weitere Ziele von Softwarevisualisierung waren ein besseres Versta¨ndnis der zu
untersuchenden Software sowie Produktivita¨tssteigerungen.
Eine Studie von Koschke (2003) zeigte bei einer Umfrage unter 82 Forschern aus den Be-
reichen Softwareentwicklung, Reverse Engineering, Reeengineering und Softwaremessung,
dass ein u¨berwa¨ltigender Anteil Softwarevisualisierung mindestens als wichtig ansieht. 42%
der Befragten hielten Softwarevisualisierung fu¨r wichtig, weitere 40% fu¨r absolut notwen-
dig. Die Zielgruppe und die Teilnehmerzahl war jedoch recht klein und die Studie wurde
bereits 2001 durchgefu¨hrt.
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Es wa¨re wu¨nschenswert, dass Studien, wie die von Bassil und Keller (2001) und Kosch-
ke (2003) noch einmal wiederholt werden wu¨rden, um eine aktuelle Bestandsaufnahme zu
erhalten.
Trotz einer Vielzahl von Entwicklungen im Bereich der Softwarevisualisierung, wird sie
bei der Entwicklung von Software noch nicht in dem Maße eingesetzt, die mo¨glich und
wu¨nschenswert wa¨re. Auf diese paradoxe Situation weist zum Beispiel Reiss (2005) hin.
Reiss (2005) versucht dies damit zu erkla¨ren, dass sich die Forschung zur Softwarevisuali-
sierung nicht mit den Problemen der realen Welt befasst, sondern mit verschiedenen Elemen-
ten, die nicht realita¨tsnah sind. Diese Erkenntnis ist nach Meinung des Autors zutreffend, es
scheint aber auch einen Mangel an Forschung zu dem Thema, wie Visualisierungen zu ge-
stalten sind, zu geben. Erkenntnisse in diesem Bereich ko¨nnten wichtige Hinweise fu¨r einen
effektiven und effizienten Einsatz von Softwarevisualisierung liefern. Dies zeigt sich in der
Fu¨lle von Werkzeugen, die in diesem Bereich entwickelt und die mit diversen Techniken um-
gesetzt wurden. Sie visualisieren verschiedenste Teile von Software auf unterschiedlichsten
Abstraktionsebenen. Diese Abstraktionsebenen reichen von der Darstellung einzelner Code-
zeilen bis hin zur Darstellung der Beziehungen von verschiedenen Softwaresystemen unter-
einander. Was an dieser Stelle fehlt, ist Forschung, die fu¨r diese Bestandteile von Software
und verschiedene Abstraktionsebenen zu eruieren versucht, welche Visualisierungstechnik
jeweils optimal die Kognition unterstu¨tzt. Die vorliegende Arbeit soll hier zumindest einen
Ansatz liefern, wie unterschiedliche Arten von Animation in quantitativer Weise erforscht
werden ko¨nnen, so dass das Tool in den Hintergrund und die Erforschung der Kognition von
verschiedenen Abwandlungen der Softwarevisualisierung in den Vordergrund ru¨ckt. Softwa-
revisualisierung kann nicht das Ziel haben, Visualisierung um der Visualisierung willen zu
betreiben. Vielmehr muss sie das Ziel haben, wissenschaftlich fundierte Begru¨ndungen ge-
ben zu ko¨nnen, mit welcher Technik ein bestimmter Teil der Software auf einer bestimmten
Abstraktionsebene am besten zu visualisieren ist.
3.4 Animation in der Softwarevisualisierung
Um das Forschungsfeld zu nicht nutzerinitiierten Animationen in der Softwarevisualisierung
na¨her zu beleuchten und Lu¨cken in der bisherigen Betrachtung zu finden, wurde eine Litera-
turstudie durchgefu¨hrt.
3.4.1 Methodik der Literaturstudie
Das Vorgehen bei der Literaturstudie ist stark an das in Mu¨ller und Zeckzer (2015a) beschrie-
bene Vorgehen angelehnt. Zuna¨chst werden die Forschungsfragen aufgestellt. Aus diesen
und aus Kategorisierungen der Literatur leitet sich dann die Konzeptionalisierung des zu un-
tersuchenden Bereichs ab. Hierbei werden die einzelnen Kategorien aufgestellt, die fu¨r die
Einteilung der Artikel verwendet werden, und deren mo¨gliche Auspra¨gungen festgelegt. In
Abschnitt 3.4.4 wird das Vorgehen bei der Suche nach den einzelnen Beitra¨gen dargestellt.
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Die fu¨r die Suche in Online-Datenbanken verwendeten Suchbegriffe werden hierbei aus den
Inklusions- und Exklusionskriterien abgeleitet. Danach werden die Ergebnisse pra¨sentiert. Es
schließt sich eine Betrachtung der Bedrohungen der Validita¨t an. Die Literaturstudie schließt
mit einer Bewertung der wichtigsten Erkenntnisse fu¨r die weiteren Teile der vorliegenden
Arbeit.
3.4.2 Forschungsfragen der Literaturstudie
Die Literaturstudie soll auf vier Forschungsfragen eingehen, die sich in den Gesamtkontext
dieser Arbeit einordnen. Die Forschungsfragen sind im Einzelnen:
 FF1: In welchen Fachzeitschriften/Konferenzen werden Artikel zur nicht nutzeriniti-
ierten Animation in der Softwarevisualisierung vero¨ffentlicht?
 FF2: Fu¨r welche Aspekte von Softwarevisualisierung wird Animation eingesetzt und
wie verteilt sich dieser Einsatz auf die unterschiedlichen Aspekte?
 FF3: Welche Dimensionalita¨t besitzen die animierten Softwarevisualisierungen?
 FF4: Was sind die Einsatzgebiete der animierten Darstellungen (Ausbildung, Wartung
und Entwicklung)?
3.4.3 Konzeptualisierung
Fu¨r die Festlegung der Kategorien wurde zum Großteil auf etablierte Taxonomien aus der
Literatur zuru¨ckgegriffen. Die so festgelegten Kategorien wurden wa¨hrend der Durchsicht
der Beitra¨ge weiter angepasst, um den tatsa¨chlichen Gegebenheiten Rechnung zu tragen.
So hat sich zum Beispiel die urspru¨nglich geplante Einteilung des Zwecks in Ausbildung,
Entwicklung und Wartung als nicht zielfu¨hrend erwiesen. Die Beitra¨ge differenzierten nicht
ausreichend zwischen der Softwarewartung und der Softwareentwicklung. Deshalb wurden
beide Teile zu Entwicklung zusammengefasst. Tabelle 3.1 stellt die finalen Kategorien und










Tabelle 3.1: Kategorien der Literaturstudie und deren mo¨gliche Auspra¨gungen
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Aspekt
Die Auspra¨gungen der Kategorie Aspekt gehen auf Diehl (2007) zuru¨ck. Der Begriff der
Struktur im Kontext von Software beschreibt alle Eigenschaften von Software, die die Ele-
mente der Software und ihre Verbindungen untereinander betreffen. Dies sind zum Beispiel
die Namen, Gro¨ßen und Inhalte von Klassen, Paketen, Methoden und ihre Beziehungen
untereinander. Beispiele fu¨r Beziehungen sind Aufruf-, Aggregations-, Kompositions- und
Inklusionsbeziehungen. Zum Aspekt Struktur geho¨ren auch alle statischen Metriken, wie
zum Beispiel die Anzahl der Codezeilen oder die zyklomatische Komplexita¨t von McCabe
(1976).
Der Aspekt Verhalten beschreibt alle die Laufzeit betreffenden Eigenschaften von Soft-
ware. Dies sind zum Beispiel Messungen wa¨hrend des Programmablaufs oder auch die Auf-
rufreihenfolge wa¨hrend eines oder mehrerer realer La¨ufe der Software.
Der bei Diehl (2007) verwendetet englische Begriff evolution wird im Rahmen dieser Ar-
beit mit Historie u¨bersetzt. Historie beschreibt all die Eigenschaften von Software, die sich
aus dem Prozess der Softwareentwicklung ergeben. Hier sind vor allem die Informationen
wichtig, wer wann was an der Software gea¨ndert hat. Auch die Metriken, die die Softwa-
reentwicklung betreffen, wie etwa die A¨nderungsha¨ufigkeit sind Beispiele fu¨r den Aspekt
Historie.
Die Kategorisierung im Rahmen dieser Arbeit soll den animierten beziehungsweise den
mo¨glicherweise animierbaren Aspekt betreffen. Das heißt, auch wenn die Visualisierung
weitere Aspekte statisch darstellt, wird nur der jeweils animierte oder animierbare Aspekt
in die Betrachtung einbezogen.
Jahr
Der Zeithorizont wurde nicht beschra¨nkt. Die neuesten Beitra¨ge bei denen eine Entscheidung
zur Inklusion getroffen wurde, sind 2016 vero¨ffentlicht worden. Der ju¨ngste inkludierte Bei-
trag ist von 2014, der a¨lteste von 1983.
Dimensionalitat
Die Dimensionalita¨t wird in 2D und in 3D eingeteilt. Sie betrifft dabei nur die statische
Visualisierung. In die Kategorie 3D werden alle Darstellungen mit unterschiedlichen Posi-
tionierungen von Objekten in der z-Achse eingeordnet. In zwei Dimensionen angeordnete
3D-Objekte werden als 2D kategorisiert.
Einsatzzweck
Beim Aspekt Einsatzzweck wird zwischen Ausbildung und Entwicklung unterschieden. Die
Einteilung erfolgt hierbei gema¨ß der Darstellung im jeweiligen Beitrag, nicht u¨ber eine Be-
wertung der Mo¨glichkeiten des Ansatzes.
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3.4.4 Suche
Bei der Suche kamen die folgenden Einschlusskriterien zum Einsatz.
 Es wird eine Animation beschrieben.
 Es handelt sich um einen Konferenz- oder Zeitschriftenbeitrag.
 Der Beitrag ist auf Englisch verfasst.
 Die beschriebene Animation wird fu¨r die Softwarevisualisierung verwendet.
Ausgeschlossen wurden Beitra¨ge, die ausschließlich interaktionsgetriebene Animation be-
schreiben, zum Beispiel ein animiertes Aufklappen eines Clusters in einer Visualisierung.
Des Weiteren wurden Beitra¨ge ausgeschlossen, die Visual Programming nutzten, also durch
das Arrangieren von grafischen Elementen Programme erzeugen, da sie nach Meinung des
Autors keine Softwarevisualisierungen darstellen.
Fu¨r den Grundbestand an zu betrachtenden Beitra¨gen wurden zuna¨chst alle Konferenz-
beitra¨ge des Dagstuhl Seminars 2001 und der Konferenzen Softvis und Vissoft bestimmt.
Die Bestimmung erfolgte jeweils mittels Daten auf den Webseiten der Konferenzen oder
u¨ber die Webseite des Herausgebers des Tagungsbandes. Daran anschließend wurden die
Beitra¨ge als PDF gesammelt. Fu¨r jeden Beitrag wurde anhand der Teile Titel, Zusammen-
fassung, Einleitung und Fazit eine erste Einscha¨tzung daru¨ber getroffen, ob der jeweilige
Artikel die Einschlusskriterien erfu¨llt. Bei Unklarheiten wurden weitere Teile des Beitrages
zu Rate gezogen. Zusa¨tzlich wurde eine Volltextsuche auf dem Beitrag nach dem Suchstring
,,anim“ durchgefu¨hrt und die Fundstellen wurden betrachtet. Wenn die Einschlusskriterien
erfu¨llt wurden und keine Ausschlussgru¨nde bestanden, wurde der Beitrag in den Bestand der
zu kategorisierenden Artikel eingefu¨gt.
Um eine breitere Erfassung des Forschungsfeldes zu ermo¨glichen, wurden zusa¨tzlich die
beiden Online-Bibliotheken ACM Digital Library und IEEE Explore genutzt. Bei der ACM
Digital Library wurde der Suchausdruck ("animation") AND ("software visualiza-
tion" OR "software visualisation" OR "program visualization" OR "program
visualisation") genutzt. Danach wurde das Suchergebnis auf Zeitschriften und Konfe-
renzbeitra¨ge eingeschra¨nkt.
Bei IEEE Explore wurde der Suchstring (((("Document Title":animation) OR "Ab-
stract":animation) AND ("software visualization" OR "software visualisa-
tion" OR "program visualization" OR "program visualisation"))) genutzt. Danach
wurde der Inhaltstyp auf Konferenzbeitra¨ge und Zeitschriftenbeitra¨ge eingeschra¨nkt.
Bei den so gefundenen Artikeln wurden jeweils der Titel, die Zusammenfassung und die
Schlu¨sselwo¨rter betrachtet. Anhand dieser Teile wurde dann die Entscheidung u¨ber den Ein-
schluss getroffen, wenn die Einschlusskriterien erfu¨llt und keine Ausschlusskriterien vor-
handen waren. Von den so bestimmten Beitra¨gen wurden ebenfalls die PDFs gesammelt.
In diesen wurden die Teile Titel, Zusammenfassung, Einleitung und Fazit betrachtet. Zusa¨tz-
lich erfolgte auch bei diesen Beitra¨gen eine Volltextsuche nach ,,anim“ und eine Betrachtung
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der Fundstellen. Danach wurde eine Entscheidung u¨ber die Aufnahme des Beitrages in den
Bestand der zu kategorisierenden Artikel getroffen.
22 Beitra¨ge wurden sowohl mittels der Konferenzauswertung als auch u¨ber die Onlinesu-
che in den Bestand der zu kategorisierenden Artikel aufgenommen.
Die aufgenommenen Beitra¨ge wurden dann kategorisiert. Als Hilfsmittel wa¨hrend der ge-
samten Suche wurde Mendeley als Verwaltungstool fu¨r die Literaturerfassung und Kategori-
sierung genutzt.
3.4.5 Ergebnisse
Die Tabellen 3.2 und 3.3 zeigen die Anzahlen der durch die unterschiedlichen Suchformen
gefundenen und der schließlich aufgenommenen Beitra¨ge. Bei den Werten in Tabelle 3.3
ist zu beachten, dass zwei Beitra¨ge sowohl u¨ber ACM Digital Library als auch u¨ber IEEE
Explore gefunden wurden. Nach Entfernung der Duplikate wurden 139 Beitra¨ge in den Ka-
tegorisierungsprozess inkludiert.
In den folgenden Abschnitten wird auf die Ergebnisse der Kategorisierung eingegangen.
In welchen Journalen/Konferenzen werden Artikel zur nicht nutzerinitiierten
Animation in der Softwarevisualisierung veroentlicht?
Um die Forschungsfrage 1 der Literaturstudie zu beantworten, wurde die Liste aller Jour-
nale und Konferenzen soweit zusammengefasst, dass die unterschiedlichen Jahrga¨nge der
Konferenzen einer Konferenz zugeordnet wurden. Abbildung 3.6 zeigt die Anzahlen pro
Konferenz beziehungsweise pro Fachzeitschrift. Unter dem Punkt ,,andere“ sind 31 Bei-
tra¨ge zusammengefasst, deren Konferenz oder Fachzeitschrift jeweils nur einmal einen auf-
genommenen Beitrag enthielt. Diese Konferenzen und Fachzeitschriften sind im Einzelnen:
ACM SIGPLAN Notices, ACM-SE, ACSC, APVis, AVI, CCECE, Communications of the
ACM, Computer Networks and ISDN Systems, Computers & Education, DAC, ECTEL,
FCST, FRONTIERS, Future Generation Computer Systems, HICSS, ICER, ICMCS, ICSE,
IECEC, IEEE Transactions on Learning Technologies, IEEE Transactions on Visualization
and Computer Graphics, IPPS, IUCE, IWPC, Information Visualization, Infovis, Koli Cal-
Konferenz Anzahl Beitra¨ge Anzahl aufgenommener Beitra¨ge
Dagstuhl Seminar 31 8
Softvis 160 26
Vissoft 149 12
Tabelle 3.2: Beitra¨ge aus Konferenzauswertung
Online Bibliothek Anzahl Beitra¨ge Anzahl aufgenommener Beitra¨ge
ACM Digital Library 163 79
IEEE eXplore 82 45
Tabelle 3.3: Beitra¨ge aus Onlinesuche
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Abbildung 3.6: Anzahl der Beitra¨ge pro Konferenz/Journal
ling, TOCHI, UMEDIA, VIS und WCCCE. Die drei am ha¨ufigsten zur Publikation genutz-
ten Konferenzen sind die SOFTVIS (24 inkludierte Beitra¨ge), die VISSOFT (14 inkludierte
Beitra¨ge) und die VL/HCC (13 inkludierte Beitra¨ge).
Es ist eine deutliche Dominanz bei den Konferenzbeitra¨gen (82,7%) gegenu¨ber den Fach-
zeitschriftenartikeln (17,3%) zu konstatieren.
Fur welche Aspekte von Softwarevisualisierung wird Animation eingesetzt
und wie verteilt sich ihr Einsatz auf die unterschiedlichen Aspekte?
Abbildung 3.7 zeigt die Anzahl von aufgenommenen Beitra¨gen pro Aspekt. Das Verhalten
ist mit 126 Beitra¨gen der am meisten mittels Animation dargestellte Aspekt, danach folgt
Abbildung 3.7: Verteilung auf unterschiedliche Aspekte
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Abbildung 3.8: Anzahl eingeschlossener Beitra¨ge pro Jahr und Aspekt (Blasendiagramm)
der Aspekt Historie mit 11 Beitra¨gen. Mehrere Aspekte werden nur sehr selten gemeinsam
animiert.
Abbildung 3.8 zeigt die Anzahl von inkludierten Beitra¨gen pro Jahr und Aspekt. Auch
hier zeigt sich die große Dominanz der Animation des Verhaltens. Es zeigt sich aber auch,
dass das Interesse an der Untersuchung von Animationen scheinbar ru¨ckla¨ufig ist.
Welche Dimensionalitat bieten die animierten Softwarevisualisierungen?
Der Großteil der Darstellungen war zweidimensional (84,2%), der geringere Anteil (15,8%)
dreidimensional. Unklar ist dabei, ob die Verteilung von der Schwierigkeit herru¨hrt, Anima-
tionen in dreidimensionalen Darstellungen zu erzeugen, oder ob die Entscheidung aufgrund
anderer Faktoren, wie einer erho¨hten Einfachheit in der Interaktion, getroffen wurde.
Abbildung 3.9: Einsatzgebiete
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Welches Einsatzgebiet besitzen die animierten Darstellungen
(Ausbildung und Entwicklung)?
In Abbildung 3.9 ist die Verteilung der unterschiedlichen Einsatzgebiete dargestellt. Hierbei
wurde auch die Kombination beider Kategorieauspra¨gungen einbezogen. 134 Publikationen
haben den intendierten Verwendungszweck angegeben. Der gro¨ßte Anteil der Animationen
in den inkludierten Beitra¨gen wurde fu¨r die Ausbildung genutzt (insgesamt 59%, davon 9
Beitra¨ge sowohl fu¨r Ausbildung als auch Entwicklung). Auf die Entwicklung entfielen mit
41% (ausschließlich fu¨r die Entwicklung) bzw. 47,8% (fu¨r Entwicklung und Ausbildung)
nur kleinere Anteile.
3.4.6 Bedrohungen der Validitat
Die gro¨ßte Bedrohung der Validita¨t der durchgefu¨hrten Literaturstudie entsteht dadurch, dass
die Kategorisierung der Beitra¨ge nur von einer Person durchgefu¨hrt wurde. Es wurde ver-
sucht, die Entscheidungen nach klaren Kriterien sowie nachvollziehbar zu treffen und bei
schwierigen Entscheidungen diese explizit zu begru¨nden.
Eine zweite Bedrohung der Validita¨t ist eine mo¨gliche Verzerrung im Bezug auf die Kon-
ferenzen SOFTVIS, VISSOFT und Dagstuhl Seminar, da aus diesen drei Konferenzen alle
Beitra¨ge genutzt wurden.
3.4.7 Erkenntnisse
Die erste Erkenntnis aus der Literaturstudie ist, dass erwartungsgema¨ß die großen Softwa-
revisualisierungskonferenzen auch die meisten Beitra¨ge zu Animationen in Softwarevisuali-
sierungen enthalten. Dass 31 Konferenzen oder Zeitschriften nur jeweils einen inkludierten
Beitrag aufwiesen, deutet darauf hin, dass im Bereich der Animationen in der Softwarevi-
sualisierung keine zentrale Gemeinschaft fu¨r diesen Forschungsbereich existiert.
Haupterkenntnis der Literaturstudie ist, dass die Animation von Verhalten sehr stark do-
miniert. Die Mo¨glichkeiten zur Nutzung von Animation fu¨r die Aspekte Struktur und His-
torie wurden in den betrachteten Artikeln kaum genutzt. Vor allem der Aspekt der Struktur
wird, nach Meinung des Autors zu Unrecht, stark vernachla¨ssigt. Hier bestehen durchaus
Mo¨glichkeiten zur Darstellung von Metriken u¨ber dekorierende Animationen. Noch selte-
ner sind Beitra¨ge, die Visualisierungen beschreiben, die mehrere Aspekte animiert darstellen
ko¨nnen. Einzig Panas et al. (2005) beschreiben mit Vizz3D ein Tool, das es aufgrund seiner
Architektur ermo¨glicht, die verschiedenen Aspekte von Software auch animiert darzustellen.
Vizz3D erlaubt es dem Nutzer, die Zuordnung des zugrundeliegenden Softwaremodells zu
einer fertigen Visualisierungen zu konfigurieren (Panas et al., 2005, 2007). Die Animationen
ko¨nnen dann mit dem Tool direkt betrachtet werden. Die Darstellung erfolgt dabei wahl-
weise u¨ber Java3D oder OpenGL (Panas et al., 2005). Die Export-Formate von Vizz3D sind
auf Formate beschra¨nkt, die Animationen nicht ermo¨glichen (Panas et al., 2005). Der kom-
plette Funktionsumfang im Bezug auf die Darstellung steht somit nur im Programm selbst
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zur Verfu¨gung. Dies verhindert den Austausch fertiger animierter Visualisierungen und er-
schwert damit auch Anwendungsfa¨lle wie die Evaluation von Visualisierungen.
2D als Dimensionalita¨t wurde sehr ha¨ufig genutzt. Unklar geblieben ist hierbei jedoch,
warum die Visualisierungen zweidimensional dargestellt wurden.
Die Visualisierungen in den eingeschlossenen Beitra¨gen wurden vorwiegend zur Ausbil-
dung genutzt. Generell wurden eher kleine Softwaresysteme betrachtet und zu einem großen
Teil auch manuell angefertigte Animationen verwendet. Im Bereich der Animation von Soft-
warevisualisierungen fu¨r die Softwareentwicklung ist ein ho¨herer Automatisierungsgrad er-
forderlich. Wu¨nschenswert wa¨ren zudem Untersuchungen zur Wahrnehmung von Animatio-
nen mit gro¨ßeren Softwaresystemen, wie sie in der Praxis vorkommen.
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Teil II




In diesem Teil der Arbeit wird die Erstellung dreidimensionaler animierter Softwarevisuali-
sierungen behandelt. Kapitel 4 bescha¨ftigt sich damit, wie Informationen, die fu¨r die Soft-
warevisualisierung erforderlich sind, aus Softwareartefakten extrahiert werden ko¨nnen. Be-
sonderes Augenmerk kommt dabei den dynamischen Informationen zu. Diese eignen sich
durch ihren inha¨renten zeitlichen Bezug oft fu¨r die Zwecke der Animation. Es soll aber
auch gezeigt werden, wie statische Informationen aus Softwareartefakten extrahiert werden
ko¨nnen. Die Hauptprogrammiersprache, die hierbei verwendet wird, ist Ruby. Dementspre-
chend entha¨lt dieses Kapitel eine kurze U¨bersicht der verschiedenen Strukturelemente von
Ruby.
Kapitel 5 bescha¨ftigt sich mit einem Framework fu¨r Animationen in X3D (Schilbach,
2014) und seiner Erweiterung auf X3DOM. Es zeigt dabei die Architektur des Frameworks,
verschiedene Implementierungsdetails und die Funktionsweise des Frameworks bei der Er-
zeugung von Animationen. Hierbei wird auch auf die Fa¨higkeiten des Frameworks zur Kom-
bination von statischen und dynamischen Aspekten von Szenen eingegangen. Das Kapitel
zeigt zudem Beispiele fu¨r dreidimensionale Szenen, die mit Hilfe des Frameworks erstellt
wurden.
Kapitel 6 zeigt einen strukturierten Ansatz, um die Informationen, deren Extraktion in
Kapitel 4 gezeigt wird, bis hin zu den Datenstrukturen fu¨r die Darstellung mit Hilfe des
Animationsframeworks aus Kapitel 5 aufzubereiten. Dazu wird zuna¨chst das Konzept der
generativen Softwarevisualisierung dargestellt. Dann werden Aufbau und Funktionen des am
Institut fu¨r Wirtschaftsinformatik der Universita¨t Leipzig entwickelten Generators gezeigt,
der dieses Konzept umsetzt. Danach werden die notwendigen Anpassungen beschrieben, die
notwendig sind, um Animationen mit Hilfe des Generators zu erstellen.
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4 Extraktion von Informationen
Dieses Kapitel zeigt verschiedene Mo¨glichkeiten, wie aus einem Softwareentwicklungspro-
jekt Informationen fu¨r die Visualisierung gewonnen werden ko¨nnen. Die beispielhaft ver-
wendeten Projekte nutzen als Hauptprogrammiersprache Ruby. Das Kapitel beginnt deshalb
mit der Darstellung von Ruby als Programmiersprache in Abschnitt 4.1. An eine kurze Dar-
stellung der Geschichte dieser Programmiersprache schließt sich die Vorstellung der Grund-
konzepte und der Syntax von Ruby an.
Anschließend folgt in Abschnitt 4.2 eine Darstellung von Mo¨glichkeiten, um aus Ruby-
Projekten Informationen zu extrahieren. Diese Extraktion ist der erste Schritt der Visualisie-
rungspipeline, die in Abschnitt 3.2 und Abbildung 3.2 na¨her gezeigt wird. Die Kategorien,
in die sich dieser Abschnitt gliedert, leiten sich aus Diehl (2007) ab. Es wird also auf die
Aspekte Struktur, Verhalten und Historie eingegangen. Hierbei werden die verschiedenen
genutzten Techniken gezeigt und diskutiert.
Der darauf folgenden Abschnitt 4.3 stellt die Famix-Metamodellfamilie dar. Modelle,
die den vorgestellten Metamodellen genu¨gen, dienen als Zielformat fu¨r die extrahierten
Informationen. Grund fu¨r die Nutzung von Famix ist vor allem die Mo¨glichkeit zur platt-
formunabha¨ngigen Darstellung der verschiedenen Aspekte und die Weiterverarbeitbarkeit in
spa¨teren Schritten der Visualisierungspipeline (Abschnitt 3.2). Der Abschnitt geht auf das
Famix-Metamodell und seine beiden Erweiterungen, Dynamix und Hismo, ein. Famix dient
dabei als Basismetamodell, das den Aspekt Struktur darstellen kann. Dynamix wird zur Be-
schreibung des Aspekts Verhalten und Hismo zur Darstellung der historisierten Informatio-
nen genutzt. Hierbei wird auch die Serialisierung dieser Formate gezeigt.
4.1 Ruby
Die Entwicklung von Ruby begann im Februar 1993 (Stewart, 2001). Yukihiro Matsumoto
war mit anderen Programmiersprachen nicht zufrieden und entschied sich, seine eigene Pro-
grammiersprache zu entwerfen (Flanagan und Matsumoto, 2008). Die erste Alpha-Version
von Ruby wurde dann im Dezember 1994 vero¨ffentlicht (Stewart, 2001).
Ruby ist vollsta¨ndig objektorientiert (Flanagan und Matsumoto, 2008). Das heißt, die
Kernkomponenten sind Objekte, zum Beispiel boolesche Ausdru¨cke, Zahlen und auch nil,
das in Ruby das Nichts repra¨sentiert (Flanagan und Matsumoto, 2008). Diese Eigenschaft
verbunden mit einer weiteren Eigenschaft, na¨mlich dass Klassen auch nach ihrer Erstdefini-
tion weiter vera¨ndert werden ko¨nnen, sorgt dafu¨r, dass Methoden den Basistypen hinzugefu¨gt
und die bestehenden Methoden vera¨ndert werden ko¨nnen (Flanagan und Matsumoto, 2008).
Ruby bietet neben der reinen Objektorientierung aber auch funktionale und prozedurale Be-
standteile (Flanagan und Matsumoto, 2008).
Die Verwendung von Ruby erfolgt meist als interpretierte Sprache, wobei der am Weitesten
verbreitete Interpreter MRI (Matz’ Ruby Interpreter) ist (Flanagan und Matsumoto, 2008).
Matz ist der Spitzname von Yukihiro Matsumoto (Flanagan und Matsumoto, 2008). Bei MRI
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erfolgt eine interne Kompilierung zu Bytecode und dann die Ausfu¨hrung dieses Bytecodes
auf einer virtuellen Maschine (Flanagan und Matsumoto, 2008). Eine andere verfu¨gbare Im-
plementierung ist zum Beispiel JRuby (Flanagan und Matsumoto, 2008), das auf der Java
Virtual Machine aufbaut.
MRI ist C-basiert, greift also intern auf C-Funktionen zuru¨ck, so dass C-Bibliotheken in
Ruby integriert werden ko¨nnen (Flanagan und Matsumoto, 2008). Dies kommt zum Beispiel
bei Nokogiri, einer Bibliothek fu¨r die XML-Verarbeitung zum Einsatz. Dieser interne Zugriff
auf C-Funktionen sorgt auch fu¨r eine hohe Performanz (Flanagan und Matsumoto, 2008).
Fu¨r Ruby ist keine formale Spezifikation vorhanden (Flanagan und Matsumoto, 2008).
Die Implementierung von Ruby in MRI dient deshalb als De-Facto-Standard (Flanagan und
Matsumoto, 2008).
Ruby ist dynamisch typisiert, der Typ von Variablen muss also nicht explizit angegeben
werden und kann sich wa¨hrend ihrer Benutzung a¨ndern (Flanagan und Matsumoto, 2008).
Im Rahmen dieser Arbeit ist keine erscho¨pfende Behandlung der Eigenschaften von Ruby
mo¨glich oder no¨tig. Deshalb soll hier der Fokus darauf liegen, die fu¨r das Versta¨ndnis der
folgenden Abschnitte no¨tigen Eigenschaften von Ruby darzustellen.
Die meisten Operatoren von Ruby sind denen von C oder Java sehr a¨hnlich (Flanagan und
Matsumoto, 2008). Listing 4.1 zeigt einige grundlegende Operatoren, die vier Grundrechen-
arten und den Vergleichsoperator.
Ruby-Operatoren sind zumeist als Methoden definiert und ko¨nnen somit auch u¨berla-
den werden (Flanagan und Matsumoto, 2008). Eine ungewo¨hnliche Besonderheit der Ru-
by-Syntax ist, dass Klammern meist optional sind (Flanagan und Matsumoto, 2008). Lis-
ting 4.2 zeigt somit zwei a¨quivalente Ausdru¨cke. Die Methode puts gibt den als Parameter
u¨bergebenen String auf der Kommandozeile aus. Ebenfalls in Listing 4.2 gezeigt ist, dass
das Schlu¨sselwort then ebenfalls optional ist. Die große Anzahl an Syntaxvarianten ist auch
ein Grund fu¨r die Beliebtheit von Ruby als Grundlage fu¨r interne doma¨nenspezifische Spra-
chen (DSLs). Die Unterscheidung zwischen internen und externen DSLs ist, dass interne
DSLs die jeweiligen Hostsprachmittel nutzen (Fowler, 2010). Eine na¨here Betrachtungen
der doma¨nenspezifischen Sprachen finden sich in Kapitel 6
Eine Besonderheit ist, dass regula¨re Ausdru¨cke und Bereiche in Ruby mit Hilfe einer li-
teralen Syntax definierbare Objekte darstellen (Flanagan und Matsumoto, 2008). Ein wei-
terer Sprachbestandteil von Ruby sind Blo¨cke in verschiedenen Auspra¨gungen (Flanagan
und Matsumoto, 2008). Blo¨cke in Ruby sind nicht selbst Objekte (Flanagan und Matsumo-
to, 2008). Ruby kennt aber zwei verschiedene Formen fu¨r Objekte, die Blo¨cke repra¨sen-
a = 1 + 1 # a i s t 2
b = 2   1 # b i s t 1
c = 2  2 # c i s t 4
d = 4 / 2 # d i s t 2
e = 1 == 2 # d i s t f a l s e
Listing 4.1: Beispiele fu¨r Ruby Operatoren
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a = 1
i f ( a == 1) then
p u t s "1"
end
i f a == 1
p u t s "2"
end
Listing 4.2: Syntaxvarianten if
tieren: Procs und Lambdas (Flanagan und Matsumoto, 2008). Lambdas repra¨sentieren im
Unterschied zu Procs Funktionen, nicht Blo¨cke (Flanagan und Matsumoto, 2008). Lamb-
das dienen in Ruby als Mo¨glichkeit, Formen der funktionalen Programmierung umzusetzen
(Flanagan und Matsumoto, 2008). Die Proc-Klasse definiert eine binding-Methode, mit
der ein Binding-Objekt erzeugt werden kann (Flanagan und Matsumoto, 2008). Bindings
beinhalten alle Informationen zu einem Block und dessen Kontext, die no¨tig sind, um ihn
auszufu¨hren (Flanagan und Matsumoto, 2008). Sie ko¨nnen als Argument fu¨r die globale
eval-Funktion dienen, was dazu genutzt werden kann, die Funktionsweise eines Blocks zu
vera¨ndern (Flanagan und Matsumoto, 2008).
Ruby-Klassen haben große A¨hnlichkeit mit Klassen in anderen Sprachen (Flanagan und
Matsumoto, 2008). Sie kapseln ihren Zustand und ermo¨glichen nur u¨ber ihre Methoden den
Zugriff auf ihren Zustand (Flanagan und Matsumoto, 2008). Ein Beispiel fu¨r eine Ruby-
Klasse ist in Listing 4.3 zu finden. Der Klassenname der definierten Klasse ist A. Mit Hilfe
der Methode attr accessor wird fu¨r die Instanzvariable @c ein Getter und ein Setter defi-
niert. Die Benutzung des Setters wird in Listing 4.3 gezeigt. Zudem definiert die Klasse eine
c l a s s A
a t t r a c c e s s o r : c
@@counter = 0
def a
p u t s "a"
end
def p r i n t c
p u t s @c
end
def p r i n t c o u n t e r
p u t s @@counter
end
end
t e s t = A. new
t e s t . a
t e s t . c = "c"
t e s t . p r i n t c
t e s t . p r i n t c o u n t e r
Listing 4.3: Klassendefinition in Ruby
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Klassenvariable @@counter und drei Methoden a, print c und print counter. Aufrufe
fu¨r alle drei Methoden sind im unteren Teil des Listings zu finden. Dort wird zuna¨chst ein
Objekt test als Objekt der Klasse A instanziiert und danach werden die erwa¨hnten Funktio-
nen aufgerufen.
Ruby unterstu¨tzt die drei Methodensichtbarkeiten public, private und protected (Flana-
gan und Matsumoto, 2008). Diese besitzen die gleiche Semantik, wie die entsprechenden
Methodensichtbarkeitsarten in Java.
Ein wichtiger Unterschied zu anderen Sprachen ist dynamische Erweiterbarkeit von Klas-
sen in Ruby (Flanagan und Matsumoto, 2008). Ruby-Programme ko¨nnen Methoden zu be-
stehenden Klassen hinzufu¨gen (Flanagan und Matsumoto, 2008). Dieser Mechanismus kann
genutzt werden, um zu Klassen wie FalseClass, TrueClass, NilClass und anderen Me-
thoden hinzuzufu¨gen oder die dort bestehenden Methoden zu u¨berschreiben. Zudem ko¨nnen
so Methoden zu einzelnen Objekten hinzugefu¨gt werden (Flanagan und Matsumoto, 2008).
Instanzvariablen werden in Ruby mit einem fu¨hrenden @ definiert (Flanagan und Matsu-
moto, 2008). Sie sollten nicht explizit in der Klassendefinition angegeben werden (Flanagan
und Matsumoto, 2008). Wenn Instanzvariablen direkt innerhalb der Klassendefinition stehen,
werden sie zu Instanzvariablen des Klassenobjektes selbst, nicht zu Instanzvariablen der In-
stanzen der Klasse (Flanagan und Matsumoto, 2008). Mit attr reader und attr accessor
gibt es in Ruby Kurzformen, um entweder nur Getter (attr reader) oder Getter und Setter
(attr accessor) zu erzeugen (Flanagan und Matsumoto, 2008).
c l a s s A
end
c l a s s << A
def c l a s s m e t h o d
p u t s "Klassenmethode"
end
end
A. c l a s s m e t h o d
Listing 4.4: Hinzufu¨gen von Klassenmethoden
c l a s s B < A
# [ . . . ]
c l a s s << s e l f
de f p r i n t c o u n t e r




Listing 4.5: Alternative Syntax zum Hinzufu¨gen von Klassenmethoden
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c l a s s B < A




p u t s "b"
end
def s e l f . p r i n t c o u n t e r
p u t s @@counter
end
end
t e s t = B . new
t e s t . a
t e s t . c = "c"
t e s t . p r i n t c
B . p r i n t c o u n t e r
Listing 4.6: Syntax fu¨r Klassenvererbung
Klassenmethoden ko¨nnen entweder in der Form [Klassenname].[Methodenname] wie
in Listing 4.3 oder auch innerhalb der Klasse als self.[Methodenname] definiert werden
(Flanagan und Matsumoto, 2008). Eine andere Technik zum Definieren von Klassenmetho-
den ist das erneute O¨ffnen der Klasse und das Hinzufu¨gen von Klassenmethoden mit der
Syntax aus Listing 4.4 (Flanagan und Matsumoto, 2008). Dieses Hinzufu¨gen ist auch in-
nerhalb der Klassendefinition mo¨glich (Flanagan und Matsumoto, 2008), was in Listing 4.5
gezeigt wird.
Klassenvariablen werden mit @@ beginnend ausgezeichnet (Flanagan und Matsumoto,
2008). Es besteht ein Unterschied zwischen Klasseninstanzvariablen und Klassenvariablen
(Flanagan und Matsumoto, 2008). Klassenvariablen sind der Klasse zugeordnet, Klassenin-
stanzvariablen einer Instanz der Klasse (Flanagan und Matsumoto, 2008).
Klassen ko¨nnen von maximal einer anderen Klasse erben (Flanagan und Matsumoto,
2008). Die Syntax fu¨r die Vererbung wird in Listing 4.6 gezeigt. Subklassen ko¨nnen Me-
thoden der Oberklasse aufrufen und diese u¨berschreiben (Flanagan und Matsumoto, 2008)
Das Schlu¨sselwort super gibt innerhalb der Methodendefinition Zugriff auf die u¨berschrie-
bene Methode (Flanagan und Matsumoto, 2008). Jede Klasse erbt die Klassenmethode new,
die in ihrer Standardform den Speicher alloziert und die initialize-Methode aufruft und
dann das Objekt zuru¨ckgibt (Flanagan und Matsumoto, 2008). Die initialize-Methode
dient meist als Konstruktor-Alternative fu¨r Ruby-Klassen, um spezifische Initialisierungen
bei der Instanziierung durchzufu¨hren (Flanagan und Matsumoto, 2008).
Ruby nutzt einen garbage collector (Flanagan und Matsumoto, 2008). Deshalb wird meist
auf die Angabe eines expliziten Destruktors verzichtet. Mit ObjectSpace.define
finalizer kann auch ein Proc angegeben werden, das aufgerufen wird, wenn ein Objekt
im Zuge der garbage collection entfernt wird (Flanagan und Matsumoto, 2008).
Ruby kennt das Konzept von Modulen (Flanagan und Matsumoto, 2008). Es gibt zwei
Mo¨glichkeiten zur Nutzung von Modulen; als Namensraum und als Mixin (Flanagan und
Matsumoto, 2008). Bei der Verwendung als Namensraum werden analog zu Java-Paketen
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a = [ 1 , "a" , : a ]
b = f"a" => "A" , : b => "B" , a => "C"g
p u t s a [ 1 ]
p u t s b [ a ]
Listing 4.7: Syntax Array und Hash
verschiedene Klassen oder andere Module innerhalb eines Moduls definiert (Flanagan und
Matsumoto, 2008). Mit Hilfe von Modulen als Mixins ko¨nnen Methoden zu Klassen hin-
zugefu¨gt werden (Flanagan und Matsumoto, 2008). Mit dieser Nutzungsform besteht die
Mo¨glichkeit eine Form von Mehrfachvererbung innerhalb von Ruby zu nutzen (Flanagan
und Matsumoto, 2008).
Bei der Methodenauflo¨sung, also dem Prozess, durch den die passende Methodendefini-
tion fu¨r einen Methodenaufruf gesucht wird, sucht Ruby zuna¨chst in der aktuellen Klasse
(Flanagan und Matsumoto, 2008). Danach werden entsprechende Methoden in den inklu-
dierten Modulen gesucht, daran anschließend wird die Klassenhierarchie verfolgt (Flanagan
und Matsumoto, 2008). Wird die angegebene Methode bei der Methodenauflo¨sung nicht
gefunden, wird stattdessen die Methode method missing aufgerufen (Flanagan und Matsu-
moto, 2008). Implementierungen dieser Methode werden gema¨ß des vorherigen Methoden-
auflo¨sungsprozesses gesucht (Flanagan und Matsumoto, 2008). Dieser fu¨hrt im Falle von
method missing immer zum Erfolg, weil im Basisobjekt eine Standardimplementierung
dieser Methode existiert (Flanagan und Matsumoto, 2008). Diese Methode kann u¨berschrie-
ben werden, was zum Beispiel von Frameworks wie Ruby-on-Rails genutzt wird, um Me-
thoden, deren Name zur Entwicklungszeit nicht bekannt ist, zu definieren (Flanagan und
Matsumoto, 2008). Mit Ruby 1.9 ist ein eingebauter Unicode-Support als Funktionalita¨t hin-
zugekommen, was verschiedene Implikationen fu¨r die Stringverarbeitung besitzt. Zum Bei-
spiel ko¨nnen Strings mit inkompatiblen Kodierungen nicht mehr einfach miteinander ver-
bunden werden.
Zwei wichtige Standard-Objekttypen in Ruby sind Arrays und Hashes (Flanagan und Mat-
sumoto, 2008). Arrays sind Sequenzen von Werten (Flanagan und Matsumoto, 2008). Hashes
sind Objekte, die eine Reihe von Schlu¨ssel-Wert-Paaren abbilden (Flanagan und Matsumoto,
2008). Listing 4.7 zeigt die Syntax von Hashes und Arrays. Der Beispielcode gibt ,,a“ und
,,C“ auf der Kommandozeile aus. Als Hash-Schlu¨ssel werden in Ruby oft Symbole verwen-
det, es ko¨nnen aber prinzipiell beliebige Objekte sein (Flanagan und Matsumoto, 2008).
Symbole sind Strings sehr a¨hnlich, nutzen aber bei gleichem Namen den gleichen Speicher-
bereich, sie werden somit als identisches Objekt verwaltet (Flanagan und Matsumoto, 2008).
Das macht die Vergleiche von Symbolen sehr effizient (Flanagan und Matsumoto, 2008).
Symbole werden meist in der Form :symbol definiert (Flanagan und Matsumoto, 2008).
4.2 Extraktion von Informationen aus Ruby-Projekten
Die Extraktion von Informationen aus Ruby-Projekten bringt einige Besonderheiten mit sich.
Diese sind vor allem auf die dynamische Natur von Ruby zuru¨ckzufu¨hren, aber auch auf die
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große syntaktische Vielfalt von Ruby. Diese syntaktische Vielfalt bringt gewisse Besonder-
heiten mit sich, auf die dieser Abschnitt eingehen soll. Er soll fu¨r die drei Aspekte von
Software nach Diehl (2007), Struktur, Verhalten und Historie, jeweils eine Variante zeigen,
um die Informationen aus Ruby-Softwareprojekten zu gewinnen. Dabei soll auch auf weitere
mo¨gliche Varianten eingegangen werden.
4.2.1 Extraktion von Strukturinformationen
Die Extraktion von Strukturinformationen aus Ruby-Quellcode ist prinzipiell auf zwei ver-
schiedene Arten mo¨glich: die Extraktion der dynamischen Struktur zur Laufzeit und das
Parsen der statischen Struktur. In der vorliegenden Arbeit wird vor allem die zweite Va-
riante genutzt. Der Vorteil ist, dass die Struktur ohne Ausfu¨hrung der Software ermittelt
werden kann. Bei der Extraktion der dynamischen Struktur muss ein geeigneter Zeitpunkt
gefunden werden, zu dem die Extraktion stattfindet und die Software instrumentiert werden,
um die Strukturinformationen zu gewinnen. Dieses Problem tritt beim Parsen der statischen
Struktur nicht auf. Vorteil der Extraktion der dynamischen Struktur ist, dass der Zeitpunkt
der Extraktion genau bestimmt werden kann und dass A¨nderungen der Struktur wa¨hrend
der Laufzeit beru¨cksichtigt werden ko¨nnen. Eine mo¨gliche Instrumentierung mit Hilfe des
Reflection-Mechanismus von Ruby ist in Listing 4.8 dargestellt. Die gezeigte Variante gibt
die zum Zeitpunkt der Ausfu¨hrung definierten Klassen, ihre Klassenvariablen, Instanz- und
Klassenmethoden aus. Der Code des Listings muss an einer entsprechenden Position der
Software zur Ausfu¨hrung gebracht werden. Von der Oberklasse Module wird die Klassenme-
thode constants aufgerufen. U¨ber das zuru¨ckgegebene Array mit Symbolen wird mit each
iteriert, eine Methode, die einen Block mit einem Parameter u¨bergeben bekommt. Dieser Pa-
rameter wird fu¨r jedes Symbol in dem Array einmal gesetzt. Um Zugriff auf die tatsa¨chliche
Klasse zu erhalten, wird die Klassenmethode Module.const get verwendet. Danach wer-
den verschiedene Reflection-Methoden auf diesem Objekt aufgerufen, um die Informationen
zu erhalten.
Um den Quellcode statisch zu parsen, kann die Ruby-Bibliothek YARD verwendet wer-
den (Segal, 2015). YARD ist eigentlich fu¨r die Dokumentation von Ruby-Projekten gedacht
(Segal, 2015). Um dieses zentrale Ziel zu erreichen, stellt YARD aber einen Parser fu¨r die sta-
tische Struktur von Ruby-Projekten zur Verfu¨gung. Dieser Parser la¨sst sich auch fu¨r die Zwe-
cke dieser Arbeit nutzen. Listing 4.9 zeigt das statische Parsen mit einer Ausgabe, die zu Lis-
ting 4.8 analog ist. Zuna¨chst wird die betreffende Datei dem Parser u¨bergeben. Dafu¨r kommt
die Klassenmethode YARD::Registry.load zum Einsatz. Diese bekommt zwei Parameter
u¨bergeben, ein Array von Dateien und einen booleschen Wert, der bestimmt, ob das Parsen
erzwungen werden soll. Ist dieser Parameter true, werden keine bereits vorher geparsten
Informationen verwendet. Diesen Mechanismus nutzt YARD, um eine ho¨here Performanz
beim erneuten Parsen der gleichen Datei zu erreichen. Nach dem Parsen wird mit Hilfe der
Klassenmethode YARD::Registry.all u¨ber die Objekte iteriert, analog zum im Listing 4.8
gezeigten Vorgehen. Der optionale Parameter der Klassenmethode YARD::Registry.all
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Module . c o n s t a n t s . each f j c o n s t a n t j
c l s = Module . c o n s t g e t ( c o n s t a n t )
p u t s "Klasse: #{constant}"
i f c l s . r e s p o n d t o ? ( : c l a s s v a r i a b l e s )
p u t s "Klassenvariablen"
p u t s c l s . c l a s s v a r i a b l e s . i n s p e c t
end
i f c l s . r e s p o n d t o ? ( : i n s t a n c e m e t h o d s )
p u t s "Instanzmethoden"
p u t s c l s . i n s t a n c e m e t h o d s . i n s p e c t
end
i f c l s . r e s p o n d t o ? ( : s i n g l e t o n m e t h o d s )
p u t s "Klassenmethoden"
p u t s c l s . s i n g l e t o n m e t h o d s . i n s p e c t
end
g
Listing 4.8: Mo¨gliche Instrumentierung zur dynamischen Strukturextraktion
r e q u i r e 'yard'
YARD : : R e g i s t r y . l o a d ( [ 'class.rb' ] , t rue )
YARD : : R e g i s t r y . a l l ( : c l a s s ) . each f j t h e c l a s s j
p u t s "Klasse: #{the_class.name}"
p u t s "Klassenvariablen"
p u t s t h e c l a s s . c v a r s . c o l l e c t (&: name ) . i n s p e c t
p u t s "Instanzmethoden"
p u t s t h e c l a s s . meths . s e l e c t f jmeth j meth . scope == : i n s t a n c e g .
c o l l e c t (&: name ) . i n s p e c t
p u t s "Klassenmethoden"
p u t s t h e c l a s s . meths . s e l e c t f jmeth j meth . scope == : c l a s s g . c o l l e c t
(&: name ) . i n s p e c t
g
Listing 4.9: Statische Strukturextraktion mit YARD
gibt eine Einschra¨nkung der Typen an, die von der Methode zuru¨ckgegeben werden sollen.
Im Listing 4.9 werden die Typen auf Klassenobjekte beschra¨nkt. Danach wird u¨ber die Ob-
jekte iteriert, die Informationen werden gesammelt und ausgegeben.
YARD unterstu¨tzt die Syntax von verschiedenen Ruby-Versionen (Segal, 2015). Ab Ruby
Version 1.9 ha¨lt YARD zudem auch den abstrakten Syntaxbaum vor (Segal, 2015). Durch
Plugins la¨sst sich YARD zusa¨tzlich erweitern (Segal, 2015). Dies ermo¨glicht es zum Bei-
spiel, Assoziationsbeziehungen, wie sie durch Frameworks wie Ruby-on-Rails eingefu¨hrt
werden, beim Parsen zu beru¨cksichtigen. Die durch YARD bereitgestellten Informationen
fu¨r Klassen, Methoden, Klassenvariablen, Konstanten und Module enthalten unter anderem
 den Namen,
 den Container,
 die Sichtbarkeitsmodifizierer fu¨r Methoden und Attribute,
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 den Kontext von Methoden,
 die Signatur von Methoden,
 die Datei, in der das Objekt definiert ist, und
 die Zeilennummern, in denen das Objekt definiert ist.
Fu¨r weitere Informationen, wie statische Metriken, ko¨nnen Plugins fu¨r YARD verwendet
werden.
Fu¨r die Zwecke dieser Arbeit u¨berwiegen die Vorteile der statischen Strukturextraktion.
Vor allem die Mo¨glichkeit, den Quellcode ohne Ausfu¨hrung der Software zu parsen, war
hier der ausschlaggebende Punkt, aber auch das Vorhandensein einer Bibliothek, die fu¨r die
einfache Implementierung dieser Funktionalita¨t genutzt werden kann.
4.2.2 Extraktion von Verhaltensinformationen
Die Extraktion von Verhaltensinformationen baut auf der Extraktion der Strukturinforma-
tionen auf. Der komplexe Punkt an der Extraktion der Verhaltensinformationen ist die in
den meisten Fa¨llen vorhandene Notwendigkeit, die Software dafu¨r auszufu¨hren. Ein deter-
ministischer Ablauf der Software ko¨nnte auch statisch ermittelt werden. Wenn jedoch auch
Metriken zur Laufzeit ermittelt werden sollen, ist die Ausfu¨hrung der Software obligato-
risch. Das Problem mit dieser Form der Ausfu¨hrung ist, dass oft nur ein spezifischer Aufruf
erfolgen soll. Um mit Ruby einen Trace zu erstellen, bietet das Kernel-Objekt die Funktion
set trace func.
Die Funktion nimmt als Argument ein Proc-Objekt, das mit der in Listing 4.10 gezeigten
Syntax gesetzt werden kann. Der Proc kann bis zu sechs Argumente besitzen. Das erste Ar-
gument ist der Name des abgegriffenen Ereignisses. In Listing 4.10 wird das Tracing auf die
Ereignisse call und return beschra¨nkt. Das Ereignis call kennzeichnet den Eintritt des
Programmablaufes in eine Methode, das Ereignis return den Austritt aus einer Methode.
Zusa¨tzlich gibt es beispielsweise noch Ereignisse fu¨r den Aufruf von C-Funktionen und die
Definition von Klassen. Das Argument file gibt die Datei an, in der das abgefangene Ereig-
nis stattfindet. Die Zeilennummer, in der das Ereignis stattfindet, wird dem Argument line
t r a c e = [ ]
K e r ne l . s e t t r a c e f u n c p roc f
j even t , f i l e , l i n e , id , b i n d i n g , c l a s s n a m e j
i f ( e v e n t == "call" or e v e n t == "return" )
t r a c e << f : e v e n t => even t , : t ime => Time . now . t o f , : i d =>
i d . t o s , : l i n e => l i n e , : c l a s s n a m e => c l a s s n a m e . t o s , :
f i l e => f i l e g
end
g
Listing 4.10: Zuweisen der Tracing-Funktion in Ruby
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K er ne l . s e t t r a c e f u n c n i l
Listing 4.11: Abschalten der Tracing-Funktion in Ruby
u¨bergeben. id, das vierte Argument, gibt die ID des Objektes an, das den zum Aufrufzeit-
punkt aktuellen Kontext bildet. Im Falle von Methoden ist diese ID der Methodenname. Das
Argument binding entha¨lt das aktuelle Binding. Wie bereits in Abschnitt 4.1 beschrieben,
ero¨ffnet dies die Mo¨glichkeit, den Aufruf zu a¨ndern oder zu beeinflussen. Diese Funktiona-
lita¨t wird im Rahmen dieser Arbeit nicht genutzt. classname gibt den Namen der Klasse an,
in der der Aufruf stattfindet.
Mit dem Aufruf der set trace func-Methode wird bei jedem Tracing-Ereignis der u¨ber-
gebene Block aufgerufen. Ausgeschlossen sind hierbei die Funktionen, die im u¨bergebenen
Block selbst aufgerufen werden. Dies soll eine endlose Rekursion vermeiden. Als Beispiel
kann der in Listing 4.10 gezeigte Aufruf von Time.now gesehen werden. Dieser gibt die
aktuelle Zeit zuru¨ck. Der Methodenaufruf innerhalb von set trace func selbst wird nicht
aufgezeichnet. Das Tracing kann beendet werden, indem der set trace func-Methode ein
nil-Objekt u¨bergeben wird (Listing 4.11).
Wa¨hrend des Tracings wird ein Array mit den gewonnenen Informationen befu¨llt. Nach
dem Tracing mit der gezeigten Methode liegen die gesammelten Tracing-Informationen in
diesem Array vor. Um die Informationen, die auf diese Weise gewonnen wurden, zu struk-
turieren, sind aber noch weitere Schritte vonno¨ten. So ist zum Beispiel nur der absolute
Zeitstempel der einzelnen Ereignisse in dem Array vorhanden. Um die jeweiligen Laufzei-
ten der Funktionen zu bestimmen, mu¨ssen die call- und die return-Ereignisse einander
zugeordnet werden. Da diese nicht direkt aufeinander folgen mu¨ssen, muss dafu¨r ein Auf-
rufstapel auf- und wieder abgebaut werden. Um die Objektinitialisierung abzugreifen, wird
auf die Aufrufe der initialize-Methode zuru¨ckgegriffen.
4.2.3 Extraktion von historisierten Informationen
Historisierte Informationen werden in den meisten Fa¨llen aus Versionsverwaltungssystemen
gewonnen. Zwei ha¨ufig genutzte Versionsverwaltungssysteme im Ruby-Umfeld sind Subver-
sion (SVN) und Git.
Im Zuge dieser Arbeit wird wegen der besseren lokalen Performanz auf Git zuru¨ckgegrif-
fen. Die A¨nderung der lokalen Arbeitskopie beno¨tigt bei Git aufgrund des verteilten Charak-
ters keinen Netzwerkzugriff. Dies beschleunigt den Checkout deutlich, also das Umstellen
der Arbeitskopie auf einen spezifischen Stand. Ein weiterer Grund fu¨r diese Entscheidung
ist die Mo¨glichkeit, ein SVN-Repository in ein Git-Repository zu u¨berfu¨hren. Dies ist durch
Nutzung von git-svn mo¨glich, einem Plugin fu¨r Git. Die Entscheidung fu¨r die Nutzung
von Git fu¨r das Abgreifen der Informationen beschra¨nkt also nicht die Mo¨glichkeit, Infor-
mationen aus von Subversion verwalteten Systeme zu extrahieren.
Um auf die Informationen eines Git-Repositories zuzugreifen, wird im Rahmen dieser Ar-
beit das Gem ruby-git verwendet. Listing 4.12 zeigt die grundlegende Funktion. Zuna¨chst
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r e q u i r e 'git'
[ . . . ]
def p a r s e !
Di r . mktmpdir f j d i r e c t o r y j
i f F i l e . d i r e c t o r y ? ( @repo )
@root = "#{directory}/#{File.basename(directory)}"
F i l e U t i l s . c p r ( @repo , @root )
g i t = G i t . open ( @root )
e l s e
@root = "#{directory}/repo"
g i t = G i t . c l o n e ( @repo , @root )
end
g i t . c h e c k o u t
commits = g i t . l o g
commits . each f j commit j
g i t . r e s e t h a r d ( commit )
r e c o d e f i l e s
YARD : : R e g i s t r y . l o a d ( f i l e s t o p a r s e , t rue )




Listing 4.12: Iterationen u¨ber Commits eines Git-Repositories in Ruby
wird entschieden, ob das angegebene Repository ein lokales oder ein entferntes Repository
ist. Dann wird entweder das lokale Repository kopiert oder das entfernte geklont. Danach
wird die Spitze des Master-Branches ausgecheckt. Nach diesem Schritt existiert im Ziel eine
Arbeitskopie mit dem aktuellen Stand. Dann wird die Liste aller Commits abgeholt und mit
Hilfe der Funktion reset hard nacheinander jeder Commit ausgecheckt. Fu¨r jeden einzel-
nen Commit wird dann das Parsen der Struktur ausgelo¨st und eine neue Version im internen
Datenformat abgelegt. Die Informationen enthalten fu¨r jede Version die Strukturinformatio-
nen; zusa¨tzlich werden die Metainformationen zur Version gespeichert. Diese enthalten zum
Beispiel den Autor und den Zeitpunkt des Commits.
4.3 Die Famix-Metamodellfamilie als Ausgabeformat
Famix ist eine Familie von Metamodellen, um unterschiedliche Aspekte von Software dar-
zustellen (Ducasse et al., 2011). Im Rahmen dieser Arbeit werden die Metamodelle der Fa-
mix-Familie genutzt, um die Informationen u¨ber die unterschiedlichen Aspekte von Softwa-
re strukturiert zu speichern. Famix-basierte Metamodelle werden beispielsweise von Moose
genutzt, einem erweiterbaren und skalierbaren Reengineering Framework (Ducasse et al.,
2005). Moose bildet dabei die Klammer um eine Reihe von Werkzeugen, Modellreposito-
ries und Metamodellen, um das Reengineering von Software zu verbessern (Ducasse et al.,
2005). Famix ist dabei das Metamodell der Moose Platform (Ducasse et al., 2005). Die Mo-
delle werden zumeist im Moose Interexchange Format (MSE) serialisiert, das im folgen-
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den Abschnitt na¨her erla¨utert wird. Am Prozess des Reengineerings sind meist verschiede-
ne Tools beteiligt, was eine gemeinsame Repra¨sentationsform notwendig macht (Ducasse
et al., 2011). Die Zielstellung des Prozesses ist die Bereitstellung von Informationen fu¨r
Analyseschritte (Ducasse et al., 2011). Famix ist sprachunabha¨ngig (Ducasse et al., 2011),
also nicht auf Plattformspezifika fu¨r Java oder Ruby ausgerichtet. Obwohl das Metamodell
sprachunabha¨ngig ist, kann die Analyse, die darauf aufbauend durchgefu¨hrt wird, dennoch
sprachspezifisch sein (Ducasse et al., 2011).
4.3.1 Moose Interexchange Format (MSE)
Das Moose Interexchange Format (MSE) ist ein erweiterbares Austauschformat zur Darstel-
lung der Metamodelle (Ducasse et al., 2011). MSE ist wie XML in der Lage, jede Art von
Daten zu repra¨sentieren, das Metamodell ist also variabel (Ducasse et al., 2011). Zielstellung
bei der Entwicklung von MSE war es, eine einfache, kompakte, lesbare und erweiterbare Se-
rialisierungsform zu erstellen (Ducasse et al., 2011). Im Unterschied zu XML werden keine
o¨ffnenden und schließenden Tags, sondern runde Klammern als Begrenzung fu¨r Objekte ver-
wendet (Ducasse et al., 2011). Listing 4.13 zeigt ein Beispiel fu¨r ein einfaches Famix-Modell,
serialisiert in MSE. Die drei gezeigten Elemente sind ein Namensraum, in dem eine Klasse
Test vorhanden ist. Diese ist in einer Datei Test.rb definiert.
Das Encoding von MSE ist UTF-8 (Ducasse et al., 2011). MSE dient zur Darstellung der
Modelle aller drei Metamodelle, die in den folgenden Abschnitten dargestellt werden. Die
Serialisierung von MSE erfolgt im Rahmen dieser Arbeit mit Ruby.
4.3.2 Famix
Das zentrale Famix-Metamodell kennt die folgenden Kernobjekte (Ducasse et al., 2011):
 Namespace,
 Package,
(FAMIX . Namespace ( i d : 1 )
( name 'global' )
)
(FAMIX . C l a s s ( i d : 2 )
( name 'Test' )
( c o n t a i n e r ( r e f : 1 ) )
( m o d i f i e r s 'public' )
( sou rceAnchor ( r e f : 3 ) ) )
(FAMIX . F i l e A n c h o r ( i d : 3 )
( e l e m e n t ( r e f : 2 ) )
( endLine 1 )
( f i l eName '[...]/Test.rb' )









Abbildung 4.1 zeigt die Kernkomponenten und ihre Verbindungen. Wie die Abbildung 4.1
zeigt, sind bei Famix sind alle Assoziationen bidirektional (Ducasse et al., 2011). Die Unter-
scheidung zwischen Namensraum und Paket mag ungewo¨hnlich erscheinen (Ducasse et al.,
2011). Beispielsweise kennt Java eine solche Abgrenzung nicht, die Pakete sind gleichzei-
tig auch die Namensra¨ume. Aufgrund der unterschiedlichen Handhabung in verschiedenen
Sprachen wurde aber bewusst diese Unterscheidung aufgenommen (Ducasse et al., 2011).
Famix kennt allerdings nicht nur diese Kernkomponenten, sondern auch Erweiterungen,
die verschiedene Mo¨glichkeiten bieten. Ein im Rahmen dieser Arbeit verwendetes Element
ist SourceAnchor. SourceAnchor-Elemente fu¨gen den Metamodellen die Mo¨glichkeit zur
Verknu¨pfung von Quellcodedateien hinzu (Ducasse et al., 2011).
Zur Ausgabe von Famix-Dateien bieten sich bei der Verwendung von Ruby zwei Hauptva-
rianten an. Entweder man u¨bergibt die jeweiligen Objekte an Methoden, welche die Strings
zusammenstellen oder man implementiert eine Methode zum Serialisieren der Objekte. Fu¨r
Famix wird die beispielhafte Verwendung der ersten Variante in Listing 4.14 gezeigt. An-
hand des Typs wird eine Entscheidung getroffen, welche Methode aufgerufen wird. In der
ausgewa¨hlten Methode wird auf das Objekt zugegriffen, um dessen Attribute auszugeben.
Um die ID zu bestimmen, wird eine weitere Funktion genutzt, die ein spezifisches Objekt
als Parameter u¨bergeben bekommt und eine Liste der erzeugten IDs vorha¨lt. Wenn fu¨r das
u¨bergebene Objekt keine ID verfu¨gbar ist, wird eine neue erstellt.
Abbildung 4.1: Famix-Kernkomponenten (nach: Ducasse et al., 2011)
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def t o f a m i x ( o b j e c t )
case ( o b j e c t . t y p e )
when : module
re turn t o f a m i x n a m e s p a c e ( o b j e c t )
[ . . . ]
e l s e
p u t s "#{object.type} unbekannt"
end
end
def t o f a m i x n a m e s p a c e ( o b j e c t )
o u t p u t = "(FAMIX.Namespace \n"
i d = g e t i d f o r o b j e c t ( o b j e c t )
o u t p u t << " (id: #{id})\n" i f i d
o u t p u t << " (name '#{object.name}')\n"
o u t p u t << ")"
re turn o u t p u t
end
Listing 4.14: Famix-Output mit Ruby erzeugen
4.3.3 Dynamix
Dynamix ist ein Metamodell, um merkmalbasierte Analysen durchzufu¨hren (Greevy, 2007).
Urspru¨nglich wurde Dynamix fu¨r die Merkmalmodellierung entwickelt (Greevy, 2007). Es
beschreibt die Beziehungen eines Softwaresystems zwischen den Softwareartefakten und
den dynamischen Entita¨ten (Abbildung 4.2). Diese dynamischen Entita¨ten sind Objektin-
stanziierungen und Nachrichtenu¨bermittlungen, also zum Beispiel Methodenaufrufe (Gree-
vy, 2007). Damit eignet sich Dynamix fu¨r die Darstellung des Verhaltens von Software, auch




Ein Feature modelliert ein Merkmal und Activation-Objekte stellen die Verbindung
zwischen einem Feature und einem Method-Objekt her (Greevy, 2007). Um Objekte zu
modellieren, werden Instance-Objekte genutzt, die eine Beziehung zu einer Klasse vorhal-
ten, die wiederum durch ein Class-Objekt repra¨sentiert wird (Greevy, 2007). Ein Merkmal
ha¨lt eine Liste aller Aktivierungen vor, die mit einem Objekt verknu¨pft sein ko¨nnen, ent-
weder weil sie die Methode eines Objektes aufrufen oder weil sie ein Objekt instanziieren
(Greevy, 2007).
Die Ausgabe des Dynamix-Modells erfolgt mit Hilfe der weiter oben als zweite Mo¨glich-
keit genannten Methode: der Implementierung einer to s-Methode fu¨r die jeweilige Klasse.
Listing 4.15 zeigt die Implementierung einer solchen Klasse. Im Beispiel repra¨sentieren die
DynamixClass-Objekte die Class-Entita¨ten aus dem Dynamix-Metamodell. Die Instanzen
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Abbildung 4.2: Dynamix-Famix-Assoziation Greevy (nach: 2007)
c l a s s DynamixClass
a t t r a c c e s s o r : id , : name , : methods , : i n s t a n c e s
def t o s
s t r i n g = "(Dynamix.Class (id: #{self.id}) (name '#{self.name
}') "
s t r i n g << "(methods #{self.methods.collect{|a| " ( r e f : " + a.
id.to_s + " ) "}.join(" ")}) " i f s e l f . methods
s t r i n g << "(instances #{self.instances.collect{|a| " ( r e f : "
+ a.id.to_s + " ) "}.join(" ")}) " i f s e l f . i n s t a n c e s
s t r i n g << ")"
re turn s t r i n g
end
end
Listing 4.15: Dynamix-Output mit Ruby erzeugen
werden im Zuge der Auswertung des entstehenden Traces erzeugt. Spa¨ter wird fu¨r alle Dyna-
mix-Objekte in einer Schleife die to s-Methode aufgerufen und das Ergebnis in eine Datei
geschrieben.
4.3.4 Hismo
Hismo wurde entwickelt, da Gıˆrba et al. (2005) die Notwendigkeit fu¨r ein Metamodell als
gegeben sahen, welches ein effektives Versta¨ndnis der Historie von Softwaresystemen er-
mo¨glicht. Nu¨tzlich ist solch ein Metamodell zum Beispiel fu¨r das Reverse Engineering oder
empirische Studien (Gıˆrba et al., 2005). Das Metamodell ist hilfreich fu¨r den Austausch
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Abbildung 4.3: Beziehung zwischen Hismo und Famix-Komponenten (nach: Gıˆrba et al.,
2005)
der Daten zwischen verschiedenen Werkzeugen, da es ein gleichfo¨rmiges Versta¨ndnis der
mit Hilfe des Metamodells beschriebenen Daten ermo¨glicht (Gıˆrba et al., 2005). Hismo ba-
siert wie Dynamix auf dem Famix-Metamodell und erweitert dieses (Gıˆrba et al., 2005). Es
baut zusa¨tzlich auf den expliziten Begriffen history und version auf und behandelt diese Be-
griffe als gleichwertig zu Entita¨ten wie Klassen oder Methoden (Gıˆrba et al., 2005). Eine
Historie (history) stellt dabei eine Liste von Versionen (version) dar (Gıˆrba et al., 2005). His-
mo-Modelle ko¨nnen aus Famix- oder UML-Metamodellen gewonnen werden (Gıˆrba et al.,
2005). Die zu einer bestimmten Auspra¨gung des Strukturmodells geho¨renden Entita¨ten wer-
den in entsprechende Entita¨ten des Historienmodells u¨berfu¨hrt, wobei sich mit mehr als einer
Version naturgema¨ß zusa¨tzliche Analysemo¨glichkeiten ergeben (Gıˆrba et al., 2005). Gıˆrba
et al. (2005) fu¨hren hier als Beispiele die Berechnung von Minima und Maxima fu¨r die Me-
trik Lines of Code auf. Abbildung 4.3 zeigt die Beziehungen zwischen den Strukturelementen
und den die Historie beschreibenden Entita¨ten.
Die Ausgabe von Hismo erfolgt ebenfalls auf Basis der zweiten Methode, der Erzeugung
einer to s-Methode in Ruby-Klassen. Diese Klassen wurden fu¨r alle auszugebenden His-
mo-Elemente erstellt. Durch die enge Verzahnung von Hismo- und Famix-Elementen rufen
die einzelnen Hismo-Elemente bei ihrer Serialisierung immer noch zusa¨tzlich die Serialisie-
rung eines Famix-Elementes auf. Die entstehende Hismo-Datei entha¨lt somit eine Reihe von-
einander getrennter Famix-Modelle der Struktur des Softwaresystems zu einem bestimmten
Zeitpunkt der Entwicklung. Diese Famix-Modelle werden durch die Hismo-Elemente ver-
bunden.
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5 Framework fur Animationen
In diesem Kapitel werden der Entwicklungsprozess und die Mo¨glichkeiten eines Frame-
works zur einfachen Erstellung von Animationen vorgestellt (Schilbach, 2014). Es wird dar-
gestellt, wie durch das Einfu¨hren einer Abstraktionsschicht die Mo¨glichkeit zur deklarativen
und formalisierten Beschreibung von Animationen ermo¨glicht wird. Das schafft die Voraus-
setzung, um quantitative Beobachtungen durchfu¨hren zu ko¨nnen, bei denen ein Aspekt der
Animation vera¨ndert wird oder Visualisierungen mit und ohne Animation verglichen werden
ko¨nnen.
Im ersten Abschnitt dieses Kapitels wird die Zielstellung des Frameworks (Schilbach,
2014) na¨her erla¨utert. Dazu geho¨ren neben abstrakten nichtfunktionalen Anforderungen auch
konkrete Erfordernisse. Im zweiten Abschnitt wird darauf aufbauend die Struktur des Frame-
works von Schilbach (2014) und seine Entwicklung dargestellt. Dabei wird auf verschiedene
Implementierungsdetails na¨her eingegangen und die Designentscheidungen hinter den jewei-
ligen Details werden begru¨ndet. Auch die mo¨glichen Erweiterungspunkte des Frameworks
werden in diesem Abschnitt vorgestellt.
Im vorletzten Abschnitt stellen ausgewa¨hlte Beispiele die Mo¨glichkeiten des Frameworks
von Schilbach (2014) dar. Dazu werden zwei Varianten der dekorierenden Animation, die mit
dem Animationsframework von Schilbach (2014) erstellt wurden, gezeigt und ihre Vor- und
Nachteile dargestellt. Daran anschließend wird dann fu¨r jede der Hauptarten der repra¨sen-
tierenden Animation eine Variante, die mit dem Framework von Schilbach (2014) erstellt
wurde, gezeigt.
Im letzten Abschnitt des Kapitels wird die Adaption des urspru¨nglichen Animationsfra-
meworks von Schilbach (2014) auf die Mo¨glichkeiten und Einschra¨nkungen von X3DOM
dargestellt. Dies soll dazu dienen, die Mo¨glichkeiten des Frameworks auch fu¨r webbasierte
Evaluationen im Rahmen dieser Arbeit zu nutzen.
5.1 Zielstellung und Idee eines Frameworks zur Erstellung animierter
dreidimensionaler Szenen
Das Framework von Schilbach (2014) dient der einfachen Erstellung von Animationen fu¨r
X3D beziehungsweise fu¨r das InstantReality-Framework. Zudem ermo¨glicht das Frame-
work, die gleiche Datenbasis auf unterschiedliche Weise darzustellen, um so vergleichende
quantitative Untersuchungen zu ermo¨glichen (Schilbach, 2014). Dazu soll es dem Nutzer des
Frameworks ermo¨glicht werden, durch mo¨glichst geringe A¨nderung in einem strukturierten
Format eine A¨nderung der Animationsparameter zu erreichen (Schilbach, 2014).
Eine mo¨gliche Vorgehensweise wa¨re es, beim Generieren von X3D-Szenen die Animatio-
nen direkt in die Szene hinein zu generieren. Dieser Ansatz wird zum Beispiel von Kirchhof
et al. (2010) genutzt. Kirchhof et al. (2010) stellen einen Generator zur Verfu¨gung, der aus
zwei XML-Dateien, einer fu¨r die Struktur und einer fu¨r das Verhalten, eine animierte Szene
auf Basis des X3D-Standards generiert. Diese kann mit dem Octaga-Player (Octaga, 2010)
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abgespielt werden. Der große Vorteil dieses Ansatzes ist es, dass die Kontrolle der Zeit sehr
einfach mo¨glich ist. Der Wert des TimeSensor kann beliebig transformiert werden, bezie-
hungsweise kann der TimeSensor auch angehalten werden. Dies ermo¨glicht es sehr einfach,
die Zeit innerhalb der Szene ru¨ckwa¨rts oder vorwa¨rts, schneller oder langsamer ablaufen zu
lassen. Kirchhof et al. (2010) nutzen hierfu¨r einen Prototyp, der analog zu einer klassischen
Mediensteuerung die Steuerung der Zeit ermo¨glicht. Ein weiterer Vorteil dieses Ansatzes
ist die durch die Optimierungsmo¨glichkeiten des X3D-Browsers gute Performanz auch fu¨r
gro¨ßere Szenen. Der wichtigste Nachteil des Ansatzes ist es, dass alle Interaktionen mit
der Szene vorher bestimmt worden sein mu¨ssen. Die TouchSensor-Knoten mu¨ssen also von
vornherein in die Szene generiert werden und ihre Aktionen mu¨ssen vorher bestimmt worden
sein. Die Erstellung neuer Knoten auf eine Aktion des Nutzers hin oder jede anderweitige
Vera¨nderung der Szene, die nicht im Voraus berechnet werden konnte, ist mit diesem Ansatz
nur schwer realisierbar oder aber gar nicht mo¨glich. Ein weiterer Nachteil des Ansatzes ist
es, dass die Szene durch die große Zahl an notwendigen Interpolationen sehr komplex wird.
Ein Debugging der erzeugten Szene ist hier also nur sehr schwer durchfu¨hrbar. Ein dritter
Nachteil des von Kirchhof et al. (2010) gewa¨hlten Ansatzes ist es, dass die fu¨r X3D spe-
zifischen Implementierungen der Animationen im Generator vorgehalten werden mu¨ssen.
Dies macht die Implementierung neuer Animationen aufwendig, da immer erst ein Gene-
rat erstellt werden muss. Des Weiteren kommt es sehr schnell zu einer Durchmischung von
X3D-Spezifika mit den anderweitigen Interna des Generators. Durch das Vorhalten der Ani-
mationen im Generator wird es außerdem erforderlich, dass auch Interaktionsmechanismen,
die Animationen beno¨tigen, u¨ber den Generator implementiert werden mu¨ssen.
Um die Nachteile dieses rein generatorgetriebenen Ansatzes zu u¨berwinden, war es das
Ziel von Schilbach (2014) ein Framework zu erstellen, das mit den durch X3D gegebenen
Mo¨glichkeiten eine Grundlage dafu¨r bildet, animierte dreidimensionale Szenen einfach er-
stellen zu ko¨nnen. Hauptfunktion dafu¨r ist eine Mo¨glichkeit den zeitlichen Ablauf von Er-
eignissen in der Szene kontrollieren zu ko¨nnen (Schilbach, 2014). Wu¨nschenswert war eine
einfache Erweiterbarkeit und Austauschbarkeit sowohl fu¨r Ereignisbehandlungsroutinen, als
auch fu¨r Metaphern und Metaphernelemente (Schilbach, 2014).
Dies wirft die Idee eines Metaphernelementrepositories auf, dessen grundsa¨tzliche Idee
und Mo¨glichkeit bereits im rube-Framework beschrieben ist (Kerren und Stasko, 2002; Kim
und Fishwick, 2002). Ein solches Metaphernelementrepository wu¨rde bestimmte Metaphern-
elemente sammeln. Die einzelnen Metaphernelemente mu¨ssten einer kleinen Anzahl an ge-
meinsamen einheitlichen Schnittstellen gehorchen, so dass sie atomar einsetzbar und kom-
binierbar sind. So ko¨nnte zum Beispiel fu¨r alle Knoten einer Szene eine einheitliche Schnitt-
stelle definiert sein und fu¨r alle Kanten eine andere. Das Ergru¨nden, inwieweit diese Tren-
nung zwischen Knoten und Kanten notwendig ist und ob weitere Schnittstellen erforderlich
sind, geht u¨ber den Rahmen dieser Arbeit hinaus. Die Trennung in eine Schnittstelle fu¨r
Knoten und eine fu¨r Kanten erscheint sinnvoll, zumal nahezu alle Darstellungsformen in be-
stimmter Weise als Graphen mit Knoten und Kanten auffassbar sind. So ko¨nnte zum Beispiel
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eine Tabelle in Reihen mit verschiedenen Eintra¨gen geteilt sein. Die Reihenfolge ko¨nnte in
einem solchen Fall als Gewichtung der zwischen Zellen und Reihen stehenden Kanten ge-
sehen werden. Ergo wa¨re es mit einer solchen Schnittstelle auch mo¨glich, nicht offensicht-
lich als Graph vorliegende Darstellungsformen wie Tabellen darzustellen. Der Prototypen-
Mechanismus, den der X3D-Standard (Web3D Consortium, 2008c) definiert, wu¨rde die De-
finition einer solchen Schnittstelle erlauben. Fu¨r X3DOM mu¨sste ein solcher Mechanismus
aber in Form von Javascript-Objekten definiert werden. Der Vorteil wa¨re dann, die Mo¨glich-
keit zur Vererbung nutzen zu ko¨nnen, die X3DOM bietet.
Zu den erwa¨hnten Bedingungen kommt hinzu, dass die einzelnen Metaphernelemente
bestimmte Eigenschaften besitzen mu¨ssten, die ihre Kombinierbarkeit und die durch ihre
Eigenschaften definierten Restriktionen definieren. Beispielsweise mu¨sste ein Metaphern-
element, das ein Haus definiert, eine Restriktion definieren ko¨nnen, so dass es immer auf
einer Unterlage arrangiert werden muss und eine davon abweichende Positionierung in der
Ho¨he nicht mo¨glich ist. Ansonsten wa¨re ein schwebendes Haus mo¨glich, was eventuell nicht
erwu¨nscht ist. Aufgrund der Vielzahl der denkbaren Mo¨glichkeiten ist die Implementierung
eines allgemeingu¨ltigen Metaphernelementrepositories sehr komplex und verla¨sst den Fokus
dieser Arbeit. Nichtsdestotrotz wa¨re die Implementierung eines solchen Repositories eine
sehr interessante Entwicklung. An dieser Stelle soll aber nur die allgemeine Idee dargestellt
werden.
Eine sehr stark vereinfachte Variante eines solchen Repositories kommt auch innerhalb
des Animationsframeworks zum Einsatz (Schilbach, 2014), da einige der Eigenschaften
auch hier beno¨tigt werden. Allen voran steht hier die Definition von Knoten und Kanten.
Das Framework gibt eine einheitliche Schnittstelle fu¨r Knoten und Kanten vor (Schilbach,
2014). Wenn Knoten u¨ber das Animationsframework der Szene hinzugefu¨gt werden, ko¨nnen
dafu¨r Knoten, die diese Schnittstelle implementieren, genutzt werden (Schilbach, 2014). Die
Schnittstelle fu¨r Knoten ist dabei fu¨r alle Knoten und die Schnittstelle fu¨r Kanten ist fu¨r al-
le Kanten einheitlich (Schilbach, 2014). Das Framework verwaltet in geeigneter Weise die
angelegten Knoten und Kanten, um ein Auffinden fu¨r weitere Animationen zu ermo¨glichen
(Schilbach, 2014).
Das Framework ist in der Lage, Ereignisse bei Eingang von Interaktionen sofort als auch
vorher festgelegte Ereignisse mit einem festen Zeitstempel bearbeiten zu ko¨nnen (Schilbach,
2014). Dazu verwaltet das Framework die Szenenzeit beziehungsweise nutzt die vorhande-
ne Szenenzeit, um die geeigneten Aktionen auszufu¨hren (Schilbach, 2014). Die Ereignisse
selbst ko¨nnen in einer kompakten Schreibweise erstellt werden (Schilbach, 2014). Es wur-
de dabei darauf geachtet, dass das Framework weiteren A¨nderungen unterworfen sein kann
(Schilbach, 2014). Fu¨r ein solches Framework ist es wu¨nschenswert, eine geeignete ma-
schinenverarbeitbare Form fu¨r die Definition der Ereignisse zu nutzen, die aber auch fu¨r
Menschen gut lesbar ist (Schilbach, 2014). Der Grund dafu¨r ist, dass auf diese Weise die
Implementierung von neuen Animationen mo¨glichst einfach getestet werden ko¨nnen soll
(Schilbach, 2014).
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Das Framework soll zudem die Mo¨glichkeit fu¨r einfache Erweiterungen bieten (Schilbach,
2014). Dazu geho¨ren neue Animationen, neue Knotenformen, neue Layoutalgorithmen, aber
auch neue Mo¨glichkeiten, dem Framework Ereignisse zur Verfu¨gung zu stellen (Schilbach,
2014). Dazu ist es no¨tig, dass alle diese einzelnen Erweiterungspunkte mo¨glichst klar defi-
niert und dass die einzelnen Elemente von den anderen Elementen weitgehend getrennt be-
handelt werden und nur die notwendigen Abha¨ngigkeiten auftreten sollen (Schilbach, 2014).
Da sich die Entwicklung des Animationsframeworks in einen gro¨ßeren Forschungsrah-
men am Institut fu¨r Wirtschaftsinformatik der Universita¨t Leipzig einordnet, war eine wei-
tere sehr wichtige Anforderung an das Framework die Integrationsmo¨glichkeit mit stati-
schen vorher generierten Softwarevisualisierungen (Schilbach, 2014). Zudem bestand der
Wunsch nach der Mo¨glichkeit, bestimmte Interaktionsmechanismen zumindest perspekti-
visch einbinden zu ko¨nnen (Schilbach, 2014). Eine Integrationsmo¨glichkeit mit statischen
Darstellungen sollte dadurch erreicht werden, dass es mo¨glich ist, in die vom Framework zu
verwaltende Knotenmenge statisch weitere Knoten und Kanten hinzufu¨gen zu ko¨nnen, so-
lange sie die Schnittstelle fu¨r Knoten respektive Kanten einhalten (Schilbach, 2014).
5.2 Aufbau und Implementierung
Das Animationsframework von Schilbach (2014) basiert auf X3D mit der Mo¨glichkeit, inner-
halb einer Szene ECMAScript-Code einzubinden (Web3D Consortium, 2008c; ISO und IEC,
2008). Dieses ECMAScript-Binding wird auch vom InstantPlayer unterstu¨tzt, der dem im
Standard definierten Binding noch einige sinnvolle Funktionen hinzufu¨gt (Fraunhofer IGD,
2013d). Der Kern des Frameworks besteht aus einer ECMAScript-Datei, welche die grund-
legenden Funktionalita¨ten des Frameworks bezu¨glich der Ereignisverarbeitung bereitstellt
(Schilbach, 2014). Die eigentlichen Animationen werden u¨ber einen Plugin-Mechanismus
realisiert, der mit Hilfe einer Kombination aus dem ECMAScript-Binding und der X3D-
Prototypen implementiert wurde (Schilbach, 2014).
In der zentralen X3D-Datei, die fu¨r die Szenendarstellung notwendig ist, werden Script-
Knoten, eine Gruppe zum Einbinden der dargestellten Knoten und ein ExternProto-
Declare-Element beno¨tigt (Schilbach, 2014). Listing 5.1 zeigt die minimal notwendige
Szene zur Einbindung des Frameworks. Das Script-Element bindet per url-Attribut die






Die einzelnen Funktionen der vier Felder werden in Abschnitt 5.2.4 beschrieben.
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<? xml v e r s i o n ="1.0" e n c o d i n g ="UTF-8"?>
<!DOCTYPE X3D PUBLIC "ISO//Web3D//DTD X3D 3.0//EN"
"http://www.web3d.org/specifications/x3d-3.0.
dtd">




<Trans fo rm />
< / Group>
<Group DEF="EDGEGROUP">
<Trans fo rm />
< / Group>
< / Group>
<E x t e r n P r o t o D e c l a r e
name='HandlerModule'
u r l ='./framework/modules/HandlerModulePrototype.x3d' />
<S c r i p t DEF="AniFra" u r l ="framework/anifra.js">
< f i e l d a c c e s s T y p e ='inputOnly'
name='handleEvents'
t y p e ='MFString' />
< f i e l d a c c e s s T y p e ='inputOnly'
name='setSpeed'
t y p e ='SFFloat' />
< f i e l d a c c e s s T y p e ='outputOnly'
name='newEventsToHandleByHandlers'
t y p e ='MFString' />
< f i e l d a c c e s s T y p e ='outputOnly'
name='frameworkSceneTime'
t y p e ='SFFloat' />
< / S c r i p t>
< / Scene>
< /X3D>
Listing 5.1: X3D-Hauptdatei mit Einbindung des Frameworks
Die Framework-Instanz und die ECMAScript-Bestandteile der Plugins sind als ECMA-
Script-Singleton implementiert (Schilbach, 2014). Listing 5.2 zeigt eine Mo¨glichkeit zur Im-
plementierung eines Singletons in ECMAScript. Die Funktionsweise des Listings, um den
Singleton zu erzeugen, ist es, eine anonyme Funktion zu definieren, die direkt im Anschluss
ausgefu¨hrt wird. Die Funktion hat einen Parameter und gibt am Ende ein Objekt zuru¨ck,
hier mit dem Namen theSingletonInstance. Variablen, die als Eigenschaften der Instanz
angelegt werden, sind von außen zugreifbar, alle anderen sind nicht von außen zugreifbar.
Somit ist hier die Mo¨glichkeit gegeben, Sichtbarkeiten analog zu anderen Sprachen, wie zum
Beispiel Java oder Ruby, nachzubilden. So kann in Folge die Funktion publicFunction
mit Singleton.publicFunction() aufgerufen werden, die Funktion privateFunction
nicht. Dies basiert darauf, das ECMAScript Funktionen wie Variablen verwalten kann, die
als Eigenschaften von Objekten dienen ko¨nnen. Der Zugriff innerhalb der o¨ffentlichen Funk-
tionen auf private Funktionen wird durch den zu anderen Programmiersprachen unterschied-
lichen Scoping-Mechanismus von ECMAScript ermo¨glicht. Das Scoping in ECMAScript ist
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v a r S i n g l e t o n = ( f u n c t i o n ( p a r a m e t e r ) f
v a r t h e S i n g l e t o n I n s t a n c e = fg ;
v a r p r i v a t e V a r i a b l e = 1 ;
f u n c t i o n p r i v a t e f u n c t i o n ( ) f
g
t h e S i n g l e t o n I n s t a n c e . p u b l i c F u n c t i o n = f u n c t i o n ( a P a r a m e t e r )
f
/ / [ . . . ]
g
r e t u r n t h e S i n g l e t o n I n s t a n c e ;
g ) ( A n O b j e c t F o r P a r a m e t r i z a t i o n ) ;
Listing 5.2: Implementierung eines Singletons in ECMAScript
dabei nicht blockbasiert, wie es bei vielen anderen Sprachen der Fall ist. Der Scope von
Variablen in ECMAScript ist funktionsbasiert.
Das Framework besteht im Kern aus Zeit-, Knoten-, Kanten- und Ereignisverwaltungs-
funktionen, sowie einer Plugin-Architektur fu¨r Event-Handler und -Provider (Schilbach,
2014). Die Event-Handler und -Provider sind als Plugins implementiert, die in das Frame-
work beim Start eingebunden werden (Schilbach, 2014). Die Architektur des Frameworks
wird in Abbildung 5.1 gezeigt. Die Event-Handler und -Provider nutzen den gleichen Mecha-
nismus zur Einbindung in das Framework (Schilbach, 2014). Die Unterscheidung zwischen
Event-Handlern und -Providern ist rein pragmatischer Natur (Schilbach, 2014). Wa¨hrend
Eventhandler vorwiegend Ereignisse verarbeiten, auf die Knoten- und Kantenmenge des Fra-
meworks zugreifen und zum Teil abgeleitete Ereignisse bereitstellen, ist die Hauptfunktion
der Eventprovider die Bereitstellung von Ereignissen an das Framework (Schilbach, 2014).
Die Event-Handler und -Provider greifen zur Erfu¨llung ihrer Aufgaben auf unterschiedliche
Frameworkbestandteile zu (Schilbach, 2014). Die Verwaltung der Szenenzeit ist neben der
Verwaltung der Ereignisse eine der Kernfunktionen des Frameworks (Schilbach, 2014). Die
Knoten- und Kantenliste wird den Plugins u¨ber den Routing-Mechanismus zur Verfu¨gung
gestellt, auf die die Event-Handler und -Provider frei zugreifen ko¨nnen, um beispielswei-
se Knoten beziehungsweise Kanten hinzuzufu¨gen oder um Parameter von einzelnen Kno-
ten beziehungsweise Kanten zu vera¨ndern (Schilbach, 2014). Der Routing-Mechanismus
routet hierfu¨r die ausgehenden X3D-Ereignisse des Feldes children der Group-Knoten
NODEGROUP und EDGEGROUP an die Event-Handler und -Provider (Schilbach, 2014).
5.2.1 Zeitmessung
Zur Zeitmessung wird das prepareEvents-Ereignis, das im X3D-Standard definiert ist, ge-
nutzt (Web3D Consortium, 2008c; Schilbach, 2014). Das Framework beschafft sich durch
Ausfu¨hren der in Listing 5.3 gezeigten Funktion den globalen Kontext und erstellt als Eigen-
schaft dieses globalen Kontextes die Eigenschaft prepareEvents, der die vom Framework









Event-Provider 1 Event-Provider 2 Event-Provider 3...
Event-Handler 1 Event-Handler 2 Event-Handler 3...
Abbildung 5.1: Architektur des Animationsframeworks und Ablauf der Ereignisverar-
beitung (Schilbach, 2014)
Der Standard sieht fu¨r die Funktion prepareEvents vor, dass sie bei jedem Zeitstem-
pel ausgefu¨hrt wird (Web3D Consortium, 2008c). Durch das Zuweisen des Funktionszeigers
an die Eigenschaft prepareEvents wird erreicht, dass die Funktion tickFunction bei je-
dem Zeitstempel ausgefu¨hrt wird (Schilbach, 2014). Beim ersten Durchlauf der Funktion
wird zuna¨chst die Startzeit des Frameworks einer privaten Variablen zugewiesen (Schilbach,
2014). In den folgenden Durchla¨ufen erstellt die Funktion aus den durch den Zeitstempel
gelieferten Informationen und der Information, wie schnell die Ausfu¨hrung aktuell voran-
schreiten soll, die aktuelle Szenenzeit (Schilbach, 2014). Die aktuelle Szenenzeit wird nun an
die Ereignisverwaltung weitergereicht (Schilbach, 2014). Dort dient sie dazu, zu bestimmen,
welche Ereignisse ausgefu¨hrt werden mu¨ssen (Schilbach, 2014). Die tickFunction ent-
scheidet anhand eines Flags, ob ein oder mehrere Ereignisse zu einer bestimmten Szenenzeit
ausgefu¨hrt werden ko¨nnen (Schilbach, 2014). Die gleichzeitige Verarbeitung von mehreren
Ereignissen bringt zwar deutliche Performance-Vorteile mit sich und die Ereignisse werden
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v a r g l o b a l = ( f u n c t i o n ( ) f r e t u r n t h i s ; g ) . c a l l ( ) ;
/ / [ . . . ]
f u n c t i o n t i c k F u n c t i o n ( t imes t amp ) f
/ / [ . . . ]
g
/ / [ . . . ]
f ramework . i n i t i a l i z e = f u n c t i o n ( ) f
/ / [ . . . ]
g l o b a l . p r e p a r e E v e n t s = t i c k F u n c t i o n ;
/ / [ . . . ]
g
/ / [ . . . ]
f ramework . i n i t i a l i z e ( ) ;
Listing 5.3: Zugriff auf globalen Kontext
genauer zu ihrer definierten Startzeit ausgefu¨hrt, durch die gleichzeitige Verarbeitung kann
es aber zu Schwierigkeiten durch den gleichzeitigen Zugriff auf geteilte Ressourcen kommen
(Schilbach, 2014). Wird nur ein Ereignis pro Zeitstempel verarbeitet, wird die Szenenzeit an
die Funktion handleNextEventFromEventStream weitergereicht (Schilbach, 2014). Wer-
den alle zu dem Zeitstempel passenden Ereignisses verarbeitet, wird die Szenenzeit an die
Funktion handleNextEventsFromEventStream weitergereicht (Schilbach, 2014). Die aus-
gewa¨hlte Funktion startet dann die Ereignisbehandlung (Schilbach, 2014).
5.2.2 Ereignisverwaltung
Das Framework ha¨lt ein Array zur Sammlung und zum Sortieren von Ereignissen vor (Schil-
bach, 2014). Die Objekte, die in diesem Array vorliegen sind ECMAScript-Objekte (Schil-
bach, 2014). Diese werden zumeist unter Ausnutzung der JavaScript Object Notation (JSON)
definiert. Die einzelnen Ereignisobjekte mu¨ssen die in Listing 5.4 gezeigte Form aufweisen.
Die Anfangszeit in Millisekunden bezeichnet dabei die Szenenzeit, die erreicht sein muss,
damit das Ereignis ausgefu¨hrt wird (Schilbach, 2014). Die Szenenzeit und alle Zeitangaben
werden innerhalb des Frameworks in Millisekunden angegeben (Schilbach, 2014). Diese
Festlegung hat den Vorteil, dass die einzelnen Zeiten nicht mit Hilfe von Gleitkommazahlen
angegeben werden mu¨ssen (Schilbach, 2014). Der Nachteil dieser Festlegung ist darin zu
sehen, dass diese Angabemo¨glichkeit eine Genauigkeit suggeriert, die mit dem Framework
nicht zu erreichen ist (Schilbach, 2014). Die Zeitstempel, die vom Framework verarbeitet
werden ko¨nnen, treffen in einem Zeitabstand von etwa zehn Millisekunden ein (Schilbach,
2014). Zu der darin begru¨ndeten Ungenauigkeit kommt auch noch die Zeit, die zur Verarbei-
tung der Ereignisse beno¨tigt wird, hinzu (Schilbach, 2014).
f"time" : [ A n f a n g s z e i t i n ms ] , "action" : "[Name der Aktion]" , "
parameters" : f"[Schluessel]" : "[Wert]" , [ . . . ] "}
Listing 5.4: Struktur der Ereignisobjekte (Schilbach, 2014)
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Die durch den Namen definierte Aktion muss durch genau einen Event-Handler verarbeitet
werden ko¨nnen (Schilbach, 2014). Die Parameter des Ereignisobjektes sind diejenigen Pa-
rameter, die dem die aufzurufende Funktion verarbeitenden Eventhandler u¨bergeben werden
(Schilbach, 2014). Anhand der Eigenschaft time des ECMAScript-Objektes wird das Ereig-
nis in die Liste der auszufu¨hrenden Ereignisse einsortiert (Schilbach, 2014). Wenn ein Ereig-
nisobjekt der Ereignisbehandlung zugefu¨hrt wird, wird es aus der Liste der auszufu¨hrenden
Ereignisse entnommen und ans Ende der Liste der ausgefu¨hrten Ereignisse eingefu¨gt (Schil-
bach, 2014). Bevor ein Ereignis ausgefu¨hrt und in die Liste der bearbeiteten Ereignisse ein-
gefu¨gt wird, wird die Anfangszeit des Ereignisses auf die tatsa¨chliche Zeit der Ausfu¨hrung
gesetzt (Schilbach, 2014). Dies soll es perspektivisch ermo¨glichen, den Zustand der Sze-
ne zu einem bestimmten Zeitpunkt wieder herstellen zu ko¨nnen (Schilbach, 2014). Diese
Funktionalita¨t ist in der aktuellen Version des Frameworks noch nicht verfu¨gbar (Schilbach,
2014).
Um die Funktion zu realisieren, wa¨re es erforderlich, zusa¨tzliche Eigenschaften des
ECMAScript-Objektes festzulegen, zum Beispiel interactive und derived. Die Schlu¨ssel
des Beispiels mu¨ssten einen Wahrheitswert als Wert besitzen. Der Schlu¨ssel interactive
ko¨nnte dazu dienen, Ereignisse, die durch Nutzerinteraktionen ausgelo¨st wurden, von sol-
chen, bei denen dies nicht der Fall ist, zu unterscheiden. Der Schlu¨ssel derived ko¨nnte
kennzeichnen, ob ein Ereignis durch ein anderes Ereignis oder von einem Event-Provider in
die Ereigniswarteschlange u¨bergeben wurde. Beim normalen Ablauf der Ereignisbehandlung
wu¨rden diese genau so behandelt, wie andere Ereignisse auch. Unterschiede in der Behand-
lung mu¨ssten dann auftreten, wenn die Szenenzeit zu einem bestimmten Punkt zuru¨ckgesetzt
wird. In diesem Falle sollten bei einem neuen Ablauf die interaktiven und abgeleiteten Er-
eignisse nicht mehr ausgefu¨hrt werden. Die abgeleiteten Ereignisse sollten nicht mehr in die
Liste der behandelten Ereignisse aufgenommen werden, da beim Ausfu¨hren des sie auslo¨sen-
den Ereignisses auch die abgeleiteten Ereignisse erneut erzeugt werden wu¨rden. Der Grund
dafu¨r, die interaktiven Ereignisse nicht mehr auszufu¨hren, ist, dass, wenn die Ereignisse
interaktiv ausgelo¨st wurden und der Szenenzustand auf einen fru¨heren Wert zuru¨ckgesetzt
wird, die Interaktion relativ zur Szene in der Zukunft liegt. Damit wa¨re unsicher, ob der
Nutzer die Interaktion noch einmal durchfu¨hren mo¨chte.
5.2.3 Event-Provider
Event-Provider stellen eine Mo¨glichkeit dar, Ereignisse an das Framework zu u¨bergeben
(Schilbach, 2014). Die Ereignisse, die an das Framework u¨bergeben werden, werden vom
Framework in die Ereigniswarteschlange einsortiert (Schilbach, 2014). Dafu¨r existiert das
Feld handleEvents (Listing 5.1) (Schilbach, 2014). Listing 5.5 zeigt die Implementierung
der Funktion.
Die Funktion insertEvent dient dazu, ein einzelnes Ereignis in die Ereignisliste ein-
zufu¨gen (Schilbach, 2014). Dabei wird jedes Ereignisobjekt genau vor der Stelle eingefu¨gt,
an der ein Objekt mit einem gro¨ßeren Wert der time-Eigenschaft steht (Schilbach, 2014).
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g l o b a l . h a n d l e E v e n t s = f u n c t i o n ( e v e n t s a r r a y , t imes t amp ) f
f o r ( v a r i = 0 ; i < e v e n t s a r r a y . l e n g t h ; i ++) f
v a r e v e n t = JSON . p a r s e ( e v e n t s a r r a y [ i ] ) ;
i f ( e v e n t != u n d e f i n e d ) f
i f ( e v e n t [ 'time' ] == 0) f
f ramework . h a n d l e I m m e d i a t e E v e n t ( e v e n t ) ;
g e l s e f





Listing 5.5: Funktion des Frameworks zur Verarbeitung der am Feld handleEvents
anliegenden Ereignisse
Dies dient dazu, beim Einfu¨gen mehrerer Ereignisse mit dem gleichen Wert fu¨r die time-
Eigenschaft die Reihenfolge des Einfu¨gens beizubehalten (Schilbach, 2014). Beim Einsortie-
ren wird im U¨brigen nicht gepru¨ft, ob die Szenenzeit bereits gro¨ßer ist, als die innerhalb des
Ereignisses definierte Startzeit (Schilbach, 2014). Dies dient dazu, Ereignisse einfu¨gen zu
ko¨nnen, die dann normalerweise beim na¨chsten Durchlaufen der Funktion tickFunction
bearbeitet werden. Falls das Flag, das eine einzelne Ausfu¨hrung der Ereignisse erzwingt,
gesetzt ist, werden die eingefu¨gten Ereignisse sobald als mo¨glich ausgefu¨hrt.
Das Framework ist standardma¨ßig mit einem Eventprovider ausgestattet, der eine Ereig-
nisliste aus einer Datei liest (Schilbach, 2014). Die Datei muss als events.js direkt ne-
ben der Hauptdatei liegen und die Form haben, die in Listing 5.6 gezeigt wird. Die Da-
tei entha¨lt valides ECMAScript. Der ECMAScript-Code in der Datei fu¨llt mittels JSON-
Notation ein Array von Ereignissen, das events genannt werden muss (Schilbach, 2014).
Der Eventprovider bindet mittels der vom InstantReality-Framework bereitgestellten Funk-
tion importScript() (Fraunhofer IGD, 2013d) die Datei ein (Schilbach, 2014). Das Array
wird dann analog zu der in Listing 5.7 gezeigten Funktion an das Framework u¨bergeben und
von diesem in die Ereignisliste eingefu¨gt (Schilbach, 2014).
Perspektivisch sind noch weitere Event-Provider denkbar und ihre Entwicklung wa¨re u¨ber-
aus wu¨nschenswert. Beispielsweise besteht durch einen XMLHttpRequest die Mo¨glichkeit,
v a r e v e n t s = [
f"time" :0 , "action" : "addNode" ,"parameters" : f"node_name" : "Validator"
, [ . . . ] g g ,
/ / [ . . . ]
f"time" :0 , "action" : "addNode" ,"parameters" : f"node_name" : "Validator -
validate_reference_candidate" , [ . . . ] g g
] ;
Listing 5.6: Aufbau der Datei events.js
124
f u n c t i o n foo ( ) f
newEvents = new MFStr ing ( ) ;
v a r e v e n t O b j e c t = f"time" :0 , "action" : "addNode" ,"parameters" : fgg ;
newEvents [ newEvents . l e n g t h ] = JSON . s t r i n g i f y ( e v e n t O b j e c t ) ;
g
Listing 5.7: Bereitstellung von Ereignissen an das Framework
Ereignisse von einem Webserver abzuholen, der diese als JSON bereitstellt. Dies ko¨nnte
auch zu einer Steuerung der Szene genutzt werden, wenn der Webserver zyklisch abgefragt
und anhand von Nutzereingaben unterschiedliche Ereignisse bereitstellen wu¨rde.
5.2.4 Event-Handler
Event-Handler dienen dazu, Ereignisse zu verarbeiten, die ihnen vom Framework u¨bergeben
werden (Schilbach, 2014). Das Listing 5.8 zeigt den Prototypen, der genutzt wird um die ein-
zelnen Handler auszupra¨gen. Zu beachten ist hierbei vor allem das Feld handlerCode. Die-
ses dient dazu, den Code des Handlers zu definieren, indem eine neue Datei angegeben wird
(Schilbach, 2014). Die Felder nodeGroupChildren und edgeGroupChildren dienen da-
zu, fu¨r die Eventhandler die Mo¨glichkeit bereitzustellen, auf die Knotenmenge zuzugreifen
(Schilbach, 2014). Da die Handler mittels des Prototyp-Mechanismus des X3D-Standards
erzeugt werden, besteht leider kein Zugriff auf die sonst vorhandene ECMAScript-Variable
Browser.currentScene, da die Prototypen jeweils einen eigenen Kontext besitzen. Die
Felder eventsToHandle und newEvents des Prototyps werden fu¨r die Kommunikation
der Ereignisse vom und zum Framework genutzt (Schilbach, 2014). Beim Initialisieren der
Handler wird vom Framework dessen eigenes Feld newEventsToHandleByHandlers zu
dem Feld eventsToHandle geroutet und das Feld newEvents des Handlers zum Feld
handleEvents des Frameworks (Schilbach, 2014). Somit entsteht die Mo¨glichkeit, dass
kombinierende Handler gebaut werden ko¨nnen, die komplexe Animationen aus elementa-
ren Animationen kombinieren ko¨nnen (Schilbach, 2014). Am Feld frameworkSceneTime
steht fu¨r den Handler der fu¨r das Framework aktuelle Zeitstempel zur Verfu¨gung (Schilbach,
2014). Dieses Feld wird ebenfalls beim Initialisieren des Handlers vom Framework mittels
des X3D-Routing-Mechanismus mit dem entsprechenden Feld des Framework-Scriptkno-
tens verbunden (Schilbach, 2014).
Das Handler-Objekt verwendet zur Implementierung das gleiche Muster, das in Listing 5.2
gezeigt wurde. Das Modul wird also in einer direkt aufgerufenen anonymen Funktion aufge-
baut. Durch Import des Handlerkonstruktors stehen bereits die wichtigsten Hilfsfunktionen
im Objekt handler zur Verfu¨gung. Dazu geho¨ren Funktionen zum Auffinden von Knoten,
zum Erhalten der aktuellen Zeit und weitere (Schilbach, 2014). Der Beispielhandler definiert
ein Objekt default parameters, in dem Parameter definiert sind, die fu¨r die Funktionswei-
se der aufgerufenen Funktionen notwendig sind. Mit Hilfe der vom Handlerkonstruktor defi-
nierten Funktion getCompletedParameters(default parameters, parameters) kann
125
<P r o t o D e c l a r e name='HandlerModule'>
<P r o t o I n t e r f a c e>
< f i e l d a c c e s s T y p e ='inputOutput' name='nodeGroupChildren'
t y p e ='MFNode' />
< f i e l d a c c e s s T y p e ='inputOutput' name='edgeGroupChildren'
t y p e ='MFNode' />
< f i e l d a c c e s s T y p e ='initializeOnly' name='handlerCode'
t y p e ='MFString' v a l u e ='handler/dummy_event_handler.js' />
< f i e l d a c c e s s T y p e ='inputOnly' name='eventsToHandle'
t y p e ='MFString' />
< f i e l d a c c e s s T y p e ='inputOnly' name='frameworkSceneTime'
t y p e ='SFFloat' />
< f i e l d a c c e s s T y p e ='outputOnly' name='newEvents'
t y p e ='MFString' />
< / P r o t o I n t e r f a c e>
<ProtoBody>
<S c r i p t DEF="HandlerScript">
< f i e l d a c c e s s T y p e ='inputOutput' name='nodeGroupChildren'
t y p e ='MFNode' />
< f i e l d a c c e s s T y p e ='inputOutput' name='edgeGroupChildren'
t y p e ='MFNode' />
< f i e l d a c c e s s T y p e ='inputOnly' name='handleEvents'
t y p e ='MFString' />
< f i e l d a c c e s s T y p e ='inputOnly' name='frameworkSceneTime'
t y p e ='SFFloat' />
< f i e l d a c c e s s T y p e ='outputOnly' name='newEvents'
t y p e ='MFString' />
<IS>
<c o n n e c t n o d e F i e l d ='nodeGroupChildren'
p r o t o F i e l d ='nodeGroupChildren' />
<c o n n e c t n o d e F i e l d ='edgeGroupChildren'
p r o t o F i e l d ='edgeGroupChildren' />
<c o n n e c t n o d e F i e l d ='handleEvents'
p r o t o F i e l d ='eventsToHandle' />
<c o n n e c t n o d e F i e l d ='newEvents'
p r o t o F i e l d ='newEvents' />
<c o n n e c t n o d e F i e l d ='url'
p r o t o F i e l d ='handlerCode' />
<c o n n e c t n o d e F i e l d ='frameworkSceneTime'
p r o t o F i e l d ='frameworkSceneTime' />
< / IS>
< / S c r i p t>
< / ProtoBody>
< / P r o t o D e c l a r e>
Listing 5.8: X3D-Prototyp der Handler (Schilbach, 2014)
ein Objekt erzeugt werden, dass im parameters-Objekt fehlende Parameter aus dem
default parameters-Objekt auffu¨llt (Schilbach, 2014). Dieses Vorgehen wird auch fu¨r
weitere Implementierungen von Handlern empfohlen (Schilbach, 2014), ist aber nicht zwin-
gend einzuhalten. Die Empfehlung ist, dass ein Ereignis auch mit einem leeren Parameter-
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Objekt die vom Event-Handler definierten Aktionen durchfu¨hren kann, ohne einen Fehler
zu verursachen. Dieses Vorgehen hat sich bei der Entwicklung und dem Test neuer Event-
Handler als sinnvoll gezeigt. Die Methode foo tut in dieser Beispielimplementierung nicht
mehr, als den String, der unter dem Schlu¨ssel exampleparameter verfu¨gbar ist, auf der
Konsole auszugeben, die vom InstantPlayer bereitgestellt wird (Fraunhofer IGD, 2013d).
Das actions-Objekt definiert eine Eigenschaft mit dem Namen foo, der die Referenz auf
die Funktion foo als Wert zugewiesen wird.
Die Implementierung von handleSpecificEvent zeigt dann die Beispielimplementie-
rung dieser Funktion. In ECMAScript besitzt ein Objekt a¨hnliche Eigenschaften, wie Hashes
in anderen Programmiersprachen, deshalb ist die JSON-Syntax mit ihren Schlu¨ssel-Wert-
Paaren einer Hash-Syntax sehr a¨hnlich. ECMAScript bietet auch die Mo¨glichkeit, auf die
Eigenschaften von Objekten analog zum Hash-Zugriff anderer Sprachen, wie zum Beispiel
Ruby, zuzugreifen. Im actions-Objekt wird nach einer Eigenschaft gesucht, die so heißt,
wie der Wert der Eigenschaft action des event-Objektes. Wird diese gefunden, wird die-
se Eigenschaft als Funktion angesehen und mit dem Wert der parameter-Eigenschaft des
event-Objektes aufgerufen. Dies fu¨hrt bei einem Ereignis der Form, wie sie in Listing 5.9
gezeigt wird, dazu, dass die Funktion foo mit einem leeren Objekt aufgerufen wird. Eine
Implementierung fu¨r diese Funktion wird in Listing 5.10 gezeigt. Da das leere Objekt kei-
ne Eigenschaft important parameter aufweist, wird diese aufgefu¨llt und auf der Konsole
erscheint der String ,,value“.
f'time' : 0 , 'action' : 'foo' , 'parameters' = fgg
Listing 5.9: Beispielevent
i m p o r t S c r i p t s ( 'handler/handler_prototype.js' ) ;
v a r ModuleHandler = ( f u n c t i o n ( ) f
v a r a c t i o n s = f
'foo' : foo
g ;
v a r h a n d l e r = new Hand le r ( a c t i o n s ) ;
v a r d e f a u l t p a r a m e t e r s = f
'important_parameter' : 'value'
g ;
f u n c t i o n foo ( p a r a m e t e r s ) f
p a r a m e t e r s = h a n d l e r . g e t C o m p l e t e d P a r a m e t e r s (
d e f a u l t p a r a m e t e r s , p a r a m e t e r s ) ;
Browser . p r i n t l n ( p a r a m e t e r s [ 'important_parameter' ] ) ;
g
h a n d l e r . i n i t i a l i z e ( ) ;
r e t u r n h a n d l e r ;
g ) ( ) ;
Listing 5.10: Beispielimplementierung eines Event-Handlers
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Knoten- und Kantenverwaltung
Die Knoten- und Kantenverwaltung innerhalb des Frameworks selbst ist nur sehr rudimenta¨r
ausgepra¨gt (Schilbach, 2014). Prima¨r ist hier der Funktionsumfang darauf beschra¨nkt, die
Routen vom Feld children der Gruppierungsknoten zu den Handlern zu setzen (Schilbach,
2014). In Listing 5.11 wird die Implementierung der Funktionen nodeGroupChildren und
edgeGroupChildren dargestellt. Die Erstellung der Funktionen erfolgt in der initialize-
Funktion des globalen Kontextes des jeweiligen Handlers. Das Hinzufu¨gen einer eigenen
Funktion als Referenz, die der Eigenschaft initialize des globalen Kontextes hinzugefu¨gt
wird, funktioniert analog zu dem in Listing 5.3 gezeigten Vorgehen fu¨r die
prepareEvents-Funktion. Die Funktion nodeGroupChildren dient dazu, eine fu¨r den
Handler globale Variable nodesGroup zu setzen. Hierzu wird das erste Kind des Grup-
pierungsknotens NODEGROUP genommen und von diesem der erste Elternknoten gesucht.
f u n c t i o n Hand le r ( a c t i o n s ) f
v a r g l o b a l = ( f u n c t i o n ( ) f r e t u r n t h i s ; g ) . c a l l ( ) ;
v a r h a n d l e r = fg ;
/ / H i l f s f u n k t i o n e n [ . . . ]
h a n d l e r . h a n d l e S p e c i f i c E v e n t = f u n c t i o n ( e v e n t ) f
i f ( a c t i o n s [ e v e n t [ 'action' ] ] !== u n d e f i n e d ) f
a c t i o n s [ e v e n t [ 'action' ] ] ( e v e n t . p a r a m e t e r s ) ;
g
g
h a n d l e r . i n i t i a l i z e = f u n c t i o n ( ) f
g l o b a l . i n i t i a l i z e = f u n c t i o n ( ) fg
g l o b a l . nodeGroupChi ld ren = f u n c t i o n ( v a l u e ) f
i f ( nodesGroup === u n d e f i n e d ) f
nodesGroup = v a l u e [ 0 ] . g e t P a r e n t s ( ) [ 0 ] ;
g
g
g l o b a l . e dge Gr oup Ch i ld r e n = f u n c t i o n ( v a l u e ) f
i f ( edgesGroup === u n d e f i n e d ) f
edgesGroup = v a l u e [ 0 ] . g e t P a r e n t s ( ) [ 0 ] ;
g
g
g l o b a l . h a n d l e E v e n t s = f u n c t i o n ( e v e n t s a r r a y ) f
f o r ( v a r i = 0 ; i < e v e n t s a r r a y . l e n g t h ; i ++) f
h a n d l e r . h a n d l e S p e c i f i c E v e n t ( JSON . p a r s e ( e v e n t s a r r a y [ i ] ) ) ;
g
g
g l o b a l . f rameworkSceneTime = f u n c t i o n ( v a l u e ) f
ac tua lFrameworkTime = v a l u e ;
g
g
r e t u r n h a n d l e r ;
g
Listing 5.11: ECMAScript-Konstruktorfunktion der Handler
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Dies fu¨hrt dazu, dass der Variablen nodesGroup die Referenz auf den Gruppierungskno-
ten NODEGROUP zugewiesen wird. Die Funktion edgeGroupChildren arbeitet analog.
Innerhalb der hinzugefu¨gten Methode erfolgt fu¨r die einzelnen zu erstellenden Knoten eine
Pru¨fung, ob bereits passende Knoten innerhalb der Szene zur Verfu¨gung stehen. Es wird ein
Hauptgruppierungsknoten MAINGROUP mit zwei Unterknoten erstellt. Dieser ist vom Knoten-
typ Group. In diesem werden zwei weitere Gruppierungsknoten erzeugt, insofern sie nicht
bereits vorhanden sind. Diese haben die Namen NODEGROUP und EDGEGROUP. Nach diesen
wird mit Hilfe der vom X3D-Standard und von InstantReality implementierten Methode
getNamedNode gesucht (Web3D Consortium, 2008c; Fraunhofer IGD, 2013b). Wenn diese
Knoten nicht gefunden werden, werden vom Framework passende Knoten angelegt. Da X3D
es nicht ermo¨glicht, benannte Knoten anzulegen, sind diese anonym; das Framework ha¨lt al-
lerdings Referenzen der Knoten vor und stellt diese Referenzen auch den Event-Handlern
u¨ber Funktionen nodes() und edges() zur Verfu¨gung, damit diese dort Knoten und Kanten
einfu¨gen und entfernen ko¨nnen. Wenn die Knoten bereits vorgefunden werden, werden die
Referenzen auf die gefundenen Knoten den Handlern zur Verfu¨gung gestellt. Dieses Vor-
gehen ist vor allem bei der Verknu¨pfung von statisch in die Szene eingefu¨gten Knoten und
dynamischen Anteilen wichtig. Wenn sich innerhalb der Gruppierungsknoten statisch erstell-
te Unterknoten befinden, ko¨nnen die Handler auch auf diese zugreifen. Dies gilt mindestens,
solange die dort erstellten Knoten als Instanzen der durch die ExternProtoDeclare-Knoten
definierten Prototypen erstellt wurden.
Der Konstruktor der Handler stellt weitere Funktionen bereit, die ein Auffinden von Kno-





Damit diese Funktionen auch beim Auffinden statisch erstellter Knoten wirksam sind, ist es
erforderlich, dass Knoten oder Kanten als Typ die vom Framework vorgesehenen Prototy-
pen oder einen Prototyp, der die gleiche Schnittstelle wie das Framework besitzt, nutzen.
Prinzipiell wa¨ren die Funktionen auch in der Lage Knoten aufzufinden, die entweder die Ei-
genschaft id oder name, je nach verwendeter Suchfunktion aufweisen. Bei Nutzung eigener
Prototypen ist die weitere Behandlung der Knoten allerdings fehlertra¨chtig, da die von den
Handlern vorausgesetzten Attribute nicht verfu¨gbar sein ko¨nnten.
Ereignisbehandlung
Die Ereignisbehandlung ist die Kernfunktion des Frameworks (Schilbach, 2014). Zur Wei-
terleitung der Ereignisse zu ihren jeweiligen Handlern wird das Feld handleEvent und die
gleichnamige Funktion genutzt (Schilbach, 2014). Der Wertetyp des Feldes ist MFString,
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f u n c t i o n h a n d l e E v e n t ( e v e n t ) f
e v e n t [ 'time' ] = framework . g e t A c t u a l T i m e ( ) ;
newEventsToHandleByHandlers [ newEventsToHandleByHandlers . l e n g t h ] =
JSON . s t r i n g i f y ( e v e n t ) ;
g
Listing 5.12: Implementierung der Funktion zur Weiterleitung der Ereignisse an ihre
jeweiligen Handler
also ein Array von Strings (Web3D Consortium, 2008c). Die Implementierung der Funkti-
on handleEvent wird in Listing 5.12 gezeigt. Die Funktion bekommt ein Ereignisobjekt
u¨bergeben, das die Struktur aufweist, die in Listing 5.4 beschrieben ist. Im Ereignis wird die
aktuelle Zeit der Abarbeitung gesetzt (Schilbach, 2014).
Die einzelnen JSON-Objekte mu¨ssen vor dem Einfu¨gen in das Framework in Strings ge-
wandelt werden, also einem Marshalling-Prozess unterworfen werden (Schilbach, 2014).
Die wahrscheinlich einfachste Variante dafu¨r ist die Nutzung der JSON.stringify()-
Methode. Die so u¨bergebenen Strings werden innerhalb des Frameworks mittels der
JSON.parse()-Methode wieder in JSON-Objekte gewandelt, um sie der Ereignisverarbei-
tung und -sortierung zuzufu¨hren (Schilbach, 2014).
newEventsToHandleByHandlers vom Wertetyp MFString kann als das gegenla¨ufige
Feld zu handleEvents gesehen werden (Schilbach, 2014). An diesem Feld werden Ereig-
nisse an die Handler u¨bergeben, die diese dann ausfu¨hren, wenn sie sich als dafu¨r zusta¨ndig
erachten (Schilbach, 2014). Das Feld wird beim Anlegen der Handler zum Eingangsfeld der
Handler geroutet (Schilbach, 2014). Es entsteht eine Art Broadcast-Mechanismus, da alle
Handler u¨ber alle Ereignisse informiert werden, unabha¨ngig, ob sie dafu¨r zusta¨ndig sind oder
nicht (Schilbach, 2014). Es obliegt den Handlern zu entscheiden, ob sie ein Ereignis bearbei-
ten (Schilbach, 2014). Hier kommen ebenfalls die genannten Marshalling- und Unmarshal-
ling-Prozesse zum Tragen. Bei Verlassen der Funktion wird die Variable am Event-Out-Slot
des Framework-Script-Knotens bereitgestellt und mittels des Routing-Mechanismus von
X3D an die Handler weitergereicht.
Mit dem Feld frameworkSceneTime werden den Handlern Informationen daru¨ber gege-
ben, welchen Zeitstempel das Framework aktuell hat (Schilbach, 2014). Dies ist bei einigen
Handlern erforderlich, die mit verschiedenen Dauern von Animationen arbeiten und die nur
kleinteilige Attributa¨nderungen verwenden, da sie auf diese Weise errechnen ko¨nnen, wie
groß die Vera¨nderung zu einem Zeitpunkt sein muss, um eine mo¨glichst lineare Animation
sicher zu stellen (Schilbach, 2014).
Mit Hilfe des Feldes setSpeed ist es mo¨glich, die Ablaufgeschwindigkeit des Frame-
works zu setzen (Schilbach, 2014). Auf diese Weise kann der Ablauf gestoppt, verlang-
samt und beschleunigt werden (Schilbach, 2014). Grund fu¨r die Wahl eines Feldes, um diese
Funktionalita¨t zu repra¨sentieren und nicht ein Ereignis dafu¨r zu nutzen ist, dass, wenn die
Verarbeitung der Ereignisse einmal angehalten wurde, auch die Verarbeitung eines eventu-
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Abbildung 5.2: Ablauf der Ereignisverarbeitung innerhalb des Animationsframeworks
(nach: Schilbach, 2014)
ellen Ereignisses zum erneuten Starten des Zeitablaufs nicht mehr ausgefu¨hrt werden wu¨rde
(Schilbach, 2014). Man ko¨nnte also die Zeit mit Hilfe eines Ereignisses anhalten, aber nicht
mehr starten (Schilbach, 2014).
Der grundsa¨tzliche Ablauf der Ereignisbehandlung ist in Abbildung 5.2 dargestellt. Ein
Event-Provider stellt dem Framework die Ereignisse zur Verfu¨gung (Schilbach, 2014). Dar-
aufhin werden die Ereignisse in eine Warteschlange einsortiert (Schilbach, 2014). Bei jedem
u¨ber die prepareEvents-Funktion erhaltenen Zeitstempel wird die Szenenzeit berechnet
und in der Folge am Beginn der Warteschlange nachgesehen, ob fu¨r das erste Ereignis die
angegebene Szenenzeit erreicht wurde (Schilbach, 2014). Ist dies der Fall werden so lange
Ereignisse aus der Warteschlange entfernt und behandelt, bis dies nicht mehr der Fall ist
(Schilbach, 2014). Die einzelnen Ereignisse werden dann an ihre jeweiligen Handler u¨ber-
geben, wo sie verarbeitet werden (Schilbach, 2014). Die Darstellung zeigt aus Gru¨nden der
U¨bersichtlichkeit nicht, dass auch die Event-Handler wiederum in der Lage sind, Ereignisse
an das Framework zu u¨bergeben. Gru¨nde dafu¨r sind zum Beispiel die zyklische Ausfu¨hrung
von Ereignissen oder die Implementierung eines Event-Handlers als kombinierenden Hand-
ler, der keine A¨nderungen an den Knoten und Kanten vornimmt, sondern nur verschiedene
zueinandergeho¨rige Ereignisse erzeugt und an das Framework weitergibt (Schilbach, 2014).
131
5.3 Moglichkeiten
Das Framework bietet prinzipiell die Mo¨glichkeit alle Formen von Animation auszulo¨sen
(Schilbach, 2014). Mit dem Framework ko¨nnen verschiedenen dekorierende Animationen
mit einmaliger, endlich mehrmaliger und unendlicher Wiederholung erstellt werden (Schil-
bach, 2014). Auch alle Formen der repra¨sentierenden Animationen werden vom Frame-
work unterstu¨tzt (Schilbach, 2014). Dazu za¨hlen repra¨sentierende Animationen durch ein ei-
gensta¨ndiges Repra¨sentationsobjekt, repra¨sentierende Animationen durch eine Abfolge von
dekorierenden Animationen, die Mo¨glichkeit Strukturvera¨nderungen zu definieren und zu
animieren sowie die Mo¨glichkeit, Attribute der visuellen Objekte interpoliert zu vera¨ndern
(Schilbach, 2014).
Die folgenden Abschnitte sollen anhand verschiedener Beispiele zeigen, wie Softwarevi-
sualisierungen mit Hilfe der Animationen aus allen genannten Bereichen versehen werden
ko¨nnen.
5.3.1 Erstellung dekorierender Animationen mit dem Animationsframework
Das Framework stellt verschiedene Plugins bereit, um Knoten dekorierend zu animieren
(Schilbach, 2014). Das wichtigste Plugin hierfu¨r ist NodePropertyChangeHandler. Die-
ser Handler ist in der Lage, die meisten der Haupteigenschaften der Knoten anzupassen






Damit fehlen dem NodePropertyChangeHandler die Mo¨glichkeiten zur Anpassung der
Form und der Position (Schilbach, 2014). Die Anpassung der Form wird vom Framework
in der aktuellen Version des Frameworks noch nicht unterstu¨tzt, es ist aber durchaus ein
Eventhandler denkbar, der dies u¨bernimmt (Schilbach, 2014). Die Vera¨nderung der Form ist
implementierungstechnisch sehr schwierig zu realisieren. Wahrscheinlich wa¨re es mo¨glich,
den aktuellen Geometrieknoten eines Objektes zuna¨chst durch einen vera¨nderbaren Geome-
trieknoten zu ersetzen und diesen Knoten im Anschluss daran interpoliert zu vera¨ndern. Fu¨r
die Vera¨nderung der Position liefert das Framework einen Handler mit, der diese Funktiona-
lita¨t u¨bernehmen kann, den MoveNodeHandler (Schilbach, 2014).
5.3.2 Erstellung reprasentierender Animationen mit dem Animationsframework
Wie in Abschnitt 2.4.3 ausgefu¨hrt, gibt es vier verschiedene Grundarten von repra¨sentie-
renden Animationen. Dies sind die A¨nderung der Struktur der Szene, die Nutzung eines
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Repra¨sentationsobjektes, Abfolgen dekorierender Animationen und nichtzyklische A¨nde-
rungen von Eigenschaften. Das Animationsframework ermo¨glicht es, all diese Arten von
repra¨sentierenden Animationen zu erstellen (Schilbach, 2014).
Erstellung reprasentierender Animationen durch Veranderung von Strukturen
Die Vera¨nderung von Strukturen wird vom Framework vor allem mit Hilfe der Kombination
von drei Eventhandlerplugins unterstu¨tzt. Die ersten beiden sind das NodeEventHandler-
und das EdgeEventHandler-Plugin (Schilbach, 2014). Hinzu kommen muss noch ein Event-
handler fu¨r das Layouting, zum Beispiel OnionLayoutHandler (Schilbach, 2014). Der
NodeEventHandler reagiert auf zwei verschiedene Arten von Ereignissen: addNode und
removeNode (Schilbach, 2014). Durch addNode ko¨nnen Knoten der Szene zu einem be-
stimmten Zeitpunkt hinzugefu¨gt und durch removeNode ko¨nnen diese Knoten zu einem be-
stimmten Zeitpunkt wieder entfernt werden (Schilbach, 2014).
Bei einem Ereignis mit dem Eigenschaftswert addNode fu¨r die Eigenschaft action erfolgt
der Aufruf einer Funktion addNode im NodeEventHandler (Schilbach, 2014). Diese Funk-
tion u¨bernimmt die Erstellung eines SFNode-Objektes des u¨ber den Parameter node type
definierten Typs (Schilbach, 2014). Damit kann einer der im Framework definierten Prototy-
pen instanziiert werden. Der Standardwert fu¨r die Eigenschaft node type ist CustomSphere
(Schilbach, 2014). Im Standardfall wu¨rde also eine Kugel erzeugt werden. Das Plugin erha¨lt
vom Framework u¨ber framework.nodes() die Referenz auf den Gruppierungsknoten fu¨r
die anderen Knoten (Schilbach, 2014). Es weist diese Referenz der Variablen nodes zu
(Schilbach, 2014). Mittels nodes.addChild(node) wird der erzeugte Knoten der Knoten-
menge hinzugefu¨gt (Schilbach, 2014). Dies fu¨hrt dazu, dass der Knoten in der Szene darge-
stellt wird. Die Funktion addChild wird dabei vom InstantPlayer bereitgestellt (Fraunhofer
IGD, 2013d).
A¨hnlich ist die Funktionsweise beim Entfernen von Knoten. Mittels der vom Handler-
konstruktor bereitgestellten Funktion findNodeByName wird ein Knoten aus der Menge der
Knoten u¨ber die Eigenschaft name gesucht (Schilbach, 2014). Wenn der Knoten gefunden
wurde, wird er mittels nodes.removeChild(node to remove) aus der Liste der Kindkno-
ten des Gruppierungsknotens entfernt (Schilbach, 2014). Damit wird der Knoten auch aus
der Szene entfernt und nicht mehr dargestellt.
Der EdgeEventHandler reagiert ebenfalls auf zwei verschiedene Arten von Ereignis-
sen, die vom Framework geliefert werden: addEdge und removeEdge (Schilbach, 2014).
Die Funktionsweise ist analog zu der Funktionsweise des NodeEventHandler (Schilbach,
2014). Aktuell steht nur ein mo¨glicher Typ von Verbindung zur Verfu¨gung: Arrow (Schil-
bach, 2014). Bei Definition von weiteren Kantentypen wa¨re aber auch eine weitere Aus-
wahl u¨ber den Parameter edge type mo¨glich. Die Farbe der Kante, sowohl der Pfeillinie
als auch der Pfeilspitze, ist anpassbar. Diese Anpassungen sind auch getrennt voneinander
mo¨glich. Zusa¨tzlich existiert ein Standardparameter create routes, der standardma¨ßig auf
true gesetzt ist. Dieser ermo¨glicht es, auf das dynamische Verbinden der Kante zwischen
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zwei Knoten zu verzichten. Die Kante beno¨tigt einen Start- und einen Zielknoten, die je-
weils aus der Liste der Knoten gesucht werden (Schilbach, 2014). Beim Setzen der Routen
werden der Szene dynamisch Routen von den Positionsangaben der Start- und Zielknoten
zur Kante hinzugefu¨gt (Schilbach, 2014). Diese sorgen dafu¨r, dass der Kantenknoten mittels
des X3D-eigenen Ereignismechanismus daru¨ber informiert wird, wenn sich die Positionen
der Knoten, zwischen denen die Kante erscheinen soll, vera¨ndern (Schilbach, 2014). Wird
solch ein Ereignis registriert, werden die Rotation und die Ausrichtung in der y-Richtung der
Kante so angepasst, dass die Linie die beiden Knoten weiterhin verbindet (Schilbach, 2014).
Wie in Abschnitt 2.4.3 ausgefu¨hrt, sind fu¨r das Erstellen und Entfernen von Knoten und
Kanten noch Animationen denkbar, welche die visuellen Objekte nicht einfach von einem
Moment auf den anderen erscheinen lassen, beispielsweise durch Gro¨ßena¨nderung, Trans-
parenza¨nderung oder beides.
Wu¨nschenswert fu¨r Vera¨nderung von Strukturen ist es, wenn die Knoten in einem be-
stimmten Layout angeordnet werden, ohne bei jedem Schritt die Positionen der Knoten vor-
her berechnen zu mu¨ssen. Dafu¨r ist die Mo¨glichkeit zum Graphlayouting gegeben (Schil-
bach, 2014). Um fu¨r die Knoten das Layout frei definieren zu ko¨nnen, besitzen die Knoten
zwei Eigenschaften: usedefaultlayout und layout (Schilbach, 2014). Die Eigenschaft
usedefaultlayout gibt dabei an, ob der Knoten mittels des als Standard gesetzten Lay-
outs positioniert werden soll (Schilbach, 2014). Wenn nein, kann u¨ber die Angabe eines
spezifischen Layouts das Layout direkt angegeben werden (Schilbach, 2014). Aktuell ist nur
ein Layout verfu¨gbar. Dieses wird u¨ber den Eventhandler OnionLayoutHandler gesteuert.
Es nutzt dabei eine angepasste Version des Fruchterman-Reingold-Algorithmus (Fruchter-
man und Reingold, 1991), das in Abschnitt 2.1.3 beschrieben wurde. Der von Fruchterman
und Reingold (1991) beschriebene Algorithmus erfordert es, dass der Raum bekannt ist,
in dem das Layouting stattfinden soll. Bei 3D-Szenen ist maximal eine ku¨nstlich vorgege-
bene Begrenzung vorhanden, somit ist der zur Verfu¨gung stehende Raum meist unbekannt.
Beim Layout von Fruchterman und Reingold (1991) besteht zusa¨tzlich ein Problem mit nicht
zusammenha¨ngenden Graphen. Da die abstoßende Kraft zwischen allen Knoten wirkt, die
anziehende Kraft aber nur zwischen Knoten, die durch eine Kante verbunden sind wirkt,
neigen unzusammenha¨ngende Graphen dazu, auseinanderzudriften. Die vorgenommene Ab-
wandlung besteht nun darin, eine Anziehung zum Mittelpunkt der Szene bei Punkt (0;0;0)
einzufu¨hren und eine zusa¨tzliche abstoßende und anziehende Kraft dorthin zu modellieren
(Schilbach, 2014). Der Wert dieser Kraft ist dabei fu¨r jeden einzelnen Knoten einstellbar, so
dass sich ein, in verschiedenen Schichten um den Mittelpunkt angeordnetes, Gebilde nach
Ablauf des Algorithmus ergibt (Schilbach, 2014). Wenn der Wert fu¨r die Anziehung zum
Mittelpunkt den Wert  1 annimmt, werden die modellierten Kra¨fte, die vom und zum Mit-
telpunkt wirken, nicht in die Positionsberechnung einbezogen (Schilbach, 2014). Wenn der
Wert fu¨r diese Eigenschaft fu¨r alle Knoten den Wert 1 annimmt, entsteht eine Abwandlung
des urspru¨nglichen Algorithmus von Fruchterman und Reingold (1991), bei der nur auf die
Anforderung, den zur Verfu¨gung stehenden Raum angeben zu mu¨ssen, verzichtet wurde.
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Um eine unruhige sta¨ndige Verschiebung der Knoten zu verhindern, wird der Layoutal-
gorithmus ausgefu¨hrt, bis die Temperatur des Systems, die in jedem Schritt verringert wird,
unter einen bestimmten Wert sinkt (Schilbach, 2014). Daraufhin werden Ereignisse mit der
Aktion moveNode erzeugt, die die jeweiligen Knoten an die berechnete Position linear ver-
schieben (Schilbach, 2014). Die Verschiebung der Knoten mit Hilfe des MoveNodeHandler
erfolgt dabei nicht u¨ber einen Interpolator. Stattdessen wird der Knoten nach der Betrach-
tung der verbleibenden Zeit, der vergangenen Zeit und der Durchlaufzeit des Ereignisses um
einen bestimmten Wert in Richtung des Zielwertes bewegt (Schilbach, 2014). Die Verwen-
dung eines Chaser-Knotens fu¨r diese Aufgabe ist nicht mo¨glich, da die X3D-Spezifikation
festlegt, dass ein Chaser-Knoten nach dem Setzen einer neuen Zielposition, einen weichen
Verlauf der festgelegten Dauer errechnet (Web3D Consortium, 2008c). Das fu¨hrt dazu, dass
die Endposition nur erreicht werden kann, wenn sich das Ziel nicht mehr bewegt, was fu¨r
viele Anwendungsfa¨lle nicht sinnvoll ist, da fu¨r eine genauere Darstellung das Erreichen
des Ziels auch notwendig sein kann, wenn es sich weiter bewegt, vor allem in Verbindung
mit repra¨sentierenden Animationen. Ausschnitte aus einer beispielhaften Animation sind in
Abbildung 5.3 dargestellt.
Nach Erreichen der vorgegebenen Temperatur erfolgt kein Abbruch des Layoutings (Schil-
bach, 2014). Es wird vielmehr ein Ereignis erzeugt, das an das Framework weitergereicht
wird und dazu fu¨hrt, dass das Layouting erneut aufgerufen wird (Schilbach, 2014). Wenn
zu Beginn des Ablaufs der Layoutingfunktion festgestellt wird, dass sich die zu layoutende
Knotenmenge vera¨ndert hat, wird die Temperatur erho¨ht und es erfolgt eine Neuberechnung
der Positionen der Knoten (Schilbach, 2014).
Dadurch ist es mo¨glich, die Historie von Softwareentwicklungsprojekten animiert darzu-
stellen. Die Knoten werden per Ereignis hinzugefu¨gt und das Layout registriert, dass neue
Knoten zur zu layoutenden Knotenmenge hinzugekommen sind. Deshalb wird die Tempera-
tur des Systems erho¨ht und der Layoutalgorithmus berechnet die Positionen neu (Schilbach,
2014). Danach werden die Knoten animiert an die neu berechneten Positionen gesetzt und
die Kanten richten sich sta¨ndig neu aus, so dass sie ihren Start- und Endpunkt miteinander
verbinden (Schilbach, 2014).
Abbildung 5.3: Ausschnitte aus einer Animation zum Layout einer Struktur, vollsta¨ndiges
Video unter http://www.youtube.com/watch?v=RXYsZuJ6oko (nach: Schilbach, 2014)
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Erstellung reprasentierender Animationen durch ein Reprasentationsobjekt
Die Erstellung repra¨sentierender Animationen mit einem Repra¨sentationsobjekt kann durch
die Kombination mehrerer Arten von Ereignissen erreicht werden. Zuna¨chst muss ein Knoten
erzeugt werden, der als Repra¨sentationsobjekt dient. Dazu kann der NodeEventHandler ge-
nutzt werden (Schilbach, 2014). Dabei ist darauf zu achten, dass der auf diese Weise erzeug-
te Knoten nicht einem Layout unterworfen wird, da sonst ein Layoutdurchlauf die Position
vera¨ndern wu¨rde. Mit Hilfe des MoveNodeHandler ko¨nnen in der Folge Vera¨nderungen der
Position des Repra¨sentationsknotens erreicht werden. Der MoveNodeHandler bietet zwei
verschiedene Bewegungsarten als Aktionen an: moveNode und moveNodeCircular. Bei-
de Ereignisarten ko¨nnen zwei verschiedene Arten von Zielangaben verarbeiten (Schilbach,
2014). Die Zielposition kann entweder direkt angegeben werden oder es wird ein Zielknoten
angegeben, der zum definierten Ende der Bewegung erreicht sein soll (Schilbach, 2014). Bei
beiden Varianten wird im ersten Durchlauf eine vorher festgelegte Zeit fu¨r einen Durchlauf
der Positionierung angenommen (15ms) (Schilbach, 2014). In den folgenden La¨ufen wird
diese Angabe durch die tatsa¨chliche Laufzeit einer Positionsberechnung ersetzt (Schilbach,
2014). Mittels der Berechnung der verbleibenden Zeit und der aktuellen Szenenzeit wird
dann eine Anzahl an noch zu absolvierenden Schritten nsteps errechnet. Bei jedem Durchlauf
wird nun ein solcher Schritt absolviert (Schilbach, 2014).
Bei der Ereignisart moveNode erfolgt zuna¨chst eine Bestimmung der aktuellen Position
des Repra¨sentationsknotens ~a (Schilbach, 2014). Danach folgt die Bestimmung der Ziel-
position~b entweder durch direkte Positionsangabe oder durch die Position des Zielknotens
(Schilbach, 2014). Danach wird die Differenz der beiden Vektoren~c und der Betrag des Dif-
ferenzvektors j~cj berechnet (Schilbach, 2014). Die Berechnung der Schrittla¨nge lsteps erfolgt





Nun wird die neue Position ~d bestimmt, indem die Startposition in Richtung der Endposi-







Diese Position ~d wird im Repra¨sentationsknoten als Position gesetzt. Der Abbruch des Algo-
rithmus erfolgt dann, wenn nur noch maximal ein Schritt gegangen werden muss. In diesem
Fall wird dann die neue Position ~d gleich der Zielposition~c gesetzt.
Bei der Ereignisart moveNodeCircular wird eine halbkreisfo¨rmige Bewegung des Re-
pra¨sentationsknotens durchgefu¨hrt (Schilbach, 2014). Diese ist zum Beispiel bei flachen
Darstellungen sinnvoll, u¨ber die der Repra¨sentationsknoten ,,springen“ soll. Aktuell wird
bei dieser Art von Bewegungsanimation eine Ausrichtung der flachen Darstellung auf der
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Ebene angenommen, die sich durch die x- und y-Achse aufspannt. Zwischen der Start- und












Der Normalenvektor ist gleichzeitig der Vektor, um den rotiert wird (Schilbach, 2014). Der
Winkel aactual, zu dem im na¨chsten Schritt gegangen werden muss, wird durch die Informati-
on u¨ber den aktuellen Winkel und die Anzahl der zu gehenden Schritte berechnet (Schilbach,
2014). Der Zielwinkel ist als p im Bogenmaß definiert, also 180 im Gradmaß. Der Punkt
wird nun mit Hilfe einer Rotationsmatrix R(aactual) bestimmt:
c = cos(aactual) ;




x  (1  c)+ c nx ny  (1  c) nz  s (nx nz  (1  c))+ny  s
ny nx  (1  c)+nz  s n2y  (1  c)+ c (ny nz  (1  c)) nx  s
nz nx  (1  c) ny  s nz ny  (1  c)+nx  s (n2z (1  c))+ c
1CA :
(5.5)
Die Position ~d wird nun durch
~d = ((~a ~m)R(aactual))+~m (5.6)
errechnet und dem Repra¨sentationsknoten zugewiesen (Schilbach, 2014).
Erstellung reprasentierender Animationen durch Abfolgen dekorierender
Animationen
Zur Erstellung von Abfolgen dekorierender Animationen ko¨nnen aufeinander folgende Er-
eignisse zum Einsatz kommen (Schilbach, 2014). Diese Ereignisse ko¨nnen entweder bereits
bei Start der Szene angelegt sein oder erst durch andere Ereignisse ausgelo¨st werden (Schil-
bach, 2014). Die Erstellung von Abfolgen dekorierender Animationen kann durch die Nut-
zung des NodePropertyChangeHandler unterstu¨tzt werden (Schilbach, 2014). Hierzu wird
zum jeweils notwendigen Zeitpunkt ein Ereignis erstellt, das eine der Aktionen, die von die-
sem Handler unterstu¨tzt werden, auslo¨st (Schilbach, 2014). Als Beispiel kann ein ,,Aufleuch-
ten“ der aktuell aktiven Punkte erfolgen. Listing 5.13 zeigt eine Definition fu¨r eine solche
Animation. Das erste Ereignis definiert das Hinzufu¨gen eines Knotens zur Knotenmenge.
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v a r e v e n t s = [f
"time" :0 , "action" : "addNode" ,
"parameters" : f
'node_name' : 'Node 1' , 'color' : '0.0 1.0 1.0'
gg ,f
"time" :15000 , "action" : "changeEmissiveColor" ,
"parameters" : f
"node_name" : "Node 1" ,
"target_value" : "0.0 1.0 1.0" ,"duration" : 500
gg ,f
"time" :16000 , "action" : "changeEmissiveColor" ,
"parameters" : f
"node_name" : "Node 1" ,
"target_value" : "0.0 0.0 0.0" ,"duration" : 500
g g ] ;
Listing 5.13: Beispielhafte Definition einer repra¨sentierenden Animation durch Abfolge
dekorierender Animationen
Nachdem 15 s vergangen sind, wird ein Aufleuchten des Knotens erreicht, in dem u¨ber einen
Zeitraum von 0,5 s die emittierte Farbe des Knotens bis zu einem maximalen Leuchten in
der definierten Farbe erho¨ht wird. Eine Sekunde spa¨ter wird das Aufleuchten wieder zuru¨ck
genommen, ebenfalls u¨ber einen Zeitraum von 0,5 s interpoliert.
Erstellung nichtzyklischer Anderungen von Eigenschaften
Fu¨r die Erstellung von nichtzyklischen A¨nderungen der Eigenschaften von Elementen der
Visualisierung kann analog zum vorangehenden Abschnitt der NodePropertyChange-
Handler genutzt werden (Schilbach, 2014). Die einzigen Unterschiede zu der in Listing 5.13
gezeigten Animation sind, dass die A¨nderung nicht wieder zuru¨ckgenommen wird, solan-
ge dies nicht durch den repra¨sentierten Vorgang begru¨ndet ist, und dass die Parameter
target value und duration an den dargestellten Vorgang angepasst werden sollten.
5.3.3 Erstellung unterstutzender Darstellungen und Elemente
Bei animierten Darstellungen kann es aufgrund der Charakteristik der Szene einfacher als bei
statischen Darstellungen dazu kommen, dass der Nutzer nicht an der seine Aufmerksamkeit
fordernden Stelle der Szene ist (Schilbach, 2014). Das kann verhindern, dass ihm die Infor-
mationen, die fu¨r das Versta¨ndnis wichtig sind, vermittelt werden ko¨nnen (Schilbach, 2014).
Als einfaches Beispiel ist die Gro¨ße der Bezeichnertexte an einzelnen Elementen einer Sze-
ne zu sehen (Schilbach, 2014). Wenn eine repra¨sentierende Animation entweder durch einen
Repra¨sentationsknoten oder als Abfolge dekorierender Animationen einen Verlauf darstellt,
ist es dem Nutzer oft nicht mo¨glich, die aktive Position der Szene so nachzuverfolgen, dass
er die Bezeichner an den aktuell betroffenen Knoten lesen kann (Schilbach, 2014). Um in
diesem und in a¨hnlich gelagerten Fa¨llen Abhilfe zu schaffen, wurde eine Textdarstellung in
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das Framework integriert, die es ermo¨glicht, Text sta¨ndig im Sichtfeld des Nutzers anzeigen
zu lassen (Schilbach, 2014). Dieses Head-Up-Display wird u¨ber einen Prototyp realisiert,
der mit Hilfe eines Anna¨herungssensors einen Knoten immer relativ zum Nutzer ausrichtet
und damit immer sichtbar bleibt (Schilbach, 2014). Die urspru¨ngliche Implementierung ei-
nes solchen Head-Up-Displays stammt von Daly und Brutzman (2010); fu¨r die Zwecke des
Animationsframeworks wurde dieses leicht modifiziert (Schilbach, 2014). Um das Head-Up-
Display zu nutzen steht ein Handler HudEventHandler zur Verfu¨gung (Schilbach, 2014).




Die erste Funktion dient dazu, den Knoten innerhalb der Szene zu erzeugen (Schilbach,
2014). Die letzte Funktion dient dazu, den Knoten wieder aus der Szene zu entfernen (Schil-
bach, 2014). Die Funktion changeTextHudText dient dazu, den Text des Head-Up-
Displays zu a¨ndern (Schilbach, 2014). Als Datentyp fu¨r die Texteigenschaft des Head-Up-
Displays kommt MFString zum Einsatz, also ein Array von Strings (Schilbach, 2014). Dies
ermo¨glicht es, mehrzeiligen Text darzustellen, um zum Beispiel den kompletten aktuellen
Aufrufstapel anzuzeigen (Schilbach, 2014).
Um den Zeitablauf innerhalb des Frameworks zu steuern, steht ein Eventhandler namens
PlayerInterfaceEventHandler zur Verfu¨gung (Schilbach, 2014). Er stellt mittels eines
Prototyps, der auf dem Prototyp des HudEventHandler aufbaut, Mo¨glichkeiten zum Stop-
pen, Ablaufenlassen, Beschleunigen und Verlangsamen des Animationsvorgangs bereit
(Schilbach, 2014). Der dargestellte Knoten wird u¨ber eine Route mit dem
setSpeed-Feld des Frameworks verbunden (Schilbach, 2014). Dadurch la¨sst sich die Ab-
laufgeschwindigkeit des Frameworks beeinflussen (Schilbach, 2014). Wie bereits in Ab-
schnitt 5.2 beschrieben, ist eine Steuerung mittels Ereignissen nicht sauber implementierbar,
da das Anhalten auch die Ereignisverarbeitung anhalten wu¨rde, die notwendig wa¨re, um die
Ereignisverarbeitung wieder zu starten. Eine Variante wa¨re es, ein Feld mit einem booleschen
Wert einzufu¨hren, das a¨hnlich zum Feld setSpeed die Ereignisverarbeitung des Frameworks
anhalten kann (Schilbach, 2014). Da aber auch in diesem Fall ein weiteres Feld im Script-
Knoten des Frameworks no¨tig gewesen wa¨re und mit dem Setzen der Geschwindigkeit auch
das Anhalten integriert ist, wurde auf diese Lo¨sung verzichtet (Schilbach, 2014). Sie ha¨tte
es zudem erfordert, dass das Framework selbst Ereignisse verarbeitet, also als Eventhandler
fungiert (Schilbach, 2014).
5.4 Unterschiede bei Nutzung von X3DOM als Basis
Die wichtigsten Unterschiede bei der Implementierung des Animationsframeworks von Schil-
bach (2014) mit X3DOM als Basis sind das Fehlen von Script-Knoten sowie Prototypen.
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Da die X3D-Variante des Animationsframeworks von Schilbach (2014) stark auf diese bei-
den Elemente setzt, ist hier eine etwas andere Vorgehensweise bei der Implementierung not-
wendig. Die Grundprinzipien des Animationsframeworks von Schilbach (2014) sind aber
auch fu¨r die Umsetzung mit X3DOM gu¨ltig und sollen beibehalten werden. Diese sind:
 die Einbindungsmo¨glichkeit in statische Szenen,
 das Auslo¨sen von Ereignissen und
 die Verwendung von Javascript-Objekten mit der in Listing 5.4 gezeigten Struktur als
Ereignisse.
Um das Animationsframework fu¨r X3DOM-basierte Szenen nutzen zu ko¨nnen, sind ver-
schiedene Anpassungen der Implementierung notwendig. Dazu wurde der Mechanismus von
X3DOM genutzt, um eigene Knotentypen definieren zu ko¨nnen. Die Definition erfolgt in
Javascript. Dazu wird die Funktion registerNodeType des x3dom-Objektes genutzt, wie
in Listing 5.14 dargestellt ist. Das Definitionsobjekt fu¨r die Klasse, welche als dritter Pa-
rameter dieser Funktion u¨bernommen wird, wird mit der Funktion defineClass erzeugt.
Diese Funktion nimmt wiederum drei Argumente auf. Der erste Parameter stellt die Ober-
klasse dar. Der zweite Parameter ist die Konstruktorfunktion, die das Objekt erzeugt. Dies
ist der Ort, um interne Funktionen zu erzeugen und Werte zu initialisieren. Der dritte Para-
meter stellt das Schnittstellenobjekt dar. Es definiert die o¨ffentlichen Funktionen der Klasse.
Die wichtigste dargestellte Funktion in Listing 5.14 ist die Definition der tick-Funktion.
Durch das Ableiten des Animationsframework-Objektes vom Sensor-Knoten entsteht fu¨r
das Framework die Mo¨glichkeit, wie ein TimeSensor-Knoten zu interagieren. Damit er-
folgt der Aufruf der tick-Funktion bei jedem Zeitstempel, der vom X3DOM-Kontext ver-
arbeitet wird. Die Funktion u¨bernimmt somit die Aufgabe der prepareEvents-Funktion
des X3D-Animationsframeworks (Schilbach, 2014). Analog zur X3D-Variante wird auch in
x3dom . r e g i s t e r N o d e T y p e (
"AnimationFramework" ,
"Core" ,
d e f i n e C l a s s ( x3dom . nodeTypes . X3DSensorNode ,
f u n c t i o n ( c t x ) f
//Constructorfunktion

















<s c e n e>
<AnimationFramework
i d ="framework"
e v e n t s U r l ="./framework/events.js">
<NodeEventHandler>< / NodeEventHandler>
<EdgeEven tHand le r>< / EdgeEven tHand le r>
< / AnimationFramework>
< / s c e n e>
< / x3d>
< / body>
< / h tml>
Listing 5.15: Einbindung des X3DOM-Animationsframeworks in eine HTML-Datei
der X3DOM-Version eine Eventliste vorgehalten, in die neue Ereignisse sortiert eingefu¨gt
werden.
Die Einbindung des Animationsframeworks in eine HTML-Datei wird in Listing 5.15 ge-
zeigt. Initial kann u¨ber das Attribut eventsUrl eine JSON-Datei angegeben werden. Dabei
ist zu beachten, dass die Datei vom Server abgerufen wird, weshalb eine Auslieferung der
Haupt- und der Unterdateien u¨ber einen Webserver anzuraten ist. Grund ist die restriktive Si-
cherheitspolitik moderner Browser, die das Nachladen von Dateien aus dem lokalen Speicher
des Benutzers verhindern. Die grundsa¨tzliche Struktur der JSON-Datei ist weitgehend ana-
log zur weiter oben beschriebenen Form der Event-Datei des X3D-Animationsframeworks,
in der JSON-Datei erfolgt aber keine Zuweisung zu einer Variable, sondern ausschließlich
das Array-Objekt wird definiert.
In Listing 5.15 wird auch die Einbindung von Modulen in das Animationsframework ge-
zeigt. Die Module mu¨ssen vorher im Kopf der Szene geladen werden, um sie dann verwenden
zu ko¨nnen. Bei Verwendung von Modulen ist zusa¨tzlich auch der Code fu¨r den abstrakten
HandlerModule-Knoten zu laden. Der Code fu¨r dieses abstrakte HandlerModule wird in
Listing 5.16 gezeigt. Es entha¨lt den fu¨r alle Handler einheitlichen Code und sorgt dafu¨r, dass
bei Einbindung der Handler die Aktionen, die diese definieren, dem Framework bekannt
gemacht werden. Dies geschieht in der parentAdded-Funktion. Die Handler mu¨ssen dafu¨r
ein this. actions-Objekt als Eigenschaft definieren. Der Schlu¨ssel ist dabei der Name der
Aktion, der Wert fu¨r den Schlu¨ssel ist die Referenz auf die Funktion, die ausgelo¨st werden
soll. Der X3DOM-Zweig unterscheidet sich hier im Ablauf vom X3D-Animationsframework
insofern, als dass es keinen Broadcasting-Mechanismus nutzt. Das Ereignis wird inklusive
seiner Parameter an genau den Handler weitergeleitet, der die Aktion registriert hat.
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x3dom . r e g i s t e r N o d e T y p e (
"HandlerModule" ,
"Core" ,
d e f i n e C l a s s ( x3dom . nodeTypes . X3DChildNode ,
f u n c t i o n ( c t x ) f
x3dom . nodeTypes . HandlerModule . s u p e r C l a s s . c a l l ( t h i s , c t x ) ;
t h i s . a c t i o n s = fg ;
t h i s . an ima t ionFramework = u n d e f i n e d ;
g ,
f
g e t A c t i o n s : f u n c t i o n ( ) f
re turn t h i s . a c t i o n s ;
g ,
pa ren tAdded : f u n c t i o n ( p a r e n t ) f
p a r e n t . r e g i s t e r H a n d l e r ( t h i s ) ;






Listing 5.16: Abstraktes Handlermodul X3DOM
Verwendete Module werden als Knoten unterhalb des Animationsframeworks eingebun-
den (Listing 5.15). Module werden auch als Knoten definiert, die den abstrakten Handler-
Module-Knotentyp als Oberklasse haben. Dies geschieht analog zu den Listings 5.14 und
5.16.
Schwerer als die fehlende Unterstu¨tzung des Script-Knotens wiegt die fehlende Un-
terstu¨tzung von Prototypen. Damit werden die Mo¨glichkeiten zur deklarativen Definition
von Knoten und Kanten sehr eingeschra¨nkt. Innerhalb des X3DOM-Zweigs wird deshalb
zur Erstellung von Knoten oder Kanten auf das Parsen von HTML-Code zuru¨ckgegriffen.
Dieser wird als String an die jeweilige Funktion jQuery.parseHTML u¨bergeben. Die Va-
riabilita¨t wird danach durch die A¨nderung des so erzeugten Knotens eingebracht. Um die
Funktion nutzen zu ko¨nnen, wird die weitverbreitete jQuery-Bibliothek in die Szene einge-
bunden. Verschiedene Hilfsfunktionen, die von jQuery bereitgestellt werden, werden auch an
anderen Stellen des X3DOM-Animationsframeworks genutzt. Da die Position, Ausrichtung
und La¨nge von Kanten ebenfalls durch Script-Knoten im Animationsframework berechnet
werden, besteht auch hier die Notwendigkeit zur Anpassung der Mechanismen. Dazu wird
das von X3DOM definierte Attribut onoutputchange genutzt. Diesem wird als Wert ein
Funktionsaufruf zu einer dynamisch erzeugten Funktion zugewiesen. Bei der A¨nderung der
Kantenendpunkte erfolgt dann der Aufruf der Funktion, die wiederum die Aktualisierung der
Kantenattribute vornimmt.
In Listing 5.17 ist ein weiteres Implementierungsdetail dargestellt. Mit Hilfe der Funkti-
on setTimeout() wird das Hinzufu¨gen des durch die Funktion createNode() erstellten
Knotens entkoppelt. Wenn diese Entkopplung nicht stattfindet, wird das Hinzufu¨gen von
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[ . . . ]
addNode : f u n c t i o n ( p a r a m e t e r s ) f
var node = t h i s . c r e a t e N o d e ( p a r a m e t e r s ) ;
var nodes = t h i s . an ima t ionFramework . nodes ;
s e t T i m e o u t ( f u n c t i o n ( ) f
nodes . appendCh i ld ( node ) ;
g , 0 ) ;
g ,
[ . . . ]
Listing 5.17: Verwendung von setTimeout zur Entkopplung
X3DOM nicht registriert und der Knoten wird erst beim na¨chsten Rendering-Vorgang dar-
gestellt. Das zeigt sich daran, dass das Objekt erst beim Bewegen der Maus oder wenn ein
anderes Ereignis ein Rendering auslo¨st im X3DOM-Canvas dargestellt wird. Durch das Ent-
koppeln wird dieses Verhalten vermieden. Die auf X3DOM angepasste Version des Anima-
tionsframeworks steht auf dem dieser Arbeit beiliegenden Datentra¨ger zur Verfu¨gung.
Durch die Verwendung von X3DOM ko¨nnen die erstellten Animationen in vielen moder-
nen Browsern dargestellt werden. Damit ist die Verwendung von X3D-Browsern nicht mehr
notwendig und die Hu¨rde zur Darstellung von X3D ist deutlich gesenkt. Zudem ko¨nnen die
Szenen u¨ber einen normalen Webserver ausgeliefert werden. Diese Eigenschaften werden
in Teil III dazu genutzt die Evaluation von animierten Softwarevisualisierungen zu vereinfa-
chen. Die so erstellten Softwarevisualisierungen und die Interaktion mit ihnen kann auf diese
Weise direkt im Browser gemessen werden.
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6 Generative Softwarevisualisierung fur animierte Darstellungen
Ein Problem der Softwarevisualisierung, das Reiss (2005) anspricht, ist, dass Visualisie-
rungen schwer zu erstellen sind. Auch Mu¨ller et al. (2011) sehen den hohen Aufwand zur
Erstellung von Softwarevisualisierungen als eines der Probleme der Softwarevisualisierung
an. Der Ansatz der generativen Softwarevisualisierung von Mu¨ller et al. (2011) geht dieses
Problem an. Das Konzept sieht vor, dass unterschiedliche Eingangsformate aus unterschied-
lichen Softwareartefakten verwendet werden ko¨nnen (Mu¨ller et al., 2011). Auch unterschied-
liche Ausgabeformate werden vorgesehen, da zum Beispiel Virtual Reality (VR)-Hardware
mittlerweile erschwinglich wird und die Performanz der Rechnersysteme heute ebenfalls
ausreichend fu¨r 3D-Darstellungen ist (Mu¨ller et al., 2011). Zudem ko¨nnen durch X3DOM
auch im Browser dreidimensionale Inhalte dargestellt werden (Behr et al., 2009, 2010, 2011).
Um Analyse, Filterung und Mapping fu¨r dynamische Darstellungen effizient und effektiv
bereitzustellen, wird im Rahmen dieser Arbeit auf das Konzept der generativen Software-
visualisierung von Mu¨ller et al. (2011) zuru¨ckgegriffen. Der erste Abschnitt dieses Kapitels
stellt das grundlegende Konzept der generativen Softwarevisualisierung von Mu¨ller et al.
(2011) vor. Darauf aufbauend wird im anschließenden Abschnitt 6.2 ein Generator beschrie-
ben, der am Institut fu¨r Wirtschaftsinformatik der Universita¨t Leipzig entwickelt wird. Dieser
setzt das Konzept der generativen Softwarevisualisierung von Mu¨ller et al. (2011) um. Der
Abschnitt beginnt mit einem U¨berblick u¨ber die fu¨r die Implementierung des Generators
verwendeten Technologien. Daran schließt sich die Betrachtung der Implementierung des
Generators mit Hilfe dieser Technologien an. Besonderes Augenmerk liegt hierbei darauf,
die notwendigen Implementierungsdetails zur Erzeugung animierter Softwarevisualisierun-
gen zu beschreiben, die alle drei Aspekte von Software darstellen ko¨nnen.
6.1 Konzept der generativen Softwarevisualisierung
Die generative Softwarevisualisierung baut konzeptionell auf der generativen Softwareent-
wicklung auf und nutzt Vorgehensweisen der modellgetriebenen Softwareentwicklung zur
Umsetzung der Technikprojektion (Mu¨ller et al., 2011). Die von Mu¨ller et al. (2011) vorge-
nommene Adaption der Prinzipien von Softwaresystemfamilien auf Zwecke der Softwarevi-
sualisierung ermo¨glicht verschiedenste Varianten der Darstellung, darunter 2D-, 2.5D- und
3D-Darstellungen.
Die generative Softwareentwicklung oder auch generative Programmierung wird von Czar-
necki und Eisenecker (2000) wie folgt definiert:
,,Generative Programming (GP) is a software engineering paradigm based on
modeling software system families such that, given a particular requirements
specification, a highly customized and optimized intermediate or end-product
can be automatically manufactured on demand from elementary, reusable im-
plementation components by means of configuration knowledge.“ (Czarnecki
und Eisenecker, 2000)
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Der Begriff der Softwaresystemfamilie beschreibt eine Gruppe von Systemen (Czarnecki
und Eisenecker, 2000). Diese sind gema¨ß einer flexiblen Systemfamilienarchitektur aus ge-
meinsamen und variablen Komponenten zusammengesetzt (Czarnecki und Eisenecker, 2000).
Die Anforderungen an das Zielsystem werden mit Hilfe einer doma¨nenspezifischen Sprache
(domain specific language, DSL) beschrieben (Czarnecki und Eisenecker, 2000).
Pietrek und Trompeter (2007) definieren den Begriff der DSL folgendermaßen:
,,Eine DSL ist eine Modellierungs-, Programmier- und/oder Spezifikationsspra-
che, die sich auf die abstrakte Darstellung von Sachverhalten einer fachlichen
und/oder technischen Doma¨ne beschra¨nkt und dies mit doma¨nennahen Sprach-
mitteln effizient ermo¨glicht.“ (Pietrek und Trompeter, 2007)
Es kann zwischen textuellen und grafischen DSLs unterschieden werden. Zum Beispiel
stellt UML als Systemmodellierungssprache eine grafische Form einer DSL dar. DSLs wer-
den in interne und externe DSLs unterschieden. Diese Unterscheidung basiert wahrschein-
lich auf einem Blogeintrag von Martin Fowler (Fowler, 2010). Interne doma¨nenspezifische
Sprachen sind in eine Wirtssprache eingebettet. Als Beispiel ko¨nnen hier die Auffindemetho-
den des objektrelationalen Mappers ActiveRecord des Ruby-on-Rails-Frameworks genannt
werden. Hierbei ist die Syntax der DSL in die Ruby-Syntax eingebettet. Eine DSL abstrahiert
von technischen und Implementierungsdetails (Mu¨ller et al., 2011).
Ein Generator kombiniert aus einer Menge von atomaren Bausteinen das konfigurierte
System (Czarnecki und Eisenecker, 2000). Das generative Doma¨nenmodell besteht dabei aus
einem Problem- und einem Lo¨sungsraum, die durch das Konfigurationswissen miteinander
verbunden werden (Czarnecki und Eisenecker, 2000).
Im Problemraum befinden sich doma¨nenspezifische Konzepte und Merkmale (Czarnecki
und Eisenecker, 2000). Im Lo¨sungsraum sind Bausteine, Komponenten aber auch die Ar-
chitektur zu finden (Czarnecki und Eisenecker, 2000). Diese sollen mo¨glichst sowohl mini-
mal redundant als auch maximal kombinierbar sein (Czarnecki und Eisenecker, 2000). Das
Konfigurationswissen liefert dann das Wissen um die erlaubten Merkmalskombinationen,
Standardvorgaben und anderes (Czarnecki und Eisenecker, 2000).
Das Ziel der generativen Programmierung ist die automatisierte Produktion von Software-
systemen, auf der Grundlage von Softwaresystemfamilien (Czarnecki und Eisenecker, 2000).
Dieses Konzept wurde von Mu¨ller et al. (2011) auf das Feld der Softwarevisualisierung
u¨bertragen:
,,The visualization process should be arranged such that, given a particular re-
quirements specification, a highly customized and optimized visualization can
be automatically generated on demand from elementary, reusable implementa-
tion components belonging to a visualization family by means of configuration
knowledge.“ (Mu¨ller et al., 2011)
Dieses Zitat beschreibt die Adaption des Konzeptes der generativen Programmierung auf die
Visualisierung. Der Generierungsprozess stellt dabei gleichzeitig auch den Visualisierungs-
prozess dar (Mu¨ller et al., 2011). Das Zielsystem ist die beno¨tigte Visualisierung (Mu¨ller
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Abbildung 6.1: Generatives Softwarevisualisierungsdoma¨nenmodell von Mu¨ller et al.
(2011)
et al., 2011). Das Konzept (Abbildung 6.1) nutzt die von Czarnecki (2005) beschriebene
Mo¨glichkeit zur Verknu¨pfung mehrerer Doma¨nenmodelle (Mu¨ller et al., 2011).
Die plattformspezifischen Lo¨sungsra¨ume (Abbildung 6.1, rechts) enthalten die Umset-
zungen fu¨r unterschiedliche Ausgabeformate (Mu¨ller et al., 2011). Das Konfigurationswis-
sen wird mit Hilfe eines Generators implementiert (Mu¨ller et al., 2011). Die Umsetzung
des Konzeptes erfolgt mit modellgetriebenen Techniken; so kommen im Rahmen des Gene-
rierungsprozesses mehrere Modell-zu-Modell-Transformationen zum Tragen (Mu¨ller et al.,
2011).
Aktuell sind die doma¨nenspezifischen Sprachen, die die Konfigurationen beschreiben,
textbasiert, perspektivisch ko¨nnen diese aber auch wizard-basiert implementiert werden
(Mu¨ller et al., 2011). Zur Wiederverwendung der Komponenten wird ein kombinierter
Problem- und Lo¨sungsraum genutzt, der die plattformunabha¨ngigen Komponenten entha¨lt
(Mu¨ller et al., 2011). Beispiele dafu¨r sind Metaphernelemente und A¨hnliches (Mu¨ller et al.,
2011).
Startpunkt des Visualisierungsprozesses sind die strukturierten Artefakte, die Informatio-
nen u¨ber das zu visualisierende System enthalten (Mu¨ller et al., 2011). Oft existiert hierzu
eine Beschreibung dieser Daten in Form eines Metamodells, UML, XML oder A¨hnlichem
(Mu¨ller et al., 2011). Im Kontext dieser Arbeit sind dies vorwiegend Informationen aus Ru-
by-Quellcodes, aus git-Repositories und Laufzeitinformationen, die mit Hilfe der Techniken
aus Kapitel 4 in vom Generator verwendbare Daten u¨berfu¨hrt werden.
Die Gemeinsamkeit der Visualisierungsfamilie ist das Metametamodell der Visualisie-
rungstechnik (Mu¨ller et al., 2011). Es ermo¨glicht die Nutzung von Layoutalgorithmen auf
abstrakten Daten, nicht auf den plattformspezifischen Daten (Mu¨ller et al., 2011). Das Kon-
figurationswissen bildet Elemente zuna¨chst auf Elemente des Visualisierungsmetametamo-
dells ab (Mu¨ller et al., 2011). Danach erfolgt die U¨bertragung auf plattformspezifische Daten
(Mu¨ller et al., 2011).
146
Die generative Softwarevisualisierung nutzt dann einen oder mehrere Generatoren, um
nutzerspezifizierte Softwarevisualisierungen zu erstellen (Mu¨ller et al., 2011). Nach ent-
sprechender Konfiguration durch den Nutzer, was zu visualisieren ist, sollen keine Eingriffe
mehr notwendig sein (Mu¨ller et al., 2011). Das Ziel ist die Vollautomatisierung der Visua-
lisierungspipeline (Mu¨ller et al., 2011). Das Generatorsystem ist dabei nicht spezifisch auf
eine Aufgabe ausgerichtet, sondern soll frei konfigurierbar sein, so dass die unterschiedli-
chen Aufgaben unterstu¨tzt werden ko¨nnen, die im Rahmen der Softwareentwicklung anfal-
len (Mu¨ller et al., 2011). Fu¨r die Erforschung der Animationen im Kontext der Software-
visualisierung sind unterschiedliche Visualisierungen notwendig, die auf einer einheitlichen
Datenbasis aufbauen, um den Einfluss der Animation feststellen zu ko¨nnen. Mit Hilfe ei-
nes Generators auf Basis des Konzeptes von Mu¨ller et al. (2011) wird es einfacher, solche
Visualisierungen zu erstellen, um sie dann in Evaluationen nutzen zu ko¨nnen.
6.2 Reale Umsetzung in einem Generator
Um das dargestellte Konzept in die Wirklichkeit zu u¨berfu¨hren, wird am Institut fu¨r Wirt-
schaftsinformatik der Universita¨t Leipzig die Entwicklung eines Softwarevisualisierungsge-
nerators vorangetrieben. An der Entwicklung des Generators sind mehrere Personen, meist
im Rahmen ihrer Abschlussarbeiten, beteiligt. Der Generator befindet sich in einem sta¨ndi-
gen Weiterentwicklungsprozess, hat aber aktuell noch nicht die Reife fu¨r ein marktfa¨higes
Produkt erreicht, sondern ist im Stadium eines Forschungsprototyps. Die verschiedenen Ab-
schnitte der Visualisierungspipeline sind mittels der im Folgenden beschriebenen Technolo-
gien implementiert.
6.2.1 Eingesetzte Technologien
Die Technologien fu¨r die Technikprojektion des Konzepts der generativen Softwarevisuali-
sierung von Mu¨ller et al. (2011) stammen aus dem Eclipse-Umfeld. Grund dafu¨r ist, dass
der Generator Eclipse als Entwicklungsumgebung nutzt und dadurch der Zugriff auf die im
Eclipse-Umfeld genutzten Technologien nahe liegt. Die Technologien ko¨nnen aber auch un-
abha¨ngig von Eclipse genutzt werden. Meist sind die verwendeten Technologien aus dem
openArchitectureWare-Framework u¨bernommen worden. Das Eclipse Modeling Project ist
das Dachprojekt fu¨r alle nachfolgend genannten Technologien (Gronback, 2016). Es beher-
bergt Werkzeuge fu¨r verschiedenste Aspekte des Arbeitens mit Modellen (Gronback, 2016).
Dazu geho¨ren unter anderem Beschreibungssprache fu¨r Modelle, die maschinell verarbeitet
werden ko¨nnen, wie Xtext (Efftinge und Spoenemann, 2016b; Efftinge und Huebner, 2016;
Gronback, 2016), sowie Werkzeuge zur Transformation von Modellen in Text oder in andere
Modelle (Efftinge und Spoenemann, 2016a; Eclipse Foundation, 2016; Gronback, 2016).
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Xtext
Xtext ist ein Framework zur Entwicklung von textuellen Sprachen (Efftinge und Spoene-
mann, 2016b). Es ist Bestandteil des Textual Modeling Frameworks von Eclipse (Efftin-
ge und Huebner, 2016). Die Erstellung von produktiv eingesetzten Sprachen erfordert eine
Fu¨lle an Werkzeugen, die erzeugt werden mu¨ssen (Efftinge und Spoenemann, 2016b). Xtext
ermo¨glicht es, aus der Beschreibung der konkreten Syntax einer Sprache und ihrem Mapping
auf Laufzeitobjekte, die beno¨tigten Werkzeuge zu generieren (Efftinge und Spoenemann,
2016b; Efftinge und Huebner, 2016). Dazu geho¨ren Parser, ein Metamodell des abstrakten
Syntaxbaumes und ein Eclipse Texteditor (Efftinge und Huebner, 2016). Fu¨r die Zwecke
des Softwarevisualisierungsgenerators ist der generierte Texteditor nicht erforderlich. Die
anderen beiden ebenfalls generierten Teile sind hingegen essentiell. Der Parser u¨berfu¨hrt
die strukturierten Textdateien der Famix-Metamodellfamilie in Laufzeitobjekte, die von den
Transformationen genutzt werden ko¨nnen. Um innerhalb der Transformationen auf diese zu-
greifen zu ko¨nnen, ist das Metamodell des abstrakten Syntaxbaumes wichtig.
Xtext wird im Rahmen des Softwarevisualisierungsgenerators genutzt, um die unterschied-
lichen verwendeten doma¨nenspezifischen Sprachen zu beschreiben. Aktuell sind die wich-








Die ersten drei dieser doma¨nenspezifischen Sprachen sind die Sprachen der Famix-Meta-
modellfamilie in MSE-Syntax (siehe Abschnitt 4.3). Die letzten drei sind fu¨r die plattform-
unabha¨ngige Beschreibung von verschiedenen Metaphern fu¨r Softwarevisualisierungen not-
wendig.
Xtend
Xtend ist eine Programmiersprache, die im Rahmen des Eclipse Modeling Projects zur Be-
schreibung von Modell-zu-Modell- und Modell-zu-Text-Transformationen genutzt wird (Eff-
tinge und Spoenemann, 2016a). Die Programmiersprache ist statisch typisiert und kann zu
Java-Code umgewandelt werden, was bei Verwendung von Xtend in Eclipse automatisch ge-
schieht (Efftinge und Spoenemann, 2016a). Es geschieht also nicht, wie sonst zum Beispiel
bei JRuby u¨blich, die direkte Umwandlung in Bytecode fu¨r die JVM (Efftinge und Spoene-
mann, 2016a). Die Sprache ist syntaktisch sehr a¨hnlich zu Java, unterscheidet sich aber in
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verschiedenen Sprachbestandteilen, wie zum Beispiel der Syntax von Lambda-Ausdru¨cken
(Efftinge und Spoenemann, 2016a). Diese ko¨nnen in Xtend auch mit Java-Versionen kleiner
als Java 8 genutzt werden ko¨nnen (Efftinge und Spoenemann, 2016a). Lambda-Ausdru¨cke
sind vor allem zur Verarbeitung von Listen von Objekten gut geeignet, eine Eigenschaft, die
Xtend zur Beschreibung von Modell-zu-Modell-Transformationen nu¨tzlich macht, wo diese
Anforderung ha¨ufiger vorkommt.
Xtend besitzt zudem die Mo¨glichkeit, Templates fu¨r die Stringausgabe anzulegen (Efftinge
und Spoenemann, 2016a). Diese Mo¨glichkeiten sind vor allem im Bereich der Modell-zu-
Text-Transformationen hilfreich.
Modeling Workow Engine 2
Die Modeling Workflow Engine 2 (MWE2) ist eine Ablaufsteuerung zur Definition und
Ausfu¨hrung eines Transformationsprozesses (Eclipse Foundation, 2016). Sie ist ru¨ckwa¨rts-
kompatibel zu ihrem Vorga¨nger (Eclipse Foundation, 2016). MWE2 beinhaltet eine dekla-
rative Sprache zur Definition des Ablaufs eines Prozesses (Eclipse Foundation, 2016) und
stellt die Ablaufsteuerung der verschiedenen Generatorprozesse dar. Typischerweise besteht
ein solcher Generierungsprozess aus mehreren Prozessschritten (Eclipse Foundation, 2016).
Am Beispiel des Softwarevisualisierungsgenerators sind dies im Minimum:
1. Einlesen der Struktur-, Verhaltens, oder Historieninformationen in ein Modell
2. Transformation des Modells in ein plattformunabha¨ngiges Metaphernmodell
3. Ausgabe des Metaphernmodells in ein plattformspezifisches Format, beispielsweise
X3D
Es ko¨nnen aber auch weitere Komponenten in einem Prozess interagieren. MWE2 erlaubt
die Definition eines solchen Prozesses, indem eine Reihe von Ablaufkomponenten angege-
ben und konfiguriert werden kann (Eclipse Foundation, 2016). Die einzelnen Komponenten
sind Java-Klassen, die eine festgelegte Schnittstelle implementieren mu¨ssen (Eclipse Foun-
dation, 2016). Diese Java-Klassen ko¨nnen Instanzvariablen definieren, die mit Hilfe von
MWE2 gesetzt werden ko¨nnen (Eclipse Foundation, 2016). Somit sind die einzelnen Pro-
zessschritte konfigurierbar (Eclipse Foundation, 2016).
Im Softwarevisualisierungsgenerators werden verschiedenste Generierungsprozesse defi-
niert. Diese lesen je nach Eingabeformat unterschiedliche Quelldateien in unterschiedlichen
Formaten ein. Daran anschließend werden die notwendigen Transformationen aufgerufen,
um die eingelesenen Informationen in die gewu¨nschte Metapher zu u¨berfu¨hren. Danach
wird das so erzeugte Modell im gewu¨nschten Zielformat ausgegeben. Fu¨r jede mo¨gliche
Auspra¨gung dieser Parameter muss daher aktuell ein eigens definierter Prozess verfu¨gbar
sein und aufgerufen werden. Da die Zahl der Mo¨glichkeiten hierbei sehr groß werden kann,
ist zuku¨nftig eine Konsolidierung der Prozesse und seiner Komponenten wu¨nschenswert, so
dass im Idealfall nur eine konfigurierbare Prozessdefinition zum Einsatz kommen muss.
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6.2.2 Architektur des Softwarevisualisierungsgenerators
Der Softwarevisualisierungsgenerator besteht aus mehreren Eclipse-Projekten. Diese besit-
zen Abha¨ngigkeiten untereinander, so dass in einem Eclipse-Workspace alle Projekte vor-
handen sein sollten. Hier werden nur die fu¨r die Zwecke dieser Arbeit wichtigen Projekte
dargestellt.
Das Projekt org.svis.generator ist dabei das Hauptprojekt des Generators. Es entha¨lt
die Transformationen von den plattformunabha¨ngigen zu den plattformabha¨ngigen finalen
Daten, zum Beispiel
 Recursive-Disk-Modell zu X3D,
 Recursive-Disk-Modell zu X3DOM und
 Stadt-Modell zu X3D.
Zusa¨tzlich entha¨lt das Projekt auch verschiedene Hilfsfunktionen, wie zum Beispiel zum
Layouten des Recursive-Disk-Modells.
Das Projekt org.svis.generator.releng entha¨lt die Maven-Workflows. Dies ist fu¨r
Continuous-Integration-Tests notwendig, dient aber auch dazu, bestimmte Abla¨ufe zu auto-
matisieren, zum Beispiel das Bauen der einzelnen Projekte oder das Aufrufen von Work-
flows. Die Hilfsdaten fu¨r die automatisierten Tests liegen in org.svis.generator.tests.
In org.svis.generator.run finden sich die Transformationen von den Eingangsmeta-
modellen, wie Famix-, Dynamix- und Hismo-Modellen zu den plattformunabha¨ngigen Me-
taphernmetamodellen, wie dem Recursive-Disk-Modell. Das Projekt entha¨lt auch die Work-
flows fu¨r einzelne Auspra¨gungen der Visualisierungspipeline und die Eingangsdaten fu¨r die-
se Workflows.








Die Projekte org.svis.xtext.dynamix, org.svis.xtext.famix und org.svis.
xtext.hismo dienen zur Definition der Metamodelle der Eingangsdaten. Durch diese Defi-
nition wird automatisch u¨ber XText ein Parser zur Verfu¨gung gestellt.
In den Projekten org.svis.xtext.rd, org.svis.xtext.city und org.svis.xtext.
graph werden die Metamodelle fu¨r die plattformunabha¨ngigen Metamodelle fu¨r die verfu¨g-
baren Metaphern definiert. Diese Metaphern werden im folgenden Abschnitt genauer erkla¨rt.
Die Ausgabe im Zielformat geschieht in der aktuellen Version des Generators nicht mit-
tels Modell-zu-Modell-Transformation; deshalb werden keine Metamodelle fu¨r die Aus-
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gabeformate beno¨tigt. Die Ausgabe geschieht aktuell in Textform, wofu¨r Modell-zu-Text-
Transformationen genutzt werden.
Fu¨r die Extraktion zu Famix und Hismo existieren ebenfalls Projekte. Diese kommen im
Kontext dieser Arbeit nicht zum Einsatz, da sie auf die Extraktion von Informationen aus
Java-Projekten ausgerichtet sind.
6.2.3 Verfugbare Metaphern
Die aktuell im Softwarevisualisierungsgenerator verfu¨gbaren Metaphern sind die Recursive-
Disk-Metapher (Mu¨ller und Zeckzer, 2015b), eine Variante der Stadtmetapher und eine
Graph-Metapher,
Die Recursive-Disk-Metapher stellt ihre Elemente als ineinander verschachtelte Scheiben
beziehungsweise Scheiben oder Ringabschnitte dar (Mu¨ller und Zeckzer, 2015b). Die Klas-
sen bilden Scheiben, mit zwei inneren Ringen fu¨r Attribute und Methoden (Mu¨ller und Zeck-
zer, 2015b). Die Namensra¨ume bilden Ringe um diese Scheiben herum (Mu¨ller und Zeckzer,
2015b). Auf den Attribut- und Methodenringen nehmen die einzelnen Methoden respektive
Attribute einen Anteil ein, der ihrer Gro¨ße entspricht (Mu¨ller und Zeckzer, 2015b). Inne-
re Klassen werden innerhalb der entsprechenden Klassenscheibe dargestellt, der Anteil der
Methoden- und Attributringe verkleinert sich dadurch (Mu¨ller und Zeckzer, 2015b). Die An-
ordnung von Klassen- und Namensra¨umen in ihrem Elternelement folgt einer gro¨ßenma¨ßig
sortierten, schneckenartigen Anordnung, wobei das gro¨ßte Element in Zentrum dargestellt
wird und die weiteren Elemente um dieses herum dargestellt werden (Mu¨ller und Zeckzer,
2015b).
Die Stadtmetapher baut auf der Arbeit von Wettel und Lanza (2007) und Wettel et al.
(2011) auf und wurde von einer Studentin im Rahmen ihrer Abschlussarbeit fu¨r den Softwa-
revisualisierungsgenerator implementiert (Zilch, 2015). Die Metapher visualisiert Software
als Stadt, ohne Attribute und Methoden direkt darzustellen (Wettel und Lanza, 2007). Klas-
sen werden dabei als Ha¨user dargestellt (Wettel und Lanza, 2007). Die Ho¨he der Klassen
stellt die Anzahl der Methoden dar, Breite und La¨nge der Klassen die Anzahl der Attribute
(Wettel und Lanza, 2007). So ergibt sich fu¨r eine Klasse mit wenigen Methoden und vielen
Attributen eine Lagerhausform (Wettel und Lanza, 2007). Namensra¨ume werden als Distrik-
te visualisiert, die die Klassen gruppieren und ineinander geschachtelt sein ko¨nnen (Wettel
und Lanza, 2007).
Als dritte Metapher unterstu¨tzt der Softwarevisualisierungsgenerator mit der Graph-
Metapher eine klassische Knoten-Kanten-Metapher. Die Softwareentita¨ten werden dabei als
Knoten und die Verbindungen zwischen den Entita¨ten als Kanten visualisiert.
Adaptionen der Recursive-Disk-Metapher
Im folgenden Teil werden mehrere vergleichende Evaluationen dargestellt. Um diese durch-
zufu¨hren, ist es notwendig die gleichen Informationen in statischen und in animierten Sze-
nen darzustellen. Dabei sollen Informationen aus allen drei Aspekten von Software jeweils
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unterschiedlich visualisiert werden, also Struktur, Verhalten und Historie. Fu¨r die Zwecke
dieser Arbeit wird die Recursive-Disk-Metapher als Basis genutzt und um die Darstellung
der zusa¨tzlichen Informationen erweitert.
Der Grund dafu¨r, die Recursive-Disk-Metapher auszuwa¨hlen war, dass sie die dritte Di-
mension in ihrer Grundform nicht nutzt (Mu¨ller und Zeckzer, 2015b). Bei der Verwendung
von klassischen Knoten-Kanten-Metaphern und vielen weiteren Metaphern ist die Nutzung
der dritten Dimension meist begrenzt, da sie zur Anordnung der Elemente genutzt wird. Die-
se Freiheit in der Recursive-Disk-Metapher macht es mo¨glich, die dritte Dimension fu¨r die
statische Darstellung der gewu¨nschten Informationen zu nutzen und die vierte Dimension
fu¨r deren dynamische Darstellung.
Zusa¨tzlich stellt die Recursive-Disk-Metapher anders als die Stadtmetapher von Wettel
und Lanza (2007) aktuell Methoden und Attribute dar. Gerade die Darstellung von Methoden
ist zum Beispiel fu¨r die Visualisierung von Verhalten hilfreich. Weitere Vorteile sind, dass der
Layoutalgorithmus der Recursive-Disk-Metapher deterministisch ist und dass der Software-
visualisierungsgenerator bereits die Implementierung der notwendigen Algorithmen entha¨lt,
um aus Famix-Modellen eine solche Visualisierung erzeugen zu ko¨nnen. Ein Nachteil der
Recursive-Disk-Metapher ist, dass sie abgesehen von den verschiedenen Inklusionsbezie-
hungen aktuell keine Verbindungen zwischen Elementen darstellt. Die Darstellung dieser
weiteren Beziehungen ist fu¨r die Zwecke dieser Arbeit jedoch vernachla¨ssigbar.
In den folgenden Abschnitten sollen die Grundprinzipien dieser Adaptionen der Recursive-
Disk-Metapher fu¨r die unterschiedlichen Aspekte dargestellt werden. Diese Adaptionen sind
selbstversta¨ndlich nicht vollsta¨ndig, weder was die Mo¨glichkeiten, was dargestellt wird,
noch was die Mo¨glichkeiten, wie es dargestellt wird, anbelangt. Sie sollen aber beispiel-
hafte Darstellungsformen fu¨r die drei Aspekte von Software zeigen. Bei den animierten Dar-
stellungen wurde darauf geachtet, alle Hauptformen von Animationen darzustellen, also so-
wohl dekorierende als auch repra¨sentierende Animationen zu nutzen, wenn auch nicht in
einer Visualisierung vereint. Auch die unterschiedlichen Arten repra¨sentierender Animatio-
nen (Abschnitt 2.4.3) werden eingesetzt. So werden zeitliche Abla¨ufe mit Repra¨sentations-
objekten, mit Abfolgen dekorierender Animationen, durch nichtzyklische A¨nderungen von
Eigenschaften oder u¨ber das Vera¨ndern von Strukturen gezeigt.
In Abschnitt 6.2.4 wird gezeigt, wie die Adaption der Recursive-Disk-Metapher im Gene-
rator umgesetzt wurde.
Struktur Fu¨r die Anpassung der Strukturdarstellung wurde sich dafu¨r entschieden, zusa¨tz-
lich zur Struktur eine Metrik in der Szene zu visualisieren. Fu¨r die statische Darstellung wird
der Wert dieser Metrik u¨ber die Ho¨he der einzelnen Methoden visualisiert (Abbildung 6.2).
Fu¨r die dynamische Darstellung wird eine dekorierende Animation zur Darstellung der
Metrik genutzt. Die Ho¨he bleibt also fu¨r alle Strukturelemente gleich. Hier sind unterschied-
liche Varianten von dekorierenden Animationen mo¨glich. Beispielhaft wird ein Blinken, also
eine A¨nderung der Luminanz, genutzt. Diese Luminanza¨nderung kann die Metrik auf unter-
schiedliche Art darstellen; entweder wird der Wert der Metrik auf die Anzahl der Zyklen pro
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Abbildung 6.2: Recursive-Disk-Strukturdarstellung mit Abbildung der Komplexita¨t als
Ho¨he der Elemente
Abbildung 6.3: Ausschnitte aus einer Animation zur dynamischen Darstellung der
Komplexita¨t u¨ber die Frequenz des Blinkens, vollsta¨ndiges Video unter
https://youtu.be/fAVmWThx19s
Sekunde oder auf die maximale Luminanz abgebildet. Abbildung 6.3 zeigt die Variante, bei
der die Frequenz zur Darstellung der Metrik genutzt wird.
Verhalten Die Informationen, die in den Verhaltensdarstellungen gezeigt werden, stam-
men aus einem Trace eines Methodenaufrufes. Dieser wird durch die in Abschnitt 4.2.2
gezeigte Methode aus einem Ruby-Programm gewonnen. Als zugrundeliegende Strukturdar-
stellung wird eine Recursive-Disk-Visualisierung genutzt, die durch das Parsen der statischen
Struktur gewonnen werden kann.
Fu¨r die statische Variante der Darstellung wird die dritte Dimension als Zeitachse genutzt.
Die Position auf der z-Achse wird durch den Startzeitpunkt bestimmt, die Ausdehnung auf
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Abbildung 6.4: Statische Recursive-Disk-Verhaltensdarstellung
der z-Achse durch die La¨nge des Methodenaufrufs. Um eine bessere Verteilung der Funktio-
nen zu erreichen, wird ihre La¨nge logarithmisch skaliert. Abbildung 6.4 zeigt diese statische
Form der Verhaltensdarstellung. Probleme hat diese Form der Darstellung bei rekursiven
Funktionen, da nur die La¨nge des a¨ußeren Aufrufs sichtbar wird. Eventuell la¨sst sich dieses
Problem in der Zukunft mit geschachtelter Transparenz lo¨sen.
Fu¨r die animierte Visualisierung gibt es verschiedene Formen der Darstellung. Eine Form
ist die Darstellung mittels einer repra¨sentierenden Animation mit einem beziehungsweise
mehreren Repra¨sentationsobjekten. Als Repra¨sentationsobjekte werden Kugeln genutzt. Die
Zeiten des Traces werden auf Szenenzeiten abgebildet, dabei werden die Zeiten in der Szene
langsamer als in Echtzeit dargestellt. Bei der ersten Funktion wird nur eine Kugel eingeblen-
det. Beim Aufrufen von Unterfunktionen wird eine weitere Kugel in die Szene eingefu¨gt,
diese bewegt sich zu der durch den Aufrufzeitpunkt bestimmten Szenenzeit auf einer halb-
kreisfo¨rmigen Bahn hin zu der aufgerufenen Funktion. Wird die Funktion verlassen, bewegt
Abbildung 6.5: Ausschnitt aus einer Animation zur Recursive-Disk-Verhaltensdarstellung,
vollsta¨ndiges Video unter https://youtu.be/RfTC-TuQkk8
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sich die Kugel ebenfalls auf einer halbkreisfo¨rmigen Bahn zuru¨ck zur aufrufenden Funktion.
Ist sie dort angekommen, wird sie aus der Szene entfernt. Fu¨r die Dauer des Bewegens der
Kugel zu und von einer Methode wurde eine Zeit von 250 ms gewa¨hlt. Die Zeiten der ein-
zelnen Aufrufe mu¨ssen deshalb angepasst werden, um die zur Bewegung beno¨tigte Zeit zu
beru¨cksichtigen.
Eine zweite Variante der Darstellung ist die Darstellung mittels dekorierender einmaliger
Animationen. Dabei wird fu¨r die einzelnen Methodensegmente eine Anpassung der Farbe
hin zu einem Weiß gewa¨hlt. Dies la¨sst die Methoden mo¨glichst hell erscheinen und soll
somit die Aufmerksamkeit des Betrachters auf die so hervorgehobene Methode lenken. Die
Dauer der Animation selbst entspricht dabei ebenfalls 250 ms.
Die beiden Varianten ko¨nnen auch kombiniert werden, Abbildung 6.5 zeigt eine solche
Darstellung.
Historie Bei der Darstellung der Historie sollen die Gro¨ßen von Klassen und Methoden in
den einzelnen Versionen dargestellt werden. Die notwendige Hismo-Datei kann mit dem Vor-
gehen aus Abschnitt 4.2.3 aus dem git-Repository eines Ruby-Projektes extrahiert werden.
Mit Hilfe von git-svn wa¨re es auch mo¨glich, aus einem SVN-Repository ein git-Repository
zu erzeugen.
Um eine Vera¨nderung der Positionen der einzelnen Elemente zu vermeiden, wird ein vor-
her definiertes Layout berechnet. Dazu wird ein Maximallayout fu¨r alle Famix-Elemente der
Hismo-Datei erzeugt. Das heißt, fu¨r alle Pakete, Klassen und Methoden die innerhalb der
Versionshistorie vorkommen, wird das Maximum der Gro¨ße angenommen, das wa¨hrend der
Historie erreicht wurde. Aus diesen Elementen wird dann ein Recursive-Disk-Layout be-
rechnet. Die so errechneten Positionen der einzelnen Elemente bilden die Grundlage fu¨r die
Darstellung der Historie.
Fu¨r die statische Darstellung werden auf der z-Achse angepasste Varianten der Recursive-
Disk-Metapher abgetragen. Diese Varianten bestehen aus Kreisen fu¨r die einzelnen Klassen
Abbildung 6.6: Statische Recursive-Disk-Historiendarstellung
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Abbildung 6.7: Ausschnitte aus einer Animation zur Recursive-Disk-Verhaltensdarstellung,
vollsta¨ndiges Video unter https://youtu.be/C1TgKGkzJao
mit ihren Methoden. Der Durchmesser der Kreise ist zur Gro¨ße der dargestellten Klasse in
der jeweiligen Version a¨quivalent. Die Methoden werden ebenfalls gema¨ß ihrer Gro¨ße in
der dargestellten Version skaliert. Die Positionierung in x- und y-Richtung entspricht der
Position des zugeho¨rigen Elemente im Maximallayout. Das Maximallayout wird zusa¨tzlich
in der Szene dargestellt. Abbildung 6.6 zeigt diese Form der Darstellung, das Maximallayout
befindet sich in der Abbildung auf der linken Seite.
Bei der animierten Darstellung (Abbildung 6.7) wird auf das gleiche Grundlayout zuru¨ck-
gegriffen. Der erste Unterschied zur statischen Darstellung ist, dass das Maximallayout nicht
dargestellt wird. Der wichtigste Unterschied ist aber, dass die Klassen der einzelnen Versio-
nen nicht in der Ho¨he abgebildet werden, sondern im Zeitverlauf entsprechend ihrer Gro¨ße
in den jeweiligen Funktionen animiert kleiner oder gro¨ßer werden.
6.2.4 Generierung von Szenen
Wie die im vorangegangenen Abschnitt beschriebenen Szenen erstellt werden, zeigt dieser
Abschnitt. Dabei wird sowohl auf die notwendigen A¨nderungen an den vorhandenen Meta-
modellen eingegangen, als auch auf die Workflows, die genutzt werden, um die Szenen zu
erzeugen.
Erzeugung der Strukturdarstellungen
Fu¨r die Erzeugung der Strukturdarstellungen muss zuna¨chst das Metamodell der Recursive-
Disk-Metapher angepasst werden, um die zusa¨tzlichen Informationen aufzunehmen. Das At-
tribut height war bereits vorhanden, um die Ho¨he der einzelnen Klassen, Methoden und Pa-
kete darzustellen, wurde aber zuvor innerhalb der Transformationen mit einem festen Wert
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belegt. Dieses Attribut wird nun mit Werten, die die Komplexita¨t abbilden, belegt. Die beiden
Transformationen, die das plattformunabha¨ngige Recursive-Disk-Modell in die plattform-
abha¨ngigen Modelle (statisch und dynamisch) u¨berfu¨hren, greifen beide auf den Wert fu¨r die
Ho¨he zu.
Um das Strukturmodell zu erzeugen, erfolgt zuna¨chst die Extraktion der Strukturinforma-
tionen und deren Ablage als Famix-Modell. Dazu wird die in Abschnitt 4.2.1 dargestellte
Methode genutzt. Das so erzeugte Famix-Modell wird im input-Verzeichnis des Generators
abgelegt.
Ein MWE2-Workflow erzeugt nun die beiden Darstellungen nebeneinander. Zuerst wer-
den dem Workflow die genutzten Metamodelle bekannt gemacht. Der Code hierfu¨r ist in
Listing 6.1 dargestellt. Die fu¨r die Generierung der Strukturdarstellung verwendeten Meta-
modelle sind das Famix- und das Recursive-Disk-Metamodell.
Dann wird mit Hilfe des durch das XText-Projekt erzeugten Parsers die Famix-Datei einge-
lesen und ein internes Modell davon im Arbeitsspeicher abgelegt. Den Code fu¨r das Einlesen
des Famix-Modells zeigt Listing 6.2.
Im Anschluss daran wird das Famix-Modell in ein plattformunabha¨ngiges Recursive-
Disk-Modell u¨berfu¨hrt. Dieses entha¨lt die Gro¨ßen und weitere visuelle Attribute der Elemen-
te. Hierbei wird auch die Komplexita¨t auf die Ho¨he im Recursive-Disk-Modell abgebildet. In
einem separaten Schritt wird nun das Recursive-Disk-Layout berechnet und die Positionen
der Elemente im Recursive-Disk-Modell werden gesetzt.
Der Algorithmus zur grundlegenden Erzeugung des Recursive-Disk-Modell und zur Be-
rechnung des Layouts wurde bereits vorab im Rahmen der Entwicklung des Generators ent-
wickelt. Der Autor passte hier nur das Mapping der Metrik auf die Ho¨he an.
Nach der Berechnung des Layouts folgt die Ausgabe der Zielvisualisierungen. Zuna¨chst
ist dies die statische Strukturdarstellung (Abbildung 6.2), die die Metrik auf die Ho¨he der
Elemente abbildet.
bean = org . e c l i p s e . emf . mwe . u t i l s . S t a n d a l o n e S e t u p f
p l a t f o r m U r i = "${runtimeProject}/.."
r e g i s t e r G e n e r a t e d E P a c k a g e = "org.svis.xtext.famix.
FamixPackage"
r e g i s t e r G e n e r a t e d E P a c k a g e = "org.svis.xtext.rd.RdPackage"
g
Listing 6.1: Registrieren der beno¨tigten Metamodelle
component = org . e c l i p s e . x t e x t . mwe . Reader f
p a t h = "${path}"
r e g i s t e r = org . s v i s . x t e x t . F a m i x S t a n d a l o n e S e t u p G e n e r a t e d fg
l o a d R e s o u r c e = f
s l o t = "famix"
g
g
Listing 6.2: Einlesen der Famix-Datei und Erzeugen des internen Modells
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Das Recursive-Disk-Modell wird anschließend weiterverwendet, um die dynamische Dar-
stellung auszuspielen. Listing 6.3 zeigt den Aufruf der Transformation.
In Listing 6.4 wird ein Ausschnitt der Transformation gezeigt. Zuna¨chst werden die rele-
vanten Elemente mit den Typen Disk und DiskSegment gesucht und in Variablen abgelegt.
Danach wird aus den DiskSegment-Elementen eine Liste von Ereignissen erstellt, die in
eine Javascript-Datei geschrieben wird. Jedes dieser Ereignisse definiert das Blinken fu¨r ei-
ne dargestellte Methode. Beim Start der Szene wird die Datei vom Animationsframework
eingelesen und die Ereignisse werden ausgefu¨hrt.
Danach wird die X3DOM-Datei erstellt. Zuna¨chst wird die Ho¨he der einzelnen Elemente
des Recursive-Disk-Modells wieder auf den Standardwert zuru¨ckgesetzt. Danach wird die
X3DOM-Datei geschrieben. Dazu wird zuna¨chst ein Kopf erzeugt, der das Animationsfra-
mework und darin die zuvor erzeugte Ereignisdatei einbindet. Danach wird mit der gleichen
component = org . e c l i p s e . x t e x t . g e n e r a t o r . Genera torComponent f
r e g i s t e r = org . s v i s . g e n e r a t o r . rd . m2t . x3dom . famix .
Famix2DynamicX3DOMStandaloneSetup2 fg
s l o t = 'rdextended'
o u t l e t = f
p a t h = "${outputPath}/"
g
g
Listing 6.3: Aufruf der Modell-zu-Text-Transformation vom Recursive-Disk-Modell zur
dynamischen X3DOM-Visualisierung
[ . . . ]
c l a s s Famix2DynamicX3DOM2 implements I G e n e r a t o r 2 f
[ . . . ]
o v e r r i d e vo id d o G e n e r a t e ( Resource r e s o u r c e ,
I F i l e S y s t e m A c c e s s 2 f s a , I G e n e r a t o r C o n t e x t i g ) f
v a l d i s k s = E c o r e U t i l 2 : : g e t A l l C o n t e n t s O f T y p e (
r e s o u r c e . c o n t e n t s . head , t y p e o f ( Disk ) )
v a l d i s k S e g m e n t s = E c o r e U t i l 2 : : g e t A l l C o n t e n t s O f T y p e
( r e s o u r c e . c o n t e n t s . head , t y p e o f ( DiskSegment ) )
f s a . g e n e r a t e F i l e ( "famix/events2.js" , "[ " +
d i s k S e g m e n t s . t o E v e n t s 2 + " ]" )
d i s k s . f o r E a c h [ h e i g h t = R D S e t t i n g s : : HEIGHT ]
d i s k S e g m e n t s . f o r E a c h [ h e i g h t = R D S e t t i n g s : : HEIGHT]
[ . . . ]
f s a . g e n e r a t e F i l e ( "famix/x3dom-model-anim-2.html" ,
toDynamicX3DOMHead ( true , t rue ) +
toAnimat ionFramework ( "events2.js" ) . t o S t r i n g +
d i s k s . toX3DOMRDStructure + toX3DOMTail )
g
[ . . . ]
g
Listing 6.4: Modell-zu-Text-Transformation vom Recursive-Disk-Modell zur dynamischen
X3DOM-Visualisierung
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Methode wie in der statischen Darstellung die X3DOM-Struktur in die Datei geschrieben
und die notwendigen schließenden Elemente werden in die erzeugte Datei eingefu¨gt.
Erzeugung der Verhaltensdarstellungen
Fu¨r die Generierung der Verhaltensdarstellungen ist zuna¨chst die Extraktion der Verhaltens-
und Strukturinformationen notwendig. Der in Abschnitt 4.2.2 vorgestellte Parser erzeugt die
Verhaltensinformationen. Dieser erstellt eine Dynamix-Datei, die im im Eingangsordner des
Generators abgelegt wird. Daneben wird mit Hilfe der in Abschnitt 4.2.1 dargestellten Me-
thode eine dazu passende Famix-Datei erstellt, aus der spa¨ter die Grundstruktur der Szene
erzeugt wird. Diese wird ebenfalls im Eingangsordner des Generators abgelegt. Dann werden
mit Hilfe eines MWE2-Workflows daraus die statische und die dynamische Verhaltensvisua-
lisierung generiert.
Diesem Workflow muss zuna¨chst zusa¨tzlich zum Famix- und dem Recursive-Disk-Meta-
modell auch das Dynamix-Metamodell bekannt gemacht werden. Daran anschließend
werden die beiden Eingangsdaten eingelesen. Dafu¨r kommen die mit den Projekten
org.svis.xtext.famix und org.svis.xtext.dynamix erstellten Parser zum Einsatz.
Im Anschluss daran wird aus den Strukturinformationen das grundlegende Recursive-
Disk-Modell erstellt. Dafu¨r wird die bereits im Generator vorhandene Transformation vom
Famix- zum Recursive-Disk-Modell genutzt.
Das so entstehende Modell wird nun mit den Verhaltensinformationen angereichert. Hier-
zu ist eine Anpassung des Recursive-Disk-Modells notwendig, so dass Elemente fu¨r Funk-
tionsaufrufe verfu¨gbar sind. Das dafu¨r notwendige zusa¨tzliche Element wird in Listing 6.5
dargestellt.
Jetzt wird mit Hilfe des Dynamix-Modells das Recursive-Disk-Modell mit den zusa¨tz-
lichen Elementen angereichert. Der Aufruf dieser Transformation ist in Listing 6.6 darge-
stellt. Innerhalb der Transformation wird die Zuordnung zwischen den Elemente durch den
vollqualifizierten Namen hergestellt. Bei Methoden wird bei der Erstellung des eindeutigen
Identifizierers zusa¨tzlich die Parameterliste hinzugezogen.
Aus dem so entstehenden RD-Modell werden die verschiedenen Visualisierungen erzeugt.
In der statischen Variante (Abbildung 6.4) werden die DiskSegmentInvocation-Elemente
als visuelle Elemente u¨ber dem Ursprungselement gestapelt. Dazu wird zuna¨chst das Grund-
D i s k S e g m e n t I n v o c a t i o n :
'(' 'id: ' name=INT ID ')'
'(' 'fqn' fqn =MSESTRING ')'
'(' 'start' s t a r t =Timestamp ')'
'(' 'stop' s t o p =Timestamp ')'
( '(' 'length' l e n g t h =INT ')' ) ?
( '(' 'position' p o s i t i o n = P o s i t i o n ')' ) ?
( '(' 'caller' c a l l e r =INT ID ')' ) ? ;
Listing 6.5: Recursive-Disk-Element zur Abbildung von Methodenaufrufen
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component = org . s v i s . g e n e r a t o r . rd . s2m . Dynamix2RD f
m o d e l S l o t = "rd"
m o d e l S l o t = "dynamix"
g
Listing 6.6: Anreicherungsschritt
layout in eine Datei geschrieben. Um große Unterschiede in der Ho¨he der Elemente aus-
zugleichen, werden daran anschließend die Ho¨hen der DiskSegmentInvocation-Elemente
logarithmisch skaliert. Danach wird fu¨r jedes DiskSegmentInvocation-Element ein Kno-
ten in die Zielszene eingefu¨gt, das auf das Element aus dem Grundlayout verweist. Dies
geschieht, indem innerhalb eines Transform-Elements mithilfe des ID-REF-Mechanismus
von X3DOM auf das urspru¨ngliche Element zugegriffen wird, so dass dieses erneut, aber
in unterschiedlicher Ho¨he und Positionierung dargestellt wird. Die Nutzung des ID-REF-
Mechanismus verhindert dabei eine u¨berflu¨ssige erneute Definition des gleichen Elements.
Nach dem Ausspielen des statischen Modells erfolgt die Erzeugung des dynamischen Mo-
dells. Analog zur dynamischen Strukturdarstellung wird zuna¨chst eine flache RD-Darstellung
erzeugt. Fu¨r die Erzeugung der unterschiedlichen Animationsereignisse wird u¨ber die Disk-
SegmentInvocation-Elemente iteriert. Fu¨r jedes DiskSegmentInvocation-Element wer-
den dann unterschiedliche Ereignisse erstellt. Die fu¨r Abbildung 6.5 notwendigen Animati-
onsereignisse sind dabei
 das Hinzufu¨gen des Repra¨sentationsobjektes zur Szene,
 ein halbkreisfo¨rmiges Bewegen des Repra¨sentationsobjektes u¨ber die Darstellung hin
zur aufgerufenen Methode,
 ein halbkreisfo¨rmiges Bewegen des Repra¨sentationsobjektes u¨ber die Darstellung zu-
ru¨ck zur aufrufenden Methode,
 das Entfernen des Repra¨sentationsobjektes aus der Szene,
 eine dekorierende einmalige Animation, um ein Aufleuchten der aufgerufenen Metho-
de zu bewirken, und
 eine dekorierende einmalige Animation, um das Aufleuchten der aufgerufenen Metho-
de wieder abzustellen.
Die Ereignisse werden dann in eine Javascript-Datei serialisiert und in der X3DOM-Datei
wird ein Verweis auf die Ereignisdatei erstellt.
Erzeugung der Historiendarstellungen
Die Erzeugung der Historiendarstellungen erfordert zuna¨chst die Extraktion der zu visuali-
sierenden Daten aus einem Repository. Hierfu¨r wird auf die Extraktionsmo¨glichkeiten aus
Abschnitt 4.2.3 zuru¨ckgegriffen. Die erzeugte Hismo-Datei entha¨lt dabei von allen eingelese-
nen Commits ein komplettes Famix-Modell als auch zusa¨tzlich die Version- und History-
Elemente fu¨r die jeweiligen Famix-Typen (zum Beispiel HISMO.ClassHistory und
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HISMO.ClassVersion fu¨r die FAMIX.Class-Elemente). Die so erzeugte Hismo-Datei wird
dann im Eingangsordner des Generators abgelegt.
Die beiden Darstellungen werden analog zur Struktur- und Verhaltensdarstellung durch
einen MWE2-Workflow erzeugt. Dabei unterscheidet sich die Erzeugung der Historien-
darstellungen von den beiden oben beschriebenen Prozessen vor allem in der Erzeugung
des Recursive-Disk-Modells. Um ein stabiles Layout zu erreichen, wird ein Maximallay-
out der gesamten Entwicklungshistorie erzeugt. Das Recursive-Disk-Modell wird also nicht
direkt aus den einzelnen Famix-Elementen (FAMIX.Class, FAMIX.Method und so weiter)
erstellt, sondern aus den jeweils zugeho¨rigen History-Elementen. Anhand der Beziehun-
gen der History-Elemente untereinander wird die Grundstruktur des Recursive-Disk-Modells
erzeugt. Fu¨r die Sortierung innerhalb einer Scheibe und die Gro¨ße der Recursive-Disk-
Elemente wird die maximale Gro¨ße des vom History-Element repra¨sentierten Elements be-
stimmt. Bei HISMO.MethodHistory ist dies die maximale Anzahl von Codezeilen, die die
Methode innerhalb der eingelesenen Commits hatte. Bei Klassen und Paketen geschieht die
Berechnung analog.
Diese Form der Darstellung bringt verschiedene Nachteile mit sich. So entspricht das
Grundlayout nicht mehr dem klassischen Recursive-Disk-Modell. Dies fu¨hrt dazu, dass die
Nutzer ihr eventuell vorhandenes Wissen u¨ber das Recursive-Disk-Modell nicht ohne Pro-
bleme auf die neue Darstellung u¨bertragen ko¨nnen. Wenn der Nutzer sowohl das unvera¨nder-
te Strukturmodell als auch das beschriebene Historienmodell nutzen mo¨chte, besteht kaum
noch ein Zusammenhang zwischen den beiden Darstellungen, was zu Problemen fu¨hren
kann. Der wahrscheinlich gro¨ßte Nachteil dieses Ansatzes ist, dass das Hinzufu¨gen oder das
Entfernen von Commits aus der Liste der visualisierten Commits Einfluss auf die gesamte
Visualisierung haben ko¨nnte, sollte sich dadurch ein anderes Maximallayout ergeben.
Der Grund, trotz dieser Nachteile diese Form der Historiendarstellung einzusetzen, war,
dass diese Art der Berechnung bewirkt, dass jede darzustellende Entita¨t des Softwaresystems
eine fest definierte Position in x- und y-Richtung aufweist und jede mo¨gliche Auspra¨gung der
darzustellenden Entita¨t an dieser Position in der korrekten Gro¨ße dargestellt werden kann,
ohne dass sich U¨berschneidungen ergeben. So ko¨nnen alle wa¨hrend der geparsten Entwick-
lung existierenden Elemente in dem gleichen Recursive-Disk-Layout dargestellt werden.
Diese Variante ermo¨glicht es außerdem auf einfache Weise, sowohl eine statische als auch ei-
ne animierte Variante abzuleiten, die keine neuen Elemente einfu¨hrt. Eine mo¨gliche weitere
Form der Historiendarstellung wa¨re es zum Beispiel, den klassischen Layoutalgorithmus zu
nutzen und die so fu¨r jeden Commit entstehenden Scheiben u¨bereinander anzuordnen. Um in
dieser Variante die Beziehung zwischen den einzelnen Entita¨ten darzustellen, mu¨sste jedoch
eine geeignete Form gefunden werden. Eine Mo¨glichkeit hierfu¨r wa¨re das Einfu¨hren von
Verbindern zwischen den zusammengeho¨renden Entita¨ten der unterschiedlichen Commits.
Um die Struktura¨nderungen animiert darzustellen, ko¨nnten die einzelnen Scheiben nachein-
ander ein- und ausgeblendet werden. Bei dieser Variante mu¨sste das Problem der Verbindung
zwischen den einzelnen Entita¨ten ebenfalls gelo¨st werden. Eine andere Mo¨glichkeit wa¨re es,
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D i s k V e r s i o n :
'(' 'ref: ' name=INT ID ')'
'(' 'level' l e v e l =INT ')'
( '(' 'scale' s c a l e =Decimal ')' ) ?
( '(' 'height' h e i g h t =Decimal ')' ) ?
( '(' 'author' a u t h o r =MSESTRING ')' ) ?
( '(' 'timestamp' t imes t amp =MSESTRING')' ) ?
( '(' 'commitId' commitId=MSESTRING ')' ) ?
;
V e r s i o n :
'(' 'ref: ' name=INT ID ')'
'(' 'level' l e v e l =INT ')'
( '(' 'scale' s c a l e =Decimal ')' ) ?
( '(' 'height' h e i g h t =Decimal ')' ) ?
( '(' 'author' a u t h o r =MSESTRING ')' ) ?
( '(' 'timestamp' t imes t amp =MSESTRING')' ) ?
( '(' 'commitId' commitId=MSESTRING ')' ) ?
;
Listing 6.7: Recursive-Disk-Elemente zur Abbildung der Versionen von Paketen, Klassen,
Methoden und Attributen
die Entita¨ten in der Darstellung animiert anzupassen. Dies wu¨rde, anders als im Ansatz mit
dem maximalen Grundmodell, sowohl die Gro¨ße, als auch die Position der Elemente betref-
fen und ko¨nnte sehr verwirrend sein. Zudem sind hierfu¨r mehr Animationen innerhalb der
Visualisierung no¨tig, was negative Auswirkungen auf die Performanz haben ko¨nnte. Aus die-
sen Gru¨nden wurde fu¨r die Zwecke dieser Arbeit der Ansatz mit maximalem Grundmodell
gewa¨hlt.
Nach der Erstellung dieses maximalen Grundmodells muss das Recursive-Disk-Modell
noch um die einzelnen Versionen der Entita¨ten erweitert werden. Um dies zu ermo¨glichen,
war es no¨tig, das Recursive-Disk-Metamodell um zwei Elemente zu erweitern, DiskVersion
und Version. Version dient dabei zur Repra¨sentation der einzelnen Versionen von Me-
thoden und Attributen, DiskVersion zur Repra¨sentation von Klassen- und Paketversionen.
Listing 6.7 zeigt die Definition der beiden Elemente in XText.
Die weiteren Schritte sind die finale Berechnung des Layouts mit Hilfe des vorhandenen
Recursive-Disk-Layoutalgorithmus und die Transformationen des Recursive-Disk-Modells
in die statische und die dynamische Darstellung.
Fu¨r die Erzeugung der statischen Darstellung wird wieder auf den X3DOM-DEF-USE-
Mechanismus zuru¨ckgegriffen, um die Anzahl der definierten Elemente zu verringern. Die
Elemente werden in z-Richtung vor der Grundscheibe des Recursive-Disk-Modells darge-
stellt, die Gro¨ße wird dabei an die in der entsprechenden Version vorhandene Gro¨ße ange-
passt. Bei Klassen geschieht dies u¨ber ein Transform-Element, dem eine Skalierung in x-
und y-Richtung u¨bergeben wird. Bei Methoden geschieht die Skalierung u¨ber eine Verklei-
nerung des a¨ußeren Radius.
Fu¨r die dynamische Darstellung wird zuna¨chst eine Darstellung des Recursive-Disk-Grund-
modells erzeugt, in der die einzelnen Elemente nur eine minimale Gro¨ße aufweisen. Fu¨r
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jeden Commit werden nun die notwendigen Ereignisse erzeugt, um die einzelnen Gro¨ßen
animiert im Zeitverlauf anzupassen. Zusa¨tzlich wird fu¨r jeden Commit die Information u¨ber
diesen Commit in einem Head-Up-Display angezeigt. Dafu¨r werden ebenfalls Ereignisse er-
zeugt. Analog zur Struktur- und Verhaltensdarstellung werden die Ereignisse in eine Datei
serialisiert, zusa¨tzlich wird das X3DOM-Modell mit den fu¨r das Animationsframework not-
wendigen Knoten in eine separate Datei geschrieben. Das Animationsframework referenziert
die Ereignisdatei. Die Ereignisbehandlung startet in der dynamischen Darstellung mit dem






Dieser Teil der Arbeit bescha¨ftigt sich mit der Evaluation von nicht nutzerinitiierten Ani-
mationen in dreidimensionalen Softwarevisualisierungen. Zuna¨chst soll in Kapitel 7 darge-
stellt werden, welche Herausforderungen und Probleme bei und mit der Evaluation von Soft-
warevisualisierung im Allgemeinen bestehen. Die Herausforderungen gelten zum großen
Teil fu¨r Softwarevisualisierungen allgemein, es wird aber auch auf spezielle Herausfor-
derungen bei der Evaluation animierter Softwarevisualisierungen eingegangen. Nach der
Darstellung der Herausforderungen, werden Ansa¨tze pra¨sentiert, die sich dieser annehmen.
Dafu¨r werden ein Planungsframework (Abschnitt 7.5.1), eine statische Experimentalumge-
bung (Abschnitt 7.5.2) und ein Evaluationsserver pra¨sentiert (Abschnitt 7.5.3).
In Kapitel 8 wird auf den gewonnenen Erkenntnissen aufgebaut und ein Experiment zur
vergleichenden Evaluation von dynamischen und statischen Softwarevisualisierungen ge-
plant und durchgefu¨hrt. Das Experiment besteht aus insgesamt drei Teilexperimenten. Das
Kapitel beschreibt die Gemeinsamkeiten und die Spezifika der einzelnen Teilexperimente.
Fu¨r jedes Teilexperiment werden die Ergebnisse der Untersuchung pra¨sentiert.
In Kapitel 9 werden aus den Ergebnissen der Teilexperimente Schlussfolgerungen abgelei-
tet, die Hinweise zur Verwendung von Animationen in Softwarevisualisierungen geben sol-
len. Zusa¨tzlich sollen aber in diesem Kapitel aus dem Verlauf der Experimente
Schlu¨sse zur Durchfu¨hrung weiterer Experimente gezogen werden.
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7 Herausforderungen kontrollierter Experimente im Rahmen
der Softwarevisualisierung
Publikationen im Bereich der Softwarevisualisierung, die kontrollierte Experimente beschrei-
ben, sind rar. Ein Grund fu¨r die geringe Anzahl an kontrollierten Experimenten ist der enor-
me Aufwand, der no¨tig ist, um derartige Experimente durchzufu¨hren. Nichtsdestotrotz wer-
den solche kontrollierten Experimente im Rahmen der Informationsvisualisierung und der
Softwarevisualisierung in der Literatur immer wieder eingefordert, auch weil sie bei wissen-
schaftlichen Konferenzen des O¨fteren verlangt werden. Zum Teil wird diese Forderung in
der Literatur auch kritisch betrachtet (Ellis und Dix, 2006). Dieses Kapitel soll auf die unter-
schiedlichen Herausforderungen eingehen, die bei der Planung, der Durchfu¨hrung und der
Auswertung kontrollierter Experimente auftreten ko¨nnen. Dazu werden verschiedene Pro-
bleme und Herausforderungen beschrieben und es werden Lo¨sungsansa¨tze pra¨sentiert, die
diese Herausforderungen angehen.
7.1 Operationalisierung
Die geeignete Operationalisierung des zu messenden Effekts zu finden und die Probleme bei
der Definition der geeigneten unabha¨ngigen und abha¨ngigen Variablen sowie der Sto¨rvaria-
blen sind die gro¨ßten Probleme bei der Planung. Das Problem der geeigneten Operationa-
lisierung des zu messenden Effekts ist auf die im Rahmen der Softwarevisualisierung oft
unscharf definierten Effekte zuru¨ckzufu¨hren. Wie kann zum Beispiel das Versta¨ndnis von
Zusammenha¨ngen gemessen werden? Wie kann das Erkennen von Mustern gemessen wer-
den?
Meist werden solche unscharf definierten Effekte u¨ber mehrere messbare Faktoren gemes-
sen, die dann in ihrem Zusammenspiel einen Wert fu¨r die Effekte widerspiegeln. Die Definiti-
on der unterschiedlichen Variablen eines kontrollierten Experiments stellt sich als Schwierig-
keit dar, weil die einzelnen Faktoren im Rahmen der Softwarevisualisierung eng miteinander
verknu¨pft sind. Als Beispiel kann ein Vergleich von 2D- und 3D-Visualisierungen herange-
zogen werden, wie ihn Mu¨ller et al. (2014b) durchgefu¨hrt haben. Problematisch war dabei,
dass eine dreidimensionale Darstellung bei Betrachtung von Visualisierungen mit Interaktion
auch die Mo¨glichkeit zur Steuerung in 3D bedingt, da sonst Verdeckungen auftreten ko¨nnen,
die wiederum die Validita¨t des Experiments sto¨ren ko¨nnten (Mu¨ller et al., 2014b). In diesen
Fa¨llen muss ein geeigneter Weg gefunden werden, wie diese Seiteneffekte entweder sinnvoll
gemessen oder minimal gehalten werden ko¨nnen.
Ein weiteres Problem bei der Planung ist die korrekte Auswahl von Probanden und Auf-
gaben (Ellis und Dix, 2006). Ellis und Dix (2006) sehen die Auswahl von Studenten als Pro-
banden fu¨r Experimente im Bereich der Visualisierung als ha¨ufiges Problem. Diese Auswahl
ist aber zumeist schlicht dem Mangel an praxiserfahrenen Entwicklern oder anderen Teilneh-
mern aus der Praxis geschuldet. Bei der Planung eines Experiments muss besonders darauf
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geachtet werden, dass die Auswahl der Probanden zur gewa¨hlten Aufgabe passt. Fu¨r Ellis
und Dix (2006) eignen sich Studenten vor allem fu¨r einfache Such- und Wahrnehmungstests,
fu¨r komplexere Aufgaben jedoch ko¨nnen Studenten nur schwer als valide Untersuchungs-
gruppe genutzt werden. Auch die in den meisten Experimenten gestellten Aufgaben werden
von Ellis und Dix (2006) angeprangert. Sie sind meist zu einfach gestrickt, um dem explo-
rativen Charakter einer Visualisierung Rechnung zu tragen. In der Verbindung dieser beiden
Punkte, Teilnehmer und Aufgaben, zeigt sich ein deutliches Spannungsfeld, das jeder, der ein
kontrolliertes Experiment durchfu¨hren will, beachten muss. Die Aufgaben mu¨ssen komplex
genug gewa¨hlt werden, um die Praxisrelevanz der Tests zu ermo¨glichen. Wenn auf Studenten
als Versuchsteilnehmer zuru¨ckgegriffen wird, muss aber auch deren zumeist eingeschra¨nkte
Erfahrung beru¨cksichtigt werden.
7.2 Interaktionsbarriere
Eine weitere Herausforderung bei der Planung und Durchfu¨hrung von kontrollierten Ex-
perimenten im Bereich der Softwarevisualisierung ist die sogenannte Interaktionsbarriere.
Bei der Durchfu¨hrung von Experimenten, bei denen mehrere Szenen untersucht werden, die
sich in einem Kernaspekt unterscheiden, besteht oft das Problem, dass unterschiedliche Be-
dienungen fu¨r die Steuerung der Szenen zum Einsatz kommen sollen oder mu¨ssen. Beim
Vergleich von zweidimensionalen mit dreidimensionalen Szenen, in denen sich der Nutzer
frei bewegen soll, besteht das Problem darin, dass eine dreidimensionale Darstellung sechs
Freiheitsgrade erforderlich macht, um alle mo¨glichen Verdeckungen auflo¨sbar zu machen,
wa¨hrend die zweidimensionale Darstellung nur drei Freiheitsgrade beno¨tigt. A¨hnliche Pro-
bleme treten aber auch bei dem Vergleich von animierten und nicht animierten Darstellungen
auf. Soll der Nutzer der animierten Darstellung Kontrolle u¨ber die Animation in der ihm dar-
gestellten Szene ausu¨ben, beno¨tigt er hierfu¨r mehr Bedienelemente, als der Nutzer der nicht
animierten Szene. Fu¨r die meisten Bedienvarianten mit zusa¨tzlichen Eingabegera¨ten gibt es
signifikant unterschiedliche Bedienkonzepte, zum Beispiel ein Flystick fu¨r die Navigation
mit sechs Freiheitsgraden. Problematisch hierbei ist, dass die Teilnehmer der Experimente
stark unterschiedliche Erfahrungen in der Bedienung der Interaktionselemente besitzen. Der
Standardbenutzer ist mit der Bedienung von Maus und Tastatur weitaus vertrauter als mit der
Bedienung eines Flysticks.
7.3 Technische und organisatorische Probleme
Auch wenn mo¨gliche Problemfaktoren bei der Planung beru¨cksichtigt werden, kann eine
Reihe von weiteren Problemen bei der tatsa¨chlichen Durchfu¨hrung des Experiments auftre-
ten. Bei dem von Mu¨ller et al. (2014b) durchgefu¨hrten Experiment trat zum Beispiel ein
Absturz der Interaktionsapplikation auf, die zur Nichtverwertbarkeit der Ergebnisse des Pro-
banden fu¨hrten. Diese Probleme sind nicht ga¨nzlich auszuschließen, ko¨nnen aber durch die
Durchfu¨hrung von Tests und Pilotstudien reduziert werden.
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Es ko¨nnen zudem weitere organisatorische Probleme, wie eine geeignete Terminfindung
fu¨r Probanden und die Raum- beziehungsweise Ressourcenplanung, eine Rolle spielen. Fu¨r
das Experiment von Mu¨ller et al. (2014b) wurde zum Beispiel das Virtual-Reality-Labor der
Universita¨t Leipzig genutzt. Dieses wird in Abschnitt 7.5.2 kurz vorgestellt. Eine Restriktion
dieses Virtual-Reality-Labors besteht darin, dass nur ein Proband zur gleichen Zeit das Ex-
periment durchfu¨hren kann. Dies fu¨hrt dazu, dass versta¨rkt darauf geachtet werden musste,
alle Teilnehmer gleich zu instruieren, zu begru¨ßen und durch das Experiment zu leiten.
Es fu¨hrt aber auch dazu, dass die verfu¨gbare Zeit der Versuchsleiter einen limitierenden
Faktor darstellt. Diese mu¨ssen fu¨r jeden einzelnen Probanden anwesend sein und ko¨nnen
nur einen Probanden gleichzeitig beaufsichtigen. Dies fu¨hrt dazu, dass Experimente sehr
zeitaufwendig sind.
7.4 Probleme bei der Auswertung
Auch nach der erfolgreichen Durchfu¨hrung eines Experiments ko¨nnen Probleme auftreten.
Ein Problem von kontrollierten Experimenten, speziell im Bereich der Visualisierung, ist
die von Ellis und Dix (2006) dargestellte Tatsache, dass Schlu¨sse auf Basis von Ergebnis-
sen kontrollierter Experimente mit generierten Artefakten nicht einfach generalisiert werden
ko¨nnen. Der Generalisierungsschritt bedarf vielmehr einer weitergehenden Begru¨ndung (El-
lis und Dix, 2006). Ein einzelnes Experiment ist hier also nicht ausreichend, wie auch Mu¨ller
et al. (2014a) darstellen. Eine solche Serie ist natu¨rlich noch weit aufwendiger, als es ein Ein-
zelexperiment ist, auch wenn dabei auf verschiedene Planungs- und Organisationsprozesse
Skaleneffekte wirken.
Zudem muss darauf geachtet werden, dass die korrekten statistischen Tests auf den wa¨h-
rend des Experiments gemessenen Ergebnissen durchgefu¨hrt werden, um die Validita¨t sicher-
zustellen. Auch hier weisen Ellis und Dix (2006) auf Probleme in den von ihnen untersuch-
ten Evaluationen hin. Daraus folgt, dass die Experimente sauber und stringent geplant und
durchgefu¨hrt werden mu¨ssen, um valide Schlu¨sse aus den Ergebnissen ziehen zu ko¨nnen.
7.5 Losungsansatze
Um die genannten Herausforderungen und Probleme zu adressieren, werden in den folgen-
den Abschnitten drei Hilfsmittel vorgestellt:
 ein Planungsframework zur stringenten Planung von kontrollierten Experimenten
 ein festes Experimentalssetting fu¨r kontrollierte Experimente in einem dezidierten La-
bor
 ein Evaluationsserver zur Automatisierung von Experimenten
Da die beiden letzten Hilfsmittel, das Experimentalsetting und der Evaluationsserver, fu¨r
unterschiedliche Arten von Experimenten eingesetzt werden, werden ihre Vor- und Nachteile
beschrieben, um eine Entscheidung fu¨r oder gegen ihren Einsatz treffen zu ko¨nnen.
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7.5.1 Planungsframework
Das von Mu¨ller et al. (2014a) entworfene und dargestellte Planungsframework fu¨r kontrol-
lierte Experimente im Kontext der Softwareentwicklung leitet Einflussfaktoren aus verschie-
denen Taxonomien ab. Diese Taxonomien wurden den Bereichen der Informationsvisualisie-
rung und der Softwarevisualisierung entnommen (Mu¨ller et al., 2014a).
Abbildung 7.1 zeigt die von Mu¨ller et al. (2014a) vorgenommene doma¨nenspezifische
Adaption des Modells von Munzner (2009). Es stellt die verschiedenen Haupteinflussfak-
toren und deren Zuordnung zu den Bereichen des Modells von Munzner (2009) dar. Von
diesen Faktoren stellen Nutzer, Problemstellung, Softwareartefakt aus dem Planungsframe-
work von Mu¨ller et al. (2014a) ein Doma¨nenproblem im Modell von Munzner (2009) dar.
Die Datenabstraktion und operative Aufgaben sind der Daten- und Aufgabenschicht zuge-
ordnet (Mu¨ller et al., 2014a). Repra¨sentation, Navigation und Interaktion sind Faktoren, die
von Mu¨ller et al. (2014a) in die Kodierungs- und Interaktionsschicht eingeordnet werden.
Das Framework von Mu¨ller et al. (2014a) zeigt neben den zentralen Faktoren auch softwa-
revisualisierungsspezifische Einflussfaktoren auf (Tabelle 7.1). Damit liefert das Framework
dem Ersteller eines Experiments im Bereich der Softwarevisualisierung einen Rahmen und
listet detailliert zu beachtende Kriterien auf. Es hilft nicht bei der Durchfu¨hrung und Aus-
Abbildung 7.1: Doma¨nenspezifische Anpassung von Munzners erweitertem Modell





Rolle Manager, Anforderungsermittler, Architekt, Entwick-
ler, Tester, Softwarewarter, Dokumentierer, Berater,
Team, Forscher (Storey et al., 2005)
Hintergrund Alter, Geschlecht, Farbblindheit, Fa¨higkeit zu stereo-
skopischem Sehen
Wissen Ausbildung, Programmiererfahrung, Doma¨nenwissen
Umsta¨nde Beruf, Kenntnis des Studienobjekts/Werkzeugs
(Siegmund, 2012)
Aufgabe
Problem Entwicklung, Wartung, Re-Engineering, Reverse En-
gineering, Software-Prozessmanagement, Marketing,
Test, Dokumentation (Maletic et al., 2002)
Operation Wert finden, Filtern, abgeleiteten Wert berechnen, Ex-
tremwert finden, Sortieren, Bereich bestimmen, Ver-
teilung charakterisieren, Anomalien finden, Gruppie-
ren, Korrelieren (Amar und Stasko, 2005)
Softwareartefakt
Typ Anforderung, Architektur, Quellcode, Stack Trace,
Versionshistorie
Gro¨ße klein, mittel, groß (Wettel et al., 2011)
Aspekt Struktur, Verhalten, Historie (Diehl, 2007)
Darstellung
Dimensionalita¨t 2D, 2.5D, angereichertes 2D, angepasstes 2D,
inha¨rentes 3D (Stasko et al., 1993)
Technik Graph, Baum, abstrakte Metapher/Echtweltmetapher,
dekorierende/repra¨sentierende Animation
(Gracˇanin et al., 2005; Diehl, 2007; Ho¨ffler und Leut-
ner, 2007)
Navigation & Interaktion
Technik U¨bersicht, Zoom, Filter, Details auf Abruf, Verbinden,
Historie, Extrahieren (Shneiderman, 1996; Lee et al.,
2005; Yi et al., 2007)
Eingabe Tastatur, Maus, Gamepad, Flystick, Kinect, Touch-
Eingabe, Leap Motion
Ausgabe Papier, Monitor, Projektor, Virtual-Reality-Umgebung
Implementierung
Algorithmus radiales Layout, Ballon Layout, Treemap, Informati-
onswu¨rfel, Kegelbaum (Herman et al., 2000)
Plattformabha¨ngigkeit plattformunabha¨ngig, plattformabha¨ngig
Automation vollsta¨ndig, teilweise, ha¨ndisch
Datenabstraktion Famix, Dynamix, Hismo (Gıˆrba et al., 2005; Ducasse
et al., 2005; Greevy, 2007)
Tabelle 7.1: Mo¨gliche Einflussfaktoren auf die Effektivita¨t einer Softwarevisualisierung
(u¨bersetzt aus Mu¨ller et al., 2014a)
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wertung der Experimente oder beim Konstanthalten von Einzelfaktoren an sich, aber bei
Nutzung des Planungsframeworks ergeben sich zumindest die Faktoren, die entweder kon-
stant zu halten oder mindestens zu messen sind.
7.5.2 Statische Experimentalumgebung
Fu¨r ein vergleichendes Experiment zwischen einer zwei- und einer dreidimensionalen Dar-
stellung eines Softwaresystems nutzten Mu¨ller et al. (2014b) eine statische Experimental-
umgebung. Diese statische Experimentalumgebung wurde entwickelt, um verschiedene Ein-
flussfaktoren mo¨glichst konstant halten zu ko¨nnen. Sie besteht aus
 der vorhandenen Hardware im Virtual-Reality-Labor des Instituts fu¨r Wirtschaftsin-
formatik der Universita¨t Leipzig,
 der Software zur Darstellung der Szenen in diesem Virtual-Reality-Labor und
 einer Evaluationsumgebung, die die zugrundeliegenden X3D-Szene einbindet und die
es ermo¨glicht, die Interaktion der Probanden zu messen und zu kontrollieren.
Die Hardware des Virtual-Reality-Labors besteht aus einer Powerwall, mit drei Projekti-
onsfla¨chen und verschiedenen Beamern.
Im Laufe der Zeit wurden unterschiedliche Kombinationen von Soft- und Hardware zur
Darstellung von Softwarevisualisierungen im Virtual-Reality-Labor entwickelt und genutzt.
Die erste Kombination von Soft- und Hardware ist die Projektion im INFITEC-Verfahren.
Bei dieser Konfiguration projizieren jeweils zwei Beamer pro Leinwand ein Bild in zwei
versetzten Farbra¨umen (Eisenecker, 2013). Durch passive Brillen werden diese zwei Bilder
wieder getrennt, so dass ein ra¨umlicher Eindruck entsteht. Dabei wird jeder der sechs Beamer
u¨ber einen eigensta¨ndigen Rechner angesteuert. Als zentrale Verwaltungseinheit kommt ein
Steuerrechner zum Einsatz, der mittels einer Clustersoftware die sechs Rechner ansteuern
konnte.
Die zweite Konfiguration nutzt die drei Projektionsfla¨chen mit Hilfe von drei Beamern.
Hierbei kommt die Shuttertechnik mit aktiven Brillen zum Einsatz. Die aktiven Brillen ver-
dunkeln dabei in hoher Frequenz jeweils ein Glas. Die synchronisierten Beamer stellen in
diesem Zeitraum das Bild fu¨r das Auge hinter dem jeweils geo¨ffneten Glas dar. Das Verdun-
keln eines Glases der Brille ist zu kurz, um vom menschlichen Sehapparat wahrgenommen
zu werden. Es entsteht der Eindruck von gleichzeitigen, aber unterschiedlichen Bildern beim
Betrachter. Dadurch kann dem Betrachter ein dreidimensionaler Eindruck der Szene vermit-
telt werden.
Als Software fu¨r die Darstellung der Szenen wa¨hrend des Experiments von Mu¨ller et al.
(2014b) kam das Instantreality-Framework des Fraunhofer Instituts fu¨r Graphische Daten-
verarbeitung zum Einsatz (Fraunhofer IGD, 2013c). Der Instantplayer des Instantreality-
Frameworks dient zur Darstellung von X3D-Szenen, die auch mit Hilfe eines Clusters geren-
dert und auf mehreren Bildschirmen dargestellt werden ko¨nnen. Die Darstellung kann dabei
sowohl monoskopisch, als auch stereoskopisch erfolgen. Der Instantplayer bietet die Mo¨g-
171
lichkeit, durch einen automatisch auf dem zentralen Kontrollrechner gestarteten Webserver,
die Szene zu a¨ndern, indem HTTP-GET-Requests an den Webserver geschickt werden.
Die Evaluationsumgebung wurde im Rahmen des Experiments von Mu¨ller et al. (2014b)
zum Vergleich von 2D und 3D genutzt und entwickelt. Kernstu¨ck der Evaluationsumgebung
ist der Rahmen der X3D-Szene, der im Rahmen einer Diplomarbeit von Quinami (2012)
erstellt wurde. Dieser Rahmen kann eine beliebige X3D-Szene inkludieren und stellt die
Mo¨glichkeiten zum Navigieren in dieser Szene bereit. Mittels eines Logger-Elements werden
Zeitmessungen in eine Text-Datei geschrieben (Quinami, 2012). Die vom Nutzer gewa¨hlten
Navigationsoptionen werden in einem textuellen Log gespeichert, um die Auswertung des
Experiments vornehmen zu ko¨nnen.
Quinami (2012) beschreibt eine generische Benutzungsschnittstelle fu¨r 3D in InstantRea-
lity. Durch die Mo¨glichkeit, die Szenen in den vorgegebenen Rahmen mittels des Inline-
Elements einzubetten, ko¨nnen die Szenen schnell und einfach ausgetauscht werden (Quina-
mi, 2012).
Die angezeigten Navigationsoptionen ko¨nnen konfiguriert werden (Quinami, 2012). Da-
mit ist es mo¨glich, bei zweidimensionalen Darstellungen die Rotationsmo¨glichkeit zu entfer-
nen (Quinami, 2012). In beiden Fa¨llen, mit und ohne Rotationsoptionen, wird das Blickfeld
des Nutzers bei Darstellung der Navigation eingeschra¨nkt. Es besteht aber auch die Mo¨glich-
keit, die Darstellung der Navigationsoptionen komplett abzuschalten.
In diesem Fall verbleibt die Option, die Navigationsoptionen mittels HTTP-GET-Requests
anzusteuern. Diese ko¨nnen von einem Interaktionsgera¨t gesendet werden, um die Navigation
innerhalb der Szene zu ermo¨glichen.
Interaktionsvarianten
Als Interaktionsgera¨te stehen derzeit die klassische Tastatur- und Mausbedienung, eine Wii-
Remote, ein Gamepad, ein Flystick und ein Tablet mit einer selbstentwickelten Android-
Applikation zur Verfu¨gung. Im Folgenden werden die Interaktion mit dem Flystick und die
Interaktion u¨ber eine Android-App beschrieben.
Interaktion mit Flystick Der Flystick ist ein Stab, an dessen Ende sich verschiedene
reflektierende kleine Kugeln in einer speziellen Ausrichtung befinden. U¨ber die Reflekti-
on dieser Kugeln kann die Position und die Ausrichtung des Flysticks u¨ber ein optisches
Infrarot-Tracking-System erfasst und an den zentralen Steuerrechner weitergegeben werden.
Der Flystick verfu¨gt zudem u¨ber einen Knopf, der unterschiedliche Interaktionen, wie zum
Beispiel die Auswahl eines Objektes, ermo¨glichen kann. Mit dem Flystick ist es mo¨glich,
eine Navigation mit sechs Freiheitsgraden umzusetzen. Wie in Abschnitt 7.2 beschrieben, ist
die Bedienung aber fu¨r die meisten Probanden sehr ungewohnt.
Interaktion mit App Mu¨ller et al. (2014b) entwickelten eine alternative Steuerungsmo¨g-
lichkeit auf Basis einer Android-App, um die Interaktionsbarriere wa¨hrend ihres Experi-
ments mo¨glichst gering zu halten. Sie entschieden sich dafu¨r, eine variable Steuerung mit
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dem selben Interaktionsprinzip zum Einsatz zu bringen. Diese stellt die Verbindung mit der
dargestellten Szene her und ermo¨glicht es, unterschiedliche Bedienelemente darzustellen.
Viele Nutzer sind mit den Grundkonzepten der Bedienung eines Touch-Displays ver-
traut. Die Navigation mit Hilfe einer App bietet also dem Nutzer eine bekanntere Interakti-
onsmo¨glichkeit, als es mit einem Flystick der Fall wa¨re.
Mu¨ller et al. (2014b) verwendeten als Eingabegera¨t ein Tablet vom Typ ODYS Xelio mit
einem Android-Betriebssystem in der Version 4 Jelly Bean. Analog zur Evaluationsumge-
bung war in den Optionen der App die Beschra¨nkung der Navigationsoptionen fu¨r zweidi-
mensionale Szenen mo¨glich (Mu¨ller et al., 2014b). Fu¨r zweidimensionale Szenen wurde eine
Navigation in x-, y- und z-Richtung ermo¨glicht. In dreidimensionalen Szenen wurden Navi-
gationsoptionen fu¨r alle sechs Freiheitsgrade angeboten (Mu¨ller et al., 2014b). Zusa¨tzlich
bestand die Mo¨glichkeit, die Szene komplett zuru¨ckzusetzen, also den Viewport auf den Ur-
sprungszustand zu setzen (Mu¨ller et al., 2014b). Die Kommunikation mit dem InstantReality-
Server wurde u¨ber WLAN realisiert (Mu¨ller et al., 2014b). Fu¨r die Steuerung der Szene wur-
de die Fa¨higkeit des Gera¨tes zum Senden von HTTP-GET-Requests genutzt (Mu¨ller et al.,
2014b).
Der erste Prototyp der App wurde mit Hilfe der Technik der Web Apps umgesetzt. Dies
ermo¨glichte es relativ schnell zu einem Ergebnis zu gelangen. Dabei wurde zuna¨chst auf
dem Sencha Touch 2 Framework aufgebaut. Spa¨ter wurde dieses Framework zugunsten von
Standard-HTML-Darstellungen, die innerhalb der App u¨ber eine Webkomponente darge-
stellt wurden, abgelo¨st. Der so erstellte Prototyp zeigte leider in beiden Varianten ein Ver-
klemmen der Schaltfla¨chen bei Mehrfacheingaben. Das heißt, wenn ein Benutzer zum Bei-
spiel die beiden Buttons zum Bewegen entlang der x- und entlang der y-Achse verwendete
und den Finger von einem dieser Buttons lo¨ste, blieb der Button dennoch aktiv. Eventuell
ist ein unspezifiziertes Verhalten innerhalb der Webkit-Komponente der Grund fu¨r dieses
Verhalten. Diese Komponente bildet bei Android die Grundlage fu¨r die webbasierten Apps.
Um diese Probleme zu u¨berwinden, wurde eine weitere Variante der App programmiert,
die die nativen Eingabebuttons von Android verwendet.
Diese App arbeitet mit den gleichen Interaktionsprinzipien fu¨r die 2D- und die 3D-
Darstellung (Mu¨ller et al., 2014b). Die 3D-Darstellung unterscheidet sich nur in den hin-
zukommenden Freiheitsgraden fu¨r die Rotation um die x-, y- und z-Achse (Mu¨ller et al.,
2014b).
Vor- und Nachteile
Der große Vorteil der statischen Experimentalumgebung ist eine maximale Kontrolle der
Einflussfaktoren auf die Visualisierung. Jeder Proband wird mit der gleichen Umgebung
konfrontiert. Durch die Verwendung eines dezidierten Labors fu¨r die Experimente ko¨nnen
die Umgebungsfaktoren optimal kontrolliert werden. Das Labor kann verdunkelt werden,
um Einflu¨sse durch Streulicht zu vermeiden. Die Probanden ko¨nnen sowohl die 3D- als auch
2D-Variante mit 3D-Brillen betrachten. Damit kann der Einfluss unterschiedlicher Hellig-
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keit vermieden werden (Mu¨ller et al., 2014b). Die Hardware des VR-Labors unterstu¨tzt
das stereoskopische Betrachten der Szene. Damit und durch die große Projektionsfla¨che
ist eine verha¨ltnisma¨ßig hohe Immersion in die Szene mo¨glich und durch die drei Pro-
jektionswa¨nde ko¨nnen auch sehr große Szenen u¨berblickt werden (Mu¨ller et al., 2014b).
Die zur Verfu¨gung gestellte Rechenleistung ist gleich, wodurch Probleme mit unterschied-
licher Hardware vermieden werden. Auch Sto¨rungen der Probanden wa¨hrend der Experi-
mentdurchfu¨hrung ko¨nnen vermieden werden. Damit ist eine verla¨sslichere Messung der
Zeiten fu¨r die einzelnen Probanden mo¨glich. Auf Probleme der Probanden, zum Beispiel bei
unklaren Aufgabenstellungen, kann von den Versuchsleitern eingegangen werden. Fu¨r die
Vortests der Probanden kann auf alle verfu¨gbaren Medien zuru¨ckgegriffen werden, zum Bei-
spiel Tests auf Papier, an den Rechnern im Virtual-Reality-Labor oder a¨hnliches. Beispiele
fu¨r solche Tests sind der Rot-Gru¨n-Schwa¨che-Test oder der Test auf die Fa¨higkeit zum ste-
reoskopischen Sehen.
Nachteile dieses Ansatzes sind vor allem der immense Zeitaufwand fu¨r die Versuchsteil-
nehmer und -leiter. Die Probanden mu¨ssen zum Labor kommen. Damit besteht die Schwie-
rigkeit, Entwickler aus der Praxis fu¨r Experimente zu gewinnen. Diese ko¨nnen beziehungs-
weise wollen oft nicht den großen Zeitaufwand auf sich nehmen. Wenn den Teilnehmern die
Reisekosten erstattet werden sollen, kommen auch noch große Kosten zum erho¨hten Zeit-
aufwand hinzu. Teilnehmer, die in anderen La¨ndern leben, sind somit nahezu unmo¨glich fu¨r
solche Experimente zu gewinnen. Deshalb ist meist ein Ru¨ckgriff auf Studenten notwendig,
was Implikationen auf die verwendbaren Szenen und Aufgaben hat. Das Virtual-Reality-
Labor ist zudem eine ungewohnte Umgebung fu¨r die Probanden. Es bietet zwar eine gewisse
Faszination, die Ergebnisse lassen sich aber nur schwer auf die Berufspraxis von Entwicklern
abbilden. Diese haben meist keine geeignete Virtual-Reality-Umgebung in ihrem Berufsall-
tag zur Verfu¨gung. Dazu kommt eine ungewohnte Steuerung fu¨r Probanden. Auch wenn
die Teilnehmer durch die Flystick- oder App-Bedienung in 2D und 3D eine vergleichbare
Steuerung untereinander zur Verfu¨gung gestellt bekommen, lassen sich die Ergebnisse kaum
auf die Praxis u¨bertragen. Zuguterletzt ist auch ein Einfluss durch die Versuchsleiter auf die
Probanden mo¨glich, was zur Verfa¨lschung der Ergebnisse hin zu dem vom Versuchsleiter
gewu¨nschten oder zum sozial ,,erwu¨nschten“ Ergebnis fu¨hren kann. Dieser Einfluss muss
nicht absichtlich geschehen, sondern kann auch ungewollt auftreten.
7.5.3 Evaluationsserver
Um die verschiedenen Probleme mit der statischen Experimentalumgebung zu adressie-
ren, entstand die Idee, eine Anwendung zu implementieren, um Evaluationen webbasiert
durchfu¨hren zu ko¨nnen. Durch die Entwicklungen im Bezug auf X3DOM (Behr et al., 2009,
2010, 2011) entstand die Mo¨glichkeit, 3D-Szenen im Browser darzustellen, was diese Vari-
ante erst ermo¨glicht.
Die Applikation soll es ermo¨glichen, verschiedene Arten von Untersuchungen, von Feld-
studien hin zu kontrollierten Experimenten, zu erstellen, automatisiert durchzufu¨hren und
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dabei die Ergebnisse zu speichern. Die verschiedenen Phasen eines Experiments, Planung,
Durchfu¨hrung und Auswertung, sollen durch den Evaluationsserver unterstu¨tzt werden.
Zielstellung ist es, dass der Ersteller eines Experiments sich aus vorhandenen Szenen und
Fragen ein Experiment zusammenstellen kann. Danach soll den Teilnehmern die Mo¨glichkeit
gegeben werden, dieses Experiment durchzufu¨hren. Dazu muss die URL unter der dieses Ex-
periment zu erreichen ist, den Teilnehmern zur Verfu¨gung gestellt werden, wofu¨r prinzipiell
zwei Mo¨glichkeit bereitstehen sollen. Die erste Mo¨glichkeit soll eine URL sein, die von be-
liebig vielen Teilnehmern aufrufbar ist, so dass das Experiment nicht hinsichtlich der Anzahl
der Teilnehmer beschra¨nkt ist. Die zweite Mo¨glichkeit soll die Erstellung von individuellen
Einmallinks fu¨r unterschiedliche, vorher ausgewa¨hlte Teilnehmer sein. Der Versuchsleiter
soll sich eine beliebig lange Liste dieser URLs erzeugen ko¨nnen, um diese dann an einzelne
Teilnehmer gezielt zu versenden.
Architektur und Implementierung
Es wurde die Entscheidung getroffen, fu¨r diese Zwecke eine Serveranwendung auf Basis
von Rails 5 zu realisieren. Großer Vorteil von Rails ist die Verfu¨gbarkeit einer ausgereiften
und breiten Infrastruktur fu¨r nahezu alle Belange der webbasierten Entwicklung. So sind
zum Beispiel Bibliotheken zur XML-Verarbeitung verfu¨gbar, aber auch cloudbasierte Serve-
rinfrastrukturen, Deploymentmechanismen und a¨hnliches sind vorhanden. Mit ActiveRecord
stellt Rails auch einen flexiblen und leistungsfa¨higen objektrelationalen Mapper bereit.
Ein weiterer wichtiger Grund war die Erfahrung des Autors mit der Erstellung von Rails-
Applikationen. Die Selbstimplementierung bot und bietet zudem den Vorteil einer einfa-
chen Anpassbarkeit an die Bedu¨rfnisse fu¨r Evaluationen. Fu¨r die Mo¨glichkeit zur Adaption
der Anwendung an verschiedene Bildschirmgro¨ßen wurde sich dafu¨r entschieden, Bootstrap
einzusetzen. Bootstrap ist eine Javascript-basierte Bibliothek fu¨r auf mobile Endgera¨te ori-
entierte Webseiten, die aber auch fu¨r Desktop-basierte Webseiten eingesetzt werden kann.
Dieser Ansatz bietet den Vorteil die Belange von Mobilgera¨ten immer zu beachten und die
Oberfla¨che fu¨r den Desktop aufgera¨umt zu halten. Bootstrap stellt ein rasterbasiertes Layout
zur Verfu¨gung, das im HTML durch den Einsatz spezieller Klassen instanziiert werden kann.
Bootstrap bietet zudem ein Plugin-System zur Einbindung verschiedener webbasierter Kom-
ponenten. Als Beispiele ko¨nnen hier Drop-Down-Menu¨s und A¨hnliches angefu¨hrt werden.
Bootstrap selbst wird mittels verschiedener Stylesheets und Javascript-Dateien in die Sei-
te eingebunden. In Rails erfolgt die Einbindung oft u¨ber Gems, Ruby-Bibliotheken, die die
notwendigen Dateien gebu¨ndelt bereitstellen. Im Evaluationsserver wurde diese Mo¨glichkeit
genutzt, auch um die Einbindung in die mit Rails 3 eingefu¨hrte Asset-Pipeline zu vereinfa-
chen und die Bibliothek einfach aktualisieren zu ko¨nnen. Gems ko¨nnen in Rails-Projekte mit-
tels Bundler eingebunden werden. Bundler ist eine Mo¨glichkeit, um in Ruby-Applikationen
beno¨tigte Bibliotheken gebu¨ndelt einzubinden. Die Asset-Pipeline ist eine Mo¨glichkeit Ja-
vascript-, Stylesheet-, Bild- und andere Dateien dem Browser gebu¨ndelt und komprimiert
bereitzustellen, was die Performanz von Webseiten erho¨hen kann.
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Abbildung 7.2: Datenarchitektur des Evaluationsservers
Abbildung 7.2 zeigt die Struktur der Daten in UML-Notation. Ausgangspunkt ist dabei die
Experiment-Klasse. Ein Experiment besteht aus einem oder mehreren Schritten (Steps).
Die Verbindung wird u¨ber die Klasse ExperimentStep hergestellt. Mehrere Schritte ko¨nnen
zusammengefasst werden, um eine Gruppe zu bilden (GroupedStep). Die Schritte ko¨nnen
dabei Szenen (Scenes) und textuelle Elemente (TextualElements) aggregieren. Wenn ei-
nem Schritt mehrere Szenen zugeordnet sind, wird dem Probanden eine zufa¨llig gewa¨hlte
Szene pra¨sentiert. Textuelle Elemente sind dabei entweder Texte (Texts) oder Fragebo¨gen
(Questionaires). Texte werden mittels eines Online-Editors erstellt und ko¨nnen als Be-
gru¨ßung, Verabschiedung oder zur Instruktion der Teilnehmer verwendet werden. Ein Frage-
bogen (Questionaire) aggregiert mehrere Fragen (Questions). Die Verbindung zwischen
Fragebo¨gen und Fragen wird u¨ber die Klasse QuestionaireQuestion realisiert. Dies dient
dazu, eine Frage mehreren Fragebo¨gen zuordnen zu ko¨nnen. Eine Frage (Question) besitzt
eine oder mehrere Antwortsammlungen, womit es mo¨glich wird, verschiedene Antwortalter-
nativen fu¨r eine Frage zu bieten. Beispielsweise kann dem Teilnehmer dreimal ein Freitext-
feld pra¨sentiert werden, sollte er die richtige Antwort innerhalb dieser drei Versuche nicht
finden, kann ihm dann eine Auswahlliste als Antwortmo¨glichkeit dargestellt werden. Die
verschiedenen Antwortmo¨glichkeiten sind
 Freitextfeld (FreeText),
 ein Schieberegler zur Beantwortung numerischer Fragen (Sliders),
 eine Auswahlantwort mit nur einer korrekten Antwort (Choice) und
 eine Auswahlantwort mit mehreren mo¨glichen korrekten Antworten (Multiple-
Choice).
Eine Szene (Scene) definiert eine Darstellung. Sie kann verwendet werden, um eine
X3DOM-Szene einzubinden. Theoretisch ist aber jede in HTML verfu¨gbare Art der Dar-
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stellung mo¨glich, da die Szene dem Probanden innerhalb eines iframes dargestellt wird.
Dieser iframe referenziert eine URL, unter der der Seiteninhalt in einem eigensta¨ndigen
Kontext nachgeladen werden kann. Die URL, unter der die Darstellung der Szene abgeru-
fen wird, kann auch lokal vorgehalten werden. In diesem Fall muss ein lokaler Webserver
eingerichtet werden, der die Szene ausliefert.
Die Probandendaten werden in unterschiedlichen Tabellen vorgehalten. So wird gespei-
chert, welche Schritte der Proband durchgefu¨hrt hat (ParticipantExperimentSteps). Dies
dient dazu, den Wiederaufruf von Seiten zu sperren, so dass die Ergebnisse eines Schrittes
nicht mehr durch den Probanden gea¨ndert werden ko¨nnen. Zudem wird gespeichert, welche
Szenen dem Probanden wa¨hrend eines Experimentalschrittes dargestellt wurden (Parti-
cipantExperimentStepScene). Dies ist notwendig, da diese zufa¨llig ausgewa¨hlt werden
ko¨nnen, und nicht alle Teilnehmer die gleiche Szene zu Gesicht bekommen mu¨ssen. In der
Klasse ParticipantExperimentStepScene werden auch unterschiedliche Messwerte zur
Interaktion des Probanden mit der Szene gespeichert. Diese Messwerte sind aktuell
 die Anzahl von Klicks,
 die Zeit, die die Maustaste heruntergedru¨ckt wurde,
 die Anzahl der Rollradbewegungen und
 die Anzahl an Neustarts der Szene.
Natu¨rlich erfolgt auch die Speicherung der vom Probanden gegebenen Antworten (Par-
ticipantExperimentStepAnswer). Neben der Speicherung der Antworten wird zusa¨tzlich
die Zeit, die vom Probanden fu¨r die Beantwortung einer Frage beno¨tigt wird, gespeichert.
Um dies zu ermo¨glichen, wird dem Probanden jeweils nur eine Frage gleichzeitig pra¨sentiert.
Beim Laden der Frage wird die Startzeit in einer Javascript-Variable gespeichert. Direkt vor
dem Abschicken des HTML-Formulars, mittels dem Antwortdaten an den Server geschickt
werden, wird die Differenz aus der aktuellen Zeit und der Startzeit in einem versteckten
Input-Feld abgelegt und mit dem Formular verschickt.
Um die Integrita¨t der Daten sicherzustellen, werden die administrativen Funktionen mit
einem Passwort gesichert. Das Passwort wird als Umgebungsvariable auf dem Server ge-
setzt. Als Authentifizierungsmethode wurde eine HTTP-Basic-Authentifizierung gewa¨hlt.
Grund fu¨r diese Wahl war, dass nur ein administrativer Nutzer verwaltet werden muss und
die Methode als ausgereift angesehen werden kann. Die Entscheidung, welche Funktionen
administrative Funktionen sind, wird innerhalb der Controller festgelegt. Die administra-
tiven Funktionen sind die einzigen, die ein Session-Cookie beno¨tigen. Alle andere Funk-
tionen des Evaluationsservers sind passwortlos erreichbar und ohne den Einsatz von Coo-
kies nutzbar. Dieser Wunsch nach einer Nutzungsmo¨glichkeit ohne die Notwendigkeit einer
Registrierung der einzelnen Teilnehmer hat einige Implikationen auf das Design der Ap-
plikation. Oft wird innerhalb von Rails-Applikationen die Datenbank-ID der Objekte zur
Identifikation per REST-Schnittstelle genutzt. Diese Vorgehensweise ha¨tte aber zur Folge,
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dass die Experimente, Experimentschritte und Teilnehmer u¨ber einen aufsteigend numme-
rierten Wert adressiert werden ko¨nnten. So wa¨re es mo¨glich, dass unter der Pfadangabe
experiment/1 das erste Experiment abgerufen werden ko¨nnte. Um den Zugang zu die-
sem Experiment zu sperren, mu¨sste dann eine Authentifikationsschicht eingebunden wer-
den, die den Zugriff regelt. Da dies nicht gewu¨nscht war, musste eine andere Mo¨glichkeit
gefunden werden, um die o¨ffentlichen Bestandteile zu adressieren. Diese Lo¨sung sollte die
Mo¨glichkeit des ,,Erratens“ weitestgehend verhindern. Als Lo¨sung fu¨r dieses Problem wur-
den fu¨r die Bestandteile Experiment (Experiment) und die Experimentschritte eines Teil-
nehmers (ParticipantExperimentStep) MD5-Hashes eingefu¨gt. Diese werden dann in
den Routen als Identifikationskriterium fu¨r die einzelnen Objekte genutzt. Routen sind die
Verbindungen von aufgerufener URL zur Methode in einem Controller. So wird beispiels-
weise durch Aufruf der URL http://localhost/experiments die Methode index des
ExperimentsController aufgerufen. Fu¨r den Aufruf eines Experimentalschrittes durch
einen spezifischen Teilnehmer existiert nun eine Route mit einem Parameter, dem Hash des
Experimentschritts des Teilnehmers. Der Server kontrolliert beim Aufruf, ob dieser spezifi-
sche Schritt bereits einmal ausgefu¨hrt wurde und leitete den Aufruf um, falls dies der Fall
ist. Somit kann jeder Teilnehmer jeden Experimentalschritt nur einmal ausfu¨hren.
Funktionen
Die Funktionen des Evaluationsservers teilen sich in Administrationsfunktionen und Nut-
zerfunktionen. Im Folgenden sollen die Funktionen anhand des Ablaufs eines Experiments
von seiner Erstellung, u¨ber die Durchfu¨hrung durch die Probanden bis hin zur Auswertung
dargestellt werden. Die Funktionen zum Erstellen und Auswerten eines Experiments sind
passwortgeschu¨tzt. Nicht nutzbare Links werden ohne Anmeldung als Administrator ausge-
Abbildung 7.3: Login fu¨r Administrationsfunktionen (oben) und deren Darstellung in der
Navigationsleiste (unten)
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Abbildung 7.4: Erstellen einer Szene
blendet, sollten die URLs dennoch aufgerufen werden, werden ein Benutzername und ein
Passwort abgefragt.
Zuna¨chst ist es zur Erstellung eines Experimentes notwendig, sich als Administrator anzu-
melden. Dazu dient die vom Browser bereitgestellte Maske zur HTTP-Basic-Authentication
(Abbildung 7.3 oben).
Danach werden die Links zu den Administrationsfunktionen in der Navigationsleiste und
in der Experimentu¨bersicht dargestellt (Abbildung 7.3 unten). U¨ber diese Links ko¨nnen die
Funktionen zur Erstellung beziehungsweise zum Einbau von Szenen, Texten und Fragen
aufgerufen werden. Das Anlegen von Szenen und Texten geschieht relativ analog. Die ver-
schiedenen Attribute des Objektes ko¨nnen dabei u¨ber die Weboberfla¨che gesetzt werden.
Abbildung 7.4 zeigt die Oberfla¨che zum Anlegen einer Szene. Beim Anlegen von Fragen
gibt es zusa¨tzlich noch die Mo¨glichkeit, die verschiedenen Antwortmo¨glichkeiten fu¨r die
Beantwortung der Frage anzulegen.
Abbildung 7.5 oben zeigt die U¨bersicht u¨ber die bereits angelegten Fragen. Nach dem
Erstellen der Fragen ko¨nnen diese zu Fragebo¨gen (Questionaire) gruppiert werden. Die
Zuordnung und Sortierung der Fragen in Fragebo¨gen kann mittels Drag-and-Drop erfolgen
(Abbildung 7.5 unten). Ein Fragebogen ist dabei die Summe der in einem Schritt (Step) an-
gezeigten Fragen. Diese Fragebo¨gen ko¨nnen dann einem Schritt (Step) zugeordnet werden.
In einem Schritt ko¨nnen mehrere Szenen, Fragebo¨gen und Texte zusammengefasst wer-
den (Abbildung 7.6). Bei mehr als einer zugewiesenen Szene wird beim Aufruf des Schrittes
durch einen Teilnehmer eine Szene ausgewa¨hlt, die dem Teilnehmer pra¨sentiert wird. Die
unterschiedlichen Schritte ko¨nnen im Anschluss mittels Drag-and-Drop einem Experiment
zugeordnet und sortiert werden (Abbildung 7.7). Danach ko¨nnen die u¨ber die Benutzungs-
oberfla¨che erreichbaren Links den Probanden zugesendet werden. Diese starten dann das
Experiment.
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Abbildung 7.5: U¨bersichtsseite fu¨r Fragen (oben) und das Zusammenstellen von
Fragebo¨gen (unten)
Jeder Schritt entha¨lt einen Link auf den jeweils na¨chsten Schritt, gekennzeichnet durch
,,Weiter“. Die Navigationsleiste von Bootstrap ist dabei in jedem Schritt fu¨r den Nutzer sicht-
bar. Dies dient zum Einen zur Wahrung der Konsistenz in der Nutzerfu¨hrung. Zum Anderen
bietet diese Navigationsleiste in ein- und ausklappbaren Dropdown-Menu¨s die Mo¨glichkeit,
Fragebo¨gen oder Hinweise wa¨hrend der Darstellung von Szenen anzuzeigen. Standardma¨ßig
wird in diesem Dropdown-Menu¨ bei Schritten, die keine Szene enthalten, ein Hinweis ange-
zeigt, dass die Seiten nicht neu geladen werden ko¨nnen. Bei Schritten, die Szenen und Fra-
gebo¨gen enthalten, werden die Aufgaben an den Nutzer in dieser Dropdown-Box dargestellt.
Der Rest der Seite ist in diesem Falle der dem Probanden zugewiesenen Szene vorbehalten.
Abbildung 7.8 zeigt die Darstellung eines Experimentalschrittes, dem eine Szene und ein
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Abbildung 7.6: Zusammenstellung eines Schrittes
Abbildung 7.7: Zusammenstellung eines Experiments
Text zugeordnet sind. Die Benutzerschnittstelle zur Interaktion mit der Szene muss von der
eingebundenen Szene bereitgestellt werden.
Zur Auswertung der Experimente wird u¨ber die Administrationsschnittstelle die Ergebnis-
seite fu¨r das auszuwertende Experiment aufgerufen. Dort stehen dem Versuchsleiter Mo¨glich-
keiten zur Verfu¨gung, alle wa¨hrend des Experiments gesammelten Daten einzusehen. Zur
besseren Weiterverarbeitung ko¨nnen die Ergebnisse auch als CSV-Datei heruntergeladen
werden, zum Beispiel, um sie in einer Tabellenkalkulation einzulesen.
Da der Quellcode des Servers angepasst werden kann, kann die Funktionalita¨t auch je
nach Bedarf erweitert und angepasst werden. Des Weiteren ist auch die Implementierung
von Funktionen fu¨r die Nachbearbeitung der Ergebnisse geplant. Als Beispiele fu¨r die Not-
181
Abbildung 7.8: Darstellung eines Experimentalschrittes
wendigkeit zur Nachbearbeitung der Ergebnisse ko¨nnen Outlier-Analysen dienen. Zuku¨nf-
tig geplant sind auch Vorschla¨ge fu¨r vollautomatische statistische Analysen mit in der For-
schungsgemeinschaft akzeptierten Methoden, die nach Auswahl vollautomatisch ausgefu¨hrt
werden ko¨nnen. Auch die automatische Erstellung von Diagrammen ist fu¨r die zuku¨nftige
Weiterentwicklung angedacht. Der Quellcode des Evaluationsservers steht auf dem dieser
Arbeit beiliegenden Datentra¨ger zur Verfu¨gung.
Vor- und Nachteile
Gro¨ßter Vorteil des Evaluationsservers ist der deutlich verringerte Aufwand bei der Durch-
fu¨hrung von Experimenten. Die automatische Gewinnung der Ergebnisse und die Mo¨glich-
keit ihres Abrufs vermeidet Fehler bei Einzelmessungen und gewa¨hrleistet die Konsistenz
der gewonnenen Daten. Der Evaluationsserver kann den Teilnehmern online verfu¨gbar ge-
macht werden oder auf einem fu¨r das Experiment vorgesehenen Rechner installiert und dort
lokal gestartet werden. Bei beiden Einsatzvarianten, online und lokal, ist der Immersionsgrad
in die Szenen aber weniger hoch, als beim Einsatz einer kompletten Virtual-Reality-Anlage.
Der Zeitaufwand fu¨r die Versuchsteilnehmer kann dadurch minimiert werden, dass der
Versuchsleiter zu ihnen kommen kann. In diesem Fall kann aber eine strikte Standardisie-
rung nicht mehr in solchem Maße gewa¨hrleistet werden, wie bei einem Experiment in dem
gleichen Labor. Die vera¨nderlichen Einflussfaktoren mu¨ssen hier beachtet und in geeigneter
Weise behandelt werden. Ein weiterer Vorteil des Evaluationsservers ist, dass in der Online-
Variante u¨ber den gesamten Erdball verteilt Probanden an den Experimenten teilnehmen
ko¨nnen. Es ist auch einfacher, Entwickler aus der Praxis zu gewinnen, da diese zeit- und
ortsunabha¨ngig und in der Online-Variante ohne die Notwendigkeit zur Terminabsprache
mit dem Versuchsleiter an Experimenten teilnehmen ko¨nnen.
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Die Durchfu¨hrung im Browser stellt fu¨r die allermeisten Probanden eine vertraute Umge-
bung dar, deren Eigenschaften sie kennen. Ein großer Nachteil ist dabei aber die stark einge-
schra¨nkte Kontrolle u¨ber bestimmte visuelle Eigenschaften der Darstellung. Zudem sind die
Helligkeit und die Farbgebung des Monitors des jeweiligen Probanden nicht kalibrier- und
kontrollierbar. Auch die Helligkeit des Raumes, in dem sich der Proband befindet, ist in die-
sem Fall nicht kontrollierbar. Somit ko¨nnen Einflu¨sse von Streulicht bei der Bearbeitung der
Experimente nicht ausgeschlossen werden. Auch die Gro¨ße des Monitors stellt im Online-
Betrieb eine nur messbare, aber nicht konstant zu haltende Gro¨ße dar. Gleiches gilt fu¨r die
Performanz des vom Probanden eingesetzten Rechners. Diese ist in der Online-Variante ma-
ximal messbar. Bei der Online-Variante ist die mo¨gliche Gro¨ße der Szenen aufgrund der
U¨bertragungsnotwendigkeit u¨ber das Internet beschra¨nkt. Es sollten hier also nur kleinere
Szenen verwendet werden. Im Online-Betrieb mu¨ssen Probanden, die keinen kompatiblen
Browser verwenden, durch geeignete Pretests herausgefiltert werden, da die Korrektheit der
Darstellung bei Ihnen nicht gewa¨hrleistet werden kann. Die Pretests sind in dieser Variante
nur browserbasiert mo¨glich, womit sich die Anzahl an Mo¨glichkeiten fu¨r solche Tests mit
den Probanden reduziert.
Online-Untersuchungen, die auf spezieller Hardware aufbauen, sind mit dem Evaluati-
onsserver nur schwer durchfu¨hrbar. So ist das stereoskopische Betrachten von Szenen mit
X3DOM prinzipiell mo¨glich. Es muss aber davon ausgegangen werden, dass die notwendi-
ge Hardware aktuell nur bei den wenigsten online teilnehmenden Probanden verfu¨gbar ist.
A¨hnliches gilt fu¨r den Einsatz spezieller Interaktionshardware. Die Standardeingabegera¨te
zur Interaktion mit der Evaluationsserveranwendung stellen Maus und Tastatur dar. Diese
Eingabegera¨te sollten den allermeisten Probanden vertraut sein. Sollen fu¨r die Untersuchung
andere Interaktionsgera¨te eingesetzt werden, so ist deren Einsatz prinzipiell mo¨glich, solange
die Gera¨te mit dem Browser in geeigneter Weise kommunizieren ko¨nnen. Das Vorhandensein
der Hardware beim jeweiligen Probanden ist aber auch hier ein Problem.
In der Online-Variante ist außerdem fast kein Einfluss auf die Probanden durch den oder
die Versuchsleiter mo¨glich. Maximal durch tendenzio¨se Texte ist eine Beeinflussung mo¨glich.
Es besteht keine Mo¨glichkeit zur erweiterten U¨berwachung der Probanden. Messungen der
Augenbewegungen oder A¨hnliches sind zum Beispiel aktuell nicht mo¨glich. Auch Sto¨run-
gen des Probanden ko¨nnen wa¨hrend des Experiments nicht ausgeschlossen werden. Zudem
besteht auch keine Mo¨glichkeit auf die Probleme der Probanden einzugehen. In der lokal
gestarteten Variante wird die Einflussnahme durch die automatisierte Ablaufsteuerung ver-
mindert.
Es gilt fu¨r jedes einzelne Experiment abzuwa¨gen, ob der Einsatz des Evaluationsservers
Vorteile fu¨r das gewu¨nschte Experiment bringt. Falls der Evaluationsserver fu¨r das Experi-
ment eingesetzt werden soll, sollte eruiert werden, ob die Vorteile des webbasierten Ansatzes,
wie ein gro¨ßerer mo¨glicher Nutzerkreis, die Nachteile u¨berwiegen. In jedem Fall muss auch
bestimmt werden, wie die jeweiligen Nachteile der Ansa¨tze im Rahmen eines spezifischen
Experiments adressiert werden.
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8 Vergleichendes Experiment mit nicht nutzerinitiierten
Animationen in der Softwarevisualisierung
Dieses Kapitel beschreibt die Planung und die Durchfu¨hrung eines Experiments mit drei
Teilexperimenten. Verglichen werden dabei die Darstellungsvarianten, die in Abschnitt 6.2.3
dargestellt wurden. Die drei Teilexperimente sind prinzipiell voneinander unabha¨ngig. Ver-
schiedene Aspekte sind aber bei allen Teilexperimenten gleich und werden deshalb wieder-
verwendet.
Der na¨chste Abschnitt stellt die gemeinsamen Elemente dar. Daran anschließend werden
die drei verschiedenen Teilexperimente und deren jeweilige Resultate beschrieben.
8.1 Gemeinsame Bestandteile der Teilexperimente
Oberste Gemeinsamkeit der drei Teilexperimente ist das Studiendesign. Dieses ist bei al-
len drei Teilexperimenten ein Versuchsplan mit Randomisierung (englisch between-subject-
design). Das heißt, es existiert fu¨r alle Teilexperimente eine Experimental- und eine Kon-
trollszene. Den Teilnehmern wird fu¨r jedes Teilexperiment zufa¨llig eine der beiden Szenen
angezeigt, dadurch werden die Teilnehmer zufa¨llig in Kontroll- und Experimentalgruppe
eingeteilt.
8.1.1 Nutzung des Planungsframeworks
Ein weiterer gemeinsamer Bestandteil ist die Nutzung des Planungsframeworks (Ab-
schnitt 7.5.1). Dies ermo¨glicht eine stringente Planung der Einflussfaktoren, die bei allen
drei Teilexperimenten gleichfo¨rmig sind. So ist der Faktor Nutzer fu¨r alle drei Teile iden-
tisch, da die gleichen Probanden fu¨r alle drei Teile eingesetzt werden. Auch fu¨r die Planung
der anderen Einflussfaktoren wird das Planungsframework eingesetzt. Die einzelnen Instan-
ziierungen des Planungsframeworks werden dabei in der Darstellung der Teilexperimente
gezeigt.
8.1.2 Erhebung der Teilnehmerdaten
Die Erhebung der Daten der Teilnehmer erfolgt gesammelt zu Beginn des Experiments.
Dafu¨r werden die Probanden zu Beginn des Experiments zur Beantwortung eines Fragebo-
gens aufgefordert. Dieser erhebt zuna¨chst grundlegende demografische Informationen, wie
Alter und Geschlecht. Danach folgen Fragen nach dem Kenntnisstand der Teilnehmer. Diese
umfassen den ho¨chsten Bildungsabschluss, die allgemeine Programmiererfahrung und die
Ruby-Programmiererfahrung. Zusa¨tzlich wird abgefragt, ob die Teilnehmer in ihrem Beruf
allgemein Software und im Speziellen Ruby-Programme entwickeln und ob sie dies jeweils
ha¨ufig oder nur selten tun.
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Danach folgen Fragen nach der Vertrautheit mit den genutzten Techniken. Dafu¨r werden
die Erfahrungen der Nutzer mit X3DOM-Szenen, mit dem Betrachten von Softwarevisuali-
sierungen und die Kenntnis der Recursive-Disk-Metapher abgefragt.
Innerhalb des Experiments werden die Ruby-Programme Prawn, Sidekiq und Reek visua-
lisiert. In jedem Teil des Experiments wird ein anderes Ruby-Programm visualisiert. Dies
soll dazu dienen, Lerneffekte bezu¨glich des visualisierten Systems bei den Probanden zu
vermeiden. Zum Schluss des Einfu¨hrungsfragebogens wird deshalb gefragt, ob die Nutzer
den Quellcode eines oder mehrere dieser Programme kennen.
Die visualisierten Systeme sind relativ klein. Wettel et al. (2011) kritisieren die Nutzung
von kleinen Systemen fu¨r die Nutzung in Experimenten. Fu¨r die Zwecke des Experimentes
wurde sich fu¨r diese Systemgro¨ße entschieden, da kein finales Werkzeug zur Softwarevi-
sualisierung sondern spezifische Aspekte innerhalb der Visualisierung, na¨mlich Animation
gegenu¨ber statischer Darstellung, untersucht werden sollen. Die Generalisierung auf gro¨ßere
Systeme steht somit noch aus.
8.1.3 AttrakDi-Fragebogen
Die Messung der Erfahrung der Teilnehmer wurde fu¨r jedes Teilexperiment mit Hilfe der
Bewertung durch den AttrakDiff -Fragebogen von Hassenzahl et al. (2003) ermittelt. Der
AttrakDiff -Fragebogen von Hassenzahl et al. (2003) besteht aus insgesamt 21 Wort- bezie-
hungsweise Wortgruppenpaaren, die sich jeweils diametral gegenu¨berstehen. Die Probanden
bewerten das zu untersuchende Objekt anhand einer siebenstufigen Skala. Die Wo¨rter oder
Wortgruppen der Paare bilden dabei die Extreme der Skala. Fu¨r das Experiment wird auf
die drei Wortpaare ausgrenzend – einbeziehend, bringt mich den Leuten na¨her – trennt mich
von Leuten und isolierend – verbindend verzichtet, da das Experiment Kollaborationen nicht
untersucht. Die verbliebenen Paare sind somit:
 harmlos – herausfordernd
 lahm – fesselnd
 phantasielos – kreativ
 originell – konventionell
 neuartig – herko¨mmlich
 innovativ – konservativ
 mutig – vorsichtig
 nicht vorzeigbar – vorzeigbar
 minderwertig – wertvoll
 stilvoll – stillos
 fachma¨nnisch – laienhaft
 praktisch – unpraktisch
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 widerspenstig – handhabbar
 voraussagbar – unberechenbar
 verwirrend – u¨bersichtlich
 umsta¨ndlich – direkt
 menschlich – technisch
 einfach – kompliziert
Den Teilnehmern werden diese Wertepaare jeweils mit einem Schieberegler pra¨sentiert, mit
dem sie einen Wert zwischen  3 und 3 einstellen ko¨nnen. Die kleinstmo¨gliche Schrittla¨nge
ist dabei 1, so dass die siebenstufige Skala entsteht.
8.1.4 Nutzung des Evaluationsservers
Zur Durchfu¨hrung des Experiments wird der Evaluationsserver aus Abschnitt 7.5.3 genutzt.
Hierbei kommt die lokale Variante des Evaluationsservers zu Einsatz. Die meisten Probleme
beim Einsatz des Evaluationsservers in der Online-Variante (Abschnitt 7.5.3) werden da-
durch verhindert beziehungsweise minimiert. Die Adressierung der verbliebenen Probleme,
die durch den lokalen Einsatz des Evaluationsservers auftreten, erfolgt durch verschiedene
Maßnahmen.
So wird fu¨r die Experimente ausschließlich die Bedienung mit Maus und Tastatur einge-
setzt, so dass das Problem der Interaktionsbarriere (Abschnitt 7.2) deutlich verringert wird.
Zusa¨tzlich zum Abbau der Interaktionsbarriere hat diese Maßnahme den Vorteil, dass die
Hardwareausstattung damit mehr den bei Entwicklern aktuell tatsa¨chlich gegebenen Hard-
wareausstattungen entspricht.
Trotz der Minimierung der Interaktionsbarriere ist eine erho¨hte Komplexita¨t durch die
Zeitdimension dennoch vorhanden, da der Proband bei der dynamischen Darstellung Kon-
trolle u¨ber die Geschwindigkeit erhalten sollte (Betrancourt, 2005). Diese Kontrolle besteht
im Rahmen der Experimente in der Mo¨glichkeit, die Animation komplett neu zu starten
und der Mo¨glichkeit, die Geschwindigkeit der Animation zu verlangsamen bis hin zum
vollsta¨ndigen Stoppen.
Um Unterschiede bei der Performanz des vom Nutzer genutzten Rechners zu vermeiden,
wurde der selbe Rechner fu¨r alle Probanden genutzt. Dieser Rechner ist ein Laptop des Mo-
dells Aspire M der Firma Acer. Im Rechner sind ein Intel Core i5-3371U CPU mit vier
Kernen, die bis zu 2,6 GHz getaktet werden ko¨nnen, und 6 GB Arbeitsspeicher verbaut. Das
Betriebssystems des Rechners ist ein Ubuntu Linux 16.04 mit Unity-Oberfla¨che. Der Bild-
schirm des Rechners lo¨st bei einer Bildschirmdiagonale von 14 Zoll mit 1366768 Pixeln
auf. Fu¨r den Bildschirm wurde mit einem Spyder 3 Kolorimeter ein Kalibrierungsprofil er-
stellt, das im eingesetzten Betriebssystem eingestellt wurde. Fu¨r alle Probanden erfolgte die
Einstellung des Bildschirms auf die maximal mo¨gliche Helligkeit. Fu¨r die Durchfu¨hrung des
Experiments erhielten die Teilnehmer eine Sharkoon Drakonia Maus.
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Die Ra¨ume, in denen das Experiment stattfand, waren nicht die selben. Um Probleme
mit unterschiedlichen Beleuchtungssituationen zu vermeiden, wurde darauf geachtet, die
Probanden seitlich zu einem vorhandenen Fenster zu positionieren, um sto¨rende Reflektio-
nen zu vermeiden. Bei hoher Sonneneinstrahlung wurde das Fenster zudem verdunkelt. Die
Mo¨glichkeiten zur Beleuchtungssteuerung ermo¨glichten somit leider keine strenge Kontrolle
der Beleuchtung wa¨hrend des Experiments.
Um das Kennenlernen der Recursive-Disk-Metapher und der Steuerung von Szenen zu
ermo¨glichen, wurde allen Probanden eine Visualisierung eines Ruby-Programms (Jekyll,
https://jekyllrb.com/) gezeigt. Dabei wurden Hinweise zur Steuerung und zur Dar-
stellung angezeigt.
8.1.5 Grundstruktur









Der genaue Wortlaut der Texte zu den einzelnen Schritte, die Fragen und die mo¨glichen
Antworten finden sich in Anhang A. Die Begru¨ßung besteht aus einer kurzen Beschrei-
bung des Zwecks des Experiments und der Angabe, wie viel Zeit in etwa beno¨tigt wird.
Der Einfu¨hrungsfragebogen dient zur Erhebung der Teilnehmerdaten (Abschnitt 8.1.2). Die
Einfu¨hrung zur Testszene entha¨lt eine Beschreibung der Recursive-Disk-Metapher. Die Test-
szene zeigt dann eine solche Visualisierung und Hinweise zur Navigation und Interaktion mit
der Szene.
Die Schritte zu den Teilexperimenten sind gruppierte Schritte, die aus jeweils drei Schrit-
ten bestehen:
1. Erla¨uterung der Darstellung
2. zugeteilte Szene mit Testfragen
3. AttrakDiff -Fragebogen zur Einscha¨tzung der Nutzererfahrung
In der Erla¨uterung zur Darstellung wird dem Probanden beschrieben, welche Szene er im
na¨chsten Schritt sehen wird. Es wird auch beschrieben, wie die Anpassung der Recursive-
Disk-Metapher in diesem Fall aussieht und es werden verschiedene Hinweise zum Ablauf
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des Experiments gegeben. Danach werden dem Teilnehmer die Szene und die dazugeho¨rigen
Fragen pra¨sentiert. Die kommenden Abschnitte beschreiben diese Fragen genauer.
Die Teilnehmer bekommen fu¨r die ersten beiden Fragen jedes Experimentteils jeweils
zuna¨chst ein Textfeld angezeigt, in das sie die korrekte Antwort eintragen sollen. Bei inkor-
rekten Antworten bekommen die Teilnehmer fu¨r jede der ersten beiden Fragen noch maximal
zweimal ein Textfeld angezeigt. Wenn die Teilnehmer auch im dritten Versuch die richtige
Antwort nicht finden, wird Ihnen eine Auswahl angezeigt. Die Auswahloptionen enthalten
neben der richtigen Antwort drei Distraktoren. Bei der dritten Frage wird dem Nutzer kein
Textfeld sondern nur einmal eine Mehrfachauswahl angezeigt. Angepasst an die jeweilige
Aufgabenstellung und das visualisierte Programm unterscheidet sich die Anzahl der korrek-
ten Antworten und der Distraktoren in den unterschiedlichen Experimentteilen.
Der Evaluationsserver speichert die final gegebenen Antworten und die beno¨tigte Zeit bis
zur Beantwortung der Fragen. Zudem wird die Anzahl der Fehler, die bei der Beantwortung
der Fragen gemacht werden, vom Evaluationsserver gespeichert.
Zusa¨tzlich misst der Evaluationsserver die Interaktionen des Nutzers mit der Szene. Dabei
aufgezeichnet werden
 die Anzahl an Mausklicks,
 die Zeit, die die Maus geklickt gehalten wurde,
 die Anzahl an Scrollradbewegungen und
 wie oft die Szene zuru¨ckgesetzt wurde.
Nach der Beantwortung der Fragen wird der Teilnehmer abschließend mit dem angepass-
ten AttrakDiff -Fragebogen (Abschnitt 8.1.3) nach seiner Einscha¨tzung der Szene befragt.
Die Verabschiedung beinhaltet einen Dank fu¨r die Teilnahme an diesem Experiment.
8.2 Experimentteil Strukturdarstellung
Der Experimentteil zur Strukturdarstellung befasst sich mit dem Vergleich der beiden Vi-
sualisierungen, die in den Abbildungen 6.2 und 6.3 dargestellt sind. Die Darstellung ist
somit die unabha¨ngige Variable. Die Darstellungen basieren beide auf der Recursive-Disk-
Metapher von Mu¨ller und Zeckzer (2015b). Beide Darstellungen reichern diese Recursive-
Disk-Metapher um die Darstellung der zyklomatischen Komplexita¨t an, eine Metrik, die auf
McCabe (1976) zuru¨ckgeht. Die in Abbildung 6.2 gezeigte Darstellungsvariante stellt die zy-
klomatische Komplexita¨t u¨ber die Ho¨he der Methodendarstellungen dar. Das heißt, es wird
die dritte Dimension genutzt, um die Metrik zu visualisieren. Da Methoden aufgrund der Be-
rechnung der Metrik eine Mindestkomplexita¨t von 1 haben, werden die Methoden mit dieser
Komplexita¨t mit ihrer normalen Ho¨he in der Recursive-Disk-Darstellung dargestellt. Gro¨ße-
re Werte bei der Komplexita¨t fu¨hren zu linear skalierten gro¨ßeren Werten fu¨r die Ho¨he. In
der animierten Darstellungsvariante (Abbildung 6.3) wird die Metrik u¨ber die Frequenz des
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Tabelle 8.1: Hypothesen des Strukturexperiments
Alternativhypothese Nullhypothese
Hstruc11: Die Nutzung von dekorierender
Animation verringert die Fehleranzahl bei
der Lo¨sung von Aufgaben zu einer Struk-
turdarstellung
Hstruc10: Die Nutzung von dekorierender
Animation verringert die Fehleranzahl bei
der Lo¨sung von Aufgaben zu einer Struk-
turdarstellung nicht
Hstruc21: Die Nutzung von dekorierender
Animation verku¨rzt die Zeit zur Lo¨sung
von Aufgaben zu einer Strukturdarstel-
lung
Hstruc20: Die Nutzung von dekorierender
Animation verku¨rzt die Zeit zur Lo¨sung
von Aufgaben zu einer Strukturdarstel-
lung nicht
Hstruc31: Die Nutzung von dekorierender
Animation verringert die beno¨tigten In-
teraktionen bei der Lo¨sung von Aufga-
ben zu einer Strukturdarstellung
Hstruc30: Die Nutzung von dekorierender
Animation verringert die beno¨tigten In-
teraktionen bei der Lo¨sung von Aufga-
ben zu einer Strukturdarstellung nicht
Blinkens der Methoden dargestellt. Es wird hier also eine dekorierende Animation zur Dar-
stellung der Komplexita¨t genutzt. Die Blinkfrequenz f fu¨r Methoden mit einer Komplexita¨t




berechnet. Fu¨r k = 1 wird eine Frequenz von 0 festgelegt.
8.2.1 Forschungsfragen
Fu¨r den Vergleich zwischen den beiden Visualisierungen werden die folgenden Forschungs-
fragen gestellt:
FFstruc1 Verringert die Nutzung von dekorierender Animation zur Darstellung eines Struk-
turaspektes, wie der Komplexita¨t von Methoden, die Fehleranzahl bei der Beantwor-
tung von Aufgaben im Vergleich zur statischen Darstellung des selben Aspektes?
FFstruc2 Verku¨rzt die Nutzung von dekorierender Animation zur Darstellung eines Struktur-
aspektes, wie der Komplexita¨t von Methoden, die Zeit zur Beantwortung von Aufga-
ben im Vergleich zur statischen Darstellung des selben Aspektes?
FFstruc3 Verringert die Nutzung von dekorierender Animation zur Darstellung eines Struk-
turaspektes, wie der Komplexita¨t von Methoden, den notwendigen Interaktionsumfang
bei der Beantwortung von Aufgaben im Vergleich zur statischen Darstellung des sel-
ben Aspektes?
8.2.2 Hypothesen
Aus diesen Forschungsfragen leiten sich die Hypothesen fu¨r diesen Experimentteil ab. Die
Alternativ- und Nullhypothesen werden in Tabelle 8.3 dargestellt.
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8.2.3 Einussfaktoren
Die Einflussfaktoren des Experiments werden mit Hilfe des Planungsframeworks bestimmt.
Die Instanziierung des Planungsframeworks fu¨r diesen Experimentteil zeigt Tabelle 8.2. Ge-
messen werden zuna¨chst die Unterfaktoren des Faktors Nutzer. Diese Messung erfolgt u¨ber
den Einfu¨hrungsfragebogen aus Abschnitt 8.1.2. Die folgenden Abschnitte beschreiben die
fu¨r dieses Teilexperiment spezifischen Einflussfaktoren.
Aufgaben
Den Teilnehmern werden drei Fragen zu der von Ihnen gesehenen Szene nacheinander ge-
zeigt. Die Teilnehmer sehen zu jedem Zeitpunkt immer nur eine Frage. Die drei Fragen
lauten:
1. ,,Welche Methode ist am komplexesten?“
2. ,,Welche Klasse ist am komplexesten?“
3. ,,Was sind die vier na¨chsten komplexesten Klassen?“
Die erste Frage zielt auf ein visuelles Erkennen eines einzelnen Elementes ab. Sie ist somit
als Einstieg in die Darstellung gut geeignet.
Fu¨r die Beantwortung der zweiten Frage mu¨ssen verschiedene Elemente der Darstellung
gruppiert und gemeinsam bewertet werden. Zum Einen muss die Komplexita¨t der einzelnen
Methoden einer Klasse visuell erfasst werden, zum Anderen auch die Anzahl der Methoden
in einer Klasse, da jede Methode mindestens eine Komplexita¨t von Eins besitzt.
Um die dritte Frage zu beantworten, mu¨ssen nun mehrere Klassen nebeneinander betrach-
tet und in eine Reihenfolge gebracht werden. Die korrekten Antworten und die Distraktoren
wurden fu¨r diese Frage bestimmt, indem eine Liste der Klassen gebildet und nach der Kom-
plexita¨t der Klassen sortiert wurde. Da die komplexeste Klasse bereits in der zweiten Frage
abgefragt wurde, wurde sie aus der Liste entfernt. Die verbleibende Liste besaß zwischen
Position neun und zehn einen natu¨rlichen Sprung, weshalb sich dafu¨r entschieden wurde,
den Probanden neun Antwortalternativen zu pra¨sentieren. Sie wies zudem an vierter, fu¨nf-
ter und sechster Position die gleiche Komplexita¨t auf. Durch ein Versehen wurden nicht
die drei, sondern die vier na¨chsten komplexesten Klassen abgefragt. Fu¨r die Auswertung
werden deshalb die ersten drei Klassen der gebildeten Liste jeweils als eine richtige Ant-
wort akzeptiert. Wenn eine oder mehrere der Klassen Reek.Smells.ControlParameter.
ControlParameterFinder, Reek.Smells.UncommunicativeVariableName oder Reek.
Spec.ShouldReekOf als Antwort genannt werden, wird dies als eine richtige Antwort ge-
wertet.
Softwareartefakt
Das fu¨r den Experimentteil visualisierte Softwareartefakt ist eine Ruby-Bibliothek namens
Reek (https://github.com/troessner/reek). Reek ist eine Codeanalysebibliothek fu¨r
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Aufgabe
Problem T1: Welche Methode ist am komplexesten? konstant
T2: Welche Klasse ist am komplexesten? konstant
T3: Was sind die 4 na¨chsten komplexesten konstant
Klassen?
Operation T1: Wert erkennen, filtern, Extremwert finden konstant
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Technik adaptierte Recursive-Disk 6.2.3 konstant
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Ruby-Programme, um sogenannte ,,code smells“ zu finden. Das gesamte Code-Repository
besteht aus insgesamt 16932 Codezeilen mit 333 Klassen und 1089 Methoden.
Der in der Visualisierung dargestellte Teil ist das lib-Verzeichnis des Projektes. Dort fin-
den sich 4339 Codezeilen. Der visualisierte Code besteht aus 98 Klassen und 616 Methoden.
Interaktion
Sowohl die statische als auch die animierte Darstellung nutzen beide die gleichen Interakti-
onsprinzipien. Den Teilnehmern steht in beiden Varianten eine Schaltfla¨che zur Verfu¨gung,
um die Szene auf den Ursprungszustand zuru¨ckzusetzen. Beim Anklicken von Objekten
wurden der Typ und der vollqualifizierte Name des angeklickten Objektes in einem Head-
Up-Display angezeigt. Die u¨brigen Interaktionsmo¨glichkeiten bestehen aus Navigationsop-
tionen. Hierbei erfolgt keine Beschra¨nkung der Mo¨glichkeiten von X3DOM zur Navigati-
on. Den Probanden wird mitgeteilt, dass der Untersuchen-Modus fu¨r die Durchfu¨hrung des
Experiments ausreichend ist. Der Untersuchen-Modus bietet die Mo¨glichkeit, in die Sze-
ne zu zoomen, die Szene frei nach vorn und zur Seite zu kippen und die Szene in x- und
y-Richtung zu verschieben. Das Umschalten auf andere X3DOM-Navigationsmodi wurde
nicht beschra¨nkt, aber nur selten genutzt.
8.3 Experimentteil Verhaltensdarstellung
Dieser Experimentteil befasst sich mit dem Vergleich der beiden Darstellung, die in den
Abbildungen 6.4 und 6.5 dargestellt sind. Somit ist auch hier die Darstellung die unabha¨ngi-
ge Variable. Die Darstellungen basieren beide auf der Recursive-Disk-Metapher von Mu¨ller
und Zeckzer (2015b). Sie werden jeweils mit Verhaltensinformationen angereichert, in die-
sem Fall mit Informationen, die aus dem Trace eines Methodenaufrufs gewonnen wurden.
Dieser entha¨lt die Zeitpunkte der einzelnen Methodenaufrufe und die Angabe der Dauer die-
ser Aufrufe. Abbildung 6.4 nutzt die dritte Dimension zur Darstellung der Methodenaufrufe.
Dabei werden die Methoden auf der z-Achse als rote Kreissegmente abgetragen, deren Ho¨he
die La¨nge und deren Abstand von der Grundplatte den Zeitpunkt des Methodenaufrufs dar-
stellt. Die Position und Ausdehnung der Kreissegmente, die die Methodenaufrufe darstellen,
in der x- und y-Richtung entsprechen der Darstellung der Methode in der Strukturdarstellung.
Die Werte fu¨r die La¨nge der Methodenaufrufe werden logarithmisch skaliert, um u¨bergroße
Unterschiede zwischen den La¨ngen der Methoden zu vermeiden.
In der animierten Darstellungsvariante (Abbildung 6.5) wird eine Kombination von zwei
repra¨sentierenden Animationen genutzt. Die erste Animation ist die Darstellung von Re-
pra¨sentationsobjekten. Bei der Darstellung eines Methodenaufrufs, wird an der Position der
aufrufenden Methode eine Kugel mit einer darunter positionierten Beschriftung, die den Na-
men der Methode anzeigt, erzeugt. Diese wird dann halbkreisfo¨rmig u¨ber die Strukturdarstel-
lung hin zur aufgerufenen Methode bewegt. Dort verbleibt sie bis zum Beenden der Funktion,
danach wird das Repra¨sentationsobjekt wieder halbkreisfo¨rmig zuru¨ck zur aufrufenden Me-
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thode bewegt. Zusa¨tzlich wird eine Kombination von zwei einmaligen dekorierenden Ani-
mationen zur Darstellung des Methodenaufrufs genutzt. Beim Aufruf einer Methode wird
eine Animation ausgefu¨hrt, die die Farbe der Methode hin zu einem reinen Weiß a¨ndert.
Beim Verlassen der Methode wird eine Animation ausgefu¨hrt, die diese A¨nderung wieder
zuru¨ck nimmt. In dieser Darstellungsvariante wird ebenfalls die La¨nge der Methodenaufrufe
logarithmisch skaliert.
8.3.1 Forschungsfragen
Fu¨r den Vergleich zwischen den beiden Visualisierungen werden die folgenden Forschungs-
fragen gestellt.
FFbehav1 Verringert die Nutzung von repra¨sentierenden Animationen zur Darstellung eines
Verhaltensaspektes, wie eines stack traces, die Fehleranzahl bei der Beantwortung von
Aufgaben im Vergleich zur statischen Darstellung des selben Aspektes?
FFbehav2 Verku¨rzt die Nutzung von repra¨sentierenden Animationen zur Darstellung eines
Verhaltensaspektes, wie eines stack traces, die Zeit zur Beantwortung von Aufgaben
im Vergleich zur statischen Darstellung des selben Aspektes?
FFbehav3 Verringert die Nutzung von repra¨sentierenden Animationen zur Darstellung eines
Verhaltensaspektes, wie eines stack traces, den notwendigen Interaktionsumfang bei
der Beantwortung von Aufgaben im Vergleich zur statischen Darstellung des selben
Aspektes?
8.3.2 Hypothesen
Aus jeder dieser Forschungsfragen leitet sich ein Hypothesenpaar ab. Diese Alternativ- und
Nullhypothesen werden in Tabelle 8.3 dargestellt.
Tabelle 8.3: Hypothesen des Verhaltensexperiments
Alternativhypothese Nullhypothese
Hbehav11: Die Nutzung von repra¨sentie-
renden Animationen verringert die Feh-
leranzahl bei der Lo¨sung von Aufgaben
zu Verhaltensaspekten
Hbehav10: Die Nutzung von repra¨sentie-
renden Animationen verringert die Feh-
leranzahl bei der Lo¨sung von Aufgaben
zu Verhaltensaspekten nicht
Hbehav21: Die Nutzung von repra¨sentie-
renden Animationen verku¨rzt die Zeit
zur Lo¨sung von Aufgaben zu Verhaltens-
aspekten
Hbehav20: Die Nutzung von repra¨sentie-
renden Animationen verku¨rzt die Zeit
zur Lo¨sung von Aufgaben zu Verhaltens-
aspekten nicht
Hbehav31: Die Nutzung von repra¨sen-
tierenden Animationen verringert die
beno¨tigten Interaktionen bei der Lo¨sung
von Aufgaben zu Verhaltensaspekten
Hbehav30: Die Nutzung von repra¨sen-
tierenden Animationen verringert die
beno¨tigten Interaktionen bei der Lo¨sung




Auch in diesem Teil des Experiments werden die Einflussfaktoren mit Hilfe des Planungs-
frameworks bestimmt. Tabelle 8.4 stellt die Instanziierung des Planungsframeworks fu¨r die-
sen Experimentteil dar. Die Messung der Unterfaktoren des Faktors Nutzer ist dabei wieder
u¨ber den Einfu¨hrungsfragebogen aus Abschnitt 8.1.2 abgedeckt. Die folgenden Abschnitte
beschreiben die fu¨r dieses Teilexperiment spezifischen Einflussfaktoren.
Aufgaben
Auch in diesem Experimentteil werden den Teilnehmern drei Fragen zu der von Ihnen ge-
sehenen Szene nacheinander angezeigt. Die Teilnehmer sehen auch hier zu jedem Zeitpunkt
immer nur eine Frage. Die drei Fragen sind im Einzelnen:
1. ,,Welche Methode wird als erstes aufgerufen?“
2. ,,Welche Methode wird am ha¨ufigsten aufgerufen?“
3. ,,Was sind 5 der am Methodenaufruf beteiligten Klassen?“
Auch in diesem Experimentteil zielt die erste Frage auf ein visuelles Erkennen eines ein-
zelnen Elementes. Sie soll somit auch dem Kennenlernen der Szene dienen.
Die Beantwortung der zweiten Frage erfordert eine ganzheitliche Betrachtung der Szene
beziehungsweise der Animation. Die Probanden mu¨ssen hierbei eine Abscha¨tzung u¨ber die
Ha¨ufigkeit treffen. In der statischen Variante muss diese Abscha¨tzung u¨ber die Mengen der
Darstellungen der Methodenaufrufe, die zeitgleich dargestellt werden, erfolgen. In der dy-
namischen Variante muss die Ha¨ufigkeit des Aufblinkens beziehungsweise Eintreffens des
Repra¨sentationsobjektes fu¨r verschiedene Methoden kognitiv abgescha¨tzt werden.
Um die dritte Frage zu beantworten, mu¨ssen die Methodenaufrufe in ihrem Kontext be-
trachtet werden.
Der Modus fu¨r die Beantwortung ist analog zum ersten Experimentteil. Im Unterschied
zum ersten Experimentteil entha¨lt die dritte Frage neben den elf korrekten Antworten neun
Distraktoren. Die Anzahl an Distraktoren wurde hierbei so gewa¨hlt, dass ein etwa ausge-
wogenes Verha¨ltnis von korrekten Antworten zu Distraktoren entsteht und nicht zu viele
Antwortalternativen zur Verfu¨gung stehen. Die Anzeige von zu vielen Antwortalternativen
wu¨rde den Probanden das Finden der Antworten, die sie geben mo¨chten, unno¨tig erschwe-
ren. Von den richtigen Antworten muss der Nutzer fu¨nf auswa¨hlen, um die Frage korrekt zu
beantworten.
Softwareartefakt
Die beiden dargestellten Softwareartefakte sind aus einer Ruby-Bibliothek namens Prawn
(https://github.com/prawnpdf/prawn) extrahiert worden. Prawn ist eine in Ruby ge-
schriebene Bibliothek zur PDF-Generierung. Das lib-Verzeichnis, das zur Extraktion der
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Vertrautheit mit dargestelltem System gemessen
Vertrautheit mit Tools gemessen
Aufgabe
Problem T1: Welche Methode wird als erstes aufgerufen? konstant
T2: Welche Methode wird am ha¨ufigsten konstant
aufgerufen?
T3: Was sind mindestens 5 der am konstant
Methodenaufruf beteiligten Klassen?
Operation T1: Wert erkennen, sortieren, Extremwert finden konstant
T2: Wert erkennen, abgeleiteten Wert berechnen, konstant
Extremwert finden
T3: Wert erkennen, filtern konstant
Softwareartefakt
Name Prawn konstant
Typ Quellcode: Ruby konstant
Gro¨ße 5168 Codezeilen visualisiert konstant
Aspekt Verhalten konstant
Darstellung
Dimensionalita¨t Inha¨rentes 3D konstant
Technik adaptierte Recursive-Disk 6.2.3 konstant
Datendarstellung Kontrollgruppe: keine Animation, Methoden- variiert
aufrufe auf z-Achse abgetragen;
Experimentalgruppe: repra¨sentierende Anima-





Technik U¨bersicht, Zoom, Details auf Abruf; zusa¨tzlich bei variiert
Experimentalgruppe: Start, Stopp, Geschwindigkeit




(Mu¨ller und Zeckzer, 2015b)
Plattformabha¨ngigkeit plattformunabha¨ngig konstant
Automatisierung komplett konstant
Datenabstraktion Famix + Dynamix konstant
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Strukturinformationen herangezogen wurde, entha¨lt 5168 Zeilen Code. Es entha¨lt 42 Klas-
sen mit 838 Methoden. Die Strukturinformationen wurden in ein Famix-Modell u¨berfu¨hrt.
Fu¨r die Extraktion der Verhaltensinformationen wurde ein Testfall genutzt, der fu¨r Perfor-
manztests eingesetzt wird. Hierbei wurde die Anzahl der Schleifendurchla¨ufe von 2000 auf
einen verku¨rzt. Dann wurde von diesem Testfall ein Trace erstellt, der die Methodenaufrufe
und ihre Zeitpunkte entha¨lt. Die Verhaltensinformationen wurden in ein Dynamix-Modell
u¨berfu¨hrt. Aus dem Famix- und dem Dynamix-Modell wurden dann vom Generator die bei-
den Verhaltensvisualisierungen erzeugt, die im Experiment verwendet werden.
Interaktion
Die Interaktionsmo¨glichkeiten in diesem Experimentteil trugen dem Umstand Rechnung,
dass die Probanden eine Kontrolle u¨ber die Animation erhalten sollten. Fu¨r die Strukturdar-
stellungen war dies nicht erforderlich, da sich die Animation immer wiederholte. Dies war
der Grund, warum sich in diesem Experimentteil die Interaktionsmo¨glichkeiten zwischen der
statischen und der dynamischen Darstellung unterschieden. Um die Vergleichbarkeit den-
noch zu ermo¨glichen, wurde der Unterschied mo¨glichst klein gehalten. Die Probanden, de-
nen die dynamische Szene pra¨sentiert wurde, erhielten zusa¨tzlich zur Mo¨glichkeit, die Szene
zuru¨ckzusetzen, auch die Mo¨glichkeit, mittels eines Schiebereglers die Geschwindigkeit der
Animation im Wertebereich von 0 bis 1,5 in Schritten von 0,1 zu bewegen. Die Standardge-
schwindigkeit war dabei 1.
Die u¨brige Interaktion ist gleich, die Mo¨glichkeiten entsprechen den Gegebenheiten, die
die Teilnehmer auch im Experimentteil zur Strukturdarstellung vorfinden. Auch die Messun-
gen, die vom Evaluationsserver vorgenommen werden, sind die gleichen.
8.4 Experimentteil Historiendarstellung
Die beiden Visualisierungen aus den Abbildungen 6.6 und 6.7 sind die Vergleichsobjekte fu¨r
den Experimentteil zur Historiendarstellung. Auch hier stellt somit die Darstellung die un-
abha¨ngige Variable dar. Beide Varianten basieren auf der Recursive-Disk-Metapher (Mu¨ller
und Zeckzer, 2015b). Die in Abbildung 6.6 gezeigte Darstellung tra¨gt die Struktur des Soft-
waresystems zum Zeitpunkt eines Commits auf der z-Achse ab. Je weiter der Commit von der
Grundplatte entfernt ist, desto ju¨nger ist er. Fu¨r die Grundplatte wird ein maximales Layout
berechnet. Dabei werden von allen History-Elementen des Hismo-Modells die maximalen
Auspra¨gungen bestimmt und diese in einem Recursive-Disk-Layout dargestellt. Diese stellt
fu¨r jedes mo¨gliche Vorkommen eines Objektes der Struktur in einem beliebigen Commit,
eine genaue Position in x- und y-Richtung zur Verfu¨gung inklusive eines entsprechenden
Raumes. So kann jede mo¨gliche vorkommende Gro¨ße des Objektes an dieser Stelle darge-
stellt werden, ohne dass sich Objekte u¨berschneiden. Die Informationen u¨ber den jeweiligen
Commit werden u¨ber ein Metadatenfeld im Modell gespeichert und ko¨nnen vom Nutzer
durch Klick auf die Darstellung eines Commits abgerufen werden.
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Bei der animierten Darstellung werden die gleichen Algorithmen zur Bestimmung der
Gro¨ße und des Layouts wie in der statischen Variante genutzt. Es wird aber zu jedem Zeit-
punkt nur ein Commit dargestellt. Die Elemente werden eingeblendet, wenn sie in dem ge-
parsten Commit verfu¨gbar sind, und wieder ausgeblendet, wenn der geparste Commit sie
nicht mehr entha¨lt. Die Gro¨ßen der einzelnen Objekte werden zusa¨tzlich im Zeitverlauf an-
gepasst. Die Informationen u¨ber den jeweils dargestellten Commit werden in einem Head-
Up-Display dargestellt.
8.4.1 Forschungsfragen
Die folgenden Forschungsfragen werden fu¨r den Vergleich der beiden Historiendarstellungen
gestellt.
FFevol1 Verringert die Nutzung einer repra¨sentierenden Animation der Struktur zur Dar-
stellung eines Historienaspektes, wie die unterschiedlichen Gro¨ßen von Klassen und
Methoden in unterschiedlichen Commits, die Fehleranzahl bei der Beantwortung von
Aufgaben im Vergleich zur statischen Darstellung des selben Aspektes?
FFevol2 Verku¨rzt die Nutzung einer repra¨sentierenden Animation der Struktur zur Darstel-
lung eines Historienaspektes, wie die unterschiedlichen Gro¨ßen von Klassen und Me-
thoden in unterschiedlichen Commits, die Zeit zur Beantwortung von Aufgaben im
Vergleich zur statischen Darstellung des selben Aspektes?
FFevol3 Verringert die Nutzung einer repra¨sentierenden Animation der Struktur zur Dar-
stellung eines Historienaspektes, wie die unterschiedlichen Gro¨ßen von Klassen und
Methoden in unterschiedlichen Commits, den notwendigen Interaktionsumfang bei der
Beantwortung von Aufgaben im Vergleich zur statischen Darstellung?
8.4.2 Hypothesen
Fu¨r jede dieser Forschungsfragen ergeben sich somit eine Alternativ- und eine Nullhypothe-
se. Diese werden in Tabelle 8.5 dargestellt.
8.4.3 Einussfaktoren
Wie bereits in den anderen beiden Experimentteilen beschrieben, werden auch in diesem Teil
des Experiments die Einflussfaktoren mit Hilfe des Planungsframeworks bestimmt. Die In-
stanziierung des Planungsframeworks fu¨r den Experimentteil zur Historiendarstellung zeigt
Tabelle 8.4. Die Messung der Unterfaktoren des Faktors Nutzer wird dabei wieder durch den
Einfu¨hrungsfragebogen aus Abschnitt 8.1.2 abgedeckt. Die folgenden Abschnitte beschrei-
ben die fu¨r das Teilexperiment zur Historiendarstellung spezifischen Einflussfaktoren.
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Tabelle 8.5: Hypothesen des Historienexperiments
Alternativhypothese Nullhypothese
Hevol11: Die Nutzung einer repra¨sentie-
renden Animation der Struktur verringert
die Fehleranzahl bei der Lo¨sung von Auf-
gaben zur Historie
Hevol10: Die Nutzung einer repra¨sentie-
renden Animation der Struktur verringert
die Fehleranzahl bei der Lo¨sung von Auf-
gaben zur Historie nicht
Hevol21: Die Nutzung einer repra¨sentie-
renden Animation der Struktur verku¨rzt
die Zeit zur Lo¨sung von Aufgaben zur
Historie
Hevol20: Die Nutzung einer repra¨sentie-
renden Animation der Struktur verku¨rzt
die Zeit zur Lo¨sung von Aufgaben zur
Historie nicht
Hevol31: Die Nutzung einer repra¨sentie-
renden Animation der Struktur verringert
die beno¨tigten Interaktionen bei der
Lo¨sung von Aufgaben zur Historie
Hevol30: Die Nutzung einer repra¨sentie-
renden Animation der Struktur verringert
die beno¨tigten Interaktionen bei der
Lo¨sung von Aufgaben zur Historie nicht
Aufgaben
Auch zu der Visualisierung der Historie werden den Teilnehmern nacheinander drei Aufga-
ben pra¨sentiert.
Die drei Fragen sind:
1. In welchem Monat entsteht die Klasse Sidekiq.Stats?
2. In welchem Monat der Jahres 2015 werden die meisten Klassen gea¨ndert?
3. Was sind die 5 am ha¨ufigsten gea¨nderten Klassen?
Die erste Aufgabe soll somit die Erkennung eines Fakts innerhalb der Visualisierung tes-
ten und dem Teilnehmer den Einstieg in die Darstellung ermo¨glichen. Zur Hilfestellung fu¨r
die Teilnehmer wird die Klasse Sidekiq.Stats in Rot hervorgehoben. Diese Information
erhalten die Teilnehmer auch zusa¨tzlich als Text.
Fu¨r die Beantwortung der zweiten Aufgabe mu¨ssen wieder verschiedene Elemente mit-
einander in Beziehung gesetzt und ihre Eigenschaften verglichen werden. In diesem Fall
sind dies die Commits. Der Modus fu¨r die ersten beiden Fragen ist der gleiche wie bei den
anderen Experimentteilen.
Fu¨r die dritte Aufgabe wird ebenfalls das Inbeziehungsetzen und zusa¨tzlich die Sortierung
von Elementen beno¨tigt. Die Elemente sind hier aber die Klassen, deren Einzelhistorie fu¨r
die Beantwortung u¨berblickt werden muss. Bei der dritten Frage wird dem Probanden wie in
den anderen Experimentteilen einmal eine Mehrfachauswahl angezeigt. Diese entha¨lt neben
den fu¨nf korrekten Antworten vier Distraktoren. Die korrekten Antworten und die Distrak-
toren wurden fu¨r diese Frage bestimmt, indem eine Liste der Klassen gebildet und nach der
Anzahl der A¨nderungen sortiert wurde. In dieser wurde dann zuna¨chst ein natu¨rlicher Sprung
gesucht, um die korrekten und inkorrekten Antworten gegeneinander abzugrenzen. Dadurch
wurde die Zahl an korrekten Antworten ermittelt. Danach wurde ein weiterer solcher Sprung
als Grenze zwischen den Distraktoren und den nicht genannten Mo¨glichkeiten gesucht, um
die Anzahl der Distraktoren zu ermitteln.
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Vertrautheit mit dargestelltem System gemessen
Vertrautheit mit Tools gemessen
Aufgabe
Problem T1: In welchem Monat entsteht die Klasse konstant
Sidekiq.Stats?
T2: In welchem Monat des Jahres 2015 werden die konstant
meisten Klassen gea¨ndert? konstant
T3: Was sind die 5 am ha¨ufigsten gea¨nderten konstant
Klassen?
Operation T1: Wert erkennen konstant
T2: Wert erkennen, abgeleiteten Wert berechnen, konstant
Extremwert finden




Typ Git-Repository; Quellcode: Ruby konstant
Gro¨ße 3092 Commits, 3434 Zeilen Code aktuell konstant
Aspekt Historie konstant
Darstellung
Dimensionalita¨t Inha¨rentes 3D konstant
Technik adaptierte Recursive-Disk 6.2.3 konstant
Datendarstellung Kontrollgruppe: keine Animation, Gro¨ße Klassen variiert
und Methoden pro Commit auf z-Achse abgetragen;
Experimentalgruppe: repra¨sentierende Animation,
Layoutadaption, Zeit auf Entwicklungszeit gemappt
Navigation &
Interaktion
Technik U¨bersicht, Zoom, Details auf Abruf; zusa¨tzlich bei variiert
Experimentalgruppe: Start, Stopp, Geschwindigkeit










Das dargestellte Softwareartefakt ist der Inhalt eines Git-Repositories einer Ruby-Bibliothek
namens Sidekiq (https://github.com/mperham/sidekiq). Sidekiq ist eine Bibliothek
zum effizienten Ausfu¨hren von Hintergrundprozessen in Threads. Das Git-Repository von
Sidekiq entha¨lt aktuell 3092 Commits. Dieses Git-Repository wurde mit Hilfe des in Ab-
schnitt 4.2.3 gezeigten Verfahrens in ein Hismo-Modell u¨berfu¨hrt. Um das Modell fu¨r die
Probanden klein und handhabbar zu halten wurde nur jeder 400. Commit ausgecheckt und
die Struktur zum Zeitpunkt dieses Commits extrahiert. Die Liste der ausgecheckten Commits
ist in Anhang B dargestellt.
Der aktuelle Codestand von Sidekiq besteht aus 52 Klassen und 410 Methoden mit 3434
Codezeilen.
Interaktion
Die den Teilnehmern zur Verfu¨gung gestellte Interaktion entspricht weitestgehend den Mo¨g-
lichkeiten aus dem Experimentteil zur Verhaltensdarstellung. Die Teilnehmer in der Experi-
mentalgruppe erhalten also die Mo¨glichkeit, auf die Geschwindigkeit der Animation Einfluss
zu nehmen. Die Teilnehmer, die der Kontrollgruppe zugewiesen sind, sehen keinen Regler
fu¨r die Beeinflussung der Animation, da die Szene, die ihnen gezeigt wird, statisch ist. Die
Parameter fu¨r den Schieberegler zur Beeinflussung der Animation sind identisch mit denen
aus dem Experimentteil zur Verhaltensvisualisierung.
Als Unterschied zu den vorangegangenen Teilen wurde den Teilnehmern in der statischen
Variante beim Anklicken der Darstellung eines Objektes zusa¨tzlich zum vollqualifizierten
Namen der zugeho¨rige Commit angezeigt. Den Teilnehmern der Experimentalgruppe wird
der Commit, der aktuell dargestellt wird, automatisch im Head-Up-Display angezeigt. Ihnen
wird beim Klick auf die Elemente der Szene nur der vollqualifizierte Name im Head-Up-
Display pra¨sentiert.
Die u¨brige Interaktion ist gleich, die Mo¨glichkeiten entsprechen somit denen, die die Teil-
nehmer auch in den anderen beiden Experimentteilen zur Verfu¨gung haben.
8.5 Ergebnisse des Experiments
Fu¨r die Teilnahme am Experiment konnten 22 Teilnehmer gewonnen werden. Die Probanden
wurden sowohl aus dem universita¨ren Umfeld (Studenten und Doktoranden) als auch aus der
Praxis akquiriert.
Abbildung 8.1 zeigt die grundlegenden demographischen Daten der Teilnehmer. Die Teil-
nehmer waren zum Zeitpunkt des Experiments zwischen 19 und 46 Jahre alt, der Großteil
gab ein Alter zwischen 30 und 40 an. Die Abbildung zeigt auch, dass die Bandbreite der Bil-
dungsabschlu¨sse der Teilnehmer sehr groß ist. Die Abschlu¨sse sind zudem recht gleichma¨ßig




































Abbildung 8.1: Verteilung des Alters, des Geschlechts und des Bildungsabschlusses
der Teilnehmer
Abbildung 8.2 zeigt die Ergebnisse der Fragen zur Programmiererfahrung der Teilneh-
mer. 59,1% der Teilnehmer gaben an, mehr als 5 Jahre allgemeine Programmiererfahrung
zu haben. Es gab keine Probanden, die keine Programmiererfahrung hatten. Demgegenu¨ber
war der Anteil der Teilnehmer, die Erfahrung in der Ruby-Programmierung hatten, deutlich

























als Bestandteil des Berufs
Erstellung von Ruby-Software











Ja, aber nicht häufig
Ja, häufig
Abbildung 8.3: Programmierung allgemein und mit Ruby als Bestandteil des Berufs
der Teilnehmer
ist die Programmiererfahrung mit Ruby fu¨r die Zwecke des Experiments zweitrangig, da die
Darstellungen von der Programmiersprache abstrahieren.
In Abbildung 8.3 ist dargestellt, ob und in welchem Umfang die Teilnehmer in ihrem Beruf
mit Programmierung allgemein und mit Ruby speziell arbeiten. Der gro¨ßte Teil der Teilneh-
mer (95,5%) kommt im Arbeitsalltag mit der Entwicklung von Software in Beru¨hrung. Fu¨r
72,7% ist die Softwareentwicklung ein ha¨ufiger Bestandteil der beruflichen Ta¨tigkeit. Bei
den Studenten wurde hierbei das Studium als Beruf angesehen. Die Entwicklung mit Ruby
wiederum gaben nur 40,9% der Teilnehmer als Bestandteil ihres Berufs an.
Erfahrung in der Betrachtung
von Softwarevisualisierungen





















Abbildung 8.4: Erfahrung der Teilnehmer mit Softwarevisualisierungen, X3DOM und der
Recursive-Disk-Metapher von Mu¨ller und Zeckzer (2015b)
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Zum Abschluss des Einfu¨hrungsfragebogens wurde nach der Erfahrung der Teilnehmer
mit Visualisierungen gefragt (Abbildung 8.4). Hierbei gaben 40,9% der Teilnehmer an, kei-
ne Erfahrung in der Betrachtung von Softwarevisualisierungen, egal welcher Art, zu haben.
Viel Erfahrung beim Betrachten von Softwarevisualisierungen hatten nur 13,6% der Teil-
nehmer. Ebenfalls wenig Erfahrung hatten die Probanden mit der Betrachtung von X3DOM-
Szenen. Nur 22,7% hatten Erfahrung mit der Betrachtung solcher Darstellungen. Auch auf
die Frage nach der Kenntnis der Recursive-Disk-Metapher von Mu¨ller und Zeckzer (2015b)
antworteten nur 18,2% der Teilnehmer mit Ja.
Zusa¨tzlich wurde abgefragt, ob die Teilnehmer Kenntnis der Quellcodes der visualisier-
ten Ruby-Programme Reek, Prawn und Sidekiq haben. Keiner der Probanden gab an, den
Quellcode von einem oder mehreren dieser Programme zu kennen.
8.5.1 Ergebnisse Teilexperiment Strukturdarstellung
Im Teilexperiment zur Strukturdarstellung wies der Evaluationsserver zwo¨lf Probanden der
Experimentalgruppe, die die animierte Variante sahen, und zehn Probanden der Kontroll-
gruppe zu, denen die statische Variante der Darstellung pra¨sentiert wurde. Tabelle 8.7 zeigt
die deskriptiven Statistiken des Teilexperiments. Die Experimental- und die Kontrollgruppe
wurden fu¨r jeden Parameter jedes Teilexperiments mit dem Mann-Whitney-U-Test vergli-
chen. Fu¨r all diese Untersuchungen wurde ein Signifikanzniveau a = 0,05 festgelegt.
Der erste untersuchte Parameter war die summierte Anzahl an Fehlern bei der Beantwor-
tung der drei Fragen des Teilexperiments. Bei den ersten beiden Fragen wurde den Probanden
jeweils maximal dreimal ein Freitextfeld gezeigt, danach eine Auswahl. Sollten die Teilneh-
mer auch mit der Auswahl nicht die richtige Antwort gefunden haben, wurde fortgefahren.
Somit ergibt sich eine maximale Fehleranzahl von jeweils vier Fehlern fu¨r die ersten bei-
den Fragen. Bei der dritten Frage wurde eine Mehrfachauswahl verwendet. Hier wurde bei
die Anzahl der nicht gefundenen richtigen Antworten als Fehleranzahl definiert, womit sich
maximal vier mo¨gliche Fehler ergeben. Somit war die Maximalzahl der Fehler auf zwo¨lf
begrenzt.
Fehleranzahl Zeit in s Interaktionswert
statisch dynamisch statisch dynamisch statisch dynamisch
Anzahl 10 12 10 12 5 8
Minimum 2 0 304,5 170,6  0,39  0,47
Maximum 6 9 994,6 1106,7 1,97 0,43
Median 3,50 2 571,3 426,9  0,32  0,40
Durchschnitt 3,70 2,33 573,1 526,8 0,11  0,18
Standard- 1,57 2,42 209,7 314,6 0,82 0,39
abweichung
mittlerer Rang 14,65 8,88 12,60 10,58 8,13 5,20
Tabelle 8.7: Deskriptive Statistik Strukturexperiment
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Der mittlere Rang der Experimentalgruppe lag bei 8,88, der der Kontrollgruppe bei 14,65.
Die Mediane der beiden Gruppen waren Medianstruc,err,dyn = 2 und Medianstruc,err,stat = 3;50.
Die Auswertung ergab, dass die Experimentalgruppe im Vergleich zur Kontrollgruppe statis-
tisch signifikant weniger Fehler machte (Ustruc = 28,50, pstruc = 0,02068, Zstruc = -2,04408,
rstruc = 0,4358). Die Effektsta¨rke rstruc deutet auf einen mittleren Effekt hin. Somit kann die
Nullhypothese Hstruc10 verworfen und die Alternativhypothese Hstruc11 akzeptiert werden.
Fu¨r jeden Teilnehmer wurde zusa¨tzlich die fu¨r die finale Beantwortung aller drei Fragen
beno¨tigte Zeit gemessen. Die Mediane der beiden Gruppen lagen fu¨r diesen Parameter bei
Medianstruc,time,dyn = 426,923 s und Medianstruc,time,stat = 571,291 s. Der durchschnittliche
Rang betrug 10,58 in der Experimentalgruppe und 12,60 bei der Kontrollgruppe. Die Un-
tersuchung mittels des Mann-Whitney-U-Tests zeigte fu¨r diesen Parameter keine signifikan-
ten Unterschiede zwischen Experimental- und Kontrollgruppe (Ustruc,time = 49, Zstruc,time =
 0,73, pstruc,time = 0,2451). Die Nullhypothese Hstruc20 kann also nicht verworfen werden.
Um die Interaktion zwischen Experimental- und Kontrollgruppe zu vergleichen, wur-
den die drei gemessenen Interaktionsparameter (Anzahl Klicks, Zeit mit gedru¨ckter linker
Maustaste und Anzahl des Zuru¨cksetzens der Szene) studentisiert und aus diesen Werten
wurde fu¨r jeden Teilnehmer der Mittelwert gebildet. Durch ein technisches Problem mit der
Persistierung der Interaktionsparameter, das erst im Laufe des Experiment entdeckt und be-
hoben werden konnte, wurden leider nur die Werte der letzten 13 Probanden gespeichert. Der
Evaluationsserver ordnete fu¨nf Teilnehmer der Experimental- und acht Teilnehmer der Kon-
trollgruppe zu. Die Mediane betragen Medianstruc,int,dyn =  0,40 und Medianstruc,int,stat =
 0,32. Fu¨r die Interaktion betra¨gt der durchschnittliche Rang der Experimentalgruppe 5,20,
der der Kontrollgruppe 8,13. Die Unterschiede zwischen Experimental- und Kontrollgrup-
Abbildung 8.5: Subjektive Einscha¨tzung der Strukturdarstellungen durch die Teilnehmer
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pe sind fu¨r diesen Parameter statistisch nicht signifikant (Ustruc,int = 11, Zstruc,int =  1,32,
pstruc,int = 0,10749). Somit ist auch das Verwerfen der Nullhypothese Hstruc30 nicht mo¨glich.
Nach dem Betrachten der Strukturdarstellung wurden die Teilnehmer gebeten, die gesehe-
ne Szene einzuscha¨tzen. Abbildung 8.5 zeigt die durchschnittlichen subjektiven Einscha¨tzun-
gen der Teilnehmer. Wie die Abbildung zeigt, scha¨tzten die Teilnehmer die animierte Dar-
stellung in den meisten abgefragten Parametern positiver ein. Nur in den Wortpaaren ,,nicht
vorzeigbar – vorzeigbar“ und ,,verwirrend – u¨bersichtlich“ bewerteten die Probanden die
statische Darstellung positiver als die dynamische. Die hervorstechenden Unterschiede in
der Bewertung durch die Teilnehmer sind, dass die animierte Darstellung als deutlich muti-
ger, neuartiger und originell eingescha¨tzt wurde.
8.5.2 Ergebnisse Teilexperiment Verhaltensdarstellung
Fu¨r die Auswertung der Parameter des Teilexperiments zur Verhaltensdarstellung wurde
ebenfalls der Mann-Whitney-U-Test eingesetzt. Auch das Signifikanzniveau von a = 0,05
wurde fu¨r alle Parameter des Teilexperiments beibehalten.
Wie im Teilexperiment zur Strukturdarstellung wies der Evaluationsserver zwo¨lf Proban-
den der Experimentalgruppe zu. Die u¨brigen zehn Probanden wurden der Kontrollgruppe
zugewiesen. Tabelle 8.8 zeigt die verschiedenen deskriptiven Statistiken dieses Teilexperi-
ments.
Die maximal mo¨gliche Fehleranzahl fu¨r diesen Experimentteil lag bei dreizehn.
Die Mediane der beiden Gruppen lagen fu¨r die Fehleranzahl bei Medianbehav,err,dyn = 3
und Medianbehav,err,stat = 0. Der mittlere Ra¨nge der Kontrollgruppe lag bei 7,30, der der
Experimentalgruppe bei 15,00. Wie die mittleren Ra¨nge vermuten lassen, zeigt die Un-
tersuchung mittels des Mann-Whitney-U-Tests starke statistisch signifikante Unterschiede
zwischen Experimental- und Kontrollgruppe (Ustruc,err = 18, Zstruc,err = 2,73643, pstruc,err =
0,00307, rstruc,err = 0,583). Die Teilnehmer machten also deutlich weniger Fehler bei der
statischen Darstellung. Dieses Ergebnis la¨sst nicht zu, die Nullhypothese zu verwerfen. Viel-
mehr ist anzunehmen, dass die Alternativhypothese Hbehav11 abzulehnen ist.
Fehleranzahl Zeit in s Interaktionswert
statisch dynamisch statisch dynamisch statisch dynamisch
Anzahl 10 12 10 12 7 6
Minimum 0 0 140,2 296,2  0,63  0,43
Maximum 2 6 637,9 1083,6 1,39 0,42
Median 0 3 321,6 661,5  0,05  0,19
Durchschnitt 0,60 3,08 319,0 720,3 0,09  0,11
Standard- 0,84 2,15 146,4 251,7 0,76 0,33
abweichung
mittlerer Rang 7,30 15,00 6,40 15,75 6,86 7,17
Tabelle 8.8: Deskriptive Statistik Verhaltensexperiment
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Ein a¨hnliches Ergebnis wie bei der Fehleranzahl, zeigt sich beim Zeitbedarf. Hierbei
lagen die Gruppenmediane bei Medianbehav,err,dyn = 661 s und Medianbehav,err,stat = 321 s.
Der mittlere Rang der Experimentalgruppe fu¨r diesen Parameter war 15,75, der der Kon-
trollgruppe 6,40. Auch hier zeigt der Mann-Whitney-U-Test statistisch signifikante Unter-
schiede zwischen Experimental- und Kontrollgruppe (Ustruc,time = 9,00, Zstruc,time = 3,32987,
pstruc,time = 0,00043, rstruc,time = 0,7099). Der Parameter rstruc,time zeigt einen starken Effekt.
Folgerichtig wird auch hier die Nullhypothese Hbehav20 nicht verworfen und es sollte eher
angenommen werden, dass die Alternativhypothese Hbehav11 unzutreffend ist.
Anders als bei der Fehleranzahl und dem Zeitbedarf fu¨r die Beantwortung der Fragen zur
Verhaltensdarstellung, zeigt die Untersuchung der Interaktionswerte der Teilnehmer keine
statistisch signifikanten Unterschiede (Ustruc,time = 20, Zstruc,time =  0,07143, pstruc,time =
0,4721). Der Evaluationsserver hat von den 13 Teilnehmern, deren Interaktionsparameter
persistiert wurden, sechs Teilnehmer der Experimentalgruppe zugelost und sieben der Kon-
trollgruppe. Die beiden Gruppenmediane lagen bei Medianbehav,err,dyn =  0,19 und
Medianbehav,err,stat =  0,05 Der Median der Interaktion war fu¨r die Teilnehmer, die die ani-
mierte Variante der Darstellung sahen, war also geringer. Der durchschnittliche Rang der
Experimentalgruppe ist aber mit 7,17 ho¨her als der der Kontrollgruppe mit 6,86.
Obwohl die Ergebnisse auf eine Unterlegenheit der animierten Darstellung in diesem Teil-
experiment hindeuten, zeigt die Einscha¨tzung der Erfahrung der Teilnehmer mit den unter-
schiedlichen Szenen (Abbildung 8.6), dass die Teilnehmer dennoch ein weitgehend positives
Bild der animierten Darstellung haben. Nur bei den fu¨nf Wortpaaren ,,kompliziert – einfach“,
,,herausfordernd – harmlos“, ,,minderwertig – wertvoll“, ,,nicht vorzeigbar – vorzeigbar“,
,,phantasielos – kreativ“ und ,,unberechenbar – voraussagbar“ wurde die statische Darstel-
lung von den Teilnehmern als positiver eingescha¨tzt. Dieses Ergebnis zeigt aber auch, wo die
Abbildung 8.6: Subjektive Einscha¨tzung der Verhaltensdarstellungen durch die Teilnehmer
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Teilnehmer Probleme mit der animierten Verhaltensdarstellung sehen. Diese liegen vorwie-
gend im Bereich der U¨bersicht und der Entlastung des Arbeitsgeda¨chtnisses der Teilnehmer.
8.5.3 Ergebnisse Teilexperiment Historiendarstellung
Auch im dritten Teilexperiment wurden die Vergleiche der verschiedenen Parameter zwi-
schen Experimental- und Kontrollgruppe mit dem Mann-Whitney-U-Test durchgefu¨hrt. Der
Experimentalgruppe, der die animierte Darstellung gezeigt wurde, wurden dreizehn Proban-
den zugeteilt. Neun Probanden wurden vom Evaluationsserver der Kontrollgruppe zugewie-
sen. Als Signifikanzniveau wurde erneut a = 0,05 festgelegt. Die verschiedenen deskriptiven
Statistiken des Teilexperiments zeigt Tabelle 8.9.
Der Modus der Fragen ließ im Teilexperiment zur Historiendarstellung maximal dreizehn
Fehler zu. Fu¨r die Fehleranzahl der Probanden zeigt der Mann-Whitney-U-Test keine signifi-
kanten Unterschiede (Uevol,err = 54,50, Zevol,err =  0,27, pevol,err = 0,40905).
Die Mediane fu¨r die beiden Gruppen liegen fu¨r diesen Parameter bei Medianevol,err,dyn = 3
und Medianevol,err,stat = 3. Der mittlere Rang fu¨r die Gruppe, die die animierte Darstellung
gezeigt bekam, liegt bei 11,19. Fu¨r die Kontrollgruppe ist der mittlere Rang 11,94. Fu¨r diesen
Parameter kann also die Nullhypothese Hevol10 nicht verworfen werden.
Demgegenu¨ber zeigte sich bei der Untersuchung des Zeitbedarfs, dass die Teilnehmer
signifikant weniger Zeit fu¨r die finale Beantwortung der Fragen beno¨tigten (Uevol,time = 24,
Zevol,time = 2,27, pevol,time = 0,0116, revol,time = 0,48). Der Wert fu¨r revol,time kennzeichnet
eine mittlere Effektsta¨rke. Die Mediane fu¨r die beiden Gruppen unterscheiden sich deutlich
mit 362,7 fu¨r die Experimental- und 706,8 fu¨r die Kontrollgruppe. Der mittlere Rang lag bei
der Gruppe, die die animierte Szene pra¨sentiert bekam, bei 8,85 und bei der Gruppe, die die
statische Szene betrachtete, bei 15,33. Somit kann die Nullhypothese Hevol20 verworfen und
die Alternativhypothese akzeptiert werden.
Die Interaktionsparameter konnten von sieben Teilnehmern in der Experimentalgruppe
und sechs Teilnehmern in der Kontrollgruppe erhoben werden. Bei diesem Teilexperiment er-
gab der Vergleich dieses Parameters keine signifikanten Unterschiede (Uevol,int = 16, Zevol,int =
 0,64, pevol,int = 0,26109), obwohl die Mediane einen gewissen Vorteil fu¨r die animierte
Fehleranzahl Zeit in s Interaktionswert
statisch dynamisch statisch dynamisch statisch dynamisch
Anzahl 9 13 9 13 6 7
Minimum 1 1 200,3 258,9  1,56  1,31
Maximum 4 5 982,4 585,9 4,64 0,28
Median 3 3 706,8 362,7 0,01  0,59
Durchschnitt 2,89 2,85 653,2 375,3 0,45  0,38
Standard- 1,27 1,21 264,8 95,4 2,23 0,63
abweichung
mittlerer Rang 11,94 11,19 15,33 8,85 7,83 6,29
Tabelle 8.9: Deskriptive Statistik Historienexperiment
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Abbildung 8.7: Subjektive Einscha¨tzung der Historiendarstellungen durch die Teilnehmer
Darstellung mit  0,59 gegenu¨ber der statische Darstellung ( 0,01) zeigen. Die mittleren
Ra¨nge betrugen 6,29 fu¨r die Experimental- und 7,83 fu¨r die Kontrollgruppe. Diese Ergebnis-
se lassen ein Verwerfen der Nullhypothese Hevol30 jedoch nicht zu.
Abbildung 8.7 zeigt die subjektive Bewertung der in diesem Teilexperiment gezeigten
Szenen durch die Teilnehmer. Sie zeigt ein a¨hnliches Bild, wie bei den vorangegangenen
Teilexperimenten. Die Teilnehmer scha¨tzen die dynamische Variante als herausfordernder
(Wortpaar ,,herausfordernd – harmlos“), technischer (Wortpaar ,,technisch – menschlich“)
und vorsichtiger (Wortpaar ,,vorsichtig – mutig“) ein. Fu¨r die u¨brigen Wortpaare tendierten
die Probanden fu¨r die Bewertung der dynamischen Darstellung eher zum positiv konnotierten
Begriff, als dies bei der statischen Darstellung der Fall war.
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9 Diskussion der Ergebnisse des Experiments
Dieses Kapitel analysiert und interpretiert die Ergebnisse des Experiments, das Antworten
auf verschiedene Fragestellungen lieferte. Eine dieser Fragestellungen war, ob der Einsatz
des Evaluationsservers fu¨r die Durchfu¨hrung eines kontrollierten Experiments vorteilhaft
ist. Inwiefern sich der Einsatz des Evaluationsserver wa¨hrend der Durchfu¨hrung des Expe-
riments bewa¨hrt hat, diskutiert Abschnitt 9.1. In Abschnitt 9.2 werden die Ergebnisse des
Experiments im Bezug auf die Effizienz und Effektivita¨t von animierten Softwarevisualisie-
rungen dargelegt. Dabei werden auch die Erfolgsfaktoren fu¨r den Einsatz von Animation in
Softwarevisualisierungen aus den Ergebnissen abgeleitet.
9.1 Eignung des Evaluationsservers
Insgesamt war der Einsatz des Evaluationsservers fu¨r das durchgefu¨hrte Experiment sehr
vorteilhaft. Das gro¨ßte Problem war die nicht funktionierende Persistierung der Interakti-
onsparameter bei den ersten Teilnehmern. Nach der Entdeckung konnte es rasch behoben
werden.
Der Evaluationsserver ist weiterhin in der Entwicklung. In den folgenden Abschnitten
werden dementsprechend mo¨gliche Erweiterungsmo¨glichkeiten dargestellt.
9.1.1 Einuss des Evaluationsservers auf Aspekte der Planung
Es kann konstatiert werden, dass der Evaluationsserver die Zusammenstellung des Experi-
ments stark vereinfachte. So wurde beispielsweise aufgrund eines Hinweises eines Teilneh-
mers der Pilotstudie, die Struktur des Experiments dahingehend vera¨ndert, dass der Aus-
wertungsfragebogen nach jeder Szene angezeigt wurde. Diese A¨nderung konnte mit dem
Evaluationsserver schnell durchgefu¨hrt werden, da die Fragen bereits angelegt waren und
nur der Fragebogen dupliziert werden musste. Auch der Test des Experiments durch den
Versuchsleiter war mit dem Evaluationsserver sehr einfach mo¨glich. Durch die Anmerkung
eines Teilnehmers der Pilotstudie wurde zudem die Gruppierung von Experimentalschrit-
ten als Option in den Evaluationsserver u¨bernommen. Diese Mo¨glichkeit vereinfachte die
Beschreibung der Szenen fu¨r die Teilnehmer. Zuvor wurden aufgrund der linearen Experi-
mentstruktur den Probanden die Beschreibungen sowohl der statischen als auch der animier-
ten Darstellung gezeigt. Mit der A¨nderung war es mo¨glich, den Teilnehmern ausschließlich
die Beschreibung der Szene anzuzeigen, die sie im Folgeschritt auch tatsa¨chlich sahen. Nach
der Pilotstudie wurde drei Darstellungen angepasst. Die statische Verhaltensdarstellung wur-
de vor dem Experiment nochmals angepasst, um eine bessere Differenzierung der einzelnen
Aufrufe zu ermo¨glichen. Zudem zeigten die beiden im Experiment verwendeten Historien-
darstellungen auch weniger Commits, als die Szenen in der Pilotstudie. Dies diente dazu, den
Zeitbedarf fu¨r die Beantwortung der Fragen zu verringern. Der Evaluationsserver ermo¨glich-
te somit eine hohe Anpassungsfa¨higkeit und Flexibilita¨t des Experiments.
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Verbesserungsbedarf besteht vor allem bei der Benutzungsoberfla¨che fu¨r die Erstellung
der Fragen, Fragebo¨gen und Experimentreihenfolgen. Die Erstellung der Fragen sollte fu¨r die
Zukunft dahingehend vereinfacht werden, dass die Mo¨glichkeiten fu¨r Antwortalternativen
weniger ungenutzte Optionen anzeigen. Zudem wa¨re es wu¨nschenswert, wenn die Fragen in
unterschiedlichen Experimenten mit unterschiedlichen Antwortmodi versehen werden ko¨nn-
ten. Die Benutzungsoberfla¨che zur Erstellung von Fragebo¨gen und Experimentreihenfolgen
entspricht aktuell zwar den Anforderungen, aber die Intuitivita¨t, wie die einzelnen Fragen
und Schritte in die Fragebo¨gen beziehungsweise Experimente einzufu¨gen sind, ko¨nnte in
Zukunft noch verbessert werden. Wu¨nschenswert wa¨re an dieser Stelle eine Assistenzfunk-
tion, welche den Ersteller eines Experiments durch den Prozess leitet.
9.1.2 Einuss des Evaluationsservers auf die Experimentdurchfuhrung
Auch auf die Durchfu¨hrung des Experiments hatte der Evaluationsserver positive Einflu¨sse.
Vor allem vereinfachte und vereinheitlichte der Evaluationsserver die Instruktion der Pro-
banden. Die Anwesenheit des Versuchsleiters zur Kontrolle des reibungslosen Experimenta-
blaufs und fu¨r Nachfragen war dennoch von Vorteil.
Die gro¨ßte positive Auswirkung auf die Durchfu¨hrung hatte aber die Ausfu¨hrung des Eva-
luationsservers auf dem Notebook, auf dem die Probanden das Experiment durchfu¨hrten.
Diese Portabilita¨t ermo¨glichte es, das Experiment einfach an unterschiedlichen Orten durch-
zufu¨hren. So mussten die Teilnehmer keine weiten Wege auf sich nehmen, was die Akquise
stark vereinfachte. Durch den lokalen Einsatz des Evaluationsservers auf dem Experimen-
talrechner konnten zusa¨tzlich Probleme mit der fehlenden Vergleichbarkeit von Hard- und
Software vermieden werden, die bei einem internetbasierten Einsatz des Evaluationsservers
aufgetreten wa¨ren.
Fu¨r den Einsatz des Evaluationsservers im Internet sind weitere Anpassungen des Servers
und auch des Experiments no¨tig. So wurde beispielsweise fu¨r das Experiment der Vollbild-
modus von Chrome genutzt. Dieser Modus wurde fu¨r jeden Probanden vor der Durchfu¨hrung
vom Untersuchungsleiter aktiviert. Im internetbasierten Betrieb muss die Aktivierung vom
Teilnehmer selbst durchgefu¨hrt werden, da die Sicherheitsrichtlinien aktueller Browser das
Umschalten auf den Vollbildmodus ohne Nutzereingriff unterbinden. Ob ein Teilnehmer den
Vollbildmodus tatsa¨chlich aktiviert, muss zusa¨tzlich gepru¨ft werden. Diese Pru¨fung ist ak-
tuell nicht implementiert. Ein weiterer problematischer Punkt ist die Responsibilita¨t der Be-
nutzungsoberfla¨che des Evaluationsservers auf verschiedene Monitorauflo¨sungen. Das ver-
wendete Bootstrap-Framework kann die Anpassung an unterschiedliche Auflo¨sungen ein-
fach vornehmen. Die eingebettet angezeigten Szenen haben aktuell aber eine fest vorein-
gestellte Auflo¨sung. Die gewa¨hlte Auflo¨sung wurde vor dem Experiment an die Auflo¨sung
des Experimentalrechners angepasst. Fu¨r einen internetbasierten Einsatz mu¨sste anhand der
Auflo¨sung beim Teilnehmer der Wert angepasst werden, damit eine nahtlose Darstellung
ohne Rollbalken gewa¨hrleistet werden kann. Des Weiteren ist auch der Einsatz unterschied-
licher Browser und Browserversionen bei den Probanden schwierig vorauszusehen. Das Ex-
210
periment muss beim internetbasierten Einsatz mindestens fu¨r die meistgenutzten Browser-
versionen getestet werden. Zudem muss eine Ru¨ckmeldemo¨glichkeit fu¨r die Teilnehmer vor-
gesehen werden, sodass diese Schwierigkeiten melden ko¨nnen. Die Javascript-Ausfu¨hrungs-
umgebungen der unterschiedlichen Browser sind unterschiedlich performant und zusa¨tzlich
hat auch die Hardware großen Einfluss auf die Performanz. Die Gesamtperformanz des vom
Teilnehmer eingesetzten Systems kann nur mit gro¨ßerem Aufwand im Browser gemessen
werden, zudem steht die Implementierung der Funktionalita¨t zur Speicherung dieser Mess-
werte noch aus. Auch weitere durch Webanwendungen aktuell nicht messbare Einflussfak-
toren existieren, wie zum Beispiel die Farbeinstellung des verwendeten Monitors oder seine
Helligkeit. Ein internetbasierter Einsatz kann somit die Anforderungen an ein streng kontrol-
liertes Experiment nicht erfu¨llen. Fu¨r Feldstudien im Internet jedoch ist der Evaluationsser-
ver aller Voraussicht nach gut geeignet.
9.1.3 Einuss des Evaluationsservers auf die Experimentauswertung
Ein Punkt, in dem der Evaluationsserver dem Durchfu¨hrenden nur geringe Unterstu¨tzung
anbietet, ist die Auswertung eines Experiments. Sie wird insofern unterstu¨tzt, als dass der
Evaluationsserver die Ergebnisse aufbereitet als kommaseparierte Textdateien zur Verfu¨gung
stellt. Durch die Interoperabilita¨t des Formats konnten die Antworten der Teilnehmer, die
beno¨tigten Zeiten und die Interaktionsparameter einfach gespeichert und in die zur Auswer-
tung genutzte Software u¨bertragen werden.
Die vom Evaluationsserver ausgegebenen Daten wurden fu¨r die einzelnen Auswertun-
gen noch mit Hilfe einer Tabellenkalkulation gefiltert. Der Ansatz ermo¨glicht eine sehr freie
Filterung der Daten mit dem kompletten Funktionsumfang einer Tabellenkalkulation. Die
dadurch notwendigen Importe und Exporte in unterschiedliche Programme fu¨hren allerdings
unno¨tige Fehlerquellen ein. Der Autor plant deshalb fu¨r die Zukunft, zuna¨chst die Filter-
funktionen, die noch mit externen Programmen durchgefu¨hrt werden mussten, in den Eva-
luationsserver einzubauen. Dies soll es ermo¨glichen, die Daten aus dem Evaluationsserver
direkt in ein Statistikprogramm zu laden. Als Fernziel kann angesehen werden, verschiedene
Mo¨glichkeiten zur Auswertung der Experimente direkt im Evaluationsserver zu implemen-
tieren.
9.2 Ezienz und Eektivitat von animierten Softwarevisualisierungen
Die Ergebnisse des Experiments sind ambivalent. Die Auswertungen einzelner Parameter
deuten unter gewissen Voraussetzungen auf einen Vorteil des Einsatzes von Animationen
hin. Verschiedene andere Auswertungen zeigen zum Teil deutliche Vorteile der statischen
Darstellungen. Anders als die Antwort ,,Zweiundvierzig“ (Adams, 2009) von Deep Thought
,,auf die große Frage nach dem Leben, dem Universum und allem“ (Adams, 2009) zeigen die
Auswertungen deutlich, dass Animation nicht die generelle Antwort auf die Frage ist, wie
Software bestmo¨glich visualisiert werden sollte. Es kann davon ausgegangen werden, dass
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verschiedene Aspekte von Animationen unterschiedliche, zum Teil kontra¨re, Einflu¨sse auf
die Effektivita¨t und Effizienz von Softwarevisualisierungen haben. So wirkt die Darstellung
im Zeitverlauf fu¨r den einzelnen Zustand vereinfachend, da nicht die gesamte Information
gleichzeitig dargestellt werden muss. Die Nutzer einer so animierten Visualisierung mu¨ssen
aber mehr Informationen in ihr Arbeitsgeda¨chtnis aufnehmen und von dort abrufen, was
nicht immer fehlerfrei gelingt. Da durch das Experiment nur wenige der mo¨glichen Anima-
tionsformen untersucht werden konnten, sollten zuku¨nftig auch weitere Formen, mo¨glichst
auch im Vergleich miteinander, untersucht werden.
9.2.1 Einsatz von dekorierenden Animationen
Beim Experimentteil, der sich mit der Strukturvisualisierung befasste, wurde eine dekorie-
rende Animation genutzt, um die Komplexita¨t darzustellen. Die Experimentalgruppe, die die
animierte Darstellung sah, machte dabei signifikant weniger Fehler als die Kontrollgruppe.
Die erste Frage, die hier gestellt wurde, betraf die Suche nach der komplexesten Metho-
de innerhalb der Szene, also einem einzelnen Objekt. Wird nur die Fehleranzahl auf diese
Frage betrachtet, ergibt sich ein Mittelwert von 0,667 fu¨r die statische Darstellung und von
0,2 fu¨r die dynamische Darstellung. Dies deutet darauf hin, dass fu¨r die letzten beiden Fra-
gen die dynamische Darstellung einen Vorteil brachte. Fu¨r die Beantwortung dieser beiden
Fragen mussten die Probanden die Werte der Methoden einer Klasse im Geist gruppieren
und summieren. Die Ergebnisse zeigen, dass den Probanden des Experiments diese kogni-
tive Gruppen- und Summenbildung mit der dynamischen Darstellung sicherer gelungen ist.
Dekorierende Animationen ko¨nnen also mindestens in der evaluierten Darstellungsvariante
effektiv zur Vermittlung von Informationen genutzt werden.
Die Untersuchungen sowohl des Zeitbedarfs als auch der Interaktion zeigten Vorteile fu¨r
die dynamische Darstellung zur Beantwortung der Fragen, auch wenn diese statistisch nicht
signifikant ausfielen. Diese fehlende statistische Signifikanz bei den auf die Effizienz hindeu-
tenden Parametern Zeitbedarf und Interaktionsmenge la¨sst keinen finalen Schluss hinsicht-
lich einer mo¨glichen Effizienzsteigerung zu. Die Ergebnisse deuten aber zumindest darauf
hin.
Die Vorteile der Animation zeigten sich im Kontext dieses Experiments vor allem in der
summierten Bewertung von Objektgruppen und bei der Komplexita¨tsreduktion. So konnten
die Werte fu¨r die dargestellte Metrik in der dynamischen Darstellung auf einen Blick betrach-
tet werden, wa¨hrend in der statischen Darstellung mit der Visualisierung interagiert werden
musste um die Werte zu erkennen. Hier sind weitere Untersuchungen notwendig, um zu eru-
ieren, ob die Vorteile der Animation auch im Vergleich mit alternativen statischen Darstel-
lungen, wie beispielsweise einer Darstellung der Komplexita¨t u¨ber die Farbe oder Luminanz,
bestehen bleiben. Mo¨glicherweise kann bei Aufgaben dieses Typs Animation eine erfolgver-
sprechende Alternative zu den traditionellen statischen Darstellungen sein. Ausstehend ist
hier die Untersuchung der weiteren mo¨glichen dekorierenden Animationen, zum Beispiel
das in gleicher Geschwindigkeit ausgefu¨hrte Anheben der Luminanz zu unterschiedlichen
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Maximalwerten oder die Animation anderer Parameter wie der Ho¨he oder der Farbe, um nur
einige zu nennen.
9.2.2 Einsatz von reprasentierenden Animationen
Die repra¨sentierenden Animationen nehmen einen großen Teil der Forschung zu Anima-
tionen in Visualisierungen ein. Abschnitt 3.4.5 der Literaturstudie zeigt deutlich, dass das
Verhalten in den untersuchten Beitra¨gen, der am ha¨ufigsten animierte Aspekt war. Die Er-
gebnisse des Experiments zeigen hier eine deutliche Ambivalenz auf, die auf jeden Fall na¨her
untersucht werden sollte. So zeigen die Ergebnisse des Verhaltensexperiments einen deutli-
chen Vorteil fu¨r die statische Darstellung. Sowohl bei der Effizienz und Effektivita¨t war die
animierte Verhaltensdarstellung der statischen Darstellung im Experimentteil zur Verhaltens-
visualisierung unterlegen. Ein Grund hierfu¨r kann sein, dass die gewa¨hlte Animation fu¨r den
Verhaltensaspekt nicht geeignet war. Um dies zu untersuchen, sollten die Verbesserungs-
potenziale fu¨r die verwendeten Animationen erforscht sowie weitere Animationsvarianten
erstellt und untersucht werden. Es besteht aber auch die Mo¨glichkeit, dass die Konzentra-
tion auf die Animation des Verhaltensaspektes innerhalb der Forschung eventuell einen fu¨r
animierte Darstellungen ungeeigneten Aspekt in den Fokus ru¨ckt und andere erfolgverspre-
chende Aspekte vernachla¨ssigt. Auch dies sollte in Zukunft untersucht werden.
Reprasentationsobjekte und einmalige dekorierende Animationen
zur Darstellung des Verhaltens
Die deutlich verringerte Fehlerrate und der ebenfalls deutlich verringerte Zeitbedarf der sta-
tischen Verhaltensdarstellung deutet stark darauf hin, dass repra¨sentierende Animationen zur
Darstellung des gewa¨hlten Verhaltensaspektes zumindest in der gewa¨hlten Darstellungsva-
riante eher ungeeignet ist. Fu¨r dieses Ergebnis ko¨nnen mehrere Faktoren verantwortlich ge-
macht werden.
Einen solchen Faktor stellt die erho¨hte Komplexita¨t bedingt durch die Notwendigkeit zur
Kontrolle der Animation dar. Anders als bei der statischen Darstellung mussten die Proban-
den neben der Navigation in einer dreidimensionalen Szene zusa¨tzlich auch die vierte Di-
mension kontrollieren. Eine Schwierigkeit wa¨hrend des Experiments stellte dabei dar, dass
die Teilnehmer nicht innerhalb der Szene zuru¨ckspringen konnten. Dies erho¨hte den Zeitbe-
darf deutlich, da sie die Szene nur von Beginn an starten konnten und bis zu der von Ihnen
gewu¨nschten Stelle vorspulen oder warten mussten.
Ein weiterer Faktor ist, dass die Animation den Punkt, auf den die Aufmerksamkeit der
Probanden gelenkt werden sollte, zum Teil in kurzer Zeit u¨ber eine große Distanz verschob.
Gerade wenn die Probanden in die Szene hinein navigierten, fu¨hrte dies des O¨fteren dazu,
dass der Punkt, auf den die Aufmerksamkeit gerichtet sein sollte, aus dem Blickfeld der Teil-
nehmer verschwand und die Teilnehmer dadurch wichtige Informationen nicht wahrnehmen
konnten. Durch die fehlende Mo¨glichkeit innerhalb der Szene zuru¨ckspringen oder die Zeit
ru¨ckwa¨rts laufen lassen zu ko¨nnen, wurde der Effekt dieses Faktors verscha¨rft. Bei gro¨ßeren
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und komplexeren Szenen, wie sie im Bereich der Softwareentwicklung und -wartung ha¨ufi-
ger anzutreffen sind, steigt die Wahrscheinlichkeit, den Fokus auf den notwendigen Punkt zu
verlieren, weiter an. Dies la¨sst den Effekt noch deutlich sta¨rker zu Tage treten. Dies ist mut-
maßlich auch der Grund, warum die Nutzung von Repra¨sentationsobjekten und einmaligen
dekorierenden Animation ha¨ufig im Bereich der Ausbildung zur Darstellung von Verhalten
genutzt wird. Die in diesem Bereich vorhandenen kompakten Darstellungen ermo¨glichen
es, im U¨berblick alle relevanten Bereiche zu sehen und so einfacher Animation folgen zu
ko¨nnen.
Der wohl wichtigste Faktor war die Notwendigkeit fu¨r die Probanden, die verschiedenen
Informationen zu memorieren, die durch die Animation vermittelt wurden. Vermutlich ist
vor allem die erho¨hte Fehleranzahl beim Einsatz von Animation hierauf zuru¨ckzufu¨hren.
Fu¨r das Memorieren der notwendigen Informationen war eine deutlich gro¨ßere kognitive
Leistung vonno¨ten, als es bei der statischen Darstellung der Fall war. Um die Fragen zu be-
antworten, konnten die Teilnehmer bei der statischen Darstellung ein Blickfeld einnehmen,
das es ihnen ermo¨glichte, auf einen Blick die relevanten Informationen zu erfassen. Bei der
dynamischen Darstellung war dies nicht mo¨glich. Die zu untersuchenden und zu betrach-
tenden Objekte waren zu klein und die Teilnehmer mussten an sie heran navigieren, um die
Objekte zielgenau mit der Maus zu treffen. Dies war notwendig, um den Namen der Objekte
zu erfahren.
Auf den ersten Faktor kann und sollte mit einer verbesserten Kontrolle der Interaktion
reagiert werden. Betrancourt (2005) weist deutlich auf diese Notwendigkeit einer geeigne-
ten Kontrolle der Animation hin, die den Probanden angebotene Kontrolle scheint hier nicht
ausreichend gewesen zu sein. Die beiden anderen Faktoren sind schwieriger zu adressieren.
Die Entwicklung kompakterer Darstellungen und darauf aufbauender verbesserter Anima-
tionen kann zu einer Abmilderung des Effekts des zweiten Faktors fu¨hren. Es ko¨nnte auch
zielfu¨hrend sein, einen Teil oder die gesamte Historie des gezeigten Verhaltens in der Dar-
stellung zu belassen. Ein Vorschlag eines Probanden zur Verbesserung der dynamischen Dar-
stellung war es, das Leuchten der aufgerufenen Methoden nur sehr langsam ausklingen zu
lassen. Eine andere vorgeschlagene A¨nderung war die Nutzung eines Schweifs am Repra¨sen-
tationsobjekt. Diese A¨nderungen ko¨nnten die Richtung, aus der das Repra¨sentationsobjekt
kommt, fu¨r die Nutzer der Visualisierung einfacher bestimmbar machen. Dadurch wa¨re es
mo¨glich, dass der Verlust des Punktes der notwendigen Aufmerksamkeit weniger schwer
wiegt und dass die Belastung des Geda¨chtnisses der Teilnehmer gesenkt wird.
Verandern von Strukturen zur Darstellung der Historie
Das Vera¨ndern von Strukturen kam beim Teilexperiment zur Historiendarstellung zum Ein-
satz. Die Fehleranzahl fu¨r diesen Teil war fu¨r Experimental- und Kontrollgruppe nahezu
identisch. Die Interaktion hingegen zeigte einen nicht signifikanten Vorteil fu¨r die animierte
Darstellung und der Zeitbedarf war in der Experimentalgruppe signifikant geringer. Fu¨r die-
ses Experiment kann also die dynamische Darstellung als vorteilhaft gesehen werden. Die
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sich stellende Frage ist, warum die Experimente bei diesem Teilexperiment sich so stark
von denen des Verhaltensexperiments unterscheiden. In beiden Fa¨llen wurden repra¨sentie-
rende Animationen genutzt. Somit sind grundsa¨tzlich die gleichen Einflu¨sse auf das Ergeb-
nis vorhanden, wie sie im vorangegangenen Abschnitt beschrieben wurden. Zwei mo¨gliche
Erkla¨rungsansa¨tze ko¨nnen zur Beantwortung der Frage herangezogen werden. Der erste Er-
kla¨rungsansatz ist, dass der Einfluss der beschriebenen Faktoren beim Vera¨ndern von Struk-
turen nicht so gravierend ist, wie es bei der Verhaltensdarstellung der Fall ist. Eine alternative
Erkla¨rung ist, dass die gewa¨hlte statische Darstellung ineffizient war. Unter Umsta¨nden ist
eine Kombination der Erkla¨rungsansa¨tze zielfu¨hrend.
Die Aufgabenstellung erforderte einen U¨berblick u¨ber die Entwicklung des Gesamtsys-
tems. Die Fragen, die den Probanden gestellt wurden, bezogen sich ausschließlich auf Klas-
sen, also gro¨ßere Bestandteile des Gesamtsystems. Deshalb konnten die Probanden in der
animierten Darstellungsvariante bei einem Blickwinkel bleiben, der ihnen die Ansicht al-
ler Bestandteile ermo¨glichte. Die Teilnehmer in der Kontrollgruppe mussten hingegen den
Blickwinkel wechseln, um die Informationen aus der Darstellung zu extrahieren. Wahr-
scheinlich ist dies der ausschlaggebende Punkt fu¨r die Ergebnisse des Teilexperiments. Die
statische Darstellung enthielt eine Vielzahl an Objekten und wurde von den Teilnehmern
in der Einscha¨tzung als verwirrend und umsta¨ndlich beschrieben. In der Literatur sind lei-
der nur wenige Beispiele fu¨r die Visualisierung der Historie wie Voinea und Telea (2006) zu
finden. Die Literaturstudie von Mu¨ller und Zeckzer (2015a) zeigt, dass nur 3,2% der einbezo-
genen Artikel zur dreidimensionalen Softwarevisualisierung eine reine Historiendarstellung
beschreiben, 15,5% visualisieren die Historie in Kombination mit anderen Aspekten. Eine
weitere Erforschung, wie die Historie in Softwarevisualisierungen dargestellt werden sollte,
erscheint deshalb notwendig. Die Ergebnisse des Experiments zeigen, dass einige Probleme,
die animierte Darstellungen bei der Darstellung von Prozessen haben, im Bereich der Histo-
rie durch die Natur der Darstellung und den Abstraktionsgrad abgemildert werden. Bei der
Entwicklung von Historiendarstellungen sollten demzufolge Animationen als eine Mo¨glich-
keit der Darstellung in die U¨berlegungen mit einbezogen werden.
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Zusammenfassung und Ausblick
Die vorliegende Arbeit analysiert die verschiedenen Aspekte, die fu¨r den Einsatz von Anima-
tionen in dreidimensionalen Softwarevisualisierungen beachtet werden sollten. Dabei wird
darauf abgezielt, eine Antwort auf die in der Einleitung aufgeworfene Forschungsfrage
Wie ko¨nnen Animationen im Rahmen der nicht lerngerichteten Softwarevisua-
lisierung eingesetzt werden, um das Versta¨ndnis der visualisierten Software zu
verbessern oder zu erleichtern?
zu finden.
Um die Grundlagen fu¨r den Entwurf von Animationen zu legen, befasst sich das Kapi-
tel 1 mit den Fa¨higkeiten des menschlichen Sehapparates. Ein besonderer Fokus liegt hier-
bei auf den beiden Aspekten Wahrnehmung (Abschnitt 1.2.1) und Aufmerksamkeit (Ab-
schnitt 1.2.2). Die Wahrnehmung ist der zentrale Prozess der Integration von Sinnesein-
dru¨cken in ein kognitives Gesamtbild. Wie Animationen hierbei eingesetzt werden, um ein
konsistentes Gesamtbild effizient und effektiv zu formen, ist eine zentrale Frage, auf die
Abschnitt 1.2.1 Hinweise gibt. Aufmerksamkeit dient dazu, die Sinneseindru¨cke zu filtern
und zu priorisieren. Die in Abschnitt 1.2.2 dargestellten Prozesse und Mechanismen zei-
gen, wie Animationen die Aufmerksamkeit lenken ko¨nnen und welche Fallstricke bei die-
ser Lenkung zu beachten sind. Die so gefundenen Hinweise bilden einen wichtigen Beitrag
fu¨r den Entwurf der Animationen in spa¨teren Teilen der Arbeit und beantworten damit die
Teilforschungsfrage: Welche kognitiven Beschra¨nkungen gibt es bei der Wahrnehmung von
Animation?
Das Kapitel 2 untersucht die Mo¨glichkeiten von X3D und X3DOM, zwei zentralen Tech-
nologien fu¨r die spa¨tere Darstellung der Softwarevisualisierungen in der vorliegenden Ar-
beit. Die Betrachtung erfolgt von diesem Einsatzzweck weitestgehend unabha¨ngig. Sie be-
schra¨nkt sich auf die notwendigen theoretischen Grundlagen, auf die im weiteren Verlauf
der Arbeit zuru¨ckgegriffen wird. Ein zentraler Bestandteil des Kapitels ist dabei die Unter-
suchung der Mo¨glichkeiten, mit X3D und X3DOM Animationen zu erzeugen. Hierfu¨r wird
eine Taxonomie fu¨r Animationen dargestellt und die Umsetzungsmo¨glichkeiten werden fu¨r
die Kategorien der Taxonomie an Beispielen umgesetzt und u¨berpru¨ft. Diese Taxonomie teilt
die Animation in die zwei großen Kategorien dekorierende und repra¨sentierende Animation
ein. Die dekorierenden Animationen werden durch das vera¨nderte Attribut, die A¨nderungs-
funktion und die Zyklusha¨ufigkeit charakterisiert. Repra¨sentierende Animationen ko¨nnen
weiter in nichtzyklische A¨nderungen von Eigenschaften, Abfolgen dekorierender Animatio-
nen zur Darstellung von Vorga¨ngen, die Nutzung eines oder mehrerer separater Objekte als
Repra¨sentationsobjekte und die zeitlich interpolierte A¨nderung der Struktur unterteilt wer-
den. Abschnitt 2.4.3 geht auf all diese spezifischen Formen ein. In Abschnitt 2.4 werden auch
die Kombinationsmo¨glichkeiten beschrieben. Die bereits erwa¨hnte zentrale Forschungsfrage
besteht aus zwei Teilen. Der erste Teil der Frage zielt auf die Mo¨glichkeiten, wie Animatio-
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nen im Rahmen der nicht lerngerichteten Softwarevisualisierung eingesetzt werden ko¨nnen.
Die Teilforschungsfragen
 Welche Arten von Animation sind fu¨r die Zwecke der Softwarevisualisierung einsetz-
bar?
 Welche Parametrisierung ist fu¨r die unterschiedlichen Arten der Animation mo¨glich?
 Wie ko¨nnen die unterschiedlichen Arten der Animation kombiniert werden?
beziehen sich auf die mo¨glichen Optionen fu¨r den Einsatz von Animationen.
Im letzten Kapitel von Teil I wird auf das Themenfeld der Softwarevisualisierung na¨her
eingegangen. Hierfu¨r werden die unterschiedlichen Aspekte, die Softwarevisualisierungen
darstellen, sowie die grundlegende Struktur der Visualisierungspipeline vorgestellt. Diese
Visualisierungspipeline dient spa¨ter als theoretische Grundlage fu¨r die automatisierte Erzeu-
gung von animierten Softwarevisualisierungen. Den Kern dieses Kapitels bildet die Darstel-
lung des Forschungsstandes zu Animationen in Softwarevisualisierungen in Abschnitt 3.4.
Hierzu wurde eine Literaturstudie durchgefu¨hrt, die ein zentrales Artefakt dieser Arbeit dar-
stellt. Die Ergebnisse der Literaturstudie haben eine Fokussierung der Forschung auf zweidi-
mensionale Darstellungen sowie auf Visualisierungen, die Verhalten animieren, gezeigt. Es
sollte deshalb auch untersucht werden, ob sich die anderen Aspekte von Software, Struktur
und Historie, dreidimensional und animiert visualisieren lassen. Zusa¨tzlich zeigte die Stu-
die, dass die Visualisierung meist der Ausbildung diente, also keine praxisnahen Systeme
visualisiert wurden. Daraus la¨sst sich ein Forschungsbedarf im Bereich der animierten Soft-
warevisualisierungen fu¨r Entwicklung und Wartung ableiten. Dieser Forschungsbedarf wird
in den folgenden Kapiteln adressiert.
Die Kapitel 4–6 bescha¨ftigen sich mit der effizienten Erzeugung von animierten Soft-
warevisualisierungen. Um Software zu visualisieren, ist es notwendig, die darzustellenden
Informationen aus den Artefakten der Software zu extrahieren. Am Beispiel der Program-
miersprache Ruby zeigt Kapitel 4, wie fu¨r die drei in Kapitel 3 dargestellten Aspekte von
Software, Struktur, Verhalten und Historie, strukturierte Informationen aus typischen Arte-
fakten, wie Quellcodes oder Versionsverwaltungssystemen gewonnen werden ko¨nnen.
Kapitel 5 zeigt dann den Entwurf und die Implementierung eines ereignisgetriebenen
Frameworks fu¨r Animationen. Die Anpassung dieses Frameworks auf X3DOM stellt ein
weiteres zentrales Artefakt der vorliegenden Arbeit dar. Das Framework ermo¨glicht es, die
Animationen, die in eine Visualisierung eingefu¨gt werden, zu bu¨ndeln und von der u¨brigen
Szene zu entkoppeln. So ko¨nnen auf einfache Art und Weise Visualisierungen mit Anima-
tionen versehen werden. Die strukturierte Form der Animationsdefinition ermo¨glicht eine
einfache Erzeugung der gewu¨nschten Animationen, eine deutlich vereinfachte Einbindung
in bestehende Visualisierungen und eine vereinfachte Anpassung der Generierung von Soft-
warevisualisierungen.
Um eine solche Generierung zu ermo¨glichen, wird in Kapitel 6 das Konzept der generati-
ven Softwarevisualisierung vorgestellt und dessen Umsetzung mit einem Generator gezeigt.
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Die gezeigte Implementierung ermo¨glicht es, unterschiedliche dreidimensionale animierte
Softwarevisualisierungen zu generieren. Sie baut dabei stark auf den Ergebnissen der Kapi-
tel 4 und 5 auf. Die mit Hilfe der in Kapitel 4 gezeigten Extraktionen gewonnenen struktu-
rierten Informationen werden genutzt, um die Visualisierungen zu erzeugen. Dabei ko¨nnen
auch die fu¨r das Animationsframework (Kapitel 5) wichtigen Dateien und Informationen ge-
neriert werden, um so die Animation in die Szene zu integrieren. Die gezeigte Anpassung des
Generators stellt einen weiteren Kernbeitrag der Arbeit zur Generierung von Animationen in
dreidimensionalen Softwarevisualisierung dar. Die Ergebnisse der Kapitel 4–6 geben in ihrer
Summe eine Antwort auf die Teilforschungsfrage: Wie ko¨nnen die unterschiedlichen Arten
der Animation erzeugt werden? Abschnitt 6.2.3 zeigt im Speziellen auch Adaptionen der
Recursive-Disk-Metapher. Hierbei werden die Implementierungen von verschiedenen Vari-
anten von dekorierenden sowie repra¨sentierenden Animationen vorgestellt. Der Abschnitt
demonstriert somit, dass alle in Abschnitt 2.4 vorgestellten Animationsarten in der Softwa-
revisualisierung genutzt werden ko¨nnen. Diese Mo¨glichkeiten allein zeigen aber noch keine
Hinweise auf Effektivita¨t und Effizienz dieses Einsatzes. Dafu¨r sind weitere Evaluationen
no¨tig.
Die Kapitel von Teil III bescha¨ftigen sich damit, wie dreidimensionale animierte Softwa-
revisualisierungen in Experimenten untersucht werden ko¨nnen. Kapitel 7 beschreibt dabei
die Herausforderungen, die sich bei kontrollierten Experimenten mit Softwarevisualisierun-
gen ergeben. Diese Herausforderungen betreffen die verschiedenen Phasen von kontrollier-
ten Experimenten. Zur Beantwortung der Teilforschungsfrage, wie unterschiedlich animier-
te Softwarevisualisierungen verglichen werden ko¨nnen, werden unterschiedliche Ansa¨tze
vorgeschlagen. Fu¨r die Adressierung der Planungsprobleme wird in Abschnitt 7.5.1 das
Planungsframework von Mu¨ller et al. (2014a) beschrieben. Um die Einflussfaktoren kon-
trollieren zu ko¨nnen, werden zwei verschiedene Lo¨sungsansa¨tze vorgeschlagen, eine stati-
sche Experimentalumgebung und ein Evaluationsserver. Der Evaluationsserver stellt eben-
falls ein zentrales Artefakt der Arbeit dar, dass nicht nur fu¨r die Belange der Arbeit,
sondern auch daru¨ber hinaus genutzt werden kann. Beispielsweise kann der Evaluations-
server fu¨r andere vergleichende Experimente von Visualisierungen eingesetzt werden, aber
auch die Untersuchung von Benutzungsoberfla¨chen oder des Designs von Webseiten allge-
mein.
Kapitel 8 beschreibt die Planung und Durchfu¨hrung eines kontrollierten Experiments. Es
besteht aus drei Teilexperimenten und vergleicht verschiedene animierte Softwarevisualisie-
rungen jeweils mit einer statischen Darstellung, die die gleichen Informationen vermittelt,
jedoch die dritte statt der vierten Dimension fu¨r die Darstellung dieser Information nutzt.
Der Einsatz des Evaluationsservers brachte hierbei große Vorteile. So vereinfachte er die
Planung und Durchfu¨hrung des Experiments. Der Evaluationsserver ermo¨glichte es auch,
den Großteil der Probanden des Experiments aus der Praxis akquirieren zu ko¨nnen. In ande-
ren kontrollierten Visualisierungsexperimenten werden meist Studenten als Probanden her-
angezogen, was mehrfach kritisiert wird. Zum Beispiel weisen Ellis und Dix (2006) sehr
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eindringlich darauf hin, dass Studenten fu¨r Aufgaben ungeeignet sind, die ein großes Wissen
u¨ber die Doma¨ne voraussetzen.
Kapitel 9 diskutiert die Ergebnisse des Experiments kritisch. Zuna¨chst werden in diesem
Kapitel die Vor- und Nachteile des Evaluationsservers dargelegt. Abschnitt 9.2 wertet die
Messergebnisse des Experiments aus und adressiert die Teilforschungsfrage, wie animierte
Darstellungen das Versta¨ndnis von Software im Vergleich zu nicht animierten Darstellungen
verbessern oder erleichtern ko¨nnen. Die Ergebnisse sind ambivalent, so dass keine generelle
Empfehlung fu¨r den Einsatz von Animationen gegeben werden kann. Sie weisen aber auch
auf verschiedene vielversprechende Einsatzzwecke fu¨r Animationen hin, die bei der Konzep-
tion von Softwarevisualisierungen in die Betrachtung einbezogen werden sollten. Der Ab-
schnitt gibt somit eine teilweise Antwort auf den zweiten Teil der zentralen Forschungsfrage.
Softwarevisualisierungen, die im Rahmen von Softwareentwicklung und -wartung ein-
gesetzt werden, sind verschiedenen Einflussfaktoren unterworfen, die die Effektivita¨t und
Effizienz beeinflussen. Dies gilt auch und gerade im Vergleich zu Visualisierungen, die in
der Lehre eingesetzt werden. Einer der wichtigsten Einflussfaktoren ist die Gro¨ße von Soft-
warevisualisierungen. Die in der Lehre eingesetzten Visualisierungen sind meist sehr u¨ber-
schaubar.
Das Experiment zeigt zudem, dass Animationen in den Fa¨llen von Vorteil waren, in denen
die Animation die Notwendigkeit zur Interaktion mit dem System verringerte. Dies war in
den Teilexperimenten zur Struktur- und Historiendarstellung der Fall. Beim Teilexperiment
zur Verhaltensdarstellung mussten die Teilnehmer in der dynamischen Darstellung mehr mit
dem System interagieren als in der statischen Darstellung, da die animierten Elemente zu
klein waren, um sie aus dem U¨berblick heraus untersuchen zu ko¨nnen.
Das Experiment zeigt, dass einer der typischen Anwendungsfa¨lle fu¨r Animation, der Ein-
satz eines Repra¨sentationsobjektes und dekorierender einmaliger Animationen zur Darstel-
lung des Verhaltens, zumindest in der untersuchten Form, der statischen Darstellung deut-
lich unterlegen war. Dies wirft die Frage auf, ob es mo¨glich ist, dass Forschung und Praxis
Animationen zumeist fu¨r einen sehr schwierig durch Animation zu unterstu¨tzenden Zweck
einsetzen. Um Animationen zur Darstellung des Verhaltens von praxisnaher Software einzu-
setzen, mu¨ssen verschiedene Aspekte bedacht und Probleme aus dem Weg gera¨umt werden.
Ein wa¨hrend des Experiments aufgetretenes Problem war, dass die Probanden in der dyna-
mischen Variante der Verhaltensvisualisierung ha¨ufig den Punkt aus dem Blickfeld verloren,
auf den ihre Aufmerksamkeit ha¨tte gerichtet sein sollen. Ein weiteres Problem, das durch
das Teilexperiment zur Verhaltensvisualisierung aufgezeigt wurde, war die Notwendigkeit
fu¨r die Teilnehmer, die Informationen, die durch die Animation vermittelt wurde, u¨ber die
gesamte Dauer der Animation in ihr Geda¨chtnis aufzunehmen. Beide Probleme werden mit
zunehmender Gro¨ße der Visualisierungen verscha¨rft. Um diesen Problemen zu begegnen,
sollten zum einen Verbesserungen in der Animationssteuerung und zum anderen Anpassun-
gen der Animation entwickelt werden. In diesem Bereich sollte weiter geforscht werden, um
geeignete Adaptionen zu eruieren.
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Anders als die repra¨sentierenden Animationen mit Repra¨sentationsobjekten und mit ein-
maligen dekorierenden Animationen, zeigte der Einsatz von dekorierenden Animationen
einen positiven Effekt auf die Effektivita¨t von Softwarevisualisierungen. Wahrscheinlich ge-
lang den Probanden die Beurteilung von gruppierten Objekten in der dynamischen Darstel-
lung deutlich besser. Bei Aufgaben, die eine solche Beurteilung erfordern und mit Softwa-
revisualisierungen gelo¨st werden sollen, kann der Einsatz von Animationen vorteilhaft sein
und sollte in die Planung solcher Softwarevisualisierungen einbezogen werden.
Bei Aufgaben, in denen verschiedene abstrakte Elemente betrachtet werden mu¨ssen, die
sich gleichzeitig a¨ndern, konnte die Animation positive Einflu¨sse auf die Effizienz zeigen.
Bei Softwarevisualisierungen, die einen abstrakten U¨berblick u¨ber das Gesamtsystem zeigen
und verschiedene Zusta¨nde darstellen mu¨ssen, sollten Animationen in der Planung als Option
bedacht werden.
Kontrollierte Experimente ermo¨glichen naturgema¨ß nur einen Erkenntnisfortschritt in sehr
engen Grenzen. Die durch das durchgefu¨hrte Experiment erzielten Erkenntnisse waren den-
noch aufschlussreich. Weitere Untersuchungen in diesem Bereich sind aber notwendig, um
die Mechanismen, die fu¨r die Effektivita¨t und Effizienz von animierten Softwarevisualisie-
rungen verantwortlich sind, weiter zu erforschen.
Um Erkenntnisse in einem gro¨ßeren Bereich zu erzielen, wa¨re eine Feldstudie von großem
Nutzen. Diese Feldstudie ko¨nnte auch den Evaluationsserver in einer internetbasierten Konfi-
guration nutzen. Innerhalb dieser Feldstudie ko¨nnten Hinweise auf Erfolgsfaktoren fu¨r Soft-
warevisualisierungen im Allgemeinen und fu¨r animierte Softwarevisualisierungen im Spezi-
ellen gefunden werden. Diese Erkenntnisse ko¨nnten zur Optimierung von bestehenden und
zur Entwicklung von neuen Softwarevisualisierungen eingesetzt werden.
Generell ist der Rahmen einer Dissertation zu eng, um dieses weite Forschungsfeld in all
seinen Facetten untersuchen zu ko¨nnen. In vielen Bereichen, die innerhalb dieser Dissertati-
on behandelt wurden, besteht deshalb weiterer Forschungsbedarf. So wurde innerhalb dieser
Dissertation die Interaktion mit Softwarevisualisierungen nur im Bezug auf die Animation
na¨her, aber auch in diesem Punkt nicht erscho¨pfend, untersucht. Die Probanden des Expe-
riments brachten hier wertvolle Hinweise auf mo¨gliche Weiterentwicklungen. Diese reich-
ten von einfachen, aber interessanten Vorschla¨gen fu¨r hilfreiche Tastenku¨rzel bis hin zum
Wunsch nach der Erstellung eines Schiebereglers, der den Fortschritt innerhalb der Anima-
tion zeigt und den Betrachter innerhalb der Animation wahlfrei an bestimmte Zeitpunkte
springen la¨sst. Zur Umsetzung eines solchen Schiebereglers im Animationsframework muss
dieses erweitert werden, um den wahlfreien Zugriff auf Zeitpunkte innerhalb der Szenen
zuzulassen. Die Anmerkungen der Teilnehmer zeigen, dass die Interaktion allgemein einen
zentralen Erfolgsfaktor fu¨r Visualisierungen darstellt. Sie sollte deshalb ebenfalls erforscht
werden, sowohl im Bereich animierter als auch rein statischer Visualisierungen.
Auch die Evaluation von weiteren Metaphern fu¨r Softwarevisualisierungen und Anima-
tionen sollte in Zukunft durchgefu¨hrt werden. Der Softwarevisualisierungsgenerator entha¨lt
hier bereits neben der Recursive-Disk-Metapher weitere interessante Metaphern, die weiter-
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entwickelt und optimiert werden ko¨nnen. Neben der Entwicklung von Metaphern ist auch die
Weiterentwicklung des Generators allgemein ein wichtiges Forschungsfeld fu¨r die Zukunft.
Innerhalb der Forschungsgruppe werden verschiedene interessante Weiterentwicklungspfa-
de diskutiert. Der Autor ist zuversichtlich, dass auch in der Zukunft der Generator durch die
Arbeit der Forschungsgruppe rege weiterentwickelt wird. Um die Evaluation von Visuali-
sierungen zu erleichtern, kann der Evaluationsserver eingesetzt werden, der dafu¨r ebenfalls
weiterentwickelt und um zusa¨tzliche Funktionen erweitert werden kann und sollte. In Ab-
schnitt 9.1 werden Beispiele fu¨r mo¨gliche Weiterentwicklungen dargelegt, wie zum Beispiel
die Erweiterung der Auswertungsfunktionen.
Im Rahmen dieser Dissertation sind verschiedene Artefakte entstanden. Dies sind die
Skripte zur Extraktion von Informationen aus Ruby-Programmen, die Anpassung des Ani-
mationsframeworks, der Evaluationsserver und die Adaption des Softwarevisualisierungs-
generators. Der Autor der Arbeit hofft, dass diese im Zuge des Dissertationsvorhabens im-
plementierten und innerhalb der vorliegenden Arbeit vorgestellten Artefakte in der Zukunft
weiter fu¨r die Forschung genutzt und weiterentwickelt werden.
Die Artefakte waren von großem Nutzen fu¨r die Zwecke der Arbeit und ermo¨glichten
es, dass die vorliegende Dissertation verschiedene Hinweise darauf liefert, wie dynamische
Softwarevisualisierungen gestaltet sein ko¨nnen, welche Formen solcher Visualisierungen




A: Texte und Fragen des Experiments
A.1 Begruung
Guten Tag,
vielen Dank, dass Sie sich die Zeit nehmen, an diesem Experiment teilzunehmen. Das Ex-
periment soll dazu dienen, zu erforschen, inwiefern Animationen in Softwarevisualisie-
rungen Auswirkungen auf die Wahrnehmung von Softwarevisualisierungen haben.
Die Dauer des Experiments betra¨gt ca. 30-45 Minuten.
Laden Sie bitte wa¨hrend des Experiments die jeweilige Seite nicht neu, da dies zum Ab-
bruch des Experiments fu¨hrt.
A.2 Einfuhrungsfragebogen
Aufgabe: Wie alt sind Sie?
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von 18–80, Standardwert 30





















 bis 3 Jahre
 3-5 Jahre
 5-10 Jahre
 mehr als 10 Jahre
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 Ja, aber nicht ha¨ufig
 Nein




 bis 3 Jahre
 3-5 Jahre
 5-10 Jahre
 mehr als 10 Jahre




 Ja, aber nicht ha¨ufig
 Nein


























A.3 Vortext zur Demonstrationsszene
A.3.1 Haupttext
Auf der folgenden Seite wird Ihnen eine Strukturdarstellung eines Softwaresystems pra¨sen-
tiert. Die Szene dient ausschließlich dazu, Sie mit der Navigation und Interaktion innerhalb
der Szene vertraut zu machen.
Die Szenen wa¨hrend des Experiments folgen alle der Recursive-Disk-Metapher. Diese
stellt alle Objekte eines Softwaresystems als Ring oder Ringsegmente dar. Die Modul/Paket-
Ringe enthalten die Klassenringe, die Klassenringe enthalten Methoden-, Attributsegmente
und innere Klassen, ebenfalls wieder als Kreise.
Module/Pakete werden grau dargestellt. Klassen dunkelblau, Methoden in hellerem
Blau und Attribute in gelb.
Die Gro¨ße der Klassen und Methoden entspricht dabei der Anzahl ihrer Codezeilen.
Klassen werden innerhalb ihres Elternmoduls/Elternpaketes schneckenfo¨rmig angeordnet,
beginnen mit der gro¨ßten Klasse in der Mitte. Pakete in anderen Paketen werden ebenfalls
in dieser Weise angeordnet.
Die vollqualifizierten Namen der einzelnen Objekte ko¨nnen Sie mittels Klick auf das Ob-
jekt in einem Head-Up-Display links oben anzeigen.
Die Hinweise zur Darstellung ko¨nnen Sie wa¨hrend des Betrachtens der Szene in der Leiste
oben nochmals einblenden.
Wenn Sie ein Gefu¨hl fu¨r die Bedienung des Systems und die Struktur der Recursive-Disk-
Metapher erlangt haben, ko¨nnen Sie das Experiment mit Klick auf Weiter fortsetzen.
A.3.2 Hinweis
Die Seiten des Experiments ko¨nnen leider nicht mehrfach aufgerufen werden. Bitte laden




Sie ko¨nnen innerhalb der Szene zwischen verschiedenen Navigationsmodi wa¨hlen. Der
Standardmodus ist ”Untersuchen”. Sollten Sie in einen anderen Modus gewechselt sein,
ko¨nnen Sie mit Druck auf die Taste ”e” in diesen Modus zuru¨ckkehren. Weitere Modi sind
Fliegen ”f”, Gehen ”w”, Helikopter ”h”, Ansehen ”l”, und Spiel ”g”.
Im Untersuchen-Modus ko¨nnen Sie durch Dru¨cken und Ziehen die Szene um zwei Achsen
rotieren. Durch Dru¨cken der mittleren Maustaste und Ziehen ko¨nnen Sie die Szene ohne
Rotation verschieben. Durch Dru¨cken mit der rechten Maustaste und Ziehen ko¨nnen Sie
Stufenlos in die Szene zoomen. Mit dem Mausrad ko¨nnen Sie in Stufen in und aus der Sze-
ne zoomen.
Durch Klicken auf ein Objekt erhalten Sie auf der linken Seite Informationen zum Objekt.
Weitere hilfreiche Tasten sind:
Auf Ausgangsposition zuru¨ckspringen ”r”
Alle Objekte anzeigen ”a”
Aufrichten ”u”
A.4.2 Darstellungserklarung
Die Szenen wa¨hrend des Experiments folgen alle der Recursive-Disk-Metapher. Diese
stellt alle Objekte eines Softwaresystems als Ring oder Ringsegmente dar. Die Modul/Paket-
Ringe enthalten die Klassenringe, die Klassenringe enthalten Methoden-, Attributsegmente
und innere Klassen, ebenfalls wieder als Kreise.
Module/Pakete werden grau dargestellt. Klassen dunkelblau, Methoden in hellerem
Blau und Attribute in gelb.
Die Gro¨ße der Klassen und Methoden entspricht dabei der Anzahl ihrer Codezeilen.
Klassen werden innerhalb ihres Elternmoduls/Elternpaketes schneckenfo¨rmig angeordnet,
beginnen mit der gro¨ßten Klasse in der Mitte. Pakete in anderen Paketen werden ebenfalls
in dieser Weise angeordnet.
Die vollqualifizierten Namen der einzelnen Objekte ko¨nnen Sie mittels Klick auf das Ob-
jekt in einem Head-Up-Display links oben anzeigen.
A.4.3 Hinweise
Hier finden Sie allgemeine Hinweise zu dieser Szene.
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A.5 Vortext Strukturdarstellung
In der folgenden Szene wird Ihnen eine Strukturdarstellung pra¨sentiert, zu der Ihnen ver-
schiedene Fragen pra¨sentiert werden.
Beachten Sie bei der Bewertung der Komplexita¨t von Klassen, dass jede Methode min-
destens eine Komplexita¨t von 1 besitzt, also auch mit ho¨herer Methodenzahl eine ho¨here
Komplexita¨t entsteht.
Sie erhalten Fragen, die Sie auffordern Namen von Methoden und Klassen anzugeben. Ge-
ben Sie dabei bitte den vollqualifizierten Namen des Objektes mit Punkten an, d.h. wenn
nach der ”initialize”-Methode gefragt wird, die sich in der Klasse ”Base” befindet, die sich
wiederum im Modul ”ActiveRecord” befindet, geben sie bitte nicht nur ”initialize” sondern
”ActiveRecord.Base.initialize” an. Der vollqualifizierte Name wird Ihnen auch im Head-
Up-Display oben links beim Klick auf das Objekt angezeigt. Sie ko¨nnen den Namen von
dort auch mittels Kopieren und Einfu¨gen in das Antwortfeld u¨bertragen.
Sie ko¨nnen wieder auf den Ausgangspunkt in der Szene zuru¨ckkehren, indem Sie auf
”Szene zuru¨cksetzen” unten links klicken.
Im standardma¨ßig aktivierten Untersuchen-Modus ko¨nnen Sie durch Dru¨cken und Ziehen
die Szene um zwei Achsen rotieren. Durch Dru¨cken der mittleren Maustaste und Ziehen
ko¨nnen Sie die Szene ohne Rotation verschieben. Durch Dru¨cken mit der rechten Maustas-
te und Ziehen ko¨nnen Sie Stufenlos in die Szene zoomen. Mit dem Mausrad ko¨nnen Sie in
Stufen in und aus der Szene zoomen.
Sie ko¨nnen mit der Taste ”e” zum Untersuchen-Modus zuru¨ckkehren, falls Sie ihn verlas-
sen haben.
[Die Probanden sahen von den folgenden Texten jeweils nur den, der der im Folgenden
gezeigten Darstellung entsprach]
[bei statischer Darstellung] [bei dynamischer Darstellung]
Die gezeigte Darstellung ist statisch.
Die Komplexita¨t der einzelnen Metho-
den wird in dieser Darstellung u¨ber die
Ho¨he der Methoden dargestellt, d.h je
ho¨her die Komplexita¨t, desto ho¨her die
Methode.
Die gezeigte Darstellung ist dyna-
misch. Die Komplexita¨t der Methoden
wird dieser Darstellung u¨ber die Fre-
quenz, mit der die Methoden blinken,
dargestellt. D.h. je schneller die Metho-
dendarstellung blinkt, desto gro¨ßer die
Komplexita¨t.




Beachten Sie bei der Bewertung der Komplexita¨t von Klassen, dass jede Methode min-
destens eine Komplexita¨t von 1 besitzt, also auch mit ho¨herer Methodenzahl eine ho¨here
Komplexita¨t entsteht.
Aufgabe: Welche Methode ist am komplexesten?
Antworttyp: dreimal Freitext, danach Auswahl
Antwortmoglichkeiten:
 Reek.AST.SexpExtensions.CasgnNode.().constant definition
 Reek.CLI.Options.set configuration options
 Reek.Source.SourceLocator.source paths (korrekt)
 Reek.Smells.UtilityFunction.sniff
Aufgabe: Welche Klasse ist am komplexesten?



















[Wird in Kombination gewertet]
A.7 Einschatzungsfragebogen Strukturdarstellung
Aufgabe: harmlos – herausfordernd
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: lahm – fesselnd
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
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Aufgabe: phantasielos – kreativ
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: originell – konventionell
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: neuartig – herko¨mmlich
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: innovativ – konservativ
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: mutig – vorsichtig
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: nicht vorzeigbar – vorzeigbar
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: minderwertig – wertvoll
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: fachma¨nnisch – laienhaft
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: praktisch – unpraktisch
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: widerspenstig – handhabbar
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: voraussagbar – unberechenbar
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: verwirrend – u¨bersichtlich
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: umsta¨ndlich – direkt
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
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Aufgabe: menschlich – technisch
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
Aufgabe: einfach – kompliziert
Antworttyp: Schieberegler
Antwortmoglichkeiten: Ganzzahlwerte von  3 bis 3, Standardwert 0
A.8 Vortext Verhaltensdarstellung
In der folgenden Szene wird Ihnen eine Verhaltensvisualisierung pra¨sentiert, zu der Ihnen
verschiedene Fragen pra¨sentiert werden.
Es wird der Aufruf einer Methode inklusive aller Unteraufrufe dargestellt.
Sie erhalten Fragen, die Sie auffordern Namen von Methoden und Klassen anzugeben. Ge-
ben Sie dabei bitte den vollqualifizierten Namen des Objektes mit Punkten an, d.h. wenn
nach der ”initialize”-Methode gefragt wird, die sich in der Klasse ”Base” befindet, die sich
wiederum im Modul ”ActiveRecord” befindet, geben sie bitte nicht nur ”initialize” sondern
”ActiveRecord.Base.initialize” an. Der vollqualifizierte Name wird Ihnen auch im Head-
Up-Display oben links beim Klick auf das Objekt angezeigt. Sie ko¨nnen den Namen von
dort auch mittels Kopieren und Einfu¨gen in das Antwortfeld u¨bertragen.
[Die Probanden sahen von den folgenden Texten jeweils nur den, der der im Folgenden
gezeigten Darstellung entsprach]
[bei statischer Darstellung] [bei dynamischer Darstellung]
Sie ko¨nnen wieder auf den Ausgangs-
punkt in der Szene zuru¨ckkehren, indem
Sie auf ”Szene zuru¨cksetzen” unten
links klicken.
Sie ko¨nnen die komplette Szene neu
starten und damit auch die Animation
neu beginnen, indem Sie auf ”Szene
zuru¨cksetzen” klicken. Um die Zeit
zwischen den Anpassungen schneller
oder langsamer laufen zu lassen ko¨nnen
Sie den Geschwindigkeitsregler nutzen.
Im standardma¨ßig aktivierten Untersuchen-Modus ko¨nnen Sie durch Dru¨cken und Ziehen
die Szene um zwei Achsen rotieren. Durch Dru¨cken der mittleren Maustaste und Ziehen
ko¨nnen Sie die Szene ohne Rotation verschieben. Durch Dru¨cken mit der rechten Maustas-
te und Ziehen ko¨nnen Sie Stufenlos in die Szene zoomen. Mit dem Mausrad ko¨nnen Sie in
Stufen in und aus der Szene zoomen.
Sie ko¨nnen mit der Taste ”e” zum Untersuchen-Modus zuru¨ckkehren, falls Sie ihn verlas-
sen haben.
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[Die Probanden sahen von den folgenden Texten jeweils nur den, der der im Folgenden
gezeigten Darstellung entsprach]
[bei statischer Darstellung] [bei dynamischer Darstellung]
Beim Start der Szene sehen Sie auf
der linken Seite die Grundplatte im
Recursive-Disk-Layout, die die Struktur
des Softwaresystems zeigt.
Beim Start der Szene rechts davon wird
die Reihenfolge und die Dauer der
Aufrufe dargestellt. Der Abstand von
der Grundplatte, in dem die Metho-
denaufrufe dargestellt werden, zeigt
dabei die Zeit, die seit dem ersten Me-
thodenaufruf vergangen ist. Je na¨her die
Darstellung eines Methodenaufrufes an
der Grundplatte ist, umso eher geschieht
er.
Die La¨nge, die die Methodenaufrufe
in dieser Darstellung haben, zeigt ihre
Dauer.
In der gezeigten dynamischen Darstel-
lung wird die Reihenfolge und die
Dauer der Aufrufe u¨ber ein Aufleuch-
ten und u¨ber Repra¨sentationsobjekte
(Kugeln) dargestellt. Die Dauer des
Leuchtens und die Verweildauer des
Repra¨sentationsobjektes zeigt dabei
die La¨nge des Methodenaufrufs. Der
Zeitpunkt des Leuchtens und das Auf-
tauchen des Repra¨sentationsobjektes
stellt den Zeitpunkt bezogen auf den
ersten Methodenaufruf an.
A.9 Test Verhaltensdarstellung
Aufgabe: Welche Methode wird als erstes aufgerufen?






Aufgabe: Welche Methode wird am ha¨ufigsten aufgerufen?




 Prawn.Graphics.JoinStyle.().current join style
 Prawn.Document.go to page
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Gleicher Fragebogen wie in Abschnitt A.7
A.11 Vortext Historiendarstellung
In der folgenden Szene wird Ihnen eine Historiendarstellung pra¨sentiert, zu der Ihnen ver-
schiedene Fragen pra¨sentiert werden.
Das Grundlayout ist dabei ein Recursive-Disk-Layout, das mit den maximalen Gro¨ßen be-
rechnet wird. Das heißt die Klasse, die im Verlauf der Entwicklung einmal am gro¨ßten war,
ist in der Mitte ihres Moduls/Pakets zu finden.
Der vollqualifizierte Name von Objekten und der zugeho¨rige Commit wird Ihnen im Head-
Up-Display oben links beim Klick auf das Objekt angezeigt.
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[Die Probanden sahen von den folgenden Texten jeweils nur den, der der im Folgenden
gezeigten Darstellung entsprach]
[bei statischer Darstellung] [bei dynamischer Darstellung]
Sie ko¨nnen wieder auf den Ausgangs-
punkt in der Szene zuru¨ckkehren, indem
Sie auf ”Szene zuru¨cksetzen” unten
links klicken.
Sie ko¨nnen die komplette Szene neu
starten und damit auch die Animation
neu beginnen, indem Sie auf ”Szene
zuru¨cksetzen” klicken. Um die Zeit
zwischen den Anpassungen schneller
oder langsamer laufen zu lassen ko¨nnen
Sie den Geschwindigkeitsregler nutzen.
Im standardma¨ßig aktivierten Untersuchen-Modus ko¨nnen Sie durch Dru¨cken und Ziehen
die Szene um zwei Achsen rotieren. Durch Dru¨cken der mittleren Maustaste und Ziehen
ko¨nnen Sie die Szene ohne Rotation verschieben. Durch Dru¨cken mit der rechten Maustas-
te und Ziehen ko¨nnen Sie Stufenlos in die Szene zoomen. Mit dem Mausrad ko¨nnen Sie in
Stufen in und aus der Szene zoomen.
Sie ko¨nnen mit der Taste ”e” zum Untersuchen-Modus zuru¨ckkehren, falls Sie ihn verlas-
sen haben.
[Die Probanden sahen von den folgenden Texten jeweils nur den, der der im Folgenden
gezeigten Darstellung entsprach]
[bei statischer Darstellung] [bei dynamischer Darstellung]
Durch Klicken auf ein Objekt erhalten
Sie auf der linken Seite Informationen
zum Objekt.
In der gezeigten statischen Variante wird
zuna¨chst ein maximales Grundlayout
dargestellt, das alle Klassen und Me-
thoden, die wa¨hrend der Historie des
Softwaresystems vorkommen, entha¨lt.
Dieses befindet sich beim Start der
Szene auf der linken Seite.
In der gezeigten dynamischen Variante
werden die Objekte im Zeitverlauf an-
gepasst, so dass immer nur die Gro¨ße der
jeweiligen Objekte wa¨hrend eines Code-
standes zu sehen ist. Der jeweils aktuelle
Commit und sein Datum wird oben links
im Head-Up-Display dargestellt.
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[bei statischer Darstellung] [bei dynamischer Darstellung]
Daneben werden die einzelnen Com-
mits abgetragen. Pro Commit wird eine
Variante des Recursive-Disk-Layouts
dargestellt, die die in diesem Commit
enthaltenen Klassen und Methoden zeigt.
Die Positionen der einzelnen Klas-
sen und Methoden werden dabei vom
Grundlayout bestimmt.
Die Gro¨ße der einzelnen Klassen wird
auf die Gro¨ße skaliert, die sie in dem
jeweiligen Commit haben. Auch die ein-
zelnen Methoden werden auf die Gro¨ße
skaliert, die sie in dem jeweiligen Com-
mit haben.
A.12 Test Historiendarstellung


































Gleicher Fragebogen wie in Abschnitt A.7
A.14 Verabschiedung
Vielen Dank fu¨r die Teilnahme an diesem Experiment.
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