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ON THE CONTROLLABILITY OF THE 2-D
VLASOV-STOKES SYSTEM
IVA´N MOYANO
Abstract. In this paper we prove an exact controllability result for the
Vlasov-Stokes system in the two-dimensional torus with small data by
means of an internal control. We show that one can steer, in arbitrarily
small time, any initial datum of class C 1 satisfying a smallness condition
in certain weighted spaces to any final state satisfying the same condi-
tions. The proof of the main result is achieved thanks to the return
method and a Leray-Schauder fixed-point argument.
Keywords: Vlasov-Stokes system; kinetic theory ; kinetic-fluid model;
controllability; return method.
1. Introduction
We consider the Vlasov-Stokes system in the 2-dimensional torus T2 :=
R
2/Z2, which writes, for T > 0 and ω ⊂ T2,
(1.1)

∂tf + v · ∇xf + λdivv [(U − v)f ] = 1ω(x)G, (t, x, v) ∈ (0, T )× T2 × R2,
−∆xU +∇xp = jf , (t, x) ∈ (0, T ) × T2,
divx U(t, x) = 0, (t, x) ∈ (0, T ) × T2,∫
T2
U(t, x) dx = 0, t ∈ (0, T ),
f(0, x, v) = f0(x, v), (x, v) ∈ T2 × R2,
where λ > 0 is a friction coefficient and
(1.2) jf (t, x) :=
∫
R2
vf(t, x, v) dv.
This is a control system in which the state is the distribution function
f(t, x, v) and the control is the source term 1ω(x)G(t, x, v), located in [0, T ]×
ω × R2.
The Vlasov-Stokes system studied in this paper is an adaptation to the
case of the 2-dimensional torus of the system obtained by P.E. Jabin and
B. Perthame in [17]. System (1.1) is a kinetic-fluid model describing the
behaviour of a large cloud of particles, represented by the distribution func-
tion f(t, x, v), interacting with an incompressible fluid, whose velocity field
is given by U(t, x), under the hypothesis that the effects of convection are
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negligible. The quantity f(t, x, v) dxdv can be interpreted as the number
of particles at time t whose position is close to x and whose velocity is
close to v. This model is especially convenient when describing sprays and
aerosols, bubbly flows or suspension and sedimentation phenomena. This
system is also important in biological applications, such as the transport in
the respiratory tract (see Section 1.2.2 for more details).
1.1. Main result. We are interested in the controllability properties of
system (1.1), by means of an internal control. The controllability problem
that we want to solve is the following. Given f0 and f1 in a suitable function
space and given T > 0, is it possible to find a control G steering the solution
of (1.1) from f0 to f1, in time T ? In other words, we want to find G such
that
(1.3) f(T, x, v) = f1(x, v), ∀ (x, v) ∈ T2 × R2.
Let us observe that a natural constraint regarding the control G is in order.
Indeed, since the Vlasov-Stokes system preserves the total mass when G ≡ 0,
i.e., ∫
T2
∫
R2
f(t, x, v) dxdv =
∫
T2
∫
R2
f0(x, v) dxdv, ∀t ∈ [0, T ],
we shall prescribe the condition∫
T2
∫
R2
G(t, x, v) dxdv = 0, ∀t ∈ [0, T ].
More precisely, we obtain the following controllability result.
THEOREM 1.1. Let T > 0, γ > 2, λ = 1 and let ω be an arbitrary non
empty open subset of T2. There exists ǫ > 0 such that for every f0, f1 ∈
C 1(T2 ×R2) ∩W 1,∞(T2 × R2) satisfying that∫
T2
∫
R2
f0(x, v) dxdv =
∫
T2
∫
R2
f1(x, v) dxdv,∫
T2
∫
R2
vf0(x, v) dxdv =
∫
T2
∫
R2
vf1(x, v) dxdv = 0,(1.4)
and that, for i = 0, 1,
‖fi‖C 1(T2×R2) + ‖(1 + |v|)γ+2fi‖C 0(T2×R2) ≤ ǫ,(1.5)
∃κ > 0, (|∇xfi|+ |∇vfi|) (x, v) ≤ κ
(1 + |v|)γ+1 , ∀(x, v) ∈ T
2 ×R2,(1.6)
there exists a control G ∈ C 0([0, T ]×T2×R2) such that the solution of (1.1)
with f|t=0 = f0 exists, is unique and satisfies (1.3).
REMARK 1.2. Condition (1.4) in the previous statement can be seen as
a natural compatibility condition needed for the well-posedness of the Stokes
system with sources jf0 and jf1 .
1.2. Previous work.
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1.2.1. The controllability of kinetic equations. There exist some results on
the controllability of nonlinear kinetic equations. The first one was ob-
tained by O. Glass for the Vlasov-Poisson system on the torus (see [9]). The
strategy of this work consists on the construction of a reference solution, in
the spirit of the return method introduced by J.-M. Coron (see 1.3.2 below).
This allows to conclude the existence and uniqueness of a controlled solution
by means of the Leray-Schauder theorem.
The strategy of [9] permits to obtain two types of results:
• In dimension 2, with arbitrary control region, one can obtain a local
controllability result, i.e., a small-data result.
• In any dimension and with a geometric assumption, precisely that
the control region ω ⊂ Tn contains a hyperplane of Rn by the canon-
ical surjection, one can obtain a global exact controllability result,
i.e., an arbitrary-data result. However, the use of the invariant scal-
ing of the Vlasov-Poisson system is crucial in this case.
This strategy was later extended in [11] by O. Glass and D. Han-Kwan
to the Vlasov-Poisson system under external and Lorentz forces. The au-
thors obtain both local and global exact controllability results in the case
of bounded external forces, which requires some new ideas to construct the
reference trajectories. Precisely, the authors exploit the fact that the dy-
namics under the external force and without it are similar in small time. In
the case of Lorentz forces, a precise knowledge of the magnetic field and a
geometric control condition in the spirit of [3] allow to obtain a local exact
controllability result. The functional framework of [9, 11] is the one given by
the classical solution of the Vlasov-Poisson system, that is, some appropriate
Ho¨lder spaces.
A remarkably different strategy has been developed by [12] in the con-
text of the Vlasov-Maxwell system. In this case, the authors combine the
classical strategy described previously with some controllability results for
the Maxwell system, under the geometric control condition of [3]. They also
obtain a local result for ω containing a hyperplane, using the convergence
towards the Vlasov-Poisson system under a certain regime.
1.2.2. A short review on the Vlasov-Stokes system. The Vlasov-Stokes sys-
tem has been rigorously derived from the dynamics of a system of particles
in a fluid by P. E Jabin and B. Perthame in [17]. The system derived in this
result, using the method of reflections and the dipole approximation, is set
in the whole phase space R3 × R3. In this setting, some regularity results
can be found in [7]. The limit when λ → ∞ has been studied in [14, 15].
Moreover, a major feature emphasised in these works is that friction plays a
very important role in the dynamics of the Vlasov-Stokes system. More pre-
cisely, friction entails the dissipation of the kinetic energy. Consequently, as
it has been proven by P. E. Jabin in [16], when t→∞, we recover a macro-
scopic limit of the form ρ(x)δv=0. On the other hand, very little information
concerning the density ρ is known.
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The non-stationary Vlasov-Stokes system on a domain with boundary has
been considered by K. Hamdache in [13]. The author gives a well-posedness
result in Sobolev spaces in the case of Dirichlet boundary condition for the
velocity field and specular reflexion boundary conditions for the distribution
function.
A derivation of a model considering also the effects of convection has been
obtained by L. Desvillettes, F. Golse and V. Ricci in [6].
For more concrete biological models, let us cite [4] and the references
therein.
1.3. Strategy of the proof.
1.3.1. Obstructions to controllability. Since Theorem 1.1 is of local nature
around the steady state (f, U, p) = (0, 0, 0), a first step to achieve its proof
could be the use of the linear test (see [5]). Following the classical scheme,
the controllability of the linearised system around the trivial trajectory
and the classical inverse mapping theorem between proper functional spaces
would imply the controllability of the nonlinear system (1.1).
Indeed, the formal linearised equation around the trajectory (f, U, p) =
(0, 0, 0) is
(1.7)
{
∂tF + v · ∇xF − v · ∇vF − 2F = 1ω(x)G˜,
F (0, x, v) = f0(x, v),
which is a transport equation with friction. By the method of characteristics,
we can give an explicit solution of (1.7), which writes
(1.8)
F (t, x, v) = e2tf0(x+(1−et)v, etv)+
∫ t
0
e2(t−s)(1ωG˜)(s, x+(1−et−s)v, et−sv) ds.
As pointed out in [9], there exist two obstructions for controllability, which
are
Small velocities: A certain (x, v) ∈ T2 × R2 can have a ”good di-
rection” with respect to the control region ω, in the sense that
x + (1 − e−t)v meets ω at some time. However, if |v| is not suf-
ficiently large, the trajectory of the characteristic beginning at this
point would possibly not reach ω before a fixed time. In our case,
the effects of friction could enhance this difficulty.
Large velocities: The obstruction concerning large velocities is of
geometrical nature. There exist some ”bad directions” with re-
spect to ω, in the sense that a characteristic curve parting from
(x, v) ∈ T2 × R2 would never reach ω, no matter how large |v| is.
As a result of this, and considering again equation (1.8), we deduce that the
linearised system is not controllable in general.
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1.3.2. The return method. In order to circumvent these difficulties, we use
the return method, due to J.-M. Coron.
The idea of this method, in the case under study, is to construct a reference
trajectory (f , U, p) starting from (0, 0, 0) and coming back to (0, 0, 0) at some
fixed time in such a way the linearised system around it is controllable. This
method allows to avoid the problems discussed in the previous section.
We refer to [5, 10] for presentations and examples on the return method.
1.3.3. Strategy of the proof of Theorem 1.1. The strategy of this work follows
very closely the scheme of [9, 11]. More precisely, it relies on two ingredients.
Step 1: We build a reference solution (f, U, p) of system (1.1) with a
control G, located in ω, starting from (0, 0, 0) and arriving at (0, 0, 0)
outside ω at time T > 0 and such that the characteristics associated
to the field −v + U meet ω before T > 0.
Step 2: We build a solution (f, U, p) close to (f , U, p) parting from
(f0, U0, p0) and arriving at (0, 0, 0) outside ω at time T > 0. This can
be done by means of a fixed-point argument involving an absorption
operator in the control region.
Furthermore, let us note that in the proof of Theorem 1.1 we can assume
that
(1.9) f1(x, v) = 0, ∀(x, v) ∈ (T2 \ ω)× R2.
To justify this assumption, we observe that, if f is solution of (1.1), then
the functions
f˜(t, x, v) := f(T − t, x,−v), G˜(t, x, v) := G(T − t, x,−v),
U˜(t, x) := U(T − t, x), p˜(t, x) = p(T − t, x),
for every (t, x, v) ∈ [0, T ] × T2 × R2, satisfy the backwards Vlasov-Stokes
system
(1.10)

∂tf˜ + v · ∇xf˜ + λdivv
[
(U˜ + v)f˜
]
= 1ω(x)G˜, (t, x, v) ∈ (0, T ) × T2 × R2,
−∆xU˜ +∇xp˜ = −jf˜ , (t, x) ∈ (0, T ) × T2,
divx U˜(t, x) = 0, (t, x) ∈ (0, T ) × T2,∫
T2
U˜(t, x) dx = 0, t ∈ [0, T ],
f˜(T, x, v) = f0(x, v), (x, v) ∈ T2 × R2,
Consequently, given f0, f1 as in Theorem 1.1, it is sufficient to consider
• f0 as initial datum and fˆ1 satisfying (1.9) as a final state,
• f1(x,−v) as initial datum and again fˆ1 satisfying (1.9) as a final
state.
If we are able to solve these problems, a simple composition of them gives
a solution with initial datum f0 and final state f1, We observe, as it will be
clear from the proofs, that (1.10) can be treated like the forward problem
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without significant modifications. As a consequence, we shall only treat
specifically the forward problem with final state satisfying (1.9).
1.3.4. Notation. Let T > 0. We denote QT := [0, T ] × T2 × R2 and ΩT :=
[0, T ] × T2. If Ω is a domain, for any σ ∈ (0, 1), C 0,σb (Ω) denotes the space
of bounded σ−Ho¨lder functions, equipped with the norm
(1.11) ‖f‖
C
0,σ
b
(Ω) := ‖f‖L∞(Ω) + sup
(t,x,v)6=(t′,x′,v′)
|f(t, x, v) − f(t′, x′, v′)|
|(t, x, v) − (t′, x′, v′)|σ .
We shall also use the Sobolev spaces Wm,p(Ω), with m ∈ N∗ and p ∈ [1,∞]
(see the Appendix B for more details). If X is a Banach space, we will some-
times use, for simplicity, the notations LptXx or C
0
t Xx to refer to L
p(0, T ;X)
or C 0([0, T ];X).
For x ∈ T2 and r > 0, we denote by B(x, r) the open ball in T2 with
centre x and radius r. Analogously, S(x, r) = ∂B(x, r). We denote by BR2
and BS1 the balls in different settings. We will also admit that
∫
T2
dx = 1
without specifying the normalisation.
In dimension two, given a vector field V ∈ C 1(R2;R2), with V (x) =
(V1, V2)(x) we recall the usual operator
curlV (x) := ∂1V2(x)− ∂2V1(x).
Given a function φ ∈ C 1(R2;R), we recall
∇⊥φ(x) :=
(−∂2φ(x)
∂1φ(x)
)
.
1.3.5. Structure of the article. In Section 2 we set some features of the char-
acteristic equations. In Section 3 we construct the reference trajectory, treat-
ing separately the large velocities and the low ones. In Section 4 we define
the fixed-point operator and we show that it has a fixed point. We prove
next that this fixed point is the unique solution of system (1.1) within a cer-
tain class. In Section 5 we show that this solution satisfies the controllability
property (1.3), which ends the proof of Theorem 1.1. In section 6 we give
some conclusions and comments. Finally, we gather in the Appendix some
auxiliary results about harmonic approximation and the Stokes system.
2. Some remarks on the characteristic equations
Let be given a fixed U(t, x). Let s, t ∈ [0, T ], (x, v) ∈ Tn × Rn. We
denote by (X(t, s, x, v), V (t, s, x, v)) the characteristics associated with the
field −v + U(t, x), i.e., the solution of the system
(2.12)


d
dt
(
X
V
)
=
(
V (t)
−V (t) + U(t,X)
)
,(
X
V
)
|t=s
=
(
x
v
)
.
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We observe that if U ∈ C 0([0, T ];C 1(T2;R2)), system (2.12) has a unique
solution, thanks to the Cauchy-Lipschitz theorem. Moreover, one has the
explicit formulae
(2.13){
X(t, s, x, v) = x+ (1− e−t+s)v + ∫ ts ∫ t′s eτ−t′U(τ,X(τ, s, x, v)) dτ dt′,
V (t, s, x, v) = e−t+sv +
∫ t
s e
τ−tU(τ,X(τ, s, x, v)) dτ.
Using the method of characteristics, given an initial datum f0 ∈ C 0(T2×
R
2), the solution of the transport equation with friction
(2.14){
∂tf + v · ∇xf + divv [(U − v)f ] = 0, (t, x, v) ∈ (0, T ) × T2 × R2,
f(0, x, v) = f0(x, v), (x, v) ∈ T2 × R2,
has the explicit solution
(2.15) f(t, x, v) = e2tf0((X,V )(0, t, x, v)),
where (X,V ) are given by (2.13).
The following result is an adaptation of [9, Lemma 1, p. 337] to the case
with friction. It will be used to obtain some Ho¨lder estimates in Section 4.
LEMMA 2.1. Let U ∈ C 0([0, T ];C 1(T2;R2)) Then, the characteristics
associated to the field −v + U satisfy that for some C = C(T, ‖U‖
C
0,1
t,x
) > 0,
|(X,V )(t, s, x, v) − (X,V )(t′, s′, x′, v′)|
≤ C(1 + |v|)|(t, s, x, v) − (t′, s′, x′, v′)|,
whenever (t, s, x, v), (t′, s′, x′, v′) ∈ [0, T ]× T2 × R2, with |v − v′| < 1.
Proof. We shall divide the proof in four cases.
Step 1: Assume s = s′, x = x′, v = v′. We can suppose that t′ ≤ t.
Then, using (2.13), we write
V (t, s, x, v)− V (t′, s, x, v)
= (e−t − e−t′)esv +
∫ t
s
eτ−tU(τ,X(τ, s, x, v)) dτ
−
∫ t′
s
eτ−t
′
U(τ,X(τ, s, x, v)) dτ
= (e−t − e−t′)esv +
∫ t
s
eτ (e−t − e−t′)U(τ,X(τ, s, x, v)) dτ
−
∫ t
t′
eτ−t
′
U(τ,X(τ, s, x, v)) dτ.
This yields,
|V (t, s, x, v)− V (t′, s, x, v)|
≤ |e−t − e−t′ |
(
eT |v|+ TeT ‖U‖
C
0,1
t,x
)
+ |t− t′|eT ‖U‖
C
0,1
t,x
)
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≤ C(T )(1 + |v|)(1 + ‖U‖
C
0,1
t,x
)|t− t′|.
The same argument gives, through (2.13),
|X(t′, s, x, v)−X(t, s, x, v)| ≤ C(T )(1 + |v|)(1 + ‖U‖
C
0,1
t,x
)|t− t′|.
Step 2: Assume t = t′, s = s′. Then, again by (2.13), we have
X(t, s, x, v) −X(t, s, x′, v′)
= (x− x′) + (1− e−t+s)(v − v′)
+
∫ t
s
∫ σ
s
eσ−τ
(
U(τ,X(τ, s, x, v)) − U(τ,X(τ, s, x′, v′)) dτ dσ,
which gives, since U is Lipschitz in x,
|X(t, s, x, v) −X(t, s, x′, v′)|
≤ (eT + 1) (|x− x′|+ |v − v′|)
+TeT ‖U‖
C
0,1
t,x
∫ t
s
∣∣X(τ, s, x, v) −X(τ, s, x′, v′)∣∣ dτ.
Then, by Gronwall’s lemma, we obtain
|X(t, s, x, v) −X(t, s, x′, v′)|
≤ (eT + 1) (|x− x′|+ |v − v′|) (1 + TeT ‖U‖
C
0,1
t,x
)Te
T 2eT ‖U‖
C
0,1
t,x
≤ C(T ) (|x− x′|+ |v − v′|) (1 + ‖U‖
C
0,1
t,x
)e
T 2eT ‖U‖
C
0,1
t,x .
This allows to obtain an analogue estimate for V .
Step 3: Assume that t = t′, x = x′, v = v′. We observe that
(X,V )(t, s′, x, v) = (X,V )(t, s,X(s, s′, x, v), V (s, s′, x, v)).
Thus, Step 2 allows to write
|(X,V )(t, s, x, v) − (X,V )(t, s′, x, v)|
≤ C(T ) (|x−X(s, s′, x, v)| + |v − V (s, s′, x, v)|) (1 + ‖U‖
C
0,1
t,x
)e
T 2eT ‖U‖
C
0,1
t,x .
On the other hand, putting (x, v) = (X,V )(s′, s′, x, v), Step 1 allows
to write
|x−X(s, s′, x, v)| + |v − V (s, s′, x, v)|
≤ |s− s′|C(T )(1 + |v|)(1 + ‖U‖
C
0,1
t,x
),
which together with the previous inequality gives
|(X,V )(t, s, x, v) − (X,V )(t, s′, x, v)|
≤ C(T )(1 + |v|)(1 + ‖U‖
C
0,1
t,x
)2eT
2eT ‖U‖|s− s′|.
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Step 4: In the general case, we write
(X,V )(t, s, x, v) − (X,V )(t′, s′, x′, v′)
= (X,V )(t, s, x, v) − (X,V )(t, s′, x, v)
+ (X,V )(t, s′, x, v) − (X,V )(t, s′, x′, v′)
+ (X,V )(t, s′, x′, v′)− (X,V )(t′, s′, x′, v′),
which allows to use the previous estimates to conclude.

3. Construction of a reference trajectory
3.1. Large velocities. The key result for the treatment of large velocities
is the following one, which is an adaptation of [9, Proposition 1, p. 340]
to the friction case. We will need some results on harmonic approximation,
gathered in the Appendix A.
PROPOSITION 3.1. Let τ > 0. Given x0 ∈ T2 and r0 > 0 a sufficiently
small number, there exist U ∈ C∞([0, τ ] × T2;R2) and m > 0 such that
curlx U(t, x) = 0, ∀(t, x) ∈ [0, τ ]×
(
T
2 \B(x0, r0/10)
)
,(3.16)
suppU ⊂ (0, τ) × T2,(3.17) ∫
T2
U(t, x) dx = 0, ∀t ∈ [0, τ ].(3.18)
Moreover, the characteristics (X,V ) associated to the field −v + U satisfy
that, for every m ≥ m,
∀(x, v) ∈ T2 × R2 with |v| ≥ m,∃t ∈
(
τ
4
,
3τ
4
)
such that
X(t, 0, x, v) ∈ B
(
x0,
r0
4
)
and |V (t, 0, x, v)| ≥ m
2eτ
.(3.19)
Following O. Glass (see [9]), we characterise the bad directions in the
following sense.
DEFINITION 3.2 (Bad directions). Given x0 ∈ T2 and r0 > 0 a small
number, e ∈ S1 is a bad direction if{
(x+ te); t ∈ R+} ∩B(x0, r0/4) = ∅,
in the sense of T2.
REMARK 3.3. It can be shown, thanks to Be´zout’s theorem, that for any
x0 ∈ T2 and r0 > 0 small, there exists only a finite number of such bad
directions, namely {e1, . . . eN} (see [9, Appendix A, p. 373]).
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Proof of Proposition 3.1. Given τ > 0 and N ∈ N∗, the number of bad
directions, let us define
(3.20) tj :=
τ
4
+
jτ
2(N + 1)
, ∀j ∈
{
i+
k
4
; i = 0, . . . , N, k = 0, 1, 2, 3
}
.
We consider
(3.21) η ∈ C∞c (0, 1) such that 0 ≤ η ≤ 1, and
∫ 1
0
η(t) dt = 1.
Let A, ν > 0 so that
(3.22) ν <
τ
8(N + 1)
, A > e
τ
8(N+1)
(
12(N + 1)
τ
+ 2 +
τ
4(N + 1)
)
.
Let ǫ > 0 to be chosen later on and set, according to Proposition A.2, the
following vector field
(3.23)

 U(t, x) =
A
ν η
(
t−t
i+14
ν
)
∇⊥θi(x), (t, x) ∈ [ti+ 1
4
, ti+ 1
2
]× T2,
U(t, x) = 0, otherwise.
With this definition, we readily have (3.16) and (3.17), using (A.109) and
(3.21). Condition (3.18) follows from the definition of U above. We have to
show that (3.19) is satisfied with this construction.
To prove the second point of (3.19), (2.13) yields
|V (t, 0, x, v)| ≥ e−t|v| − τ‖U‖C 0t,x
≥ e−τm− τ‖U‖C 0t,x ≥ e
−τm
2
,
provided that m is large enough.
To show the first part of (3.19), we distinguish several cases, according to
(x, v) ∈ T2 × R2. More precisely, if e = v|v| ∈ S1, we shall show that
(1) if x ∈ T2 and e ∈ S1\{e1, . . . , eN}, with |v| large enough, then (3.19)
follows by comparison with the free transport without friction,
(2) if x ∈ B(x0, r05 ) + Rei and e ∈ BS1(ei; ǫ1), for some i ∈ {1, . . . , N}
and ǫ1 > 0, then (3.19) still holds if |v| is large enough,
(3) if x ∈ T2, e ∈ BS1(ei; ǫ2) for some i ∈ {1, . . . , N} and ǫ2 > 0 small
enough, then for |v| large enough, we shall deduce that (X,V )(σ, 0, x, v),
with some σ ∈ [ti, ti+ 3
4
], satisfies the hypotheses of the case (2).
Let us now treat in detail the three cases below.
First case: Let e ∈ S1 \ {e1, . . . , eN}. Since e is not a bad direction,
from Definition 3.2, there exists m > 0 such that if |v| ≥ m, then,
x+ t|v|e ∈ B
(
x0,
r0
4
)
,
for a certain t ∈ [t0, t1]. In particular, ∃ttrans ∈ [t0, t1] such that
(3.24) x+ ttrans(1 +m)e ∈ B
(
x0,
r0
4
)
.
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We shall prove next that, by augmenting the minimal speed required,
we can conclude in the friction case. Indeed, consider
m0 :=
t1(1 +m)
1− e−t1 .
and for any v♭ ∈ R2 with |v♭| ≥ m0, set the function
t 7→ f♭(t) := (1− e−t)|v♭|,
which is continuous from R+ to R+. Since f♭(0) = 0 and f♭(t1) ≥
t1(1+m), by the intermediate value theorem, ∃t∗ ∈ (0, t1) such that
f♭(t
∗) = ttrans(1 +m). Whence, by (3.24),
(3.25) x+ (1− e−t∗)|v♭|e = x+ f♭(t∗)e = x+ ttrans(1 +m)e ∈ B
(
x0,
r0
4
)
.
This shows (3.19) in this case, since U(t, x) = 0 for t ∈ [t0, t1], and
thus, X(t∗, 0, x, v) = x+ (1− e−t∗)v.
Second case: Let us suppose that x ∈ B(x0, r05 ) + Rei for some i ∈{1, . . . , N}. Let e ∈ V1(ei) := BS1(ei; ǫ1). If ǫ1 > 0 is small enough
and |v| ≥ m1 is large enough, then there exists 0 < s ≤ t ≤ C|v| , for
some constant C > 0, independent of (x, e) ∈ T2 × S1, such that
x+ (1− e−t+s)|v|e ∈ B
(
x0,
9r0
40
)
.
To justify this, we point out that this holds for the free transport
(see [9, p.375]), which implies, by a similar argument as before, that
this also holds in the friction case. Whence, from (2.13) and for any
s′, s′′ ∈ [0, τ ],
|X(s′′, s′, x, v) − x− (1− e−s′+s′′)v| ≤ C(T, ‖U‖C 0t,x)|s
′ − s′′| = O
(
1
m1
)
.
Then, if m1 is large enough, this entails in particular
X(s, ti, x, v) ∈ B
(
x0,
r0
4
)
, for some s ∈ [ti, ti+1].
Third case: Let x ∈ T2, |v| ≥ m2, large enough. Let e ∈ V2(ei) :=
BS1(ei; ǫ2), for some i ∈ {1, . . . , N} and ǫ2 > 0 small enough. We
have to show that ∃t ∈ [ti, ti+ 3
4
] such that
X(t, ti, x, v) ∈ B
(
x0,
r0
5
)
+ Rei,(3.26)
V (t, ti, x, v)
|V (t, ti, x, v)| ∈ BS1(ei; ǫ1), with |V (t, ti, x, v)| ≥ m1.(3.27)
Then, we can use the analysis of the second case to conclude.
We prove first (3.26) by means of the orthogonal projection on
the direction e⊥i . Let
Pe⊥i
: R2 → R
v 7→ Pe⊥i (v) := 〈v, e
⊥
i 〉.
12 I. MOYANO
We distinguish two cases.
Firstly, let v ∈ R2 such that |Pe⊥i (v)| >
6(N+1)
τ . Then, for a large
enough speed |v| ≥ m2, (3.26) is satisfied, as follows by comparison
with the free transport case.
Secondly, if |Pe⊥i (v)| <
6(N+1)
τ , let us suppose that X(t, ti, x, v)
does not meet B(x0, r0/5) +Rei during [ti+ 1
4
, ti+ 1
2
]. Then, by (3.23)
and Proposition A.2, we have∥∥∥∥∥U(t,X(t, ti, x, v)) − Aν η
(
t− ti+ 1
4
ν
)
e⊥i
∥∥∥∥∥
C 0t,x
(3.28)
≤ A
ν
‖η‖C 0t ‖∇
⊥θi − e⊥i ‖C 0x <
Aǫ
ν
.
We choose ǫ > 0 small enough so that Aǫν < 1. Then, by (2.13),
|Pe⊥i (V (ti+ 12 , ti, x, v))| = |〈V (ti+ 12 , ti, x, v), e
⊥
i 〉|
≥ −|Pe⊥i (v)|(ti+ 12 − ti) +
∣∣∣∣∣∣
〈∫ t
i+12
t
i+14
e
s−t
i+12U(s,X(s, ti, x, v) ds, e
⊥
i
〉∣∣∣∣∣∣ .(3.29)
For the first term, by (3.20) and the hypothesis on Pe⊥i
(v),
(3.30) − |Pe⊥i (v)|(ti+ 12 − ti) = −|Pe⊥i (v)|
τ
4(N + 1)
≥ −3
2
.
For the second term, we write∣∣∣∣∣∣
〈∫ t
i+12
t
i+14
e
s−t
i+12U(s,X(s, ti, x, v)) ds, e
⊥
i
〉∣∣∣∣∣∣
=
∣∣∣〈T1 + T2, e⊥i 〉∣∣∣ ≥ −|〈T1, e⊥i 〉|+ |〈T2, e⊥i 〉|,(3.31)
with
T1 :=
∫ t
i+12
t
i+14
e
s−t
i+12
(
U(s,X(s, ti, x, v)) − A
ν
η
(
s− ti+ 1
4
ν
)
e⊥i
)
ds,
T2 := A
ν
∫ t
i+12
t
i+14
e
s−t
i+12 η
(
s− ti+ 1
4
ν
)
e⊥i ds.
Then, using (3.28) and (3.20),
|〈T1, e⊥i 〉| ≤ 2(ti+ 1
2
− ti+ i
4
)
∥∥∥∥U − Aν ηe⊥i
∥∥∥∥
C 0t,x
≤ τ
4(N + 1)
(3.32)
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For the second term, using (3.20) and (3.21), we get
|〈T2, e⊥i 〉| ≥ e−
τ
8(N+1)A
Combining last inequality with (3.32), (3.31), (3.30) and (3.29), the
choice of A and ν in (3.22), this yields
|Pe⊥i (V (ti+ 12 , t, x, v))| ≥
6(N + 1)
τ
.
Whence, by the previous point, ∃t ∈ [ti+ i
2
, ti+ 3
4
] such that
X(t, ti, x, v) ∈ B
(
x0,
r0
5
)
+ Rei,
which shows (3.26). We have to show next (3.27). Indeed, from
(2.13), we deduce
|V (t, ti, x, v) − e−t+tiv| ≤ |t− ti|‖U‖C 0t,x ,
which implies, by (3.20), that
(3.33) e−t+ti |v| − |V (t, ti, x, v)| ≤
3τ‖U‖C 0t,x
8(N + 1)
.
Then, choosing m2 large enough, we get the second point of (3.27).
On the other hand, we observe that
(3.34)
∣∣∣∣ V (t, ti, x, v)|V (t, ti, x, v)| − ei
∣∣∣∣ ≤
∣∣∣∣ V (t, ti, x, v)|V (t, ti, x, v)| −
v
|v|
∣∣∣∣+
∣∣∣∣ v|v| − ei
∣∣∣∣ .
By definition of V2(ei),
∣∣∣ v|v| − ei
∣∣∣ < ǫ2. With the other term, using
(2.13), we find∣∣∣∣ V (t, ti, x, v)|V (t, ti, x, v)| −
v
|v|
∣∣∣∣
=
∣∣∣∣∣
e−t+ti |v|+ ∫ tti et−sU(s,X(s, ti, x, v)) ds
|V (t, ti, x, v)| −
v
|v|
∣∣∣∣∣
≤
∣∣∣∣ e−t+tiv|V (t, ti, x, v)| −
v
|v|
∣∣∣∣+ τe
τ‖U‖C 0t,x
|V (t, ti, x, v)|
=
∣∣e−t+ti |v| − |V (t, ti, x, v)|∣∣
|V (t, ti, x, v)| +
τeτ‖U‖C 0t,x
|V (t, ti, x, v)|
≤
2τeτ‖U‖C 0t,x
|V (t, ti, x, v)| .
This shows, by (3.34), that∣∣∣∣ V (t, ti, x, v)|V (t, ti, x, v)| − ei
∣∣∣∣ ≤ O
(
1
|V (t, ti, x, v)|
)
+ ǫ2,
which entails, by (3.33), that (3.27) holds choosing m2 large enough
and ǫ2 > 0 small enough.
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
3.2. Low velocities. The goal of this section is to prove the following re-
sult, which is the key ingredient for the treatment of low velocities. The
main difficulty is to adapt the construction made in [9, Proposition 2] to the
case with friction.
PROPOSITION 3.4. Let τ > 0, M > 0. Given x0 ∈ T2 and r0 > 0 a
small positive number, there exists U ∈ C∞([0, τ ] × T2;R2) satisfying
curlx U(t, x) = 0, (t, x) ∈ [0, τ ] ×
(
T
2 \B(x0, r0)
)
,(3.35)
suppU ⊂ (0, τ)× T2,(3.36) ∫
T2
U(t, x) dx = 0, ∀t ∈ [0, τ ],(3.37)
and such that, for some M > 0, the characteristics associated to −v + U
satisfy that, for every (x, v) ∈ T2 × BR2(0,M), there exists t ∈ (0, τ) such
that
(3.38) V (t, 0, x, v) ∈ BR2(0,M ) \BR2(0,M + 1).
Proof. Let θ be as in Proposition A.3. Since IndS(x0,r0)(∇θ) = 0, possibly
after a continuous extension, we may define
(3.39) m := inf
x∈T2
|∇θ(x)| > 0.
Let a, b ∈ R, to be chosen later on, and such that c := ab is fixed. Let η be
as in (3.21). Then, we define the field
U(t, x) := aη(bt)∇⊥θ(x), ∀(t, x) ∈ [0, τ ] × T2.
Conditions (3.35)–(3.37) follow from the definition of U and the properties
of θ, given by Proposition A.3. We have to show (3.38). Indeed, from (2.13),
we find that, for every (x, v) ∈ T2 ×BR2(0,M),
(3.40) V (t, 0, x, v) = e−tv + a
∫ t
0
eσ−tη(bσ)∇⊥θ(X(σ, 0, x, v)) dσ.
This gives, changing variables and using (3.21),
|V (t, 0, x, v) − e−tv| ≤ a
b
‖∇⊥θ‖C 0x
∫ bt
0
e
s
b
−tη(s) ds
≤ c‖∇θ‖C 0x ,
whenever t ≤ 1b . Consequently,
|X(t, 0, x, v) − x| ≤
∫ t
0
|V (s, 0, x, v) − e−sv|ds+
∫ t
0
|e−sv|ds
≤ c
b
‖θ‖C 1x +
M
b
,(3.41)
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for every t ≤ 1b . Thus, from (3.40),∣∣∣∣V (1b , 0, x, v) − e− 1b v − c∇⊥θ(x)
∣∣∣∣
=
∣∣∣∣∣a
∫ 1
b
0
es−
1
b η(bs)∇⊥θ(X(s, 0, x, v)) ds − c∇⊥θ(x)
∣∣∣∣∣ ≤ I1 + I2,
with
I1 :=
∣∣∣∣∣a
∫ 1
b
0
es−
1
b η(bs)∇⊥θ(X(s, 0, x, v)) ds − c
∫ 1
0
e
σ−1
b η(σ)∇⊥θ(X( σ
2b
, 0, x, v)) dσ
∣∣∣∣∣ ,
I2 :=
∣∣∣∣c
∫ 1
0
e
σ−1
b η(σ)∇⊥θ(X( σ
2b
, 0, x, v)) dσ − c∇⊥θ(x)
∣∣∣∣ .
We note that the introduction of the term X( σ2b , 0, x, v) is intended to take
into account the exponential in the first integral.
For the first term, we write, changing variables,
I1 =
∣∣∣∣∣a
∫ 1
b
0
es−
1
b η(bs)
(
∇⊥θ(X(s, 0, x, v)) −∇⊥θ(X(s
2
, 0, x, v))
)
ds
∣∣∣∣∣
≤ a‖θ‖C 1x
∫ 1
b
0
es−
1
b η(bs)
∣∣∣X(s, 0, x, v) −X(s
2
, 0, x, v)
∣∣∣ ds
≤ 2c‖θ‖C 1x
(
c
b
‖θ‖C 1x +
M
b
)
= O
(
1
b
)
,
as a consequence of (3.41). For the second term, by (3.21), we have
I2 ≤
∣∣∣∣c
∫ 1
0
e
σ−1
b η(σ)
(
∇⊥θ(X( σ
2b
, 0, x, v)) −∇⊥θ(x)
)
dσ
∣∣∣∣
+
∣∣∣∣c
∫ 1
0
(
e
σ−1
b − 1
)
η(σ)∇⊥θ(x) dσ
∣∣∣∣
≤ c‖θ‖C 1x
∫ 1
0
e
σ−1
b η(σ)
∣∣∣X(s
2
, 0, x, v) − x
∣∣∣ ds+ c‖θ‖C 1x |e− 1b − 1|
≤ c‖θ‖C 1x
(
c
b
‖θ‖C 1x +
M
b
)
+O
(
1
b
)
= O
(
1
b
)
,
using again (3.41). This allows to choose b large enough so that∣∣∣∣V (1b , 0, x, v) − e− 1b v − c∇⊥θ(x)
∣∣∣∣ < 12 .
Whence, by (3.39),
1
2
>
∣∣∣∣V (1b , 0, x, v) − e− 1b v − c∇⊥θ(x)
∣∣∣∣
≥ c|∇⊥θ(x)| −
∣∣∣∣V (1b , 0, x, v)
∣∣∣∣ − |v|
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≥ cm−
∣∣∣∣V (1b , 0, x, v)
∣∣∣∣ −M,
which gives, choosing c := 2(M+1)m ,∣∣∣∣V (1b , 0, x, v)
∣∣∣∣ > M + 32 .
This concludes the proof.

3.3. Description of the reference trajectory. Since ω is a nonempty
open set in T2, there exist x0 ∈ ω and r0 > 0 such that
B(x0, 2r0) ⊂ ω.
We can define a suitable vector field U using the constructions made in the
previous sections. Firstly, we apply Proposition 3.1 with τ := T3 , which gives
a vector field U1 and m1 > 0 such that (3.19) is verified.
For reasons that will be clear in Section 5, we set the following parameters.
Let
(3.42) α := max

T‖U1‖C 0,1t,x + 52 ,
Cr0,T‖U 1‖C 0,1t,x
4

 ,
where Cr0,T > 0 is a constant chosen large enough so that
(3.43) log

1 + 9r0Cr0,T‖U 1‖C 0,1t,x

 < T
200
.
We set
(3.44) M1 := max {m1, 2α} +
T
3
‖U 1‖C 0,1t,x .
With this choice of parameters, we apply Proposition 3.4 with τ = T3 and
M =M1, which gives U2 and M .
This allows to set
(3.45) U(t, x) :=


U1(t, x), (t, x) ∈
[
0, T3
]× T2,
U2
(
t− T3 , x
)
, (t, x) ∈ [T3 , 2T3 ]× T2,
U1
(
t− 2T3 , x
)
, (t, x) ∈ [2T3 , T ]× T2.
By construction,
curlx U(t, x) = 0, (t, x) ∈ [0, T ]× (T2 \ ω),(3.46)
suppU ⊂ (0, T )× ω,(3.47)
divx U(t, x) = 0,(3.48) ∫
T2
U(t, x) dx = 0, ∀t ∈ [0, T ].(3.49)
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We set
(3.50) W (t, x) := curlx U(t, x).
Let us consider the functions
Z1(v) := −k1v2e−
|v|2
2 , Z2(v) := k2v1e−
|v|2
2 , ∀v = (v1, v2) ∈ R2,
where k1, k2 > 0 are normalisation constants. These functions satisfy that
(3.51) Z1,Z2 ∈ S (R2),
where S (Rd) stands for the space of real-valued Schwartz functions in Rd.
Moreover, choosing k1, k2 adequately, we have∫
R2
v1Z1(v) dv =
∫
R2
v2Z2(v) dv = 0,(3.52) ∫
R2
v2Z1(v) dv = −
∫
R2
v1Z2(v) dv = 1,(3.53) ∫
R2
Z1(v) dv =
∫
R2
Z2(v) dv = 0.(3.54)
We thus define, for any (t, x, v) ∈ [0, T ]× T2 × R2,
(3.55) f(t, x, v) := Z1(v)∂x1W (t, x) + Z2(v)∂x2W (t, x).
From (3.47) and (3.50), we have
(3.56) f |t=0 = 0, f |t=T = 0.
Thanks to (3.54),
(3.57) ρf (t, x) = 0, ∀(t, x) ∈ ΩT .
Furthermore, by construction and using (3.52) and (3.53) we find
−∆xW = curlx
∫
R2
vf dv.
Moreover, thanks to (3.55),
(3.58)
∫
T2
jf (t, x) dx = 0.
Hence, for some p ∈ C∞([0, T ] × T2;R),
(3.59) −∆xU(t, x) = ∇xp(t, x) +
∫
R2
vf dv.
Furthermore, from (3.55), (3.46) and (3.50), we deduce that
∂tf + v · ∇xf + divv
[
(U − v)f] = 0, ∀(t, x, v) ∈ [0, T ]× (T2 \ ω)× R2,
f(t, x, v) = 0, ∀(t, x, v) ∈ [0, T ]× (T2 \ ω)× R2.(3.60)
To sum up, we have constructed a reference solution (f, U, p) of system (1.1)
with (3.56) and such that the characteristics associated to −v + U satisfy
(3.19).
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4. Fixed point argument
Let ǫ ∈ (0, ǫ0) be fixed, with ǫ0 to be chosen later on. We shall define an
operator Vǫ acting on a domain Sǫ ⊂ C 0([0, T ] × T2 × R2) to be precised
below. The goal of this section is to show that Vǫ has a fixed point.
4.1. Definition of the operator. We describe the set Sǫ. Let ǫ ∈ (0, ǫ0),
to be precised later on, and γ > 2. Then, set
(4.61) δ1 :=
γ
2(γ + 3)
, δ2 :=
γ + 2
γ + 3
.
According to the notation of Section 1, we define
Sǫ :=
{
g ∈ C 0,δ2b (QT );
(a)
∥∥∥∥
∫
R2
(f − g) dv
∥∥∥∥
C
0,δ1
b (ΩT )
≤ c3ǫ,
(b) ‖(1 + |v|)γ+2(f − g)‖L∞(QT )
≤ c1
(‖f0‖C 1(T2×R2) + ‖(1 + |v|)γ+2f0‖C 0(T2×R2)) ,
(c) ‖(f − g)‖
C
0,δ2
b (QT )
≤ c2
(‖f0‖C 1(T2×R2) + ‖(1 + |v|)γ+2f0‖C 0(T2×R2)) ,
(d)
∫
T2
∫
R2
vg(t, x, v) dxdv = 0, ∀t ∈ [0, T ]
(e)
∫
T2
∫
R2
g(t, x, v) dxdv =
∫
T2
∫
R2
f0(x, v) dxdv, ∀t ∈ [0, T ]
}
,
where c1, c2, c3 are constants depending only on T, ω, γ, δ1 and δ2 (see (4.90),
(4.93) and (4.94) for details). We observe that, for c1, c2, c3 large enough
and f0 ∈ C 1(T2 × R2), with high moments in v, satisfying∥∥∥∥
∫
R2
f0(x, v) dv
∥∥∥∥
C
0,δ1
b
(ΩT )
≤ c3ǫ,
we trivially have that f + f0 ∈ Sǫ. Thus, Sǫ 6= ∅.
In order to describe the operator Vǫ we have to introduce some definitions.
Let (see [9, p. 342])
γ− :=
{
(x, v) ∈ S(x0, r0)× R2; |v| ≥ 1
2
, 〈v, ν(x)〉 ≤ −|v|
10
}
,
γ2− :=
{
(x, v) ∈ S(x0, r0)× R2; |v| ≥ 1, 〈v, ν(x)〉 ≤ −|v|
8
}
,
γ3− :=
{
(x, v) ∈ S(x0, r0)× R2; |v| ≥ 2, 〈v, ν(x)〉 ≤ −|v|
5
}
,
γ+ :=
{
(x, v) ∈ S(x0, r0)×R2; 〈v, ν(x)〉 ≤ 0
}
,
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where ν(x) denotes the outward unit normal at S(x0, r0) at x. It can be
shown that
(4.62) dist
(
[S(x0, r0)× R2] \ γ2−; γ3−
)
> 0.
Consequently, we may choose an absorption functionA ∈ C∞∩W 1,∞(S(x0, r0)×
R
2;R+) such that
0 ≤ A(x, v) ≤ 1, ∀(x, v) ∈ S(x0, r0)× R2,(4.63)
A(x, v) = 1, ∀(x, v) ∈ [S(x0, r0)×R2] \ γ2−,
A(x, v) = 0, ∀(x, v) ∈ γ3−.
We also choose a truncation function Y ∈ C∞(R+;R+) such that
Y(t) = 0, ∀t ∈
[
0,
T
48
]
∪
[
47T
48
, T
]
,
Y(t) = 1, ∀t ∈
[
T
24
,
23T
24
]
.
We describe the operator Vǫ in three steps.
1. Stokes system. Let g ∈ Sǫ. We associate to g the pair (Ug(t), pg(t)),
for every t ∈ [0, T ], solution of
(4.64)


−∆xUg(t) +∇xpg(t) = jg(t), x ∈ T2,
divx U
g(t, x) = 0, x ∈ T2,∫
T2
Ug(t, x) dx = 0, t ∈ [0, T ],
where
jg(t, x) :=
∫
R2
vg(t, x, v) dv.
We shall prove that this association is well defined, thanks to point (d) and
the following result.
LEMMA 4.1. Let ǫ > 0. Then, there exists a constant K1 = K1(γ) > 0
such that, for every g ∈ Sǫ and every t ∈ [0, T ],
‖jg(t)‖L2(T2)2 ≤ K1
√
1 + c21ǫ
2.
Proof. We write, by the triangular inequality,
‖jg(t)‖2L2(T2)2 =
∫
T2
∣∣∣∣
∫
R2
vg(t, x, v) dv
∣∣∣∣
2
dx
=
∫
T2
∣∣∣∣
∫
R2
v
(
g − f + f) (t, x, v) dv∣∣∣∣
2
dx
≤
∫
T2
(∫
R2
|v||g − f |dv +
∫
R2
|v||f |dv
)2
dx
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≤ 2
∫
T2
(∫
R2
|v||g − f |dv
)2
dx+ 2
∫
T2
(∫
R2
|v||f |dv
)2
dx.(4.65)
Let us note that, from (3.55), (3.51) and the properties of Schwartz func-
tions, we have that
(4.66) I1 :=
∫
T2
(∫
R2
|v||f |dv
)2
dx <∞,
is a positive constant, independent from g.
We have to treat the first part of (4.65). Indeed, by point (b),∫
T2
(∫
R2
|v||(g − f)(t, x, v)|dv
)2
dx
≤ c21
(∫
R2
|v|dv
(1 + |v|)γ+2
)2
(‖f0‖C 1 + ‖(1 + |v|)γ+2f0‖L∞)2,
≤ I2c21ǫ2,(4.67)
where we have used (1.5) and
I2 :=
(∫
R2
|v|dv
(1 + |v|)γ+2
)2
<∞.
Finally, putting together (4.67), (4.66) and (4.65), we obtain the result by
choosing
K1 :=
√
2max {I1,I2}.

We observe that the previous lemma shows that jg(t) ∈ L2(T2)2, for every
t ∈ [0, T ]. Then, using point (d), we get from Proposition B.1 (see Appendix
B for notation) the solution of (4.64),
(Ug(t), pg(t)) ∈ (H20 (T2)2 ∩V)× L2(T2), ∀t ∈ [0, T ].
Consequently, the association given by (4.64) is well defined.
Let us show some consequences that will be important in next sections.
We will assume from now on that the choice of ǫ is made according to
(4.68) ǫ0 ≤ min
{
1
c1
, 1
}
.
LEMMA 4.2. There exists a constant K2 = K2(T, γ) > 0 such that for
any g ∈ Sǫ and Ug given by (4.64), we have
(4.69) ‖Ug‖L∞(ΩT ) ≤ K2(T, γ).
Moreover,
(4.70) Ug ∈ C 0([0, T ];C 1(T2;R2)).
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Proof. Let g ∈ Sǫ. Then, by (B.114), the Sobolev embedding theorem and
(4.68),
‖Ug‖L∞(ΩT ) ≤ CS‖Ug‖L∞t (H2x)2
≤ CSC1‖jg‖L∞t (L2x)2 ≤ CSC1
√
2K1,(4.71)
which gives (4.69) for a constant K2 :=
√
2CSC1K1 > 0, independent from
g.
Let us show (4.70). Indeed, by similar arguments as those in Lemma 4.1,
we deduce that jg(t) ∈ L∞(T2)2, for every t ∈ [0, T ]. Then, by interpolation
between the Lp spaces, we deduce that
jg(t) ∈ Lp(T2)2, ∀t ∈ [0, T ], p ∈ [2,∞].
Consequently, using Proposition B.2 with source term jg(t) ∈ Lp(T2)2, we
deduce that
Ug(t) ∈W 2,p(T2)2, ∀t ∈ [0, T ], p ∈ [2,∞).
Finally, choosing 2 < p < ∞, the Sobolev embedding theorem in this case
(see [18, Corollaire 9.1, p.52]) implies that
Ug(t) ∈ C 1(T2)2, ∀t ∈ [0, T ].
We have to show the continuity w.r.t. the time variable. Let t, s ∈ [0, T ].
Then, W (t, s) := Ug(t)− Ug(s), p(t, s) := pg(t)− pg(s), satisfy

−∆xW (t, s) +∇xp(t, s) = jg(t)− jg(s), x ∈ T2,
divxW (t, s) = 0, x ∈ T2,∫
T2
W (t, s) dx = 0.
On the one hand, we have
‖jg(t)− jg(s)‖pLp(T2)2
(4.72)
≤ C(p) sup
x∈T2
∣∣∣∣
∫
R2
v(g(t, x, v) − g(s, x, v)) dv
∣∣∣∣
≤ C(p) sup
x∈T2
‖g(t, x) − g(s, x)‖1−
γ+1
γ+2
L∞v
(∫
R2
|v||g(t, x, v) − g(s, x, v)| γ+1γ+2 dv
)
.
Furthermore, using point (b), we have, for any x ∈ T2,∫
R2
|v||g(t, x, v) − g(s, x, v)| γ+1γ+2 dv
≤
∫
R2
|v||g(t, x, v) − f(t, x, v)| γ+1γ+2 dv +
∫
R2
|v||f(t, x, v) − f(s, x, v)| γ+1γ+2 dv
+
∫
R2
|v||f (s, x, v)− g(s, x, v)| γ+1γ+2 dv
≤ 2
[
c
γ+1
γ+2
1
(‖f0‖C 1(T2×R2) + ‖(1 + |v|)γ+2f0‖L∞(T2×R2))γ+1γ+2
] ∫
R2
|v|dv
(1 + |v|)γ+1
22 I. MOYANO
+ C(f, γ)
≤ C(c1, f0, γ, f),
thanks to (3.55) and (3.51). This yields, from (4.72) and using the fact that
g ∈ C 0,δ2(QT ),
‖jg(t)− jg(s)‖pLp(T2)2
≤ C(p, c1, f0, γ, f ) sup
x∈T2
‖g(t, x) − g(s, x)‖1−
γ+1
γ+2
L∞v
≤ C(p, c1, f0, γ, f )‖g‖
1− γ+1
γ+2
C 0,δ2 (QT )
|t− s| 1γ+3 .
Then, combining this with (B.114), we deduce
‖W (t, s)‖W 2,p(T2)2 ≤ C|t− s|
1
p(γ+3) , ∀t, s ∈ [0, T ].
This implies, again by the Sobolev embedding,
lim
|t−s|→0
‖Ug(t)− Ug(s)‖C 1(T2)2 = 0,
which gives (4.70).

We also deduce the following property for the backwards characteristics
associated to −v + Ug.
LEMMA 4.3. Let g ∈ Sǫ and let (Xg, V g) be the characteristics associated
to the field −v + Ug, according to (4.64). Then, there exists a constant
K3 = K3(T, γ) > 0, independent of g, such that
(4.73)
∣∣et|v| − |V g(0, t, x, v)|∣∣ ≤ K3,
for any (t, x, v) ∈ [0, T ]× T2 × R2.
Proof. By (2.13), we have∣∣et|v| − |V g(0, t, x, v)|∣∣ ≤ ∣∣V g(0, t, x, v) − etv∣∣
=
∣∣∣∣
∫ t
0
esUg(s,Xg(0, s, x, v)) ds
∣∣∣∣
≤ C(T )‖Ug‖L∞t,x
≤ C(T )K2(T, γ),
using (4.69). This allows to conclude, choosing K3 := C(T )K2(T, γ). 
2. Absorption. To give a sense to the procedure of absorption we
need first the following result, which asserts that the number of times the
characteristics associated to the Stokes velocity field of the previous part
meet γ− is finite.
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LEMMA 4.4. Let g ∈ Sǫ and let Ug be given by (4.64) accordingly. Let
(Xg, V g) be the characteristics associated to the field −v + Ug. Then, for
any (x, v) ∈ T2 × R2, there exists n(x, v) ∈ N such that there exist 0 < t1 <
· · · < tn(x,v) < T such that
{(Xg, V g)(t, 0, x, v); t ∈ [0, T ]} ∩ γ− = {ti}n(x,v)i=1 ,(4.74)
∃s > 0 s.t. (ti − s, ti + s) ∩ (tj − s, tj + s) = ∅, ∀i, j = 1, . . . , n(x, v),(4.75)
with the convention that n(x, v) = 0 and {ti}n(x,v)i=1 = ∅ if {(Xg, V g)}∩ γ− =
∅.
For more details on this result, see [9, p.348] and [11, p.5468]. In the
friction case, this holds true without further modification, thanks to Lemma
4.2 and Lemma 4.3.
The previous lemma allows to define the following quantities. Let f0 ∈
C 1(T2 × R2) and let (x, v) ∈ T2 × R2. Then, for every ti, with i =
1, · · · , n(x, v), we have (x˜, v˜) = (Xg, V g)(ti, 0, x, v) ∈ γ−. Moreover, let
f(t−, x˜, v˜) = lim
t→t−i
f0((X
g, V g)(0, t, x, v)),(4.76)
f(t+, x˜, v˜) = lim
t→t+i
f0((X
g , V g)(0, t, x, v)).(4.77)
We define f := V˜ǫ[g] to be the solution of
(4.78)

∂tf + v · ∇xf + Ug · ∇vf − divv(vf) = 0, (t, x, v) ∈ [0, T ]× [T2 × R2] \ γ2−
f(0, x, v) = f0(x, v), (x, v) ∈ T2 × R2,
f(t+, x, v) = (1− Y(t))f(t−, x, v) + Y(t)A(x, v)f(t−, x, v), (t, x, v) ∈ [0, T ]× γ−.
Let us explain how the absorption procedure works. From (4.70), the char-
acteristics associated to the field −v +Ug are regular. Thus, outside ω, the
system above defines a function V˜ǫ[g] of class C 1. Moreover, the exact value
of V˜ǫ[g] is given by these characteristics through (2.15) and (2.13). When
the characteristics (Xg, V g) meet γ− at time t, f(t+, ·, ·) is fixed according
to the last equation in (4.78). We can see the function Y(t)A(x, v) as an
opacity factor depending on time and on the incidence of the characteristics
on S(x0, r0). Indeed, f(t
+, ·, ·) can take values varying from f(t−, ·, ·), in the
case of no absorption, to 0, according to the angle of incidence, the modulus
of the velocity and time.
3. Extension. The function V˜ǫ[g] is not necessarily continuous around
[0, T ] × γ− ⊂ [0, T ] × B(x0, 2r0). To avoid this problem we shall use some
extension operators preserving regularity.
Let us first consider a linear extension operator
π : C 0b (T
2 \B(x0, 2r0))→ C 0b (T2),
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such that for any σ ∈ (0, 1), a C 0,σb function is mapped onto a C 0,σb function.
This allows to define another linear extension operator by
π˜ : C 0b ([0, T ] × [T2 \B(x0, 2r0)]× R2) → C 0b ([0, T ]× T2 ×R2)
f 7→ π˜f(t, x, v) = π [f(t, ·, v)] (x).
We modify π˜ in the following way. Let µ1, µ2 ∈ C∞(T2 × R2) such that∫
T2
∫
R2
µ1 dxdv = 0,
∫
T2
∫
R2
vµ1 dxdv = 1,∫
T2
∫
R2
µ2 dxdv = 1,
∫
T2
∫
R2
vµ2 dxdv = 0.
Then, set
π(f) := π˜(f)−
∫
T2
∫
R2
vπ˜(f) dxdvµ1 +
[∫
T2
∫
R2
(f0 − π˜(f)) dxdv
]
µ2.
Thus, π is an affine extension satisfying the following properties: for every
f ∈ C 0b ([0, T ] × (T2 \B(x0, 2r0))× R2)), we have∫
T2
∫
R2
πf(t, x, v) dxdv =
∫
T2
∫
R2
f0(x, v) dxdv, ∀t ∈ [0, T ],(4.79) ∫
T2
∫
R2
vπf(t, x, v) dxdv = 0, ∀t ∈ [0, T ],(4.80)
∃Cπ > 0 such that(4.81)
‖(1 + |v|)γ+2π(f)‖L∞(QT ) ≤ Cπ‖(1 + |v|)γ+2f‖L∞([0,T ]×(T2\ω)×R2),
∀σ ∈ (0, 1), ∃Cπ,σ > 0 such that(4.82)
‖π(f)‖
C
0,σ
b
(QT )
≤ Cπ,σ‖(1 + |v|)γ+2f‖C 0,σ
b
([0,T ]×(T2\ω)×R2),
We introduce another truncation in time. Let Y˜ ∈ C∞(R+; [0, 1]) such that
(4.83)
Y˜(t) = 0, t ∈ [0, T100] ,
Y˜(t) = 1, t ∈ [ T48 , T ] .
Finally, we set
(4.84)
Π : C 0b ([0, T ] × (T2 \B(x0, 2r0))× R2) → C 0b ([0, T ] × T2 × R2),
f 7→ Πf = (1− Y˜(t))f + Y˜(t)πf.
This allows to define the fixed point operator by
(4.85) Vǫ[g] := f +Π
(
V˜ǫ[f ]|([0,T ]×(T2\B(x0,2r0))×R2)∪([0, T48 ]×T2×R2)
)
,
for every (t, x, v) ∈ [0, T ]× T2 × R2.
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4.2. Existence of a fixed point. We shall apply the Leray-Schauder fixed
point theorem (see [8, Theorem 1.11, p. 279]). To do this, we have to verify
that
(1) The set Sǫ is convex and compact in C
0
b (QT ),
(2) Vǫ : Sǫ ⊂ C 0b (QT )→ C 0b (QT ) is continuous,
(3) Vǫ(Sǫ) ⊂ Sǫ.
The first point is straightforward, since the convexity of Sǫ is clear and
the compactness is a consequence of Ascoli’s theorem (see, for instance, [19,
Theorem 11.28, p. 245]). The second point is similar to [9, Section 3.3] and
holds without further modification, thanks to Lemma 4.4, Lemma 4.3 and
Lemma 2.1.
We need to show that point (3) holds. Let g ∈ Sǫ. We have to prove
that Vǫ[g] ∈ Sǫ, i.e, points (a)–(c), since points (d) and (e) follow by the
construction of Vǫ, using (4.80) and (4.79).
4.2.1. Proof of point (b). By construction of Vǫ, we have
‖(1 + |v|)γ+2 (Vǫ[f ]− f) ‖L∞(QT )
=
∥∥∥(1 + |v|)γ+2Π(V˜ǫ[g]|([0,T ]×(T2\B(x0,2r0))×R2∪[0, T48 ]×T2×R2)
)∥∥∥
L∞(QT )
(4.86)
≤ Cπ
∥∥∥(1 + |v|)γ+2V˜ǫ[g]∥∥∥
L∞(QT )
,
where we have used (4.81). Moreover, by (4.78) and (4.63),
|f(t+, x, v)| ≤ |f(t−, x, v)|,
which implies, through (2.15),
|V˜ǫ[g](t, x, v)| ≤
∣∣e2tf0 ((Xg, V g)(0, t, x, v))∣∣ .
On the other hand,
|f0 ((Xg, V g)(0, t, x, v))|
=
(
1 + |V g(0, t, x, v)|
1 + |V g(0, t, x, v)|
)γ+2
|f0 ((Xg, V g)(0, t, x, v))|
≤ ‖(1 + |v|)
γ+2f0‖L∞(QT )
(1 + |V g(0, t, x, v)|)γ+2(4.87)
=
‖(1 + |v|)γ+2f0‖L∞(QT )
(1 + [et|v| − (et|v| − |V g(0, t, x, v)|)])γ+2
≤
(
1 +
∣∣et|v| − |V g(0, t, x, v)|∣∣)γ+2 ‖(1 + |v|)γ+2f0‖L∞(QT )
(1 + et|v|)γ+2
≤ (1 +K3(T, γ))
γ+2‖(1 + |v|)γ+2f0‖L∞(QT )
(1 + et|v|)γ+2 ,
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where we have used (4.73) and the inequality (see [9, Eq. (3.33), p. 347].
(4.88)
1
1 + |x− x′| ≤
1 + |x′|
1 + |x| , ∀x, x
′ ∈ R2.
Furthermore, since
(1 + |v|)γ+2|V˜ǫ[g](t, x, v)| ≤ (1 + et|v|)γ+2|V˜ǫ[g](t, x, v)|,
for every (t, x, v) ∈ [0, T ]× T2 × R2, we have
‖(1 + |v|)γ+2V˜ǫ[g]‖L∞(QT )
(4.89)
≤ e2T (1 +K3(T, γ))γ+2
(‖f0‖C 1 + ‖(1 + |v|)γ+2f0‖L∞) .
This gives that Vǫ[g] satisfies point (b), thanks to (4.86) and choosing
(4.90) c1 ≥ Cπe2T (1 +K3(T, γ))γ+2 .
4.2.2. Proof of point (c). We need the following technical result, which can
be adapted from [9, Lemma 2, p. 347], thanks to Lemma 2.1 and (4.70).
LEMMA 4.5. For any g ∈ Sǫ, one has V˜ǫ[g] ∈ C 1(QT \ ΣT ), with ΣT :=
[0, T ]× γ−. Moreover, there exists a constant K4 = K4(γ, ω) > 0 such that∣∣∣V˜ǫ[g](t, x, v) − V˜ǫ[g](t′, x′, v′)∣∣∣
(1 + |v|)|(t, x, v) − (t′, x′, v′)| ≤ K4(‖f0‖C 1(T2×R2)+‖(1+|v|)
γ+2f0‖L∞(QT )),
for any (t, x, v), (t′, x′, v′) ∈ [0, T ]× (T2 \ω)×R2 with |v− v′| < 1. Further-
more, if f0 satisfies (1.6), we also have
‖(1 + |v|)γ+1∇x,vV˜ǫ[g]‖L∞
≤ K5
(‖(1 + |v|)γ+1∇x,vf0‖L∞(QT ) + ‖(1 + |v|)γ+2f0‖L∞) ,(4.91)
for some constant K5 = K5(κ, g) > 0.
Let δ2 be given by (4.61). Again, by construction of Vǫ and (4.82), we
deduce
(4.92) ‖Vǫ[g] − f‖
C
0,δ2
b
(QT )
≤ Cπ,δ2‖V˜ǫ[g]‖C 0,δ2
b
([0,T ]×(T2\B(x0,2r0))×R2)
.
Then, interpolating (4.89) and Lemma 4.5, we have
|V˜ǫ[g](t, x, v) − V˜ǫ[g](t′, x′, v′)|
|(t, x, v) − (t′, x′, v′)|δ2
=
(
|V˜ǫ[g](t, x, v) − V˜ǫ[g](t′, x′, v′)|
(1 + |v|)|(t, x, v) − (t′, x′, v′)|
) γ+2
γ+3
×
(
(1 + |v|)γ+2|V˜ǫ[g](t, x, v) − V˜ǫ[g](t′, x′, v′)|
)1− γ+2
γ+3
≤ K
γ+2
γ+3
4 K
1− γ+2
γ+3
6
(‖f0‖C 1(T2×R2) + ‖(1 + |v|)γ+2f0‖L∞(QT )) ,
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with
K6 = 2e
2T (1 +K3(T, γ))
γ+2 .
Whence, by (4.92), this gives that V˜ǫ[g] satisfies point (c), choosing
(4.93) c2 ≥ Cπ,δ2K4(γ, ω)
γ+2
γ+3K6(T, γ)
1− γ+2
γ+3 .
4.2.3. Proof of point (a). We show first the L∞ estimate. Using (3.57) and
point (b), we find∥∥∥∥
∫
R2
(Vǫ[g]− f) dv
∥∥∥∥
L∞(ΩT )
=
∥∥∥∥
∫
R2
(Vǫ[g](t, x, v)) dv
∥∥∥∥
L∞(ΩT )
= sup
(t,x)∈ΩT
∫
R2
|Vǫ[g](t, x, v)| dv
≤ K7(‖f0‖C 1 + ‖(1 + |v|)γ+2f0‖L∞),
with
K7 := c1
∫
R2
dv
(1 + |v|)γ+2 .
To show the Ho¨lder estimate, we interpolate (4.89) and (c). Indeed, if δ1 is
given by (4.61) and γ˜ := 2 + γ2 , we have
(1 + |v|)γ˜ |Vǫ[g](t, x, v) − Vǫ[g](t
′, x′, v)|
|(t, x, v) − (t′, x′, v)|δ1
=
(
(1 + |v|)γ+2|Vǫ[g](t, x, v) − Vǫ[g](t′, x′, v)|
) 1
2
+ 1
γ+2
×
( |Vǫ[g](t, x, v) − Vǫ[g](t′, x′, v)|
|(t, x, v) − (t′, x′, v)|δ2
) 1
2
− 1
γ+2
≤ c
1
2
+ 1
γ+2
1 c
1
2
− 1
γ+2
2
(‖f0‖C 1(T2×R2) + ‖(1 + |v|)γ+2f0‖L∞(QT )) .
Consequently, choosing
(4.94) c3 := K7 + c
1
2
+ 1
γ+2
1 c
1
2
− 1
γ+2
2
∫
R2
dv
(1 + |v|)γ˜ ,
and thanks to (1.5), we have that Vǫ[g] satisfies point (a).
Let us choose ǫ0 sufficiently small and satisfying (4.68). Then, the small-
ness assumption (1.5) and the properties of Vǫ and Π allow to conclude.
Thus, if ǫ ≤ ǫ0, thanks to Leray-Schauder theorem, there exists g ∈ Sǫ such
that Vǫ[g] = g.
4.3. Uniqueness. The goal of this section is to show that the solution of
(1.1) obtained in the previous section is unique within a certain class.
Indeed, let ǫ ≤ ǫ0 and g = Vǫ[g]. Then. if f0 ∈ C 1(T2 × R2) satisfies
(1.6), Lemma 4.5 gives (4.91). By the construction of f and V˜ǫ, and since
Π preserves regularity, we deduce that
g ∈ C 1(QT ),(4.95)
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∃κ′ > 0, (|g|+ |∇x,vg|) (t, x, v) ≤ κ
′
(1 + |v|)γ+1 , ∀(t, x, v) ∈ QT ,(4.96) ∫
T2
jg(t, x) dx = 0, ∀t ∈ [0, T ].(4.97)
Next result, inspired from [21, Section 8], shows that the solution in this
class is unique.
PROPOSITION 4.6. Let f0 ∈ C 1(T2 × R2) satisfying (1.6) and let G ∈
C 0(QT ). Then, the solution of system (1.1) satisfying conditions (4.95),
(4.96) and (4.97) is unique.
Proof. Let f1 = V˜ǫ[f1], for ǫ ≤ ǫ0. Let us suppose that (f2, U2, p2) is a
solution of system (1.1) with initial datum f0 and control G such that (4.95)
and (4.96) are satisfied.
Let W := U1 − U2, g := f1 − f2, π := p1 − p2. Then, (g,W, π) satisfies
(4.98)

∂tg + v · ∇xg + divv[(U1 − v)g] = −W · ∇vf2, (t, x, v) ∈ QT ,
−∆xW +∇xπ = jg, (t, x) ∈ ΩT ,
divxW = 0, (t, x) ∈ ΩT ,∫
T2
W (t, x) dx = 0, t ∈ [0, T ],
g|t=0 = 0, (x, v) ∈ T2 × R2.
Using Proposition B.1, we get, for every t ∈ [0, T ],
‖W (t)‖(H2x)2 ≤ C‖jg(t)‖(L2x)2 .
Moreover, the Sobolev embedding theorem gives, for every t ∈ [0, T ],
(4.99) ‖W (t)‖(L∞x )2 ≤ C ′‖jg(t)‖(L2x)2 .
On the other hand, we observe that condition (4.96) gives
(1 + |v|)|∇x,vf2(t, (X1, V 1)(0, t, x, v))|
≤ κ
′(1 + |v|)
(1 + |V 1(0, t, x, v)|)γ+1
≤ C(κ
′, γ)
(1 + |v|)γ ,
proceeding in the same fashion as in (4.87). As a result,
(4.100) sup
(t,x)∈ΩT
∫
R2
(1 + |v|) ∣∣∇vf2(t, (X1, V 1)(0, t, x, v)∣∣ dv ≤ C˜(κ′, γ),
for some constant C˜(κ′, γ) > 0. Consequently, from the Vlasov equation in
(4.98), by the method of characteristics, we have
|g(t, x, v)| ≤ e2T
∣∣∣∣
∫ t
0
W (s,X1(0, s, x, v)) · ∇vf2(s, (X1, V 1)(0, s, x, v) ds
∣∣∣∣
≤ e2T
∫ t
0
‖W (s, ·)‖L∞x
∣∣∇vf2(s, (X1, V 1)(0, s, x, v)∣∣ ds.
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Thus,
(1+|v|)|g(t, x, v)| ≤
∫ t
0
‖W (s, ·)‖L∞x (1+|v|)
∣∣∇vf2(s, (X1, V 1)(0, s, x, v)∣∣ ds,
which implies, thanks to (4.100) and (4.99),
sup
x∈T2
|jg(t, x)| ≤ C
∫ t
0
‖W (s, ·)‖L∞x ds
≤ C ′
∫ t
0
‖jg(s)‖(L2x)2 ds
≤ C ′′
∫ t
0
sup
x∈T2
|jg(s)| ds, ∀t ∈ [0, T ],
which, by Gronwall’s lemma entails, since jg(0) = 0, that
jg(t, x) = 0, ∀(t, x) ∈ ΩT .
Moreover, using again system (4.98) we deduce from this that the difference
W (t) = (U1 − U2)(t) satisfies, for every t ∈ [0, T ],

−∆xW (t) +∇xπ(t) = 0, x ∈ T2,
divxW (t) = 0, x ∈ T2,∫
T2
W (t) dx = 0,
which, according to Proposition B.1 must imply that U1 = U2 in ΩT . In
particular, the characteristics associated to −v+U1 and to −v+U2 coincide
and thus, f1 = f2 in QT . 
5. End of the proof
In order to conclude the proof of Theorem 1.1 we have to show that if we
choose ǫ ∈ (0, ǫ1) with ǫ1 small enough, then the fixed point g found in the
previous section satisfies (1.3). To do this, we show that Vǫ[g]|t=T = 0 in
(T2 \ ω)× R2 (see the strategy of proof in Section 1.3.3). The key result is
the following.
PROPOSITION 5.1. There exists ǫ1 > 0 such that the characteristics
(Xg, V g) associated to the field −v+Ug meet γ3− for some time in [ T24 , 23T24 ].
Proof. Let us define
γ4− :=
{
(x, v) ∈ S(x0, r0)× R2; |v| ≥ 5
2
, 〈v, ν(x)〉 ≤ −|v|
4
}
.
We proceed in two steps. In a first time, we show the result for the charac-
teristics associated to −v + U , given by (3.45). In a second time, we show
that, thanks to the first step, the result for (Xg, V g) follows by choosing
ǫ1 > 0 small enough.
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Step 1: Let us consider the characteristics (X,V ) associated to the
field −v + U . We claim that
(5.101) ∃σ ∈
[
T
12
,
3T
12
]
∪
[
9T
12
,
11T
12
]
such that X(σ, 0, x, v) ∈ γ4−.
To show this claim, we need to prove the following
(5.102)
∃ t ∈
[
T
12
,
3T
12
]
∪
[
9T
12
,
11T
12
]
s.t X(t, 0, x, v) ∈ B
(
x0,
r0
4
)
, |V (t, 0, x, v)| ≥ α,
where α is given by (3.42). Indeed, let M1 be given by (3.44) and
let us consider two cases.
Case 1: If |V (T3 , 0, x, v)| ≥ M1, then using (2.13), one obtains
that
|v| ≥ eT3
∣∣∣∣V (T3 , 0, x, v)
∣∣∣∣ − eT3
∣∣∣∣∣
∫ T
3
0
eτ−
T
3 U1(τ,X(τ, 0, x, v)) dτ
∣∣∣∣∣
≥ eT3 M1 − T
3
e
T
3 ‖U 1‖C 0,1t,x .
Then, by the choice (3.44), this implies
(5.103) |v| ≥ eT3 max {m1, 2α} .
Hence, in particular, we get |v| ≥ m1. This allows to ap-
ply Proposition 3.1, which gives that ∃t ∈ [ T12 , 3T12 ] such that
X(t, 0, x, v) ∈ B(x0, r04 ).
Morover, we deduce from (5.103) that
|v| ≥ 2eT3 α,
which entails, thanks to (3.19), that |V (t, 0, x, v)| ≥ α. Thus,
(5.102) is satisfied in this case.
Case 2: If |V (T3 , 0, x, v)| < M1, then Proposition 3.4 implies that∣∣∣∣V (2T3 , 0, x, v)
∣∣∣∣ ≥ 1 +M1.
Proceeding as in the previous case, this yields (5.102) with some
t ∈ [9T12 , 11T12 ].
This shows (5.102).
Let us prove (5.101). We choose s > 0 with
s < log
(
1 +
9r0
4α
)
<
T
200
,
thanks to (3.42) and (3.43), and such that
X(t, 0, x, v) + (1− es)V (t, 0, x, v) ∈ S(x0, 2r0),(5.104)
〈V (t, 0, x, v), ν(x)〉 ≤ −
√
3
2
|V (t, 0, x, v)|.(5.105)
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The last point follows from the fact that any straight line arising
from B(x0,
r0
4 ) cuts S(x0, r0) forming an angle with ν(x) of value at
most π6 . To see (5.104), we observe that, choosing s0 := log
(
1 + 9r04α
)
one has
|X(t, 0, x, v) + (1− es0)V (t, 0, x, v) − x0|
≥ (es0 − 1)α− |X(t, 0, x, v) − x0|
≥ 9r0
4
− r0
4
= 2r0.
Hence, by the intermediate value theorem, there exists s with 0 <
s ≤ s0 such that (5.104) holds.
Moreover, we deduce from (2.13) and (5.102) that∣∣X(t, 0, x, v) + (1− es)V (t, 0, x, v) −X(t− s, 0, x, v)∣∣
=
∣∣X(t, 0, x, v) + (1− es)V (t, 0, x, v) −X(t− s, t, (X,V )(t, 0, x, v))∣∣
=
∣∣∣∣
∫ t−s
t
∫ σ
t
eσ−zU1(z,X(z,X(t, 0, x, v))) dz dσ
∣∣∣∣
≤ TeT s‖U1‖C 0t,x
≤ C(T ) log
(
1 +
9r0
4α
)
‖U 1‖C 0t,x
≤ C ′(T )9r0
4α
‖U 1‖C 0t,x ≤
C(T, r0)
Cr0,T
,
using (3.42) and the fact that log(1 + x) ≤ x for x small. We may
choose Cr0,T large enough, together with (3.43), so that∣∣X(t, 0, x, v) + (1− es)V (t, 0, x, v) −X(t− s, 0, x, v)∣∣ < r0
2
,
which allows to deduce, thanks to (5.104), that
X(t− s, 0, x, v) 6∈ B(x0, r0).
Hence, by the intermediate value theorem, there exists σ ∈ [t− s, t]
such that
X(σ, 0, x, v) ∈ S(x0, r0).
Moreover, by (2.13) and (5.102), we have
|V (σ, 0, x, v)| = |V (σ, t, (X,V )(t, 0, x, v)|
≥ et−σ |V (t, 0, x, v)| − Tet−σ‖U1‖C 0,1t,x
= et−σ(α− T‖U1‖C 0,1t,x ).
Then, the choice of α in (3.42) yields
|V (σ, 0, x, v)| ≥ 5
2
.
Thus, (5.101) follows.
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Step 2: Let us denote by (Xg, V g) the characteristics associated to
−v + Ug. We have
(5.106) sup
(t,x,v)∈QT
∣∣((Xg, Ug)− (X,V ))(t, 0, x, v)∣∣ ≤ C‖Ug − U‖C 0t,x .
Observe that, thanks to (4.64), (3.59), (3.49) and (3.58), (Ug−U)(t)
satisfy

−∆x(Ug − U)(t) +∇x(pg − p)(t) = jg−f (t), x ∈ T2,
divx(U
g − U)(t) = 0, x ∈ T2,∫
T2
(Ug − U)(t) dx = 0, t ∈ [0, T ].
Using the Sobolev embedding theorem and Proposition B.1, we de-
duce
‖Ug − U‖(L∞t,x)2 ≤ C‖Ug − U‖L∞t (H2x)2
≤ C‖jg−f‖L∞t L2(T2)2 ≤ Cǫ,
using point (b). Hence, choosing ǫ1 small enough, from (5.101) and
(5.106), the conclusion follows.

Proof of Theorem 1.1. By Section 4.2, choosing ǫ ≤ min {ǫ0, ǫ1}, where ǫ0
satisfies (4.68) and ǫ1 is given by Proposition 5.1, there exists g ∈ Sǫ such
that Vǫ[g] = g and such that Proposition 5.1 applies.
The fact that g satisfies system (1.1) follows from the construction of Vǫ
and (4.78). Since g ∈ C 1([0, T ]×T2×R2), thanks to Lemma 4.5, (3.60) and
the fact that Π preserves regularity, we deduce that
∂tg + v · ∇vg − divv [(Ug − v)g] = 1ω(x)G,
for some G ∈ C 0([0, T ] × T2 × R2).
To show (1.3), we observe that from the construction of Vǫ and (3.56), we
have
(5.107)
Vǫ[g](T, x, v) := Π
(
V˜ǫ[f ]|([0,T ]×(T2\B(x0,2r0))×R2)∪([0, T48 ]×T2×R2)
)
(T, x, v).
In particular, for any (x, v) ∈ (T2 \ ω)× R2, it comes from the definition of
Π that
Vǫ[g](T, x, v) = V˜ǫ[g](T, x, v).
Moreover, by (4.78) and (2.15),
V˜ǫ[g](T, x, v) = e2T f0((Xg , V g)(0, T, x, v)).
Hence, the absorption procedure described by (4.78) and (4.63) and Propo-
sition 5.1 allow to conclude that V˜ǫ[g](T, x, v) = 0 in (T2 \ ω)× R2.

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6. Conclusion and perspectives
We have proved in Theorem 1.1 a local controllability result for the Vlasov
equation coupled with the stationary Stokes system. Some possible exten-
sions are possible.
We could consider the Vlasov-Stokes system on a bounded domain with
boundary, as in [13], with Dirichlet boundary conditions for the vector field
and specular boundary conditions for the distribution function. In this case,
with an internal control, the construction of a reference trajectory given in
Section 3 is no longer effective, because of the specular reflection on the
boundary of the characteristic flow. In particular, the distinction between
good and bad directions should be refined. A geometric control condition
could be very useful in this context. The boundary control problem may
necessitate a very technical approach.
Other fluid-kinetic models could possibly be studied with similar tech-
niques, such as the Vlasov-Navier-Stokes system. This is a matter of current
work.
Appendix A. Auxiliary results on harmonic approximation
We gather some results needed for the construction of the reference tra-
jectory in Section 3.
As it has been done in by O. Glass in [9], the treatment of large veloci-
ties relies on a result on harmonic approximation due to T. Bagby and P.
Blanchet (see [2]).
PROPOSITION A.1 ([2]). Let F be a closed subset of an orientable
compact Riemannian manifold Ω, and U an open subset of Ω \F . Suppose
that U meets every connected component of Ω \ F . For f harmonic in a
neighborhood of F and ǫ > 0, there is a Newtonian function u on Ω, whose
poles lie in U , and such that
(A.108) sup
F
|u− f | < ǫ.
This result allows to show the following, which is a minor variation of [9,
Lemma A.1, p. 374]. Let {e1, . . . , eN} be given by Definition 3.2.
PROPOSITION A.2. For any i ∈ {1, . . . , N} and any ǫ > 0, there exists
θi ∈ C∞(T2;R) such that
∆θi(x) = 0, x ∈ T2 \B
(
x0,
r0
10
)
,(A.109)
‖∇θi − ei‖C 1(T2\[B(x0,r0/10)+Rei]) ≤ ǫ.(A.110)
For the treatment of low velocities, we need the following result, proved
by O. Glass in [9, Lemma 3, p. 356].
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PROPOSITION A.3 (O. Glass [9]). For any nonempty open set O ⊂ T2,
there exists θ ∈ C∞(T2;R) such that
∆θ(x) = 0, ∀x ∈ T2 \ O,(A.111)
|∇θ(x)| > 0 ∀x ∈ T2 \ O.(A.112)
Appendix B. The Stokes system
The well-posedness theory for the Stokes system is classical, especially
in the case of L2 with possibly Dirichlet boundary conditions. However,
we shall need to precise an energy estimate used in Section 4 and and a
regularity result in Lp spaces.
Following [20, Ch.2], we set the appropriate functional setting. We shall
work with the usual Sobolev spaces Wm,p(T2), with m ∈ N and 1 ≤ p ≤ ∞.
When p = 2, we can write, thanks to the Fourier series,
Hm(T2) =

f ∈ L2; f =
∑
n∈Z2
cne
in·x, cn = c−n,
∑
n∈Z2
(1 + |n|)2m |cn|2 <∞

 ,
Hm0 (T
2) =
{
f ∈ Hm(T2);
∫
T2
f(x) dx = 0
}
,
which allows to equip these spaces, respectively, with the norms
‖f‖Hm :=

∑
n∈Z2
(1 + |n|)2m|cn|2


1
2
, ‖f‖Hm0 :=

∑
n∈Z2
|n|2m|cn|2


1
2
,
with equivalence of norms in the case of Hm0 as a subspace of H
m.
In the case of vector fields, we shall use (Wm,p(T2))2, with the product
norm. Let us introduce, as usual,
V :=
{
F ∈ H1(T2)2; divx F = 0 in R2
}
,
where the operator divx is taken in the distributional sense. This setting
allows to treat the system (see [20, Section 2.2])
(B.113)


−∆xU +∇xp = f, x ∈ T2,
divx U = 0, x ∈ T2,∫
T2
U dx = 0.
PROPOSITION B.1 ([20]). Let f ∈ L2(T2)2 such that ∫
T2
f(x) dx = 0.
Then, the Stokes system (B.113) has a unique solution (U, p) ∈ (H20 (T2)2 ∩ V)×
H1(T2). Moreover, there exists a constant C0 > 0 such that
(B.114) ‖U‖H2 + ‖p‖H1 ≤ C0‖f‖L2 .
The following regularity result in Lp spaces is an adaptation of [1, Theo-
rem 3, p. 172] to the case of the flat torus T2.
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PROPOSITION B.2 ([1]). Let r ∈ (1,∞) and m ∈ N. For each f ∈
Wm,r(T2) satisfying
∫
T2
f(x) dx = 0, the Stokes system (B.113) has a unique
solution U ∈Wm+2,r(T2), p ∈Wm+1,r(T2). Moreover,
(B.115) ‖U‖Wm+2,p(T2)2 + ‖p‖Wm+1,p(T2) ≤ C1‖f‖Wm,p(T2)2 ,
for a constant C1 > 0.
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