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2RESUME
Ce travail traite d’une formulation pour l’e´tude du couplage syme´trique entre e´le´ments finis
et e´le´ments de frontie`re en me´canique. La formulation ainsi de´crite, est base´e sur l’adaptation des
me´thodes inte´grales variationnelles de Galerkin entie`rement re´gularise´es en e´lasticite´ tridimen-
sionnelle et s’appuie sur la construction de la matrice de rigidite´ d’unmacro-e´le´ment repre´sentant
un domaine e´lastostatique tridimensionnel sans forces de volume. La proce´dure de couplage mise
en oeuvre pre´sente l’avantage d’eˆtre syme´trique et a e´te´ implante´e avec succe`s dans les environ-
nements e´le´ments finis de CAST3M.
Dans le cadre du traitement des double inte´grales de surface, un nouveau sche´ma d’inte´gration
singulie`re respectant parfaitement la syme´trie des formulations inte´grales variationnelles mises
en jeu, a e´te´ de´veloppe´ et pre´sente´ dans le cadre de ce travail.
L’application directe de la me´thode des e´le´ments de frontie`re traditionnelle dite des colloca-
tions pour mode´liser les solides fissure´s conduit a` la de´ge´ne´re´scence de la formulation nume´rique.
Une des alternatives consiste a` appliquer l’approche variationnelle. Une formulation inte´grale
variationnelle adapte´e a` l’e´tude d’un domaine e´lastique tridimensionnel pre´sentant une fissure
interne non de´bouchante a e´te´ de´veloppe´e dans le cadre de ce travail. Le de´veloppement et
l’implantation de la matrice de rigidite´ du macro-e´le´ment fissure´ en termes de degre´s de liberte´
en de´placement sur la frontie`re externe du domaine et en saut de de´placement sur la surface
propre a` la fissure, nous ont permis de proce´der a` une validation nume´rique portant sur un
barreau cylindrique pre´sentant une fissure circulaire, centre´e, en mode I et non de´bouchante.
Nous proposons e´galement une formulation inte´grale variationnelle pour l’e´tude d’un domaine
semi-infini a` surface partiellement libre et contenant une zone de non line´arite´s. L’utilisation des
solutions fondamentales de Mindlin permettent, dans le cas de la mode´lisation d’un espace semi-
infini , de re´duire les supports ge´ome´triques a` discre´tiser dans le domaine e´le´ments de frontie`re.
Une perspective inte´ressante serait son implantation nume´rique afin de re´aliser une application
re´elle sur un proble`me de ge´otechnique.
Mots clefs
Couplage syme´trique, e´quations inte´grales, me´thode des e´le´ments finis, macro-e´le´ment, for-
mulations variationnelles de Galerkin re´gularise´es, e´lasticite´ tridimensionnelle, me´canique de la
rupture, milieux semi-infinis.
3ABSTRACT
This study deals with the finite element method and the boundary element method coupling
in mechanics. The formulation thus described is based on the use of the three dimensional
regularized Galerkin integral formulations in elasticity and consists in constructing of a macro-
element stiffness matrix. The integral macro-element represents in this case a three dimensional
elastic domain without any body forces. The coupling procedure is symmetric and it has been
implemented in CAST3M finite elements packages.
In order to evaluate correctly the double surface integrals in which the inner is singular,
a new singular integration scheme has been developed and presented in the framework of this
study. This singular integration scheme repects perfectely the symmetric caracter of the Galerkin
integral formulations.
In the other way, numerical procedures based upon boundary integral equations are attractive
for modeling crack problems due to the fact that, in the absence of body forces, only the crack
surface and the boundaries of the domain require discretization. Unfortunatly, when applied
to crack modeling collocations boundary element methods become mathematically degenerate.
In order to overcome this difficulty the symmetric Galerkin Strategy is extended to modeling
crack problems. We have assumed that the crack does’t intersect the boundary of the elastic
domain. The loading in the crack is assumed to be such that the traction applied to the upper
crack surface is equal and opposite to the lower one. This includes, as a special case, the
common condition that the crack faces are free. The development of the integral cracked macro-
element and its numerical implementation have lead to a validation study on a three dimensional
cylindrical bodie containing an embedded circular fracture with mode I conditions.
In the last part of this study, a methodology for semi-infinite problems analysis is exposed.
A semi-infinite medium with a partially loaded surface and depriveded of a nonlinear cavity is
considered. The boundary of this cavity must constitute the interface with the finite subdomain
discretized by finite elements.
Keywords
Symmetric coupling, integral equations, finite elements method, macro-element, regularized
Galerkin variational formulations, three dimensional elasticity, fracture mechanics analysis, semi-
infinite analysis.
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Chapitre I
Introduction ge´ne´rale
Ele´ments Finis et Ele´ments de Frontie`re
De nos jours la me´thode des e´le´ments finis est incontestablement la plus utilise´e, les domaines
d’application qui lui font appel sont tre`s nombreux et varie´s et les ouvrages la de´crivant sont
assez re´pandus [8, 36, 79]. Les bases formulant cette me´thode ne seront donc pas rappele´es dans
ce me´moire. Nous nous contenterons juste de rappeler que cette me´thode consiste a` utiliser
une approximation simple des variables inconnues, pour transformer les e´quations aux de´rive´es
partielles qui de´crivent le comportement des syste`mes physiques e´tudie´s en e´quations alge´briques.
Cette me´thode fait appel a` la discre´tisation de tout l’inte´rieur du domaine e´tudie´, ce qui rend
parfois la de´finition de la ge´ome´trie assez complexe. Cette particularite´ constitue une se´rieuse
limitation et un grand obstacle sur lesquels bute la me´thode. La me´thode des e´le´ments finis
est base´e sur la minimisation de la fonctionnelle de l’e´nergie potentielle du domaine e´tudie´, au
moyen d’un principe variationnel. Cette technique conduit a` la construction d’une matrice de
rigidite´ syme´trique pre´sentant une structure de bande.
La me´thode des e´le´ments de frontie`re repose quant a` elle, sur la discre´tisation des e´quations
inte´grales de frontie`re et utilise les meˆmes notions que la me´thode des e´le´ments finis a` savoir mail-
lage, interpolation par fonctions de forme, etc. Les me´thodes inte´grales font appel a` l’utilisation
d’une solution fondamentale, satisfaisant les e´quations de base a` l’inte´rieur du domaine et qui
permet une re´solution du proble`me uniquement sur la frontie`re. Il suffit donc d’une discre´tisation
sur la frontie`re du domaine pour de´finir la ge´ome´trie. Ce gain d’une dimension de l’espace lors
de la discre´tisation constitue un des principaux avantages des me´thodes inte´grales. Ces dernie`res
trouvent leur efficacite´ maximale dans le traitement des proble`mes line´aires et homoge`nes ou
grossie`rement he´te´roge`nes, dans lesquels le domaine peut eˆtre infini ou dont le rapport vol-
ume/surface est important. Ne´anmoins, jusqu’a` ce jour ces me´thodes inte´grales demeurent
peu re´pandues et d’application tre`s re´duite dans le traitement des proble`mes ou` l’influence du
comportement non line´aire du mate´riau dans certaines re´gions du milieu est importante.
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Ne´cessite´ et approches de couplage
Le recours a` la construction d’une me´thode mixte couplant les deux me´thodes cite´es ci
dessus est probablement le meilleur moyen pour re´unir leurs compe´tences respectives. Dans
certains proble`mes, ou` les champs de compe´tences des deux me´thodes trouvent ample utilite´
simultane´ment, il s’ave`re judicieux de subdiviser le domaine d’e´tude en deux sous domaines
: le premier, par exemple, he´te´roge`ne et non line´aire, le deuxie`me line´aire et e´ventuellement
infini, semi infini ou sujet a` de fortes concentrations de contraintes. Dans ce cas l’utilisation
de la me´thodes des e´le´ments finis pour approximer le premier sous domaine et la me´thode des
e´le´ments de frontie`re pour le second conduit a` utiliser le couplage entre les deux me´thodes d’une
fac¸on optimale. Le couplage ainsi de´crit consiste a` assembler les deux sous domaines de manie`re
a` assurer la continuite´ des de´placements et des tensions sur les frontie`res communes aux deux
sous domaines conside´re´s. Plusieurs voies peuvent eˆtre explore´es en vue de mener a` bon terme
une telle e´tude. Ainsi, deux grandes approches de couplage sont expose´es dans la litte´rature
[81, 80, 10, 23, 9].
⋄ Dans la premie`re, la re´gion discre´tise´e par e´le´ments de frontie`re est traite´e comme un super
e´le´ment fini et sa matrice de rigidite´ est implante´e dans un environnement nume´rique
de´crit par des e´le´ments finis.
⋄ Dans la seconde, la re´gion de´crite par la me´thode des e´le´ments finis est conside´re´e comme
e´quivalente a` une re´gion discre´tise´e par la me´thode des e´le´ments de frontie`re. La matrice
de rigidite´ ainsi calcule´e est introduite dans un environnement nume´rique cette fois, de´crit
par la me´thodes des e´le´ments de frontie`re.
Approche de couplage retenue
Le choix de la me´thode de couplage de´pend essentiellement des environnements nume´riques
de´ja disponibles et ope´rationnels. Dans le cadre de la pre´sente e´tude, la premie`re approche a e´te´
retenue tout en adoptant comme support nume´rique le code de calcul CAST3M. La me´thode des
e´le´ments finis conduit a` la construction d’une relation entre les de´placements e´value´s aux noeuds
et les forces nodales. La me´thode des e´le´ments de frontie`re utilise quant a` elle une relation entre
les de´placements aux noeuds et les tensions nodales. Pour construire un tel super e´le´ment en
respectant la premie`re approche propose´e, il est indispensable de traiter le domaine de´crit par
les e´le´ments de frontie`re comme un e´le´ment fini et transformer la relation de´placements nodaux –
tensions nodales, qui re´sulte naturellement de l’e´tape de discre´tisation par e´le´ments de frontie`re
, en une relation de type de´placements nodaux – forces nodales.
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Etat des connaissances dans le domaine du couplage
Les premiers travaux qui traitent de cet aspect en e´lasticite´ remontent a` plus d’une ving-
taine d’anne´es et sont de´crits dans les travaux de Zienkiewicz [80] et un peu plus tard dans
ceux de Brebbia, Kelly et al [23, 44]. Le domaine support du proble`me e´tudie´ est divise´ en
deux sous domaines, l’un repre´sente´ par des e´le´ments finis et l’autre par des e´quations inte´grales
de frontie`re. L’ide´e principale de ces auteurs est la construction d’une matrice de rigidite´ du
domaine de´crit par les e´quations inte´grales et de l’assembler par la suite a` celle du domaine
comple´mentaire discre´tise´ par e´le´ments finis. Ces travaux se sont heurte´s a` une difficulte´ ma-
jeure qui re´side dans l’impossibilite´ d’obtenir une matrice de rigidite´ syme´trique en utilisant la
me´thode des e´le´ments de frontie`re conventionnelle directe base´e sur l’approche par collocations.
La me´thode de syme´trisation force´e pour les syste`mes d’e´quations non syme´triques obtenus
[80, 43, 45, 51, 41] a fait l’objet de nombreuses critiques [7, 11, 48, 70], du fait que les re´sultats
nume´riques la caracte´risant restent me´diocres et ce point a e´te´ aussi mis en e´vidence dans le
cadre de notre e´tude. Des proce´dures de couplage se basant sur l’utilisation d’un meˆme principe
variationnel pour les deux sous domaines de fac¸on a` obtenir des syste`mes d’e´quations de type
Euler–Lagrange avec conditions de continuite´ a` l’interface prises naturellement comme condi-
tions aux limites ont e´te´ de´veloppe´es dans [11, 12, 13]. Dans ce meˆme contexte, la me´thode des
e´le´ments de frontie`re syme´trique de Galerkin a e´te´ propose´e pour l’e´tude du couplage avec la
me´thode des e´le´ments finis dans [31, 30, 40]. Les proce´dures de couplage entre les me´thodes
des e´le´ments finis et des e´le´ments de frontie`re ont fait l’objet de plusieurs travaux notamment
pour mode´liser l’interaction sol-structure [3, 4] ou l’interaction sol-fluide-structure de´crits par
[29], sous effet d’action sismique. Les e´le´ments finis sont utilise´s dans ce cas pour approcher la
structure et les e´le´ments de frontie`re pour approximer le sol et le fluide. Les travaux expose´s
par ces auteurs utilisent l’approche des sous-domaines expose´e dans [28]. Des approches de cou-
plage avec des exemples nume´riques a` l’appui pour l’e´tude des interfaces fluide-structure, ont e´te´
largement pre´sente´es dans [76, 77, 78]. Des travaux traitant de l’e´tude du couplage e´le´ments de
frontie`re-e´le´ments finis en utilisant l’approche de Galerkin sont donne´s dans [39]. Ces travaux
sont tre`s re´cents et demeurent en cours. Ces auteurs ont adopte´ une de´marche similaire a` la
notre.
Objectifs
Le travail de the`se poursuivi au Laboratoire de Mode´lisation Me´canique des Mate´riaux et
des Structures du Ge´nie Civil d’Egletons (L3MSGC), et en e´troite collaboration avec le Lab-
oratoire de Me´canique des solides de l’e´cole Polytechnique a e´te´ financie`rement soutenu par le
Conseil Re´gional du Limousin. L’objectif assigne´ est l’implantation d’une proce´dure de cou-
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plage syme´trique e´le´ments finis-e´le´ments de frontie`re dans le code nume´rique aux e´le´ments finis
CAST3M. Nos principaux objectifs de de´part e´taient les suivants :
⋄ Explorer les me´thodes inte´grales syme´triques de Galerkin et plus exactement celles qui
de´rivent d’un principe variationnel [16, 17, 18], a` travers une synthe`se bibliographique.
⋄ De´velopper une proce´dure de couplage a` travers la construction de la matrice de rigidite´
d’un super-e´le´ment inte´gral utilisant cette approche et l’implanter par la suite dans le code
aux e´le´ments finis CAST3M.
⋄ Etendre ces meˆmes formulations variationnelles a` l’e´tude d’un domaine e´lastique fissure´
et construire une proce´dure de couplage avec les e´le´ments finis en tenant compte de la
pre´sence de la fissure. Ce dernier point s’inse`re dans la continuite´ des travaux de the`se
mene´s au sein de notre laboratoire [22] et qui portent sur la mode´lisation des fissures par
e´le´ments de frontie`re.
Le support nume´rique
Les de´veloppements en e´le´ments de frontie`re introduits dans le cadre de ce travail ont pour
finalite´ d’eˆtre compatibles avec les environnements e´le´ments finis mis en oeuvre dans le code
de calcul nume´rique CAST3M. Un tel choix est pleinement justifie´ par le fait que le code
CAST3M reste le grand outil de travail de notre e´quipe et ses environnements demeurent ou-
verts a` l’ensemble de la communaute´ des scientifiques et des universitaires en France. Tout
de´veloppement dans CAST3M peut avoir des retombe´es be´ne´fiques sur l’ensemble de ses util-
isateurs. Ce logiciel de calcul permet de traiter une large gamme de proble`mes complexes par
la me´thode des e´le´ments finis. Il a e´te´ de´veloppe´ dans les locaux du De´partement de Me´canique
et de Technologie du haut commissariat franc¸ais de l’e´nergie atomique.
Implantation dans CAST3M
CAST3M est un code oriente´ OBJET, ce qui a permis une facilite´ dans la gestion des donne´es
lors de nos de´veloppements. Pour construire nos algorithmes en respectant cette hie´rarchie, il
a fallu donc structurer nos donne´es en conse´quence. Toute la difficulte´ re´sidait alors dans
la compre´hension et la connaissance des traitements de´ja existants pour pouvoir mener cor-
rectement les diffe´rentes phases d’implantation de notre super-e´le´ment discre´tise´ par e´quations
inte´grales. Nous avons eu, le long de notre travail, a` modifier des objets de´ja existants, a` en cre´er
des nouveaux, ce qui a ne´cessite´ un travail de programmation lourd et important. L’acquisition
des structures des diffe´rentes donne´es et donc le contenu de ces objets sont exploite´s par le nou-
vel ope´rateur e´quations inte´grales EIVAR qui e´valuera la matrice de rigidite´ du super-e´le´ment
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inte´gral et communiquera ses re´sultats a` l’utilisateur. La cre´ation du nouvel ope´rateur EIVAR
dans ce code n’a pas ne´cessite´ la connaissance des autres ope´rateurs, e´tant donne´ que l’ensemble
des ope´rateurs du code CAST3M sont orthogonaux les uns aux autres. La structure informa-
tique ainsi de´crite de CAST3M nous a oriente´s a` structurer nos programmes comme le de´crivent
sommairement les sections qui suivent :
Cre´ation d’un nouvel objet de type RIGIDITE´.
La mise en oeuvre nume´rique de l’ensemble des e´tapes et des algorithmes de la construction
de la matrice de rigidite´ KSE du super-e´le´ment inte´gral constitue le coeur et l’apport majeur
de notre travail de the`se. Tous ces algorithmes qui seront de´taille´s le long de ce me´moire,
constituent des structures de donne´es contenues dans un nouvel objet de type RIGIDITE´. La
frontie`re du domaine e´tant discre´tise´e par plusieurs e´le´ments de frontie`re et comportant n noeuds
ge´ome´triques, il a fallu fabriquer un nouvel objet de type MAILLAGE constitue´ par un e´le´ment
de frontie`re unique et contenant les n noeuds ge´ome´triques. Ce nouveau maillage ainsi de´fini,
repre´sentera la ge´ome´trie du super-e´le´ment inte´gral.
Cre´ation du nouvel ope´rateur EIVAR.
L’ope´rateur EIVAR ainsi cre´e doit acque´rir les donne´es du nouvel objet de type RIGIDITE´,
a` partir desquelles il e´valuera la matrice de rigidite´KSE et communiquera les re´sultats au monde
exte´rieur.
Branchement de l’ope´rateur EIVAR.
Pour que EIVAR devienne un ope´rateur du code CAST3M, il e´tait ne´cessaire de le rajouter
a` la pile des ope´rateurs de´ja existants. Il a suffit pour cela de proce´der a` un branchement dans le
sous-programme PILOT du pre´sent code. Une fois la matrice de rigidite´ KSE du super e´le´ment
inte´gral e´value´e, elle est assemble´e a` celle du domaine comple´mentaire discre´tise´ par e´le´ments
finis.
Langage de programmation
Le code source est e´crit en ESOPE. Ce dernier reste une extension du langage FORTRAN
77. Ce langage facilite la gestion des donne´es et est oriente´ OBJET par la structuration des
donne´es.
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Notre travail parmi les axes de recherche du L3MSGC
Depuis quelques anne´es, le de´veloppement d’outils nume´riques adapte´s a` la mode´lisation
des mate´riaux et des structures du Ge´nie Civil a e´te´ au centre des pre´occupations de notre
laboratoire. Paralle`lement a` la me´thode des e´le´ments finis qui a e´te´ largement adopte´e, les
de´veloppements nume´riques propres a` la me´thode des e´le´ments de frontie`re ont e´te´ motive´s par
la mise en avant des nombreux avantages que pre´sente cette dernie`re. Les premiers travaux
ont consiste´ dans le de´veloppement d’un code d’e´lasticite´ bidimensionnelle unizone, dans le
but d’implanter un super-e´le´ment e´quations inte´grales dans un code aux e´le´ments finis [26].
L’objectif principal re´sidait dans l’exploitation des possibilite´s qu’offraient les me´thodes inte´grales
a` mode´liser simplement les milieux infinis [27]. Les travaux de Laurent Ulmet [71] ont mis en
avant un autre avantage des me´thodes inte´grales, dans le cadre de l’e´tude des perturbations intro-
duites par la pre´sence d’he´te´roge´ne´ite´s sur le champ e´lastique d’un mate´riau. Corre´lativement a`
ces de´veloppements, l’ide´e d’adapter cette me´thode a` l’e´tude des contacts s’est concre´tise´e par le
de´veloppement d’un programme spe´cifique pour l’e´tude d’assemblages de plaques par plusieurs
boulons sollicite´s en cisaillement [72]. Dans une troisie`me voie importante, qui consistait a` met-
tre en oeuvre les me´thodes inte´grales pour l’e´tude automatique de la propagation de fissures
dans des structures planes, les e´le´ments de frontie`re offraient la possiblilite´ de suivre aise´ment
des formes ge´ome´triques e´volutives lors du processus incre´mental de propagation [22]. Un des
points forts de la me´thode et bien exploite´ dans ces derniers travaux cite´s, est l’utilisation d’un
e´le´ment spe´cial de pointe de fissure, permettant d’obtenir directement et avec grande pre´cision
les facteurs d’intensite´ de contraintes.
De nos jours, les axes de recherche de´veloppe´s au sein de notre e´quipe s’orientent davantage
vers la mode´lisation me´canique des chausse´es, des structures en bois et l’e´tude des structures
d’assemblages. Notre travail se situe bien a` l’intersection de ces axes et dotera le laboratoire d’un
outil de mode´lisation supple´mentaire base´ sur l’utilisation couple´e des avantages des me´thodes
des e´le´ments de frontie`re et des e´le´ments finis.
Plan du me´moire
Le contexte et les objectifs de la the`se e´tant fixe´s, nous avons articule´ ce me´moire en six
chapitres, dont le premier se re´sume a` la pre´sente introduction ge´ne´rale.
Dans le deuxie`me chapitre, on a introduit tout d’abord, les diffe´rentes notations et de´finitions
utilise´es et ne´cessaires a` la compre´hension des diffe´rents concepts introduits le long de ce
me´moire. Les bases the´oriques des me´thodes inte´grales seront ensuite expose´es tout en dis-
tinguant deux approches : l’approche par collocations, qui est l’approche la plus re´pandue
dans la litte´rature des me´thodes inte´grales et l’approche inte´grale variationnelle syme´trique de
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Galerkin. C’est dans le troisie`me chapitre que sera expose´e une approche originale de couplage
syme´trique avec la me´thode des e´le´ments finis, de´veloppe´e dans le cadre de ce travail. Mais
avant d’exposer l’ensemble des e´tapes menant a` la construction de la matrice de rigidite´ du
super-e´le´ment inte´gral avec l’approche variationnelle de Galerkin, nous avons, au tout de´but de
ce chapitre, rappele´ la me´thodologie de´crivant le couplage avec la me´thode des e´le´ments finis
base´e sur l’approche par collocations. Cette formulation de couplage non syme´trique a de´ja fait
l’objet de nombreux travaux et ne constitue en aucun cas le point innovant de notre the`se.
Dans le quatrie`me chapitre, nous nous sommes efforce´s de de´crire le plus fide`lement possible
et d’une manie`re exhaustive, l’ensemble des sche´mas d’inte´gration mis en jeu. Nous avons attache´
une attention tre`s particulie`re a` la description d’un nouveau sche´ma d’inte´gration singulie`re,
respectant parfaitement la syme´trie des formulations inte´grales. Le de´veloppement nume´rique
d’un tel sche´ma constitue un des points forts de ce travail.
L’ensemble des re´sultats des divers tests de validation sont consigne´s dans le cinquie`me
chapitre. C’est ainsi qu’on y trouve l’e´tude d’une cavite´ sphe´rique sous pression, dans un milieu
infini avec plastification localise´e du mate´riau au voisinage de la cavite´. Cet exemple illustre et
met parfaitement en valeur la proce´dure de couplage e´le´ments de frontie`re - e´le´ments finis.
Dans le sixie`me chapitre, nous avons cherche´ a` e´tendre les formulations existantes a` l’e´tude
d’un solide fissure´. Nous avons restreint notre e´tude a` celle d’un domaine pre´sentant une fissure
interne non de´bouchante en supposant que les le`vres de la fissure sont libres.
L’extension des formulations inte´grales variationnelles de Galerkin a` l’e´tude d’un domaine
repre´sente´ par un demi-espace pre´sentant une re´gion pouvant contenir des non line´arite´s est
pre´sente´e dans le septie`me chapitre. Cette e´tude doit permettre de mettre en avant la supe´riorite´
des me´thodes inte´grales a` traiter les milieux infinis et semi-infinis.
Le huitie`me chapitre contient la conclusion ge´ne´rale de ce me´moire.
Apre`s avoir introduit la bibliographie ge´ne´rale, l’ensemble des annexes qui contribuent a` la
clarification de certains concepts intoduits le long de ce me´moire sont renvoye´es a` la fin de ce
document. La description de certains aspects de notre programme est donne´e en annexe C.
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Chapitre II
Me´thodes des e´quations inte´grales
II.1 Introduction
Dans ce premier chapitre nous avons pour objectif de de´gager quelques traits caracte´ristiques
de la me´thode des e´quations inte´grales applique´e a` la re´solution des proble`mes de la me´canique
des solides. Dans cette partie de nature bibliographique, nous exposons dans un premier point
et en toute ge´ne´ralite´, le principe qui re´git l’obtention d’une e´quation inte´grale de frontie`re pour
un proble`me aux limites. On pre´sentera ensuite et d’une manie`re plus de´taille´e les diffe´rentes
e´tapes menant a` la construction d’une e´quation inte´grale pour un proble`me e´lastostatique. On a
note´ par ailleurs la difficulte´ qui caracte´rise l’implantation nume´rique de l’e´quation inte´grale en
traction indispensable pour l’e´tude des proble`mes de la me´canique de la rupture. Nous verrons
que l’approche par collocations utilise d’une manie`re directe ce formalisme, e´tant donne´ que celui-
ci s’y preˆte naturellement. Nous exposons dans une seconde partie les bases the´oriques formulant
les e´quations inte´grales variationnelles. Cette me´thode sera retenue pour construire une approche
de couplage que l’on exposera un peu plus loin dans ce me´moire. Mais avant d’aborder tous
ces points d’une manie`re de´taille´e, proposons nous d’abord de pre´ciser les notations, ainsi que
quelques de´finitions utilise´es dans le cadre de ce travail.
II.2 De´finitions et notations
Certaines conventions et notations que nous de´finissons dans cette partie sont constamment
appele´es dans ce me´moire.
Grandeurs scalaires, vectorielles et tensorielles.
Les caracte`res maigres de´signent des quantite´s scalaires et les caracte`res gras, repre´sentent
des grandeurs vectorielles ou tensorielles. La convention de sommation d’Einstein sur des indices
latins i, j, k, l .. variant de 1 a` 3, est employe´e sauf mention explicite du contraire.
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Ge´ome´trie.
Les points de l’espace euclidien tridimensionnel R3, rapporte´ a` un repe`re carte´sien or-
thonorme´ R = (O, e1, e2, e3) sont note´s comme x = xi ei, y = yi ei et z = zi ei. Le vecteur de
la normale unitaire a` une surface d’un domaine est de´signe´ par n et est toujours pris exte´rieur
au domaine (sauf mention contraire).
Ope´rateurs diffe´rentiels.
Certaines notations sont adopte´es pour de´signer les de´rivations partielles suivantes :
∂f
∂x
≡ f, x
∂2f
∂x∂y
≡ f, x y
∂f
∂yi
≡ f, i
f,j(x,y) ≡
∂
∂ yj
f(x,y) f,¯(x,y) ≡
∂
∂ xj
f(x,y)
Continuite´ au sens d’Ho˝lder.
Soit un domaine Ω de frontie`re re´gulie`re ∂Ω. La continuite´ au sens d’Ho˝lder traduit l’hypothe`-
se d’une re´gularite´ de type Cm,α d’un champ f en un point x de la frontie`re ∂Ω. Le champ f est
Cm,α en x s’il ve´rifie :
∃(α , C) > 0, |ui,m(x)− ui,m(y)| ≤ C‖x− y‖
α (II.1)
y e´tant un point se situant sur la meˆme frontie`re re´gulie`re ∂Ω.
II.3 Principe des me´thodes inte´grales
On peut d’abord, en toute ge´ne´ralite´, souligner quel est le principe qui re´git l’obtention d’une
e´quation inte´grale de frontie`re. En effet a` chaque proble`me aux limites conside´re´ d’inconnue f,
nous pouvons associer un syste`me d’e´quations locales et des conditions aux limites, de sorte que
l’on puisse e´crire les e´quations suivantes, pour un domaine borne´ Ω de frontie`re ∂Ω sur laquelle
nous avons prescrit des conditions aux limites de type Dirichlet et Neumann :

Lf + b = 0
f = f1 sur Su
D(f) = f2 sur ST
(II.2)
L est un ope´rateur line´aire aux de´rive´es partielles du deuxie`me ordre associe´ au champ
scalaire f. D est un ope´rateur diffe´rentiel du premier ordre sur le champ scalaire f et line´aire par
rapport a` la normale sortante n a` la frontie`re ∂Ω.
II.4. Equations inte´grales de frontie`re pour l’e´lastostatique
line´aire 19
Conside´rons alors un deuxie`me champ scalaire arbitraire g, et appliquons l’identite´ de re´cipro-
cite´ suivante : ∫
Ω
(Lf.g − Lg.f)dV =
∫
∂Ω
(Df.g −Dg.f) dS (II.3)
La me´thode des e´quations inte´grales prend :
⋄ Pour g un champ connu sous forme d’une solution e´le´mentaire qui satisfait l’e´quation
locale (II.2)1 mais pas les conditions aux limites (II.2)2 et (II.2)3
⋄ Pour f le champ inconnu qui constitue la solution du proble`me et qui doit satisfaire quant
a` lui l’e´quation locale (II.2)1 et les conditions aux limites (II.2)2 et (II.2)3
Ce principe re´alise une quasi-inversion de l’e´quation locale (II.2)1 e´tant donne´ que le calcul du
champ inconnu f dans le volume de Ω est ramene´ a` celui des valeurs du couple (f,Df) sur la
frontie`re ∂Ω. Ces valeurs sont reste´es inconnues apre`s prise en compte des conditions aux limites
(II.2)2 et (II.2)3. Le proble`me qui e´tait initialement de´fini sur le volume de Ω se trouve ainsi
transforme´ en un proble`me de´fini sur la frontie`re de Ω.
Dans ce qui va suivre nous allons de´finir ce qu’on a appele´ pre´ce´demment solution e´le´mentaire
et essayer de montrer comment par application de ce principe on parvient a` obtenir une e´quation
inte´grale qui re´git un proble`me aux limites e´lastostatique.
II.4 Equations inte´grales de frontie`re pour l’e´lastostatique
line´aire
Nous conside´rons un solide tridimensionnel Ω, line´airement e´lastique, homoge`ne. La frontie`re
∂Ω de Ω, de normale unitaire exte´rieure n, est suppose´e borne´e, re´gulie`re par morceaux.
Les champs de de´placements, de de´formations et de contraintes en un point y de Ω sont note´s
respectivement u(y), ε(y) et σ(y) et b(y) de´signe une distribution d’efforts volumiques. Les
e´quations de l’e´quilibre e´lastique de Ω exprime´es en composantes carte´siennnes orthonorme´es,
sont :
⋄ Equation d’e´quilibre
σij,j + bi = 0 (II.4)
⋄ Equation de compatibilite´
εij =
1
2
(ui,j + uj,i) (II.5)
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Figure II.1 : Solide e´lastique Ω.
⋄ Equation de comportement
σij = Cijklεkl (II.6)
Les composantes du tenseur de Hooke C ve´rifient les syme´tries bien connues :
Cijkl = Cklij = Cjikl = Cijlk (II.7)
Apre`s avoir de´fini l’e´quation locale (II.4) du proble`me e´lastostatique, de´finissons alors les con-
ditions aux limites qui l’accompagnent de la manie`re suivante:


Tn(u) ≡ (σ.n) = tD sur ST
u = uD sur Su
(II.8)
Identite´ de re´ciprocite´ de Maxwell-Betti.
L’identite´ de re´ciprocite´ de Maxwell-Betti de´rive du the´ore`me des travaux virtuels [62]. Elle
relie deux e´tats e´lastostatiques de´finis par un champ en de´placement u, en tensions t et une
force volumique b. Soient (u1, t1, b1) et (u2, t2, b2) les deux e´tats e´lastostatiques conside´re´s et
pris distincts sur Ω, nous e´crivons l’identite´ de Maxwell-Betti comme suit :
∫
Ω
(b2.u1 − b1.u2) dV =
∫
∂Ω
(t1.u2 − t2.u1) dS (II.9)
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Solutions e´le´mentaires.
On appelle solution e´le´mentaire de l’e´lastostatique un e´tat e´lastostatique (Uk, Σk, F k) de´fini
sur un domaine auxilliaire E ∈ R3, ve´rifiant donc le syste`me donne´ par les e´quations (II.4), (II.5)
et (II.6) et associe´ a` une force ponctuelle exerce´e au point fixe´ x ∈ E et de direction ek :
bk = δ(y − x)ek y ∈ E (II.10)
Le vecteur de´placement Uk(x,y) et le tenseur des contraintes e´lastiques associe´ Σk(x,y) de´pen-
dent du point courant y, du point d’application x de la force ponctuelle ainsi que de la direction k
de celle-ci. Leurs composantes carte´siennes respectives U k
i
(x,y), Σkij(x,y) ve´rifient les e´quations
d’e´quilibre (II.4) et de comportement (II.6) :
Σkij,j(x,y) + δ(y − x)δij = 0 Σ
k
ij(x,y) = CijabU
k
a,b(x,y) (II.11)
Toute solution e´le´mentaire de l’e´lasticite´ line´aire pour tout domaine Ω ⊆ E et pour tout point
fixe´ x ∈ E, x 6∈ ∂Ω ve´rifie l’identite´ suivante appele´e mesure de Dirac :
κδij +
∫
∂Ω
nj(y)Σ
k
ij(x,y) dSy = 0 avec

κ = 1 x ∈ Ωκ = 0 x 6∈ Ω (II.12)
Cette dernie`re e´galite´ traduit l’e´quilibre du domaine Ω sous l’action de la force ponctuelle unitaire
exerce´e en x et des tensions agissant sur la frontie`re ∂Ω.
Solution de Kelvin.
La solution de Kelvin est la solution e´le´mentaire la plus simple des e´quations de l’e´lasticite´ et
correspond au de´placement en un point y de l’espace infini e´lastique E = R3 isotrope sous l’effet
d’une force ponctuelle unitaire (II.10) applique´e en un point x. Les composantes du de´placement
et des contraintes de Kelvin sont donne´es par :
U ki (x,y) =
1
16πµ(1− ν)r
[r,ir,k + (3− 4ν)δik] (II.13)
Σkij(x,y) = −
1
8π(1− ν)r2
[3r,ir,kr,j + (1− 2ν)(δikr,j + δjkr,i − δijr,k] (II.14)
ou` r = ‖r‖ = ‖y − x‖ de´signe la distance euclidienne entre le point d’observation (ou point
courant) y et le point d’application de la force (ou point source) x et nous posons que l’expression
de la de´rive´e partielle r,α, n’est autre que:
r,α =
yα − xα
r
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Le vecteur contrainte associe´ a` la solution e´le´mentaire au point y est donne´ en fonction de la
normale en ce point :
T ki (x,y) = Σ
k
ij(x,y)nj(y) (II.15)
Physiquement Uk(x,y) repre´sente le champ de de´placement dans l’espace R3 induit par une
force concentre´e unitaire et de direction ek. Nous envisagerons exclusivement le tenseur de
Kelvin dans la suite du document. D’autres solutions e´le´mentaires, connues sous le nom de
solutions de Mindlin sont introduites dans [55, 6, 16] et reporte´es en annexe D.
II.4.1 Repre´sentation inte´grale des champs e´lastiques
On appelle repre´sentation inte´grale des champs e´lastiques u et t, une formule qui donne
explicitement la valeur de u ou de t en tout point x inte´rieur a` Ω sous la forme :
⋄ d’une inte´grale portant sur le volume du domaine Ω, et faisant intervenir la source b. Cette
inte´grale constitue une solution particulie`re du proble`me de´fini par (II.4–II.6) et ne ve´rifie
pas les conditions aux limites (II.8).
⋄ d’une inte´grale portant sur la frontie`re ∂Ω, et faisant intervenir les valeurs de (u, Tn(u))
prescrites sur la frontie`re par l’interme´diaire des conditions aux limites et celles restant
inconnues.
Pour parvenir a` obtenir une telle repre´sentation, il faut appliquer le principe de´crit en section
(II.3). Identifions alors dans l’e´quation (II.9), l’e´tat fictif (u2, t2) aux solutions fondamentales
de Kelvin respectivement en de´placement et en contraintes de´finies dans (II.13) et (II.14), la
source volumique b2 a` la force ponctuelle de´finie en (II.10) et l’e´tat (u2, t2) au champ inconnu
(u, t). Appliquons ensuite l’identite´ de Maxwell-Betti intoduite en (II.9) de sorte a` formuler
l’e´galite´ suivante :
∫
Ω
δikδ(y − x)ui(y) dVy =
∫
∂Ω
{
ti(y)U
k
i (x,y)− ui(y)T
k
i (x,y)
}
dSy
+
∫
Ω
bi(y)U
k
i (x,y) dVy (II.16)
Par de´finition de la mesure de Dirac, nous de´duisons que :
∫
Ω
δikδ(y − x)ui(y) dVy = κuk(x) avec

κ = 1 x ∈ Ωκ = 0 x 6∈ Ω (II.17)
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Repre´sentation inte´grale du de´placement.
En prenant en compte simultane´ment les deux formules pre´ce´dentes, nous arrivons a` l’expression
de la repre´sentation inte´grale du champ de de´placement en tout point x ∈ Ω non situe´ sur la
frontie`re ∂Ω :
κuk(x) =
∫
∂Ω
{
ti(y)U
k
i (x,y)− ui(y)T
k
i (x,y)
}
dSy +
∫
Ω
bi(y)U
k
i (x,y) dVy (II.18)
Formule de repre´sentation inte´grale du tenseur des contraintes.
L’obtention d’une formule explicite de toute repre´sentation du tenseur des contraintes repose
sur la de´rivation sous le signe inte´gral de l’e´quation donne´e par (II.18) par rapport a` x :
κuk,l(x) =
∫
∂Ω
{
ta(y)U
k
a,ℓ¯(x,y)− ua(y)T
k
a,ℓ¯(x,y)
}
dSy +
∫
Ω
bi(y)U
k
a,ℓ¯(x,y) dVy (II.19)
avec :
T ka,ℓ¯(x,y) = nb(y)Σ
k
ab,ℓ¯(y,x)
et par l’application ensuite de la loi e´lastique de Hooke, en prenant le soin de conside´rer les
proprie´te´s (voir page 67 de [16]) de syme´trie suivantes :
Cijkl U
k
a , ℓ¯(x,y) = Σ
a
ij(y,x) Cijkl Σ
k
ab , ℓ¯(x,y) = CabklΣ
k
ij , l(y,x) (II.20)
κσij(x) =
∫
∂Ω
{
ta(y) Σ
a
ij(y,x)− ua(y)nb(y)Cabkl Σ
k
ij , l
}
dSy
+
∫
Ω
ba(y)Σ
a
ij(y,x) dVy (II.21)
κ = 1 pour une repre´sentation inte´rieure (x ∈ Ω) et κ = 0 pour une repre´sentation exte´rieure
(x ∈ Ω¯ avec Ω¯ = R3 − Ω). Il est clairement de´montre´ dans [16] que la meˆme formule de
repre´sentation inte´grale est applicable aux domaines borne´s ou non. Dans ce dernier cas, la
normale qui doit rester toujours exte´rieure au domaine, change de sens.
Rappelons que les repre´sentations inte´grales des champs de de´placements et de contraintes ne
sont valables que pour des points x non situe´s sur la frontie`re ∂Ω. Nous allons maintenant mon-
trer ce qui justifie cette restriction et comment, arriver a` de nouvelles formes de repre´sentations
inte´grales des champs u et t valables pour des points x ∈ ∂Ω moyennant le recours a` un pro-
cessus de re´gularisation ade´quat. Ce proce´de´ de re´gularisation a e´te´ expose´ dans [16]. et nous
reprendrons les grandes lignes de´crivant ce dernier dans la section qui suit.
En effet, les repre´sentations inte´grales des champs de de´placements et de contraintes exhibent
des noyaux singuliers pour des points x se situant sur la frontie`re e´tant donne´ que la distance r
se´parant le point courant y et le point source x tend vers ze´ro.
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II.4.2 Equation inte´grale re´gularise´e en de´placement
La de´termination d’une e´quation inte´grale de frontie`re en de´placement reliant uniquement
les champs e´lastiques sur la frontie`re ne´cessite la de´termination des limites de (II.18) quand le
point x tend vers le point y de la frontie`re. L’obtention de ces limites n’est pas imme´diate et
un traitement pointilleux de re´gularisation s’impose.
Re´gularisation de premier ordre
Ce processus de re´gularisation se base sur un passage a` la limite en indentant le domaine Ω
de la singularite´ et sur la connaissance d’une solution particulie`re, a` savoir l’identite´ de corps
rigide ve´rifie´e par les solutions e´le´mentaires.
Identite´ de corps rigide
Conside´rons un solide borne´ Ω qui subit une translation rigide u0 avec forces de volume
nulles. Cet e´tat e´lastostatique ainsi de´fini ve´rifie les e´quations de l’e´quilibre e´lastique de´finies
en (II.4), (II.5) et (II.6). La formule de repre´sentation inte´grale (II.18) lui est ainsi applique´e de
fac¸on a` formuler l’e´criture de l’identite´ de corps rigide suivante :
κu0k + u
0
i
∫
∂Ω
T ki (x,y) dSy = 0 (II.22)
Nous pouvons aussi e´crire la pre´ce´dente relation pour une valeur particulie`re u0 = u(x), nous
e´crivons :
κuk(x) + ui(x)
∫
∂Ω
T ki (x,y) dSy = 0 (II.23)
Retranchons l’identite´ e´crite ci dessus a` la formule de repre´sentation inte´grale (II.18):∫
∂Ω
{[ui(y)− ui(x)]T
k
i (x,y)− ti(y)U
k
i (x,y)}dSy =
∫
Ω
bi(y)U
k
i (x,y) dVy (II.24)
A ce stade de de´monstration, cette relation reste valable pour tout point source x non situe´ sur
la frontie`re du domaine.
Passage a` la limite.
Pour ce faire, x fixe´ e´tant choisi sur la frontie`re, l’approche classique consiste a` introduire,
pour tout ε > 0 suffisamment petit, un voisinage d’exclusion sphe´rique Bε(x), boule de centre x
et de rayon ε et on pose Ωε = Ω−Bε(x), sε = Ω∩∂Bε(x), eε = ∂Ω∩Bε(x) et ∂Ωε = (∂Ω−eε)+sε.
Par construction, x 6∈ ∂Ωε, on e´tudie donc la limite pour ε→ 0 de l’e´quation (II.24) e´crite pour
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Figure II.2 : Indentation du domaine Ω lors du passage a` la limite.
le domaine Ωε de frontie`re (∂Ω− eε) + sε. Lors du passage a` la limite de´taille´ en annexe B, on
peut de´montrer que :
lim
ε→0
∫
sε
{[ui(y)− ui(x)]}T
k
i (x,y)− ti(y)U
k
i (x,y)}dSy = 0 (II.25)
et que
lim
ε→0
∫
∂Ω−eε
{[ui(y)− ui(x)]}T
k
i (x,y)− ti(y)U
k
i (x,y)}dSy}
=
∫
∂Ω
{[ui(y)− ui(x)]}T
k
i (x,y)− ti(y)U
k
i (x,y)}dSy} (II.26)
et finalement que
lim
ε→0
∫
Ωε
bi(y)U
k
i (x,y) dVy =
∫
Ω
bi(y)U
k
i (x,y) dVy (II.27)
ce qui nous conduit a` e´crire l’e´quation inte´grale de frontie`re re´gularise´e en de´placement comme
suit : ∫
∂Ω
{[ui(y)− ui(x)]T
k
i (x,y)− ti(y)U
k
i (x,y)}dSy =
∫
Ω
bi(y)U
k
i (x,y) dVy (II.28)
Cette dernie`re e´galite´ relie les valeurs des variables en de´placements u et en tensions t unique-
ment sur la frontie`re ∂Ω du domaine et fait intervenir des inte´grales convergentes et pre´sentant
des singularite´s inte´grables en y = x et il est clairement de´montre´ lors de ce processus de
re´gularisation que les de´placements u doivent eˆtre de continuite´ C0,α (continuite´ au sens d’Ho˝lder),
ce qui ne pose aucune difficulte´ de mise en oeuvre nume´rique de cette e´quation inte´grale
re´gularise´e en de´placements.
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II.4.3 Equation inte´grale de frontie`re en traction
Nous rappelons que l’expression de la repre´sentation inte´grale du vecteur des contraintes
obtenue en (II.21) n’est valable que pour un point x /∈ ∂Ω. Quand le point d’observation x
se situe sur la frontie`re ∂Ω du domaine, nous ne pouvons pas obtenir directement l’e´quation
inte´grale de frontie`re du gradient des de´placements et par la suite celle des contraintes, en rai-
son de la pre´sence des de´rive´es du tenseur Σ(x,y) singulie`res comme ‖y − x‖−3. Un passage a`
la limite s’impose et un proce´de´ de re´gularisation approprie´ et plus complexe que le pre´ce´dent
doit l’accompagner. Diffe´rentes approches de re´gularisation ont e´te´ propose´es pour traiter les
inte´grales hypersingulie`res [46, 69]. Une me´thode expose´e dans [16, 18] d’e´valuation du gradient
des de´placements et du tenseur des contraintes qui repose fondamentalement sur un proce´de´ de
de´rivation tangentielle des de´placements u et des tensions t, permet seulement l’e´valuation des
contraintes tangentielles sur la frontie`re. Les travaux de [38] mettent en cause cette technique vu
la mauvaise pre´cision qui caracte´rise ses re´sultats nume´riques. Des repre´sentations inte´grales sur
la frontie`re du gradient des de´placements et par conse´quent celles des contraintes sont obtenues
graˆce a` l’utilisation de l’approche de re´gularisation du second ordre expose´e dans [16, 18]. Un
des points contraignants qui caracte´rise la mise en oeuvre nume´rique d’une e´quation inte´grale
en contrainte se re´sume a` la ne´cessite´ absolue que les de´placements u soient de re´gularite´ C1,α
en x = y . La me´thode dite des collocations se base essentiellement sur la discre´tisation de cette
repre´sentation pour l’e´valuation comple`te du tenseur des contraintes ou de celui du gradient des
de´placements sur la frontie`re. Il sera de´montre´ par la suite que les me´thodes inte´grales varia-
tionnelles syme´triques ne butent pas sur cette limitation et que la repre´sentation inte´grale vari-
ationnelle en contraintes ou en gradient des de´placements se suffit d’une hypote`se de re´gularite´
de C0,α sur les de´placements u d’ou` la facilite´ dans la mise en oeuvre nume´rique. Le besoin
d’e´valuer et de disposer d’e´quations inte´grales en contraintes s’ave`re important dans la re´solution
de certains proble`mes et plus spe´cialement en me´canique de la rupture. Ce point constitue une
de nos motivations a` explorer les me´thodes inte´grales variationnelles syme´triques de Galerkin et
a` les placer au premier rang lors de nos de´veloppements nume´riques.
II.5 Formulations inte´grales variationnelles
II.5.1 Principe
Dans cette section, nous nous efforcerons d’expliquer, meˆme sommairement ce que l’on en-
tend par principe variationnel et comment il peut servir a` l’obtention d’e´quations inte´grales
variationnelles ? Un principe variationnel fait intervenir une quantite´ scalaire, appele´e fonction-
nelle s’e´crivant sous forme d’une inte´grale ou` seront pre´sentes toutes les relations de´finissant le
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proble`me aux limites conside´re´ et tel qu’il est de´crit dans par (II.4) et (II.8)(e´quation locales
et conditions aux limites). La solution du proble`me de´crit par (II.4) et (II.8) rend stationnaire
la fonctionnelle ainsi de´finie, ce qui signifie que la premie`re variation de celle-ci (correspondant
a` une petite perturbation de la solution du proble`me) s’annule. Un des principes variationnels
utilise´s en me´canique est connu sous le nom de principe du minimum de l’e´nergie potentielle
largement utilise´ dans la me´thode des e´le´ments finis. Le fait que des matrices syme´triques
apparaissent toutes les fois qu’intervient un principe variationnel est une proprie´te´ des plus re-
marquables et qui sera exploite´e dans les travaux qui traitent de l’obtention des formulations
inte´grales variationnelles. D’autre part, nous avons vu dans la section (II.4), qu’a` partir du
proble`me aux limites e´lastostatique de´crit par les relations (II.4–II.6) et (II.8), il e´tait possible
de donner une repre´sentation inte´grale a` toute solution en de´placements u ou en tensions t.
L’e´criture des champs tests en de´placements δu obtenus a` partir de la repre´sentation inte´grale
du champ de de´placement (II.18) et leur incorporation dans les formes variationnelles associe´es
a` la condition de stationnarite´ de la fonctionnelle donne lieu a` ce qu’on appelle les e´quations
inte´grales variationnelles. Nous allons voir que la forme minimise´e de la fonctionnelle de l’e´nergie
potentielle est utilise´e sous sa forme faible, ce qui signifie que l’on a proce´de´ a` une inte´gration
par parties pour diminuer les conditions de de´rivablite´ des champs de de´placements.
Les premiers travaux en formulations inte´grales variationnelles traitent de la the´orie du
potentiel scalaire et sont donne´s dans [57, 58]. Paralle`lement a` ces e´tudes mene´es dans un
cadre mathe´matique, des formulations inte´grales variationnelles plus me´caniques utilisant la
notion de repre´sentation inte´grale du champ de de´placement ont e´te´ propose´es d’une manie`re
plus exhaustive en e´lasticite´ line´aire dans [20] . Enfin nous renvoyons le lecteur a` ce meˆme
article tre`s complet qui re´sume un bon nombre de de´veloppements the´oriques. Les premiers
re´sultats pour une imple´mentation tridimensionnelle du proble`me e´lastique ont e´te´ exhibe´s dans
[17, 2, 75]. Des travaux tre`s re´cents et des de´veloppements nume´riques se rattachant a` ces
me´thodes en e´lastoplasticite´ sont expose´s dans [25].
II.5.2 Fonctionnelle de l’e´nergie potentielle
On peut de´finir un mode`le ge´ne´ral, ou` toutes les relations du proble`me de´fini en (II.4–II.6) et
(II.8) sont repre´sente´es sous une forme variationnelle, et ou` le principe du minimum de l’e´nergie
potentielle totale peut eˆtre utilise´ d’une manie`re analogue a` la me´thode des e´le´ments finis.
La solution u en de´placement du proble`me continu e´lastique de´fini par (II.4), (II.5) et (II.6)
rend stationnaire la fonctionnelle de l’e´nergie potentielle Π(v) suivante :
Π(v) =
1
2
∫
Ω
ε(v) : C : ε(v) dV −
∫
ST
tD .v dS −
∫
Su
t .(v − uD) dS (II.29)
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ce qui signifie que sa premie`re variation correspondant a` des petits changements δu doit eˆtre
nulle. Si on pose v = u+ δu, la condition de stationnarite´ se traduit par :
δΠ(u) =
∫
Ω
ε(u) :C :ε(δu) dV −
∫
ST
tD .δudS −
∫
Su
t .δudS = 0 (II.30)
L’inconnue u est suppose´e harmonique, nous pouvons e´crire que ∆δu = 0.
II.5.3 Fonctionnelle de l’e´nergie potentielle sous sa forme faible
Une inte´gration par parties permet de transformer une forme inte´grale de type (II.30) de
manie`re a` diminuer les conditions impose´es aux fonctions admissibles u, l’ordre de de´rivabilte´
de celle-ci e´tant devenu plus faible. Apre`s une inte´gration par parties du terme portant sur le
volume pre´sent dans (II.30), celle-ci sera re´duite a` une inte´grale surfacique ne portant que sur
la trace du champ de de´placement u sur la frontie`re. Nous e´crivons alors que :
δΠ(u) =
∫
Su
uD.Tn(δu) dS +
∫
ST
u.Tn(δu) dS − ∫
ST
tD.δudS −
∫
Su
t.δudS = 0 (II.31)
Il faut remarquer que contrairement a` la forme pre´sente´e dans (II.30), cette e´criture fait appa-
raitre des ope´rateurs diffe´rentiels sur le champ des fonctions test δu, ce qui ne´cessite d’imposer
des conditions de de´rivabilite´ plus fortes sur le champ δu. La forme obtenue en (II.31) constitue
le point de de´part pour la construction d’une formulation inte´grale variationnelle.
Choix des fonctions test.
Il nous reste a` de´finir les formes ade´quates a` donner aux fonctions δu et en Tn(δu) qui intervi-
ennent dans (II.31). Tout δu solution du proble`me e´lastique conside´re´, admet une repre´sentation
inte´grale de la forme de (II.18) sous l’hypothe`se simplificatrice que les forces de volume soient
nulles. Nous conside´rons simultane´ment le domaine borne´ Ω et son comple´mentaire Ω¯ = R3−Ω.
Introduisons les sauts des de´placements u˜ et des tensions t˜ a` travers la frontie`re ∂Ω.
Nous e´crivons alors les repre´sentations inte´grales de la fonction δu respectivement pour un
proble`me inte´rieur (κ = 1) et un proble`me exte´rieur (κ = 0).
δuk(x) =
∫
∂Ω
{
δt−i (y)U
k
i (x,y)− δu
−
i (y)T
k
i (x,y)
}
dSy (II.32)
0 =
∫
∂Ω
{
δt+i (y)U
k
i (x,y)− δu
+
i (y)T
k
i (x,y)
}
dSy (II.33)
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Si nous re´e´crivons la repre´sentation inte´grale du champ δu cette fois-ci en fonction des sauts de
de´placements u˜ et de tractions t˜ a` travers la frontie`re ∂Ω tels que u˜ = δu+−δu− et t˜ = δt+−δt−
nous posons:
δuk(x) =
∫
∂Ω
{
u˜i(y)T
k
i (x,y)− t˜i(y)U
k
i (x,y)
}
dSy (II.34)
Compte tenu des conditions aux limites (II.8)du proble`me initial, conside´re´ nous pouvons re-
streindre la formule pre´ce´dente en imposant u˜ = 0 sur Su et t˜ = 0 sur ST .
δuk(x) =
∫
ST
u˜i(y)nj(y)Σ
k
ij(x,y) dSy −
∫
Su
t˜i(y)U
k
i (x,y) dSy (II.35)
De meˆme que pre´ce´demment et d’apre`s (II.21), la repre´sentation inte´grale du tenseur des con-
traintes δσ = σ(δu) sera donne´e par l’expression suivante :
δσij(x) = Cklab
∫
ST
u˜k(y)nl(y)
∂
∂yb
Σaij(y,x) dSy −
∫
Su
t˜k(y) Σ
k
ij(y,x) dSy (II.36)
II.5.4 Construction de la formulation variationnelle inte´grale
L’ide´e fondamentale pour l’obtention d’une formulation inte´grale syme´trique repose sur la
substitution des expressions (II.35) et (II.36) dans la condition de stationnarite´ (II.31). Les
inte´grales de surface engendre´es sont doubles et pre´sentent des noyaux singuliers en r−1 , r−2 et
r−3. Il est e´vident que ces formulations qui mettent en jeu des inte´grales fortement singulie`res
ou hypersingulie`res ne peuvent pas eˆtre directement implante´es. Un moyen pour contourner
la difficulte´ d’e´valuation de ces inte´grales consiste a` appliquer une technique de re´gularisation
reposant sur une double inte´gration par parties, initialement introduite par [58]. Cette technique
a e´te´ e´tendue a` un proble`me d’e´lasticite´ tridimensionnelle avec conditions aux limites mixtes
dans [16, 17, 18]. Ce proce´de´ de re´gularisation consiste a` introduire une surface auxiliaire S˜(η)
exte´rieure et bien distincte de Ω et construite a` partir de ∂Ω suppose´e re´gulie`re en introduisant
le parame`tre η de sorte que :
∀ y ∈ ∂ Ω → z ∈ S˜(η) ≡ y + ηn(y) (II.37)
Ce processus de re´gularisation a e´te´ utilise´ en 2D dans [65] et en e´lasto-plasticite´ 2D dans [51].
Ainsi, la repre´sentation inte´grale n’est plus e´crite sur ∂Ω mais sur S˜(η), ce qui permet d’effectuer
les ope´rations classiques sur les inte´grales. On proce`de par la suite a` un passage a` la limite qui
consiste a` faire tendre uniforme´ment la surface auxilliaire S˜(η) vers ∂Ω, ce qui revient ainsi
a` faire tendre η vers ze´ro. Dans [16, 17, 18], la technique de re´gularisation qui se base sur le
passage a` la limite S˜(η) vers ∂Ω est conside´re´e avant toute discre´tisation graˆce a` l’utilisation
de la proprie´te´ dont dispose le noyau hypersingulier Cklab (∂ / ∂yb) Σ
a
ij(y,x) a` eˆtre reformule´ en
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Figure II.3 : De´finition d’une surface auxilliaire pour un domaine borne´ (a), pour un domaine
non borne´ (b).
fonction d’un double rotationnel surfacique. Cette dernie`re notion a e´te´ introduite initialement
dans [58]. La reformulation des expressions(II.35) et (II.36) cette fois ci sur la surface auxiliaire
S˜(η) donne lieu aux e´quations re´gulie`res suivantes :
δuk(x) =
∫
S˜T
u˜i(y)nj(y)Σ
k
ij(x,y) dSy −
∫
S˜u
t˜i(y)U
k
i (x,y) dSy (II.38)
δσij(x) = Cklab
∫
S˜T
u˜k(y)nl(y)
∂
∂yb
Σaij(y,x) dSy −
∫
S˜u
t˜k(y) Σ
k
ij(y,x) dSy (II.39)
que l’on injecte dans la condition de stationnarite´ (II.31). Ceci permet de reformuler le proble`me
en deux partitions distinctes, une collectant les termes en de´placements u˜ et l’autre les termes
en tensions t˜, ce qui donne lieu a` l’e´criture suivante :


∀ u˜ δ P T (u˜) = E1 + E2 = 0
∀ t˜ δ PU (t˜) = F1 + F2 = 0
(II.40)
Inte´grales faiblement singulie`res.
Ecrivons l’expression explicite de E1 donne´ par l’e´quation (II.40), comme suit :
E1 =
∫
ST
uk(x)
∫
S˜u
t˜k(z)U
k
i (x,z) dSz dSx
+
∫
ST
tDk (x)
∫
S˜u
t˜k(z)U
k
i (x,z) dSz dSx (II.41)
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Les inte´grales pre´sentes dans l’expression de E1 exhibent des noyaux contenant U
k
i (x,z) sin-
guliers comme O(r−1). Chacune des inte´grales exte´rieure et inte´rieure qui forme E1, est de´finie
respectivement re´gulie`re et faiblement singulie`re et ne ne´cessite donc aucun processus de re´gulari-
sation. Nous e´crivons alors l’expression limite de E1 en remplac¸ant (S˜u , z) par (∂Ω , y) ce qui
nous permet d’e´crire que:
E1 =
∫
ST
uk(x)
∫
Su
t˜k(y)U
k
i (x,y) dSy dSx
+
∫
ST
tDk (x)
∫
Su
t˜k(y)U
k
i (x,y) dSy dSx (II.42)
L’e´valuation nume´rique de ce type d’inte´grales n’est autre qu’une application directe de la double
quadrature de Gauss [8] et fera l’objet d’une e´tude de´taille´e un plus loin dans notre me´moire.
Inte´grales fortement singulie`res.
Conside´rons alors le terme E2, les noyaux Σ
k
ij(z,x) des inte´grales inte´rieures y figurant
deviennent fortement singuliers O(r−2) lors du processus de passage a` la limite S˜(η) vers ∂Ω
(z → x).
E2 = −
∫
Su
uDi (x)nj(x)
∫
S˜u
t˜k(z)Σ
k
ij(z,x) dSz dSx
−
∫
ST
ui(x)nj(x)
∫
S˜u
t˜k(z) Σ
k
ij(z,x) dSz dSx (II.43)
Nous ferons appel a` la technique de re´gularisation de premier ordre pre´sente´e dans la section
(II.4.2), tout en intervertissant entre les inte´grations sur ∂Ω et S˜(η). Cette dernie`re ope´ration
adopte´e reste valable e´tant donne´ que les inte´grales mises en jeu ne sont pas encore singulie`res.
Nous e´crivons alors :
E2 = −
∫
S˜u
t˜k (z)
∫
Su
[uDi (x)− u
D
i (z)]nj(x)Σ
k
ij(z,x) dSx dSz
−
∫
S˜u
t˜k(z)
∫
ST
[ui(x)− u
D
i (z)]nj(x) Σ
k
ij(z,x) dSx dSz
−
∫
S˜u
t˜k(z)u
D
i (z)
∫
∂Ω
nj(x) Σ
k
ij(z,x) dSx dSz (II.44)
Compte tenu de (II.12), nous re´e´crivons l’e´quation pre´ce´dente de la manie`re suivante :
E2 = −
∫
S˜u
t˜k (z)
∫
Su
[uDi (x)− u
D
i (z)]nj(x)Σ
k
ij(z,x) dSx dSz
−
∫
S˜u
t˜k(z)
∫
ST
[ui(x)− u
D
i (z)]nj(x) Σ
k
ij(z,x) dSx dSz
− κ
∫
S˜u
t˜k(z)u
D
k (z) dSz (II.45)
32 Chapitre II. Me´thodes des e´quations inte´grales
Les doubles inte´grales re´sultantes se pre´sentent sous forme d’une inte´grale exte´rieure re´gulie`re
suivie d’une ine´grale inte´rieure faiblement singulie`re. L’expression limite de E2 est obtenue en
substituant (S˜u , z) par (Su , y) dans (II.45). Lors de ce passage a` la limite, il a e´te´ prouve´ que
u sur la frontie`re ∂Ω doit eˆtre de re´gularite´ C 0,α en y = x, si l’on conside`re la continuite´ au sens
d’Ho˝lder. L’e´criture de E2 sous sa forme re´gularise´e est donne´e par des double inte´grales sur la
meˆme frontie`re ∂Ω. Nous reportons alors son expression re´gularise´e dans l’e´quation ci dessous :
E2 = −
∫
Su
t˜k (y)
∫
Su
[uDi (x)− u
D
i (y)]nj(x)Σ
k
ij(y,x) dSx dSy
−
∫
Su
t˜k(y)
∫
ST
[ui(x)− u
D
i (y)]nj(x) Σ
k
ij(y,x) dSx dSy
− κ
∫
Su
t˜k(y)u
D
k (y) dSy (II.46)
F1 subit un traitement de passage a` la limite similaire a` celui de E2. L’e´criture re´gularise´e de
F1 se met sous la forme suivante :
F1 = −
∫
ST
uk(x)
∫
ST
[u˜i(y)− u˜i(x)]nj(y) Σ
k
ij(x,z) dSy dSx
−
∫
ST
tDk (x)
∫
ST
[u˜i(y)− u˜i(x)]nj(y) Σ
k
ij(x,y) dSy dSx
+ (1− κ)
∫
ST
tDk (x)u˜i(x) dSx (II.47)
Inte´grales hypersingulie`res.
La pre´sence de noyaux enO(r−3) dans les expressions de F2, rend le proce´ssus de re´gularisation
plus ardu. La technique de re´gularisation de´veloppe´e dans cette section est largement de´taille´e
dans [16, 17, 18]. L’ide´e est alors de proce´der a` une double inte´gration en utilisant une variante
de la formule de Stokes par rapport a` x et a` z.
F2 =
∫
Su
uDi (x)nj(x)Cklab
∫
S˜T
u˜k(z)nl(z)
∂
∂zb
Σaij(z,x) dSz dSx
+
∫
ST
ui(x)nj(x)Cklab
∫
S˜T
u˜k(z)nl(z)
∂
∂zb
Σaij(z,x) dSz dSx (II.48)
Le noyau hypersingulier (∂/∂zb)Σ
a
ij(z,x) peut se de´composer en fonction d’un tenseur de qua-
trie`me ordre A tel que :
∂
∂zb
Σaij(z,x) = eiepejfqekgrelhsApqrs, e¯f¯ g h(z,x) avec (z 6= x) (II.49)
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eijk sont les composantes du tenseur de permutation de Ricci. Le tenseur A associe´ a` la solution
fondamentale tridimensionnelle de Kelvin est donne´ par l’expression suivante :
Apqrs =
µ
8π
[δpr δqs + δps δqr +
2 ν
1− ν
δpq δrs] ‖z − x‖ (II.50)
compte tenu de (II.50) nous re´e´crivons l’expression de F2, on obtient ainsi :
F2 =
∫
Su
∫
S˜T
uDi (x)nj(x) u˜k(z)nl(z)eiepejfqekgrelhsApqrs, e¯f¯ g h(z,x) dSz dSx
=
∫
ST
∫
S˜T
ui(x)nj(x) u˜k(z)nl(z)eiepejfqekgrelhsApqrs, e¯f¯ g h(z,x) dSz dSx (II.51)
Nous utiliserons la variante de la formule de Stokes ci dessous :∫
S
φ eabcna ψ,b dS = −
∫
S
ψ eabcna φ,b dS (II.52)
respectivement sur les surfaces ferme´es parcourues par les points x et y. D’autre part nous
posons :
Bikqs(r) = eiep ekgrApqrs, e¯ g(r) (II.53)
F2 =
∫
Su
∫
S˜T
uDi (x)nj(x) ejfq elhs u˜k(z)nl(z)Bikqs,gf¯ (r) dSz dSx
+
∫
ST
∫
S˜T
uDi (x)nj(x) ejfq elhs u˜k(z)nl(z)Bikqs,gf¯ (r) dSz dSx (II.54)
= −
∫
Su
∫
S˜T
uDi (x)nj(x) ejfq Bikqs,f¯ (Ru˜)ks(z) dSz dSx
−
∫
ST
∫
S˜T
uDi (x)nj(x) ejfq Bikqs,f¯ (r) (Ru˜)ks(z) dSz dSx (II.55)
=
∫
Su
∫
S˜T
(RuD)iq(x)Bikqs(r) (Ru˜)ks(z) dSz dSx
+
∫
ST
∫
S˜T
(Ru)iq(x)Bikqs(r) (Ru˜)ks(z) dSz dSx (II.56)
Avec la notation
(Ru)iq(x) = ejfqnj ui,f
qui de´signe le rotationnel surfacique associe´ au champ u. Cette notion a e´te´ introduite pour la
premie`re fois dans [58] et a fait l’objet de l’annexe A.
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Avec
1
µ2
Bikqs = −4δqsF,ik + [4δikδqs − 4νδisδkq − 2(1− ν)δiqδks]F,pp (II.57)
F (y − x) =
r
16πµ(1− ν)
(II.58)
F,pp(y − x) =
1
8πµ(1− ν)r
(II.59)
F,ik(y − x) =
1
16πµ(1− ν)r
(δik − r,ir,k) (II.60)
Il faut bien remarquer que le tenseur Bikqs(r) ∼ r
−1 ce qui confe`re a` l’inte´grale inte´rieure le
caracte`re de faible singularite´ et a` l’inte´grale exte´rieure celui de re´gularite´. Graˆce a` l’utilisation
de la double formule de Stokes, l’ordre de singularite´ de l’ope´rateur surfacique hypersingulier a
diminue´. Le passage a` la limite S˜ → ∂Ω s’effectue en substituant simplement (S˜t,z) par (ST ,y),
ainsi nous e´crivons :
F2 =
∫
Su
∫
ST
(RuD)iq(x)Bikqs(r) (Ru˜)ks(y) dSy dSx
+
∫
ST
∫
ST
(Ru)iq(x)Bikqs(r) (Ru˜)ks(y) dSy dSx (II.61)
Formulation variationnelle syme´trique directe.
Le terme qualificatif directe donne´ a` cette formulation implique que les inconnues a` la
frontie`re sont les inconnues physiques du proble`me, c’est a` dire les tensions et les de´placements.
Les e´quations (II.42), (II.46), (II.47), (II.61) e´crites en respectant (II.40) permettent l’e´criture
de la formulation variationnelle syme´trique directe pour un proble`me aux limites mixtes, de´fini
par ((II.4)–(II.8)). C’est ainsi que nous e´crivons :
Trouver u ∈ ϑu et t ∈ ϑT tels que :

Buu(u, u˜) + Btu(t, u˜) = ℑu(u˜)
But(u, t˜) + Btt(t, t˜) = ℑt(t˜)
∀u˜ ∈ ϑ0u et ∀t˜ ∈ ϑT (II.62)
Nous de´finissons ϑu, ϑT et ϑ
0
u comme suit :
ϑu =
{
u tel que u ∈ C0,α sur ST et u = u
D sur ∂ST
}
(II.63)
ϑ0u =
{
u˜ tel que u˜ ∈ C0,α sur ST et u˜ = 0 sur ∂ST
}
(II.64)
ϑT =
{
t˜ tel que t˜ continu par morceaux sur ST
}
(II.65)
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Les diffe´rentes formes biline´aires qui interviennent dans (II.62) sont donne´es par :
Buu(u, u˜) =
∫
ST
∫
ST
(Ru)iq(x)Bikqs(r) (Ru˜)ks(y) dSy dSx (II.66)
Btu(t, u˜) = −
∫
Su
∫
ST
tk(x)[u˜i(y)− u˜i(x)]nj(y) Σ
k
ij(x,z) dSy dSx (II.67)
But(u, t˜) = −
∫
ST
t˜k(y)
∫
Su
[ui(x)− u
D
i (y)]nj(x) Σ
k
ij(y,x) dSx dSy (II.68)
Btt(t, t˜) =
∫
Su
∫
Su
tk(x) t˜k(y)U
k
i (x,y) dSy dSx (II.69)
les formes line´aires qui constituent le second membre du syste`me (II.62) sont les suivantes :
ℑu(u˜) = (κ− 1)
∫
ST
tDk (x)u˜k(x) dSx
+
∫
ST
tDk (x)
∫
ST
[u˜i(y)− u˜i(x)]nj(y) Σ
k
ij(x,y) dSy dSx
−
∫
Su
(RuD)iq(x)
∫
ST
Bikqs(r) (Ru˜)ks(y) dSy dSx (II.70)
ℑt(t˜) = κ
∫
S˜u
t˜k(y)u
D
k (y) dSy
+
∫
Su
t˜k (y)
∫
Su
[uDi (x)− u
D
i (y)]nj(x)Σ
k
ij(y,x) dSx dSy
−
∫
ST
tDk (x)
∫
Su
t˜k(y)U
k
i (x,y) dSy dSx (II.71)
La formulation (II.62) est syme´trique en vertue des conditions de syme´trie suivantes :
∀ (u, u˜) , ∀ (t, t˜)


Buu(u, u˜) = Buu(u˜,u)
Btt(t, t˜) = Btt(t˜, t)
But(u, t˜) = But(t˜,u)
(II.72)
Ces relations de syme´trie de´coulent directement du fait que :
Cijab
∂
∂xb
Uak (x,y) = Σ
k
ij(y,x) Cijab
∂
∂xb
Σakl(y,x) = Cijab
∂
∂yb
Σkij(y,x) (II.73)
Uak (x,y) = U
k
a (y,x)
Chacune des e´quations relatives a` u˜ et a` t˜ repre´sente respectivement les e´quations inte´grales en
de´placement et en vecteur-tension sur Su et ST , e´crites sous forme faible. La formulation telle
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qu’elle est pre´sente´e en (II.62) pre´sente l’avantage de n’exhiber que des quantite´s inte´grables,
ce qui s’ave`re d’une grande importance lors de la mise en oeuvre nume´rique. Notons que le
fait d’avoir eu recours au choix des fonctions test sous la forme de δu suffisamment re´gulie`res
dans l’e´criture de l’e´quation inte´grale en vecteur-contrainte nous a conduit a` imposer une con-
dition de continuite´ C0,α pour le vecteur de´placement u moins restrictive que celle impose´e en
me´thode des collocations C1,α. Cette caracte´ristique fait occuper aux me´thodes des e´quations
inte´grales variationnelles le premier plan pour le traitement des proble`mes 3D faisant intervenir
des e´le´ments curvilignes. Ces formulations sont e´tablies dans un cadre ge´ne´raliste, c’est a` dire
que le domaine d’e´tude peut eˆtre borne´ ou non, dans ce cas il faut donner au coefficient κ la
valeur de 1 ou de 0.
Ces formulations, telles qu’elles sont pre´sente´es dans les e´quations (II.62)–(II.71), traitent des
proble`mes aux limites mixtes. La frontie`re ∂Ω est re´partie en une partie Su ou` les de´placements
uD sont prescrits et une partie comple´mentaire ST ou` les tensions t
D sont impose´es. Dans les
sections qui suivent, nous nous proposons de formuler la meˆme approche pour les proble`mes aux
limites de type Dirichlet ou` seuls les de´placements sont impose´s sur toute la frontie`re ∂Ω et de
type Neumann dans le cas ou` seules les tensions sollicitent ∂Ω.
II.5.5 Proble`me de Dirichlet
La frontie`re ∂Ω e´tant restreinte a` Su, la re´e´criture de la formulation (II.62 - II.71) en posant
le support ge´ome´trique ST = ∅ donne :
Trouver t ∈ ϑT B¯tt(t, t˜) = B¯ut(u, t˜) +Dut(u, t˜) (II.74)
avec
B¯tt(t, t˜) =
∫
∂Ω
∫
∂Ω
tk(x) t˜k(y)U
k
i (x,y) dSy dSx (II.75)
B¯ut(u, t˜) =
∫
∂Ω
t˜k (y)
∫
∂Ω
[uDi (x)− u
D
i (y)]nj(x)Σ
k
ij(y,x) dSx dSy (II.76)
Dut(u, t˜) = κ
∫
∂Ω
t˜k(y)u
D
k (y) dSy (II.77)
II.5.6 Proble`me de Neumann
Dans un proble`me aux limites de type Neumann la frontie`re ∂Ω ≡ ST . La re´e´criture de la
formulation (II.62 - II.71) en posant le support ge´ome´trique Su = ∅ se traduit par :
Trouver u ∈ ϑu B¯uu(u, u˜) = B¯tu(t, u˜) +Dtu(t, u˜) (II.78)
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avec
B¯uu(u, u˜) =
∫
∂Ω
∫
∂Ω
(Ru)iq(x)Bikqs(r) (Ru˜)ks(y) dSy dSx (II.79)
B¯tu(t, u˜) =
∫
∂Ω
tDk (x)
∫
∂Ω
[u˜i(y)− u˜i(x)]nj(y) Σ
k
ij(x,y) dSy dSx (II.80)
Dtu(t, u˜) = (κ− 1)
∫
∂Ω
tDk (x)u˜k(x) dSx (II.81)
II.6 Conclusion
Dans ce chapitre nous nous sommes inte´resse´s dans un premier temps aux diffe´rentes e´tapes
qui me`nent a` la construction d’une e´quation inte´grale de frontie`re re´gularise´e en de´placement
et en traction. Nous avons identifie´ par la suite les difficulte´s et les limitations lie´es a` la mise
en oeuvre nume´rique de l’e´quation inte´grale en traction lors de l’utilisation de l’approche par
collocations. Nous avons explore´ dans un second temps les principales e´tapes menant a` la
construction d’une formulation inte´grale variationnelle syme´trique. Dans le chapitre suivant nous
utiliserons la formulation variationnelle, ainsi construite, pour la mise au point d’une proce´dure
de couplage syme´trique entre la me´thode des e´le´ments de frontie`re et celle des e´le´ments finis. Une
ade´quate combinaison entre les proble`mes de Dirichlet de de Neumann de´crits pre´ce´demment
nous permettra d’e´crire l’e´nergie de de´formation du domaine uniquement en fonction de la
variable des de´placements u. La notion d’e´nergie de frontie`re a e´te´ utilise´e par la suite pour
construire cette approche de couplage qui conduit a` la construction de la matrice de rigidite´
d’un super-e´le´ment de´crit par les e´quations inte´grales. Nous verrons par la suite que cette
meˆme matrice de rigidite´ pre´sente l’avantage d’eˆtre syme´trique et est de´finie semi-positive et
pre´serve ainsi toutes les proprie´te´s d’une matrice de rigidite´ utilisable dans les environnements
nume´riques d’un code e´le´ments finis standard.
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Chapitre III
Couplage e´le´ments de frontie`re - e´le´ments finis
III.1 Introduction
Dans le chapitre pre´ce´dent, nous avons introduit brie`vement les formulations the´oriques des
me´thodes inte´grales de frontie`re. Il nous a permis, entre autre, d’identifier deux approches dis-
tinctes : l’approche par collocations et l’approche variationnelle syme´trique de Galerkin. La
premie`re pre´sente certes l’avantage de n’exhiber que des inte´grales simples, mais conduit mal-
heureusement a` des matrices non syme´triques. Cette inde´sirable perte de syme´trie s’accompagne
d’une perte de la de´finition du signe des diffe´rentes matrices. Contrairement a` cette approche,
les me´thodes inte´grales variationnelles syme´triques de Galerkin, malgre´ la pre´sence des doubles
inte´grales et la lourdeur qui peut caracte´riser sa phase d’inte´gration, permettent d’aboutir a`
des matrices syme´triques. Cette particularite´ peut compenser l’inconve´nient pre´ce´demment cite´
et rendre ces me´thodes compe´tivitives pour des structures a` large nombre de degre´s de liberte´
[5]. Chacune de ces deux approches peut eˆtre couple´e avec la me´thode des e´le´ments finis. Des
proce´dures de couplage des me´thodes inte´grales par approche par collocations ont fait l’objet
d’un bon nombre de travaux parmi lesquels nous citerons [80, 23, 10, 9]. Nombreuses sont les
techniques propose´es, mais toutes peuvent eˆtre regroupe´es en deux grandes classes :
⋄ une premie`re qualifie´e d’approche par e´le´ments finis dans laquelle la re´gion discre´tise´e
par e´quations inte´grales de frontie`re est traite´e comme un e´le´ment fini dont la matrice
de rigidite´ sera construite et assemble´e a` celle du domaine comple´mentaire discre´tise´ par
e´le´ments finis.
⋄ une seconde qualifie´e d’approche par e´le´ments de frontie`re dans laquelle la re´gion discre´tise´e
par e´le´ments finis est traite´e comme un e´le´ment de frontie`re dont la matrice de rigidite´
sera construite et assemble´e a` celle du domaine comple´mentaire discre´tise´ par e´le´ments de
frontie`re.
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Super élément :
zone éléments de frontière
Zone éléments finis
ut
Figure III.1 : Une excavation entoure´e d’e´le´ments finis couple´e a` une zone e´le´ments de frontie`re
infinie.
Le choix d’adopter l’une ou l’autre de´pend essentiellement des environnements nume´riques de´ja
existants et ope´rationnels. En ce qui nous concerne, nous nous sommes oriente´s vers la premie`re
approche cite´e. Nous nous proposons donc dans le cadre de notre me´moire de pre´senter la
me´thode expose´e dans [80] et reprise plus tard par [74, 26] pour montrer son fonctionnement
nume´rique. La construction d’un tel super-e´le´ment inte´gral en e´lasticite´ tridimensionnelle a pour
principal objectif une comparaison en termes de qualite´ des re´sultats et de temps CPU avec le
super-e´le´ment construit a` partir de l’approche variationnelle que nous avons de´veloppe´e dans
le cadre de notre travail et de´taille´e en section (III.3). Une telle e´tude requiert tout d’abord
l’optimisation de l’ensemble des algorithmes d’inte´gration pour les deux approches et sur les
deux plans : qualite´ des re´sultats et temps CPU.
III.2 Couplage par la me´thode des collocations
Conside´rons un domaine Ω partitionne´ en deux sous domaines ΩEI et ΩEF discre´tise´s re-
spectivement par la me´thode des e´le´ments de frontie`re et par la me´thode des e´le´ments finis.
Comme nous le verrons un peu plus loin dans le me´moire (en section IV.3.1), la discre´tisation
de l’e´quation inte´grale de frontie`re qui de´crit le domaine ΩEI nous permet d’e´crire le syste`me
d’e´quations suivant :
Au = B t (III.1)
Les vecteurs u et t collectent les valeurs nodales respectivement en de´placements et en
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tensions. Notons que les matrices A et B sont pleines. La matrice A est carre´e et la matrice B
ne l’est pas ne´cessairement en raison d’e´ventuels de´doublements des noeuds en tensions. D’autre
part, l’e´criture du syste`me matriciel de´rivant de la discre´tisation du domaine ΩEF par e´le´ments
finis s’e´crit comme suit :
KEF u = F (III.2)
ou` F est le vecteur des forces nodales, et u celui des de´placements nodaux. La matrice de
rigidite´ KEF du domaine est syme´trique et pre´sente une structure en bande. Afin de traiter
le domaine ΩEI comme un super-e´le´ment fini, il est important de transformer le vecteur des
tensions nodales donne´ par :
t = B−1Au (III.3)
en vecteur de forces nodales e´quivalentes de manie`re a` e´crire que :
F¯ = M t (III.4)
Chaque terme m qui contribue a` la construction de la matrice M est donne´ par :
m =
∫
∂ΩEF
NT N dS (III.5)
N de´signant les fonctions classiques d’interpolation.
Compte tenu de (III.3) et de (III.4), nous e´crivons que :
F¯ =M t
=
[
MB−1A
]
u
=KcSE u (III.6)
La matrice de rigidite´ du domaine repre´sente´ par le super-e´le´ment inte´gral en utilisant l’approche
par collocations s’e´crit alors :
KcSE =
[
MB−1A
]
(III.7)
La matrice KcSE n’est pas syme´trique, son implantation nume´rique, nous a permis de ve´rifier la
pre´sence de dissyme´tries de part et d’autre des termes diagonaux. La mise en oeuvre nume´rique
du super-e´le´ment inte´gral avec une telle matrice de rigidite´ conduit a` des re´sultats tout a` fait
satisfaisants en termes de pre´cision comme le confirment les diffe´rentes e´tapes de validation, que
l’on pre´sentera dans le prochain chapitre. La technique de syme´trisation force´e, qui consiste a`
poser que :
KcSE =
1
2
[
(MB−1A) + (MB−1A)T
]
(III.8)
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a e´te´ mise en de´faut dans le cadre de ce travail, vu la me´diocrite´ des re´sultats nume´riques qui en
de´coulent. Cette approche a de´ja e´te´ critique´e dans plusieurs travaux [7, 11, 48, 70], et il s’est
ave´re´ que l’utilisation de la matrice non syme´trise´e conduit a` des re´sultats nettement meilleurs
en termes de pre´cision, ce qui a bien e´te´ ve´rifie´ dans les quelques exemples de validation teste´s
et dont les re´sultats seront pre´sente´s dans le prochain chapitre.
III.3 Couplage par les formulations inte´grales variationnelles
Devant l’impossibilite´ d’obtenir une matrice de rigidite´ syme´trique pour le super-e´le´ment
inte´gral en utilisant les me´thodes inte´grales dites traditionnelles, nous nous sommes oriente´s
vers l’exploration de la me´thode syme´trique de Galerkin [64, 65] et plus exactement vers celle
qui re´sulte d’un principe variationnel, dont les bases la formulant ont e´te´ pre´sente´es dans le
chapitre pre´ce´dent. Nous avons voulu, dans un premier temps, examiner d’un peu plus pre`s
les proprie´te´s e´nerge´tiques de ces me´thodes et opter par la suite pour la construction de notre
matrice de rigidite´ en exploitant au mieux ces meˆmes proprie´te´s. La matrice de rigidite´ telle
que nous l’avons construite, dans le cadre de notre travail, repose sur l’utilisation de la notion
d’e´nergie de frontie`re. Dans un but plutoˆt pe´dagogique, il nous a paru pre´fe´rable et ne´cessaire
de rappeler certaines des proprie´te´s qui caracte´risent cette e´nergie de frontie`re. C’est ainsi que
nous aborderons les notions de syme´trie, de semi-positivite´, d’e´quilibre,.. etc. Nous montrerons
par la suite que notre approche de construction de la matrice de rigidite´ pre´serve naturellement
toutes ces proprie´te´s sans avoir recours par exemple a` une me´thode de syme´trisation force´e,
comme cela a e´te´ le cas malheureusement pour l’approche par collocations.
Pour ce faire, proposons nous de conside´rer, dans un cas ge´ne´ral un domaine Ω de frontie`re
∂Ω. Ce dernier est traite´ comme un super-e´le´ment et notre de´marche s’inse`re et ne demeure
valable qu’en e´lasticite´ statique tridimentionnelle.
III.3.1 Energie de frontie`re du domaine
Nous posons ε(x) comme e´tant le tenseur des de´formations en un point x du domaine Ω et
σ(x) le tenseur des contraintes correspondant obtenu par la loi de Hooke :
σ(x) = C :ε(x) (III.9)
C est le tenseur de Hooke repre´sente la matrice de rigidite´ du mate´triau conside´re´. L’e´nergie de
de´formation du domaine est ainsi remplace´e par :
W =
1
2
∫
Ω
σT (x) ε(x) dΩx =
1
2
∫
∂Ω
tT (x)u(x) dS (III.10)
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D’apre`s [40] le deuxie`me terme de la pre´ce´dente e´quation n’est autre que l’e´nergie de frontie`re
du domaine. Les champs des de´placements u et des tensions t, doivent eˆtre pris e´gaux a` la trace
sur la frontie`re ∂Ω des champs e´lastostatiques ε et σ de´finis sur Ω. Cette condition demeure
essentielle pour garantir l’existance de cette e´nergie de frontie`re. L’e´quation (III.10) est prise
comme le point de de´part de notre approche en vue de formuler l’expression de la matrice de
rigidite´ du domaine Ω. Mais avant d’aller plus loin, essayons d’explorer d’abord, et comme il
a e´te´ propose´ dans [66], les diffe´rentes proprie´te´s de cette e´nergie de frontie`re. D’apre`s (III.9),
le champ e´lastostatique σ en un point x ∈ Ω est forme´ a` partir du champ inde´pendant ε en
ce meˆme point par simple utilisation de la loi de Hooke. Paralle`lement et dans le but d’obtenir
la rigidite´ du domaine Ω en utilisant cette e´nergie de frontie`re, nous pouvons supposer qu’il y
a une de´pendance entre le vecteur des tensions t(x) sur la frontie`re et le vecteur inde´pendant
des de´placements u. On note aussi que lorsque le champ σ(x) est fonction du champ des
de´formations ε(x) de´fini au meˆme point x, sur la frontie`re ∂Ω, il existe une de´pendance entre
le champ des tensions t(x) en x et le champ des de´placements e´lastiques u(y) en un point
y. Nous supposerons donc l’existance d’un ope´rateur L liant le vecteur t(x) et le vecteur des
de´placements u(y) sur la frontie`re ∂Ω que nous notons comme suit :
t(x) = L(u(y)) avec x et y ∈ ∂Ω (III.11)
Cette e´criture signifie que l’ope´rateur L transforme une fonction de´finie a` travers la frontie`re
∂Ω en une autre fonction de´finie sur la meˆme frontie`re.
Dans l’esprit de simplifier l’e´criture, nous posons :∫
∂Ω
tT (x)u(x) dS = 〈t,u〉 (III.12)
Soient t1 et t2 deux champs en tensions de´finis sur la frontie`re ∂Ω, de´pendants de deux champs
en de´placements u1 et u2 L’ope´rateur L pre´sente les proprie´te´s suivantes :
⋄ Line´arite´
L(u1 + u2) = L(u1) + L(u2)
⋄ Auto-adjonction
〈L(u1),u2〉 = 〈u1, L(u2)〉
⋄ Equilibre
〈L(u),urigide〉 = 0 pour tout mouvement de corps rigide urigide
44 Chapitre III. Couplage e´le´ments de frontie`re - e´le´ments finis
⋄ Mouvement de corps rigide libre
L(urigide) = 0
⋄ Semi-de´finition positive
1
2
〈L(u),u〉 ≥ 0
l’e´galite´ a lieu uniquement pour u = 0 ou u = urigide.
Revenons a` notre proble`me initial ou` il etait question de de´finir une matrice de rigidite´ pour le
domaine Ω repre´sente´ par le super-e´le´ment, en nous basant sur l’utilisation de cette e´nergie de
frontie`re plutoˆt que l’e´nergie de de´formation e´lastique du domaine conside´re´. Le but reste de
montrer comment une matrice de rigidite´ qui de´rive de cette e´nergie de frontie`re pre´serve toutes
les proprie´te´s e´nonce´es ci dessus.
Energie de frontie`re et matrice de rigidite´.
A l’interface ∂Ω commune aux domaines e´le´ments de frontie`res et e´le´ments finis a` assembler
nous e´crivons le champ des de´placements u en fonction du vecteur des valeurs nodales um et de
la matrice des fonctions d’interpolation usuelles Nm.
u =Nm um (III.13)
En exploitant la proprie´te´ de line´arite´ de l’e´nergie de frontie`re nous e´crivons l’expression du
vecteur des tensions t sur la frontie`re ∂Ω correspondant aux de´placements u comme suit :
t(x) = Lu(y)
= L[Nm(y)um]
= [LNm(y)]um
En nous re´fe´rant a` l’e´quation (III.10), nous posons que l’e´nergie de frontie`re est donne´e par :
WF =
1
2
〈Lu,u〉
=
1
2
(um)
T 〈LNm,Nm〉u
=
1
2
(um)
T KTu
La matrice K sous sa forme explicite est donne´e par :
K =
∫
∂Ω
NTm(x)[LNm](x) dS
En prenant en compte les proprie´te´s de syme´trie, d’e´quilibre, de semi-positivite´..etc de
l’ope´rateur L de l’e´nergie de frontie`re, nous concluons que la matrice de rigidite´ K ainsi con-
struite pre´sente les proprie´te´s suivantes :
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⋄ P1 : Syme´trie
K =KT
⋄ P2 : Equilibre
(um)
TKTumrigide = 0
⋄ P3 : Semi-positivite´
1
2
uTmK
Tum ≥ 0
⋄ P4 : Nullite´ de l’e´nergie pour les modes rigides
Kumrigide = 0
Bien e´videmment, la matrice K telle qu’elle est pre´sente´e ci dessus ne peut pas eˆtre construite
e´tant donne´ que l’ope´rateur L reste inconnu. Le but que nous avons voulu atteindre est simple-
ment de montrer comment une matrice K de´rivant d’une e´nergie de frontie`re peut pre´senter les
proprie´te´s P1, P2, P3 et P4. Il nous reste donc a` constuire par e´quations inte´grales variation-
nelles, cet ope´rateur L liant les deux champs de tension t = Lu et de de´placements u.
III.3.2 Construction par approche inte´grale variationnelle
Nous aurons recours a` la me´thode des e´quations inte´grales, pour construire l’ope´rateur qui
lie la variable t a` la variable u et construire ainsi une ´energie de frontie`re en fonction d’une
seule variable u, prise comme variable primale de fac¸on a` pouvoir e´crire que WF ≡WF (u).
En e´quations inte´grales traditionnelles, les variables t et u sont lie´es par l’identite´ de Somigliana
ou l’e´quation inte´grale de frontie`re en traction. Dans l’approche variationnelle de Galerkin, nous
avons vu que les deux e´quations en de´placement et en traction sont simultane´ment prises en
compte. Dans cet ordre d’ide´es, nous conside´rons alors dans un premier temps que les tensions
t sont re´sultantes des de´placements u impose´s le long de toute la frontie`re ∂Ω (∂Ω = Su et
ST = ∅), ce qui revient alors a` conside´rer le proble`me de Dirichlet. Dans un deuxie`me temps
nous supposerons que les de´placements u re´sultent des tensions t impose´es le long de toute la
frontie`re ∂Ω (∂Ω = ST et Su = ∅). Le proble`me de Neumann est ainsi conside´re´. Comme nous le
verrons un peu plus loin dans la section (IV.4.1), nous adoptons la me´thode de Galerkin pour le
choix des fonctions ponde´rales u˜ et t˜, en vue d’assurer la syme´trie dans les coefficients matriciels
re´sultants de la discre´tisation des formulations inte´grales variationnelles. Nous poserons alors
que :
u˜ = u et t˜ = t
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Les deux proble`mes de Dirichlet et de Neumann s’e´crivent respectivement comme suit :
B¯tt(t, t) = B¯ut(u, t) +Dut(u, t) (III.14)
B¯uu(u,u) = B¯tu(t,u+Dtu(t,u) (III.15)
En soustrayant (III.15) de (III.14) membre a` membre et en adoptant une e´criture simplifie´e pour
les diffe´rentes formes biline´aires B¯ab(a, b) = B¯ab et line´aires Dab(a, b) = Dab , nous obtenons
l’e´galite´ suivante :
B¯tt − B¯uu = Dut −Dtu
Compte tenu de (II.77) et (II.81), l’e´galite´ pre´ce´dente s’e´crira :
B¯tt − B¯uu = 〈t, u〉
= 2WF (III.16)
Les e´tapes qui suivent ont pour principal objectif d’e´liminer le vecteur des tensions pour obtenir
ainsi l’expression de l’e´nergie de frontie`re en fonction des de´placements uniquement. C’est bien
ainsi que nous pouvons de´duire de (III.14) que :
Id = (B¯ut +Dut)B¯
−1
tt
ou` Id de´signe la fonction identite´. L’e´galite´ (III.16) peut se pre´senter alors sous la forme :
2WF = Id B¯tt I
T
d − B¯uu
= (B¯ut +Dut)B¯
−1
tt (But +Dut)
T − B¯uu
= (B¯ut +Dut)B¯
−1
tt (B¯tu +Dtu) − B¯uu (III.17)
On posera alors que :
Guu = (B¯ut +Dut)B¯
−1
tt (B¯tu +Dtu)
Il est important de pre´ciser que Guu se pre´sente sous forme d’une fonction biline´aire en u. Nous
avons donc pu construire notre ope´rateur L qui lie les champs t et u et exprimer par la meˆme
occasion l’e´nergie de frontie`re du domaine en fonction uniquement de la variable primale u.
WF =
1
2
〈Lu , u〉
=
1
2
{(B¯ut +Dut)B¯
−1
tt (B¯tu +Dtu) − B¯uu}
=
1
2
K(u,u) (III.18)
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La discre´tisation des formes K(u,u) conduit a` l’expression de la matrice de rigidite´ KSE du
super-e´le´ment inte´gral et les de´tails de cette phase seront expose´s dans la section suivante.
L’expression de l’e´nergie de frontie`re du proble`me continu telle qu’elle est pre´sente´e en (III.18)
est exacte, par contre sa forme discre´tise´e ne l’est plus. En effet, le meˆme couple (u, t) ne satisfait
pas exactement et simultane´ment les deux e´quations discre´tise´es des proble`mes de Neumann et
de Dirichlet. Une discussion de´taille´e de ce point est mene´e dans [66].
La forme K(u , u) pre´sente les proprie´te´s P1–P4 de syme´trie, d’e´quilibre,etc. Pour construire
sa forme discre´tise´e nous proce`derons aux approximations de la frontie`re ∂Ω ainsi que des champs
de de´placements u et de tensions t en fonction des valeurs nodales um et tm et des fonctions
d’interplolation Nm, en ayant recours a` la me´thode des e´le´ments de frontie`re. Les concepts de
cette me´thode ainsi que l’ensemble des e´tapes de discre´tisation seront expose´s en section (IV.2)
du prochain chapitre. A ce niveau de notre me´moire, nous nous contenterons d’e´crire que les
champs de de´placements et de tensions approxime´s sont donne´s par :
u(x) = Nm(x)um (III.19)
t(x) = Nm(x)tm (III.20)
III.3.3 Construction de la matrice de rigidite´
Nous reprenons les e´critures des proble`mes de Neumann (III.15) et de Dirichlet (III.14) mais
cette fois-ci sous leurs formes discre´tise´es. Nous approximons les de´placements et les tensions
selon (III.19) et (III.20) et nous de´signerons par Bab les matrices re´sultantes de la discre´tisation
des diffe´rentes formes biline´aires B¯ab et par Dab celles qui re´sultent de la discre´tisation des
formes line´aires Dab. Les proble`mes de Dirichlet et de Neumann se mettent alors sous les formes
respectives suivantes :
tTmBtttm = u
T
m {But +Dut} tm (III.21)
uTmBuuum = t
T
m {Btu +Dtu}um (III.22)
Nous e´crivons alors l’expression de l’e´nergie de frontie`re sous sa forme approxime´e W¯F :
W¯F =
1
2
uTm
{
(But +Dut)B
−1
tt (Btu +D
T
ut)−Buu
}
um
Nous de´duisons l’expression de la matrice de rigidite´ KSE du super e´le´ment discre´tise´ par
e´quations inte´grales variationnelles que nous e´crivons comme suit :
KSE = (But +Dut)B
−1
tt (Btu +D
T
ut)−Buu (III.23)
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Figure III.2 : Repre´sentation sche´matique de la construction de la matrice KSE .
La matrice KSE ainsi construite est syme´trique et peut eˆtre assemble´e a` celle du domaine
comple´mentaire discre´tise´ par e´le´ments finis. Dans le cas d’un domaine Ω borne´, les termes
qui constituent la matrice Dut s’annulent (κ = 0). La matrice de rigidite´ du super e´le´ment
repre´sentant un domaine borne´ se re´duit alors a` l’e´criture suivante :
KSE = ButB
−1
tt Btu −Buu (III.24)
III.3.4 Proprie´te´s de la matrice KSE
La matrice KSE pre´serve toutes les proprie´te´s P1–P4 cite´es pre´ce´demment. Les caracte`res
de syme´trie et de semi-positivite´ sont une conse´quence directe du fait que la matrice de´rive
d’une minimisation d’une entite´ e´nerge´tique. La proprie´te´ P4 est ne´cessaire pour tout e´le´ment
fini pour passer le test patch de convergence [8].
Les diffe´rentes matrices Btt, Buu sont syme´triques et Btu, But sont transpose´es l’une de
l’autre. Il est e´vident que lors de la construction de la matrice KSE , il convient de tenir compte
de toutes ces proprie´te´s afin d’obtenir un gain de temps substantiel lors de la construction de
KSE . Les de´tails relatifs a` la construction de ces diffe´rentes matrices seront pre´sente´s lors de
la description de la phase d’implantation nume´rique. La proprie´te´ de syme´trie dont dispose la
matrice KSE nous permet d’utiliser les solveurs pour matrices syme´triques de CAST3M.
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III.4 Conclusion
Dans ce chapitre nous avons pre´sente´ les deux approches de couplage e´le´ments de frontie`re-
e´le´ments finis mises en oeuvre dans le cadre de ce travail. La premie`re me´thode reposant, sur
l’approche par collocations, a de´ja fait l’objet de nombreux travaux et ne pre´sente pas le caracte`re
original de notre travail. Elle conduit a` une matrice de rigidite´ non syme´trique. La technique de
syme´trisation force´e a bien montre´ ses limitations en aboutissant a` des re´sultats d’une pre´cision
me´diocre. Ne´anmoins, la mise en oeuvre de cette matrice non syme´trique met en jeu l’e´valuation
d’inte´grales de surface simples et les algorithmes la de´crivant demeurent moins complexes que
l’approche utilisant les me´thodes inte´grales syme´triques de Galerkin. Cette dernie`re approche
a conduit a` la construction d’une matrice de rigidite´ syme´trique. La mise en oeuvre de cette
dernie`re constitue l’apport innovant de cette the`se. Son implantation nume´rique fait appel au
de´veloppement de divers algorithmes d’inte´gration spe´cifiques. Ces derniers demeurent lourds a`
mettre en oeuvre et seront de´crits et de´taille´s dans le prochain chapitre.
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Chapitre IV
Mise en oeuvre nume´rique
IV.1 Introduction
La me´thode des e´le´ments de frontie`re repose sur la discre´tisation d’e´quations inte´grales de
frontie`re. Elle utilise les meˆmes notions que la me´thode des e´le´ments finis a` savoir : maillage,
interpolation par fonctions de forme. Dans une discre´tisation par e´le´ments de frontie`re, deux
e´tapes sont ne´cessaires et conduisent a` deux niveaux d’erreurs distincts. La premie`re consiste a`
approcher la frontie`re du domaine par des e´le´ments de surface et dans le cadre de notre travail
nous nous sommes limite´s aux e´le´ments quadrilate´raux a` huit noeuds. La deuxie`me e´tape
se re´sume a` la discre´tisation des champs inconnus dans le cas d’un support ge´ome´trique de´ja
approche´. Nous verrons dans ce chapitre que les deux approches expose´es dans le chapitre (II)
utilisent les meˆmes principes pour approximer la ge´ome´trie et les champs inconnus. L’ensemble
des e´tapes de discre´tisation et d’e´valuation des inte´grales simples dans l’approche par collocations
et doubles dans l’approche variationnelle, seront pre´sente´es dans ce chapitre.
IV.2 Me´thode des e´le´ments de frontie`re
Discre´tisation de la ge´ome´trie.
Pour ce faire on intoduit une discre´tisation de la frontie`re ∂Ω caracte´rise´e par Ne e´le´ments
finis de frontie`re, des quadrilate`res a` huit noeuds et une famille de NI points dits d’interpolation.
∂Ω ≃
Ne⋃
e=1
Ee (IV.1)
Apre`s avoir introduit l’ante´ce´dent ξ de y = g(ξ), chaque e´le´ment Ee de la frontie`re approche´e
est de´crit par le parame´trage suivant :
y =
NI∑
m=1
Nm(ξ)y
m (IV.2)
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Figure IV.1 : Description de l’e´le´ment de frontie`re Ee et de re´fe´rence ∆e.
Les points d’interpolation sont pris confondus avec les noeuds ge´ome´triques; les e´le´ments sont
alors qualifie´s d’isoparame´triques.
D’autre part, nous notons respectivement, aα(ξ) (α = 1, 2) et n(ξ), la base naturelle du
plan tangent et de la normale unitaire au point y(ξ) :
aα(ξ) = y, α(ξ) =
NI∑
m=1
Nm,α(ξ)y
m (IV.3)
n =
a1 ∧ a2
‖a1 ∧ a2‖
(IV.4)
Il faut evidemment que (a1,a2) soient line´airement inde´pendants pour tout η ∈ Ee, condition
ne´cessaire pour que l’e´le´ment soit non-de´ge´ne´re´ (existance de la normale et du jacobien).
Ele´ment diffe´rentiel surfacique
L’e´valuation des inte´grales e´le´mentaires demande l’e´valuation de l’e´le´ment diffe´rentiel de
surface dSy et la the´orie des surfaces donne :
dSy(ξ) = Jy(ξ) dξ
= [g11(ξ)g22(ξ)− g12(ξ)]
1
2 dξ1dξ2 (IV.5)
avec
gαβ = aα.aβ
Jy(ξ) de´signe le jacobien de la transformation des coordonne´es carte´siennes y en coordonne´es
intrinse`ques ξ.
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Figure IV.2 : De´finition de la base naturelle du plan tangent aα
Discre´tisation des champs.
On construit alors sur chaque e´le´ment de frontie`re une approximation des diffe´rentes grandeurs
inconnues. Chacun des points d’interpolation est associe´ a` une fonction d’interpolation N clas-
siquement utilise´e dans la me´thode des e´le´ments finis [8] ou en e´le´ments de frontie`re [16, 18].
Les grandeurs inconnues peuvent eˆtre e´crites de la manie`re suivante :
u(y) =
NI∑
m=1
Nm(y)u
m et t(y) =
NI∑
m=1
Nm(y)t
m (IV.6)
um et tm de´signent les valeurs prises par les champs u et t aux points d’interplolation. Le
champ de de´placement u est pris continu sur la frontie`re ∂Ω de manie`re a` garantir la conformite´
de la me´thode. L’interpolation est donc construite de manie`re a` assurer la continuite´ du champ
interpole´ a` la jonction de deux e´le´ments. Le vecteur-tension quant a` lui peut the´oriquement eˆtre
choisi continu par morceaux et donc de´fini inde´pendamment sur chaque e´le´ment. Dans ce cas
on parle de non conformite´ totale comme cela est sugge´re´ dans [2]. Cette approche augmente
d’une manie`re significative le nombre d’inconnues nodales en tensions. Nous avons donc pre´fe´re´
envisager une approximation partiellement non-continue, ne pre´sentant des discontinuite´s qu’au
voisinage des areˆtes et des coins.
IV.3 Re´solution par approche par collocations
Les diffe´rentes e´quations inte´grales en de´placements ou en contraintes introduites dans les
sections pre´ce´dentes n’ont pas de solutions analytiques connues. On construit donc des solutions
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approche´es par une me´thode d’e´le´ments de frontie`re. Ce paragraphe de´crit la me´thode des
e´le´ments de frontie`re reposant sur l’approche par collocations. Rappelons que celle-ci consiste
a` introduire une discre´tisation de l’e´quation inte´grale de frontie`re en de´placement (II.28) ou
en contrainte prise en un nombre fini de points x dits de collocation. Ce nombre n’est pas
arbitraire et doit eˆtre suffisant pour fournir le nombre d’e´quations ne´cessaire a` la de´termination
des inconnues.
Proble`me discre´tise´ et e´valuation des inte´grales.
La me´thode des collocations consiste a` introduire les approximations pre´ce´demment de´crites
et a` e´crire que les e´quations re´gissant le syste`me sont ve´rifie´es aux points de collocation dont
le nombre est pris e´gal au nombre d’inconnues nodales du proble`me. Cette approche est ma-
joritairement utilise´e dans de nombreux travaux, du fait qu’elle est naturellement adapte´e au
formalisme par e´quations inte´grales tel qu’il est construit pre´ce´demment. En l’absence de forces
de volume, l’e´quation inte´grale de frontie`re re´gularise´e en de´placement (II.28) sous sa forme
discre´tise´e se re´sume a` l’e´criture suivante :
Ne∑
e=1
∫
Ee
{[u(y)− u(xc)]T
k
i (xc,y)− t(y)U
k
i (xc,y)} Jy(ξ)dξ1dξ2 = 0 (IV.7)
Jy(ξ) de´signe, pour l’e´le´ment E(y), le jacobien de la transformation des coordonne´es carte´siennes
y en coordonne´es intrinse`ques ξ. xc e´tant le point de collocation pour lequel on e´crit l’e´quation
inte´grale de frontie`re.
Les inte´grales e´le´mentaires (IV.7) ont pour support un e´le´ment fini de frontie`re. Le grand
avantage du processus de re´gularisation (II.4.2) est qu’il permet l’obtention d’inte´grales e´le´mentaires
faiblement singulie`res ou re´gulie`res selon que le point de collocation appartient a` l’e´le´ment
d’inte´gration ou pas. Le traitement des inte´grales re´gulie`res peut eˆtre mene´ sans difficulte´
majeure et reste une application directe de la quadrature de Gauss. Celle ci est expose´e dans
bon nombre d’ouvrages sur la the´orie de l’inte´gration nume´rique [35, 36, 8].
Le nombre de points d’inte´gration de Gauss a` utiliser varie selon les positions relatives du
point de collocation y par rapport a` l’e´le´ment d’inte´gration Ee parcouru par le point x. C’est
une particularite´ bien e´videmment spe´cifique aux me´thodes des e´quations inte´grales, vu que
ces dernie`res font appel a` des solutions e´le´mentaires et leurs de´rive´es. Celles-ci pre´sentent des
variations en r−1, r−2 et parfois en r−3, ce qui entraine des variations tre`s fortes de l’inte´grand
sur Ee si le point de collocation xc est tre`s proche de Ee. Ces meˆmes inte´grands deviennent
sensiblement constants si ce meˆme point s’e´loigne de l’e´le´ment d’inte´gration. Nous avons donc
adapte´ le nombre de points d’inte´gration en faisant appel au crite`re d’optimisation de Stroud et
Secrest [67, 47]. Une autre technique possible est le recours au crite`re d’indicateur de se´ve´rite´
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avance´ par [61] qui sera reprise plus loin dans le de´tail. L’inte´grale devient par contre faiblement
singulie`re (en 1/r) si le point de collocation se situe sur l’e´le´ment d’inte´gration. L’e´valuation
de ce type d’inte´grales se base sur l’utilisation d’une technique de subdivision en deux ou trois
triangles [47, 73] selon que le point de collocation se situe sur un coin de l’e´le´ment quadrilate´ral
ou sur un de ses coˆte´s.
IV.3.1 Construction du syste`me d’e´quations
Nous e´crivons NI e´quations de type (IV.7) pour tous les noeuds de la frontie`re discre´tise´e. A
chacun des noeuds sont associe´es trois inconnues en tension, en de´placement ou une combinaison
des deux. Le point de collocation occupe successivement tous les noeuds de controˆle de la
frontie`re et trois e´quations sont ainsi e´crites pour chaque position du point de collocation. On
construit, de ce fait, NI blocs de trois e´quations pre´sentant la forme matricielle suivante :
Au = B t (IV.8)
Les vecteurs u et t collectent les valeurs nodales respectivement en de´placements et en tensions.
Notons que les matrices A et B sont pleines. La matrice A est carre´e et la matrice B ne l’est
ne´cessairement pas en raison d’e´ventuels de´doublements des noeuds en tensions. Dans le cadre
de notre travail, nous nous sommes contente´s de construire les deux matrices A et B a` partir
desquelles on construit la matrice de rigidite´ du super-e´le´ment inte´gral KCSE , sans aller jusqu’a`
l’e´tape de re´solution.
Quoique cette me´thode, a` laquelle on a attribue´ l’adjectif de traditionnelle, soit certainement
la plus utilise´e et re´pandue, elle pre´sente ne´anmoins quelques limites et inconve´nients qui se
re´sument essentiellement par une non-syme´trie dans les ope´rateurs matriciels qui en de´coulent.
C’est sur cette approche que nous nous sommes base´s pour construire la me´thode de couplage
non syme´trique pre´sente´e en section (III.2) du chapitre pre´ce´dent.
IV.4 Re´solution par approche variationnelle
Dans les sections pre´ce´dentes, nous avons montre´ comment la proce´dure de re´gularisation
nous a permis d’e´crire les formulations variationnelles syme´triques de Galerkin sous la forme
d’une double inte´grale dont l’exte´rieure est re´gulie`re et l’inte´rieure est faiblement singulie`re. Ce
traitement analytique pre´alable de la singularite´ des fonctions noyaux est d’un grand secours
et une anticipation pour la phase de mise en oeuvre nume´rique. D’autre part la syme´trie des
formulations obtenues ne garantit pas celle des coefficients matriciels de´coulant de la phase
de discre´tisation et d’inte´gration. Nous avons vu que les champs en de´placements u˜ et en
tensions t˜ qui caracte´risent les formulations inte´grales variationnelles jouent le roˆle de fonctions
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de ponde´ration (similaire a` l’approche par re´sidus ponde´re´s). Nous nous proposons donc de
proce´der a` la discre´tisation qui assurera la syme´trie de nos diffe´rentes matrices.
IV.4.1 Approximation des fonctions test
Dans la litte´rature relative a` la me´thode des e´le´ments finis, il est de´montre´ que l’utilisation
d’une discre´tisation de type Galerkin lors de laquelle on adopte les meˆmes fonctions d’interpolation
pour les fonctions ponde´rales (u˜ et t˜) et les champs inconnus (u et t). Nous nous proposons
alors de poser que :
u˜ = u et t˜ = t
La seconde e´tape consiste, comme pour l’approche par collocation, a` discre´tiser la ge´ome´trie
et les champs inconnus. Les descriptions de la ge´ome´trie et des champs inconnus sont donne´es
par les expressions (IV.1), (IV.2) et (IV.6). Il nous reste donc a` e´valuer les doubles inte´grales
pre´sentes dans ces formulations. Cette e´tape sera suivie par la construction des diffe´rentes
matrices Bab qui forment la matrice de rigidite´ KSE du super-e´le´ment inte´gral variationnel.
IV.4.2 Discre´tisation et e´valuation des doubles inte´grales
Les e´quations de´rivant de l’approche variationnelle se pre´sentent sous des formes biline´aires.
La de´termination de chacune de ces dernie`res consiste a` e´valuer la forme analytique suivante :
I(E1, E2) =
∫
E1
∫
E2
Ψ(x,y) dSx dSy avec Ψ(x,y) ∈ O(‖x− y‖
−1) (IV.9)
E1 et E2 sont les supports ge´ome´triques de types surfaciques des deux e´le´ments d’inte´gration
l’un qualifie´ d’e´le´ment exte´rieur (parcouru par le point d’inte´gration x) et l’autre d’e´le´ment
inte´rieur (parcouru par le point d’inte´gration y). Dans notre cas nous pouvons distinguer
quatre types d’inte´grations suivant que les points d’inte´gration x, y parcourent le meˆme e´le´ment
simultane´ment, deux e´le´ments distincts ou deux e´le´ments pre´sentant un cote´ ou un coin en
commun.
⋄ Inte´gration re´gulie`re : les deux e´le´ments d’inte´gration sont distincts et ne pre´sentent ni
cote´ ni angle en commun. L’inte´gration re´gulie`re ne pose aucune difficulte´. La double
inte´grale est e´value´e par l’application directe de la double quadrature de Gauss [8].
⋄ Inte´gration co¨ıncidente : les deux e´le´ments d’inte´gration sont confondus. Un traitement
particulier est re´serve´ a` ce type d’inte´grations singulie`res. Dans ce contexte, deux ap-
proches ont e´te´ implante´es et seront de´veloppe´es dans les sections qui suivent. Une e´tude
comparatitive en qualite´ de re´sultats et en temps d’inte´gration entre ces deux techniques
d’inte´gration a e´te´ re´alise´e.
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⋄ Inte´gration adjacente par cote´ ou par coin : ces deux cas sont spe´cifiques aux me´thodes
inte´grales de Galerkin et se traitent diffe´remment selon que la singularite´ a` traiter est
re´partie sur tout un coˆte´ ou confine´e en un coin.
Nous conside´rons l’e´le´ment de re´fe´rence ∆
(i)
e et la transformation g(i) associe´e a` chaque e´le´ment
re´el Ei. Nous introduisons les ante´ce´dents η et ξ de x = g
(1)(η) et de y = g(2)(ξ). Nous
re´exprimerons par la suite l’inte´grale I(E1, E2) sous la forme suivante :
I(E1, E2) =
∫
∆
(1)
e
∫
∆
(2)
e
Ψ(g(1)(η), g(2)(ξ))Jy(ξ)Jx(η) dξ dη
=
∫
∆
(1)
e
∫
∆
(2)
e
Ψ(g(1)(η1, η2), g
(2)(ξ1, ξ2))Jy(ξ)Jx(η)dξ1dξ2dη1dη2 (IV.10)
ou`
∆(i)e = [−1, 1]
2 avec i = 1, 2
IV.4.3 Inte´gration re´gulie`re
Lorsque les deux e´le´ments d’inte´gration E1 et E2 sont disjoints, la double inte´grale est
re´gulie`re. Elle peut ainsi eˆtre e´value´e sans difficulte´s par l’application directe de la double
quadrature de Gauss. Ainsi, nous posons Npge et Npgi comme e´tant le nombre de points
Figure IV.3 : Inte´gration sur deux e´le´ments disjoints.
de Gauss propres respectivement aux inte´grations exte´rieure et inte´rieure. Nous de´signons par
(ξi, Aiξ) et (η
j , Ajη) les points et poids de Gauss sur les deux e´le´ments de re´fe´rence. Nous e´crivons
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alors notre double inte´grale re´gulie`re sous sa forme d’une double sommation sur les points de
Gauss comme suit :
I(E1, E2) ≃
Npge∑
i=1
Npgi∑
j=1
Aiη A
j
ξΨ¯(η
i, ξj) Jy(ξ
i)Jx(η
j) (IV.11)
Pour pre´server la syme´trie des formulations inte´grales variationnelles, il faut prendre le meˆme
nombre de points de Gauss pour les deux inte´grations, on pose donc Npge = Npgi.
Afin d’estimer correctement ces doubles inte´grales re´gulie`res, en minimisant le plus possible
le temps de la phase d’inte´gration, Npge et Npgi doivent eˆtre adapte´s suivant les distances
se´parant les deux e´le´ments d’inte´gration. Ces deux parame`tres ont donc fait l’objet d’une e´tude
d’optimisation et sont de´termine´s selon le crite`re d’indicateur de se´ve´rite´ de´taille´ dans une
section ulte´rieure (section IV.6).
IV.4.4 Inte´gration singulie`re non syme´trique
La double inte´grale se pre´sente sous la forme d’une inte´grale inte´rieure faiblement singulie`re
par rapport a` la variable ξ et d’une inte´grale exte´rieure re´gulie`re par rapport a` la variable η.
Pour chaque point d’inte´gration exte´rieure η fixe´, l’e´le´ment d’inte´gration de re´fe´rence singulier
∆e est subdivise´ en quatre triangles Λ
a (a=1, 4), dont les bases sont les coˆte´s de l’e´le´ment ∆e
et le sommet en commun est le point d’inte´gration exte´rieure η.
Le changement de variables qui suit cette transformation consiste en l’introduction d’une
paire de coordonne´es (τ1, τ2) intrinse`ques a` chacun des triangles Λ
a conside´re´s et telles que
−1 ≤ τ1, τ2 ≤ +1. Les changements de variables a` conside´rer sur chaque triangle Λ
a sont alors :
ξi = ηi + (τα + 1)F
a
i (η, τ) avec

i = 1, 2a = 1, 4 (IV.12)
Sachant que 
α = 1 si a = 1, 2α = 2 si a = 3, 4 (IV.13)
Les formes explicites des fonctions Fai (η, τ) sont donne´es comme suit :

F11 (η, τ) = +
1
2(1− η1)
F12 (η, τ) = +
1
2(τ2 − η2)
F21 (η, τ) = −
1
2(1 + η1)
F22 (η, τ) = +
1
2(τ2 − η2)
(IV.14)
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En tenant compte des transformations adopte´es en (IV.12) et (IV.13), on peut toujours e´crire
que :
r = (τα + 1) rˆ (τ1, τ2) (IV.15)
ou` rˆ (τ1, τ2) 6= 0 pour la singularite´ ξ = η, c’est a` dire pour τ1 = −1. D’autre part, nous
de´duisons que :
dξi =
1
2
(τα + 1)F
a
i (η, τ )dτi (IV.16)
Le noyau inte´rieur faiblement singulier se transforme alors, compte tenu du jacobien de la trans-
formation en :
1
r
dξi =
1
rˆ (τ1, τ2)
Fai (η, τ)
2
dτi avec i = 1, 2 (IV.17)
Figure IV.4 : Inte´gration sur un e´le´ment singulier : sche´ma non syme´trique.
Le changement de variables ainsi utilise´ re´gularise l’inte´grale inte´rieure et permet de ce fait
son e´valuation par application de la quadrature de Gauss. Notons qu’il est possible de proce´der
a` la description de l’e´le´ment de re´fe´rence ∆e en coordonne´es polaires. Cette dernie`re technique
a e´te´ expose´e dans [16] et applique´e dans [50, 75, 25].
Quoique la proce´dure d’inte´gration se basant sur la subdivision en triangles et expose´e ci-
dessus re´gularise bien l’inte´grale interne en re´sorbant parfaitement la singularite´, elle demeure
ne´anmoins incapable de re´server un traitement similaire aux deux sommations exte´rieure et
inte´rieure. Ce trait caracte´ristique n’est pas en bonne ade´quation avec le caracte`re syme´trique
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de la formulation variationnelle de Galerkin. Les diffe´rentes e´tapes de validation expose´es au
chapitre (V) et se rapportant a` l’e´tude du cylindre sous pression interne, ont mis en e´vidence
l’inade´quation de cette technique dans le traitement d’inte´grales singulie`res variationnelles. Elle
demeure ne´anmoins simple a` mettre en oeuvre et bien adapte´e aux de´veloppements propres
a` l’approche par collocations. Une e´tude en termes de pre´cision de re´sultats et de temps
d’inte´gration a suivi la phase d’implantation et sera expose´e dans le chapitre (V) des validations
nume´riques. Ce sche´ma d’inte´gration demeurant a priori non fiable pour ce qui est du respect de
la syme´trie des diffe´rentes inte´grales, nous nous sommes propose´s de proce´der a` l’implantation
d’un nouveau sche´ma [19] bien adapte´ au traitement des inte´grales singulie`res syme´triques de
Galerkin.
IV.4.5 Inte´gration singulie`re syme´trique
Les inte´grales faiblement singulie`res apparaissent lorsque l’intersection des supports E1 et
E2 n’est pas re´duite a` l’ensemble vide. Dans ce cas, nous utiliserons des sche´mas d’inte´gration
diffe´rents selon que l’on traite d’inte´grales sur des e´le´ments co¨ıncidents, adjacents par coˆte´ ou par
coin. Ces deux derniers cas demeurent une spe´cificite´ pour les me´thodes inte´grales syme´triques
de Galerkin. Le recours a` un sche´ma d’inte´gration respectant parfaitement cette syme´trie est
plus que ne´cessaire. Notons que des travaux traitant de ce dernier point cite´, sont expose´s dans
[2, 63] et sont relatifs a` l’e´lasticite´ tridimensionnelle. Le sche´ma utilise´ dans le cadre de ce
me´moire a e´te´ de´veloppe´ dans le cadre de cette the`se par [19] et utilise des transformations 2D
pour se ramener a` des changements de variables ade´quats dans un espace quadridimensionnel.
Figure IV.5 : Inte´gration sur deux e´le´ments adjacents par coˆte´.
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Inte´gration sur deux e´le´ments adjacents par coˆte´.
Dans le cas de l’inte´gration adjacente par coˆte´, la singularite´ est re´partie seulement sur le
coˆte´ mis en commun. Elle a lieu quand les deux points d’inte´gration exte´rieur x et inte´rieur y
parcourent le coˆte´ commun aux deux e´le´ments. La singularite´ est dans ce cas plus faible que
celle du cas co¨ıncident que l’on verra plus loin. Nous conside´rons le cas adjacent par coˆte´ de´fini
par :
g(1)(+1, η2) = g
(2)(−1, ξ2) (IV.18)
Il est e´vident que l’inte´grale I devient singulie`re pour η1 = +1 et ξ1 = −1. L’ide´e sous jacente
est donc d’utiliser simultane´ment les transformations 2D pour les paires (η1, ξ1) et (η2, ξ2) dans
l’espace a` quatre dimensions (η1, ξ1, η2, ξ2), pour obtenir un (ou le bon) changement de variables
permettant de se ramener a` une inte´grande borne´e et continue. Nous conside´rons alors chacun
des plans repre´sentatifs des coordonne´es (η1, ξ1) et (η2, ξ2). L’introduction du parame`tre εi (avec
i=1, 2) permet d’e´crire les transformations (ηi, ξi)− (ui, vi) d’une manie`re unique pour les deux
cas suivants :
⋄ Si ηi > ξi alors εi = +1
⋄ Si ηi < ξi alors εi = −1
Introduisons alors les transformations suivantes:
Figure IV.6 : Transformations (η1, ξ1)− (u1, v1) et (η2, ξ2)− (u2, v2).
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⋄ Dans le plan (η1 , ξ1)

η1 = u1 + (v1 − 1)(ε1 u1 − 1)
η2 = u2 + (v1 − 1)(ε1 u1 + 1)
avec


−1 ≤ u1 ≤ +1
0 ≤ v1 ≤ +2
(IV.19)
⋄ Dans le plan (η2 , ξ2)

η2 = u2 + v2 (ε2 u2 − 1)
η2 = u2 + v2 (ε2 u2 + 1)
avec


−1 ≤ u2 ≤ +1
−1 ≤ v2 ≤ +1
(IV.20)
Ce qui nous permet de poser :
dη1 dξ1dη2 dξ2 = 4 [1 + ε1(v1 − 1)] [1 + ε2v2] du1 dv1 du2 dv2 (IV.21)
ou` le jacobien des transformations (η1 , ξ1 )− (u1 , v1 ) et (η2 , ξ2 )− (u2 , v2 ) s’e´crit :
Jηξ(u, v) = 4 [1 + ε1(v1 − 1)] [1 + ε2v2] (IV.22)
Cas de non singularite´.
Le cas ε1 = −1 avec ε2 = +1 ou ε2 = −1 ne correspond pas a` un cas de singularite´.
L’e´valuation de la double inte´grale dans ce cas, est une application de la double quadrature de
Gauss. Nous poserons alors :
Υ(u,v) = Ψ(g(1)(η1(u1, v1), η2(u2, v2)), g
(2)(ξ1(u2, v2), ξ2(u2, v2)) (IV.23)
I(E1, E2) =
∫
∆
(1)
e
∫
∆
(2)
e
Ψ(g(1)(η), g(2)(ξ))Jy(ξ)Jx(η) dξ dη
=
∫ +1
−1
∫ +1
−1
∫ +2
+1
∫ 1
−1
Υ(u,v)Jy(ξ)Jx(η)Jηξ(u,v)du1 du2 dv1 dv2 (IV.24)
Cas de singularite´.
Le cas ε1 = +1 avec ε2 = +1 ou ε2 = −1 est un cas de singularite´, il se re´duit a` :
⋄ v1 = 0 et −1 ≤ u1 ≤ +1 : repre´sente´ par le triangle ε1 = +1
⋄ v2 = 0 et −1 ≤ u2 ≤ +1 : repre´sente´ par les triangles ε2 = +1 et ε2 = −1
Conside´rons en dernier lieu le plan (v1, v2) comportant le point singulier Ms(v1 = 0, v2 = 0).
La subdivion de l’e´le´ment ∆Ms en quatre triangles dont le sommet en commun n’est autre que
Ms(v1 = 0, v2 = 0) et l’introduction par la suite des coordonne´es triangulaires (w1, w2) conduit
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a` la re´gularisation de l’inte´grale (IV.10) en re´sorbant la singularite´ en 1/r de la fonction Ψ.
Nous conside´rons que la variable singulie`re est, dans tous les cas de figure w1. Le jacobien de
chacune des transformations est alors conside´re´ et nous e´valuerons notre inte´grale sur les quatre
triangles de´finis comme suit :
Figure IV.7 : Ele´ments adjacents par coˆte´ : subdivision de l’e´le´ment ∆Ms en quatre triangles.
⋄ Cas du triangle λ
(1)
e 

0 ≤ w1 ≤ 1
0 ≤ w2 ≤ 1


v1 = w1w2
v2 = −w1
(IV.25)
⋄ Cas du triangle λ
(2)
e 

0 ≤ w1 ≤ 1
−1 ≤ w2 ≤ 0


v1 = w1
v2 = w1w2
(IV.26)
⋄ Cas du triangle λ
(3)
e 

0 ≤ w1 ≤ 1
0 ≤ w2 ≤ 1


v1 = w1
v2 = w1w2
(IV.27)
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⋄ Cas du triangle λ
(4)
e

0 ≤ w1 ≤ 1
−1 ≤ w2 ≤ 0


v1 = −w1w2
v2 = w1
(IV.28)
Dans chacun des cas nous e´crivons :
dv1dv2 = w1dw1dw2
Le jacobien de la transformation est dans tous les cas Jv(w) = w1. Finalement, en tenant
compte de tous les changements de variables conside´re´s, nous e´crivons alors que l’expression
(IV.9), dans ce cas se transforme en :
I(E1, E2) =
∫
∆
(1)
e
∫
∆
(2)
e
Ψ(g(1)(η), g(2)(ξ))Jy(ξ)Jx(η) dξ dη
=
i=4∑
i=1
∫ +1
−1
∫ +1
−1
∫
λ
(i)
e
Υ(u,v(w1, w2))Jy(ξ)Jx(η)Jηξ Jv(w) du1 du2 dw1 dw2 (IV.29)
D’autre part, exprimons la distance euclidienne r entre les deux points d’inte´gration exte´rieur
x et inte´rieur y de fac¸on a` isoler l’expression de la singularite´. Nous nous proposons ainsi
d’effectuer pour chacun des points d’inte´gration un de´veloppement limite´ en se´rie de Taylor
d’ordre 1 au voisinage du point singulier Ms(v1 = 0, v2 = 0).
On de´signe par Nc(η) et Nd(ξ) les fonctions d’interpolation usuelles de´finies sur chacun des deux
e´le´ments d’inte´gration et par xc1 et y
d
1 les valeurs des points x et y prises aux noeuds des deux
e´le´ments finis re´els E1 et E2.
x =
∑
c
Nc(η)x
c
1 =
∑
c
Nc(η1, η2)x
c
1
y =
∑
d
Nd(ξ)y
d
1 =
∑
d
Nd(ξ1, ξ2)y
d
1 (IV.30)
Le de´veloppement en se´rie de Taylor d’ordre 1 pour le point d’inte´gration x nous donne :
x =
∑
c
Nc(+1, u2)x
c
1 +
∑
c
{
∂Nc
∂η1
(+1, u2)
∂η1
∂v1
(v1 = 0)v1
}
xc1
+
∑
c
{
∂Nc
∂η2
(+1, u2)
∂η2
∂v2
(v2 = 0)v2
}
xc1 +O(|v|) (IV.31)
D’apre`s (IV.19), nous avons :
∂η1
∂v1
= (ε1u1 − 1) (IV.32)
∂η2
∂v2
= (ε2u2 − 1) (IV.33)
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D’autre part, nous posons : ∑
c
∂Nc
∂η1
(+1, u2) = ~
E2
1 (+1, u2) (IV.34)
∑
c
∂Nc
∂η2
(+1, u2) = ~
E2
2 (+1, u2) (IV.35)
Nous proce`derons identiquement pour le point d’inte´gration y, en exprimant le de´veloppement
limite´ en se´rie de Taylor d’ordre 1 de l’expression de y au voisinage de Ms(v1 = 0, v2 = 0), nous
e´crivons alors que :
y =
∑
d
Nd(−1, u2)y
d
1 +
∑
d
{
∂Nd
∂ξ1
(−1, u2)
∂ξ1
∂v1
(v1 = 0)v1
}
yd1
+
∑
d
{
∂Nd
∂ξ2
(−1, u2)
∂ξ2
∂v2
(v2 = 0)v2
}
yd1 +O(|v|) (IV.36)
et que
∂ξ1
∂v1
= (ε1u1 + 1) (IV.37)
∂ξ2
∂v2
= (ε2u2 + 1) (IV.38)
finalement nous avons : ∑
d
∂Nd
∂ξ1
(−1, u2) = ~
E1
1 (−1, u2) (IV.39)
∑
d
∂Nd
∂ξ2
(−1, u2) = ~
E1
2 (−1, u2) (IV.40)
Conformite´ du raccord entre les e´le´ments E1, E2.
L’intersection des supports E1 et E2 n’e´tant pas vide, il existe un ensemble de points Di,
tels que E1 ∩E2 = Di . Nous de´duisons alors que pour tout point appartenant a` Di, nous avons
v1 = 0 et ε1 = 1. Nous e´crivons les relations de conformite´ du raccord entre les e´le´ments E1 et
E2 comme suit:
∑
d
Nd(−1, u2)y
d
1 =
∑
c
Nc(+1, u2)x
c
1
~
E2
2 (+1, u2) = ~
E1
2 (−1, u2) = ~2(u2)
La dernie`re e´galite´ nous permet de re´e´crire l’expression de r comme suit :
r = v1
{
(u1 + 1)~
E1
1 (−1, u2)− (u1 − 1)~
E2
1 (+1, u2)
}
+ v2
{
(ε2u2 + 1)~
E1
2 (−1, u2)− (ε2u2 − 1)~
E2
2 (+1, u2)
}
+O(|v|) (IV.41)
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En posant que :

ℑ(u1, u2) =
{
(u1 + 1)~
E1
1 (−1, u2)− (u1 − 1)~
E2
1 (+1, u2)
}
ℑ(u2) =
{
(ε2u2 + 1)~
E1
2 (−1, u2)− (ε2u2 − 1)~
E2
2 (+1, u2)
} (IV.42)
L’expression de (IV.41) se re´duit a` :
r = v1ℑ(u1, u2) + v2ℑ(u2) +O(|v|) (IV.43)
et en tenant compte des changements de variables triangulaires (w1, w2), nous re´e´crivons la
relation pre´ce´dente comme suit :
r = w1 F (u2, w2) +O(w1)
= Jv(w)F (u2, w2) +O(w1) (IV.44)
en remplac¸ant la dernie`re expression dans (IV.29), la singularite´ du noyau faiblement singulier
de l’inte´grale inte´rieure est re´sorbe´e. Ce sche´ma analytique respecte parfaitement la syme´trie de
l’inte´gration double et ne privile´gie a priori aucune des deux sommations. La meˆme de´marche
a e´te´ e´tendue aux cas singuliers de deux e´le´ments adjacents par coin et co¨ıncidents.
Inte´gration sur deux e´le´ments adjacents par coin.
Nous conside´rons deux e´le´ments pre´sentant un coin en commun. La singularite´ est confine´e
au coin en commun et a lieu lorsque les deux points d’inte´gration exte´rieur x et inte´rieur y
parcourent simultane´ment ce meˆme coin. Dans la cas conside´re´ repre´sente´ par la figure (IV.4.5)
la singularite´ a lieu quand ξ1 = ξ2 = −1 et η1 = η2 = +1. La meˆme de´marche que pre´ce´demment
peut eˆtre de´veloppe´e. Le passage en coordonnee´es triangulaires se fait apre`s avoir subdivise´ ∆Ms
en deux triangles λ
(1)
e et λ
(2)
e .
Inte´gration sur deux e´le´ments co¨ıncidents.
Dans cette section, nous de´crivons le cas de deux e´le´ments co¨ıncidents, correspondant a`
Ee ≡ E1 ≡ E2 , ce qui nous conduit a` supposer que ge ≡ g
(1)(η) ≡ g(2)(ξ). Il est e´vident
que l’inte´grale I devient singulie`re pour η1 ≡ ξ1 et η2 ≡ ξ2. Nous conside´rons alors chacun des
plans repre´sentatifs des coordonne´es (η1, ξ1) et (η2, ξ2). Introduisons alors les transformations
suivantes: 

ηα = uα + vα(εαuα − 1)
ξα = uα + vα(εαuα + 1)


α = 1, 2
εα = −1, 1
(IV.45)
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Figure IV.8 : Inte´gration sur deux e´le´ments adjacents par coin.
avec
−1 ≤ u1 ≤ 1 et − 1 ≤ v1 ≤ 1
−1 ≤ u2 ≤ 1 et − 1 ≤ v2 ≤ 1
ou` le parame`tre εi joue le meˆme roˆle que celui de´fini pre´ce´demment. Nous de´duisons que les cas
singuliers correspondent a` εα = −1, 1 avec α = 1, 2. Dans ce cas bien pre´cis la subdivision de
∆Ms se fait en huit triangles avec les changements de variables qui correspondent.
IV.4.6 Evaluation nume´rique des inte´grales
Le de´veloppement de tels sche´mas d’inte´gration se justifie pleinement pour l’e´valuation des
inte´grales doubles singulie`res, e´tant donne´ qu’ils concre´tisent les aspects avantageux de syme´trie
et de re´gularisation des formulations inte´grales variationnelles. L’e´valuation de ces dernie`res
devient alors une application de la me´thode des points de Gauss. Nous ne ferons pas de dis-
tinction entre les deux sommations (exte´rieure et inte´rieure), le sche´ma d’inte´gration s’y pre´tant
naturellement. Par simple rappel, nous e´crivons que d’une manie`re ge´ne´rale la double inte´grale
donne´e par (IV.9) est e´value´e sur deux e´le´ments de re´fe´rence ∆
(1)
e et ∆
(2)
e . Ceux-ci e´tant re-
spectivement de´crits par les parame´trages η et ξ. En appliquant les diffe´rents changements
de variables ainsi de´crits, nous pouvons approximer la double inte´grale singulie`re dans les cas
adjacents par coˆte´ et par coin en appliquant la re`gle d’inte´gration par points de Gauss de la
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Figure IV.9 : Ele´ments adjacents par coin : Subdivision en deux triangles.
manie`re suivante :
I(E1, E2) ≃ I
(1) + I(2) (IV.46)
I(1) =
Npg∑
i=1
Npg∑
j=1
AiuA
j
vΨ¯1(ui,vj)Jy(ξ) Jx(η) Jηξ(u ,v) (IV.47)
I(2) =
NBT∑
t=1
Npg∑
i=1
Npg∑
j=1
AiuA
j
wΨ¯1(ui,wj)Jy(ξ)Jx(η) Jηξ(u ,v) Jv(w) (IV.48)
NBT de´signe le nombre de triangles qui re´sultent des transformations pre´sente´es en (IV.4.5).
Celui-ci est pris e´gal a` 2 ou 4 selon qu’il s’agisse d’une double inte´gration respectivement, sur
deux e´le´ments adjacents par coin ou par coˆte´. Dans le cas ou` l’on a a` conside´rer l’inte´gration
singulie`re sur deux e´le´ments co¨ıncidents, l’expression donne´e en (IV.46) reste valable et sera
re´duite a` :
I(E1, E2) ≃ I
(2) (IV.49)
en proce´dant a` une sommation sur huit triangles, donc nous posons NBT=8.
IV.5 Construction matricielle
La structure e´tant compose´e de Ne e´le´ments de frontie`re re´duits a` des quadrilate`res a` 8
noeuds, nous avons proce´de´ a` la construction des diffe´rentes matrices Btt, Buu, Btu de´coulant
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Figure IV.10 : Ele´ments co¨ıncidents : subdivision de l’e´le´ment ∆Ms en huit triangles.
de la phase de discre´tisation. Pour cela nous avons pris en conside´ration le caracte`re syme´trique
de Btt, Buu lors de l’e´valuation des diffe´rentes doubles inte´grales. Pour la construction des
matrices Btu et But, seuls les termes de la matrice Btu ont e´te´ e´value´s lors de cette phase
d’inte´gration, sa transpose´e But a e´te´ construite en dehors de cette phase, e´tant donne´ que l’une
de nos pre´occupations majeures demeure la minimisation de la phase d’inte´gration. Le fonction-
nement global de l’algorithme de´crivant l’e´valuation des doubles inte´grales et la construction des
diffe´rentes matrices est le suivant :
⋄ Boucle sur les e´le´ments exte´rieurs E(x)
– Boucle sur les e´le´ments inte´rieurs E(y)
∗ si E(x) et E(y) sont confondus :
· Evaluation de la matrice e´le´mentaire correspondante.
∗ si E(x) et E(y) sont adjacents par coˆte´ :
· Evaluation de la matrice e´le´mentaire correspondante
∗ si E(x) et E(y) sont adjacents par coin :
· Evaluation de la matrice e´le´mentaire correspondante
∗ si E(x) et E(y) sont disjoints :
· Evaluation de la matrice e´le´mentaire correspondante
Assemblage des matrices e´le´mentaires dans Btt, Buu, Btu
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– Fin de boucle sur les e´le´ments inte´rieurs E(y)
⋄ Fin de boucle sur les e´le´ments exte´rieurs E(x)
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Figure IV.11 : Construction d’une identite´ matricielle pour une double inte´gration.
Au stade de la construction des matrices Btt, Buu, Btu, il est ne´cessaire de connaˆıtre
l’emplacement de chaque degre´ de liberte´ en de´placement et en tension dans les vecteurs cor-
respondants. A cet effet, le sous programme EINDDL est appele´ une seule fois avant de com-
mencer les boucles d’inte´grations. Il enregistre respectivement dans les matrices IDU et IDT
ces emplacements. Pour chaque paire d’e´le´ments d’inte´gration exte´rieur et inte´rieur fixe´e, nous
construisons la matrice e´le´mentaire qui correspond. Cette e´tape peut se re´sumer a` l’algorithme
descriptif qui va suivre :
⋄ Boucle sur les noeuds n(x) de l’e´le´ment exte´rieur E(x)
– Boucle sur les trois directions donnant les ddl exte´rieurs
∗ Boucle sur les noeuds n(y) de l’e´le´ment inte´rieur E(y)
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· Boucle sur les trois directions donnant les ddl inte´rieurs
Construction de la matrice e´le´mentaire correspondant a` une double inte´gration
· Fin de boucle sur les trois directions donnant les ddl inte´rieurs
∗ Fin de boucle sur les noeuds inte´rieurs n(y)
– Fin de boucle les trois directions donnant les ddl exte´rieurs
⋄ Fin de boucle sur les noeuds exte´rieurs n(x)
IV.6 Optimisation de la phase d’inte´gration
L’e´valuation des doubles inte´grations re´gulie`res, de´crite en section (IV.4.3), s’effectue par
application directe de la double quadrature de Gauss. Le nombre de points de Gauss mis en
jeu est de´terminant pour la qualite´ des re´sultats et la dure´e de la phase d’inte´gration. Tout
le proble`me est donc de parvenir a` ajuster le nombre de points d’inte´gration pour optimiser le
rapport pre´cision des re´sultats/temps d’inte´gration. Ce nombre varie, entre autre, en fonction
des distances relatives se´parant les deux e´le´ments d’inte´gration exte´rieur et inte´rieur. Ce dernier
point est une caracte´ristique des me´thodes des e´quations inte´grales qui pre´sentent des noyaux
d’inte´gration en r−1, r−2 et meˆme r−3. En effet, la pre´sence de ces noyaux entraˆıne des variations
tre`s fortes dans les inte´grands sur les deux e´le´ments d’inte´gration si ces derniers deviennent tre`s
proches, un nombre assez e´leve´ de points d’inte´gration est de ce fait recommande´ pour obtenir
une pre´cision satisfaisante. Le contraire reste vrai si les deux e´le´ments sur lesquels on effectue
notre double inte´gration, sont assez e´loigne´s l’un de l’autre. Il est donc peu astucieux de proce´der
au calcul de l’ensemble des doubles inte´grales avec le meˆme nombre de points de Gauss et le
recours a` une proce´dure d’optimisation de la phase d’inte´gration est une e´tape incontournable
dans notre travail.
Crite`re d’indicateur de se´ve´rite´.
Notre algorithme de choix du nombre de points de Gauss est base´ sur l’utilisation du crite`re
d’indicateur de se´ve´rite´ avance´ par [61]. Ce crite`re s’appuie sur une approche empirique qui
consiste a` e´valuer un parame`tre IS de´fini comme suit :
IS = (2.37 + 0.424 cos θ)D/d (IV.50)
Ce crite`re initialement avance´ dans l’approche par collocations a e´te´ adapte´ a` l’inte´gration
double qui caractte´rise les formulations inte´grales variationnelles de Galerkin. D est la plus
grande dimension de l’e´le´ment d’inte´gration conside´re´. d = ‖ce− ci‖ est de´finie comme e´tant la
distance se´parant les deux centres de gravite´ des deux e´le´ments d’inte´gration. et θ est l’angle
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Figure IV.12 : Crie`re d’indicateur de se´ve´rite´ : description ge´ome´trique.
entre (ce − ci) et ne et est choisi tel que cos θ > 0. Dans sa ge´ne´ralite´, et suivant les valeurs
prises par IS, le crite`re conduit a` subdiviser ou non chacun des e´le´ments mis en jeu en γe
sous-e´le´ments avec un nombre de points de Gauss λi. En pratique, pour des structures peu
e´lance´es, la majorite´ de nos doubles inte´grations re´gulie`res se font avec un nombre mode´re´ de
points de Gauss, (2 × 2) par e´le´ment d’inte´gration ou rarement (3 × 3) points de Gauss et
ceci pour une pre´cision nume´rique assez satisfaisante. Ce crite`re reste d’application facile et
assez ge´ne´rale et notablement plus simple a` mettre en oeuvre que le crite`re de Stroud et Secrest
e´voque´ pre´ce´demment.
Points de Gauss par e´le´ment
IS quadrilate`res a` 8 noeuds
1 2× 2 = 4
2 3× 3 = 9
3 4× 4 = 16
4 5× 5 = 25
5 6× 4 = 36
6 4× (4× 4) = 64
7 4× (5× 5) = 100
8 4× (6× 6) = 144
Tableau IV.1: Crite`re d’indicateur de se´ve´rite´ : nombre de points de Gauss par e´le´ment.
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IV.7 Conclusion
Dans ce chapitre l’ensemble des algorithmes qui me`nent a` la construction de la matrice de
rigidite´ du super - e´le´ment inte´gral ont e´te´ pre´sente´s. Nous avons, entre autre, de´taille´ l’ensemble
des sche´mas d’e´valuation des inte´grales doubles surfaciques de´veloppe´s dans ce travail. Nous
avons attache´ une attention bien particulie`re a` la pre´sentation d’un sche´ma rigoureux pour le
traitement des doubles inte´grales dans le cas d’une singularite´. Ce dernier a la particularite´ de
pre´server et de respecter la syme´trie des formulations inte´grales variationnelles syme´triques de
Galerkin. La phase des inte´grations et de la construction matricielle s’est effectue´e en associant
la syme´trie des me´thodes inte´grales syme´triques de Galerkin, ce qui a permis une re´duction
substantielle des temps CPU propres a` chacune de ces e´tapes. L’optimisation de la phase de
l’e´valuation des inte´grales doubles dans le cas ou` les deux e´le´ments sont disjoints, s’est faite en
ayant recours au crite`re d’optimisation d’indicateur de se´ve´rite´. La matrice de rigidite´ du super-
e´le´ment a e´te´ implante´e dans CAST3M. L’ensemble des re´sultats des diffe´rents tests nume´riques
effectue´s feront l’objet du chapitre qui suit.
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Chapitre V
Validations nume´riques
V.1 Introduction
Nous disposons de´sormais d’un super-e´le´ment inte´gral ope´rationnel dans le code aux e´le´ments
finis CAST3M. Il convient de le valider avant d’envisager de l’utiliser sur toute structure re´elle.
L’objectif principal de ce chapitre est de ve´rifier, sur des proble`mes pour lesquels on dispose de
solutions analytiques, que l’outil nume´rique ainsi mis au point est fiable. Nous nous proposons
donc de ve´rifier le bon fonctionnement des deux proce´dures nume´riques calculant la matrice de
rigidite´ du super e´le´ment inte´gral :
⋄ l’une utilisant l’approche par collocations,
⋄ l’autre utilisant l’approche variationnelle de Galerkin.
Une grande partie de nos validations sera consacre´e a` la ve´rification du bon fonctionnement
du nouveau sche´ma d’inte´gration syme´trique de´veloppe´ en section (IV.4.5) et introduit pour la
premie`re fois dans le cadre de ce travail, ainsi qu’a` l’e´tude de ses performances en termes de
pre´cision de re´sultats et en temps d’inte´gration. Nous nous proposons donc de traiter les trois
exemples nume´riques suivants :
⋄ Sphe`re sous pression externe uniforme.
⋄ Cavite´ sphe´rique en milieu infini , soumise a` une pression interne uniforme.
⋄ Cylindre sous pression interne uniforme.
V.2 Sphe`re sous une pression externe uniforme
Le premier exemple traite d’un proble`me inte´rieur. Le super e´le´ment discre´tise´ par e´le´ments
de frontie`re est l’enveloppe d’une sphe`re de rayon a=1mm. Ce maillage, mode´lise´ par 24 quadri-
late`res isoparame´triques a` 8 noeuds, constitue l’interface e´le´ments finis -e´le´ments de frontie`re.
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Figure V.1 : Maillage de surface.
Cette sphe`re est entoure´e d’une couche d’e´le´ments finis dont la surface externe est soumise a`
une pression isotrope. Les constantes e´lastiques du mate´riau suppose´ e´lastique et isotrope con-
stituant la sphe`re sont donne´es par E = 1300MPa et ν = 0.3. L’analyse des erreurs relatives
sur les de´placements radiaux ur de la zone e´le´ments de frontie`re donne une valeur maximale de
eǫ = 0.0325%. Ce re´sultat reste tout a` fait satisfaisant compte tenu du maillage de surface a` 74
noeuds, conside´re´ comme relativement grossier.
V.3 Cavite´ sphe´rique en milieu infini
Le deuxie`me exemple de validation nume´rique traite de l’e´tude d’une cavite´ sphe´rique sous
pression interne, incluse dans un milieu infini e´lastoplastique . Cet exemple est conside´re´ comme
un cas test parfait car en plus de la solution analytique dont il dispose, la discre´tisation par
e´le´ments finis de la zone ou` e´voluent les line´arite´s et par e´le´ments de frontie`re le domaine infini,
sans avoir recours a` une troncature artificielle, est tout a` fait recommande´e. A travers cet
exemple , le couplage entre e´le´ments finis et e´quations inte´grales trouve toute son utilite´.
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V.3.1 Description de l’e´tude
On conside`re une cavite´ sphe´rique de rayon a = 1mm, dans un milieu infini e´lastoplastique.
Le mate´riau est e´lastoplastique avec e´crouissage isotrope ayant pour crite`re de plasticite´ celui
de Von Mises et dont les caracte´ristiques sont les suivantes : module d’Young E = 1300MPa,
le coefficient de Poisson ν = 0.3 ainsi qu’une limite e´lastique σe = 1MPa.
On de´signe par u(r) le de´placement plastique radial dans la cavite´ sphe´rique et par ep(r) les
de´formations plastiques cumule´es. Partant de l’e´tat naturel, on soumet cette cavite´ sphe´rique
a` une pression inte´rieure uniforme p(t) que l’on fait croˆıtre dans le temps. Celle-ci donne´e sous
forme suivante :
p(t) = pe(1 + λ(t)) (V.1)
Le chargement p(t) est donc donne´ en fonction de la pression limite pe, et d’un parame`tre de
chargement adimensionnel λ(t). pe de´signe la pression limite pour laquelle le premier point
plastique apparaˆıt en r = a, elle est donne´e par :
pe =
2
3
σe
Graˆce a` la syme´trie sphe´rique, cet exemple est essentiellement unidimensionnel. Les seules
variables non nulles a` conside´rer de´pendent uniquement des coordonne´es radiales r et sont ur,
εrr, εθθ = εφφ, σrr, σθθ = σφφ.
La surface seuil de plasticite´ suivant le crite`re de Von Mises est donne´e par :
‖σrr − σθθ‖ − (σe + H(e¯
p)) ≤ 0 (V.2)
AvecH(e¯p)) de´fini comme e´tant le module d’e´crouissage isotrope et e¯p de´signant les de´formations
plastiques cumule´es. Nous pouvons reformuler les expressions de σe et de H(e¯
p)) en fonction
des parame`tres du mate´riau k0, k1 et m de manie`re a` e´crire que :
σe = 2Gk0 (V.3)
H(e¯p)) = 2Gk1(e¯
p)m (V.4)
⋄ m = 1 car on est en pre´sence d’un e´crouissage line´aire.
⋄ Le parame`tre k1 = 0 s’il n’y a pas d’e´crouissage.
De´signons par b, le rayon de la zone plastifie´e. La valeur de b est une fonction de la pression
applique´e, l’expression reliant b a` λ(t) est la suivante :
3ζ ln(b/a)3 + 2k1
[
(b/a)3 − 1
]
= λ [3ζ + 2k1] (V.5)
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avec
ζ =
1 + ν
3(1− ν)
(V.6)
Les solutions en de´placements et en de´formations plastiques cumule´es dans la zone plastifie´e
sont donne´es par les solutions analytiques suivantes [21]:
En e´lasticite´
u(r) =
a3
r2
(1 + ν)
2E
p (V.7)
En plasticite´.
u(r) = Ar +
a3
r2
B + C r ln(
r
a
) (V.8)
e¯p(r) =
2k0
3 ζ + 2k1
[
b3
r3
− 1
]
(V.9)
Sachant que
C =
3(1− ζ)
3ζ + 2k1
k0 (V.10)
B =
1
3
b3
a3
[
3 + 2 k1
3ζ + 2k1
]
k0 (V.11)
A = −
C
3
[
1 + ln
(
b3
a3
)]
(V.12)
V.3.2 Etude nume´rique
Le mode`le envisage´ est tre`s grossier et est compose´ de 24 e´le´ments de frontie`re de type
quadrilate`re a` 8 noeuds pour la surface du super-e´le´ment construit par e´quations inte´grales de
frontie`re et qui repre´sente la surface interne du domaine e´lastique infini et de 48 e´le´ments finis
de type cubique a` 20 noeuds pour la zone pouvant plastifier. Cette zone discre´tise´e par e´le´ments
finis pre´sente un rayon exte´rieur R=2. Nous nous sommes dans un premier temps inte´resse´s a` la
re´ponse e´lastique en de´placement dont les valeurs ont e´te´ confronte´es aux solutions analytiques
correspondantes donne´es par (V.7). Nous avons constate´ que l’erreur n’exce`de pas (0.23%) avec
la me´thode variationnelle de Galerkin.
Dans notre analyse e´lastoplastique nous avons e´value´ les de´placements plastiques et les
de´formations plastiques cumule´es que nous avons compare´s aux solutions analytiques (V.8) et
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Figure V.2 : Cavite´ e´lastoplastique en milieu infini
(V.9). Les re´sultats restent encourageants compte tenu de la discre´tisation tre`s grossie`re adopte´e.
Nous avons repre´sente´ sur les figures (V.3)–(V.8) les de´placements plastiques et les de´formations
plastiques cumule´es pour diffe´rents parame`tres de chargements λ(t) = 1.21, λ(t) = 1.78 et
λ(t) = 2.1. Ce qui revient a` conside´rer les diffe´rents rayons de plastification correspondants :
b/a = 1.5, b/a = 1.75, b/a = 2. Le cas ou` toute la zone mode´lise´e par e´le´ments finis est plastifie´e
(b = R = 2) est un cas critique et le mode`le avec 48 e´le´ments finis devient insuffisant.
V.3.3 Conclusions et commentaires
Les exemples de validation du super-e´le´ment sur des structures sphe´riques donnent des
re´sultats tout a` fait pre´cis selon les deux approches, collocations et variationnelle de Galerkin.
Les re´sultats propres a` la me´thode variationnelle sont obtenus en adoptant deux cas :
⋄ Dans le premier cas, les inte´grations singulie`res correspondant aux cas de deux e´le´ments
co¨ıncidents sont e´value´es en ayant recours au sche´ma d’inte´gration singulie`re non syme´trique
pre´sente´ en section (IV.4.4). Rappelons que dans ce cas, lorsque l’on traite de deux
e´le´ments adjacents par coˆte´ ou par coin, la singularite´ est comple`tement ignore´e puisque
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Figure V.3 : De´placements plastiques radiaux pour b/a=1.5.
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Figure V.4 : De´formations plastiques cumule´es pour b/a=1.5.
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Figure V.5 : De´placements plastiques radiaux pour b/a=1.75.
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Figure V.6 : De´formations plastiques cumule´es pour b/a=1.75.
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Figure V.7 : De´placements plastiques radiaux pour b/a=2.
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Figure V.8 : De´formations plastiques cumule´es pour b/a=2.
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nous e´valuons la double inte´grale par application directe de la quadrature de Gauss.
⋄ Dans le second cas, le nouveau sche´ma d’inte´gration singulie`re syme´trique de la section
(IV.4.5) est celui que l’on adopte.
L’implantation de ce nouveau sche´ma sur de telles structures n’a pas apporte´ d’ame´lioration
notable en termes de pre´cision. Dans les deux cas cite´s pre´ce´demment les pre´cisions sont tre`s
satisfaisantes et demeurent du meˆme ordre. Ce que l’on ne constatera pas pour d’autres assais
effectue´s sur d’autres ge´ome´tries. La critique qu’on peut e´mettre sur une telle e´tude est que
lorsqu’on traite de structures sphe´riques, les e´le´ments les mode´lisant jouent exactement le meˆme
roˆle compte tenu des syme´tries. D’ailleurs dans le maillage surfacique conside´re´, il n’apparait
que cinq noeuds de nature diffe´rente. D’autre part, les e´le´ments quadrilate´raux sont les seuls
a` avoir e´te´ incorpore´s dans notre code et la ge´ne´ration automatique de maillages surfaciques
par le mailleur de CAST3M incorpore des e´le´ments triangulaires. Raffiner les maillages d’une
structure sphe´rique dans CAST3M est une phase tre`s laborieuse qui s’effectue a` la main, si l’on
de´sire incorporer uniquement des e´le´ments quadrilate´raux. Nous nous sommes donc limite´s a`
des maillages dont le nombre d’e´le´ments est restreint.
Il est clair qu’une ide´e pre´cise sur l’apport du nouveau sche´ma syme´trique ne peut eˆtre
donne´e par une telle analyse. Cette limitation justifie pleinement notre prochaine e´tude portant
sur une structure cylindrique.
V.4 Cylindre sous pression interne uniforme
L’e´tude portant sur un cylindre creux soumis a` une pression interne uniforme constitue un
cas test d’un inte´reˆt particulier. En plus de la solution analytique dont dispose ce proble`me, le
cylindre est une structure qui pre´sente des singularite´s de type areˆtes. Dans ce genre d’e´tudes, il
est ne´cessaire de proce´der a` un de´doublement des noeuds en tension, puisque le vecteur tension
est une fonction line´aire de la normale est devient discontinu au passage de ces singularite´s
ge´ome´triques. Le programme de´crivant l’ope´rateur inte´gral variationnel tient compte de ces
de´doublements de noeuds en tension alors que celui en collocations ne le fait pas dans l’e´tat
actuel. La ge´ne´ration de maillages parame´tre´s sur une structure telle que le cylindre est une
chose facile par conse´quent une e´tude syste´matique avec diffe´rents maillages, peut ainsi eˆtre
mene´e.
V.4.1 Description de l’e´tude
La structure e´tudie´e est un cylindre creux de rayon interne r1 = 1, de hauteur H = 2, en
de´formations planes, et est soumis a` une pression interne unitaire P = 1. Le rayon externe r2
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est une variable. Le mate´riau le constituant est e´lastique, isotrope de module d’Young E = 1
et de coefficient de Poisson ν = 0.3. Les de´placements analytiques radiaux et e´lastiques sont
donne´es par :
ur =
P
E
r21
(r22 − r
2
1)
(1− ν − ν2) r2 + (1 + ν) r22
r
(V.13)
V.4.2 Etude nume´rique
Le maillage est compose´ d’un cylindre interne discre´tise´ par e´le´ments finis, sur lequel s’applique
la pression P et d’un cylindre externe dont la surface est discre´tise´e par e´le´ments de frontie`re.
Le rayon de la surface cylindrique correspondant a` l’interface entre les deux domaines est ri = 2.
Il faut bien noter que seul le quart du cylindre a e´te´ maille´. Diffe´rentes combinaisons sur les
parame`tres ge´ome´triques ont e´te´ adopte´es et que nous re´sumons comme suit :
⋄ Le rayon exte´rieur r2 ∈ {3, 4, 5}
⋄ Le nombre d’e´le´ments de frontie`re dans la direction angulaire θ : Nθ ∈ {2, 4, 6}
⋄ Le nombre d’e´le´ments de frontie`re dans la direction radiale r : Nr ∈ {2, 3, 4}
Gardons pre´sent a` l’esprit que le but de la cette e´tude est de tester l’efficacite´ du sche´ma
d’inte´gration syme´trique (IV.4.5) et de quantifier son apport en termes de pre´cision et de
temps d’inte´gration par rapport a` l’ancien sche´ma non syme´trique (IV.4.4). Nous avons de´fini
diffe´rentes combinaisons entre les modes d’inte´gration suivants :
⋄ Le mode re´gulier correspondant a` l’application directe de la double quadrature de Gauss,
que l’on rencontre dans le cas d’inte´gration sur deux e´le´ments disjoints.
⋄ Le mode singulier1 correspondant a` l’inte´gration singulie`re de type non-syme´trique que
l’on rencontre dans le cas de deux e´le´ments confondus.
⋄ Le mode singulier2 correspondant a` l’inte´gration singulie`re de type syme´trique que l’on
rencontre dans le cas de deux e´le´ments confondus.
⋄ Le mode singulier3 correspondant a` l’inte´gration singulie`re de type syme´trique que l’on
rencontre dans le cas de deux e´le´ments adjacents par coˆte´.
⋄ Le mode singulier4 correspondant a` l’inte´gration singulie`re de type syme´trique que l’on
rencontre dans le cas de deux e´le´ments adjacents par coin.
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Plusieurs combinaisons entre ces modes d’inte´gration, synthe´tise´es ci dessous, ont e´te´ teste´es.
Le mode 1 de´crit le sche´ma non syme´trique pur et le mode 4 de´crit le sche´ma syme´trique
pur et correspondent aux cas extreˆmes. Les modes 2 et 3 sont des cas interme´diaires puisqu’ils
combinent entre les diffe´rentes inte´grations syme´triques ou non syme´triques. Nous avons e´value´
les erreurs relatives maximales obtenues sur les de´placements radiaux des points du maillage de
frontie`re, pour les diffe´rents parame`tres de maillages pre´ce´demment de´crits et pour les diffe´rents
modes d’inte´gration re´sume´s dans la table (V.1). Le cas Nθ = 2 conduit a` des re´sultats impre´cis
dans tous les cas de figure. Les re´sultats demeurent dans ce cas non significatifs e´tant donne´
que le maillage est extreˆmement grossier.
Modes d’inte´gration
Types d’inte´gration
Mode 1 Mode 2 Mode 3 Mode 4
Ele´ments disjoints Re´gulier Re´gulier Re´gulier Re´gulier
Ele´ments adjacents par coˆte´ Re´gulier Singulier3 Singulier3 Singulier3
Ele´ments confondus Singulier1 Singulier1 Singulier2 Singulier 2
Ele´ments adjacents par coin Re´gulier Re´gulier Re´gulier Singulier4
Tableau V.1: Combinaisons des diffe´rents modes d’inte´gration.
V.4.3 Conclusions et commentaires
L’utilisation du sche´ma d’inte´gration non syme´trique, qui se traduit par l’application du
mode 1 d’inte´gration, conduit dans la plupart des cas a` de tre`s importantes erreurs illustre´es par
la table (V.2). Ce point n’avait pas e´te´ observe´ dans le cadre de l’e´tude mene´e sur des structures
sphe´riques avec le sche´ma d’inte´gration non syme´trique. Le de´veloppement du nouveau sche´ma
syme´trique est donc pleinement justifie´ et constitue une e´tape ne´cessaire et indispensable dans
l’implantation nume´rique de la me´thode variationnelle de Galerkin. Dans la hie´rarchie des
nouveaux sche´mas syme´triques, il apparaˆıt clairement que celui qui traite les e´le´ments adjacents
par coˆte´ est incontournable. Son application reste d’un grand apport en terme de pre´cision e´tant
donne´ que la singularite´ traite´e, re´partie sur tout un coˆte´ et qu’on a ne´glige´e dans l’ancien sche´ma
non syme´trique, est assez ponde´re´e puisque pour chaque e´le´ment on e´value quatre inte´grations
de ce type. La non prise en compte de ces singularite´s de`s le de´part, e´tait une erreur non
sans conse´quences. Il suit ensuite l’utilisation d’un sche´ma d’inte´gration syme´trique sur deux
e´le´ments co¨ıncidents, qui apporte une ame´lioration a` la pre´cisison des re´sultats . Celle ci reste
moins significative puisque l’ancien sche´ma non syme´trique re´sorbait de´ja la singularite´ sans
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Parame`tres Modes d’inte´gration
Nθ Nr r2 Mode 1 Mode 2 Mode 3 Mode 4
4 2 3 43.00 % 0.88 % 0.40 % 0.40 %
4 3 3 140.00 % 2.30 % 0.45 % 0.45 %
6 2 3 14.00 % 1.40 % 0.39 % 0.39 %
6 3 3 76.00 % 1.60 % 0.45 % 0.45 %
4 2 4 4.73 % 1.53 % 0.81% 0.81 %
4 3 4 32.80 % 1.14 % 0.68 % 0.68 %
4 4 4 113.00 % 2.17 % 0.87 % 0.87 %
6 2 4 1.03 % 1.07 % 0.61 % 0.61 %
6 3 4 20.40 % 0.99 % 0.50 % 0.50 %
6 4 4 10.60 % 0.81 % 0.48 % 0.48 %
4 2 5 262.00 % 1.80 % 0.89 % 0.89 %
4 3 5 494.00 % 1.65 % 0.65 % 0.65 %
4 4 5 162.00 % 1.81 % 0.69 % 0.69 %
6 2 5 1147.00 % 1.55 % 0.98 % 0.98 %
4 3 5 4.50 % 1.75 % 0.87 % 0.87 %
6 4 5 11.50 % 1.70 % 0.61 % 0.61 %
Tableau V.2: Cylindre, erreurs relatives maximales sur les de´placements radiaux.
toutefois respecter la syme´trie de la formulation inte´grale variationnelle de Galerkin. L’adoption
d’un sche´ma d’inte´gration spe´cifique aux e´lements adjacents par coin n’ame´liore pas d’une fac¸on
notable la pre´cision. Ce re´sultat atteste bien de la faiblesse de la singularite´ qui le caracte´rise.
V.5 Temps d’inte´gration
L’optimisation du parameˆtre temps d’inte´gration a toujours constitue´ une de nos pre´occupations
majeures lors de nos de´veloppements. Hormis l’implantation du crite`re d’indicateur de se´ve´rite´,
qui a optimise´ l’ensemble des doubles inte´grations re´gulie`res, l’implantation du nouveau sche´ma
singulier syme´trique, de´veloppe´ en (IV.4.5) a permis, non seulement d’inte´grer correctement,
en prenant en compte la syme´trie des formulations mais aussi d’optimiser les inte´grations sin-
gulie`res, en inte´grant sur un minimum de points de Gauss. C’est ainsi qu’une e´tude a e´te´ re´alise´e
pour quantifier l’apport ramene´ par ce sche´ma en termes de temps d’inte´gration, en comparant
les diffe´rents re´sultats obtenus avec ceux donne´s par l’ancien sche´ma. Celui-ci se re´sume au mode
1 d’inte´gration de´crit lors de l’e´tude sur la structure cylindrique. L’exemple qui sert de test est
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Caracte´ristiques
Diffe´rents maillages
Nombre d’e´le´ments Nombre de noeuds
Maillage1 24 e´le´ments 74
Maillage2 48 e´le´ments 146
Maillage3 72 e´le´ments 218
Maillage4 96 e´le´ments 290
Maillage5 120 e´le´ments 362
Tableau V.3: Structure prismatique : description des diffe´rents maillages.
celui d’une structure prismatique soumise a` un chargement uniaxial repre´sente´e par diffe´rents
maillages rapporte´s dans le tableau (V.3).
Nous de´composons et de´finissons les pourcentages en temps d’inte´gration par rapport au
temps total que dure la phase d’inte´gration, de la manie`re suivante :
⋄ Treg: le % pour l’ensemble des e´le´ments re´guliers.
⋄ Tconf : le % pour l’ensemble des e´le´ments confondus.
⋄ Tcote: le % pour l’ensemble des e´le´ments adjacents par coˆte´.
⋄ Tcoin: le % pour l’ensemble des e´le´ments adjacents par coin.
La re´partition des types d’inte´grations sur une structure a` 24 e´le´ments quadrilate´raux pour
l’ancien sche´ma d’inte´gration non syme´trique, est la suivante :
⋄ 24 inte´grations sur les e´le´ments confondus.
⋄ 384 inte´grations sur les e´le´ments re´guliers.
⋄ 96 inte´grations sur les e´le´ments adjacents par coˆte´.
⋄ 72 inte´grations sur les e´le´ments adjacents par coin.
Il apparait que, dans ces conditions, le temps d’inte´gration sur les e´le´ments adjacents par coˆte´
est assez important, bien que ces derniers soient minoritaires par rapport aux e´le´ments re´guliers.
L’inte´gration dans ce cas de figure est conside´re´e comme re´gulie`re puisqu’elle ne prend pas en
compte la singularite´, elle utilise ne´anmoins un nombre important de points de Gauss vu que
les e´le´ments sont tre`s rapproche´s. Ce nombre est fixe´ par le crite`re d’indicateur de se´ve´rite´. Les
inte´grales sur des e´le´ments co¨ıncidents sont aussi pre´ponde´rantes malgre´ que ces derniers soient
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en nombre tre`s re´duit. L’inade´quation du sche´ma singulier1 d’inte´gration singulie`re de type
non syme´trique est bien prouve´e car non seulement il inte`gre mal, en ignorant comple`tement
la syme´trie des formulations de Galerkin (e´tude sur le cylindre), mais en plus, il utilise un tre`s
grand nombre de points de Gauss pour parvenir a` une pre´cision juge´e acceptable.
Maillages temps en (s) Mode 1 Mode 2 Gain en (%)
Tcote 34.60 23.59 31.82
Maillage1 Tconf 30.32 13.29 56.17
Ttotal 82.77 54.6 34.03
Tcote 159.32 47.54 70.16
Maillage2 Tconf 61.60 26.61 56.80
Ttotal 296.51 151.85 48.78
Tcote 265.90 76 71
Maillage3 Tconf 91.90 39.70 56.80
Ttotal 562.03 315.3 43.90
Tcote 361.65 94.17 73.96
Maillage4 Tconf 123.28 53.37 56.71
Ttotal 1103.43 766.91 30.5
Tcote 456.16 117.86 74.16
Maillage5 Tconf 153.09 66.27 56.71
Ttotal 1772.59 1345.70 24.08
Tableau V.4: Apport du sche´ma singulier syme´trique en termes de temps d’inte´gration.
Dans le tableau (V.4), nous n’avons conside´re´ que les types d’inte´grations qui ont connu
un apport notable en temps CPU suite a` l’incorporation du sche´ma d’inte´gration syme´trique.
Ce tableau montre que le gain en temps d’inte´gration total ramene´ par le sche´ma syme´trique
d’inte´gration singulie`re devient de plus en plus faible avec l’augmentation du nombre de degre´s
de liberte´ de la structure. L’estimation du gain sur la dure´e de la phase d’inte´gration totale
pour la meˆme structure, mais cette fois ci mode´lise´e avec 184 e´le´ments (554 noeuds), donne
une valeur de 15.70%. On peut pre´dire que ce gain deviendra insignifiant si le maillage de la
structure devient extreˆment fin.
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V.6 Conclusion
Plusieurs re´sultats de validation ont e´te´ pre´sente´s dans ce chapitre et ont permis de le´gitimer
la formulation de couplage syme´trique de´veloppe´e dans le cadre de ce pre´sent de travail. Les
premiers tests de validation pre´sente´s se rattachent a` l’e´tude de structures sphe´riques. L’exemple
de la cavite´ sphe´rique sous pression, dans un milieu infini avec plastification localise´e du mate´riau
au voisinage de la cavite´, y figure. Ces e´tudes ont mis en e´vidence le bon fonctionnement de
l’ensemble des algorithmes mais n’ont pas e´te´ tout a` fait concluantes quant a` l’apport qualitatif
du nouveau sche´ma syme´trique d’inte´gration singulie`re.
Une e´tude syste´matique avec diffe´rents maillages a e´te´ effectue´e par la suite sur une structure
cylindrique. Cette e´tude a permis de prouver que l’apport en termes de pre´cision de re´sultats de
celui-ci reste tre`s important et que son de´veloppement et son implantation constituaient deux
e´tapes incontournables. Son apport en terme de temps d’inte´gration devient tre`s petit de`s lors
qu’on utilise des structures tre`s finement maille´es.
L’approche par collocations, d’une mise en oeuvre simple, a e´te´ implante´e dans un premier
temps, ce qui nous a permis de tester rapidement la possibilite´ d’implanter le super-e´le´ment
dans CAST3M. Sur les diffe´rents exemples traite´s comparativement par les deux me´thodes,
nous n’avons pas encore mis en e´vidence une supe´riorie´ de l’une par rapport a` l’autre en termes
de pre´cision. Nous pouvons juste affirmer que les me´thodes inte´grales variationnelles pre´sentent
les avantages suivants :
⋄ Conduit a` une matrice syme´trique, d’ou` un gain de temps d’un facteur 2 sur la phase
de re´solution du syste`me. Sur des structures a` grands nombres de degre´s de liberte´, ces
me´thodes vont eˆtre tre`s attractives puisque le temps de re´solution varie en n3 , si l’on
de´signe par n le nombre de degre´s de liberte´ de la structure e´tudie´e, alors que la varia-
tion du temps d’inte´gration ne varie qu’en n2. Ceci va compenser le temps d’inte´gration
incontestablement plus long pour ces me´thodes que celui de la me´thode des collocations,
en raison de la pre´sence des doubles inte´grales de surface.
⋄ Le traitement des structures pre´sentant des areˆtes et des coins est relativement simple
avec les me´thodes inte´grales variationnelles, en prenant le soin de de´doubler les noeuds en
tension situe´s sur ces areˆtes et ces coins. La taˆche est plus de´licate avec la me´thode des
collocations, puisqu’il est impe´ratif de de´doubler en plus des noeuds de controˆle, les points
de collocation.
Le de´veloppement d’un tel outil nume´rique a pour finalite´ de traiter des proble`mes concrets.
Les domaines d’application dans lequels notre proce´dure de couplage trouvera ample utilite´,
sont divers et varie´s.
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Un des champs d’application les plus attractifs reste celui de la me´canique de la rupture.
Dans le prochain chapitre, nous nous proposons d’adapter les formulations inte´grales de Galerkin
existantes a` l’e´tude d’un domaine e´lastique pre´sentant une fissure interne non de´bouchante et
de construire par la suite une proce´dure de couplage syme´trique e´le´ments finis-e´le´ments de
frontie`re. Le voisinage de la fissure pre´sente des champs singuliers, ce domaine doit eˆtre traite´
en priorite´ par e´le´ments de frontie`re et le domaine comple´mentaire sera maille´ par e´le´ments
finis.
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Figure V.9 : Les cinq noeuds de nature diffe´rente du maillage de la structure sphe´rique.
Figure V.10 : Cylindre soumis a` une pression interne.
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Figure V.11 : Maillages des domaines : interne par e´le´ments finis et externe par e´le´ments de
frontie`re.
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Figure V.12 : Visualisation des erreurs relatives maximales sur le de´placement radial : sche´ma
d’inte´gration non syme´trique.
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Figure V.13 : Visualisation des erreurs relatives maximales sur le de´placement radial : sche´ma
d’inte´gration syme´trique.
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Figure V.14 : Re´partition des temps d’inte´gration dans le prisme a` 24 e´le´ments : utilisation du
sche´ma non syme´trique.
Chapitre VI
Extension a` la me´canique de la rupture
VI.1 Introduction
Les solutions analytiques des proble`mes de me´canique de la rupture sont limite´es a` un nom-
bre restreint de situations dans lesquelles le domaine contenant le fissure est suppose´ infini,
homoge`ne, isotrope et le chargement le sollicitant est relativement simple a` de´finir. En pratique,
malheureusement, les proble`mes rencontre´s sont autres et les domaines sont de dimensions finies
et sont sollicite´s par des chargements bien complexes. Le recours a` des me´thodes nume´riques
telles que la me´thode des e´le´ments finis ou celle des e´le´ments de frontie`re, pour l’e´tude de cette
classe de proble`mes est donc une ne´cessite´. Depuis quelques anne´es, la me´canique de la rupture
connait un e´lan important de de´veloppements et devient de ce fait une branche tre`s active de
l’inge´nierie.
Quand la zone des de´formations ine´lastiques au voisinage de la pointe de fissure est suffisam-
ment restreinte et petite, compare´e a` la longueur de la fissure, une solution base´e sur l’e´lasticite´
line´aire peut fournir les informations ne´cessaires pour la de´termination les facteurs d’intensite´
de contrainte ne´cessaires a` une analyse en me´canique de la rupture. La me´thode des e´le´ments
de frontie`re, par sa souplesse a` de´finir la ge´ome´trie, spe´cialement des domaines tridimensionnels
et par la grande precision qui caracte´rise ses re´sultats dans la de´termination des champs sin-
guliers au voisinage de la fissure, est adapte´e a` la recherche des solutions des proble`mes de la
me´canique de la rupture. Ainsi, en absence de forces de volume, seules les surfaces de la fissure
et du domaine conside´re´ sont discre´tise´es. Cette particularite´ trouve toute son importance lors
des simulations nume´riques de propagation de fissure dans des situations tridimentionnelles ou
la re´actualisation de maillages en e´le´ments de frontie`res est plus aise´e que celle se basant sur
d’autres me´thodes nume´riques, entre autre la me´thode des e´le´ments finis.
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VI.2 Difficulte´s de mode´lisation des fissures
Malheureusement, l’application directe de la me´thode des e´le´ments de frontie`re traditionnelle,
base´e sur l’approche par collocations pour mode´liser les fissures conduit a` la de´ge´ne´rescence de
la formulation nume´rique [33]. En effet, l’e´criture inte´grale en de´placement pour des points
de la surface de la fissure conduit a` une e´quation inte´grale qui admet une infinite´ de solutions
qui reste non exploitable [1]. De`s lors, l’information sur la tension correspondante est donc
impossible a` obtenir. Pour reme´dier a` ce proble`me, on trouve dans la litte´rature trois types de
formulations inte´grales se basant sur l’approche par collocations et bien adapte´es aux solides
e´lastiques fissure´s. La premie`re de ces me´thodes est celle de sous-structuration introduite par
[15] et qui consiste a` de´composer le domaine Ω en deux sous domaines fictifs, la fissure se situant
dans ce cas sur la frontie`re fictive de se´paration. Les travaux de [22] en propagation de fissure
ont mis en e´vidence quelques difficulte´s lie´es a` l’utilisation de cette frontie`re fictive.
Cette approche utilise uniquement les e´quations inte´grales en de´placement mais conduit a`
re´soudre deux proble`mes e´lastiques couple´s [22]. La seconde dite des discontinuite´s de de´placements
introduite par [32] fait appel a` l’e´criture de l’e´quation inte´grale de frontie`re en traction pour
les points sur la surface de fissure Sc et celle en de´placement pour les points se situant sur la
frontie`re externe ∂Ω. L’e´quation inte´grale en traction ainsi e´crite pour des points de collocation
situe´s sur la fissure, pre´sente un noyau hypersingulier et n’est re´gularise´e, comme on l’a vu au
chapitre II, que pour les degre´s de liberte´ en de´placements ( sauts de de´placements ) ∆u de
continuite´ C1,α au point de collocation. Cette condition entraine de se´ve`res conse´quences dans
le choix des points de collocation, ainsi que dans celui des fonctions d’interpolation. De meˆme
pour la me´thode duale qui a e´te´ pre´sente´e dans [54, 60] et qui utilise la formulation inte´grale en
de´placement sur une le`vre de la fissure et celle en traction sur l’autre le`vre, on y rencontre les
meˆmes difficulte´s de mise en oeuvre.
VI.3 Formulations variationnelles pour les solides e´lastiques fis-
sure´s
Une des alternatives est l’application des me´thodes des e´quations inte´grales syme´triques de
Galerkin. Les travaux relatifs a` la mode´lisation des solides e´lastiques fissure´s par application
cette approche demeurent rares. Des formulations inte´grales syme´triques base´es sur l’utilisation
d’e´quations inte´grales inte´grales hypersingulie`res sont de´veloppe´es dans [37, 42, 52, 59]. Cette
approche reste critiquable a` cause de la pre´sence du noyau fortement singulier de l’e´quation
inte´grale en traction. Une deuxie`me approche a e´te´ de´veloppe´e par [49] et consiste a` refor-
muler les e´quations inte´grales sous leurs formes faibles. Comme re´sultat important de cette
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Figure VI.1 : Solide e´lastique fissure´.
re´gularisation, les sauts de de´placements a` travers la surface de fissure doivent eˆtre de continuite´
C0,α. Les premie`res implantations nume´riques de cette approche pour des solides e´lastiques
tridimensionnels fissure´s sont de´crites dans [50, 75].
Les formulations inte´grales se basant sur un principe variationnel telles qu’elles sont de´crites
dans [16, 17] et que nous avons utilise´es pour construire notre approche de couplage avec la
me´thode des e´le´ments finis ne tiennent pas en compte d’une e´ventuelle pre´sence de fissure dans
le solide. Nous nous proposons donc dans le cadre de notre travail d’e´tendre ces formulations
variationnelles a` l’e´tude d’un solide e´lastique fissure´ et a` construire par la suite une approche
de couplage avec les e´le´ments finis en tenant compte de la pre´sence d’une fissure interne non
de´bouchante.
Conside´rons un solide e´lastique fissure´ Ω, de frontie`re exte´rieure S et contenant une fissure
Sc. Les deux le`vres S
+
c et S
−
c de la fissure sont ge´ome´triquement confondues et munies de
normales unitaires n+ et n− oppose´es et choisies de sorte que n soit oriente´e de S−c vers S
+
c .
On pose alors que :
n = n− = −n+ (VI.1)
La surface Sc = S
+
c = S
−
c est conside´re´e comme une extension de la surface re´gulie`re exte´rieure
du domaine et de fac¸on a` ce que la surface ferme´e totale re´sultante soit ∂Ω = S ∪S+c ∪S
−
c . Les
efforts en tensions sont impose´s sont ST et les de´placements sont impose´s sur Su. En plus des
conditions aux limites impose´es sur les portions externes Su et ST de la frontie`re externe, nous
conside`rerons que les le`vres de la fissure sont charge´es syme´triquement de manie`re a` e´crire que :
p+ = −p− = −p (VI.2)
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Figure VI.2 : De´finition de Ω, Sc et des surfaces auxilliaires.
Nous de´finissons l’ouverture de la fissure ou le saut du de´placement a` travers la surface Sc
comme e´tant ∆u = u+ − u−. La surface Sc est une repre´sentation ide´alise´e de la fissure, nous
avons donc conside´re´ dans un premier temps, que la frontie`re S¯c = S
+
c ∪ S
+
c ne diffe´re de Sc
que dans la de´finition qu’on donne a` la fissure, dans le sens que Sc est remplace´e par la surface
repre´sentant les deux le`vres sous forme de surfaces se´pare´es. La surface S¯c est fonction d’un
parame`tre infinte´simal I, pour I → 0, nous avons S¯c → Sc. Il devient clair que l’on peut poser
que :
x↔ x+ = I+(x; I), ∀x,x+ : x ∈ Sc, x
+ ∈ S+c
x↔ x− = I−(x; I), ∀x,x− : x ∈ Sc, x
− ∈ S−c
0 ≤ I ≪ 1 (VI.3)
Comme on peut e´crire que :
I+(x; 0) = I−(x; 0) = x
Cette dernie`re e´criture traduit le fait que pour I = 0, nous avons les deux le`vres S+c et S
−
c de la
fissure qui co¨ıncident. Pour revenir a` notre configuration de de´part, ou` la fissure est repre´sente´e
par la surface ouverte Sc, nous nous efforcerons de re´e´crire les expressions des formulations
e´crites pre´ce´demment, apre`s un passage a` la limite en posant que I → 0, et que S¯c → Sc.
Nous reprenons les meˆmes e´tapes de´crites dans la section (II.5) pour construire nos for-
mulations variationnelles syme´triques de Galerkin, en prenant le soin d’introduire une surface
auxilliaire S˜totale = S˜ ∪ S˜c parcourue par le point z et qui aura pour limite la surface S ∪Sc lors
du processus de passage a` la limite. Si la fissure est interne (non de´bouchante), il est e´vident
que la surface Sc devient ferme´e. C’est ce dernier cas que l’on va conside´rer dans la suite de
notre travail.
L’e´criture de la condition de stationnarite´ devient alors la suivante sous l’hypothe`se que les
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forces de volume soient nulles :
δΠ(u) =
∫
Su
uD Tn(δu) dS +
∫
ST
uTn(δu) dS −
∫
ST
tD δudS
−
∫
Su
t δudS +
∫
S+c
u+ Tn(δu) dS +
∫
S−c
u− Tn(δu) dS
+
∫
S+c
p δu+ dS −
∫
S−c
p δu− dS (VI.4)
De meˆme que les expressions des fonctions test en de´placements et en contraintes de´finies
dans (II.35) et (II.36), nous introduisons les nouvelles formes des fonctions test comme suit :
Fonction test en de´placement.
δuk(x) =
∫
S˜T
u˜i(z)nj(z)Σ
k
ij(x,z) dSz +
∫
S˜+c
u˜+i (y)n
+
j (z)Σ
k
ij(x,z) dSz
+
∫
S˜−c
u˜−i (y)n
−
j (z)Σ
k
ij(x,z) dSz −
∫
S˜u
t˜i(z)U
k
i (x,z) dSz (VI.5)
Fonctions test en contraintes.
δσij(x) = Cklab
∫
S˜T
u˜k(z)nl(z)
∂
∂zb
Σaij(z,x) dSz −
∫
S˜u
t˜k(z)Σ
k
ij(z,x) dSz
+ Cklab
∫
S˜+c
u˜+k (z)nl(z)
∂
∂zb
Σaij(z,x) dSz + Cklab
∫
S˜−c
u˜−k (z)nl(z)
∂
∂zb
Σaij(z,x) dSz
(VI.6)
Nous re´e´crivons l’expression (VI.4) comme suit :
δΠ(u) =
∫
Su
ui(x)
D nj(x)δσij(x) dS +
∫
ST
ui(x)nj(x) δσij(x) dS −
∫
ST
tDk (x) δuk(x) dS
−
∫
Su
tk(x) δuk(x) dS +
∫
S+c
u+i (x)n
+
j (x) δσij(x) dS
+
∫
S−c
u−i (x)n
−
j (x) δσij(x) dS +
∫
Sc
pk(x) δ∆uk(x) dS (VI.7)
Nous avons pose´ que :
δu+(x) = δu(x+)
δu−(x) = δu(x−)
et que :
δu(x+)− δu(x−) = δ∆uk(x)
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En prenant compte des conventions prises initialement en e´quation (VI.1), et en gardant pre´sent
a` l’esprit que l’ouverture de fissure ∆u (saut a` travers Sc du de´placement u) s’e´crit :
∆u = u+ − u− (VI.8)
Nous reformulons l’e´quation (VI.7) de manie`re a` faire apparaˆıtre cette dernie`re entite´ cite´e :
δΠ(u) =
∫
Su
ui(x)
D nj(x)δσij(x) dS +
∫
ST
ui(x)nj(x) δσij(x) dS −
∫
ST
tDk (x) δuk(x) dS
−
∫
Su
tk(x) δuk(x) dS −
∫
Sc
∆ui(x)nj(x) δσij(x) dS +
∫
Sc
pk(x) δ∆uk(x) dS (VI.9)
D’une fac¸on analogue, nous reformulons les expressions (VI.5) et (VI.6) et nous posons :
δuk(x) =
∫
S˜T
u˜i(z)nj(z)Σ
k
ij(x,z) dSz −
∫
S˜c
∆u˜i(z)nj(z)Σ
k
ij(x,z) dSz
−
∫
S˜u
t˜i(z)U
k
i (x,z) dSz (VI.10)
δσij(x) = Cklab
∫
S˜T
u˜k(z)nl(z)
∂
∂zb
Σaij(z,x) dSz −
∫
S˜u
t˜k(z)Σ
k
ij(z,x) dSz
− Cklab
∫
S˜c
∆u˜k(z)nl(z)
∂
∂zb
Σaij(z,x) dSz (VI.11)
Sachant que
∆u˜ = u˜+ − u˜− = −δ∆u (VI.12)
est la fonction test en terme de saut de de´placements, de´finie sur la surface de fissure Sc . La
substitution des expressions des e´quations (VI.10) et (VI.11) dans la condition de stationnarite´
(VI.9) donne lieu a` l’e´criture du syste`me d’e´quations suivantes :


∀t˜ δPU = E1 + E2 + E3 = 0
∀u˜ δP T = F1 + F2 + F3 = 0
∀∆u˜ δP Tc = J1 + J2 + J3 = 0
(VI.13)
Les termes F1, F2, E1 et E2 sont identiquement identifie´s a` ceux donne´s dans (II.40), nous
ne redonnerons donc pas leurs formes explicites. Nous ne conside´rons que les termes duˆs a` la
pre´sence de la fissure. Conside´rons alors l’expression du dernier terme E3, donne´ par
E3 =
∫
Sc
∆ui(x)nj(x)
∫
S˜u
t˜k(z)Σ
k
ij(z,x) dSz dSx (VI.14)
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Figure VI.3 : Ge´ome´trie de la surface de la fissure.
Cette inte´grale est toujours re´gulie`re, e´tant donne´ que la fissure est conside´re´e non de´bouchante,
c’est a` dire que S ∩ Sc = ∅. L’expression limite de E3 est obtenue en remplac¸ant (S˜u,z), par
(Su,y) :
E3 =
∫
Su
∫
Sc
t˜k(y)∆ui(x)nj(x)Σ
k
ij(y,x) dSx dSy (VI.15)
De meˆme nous posons que :
F3 = −
∫
Sc
∆ui(x)nj(x)
∫
S˜T
Cklabu˜k(z)nl(z)
∂
∂zb
Σaij(z,x) dSz dSx (VI.16)
F3 = −
∫
Sc
∫
ST
(R∆u)iq(x)(Ru˜)ks(y)Bikqs(y,x) dSy dSx
L’apparition du rotationnel surfacique dans l’expression de l’inte´grale de surface portant sur la
fissure est une conse´quence d’une double application de la formule de Stokes (II.52). La surface
Sc e´tant ouverte, l’application de la formule de Stokes fait apparaˆıtre des termes C(x) portant
sur le contour de Sc. Dans le cas de notre proble`me, nous avons impose´ ∆u = 0 et ∆u˜ = 0 sur
le contour de la fissure, ce qui revient a` annuler C(x).
Les termes de la dernie`re e´galite´ du syste`me (VI.13) sous leurs formes explicites se traduisent
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comme suit :
J1 = −
∫
Su
uDi (x)nj(x)Cklab
∫
S˜c
∆u˜k(z)nl(z)
∂
∂zb
Σaij(z,x) dSz dSx
−
∫
ST
ui(x)nj(x)
∫
S˜c
Cklab∆u˜k(z)nl(z)
∂
∂zb
Σaij(z,x) dSz dSx (VI.17)
J2 = +
∫
ST
tDk (x)
∫
S˜c
∆u˜i(z)nj(z)Σ
k
ij(x,z) dSz dSx
+
∫
Su
tk(x)
∫
S˜c
∆u˜i(y)nj(z)Σ
k
ij(x, z) dSz dSx −
∫
Sc
pk(x)∆u˜k(x) dS (VI.18)
J3 =
∫
Sc
∆ui(x)nj(x)Cklab
∫
S˜c
∆u˜k(y)nl(y)
∂
∂yb
Σaij(y,x) dSy dSx (VI.19)
La reformulation des termes pre´ce´dents sous leurs expressions limites est alors la suivante :
J1 = −
∫
Su
∫
Sc
(RuD)iq(x)Bikqs(y,x)(R∆u˜)ks(y) dSy dSx
−
∫
ST
∫
Sc
(Ru)iq(x)Bikqs(y,x)(R∆u˜)ks(y) dSy dSx (VI.20)
J2 =
∫
Sc
∫
ST
tDk (x)∆u˜i(y)nj(y)Σ
k
ij(x,z) dSz dSx
+
∫
Sc
∫
Su
tk(x)∆u˜i(y)nj(y)Σ
k
ij(x,y) dSy dSx −
∫
Sc
pk(x)∆u˜k(x) dS
(VI.21)
J3 =
∫
Sc
∫
Sc
(R∆u)iq(x)Bikqs(z,x)(R∆u˜)ks(z) dSz dSx (VI.22)
C’est ainsi que nous nous proposons d’e´crire la formulation inte´grale variationnelle syme´trique
directe pour un domaine e´lastique fissure´ et aux limites mixtes entie`rement re´gularise´e comme
suit :


Buu(u, u˜) + Btu(t, u˜) + B∆uu(∆u, u˜) = ℑu(u˜)
But(u, t˜) + Btt(t, t˜) + B∆ut(∆u, t˜) = ℑt(t˜)
Bu∆u(u,∆u˜) + Bt∆u(t,∆u˜) + B∆u∆u(∆u,∆u˜) = ℑ∆u(∆u˜)
(VI.23)
Les expressions de Buu(u, u˜), Btt(t, t˜), But(u, t˜), Btu(t, u˜), ℑu(u˜), ℑu(u˜) sont propres au
solide non fissure´ et sont donc donne´es par (II.66 – II.71). Les diffe´rentes formes biline´aires qui
interviennent dans la formulation ainsi e´crite et qui sont duˆes a` la pre´sence de la fissure sont
donne´es par :
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B∆uu(∆u, u˜) = −
∫
Sc
∫
ST
(R∆u)iq(x)Bikqs(y,x)(Ru˜)ks(y) dSy dSx (VI.24)
B∆ut(∆u, t˜) = +
∫
Sc
∫
Su
t˜k(y)∆ui(x)nj(x)Σ
k
ij(y,x) (VI.25)
Bu∆u(u,∆u˜) = −
∫
ST
∫
Sc
(Ru)iq(x)Bikqs(y,x)(R∆u˜)ks(y) dS (VI.26)
Bt∆u(t,∆u˜) = +
∫
Su
∫
Sc
tk(x)∆u˜i(y)nj(y)Σ
k
ij(x,y) dSy dSx (VI.27)
B∆u∆u(∆u,∆u˜) =
∫
Sc
∫
Sc
(R∆u)iq(x)Bikqs(y,x)(R∆u˜)ks(y) dSy dSx (VI.28)
De la meˆme manie`re nous de´finissons la forme line´aire pre´sente dans (VI.23) comme suit :
ℑ∆u(∆u˜) =
∫
Su
∫
Sc
(RuD)iq(x)Bikqs(y,x)(R∆u˜)ks(y) dSz dSx
−
∫
ST
∫
Sc
tDk (x)∆u˜i(y)nj(y)Σ
k
ij(x,y) dSy dSx +
∫
Sc
pk(x)∆u˜k(x) dS (VI.29)
VI.3.1 Couplage avec la me´thode des e´le´ments finis
Nous nous efforcerons dans cette section de construire d’une manie`re analogue a` celle suivie
en section (III.3.2), une me´thode de couplage avec la me´thode des e´le´ments finis pour un solide
e´lastique fissure´.
Proble`me de Neumann.
Le proble`me conside´re´ est tel que : ST = S et Su = ∅


B¯∆uu(∆u, u˜) + B¯uu(u, u˜) + B¯tu(t, u˜) = Du(u˜)
B¯u∆u(u,∆u˜) + B¯t∆u(t,∆u˜) + B¯∆u∆u(∆u,∆u˜) = D∆u˜(∆u˜)
(VI.30)
Proble`me de Dirichlet.
Le proble`me conside´re´ est tel que : Su = S et ST = ∅


B¯tt(t, t˜) + B¯ut(u, t˜) + B¯∆ut(∆u, t˜) = Dt(t˜)
B¯t∆u(t,∆u˜) + B¯u∆u(u,∆u˜) + B¯∆u∆u(∆u,∆u˜) = D∆u˜(∆u˜)
(VI.31)
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B¯∆uu(∆u, u˜) = −
∫
Sc
∫
S
(R∆u)iq(x)(Ru˜)ks(y)Bikqs(y,x) dSy dSx (VI.32)
B¯u∆u(u,∆u˜) = −
∫
S
∫
Sc
(Ru)iq(x)Bikqs(y,x)(R∆u˜)ks(y) dS (VI.33)
B¯t∆u(t,∆u˜) = +
∫
S
∫
Sc
tk(x)∆u˜i(y)nj(y)Σ
k
ij(x,y) dSy dSx (VI.34)
B¯∆ut(∆u, t˜) = +
∫
Sc
∫
S
t˜k(y)∆ui(x)nj(x)Σ
k
ij(y,x) dSy dSx (VI.35)
B¯∆u∆u(∆u,∆u˜) =
∫
Sc
∫
Sc
(R∆u)iq(x)Bikqs(y,x)(R∆u˜)ks(y) dSy dSx (VI.36)
Du(u˜) = (κ− 1)
∫
S
tDk (x)u˜k(x) dSx (VI.37)
Dt(t) = κ
∫
S
t˜k(x)u
D
k (x) dSy (VI.38)
D∆u(∆u˜) =
∫
Sc
pk(x)∆u˜k(u) dS (VI.39)
Supposons que le domaine e´lastique Ω soit borne´ (κ = 0) et identifions les diffe´rentes expres-
sions de l’e´nergie de frontie`re S du solide e´lastique fissure´:
2WF =
∫
S
tDk (x)u˜k(x) dSx −
∫
Sc
pk(x)∆u˜k(x) dSx (VI.40)
Nous menons donc les meˆmes e´tapes que celles de la section (III.3.2) pour construire une ap-
proche de couplage syme´trique avec la me´thode des e´le´ments finis et nous conside´rons que notre
super-e´le´ment inte´gral repre´sente le domaine fissure´ et que les inconnues primales sont donc le
champ des de´placements u et les champs des discontinuite´s de de´placements ∆u sur la surface
de fissure. Sans de´tailler l’ensemble des e´tapes, nous pouvons e´crire formellement que l’e´nergie
de frontie`re du solide fissure´ est donne´e sous sa forme continue par :
2WT = (B˜utB¯
−1
tt B¯tu − B¯uu) + (B¯∆utB¯
−1
tt B¯t∆u − B¯∆u∆u)
+ (B˜utB¯
−1
tt B¯t∆u − B¯u∆u) + (B¯∆utB¯
−1
tt Btu − B¯∆uu) (VI.41)
Discre´tisation et matrice de rigidite´.
Cette dernie`re expression est une fonction uniquement des champs u, u˜, ∆u et ∆u˜. Nous
appliquerons la me´thode de Galerkin en posant alors que u˜ = u, ∆u˜ = ∆u. Chacune des
surfaces du solide e´lastique et de la fissure qu’il contient seront approxime´es par respectivement
Ne et Nc e´le´ments de frontie`re. Nous reviendrons un peu plus loin dans notre me´moire sur la
nature les e´le´ments de frontie`re propres a` la surface de fissure. Les champs inconnus sont alors
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approxime´s selon (IV.6) et nous poserons la forme discre´tise´e de l’e´nergie de frontie`re du solide
fissure´ comme suit :
2W¯T = {u}
T (ButB
−1
tt Btu −Buu){u}+ {∆u}
T (B∆ut B
−1
tt Bt∆u −B∆u∆u){∆u}
+ {u}T (ButB
−1
tt Bt∆u −Bu∆u){∆u}+ {∆u}
T (B∆utB
−1
tt Btu −B∆uu){u} (VI.42)
ou` les expressionsBab de´signent les matrices re´sultantes de l’e´tape de discre´tisation des diffe´rentes
formes biline´aires Bab et {u}, {∆u} sont les vecteurs des valeurs nodales des champs u et ∆u.
Nous pouvons e´crire que :
W¯T = {u ∆u}
T
(
K1UU K
3
U∆U
K4∆UU K
2
∆U∆U
)

u
∆u

 (VI.43)
Finalement la matrice de rigidite´ du super-e´le´ment du domaine e´lastique fissure´ est donne´e par
l’expression ci dessous :
KFSE =
(
K1UU K
3
U∆U
K4∆UU K
2
∆U∆U
)
(VI.44)
Avec
K1UU = (ButB
−1
tt Btu −Buu) (VI.45)
K2∆U∆U = (B∆ut B
−1
tt Bt∆u −B∆u∆u) (VI.46)
K3U∆U = (ButB
−1
tt Bt∆u −Bu∆u) (VI.47)
K4∆UU = (B∆utB
−1
tt Btu −B∆uu) (VI.48)
Les matrices K1UU et K
2
∆U∆U obtenues sont syme´triques et K
3
U∆U et K
4
∆UU sont transpose´es
l’une de l’autre. La matrice de rigidite´ finale du solide e´lastique fissure´ est donc bien syme´trique.
VI.3.2 Implantation nume´rique
Les frontie`res S et Sc sont partitionne´es respectivement en Ne et Nc e´le´ments de frontie`re.
Pour chaque e´le´ment de frontie`re, les de´placements u et les tensions t sur la surface re´gulie`re
sont interpole´s selon (IV.6). Les sauts de de´placements ∆u sur la surface de la fissure sont
interpole´s avec les fonctions de forme usuelles et nous e´crivons que :
∆u(x) =
NI∑
m=1
Nm(x)∆u
m (VI.49)
ou` NI est le nombre de noeuds de chaque e´le´ment, et Nm repre´sente les fonctions de forme
associe´es au noeud m de l’e´le´ment. ∆um n’est autre que le vecteur des valeurs prises aux
noeuds par le champ du saut de de´placements ∆u.
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Figure VI.4 : Repe´rage d’un point y au voisinage du front de fissure.
De´termination des facteurs d’intensite´ de contraintes.
D’autre part, il est bien connu que les champs de de´formations et de contraintes e´lastiques
sont singuliers au voisinage du front de fissure [24].
On de´finit un trie`dre direct (t , n , s), forme´ de vecteurs unitaires : n de´fini comme le vecteur
normal a` la surface de fissure Sc, t de´fini comme le vecteur tangent ∂Sc et s comme e´tant le
vecteur de la normale a` ∂Sc, sortante de Sc de manie`re a` e´crire que :
s = t ∧ n (VI.50)
Les sauts de de´placements ∆u sont relie´s aux facteurs d’intensite´ de contrainte par les relations
suivantes :
∆un = KI
4(1− ν)
µ
[
d
2π
]1/2
+O(d) (VI.51)
∆us = KII
4(1− ν)
µ
[
d
2π
]1/2
+O(d) (VI.52)
∆ut = KIII
4
µ
[
d
2π
]1/2
+O(d) (VI.53)
Pour de´terminer ces facteurs d’intensite´ de contrainte, nous pouvons appliquer la me´thode qui
se base sur l’utilisation d’e´le´ments spe´ciaux avec noeuds au quart . Nous reprenons ci dessous,
la de´marche expose´e dans [16].
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Description de l’e´le´ment spe´cial.
L’e´le´ment adjacent au front de fissure est un l’e´le´ment spe´cial capable de de´crire les singu-
larite´s en d1/2 des champs au voisinage de la fissure. Conside´rons alors un e´le´ment quadrilate´ral
isoparame´trique a` 8 noeuds adjacent au front de fissure, avec les noeuds 1, 2 et 3 aligne´s sur un
segment perpendiculaire au front de la fissure. Les noeuds me´dians de cet e´le´ment sont de´place´s
au quart. Nous e´crivons alors que :
y2 − y1 = −a s (VI.54)
y3 − y1 = −4a s (VI.55)
Le noeud y2 ∈ [y1 , y3] et est situe´ au quart de la longueur ‖y1 − y3‖ = 4 a. Le long du segment
[y1 , y3] l’interpolation est quadratique et le point y est parame´tre´ par :
y = N1(ξ)y
1 +N2(ξ)y
2 +N3(ξ)y
3 (VI.56)
Les fonctions d’interpolation sont celles d’un e´le´ment quadratique a` 3 noeuds et sont donne´es
par :
N1(ξ) =
1
2
ξ(ξ − 1) (VI.57)
N2(ξ) = 1− ξ
2 (VI.58)
N3(ξ) =
1
2
ξ(ξ + 1) (VI.59)
Nous pouvons poser alors que
y − y1 = −(1 + ξ)2a s
et la distance devient alors :
d = ‖y − y1‖ = a (1 + ξ)2 (VI.60)
Donnons alors l’expression de l’interpolation du saut de de´placement ∆u, en prenant en compte
le fait que ∆u1 = 0, car l’ouvertue de fissure est nulle sur le front de fissure. Nous e´crivons alors
que :
∆u(y) = N2(ξ)∆u
2 +N3(ξ)∆u
3 (VI.61)
= (1 + ξ)
[
∆u2 + (
1
2
∆u3 −∆u2)ξ
]
(VI.62)
et en fonction de d, nous re´e´crivons l’expression pre´ce´dente comme suit :
∆u(y) = [d/a]1/2
[
2∆u2 −
1
2
∆u3 + [d/a]1/2
(
1
2
∆u3 −∆u2
)]
(VI.63)
A l’aide des fonctions d’interpolation usuelles, il est posssible de repre´senter la variation en d1/2
de ∆u au voisinage du front de fissure.
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Figure VI.5 : Ele´ment de front de fissure : noeuds au quart.
Etude d’un barreau cylindrique fissure´.
Afin de valider le calcul du super-e´le´ment fissure´, un test nume´rique a e´te´ re´alise´ sur un
barreau e´lastique isotrope en traction uniforme (figure VI.6), contenant une fissure circulaire
centre´e et non de´bouchante. Ne´anmoins, l’extension a` l’e´tude de fissures de´bouchantes reste
possible et envisageable. On construit ainsi la matrice de rigidite´ du super-e´le´ment fissure´ en
termes de degre´s de liberte´ de de´placement sur la frontie`re externe du barreau cylindrique et de
saut de de´placement sur la surface propre a` la fissure.
Le cylindre entier est traite´ comme un super-e´le´ment discre´tise´ par e´le´ments de frontie`re, ou`
80 e´le´ments quadrilate´raux a` 8 noeuds sont utilise´s pour la discre´tisation de la surface externe
du cylindre et 80 e´le´ments de meˆme type sont utilise´s pour repre´senter la surface de la fissure. Le
choix des grandeurs R : rayon du barreau, H sa longueur ainsi que r : le rayon de la fissure, nous
a permis de comparer les re´sultats nume´riques obtenus avec la solution analytique bien connue
de la fissure circulaire en mode I en milieu infini [68]. L’e´cart avec la solution analytique sur
l’e´valuation du facteur d’intensite´ de contraintes KI est de 5.8 %, si l’on se contente d’utiliser
des e´le´ments ordinaires en front de fissure. Cette erreur relative tombe a` 0.9 % si la couronne
d’e´le´ments de frontie`re bordant le front est constitue´e d’e´le´ments a` noeuds au quart tels qu’ils
ont e´te´ de´crits en section pre´ce´dente et qui permettent ainsi une repre´sentation correcte de la
variation en racine carre´e de la distance au front du saut de de´placement.
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Super-élément fissuré  
H/2  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circulaire 
Figure VI.6 : Fissure interne circulaire dans un barreau cylindrique.
Figure VI.7 : Maillage de la fissure circulaire non de´bouchante.
VI.3.3 Conclusion et perspectives
Une formulation inte´grale variationnelle adapte´e a` l’e´tude d’un domaine e´lastique tridimen-
sionnel pre´sentant une fissure interne non de´bouchante a e´te´ de´veloppe´e dans le cadre de ce
chapitre. Nous avons proce´de´ a` la construction de la matrice de rigidite´ syme´trique d’un super-
e´le´ment inte´gral repre´sentant le domaine e´lastique fissure´. Cette matrice de rigidite´ est rajoute´e
a` celle du domaine comple´mentaire discre´tise´ par e´le´ments finis. Nous avons ensuite essaye´ de
donner une ide´e succincte sur la nature de l’e´le´ment spe´cial adjacent au front de fissure, capable
de repre´senter la singularite´ qui caracte´rise les champs de de´placements au voisinage de la fis-
sure. Le de´veloppement et l’implantation d’une telle matrice de rigidite´ du super-e´le´ment fissure´
en termes de degre´s de liberte´ de de´placement sur la frontie`re externe du domaine et de saut
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Figure VI.8 : Discontinuite´s de de´placements le long du rayon de la fissure.
de de´placement sur la surface propre a` la fissure, nous ont permis de proce´der a` une validation
nume´rique portant sur un barreau cylindrique pre´sentant une fissure circulaire, centre´e, en mode
I et non de´bouchante. Le cas ou` le barreau cylindrique est entaille´ par une fissure de´bouchante
reste bien e´videmment tout a` fait possible. Les re´sultats nume´riques en termes d’erreurs rela-
tives observe´es sur l’e´valuation des facteurs de contraintes KI , qui ont e´te´ compare´s a` la solution
bien connue de la fissure circulaire en mode I en milieu infini, restent tre`s convainquants.
Le prochain chapitre est celui qui de´crit une extension des formulations inte´grales de Galerkin
telles qu’elles sont utilise´es dans ce me´moire a` l’e´tude d’un domaine semi-infini prive´ d’une
cavite´ de´finie par sa surface ferme´e et qui constituera l’interface avec un sous domaine que
l’on discre´tisera par e´le´ments finis. Ce sous domaine pouvant bien e´videmment contenir des
non line´arite´s. Nous montrerons bien, a` travers ce chapitre la grande l’efficacite´ et utilite´ des
me´thodes inte´grales dans le traitement des milieux infinis ou semi-infinis.
Chapitre VII
Extension a` e´tude de l’interaction sol-structure
VII.1 Introduction
Un des points forts des me´thodes inte´grales est bien leur capacite´ a` pouvoir repre´senter des
domaines infinis ou semi-infinis sans avoir recours a` des troncatures artificielles. Ces dernie`res
demeurent une source d’erreurs et de lourdeur de calcul. Ce point est particulie`rement important
dans le domaine de la dynamique, ou` l’introduction de telles surfaces artificielles est a` l’origine
de re´flexions parasites d’ondes sortantes. Les proble`mes ne´cessitant la discre´tisation de milieux
infinis ou semi-infinis doivent en priorite´ eˆtre traite´s a` l’aide des me´thodes inte´grales. D’autre
part la pre´sence d’une re´gion pouvant contenir des non line´arite´s conduit a priori a` utiliser la
me´thode des e´le´ments finis, meˆme s’il est e´galement possible dans certains cas de de´crire cette
re´gion par les me´thodes inte´grales telles qu’elles sont introduites dans les travaux de Burgardt
[25] et ceux de Bonnet et al. [21]. Dans une telle situation, la proce´dure de couplage de´veloppe´e
dans les chapitres pre´ce´dents peut eˆtre d’un apport tre`s be´ne´fique.
Dans le pre´sent chapitre, nous nous proposons de de´crire des proble`mes traite´s par e´quations
inte´grales variationnelles syme´triques de Galerkin, faisant intervenir un espace semi infini a`
surface libre, tel que le sol, et ceci dans les deux configurations suivantes :
⋄ Dans un premier temps nous conside`rerons un sol dans lequel est creuse´e une cavite´ souter-
raine de frontie`re SC .
⋄ Dans un second temps, nous rajouterons un chargement P¯ a` la surface. Ce dernier peut
se re´sumer par exemple a` l’effet d’une fondation de frontie`re SF supportant une structure.
Le premier proble`me tel qu’il est introduit peut eˆtre traite´ par application du principe des
e´quations inte´grales variationnelles syme´triques de Galerkin de´crites dans [16, 17, 18], en prenant
le soin de choisir ade´quatement les solutions fondamentales et sous l’hypothe`se que les frontie`res
SC de la cavite´ et la frontie`re du demi-espace ∂Ω restent distinctes. Pour ce qui du proble`me
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Figure VII.1 : Demi-espace Ω, cavite´ souterraine SC et fondation SF .
intervenant en second point, une petite extension des formulations inte´grales telles qu’elles sont
de´crites jusqu’a` pre´sent est introduite pour bien prendre compte l’effet du chargement P¯ a` la
surface.
VII.2 Description du proble`me
La re´gion Ω de frontie`re ∂Ω est donc limite´e par le demi-espace y3 ≥ 0 et est prive´e de la
cavite´ de´finie par la surface ferme´e et borne´e Sc. Cette dernie`re constitue l’interface avec le sous
domaine borne´ discre´tise´ par e´le´ments finis. La portion de ∂Ω qui reste libre (T ki (x,y) = 0 pour
y3 = 0, i=1, 2, 3) est de´signe´e par ∂Ωo.
Il nous est offert deux possibilite´s pour la repre´sentation de ces proble`mes :
⋄ l’utilisation des solutions fondamentales de Kelvin utilise´es jusqu’a` pre´sent.
⋄ L’utilisation des solutions fondamentales de Mindlin intoduites dans [55, 56], qui ve´rifient
identiquement la condition de surface libre sur le plan y3 = 0
Dans le cas de l’utilisation des solutions de Kelvin, les inte´grales porteront sur l’ensemble des
surfaces introduites a` savoir : ∂Ωo, SF et SC . Comme la surface ∂Ωo est illimite´e et s’e´tend
donc jusqu’a` l’infini, on doit choisir entre :
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⋄ lors de l’e´tape de la discre´tisation, tronquer ∂Ωo a` une distance importante de la fondation
et de la cavite´,
⋄ Utiliser des e´le´ments de surface infinis [14, 34], ce qui suppose la connaissance du com-
portement asymptotique a` l’infini des champs e´lastiques
Pour que les inte´grales ne portent que sur les supports surfaciques SF et SC et e´liminer ainsi
toutes les contraintes duˆes a` la repre´sentation sur la frontie`re infinie ∂Ωo, il est recommande´
d’utiliser les solutions fondamentales de Mindlin. Le grand avantage reste une optimisation des
temps de calcul et une facilite´ dans la de´finition des maillages.
VII.2.1 Les solutions fondamentales de Mindlin
Les solutions fondamentales relatives a` l’espace semi-infini sont obtenues par superposition
des solutions de Kelvin et celles du proble`me de Boussinesq-Cerruti. Nous de´finissons x⋆ comme
e´tant le point syme´trique du point d’application de la force x par rapport ∂Ω (plan y3 = 0).
Posons alors que R est la distance euclidienne entre les points y et x⋆, R = ‖y − x⋆‖.
Les solutions fondamentales comple`tes en de´placements et en contraintes pour le demi-espace,
explicite´es dans [6], sont donc donne´es par :
U¯ki (x,y) = U
k
i (x,y) + U˘
k
i (x,y) (VII.1)
Σ¯kij(x,y) = Σ
k
ij(x,y) + Σ˘
k
ij(x,y) (VII.2)
La solution Uki (x,y) et Σ
k
ij(x,y) sont les solutions de Kelvin en de´placements respectivement
en contraintes donne´es par (II.13) et (II.14). Les solutions fondamentales comple´mentaires
U˘ki (x,y) et Σ˘
k
ij(x,y) sous leurs formes explicites sont donne´es en annexe D.
Nous rencontrerons deux situations de natures diffe´rentes selon que la cavite´ souterraine
touche la surface libre ou pas.
La cavite´ souterraine n’atteint pas la surface libre.
Pour tout x 6∈ ∂Ω c’est a` dire que SC ∩ ∂Ω ≡ ∅, et quand x ∼ y, seules les solutions de
Kelvin Uki (x,y) et Σ
k
ij(x,y) sont singulie`res, e´tant donne´ que dans ce cas pre´cis, il n’y a que la
distance r qui s’annule. Ainsi, nous incorporerons les de´compositions (VII.1) et (VII.2) dans les
expressions des formes biline´aires pre´sentes dans les formulations variationnelles syme´triques de
Galerkin. Les noyaux des inte´grales singulie`res sont donc donne´s par les solutions e´le´mentaires
singulie`res de Kelvin et les inte´grales sont e´value´es dans ce cas en appliquant les proce´dures
d’inte´gration singulie`re expose´es dans les pre´ce´dents chapitres. Les doubles inte´grales contenant
les solutions comple´mentaires U˘ki (x,y) et Σ˘
k
ij(x,y) demeurent re´gulie`res.
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La cavite´ souterraine atteint la surface libre.
Dans le cas ou` le point x ∈ ∂Ω, chacune des solutions e´le´mentaires de Kelvin ainsi que les
comple´mentaires deviennent singulie`res. On appliquera dans ce cas les proce´dures d’inte´gration
singulie`re expose´es jusqu’a` pre´sent pour l’e´valuation des solutions de Kelvin et les solutions
comple´mentaires. Le tenseur Bikqs donne´ par (II.53) est remplace´ par :
B¯ikqs = Bikqs + B˘ikqs (VII.3)
dans la forme biline´aire portant sur la surface Sc de la cavite´. Le tenseur B˘ikqs associe´ a` la
partie comple´mentaire de la solution de Mindlin, a e´te´ recemment de´veloppe´ par Mear [53].
VII.3 Demi-espace a` surface partiellement libre
Revenons au cas ou` l’on a creuse´ a` la frontie`re ∂Ω du demi-espace charge´ partiellement.
L’effet de la fondation sur le demi-espace est repre´sente´ par l’application du chargement P¯ .
Dans ce cas essayons d’e´crire les nouvelles expressions des inte´grales variationnelles syme´triques
de Galerkin, de´crivant ce proble`me.
VII.3.1 Formulations inte´grales variationnelles du proble`me
Stationnarite´ de l’e´nergie potentielle.
Soit la surface Sc = ST ∪ Su, et tenons compte de l’effet de la surcharge P¯ a` la surface libre
pour e´crire alors la condition de stationnarite´ de l’e´nergie potentielle comme suit :
δΠ(u).δu =
∫
Su
uD.Tn(δu) dS +
∫
ST
u.Tn(δu) dS −
∫
ST
tD.δudS
−
∫
Su
t.δudS −
∫
SF
p¯.δudS +
∫
SF
v.Tn(δu) dS = 0 (VII.4)
v e´tant le de´placement sur la surface SF .
Fonctions test en de´placement.
δuk(x) =
∫
ST
u˜i(y)nj(y)Σ¯
k
ij(x,y) dSy −
∫
Su
t˜i(y)U¯
k
i (x,y) dSy −
∫
SF
p˜i(y)U¯
k
i (x,y) dSy
(VII.5)
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Fonctions test en contraintes.
δσij(x) = Cklab
∫
ST
u˜k(y)nl(y)
∂
∂yb
Σ¯aij(y,x) dSy −
∫
Su
t˜k(y) Σ¯
k
ij(y,x) dSy
−
∫
SF
p˜i(y)Σ¯
k
ij(x,y) dSy (VII.6)
Nous avons de´fini p˜ comme e´tant le saut (δp+− δp−) a` travers la surface SF . En pariculier, on
remarque que pour tout point x de SF , les proprie´te´s de la solution fondamentale de Mindlin
entraˆınent que :
Tni (δu)(x) ≡ δσij(x)nj(x) = −p˜i(x) (VII.7)
La substitution de (VII.5) et (VII.6) dans (VII.4) et en tenant compte de (VII.7), nous conduit
a` e´crire les formulations inte´grales syme´triques, pour le proble`me aux limites mixtes conside´re´
comme suit : 

Buu(u, u˜) + Btu(t, u˜) + Bpu(p, u˜) = ℑu(u˜)
But(u, t˜) + Btt(t, t˜) + Bpt(p, t˜) = ℑt(t˜)
Bup(u, p˜) + Btp(t, p˜) + Bpp(p, p˜) = ℑt(t˜) +Dvp(v, p˜)
(VII.8)
Les diffe´rentes formes biline´aires qui interviennent dans la formulation ainsi e´crite et qui sont
duˆes a` la pre´sence de la charge P¯ a` la surface du demi-espace sont donne´es par :
Bpu(p, u˜) = −
∫
SF
∫
ST
p¯k(x)[u˜i(y)− u˜i(x)]nj(y) Σ¯
k
ij(x,y) dSy dSx (VII.9)
Bpt(p, t˜) =
∫
SF
∫
Su
p¯k(x) t˜i(y) U¯
k
i (x,y) dSy dSx (VII.10)
Bup(u, p˜) = −
∫
SF
p˜k(y)
∫
ST
[ui(x)− u
D
i (y)]nj(x) Σ¯
k
ij(y,x) dSx dSy (VII.11)
Btp(t, p˜) =
∫
SF
∫
Su
p˜i(y) tk(x) U¯
k
i (x,y) dSy dSx (VII.12)
Bpp(p, p˜) =
∫
SF
∫
SF
p˜i(y) p¯k(x) U¯
k
i (x,y) dSy dSx (VII.13)
De la meˆme manie`re nous de´finissons les diffe´rentes formes line´aires pre´sentes dans (VII.8)
comme suit :
ℑp(p˜) =
∫
SF
p˜k (y)
∫
Su
[uDi (x)− u
D
i (y)]nj(x)Σ¯
k
ij(y,x) dSx dSy
−
∫
ST
tDk (x)
∫
SF
p˜k(y) U¯
k
i (x,y) dSy dSx
Dvp(v, p˜) =
∫
SF
vi(x)p˜i(x) dSy (VII.14)
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Les autres formes biline´aires et line´aires non explicitement de´finies dans cette section, sont
formellement identiques a` celles donne´es dans (II.66) – (II.71) du chapitre (II), mais sont mait-
enant de´finies en tremes de la solution fondamentale de Mindlin.
VII.3.2 Couplage avec les e´le´ments finis
Proble`me de Neumann.
Dans ce cas nous avons ST = Sc et Su = ∅


B¯uu(u, u˜) + B¯tu(t, u˜) + B¯pu(p, u˜) = −Dtu(t, u˜)
B¯up(u, p˜) + B¯tp(t, p˜) + B¯pp(p, p˜) = Dvp(v, p˜)
(VII.15)
Proble`me de Dirichlet.
Dans ce cas, nous avons Su = Sc et ST = ∅


B¯ut(u, t˜) + B¯tt(t, t˜) + B¯pt(p, t˜) = 0
B¯up(u, p˜) + B¯tp(t, p˜) + B¯pp(p, p˜) = Dvp(v, p˜)
(VII.16)
Les formes biline´aires et line´aires pre´sentes dans les proble`mes de Neumann et de Dirichlet
de´crits ci dessus sont les suivantes :
Bpu(p, u˜) = −
∫
SF
∫
Sc
p¯k(x)[u˜i(y)− u˜i(x)]nj(y) Σ
k
ij(x,y) dSy dSx (VII.17)
Bpt(p, t˜) =
∫
SF
∫
Sc
p¯k(x) t˜i(y)U
k
i (x,y) dSy dSx (VII.18)
Bup(u, p˜) = −
∫
SF
p˜k(y)
∫
Sc
[ui(x)− u
D
i (y)]nj(x) Σ
k
ij(y,x) dSx dSy (VII.19)
Btp(t, p˜) =
∫
SF
∫
Sc
p˜i(y) tk(x)U
k
i (x,y) dSy dSx (VII.20)
Bpp(p, p˜) =
∫
SF
∫
SF
p˜i(y) p¯k(x)U
k
i (x,y) dSy dSx (VII.21)
Dvp(v, p˜) =
∫
SF
vi(x) p˜i(x) dSx (VII.22)
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Construction de la matrice de rigidite´.
Wdef (u) =
∫
Ω
σ(u) : ε(u)dV (VII.23)
=
∫
Sc
u.t dS +
∫
SF
v.p˜dS (VII.24)
=WF (VII.25)
Nous identifions le deuxie`me terme de la pre´ce´dente e´quation a` l’e´nergie de frontie`re WF du
domaine. Il reste a` exprimerWF =W (u,v) et nous e´crivons que si l’on conside`re la combinaison
((VII.15a) -(VII.15b)-(VII.16a)) nous de´duisons que :
−2WF = Buu(u, u˜)− Bpp(p, p˜)− Btp(t, p˜)− Bpt(p, t˜)− Btt(t, t˜) (VII.26)
et sous sa forme discre´tise´e :
−2W¯F = B¯uu(u, u˜)− B¯pp(p, p˜)− B¯tp(t, p˜)− B¯pt(p, t˜)− B¯tt(t, t˜) (VII.27)
Posons que u˜ = u, t˜ = t et p˜ = p et soient F et d deux vecteurs tels que :
F T = 〈p t〉
et
dT = 〈u v〉
Exprimons alors la relation qui existe entre F et d, faisons alors la sommation de (VII.16a) et
(VII.16b), nous e´crivons a` ce moment que :
F =M−1E d (VII.28)
ou` les matrices M et E sont donne´es comme suit :
M =
(
B¯pp B¯tp
B¯pt B¯tt
)
(VII.29)
E =
(
−B¯up −D¯vp
−B¯ut 0
)
(VII.30)
On pose alors que l’e´quation (VII.27) se met sous la forme :
2WF = F
TMF − uTBuuu (VII.31)
= dT
[
ETM−1E
]
d− uTBuuu (VII.32)
= dT
[
ETM−1E −L
]
d (VII.33)
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avec
L =
(
B¯uu 0
0 0
)
(VII.34)
WF =
1
2
dTKSEd (VII.35)
La matrice de rigidite´ du super e´le´ment inte´gral repre´sentant un semi-espace avec une cavite´ de
surface Sc est donne´e par :
KSE =
[
ETM−1E −L
]
(VII.36)
La matrice de rigidite´ du super e´le´ment inte´gral KSE est syme´trique et pre´sente une forme
similaire a` celle donne´e en (III.24).
VII.4 Conclusion
Une formulation inte´grale variationnelle a e´te´ propose´e pour l’e´tude d’un domaine semi-infini
a` surface partiellement libre et contenant une zone de non line´arite´s. Cette dernie`re est traite´e
par e´le´ments finis. L’utilisation des solutions fondamentales de Mindlin permettent, dans le cas
de la mode´lisation d’un espace semi-infini , de re´duire les supports ge´ome´triques a` discre´tiser
dans le domaine e´le´ments de frontie`re. Les repre´sentations inte´grales ne porteront dans ce cas
que sur des surfaces borne´es e´vitant ainsi toutes les contraintes lie´es a` des repre´sentations sur
des surfaces illimite´es et s’e´tendant jusqu’a` l’infini. En plus de la facilite´ qu’on peut rencontrer
dans la ge´ne´ration de maillages, le gain en temps de calcul est substantiel. La mise en oeuvre
de la matrice de rigidite´ ainsi construite reste une perspective a` nos travaux et nous espe´rons
re´aliser une application re´elle sur un proble`me de ge´otechnique.
Chapitre VIII
Conclusion ge´ne´rale
Nous avons pre´sente´ dans ce me´moire une formulation syme´trique pour le couplage me´canique
entre la me´thode des e´le´ments de frontie`re et celle des e´le´ments finis, dans le cadre de l’e´lasticite´
tridimensionnelle. Cette proce´dure de couplage s’appuie sur l’adaptation des me´thodes inte´grales
variationnelles syme´triques de Galerkin entie`rement re´gularise´es, a` la construction d’une matrice
de rigidite´ syme´trique d’un super-e´le´ment inte´gral, repre´sentant un domaine e´lastique sans forces
de volume.
Le de´veloppement d’un tel outil nume´rique entie`rement baˆti sur les concepts de la me´thode
des e´le´ments de frontie`re par approche de Galerkin, qui sont moins classiques et surtout plus
de´licats a` mettre en oeuvre que ceux de l’approche par collocations, ainsi que son implantation
dans les environnements e´le´ments finis de CAST3M ont permis de mettre en e´vidence l’aspect
de comple´mentarite´ de la me´thode des e´le´ments de frontie`re et celle des e´le´ments finis.
La concre´tisation de l’aspect de syme´trie des formulations inte´grales de Galerkin a e´te´ aussi
au premier rang de nos pre´occupations. A cet effet, un nouveau sche´ma d’inte´gration singulie`re
respectant parfaitement la syme´trie des formulations mises en jeu a e´te´ de´veloppe´, et a per-
mis non seulement d’ame´liorer d’une manie`re significative la pre´cision des re´sultats obtenus
mais aussi de re´duire le temps CPU. Certes, des ame´liorations devraient eˆtre apporte´es en vue
d’optimiser la phase d’inte´gration et de mieux cerner les performances des me´thodes inte´grales
de Galerkin.
La proce´dure de couplage syme´trique de´veloppe´e dans le cadre de ce travail est ope´rationnelle
dans CAST3M, comme l’attestent les diffe´rents exemples de validation pre´sente´s dans le cadre
de ce me´moire. Un e´ventail tre`s large des champs d’application reste a` explorer : propagation
de fissures, interaction sol-structure, proble`me e´lastoplastique en milieu infini... etc. L’efficacite´
de la me´thode a` traiter ce dernier proble`me cite´, a de´ja e´te´ de´montre´e a` travers l’exemple de la
cavite´ e´lastoplastique en milieu infini.
Comme nous avons jete´ les premie`res bases pour l’adaptation de la me´thode au traitement
119
120 Chapitre VIII. Conclusion ge´ne´rale
des proble`mes de la me´canique de la rupture. Nous avons en effet, donne´ une extension aux for-
mulations inte´grales variationnelles existantes pour prendre compte de la pre´sence d’une fissure
dans le solide. Nous avons propose´ ce travail comme une alternative a` l’application directe des
me´thodes ine´grales par collocations qui conduit a` la de´ge´ne´rescence de la formulation nume´rique.
Nous avons par ailleurs pu re´aliser une e´tude sur un barreau cylindrique fissure´ graˆce a` la con-
struction et a` l’implantation nume´rique du macro-e´le´ment fissure´ ainsi que le de´veloppement
d’un e´le´ment spe´cial (e´le´ment avec noeud au quart) en pointe de fissure. La mise au point d’un
tel outil de calcul repre´sente un grand inte´reˆt pour l’e´tude de la propagation de fissure ou` il est
particulie`rement aise´ de proce´der a` des remaillages surfaciques par e´le´ments de frontie`re.
L’extension des formulations inte´grales variationnelles de Galerkin a` l’e´tude des domaines
semi-infinis contenant une zone de non line´arite´, a e´te´ e´galement propose´e dans le cadre de
ce travail. Dans cette e´tude nous montrons clairement comment, moyennant l’utilisation des
solutions fondamentales de Mindlin, les repre´sentations inte´grales de´crivant ce type de proble`me
ne portent que sur des surfaces borne´es, e´vitant ainsi toutes les contraintes lie´es a` l’utilisation
des repre´sentations inte´grales sur des surfaces s’e´tendant jusqu’a` l’infini. L’e´tude a par contre,
e´te´ limite´e a` une e´tude analytique sans toutefois aller jusqu’a` l’implantation nume´rique. Nous
espe´rons aboutir rapidement a` des re´sultats nume´riques convainquants et de proce´der a` une
application simple sur un proble`me concret de la ge´otechnique.
Nous sommes bien convaincus qu’il reste a` ame´liorer la gestion des messages d’erreurs pour
cre´er plus de convivialite´ entre le code CAST3M et son utilisateur. Il convient e´galement
d’incorporer les e´le´ments triangulaires afin d’e´largir les possibilite´s dans la de´finition des diffe´rents
maillages.
En conclusion, nous e´mettons le souhait que ce pre´sent travail puisse doter la prochaine
version du code CAST3M, d’un outil de mode´lisation me´canique supple´mentaire qui permettra
a` l’utilisateur de profiter des nombreux avantages des me´thodes inte´grales et ceux de la me´thode
des e´le´ments finis.
Bibliographie ge´ne´rale
[1] Aliabadi, M. H., Rooke, D. P. Numerical fracture mechanics. Comp. Mech. Publ.,
Southampton and Kluwer Academic Press (1991).
[2] Andra¨, H., Schnack, E. Integration of singular Galerkin-type boundary element inte-
grals for 3D elasticity problems. Numerische Mathematik , 76, 143–165 (1997).
[3] Aubry, D., Clouteau, D. A subdomain approach to dynamic soil-structure interaction.
In V. Davidovici andR.W. Clough (ed.), Recent advances in earthquake engineering and
structural dynamics, pp. 251–272. Ouest Editions/AFPS, Nantes (1992).
[4] Aubry, D., Clouteau, D., Dompierre, J., Svay, J. The seismic borehole problem, a
mixed BEM-FEM modal approach in the frequency domain. In Proc. Numerical Methods
in Engineering’92 , Brussels (1992).
[5] Balakrishna, C, Gray, L J, Kane, J H. Efficient analytical integration of symmetric
Galerkin boundary integrals over curved elements: elasticity formulation. Comp. Meth. in
Appl. Mech. Engng., 117, 157–179 (1994).
[6] Balas, J., Sladek, J., Sladek, V. Stress analysis by boundary element methods.
Elsevier (1989).
[7] Banerjee, P. K., Butterfield, R. Boundary element methods in engineering sciences.
McGraw Hill, London (1981).
[8] Batoz, J. L., Dhatt, G. Mode´lisation des structures par e´le´ments finis. Hermes, Paris
(1990).
[9] Beer, G. Finite element boundary element and coupling analysis of unbounded problems
in elastostatics. Int. J. Num. Meth. in Eng., 19, 567–580 (1983).
[10] Beer, G., Meek, J. L. The coupling of boundary and finite element method for infinite
domain problems in elasticity. In C.A. Brebbia (ed.), Boundary element method , pp. 575–
591. Springer-Verlag (1981).
121
122 Bibliographie ge´ne´rale
[11] Belytschko, T, Chang, H S, Lu, Y Y. A variationally coupled finite element-boundary-
element method. Computers and Structures, 33, 21–29 (1989).
[12] Belytschko, T, Lu, Y Y. Singular integration in variationally coupled FE-BE method.
J. Engng. Math., 117, 820–835 (1991).
[13] Belytschko, T, Lu, Y Y. A variationally coupled FE-BE method for transient problem.
Int. J. Num. Meth. in Eng., 37, 91–104 (1994).
[14] Bettess, P. Infinite elements. Penshaw Press (1992).
[15] Blandford, G. E., Ingraffea, A. R., Liggett, J. A. Two dimensional stress intensity
factor computations using the boundary element method. Int. J. Num. Meth. in Eng., 17,
387–404 (1981).
[16] Bonnet, M. Equations inte´grales et e´le´ments de frontie`re.. CNRS Editions / Eyrolles,
Paris, France (1995).
[17] Bonnet, M. Regularized direct and indirect symmetric variational BIE formulations for
three-dimensional elasticity. Engng. Anal. with Bound. Elem., 15, 93–102 (1995).
[18] Bonnet, M. Boundary integral equations methods for Solids and Fluids. John Wiley and
sons (1999).
[19] Bonnet, M. communication personnelle (2000).
[20] Bonnet, M., Maier, G., Polizzotto, C. On symmetric galerkin boundary element
method. Appl. Mech. Rev., 51, 669–704 (1998).
[21] Bonnet, M., Mukherjee, S. Implicit BEM formulations for usual and sensitivity prob-
lems in elasto-plasticity using the consistent tangent operator concept. Int. J. Solids Struct.,
33, 4461–4480 (1996).
[22] Boussekine, A. Etude de la propagation de fissures par la me´thode des e´le´ments de
frontie`re. The`se de Doctorat, Universite´ de limoges, France (1994).
[23] Brebbia, C. A., Gregoriou, P. Combination of boundary and finite elements for
elastostatics. Appl. Math. Modelling , 3, 212–220 (1979).
[24] Bui, H. D. Me´canique de la rupture fragile. Masson (1978).
[25] Burgardt, B. Contrubution a` l’e´tude des me´thodes des e´quations inte´grales et a` leur
mise en oeuvre nume´rique en e´lastoplasticite´. The`se de Doctorat, Ecole centrale de Nantes,
France (1999).
Bibliographie ge´ne´rale 123
[26] Caperaa, S. Mode´lisation des interfaces et des singularite´s dans les structures par cou-
plage entre e´le´ments finis et e´quations inte´grales de frontie`res. The`se de Doctorat, Univer-
site´ de Limoges, France (1985).
[27] Caperaa, S., Ulmet, L. Equations inte´grales en e´lasticite´: de´veloppement d’un macro
e´le´ment a` contour ouvert. Rapport n0 84-f-1016, MIR (1986).
[28] Clouteau, D. Propagation d’ondes dans les milieux he´te´roge`nes. Application a` la tenue
des ouvrages sous se´ismes. The`se de Doctorat, Ecole Centrale de Paris, France (1990).
[29] Clouteau, D., Aubry, D. 3D seismic Soil-fluid-structure interaction for arch dams in-
cluding source and site effects. In Proc. of Eurodyn93 Int. Conf., pp. 1217–1224, Rotterdam
(1993). Balkema.
[30] Costabel, M. Symmetric methods for the coupling of finite elements and boundary
elements. In W L Wendland C A Brebbia, G Kuhn (eds.), Boundary Elements IX , pp.
414–420. Springer-Verlag, Berlin, Heidelberg (1987).
[31] Costabel, M, Stephan, E P. Coupling of finite and boundary elements methods for
elastoplastic interface problem. SIAM J. Numer. Anal., 27, 1212–1226 (1990).
[32] Crouch, S. L. Solution of plane elasticity problems by the displacement discontinuity
method. Int. J. Num. Meth. in Eng., 10, 301–343 (1976).
[33] Cruse, T. A. Boundary Element Analysis in Computational Fracture Mechanics. Kluwer
Academic Publishers (1988).
[34] Dangla, P. Couplage e´le´ments finis – e´quations inte´grales en e´lastodynamique et inter-
action sol-structure. The`se de Doctorat, Ecole Nationale des Ponts et Chausse´es, Paris,
France (1989).
[35] Davis, J. J., Rabinowitz, P. Methods of numerical integration. Academic Press (1975).
[36] Dhatt, G., Touzot, G. Une pre´sentation de la me´thode des e´le´ments finis . Maloine S.
A., Paris (1984).
[37] Gray, L. J., Chinta, B., Kane, J. H. Symmetric Galerkin fracture analysis. Engng.
Anal. with Bound. Elem., 15, 103–109 (1995).
[38] Guiggiani, M. Hypersingular formulation for boundary stress evaluation. Engng. Anal.
with Bound. Elem., 14, 169–179 (1994). (invited paper, special issue).
124 Bibliographie ge´ne´rale
[39] Haas, M, Kuhn, G. A symmetric Galerkin BEM implementation for 3D elastostatic
problems with an extension to higher-order elements. In A. Carini (ed.), Iabem 2000,
Brescia (Italie), pp. 125–127 (2000).
[40] Hsiao, G C. The coupling of boundary element and finite element methods. Z. Angew.
Math. Mech., 70, 493–503 (1990).
[41] Kanarachos, A., Provatidis, Ch. On the symmetrization of the BEM formulation.
Comp. Meth. in Appl. Mech. Engng., 71, 151–165 (1988).
[42] Kane, J. H., Balakrishna, C. Symmetric Galerkin boundary formulations employing
curved elements. Int. J. Num. Meth. in Eng., 36, 2157–2187 (1993).
[43] Karamanlidis, D. On a modified Hellinger-Reissner variational theorem for the analysis
of elastoplastic solids. Trans. of ASME , 55, 536–538 (1988).
[44] Kelly, D. W., Mustoe, G. G. W., Ziznkiewicz, O. C. Coupling boundary element
with other numerical methods. In P. K. Banerjee, R. Butterfield (eds.), Developments in
Boundary Element Methods, vol. 1. Applied science (1979).
[45] Kolino, K., Tsuwada, T., Seto, H., Tanaka, M. Hybrid stress analysis of boundary
and finite elements by superelement method. In J J Connor C A Brebbia (ed.), Advances
in Boundary Elements, pp. 27–38. Springer-Verlag, Berlin, Heidelberg (1989).
[46] Krishnasamy, G., Rizzo, F. J., Rudolphi, T. J. Hypersingular boundary integral
equations: their occurrence, interpretation, regularization and computation. In P. K. Baner-
jee, S. Kobayashi (eds.), Developments in Boundary Element Methods, vol. 7: Advanced
Dynamic Analysis, chap. 7. Elsevier (1992).
[47] Lachat, J. C., Watson, J. O. Effective numerical treatment of boundary integral
equations: a formulation for three-dimensional elastostatics. Int. J. Num. Meth. in Eng.,
10, 991–1005 (1976).
[48] Li, H. B., Han, G. M., Mang, H. A., Torzicki, P. A new method for the coupling
of finite element and boundary element discretized subdomains of elastic bodies. Comp.
Meth. in Appl. Mech. Engng., 54, 161–185 (1986).
[49] Li, S., Mear, M. E. Singularity-reduced integral equations for displacement discontinu-
ities in three-dimensional linear elastic media. Int. J. Fract., 93, 87–114 (1999).
[50] Li, S., Mear, M. E., Xiao, L. Symmetric weak-form integral equation method for
three-dimensional fracture analysis. Comp. Meth. in Appl. Mech. Engng., 151, 435–459
(1998).
Bibliographie ge´ne´rale 125
[51] Maier, G. On elastoplastic analysis by boundary elements. Mech. Res. Commun., 10,
45–52 (1983).
[52] Maier, G., Polizzotto, C. A Galerkin approach to boundary element elastoplastic
analysis. Comp. Meth. in Appl. Mech. Engng., 60, 175–194 (1987).
[53] Mear, M. Communication prive´e (2000).
[54] Mi, Y., Aliabadi, M. H. Dual boundary element method for analysis of 3-D crack
problems. In J. Dominguez C. A. Brebbia, F. Paris (eds.), Boundary Elements XIV , pp.
315–329. Comp. Mech. Publ., Southampton (1992).
[55] Mindlin, R. D. Force at a point in the interior of a semi-infinite solid. Physics, 7, 195–201
(1936).
[56] Mura, T. Micromechanics of Defects in Solids. Martinus Nijhoff (1982).
[57] Nedelec, J-C. Curved finite element methods for the solution of singular integral equa-
tions on surfaces in R3. Comp. Meth. in Appl. Mech. Engng., 8, 61–80 (1976).
[58] Nedelec, J. C. Approximation des e´quations inte´grales en physique et en me´canique.
Notes de cours, Ecole Polytechnique, Palaiseau, France (1977).
[59] Polizzotto, C. An energy approach to the boundary element method; Part II: Elastic-
plastic solids. Comp. Meth. in Appl. Mech. Engng., 69, 263–276 (1988).
[60] Portela, A., Aliabadi, M. H., Rooke, D. P. Dual boundary element method: efficient
implementation for cracked problems. Int. J. Num. Meth. in Eng., 33, 1269–1287 (1992).
[61] Rezayat, M., Shippy, D. J., Rizzo, F. J. On time-harmonic elastic wave analysis by
the boundary element method for moderate to high frequencies. Comp. Meth. in Appl.
Mech. Engng., 55, 349–367 (1986).
[62] Salencon, J. Me´canique des milieux continus (vols. 1,2,3). Presses de l’Ecole Polytech-
nique, Palaiseau, France (1992).
[63] Sauter, S. A., Lage, C. Transformation of hypersingular integrals and black-box cuba-
ture. Tech. rep., Technical Report n0 97-17, Universita˝t kiel (1997).
[64] Sirtori, S. General stress analysis method by means of integral equations and boundary
elements. Meccanica, 14, 210–218 (1979).
126 Bibliographie ge´ne´rale
[65] Sirtori, S., Maier, G., Novati, G., Miccoli, S. A Galerkin symmetric boundary
element method in elasticity: formulation and implementation. Int. J. Num. Meth. in
Eng., 35, 255–282 (1992).
[66] Sirtori, S, Miccoli, S, Korach, E. Symmetric coupling of finite elements and boundary
elements. In J. H. Kane, G. Maier, N. Tosaka, S. N. Atluri (eds.), Advances in Boundary
Element Techniques, pp. 407–427. Springer-Verlag (1993).
[67] Stroud, A. H., Secrest, D. Gaussian quadrature formulas. Prentice-Hall (1966).
[68] Tada, H., Paris, P., Irwin, G. The stress analysis of cracks handbook. Tech. rep., Del.
Research Corporation, Hellertown, Pennsylvania, USA (1973).
[69] Tanaka, M., Sladek, V., Sladek, J. Regularization techniques applied to boundary
element methods. Appl. Mech. Rev., 47, 457–499 (1994).
[70] Tullberg, O., Bolteus, L. A critical study of different boundary element stiffness
matrices. In C.A. Brebbia (ed.), Boundary element methods in engineering , pp. 621–635.
Springer-Verlag (1982).
[71] Ulmet, L. Perturbations du champ me´canique d’un mate´riau par la pre´sence
d’he´te´roge´ne´ite´s : mode´lisation des contacts par e´le´ments de frontie`re. The`se de Doctorat,
Universite´ de Limoges, France (1989).
[72] Ulmet, L. A boundary element method for stress analysis of bolted joints in structures.
In Computational Mechanics Publications. Elsevier applied science (1990).
[73] Ulmet, L. De´veloppement d’un code e´le´ments de frontie`re en e´lasticite´ 3D. Rapport
interne n0 8, Laboratoire de Ge´nie Civil d’Egletons (1997).
[74] Volait, F. Calcul d’un super-e´le´ment par une me´thode d’e´quation inte´grale. The`se de
Doctorat, Universite´ de Compie`ne, France (1980).
[75] Xiao, L. Symmetric weak-form inte´gral equation method for three dimensional fracture
analysis. The`se de Doctorat, University of Texas at Austin (1998).
[76] Zeng, X, Bielak, J. Stable symmetric finite element - boundary integral coupling
methods for fluid-structure interface problems. Engng. Anal. with Bound. Elem., 15, 79–91
(1995).
[77] Zeng, X, Bielak, J, MacCamy, R C. Unified symmetric finite element and boundary
integral variational coupling methods for linear fluid-structure interation. Num. Meth.
Partial Diff. Eq., 8, 451–467 (1992).
Bibliographie ge´ne´rale 127
[78] Zeng, X, Zhao, F. A coupled FE and boundary integral equation method based on
exterior domain decomposition for fluid-structure interface problems. Int. J. Solids Struct.,
31, 1047–1061 (1994).
[79] Zienkiewicz, O. C. The Finite Element Method: Basic Concepts and Linear Applica-
tions. McGraw Hill, fourth edn. (1989).
[80] Zienkiewicz, O C, Kelly, D W, Bettess, P. The coupling of the finite element method
and boundary solution procedures. Int. J. Num. Meth. in Eng., 11, 355–375 (1977).
[81] Zienkiewicz, O C, Kelly, D W, Bettess, P. Mariage a` la mode - The best of both
worlds (finite elements and boundary integrals) (1977). (Int. symp. On innovative numerical
analysis in applied engineering science, Versailles, France).
128 Bibliographie ge´ne´rale
Annexe A
Expression du rotationnel surfacique
L’ope´rateur du rotationnel surfacique introduit initialement par [58]. Conside´rons alors le champ
des de´placements u, le rotationnel surfacique qui lui est associe´ s’e´crit alors :
(Ru)iq(y) = ejfqnjui, f (y) (A.1)
Avec :
ui, f (y) =
∂ui
∂yf
(A.2)
∇ui =
∂ui
∂ξ1
a1 +
∂ui
∂ξ2
a2 (A.3)
D’autre part la normale unitaire n et l’e´le´ment d’aire dS au point y(ξ) d’un e´le´ment de surface
sont donne´es par la the´orie des surfaces :
dS = J(ξ) dξ1 dξ2 ξ ∈ [−1, 1]
2 (A.4)
nj =
1
J
(a1 ∧ a2)j =
1
J
ejab(a1)a (a2)b (A.5)
ou` (a1,a2) sont les vecteurs de la base naturelle du plan tangent a` l’e´le´ment de frontie`re E(y)
au point y(ξ). Nous avons :
(aα) =
Ne∑
m=1
Nm,α(ξ)y
m (A.6)
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ce qui nous permet de poser que :
ejfqnj =
1
J
ejfqejab(a1)a (a2)b
=
1
J
(δfa δqb − δfb δqa)(a1)a (a2)b
=
1
J
[(a1)f (a2)q − (a1)q (a2)f ]
ejfqnjui, f (x)dS =
[
∂ui
∂ξ1
(a2)q −
∂ui
∂ξ2
(a1)q
]
dξ1dξ2
=
Ne∑
m=1
[
∂ui
∂ξ1
(a2)q −
∂ui
∂ξ2
(a1)q
]
umi dξ1dξ2
or
(aα)q = (aα eq) avec q = 1, 3 (A.7)
Figure A.1 : De´finition de la base naturelle du plan tangent aα
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Re´gularisation de premier ordre
Ce processus de re´gularisation se base sur un passage a` la limite en indentant le domaine
Ω de la singularite´ et sur la connaissance d’une solution particulie`re ve´rifie´e par les solutions
e´le´mentaires , a` savoir l’identite´ de corps rigide pour pre´parer ce processus de passage a` la limite.
Identite´ de corps rigide
Conside´rons un solide borne´ Ω qui subit une translation rigide u0 avec forces de volume
nulles. Cet e´tat e´lastostatique ainsi de´fini ve´rifie les e´quations de l’e´quilibre e´lastique de´finies
en (II.4), (II.5) et (II.6). La formule de repre´sentation inte´grale (II.18) lui est ainsi applique´e de
fac¸on a` formuler l’e´criture de l’identite´ de corps rigide suivante :
κu0k + u
0
i
∫
∂Ω
T ki (x,y)dSy = 0 (B.1)
Nous pouvons aussi e´crire la pre´ce´dente relation pour une valeur particulie`re u0 = u(x), nous
e´crivons :
κuk(x) + ui(x)
∫
∂Ω
T ki (x,y)dSy = 0 (B.2)
Retranchons l’identite´ e´crite ci dessus a` la formule de repre´sentation inte´grale (II.18):
∫
∂Ω
{[ui(y)− ui(x)]T
k
i (x,y)− ti(y)U
k
i (x,y)}dSy = 0 (B.3)
A ce stade de de´monstration, cette relation reste valable pour tout point source x non situe´ sur
la frontie`re du domaine.
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Figure B.1 : Indentation du domaine Ω lors du passage a` la limite
Passage a` la limite.
Pour ce faire, x fixe´ e´tant choisi sur la frontie`re, l’approche classique consiste a` introduire,
pour tout ε > 0 suffisamment petit, un voisinage d’exclusion sphe´rique Bε(x), boule de centre x
et de rayon ε et on pose Ωε = Ω−Bε(x), sε = Ω∩∂Bε(x), eε = ∂Ω∩Bε(x) et ∂Ωε = ∂Ω−eε+sε.
Par construction, x 6∈ ∂Ωε, on e´tudie donc la limite pour ε→ 0 de l’e´quation (B.3) e´crite pour
le domaine Ωε de frontie`re (∂Ω− eε) + sε.∫
(∂Ω−eε)+sε
{[ui(y)− ui(x)]T
k
i (x,y)− ti(y)U
k
i (x,y)}dSy = 0 (B.4)
supposons donc que ui ∈ C
0,α en x. Alors, compte tenu des proprie´te´s de singularite´ suivantes
pour r infiniment petit :
Uki (x,y) = O(1/r)
Σkij(x,y) = O(1/r
2)
on peut poser que :
[ui(y)− ui(x)]T
k
i (x,y) ∼ ‖x− y‖
α−2 (B.5)
On peut a` ce stade de raisonnement examiner le passage a` la limite ε → 0 en conside´rant les
inte´grales sur sε et sur ∂Ω− eε se´pare´ment :
⋄ Inte´grale sur sε :
Tenons compte de (B.5) et du fait que ‖x−y‖ ∼ ε, dSy ∼ ε
2 dΩ (Ω n’est autre que l’angle
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solide vu du point x), on peut alors e´crire que :
[ui(y)− ui(x)]T
k
i (x,y)dSy ∼ ε
α dΩ
ti(y)U
k
i (x,y)dSy ∼ ε
α dΩ
et donc :
{[ui(y)− ui(x)]T
k
i (x,y)− ti(y)U
k
i (x,y)}dSy = O(ε
α) dΩ (B.6)
lim
ε→0
∫
sε
[ui(y)− ui(x)]T
k
i (x,y) = 0
lim
ε→0
∫
sε
ti(y)U
k
i (x,y)dSy = 0
⋄ Inte´grale sur ∂Ω− eε
Au voisinage de x, nous pouvons e´crire que :
[ui(y)− ui(x)]T
k
i (x,y) ∼ ‖x− y‖
α−2
ti(y)U
k
i (x,y) ∼ ‖x− y‖
α−2
Par conse´quent, l’inte´grale sur ∂Ω − eε admet une limite, qui n’est autre que l’inte´grale
impropre correspondante sur Ω. Nous posons alors que :
lim
ε→0
∫
∂Ω−eε
{[ui(y)− ui(x)]T
k
i (x,y)− ti(y)U
k
i (x,y)}dSy
=
∫
∂Ω
{[ui(y)− ui(x)]T
k
i (x,y)− ti(y)U
k
i (x,y)}dSy (B.7)
et finalement que
lim
ε→0
∫
Ωε
bi(y)U
k
i (x,y)dVy =
∫
Ω
bi(y)U
k
i (x,y)dVy (B.8)
ce qui nous conduit a` e´crire l’e´quation inte´grale de frontie`re re´gularise´e en de´placement comme
suit : ∫
∂Ω
{[ui(y)− ui(x)]T
k
i (x,y)− ti(y)U
k
i (x,y)}dSy =
∫
Ω
bi(y)U
k
i (x,y)dVy (B.9)
Cette dernie`re e´galite´ relie les valeurs des variables en de´placements u et en tensions t unique-
ment sur la frontie`re ∂Ω du domaine et fait intervenir des inte´grales convergentes et pre´sentant
des singularite´s inte´grables en y = x. Il est clairement de´montre´ lors de ce processus de
re´gularisation que les de´placements u doivent eˆtre de continuite´ C0,α (continuite´ au sens d’Ho¨lder),
ce qui ne pose aucune difficulte´ de mise en oeuvre nume´rique de l’e´quation inte´grale en de´placements.
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Annexe C
De´tails de programmation de l’ope´rateur EIVAR
Le code source du code CAST3M est e´crit en ESOPE et est traduit dans un premier temps
en FORTRAN 77 avant d’eˆtre envoye´ en compilation. Le macro-langage GIBIANE constitue
l’interface qui permet a` l’utilisateur de communiquer directement avec le programme. Un
ope´rateur de CAST3M cre´e un ou plusieurs objets. L’utilisation d’un ope´rateur de CAST3M
s’e´crit alors :
Re´sultat=OPE´RATEUR Ope´randes
Les Ope´randes forment l’ensemble des structures d’informations concerne´es par l’ope´rateur.
Nous avons adopte´ la meˆme de´marche pour introduire l’ope´rateur EIVAR.
C. 1 L’ope´rateur EIVAR
EIVAR, implante´ dans CAST3M, est un ope´rateur qui calcule la matrice de rigidite´ d’un
domaine tridimensionnel en e´lastostaticite´ a` l’aide de la me´thode des e´le´ments de frontie`re
syme´trique de Galerkin. La matrice de rigidite´ re´sultante KSE est syme´trique. Les diffe´rentes
e´tapes de programmation menant a` la construction d’une telle matrice seront expose´es dans
cette annexe. L’insertion d’un tel ope´rateur dans un code aux e´le´ments finis CAST3M a permis
de be´ne´ficier des environnements graphiques de ce dernier, disposant de mailleur automatique,
cartographie de contraintes, etc... Nous nous sommes donc abstenus de de´velopper de tels utili-
taires pour nous consacrer uniquement a` ce qui a constitue´ le coeur de notre travail. L’ope´rateur
EIVAR ainsi construit pre´sente deux aspects majeurs qui peuvent eˆtre re´sume´s comme suit :
⋄ L’ope´rateur EIVAR e´value la matrice de rigidite´ d’un domaine pre´sentant une ou plusieurs
surfaces. Cet aspect peut eˆtre bien exploite´ dans le traitement de domaines multizones
ou` les mate´riaux les constituant renferment des he´te´roge´ite´s de tailles, de formes et de
dispositions variables.
135
136 Annexe C. De´tails de programmation de l’ope´rateur EIVAR
⋄ L’ope´rateur EIVAR e´value la matrice de rigidite´ d’un domaine fini ou infini. A l’appel de
l’ope´rateur, il suffit de lui communiquer le mot cle´ INFI pour les domaines infinis, le mot
cle´ EXTE s’il s’agit d’un domaine exte´rieur a` la surface et INTE s’il s’agit d’un domaine
inte´rieur a` la surface.
C. 1.1 Syntaxe d’appel
Dans le cas d’un domaine fini multi-surfaces, de surfaces inte´rieure SURF1 et exte´rieure
SURF2, nous e´crivons la synthaxe d’appel suivante :
RIG1= EIVAR SURF1 ’INTE’ ’AUTO’ SURF2 ’EXTE’ ’AUTO’ (’MANU’ PO);
RIG1= EIVAR SURF1 ’INTE’ ’AUTO’ SURF2 ’INFI’ ’AUTO’ (’MANU’ PO);
RIG1 : re´sultat de type RIGIDITE´ , il de´signe la rigidite´ du super-e´le´ment.
SURF1 : objet de type MAILLAGE et de´signe le premier support du super-e´le´ment.
SURF2 : objet de type MAILLAGE et de´signe le deuxie`me support du super-e´le´ment.
INTE : mot clep´our de´signer que le domaine est inte´rieur a` la surface.
EXTE : mot clep´our de´signer que le domaine est exte´rieur a` la surface.
AUTO : La de´finition d’un point inte´rieur a` la surface se fait automatiquement.
MANU : La de´finition d’un point inte´rieur a` la surface se fait manuellement.
PO : Objet de type POINT de´signant le point rentre´ manuellement.
C. 1.2 Structuration de l’ope´rateur EIVAR
La notion de segment permet de donner la stucture OBJET au langage ESOPE. En effet un
segment est un regroupement de variables FORTRAN, il est re´fe´rence´ par un pointeur. La con-
naissance de cette variable pointeur nous permet d’acce´der a` toutes les variables contenues dans
le segment. Celui-ci peut eˆtre utilise´ comme me´moire de travail ou comme support d’information.
Dans le premier cas, le segment peut eˆtre supprime´ a` la fin du sous programme dans lequel il
est appele´, ce qui permet de libe´rer dynamiquement de la me´moire. Dans le deuxie`me cas cite´,
le segment est de´sactive´ pour rendre utilisable la me´moire vive qu’il occupe. Si l’on de´sire s’en
resservir dans un autre sous programme, il suffit de le re´activer. La structure des objets suppor-
tant le maillage, la rigidite´, les coordonne´es, etc... est de´finie dans des includes qu’on appelle
au de´but du sous programme dans lequel, ces objets seront utilise´s. Les objets de CAST3M
sont supporte´s par des segments. C’est ainsi que l’objet MAILLAGE par exemple, est supporte´
par le segment MELEME et est appele´ dans chaque sous programme dans lequel le maillage
est appele´ a` eˆtre lu, modifie´, duplique´, etc... De meˆme pour les objets des coordonne´es, de la
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rigidite´, etc... EIVAR appelle le sous programme coeur EIVINT ou` sont effectue´es l’ensemble
des ope´rations d’inte´gration et de construction des diffe´rentes matrices Bαβ et Dαβ . Il fait,
entre autre, appel et avant toute inte´gration aux sous programmes suivants :
⋄ EIGAUS : sous programme ou` sont stocke´s les points et poids de Gauss.
⋄ EIXSIN : sous programme qui effectue le passage des coordonne´es carte´siennes en coodonne´es
intrinse`ques a` chaque e´le´ment de frontie`re.
⋄ EISNOR : sous programme qui impose sur chaque e´le´ment le sens de la normale sor-
tante. Nous reviendrons un peu plus loin sur la manie`re dont a e´te´ mis au point ce sous
programme.
⋄ EINDDL : sous programme qui affecte a` chaque degre´ de liberte´ en de´placement ou en
tension une position dans les vecteurs correpondants. Cette proce´dure est appele´e une fois
et une seule avant de commencer les inte´grations. Dans ce sous programme est effectue´
e´galement le de´doublement automatique des noeuds en tensions losqu’il y a discontinuite´s
de tensions, au niveau des areˆtes et des coins. Ce sous programme sera e´galement de´taille´.
⋄ EIVIP : sous programme ou` sont e´value´s l’inversion et le produit matriciels B−1tt Btu.
⋄ EIVPM : sous programme ou` est e´value´ le produit matriciel ButB
−1
tt Btu.
⋄ EIVSM : sous programme ou` on effectue la soustraction : ButB
−1
tt Btu −Buu.
Suite a` l’appel de ces diffe´rentes sous programmes, la matrice K est forme´e, il ne nous reste
plus qu‘a` cre´er un nouvel objet de type RIGIDITE´ . Cet objet permet d’associer la rigidite´ ainsi
calcule´e au maillage du super-e´le´ment inte´gral. Ce dernier doit eˆtre constitue´ d’un e´le´ment
unique, il s’ave`re donc ne´cessaire de cre´er un nouvel objet de type MAILLAGE qui ne soit
re´duit qu’a` ce seul e´le´ment de type surfacique.
C. 2 Cre´ation du nouvel objet rigidite´
Dans CAST3M l’objet RIGIDITE´ est supporte´ par les segments MRIGID, XMATRI, IMA-
TRI, DESCR, IMGEOD. Toute ope´ration s’y rattachant passe d’abord par l’appel a` l’include
INC SMRIGID.
⋄ Le segment DESCR contient les tableaux :
– LISINC : ou` est de´fine la nature des inconnues primales de la matrice de rigidite´.
– LISDUA : ou` est de´fine la nature des inconnues duales de la matrice de rigidite´.
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– NOELEP : tableau ou` l’on affecte chaque inconnue primale au noeud correspondant.
– NOELED : tableau ou` l’on affecte chaque inconnue duale au noeud correspondant.
La ge´ome´trie du super-e´le´ment inte´gral e´tant compose´e d’un e´le´ment unique a` NBRN noeuds
ge´ome´triques, pour le noeud i, les inconnues correspondantes dans les trois directions sont :
⋄ la (3i− 2) e`me inconnue primale est Ux et la duale est Fx.
⋄ la (3i− 1) e`me inconnue primale est Uy et la duale est Fy.
⋄ la (3i) e`me inconnue primale est Uz et la duale est Fz.
Apre`s avoir initialise´ le segment DESCR, nous avons proce´de´ a` la construction des diffe´rents
tableaux cite´s dessus comme suit :
⋄ Boucle sur les noeuds : I = 1, NBRN ( J = 3(I − 1) )
– Remplissage du tableau LISINC
LISINC(J+1)=Ux
LISINC(J+2)=Uy
LISINC(J+3)=Uz
– Remplissage du tableau LISDUA
LISDUA(J+1)=Fx
LISDUA(J+2)=Fy
LISDUA(J+3)=Fz
– Remplissage du tableau NOELEP
NOELEP(J+1)=I
NOELEP(J+2)=I
NOELEP(J+3)=I
– Remplissage du tableau NOELED
NOELED(J+1)=I
NOELED(J+2)=I
NOELED(J+3)=I
⋄ Fin de la boucle sur les noeuds.
⋄ Le segment IMATRI contenant le tableau IMATTT
– IMATTT(K)=IPO est le pointeur sur le segment de type XMATRI contenant la matrice
de rigidite´, K e´tant le nombre d’objets e´le´mentaires du maillage conside´re´ et est e´gal
a` 1 dans notre cas, puisque, le maillage du super e´le´ment inte´gral n’est constitue´ que
d’un seul et unique e´le´ment.
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⋄ Le segment XMATRI est le segment qui contient les valeurs de la matrice de rigidite´.
⋄ Le segment MRIGID est le segment qui contient les tableaux COERIG, IRIGEL.
– Remplissage du tableau COERIG.
COERIG(K)=1 de´signe un coefficient multiplicateur.
– Remplissage du tableau IRIGEL.
IRIGEL(1,K) est le pointeur sur l’objet ge´ome´trie.
IRIGEL(2,K)=0 car il n’y a pas de ge´ome´trie en frottement.
IRIGEL(3,K)=DESCR
IRIGEL(4,K)=IMATRI
IRIGEL(5,K)=0
IRIGEL(6,K)=0 correspond a` la nature de la relation de´finissant la ge´ome´trie, dans
notre cas, c’est l’e´galite´.
IRIGEL(7,K)=0 si la matrice est syme´trique et c’est le cas de la matrice de´rivant de
l’approche variationnelle de Galerkin.
IRIGEL(7,K)=1 si la matrice n’est pas syme´trique et c’est le cas de la matrice de´rivant
de l’approche par collocations.
Nous de´finissons le type de la matrice ainsi cre´e comme e´tant une rigidite´, en posant que
MTYMAT=RIGIDITE´. Pour associer le nouvel objet de type rigidite´ ainsi cre´e a` la variable GIBIANE
correspondante, nous appelons le sous programme ECROBJ.
⋄ CALL ECROBJ(RIGIDITE´, MRIGID)
Ce sous programme sert a` rendre le re´sultat de type rigidite´ et de valeur associe´e MRIGID.
C. 3 Sous programme EISNOR
Dans les formulations inte´grales, nous avons vu que la normale en chaque point doit eˆtre
sortante du domaine conside´re´. Ne´gliger cette hypothe`se peut eˆtre source d’erreurs importantes.
Il a fallu donc construire un algorithme qui veille a` ce que cette exigence soit parfaitement
respecte´e en tout point de chaque e´le´ment d’inte´gration. Cet algorithme est construit dans le sous
programme EISNOR. Pour cela, il convenait de veiller au sens de rotation de la nume´rotation
locale des noeuds composant chaque e´le´ment. On devait respecter impe´rativement le sens de
rotation trigonome´trique, l’e´le´ment e´tant vu de l’exte´rieur. Le mailleur de CAST3M ne respecte
pas cette condition et affecte aux diffe´rents e´le´ments un sens de nume´rotation ale´atoire. Le
de´veloppement du sous programme EISNOR nous a permis de de´tecter pour chaque e´le´ment le
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Normale sortante 
Sens de la numérotation
 des noeuds de l'élément
Figure C.1 : De´finition du sens de la normale sortante
sens de nume´rotation locale des noeuds et de stocker l’information dans le segment NORMEL pour
l’utiliser un peu plus loin dans le programme.
Le sous programme EISNOR est appele´ une seule fois, depuis le sous programme EIVAR avant
le sous programme EIVINT des inte´grations.
C. 3.1 Principe de l’algorithme
variables d’entre´es.
MELEME : de´signe le pointeur sur le segment MELEME correspondant au maillage de surface du
super-e´le´ment.
ICLE1 : pointeur sur le mot cle´ pour pre´ciser si le domaine est inte´rieur ou exte´rieur a` la surface
et s’il est infini.
ICLE2 : pointeur sur le mot cle´ qui pre´cise si le point inte´rieur est choisi automatiquement
(barycentre des noeuds ge´ome´triques) ou si on doit avoir recours a` une de´finition manuelle de
ce point.
IPCEN : est le pointeur sur le point inte´rieur e´ventuel, rente´ manuellement.
Variables de sorties
NORMEL : de´signe le pointeur sur le tableau ISENS, qui de´fintit le sens de rotation de chaque
e´le´ment. Pour l’e´le´ment I, nous avons :
⋄ ISENS(I)=+1 si le sens est trigonome´trique, avec une vue de l’exte´rieur sur l’e´le´ment
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⋄ ISENS(I)=-1 dans le cas contraire.
L’algorithme est base´ sur le principe qui conside`re que tous les e´le´ments d’une surface, vus
de l’exte´rieur, ont le meˆme sens de rotation lors de la nume´rotation des noeuds. Cette condition
est satisfaite si et seulement si le long de tout cote´ commun aux deux e´le´ments, les sens de
parcours correspondants a` ces deux e´le´ments sont oppose´s.
Coté commun aux deux éléments
Figure C.2 : Sens de parcours oppose´s le long du cote´ en commun a` deux e´le´ments.
L’algorithme consiste a` partir d’un e´le´ment de re´fe´rence, pour lequel on connait le sens de
nume´rotation, et a` de´terminer le sens de rotation des 3 ou 4 e´le´ments voisins par l’examen des
sens de parcours relatifs des cote´s de l’e´le´ment. Chaque nouvel e´le´ment dont le sens est ainsi
de´termine´ peut permettre de de´finir le sens de ses e´le´ments voisins ainsi de suite.. Chaque
e´le´ment susceptible de renseigner les e´le´ments voisins est inscrit dans une liste. Un e´le´ment dont
on a e´puise´ les renseignements est supprime´ de la liste. Une fois que le sens de nume´rotation
des noeuds de chaque e´le´ment est de´termine´, il reste a` ve´rifier que la normale est sortante en
chaque e´le´ment, si tel n’est pas le cas, une inversion du sens de la normale sur tous les e´le´ments
s’impose. Pour ce faire, il est utile d’estimer le flux F traversant la surface totale du maillage,
issu d’une source unitaire place´e en un point inte´rieur du domaine, dans ce cas pre´cis ‖F‖ ≃ +1.
Si le flux calcule´ est ne´gatif, c’est a` dire que ‖F‖ ≃ −1, alors le sens de la normale de tous les
e´le´ments doit eˆtre inverse´e. Par contre si le flux calcule´ est proche de ze´ro, alors un message
d’erreur s’affiche indiquant que le barycentre ou le point rentre´ manuellement est exte´rieur a` la
surface du super-e´le´ment.
Calcul du flux.
Soit E un e´le´ment du domaine, de surface SE et a` travers lequel le flux F est e´value´. soit CE
de coordonne´es (ξ1 = 0, ξ2 = 0) son centre. Le point inte´rieur du domaine conside´re´ est de´signe´
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par G. Notons rg la distance entre les deux points CE le centre de l’e´le´ment conside´re´, a` travers
lequel on e´value le flux. Dans ce cas le flux est donne´ par :
F =
1
π
∫
SE
1
r3g
~n .~rg ISENS(E) Jy(ξ) dξ1dξ2 (C.1)
Il ne reste plus qu’a` mettre le segment NORMEL en sortie pour une utilisation ulte´rieure. Ce
sens de la normale ISENS(I) sera multiplie´ aux composantes de la normale en chaque e´le´ment,
de´termine´es dans les sous programmes EIVNOY1 et EIVNOY2 qui calculent les composantes tenseurs
de Kelvin en de´placements Uki , en tension T
k
i ainsi que celles du tenseur Biqks.
C. 4 Sous programme EINDDL
Au stade de la construction des matrices Buu, But, Btu, Btt, il est ne´cessaire de connaitre
l’emplacement de chaque degre´ de liberte´ en de´placement et en tension dans les vecteurs corre-
spondants. EINDDL est appele´ une seule fois avant meˆme d’appeler le sous programme EIVINT
ou` l’on effectue les diffe´rentes inte´grations et la construction matricielle. A cet effet, les tableaux
IDU et IDT contenus dans le segment MDDL sont cre´es pour associer directement a` chaque degre´
de liberte´ en de´placement et en tension sa position correspondante dans les matrices Buu, But
et Btt. Ce sous programme effectue e´galement le de´doublement automatique des noeuds en
tensions, lorsqu’il y a discontinuite´ du vecteur tension, en utilisant un crite`re de discontinuite´ de
la normale. Lorsqu’il ya discontinuite´ de tension en un noeud, on de´finit des familles d’e´le´ments
pour lesquelles la tension est continue.
C. 4.1 Principe de l’algorithme
Ce sous programme utilise comme variables d’entre´es le pointeur sur le maillage de surface
du super e´le´ment, le pointeur sur le segment NORMEL qui donne le sens sortant de la normale
en chaque e´le´ment, ainsi que le pointeur sur les coordonne´es intrinse`ques de chaque e´le´ment.
En variable de sortie, le sous programme EINDDL pre´sente le pointeur sur le segment MDDL
correspondant aux positions des ddl en de´placements et en tensions dans les diffe´rentes matrices.
Dans ce sous programme nous avons de´clare´ deux segments :
⋄ Le segment MDDL.
⋄ Le segment MEMCOMPT.
Le segment MDDL contient les variables IDU et IDT sous forme de tableaux. Ainsi la valeur
IDU( Numelem,Numnoeud ,Numdir) est e´gale a` la position, dans la tableau des de´placements u,
de la composante en de´placement de direction nume´ro Numdir (Numdir=1, 3) du noeud local
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nume´ro Numnoeud (Numnoeud=1, 8) de l’e´le´ment nume´ro Numelem (Numelem=1, Nombre
total d’e´le´ments). Ce segment sera la variable de sortie du sous programme et sera directement
utilise´ dans le sous programme EIVINT, lors de la construction des diffe´rentes matrices. Nous
avons suivi les e´tapes suivantes :
⋄ Comptage du nombre total d’e´le´ments de la ge´ome´trie et cre´ation du segment MDDL.
⋄ Comptage du nombre total des noeuds de la ge´ome´trie et cre´ation du segment MEM-
COMPT. Ce segment est utilise´ comme me´moire de travail, sera appele´ le long du sous
programme pour eˆtre enfin supprime´ a` la fin de ce dernier.
Les tableaux IDU et IDT sont construits en suivant les e´tapes suivantes :
⋄ Boucle sur les e´le´ments surfaciques Ee
– Boucle sur les noeuds ge´ome´triques Ne.
†De´but de test pour les noeuds en de´placement :
si le noeud est rencontre´ pour la premie`re fois alors:
∗ Boucle sur les trois directions i=1, 3
Cre´ation des 3 positions dans le tableau IDU .
∗ Fin de boucle sur les directions
†Fin de test pour les noeuds en de´placement
– Fin de boucle sur les noeuds ge´ome´triques
⋄ Fin de boucle sur les e´le´ments.
n1
n3
n2
Figure C.3 : De´finition de trois noeuds au niveau d’un coin.
Le vecteur tension, fonction line´aire de la normale unitaire est discontinu au passage de
singularite´s ge´ome´triques, telles que areˆtes, coins. Pour les noeuds supportant les tensions
l’algorithme tient compte en plus de cette e´ventuelle discontinuite´ au passage des areˆtes ou
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des coins. C’est ainsi qu’a` l’inte´rieur des meˆmes boucles sur les e´le´ments et sur les noeuds
ge´ome´triques pre´ce´dentes, nous avons inclus le calcul des composantes de la normale a` chaque
noeud conside´re´. Si le test re´ve`le que lors de la premie`re rencontre du noeud Ni, sa normale
e´tait n1 et que celle-ci devient n2 6= n1 quand on a rencontre´ le meˆme noeud Ni une seconde
fois. Nous nous sommes propose´s donc d’e´valuer l’angle θ(n1,n2) entre les deux normales en
nous fixant un angle seuil θ = π6 au dela duquel nous proce`derons a` un de´doublement du noeud.
Annexe D
Solutions fondamentales de Mindlin
Dans cette annexe, nous nous proposons de donner les diffe´rentes expressions des solutions
comple´mentaires que nous avons introduites dans le chapitre (VII).
Soit x⋆ est le point syme´trique du point d’application de la force x par rapport ∂Ω (plan
y3 = 0). R est la distance euclidienne entre les points y et x
⋆, R = ‖y − x⋆‖.
Les solutions fondamentales comple`tes repectivement en de´placements et en contraintes pour
le demi-espace sont donc donne´es par :
U¯ki (x,y) = U
k
i (x,y) + U˘
k
i (x
⋆,y) (D.1)
Σ¯kij(x,y) = Σ
k
ij(x,y) + Σ˘
k
ij(x
⋆,y) (D.2)
La solution Uki (x,y) et Σ
k
ij(x,y) sont les solutions de Kelvin en de´placements respectivement
en contraintes donne´es par (II.13) et (II.14). Les formes explicites des solutions fondamentales
comple´mentaires en de´placements U˘ki (x
⋆,y) sont donne´es par :
U˘33 (x
⋆,y) = A
[
8(1− ν)2 − (3− 4ν)
R
+
(3− 4ν)R23 − 2y3x3
R3
+
6y3x3R
2
3
R5
]
(D.3)
U˘3a (x
⋆,y) = Ara
[
(3− 4ν)r3
R3
+
6y3x3R3
R5
−
4(1− ν)(1− 2ν)
R(R+R3)
]
(D.4)
U˘a3 (x
⋆,y) = Ara
[
(3− 4ν)r3
R3
+
6y3x3R3
R5
−
4(1− ν)(1− 2ν)
R(R+R3)
]
(D.5)
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Figure D.1 : Demi-espace : de´finition du point courant y, du point source x et de son image x⋆.
U˘11 (x
⋆,y) = A
[
1
R
+
(3− 4ν)r21
R3
+
2y3x3
R3
(
1− 3
r21
R2
)]
+A
[
4(1− ν)(1− 2ν)
(R+R3)
(1−
r21
R(R+R3)
]
(D.6)
U˘22 (x
⋆,y) = A
1
16πµ(1− ν)
[
1
R
−
(3− 4µ)r22
R3
+
2y3x3
R3
(
1− 3
r22
R2
)]
A
[
4(1− ν)(1− 2ν)
(R+R3)
(1−
r22
R(R+R3)
]
(D.7)
U˘21 (x
⋆,y) = Ar1 r2
r1 r2
16πµ(1− ν)
[
(3− 4µ)
R3
−
6y3x3R3
R5
+
4(1− ν)(1− 2ν)
R(R+R3)
2
]
(D.8)
= U˘12 (x
⋆,y) (D.9)
sachant que :
A =
1
16πµ(1− ν)
a = 1, 2
Les expressions des solutions comple´mentaires en contraintes sont les suivantes :
Σ˘333(x
⋆,y) = B
[
(1− 2ν)
R3
r3 − 3
(3− 4ν)R23y3 −R3x3(5y3 − x3)
R5
−
30y3x3R
3
3
R7
]
(D.10)
Σ˘33a(x
⋆,y) = Σ˘3a3(x
⋆,y)
= B ra
[
(1− 2ν)
R3
r3 − 3
(3− 4ν)R3y3 − x3(3y3 + x3)
R5
−
30y3x3R
2
3
R7
]
(D.11)
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Σ˘311(x
⋆,y) = B
[
(1− 2ν)
R3
(3r3 − 4νR3) + 3
2x3R3(y3 − 2νR3)− (3− 4ν)r3r
2
1
R5
]
−B
[
30y3x3R3r
2
1
R7
+
4(1− ν)(1− 2ν)
R(R+R3)
[
1−
r21
R
(
1
R
+
1
R+R3
)
]]
(D.12)
Σ˘322(x
⋆,y) = B
[
(1− 2ν)
R3
(3r3 − 4νR3) + 3
2x3R3(y3 − 2νR3)− (3− 4ν)r3r
2
2
R5
]
−B
[
30y3x3R3r
2
2
R7
+
4(1− ν)(1− 2ν)
R(R+R3)
[
1−
r22
R
(
1
R
+
1
R+R3
)
]]
(D.13)
Σ˘312(x
⋆,y) = Σ˘321(x
⋆,y)
= Br1r2
[
−3(3− 4ν)
r3
R5
−
30y3x3R3
R7
+
4(1− ν)(1− 2ν)
R(R+R3)
(
1
R
+
1
R+R3
)]
(D.14)
Σ˘133(x
⋆,y) = B r1
[
−
(1− 2ν)
R3
r3 − 3
(3− 4ν)R23 − 2x3(x3 + (1− 2ν)R3)
R5
+
30y3x3R
2
3
R7
]
(D.15)
Σ˘233(x
⋆,y) = B r2
[
−
(1− 2ν)
R3
− 3
(3− 4ν)R23 − 2x3(x3 + (1− 2ν)R3)
R5
+
30y3x3R
2
3
R7
]
(D.16)
Σ˘122(x
⋆,y) = B r1
[
(1− 2ν)(3− 4ν)
R3
− 3
(3− 4ν)R23 − 2x3(x3 + (1− 2ν)R3)
R5
]
+B r1
[
30y3x3r
2
2
R7
−
4(1− ν)(1− 2ν)
R(R+R3)2
(
1−
r22
R
(
1
R
+
2
R+R3
))]
(D.17)
Σ˘211(x
⋆,y) = B r2
[
(1− 2ν)(3− 4ν)
R3
− 3
(3− 4ν)R23 − 2x3(x3 + (1− 2ν)R3)
R5
]
+B r2
[
30y3x3r
2
1
R7
−
4(1− ν)(1− 2ν)
R(R+R3)2
(
1−
r21
R
(
1
R
+
2
R+R3
))]
(D.18)
Σ˘111(x
⋆,y) = B r1
[
(1− 2ν)(5− 4ν)
R3
− 3
(3− 4ν)r21
R5
+ 6
x3
R5
(
2νR3 − 3y3 + 5
x3r
2
1
R2
)]
−B r1
[
4(1− ν)(1− 2ν)
R(R+R3)2
(
3−
r21
R
(
1
R
+
2
R+R3
))]
Σ˘222(x
⋆,y) = B r2
[
(1− 2ν)(5− 4ν)
R3
− 3
(3− 4ν)r22
R5
+ 6
x3
R5
(
2νR3 − 3y3 + 5
x3r
2
2
R2
)]
−B r2
[
4(1− ν)(1− 2ν)
R(R+R3)2
(
3−
r22
R
(
1
R
+
2
R+R3
))]
Σ˘113(x
⋆,y) = B
[
(1− 2ν)r3
R3
− 3(3− 4ν)
r21R3
R5
+
6x3
R5
(
(1− 2ν)r21 − y3R3
)
+
30x3y3r
2
1R3
R7
]
(D.19)
= Σ˘131(x
⋆,y) (D.20)
Σ˘112(x
⋆,y) = Br2
[
(1− 2ν)
R3
− 3(3− 4ν)
r21
R5
−
6x3y3
R5
(
1− 5
r21
R2
)]
−Br2
[
4(1− ν)(1− 2ν)
R(R+R3)2
(
1−
r21
R
(
1
R
+
2
R+R3
))]
= Σ˘121(x
⋆,y) (D.21)
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Σ˘123(x
⋆,y) = Σ˘132(x
⋆,y) = Br1r2
[
−3(3− 4ν)
R3
R5
−
6x3
R5
(
1− 2ν +
5y3R3
R2
)]
(D.22)
Σ˘212(x
⋆,y) = Σ˘221(x
⋆,y) =
r1
r2
Σ˘112(x
⋆,y) (D.23)
Σ˘213(x
⋆,y) = Σ˘231(x
⋆,y) = Σ˘123(x
⋆,y) (D.24)
Σ˘223(x
⋆,y) = B
[
(1− 2ν)
r3
R3
− 3(3− 4ν)
r22R3
R5
+
6x3
R5
(
(1− 2ν)r22 − y3R3 +
30x3y3r
2
2R3
R7
)]
(D.25)
= Σ˘232(x
⋆,y) (D.26)
avec
B =
1
8π(1− ν)
a = 1, 2
