This paper studies a heterogeneous multiple channel environment (HMCE), in which the channels are controlled by different wireless operators. To the best of our knowledge, there is no previous research on this scenario. In this paper, we first present the architecture for HMCE which makes use of a centralized index server to broadcast index information about the broadcast data on a dedicated index channel. An analog can be drawn between HMCE and WWW: the wireless operators are web sites and the index channel is Google; Google indexes web pages so that users can find the web pages they want, whereas in HMCE the index channel indexes the data channels to help mobile users to find the data on the air.
Introduction
The rapid advance of wireless communication There are two major modes for MCs to access information on the wireless channels: pull-based on-demand mode, which collects the queries sent by the MCs through an uplink channel, and then delivers the requested data through the downlink channel; push-based broadcasting mode, which broadcast data on the broadcast channel continuously according to some previous data access statistics in order to reduce access latency and consumption of bandwidth, thus effectively allowing a large number of MCs to access information simultaneously. Furthermore, as receiving messages consumes less power than sending messages, MCs are able to stay longer with the limited power supplies in the broadcasting environment.
Because of business, economic and technical reasons, some service providers may want to use multiple low-bandwidth channels to achieve high combined bandwidth instead of getting a single high-bandwidth channel. In this homogeneous multi-channel environment, the server has full control over all channels in terms of scheduling data on the channels and will most likely use a fixed indexing and scheduling scheme. A mobile client typically subscribes to one or a few wireless operators and as such it is easy to identify the available channels and scan them to pick out the interesting information.
In this paper, we study a heterogeneous multiple channel environment (HMCE), which, in contrast, consists of a large number of wireless operators ranging from phone companies to amateurs operating in public radio frequency bands (e.g., Starbucks) [9] . The wireless operators disseminate information on channels that are not related or unorganized. An analog can be drawn between HMCE and WWW. In HMCE, the data channels are the web sites and the broadcast data are the web pages. MCs is to search all broadcast channels, but this is very time consuming and uses up a lot of battery power. Another way is to announce the data indices through a dedicated index channel so that MCs can identify where the data will be broadcast. In HMCE, we propose to makes use of a centralized index server to broadcast index information about the broadcast data on a dedicated index channel.
Mobile clients listen to the index channel and then tune into the data channel according to the index information and scan for the data it wants. In other words, the index server/channel is the "Google" of the data on the air.
Researchers have proposed different broadcast scheduling [1, 2, 3] and indexing schemes [4, 5, 6] in order to reduce power consumption for a single broadcast
channel. Yet, scheduling and indexing methods used in a single channel broadcast may not be directly applied to a multi-channel environment. There are also studies on multiple channel scheduling and indexing [3, 4, 7] that focus on a homogeneous multiple channel environment. To the best of our knowledge, there is no previous research on the HMCE scenario.
In this paper, the architecture of HMCE is proposed.
We introduce indexing methods to reduce the time and energy used to search for data on multiple data channels. Three indexing models are described. Simulation results are obtained to evaluate the performance of the three proposed methods.
The rest of this paper is organized as follows. Section 2 introduces the background and related work on wireless broadcast. Section 3 describes the proposed methods for data indexing. Section 4 evaluates the performance of the proposed methods. Section 5 concludes the paper.
Background
In single channel environment, one way of reducing power consumption is by selective tuning [6, 5] , which enables MCs to switch into active mode (power consuming) only when the expected data is being broadcast. A server is required to broadcast indexing information to make selective tuning works.
The (1, m) indexing scheme [6, 5] is an index allocation method that involves the complete index being 
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Three indexing schemes in the centralized model for data dissemination in a HMCE are proposed.
Basic Model
The key point in the centralized model is the central index server (CIS), which is used to manage and broadcast index information about the data being broadcast on all of the broadcasting channels. In the architecture, we define the broadcast agent (BA) as any individual that has data to be broadcast on the broadcast channel.
Figure 1. Centralized HMCE
Each BA is connected to the CIS and CO through a wired network (see Figure 1 ). The CIS is responsible for broadcasting index information on a dedicated wireless channel for the whole HMCE, while the CO is only responsible for broadcasting a data message (DM) on its own wireless channels for BAs who subscribe to it.
Assume that a BA has data to be broadcast. The first thing for it to do is to send a "data-to-send" notification (DTS) to the CIS through the wired network ( Figure 1 ). The content of the DTS follows a standard format as defined by the CIS, which includes the BA's identification, the channel ID that the BA has subscribed to, the message identification, and a list of key attributes describing the data. When the CIS receives the DTS, it extracts the information from the DTS and converts it into the index message (IM) format, which contains a header with the BA's ID, the channel ID, the message ID, the IM size, the number of attributes, and a pointer to the starting of attributes. Next, the CIS puts the IM into the broadcast queue for index broadcast.
Once the CIS receives the DTS, it is required to reply to the BA at the earliest time that it can broadcast its data ( Figure 1 ). The replied message is called the Once the BA receives an EST from the index server, it will wait until the indicated time. At that moment, the BA can send its data to the service provider -the CO (Figure 1 ).
Whether the CO broadcasts the BA's data immediately or appends it to an internal broadcast queue depends on the traffic of the channel.
Whenever the MC wants to retrieve data from the wireless channel, it will tune into the index channel and filter all broadcast IMs by listening to the channel until it finds an IM containing the attribute that matches its request. 
Signature Model
The environment of a signature model is the same as the In both the basic and signature models, once the BA receives an EST, it waits until the specified time to send the data. But the BA has no idea about the time that the data message will be broadcast on the data channel by its CO.
As a result, the BA has no way of ensuring that at least one CS containing the ALS of the data will be broadcast within the searching period prior to the broadcast of the data. 
Performance Evaluation
This section evaluates the performance of the three Figure 7 shows the number of false drops with respect to the same searching period. reach the correct data message before the end of the searching period. Therefore, they interpret all the missed data as false drops. In the feedback model, since ALS of the data will be resent to CIS for broadcast again on the index channel, MC is able to retrieve the CS the second time.
Impact of the searching period
Moreover, as the resent of ALS is within one searching period prior to the real data broadcast, once MC gets the resent CS, it is most likely that it will receive the data message on the data channel. Therefore, MC in the feedback model incurs less access time than in the signature model. As the length of the searching period increases, the number of false drops decreases since MC is able to eliminate incorrect false drops. This also explains why the access time for both models tends to overlap with each other by increasing the searching period.
Impact of M-size
The number of false drops can influence the MC access time, but false drop itself is also influenced by the m-size.
The m-size for a signature stands for the number of 1's generated by the signature generator (usually hash function). If the m-size is too small, then too many 0's will be in the signature, resulting in under utilized signatures. If the m-size is too high, then there will be too many 1's in the signatures, resulting in weakened filtering capabilities. This is because signatures with many 1's are much easier to match a query signature by chance. Figure 8 shows the number of false drops against m-size. Ideally, m-size with half signature size (64 bits in this case) will be the best, since the largest number of bit pattern for a bit stream is constructed with same numbers of 1's and 0's (nCn/2), thus reducing the chance of collision. However, in the proposed models, each CS is in fact a superimposition of multiple ALSs from different BAs, and each ALS is in turn generated from a different number of attributes and thus contains different number of 1's. This explains why the minimum m-size is different from the theoretical result, which assumes uniformity in the ALSs. In a real operational environment, it is difficult to predict the optimal m-size, because a change in system loading can change the optimal m-size.
Impact of system loading on MC access time
System loading is defined as the fraction that the broadcast channels are occupied for broadcasting data messages. In the experiment, the loading is increased by adding agents to the system in order to increase the usage of each data channel. The maximum value '1' means that all channels are occupied at any instance during the simulation. Thus, CO's broadcast queue will be filled with awaiting data messages, which also increase MC access time by delaying broadcast of the requested data. The fact that the feedback model has the lowest access time is the result of the feedback mechanism with signature resent.
In addition, when loading increases, the differences in MC access time between the basic and signature models also increase, which is basically caused by the lengthy AL attached to each IM. In the basic model, the number of BA's requests is directly related to the number of IMs. If there are 300 BA's requests, there will be 300 ALs broadcasted on the index channel. Suppose MC's query attribute is in the last BA's request, it is required to scan through all 300 IMs before switching to the data channel, which is time consuming compared to the signature models. Although
ALs exist in the signature models, the number of ALs that MC has to process is reduced since each channel holds only a fraction of all ALs. MC is only required to filter the ALs that exist on the data channel. Therefore, the difference in access time increases as loading increases.
Conclusion and Future Work
In this paper, we propose an HMCE architecture consisting of independent wireless channel operators, Our work on HMCE represents the first attempt, to the best of our knowledge, to address a heterogeneous, autonomous broadcast environment. Much more research needs to be done to investigate different architectures (e.g., COs and CIS can directly communicate in scheduling the index and data broadcast [9] ) and other index schemes.
