The Resolution of the Identity approximation for the Coulomb (RI-J) energy in Density Functional Theory improves the computational efficiency of large-scale calculations but requires the use of a second, or "auxiliary" basis set. We examine the performance of some of the existing auxiliary basis sets with a variety of basis sets and molecules. We determine the accuracy of the RI-J approximation for these basis sets and suggest criteria for the selection of combinations of basis set and auxiliary basis set. ᭧
Introduction

Density functional theory for large systems
Density Functional Theory (DFT) has been established as a practical method for including electron correlation effects in calculations on chemically important molecular systems. While research into finding improved functionals continues, there are a large number of reasonably accurate functionals available. Many studies of chemical properties have been carried out using those functionals. To this end, an efficient computer program is essential, as the amount of computation necessary is large. In the regime of the size of molecules which are of practical interest to many experimental chemists, the number of integrals necessary for a DFT calculation is simply too large to store in core memory or on disk [1] . Direct SCF algorithms, first introduced by Almlöf et al. [2] , are the only possibility. This breakthrough in computational chemistry was made possible by reducing the prohibitive and unnatural cost of such a calculation, which appeared to be proportional to N 4 BF ; where N BF is the number of basis functions, a quantity proportional to the size of the molecular system. In the Direct methodology, the integrals are calculated afresh in every SCF cycle and tests are used to skip the evaluation of integrals, which are predicted to make zero contribution to the Fock matrix. As a result, the cost of the calculation scales quadratically for sufficiently large systems. Refinements to this procedure were developed by Ahlrichs and coworkers [3, 4] . The direct SCF developments were originally applied in Hartree-Fock calculations. They are however readily transferable to Kohn-Sham theory and in fact easier to implement due to the lack of exchange integrals.
In Kohn-Sham theory, the contributions to the electronic interaction energy are expressed as functionals of the electronic density. These are the exchange correlation term E XC and the Coulomb The evaluation of E XC is typically carried out with numerical integration. Its computational cost is a small percent of the whole cost of a DFT calculation for medium sized molecules (ϳ50 atoms) and it has been shown that it can be made to scale linearly with N BF [5] . It is the evaluation of the Coulomb term which dominates the computational procedure as soon as molecules of reasonable size are encountered. Methods for calculating this term, which scale linearly asymptotically, have been invented [6, 7] . However, their breakeven point with conventional methods has been demonstrated to be of the order of hundreds of basis functions and this for cases of molecules of light atoms with extended geometries, such as linear hydrocarbons, graphite sheets and water clusters. It is therefore reasonable to expect that in large complexes containing heavy atoms or three dimensional metal clusters the breakeven point will be located at a prohibitively large number of basis functions. This renders current linear scaling methods unsuitable for practical, every day calculations on such compounds. The complexity of the implementation of such methods, without any optimum "recipe" available in the literature, is another drawback. Quantum chemistry programs such as magic [8] are mainly intended for the study of inorganic compounds containing heavy elements [9] . Methods of reducing the cost of the calculation by having a small prefactor though they still scale quadratically would lead to significant benefits in this case.
Representation of the density by an auxiliary basis set
A quadratically scaling method for calculating the Coulomb energy, which is faster than the conventional approach, is the fitted density approximation. It was used in different forms in the early work of Baerends [10] and Dunlap [11] . It is based on the observation that the basis we use to describe the molecular orbitals is more flexible than required to describe the density. This can be more clearly understood if we consider that the basis set is required to describe all molecular orbitals. These are usually quite different from each other and contain features not present in the density (e.g. sign changes, different levels of localisation). If {x i } N BF i1 is the set of basis functions we use to express the orbitals, the density is represented as a quadratic form in the basis in terms on the density matrix D:
When the basis consists of Gaussian functions, then according to the product rule, x i rx j r x t r where x t r is a linear combination of a few Gaussian functions, centred on the line joining the centres of x i r and x j r [12] . Consequently, the above expression for the density can equivalently be written as
where q
As the space of the x t r functions is nearly degenerate [13, 14] , it is desirable to obtain an accurate representation of the density in terms of a new basis set, especially tailored for this purpose. This new basis set {f t } N AUX t1 is commonly called the auxiliary basis set. The density is approximated by the auxiliary basis set as
where the expansion coefficients, or "charges" q t [15, 16] are determined in some optimum way. The approximate density is subsequently used to calculate the Coulomb energy
The above result would equal the exact Coulomb energy only if the auxiliary set was a complete basis with an infinite number of functions or the set of N BF N BF ϩ 1=2 functions arising from all the distinct products of pairs of the original basis functions. None of these choices would result in any computational savings, however. To have any significant savings, N AUX has to be proportional to N BF . Indeed, Eichkorn et al. [17, 18] have constructed auxiliary basis sets for every element (excluding the lanthanides and the actinides) which satisfy the requirement
and it is claimed that this leads to an increase of the speed of calculation of E J by an order of magnitude. The absolute error introduced by these auxiliary sets is expected to be smaller than the errors arising from the incompleteness of the basis sets and the inexact treatment of correlation. In fact, the relative error, which is important for chemical properties, is expected to be even less and should not hinder attempts to improve our results in an effort to achieve "chemical accuracy" of 1 mE h [19] . The magic quantum chemistry program, intended for performing relativistic calculations on large systems containing heavy atoms [20, 21] , is able to calculate the Coulomb energy either by an auxiliary basis fitted density, or with the "exact" density. In agreement with the above, we have observed that the fitting density approximation is markedly faster than the exact calculation. We find however that there are very few auxiliary basis sets available in the literature [17, 18, 22] ; and the method's accuracy has not been tested extensively. In this paper we are attempting to test the robustness of some of the most widely used auxiliary basis sets with respect to the size of the basis set. We wish to examine their performance for smaller and larger basis sets than the ones they were meant to be used with and see if we can establish criteria for judging the quality of the representation of the fitted density without comparing with the "exact" calculation. In general, every basis set is not accompanied by a corresponding auxiliary set. Therefore, though the auxiliary fit method is efficient, it may not be of much practical value without generalpurpose auxiliary sets, accurate for a range of basis sets.
In Section 2 we give a brief comparison of density fitting procedures and the underlying theory including the procedure implemented in magic. In Section 3 we describe the calculations we performed in order to answer our question. Section 4 is a discussion and rationalisation of our results. Finally, in Section 5 we reach some conclusions regarding the transferability of auxiliary basis sets and suggest ways of predicting how well they will perform with a particular basis set and molecule.
Density fitting procedures
We summarise briefly and compare the most common density fitting procedures in the literature. We follow the notation of earlier works in the field. Both the basis set and the auxiliary basis set consist of non orthogonal functions. The first step in fitting procedures is to orthonormalise the auxiliary basis set. Symmetric orthonormalisation is used for this purpose. This leads to two broad classes depending on the kind of metric used.
Inner product: overlap integral
The overlap integral
is used as a metric. Then symmetric orthonormalisation
yields the auxiliary basis set { f
t1 which is orthonormal in the linear vector space with metric S. The density can be fitted now by simply projecting it onto the orthonormal auxiliary basis.
The Coulomb energy can therefore be represented by
where V is the matrix of two centre two electron integrals in the auxiliary basis, see Eq. (14) below. Eq. (11) was originally derived by minimising the mean square deviation of the fitted density [10] : ͉rr Ϫrr͉ 2 dv 12
Inner product: electrostatic interaction integral
The electrostatic interaction integral
can serve as another definition of inner product and be used as a metric. Symmetric orthonormalisation in a similar fashion as before
t1 which is orthonormal in the linear vector space with metric V. The density is again expanded in the orthonormal auxiliary basis
The expression for the Coulomb energy in this case is
By noting that r͉r r͉r; a variational principle can be written, which shows that the error in Coulomb energy due to auxiliary basis set incompleteness is negative
The result of Eq. (16) was originally derived by minimising the Coulomb energy of the residual of the fitted density [11] :
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Combination of the two methods
If the two ways of fitting the density are combined the following expression results.
As will be seen in Section 2.4, this expression is a compromise in computational cost between Eqs. (11) and (16) . When used in a direct SCF scheme it requires the evaluation of three-index two-electron integrals and three-index overlap integrals in every SCF cycle.
Comparison of the three approximations
In order to use Eq. (11) in a direct SCF calculation, one would have first to calculate the S Ϫ1 VS Ϫ1 ͗f͉r͘ column vector and then contract it with the ͗r͉f͘ row. These two steps require the calculation of three-index overlap integrals twice per SCF cycle. In a similar way we can show that for Eq. (16) it is necessary to calculate three-index two-electron integrals twice per SCF cycle. The three schemes therefore have substantially different computational costs. They also differ substantially in their performance in fitting the density. By intuition, we would expect the use of the electron repulsion integral as a metric to yield better results since the reason we are fitting the density is to approximate such an integral. Or in other words, minimising directly the Coulomb energy of the density residual should lead to better results as far as energy is concerned. This assumption was verified by Vahtras et al. [23] through a series of simple tests. They found that for every auxiliary basis set they tried, Eq. (16) (the "V approximation") was far more accurate than Eq. (11) (the "SVS approximation") while the results owing to Eq. (19) (the "S approximation") were in between. The variational principle of Eq. (17) is an added benefit of the V approximation. It applies strictly for r being the density of the RI-J calculation. However under the assumption that the density r "exact" of the non fitted calculation is almost equal to r one can deduce that the RI-J error in energy should be negative. When this subtle generalisation is valid, it leads to some cancellation of systematic errors in energy differences. As a consequence, the V approximation has become the most widely used today. It is also referred to as the RI-J approximation (Resolution of the Identity for the Coulomb energy). Some results of accuracy as a function of auxiliary basis set size have been given by Van Alsenoy [24] for the S approximation with the added constraints of preserving charge and dipole moment. However, the auxiliary basis sets used were far from optimised and explicit corrections to the Coulomb energy in terms of four-index electron repulsion integrals had to be included. (We should note at this point that in the case of hybrid exchange-correlation density functionals, the auxiliary basis set approximation is not as efficient since four index integrals are necessary for the exchange energy and have to be calculated as well.) magic approximates the Coulomb energy using the V approximation. We chose this method because of its accuracy. Furthermore, calculation of the gradient or higher derivatives is not much more complicated than the conventional approach [25] . One should be careful, however, when determining the chargesq as the V matrix can very often be nearly singular. Numerical algorithms stable to contamination from nullspace solutions of V are readily available [17, 26] and should be used when solving the system of linear equations Vq f͉r:
Calculations and results
The computational efficiency as well as the quality of the V approximation depend on the auxiliary basis. There is little justification for using RI-J DFT unless the auxiliary basis is optimised for both speed and accuracy. This is achieved by requiring the auxiliary sets to represent the density of the isolated atom in such a way as the error that results in the atomic energy is below a certain threshold. It is important to note however that the optimization procedure of the auxiliary basis is carried out for a particular kind of basis. There is therefore no a priori guarantee that they are going to perform equally well for basis sets other than the one for which they were optimised. On the other hand, the construction of an auxiliary basis is not a trivial task and is certainly not one that can be performed on a daily basis for each basis set we encounter. Consequently, the practice of considering the available auxiliary basis sets more or less as "universal" has prevailed. They are thus used with little regard to the basis set selected. We wish to examine the validity of this assumption for a variety of basis sets and molecules. Furthermore, we wish to gain some insight into the quality of the RI-J approximation for a particular auxiliary basis set as a function of the basis set and the type of molecule.
For this study, we decided to use the auxiliary basis sets of Eichkorn et al. [17, 18] , which were designed specifically for basis sets of SVP and TZVP quality by the same group [27, 28] . These auxiliary sets are available for almost all the elements, apart from the actinides and lanthanides and are meant to produce an error of less than 0.2 mE h per atom. We decided to treat these auxiliary basis sets as standard "universal" auxiliary basis sets.
We selected six types of basis sets 1 which we describe in order of increasing size. First, we use the STO3G minimal basis set of Hehre et al. [29, 30] . Calculations with a minimal basis are essentially semiempirical as a result of its incompleteness and lack of polarization functions. The second basis set that we use is the double zeta basis of Dunning et al. [31, 32] . This is certainly an improvement over the STO3G but still lacks polarisation functions. Next in the series come the SVP and TZVP bases of Ahlrichs et al., the ones for which the auxiliary basis sets were designed. These were therefore expected to perform better than the rest of the basis sets. These sets are fully optimised (exponents ϩ contraction coefficients) and describe well, both the core area with large contractions and especially the valence area. The fifth basis set we tried is the cc-pVTZ basis of Dunning et al. [33, 34] . This basis, like the TZVP, deals with the core orbitals with large fixed contractions and puts the emphasis on the valence region which is mainly responsible for most molecular properties, especially the ones related to the energetics of bond breaking and bond forming. It is substantially larger than the TZVP and contains polarisation functions with angular momentum up to and including d for hydrogen and f for second and third row atoms. The sixth and final basis that we employed was the cc-pVQZ, again by Dunning et al. [33, 34] . This basis further extends cc-pVTZ with its four zeta description of the valence region and is probably sufficient for the most demanding of DFT calculations. It contains polarisation functions up to and including f for hydrogen and g for first and second row atoms.
In order to determine the effect of the functional, if any, on the accuracy of the RI-J method, we ran some of the calculations with the Local Density Approximation exchange-only (LDAX) functional [35] and some with the Becke 88 gradient corrected exchange functional [36] plus the correlation contribution by Lee, Yang and Parr [37] (BLYP). The LDAX functional is equivalent to the Xa exchange functional whose adjustable parameter a can be determined according to different criteria [38, 39] . We use the value a 2=3; which comes from the uniform electron-gas approximation for the exchange energy [35] .
As we are interested in ways of evaluating the quality of the RI-J approximation we assess here the usefulness of the Weighted Root Mean Square deviation of the fitted Density (WRMSD) from the "exact" density for this purpose. The WRMSD test computes the following quantity at the end of an RI-J calculation: where r and r AUX are given by Eqs. (3) and (5), respectively. Both of them are computed with the density matrix D and the charge q of the RI-J calculation. The points r i and the weights w i come from the molecular quadrature grid that magic uses to calculate the DFT exchange-correlation energy and matrix elements [8, [40] [41] [42] [43] . We note that these grids are extensive with 9060 grid points for every first row element, increasing to 15 100 points per atom for actinide elements. It would be reasonable to expect that the WRMSD test should produce a good indication of the quality of the RI-J approximation for results using the same molecule with different basis sets.
magic is able to perform both "exact" and RI-J (V approximation) DFT calculations. We have selected a wide variety of molecules on which we have run both types of calculations. Some of them are inorganic compounds, and for their metal atoms we have used Effective Core Potentials (ECP) [44] to represent the interaction of the core electrons with the valence. Therefore, for the metal atoms, the valence basis set that accompanies their ECP is always used regardless of what basis is used for the rest of the atoms in the molecule. We use this practice very often in applications because ECPs are a cheap and simple way of taking into account the most important of the relativistic effects. We selected the ECPs of the Table 2 Errors in total energy (E ) and atomisation energy (E A ) and WRMSD values (Eq. (20)) for the RI-J method. The number of auxiliary basis functions for each molecule is given in parentheses. Also given are the functional and the method for obtaining the geometry (e.g. BLYP//MM means that the BLYP functional was used and the geometry was obtained by molecular mechanics)
Molecule
Basis set Stuttgart group [45, 46] as they have small cores and large valence basis sets for maximum accuracy and also because our auxiliary sets are optimised especially for them. The results we obtained for each molecule are given in Tables 1 and 2 . The geometry of RbCl was obtained from a Molecular Mechanics (MM) optimisation and the BLYP functional was used. The geometry of K[PtCl 3 (C 2 H 4 )] was optimised by magic using the SVP basis set and the LDAX functional was used throughout. The geometries of CH 2 FCOO Ϫ and CH 3 C 6 H 5 were optimised by MM and the BLYP and LDAX functionals were used, respectively. NO 2 , B 2 H 6 and TiCl 4 were optimised by magic with an SVP basis and the BLYP, LDAX and BLYP functionals were used, respectively. The geometry of (H 3 PAu) 2 S was adopted from similar molecules in the literature [47] and the BLYP functional was used. Finally, the LDAX functional was used for both H 3 COSiH 3 and CH 3 NH ϩ 3 whose geometries were obtained by MM. The number of auxiliary functions and the number of basis functions for each basis set for each molecule are given. For each case we performed an "exact" calculation with four-index two-electron integrals and an RI-J calculation and we present the error in total molecular energy, the error in atomization energy and the WRMSD. Atomization energy is the difference of the total energy of the molecule from the sum of the energies of the neutral isolated atoms comprising the molecule, both calculated either with or without the RI-J approximation.
Having obtained the above-mentioned results on the RI-J approximation for different molecules and basis sets, we performed calculations with the same basis set but on molecules of increasing size. The purpose here was to gain some insight into the effect of the RI-J approximation as the molecules become larger. We therefore ran calculations on crown ethers, starting with 3c1 (C 2 H 4 O), to 6c2, all the way up to 21c7. The LDAX functional and the SVP basis set were used and their geometries were obtained by MM. Table 3 contains the results of these calculations, which are again the errors in the energies and atomization energies and the WRMSD. The energy error and atomization energy error are plotted as functions of the number of monomer units (3c1) in Fig. 1. 
Discussion
Though the list of molecules we have studied is by no means exhaustive, it contains many cases similar to the ones we use in chemical applications with DFT. Table 3 The RI-J approximation for crown ethers of increasing size. The values of WRMSD (Eq. (20) ) and the errors in total energy (E ) and atomization energy (E A ) are given. 3c1 is 3-crown-1 (C 2 H 4 O) and contains 65 auxiliary basis functions Ether molecules We selected equilibrium, or near equilibrium geometries where DFT is most commonly used. We focus on energies, since our auxiliary basis sets are optimised for them and therefore they are a direct indication of how well the RI-J approximation works. Furthermore, atomization energies are useful for comparisons of stability between different molecules and do not depend on errors in the description of the core region. Many molecular properties have this characteristic. From Tables 1 and 2 , we can observe that the RI-J energy is lower than the non fitted energy in accordance with the generalisation of the variational principle of Eq. (17) . The atomisation energies of the RI-J calculations are larger than the four-index results, probably because the RI-J energies of the isolated atoms are calculated more accurately than the energies of the molecules. Only in TiCl 4 and (H 3 PAu) 2 S, both with the STO3G basis, the fourindex atomization energy is higher than the RI-J atomization energy.
Our next observation is that our target accuracy of less than 1 mE h has been achieved for the atomisation energies for the SVP and TZVP basis sets for which our auxiliary basis functions were designed. In most molecules, this is true for the total energy that gives errors of comparable magnitude. However, in K[PtCl 3 (C 2 H 4 )] and TiCl 4 , which include third row or lower elements, the errors in energy are much larger and way above our threshold. These errors can be attributed to the density of the core electrons and cancel in the atomization energies, as they are not affected by the chemical environment of the atoms.
We now look at how the rest of our basis sets performed. Surprisingly, STO3G, which is much smaller than SVP and TZV and in some cases has almost an order of magnitude fewer functions than the auxiliary basis, performs rather poorly. It seems that the auxiliary basis does not have the flexibility to follow its inadequate description of the density, which is substantially different from the density of a nearcomplete basis. This causes errors in the core region description for RbCl, K[PtCl 3 it seems to perform well, probably as a result of its positive charge which contracts its electron density; but it is still worse than the rest of the basis sets.
DZ performs in most cases almost equally well or a little better than the SVP and TZVP bases. This should probably be the general trend for a basis set smaller than the ones for which the auxiliary basis set was optimised but larger than minimal.
The cc-pVTZ and cc-pVQZ basis sets perform surprisingly well. They afford comparable errors to the SVP and TZVP basis sets though they have almost the same number or more (for the cc-pVQZ case) functions than the auxiliary basis. This shows that the auxiliary basis sets are quite robust towards the complete basis set limit and can probably be considered as "universal" auxiliary basis sets as long as the basis set has plenty of flexibility.
In evaluating the usefulness of the WRMSD as a means of deciding the suitability of the auxiliary basis for a particular calculation we observe the following. First of all the WRMSD is not an absolute measure of the quality of a calculation but it has to be compared to some reference, "good" calculation for the molecule in question. For example, in the (H 3 PAu) 2 S molecule, if our reference result is the one with the SVP basis, we can observe that DZ, TZVP and cc-pVTZ are equally good, with similar values of WRMSD. On the other hand, cc-pVQZ is not as accurate and yields a slightly larger value of WRMSD, while STO3G is much worse and this causes WRMSD to increase substantially. This rationale holds for the rest of the results apart from STO3G CH 3 C 6 H 5 . Overall, the WRMSD seems to be fairly sensitive to changes in errors. Its usefulness lies in the fact that it can give (most of the time) some indication about the quality of the RI-J approximation with a particular basis set if no four-index program is available. However, it requires an extra calculation with the reference basis set and gives no a priori indication of the magnitude of the error caused by an unsuitable basis set. Table 3 presents the variation of the energy error, atomisation energy error and WRMSD with increasing molecular size for the SVP basis set. We observe that the WRMSD is almost constant, as should be expected for the same basis set and class of molecules. The error in energy and atomization energy however grows proportionally with the size of the molecule as shown more clearly in Fig. 1 . This was to be expected, since the auxiliary basis sets were expected to produce errors of less than 0.2 mE h per atom. It is worrying however to observe that our target of 1 mE h is missed even for the atomization energy of 6c2. Since the RI-J method is meant for much larger molecules than this, we must hope that this increasing error with molecular size will not render the chemical information we can obtain from a large molecule useless, although this has to be tested. At least we can take advantage of this regular increase of the error with molecule size and use it in a more direct approach to predict the performance of a particular basis set for an auxiliary basis: RI-J and four-index calculations on a molecule much smaller than the one of interest should provide an error from which we can estimate the error on the large molecule by extrapolation.
In all the RI-J calculations, we observed that the convergence of the SCF procedure was either as good as the four-index case or better for some cases, in the sense that it required less iterations. There seems to be no observable trend in RI-J accuracy related to the type of functional that we used. BLYP which is a gradient corrected functional is not more demanding in terms of auxiliary basis set requirements than LDAX. Our calculations also raise the question of the accuracy of the RI-J approximation for molecules containing transition metals. The answer should be probably postponed to a future paper, as the examples presented here are not sufficient for this purpose. We can note however that complexes with quasi-spherical metals such as Au and Rb are more accurately described than complexes containing transition metals with partly filled d orbitals such as Ti and Pt.
Conclusions
We have tested extensively the accuracy of the existing auxiliary basis sets for a variety of molecules and basis sets. We have found that when used in conjunction with smaller basis sets, than the ones they were designed for, they perform equally well except in the case of minimal basis sets. Furthermore, they performed very well in conjunction with increasingly larger basis sets, producing errors of the same order of magnitude as their standard basis sets. The robustness of the auxiliary basis sets towards the complete basis set limit is a particularly interesting result. Increasing size of basis set leads to very steep increase in the cost of a calculation and an accurate RI-J approximation with current, readily available auxiliary sets makes possible much larger calculations.
We have introduced the WRMSD test for predicting how well a combination of basis set and auxiliary set for a particular molecule will perform. It is useful when there is no capability for an "exact" four-index calculation, however it requires a reference RI-J result. For the auxiliary bases we tested, this reference result is a calculation with the SVP or TZVP basis set. When four-index calculations are feasible, we suggest a much more direct test for the suitablity of an auxiliary basis set. An RI-J and a four-index calculation on a molecule similar to the one in question but much smaller give an error which can reliably predict the error of the RI-J calculation for the large molecule. As Table 3 shows, the error of an RI-J calculation grows linearly with the size of the molecule. This should always be taken into account.
The RI-J method appears to be the only practical way for DFT calculations on the type of large inorganic molecules we are interested in. We will continue to use it and based on the results of this work we will ensure that we achieve the accuracy we desire for each calculation. Furthermore, we wish to fill in the gap in the literature by designing auxiliary basis sets suitable for the valence basis sets of effective core potentials for lanthanide and actinide elements. Finally, the option of an algorithm for optimising an auxiliary basis set on the fly for each new basis set we encounter is to be explored.
