We introduce the class of quantum symmetric pairs with simple generators. It is proved that the radial part of every element of a quantum symmetric pair with simple generators restricted to the set of regular points of this element can be computed. These computations are done explicitly for the Casimir elements of the quantum analogues of (SU(2), U(1)), (SU(2)×SU(2), diag) and (SU(3), U(2)) and give rise to second order q-difference equations for matrix valued spherical functions in general.
Introduction
Computing the radial part of Casimir elements of quantum symmetric pairs goes back to by Koornwinder [20] for the quantum analogue of (SU(2), U(1)). Koornwinder [20] identified the action of the Casimir element of the quantized universal enveloping algebra of SU(2) with a second order q-difference equation for the Askey-Wilson polynomials in two parameters. It turns out that the radial part of Casimir elements of quantum analogues of symmetric pairs, which generate the center of the quantized universal enveloping algebra, corresponds to q-difference equations for spherical functions. Dijkhuizen, Noumi and Sugitani [6, 7, 28, 29, 30, 32 ] continued Koornwinder's work and found many more examples of qdifference equations which have spherical functions as solutions. They found many important non-trivial connections between the representations theory of quantum symmetric pairs and orthogonal polynomials appearing in the q-Askey scheme [14] . Since the quantized universal enveloping algebra is a Hopf algebra, which does not contain many Hopf subalgebras, one of the main problems was to find a good analogue for the symmetric pairs (G, K) for compact Lie groups G. Letzter [22, 23, 24, 25, 26] studied quantum symmetric pairs of the form (U q (g), B), where U q (g) is the quantized universal enveloping algebra of Lie algebra g and B a right coideal subalgebra of U q (g), i.e. ∆(B) ⊆ B ⊗ U q (g). The quantum symmetric pairs turn out to be good analogues for the symmetric pairs (G, K) of Lie groups.
If A is the quantum torus of U q (g), computing the scalar valued radial part of Y ∈ U q (g) boils down to computing AY modulo the augmentation ideal B + = {B ∈ B : ǫ(B) = 0} for almost all A ∈ A. Note that we use the counit ǫ as a one-dimensional representation of the coideal subalgebra B. More recently Letzer [24, 25] united the computations for the scalar valued radial parts for all quantum symmetric pairs where the restricted root system is reduced. Letzter showed [25, Theorem 8.2] that the scalar valued radial part of the Casimir elements for the quantum symmetric pairs where the restricted root system is reduced gives rise to q-difference equations for Macdonald polynomials.
However restricting the radial part to the scalar valued level, where only the trivial irreducible representation ǫ is taking into account, throws away information. Therefore the problem remains to calculate the radial part of elements of the quantized universal enveloping algebra on the level of any finite dimensional irreducible representation of B in general. For semi-simple Lie algebras this problem has been studied, e.g. Warner [33, Chapter 8.2] for computations of the radial part of the center and Casselman and Miličić [5] for computations of the radial part for any element of U(g). For a symmetric pair (G, K) of Lie groups we have the Cartan decomposition G = KAK, see [9, Chapter V, Theorem 6.7] , where A is the torus of G. Unfortunately, there does not exist a Cartan decomposition for the symmetric pairs (U(g), U(k)) of universal enveloping algebras in general. Therefore Casselman and Miličić [5] used the Iwasawa decomposition for (U(g), U(k)). Using the Iwasawa decomposition Casselman and Miličić [5] proved that there exists a map Π which maps every element of U(g) to a matrix valued differential equation defined on the regular points of the torus. The map Π is a useful tool for finding matrix valued differential equations for matrix valued spherical functions, see [5, Theorem 3.1] and [5, Example 3.7] .
Using [5, Theorem 3 .1] Koelink, van Pruijssen and Román [16, 17] computed the matrix valued radial part for the two Casimir elements of U(su(2)) ⊗ U(su(2)) related to the symmetric pair (SU(2) × SU(2), diag). Koelink, van Pruijssen and Román [16, 17] studied matrix valued spherical functions on (SU(2) × SU(2), diag). The matrix valued radial part gives rise to a first and second order differential equation. These two differential equations [17, Theorem 7.14] are essential for completely classifying all matrix valued orthogonal polynomials related to the spherical functions of (SU(2) × SU(2), diag), see [17, Theorem 6.3] .
In [1] matrix valued spherical functions on the quantum analogue of (SU(2)× SU(2), diag) are studied. The center of the quantum analogue of SU(2) × SU(2) is generated by two Casimir elements. The radial part on the level of any finite dimensional irreducible representation of the quantized universal enveloping algebra is computed, see [1, Proposition 5.10] . The q-difference equations are essential to complete the matrix valued spherical functions, which in turn are related to matrix valued orthogonal polynomials, see [1, Theorem 4.17] .
The method used in [1] to compute the radial part of the Casimir elements on the level of any finite dimensional irreducible representation is ad-hoc. This paper shows that these computations can be extended to a subclass of the quantum symmetric pairs with so-called "simple generators" such that we can put these computations in a more general framework. Moreover we give an explicit algorithm to compute the radial part of AY for every Y ∈ U q (g) and A ∈ A such that A is a regular point for Y . This method is a q-analogue for Casselman and Miličić [5] . We apply this method to compute the radial part of the Casimir elements of the quantum analogue of (SU(2), U(1)), (SU(2) × SU(2), diag) and (SU(3), U(2)). Note that this method not only applies to central elements, but that it can be used to compute the radial part in general for every element of a quantum symmetric pair with simple generators.
However the problem of calculating the radial part of elements of quantum symmetric pairs in general still remains an open question. To extend the algorithm described in this paper to quantum symmetric pairs in general we must find commutation relations between F i and θ q (F j K j ). We were not able to find commutation relations that behave well enough to apply the method. Therefore we will only consider quantum symmetric pairs with simple generators.
The article is organized as follows. In Section 2 we fix the notation of quantized universal enveloping algebras on Kac-Moody algebras. In Section 3 the definition of quantum symmetric pairs with simple generators is given. The class of quantum symmetric pairs with simple generators are a subclass of quantum symmetric pairs introduced by Kolb [19] . We give a complete classification of all quantum symmetric pairs with simple generators related to the symmetric pairs of semi-simple Lie algebras found in [2] and [9] . In Section 4 we prove a quantum analogue of the Iwasawa decomposition for quantum symmetric pairs with simple generators. Then we state Theorem 4.6 of the article, which is the main theorem of the paper. The proof of Theorem 4.6 explains how to calculate the radial part of AZ. Theorem 4.6 is technical and we will see in Section 5 that this theorem has important applications. In Section 5 we study spherical functions on quantum symmetric pairs with simple generators. We show that there exists a quantum analogue for the map Π of Casselman and Miličić [5] , see Definition 5.3 and Theorem 5.4. At the end of Section 5 we study the * -invariance and state Theorem 5.8 which proves an orthogonality relation for spherical functions. In Section 6 we show that the proof of Theorem 4.6 can be used to compute the radial part explicitly for the Casimir elements of the quantum analogues of (SU(2), U(1)), (SU(2) × SU(2), diag) and (SU(3), U(2)). The results for the quantum analogue of (SU(2), U(1)) match with the results of Koornwinder [20] when restricted to the trivial representation ǫ. Moreover, the radial part calculations of the center in general give an alternative proof for [15, Theorem 7.6] . The results for the quantum analogue of (SU(2) × SU(2), diag) match with the results of [1] . The radial part of the two second order Casimir elements, generating the center of the quantum analogue of (SU(3), U(2)), are calculated. We identify the radial part of the center restricted to the trivial representation ǫ with AskeyWilson polynomials in two free parameters, which match with the results of Dijkhuizen and Noumi [6] for the quantum analogue of (SU (3), U(2)). Note that the quantum analogue of (SU(3), U(2)) is excluded by Letzter [25] , since the restricted root system is non-reduced. Moreover, we compute the radial part of the center in general extending the result of Dijkhuizen en Noumi [6] for the quantum analogue of (SU(3), U(2)) to the matrix valued case.
Quantized universal enveloping algebra
In this section we fix the notation. For more information we refer to Kac [11] , Kolb [19] and Lusztig [27] . We mainly follow Kolb [19, §2.1 and §3.1].
Let I be a finite set, and let A = (a ij ) i,j∈I be a generalized Cartan matrix, i.e. for all i, j ∈ I, a ij ∈ Z, a ii = 2, a ij ≤ 0 for i = j and a ij = 0 if and only if a ji = 0. Assume that there is a D = diag(ǫ i : i ∈ I) with coprime entries ǫ i ∈ N such that DA is symmetric. Define the dual weight lattice P ∨ to be the free abelian group of rank 2|I| − rank(A) generated over Z by {h i : i ∈ I} and
, 1} and take Π = {α i : i ∈ I}. Denote Q = ZΠ for the root lattice and Q ∨ = ZΠ ∨ for the coroot lattice of Q. Choose the set Q + = i∈I Nα i of positive roots of Q. We extend P ∨ , Q ∨ and Q to
The Kac-Moody algebra g = g(A) is the Lie algebra over C generated by h and e i , f i for i ∈ I with relations given in [11, §1.3] . Let g ′ = [g, g] be the derived Lie algebra and note that g ′ is generated by e i , f i for i ∈ I.
For any i ∈ I define the fundamental reflections r i ∈ GL(h) by r i (h) = h − α i (h)h i for all h ∈ h. The Weyl group W is generated by the fundamental reflections r i .
Let C(q) be the complex field of rational functions in an indeterminate q over C. The quantized enveloping algebra U q (g) of g is the associative unital C(q)-algebra generated by E i , F i and K µ for i ∈ I and µ ∈ P ∨ , subjected to the relations
, where
where h, h ′ ∈ P ∨ and the quantum Serre relations F ij (E i , E j ) = F ij (F i , F j ) = 0 for all i, j ∈ I where
The coproduct ∆, counit ǫ and antipode S on U q (g) are given by
With these actions U q (g) becomes a Hopf algebra. Let U q (g ′ ) be the Hopf subalgebra of U q (g) generated by E i , F i and K ±1 i for all i ∈ I. For Theorem 4.3 and Theorem 4.6 we have to extend the quantized universal enveloping algebra with the roots of K h . We denoteǓ q (g) for the associative C(q)-algebra generated by U q (g) and K h for h ∈P ∨ with the same relations (2.1) taking h, h ′ ∈P ∨ . The Hopf subalgebraǓ q (g ′ ) ofǓ q (g) is generated by E i , F i and K h for h ∈Q ∨ . Note that U q (g) is a Hopf subalgebra ofǓ q (g) and that U q (g ′ ) is a Hopf subalgebra ofǓ q (g ′ ). Let U + , U − and U 0 be the Hopf subalgebras of U q (g) generated respectively by {E i : i ∈ I}, {F i : i ∈ I} and {K h : h ∈ P ∨ }. TakeǓ 0 to be the Hopf subalgebra ofǓ q (g) generated by : i ∈ I} and writě U 0′ for the subalgebra ofǓ 0 generated by
and
, and in explicit cases we write U q (g) for U q (g ′ ). For C(q) [Q] , the group algebra of the root lattice, we define an algebra isomorphism C(q)[Q] → U 0′ defined on the generators by α i → K i . For any β ∈ Q we write
By (2.2) we find commutation relations of the form
for all β ∈ Q and i ∈ I. By the same argument there exists an algebra isomorphism C(q)[Q] →Ǔ 0′ and we define K β ∈Ǔ 0′ for any β ∈Q similar to (2.2). Take n ∈ N and U = (u 1 , u 2 , . . . , u n ) ∈ I n , we abbreviate F U = F u1 F u2 . . . F un and E U = E u1 E u2 . . . E un .
Quantum symmetric pairs
We introduce admissible pairs which are a generalization of the Satake diagrams as given in [2] , see also Kolb [19, Definition 2.3] .
Let X ⊆ I such that g X is of finite type, see [19, p. 399] . Write W X ⊆ W for the corresponding parabolic subgroup of W with longest element w X and Φ X ⊆ Φ for the corresponding root system. Let ρ ∨ X be the half sum of the positive coroots of Φ X . For Aut(A) we denote the group of all permutations σ on I such that a i,j = a σ(i),σ(j) . A pair (X, τ ) where X ⊆ I and τ ∈ Aut(A, X) = {σ ∈ Aut(A) : σ(X) = X} is called an admissible pair if
2. The action of τ on X coincides with the action of −w X , 3. If j ∈ I\X and τ (j) = j, then α j (ρ ∨ X ) ∈ Z. Given an admissible pair (X, τ ) we define an involution θ = θ(X, τ ) by [19, Theorem 2.5] such that on h we have θ(h) = −w X τ (h). By duality θ induces a map Θ :
θ(x) = x} be the fixed point Lie subalgebra of g ′ with respect to involution θ. Take M X to be the subalgebra of U q (g ′ ) generated by
The quantum torus A = A Θ is generated by all elements K α where α ∈ Q such that Θ(α) = −α and writeǍ =Ǎ Θ for the quantum torus generated by K α where α ∈Q and Θ(α) = −α. Let U 0′ Θ be the subalgebra of U 0′ consisting of all the fixed points K β , where β ∈ Q and Θ(β) = β and letǓ 0′ Θ be the subalgebra ofǓ 0′ with elements K β such that β ∈Q and Θ(β) = β.
For every admissible pair (X, τ ), Kolb [19, Definition 4.3] defines the quantum involution θ q = θ q (X, τ ) :
In general the quantum involution θ q is not a Hopf algebra automorphism and is not an involution, i.e. θ 2 q = id, in general. However we always have
I\X and define B = B c,s = B c,s (X, τ ) to be the subalgebra of
The pair (U q (g ′ ), B) is called the quantum symmetric pair related to the admissible pair (X, τ ). If s = 0 we often write B c = B c,0 . Note that B is a right coideal of
, where v i ∈ C(q) × , we call (U q (g ′ ), B) the quantum symmetric pair with simple generators (related to the admissible pair (X, τ )). The algebraB of algebraǓ q (g ′ ) is generated by {B i } i∈I\X ,M X andǓ We define the left adjoint action of U q (g) on itself by
where x, y ∈ U q (g). 
Therefore E i is a highest weight vector and a lowest weight vector for the irreducible ad(M X )-module ad(M X )(E i ). This shows that ad(M X )(E i ) is one dimensional.
Suppose for all i ∈ I\X we have that the ad(
, where v i ∈ C(q). By Definition 3.1 we find that (U q (g ′ ), B c,s ) has simple generators.
If (α i , α j ) = 0, then from the quantum Serre relations (3.1) is zero. Suppose (3.1) is zero, then E i E j = q −(αi,αj ) E j E i . This can only follow from the quantum Serre relations if (α i , α j ) = 0 Proposition 3.3 states that a quantum symmetric pair has simple generators if and only if for every i ∈ I\X the ad(M X )-module ad(M X )(E i ) is one-dimensional. Suppose X = ∅, then ad(M X )(E i ) is onedimensional for all i ∈ I\X if and only if ad(E j )(E i ) = 0 for all j ∈ X. By Lemma 3.4, ad(E j )(E i ) = 0 if and only if a ij = 0. This observation gives the following Corollary.
Corollary 3.5. Let (X, τ ) be an admissible pair for quantum symmetric pair (U q (g ′ ), B c,s ). The quantum symmetric pair (U q (g ′ ), B) has simple generators if and only if for all i ∈ X and j ∈ I\X we have 
then B c,s is a suitable quantum analogue for U(k ′ ) if c ∈ C and s ∈ S, where
: if s i = 0 then i ∈ I ns and a ij ∈ −2N 0 for all j ∈ I ns \{i}}.
The construction of the quantum symmetric pair subalgebra B c,s seems to be very artificial. However if c ∈ C and s ∈ S, then B c,s specializes to U(k) for q = 1 and B c,s is maximal with this property. Letzter [22, Theorem 5.8] , [24, Theorem 7.5] showed that for finite dimensional g any maximal coideal subalgebra of U q (g) that specializes to U(k) for q = 1 is equivalent to a right coideal B c,s , see also Kolb [19, Remark 5.7 and Section 10].
For the rest of this section we assume c ∈ C and s ∈ S. We classify all quantum symmetric pairs with simple generators for semi-simple Lie algebras using the theory developed by Araki [2] and Letzter [24] . After the classification we work out a couple of these examples. In the last example we work out the quantized universal enveloping algebra of affineŝl 2 , which is infinite dimensional and hence not semi-simple. For all the examples below we have X = ∅. Example 3.6. Every symmetric pair (G, K) of a compact Lie group G gives rise to a symmetric pair (g, k) of semi-simple Lie algebras related to an admissible pair (X, τ ). Araki [2] gives the classification for all admissible pairs (X, τ ) of symmetric compact finite dimensional Lie groups, see also [9, Chapter X] . Each of the admissible pairs (X, τ ) of [2] gives rise to a quantum involution θ q (X, τ ), see [19, Definition 4.3] , from which we can construct a quantum symmetric pair (U q (g), B). By a case by case check on the list of Araki [2] we give all admissible pairs related to a symmetric pair (G, K) of compact groups, using Corollary 3.5, corresponding to a quantum symmetric pair with simple generators.
1. Let g be a simple Lie algebra generated by {e i , f i , h i : 1 ≤ i ≤ m}. Take two copies g 1 and g 2 of g and label the generators of g 1 by {e i , f i , h i : 1 ≤ i ≤ m} and label the generators of
Every right coideal for the quantum symmetric pair related to admissible pair (X, τ ) is equivalent to B 1,0 . See Examples 3.8 and 3.10 for quantum symmetric pairs related to (SU(2) × SU (2), diag) and (SU(3) × SU(3), diag).
2. Type AI, where we have I = {1, 2, . . . , r} and τ = id. In this case every right coideal B for quantum symmetric pair of type AI is equivalent to B 1,0 .
3. Type AIII, case 2, where I = {1, 2, . . . , r} for odd r = 2ℓ + 1, ℓ ∈ N. The permutation τ is defined by i → r − i + 1. Every right coideal B for quantum symmetric pair of type AIII is equivalent to B 1,s , where s = (0, 0, . . . , 0, s, 0, . . . , 0) with an s ∈ C(q) on entry ℓ of s.
AIII :
Type AIV when r = 1, 2, i.e. the quantum symmetric pairs related to (SU(2), U(1)) and (SU(3), U(2)).
For r = 1 we have I = {1} and τ = id. The right coideal B for the quantum symmetric pair is equivalent to B 1,s for s ∈ C(q). See Example 3.7.
For r = 2 we have I = {1, 2} and τ = (1 2). The right coideal B for the quantum symmetric pair is equivalent to B c,0 where c = (c, c) for c ∈ C(q)
× . See also Example 3.9.
5. Type BI, for ℓ = r, so that I = {1, 2, . . . , r} and τ = id. Every right coideal for the quantum symmetric pair of type BI is equivalent to B 1,0 .
6. Type BII, for r = 1, so that I = {1} and τ = id. Every right coideal for the quantum symmetric pair of type BII with r = 1 is equivalent to B 1,0 .
7. Type CI, where I = {1, 2, . . . , r} and τ = id. Every right coideal for the quantum symmetric pair of type CI is equivalent to B 1,s where s = (0, 0, . . . , 0, s) with s ∈ C(q).
8. Type DI, case 2, where r ≥ 3, so that I = {1, 2, . . . , r} and τ = ((r − 1) r). Every right coideal for the quantum symmetric pair of type DI, case 2, is equivalent to B 1,0 .
DI.1 :
. Type DI, case 3, where r ≥ 4, so that I = {1, 2, . . . , r} and τ = id. Every right coideal for the quantum symmetric pair of type DI, case 3, is equivalent to B 1,0 .
10. Type EI, where I = {1, 2, . . . , 6} and τ = id. Every right coideal for the quantum symmetric pair of type EI is equivalent to B 1,0 .
11. Type EII, where I = {1, 2, . . . , 6} and τ = (1 6)(3 5). Every right coideal for the quantum symmetric pair of type EII is equivalent to B 1,0 .
EII :
Type EV, where I = {1, 2, . . . , 7} and τ = id. Every right coideal for the quantum symmetric pair of type EV is equivalent to B 1,0 .
13. Type EVIII, where I = {1, 2, . . . , 8} and τ = id. Every right coideal for the quantum symmetric pair of type EVIII is equivalent to B 1,0 .
14. Type FI, where I = {1, 2, 3, 4} and τ = id. Every right coideal for the quantum symmetric pair of type FI is equivalent to B 1,0 .
15. Type G, where I = {1, 2} and τ = id. Every right coideal for the quantum symmetric pair of type G is equivalent to B 1,0 .
Example 3.7 (Type A 1 ). Consider quantum symmetric pairs (U q (sl 2 ), B c,s ) for type AIV of Araki [2] . U q (sl 2 ) is generated by E, F and K ±1 . The admissible pair is (∅, id) and the right coideal B 1,s , where s ∈ C(q), is generated by
Therefore the quantum pair (U q (sl 2 ), B 1,s ) corresponding to Gelfand pair (SU(2), U(1)) has simple generators. The quantum torus A is generated by K ±1 and therefore we call (U q (sl 2 ), B 1,s ) a pair of rank 1. Fix c ∈ C(q) × and s ∈ C(q) and take Hopf algebra isomorphism φ :
, hence the right coideal B c,s is equivalent to the right coideal B 1,t for some t ∈ C(q). This case has been studied first by Koornwinder [20] .
Consider the quantum symmetric pairs (U q (g), B) related to (SU(2) × SU(2), diag). The admissible pair is given by (∅, (1 2)). A quick computation gives C = {(c, c) : c ∈ C(q) × } and S = {(0, 0)}. For c = (1, 1) and s = 0, the right coideal B is generated by
Therefore (U q (g), B) is a quantum symmetric pair with simple generators. The quantum torus A is generated by (K 1 K 2 ) ±1 and hence we call (U q (g), B) a pair of rank 1. Let c ∈ C be arbitrary and define Hopf algebra isomorphism φ :
We see that φ(B c,(0,0) ) = B (1,1),(0,0) and therefore the right coideal B c,(0,0) is equivalent to the right coideal B (1,1),(0,0) . Aldenhoven, Koelink and Román study this case in [1] . Example 3.9 (Type A 2 ). Let g = sl 3 . Take the quantum symmetric pair (U q (g), B) related to (SU(3), U(2)). The quantized universal enveloping algebra U q (g) is generated by E 1 , E 2 , F 1 , F 2 , K 1 and K 2 . The admissible pair is (∅, (1 2)) and
× and take right coideal B (c1,c2) generated by
Therefore (U q (g), B (c1,c2) ) is a quantum symmetric pair with simple generators. The quantum torus A is generated by (K 1 K 2 ) ±1 , hence we call (U q (g), B (c1,c2) ) a pair of rank 1. Let φ be the Hopf algebra isomorphism defined on the generators by φ(E 1 ) = c −1 1 E 1 , φ(F 1 ) = c 1 F 1 and as the identity on the other generators. We see φ(B (c1,c2) ) = B (1,c −1 1 c2) , hence every right coideal B (c1,c2) is equivalent to a right coideal B (1,d) for d ∈ C(q). So the quantum symmetric pair (U q (g), B) related to (SU(3), U(2)) has essentially one free parameter.
Example 3.10 (Type A 2 × A 2 ). Let g = sl 3 ⊕ sl 3 . Consider the quantum symmetric pair (U q (g), B) related to (SU(3) × SU(3), diag). The admissible pair is given by (∅, τ ) where τ = (1 3)(2 4). We have
and for c = 1 = (c 1 , c 2 , c 1 , c 2 ) ∈ C and s = 0 = (0, 0, 0, 0), the right coideal B c,0 is generated by
) is a quantum symmetric pair with simple generators. The quantum torus A is generated by (
a pair of rank 2. Define the Hopf algebra isomorphism φ defined on the generators by φ(E i ) = c Example 3.11 (Quantum affine sl 2 and the q-Onsager algebra). An example of a quantum symmetric pair not related to a symmetric pair of semi-simple Lie algebras is the quantum affine sl 2 and its qOnsager subalgebra [3, 4] . The embedding of the q-Onsager algebra in quantum affine sl 2 can be found in [10, Proposition 1.13], see also [19, §2] . The generalized Cartan matrix of affine Lie algebra sl 2 (C) is given by A = 2 −2 −2 2 with I = {0, 1}. The algebra U q ( sl 2 ) is called quantum affine sl 2 . We take the admissible pair (X, τ ) = (∅, id), then C = C(q) × × C(q) × and S = {(0, 0)} For any c = (c 1 , c 2 ) ∈ C, s = (0, 0) the right coideal B c,s is generated by the simple elements
for i ∈ I. The pair (U q ( sl 2 ), B c,s ) is a quantum symmetric pair with simple generators, see also [19, Example 7.6] . The quantum torus A is generated by K ±1 1 and K ±1 2 so that we call (U q ( sl 2 ), B c,s ) of rank 2. The right coideal B c,s is isomorphic with the q-Onsager algebra. In [18] Kolb studies the radial part of the Casimir of the Onsager algebra sl 2 in the fashion of Casselman and Miličić [5] . One can wonder whether the results achieved in [18] can be extended to quantum affineŝl 2 using Theorem 4.6.
Quantum infinitesimal Cartan decomposition
In this section and Section 5 we assume that c and s are arbitrary finite sequences of elements of C(q). We do not assume in general c ∈ C or s ∈ S.
Lemma 4.1. Let (U q (g ′ ), B c,s ) be a quantum symmetric pair. If α ∈ Q and K ∈Ǎ =Ǎ Θ an element of the quantum torus, then K α K ∈B c,sǍ
Proof. We only have to check the statement on the generators ofǍ, therefore we assume K = K β for some β ∈Q, with Θ(β) = −β. Moreover Θ is an involution on h * . Hence take γ = 1 2 (α + Θ(α)) and δ = 1 2 (α − Θ(α)) + β, so that Θ(γ) = γ and Θ(δ) = −δ. Then by the construction of γ and δ we have K γ ∈B c,s and K δ ∈Ǎ. Therefore we have
Example 4.2. Take Example 3.8. We have Θ :
We now give a quantum analogue of the Iwasawa decomposition. There are multiple variants of the quantum Iwasawa decomposition already known, see [25, Theorem 2.2] . However, Letzter [25] restricts to only finite dimensional Lie algebras. The quantum Iwasawa decomposition given by Letzter [25] decomposes U q (g) in the right coideal B, the quantum torus A and the "positive part" N + generated by Ad(M X )(E i ) for all i ∈ I\X. However if the right coideal B has simple generators we show in Theorem 4.3 that N + can be replaced by its counterpart generated by all F i for i ∈ I\X.
Theorem 4.3 (Quantum Iwasawa decomposition). Let (U q (g ′ ), B = B c,s ) be a quantum symmetric pair with simple generators. LetǍ =Ǎ Θ be the quantum torus of (Ǔ q (g ′ ),B) and N be the subalgebra of U q (g ′ ) generated by F i for i ∈ I\X. We have the quantum Iwasawa decompositionǓ q (g ′ ) =BǍN .
Proof. This proof is based on Kolb [19, Proposition 6.1 and Proposition 6.3].
as vector spaces under the multiplication map it is sufficient to show
By Corollary 3.5 and the Serre relations an element E i , where i ∈ X, commutes with every E j , where j ∈ I\X. Since E i ∈B c,s we can pull all E i , where i ∈ X, to the left and we can assume that U ∈ (I\X) M . Similarly, an element F i , where i ∈ X, commutes with every E j and F j , where j ∈ I\X. Because F i , where i ∈ X, q-commutes with every element inǓ 0 and F i ∈B c,s , we can pull F i to the left and we can assume V ∈ (I\X) N . If M = 0 we have by Lemma 4.1 that K β F V ∈BǍN . Let M > 0 and assume that for all M ′ < M and
Since u 1 ∈ I\X there is t ∈ I\X such that τ (t) = u and
Directly from the induction hypothesis we see
repeatedly so that we can pull F t through E U ′ . Let i be the smallest integer such that u i = t. We have
By the induction hypothesis
is inBǍN after moving the K ±1 ui to the right at the cost of a power of q. Therefore, after repeated application of (4.1), it is sufficient to show that
where Definition 4.4. The set of regular points of 1 is A reg (1) =Ǎ. Let U = (u 1 , u 2 , . . . , u k ) ∈ (I\X) k , with k > 0, and define the set of regular points A reg (F U ) to be all K λ ∈Ǎ such that
for all 0 ≤ ℓ ≤ k, where (v 1 , v 2 , . . . , v k−ℓ ) is any subsequence of U and µ runs over the set
where
In Theorem 4.6, which is the main theorem of this paper, we give sufficient conditions on the elements of AN to decompose inB c,sǍBd,t . Theorem 4.6. Let (X, τ ) be an admissible pair and let B c,s = B c,s (X, τ ) and B d,t = B d,t (X, τ ) be two right coideals such that (U q (g ′ ), B c,s ) and (U q (g ′ ), B d,t ) are quantum symmetric pairs with simple generators. Fix U = (u 1 , u 2 , . . . , u k ) with u j ∈ I\X and let K λ ∈ A reg (F U ). Then K λ F U ∈B c,sǍBd,t .
Proof. Let ∼ be the equivalence relation moduloB c,sǍBd,t . We proceed with induction on the structure of F U . If |U | = 0, then K λ F U ∈Ǎ ⊆B c,sǍBd,t . Let k = |U | > 0 and assume that, for all V ⊂ U such that V = U , we have K λ F V ∈B c,sǍBd,t . For u k ∈ I\X compute
By Remark 4.5 K λ ∈ A reg (F (u1,u2,...,u k−1 ) ). Hence, by the induction hypothesis,
belongs toB c,sǍBd,t . With Lemma 4.1 and the induction hypothesis we show that
is inB c,sǍBd,t . By Lemma 4.1 we write
and hence, by the induction hypothesis, K λ−µu k F U ′ belongs toB c,sǍBd,t . When 1 ≤ ℓ ≤ k we rewrite condition (4.2) for U for any subsequence (
Substitute ℓ → ℓ + 1 in (4.5) and take
for 0 ≤ ℓ ≤ k − 1 and where µ ranges over the subset
of (4.3). Hence all the required conditions to apply the induction hypothesis on
u k can be pulled to the left side of (4.4). Let p be the largest integer such that τ (u k ) = u p where 0 ≤ p ≤ k − 1. We show that we can pull
Using the induction hypothesis we will show that K λ±µu p −µu k F U ′ ∈B c,sǍBc,s , so that (4.6) gives
We show that K λ±µu p −µu k ∈ A reg (F U ′ ) Note that, for 2 ≤ ℓ ≤ k, and for any subsequence (
Substitute ℓ → ℓ + 2 in (4.8) and take
for 0 ≤ ℓ ≤ k − 2 and where µ ranges over the subset
of (4.3). Hence all the required conditions to apply the induction hypothesis on
By repeated application of (4.7) we can pull E τ (u k ) through (4.4). Taking into account the qcommutation relations for K −1 u k and F ui we have moduloB c,sǍBd,t
because we already noticed that K
Hence we obtain for U ∈ (I\X) k and K λ ∈ A reg (F U ) the identity
Let S k be the permutation group on {1, 2, . . . , k}.
Note that requirements (4.2) and (4.3) are invariant under the action of σ, i.e. v i → v σ(i) for all i ∈ I in (4.2) and (4.3), hence for all ℓ ≥ 0 we have K λ ∈ A reg (F U ℓ ). Therefore the requirements for (4.10) are satisfied for all U ℓ and we have K λ F U ℓ ∼ C(λ, U ℓ )F U ℓ+1 for all ℓ ≥ 0. Since σ k = id it follows that U k = U 0 and from (4.11) we have
(4.12)
Because K λ ∈ A reg (F U ) it follows from (4.2) that the coefficient of F U on the right hand side of (4.12) is not equal to one. Subtracting the right hand side gives K λ F U ∼ 0 or equivalent K λ F U ∈B c,sǍBd,t .
Remark 4.7. The proof of Theorem 4.6 is constructive, hence provides an algorithm to calculate the radial part
. However the number of terms inB c,sǍBd,t of K λ F U where |U | = k grows exponentially in k. Indeed, in the worst case, to permute 
Therefore an upper bound is given by f k ≤ 2 k k!. This shows that f k grows exponentially in k. Applying the permutation k times finishes the algorithm, therefore, in the worst case, producing kf k terms. The number of terms kf k grows exponentially in k. 
Spherical functions on quantum symmetric pairs
In this section we introduce spherical functions in general. We give a quantum analogue for the map Π of Casselman and Miličić [5] for quantum symmetric pairs with simple generators. Moreover, we prove a quantum analogue, Theorem 5.4, of [5, Theorem 3.1]. Next we study the * -invariance of the right coideals of a Hopf * -algebra. Theorem 5.8 gives conditions for an orthogonality relation for spherical functions on Hopf * -algebras. Definition 5.3. Let (X, τ ) be an admissible pair andB c,s =B c,s (X, τ ) andB d,t =B c,t (X, τ ) be two right coideals ofǓ q (g ′ ) with simple generators. Fix finite dimensional representations t 1 ofB c,s acting on vector space V and t 2 ofB d,t acting on vector space W . Let F t1,t2 (Ǔ q (g ′ )) be the set of (t 1 , t 2 )-spherical functions onǓ q (g ′ ). Write Res for the restriction map of F t1,t2 (Ǔ q (g ′ )) to the quantum toruš A, i.e. Res(Φ) :Ǎ → End(W, V ). We define an action of
n . Combining Theorem 4.3 with Theorem 4.6 applied on all
We define a map · :
The following Theorem is a quantum analogue of [5, Theorem 3.1].
Theorem 5.4. LetB c,s andB d,t be two right coideal with simple generators ofǓ q (g
. Evaluate both sides in K λ , which gives
and on the other hand
The element Π t1,t2 (Y ) is called the radial part of Y . In Section 6 we compute the radial part of central elements in three examples. But first we study the * -invariance of B c,s .
Proposition 5.5. Let (X, τ ) be an admissible pair and B c,s = B c,s (X, τ ) be a right coideal subalgebra of U q (g ′ ) with simple generators. Let µ ∈ Aut(A, X) such that µ restricted to X is the identity on X, µ 2 = id and µτ = τ µ. Define a complex * -structure on U q (g ′ ) by
where i ∈ I, σ i = 1 if µ(i) = i and σ i ∈ {±1} if µ(i) = i. Let B c,s be a right coideal with simple generators such that
3)
The * -structure in (5.2) is a * -operator on U q (g ′ ). Moreover B c,s is * -invariant with the * -action given on the generators α ∈ Q, with Θ(α) = α, and i ∈ I\X by
where α = i∈I n i α i ∈ Q, Θ(α) = α and β = i∈I n i α µ(i) .
Proof. By a direct verification on the generators (5.2) defines a * -structure on U q (g ′ ), see also [13, Proposition 6.1.17]. Assuming (5.3) a straightforward calculation gives (5.4). We check that the elements of (5.4) are again in B c,s . Because B c,s is simple, by Corollary 3.5 and the definition of Θ, see [19, (2. 10)], we have Θ(α i ) = −α τ (i) if i ∈ I\X and Θ(α j ) = α j if j ∈ X. Note that µ(j) = j for all j ∈ X, τ 2 = id and τ µ = µτ . Let α ∈ Q such that Θ(α) = α and write α = i∈I n i α i , then
This yields that B * c,s = B c,s , which proves the last part of the proposition.
Remark 5.6. Take µ = id and σ i = 1 for all i ∈ I in Proposition 5.5, then the * -operator defined by
For the right coideal B c,s such that c τ (i) = c i −1 q 2−(αi,α τ (i) ) and s τ (i) = −c i −1 s i , we have that B c,s is * -invariant. We denote U q (su n ) for the quantized universal enveloping algebra U q (sl n ) equipped with the compact real form.
Definition 5.7. For a Hopf ( * -)algebra A define the set A grp of invertible group-like elements to be the invertible elements a ∈ A such that ∆(a) = a ⊗ a. Note that from the Hopf algebra axioms we have m • (ǫ ⊗ id) • ∆ = id, thus for every a ∈ A grp we have a = ǫ(a)a. Since every a ∈ A grp is invertible it follows that ǫ(a) = 1.
Let A be a Hopf algebra and let B, B ′ be two right coideal subalgebras of A. Let t B be a finite dimensional representations of B and let t B ′ be a finite dimensional representations of B ′ . We define a right action of A on F tB,t B ′ (A) by (Φ.a)(a ′ ) = Φ(aa ′ ) for all a, a ′ ∈ A and Φ ∈ F tB,t B ′ (A). Theorem 5.8 motivates the * -invariance of the right coideal subalgebras on U q (g). This theorem is a generalization of [1, Theorem 5.5], which plays a key role in the orthogonality for the matrix valued spherical functions of the quantum symmetric pair (U q (su 2 ) ⊗ U q (su 2 ), B). 
using ξ * (a) = ξ(S(a) * ) for all linear functions ξ : A → C and a ∈ A. Take b ′ ∈ B ′ and a ∈ A we prove first that τ as (ab ′ ) = τ as (a)ǫ(b ′ ) for all a s ∈ A grp . We have
Because B ′ is a right coideal of A we have b
Use the antipode axiom for the Hopf algebra A so that
s ba s )τ as (a) for all a ∈ A and b ∈ B. Let a ∈ A and b ∈ B, we have
Since a s is invertible and a group like element it follows from antipode axiom for the Hopf algebra that S(a s ) = a −1 s . Because a s is self adjoint we have S(a s )
s . For the right coideal B we have, b (1) ∈ B. This yields
where we used the spherical property of Ψ, which is Ψ m,n (b 
). Note that b (2) ∈ A and by the property of a s we have a
Use that ǫ(b * ) = ǫ(b) and ǫ(a s ) = 1 = ǫ(a Example 5.11. Let n be an arbitrary positive integer and let g = sl n be the simple Lie algebra of type A n . The half sum of positive roots ρ is given by 2ρ = n i=1 (n − i + 1)iα i , see [12, p. 684] . From ρ the elements a s of Lemma 5.10 is given by
For example a s for n = 1, n = 2 and n = 3 is respectively equal to
Calculations of the radial part
In this section we compute the radial part of the Casimir elements of the quantum analogues of (SU(2), U(1)), (SU(2) × SU(2), diag) and (SU(3), U(2)). We assume that every right coideal B c,s is * -invariant for the compact real form on U q (g) and that c ∈ C ∩ (R × ) k and s ∈ S ∩ R k . However, the calculations in this chapter can be executed for general c and s, although these cases will not have a nice limit if q → 1 and often the radial part of the Casimir elements will not generate a second order q-difference equation of Askey-Wilson type, [14] .
Example 6.1 extends the results of [20] and gives rise to an alternative proof for [15, Theorem 7 .6] of which we skip the details. Example 6.2 coincides with [1, Proposition 5.10]. Example 6.3 extends Letzter's classification [25, Theorem 8.2] to an example for a quantum symmetric pair where the restricted root system is non-reduced. We show that the radial part of the center in Example 6.3 restricted to the trivial representation coincides with [6, Theorem 5.4 ]. Moreover we compute the radial part of the center in Example 6.3 in general, which has not yet been done before and which extend the result of Dijkhuizen and Noumi [6] for the quantum analogue of (SU(3), U(2)) to the matrix valued case. Note that the method described here is not restricted to the center, but this method can be used to calculate the radial part for any element of a quantum symmetric pair with simple generators.
Example 6.1. The spherical functions on quantum analogue of (SU(2), U(1)), see Example 3.7, were first studied by Koornwinder [20] . Let g = su 2 . Koornwinder [20] computed the radial part of the Casimir element Ω which is the generator of the center of U q (g). In this example we show that the radial part of Koornwinder [20] coincides with the radial part Π(Ω) ∈B c,s ⊗Ǎ ⊗B d,t for well chosen values for c, d, s and t.
Recall the definition of the rank 1 coideal B c,s from Example 3.7. Since B c,s is * -invariant for the compact real form on U q (g) if follows from Remark 5.6 that c = −1. Therefore we write B s = B −1,s . We slightly modify the generators of B s and write
with s ∈ S ∩ R. Note that the right coideal B s is also generated by B s . The Casimir element generating the center of U q (sl 2 ) is given by First apply Theorem 4.3 to bring K λ EF in the quantum Iwasawa decomposition form. We have
According to the proof of Theorem 4.6 we proceed to decompose K λ F and K λ F 2 inductively inB sǍBt .
Hence we have
We now proceed one level higher and obtain
hence we have
Assume that q 4λ = 1 and q 4λ−2 = 1, which definitely holds if K λ ∈ A reg (EF ). Use (6.3) in (6.1) to obtain
to both sides so that we have
where for C ⊆Ǔ q (g ′ ) we use the notation C + = {c ∈ C : ǫ(c) = 0} and
Identifying z with q 2λ+1 and A λ−1 , A λ , A λ1 with q −1 z, z, qz in (6.4) we find the second order q-difference operator for Askey-Wilson polynomials with two free parameters. This observation is a key ingredient, see [ In a similar fashion theB c,sǍBd,t -decomposition of the Casimir element gives rise to the q-difference equation for the Askey-Wilson polynomials in four free parameters described in the second alternative proof of [15, Remark 7.7 ]. Hence we can obtain an alternative proof for [15, Theorem 7.6 ] which requires conjugation of the radial part of the Casimir operator. We skip the details. Example 6.2. Recall that the right coideal B of the quantum analogue of (SU(2) × SU(2), diag) is generated by
see also Example 3.8. Let g = su 2 ⊕ su 2 . The Casimir elements generating the center of U q (su 2 ) are given by
where X = E i , F i , K i and τ = (1 2) is a Hopf algebra isomorphism, i.e. σ is the flip operator. Therefore it is sufficient to calculate the radial part only for Ω 1 . The quantum torus A of the quantum Iwasawa decomposition, Theorem 4.3, of U q (g) is generated by
We compute the radial part of A λ Ω 1 inBǍB where λ ∈ 1 2 Z. We apply the quantum Iwasawa decomposition, Theorem 4.3, on A λ Ω 1 and obtain
(6.5)
Inductively we determine the BAB-decomposition of A λ F 1 and A λ F 2 1 .
Assume that λ = 0, then
(6.7)
Assume λ = − 1 2 and substitute (6.6) and (6.7) into (6.5) then gives
Hence for λ = 1 2 the radial part of the Casimir becomes
The Hopf-algebra isomorphism σ maps σ(K) = K −1 and σ(B 1 ) = B 2 . Since σ(Ω 1 ) = Ω 2 it follows that
The radial parts computed above correspond to the radial parts of [1, Proposition 5.10] . For the special case of the counit representation, the maps Π ǫ,ǫ (Ω 1 ) and Π ǫ,ǫ (Ω 2 ) coincide. Identifying z = q 2λ+1 and
with q −1 z, z, qz, we obtain the second order q-difference equation for the Chebyshev polynomials of the second kind. In [1] we continue studying matrix valued spherical functions that are solutions to the second order q-difference equations Π t,t (Ω i ) for all irreducible finite dimensional representations t. Example 6.3. In this last example we study the radial part of the center of the quantum analogue of (SU(3), U(2)), see also Example 3.9. This case is excluded in Letzter [25] , because the restricted root system is non-reduced. The radial part of the center of the quantum analogue of (SU(3), U(2)) restricted to the trivial representation is identified with the results of Dijkhuizen and Noumi [6, Theorem 5.4] . Recall that the right coideal B c is generated by
Let g = su 3 . If we allow third roots of K 1 and K 2 in U q (g) the center of B c is formally generated by the two second order Casimir elements of the form 8) where
See also [8] and [31] for the explicit expression of (6.8). We compute the radial part for Ω 1 = K
2 Ω 1 ∈ U q (g) and Ω 2 = K
2 Ω 2 ∈ U q (g). The computations modulo (B c ) + on the left and (B d ) + on the right are identified explicitly with orthogonal polynomials of the q-Askey scheme [14] .
The computation of the radial part is tedious but straightforward. Therefore we omit most of the computations and use a couple of tricks to simplify the computations. Introduce the flip operator σ on U q (g) defined on the generators by σ(X i ) = σ(X τ (i) ) and σ(c i ) = σ(c τ (i) ) where τ = (1 2). Note that the flip operator σ is a Hopf * -algebra isomorphism on U q (g) leaving B c and B d invariant so that σ( Ω 1 ) = Ω 2 . Hence we only have to compute the radial part of Ω 1 .
The quantum torus A is generated by A ±1 = (K 1 K 2 ) ±1 . Let λ ∈ 1 2 Z. We first compute the radial part of expressions A λ F X up to degree 4, i.e. |X| ≤ 4, where X = (1), X = (1, 1), X = (1, 2), X = (1, 1, 2), X = (1, 2, 1), X = (2, 2, 1), X = (1, 2, 1, 2), X = (1, 1, 2, 2) and X = (2, 1, 1, 2). Other expressions A λ F X needed for the computation of the radial part can be obtained from the flip operator σ. By Theorem 4.6 we have 
(6.10)
Using the flip operator we can now compute A λ F X ∈B cǍBd for all |X| ≤ 2. We proceed with |X| = 3. The expressions used of degree three have permutation F We assume that B c and B d are * -invariant with respect to the * -structure corresponding to the compact real form. By Remark 5.6 we find that c 1 c 2 = q 3 and d 1 d 2 = q 3 . Let ∼ be the equivalence relation module (B c ) + from the left and (B d ) + from the right. From (6.9) and (6.11) it follows that A λ F X ∼ 0 if |X| = 1 or |X| = 3. For |X| = 2 we have from (6.10) that A λ F 2 1 ∼ 0 and
With (6.12) and (6.13) we compute 
