Abstract--This paper presents transient stability assessment of electrical power system using least squares support vector machine (LS-SVM) and principle component analysis. Transient stability of a power system is first determined based on the generator relative rotor angles obtained from time domain simulation outputs. Simulations were carried out on the IEEE 9-bus test system considering three phase faults on the system. The data collected from the time domain simulations are then used as inputs to the LS-SVM in which LS-SVM is used as a classifier to determine the stability state of a power system. Principle component analysis is applied to extract useful input features to the LS-SVM so that training time of the LS-SVM can be reduced. To verify the effectiveness of the proposed LS-SVM method, its performance is compared with the multi layer perceptron neural network. Results show that the LS-SVM gives faster and more accurate transient stability assessment compared to the multi layer perceptron neural network in terms of classification results.
I. INTRODUCTION
ECENT blackouts in the USA, some European and Asian countries have illustrated the importance and need of more frequent and thorough power system stability study. Nowadays, power systems have evolved through continuing growth in interconnection, use of new technologies and controls. Due to the increased operations which may cause power system to be in highly stressed conditions, the need for dynamic security assessment of power systems is arising. Transient Stability Assessment (TSA) is part of dynamic security assessment of power systems which involves the evaluation of the ability of a power system to remain in equilibrium under severe but credible contingencies. These evaluations aim to assess accurately and efficiently the dynamic behavior of a power system. The usual methods employed to assess TSA are by using time domain simulation, A. W. Noor Izzri is with the Dept. of Electrical And Electronic Engineering, Faculty of Engineering, Universiti Putra Malaysia, 43400 UPM Serdang, Selangor, Malaysia (e-mail: izzri@eng.upm.edu.my).
Azah Mohamed is with the Dept. direct and artificial intelligence methods. Time domain simulation method is implemented by solving the state space differential equations of power networks so as to determine the transient stability state of a power system based on the swing angle plots. Direct methods such as the transient energy method determine transient stability without having to solve the differential state space equations of power systems. These two methods are considered most accurate but are time consuming and need heavy computational effort. Presently, the use of artificial neural network (ANN) in TSA has gained a lot of interest among researchers due to its ability to do parallel data processing with high accuracy and faster response.
In transient stability assessment, the critical clearing time (CCT) is a very important parameter in order to maintain the stability of power systems. The CCT is the maximum time duration that a fault may occur in power systems without failure in the system so as to recover to a steady state operation. Some works have been carried out using the feed forward multilayer perceptron (MLP) with back propagation learning algorithm to determine the CCT of power systems [1] , [2] . Reference [3] proposed the use of radial basis function networks to estimate the CCT. Another method to assess power system transient stability using ANN is by means of classifying the system into either stable or unstable states for several contingencies applied to the system [2] , [4] . ANN method based on fuzzy ARTMAP architecture is also used to analyze TSA of a power system [5] . Reference [6] proposed a combined supervised and unsupervised learning for evaluating dynamic security of a power system based on the concept of stability margin. Reference [7] used ANN to map the operating condition of a power system based on a transient stability index which provides a measure of stability in power systems. Support Vector Machine (SVM) is another ANN method used for TSA [8] , [9] in which the method has several advantages such as automatic determination of the number of hidden neurons, fast convergence rate and good generalization capability.
In this paper, a new method for transient stability assessment of power systems is proposed using least squares support vector machine (LS-SVM). The procedures of transient stability assessment using LS-SVM are explained and the performance of the LS-SVM is compared with the multilayer perceptron neural network (MLPNN) so as to verify the effectiveness of the proposed method. The MLPNN were developed using the MATLAB Neural Network Toolbox, whereas LS-SVM were developed using the LS-SVM Matlab Toolbox [10] . The differential equations to be solved in power system stability analysis using the time domain simulation method are the nonlinear ordinary equations with known initial values. Using the classical model of machines, the dynamic behavior of an n-generator power system can be described by the following equations:
However,
By substituting (2) in (1), equation (1) becomes
where, δ i -rotor angle of machine i ω i -rotor speed of machine i P mi -mechanical power of machine i P ei -electrical power of machine i M i -moment of inertia of machine i Equation (3) is then solved by using a time domain simulation program through step-by-step integration so as to produce time response of all state variables.
III. LEAST SQUARES SUPPORT VECTOR MACHINE (LS-SVM)
LS-SVM is a reformulation of the standard SVM [11] . Its mathematical formulations are described in this section. Given the training data set, { } N k k k 1 x ,y = , where x k n ∈ represent kth input pattern and k y ∈ is the k-th output pattern, the LS-SVM aims at constructing a classifier of the form,
where α k are positive real constant and b is a real constant.
is the RBF kernel which is considered in this work. The least squares version to the SVM classifier is done by formulating the classification problem as,
w w e 2 2 = = +γ ∑ (5) subject to equality constraints,
where k (x ) ϕ is a nonlinear function which maps the input space into a higher dimensional space. By using the Mercer's Theorem, this function is related to ψ(x,x k ) as follows,
Equations (1) and (2) lead to Karush-Kuhn-Tucker systems and can be written as the solution to the following set of linear equations,
where Z=
Hence, the solution to the classifier as given in equation (4) can be found by solving the linear set of equations (8) and (9) instead of using quadratic programming for solving the equation as is the case with SVM. The LS-SVM network developed in this work uses the LS-SVM Matlab Toolbox [10] in which the training of LS-SVM is based on the iterative solver conjugate gradient algorithm.
A. Performance Evaluation
Performance of the developed LS-SVM network can be gauged by calculating the error of the actual and desired test data. Firstly, error is defined as, n n n
Error,E Desired Output,DO Actual Output,AO = −
where, n is the test data number. The desired output is the known output data used for testing the neural network. Meanwhile, the actual output (AO) is the output obtained from testing on the trained network. From (7), the percentage mean error (ME) can be obtained as:
where N is the total number of test data.
The percentage classification error (CE) is given by, no. of test data misclassification CE (%) 100
IV. METHODOLOGY
In the LS-SVM method used for transient stability assessment, the IEEE 9-bus test system is used for verification of the method. Before the LS-SVM implementation, time domain simulations considering several contingencies were carried out for the purpose of gathering the training data sets. Simulations were done by using the MATLAB-based PSAT software [12] . Time domain simulation method is chosen to assess the transient stability of a power system because it is the most accurate method compared to the direct method. In PSAT, power flow is used to initialize the states variable before commencing time domain simulation. The differential equations to be solved in transient stability analysis are nonlinear ordinary equations with known initial values. To solve these equations, the techniques available in PSAT are the Euler and trapezoidal rule techniques. In this work, the trapezoidal technique is used considering the fact that it is widely used for solving electro-mechanical differential algebraic equations [13] .
The type of contingency considered is the three-phase balanced faults created at various locations in the system at any one time. When a three-phase fault occur at any line in the system, a breaker will operate and the respective line will be disconnected at the fault clearing time (FCT) which is set by a user. The FCT is set randomly by considering whether the system is stable or unstable after a fault is cleared. According to [14] , if the relative rotor angles with respect to the slack generator remain stable after a fault is cleared, it implies that FCT < CCT and the power system is said to be stable but if the relative angles go out of step after a fault is cleared, it means FCT > CCT and the system is unstable. Figure 1 shows the IEEE 9-bus system in which the data used for this work is obtained from reference [14] . The system consists of three Type-2 synchronous generators with AVR Type-1, six transmission lines, three transformers and three loads. Fig. 2 shows examples of the time domain simulation results illustrating stable and unstable cases. A three phase fault is said to occur at time t=1 second at bus 7. In Fig. 2(a) , the FCT is set at 1.08 second while in Fig. 2(b) the FCT is set at 1.25 second. Fig. 2(a) shows that the relative rotor angles of the generators oscillates and the system is said to be stable whereas Fig. 2(b) shows that the relative rotor angles of the generators go out of step after a fault is cleared and the system becomes unstable. It can be deduced from Fig. 4 that the FCT setting is an important factor to determine the stability of power systems. If FCT is set at a shorter time than the CCT of the line, the system is stable; otherwise the system will be unstable. 
A. Transient Stability Simulation on the Test System

B. Data Preprocessing
The simulation on the system for a fault at each line runs for five seconds at a time step ∆t, set at 0.001sec. The fault is set to occur at one second from the beginning of the simulation. Data for each contingency is recorded in which one steady state data is taken before the fault occurs and 20 sampled data taken for one second duration after the fault occurs. There are 25 contingencies simulated on the system and this gives a size of 25x21 or 525 data collected.
The collected data are further analyzed and trimmed down to 468 due to repetitions of data. The steady state data which is the data before a fault is said to occur are taken only once, since these values will be the same for all faults. In the simulations, the FCT of the same line are set at four different times, two for stable cases and another two for unstable cases. At the start of a fault, the recorded data for all the four cases have the same values. A few milliseconds after the fault, the recorded data differ from each other due to different FCT settings. For the repetitions of data recorded, one data out of the four different FCT settings are kept. These data are denoted as data for stable cases. The data collected are normalized so that they have zero mean and unity variance.
C. Input Features Selection
The selection of input features is an important factor to be considered in the ANN implementation. The input features selected for this work are relative rotor angles (δ i-1 ), motor speed (ω i ), generated real and reactive powers (P gen , Q gen ), real and reactive power flows on transmission line (P line , Q line ) and the transformer powers (P trans , Q trans ). Overall there are 29 input features to the ANN. Table 1 shows the breakdown of the input features selected for the neural network. Out of the 468 data collected from simulations, a quarter of the data, that is 117 data, are randomly selected for testing and the remaining 351 data are selected for training the neural network.
V. RESULTS
In this section, the results obtained from the LS-SVM for transient stability assessment are presented. Initially, the LS-SVM results using 29 input features are given and discussed. For the purpose of evaluating the effectiveness of the LS-SVM, the results of the multi layer perceptron neural network (MLPNN) are also presented. Finally, a comparison is made between LS-SVM and MLPNN results for transient stability assessment.
A. LS-SVM Results for Transient Stability Assessment
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B. MLPNN Results for Transient Stability Assessment
The architecture of the MLPNN is such that it has 29 input neurons representing the 29 input features, one hidden layer with 13 neurons using the hyperbolic tangent transfer function and a single output neuron. The mean squared error is used as a goal for training the neural network which is set at 0.03. The training algorithm used for this network is the resilient back propagation algorithm [15] .The performance goal was met at 41,050 epochs with a training time of 25min 32sec.
The testing results of the MLPNN using the complete 29 input features are given in Table 4 . From the table, the calculated mean error is 6 %. As shown in Table 4 , some of the MLPNN outputs are not crisp 0 or 1 but in the range 0 to 1, in which values close to '0' indicates that the system is unstable and '1' indicates that the system is stable. So for classification purpose, a decision rule is used such that if the MLPNN output is in the range of 0.9 to 1.1 (±10%), it will indicate that the system is stable (class 1) whereas if the MLPNN output is in the range of -0.1 to 0.1 (±10%), it means that the system is unstable (class 2). For MLPNN output outside this range of values, it is considered as misclassified. The column indicated by 'C' in the table shows the classification of the converted MLPNN outputs so that they can be easily compared with the desired outputs to determine the accuracy of the MLPNN. Classes 1 and 2 are used in column 'C' instead of '1' and '0' for stable and unstable classification so that the results conform to the results obtained from LS-SVM. By using this decision rule the number of misclassified data is 13 out of 117 test data, which is 11.1%. The shaded cells in the table are the respective misclassified data which are denoted as 'x' in the column C. Table 4 summarizes the neural network results for the developed LS-SVM and MLPNN networks. The purpose of developing MLPNN in this work is to evaluate the effectiveness of LS-SVM network. The mean error for LS-SVM is 0.017 compared to 0.06 for MLPNN, respectively. The false alarms and false dismissals rates for the LS-SVM are both 1.71%, as for the MLPNN there are none. The percentage classification errors are also less for LS-SVM (3.42%) compared to 11.1% for MLPNN. In terms of training time, LS-SVM took only 1.7 seconds which is significantly shorter than the time taken to train MLPNN which is 25 min 32 sec.
C. Comparison of Neural Network Results in Transient Stability Assessment
Finally, it can be concluded that the performance of LS-SVM is better compared with MLPNN in transient stability assessment of the IEEE 9-bus power system. VI. CONCLUSION
The use of LS-SVM has been proposed for transient stability assessment of electrical power system by means of classifying the system into either stable or unstable states for several three phase faults applied to the system. Time domain simulations were first carried out to generate training data for the LS-SVM and to determine the transient stability state of a power system by visualizing the generator relative rotor angles. The LS-SVM is then compared with the MLPNN so as to evaluate its effectiveness in transient stability assessment. Results show that the LS-SVM gives better performance than the MLPNN in terms of transient stability classification. Another advantage of LS-SVM is that the training time is significantly less compared to MLPNN. Thus, the LS-SVM is a promising neural network technique for the transient stability assessment of power systems.
