Abstract. We prove conditional local limit theorems for fibered semiflows in both the Gaussian and non-Gaussian stable case. §1 Introduction Fibered systems. A fibered system is a quadruple (X, B, m, T, α) where (X, B, m, T ) is a non-singular transformation and α is a countable, measurable partition which generates B under T (σ({T −n α : n ≥ 0}) = B) such that that T | a invertible and nonsingular for a ∈ α.
§1 Introduction
Fibered systems. A fibered system is a quadruple (X, B, m, T, α) where (X, B, m, T ) is a non-singular transformation and α is a countable, measurable partition which generates B under T (σ({T −n α : n ≥ 0}) = B) such that that T | a invertible and nonsingular for a ∈ α.
If (X, B, m, T, α) is a fibered system, then for n ≥ 1, so is (X, B, m, T n , α n ) where α n := n−1 k=0 T −k α.
For n ≥ 1, there are m-nonsingular inverse branches of T n denoted v a : T n a → a (a ∈ α n−1 0 ) with Radon Nikodym derivatives
We call the fibered system (X, B, m, T, α) topologically mixing if for every a, b ∈ ∞ n=1 α n , ∃ N ≥ 1 so that m(a∩T −N b) > 0 and probability preserving if m • T −1 = m. A fibered system (X, B, m, T, α) is called an interval map if X is an interval, m is Lebesgue measure and α is a partition mod m of X into open intervals so that for each a ∈ α, T | a is (the restriction of) a bi-absolutely continuous homeomorphism.
Transfer operators.
The transfer operator T = P T : L 1 (m) → L 1 (m) (n ≥ 0) defined by has the form
Quasicompact action.
Let L ⊂ L ∞ be a Banach space which is admissible in the sense that · L ≥ · ∞ . We say that T acts quasicompactly on L if T L ⊂ L and ∃ M > 0, ρ ∈ (0, 1) so that
Example 1: AFU maps. An AFU map is an interval map (X, B, m, T, α) where for each a ∈ α, T | a is (the restriction of) a C 2 diffeomorphism T : a → T a satisfying in addition: An AFU map with finite α is known as a Lasota-Yorke map after [13] .
It is known that • [16] , [22] : an AFU map has a Lebesgue-equivalent, invariant probability whose density has bounded variation and which is uniformly bounded below;
• [16] : for T a mixing, AFU map, T acts quasicompactly on L T = BV, the space of functions on the interval X with bounded variation;
• [16] : a topologically mixing AFU map is exact and ( [4] ) the generated stochastic process (α•T n : n ≥ 1) is exponentially reverse φ-mixing. This latter fact will be used in the infinite divisibility lemma below.
Example 2: Gibbs-Markov maps.
A Gibbs-Markov (G-M) map (X, B, m, T, α) is a fibered system which is Markov in the sense that and, for some θ ∈ (0, 1)
where t(x, y) = min{n ≥ 1 : x n = y n } ≤ ∞. It is known (see [2] ) that • a G-M map has a m-equivalent, invariant probability whose density h is θ-Hölder continuous on X in the sense that
where t(x, y) = min{n ≥ 1 : x n = y n } ≤ ∞;
• for T a mixing, Gibbs Markov map, T acts quasicompactly on L T = H θ , the space of θ-Hölder continuous functions X → R with θ as in (g θ ).
• a topologically mixing AFU map is exact and the stochastic process (α • T n : n ≥ 1) is exponentially continued fraction mixing,
• a Markov AFU map is also a G-M map.
Suspended semiflows.
Let (X, B, m, T ) be a MPT (measure preserving transformation) and let r : X → R + be measurable (aka the roof function). The suspended semiflow (X, B, m, T ) r is the semiflow (Y, C, ν, Φ) where
where n = n t (x, y) is such that
It follows from the definitions that for t > 0, Φ t ∈ MPT(Y, C, ν) := {measure preserving transformations of (Y, C, ν)} and that
Transfer operator of a suspended semiflow. Let (Y, C, ν, Φ) = (X, B, m, T ) r be a suspended semiflow. For t > 0, the transfer operator of Φ t is the operator Φ :
For f = 1 A×I with A ∈ B and I ∈ B(R) with A × I ⊂ Y , it is given by
Fibered semiflows. In case (X, B, m, T ) is a probability preserving transformation and α ⊂ B is a partition so that (X, B, m, T, α) is a fibered system (X, B, m, T, α) and the roof function r : X → R + satisfies D a,θ (r) < ∞ ∀ a ∈ α, we call the suspended semiflow (X, B, m, T ) r a fibered semiflow and denote it (X, B, m, T, α) r .
G-cocycle over a fibered semiflow. Let (Y, C, ν, Φ) = (X, B, m, T, α) r be a fibered semiflow as above, let
It follows that (n, x) → ϕ n (x) is a T -cocycle in the sense that
then F is a Φ-cocycle in the sense that
Aperiodic cocycle.
Let H be a locally compact, Polish group (e.g. H = R × G).
where K is a proper coset of H.
Results:
Local limit theorems for fibered semiflows.
Here, we are given a fibered semiflow (Y, C, ν, Φ) = (X, B, T, µ, α) r with (X, B, T, µ, α) a topologically mixing, probability preserving fibered system which is either a G-M or an AFU map and r : X → R + , r ∈ L T . We are given also ϕ : X → G with ϕ : a → G Hölder continuous on each a ∈ α.
We'll prove two semiflow local limit theorems (LLTs) for F (ϕ) (defined above in ( )) with respect to (X, B, T, µ, α) r . One in the Gaussian case and the other in the non-Gaussian, stable case.
The proofs use an operator LLT (Op-LLT) for (r, ϕ) : X → R × G with respect to T . This boils down to the classical multidimensional LLT (as in [9] ) in the Gaussian case. See [2] and [3] for the versions considered here.
It (Op-LLT) is proved here (below) in the non-Gaussian, stable case. For more information about operator stability & limits, see [12] .
General assumptions.
For all results, we assume that • (X, B, m, T, α) is probability preserving, mixing and either a G-M map or an AFU map;
We also make the joint aperiodicity assumption: (Ap) (r, ϕ) : X → R × G is aperiodic.
Theorem 1: Gaussian local limits
Suppose, in addition to the general assumptions, that E( ϕ 2 ) < ∞. Let A ∈ n≥1 α n be a cylinder, I ⊂ R be an interval so that
where S is a globally supported, Gaussian random variable on R κ .
This Gaussian semiflow local limit theorem is not entirely new. Various versions can be found in [21] , [11] , [14] and the recent [8] .
Theorem 2: Non-Gaussian local limits Suppose, in addition to the general assumptions, that for some 0 < p < 2 and some
where S is a globally supported, symmetric p-stable random variable on R κ , and let A ∈ n≥1 α n be a cylinder, I ⊂ R be an interval so that
Here and throughout, d − → denotes weak convergence of the distributions of random variables.
A case of theorem 2 with p = 1 is implicit in [15] .
Remark. As shown in [2] for Gibbs Markov maps and in [3] for AFU maps, the precondition (L) holds if and only if the distribution of ϕ is in the domain of attraction of a symmetric p-stable law.
Plan of the paper.
The proofs of both theorems are based on two estimations (I) & (II) (below). The estimation (II) uses a conditional Chernoff inequality proved in §3. It is only valid for bounded roof functions.
The estimation (I) works more generally and its proof in the nonGaussian case is via an operator local limit theorem.
In §2, we prove (II) given the conditional Chernoff inequality and then establish (I) given the Op-LLT. In §4, we recall the theory of characteristic function operators and prove the Op-LLT, given an infinite divisibility lemma, which in turn is established in §5. §2 Proof of the theorems We prove both theorems together. In the Gaussian case, we write
κ and let A ∈ n≥1 α n a cylinder and I ⊂ R an interval and U ⊂ G a compact neighborhood As in [1] , for each M > 0, we have the following sum-splitting:
The rest of the proof has two parts:
To prove (I), we'll need:
• in the Gaussian case, the local limit theorem for (r, ϕ) as in [9] , and • in the non-Gaussian case, an operator local limit theorem (OpLLT) for (r, ϕ) which we state now and prove in the sequel:
Operator local limit theorem Suppose (Ap), and that for some 0 < p < 2 and some
where S is a globally supported, symmetric p-stable random variable on R κ , then there is a random variable Z = (N , S) on R × R κ with a positive, continuous, probability density function, where N is centered, Gaussian on R, and independent of S so that for A ∈ n≥1 α n a cylinder and I ⊂ R an interval so that
where
Here and throughout a n ≈ b n as n → ∞ means that a n − b n − −− → n→∞ 0.
In the Gaussian case, as mentioned above, (Op-LLT) holds with with b(n) = √ n and Z = (N , S) a globally supported, symmetric Gaussian random variable on R × R κ . See [9] .
Proof of (I) given the OpLLT In both cases, by the relevant version of (OpLLT),
for A ∈ n≥1 α n a cylinder and I ⊂ R an interval so that
Fix t, M > 0, then for n ≥ 1,
where y(t) :=
.
It follows that for fixed M > 0 with
To prove (II), we'll need a conditional Chernoff inequality which we state now and prove in §3.
Conditional Chernoff inequality
Suppose that (X, B, m, T, α) is a probability preserving, fibred system, and that T acts quasicompactly on the admissible Banach space L, then
Proof of (II) given the conditional Chernoff inequality
Since r is uniformly bounded away from {0, ∞}, ∃ K > 1 so that
In either case |t − nκ| ≥ M ′ √ n and r n ∈ I + t − y =⇒ |r n − nκ| ≥ |t − nκ| − c where c := sup x∈X r(x). Thus
}, then for some positive constants Γ ′ , M ′ , R, R ′ which do not depend on n, M or t:
∞. (II) §3 Proof of the conditional Chernoff inequality
We begin with a
Conditional Hoeffding inequality for fibred systems
Suppose that (X, B, m, T, α) is a probability preserving fibred system, and that T acts quasicompactly on the admissible Banach space L, then ∃ C > 0 so that
The proof of this uses the elementary
Hoeffding's lemma ( [10] ) Let (X, B) be a measurable space, and let F : X → R be bounded and measurable, then
∀ µ ∈ P(X, B).
Proof of the conditional Hoeffding inequality
Proof To see (R 1 ):
by Hoeffding's lemma with respect to the measure
To complete the inductive proof, we show that (R k )=⇒(R k+1 ).
Assume (R k ), then
By quasicompactness,
and by (R),
Remark. For related dynamical results, see [7] and [6] .
Proof of the conditional Chernoff inequality
We have that for a > 0,
Minimizing this over a > 0 for fixed t > 0 yields (H). §4 Proof of the Op-LLT
We'll use the spectral and perturbation theories of the transfer operator of a fibered system (X, B, m, T, α) which is assumed to be mixing, probability preserving and either a G-M map, or an AFU map. Details can be found in §2 in [2] for G-M maps and §5 in [3] for AFU maps.
For small t ∈ G, the characteristic function operator P t has a simple, dominant eigenvalue and indeed, by Nagaev's theorem: 1) There are constants ǫ > 0, K > 0 and θ ∈ (0, 1); and continuous functions λ :
where ∀|t| < ǫ, N(t) is a projection onto a one-dimensional subspace (spanned by g(t) := N(t)1).
Local limits. Now suppose that 0 < p < 2 and that the distribution of ϕ is in the strict domain of attraction of a symmetric p-stable random variable S; equivalently for some
As shown in [2] , and [3] ,
Using this, one obtains by the methods of [5] & [19] that
Proof of the Op-LLT given the Infinite Divisibility Lemma
where N is centered Gaussian on R and S is symmetric, p-stable on R ) : n ≥ 1) is a tight sequence of random variables on R × R κ . Let Z = (N , S) ∈ RV (R × R κ ) be a weak limit point of the sequence. By the Infinite Divisibility Lemma (see below) Z is infinitely divisible. By the Levy-Ito decomposition (see [18] ), Z = G + C + c where G, C ∈ RV (R × R κ ) are independent, G is centered Gaussian, C is compound Poisson (e.g. p-stable with p < 2) and c is constant.
By uniqueness of the Levy-Ito decomposition, G = N , C = S and c = 0, whence N & S are independent. This determines Z uniquely and so
It follows that if λ(x, y) is the dominant eigenvalue of
uniformly on compact subsets. Now, the stable characteristic functions have the forms
Here a > 0 & c p,ν (y) := S κ−1 | y, s | p ν(ds) where ν is a symmetric measure on S κ−1 . In other words, −n log λ(
uniformly on compact subsets. As in [19] , fix f ∈ L 1 (R × G) so that f : R × G → C is continuous, compactly supported, a cylinder set A ⊂ X and (r n , z n ) ∈ R × G with
By Nagaev's theorem, ( ) and aperiodicity (respectively), there exist ϑ ∈ (0, 1) & δ > 0 so that
sup
We have, using (i) and (iii):
Writing ∆ n (x, y) := (
· y) and changing variables,
The convergence here is by Lebesgue's dominated convergence theorem, since by (ii):
(OpLLT) follows from this as in [5] .
Remark.
Using ( ), we can deduce (as in the proof of lemma 6.4 in [2] ) that
This is a "Fourier transform" relative of lemma 2.4 in [20] . §5 Infinite divisibility lemma
In this section, we complete the proof of the Op-LLT by establishing:
Infinite divisibility lemma Let (X, B, m, T, α) be a reverse φ-mixing, fibered system and let ϕ : X → G be θ-Hölder continuous on each a ∈ α with D α,θ (ϕ) < ∞.
Suppose that ∆ n = diag(δ
and so that {∆ n ϕ n : n ≥ 1} is uniformly tight. Let n k → ∞ and suppose that
Suppose that 1 ≤ r ≤ n, then
Next, for Z a random variable, let For n ≥ 1, fix ζ n (a) ∈ T n a (a ∈ α n ) so that for a ∈ α n , ∃ z n (a) ∈ a satisfying T n z n (a) = ζ n (a). Now define π n : X → X by π n (x) := z n (α n (x)).
It follows that for n, k ≥ 1,
By (T), for each 0 ≤ j ≤ k,
It follows that Now {(Y k,k−j : 0 ≤ j ≤ k) : k ≥ 1) is a φ-mixing, triangular array as in [17] and as shown there, Z is infinitely divisible.
