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Generation of arbitrary facial expressions to 3D face model has been usually 
achieved by either manual processing of the neutral face model or parametric control of 
the muscular model of expression pre-embedded in the face model. In these methods in 
which each facial feature is designed individually, proper adjustments of mutually 
related parameters for ensuring the overall naturalness of the facial expression are 
likely to be a cumbersome task. On the other hand, some previous works have 
investigated sexual dimorphism in facial features by means of a morphable 3D face 
model obtained by applying PCA to a set of 3D data obtained from both male and 
female faces[8]. In this work, we attempted to employ the latter approach featured by 
the morphable 3D face model for facial expression generation tasks. 
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1.3 CG におけるキャラクターの描写の変遷 
2 CG とは 
2.1 CG の起源と発展 






3.2.1 3D モデリングソフトによる加工 
3.2.2 既存のプログラムによる加工 
4 3 次元モーフィングモデル 






















































































































































































































































































































































































































































































































































































































































































































































































































































2.1 CG の起源と発展[20] 






































   
 
   








































































































































































































   



















































































































































































































































































































































































































































































































































    



























































































































































































































































































4 3 次元モーフィングモデル 




以下にその計算手順を示す．なお， N 次元ベクトル ),,2,1( Mmm L=x はM 個の上記のよ
うにして処理された表情データの形状を表すベクトルとする． 
 









1 xμ                                                         (1) 
 
b） M 個の N 次元ベクトル ),,2,1( Mmm L=x をサンプル全体の平均ベクトルμとの差分
ベクトル ),,2,1( Mmm L=φ に変換する． 
 
 ),,2,1( Mmmm L=−= μxφ                                            (2) 
 
差 分 ベ ク ト ル ),,2,1( Mmm L=φ の 第 i 成 分 を ),,2,1(, Niim L=φ と す る と ，
),,,( ,2,1, Nmmm
t
m φφφφ L= と表される． 
 
c） M 個の差分ベクトル ),,2,1( Mmm L=φ を並べた MN × の行列をAとする． 
 
 ),,,( 21 MφφφA L=                                                      (3) 
 
d） 行列Aとその転置行列 tA との積により， t
M
AAR ⋅= 1 のような NN × の標本共分散行
列 Rを求め， Rに対する固有値，固有ベクトルを求めるのだが，学習サンプル
),,2,1( Mmm L=x の次元数N は膨大な値の多次元ベクトルになるため固有値，固有ベ
クトルを求めることは困難である．そこで特異値分解により計算を以下のように求め
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e） MM × の行列Lについて，M 個の固有ベクトル ),,2,1( Mll L=V を求める． 
 
 ),,2,1( Mllll L== VLV λ                                                (5) 
 
ただし， Ml ,,2,1 L= の順序は，固有値 lλ の大きい順に定めるものとする． 
 
 Ml λλλλ ≥≥≥≥≥ LL21                                                (6) 
 
























                                          (7) 
 
M 個のN 次元ベクトル ),,2,1( Mll L=ψ は NN × 行列 tAA の固有ベクトルであり，(8)式を
満足することが知られている． 
 
 ),,2,1( Mllllt L=⋅=⋅ ψψAA λ                                          (8) 
 














                                                      (9) 
 
ただし， ),,,( ,2,1, Nkkk
t
k ψψψ L=ψ とする．ところで(3)式により， ),,,( 21 MφφφA L= であっ












φφAA                                                   (10) 
 
となり， tAA はM 個のN 次元ベクトル ),,2,1( Mmm L=x の標本共分散行列に他ならない．
M 個のN 次元ベクトル ),,2,1( Kkk L=U は，この標本共分散行列に互いに直交する大きさ 1
の固有ベクトルとなる．したがって ),,2,1( Kkk L=U は，サンプル集合M 個の N 次元ベク
トル ),,2,1( Mmm L=x を主成分分析することによって求める正規直交基底となる． 
 
h） N 次 元 ベ ク ト ル ),,2,1( Mmm L=x は パ ラ メ ー タ 空 間 上 で k 次 元 ベ ク ト ル
),,2,1( Mmm L=f として次元圧縮される． 
),,2,1,,,2,1(, MKkMmf km ≤== LL と表される ),,2,1( Mmm L=f の第 k成分は(11)式のよう
に k番目の正規直交基底 ),,2,1( Kkk L=U に ),,2,1( Mmm L=−μx に射影することによって
得られる． 
 
 ),,2,1,,,2,1()(, MKkMmf m
t
kkm ≤==−⋅= LLμxU                     (11) 
 
なお， ),,2,1( Kkk L=U は，分析した顔形状データのパターンの多様性をより良く反映さ
せるために，固有値の大きさ順にK個の固有ベクトルを選択したものである． 
逆にこの正規直交基底 ),,2,1( Kkk L=U を用いて(12)式のような線形結合を求め，このと
きのパラメータ ),,2,1( Kkfk L= を任意に変化させることによって多様な顔形状を生成する












k番目の固有ベクトル kU が多次元ベクトル ),,2,1( Mmm L=x で表現された顔の3次元形
状のどのような変化を担っているかを可視化するために， kU に対して(13)式に示すよう
に係数 ( )L,2,1=cPc によって段階的な重み付けした結果を顔画像として生成し，その変化
を観察する．  
 
kcck P Uμx ⋅+= σ,ˆ                                                    (13) 
 









1σ                                 (14) 
 




5 予備実験 -新規の真顔に対する表情の主観評定実験- 
5.1 新規の真顔データに対する表情の生成 






















v （ neutral≠* ）                （15） 
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a） 評価対象の個数を kとすると，各被験者に 2/)1( +kk 対の一対比較を行ってもらう
ことになり，その結果を表 3 のようにまとめることができる．被験者の人数をn人
とすると，このような表がn個作れる．この表では ija は 1 または 0 の数値であり，
iA行 jA 列の数値 ija が 1 の場合 iAを一対比較で選択したことを表し，逆に 0 の場合
jA を一対比較で選択したことを表す．したがって， iA行 jA 列と jA 行 iA列は逆の数
値が入ることになる． 
 
表 3 評定結果 
 1A 2A … kA
1A  - 12a … ka1
2A  21a - … ka2
M  M  M  O M  
kA  1ka 2ka … - 
 
b） 表 3 に示すn人の評定結果を（17）式に示すように，n人分合算したもの ijb を表 4
のようにまとめる．表 4 では nbb jiij =+ となる．なお，（17）式の ( )xija は被験者 xの
iA行 jA 列の数値を表わすものとする． 
 
  )()2()1( nijijijij aaab +++= L                                             (17) 
 
表 4 結果合算値 
 1A 2A … kA
1A  - 12b … kb1
2A  21b - … kb2
M  M  M  O M  
kA  1kb 2kb … - 
c） 表 4 の各数値 ijb を被験者数nで割り，（18）式に示す比率 ijp を求め，表 5 のように
まとめる．表 5 では 1=+ jiij pp となる． 
 
  ijij bn
p 1=                                                            (18) 
 
表 5 結果合算値比率 
 1A 2A … kA
1A  - 12p … kp1
2A  21p - … kp2
M  M  M  O M  
kA  1kp 2kp … - 
     
 









−= π                                                      (19) 
 
次に，（20）式に示すように，各行の値の合計値 iz を表 6 のようにまとめる． 
 
  ikiii zzzz +++= L21                                                  (20) 
 
最後に，上記の合計値 iz を評価対象の個数 kで割り，（21）式に示す尺度値 iμ を表 6 の
ようにまとめる． 
 
  ii zk
1=μ                                                             (21) 
 
表 6 尺度値 
 1A  2A … kA 合計値 尺度値 
1A  - 12z … kz1 1z 1μ  
2A  21z  - … kz2 2z 2μ  
M  M  M  O M  M  M  
kA  1kz  2kz … - kz kμ  
6.1.2 一





























































































































































































































































が図 26~29 である．このグラフから R2値を算出し，グラフに単調増加傾向の見られる
R2＞0.9 となった主成分はその表情生成に対し有効であると判断した．各表情における









































































































































































































































































































































































































































































































































































































































































































































































































































図 29 各主成分ごとにおける一対比較実験結果－唇を突き出す 
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2 2 12 5 

































































































































































































































































































































































































































































































図 37 「笑い（閉口）」結果 
 
 



















































図 39 「笑い（開口）」結果 
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