Gradient descent optimizers proceed by updating the filter's A variation of the differential steepest descent algorithm, here called the dithered linear search (DLS), is examined and applied to analog filter adaptation. The DLS algorithm is a gradient descent optimizer with a straightforward and robust hardware implementation. Gradient estimates are obtained by applying independent additive dither to all of the filter's parameters simultaneously and correlating the resulting changes in the output squared error to the dither signals. Unlike the popular LMS algorithm, the DLS algorithm does not require access to the filter's intemal states. No additional analog hardware is required making it ideal for adaptive analog filters in mixed-signal systems. A theoretical analysis shows no gradient misalignment. The algorithm is verified on an integrated analog filter. The effects of dc offsets are also examined.
INTRODUCTION
The LMS algorithm is currently the most popular technique for digital filter adaptation. Unfortunately, implementation of the LMS algorithm in analog adaptive filters is challenging. Dc offsets on the analog signals can prevent accurate convergence [I],
[2], and significant additional analog hardware may be required to obtain the gradient signals 131.
In this paper, a general technique for analog filter adaptation is discussed with a straightfonvard hardware implementation that is robust with respect to dc offsets. The dithered linear search (DLS) technique does not require access to the filter's intemal states and no additional analog hardware is required. All filter parameters may be adapted simultaneously and independently of one another.
In Section 2 of this paper, some background theory is presented. In Section 3. the (2) where p is a parameter controlling the rate of adaptation. The only problem is, how to obtain the gradient Vpe . Generally the exact value of Vp€ can not be determined, so an unbiased estimate of the gradient is used instead,
Different approaches to obtaining the gradient estimates define different gradient descent algorithms. Perhaps the most obvious way to estimate the gradient is to make a direct measurement of each component by perturbing the parameters one at a time sym- ical analysis showing that there is no gradient misalignment using the DLS algorithm is performed in Section 4. Behavioral simula-Using the gradient estimate in ( 5 ) together with the parameter uDdate rule in (2) results in the differential steevest descent (DSD) tion results are then presented in Section 5. Dc offset effects are considered in Section 6 and experimental results from a continuous-time integrated analog filter are presented in Section 7.
BACKGROUND

Consider a completely general analog filter (continuous-time
Let E denote an error function used to so that E is smallest when the filter parameters are equal to their optimal values. It is common to use the mean squared error (MSE) in the filter output, y , with respect to some desired or reference signal, d , as the error function:
(1) N variable parameters
. ,
algorithm. An advantage of the DSD algorithm over LMS adag tation is that it does not require access to the filter's intemal states. It is simple and intuitive. However, its hardware implementation is somewhat complicated by the fact that the gradient components must be estimated one at a time. During their discnssion of the DSD algorithm, the authors of [4] point out that, "All weights can be simultaneously dithered at individual frequencies and the gradient components obtained by cross correlation." That idea is the basis of the "dithered linear search" algorithm described below.
TAE DITHERED LINEAR SEARCH
The term "dither" refers to a signal with small amplitude and zero mean that is intentionally injected into a system. In (6), p is the algorithm's current estimate of the optimal parameter values whereas p' is the parameter vector including dither. Each gradient component is then inferred by correlating changes in the corresponding dither signal to changes in e@').
Pj'(4 =
a In (8), d is the variance of the dither signal. Again, instantaneous estimates can be substituted for e@,) in which case (7) becomes,
The gradient estimate is given by,
Multiple filter parameters can be adapted simultaneously using independent (i.e. uncorrelated) dither signals. The adaptation of any one parameter, p i , will not be effected by the dither on the others since, over time, only those changes in e which are correlated with 6; will influence the parameter p i . The DLS algorithm has a straightfonvard hardware implementation. A block diagram is shown in Fig. 1 for one parameter.
The algorithm is easily scaled to adapt more parameters using more copies of the same hardware. If the dither signals are binary, the hardware is even simpler. The correlator becomes trivial and the dither signal can be directly connected to the LSB of the parameter control word. Uncorrelated binary dither signals are also very easy to generate in hardware.
THEORETICAL ANALYSIS
In this section, it will be shown that the gradient estimates in (9) are unbiased and, hence, the DLS algorithm is guaranteed to converge as long as the rate of adaptation, p , is taken small enough. In order to simplify the theoretical analysis only adaptive linear combiners and binary dither signals are analyzed in detail.
An adaptive linear combiner with N parameters and state signals xi, I < i < N has a state correlation matrix R I R = E r l X2Xl X 2 X 2 ... -1 = [ 1; ; 1; : ::] (10)
Mathematically, the requirement of unbiased gradient estimates can be written as follows:
For a binary dither signal, it is known that, Hence,
Taking the expectation of both sides of (9),
Since a dither signal has zero mean, (17) Combining (17) 
--
In order to complete the proof of (12), it is required that, Equation (23) is true by definition of the gradient in the limit A -j 0 , and is also true for any value of A when the error function E is a quadratic function o f p , as in adaptive linear combiners, Therefore, the DLS algorithm provides unbiased gradient estimates under those circumstances.
Since the gradient estimates are unbiased, when averaged over a long time they approach the true value of the gradient resulting in a perfect gradient descent optimizer. This limit is approached by taking p very small.' So,. the DLS is guaranteed stable as long as p is taken "small enough". In general, the range of stable values for p will depend upon the filter structure, the 'ype of dither signal, and the statistics of the input data (which may not be precisely known npriqri). Therefore, stability ofthe adaptive process should always be verified via simulation.
Note that (22) is a finite difference gradient estimate, just like the one used for the DSD algorithm in (4). The similarity is not surprising since the DSD algorithm can be considered a special case of the DLS algorithm where the parameters are dithered one at a time.
BEHAVIORAL SIMULATIONS
Behavioral simulations were performed using a 3rd order continuous-time orthonormal ladder filter in a "system identification" or "model matching" application. The structure of the adapted filter is shown in Fig. 2 [ 5 ] . With the feedback parameters a; fixed and the feedin terms pi adapted, the filter is an adaptive linear combiner. However, the state signals are not available at any internal nodes in the structure of Fig. 2 , so the gradient signals required for LMS adaptation would be difficult to obtain. Specifically, it would be necessary to operate a second 3rd order continuous-time filter in parallel just to generate the gradient signals [ 3 ] .
Therefore, the DLS algorithm is particularly desirable for this shucture.
A finite steady-state error was introduced by including an additive independent noise source in the simulations at the filter output with a power of Emin = 0.01 , The input signal was white with a power of 0.1. The reference filter is a 3rd order elliptic luupass transfer function with 0.5 dB ripple in the passband extending to a frequency of 10 (normalized with respect to the sampling frequency) and 40 dB of stopband attenuation. In the adapted filter, the feedback parameters, a i , were chosen to provide the same pole placement as the reference filter and the feedin parameters, pi, were adapted. The values of 6 and p are design parameters. In these simulations, they were chosen to yield a total -_ I f PI over an ensemble of 25 simulation runs.
DC OFFSET EFFECTS
It is well known that dc offsets can limit the performance of the LMS algorithm for analog filters [I], (21, [ 3 ] . Offsets on the state and error signals cause excess MSE in steady-state. Therefore, dc offsets represent a significant performance limitation for analog adaptive filters and much research has been done to reduce the effect of dc offsets on LMS adaptation. Offsets on the error signal, e(k) are usually eliminated using an adaptive dc tap at the filter output. Furthermore, since the DLS and DSD algorithms estimate the gradient from ObSeNatiOnS of only the squared error, e2(k), they are not susceptible to dc offsets on the state signals.
In order to highlight the effect ofdc offsets, behavioral simulations were performed for the same model matching system described in Section 5 , this time with dc offsets introduced on each of the filter's intemal states and on the error signal. The dc offsets have a mean squared value IllOth that of the state and error signals respectively, No steady-state error is introduced at n (i.e. emin = 0 ). Using LMS adaptation (Fig. 4A) a residual error of approximately -15 dB relative to the reference signal persists due to the dc offsets. Using the same dc offsets and the DLS algorithm with an adaptive dc tap at the filter output, the only residual steady-state error is due to the perturbation caused by the dither itself, in this case approximately -45 dB relative to the reference signal (Fig. 4B) . 1. EXPERIMENTAL RESULTS Model matching experiments were performed using the DLS algorithm and a continuous-time analog integrated filter. A die photo of the test chip is shown in Fig. 5 [7] . Only the digitally programmahle analog signal path was integrated. The adaptation algorithm was implemented in soAware to provide greater flexibility. The filter is a 5th order orthonormal ladder filter with variable feedins, so the state signals are completely unavailable. The shape of the frequency response was fixed, hut the cutoff frequency was programmahle up to around 70 MHz by scaling the feedback gains. The dc gain was also programmable by scaling the feedin parameters. These two scaling factors were used as the adapted parameters.
In the model matching experiment, the same integrated filter was used alternately as both the adapted filter and the reference filter in order to avoid mismatches behveen the two paths in the experimental setup. Again, Hadamard sequences were used for the dither. The filter parameters and the relative MSE are plotted over time in Fig. 6 . The non-zero MSE observed in steady-state is due to measurement noise.
CONCLUSION
A generalization of the differential steepest descent (DSD) algorithm, here called the dithered linear search (DLS), was described and analyzed. It's performance is the same as the DSD algorithm, however its hardware implementation can be somewhat simpler since only the parameters' LSE must be dithered during adaptation. When compared with the popular LMS algorithm, the DLS algorithm is much slower because it does not make use of the filter's internal state signals. However, the LMS algorithm has a number of serious drawbacks, particularly for analog continuous-time integrated filters. If implemented digitally, the state signals required for LMS adaptation are difficult to obtain or completely unavailable. If implemented with analog circuits, the LMS algorithm is susceptible to dc offsets. The DLS algorithm does not require access to any internal state signals and, by intmducing an adaptive dc tap, the DLS algorithm is robust with respect to dc offsets. Furthermore, the rate of convergence is not a limiting factor in many digital communications applications where analog adaptive filters are ofkn used. The adaptive algorithm was tested using both simulations and in hardware. In the hardware tests, the DLS algorithm successfully adapted a continuous-time 5th order analog filter. 
REFERENCES
[I]
