Abstract-We discuss N-Skart, a nonsequential procedure designed to deliver a confidence interval (CI) for the steady-state mean of a simulation output process when the user supplies a single simulation-generated time series of arbitrary size and specifies the required coverage probability for a CI based on that data set. N-Skart is a variant of the method of batch means that exploits separate adjustments to the half-length of the CI so as to account for the effects on the distribution of the underlying Student's -statistic that arise from skewness (nonnormality) and autocorrelation of the batch means. If the sample size is sufficiently large, then N-Skart delivers not only a CI but also a point estimator for the steady-state mean that is approximately free of initialization bias. In an experimental performance evaluation involving a wide range of test processes and sample sizes, N-Skart exhibited close conformance to the user-specified CI coverage probabilities.
I. INTRODUCTION
A long-standing problem in the analysis of a steady-state simulation output process is the formulation of a robust and efficient procedure to construct a valid confidence interval (CI) for the steady-state process mean. For example, such CIs are used extensively to compare alternatives in many procedures for ranking and selection [6] and simulation optimization [16] . In steady-state simulation analysis, three problems impede the construction of valid CIs [5] . The first problem is the influence of the simulation's initial condition on the output process, which often results in a transient that induces substantial bias in the sample mean of a simulation-generated time series. The second problem is the effect of correlation between successive simulation responses on the conventional estimator of the standard error of the sample mean, which often results in substantial underestimation of the variability of the sample mean. The third problem is the effect on the distribution of the usual Student's -ratio underlying conventional CIs for the steady-state mean that is caused by pronounced departures from normality in the simulation responses. A good CI procedure requires the solution of these three problems to provide the following:
1) an accurate point estimator of the steady-state mean that is approximately free of initialization bias; 2) a sufficiently stable estimator of the standard error of the point estimator 1) that adequately accounts for any correlations between the simulation responses used in computing the point estimator; 3) a suitable adjustment to the usual critical value of Student's -distribution that adequately accounts for any departures from normality in the simulation responses used in computing the point estimator 1) and the standard error estimator 2). Exploiting 1)-3), we are then able to construct a meaningful and reliable CI for the steady-state mean.
In this article we discuss N-Skart, a nonsequential procedure for steady-state simulation analysis that is an extension of the classical method of batch means. N-Skart is intended for simulation experiments in which the size of the output data set is fixed because of a limited computing budget, a constraint on the time available for the user to complete the simulation study, or other restrictions that prevent the user from resuming the current run of the simulation model. N-Skart is designed to deliver a CI for the steady-state mean that has a user-specified coverage probability and that is based on a single time series of an arbitrary fixed length; and N-Skart warns the user if there is insufficient data to construct the desired CI.
LBATCH and ABATCH [2] are the only other fixed-samplesize procedures that have been widely used for steady-state simulation analysis. Exploiting the method of batch means, Fishman and Yarberry [2] developed these procedures to deliver point and CI estimators of the steady-state mean response that are computed from a given simulation-generated time series of finite length. LBATCH and ABATCH are based on two specific rules for computing batch means: a) the fixed-number-of-batches (FNB) rule; and b) the square-root (SQRT) rule. The FNB rule maintains a constant number of batches while doubling the batch size on each iteration in which a larger total sample can be taken starting from the beginning of the given time series. It is well known, however, that CIs delivered by the FNB rule have expected half-lengths that are asymptotically too large as the sample size increases. On each iteration of the SQRT rule, both the number of batches and the batch size are increased by multipliers close to , 0018-9286/$26.00 © 2010 IEEE effectively doubling the size of the sample taken starting from the beginning of the given time series. The SQRT rule tends to underestimate the variance of the sample mean for a fixed total sample size, which results in poorer CI coverage. Fishman and Yarberry [2] conclude that in general, for a given sample size the FNB rule provides CIs with better coverage than the SQRT rule, while the CI half-lengths generated by the FNB rule are larger than those generated by the SQRT rule.
To determine an appropriate batch size and batch count for which the sample size used to construct a CI does not exceed the length of the given time series, Fishman and Yarberry [2] developed dynamic assignment rules for LBATCH and ABATCH such that on each iteration, the procedures switch between the FNB and SQRT rules based on a test of independence of the batch means. This approach is designed to retain the advantages of both the FNB and SQRT rules while avoiding their major disadvantages.
The LBATCH procedure starts with a fixed number of batches and tests for correlation between the batch means using von Neumann's randomness test [14] . Each time the randomness test is failed, the next iteration of LBATCH uses the FNB rule, keeping the same batch count while doubling the batch size in order to reduce the correlation between the resulting batch means as much as possible; and then the randomness test is reperformed. Once the batch size is sufficiently large so that the batch means finally pass the randomness test, every subsequent iteration of LBATCH uses the SQRT rule. Successive iterations of LBATCH using the SQRT rule continue so long as the total sample size does not exceed the length of the available time series of simulation-generated observations.
In contrast to LBATCH, the ABATCH procedure switches between the FNB and SQRT rules depending on the result of applying the randomness test to the batch means on every iteration of ABATCH. If the randomness test was failed on the previous iteration of ABATCH, then the FNB rule is used on the current iteration of ABATCH; otherwise the SQRT rule is used on the current iteration of ABATCH. After the batch means have been recomputed using the latest batch size and batch count, the final step of the current iteration of ABATCH is to apply the randomness test to the latest set of batch means. Successive iterations of ABATCH continue so long as the total sample size does not exceed the length of the given simulation-generated time series.
In an extensive experimental performance evaluation of LBATCH and ABATCH, Steiger [7] and Steiger and Wilson [9] find that LBATCH is significantly outperformed by ABATCH, which in turn is outperformed by ASAP, a fully sequential procedure for steady-state simulation output analysis. See [9] for complete details on how an arguably fair comparison of these procedures is carried out. Successive refinements and improvements of ASAP [4] , [8] ultimately led to the development of Skart [11] , [13] , which is a fully sequential variant of N-Skart designed to deliver a CI for the steady-state mean that satisfies user-specified requirements concerning not only the CI's coverage probability but also the absolute or relative precision provided by its half-length. Whereas N-Skart merely attempts to deliver a CI with the user-specified coverage probability based on a given simulation-generated data set of fixed size, Skart may require several iterations in which the user must resume the simulation and generate additional observations before Skart finally delivers a CI with the user-specified precision and coverage probability.
The rest of this article is organized as follows. Section II provides a brief overview of N-Skart. Section III contains a formal algorithmic statement of N-Skart. In Section IV we present selected results from our experimental performance evaluation. In Section V we present our main conclusions and recommendations for future work. A complete discussion of N-Skart and Skart is available online via Tafazzoli [10] . An abridged version of this paper was invited for presentation at the 2009 Winter Simulation Conference [12] .
II. OVERVIEW OF N-SKART
We begin by introducing some notation required to state the problem and to describe the operation of N-Skart. Let denote the output time series of length generated by a single run of a nonterminating (infinite-horizon) probabilistic simulation. If the simulation is in steady-state operation, then the random variables will have the same steady-state marginal cumulative distribution function (c.d.f.) for and for all real . Usually in a nonterminating simulation, we are interested in constructing point and CI estimators for some parameter of the steady-state c.d.f.
. In this article, we are primarily interested in estimating the steady-state mean, ; and we limit the discussion to output processes for which so that the marginal mean , marginal variance , and marginal skewness are well defined. We also assume that the variance parameter (1) is positive and well defined in the sense that (1) is absolutely convergent.
To construct point and CI estimators for based on the time series , N-Skart addresses the start-up problem by successively applying the randomness test of von Neumann [14] to spaced batch means with progressively increasing batch sizes and interbatch spacer sizes. When the randomness test is finally passed with a batch size and spacer size for sufficiently large integers and (where and ), the data-truncation point (warm-up period) is defined by the initial spacer so that the initial observations are truncated (ignored) in calculating the point and CI estimators of . N-Skart addresses the normality problem by a modified Cornish-Fisher expansion for the classical batch-means Student's -ratio that incorporates a term due to Willink [15] accounting for any skewness in the set of truncated, nonspaced (adjacent) batch means that are finally delivered. N-Skart addresses the correlation problem by using an autoregressive approximation to the autocorrelation function of the delivered set of truncated, nonspaced batch means. Beyond the data-truncation point , N-Skart computes the truncated, nonspaced batch means with batch size (2) and then N-Skart computes the sample mean and variance of the truncated batch means (3) respectively. Finally N-Skart delivers an asymptotically valid skewness-and autoregression-adjusted CI for having the form (4) where the skewness adjustments and are defined in terms of the function (5) and (6) so that has the arguments (7) where for , the quantity denotes the quantile of Student's -distribution with degrees of freedom; and the correlation adjustment is computed as (8) where the standard estimator of the lag-one correlation of the truncated, nonspaced batch means is (9) (Note that in (5), the indicated cube root is understood to have the same sign as the quantity .) Thus we see that and are skewness-adjusted quantiles of Student's -distribution for the left and right halflengths of the proposed CI; and the autoregression (correlation) adjustment is applied to the sample variance defined by (3) so as to compensate for any residual correlation between the truncated, nonspaced batch means (2) that are used to compute the truncated grand mean . The specific methods for computing , , , , and are explained in the next section. is to be estimated; and 2) the desired CI coverage probability , where . A formal algorithmic statement of N-Skart for a data set of fixed size is given in Fig. 2 .
III. DETAILED ALGORITHMIC STATEMENT OF N-SKART
In the rest of this section, we explain the logic of the steps of N-Skart that are detailed in Fig. 2 . N-Skart requires a sample size no less than 1280. This requirement is arguably not too far from the minimal sample size required for meaningful analysis of a time series with any of the following properties: 1) a nontrivial deterministic trend (initialization bias); 2) a nontrivial stochastic dependency structure (autocorrelation function); or 3) nonnormal distributional characteristics.
First, N-Skart computes the sample skewness of the given observations to determine the initial batch size as follows: respectively denote the sample mean and variance of all observations in the initial sample. If the sample skewness of the satisfies , then N-Skart sets the batch size according to ; otherwise . (Throughout this article for a given real number , the floor function denotes the greatest integer not exceeding while the ceiling function denotes the smallest integer greater than or equal to .)
Having set an appropriate value for the initial batch size, N-Skart uses the initial observations of the overall sample of size to compute nonspaced (adjacent) batches of size with an initial spacer consisting of ignored batches preceding each "spaced" batch. Then to determine , the maximum number of batches allowed in each spacer during subsequent testing of the spaced batch means for randomness, N-Skart computes the sample skewness of the corresponding batch means after skipping the first 20% of the batch means to reduce the effect of any initialization bias that may be present. Specifically N-Skart performs the following calculations on the current set of nonspaced batch means :
and (22) If , then N-Skart makes the assignment ; otherwise N-Skart makes the assignment . By doing this, N-Skart forces the randomness test to increase the batch size more frequently for skewed processes in a manner that is explained more fully in the following two paragraphs.
In the next step, N-Skart applies the randomness test of von Neumann [14] to the current set of batch means to determine the required batch count, batch size, and data-truncation point beyond which all computed spaced batch means are approximately independent and identically distributed (i.i.d.)-in particular, the spaced batch means are approximately independent not only of each other but also of the simulation's initial condition. After each iteration of the randomness test, we let denote the current number of spaced batch means defined by (10) , where each spacer consists of ignored batches. Each time the randomness test is failed, N-Skart adds an additional batch to each spacer and increments the number of batches per spacer, (up to the computed limit of batches per spacer), and updates the count of spaced batch means, ; then N-Skart reapplies the randomness test to the new reduced set of spaced batch means as defined by (10) .
If the randomness test is failed with a spacer consisting of batches, then some key status variables of the procedure must be suitably updated before reapplying the randomness test. Because only a limited number of simulation-generated observations are available in N-Skart, a feasibility check is done in this step of the procedure to determine if the updates to the batch size and batch count would cause the sample size for the next iteration of the randomness test to exceed the available sample size -
• If , then we perform the following updates: the batch size is inflated according to ; the batch count is deflated according to , where the assignment updates the total number of times the batch count is deflated in the randomness test ( is of course initialized to 0); the overall sample size is updated according to ; and finally we take and . Next N-Skart reperforms the following operations: 1) the computation of the nonspaced batch means according to (2); 2) the assignment of based on the sample skewness of the nonspaced batch means as computed from (20)- (22); and 3) the randomness testing procedure outlined in the paragraph immediately preceding this paragraph.
• On the other hand if , then N-Skart issues a warning to the user, stating that the randomness test could not be passed because of insufficient data. The warning also notes that if the user decides to continue the procedure under the given circumstances, then the delivered CI might not achieve the target confidence level. Here the user has two choices: a) quit the procedure without delivering a CI; or b) continue with construction of the requested CI by ignoring the warning. Once the randomness test is passed (or the requirement to pass the randomness test is waived owing to an inadequate dataset size and at the user's explicit request), N-Skart skips the first observations in the warm-up period, so that approximately steady-state observations are available to build a CI for . Next the batch count is reinflated according to the formula to compensate for the total number of times the batch count was deflated in successive iterations of the randomness test. Then N-Skart computes a multiplier to increase both the batch count and the batch size so as to use all the available observations, subject to the constraint that . Thus, N-Skart updates the count of truncated, nonspaced batch means according to and the associated batch size is updated as follows:
Next N-Skart computes nonspaced batch means with batch size from the end of the overall sample of size according to (11) so that there is no partial batch of size left at the end of the overall data set, where ; and then N-Skart increases the size of the warm-up period according to This step can enlarge the warm-up period and thus enhance the removal of the transients, especially in applications for which the provided sample size is fairly small and the requirement to pass the randomness test is waived at the user's request. N-Skart then computes the latest values of the associated grand mean and sample variance of the truncated, nonspaced batch means according to (3) .
Subsequently, N-Skart makes separate adjustments to the classical batch-means CI based on the corresponding effects of nonnormality and correlation of the batch means on the distribution of the usual Student's -ratio that underlies the batch-means method. To do this, N-Skart must first compute approximately unbiased estimators of the marginal variance and skewness of the truncated, nonspaced batch means with the current batch size . From all the individual observations in the current simulation-generated data set, N-Skart temporarily forms a set of approximately i.i.d. spaced batch means with batch size , where we take so that the spacer size is the smallest multiple of not less than the final size of the warm-up period. Let denote the corresponding number of spaced batch means. From this approximate random sample consisting of spaced batch means with batch size and spacer size as defined by (13) , N-Skart computes the sample mean as well as and , the usual unbiased estimators of the associated marginal variance and skewness of batch means with batch size as specified in (14)- (17) of Fig. 2 .
For the skewness adjustment, N-Skart exploits the results of Willink [15] . To construct a CI for the mean of a nonnormal population based on a random sample of size from that population with the sample mean , the sample standard deviation , and the sample third central moment , Willink derived a modification of the usual Student's -statistic with the following form: The primary drawback of the skewness-adjusted CI (24) is that except for the first spacer containing any transient effects, the other spacers contain useful information about the steadystate mean that is ignored; and making efficient use of this information can yield more precise point and CI estimators of . This consideration naturally leads us to N-Skart's correlation adjustment.
For the correlation adjustment, N-Skart makes the following substitutions in the skewness-adjusted CI (24): 1) the point estimator based on the spaced batch means is replaced by the grand mean of the truncated, nonspaced batch means; and 2) the point estimator's standard error estimate based on the spaced batch means is replaced by the standard error estimate based on the truncated, nonspaced batch means, where the correlation-adjustment factor is computed according to (8) and (9) . Usually the batch-means process can be adequately modeled by an autoregressive-moving average (ARMA) process, at least for the purpose of estimating the autocorrelation structure of the batch means; see [1] , [4] , and [8] . In N-Skart, the autocorrelation adjustment is applied to the variance estimator to compensate for any residual correlation between the truncated batch means; and in practice we have observed improved performance of N-Skart's final CIs by using the correlation-adjusted statistic as our estimator of . For a detailed explanation of the correlation-adjustment used in N-Skart, see Section 4.2 of [11] or Appendix A of [10] .
The substitutions of the preceding three paragraphs yield N-Skart's skewness-and autoregression-adjusted CI for that is given by (4)- (7). Finally N-Skart delivers the latest CI with the user-specified coverage probability and stops.
IV. PERFORMANCE EVALUATION OF N-SKART
To evaluate the performance of N-Skart with respect to coverage probability and the mean and variance of the half-length of its CIs, we applied N-Skart to a carefully selected set of test problems, including processes with characteristics that are typical of many large-scale practical applications of steady-state simulation, and processes exhibiting extremes of stochastic behavior that are commonly used to stress-test simulation analysis procedures. For each test process, the steady-state mean is known; therefore, we employed the empirical coverage probabilities for the CIs delivered by N-Skart as the primary means of evaluating the performance of the procedure. To illustrate the performance of N-Skart for what might be considered "small," "medium," and "large" data sets, we used the following sample sizes in our experiments: 10 000; 20 000; 50 000; and 200 000. Some results are also presented for ABATCH, providing a direct comparison with the performance of N-Skart.
Beyond CI coverage probability, the performance of N-Skart (and in some cases, ABATCH) is reported with respect to the following criteria: average CI relative precision (that is, the CI's half-length expressed as a percentage of the magnitude of the CI's midpoint); average CI half-length; and variance of the CI half-length. Each experiment includes 1000 independent replications of the selected output analysis procedures for constructing 90% and 95% CIs. The standard error of each CI coverage estimator for CIs with nominal 90% (respectively, 95%) coverage probability is approximately 0.95% (respectively, 0.69%). Although space limitations prevent the display of CIs on the coverage probabilities reported for N-Skart and ABATCH, the standard errors given above enable the reader to evaluate the performance of N-Skart by itself and in comparison with ABATCH.
Given below is a brief description of each of the test processes used in our performance evaluation of N-Skart. Com-plete details for each of these test processes are given in [3] and [10] .
• Queue Waiting Times, 90% Server Utilization: The test process is the sequence of waiting times in the queue with an empty-and-idle initial condition, an interarrival rate of customers per time unit, and a service rate of customers per time unit. In this system the steady-state server utilization is , and the steady-state expected waiting time is time units.
• Queue Waiting Times, 80% Server Utilization: The test process is defined in the same way as for the previous test process, except the interarrival rate is customers per time unit so that the steady-state server utilization is , and the steady-state expected waiting time is time units.
• Queue Waiting Times: The test process is the sequence of waiting times in an queueing system with an empty-and-idle initial condition, a mean interarrival time of 1.0, and a hyperexponential service-time distribution that is a mixture of two exponential distributions such that the service times have a mean of 0.8 and a coefficient of variation of 2.0. Thus in steady-state operation this system has a server utilization of and a mean queue-waiting-time of time units.
• First-Order Autoregressive (AR(1)) Process: The test process is an AR(1) process with autoregressive parameter 0.995 and white-noise variance 1.0 so that the steady-state distribution of the process has marginal mean and marginal standard deviation . Because we took the initial condition , this test process has pronounced negative initialization bias. Although this process is normal, it has a pronounced autocorrelation structure that severely distorts the behavior of the classical method of batch means.
• AR(1)-to-Pareto (ARTOP) Process: The test process is generated from an underlying (or base) AR(1) process with autoregressive parameter and white-noise variance so that in steady-state the are standard normal random variables with lag-one correlation 0.995. The corresponding observations of the target ARTOP process are generated from the Pareto c.d.f.
with location parameter and shape parameter as follows: for , where for all real denotes the c.d.f. of the standard normal distribution. This scheme provides a test process whose steady-state marginal distribution has mean, standard deviation, and skewness given by , , and , respectively. By taking
, we obtain the initial condition , which induces a pronounced positive bias in this test process. Clearly this process also exhibits pronounced correlation among successive observations as well as severe nonnormality.
• Queue Waiting Times: The test process is the sequence of queue waiting times for the queue, with customers in the queue being served in last-in-first-out (LIFO) order, a mean interarrival time of 1.0, a mean service time of 0.8, and an empty-and-idle initial condition. Thus in steady-state operation this system has a server utilization of and a mean queue waiting time . This test process was selected mainly because in steady-state operation, batch means computed from the waiting times are highly skewed, even for batch sizes that are sufficiently large to ensure the batch means are nearly uncorrelated.
• Queue Waiting Times: The test process is the sequence of queue waiting times for the queue in which customers are served in random order (SIRO) with a mean interarrival time of 1.0, a mean service time of 0.8, and an empty-and-idle initial condition. Thus in steady-state operation, this system has a server utilization of and a mean queue waiting time . This test process was selected because its autocorrelation structure differs substantially from that of all the other test processes used in the performance evaluation of N-Skart. For the queue-waiting-time process with emptyand-idle initial condition and steady-state server utilization , we also summarize the performance of ABATCH. Table I shows the results of applying N-Skart to 1000 independent replications of each of the test processes so as to construct nominal 90% and 95% CIs.
The results in Table I indicate that the coverage probabilities provided by N-Skart for the given sample sizes were close to their nominal levels in almost all test problems, except for the ARTOP process, where N-Skart experienced some minor undercoverage for the sample size 10 000. The pronounced level of nonnormality and stochastic dependence exhibited by the ARTOP process prevented N-Skart from working effectively with an unrealistically small sample size of 10 000. In general, we concluded that N-Skart performed better when it was applied to processes with limited marginal skewness. In the case of the ARTOP process, when the sample size was small, the batch size could not increase sufficiently to reduce the batch-means skewness to a reasonable level. It should be mentioned here that in all the experimentation reported in Table I , we simply ignored the warning message issued by N-Skart for test problems in which the randomness test could not be passed due to insufficient data; and we requested that N-Skart deliver a CI on all 1000 independent replications of each test problem.
To put some of the results in Table I into perspective, in Table II we show comparable results for N-Skart and ABATCH [2] when both procedures are applied to waiting times in the queue with and an empty-and-idle initial condition. In this test problem we judged the performance of ABATCH to be unacceptable for the sample sizes , 20 000, and 50 000 because the empirical coverage probabilities of the CIs delivered by ABATCH were significantly below the corresponding user-specified nominal coverage probabilities. For example with the fixed sample size and nominal coverage probability of 90%, ABATCH delivered an empirical coverage probability of 83.9% while the corresponding figure for N-Skart was 91.8%. The other performance measures presented in Table II for this case provide some indication of the causes for the undercoverage of the CIs delivered by ABATCH. From Table II we see that the average relative precision of the CIs delivered by ABATCH (that is, the average half-length of the CIs expressed as a percentage of the average magnitude of the CI's midpoint) was 13.55%; by contrast the average relative precision of the CIs delivered by N-Skart in this case was 20.80%. We concluded that in this case, ABATCH delivered CIs that were too narrow to achieve the desired coverage probability. This conclusion is reinforced by observing from Table II that the sample mean and variance of the CI half-lengths delivered by ABATCH were 1.2197 and 0.1636, respectively; and the corresponding figures for N-Skart were 1.9096 and 1.3022, respectively. Thus in comparison with the CIs delivered by N-Skart, ABATCH's CIs were not only narrower on the average, they were consistently too narrow. The foregoing observations are typical of all our computational experience with ABATCH.
For the fixed sample size of , we judged ABATCH's performance to be marginally acceptable because the empirical coverage probabilities of 86.5% and 91.7% differed from their respective nominal levels of 90% and 95% by less than 5%. Although these observed differences in CI coverage are statistically significant at the levels of significance conventionally used in formal hypothesis testing, we did not consider these differences to be practically significant. In all our computational experience with ABATCH, we have found that ABATCH can deliver CIs with acceptable coverage probabilities-provided that it is supplied with a sufficiently large sample size. Unfortunately there is no sequential version of ABATCH that can be reliably used to determine the sample size required to ensure acceptable performance of ABATCH; for more on this issue, see Section 7.1.1 (pp. 1581-1583) of Steiger and Wilson [9] . The performance of ABATCH as reported in Table II is consistent with the following: 1) the results reported in [2, Figs. 2 and 4]; and 2) all our computational experience with ABATCH as reported in [3] , [7] - [9] . On the other hand, we found that N-Skart outperformed ABATCH for all four sample sizes considered in Table II; and for , we found that the coverage probabilities for the CIs delivered by N-Skart did not deviate significantly from their nominal levels with respect to either statistical or practical significance. All in all, we concluded that N-Skart outperformed ABATCH in this test process; and at the present time we are unaware of any other fixed-sample-size procedures for steady-state simulation analysis that outperform N-Skart.
V. CONCLUSION
In this article we developed a new, completely automated batch-means method, called N-Skart, for constructing a correlation-and skewness-adjusted CI for the steady-state mean of a simulation output process in which the user supplies a single simulation-generated series of arbitrary length, and the user specifies the desired coverage probability for a CI based on that series. From the experimental results presented in Section IV, it is evident that N-Skart provided close conformance to the user-specified CI coverage probabilities in all the test problems that we considered.
In practical applications of N-Skart, a CI with abnormally large half-length or high relative precision should be interpreted as an indication of potential problems with the delivered CI as well as the possible need for a larger sample size. In general to determine a sample size that is sufficiently large to ensure reliable performance of N-Skart, we recommend performing a pilot study in which Skart, the fully sequential variant of N-Skart, is applied to an initial sample whose size is practically feasible for the application at hand [11] , [13] . In such a pilot study, the application of Skart to the initial sample will either deliver the desired CI or return an estimate of the size of the sample that should be collected and supplied to N-Skart.
