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Abstract
This thesis gives several applications of effective field theory to processes involving heavy
particles. The first is a standard application of heavy quark effective theory to exclusive
B decays. It involves two new sum rules discovered by Le Yaouanc et al. by applying the
operator product expansion to the nonforward matrix element of a time-ordered product
of b → c currents. They lead to the constraints σ2 > 5ρ2/4 and σ2 > 3(ρ2)2/5 + 4ρ2/5
on the curvature of the B¯ → D(∗) Isgur-Wise function, both of which imply the absolute
lower bound σ2 > 15/16 when combined with the Uraltsev bound ρ2 > 3/4 on the slope.
This thesis calculates order αs corrections to these bounds, increasing the accuracy of the
resultant constraints on the physical form factors.
The second application involves matching SCETI onto SCETII at one loop. Keeping the
external fermions off their mass shell does not regulate all IR divergences in both theories.
The work described here gives a new prescription to regulate infrared divergences in SCET.
Using this regulator, we show that soft and collinear modes in SCETII are sufficient to
reproduce all the infrared divergences of SCETI . We explain the relationship between IR
regulators and an additional mode proposed for SCETII .
Next we consider tt¯ production at large energies. The production process is characterized
by three disparate energy scales: the center-of-mass energy,
√
s; the mass, m; and the
decay width, Γ; with
√
s ≫ m≫ Γ. At the scale √s we match onto massive soft-collinear
effective theory (SCET). The SCET current is run from
√
s tom, thereby summing Sudakov
logarithms of the form logn(m/
√
s), where n = 2, 1. At the scale m, the top quark mass
is integrated out by matching SCET jet functions onto a boosted version of heavy quark
effective theory (bHQET). The jet functions in bHQET are then run from m to Γ, summing
powers of single logarithms of the ratio m/Γ.
Under certain assumptions factorization formulas can be derived for differential distri-
butions in processes involving highly energetic jets, such as jet energy distributions. As a
vfinal topic, we show how to test these assumptions using semileptonic or radiative decays
of heavy mesons, by relating the jet P+ distribution derived under these assumptions to
other differential distributions in these decays, which are better understood.
vi
Contents
Acknowledgments iii
Abstract iv
1 Introduction 1
1.1 Constraining exclusive B decay measurements . . . . . . . . . . . . . . . . . 1
1.2 Regulating SCET in the infrared . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Precision top quark physics . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.4 Jet definitions in SCET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.5 Plan of the thesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
2 Heavy quark effective theory 5
2.1 Basics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 5
2.2 Leading-order in the heavy quark expansion . . . . . . . . . . . . . . . . . . 7
2.3 Lagrangian beyond leading order in 1/mQ . . . . . . . . . . . . . . . . . . . 8
3 Perturbative corrections to sum rules 10
3.1 Sum rules and |Vcb| . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
3.2 Derivation of the generic sum rule . . . . . . . . . . . . . . . . . . . . . . . 12
3.3 Vector and axial vector sum rules . . . . . . . . . . . . . . . . . . . . . . . . 17
3.4 Physical bounds . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 22
3.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4 Soft-collinear effective theory 29
4.1 Basics . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 29
4.2 Lagrangian . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 31
4.3 Label operators . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 34
vii
4.4 Gauge invariance . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 35
4.5 Collinear-ultrasoft decoupling . . . . . . . . . . . . . . . . . . . . . . . . . . 38
5 Infrared regulators in SCET 40
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 40
5.2 Matching from SCETI onto SCETII . . . . . . . . . . . . . . . . . . . . . . 42
5.3 Infrared regulators in SCET . . . . . . . . . . . . . . . . . . . . . . . . . . . 47
5.3.1 Problems with known IR regulators . . . . . . . . . . . . . . . . . . 47
5.3.2 A new regulator for SCET . . . . . . . . . . . . . . . . . . . . . . . . 50
5.4 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 54
6 Summing logarithms in high-energy unstable heavy fermion pair produc-
tion 56
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 56
6.2 QCD at one loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 57
6.3 SCETI at one loop . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
6.4 SCETI cross section . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 61
6.4.1 Ultrasoft-collinear factorization . . . . . . . . . . . . . . . . . . . . . 62
6.4.2 Final state invariant mass constraints . . . . . . . . . . . . . . . . . 64
6.4.3 Specifying jet momenta and SCETI jet functions . . . . . . . . . . . 66
6.4.4 Computing SCETI jet functions . . . . . . . . . . . . . . . . . . . . 68
6.5 Boosted HQET . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 70
6.6 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 74
7 Testing jet definitions in SCET 76
7.1 The problem of defining jets in SCET . . . . . . . . . . . . . . . . . . . . . 76
7.2 Review of radiative and semileptonic B decay in SCET . . . . . . . . . . . 78
7.3 Standard observables . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
7.4 Jet P+ distribution . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 82
7.5 Summary . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 85
8 Conclusions 87
Bibliography 90
viii
List of Figures
3.1 The cuts of Tfi in the complex ε plane. The depicted contour picks up only contri-
butions from the left-hand cut, which corresponds to physical states with a charm
quark. The states given by the right-hand cut do not contribute here. . . . . . . . 13
3.2 Diagrams contributing to the order αs corrections to the sum rules. The squares
indicate insertions of the currents Ji and Jf , respectively. The current Ji inserts
momentum q, while the current Jf carries away momentum q
′ sufficient to leave the
final b-quark with velocity vf . The velocity-labeled quark fields are those of the heavy
quark effective theory. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 15
3.3 One-loop renormalization of the leading operator in the operator product expansion of
Tfi. The blob indicates an insertion of this operator, b¯vfΓf (1+ /v
′)Γibvi . The external
lines are bottom quarks in the heavy quark effective theory. . . . . . . . . . . . . . 16
3.4 Dispersive constraints on FD derivatives combined with the corrected sum rule bounds
derived here at ∆ = 2 GeV. The interior of the ellipse is the region allowed by the dis-
persion relations. Including the curvature bounds, given by the area above the dashed
curves, further restricts the allowed region to the shaded area. The darker region is
obtained by also including the Bjorken and Voloshin bounds. Both perturbative and
nonperturbative corrections are included. . . . . . . . . . . . . . . . . . . . . . . 28
5.1 Diagrams in SCETI contributing to the matching. The solid square denotes
an insertion of the heavy-light current. . . . . . . . . . . . . . . . . . . . . . . 43
5.2 Diagrams in SCETII contributing to the matching. . . . . . . . . . . . . . . . 44
5.3 Contribution of the additional SCETII mode proposed in Refs. [40]. . . . . . 45
6.1 Tree-level current (a) and the one-loop correction (b) in QCD. . . . . . . . . 58
6.2 One-loop vertex correction in SCET. . . . . . . . . . . . . . . . . . . . . . . . 59
6.3 Forward scattering amplitudes. . . . . . . . . . . . . . . . . . . . . . . . . . 69
ix
7.1 Kinematics of the current in the effective theory. The heavy quark bv has
momentum mbv + k, the gauge boson has q and the total momentum of the
usoft Wilson line Yn is l. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 79
1Chapter 1
Introduction
The main theme of this thesis is QCD. This is a theory we know a lot about indirectly.
It is difficult to calculate things in hadronic physics, however. This is because of the
theory’s nonperturbative nature. Effective field theory is a useful way of making do with
this situation. It is often used to parametrize unknown parameters and relate them to other
unknown parameters through general symmetry arguments. This is a surprisingly powerful
concept. It is often possible to eliminate some physics we do not understand by taking its
effects from somewhere else. In this way we get around our lack of understanding.
1.1 Constraining exclusive B decay measurements
This thesis gives several applications of the ideas of effective field theory to processes in-
volving heavy particles, that is, heavy relative to the other energy scales involved. The first
is a standard application of heavy quark effective theory (HQET) to exclusive B decays.
In this case, the bottom quark mass is heavy relative to the other scale in the problem,
ΛQCD. This is a very successful theory and will be discussed more fully in the next chapter.
For now, suffice it to say that it is a self-contained theory just like any other and that sum
rules can be derived by relating exclusive matrix elements with the inclusive result of the
optical theorem. The third chapter of this thesis discusses two new sum rules that were
discovered in this way by applying the operator product expansion to the nonforward ma-
trix element of a time-ordered product of b→ c currents in the heavy quark limit of QCD.
They lead to the constraints σ2 > 5ρ2/4 and σ2 > 3(ρ2)2/5 + 4ρ2/5 on the curvature of
the B¯ → D(∗) Isgur-Wise function, which is basically just a parametrized matrix element.
These constraints imply the absolute lower bound σ2 > 15/16 when combined with the
2Uraltsev bound ρ2 > 3/4 on the slope of the form factor. That chapter calculates order
αs corrections to these bounds, increasing the accuracy of the resultant constraints on the
physical form factors. The latter may have implications for the determination of |Vcb| from
exclusive semileptonic B meson decays.
1.2 Regulating SCET in the infrared
Soft-collinear effective theory (SCET) is another effective theory. It has many similarities
with HQET. It is actually more a theory of light particles than of heavy ones. It describes
the interactions of light but energetic particles. The fifth chapter of this thesis discusses
a subtlety of this theory. There have been claims that its basic formulation is incomplete
because it appears not to reproduce the low-energy sector of QCD, which an effective
theory of QCD must do. In this chapter, we consider matching from SCETI, which includes
ultrasoft and collinear particles, onto SCETII with soft and collinear particles at one loop.
The definitions of these different subtheories is unimportant for now. The point is that
keeping the external particles off their mass shell in the matching does not regulate all
infrared (IR) divergences in both theories. Usually this is sufficient to regulate any IR
divergences, and it is the standard way of doing so. However, here it is not enough. We
give a new prescription to regulate infrared divergences in SCET. Using this regulator, we
show that soft and collinear modes in SCETII are sufficient to reproduce all the infrared
divergences of SCETI. We explain the relationship between IR regulators and an additional
mode proposed for SCETII. This is a step toward resolving an apparent paradox that has
plagued the field for some time.
1.3 Precision top quark physics
In this thesis we also consider an application of effective field theories to a perturbative
process: tt¯ production at large energies. Although the most common use for effective field
theories is for parametrizing unknown aspects of nonperturbative physics, they also can be
very useful in entirely perturbative processes. The reason is that the separation of scales
achieved by the judicious use of effective field theories allows one to sum logarithms of the
different scales that appear in a perturbative calculation. For instance, when one calculates
3in a certain limit the differential cross section for top-antitop production in electron-positron
scattering, three different and widely separated scales are involved. The production process
is characterized by these energy scales: the center-of-mass energy,
√
s; the mass, m; and
the decay width, Γ; with
√
s ≫ m ≫ Γ. Since these scales are so different, any logs of
them appearing in a perturbative calculation will be quite large. This can severely diminish
the accuracy of a calculation since these logs effectively increase the coupling constant. To
sum them, we match at the scale
√
s onto massive soft-collinear effective theory (SCET).
The SCET current is run from
√
s to m, thereby summing Sudakov logarithms of the
form logn(m/
√
s), where n = 2, 1. At the scale m the top quark mass is integrated out
by matching SCET jet functions onto a boosted version of heavy quark effective theory
(bHQET). The jet functions in bHQET are then run from m to Γ, summing powers of
single logarithms of the ratio m/Γ.
1.4 Jet definitions in SCET
The final project discussed in this thesis concerns the application of SCET to jet physics.
This application typically involves some assumptions about the final state of the process.
At leading order, it is easy to think of a two-jet final state as just two quarks traveling in
different directions. Of course, each jet must really be a color-singlet when it is observed.
Individual quarks do not fit the bill. Under certain assumptions factorization formulas
can be derived for differential distributions in processes involving highly energetic jets,
such as jet energy distributions. In this thesis we show how to test these assumptions using
semileptonic or radiative decays of heavy mesons, by relating the jet P+ distribution derived
under these assumptions to other differential distributions in these decays, which are better
understood.
1.5 Plan of the thesis
The second chapter gives a short introduction to heavy quark effective theory. This prepares
the way for the third chapter, which is an application of this effective theory to the extraction
of |Vcb| from exclusive semileptonic B decays. The fourth chapter introduces soft-collinear
effective theory, the subject of the remaining chapters. The fifth chapter uses this theory
4(as well as parts of heavy quark effective theory) to sum logs that arise in perturbative
calculations of top-antitop production. The sixth chapter discusses the definition of hadronic
jets in soft-collinear effective theory. It explores a way to test the validity of these definitions.
5Chapter 2
Heavy quark effective theory
This chapter is a brief review of some of the aspects of heavy quark effective theory (HQET).
It follows the book by Manohar and Wise [1]. This review will be useful for introducing the
next chapter as well as for the later chapters involving soft-collinear effective theory. HQET
describes the interactions of heavy quarks (usually the bottom or charm quarks) with the
soft degrees of freedom they hadronize with. For instance, a B meson has for valence quarks
a b quark and a light quark. There are also lots of sea quarks and gluons that serve to keep
the meson bound together. These soft degrees of freedom typically have momenta on the
order of ΛQCD, the scale of nonperturbative strong dynamics. This scale is dynamically
generated by QCD, and its inverse gives the typical size of a hadron containing no more
than one heavy quark.
2.1 Basics
Consider the B meson system: a heavy bottom quark with mass mb and a light quark with
massm ∼ ΛQCD. The momentum exchanged between the heavy quark and the light degrees
of freedom is of order ΛQCD. This momentum exchange can only change the velocity of the
heavy quark by an amount of order
∆v = ∆p/mb ∼ ΛQCD/mb . (2.1)
In the heavy-quark limit, mQ → ∞, the velocity change goes to zero. One can say that
the velocity of a heavy quark in this situation is a good quantum number. As a result, in
HQET the velocity of a heavy quark labels its field, as we will see below.
6The QCD Lagrangian for a quark field q(x) with mass mQ is
L = Q¯(x)(i/D −mQ)Q(x) . (2.2)
Here Dµ is the covariant derivative, which we define as
Dµ = ∂µ − igT aAaµ . (2.3)
This Lagrangian determines the standard quark propagator:
i(/p +mQ)
p2 −m2Q + iǫ
. (2.4)
HQET describes nearly on-shell heavy quarks since their interactions with the light degrees
of freedom do not change the velocity, as described above. We can see this by parametrizing
the heavy quark momentum as
pµ = mQv
µ + kµ , (2.5)
where the so-called residual momentum k is small relative to the heavy quark mass: kµ ∼
ΛQCD. We choose the velocity such that it squares to unity: v
2 = 1. In particular, this
parametrization of the momentum shows that
p2 −m2Q = 2mQv ·k + k2 ≪ m2Q , (2.6)
which confirms the statement above. Because the residual momentum is small relative to
the heavy quark mass, the heavy quark remains nearly on-shell despite its interactions with
the other stuff inside the hadron.
We can substitute this momentum parametrization into the quark propagator above to
get its simplification in the heavy-quark limit:
i(1 + /v)
2v ·k + iǫ , (2.7)
where the k2 term in the denominator has been dropped as higher order. This is the
propagator appropriate in the heavy-quark limit to describe small fluctuations of the heavy
quark around its on-shell limit. Note that the propagator is proportional to the projection
7operator
1 + /v
2
. (2.8)
This leads to an important property of HQET to be discussed below.
2.2 Leading-order in the heavy quark expansion
Now let us construct the HQET Lagrangian. This is useful for understanding the implica-
tions of HQET, as well as for understanding soft-collinear effective theory, which is discussed
below. We start by writing the QCD quark field Q(x) as
Q(x) = e−imQv·x [Qv(x) +Qv(x)] , (2.9)
where the projected fields are defined as
Qv(x) = e
imQv·x
1 + /v
2
Q(x) , (2.10)
Qv(x) = eimQv·x 1− /v
2
Q(x) . (2.11)
The exponential in front of Q(x) has the effect of subtracting the large part of the heavy
quark’s momentum, so that the remaining piece, Qv, just describes fluctuations around the
on-shell limit. The next section will show that Qv is suppressed by ΛQCD/mQ relative to
the Qv field. Assuming this for now and dropping the Qv field, substituting Eq. (2.9) into
the QCD Lagrangian gives the leading-order HQET Lagrangian:
L = Q¯v(x)(iv ·D)Qv(x) . (2.12)
It is easy to see that the heavy quark propagator obtained from this Lagrangian matches
what we wrote down before in Eq. (2.7) by taking the large mQ limit of the standard QCD
propagator.
Note the effect of the projector in the field definitions:
1 + /v
2
Qv(x) = Qv(x) , (2.13)
1 + /v
2
Qv(x) = 0 . (2.14)
8This is a result of the fact that v2 = 1. The presence of this projector in the heavy quark
propagator results in a modification of the interaction between heavy quarks and gluons.
In QCD the vertex is igT aγµ. Since this vertex is always sandwiched between two heavy
quark propagators, the effective vertex is just vµ. This can be seen as follows:
1 + /v
2
γµ
1 + /v
2
= vµ
1 + /v
2
. (2.15)
This fact alones produces a major simplication in the interactions of heavy quarks with
gluons. Since the vertices of heavy quark effective theory have no Dirac matrices, the
interactions leave heavy quark spin unchanged!
2.3 Lagrangian beyond leading order in 1/mQ
The HQET Lagrangian beyond leading order in ΛQCD/mQ can be derived in the same way
as the leading-order Lagrangian above. Simply inserting the identity in Eq. (2.9) into the
standard QCD Lagrangian gives
L = Q¯v(iv ·D)Qv − Q¯v(iv ·D + 2mQ)Qv + Q¯vi/DQv + Q¯vi/DQv , (2.16)
where we have used the identities /vQv = Qv and /vQv = −Qv. The appearance of the term
2mQ in the kinetic term for theQv field confirms the claim above. This field produces higher-
energy excitations than the Qv field and can be integrated out. Varying the Lagrangian
with respect to Q¯v(x) gives the equation that allows us to do this at tree level:
Qv(x) = − i/D
i/D − 2mQQv(x) . (2.17)
We can substitute this formula into the Lagrangian above to integrate out the Qv field. The
result is
L = Q¯v(x)(iv ·D)Qv(x) + Q¯v(x)i/D
(
1
i/D − 2mQ
)
i/DQv(x) . (2.18)
9Since derivatives acting on theQv field scale like ΛQCD the last term can be further expanded
to yield
L = Q¯v(x)(iv ·D)Qv(x) + Q¯v(x)(i/D)
2
2mQ
Qv(x) (2.19)
= Q¯v(x)(iv ·D)Qv(x) + Q¯v(x)
[
(iD)2 + σµνG
µν
2mQ
]
Qv(x) , (2.20)
where we have used the fact that
γµγν =
1
2
{γµ, γν}+ 1
2
[γµ, γν ] = gµν + iσµν . (2.21)
Higher-order terms can be calculated by expanding Eq. (2.17) in the Lagrangian and keeping
higher-order terms. Here we only kept the first term in the expansion.
The expression for the subleading-order HQET Lagrangian shows several things. The
first is simply that the heavy quark spin symmetry is broken by these higher-order terms.
The term involving σµν contains Dirac matrices and therefore no longer preserves the heavy
quark spin. A second point to notice from the subleading Lagrangian is an understanding
of the origin of corrections to heavy quark symmetry. The leading-order HQET Lagrangian
gives a heavy quark propagating freely without interactions. The first correction term (the
one with D2) looks just like a kinetic energy term, and the second correction term (the
one with σµν) is a magnetic moment interaction term. These terms support the intuitive
picture of heavy quark symmetry that we have been discussing.
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Chapter 3
Perturbative corrections to sum
rules
In this chapter we discuss heavy quark effective theory sum rules and the perturbative
improvement. It is shown how these sum rules can be useful in the extraction of |Vcb| from
B meson decays. Much of this chapter appeared in Ref. [2].
3.1 Sum rules and |Vcb|
Heavy quark effective theory (HQET) [3] provides a model-independent method of ex-
tracting the CKM matrix element |Vcb| from exclusive semileptonic B meson decays. The
B¯ → D(∗)lν¯ differential decay rates are given by
dΓ
dw
(B¯ → D∗lν¯) = G
2
F |Vcb|2m5B
48π3
r3∗(1− r∗)2
√
w2 − 1 (w + 1)2
×
[
1 +
4w
w + 1
1− 2wr∗ + r2∗
(1− r∗)2
]
FD∗(w)2 ,
dΓ
dw
(B¯ → Dlν¯) = G
2
F |Vcb|2m5B
48π3
r3(1 + r)2(w2 − 1)3/2FD(w)2 , (3.1)
where r(∗) = mD(∗)/mB and w = v · v′ is the product of the B¯ and D(∗) four-velocities.
Heavy quark symmetry [4] relates B¯ → D(∗)lν¯ form factors to the corresponding Isgur-Wise
function, with the result FD∗(w) = FD(w) = ξ(w) in the heavy-quark limit of QCD. Since
ξ(w) is absolutely normalized to unity at zero recoil (i.e., w = 1) [4, 5, 6, 7], experimental
data determine |Vcb| without recourse to model-specific assumptions.
This procedure has several sources of uncertainty. First, the identity FD(∗)(1) = 1
receives both perturbative corrections and corrections suppressed by the heavy b and c
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quark masses. The former are known to order α2s [8], with unknown higher-order corrections
likely less than 1%, but the latter depend on four subleading Isgur-Wise functions and have
been estimated only with phenomenological models and quenched lattice QCD.
Another source of error is the extrapolation of measured form factors to zero recoil,
where the rates vanish. Linear fits of FD(∗)(w) underestimate the zero-recoil value by about
3%, an effect mostly due to the curvature [9]. Using nonlinear shapes for FD(∗)(w) reduces
this error, and therefore constraints on second and higher derivatives at zero-recoil are
welcome. Dispersive constraints [10, 11] relate second and sometimes higher derivatives to
the first and are commonly used.
HQET sum rules provide a complementary way of constraining the FD(∗)(w) shapes.
New sum rules for the curvature and higher derivatives of the Isgur-Wise function were
derived in Refs. [12, 13, 14]. Equating the result of inserting a complete set of intermediate
states in the nonforward matrix element of a time-ordered product of HQET currents with
the operator product expansion (OPE) gives a generic sum rule depending on the products
of the velocities of the initial, final, and intermediate states. These are denoted respectively
by vi, vf , and v
′ (the intermediate states all have the same velocity v′ in the infinite-mass
limit), and the products are denoted by
wif = vi · vf , wi = vi · v′ , wf = vf · v′ , (3.2)
or generically wx. These parameters are constrained to lie within the range [12]
wi, wf , wif ≥ 1 , wiwf −
√
(w2i − 1)(w2f − 1) ≤ wif ≤ wiwf +
√
(w2i − 1)(w2f − 1) , (3.3)
and differentiating the generic sum rule with respect to them at wx = 1 (read: wi = wf =
wif = 1) produces a class of sum rules for derivatives of the Isgur-Wise function at zero
recoil. The sum rules of Refs. [12, 13, 14] were derived at tree level in the heavy-quark limit.
The present chapter includes the order αs corrections to the new sum rules and uses them
to derive bounds on the curvatures of FD(∗)(w) including αs and ΛQCD/mc,b corrections.
Including these corrections to the heavy-quark limit is important for meaningful comparison
with data and dispersive constraints.
12
3.2 Derivation of the generic sum rule
The derivation of the generic sum rule follows a well-known formalism [15, 16, 17, 18]. It
begins with the consideration of the time-ordered product of two arbitrary heavy-heavy
currents
Tfi(ε) =
i
2mB
∫
d4x e−iq·x 〈Bf (pf )|T{Jf (0), Ji(x)} |Bi(pi)〉 (3.4)
as a complex function of ε = EM −Ei− q0 at fixed ~q, where EM =
√
m2M + |~pi + ~q |2 is the
minimum possible energy of the charmed hadronic state that Ji can create at fixed ~q. The
currents have the form
Jf (x) = b¯(x)Γf c(x) , Ji(y) = c¯(y)Γib(y) (3.5)
for any Dirac matrices Γi,f . Only the choices Γi,f = /vi,f and Γi,f = /vi,fγ5 are explored
here, but in principle others lead to different sum rules. The B states are ground state
B¯ or B¯∗ mesons and have the standard relativistic normalization. As in the derivation of
the Uraltsev sum rule [19], the initial and final states do not necessarily have the same
velocity. Considering the nonforward matrix element of the time-ordered product is a
crucial generalization in deriving the new sum rules [12].
From Eq. (3.4) one proceeds by splitting up the two time-orderings and inserting com-
plete sets of intermediate charm states. The result is
Tfi(ε) =
1
2mB
∑
Xc
(2π)3δ3(~q + ~pi − ~pXc)
〈Bf |Jf (0)|Xc〉〈Xc|Ji(0)|Bi〉
ε+ EXc −EM − i0+
− 1
2mB
∑
Xc¯bb
(2π)3δ3(~q − ~pf + ~pXc¯bb)
〈Bf |Ji(0)|Xc¯bb〉〈Xc¯bb|Jf (0)|Bi〉
ε+ Ei + Ef − EM − EXc¯bb + i0+
, (3.6)
where the sums include phase space factors such as d3p/(2π)32EX . Again, Tfi has been
written as above to call attention to the full generality possible for deriving sum rules by this
method, but here both Bi and Bf will be taken to be B¯ mesons to avoid the considerable
complication of the B¯∗ polarization. In addition, HQET states and currents will be used
henceforth since the goal is sum rules for the derivatives of the Isgur-Wise function. Deriving
the bounds in the effective theory also makes the calculation of perturbative corrections
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much easier.
The function Tfi(ε) has two cuts along the real axis, as shown in Fig. 3.1. The important
one here, running from−∞ to the origin, comes from the first time-ordering and corresponds
to intermediate states with a c quark or a c quark, a b quark, and a b¯ quark. The cut
associated with the other time-ordering begins near 2mc and corresponds to states with two
b quarks and a c¯ quark. Since Tfi(ε) is perturbatively calculable only when smeared over a
large enough range of ε [20], it is multiplied by a weight functionW∆ and integrated around
the contour shown in the figure. The scale ∆ gives the extent of the smearing and therefore
should be well above ΛQCD. The contour chosen eliminates all but the intermediate states
with heavy quark content c by avoiding the second cut and pinching the first at ε = −2mb.
Crossing the contour assumes local duality at the scale mb, but if ∆ < mb the weight
function will be quite small here. This will be clear with the specific weight function used
below. Assuming it is analytic in the shaded region of Fig. 3.1, the result is
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Figure 3.1: The cuts of Tfi in the complex ε plane. The depicted contour picks up only contributions
from the left-hand cut, which corresponds to physical states with a charm quark. The states given
by the right-hand cut do not contribute here.
1
2πi
∫
C
dεW∆(ε)Tfi(ε) =
∑
Xc
W∆(EM−EXc)
〈B¯(vf )|Jf |Xc(v′)〉〈Xc(v′)|Ji|B¯(vi)〉
4v′0
, (3.7)
where the delta function has been used to perform the phase-space integral and the HQET
state normalization convention has been used to eliminate mass factors in the denominator.
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The intermediate Xc states carry four-momentum pXc = mXcv
′ = pi + q.
Choice of the weight function is governed by well-known concerns [18, 16]. In practice
one uses W∆(ε) = θ(∆ + ε), which is the n→∞ limit of the set of functions
W
(n)
∆ (ε) =
∆2n
ε2n +∆2n
(3.8)
for ε < 0. But since the weight function must be analytic within the contour, the use of
these is strictly correct only for small n > 1. In this case the poles at ε = 2n
√−1∆ are
a distance of order ∆ away from the cut, and the contour can be deformed away without
getting too close to the cut and relying on local duality at a scale below mb. This is not
true of the n → ∞ limit, in which the poles approach the cut and the contour must pinch
the cut at the scale ∆ instead of mb. This is a problem because the contribution at ∆
is weighted much more heavily than that at mb, and thus the results will depend more
strongly on the assumption of local duality. However, an explicit calculation shows that the
results here do not depend on n, just as the authors of Ref. [18] found in their derivation of
corrections to the Bjorken sum rule. This is not true in other cases, such as the Voloshin
sum rule [18]. The weight function in what follows can therefore be considered a simple
step function excluding states with excitation energies greater than ∆. Although increasing
∆ includes more states and weakens the bounds, the cutoff energy must be chosen large
enough to make perturbative QCD appropriate. Choosing ∆ & 2 GeV should therefore be
sufficient.
The sum rule is derived by performing an operator product expansion on the time-
ordered product of currents on the left-hand side of Eq. (3.7) while writing out the right-hand
side explicitly in terms of excited-state Isgur-Wise functions. The leading-order OPE rele-
vant for B matrix elements consists of a single dimension-three operator, b¯vfΓf (1+ /v
′)Γibvi .
Higher-dimension operators will be neglected here, as they give corrections suppressed by
powers of ΛQCD/∆ or ΛQCD/mc,b. The order αs corrections to the Wilson coefficient of the
leading operator are given by a matching calculation involving the diagrams in Figs. 3.2
and 3.3. The generic sum rule resulting from this is
1
4
ξ(wif )[1 + αsF (wi, wf , wif )] Tr
[
(1 + /vf ) Γf (1 + /v
′) Γi(1 + /vi)
]
=
∑
Xc
W∆(EM−EXc)〈B¯(vf )|Jf |Xc(v′)〉〈Xc(v′)|Ji|B¯(vi)〉 , (3.9)
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Figure 3.2: Diagrams contributing to the order αs corrections to the sum rules. The squares
indicate insertions of the currents Ji and Jf , respectively. The current Ji inserts momentum q, while
the current Jf carries away momentum q
′ sufficient to leave the final b-quark with velocity vf . The
velocity-labeled quark fields are those of the heavy quark effective theory.
where the function F contains the one-loop corrections. In principle, F could be defined
to include perturbative corrections of all orders. The form of the corrected sum rule would
be the same since HQET vertices are spin-independent. The right-hand side is written out
explicitly in the next section.
Working in the rest frame of the intermediate hadrons (i.e., v′0 = 1) and using the MS
scheme with dimensional regularization and a finite gluon mass m, the contributions to αsF
of the graphs in Figs. 3.2(a)–3.2(d) are, respectively,
2αs
3π
(
2− ln4∆
2
µ2
)
, (3.10)
2αs
3π
wi


ln
(
wi +
√
w2i − 1
)
√
w2i − 1
ln
4∆2
µ2
+
∫ 1
0
dx
2 lnx− ln[1 + 2x(1− x)(wi − 1)]
1 + 2x(1− x)(wi − 1)

 , (3.11)
2αs
3π
wf


ln
(
wf +
√
w2f − 1
)
√
w2f − 1
ln
4∆2
µ2
+
∫ 1
0
dx
2 lnx− ln[1 + 2x(1− x)(wf − 1)]
1 + 2x(1 − x)(wf − 1)

 , (3.12)
−4αs
3π
wif
∫ 1
0
dx dy dz δ(x+ y + z − 1) θ(z −
√
am/∆)
a
√
z2 − am2/∆2 , (3.13)
where a = 1+2xy(wif − 1)+ 2xz(wi− 1)+ 2yz(wf − 1), and αs is evaluated at subtraction
point µ. The contribution of Fig. 3.2(d) cannot easily be simplified further, but this is no
limitation since the sum rules require only the first few terms of F in an expansion about
wx = 1. The graph in Fig. 3.3 contributes with a minus sign to the matching calculation
for the Wilson coefficient, since it gives the renormalization of the leading operator in the
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Figure 3.3: One-loop renormalization of the leading operator in the operator product expansion
of Tfi. The blob indicates an insertion of this operator, b¯vfΓf (1 + /v
′)Γibvi . The external lines are
bottom quarks in the heavy quark effective theory.
OPE, and so its contribution to αsF is
2αs
3π
wif√
w2if − 1
ln
(
wif +
√
w2if − 1
)
ln
µ2
m2
. (3.14)
This infrared divergence cancels that of the graph in Fig. 3.2(d), leaving αsF independent
of the regulating gluon mass.
From the results above, it is not hard to show that F (1, w,w) = F (w, 1, w) = 0. This
important characteristic of the perturbative corrections is true to all orders in αs, as can
easily be seen. In the limits vi = v
′ and vf = v
′, one of the currents in the time-ordered
product is a conserved current associated with heavy quark flavor symmetry and its matrix
elements receive no perturbative corrections. Because HQET loop graphs do not change
the matrix structures of inserted operators, perturbative corrections to matrix elements of
the other current cancel those of the leading operator in the OPE. Therefore, the function
analogous to F including perturbative corrections of all orders will still vanish in these
limits.
The sum rules derived here are primarily of interest near zero recoil, making it convenient
to expand F about wx = 1 with the definitions
αsF (wi, wf , wif ) = bif1(wif − 1) + bi1(wi − 1) + bf1(wf − 1) + 1
2
bif2(wif − 1)2
+
1
2
bi2(wi − 1)2 + 1
2
bf2(wf − 1)2 + bi2f (wi − 1)(wf − 1)
+ bi2if (wi − 1)(wif − 1) + bf2if (wf − 1)(wif − 1) + · · · . (3.15)
There is no zeroth-order term since F (1, 1, 1) = 0. This follows from the identities F (1, w,w) =
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F (w, 1, w) = 0, which also imply
bf1 + bif1 = bi1 + bif1 = 0 , (3.16)
bf2 + 2bf2if + bif2 = bi2 + 2bi2if + bif2 = 0 . (3.17)
These relations between derivatives of the perturbative corrections can be checked at order
αs with the explicit values
bif1 = −bf1 = −bi1 = 4αs
9π
(
5
3
− ln4∆
2
µ2
)
,
bi2 = bf2 =
4αs
15π
(
2
5
− ln4∆
2
µ2
)
,
bif2 =
4αs
15π
(
−12
5
+ ln
4∆2
µ2
)
,
bi2if = bf2if =
4αs
15π
,
bi2f = −4αs
45π
. (3.18)
The derivatives above are all specific to the rest frame of intermediate hadrons. This is
the frame used henceforth. In other frames (e.g., v0i = 1) the weight function depends on
the wx parameters, and the sum rules are more complicated but not qualitatively different.
3.3 Vector and axial vector sum rules
When specific matrices Γi,f are chosen, the generic sum rule in Eq. (3.9) can be written out
explicitly in terms of excited-state Isgur-Wise functions using Falk’s description of HQET
states of arbitrary spin [21]. The choice Γi,f = /vi,f yields [13]
ξ(wif ) [1 + αsF (wi, wf , wif )] (1 + wi + wf + wif )
= (wi + 1)(wf + 1)
∑
ℓ=0
ℓ+ 1
2ℓ+ 1
Sℓ(wi, wf , wif )
∑
n
τ
(ℓ)(n)
ℓ+1/2(wi)τ
(ℓ)(n)
ℓ+1/2(wf )W∆(mM−m
(ℓ)(n)
ℓ+1/2)
+
∑
ℓ=1
Sℓ(wi, wf , wif )
∑
n
τ
(ℓ)(n)
ℓ−1/2(wi)τ
(ℓ)(n)
ℓ−1/2(wf )W∆(mM−m
(ℓ)(n)
ℓ−1/2) , (3.19)
where the weight function now bounds excitation mass because v′0 = 1. The functions
τ
(ℓ)(n)
ℓ±1/2(w) are B¯ → D
(ℓ)(n)
ℓ±1/2 Isgur-Wise functions, where ℓ±1/2 is the spin of the light degrees
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of freedom, (−1)ℓ+1 is the parity of the state, and the label n counts “radial excitations.”
This name is inspired by the nonrelativistic constituent quark model, but these states
can be anything carrying the other quantum numbers, including continuum contributions,
for which n would be a continuous parameter and the sums integrals. In that case, the
functions τ
(ℓ)(n)
ℓ±1/2(w) would not be Isgur-Wise functions but other B decay form factors.
This possibility will be downplayed here, with the assumption that such contributions are
small in the bounds derived here. Experimental input on B → Dπlν¯, for example, is needed
to evaluate this assumption.
The quark model also offers an interpretation of ℓ as the orbital angular momentum
between the light antiquark and the heavy quark. The relation of this notation to that of
Isgur and Wise [22] for the lower values of ℓ is given by
τ
(0)(n)
1/2 (w) = ξ
(n)(w) , τ
(1)(n)
1/2 (w) = 2 τ
(n)
1/2(w) , τ
(1)(n)
3/2 (w) =
√
3 τ
(n)
3/2(w) . (3.20)
The function Sℓ takes into account the polarization of an intermediate state with integral
spin ℓ and is defined as
Sℓ = viν1· · · viνℓvfµ1· · · vfµℓ
∑
λ
ε∗ν1···νℓ(λ) ε
µ1···µℓ
(λ) , (3.21)
where εµ1···µℓ is the polarization tensor of the intermediate state. The sum runs over the
2ℓ+ 1 polarizations. This quantity was reduced in Ref. [12] to the relatively simple form
Sℓ(wi, wf , wif ) =
ℓ/2∑
k=0
Cℓ,k(w
2
i − 1)k(w2f − 1)k(wiwf − wif )ℓ−2k , (3.22)
with the coefficient
Cℓ,k = (−1)k (ℓ!)
2
(2ℓ)!
(2ℓ− 2k)!
k!(ℓ− k)!(ℓ − 2k)! . (3.23)
Using this formula it is easy to show that Eq. (3.19) reduces to
2(1 + w)ξ(w)[1 + αsF (1, w,w)] = 2(1 + w)ξ(w) (3.24)
in the limit vi = v
′, confirming that F (1, w,w) = 0 to all orders. The limit vf = v
′ gives
F (w, 1, w) = 0.
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The axial sum rule (i.e., Eq. (3.9) with Γi,f = /vi,fγ5) can be written out explicitly in the
same way [13]:
ξ(wif ) [1 + αsF (wi, wf , wif )] (−1 + wi + wf − wif )
= (wi − 1)(wf − 1)
∑
ℓ=1
ℓ
2ℓ− 1Sℓ−1(wi, wf , wif )
∑
n
τ
(ℓ)(n)
ℓ−1/2(wi)τ
(ℓ)(n)
ℓ−1/2(wf )W∆(mM−m
(ℓ)(n)
ℓ−1/2)
+
∑
ℓ=0
Sℓ+1(wi, wf , wif )
∑
n
τ
(ℓ)(n)
ℓ+1/2(wi)τ
(ℓ)(n)
ℓ+1/2(wf )W∆(mM−m
(ℓ)(n)
ℓ+1/2) . (3.25)
As in the vector sum rule, the masses of the intermediate states are denoted by m
(ℓ)(n)
ℓ±1/2.
The limits vi = v
′ and vf = v
′ are trivial for the axial sum rule.
The doublets with spin of the light degrees of freedom sl = ℓ + 1/2 and sl = ℓ − 1/2
contain states with angular momentum ℓ, ℓ + 1 and ℓ − 1, ℓ, respectively. But only one
member of each doublet contributes to the sum rules in Eqs. (3.19) and (3.25) because of
the choice of currents. This explains the appearance of only one polarization function for
each doublet in the vector and axial vector sum rules.
The zero-recoil normalization of the B¯ → D(∗) Isgur-Wise function allows one to write
ξ(w) = 1− ρ2(w − 1) + σ
2
2
(w − 1)2 − · · · . (3.26)
The axial and vector sum rules (i.e., Eqs. (3.19) and (3.25)) give expressions for ρ2, σ2, and
higher derivatives of ξ(w) when differentiated with respect to the parameters wx at wx = 1.
Different combinations of derivatives yield different relations. In the v′0 = 1 frame, the
sum rules are invariant under the interchange of wi and wf , and it is therefore sufficiently
general to consider only derivatives with respect to wif and w = wi = wf . Because of this
simplification, this chapter only uses derivatives of the vector and axial sum rules of the
sort
∂p+q
∂wpif∂w
q
∣∣∣∣∣
wif=w=1
. (3.27)
Derivatives of the vector sum rule with p + q = 2 give expressions for σ2, while the extra
factors of (wx − 1) in the axial rule require p+ q = 3 for curvature relations.
As an illustration of the method, one can easily derive the Bjorken [23, 22] and Uralt-
sev [19] sum rules with order αs corrections. For this it is only necessary to consider p+q = 1
in the vector rule and p + q = 2 in the axial rule. Taking the vector sum rule first, the
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equation given by the p = 0, q = 1 derivative is trivial, but p = 1, q = 0 gives the Bjorken
sum rule with one-loop corrections [18]:
ρ2(µ) =
1
4
+
4αs
9π
(
5
3
− ln4∆
2
µ2
)
+ 2
∆∑
n
[
τ
(n)
3/2(1)
]2
+
∆∑
n
[
τ
(n)
1/2(1)
]2
. (3.28)
This equation has been written in the familiar notation of Isgur and Wise using Eq. (3.20).
The upper limit ∆ on the sums stands for a factor of the weight function W∆(mM−mXc),
which serves to cut off the sums. Without it the results are divergent, as can be seen by
attempting to take the ∆→∞ limit in the order αs corrections. Note that the subtraction-
point dependence is the same on both sides of the equation, since Isgur-Wise functions are
independent of µ at zero recoil while their slopes depend on it logarithmically [24]. This
equation should be evaluated near µ = ∆ to avoid large logarithms in the perturbative
expansion.
The lower bound resulting from ignoring the sums in Eq. (3.28) is similar to one derived
in Ref. [25] but somewhat weaker. As discussed in Ref. [18], this is the result of using
different weight functions. That of Ref. [25] is effectively given by the phase space of b
decay and falls off faster with ε, thus reducing the contribution of the intermediate states
to the sum rule and strengthening the resultant lower bound. A similar effect could be
achieved here by using a smaller value for ∆, but as discussed above this makes the use of
perturbative QCD less reliable.
The p = 0, q = 2 derivative of the axial equation also gives the Bjorken sum rule. The
p = 2, q = 0 and p = 1, q = 1 derivatives give the same result, which, when combined with
the Bjorken rule, gives the traditional form of the Uraltsev sum rule:
∆∑
n
[
τ
(n)
3/2(1)
]2
−
∆∑
n
[
τ
(n)
1/2(1)
]2
=
1
4
− bif1 − 1
2
(bi1 + bf1) =
1
4
, (3.29)
where Eq. (3.20) has again been used. This equation receives no unsuppressed perturbative
corrections. (There are in fact perturbative corrections suppressed by Λ2QCD/∆
2 [19], but
such corrections are being neglected here.) In this particular derivation of the Uraltsev
rule, this is the result of the relation in Eq. (3.16) between the first derivatives of F .
But another derivation from different derivatives of the axial and vector sum rules gives
αs corrections proportional to F (1, 1, 1) = 0. It appears that the Uraltsev rule is always
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protected from perturbative corrections by the general identities F (1, w,w) = F (w, 1, w) =
0. This convergent sum rule indicates that τ
(n)
1/2(1) and τ
(n)
3/2(1) become equal as n→∞.
Combined with Eq. (3.28), the Uraltsev rule improves the Bjorken bound significantly:
ρ2(µ) =
3
4
+ bif1(µ) + 3
∆∑
n
[
τ
(n)
1/2(1)
]2
>
3
4
+
4αs
9π
(
5
3
− ln4∆
2
µ2
)
. (3.30)
Because the Uraltsev rule is not corrected, the corrections to this improved bound are just
those of the original Bjorken bound. In particular, they are not substantially increased, as
one might expect from the drastic improvement to the bound.
Constraints on the curvature of the Isgur-Wise function are obtained from higher deriva-
tives of the same equations. The three second derivatives of the vector equation and the
four third derivatives of the axial can be reduced to five linearly independent relations, as
demonstrated in Ref. [14]. Complete with the one-loop corrections derived here, they are
ρ2 = −4
5
∆∑
n
τ
(1)(n)
3/2 (1)τ
(1)(n)′
3/2 (1) +
3
5
∆∑
n
τ
(1)(n)
1/2 (1)τ
(1)(n)′
1/2 (1) +
2
5
bif1 , (3.31)
σ2 = −
∆∑
n
τ
(1)(n)
3/2 (1)τ
(1)(n)′
3/2 (1) + bif1ρ
2 − bif2 − 1
2
(bi2if + bf2if ) , (3.32)
σ2 = 2
∆∑
n
[
τ
(2)(n)
5/2 (1)
]2
+ 2bif1ρ
2 − bif2 , (3.33)
σ2 =
5
4
ρ2 +
5
4
∆∑
n
[
τ
(2)(n)
3/2 (1)
]2
+ 2bif1ρ
2 − bif2 − 5
4
bif1 , (3.34)
σ2 =
4
5
ρ2 +
3
5
∆∑
n
[
τ
(0)(n)′
1/2 (1)
]2
+
4
5
bif1ρ
2 − 4
5
bif1 − 6
5
(bi2if + bf2if )
− 8
5
bif2 − 3
10
(bi2 + 2bi2f + bf2) . (3.35)
The last two equations give the bounds of Ref. [14], complete with order αs corrections. Only
a couple of orbital excitations occur and in positive-definite form, allowing the derivation
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of nontrivial lower bounds. Using the values of Eqs. (3.18) gives
σ2(µ) >
5
4
ρ2(µ)
(
1 +
32αs
27π
− 32αs
45π
ln
4∆2
µ2
)
− 193αs
675π
+
13αs
45π
ln
4∆2
µ2
, (3.36)
σ2(µ) >
3
5
[
ρ2(µ)
]2
+
4
5
ρ2(µ)
(
1 +
20αs
27π
− 4αs
9π
ln
4∆2
µ2
)
− 148αs
675π
+
4αs
45π
ln
4∆2
µ2
, (3.37)
where the identity τ
(0)(0)′
1/2 (1) = −ρ2 has been used. As demonstrated below in the derivation
of physical bounds, the subtraction-point dependence is the same on both sides of these
inequalities.
3.4 Physical bounds
When combined with αs and ΛQCD/mc,b corrections from matching HQET onto the full
theory, the curvature bounds derived above imply bounds on the zero-recoil derivatives of
the functions FD(∗)(w). It is convenient to expand these functions about the zero-recoil
point according to
FD(∗)(w) = FD(∗)(1)
[
1− ρ2
D(∗)
(w − 1) + σ
2
D(∗)
2
(w − 1)2 − · · ·
]
. (3.38)
A simple matching calculation, taken from Ref. [24], yields the relations between the Isgur-
Wise derivatives and those of the physical shape functions:
ρ2
D(∗)
= ρ2(µ) +
4αs
9π
ln
m2c
µ2
+
αs
π
(
δ
(αs)
D(∗)
− 20
27
)
+
Λ¯
2mc
δ
(1/m)
D(∗)
,
σ2
D(∗)
= σ2(µ) + 2ρ2(µ)
[
4αs
9π
ln
m2c
µ2
+
αs
π
(
δ
(αs)
D(∗)
− 20
27
)]
+
4αs
15π
ln
m2c
µ2
+
αs
π
(
∆
(αs)
D(∗)
− 16
25
)
+
Λ¯
2mc
∆
(1/m)
D(∗)
. (3.39)
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The perturbative corrections are model independent. The parameters δ
(αs)
D(∗)
and ∆
(αs)
D(∗)
are
given by
δ
(αs)
D∗ =
2(1− z)(11 + 2z + 11z2) + 24(2 − z + z2)z lnz
27(1 − z)3 = 0.24 ,
δ
(αs)
D =
2(1− z)(23 − 34z + 23z2) + 12(3 − 3z + 2z2)z lnz
27(1 − z)3 = 1.20 ,
∆
(αs)
D∗ = −
8(47 + 17z + 252z2 + 17z3 + 47z4)
675(1 − z)4
− 4(5 + 125z − 55z
2 + 95z3 − 18z4)z lnz
135(1 − z)5 = −1.16 ,
∆
(αs)
D =
4(47 − 258z + 302z2 − 258z3 + 47z4)
225(1 − z)4
− 8(5− 5z + 5z
2 − z3)z2 lnz
15(1 − z)5 = 0.63 , (3.40)
where z = mc/mb, and the approximation r(∗) ≈ z has been made in the order αs correc-
tions. These values agree with those calculated in Ref. [26]. The numerical values are for
mc = 1.4 GeV and mb = 4.8 GeV.
The nonperturbative corrections cannot currently be calculated model-independently
because they depend on the four subleading Isgur-Wise functions that parameterize first-
order corrections to the heavy-quark limit, χ1−3(w) and η(w). But they can be estimated
using QCD sum rules [27] (and, in principle, lattice QCD). In the notation of Neubert [24],
the nonperturbative corrections are
δ
(1/m)
D∗ = −2χ′1(1)(1 + z)−
4
3
χ2(1)(1 − 3z) + 4χ′3(1)(1 − 3z)
− 5
6
(1 + z)− 1− 2z + 5z
2
3(1− z) η(1) ≈ −2.1 ,
δ
(1/m)
D = −2(1 + z)
[
χ′1(1)− 2χ2(1) + 6χ′3(1)
]
+
2(1− z)2
1 + z
η′(1) ≈ −1.3 ,
∆
(1/m)
D∗ = ρ
2
[
−2η(1)1 − 2z + 5z
2
3(1− z) −
5
3
(1 + z)
]
+ 2(1 + z)χ′′1(1)−
8(1 − 6z + z2)χ2(1)
9(1− z)2
+
8
3
(1− 3z)χ′2(1) − 4(1− 3z)χ′′3(1)−
η(1)(5 − 28z + 18z2 − 52z3 + 25z4)
9(1− z)3
+
2η′(1)(1 − 2z + 5z2)
3(1− z) −
(1 + z)(25 − 42z + 25z2)
18(1 − z)2 ≈ −2.6ρ
2 − 1.7 ,
∆
(1/m)
D = 4ρ
2η′(1)
(1 − z)2
1 + z
+ 2(1 + z)
[
χ′′1(1)− 4χ′2(1) + 6χ′′3(1)
]− 2η′′(1)(1 − z)2
1 + z
≈ −0.3 , (3.41)
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where the primes denote d/dw. In these corrections ρ2 can be taken to be ρ2
D(∗)
, since the
results here do not include corrections of order αsΛQCD/mc,b. The parts of these expressions
for ∆
(1/m)
D∗ and ∆
(1/m)
D proportional to ρ
2 disagree with those of Ref. [26].1 The numerical
estimates are based on the approximate values η(1) = 0.6, η′(1) = 0, χ′1(1) = 0.3, χ2(1) =
−0.04, χ′2(1) = 0.03, and χ′3(1) = 0.02 [27]. The values η′′(1) = χ′′1(1) = χ′′3(1) = 0 and z =
0.29 were also used. Since these values are model-dependent with large uncertainties, the
numerical estimates of the nonperturbative corrections should be interpreted with caution.
Reliable lattice results would be a welcome check on such large QCD sum rule estimates of
these corrections.
Combining the bounds of Eqs. (3.36) and (3.37) with Eqs. (3.39) gives the physical
bounds
σ2
D(∗)
>
5
4
ρ2
D(∗)
(
1 +
8αs
5π
δ
(αs)
D(∗)
+
32αs
45π
ln
m2c
4∆2
)
− 13αs
45π
ln
m2c
4∆2
− 5αs
4π
δ
(αs)
D(∗)
+
αs
π
∆
(αs)
D(∗)
− 5
4
Λ¯
2mc
δ
(1/m)
D(∗)
+
Λ¯
2mc
∆
(1/m)
D(∗)
, (3.42)
σ2
D(∗)
>
3
5
(
ρ2
D(∗)
)2
+
4
5
ρ2
D(∗)
(
1 +
4αs
9π
ln
m2c
4∆2
+
αs
π
δ
(αs)
D(∗)
− 3
2
Λ¯
2mc
δ
(1/m)
D(∗)
)
− 4αs
45π
ln
m2c
4∆2
− 4αs
15π
− 4αs
5π
δ
(αs)
D(∗)
+
αs
π
∆
(αs)
D(∗)
− 4
5
Λ¯
2mc
δ
(1/m)
D(∗)
+
Λ¯
2mc
∆
(1/m)
D(∗)
. (3.43)
Numerically, these inequalities are
σ2D∗ >
5
4
ρ2D∗ [1− 0.11(0.16)p − 0.3np]− 0.081(0.059)p + 0.1np ,
σ2D∗ >
3
5
(
ρ2D∗
)2
+
4
5
ρ2D∗ [1− 0.066(0.101)p + 0.08np]− 0.14(0.13)p − 0.003np ,
σ2D >
5
4
ρ2D[1 + 0.041(−0.014)p + 0.0np]− 0.025(0.0028)p + 0.2np ,
σ2D >
3
5
(
ρ2D
)2
+
4
5
ρ2D[1 + 0.025(−0.0089)p + 0.3np]− 0.039(0.032)p + 0.1np ,(3.44)
where the values αs = 0.3 (in the MS scheme around 2 GeV) and Λ¯ = 0.4 GeV have been
used. The perturbative corrections, with subscript p, are for two values of ∆. The results
for ∆ = 2 GeV are first, and those for ∆ = 3 GeV are in parentheses. The nonperturbative
corrections are labeled by a subscript np.
Equations (3.42) and (3.43) imply absolute bounds when combined with the corrected
1The authors of Ref. [26] have confirmed these findings. They report that the numerical result in their
Eq. (19) for the difference (σ2D − σ
2
D∗)/2 changes from 0.17 + 0.20ρ
2 to 0.17 + 0.29ρ2.
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form of the Uraltsev bound,
ρ2
D(∗)
>
3
4
+
4αs
9π
ln
m2c
4∆2
+
αs
π
δ
(αs)
D(∗)
+
Λ¯
2mc
δ
(1/m)
D(∗)
, (3.45)
which comes from Eq. (3.30) and the first of Eqs. (3.39), and the tree-level Voloshin
bound [28], ρ2 . 3/4. A lower bound is required for terms proportional to ρ2
D(∗)
with
positive coefficients, and an upper bound is required for those with negative coefficients.
The latter are corrections, so the upper bound is only needed at tree level. Note that an
upper bound is required to estimate the greatest impact the corrections could have on the
bound.
Inserting these inequalities into Eq. (3.42) gives
σ2
D(∗)
>
15
16
+
14αs
15π
ln
m2c
4∆2
+
3αs
2π
δ
(αs)
D(∗)
+
αs
π
∆
(αs)
D(∗)
+
Λ¯
2mc
∆
(1/m)
D(∗)
, (3.46)
where ρ2
D(∗)
is replaced by 3/4 in ∆
(1/m)
D(∗)
. The absolute bound produced in the same way
from Eq. (3.43) happens to be identical at leading order and weaker only by the addition of
−4αs/15π after perturbative and ΛQCD/mc,b corrections are included. Using the numerical
estimates above, the bounds in Eq. (3.46) are
σ2D∗ > 0.94 − 0.26(0.34)p − 0.5np ,
σ2D > 0.94 + 0.045(−0.027)p − 0.04np , (3.47)
where the corrections are labeled as described above.
When considering the bounds in Eqs. (3.45) and (3.46) and their dependence on ∆, one
must bear in mind that the logarithms in the perturbative corrections are only small if ∆,
mb, and mc are roughly of the same order. That is the accuracy of the results obtained
here. For instance, Eq. (3.39) is valid for µ on the order of mc,b, while Eqs. (3.36) and
(3.37) are valid for µ near ∆. Therefore, taking the ∆ → ∞ limit does not make sense in
the absolute bounds. To understand the behavior of the bounds in this limit, one would
need to sum the logarithms of m2c/∆
2. Since these logarithms are not large for the values
of ∆ used here, this extra step has been omitted.
The sum rule bounds derived here should be compared with the dispersive constraints
usually used to guide the extrapolation of measured form factors to zero recoil. These con-
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straints are derived by computing the vacuum expectation value of a time-ordered product
of b → c currents in the perturbative regime and then using analyticity to learn about
the semileptonic regime. The result is equated with a spectral function sum of resonances
(i.e., a sum of positive quantities). Much as in the derivation of the sum rules here, fo-
cusing on specific resonances yields form factor constraints. A typical example is shown
in Fig. 3.4. The slope and curvature must lie within the ellipse, a constraint that is well
approximated by a linear relation between the slope and curvature. Data are fit as a func-
tion of w for |Vcb|FD(∗)(1) and ρ2D(∗), and the second derivative at zero recoil is related to
the slope according to this relation. For the process B¯0 → D+ℓ−ν¯, Belle used the relation
σ2D/2 = 1.05ρ
2
D − 0.15 [11] to find σ2D = 2.06 ± 0.46 ± 0.29, where the first uncertainty is
statistical and the second systematic [29]. This value is consistent with the bound above.
Rather than FD∗(w), one typically fits the shape of the axial vector form factor hA1(w),
which is defined, for example, in Ref. [26]. Like FD∗(w), it is equal to the Isgur-Wise function
ξ(w) in the heavy-quark limit. Its curvature is defined as in Eq. (3.38) and satisfies the
bound in Eq. (3.46), with perturbative and nonperturbative corrections given by
δ
(αs)
A1
=
2(1− z)(17 − 4z + 17z2) + 6(9− 3z + 4z2)z lnz
27(1 − z)3 = 0.65 ,
δ
(1/m)
A1
= −2(1 + z)χ′1(1) + 4zχ2(1) + 4χ′3(1)(1 − 3z) + zη(1) −
1 + z
2
≈ −1.3 ,
∆
(αs)
A1
=
4(1− z)(27 − 203z − 68z2 − 203z3 + 27z4)− 120(10 + 5z2 − z3)z2 lnz
225(1 − z)5 = 0.24 ,
∆
(1/m)
A1
= ρ2[2zη(1) − 1− z] + 2χ′′1(1)(1 + z)− 8zχ′2(1) − 4χ′′3(1)(1 − 3z)
+ zη(1) − 2zη′(1)− 1 + z
2
≈ −0.9ρ2 − 0.5 , (3.48)
where the numerical estimates are based on the values used above. These values produce
the absolute bound
σ2A1 > .94 − 0.071(0.14)p − 0.2np (3.49)
on the curvature of hA1(w). This should be compared with the value found by Belle by
the procedure described above for the process B¯0 → D∗+e−ν¯. Using the relation σ2A1/2 =
1.08ρ2A1 − 0.23 [11], Belle found σ2A1 = 2.44 ± 0.37 ± 0.41, where the first uncertainty is
statistical and the second systematic [30]. This value is also consistent with the bound
produced here. A plot comparing dispersive constraints and sum rule bounds for this form
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factor would be similar to Fig. 3.4, but with the sum rule bounds comparatively somewhat
weaker.
3.5 Summary
This chapter has presented order αs corrections to two new sum rules derived in Refs. [12,
13, 14] in the context of HQET. Section 3.2 repeated the tree-level derivation of a generic
sum rule depending on three velocity transfer variables and included one-loop corrections.
Section 3.3 studied the axial vector and vector sum rules that result from choosing specific
currents in the generic equation. These led to αs-corrected versions of the sum rules of
Le Yaouanc et al. for the curvature of the Isgur-Wise function. There were no corrections
suppressed by the heavy quark masses because the infinite-mass limit was used. Section 3.4
translated these HQET bounds into bounds on physical form factors by including per-
turbative and finite-mass corrections associated with matching HQET onto the full theory.
Numerical estimates were given and compared with experimental values and dispersive con-
straints. The bounds produced here are less powerful than dispersive constraints but may
provide an important check on those constraints.
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Figure 3.4: Dispersive constraints on FD derivatives combined with the corrected sum rule bounds
derived here at ∆ = 2 GeV. The interior of the ellipse is the region allowed by the dispersion
relations. Including the curvature bounds, given by the area above the dashed curves, further
restricts the allowed region to the shaded area. The darker region is obtained by also including the
Bjorken and Voloshin bounds. Both perturbative and nonperturbative corrections are included.
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Chapter 4
Soft-collinear effective theory
This is a brief review of some of the aspects of soft-collinear effective theory (SCET). Its
logic follows the unpublished notes of C. Bauer [31]. This will be an introduction to the
remaining topics of the thesis, each of which involves SCET in a fundamental way. Just like
HQET, SCET describes the interactions of quarks in a very specific situation. For HQET,
the quarks were heavy and were considered only inside hadrons. In SCET, for the most
part we consider light quarks with large energy relative to the scale of strong dynamics,
ΛQCD. For instance, a typical application is to b→ sγ decays in the region of phase space
in which the strange quark has energy on the order of the bottom quark mass, mb, but still
has small invariant mass. The fundamental point is that the light quark has large energy
but small mass and hence travels almost along the lightcone.
4.1 Basics
Making the statement above more formal, we introduce a power counting parameter similar
to the power counting parameter in HQET, ΛQCD/mQ. Here we denote it λ for generality
and define
p2 = Q2λ2 ≪ Q2 , (4.1)
whereQ is the large scale in the process under question. Typical values for λ are
√
ΛQCD/mb
or sometimes ΛQCD/mb. To be general, for now we will not specify what λ is. Now we will
follow the same steps as in the introduction to HQET above. Start with the QCD quark
Lagrangian, this time for zero mass. (It is possible to add a quark mass, but this is a
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separate topic to be discussed in a later section.)
L = ψ¯(x)i/Dψ(x) . (4.2)
The quark propagator that results from this Lagrangian is the following:
i/p
p2 + iǫ
. (4.3)
We will expand this propagator just as in the HQET case by enforcing our SCET power
counting. To understand what this power counting should be, decompose the quark mo-
mentum as follows:
pµ =
1
2
n¯·p nµ + 1
2
n·p n¯µ + pµ⊥ . (4.4)
This parametrization is useful for processes occurring near the lightcone. The lightlike unit
vectors above satisfy the following conditions:
n2 = n¯2 = 0 , (4.5)
n·n¯ = 2 . (4.6)
For convenience, we will choose these vectors to be nµ = (1, 0, 0, 1) and n¯µ = (1, 0, 0,−1).
Other choices are possible, but this is as good as any, assuming that we are talking about
an energetic quark moving along the z-axis. This means it is mostly in the n direction.
Using these lightcone coordinates, the invariant mass of the particle is given by
p2 = n¯·p n·p+ p2⊥ . (4.7)
The momentum scaling of the collinear quark discussed above gives the following scaling
of the momentum lightcone components:
pµ ∼ Q(λ2, 1, λ) , (4.8)
where the first component is n·p, the second component is n¯·p, and the last component is p⊥.
The last component actually stands for the two components of momentum perpendicular to
the z-axis. They have the same scaling, by assumption, and so they are grouped together.
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The less energetic degrees of freedom the collinear quarks interact with are called ultra-
soft, or usoft. (There are also soft modes, but these will not concern us here.) They have a
characteristic scaling very different from the collinear degrees of freedom:
pµus ∼ Qλ2 . (4.9)
This means that all their components scale the same way, just like the soft degrees of
freedom in HQET. Just as the light degress of freedom in HQET could not change the
velocity of a heavy quark, the usoft degrees of freedom here cannot change the scaling of
the collinear quark’s momentum. To include this fact in the formalism, we parametrize the
collinear momentum as
pµ = p˜µ + kµ , (4.10)
where the so-called label momentum is defined as
p˜µ =
1
2
n¯·p nµ + pµ⊥ , (4.11)
and the residual momentum is denoted k. Only k is affected by interactions with usoft
particles.
With these definitions and scalings in hand, we can proceed with the expansion of the
quark propagator. Putting all these scalings into Eq. (4.3) and keeping only the leading-
order piece gives
i
/n
2
n¯·p
n¯·pn·k + p2⊥ + iǫ
. (4.12)
When we derive the leading-order SCET Lagrangian in the next section, it will be easy to
confirm this form of the propagator.
4.2 Lagrangian
The SCET Lagrangian can be derived in a way very similar to the derivation of the HQET
Lagrangian. As in that case, we start by factoring out the large momentum components
from the field. In the SCET case it is necessary to sum over the label momentum in this
process. This is what one would naturally expect, because the field gives a continuous
spectrum of momenta when it creates particles, but it was unnecessary in the HQET case
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because of a “velocity superselection rule.” This is the same as the statement that the
velocity of a heavy quark cannot be changed by interactions with soft particles. It makes
the sum over velocities unnecessary since there will always be a delta function present to
collapse the sum.
However, here the sum is necessary, and we write
ψ(x) =
∑
p˜
e−ip˜·xψn,p(x) . (4.13)
We can check that this does what we want by acting on the original field with a derivative:
i/Dψ(x) = i/D
∑
p˜
e−ip˜·xψn,p(x)
=
∑
p˜
e−ip˜·x(/˜p+ i/D)ψn,p(x) . (4.14)
This shows the order of a derivative acting on the newly defined ψn,p field:
i/Dψn,p(x) = /kψn,p(x) . (4.15)
This is what we were trying to accomplish by pulling out the exponential prefactor involving
the large momentum components. Derivatives acting on the new field scale like the residual
momentum.
Let us now write the Lagrangian in Eq. (4.2) in terms of the ψn,p fields:
L =
∑
p˜,p˜′
ψ¯n,p′e
−i(p˜−p˜′)·x(/˜p + i/D)ψn,p(x) . (4.16)
Just as in the HQET case where subtracting out the exponential prefactor was not sufficient
to get rid of large fluctuations, here ψn,p contains two large components and two small
components. We must integrate out the large components just like the Qv field in HQET
and then write the Lagrangian only in terms of the components giving small fluctuations
around the SCET limit. Write the two different components as
ψn,p = ξn,p + ξn¯,p , (4.17)
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where they are defined once again in terms of projection operators:
ξn,p =
/n/¯n
4
ψn,p , (4.18)
ξn¯,p =
/¯n/n
4
ψn,p . (4.19)
These new fields satisfy the following relations:
/n/¯n
4
ξn,p = ξn,p , /nξn,p = 0 , (4.20)
/¯n/n
4
ξn¯,p = ξn¯,p , /¯nξn¯,p = 0 . (4.21)
In terms of these fields, the Lagrangian can be written as
L =
∑
p˜,p˜′
e−i(p˜−p˜
′)·x
[
ξ¯n,p′(x)
/¯n
2
in·Dξn,p(x) + ξ¯n¯,p′(x)/n
2
(n¯·p+ in¯·D)ξn¯,p(x)
+ ξ¯n,p′(x)(/p⊥ + i/D⊥)ξn¯,p(x) + ξ¯n¯,p′(x)(/p⊥ + i/D⊥)ξn,p(x)
]
. (4.22)
Varying this Lagrangian with respect to ξ¯n¯,p gives the equation of motion for the large
components:
ξn¯,p(x) =
1
n¯·p+ in¯·D (/p⊥ + i/D⊥)ξn,p(x) . (4.23)
Just as in our HQET derivation, this equation can be used to eliminate the ξn¯,p field from
the Lagrangian at tree level. The result is
L =
∑
p˜,p˜′
e−i(p˜−p˜
′)·xξ¯n,p′(x)
[
in·D + (/p⊥ + i/D⊥) 1
n¯·p+ in¯·D (/p⊥ + i/D⊥)
]
/¯n
2
ξn,p(x) . (4.24)
To get the leading-order SCET Lagrangian, this expression still needs to be expanded in our
power counting parameter λ. To do this, though, we need to distinguish between different
kinds of gluon fluctuations. There are both collinear and ultrasoft gluons to worry about,
and this is one of the things that make SCET so much more complicated than HQET. In
HQET, there is only one kind of gluon fluctuation, the ΛQCD gluon. The two different types
of gluon field have the following scaling:
Ac,µn ∼ Q(λ2, 1, λ) , Aµus ∼ Qλ2 . (4.25)
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The ultrasoft scaling shows that its contributions to D⊥ and n¯·D are subleading and can
be dropped at this order. In contrast, the collinear gluon still has large fluctuations that
must be removed just as we did for the collinear quark:
Acn(x) =
∑
p˜
e−ip˜·xAcn,p(x) . (4.26)
This fact must be kept in mind. While the large fluctuations of the collinear quark field
have been fully removed from our Lagrangian, the same is not true of the collinear gluons.
Derivatives acting on these fields can still be large.
For now, let us proceed and write the Lagrangian with the ultrasoft gluons dropped
where possible:
L =
∑
p˜,p˜′
eip˜
′·xξ¯n,p′(x)
[
in·D + (/p⊥ + i/Dc⊥)
1
n¯·p + in¯·Dc (/p⊥ + i/D
c
⊥)
]
/¯n
2
e−ip˜·xξn,p(x) . (4.27)
The derivatives labeled with a superscript c contain only collinear gluon field and the
derivatives without a superscript contain both collinear and ultrasoft gluon fields. Note
that only one term in the Lagrangian above contains interactions of the collinear quark field
with ultrasoft gluons. It is the one place where the ultrasoft gluon field is not subleading.
This feature will be crucial in what follows.
4.3 Label operators
An unfortunate fact about the notation used above in the expression for the Lagrangian
is that all partial derivatives are meant to act only on the exponentials containing label
momenta and not on the fields themselves. The following explains what we mean. The
partial derivatives are supposed to act according to
n¯·∂
∑
p˜
e−ip˜·xξn,p =
∑
p˜
e−ip˜·xn¯·pξn,p . (4.28)
This is not intuitive, and a better notation was invented in Ref. [36]. The so-called label
operators do exactly what we want, as can be seen in the following. The label operator
35
acting on a field just gives the large component of its label:
n¯·Pξn,p = n¯·pξn,p . (4.29)
Now define the following convenient but deceptive notation to hide the sum over labels:
ξn ≡
∑
p˜
e−ip˜·xξn,p , (4.30)
and we can see what the label operator is good for. Acting on this field, it gives just the
sort of expression that appears in the Lagrangian:
n¯·Pξn = n¯·P
∑
p˜
e−ip˜·xξn,p
=
∑
p˜
e−ip˜·xn¯·pξn,p . (4.31)
Using this, we can rewrite our expression for the Lagrangian in a much simpler way:
L = ξ¯n(x)
(
in·D + i/Dc⊥
1
in¯·Dc i/D
c
⊥
)
/¯n
2
ξn(x) . (4.32)
This expression allows us to easily verify the collinear quark propagator derived above by
expanding the QCD propagator with the SCET power counting.
The following definitions of the covariant derivatives should be noted:
n¯·Dc = n¯·P − igT an¯·Ac , (4.33)
Dc⊥ = P⊥ − igT aAc⊥ , (4.34)
n·D = n·∂ − igT an·Ac − igT an·Aus . (4.35)
These are not quite what one might expect, but they are correct for our purposes.
4.4 Gauge invariance
The Lagrangian as written above is still not quite right. To see what is wrong and how to
correct it, we must first understand gauge invariance in the context of SCET. First, recall
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SU(3) gauge transformations of the fields in QCD:
ψ(x) → ψ′(x) = U(x)ψ(x) , (4.36)
Aµ(x) → A′µ(x) = U(x)AµU †(x) + i
g
U(x)∂µU †(x) , (4.37)
where U(x) is an SU(3) Wilson line. Since SCET splits up the gluon fields into two different
kinds, collinear and ultrasoft, it is natural that there should be two different kinds of gauge
transformation as well. Since ultrasoft fluctuations are at a much lower momentum scale (or
a much larger distance scale) than the collinear fluctuations, we can think of the ultrasoft
gauge field as a classical background field for the collinear degrees of freedom. With this
picture in mind, it is clear that the ultrasoft fields should transform under ultrasoft gauge
transformations just as they do in QCD:
ψus(x) → ψ′us(x) = U(x)usψus(x) , (4.38)
Aµus(x) → A′µus(x) = U(x)usAµusU †us(x) +
i
g
Uus(x)∂
µU †us(x) . (4.39)
At the same time, the collinear fields should transform under collinear gauge transformations
just as they do in QCD in background field gauge:
ξn(x) → ξ′n(x) = Un(x)ξn(x) , (4.40)
Aµn(x) → A′µn (x) = Un(x)AµnU†n(x) +
i
g
Un(x)DµU†n(x) . (4.41)
Here we have defined a different kind of covariant derivative to take into account the label
operators:
Dµ = 1
2
n¯·Pnµ + Pµ⊥ +
1
2
n·Dn¯µ , (4.42)
where the regular covariant derivative contains only the ultrasoft gluon field:
n·D = n·∂ + ign·Aus . (4.43)
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Finally, under ultrasoft gauge transformations, the collinear fields transform as
ξn(x) → ξ′n(x) = Uus(x)ξn(x) , (4.44)
Aµn(x) → A′µn (x) = Uus(x)Aµn(x)U †us . (4.45)
With all these definitions and transformations established, we are ready to deal with
gauge invariance in SCET. First define a collinear Wilson line made up only of collinear
gluons:
Wn(x) = P exp
(
−ig
∫ ∞
x
dsn¯·Ac(n¯s)
)
. (4.46)
From the properties established above, it transforms under collinear gauge transformations
according to
Wn(x)→W ′n(x) = Un(x)Wn(x) , (4.47)
and under ultrasoft gauge transformations according to
Wn(x)→W ′n(x) = Uus(x)Wn(x)U †us(x) . (4.48)
Now we note that the problem with the form of the Lagrangian above is that it is not
gauge invariant because of the derivative term in the denominator. We can fix that problem
now by adding the terms required by gauge invariance. The following identity can be shown
without too much trouble:
n¯·P + gn¯·Ac =Wnn¯·PW †n . (4.49)
This identity shows us what we need to add to the Lagrangian to make it gauge invariant:
L = ξ¯n(x)
(
in·D + i/Dc⊥Wn(x)
1
in¯·PW
†
n(x)i/D
c
⊥
)
/¯n
2
ξn(x) . (4.50)
The Wilson lines make explicit the fact that the original Lagrangian contained interactions
of collinear quarks with an arbitrary number of collinear gluons, all at the same order in
the power counting parameter λ. This fact also make SCET quite a bit more complicated
than HQET.
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4.5 Collinear-ultrasoft decoupling
Now we are prepared to derive probably the most important property of SCET: collinear-
ultrasoft decoupling. It is this property that makes SCET’s factorization proofs possible.
Recall first that the only coupling between collinear quarks and ultrasoft gluons in the
leading-order SCET Lagrangian came from the n·D covariant derivative. It turns out that
this simple coupling can be removed by a field redefinition. This field redefinition is given
by the following:
ξn(x) = Yn(x)ξ
(0)
n (x) , (4.51)
An(x) = Yn(x)A
(0)
n (x)Y
†
n (x) , (4.52)
Wn(x) = Yn(x)W
(0)
n (x)Y
†
n (x) , (4.53)
where the ultrasoft Wilson line above is defined in analogy with the collinear Wilson line:
Yn(x) = P exp
(
−ig
∫ ∞
x
dsn·Aus(ns)
)
. (4.54)
It can be shown that this Wilson line satisfies
(n·∂ + ign·Aus)Yn = Ynn·∂ . (4.55)
This relation allows us to write the Lagrangian in terms of the redefined fields and remove
the collinear-ultrasoft coupling:
L = ξ¯(0)n (x)
(
in·Dc + i/Dc⊥W (0)n (x)
1
in¯·PW
(0)†
n (x)i/D
c
⊥
)
/¯n
2
ξ(0)n (x) . (4.56)
It must be noted, however, that although the coupling has been removed from the La-
grangian, the effects have not disappeared. The same field redefinitions must be applied to
any external operators considered, and this is where the effects turn up. These operators
change to include more Wilson lines. But this facilitates the proof of many factorization
theorems.
An interesting sidenote is that this trick will work for HQET as well. After all, there
is a very similar heavy quark coupling to soft gluons in its leading-order Lagrangian. It is
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possible to perform a similar field redefinition and remove this coupling. In HQET, this
fact is unfortunately not as useful.
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Chapter 5
Infrared regulators in SCET
This chapter discusses the important question of whether soft-collinear effective theory
reproduces the low-energy sector of QCD—as it must. Much of this chapter appeared in
Ref. [32].
5.1 Introduction
Soft-collinear effective theory [33, 34, 35, 36] describes the interactions of soft and ultrasoft
(usoft) particles with collinear particles. Using lightcone coordinates in which a general
four-momentum is written as pµ = (p+, p−, p⊥) = (n·p, n¯·p, p⊥), where n and n¯ are four-
vectors on the lightcone (n2 = n¯2 = 0, n · n¯ = 2), these three degrees of freedom are
distinguished by the scaling of their momenta:
collinear: pµc ∼ Q(λ2, 1, λ),
soft: pµs ∼ Q(λ, λ, λ),
usoft: pµus ∼ Q(λ2, λ2, λ2).
(5.1)
The size of the expansion parameter λ is determined by the typical off-shellness of the
collinear particles in a given problem. For example, in inclusive decays one typically has
p2c ∼ Q2λ2 ∼ QΛQCD, from which it follows that λ =
√
ΛQCD/Q. For exclusive decays,
however, one needs collinear particles with p2c ∼ Λ2QCD, giving λ = ΛQCD/Q. One is usually
interested in describing the interactions of these collinear degrees of freedom with non-
perturbative degrees of freedom at rest, which satisfy pµ ∼ (ΛQCD,ΛQCD,ΛQCD). Thus
inclusive processes involve interactions of collinear and usoft degrees of freedom, while
exclusive decays are described by interactions of collinear and soft degrees of freedom The
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theory describing the former set of degrees of freedom is called SCETI , while the latter
theory is called SCETII [37].
Interactions between usoft and collinear degrees of freedom are contained in the leading-
order Lagrangian of SCETI ,
LI = ξ¯n
[
in·D + iD/⊥c
1
in¯·Dc iD/
⊥
c
]
n¯/
2
ξn , (5.2)
and are well understood. The only interaction between collinear fermions and usoft gluons
is from the derivative
iDµ = iDµc + gA
µ
us . (5.3)
These interactions can be removed from the leading-order Lagrangian by the field redefini-
tion [36]
ξn = Ynξ
(0)
n , An = YnA
(0)
n Y
†
n ,
Yn(x) = P exp
(
ig
∫ 0
−∞
ds n·Aus(x+ ns)
)
. (5.4)
However, the same field redefinition has to be performed on the external operators in a given
problem, and this reproduces the interactions with the usoft degrees of freedom. Consider
for example the heavy-light current, which in SCETI is given by
JIhl(ω) =
[
ξ¯nWn
]
ω
Γhv , (5.5)
where hv is the standard field of heavy quark effective theory [1], the Wilson line Wn is
required to ensure collinear gauge invariance [35] and ω is the large momentum label of
the gauge invariant [ξ¯nWn] collinear system. Written in terms of the redefined fields, this
current is
JIhl(ω) =
[
ξ¯(0)n W
(0)
n
]
ω
Γ
[
Y †nhv
]
. (5.6)
For exclusive decays, we need to describe the interactions of soft with collinear particles.
This theory is called SCETII [37]. Since adding a soft momentum to a collinear particle
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takes this particle off its mass shell (pc + ps)
2 ∼ (Qλ,Q,Qλ)2 ∼ Q2λ ∼ QΛQCD, there
are no couplings of soft to collinear particles in the leading-order Lagrangian.1 Thus, the
Lagrangian is given by [39, 40]
LII = ξ¯n
[
in·Dc + iD/⊥c
1
in¯·Dc iD/
⊥
c
]
n¯/
2
ξn . (5.7)
In this theory, the heavy-light current is given by
JIIhl (ω, κ) =
[
ξ¯(0)n W
(0)
n
]
ω
Γ
[
S†nhv
]
κ
, (5.8)
where Sn is a soft Wilson line in the n direction defined by
Sn(x) = P exp
(
ig
∫ 0
−∞
ds n·As(x+ ns)
)
. (5.9)
This is the most general current invariant under collinear and soft gauge transformations.
This chapter is organized as follows: We first consider matching the heavy-light current
in SCETI onto the heavy-light current in SCETII using off-shell fermions. While the terms
logarithmic in the off-shellness do not agree in the two theories, we argue that this is due
to unregulated IR divergences in SCETII . We then discuss IR regulators in SCET in
more detail. We first identify the problems with the common SCET regulators and then
propose a new regulator that addresses these issues. Using this regulator we then show
that soft and collinear modes in SCETII are sufficient to reproduce the IR divergences of
SCETI and explain the relationship between IR regulators and an additional mode proposed
for SCETII [40].
5.2 Matching from SCETI onto SCETII
The only difference between SCETI and SCETII is the typical off-shellness of the collinear
degrees of freedom in the theory. The theory SCETI allows fluctuations around the classical
momentum with p2c ∼ QΛQCD, while the theory SCETII allows fluctuations with only p2c ∼
Λ2QCD. Since both theories expand around the same limit, SCETII can be viewed as a low-
energy effective theory of SCETI . Therefore, one can match from the theory SCETI onto
1At higher orders, higher-dimensional operators with at least two soft and two collinear particles can
appear.
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
k(a) →

→k(b)
Figure 5.1: Diagrams in SCETI contributing to the matching. The solid square denotes an
insertion of the heavy-light current.
SCETII by integrating out the O(
√
QΛQCD) fluctuations.
To illustrate this matching, we consider the heavy-light current. Using the definitions
of this current given in Eqs. (5.5) and (5.8), we can write
JIhl(ω) =
∫
dκ C(ω, κ) JIIhl (ω, κ) . (5.10)
At tree level one finds trivially
C(ω, κ) = 1 . (5.11)
In fact, this Wilson coefficient remains unity to all orders in perturbation theory, as was
argued in Ref. [38].
To determine the matching coefficient at one loop, we calculate matrix elements of the
current in the two theories. There are two diagrams in SCETI , shown in Fig. 5.1. For
on-shell external states, we find for the two integrals
iAIa = g2CFµ
4−d
∫
ddk
(2π)d
1
[−n·k + i0][−v ·k + i0][k2 + i0] , (5.12)
iAIb = 2g2CFµ
4−d
∫
ddk
(2π)d
n¯·(pc − k)
[−n¯·k + i0][k2 − 2pc ·k + i0][k2 + i0] . (5.13)
The diagrams in SCETII are shown in Fig. 5.2. For on-shell external states the two integrals
are exactly the same as in SCETI :
iAIIa = g2CFµ
4−d
∫
ddk
(2π)d
1
[−n·k + i0][−v ·k + i0][k2 + i0] , (5.14)
iAIIb = 2g2CFµ
4−d
∫
ddk
(2π)d
n¯·(pc − k)
[−n¯·k + i0][k2 − 2pc ·k + i0][k2 + i0] . (5.15)
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
→k(a)

→k(b)
Figure 5.2: Diagrams in SCETII contributing to the matching.
Since the integrands are exactly the same, the loop diagrams will precisely cancel in the
matching calculation. Thus we find that the Wilson coefficient C(ω, κ) remains unity, even
at one loop. This confirms the arguments in [38] to this order.
The fact that both of these integrals are scaleless and therefore zero might bother some
readers. The vanishing of these diagrams is due to the cancellation of collinear, infrared
(IR) and ultraviolet (UV) divergences. Introducing an IR regulator will separate these
divergences, and the UV will be regulated by dimensional regularization. In Ref. [33] a
small off-shellness was introduced to regulate the IR divergences of SCETI . In Refs. [40]
the divergence structure of SCETII was studied keeping both the heavy and the collinear
fermions off-shell. Using this IR regulator, the authors of Refs. [40] argued that SCETII does
not reproduce the IR divergences of SCETI and introduced a new mode in SCETII to fix
this problem. To gain more insight into their argument, we will go through their calculation
in some detail.
In SCETI the first diagram is
AIapc = −ig2CFµ4−d
∫
ddk
(2π)d
1
[p˜c − n·k + i0][v ·(ps − k) + i0][k2 + i0]
= −g
2CF
2π
(4π)1−d/2Γ
(
2− d
2
)
µ4−d
∫ ∞
0
dn·k (n·k − p˜c)−1 n·kd/2−2 (n·k − 2v ·ps)d/2−2
=
αsCF
4π
[
− 1
ǫ2
+
2
ǫ
log
−p˜c
µ
− 2 log2 −p˜c
µ
+ 2 log
(
1− 2v ·ps
p˜c
)
log
2v ·ps
p˜c
+ 2Li2
(
2v ·ps
p˜c
)
− 3π
2
4
]
, (5.16)
where d = 4− 2ǫ and
p˜c =
p2c
n¯·pc . (5.17)
In going from the first line to the second, we closed the n¯·k contour below, thus restricting
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n·k to positive values, and performed the Euclidean k⊥ integral. The second diagram gives
AIbpc = −2ig2CFµ4−d
∫
ddk
(2π)d
n¯·(pc − k)
[−n¯·k + i0][(k − pc)2 + i0][k2 + i0]
=
αsCF
4π
[
2
ǫ2
+
2
ǫ
− 2
ǫ
log
−p2c
µ2
+ log2
−p2c
µ2
− 2 log −p
2
c
µ2
+ 4− π
2
6
]
. (5.18)
In this diagram it is necessary to choose d < 4 for the k⊥ integral, but one requires d > 4 for
the n¯·k integral. In the former integral, dimensional regularization regulates the divergence
at k⊥ = ∞, while in the latter it regulates the divergence at n¯ ·k = 0. Both of these
divergences have to be interpreted as UV, as discussed in section 5.3. Each diagram contains
a mixed UV-IR divergence of the form log p2c/ǫ. This mixed divergence cancels in the sum
of the two diagrams and we find, after also adding the wave function contributions,
AIpc =
αsCF
4π
[
1
ǫ2
+
2
ǫ
log
µ
n¯·pc +
5
2ǫ
+ log2
−p2c
µ2
− 2 log2 −p˜c
µ
− 3
2
log
−p2c
µ2
− 2 log −2v ·ps
µ
+2 log
(
1− 2v ·ps
p˜c
)
log
2v ·ps
p˜c
+ 2Li2
(
2v ·ps
p˜c
)
+
11
2
− 11π
2
12
]
. (5.19)
Now consider the SCETII diagrams. The second is identical to the one in SCETI :
AIIbpc = A
Ib
pc . (5.20)
The first diagram, however, is different and we find
AIIapc = −ig2CFµ4−d
∫
ddk
(2π)d
1
[−n·k + i0][v ·(ps − k) + i0][k2 + i0]
= −g
2CF
2π
µ4−d
∫ ∞
0
dn·k
∫
dd−2k⊥
(2π)d−2
1
n·k (k2⊥ + n·k2 − 2v ·ps n·k)
= −αsCF
2π
(4π)2−d/2Γ
(
2− d
2
)
µ4−d
∫ ∞
0
dn·k n·kd/2−3(n·k − 2v ·ps)d/2−2 .(5.21)

k→
Figure 5.3: Contribution of the additional SCETII mode proposed in Refs. [40].
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Note that convergence of this integral at n·k = ∞ requires d < 4, whereas convergence at
n ·k = 0 requires d > 4. In this case dimensional regularization is regulating both a UV
divergence at n·k =∞, as well as the divergence at n·k = 0 , which is IR in nature, as we
will discuss in section 5.3. Using the variable transformation x = n·k/(n·k−2v·ps) to relate
this integral to a beta function [41] one finds
AIIapc =
αsCF
4π
[
1
ǫ2
− 2
ǫ
log
−2v ·ps
µ
+ 2 log2
−2v ·ps
µ
+
5π2
12
]
. (5.22)
Adding the two diagrams together with the wave function contributions gives
αsCF
4π
[
3
ǫ2
− 2
ǫ
log
2v ·ps p2c
µ3
+
5
2ǫ
+ log2
−p2c
µ2
+ 2 log2
−2v ·ps
µ
− 3
2
log
−p2c
µ2
− 2 log −2v ·ps
µ
+
11
2
+
π2
4
]
. (5.23)
We can see that in the sum of the two diagrams the terms proportional to log p2c/ǫ or log v·ps/ǫ
do not cancel as they did in SCETI . Furthermore, the finite terms logarithmic in p
2
c or
v ·ps do not agree with the corresponding terms in the SCETI result. This fact prompted
the authors of Refs. [40] to conclude that SCETII does not reproduce the IR divergences
of SCETII and that a new mode is needed in the latter effective theory. However, as we
mentioned above, there are problems with IR effects in this diagram. In fact, as we will
show in great detail in the next section, the off-shellness of the fermions does not regulate
all IR divergences in this diagram. This means that the fact that the terms logarithmic in
the fermion off-shellness do not agree between SCETI and SCETII does not imply that the
IR divergences are not reproduced correctly since some 1/ǫ poles are IR in origin.
We also calculate the diagram in SCETII containing the additional mode proposed in
Refs. [40]. The new messenger mode has momenta scaling as
pµsc ∼ (Λ2QCD/Q,ΛQCD,Λ3/2QCD/Q1/2) . (5.24)
(Note that the invariant mass of this term satisfies p2sc ≪ Λ2QCD.) The diagram is shown in
47
Fig. 5.3 and we find
AIIcpc = −2ig2CFµ4−d
∫
ddk
(2π)d
1
[p˜c − n·k + i0][2v ·ps − n¯·k + i0][k2 + i0]
=
αsCF
4π
[
− 2
ǫ2
+
2
ǫ
log
2v ·ps p˜c
µ2
− log2 2v ·ps p˜c
µ2
− π
2
2
]
. (5.25)
Adding this term to the Eq. (5.23) cancels the terms proportional to log(2v·ps p2c/µ3)/ǫ and
we find
AIIpc =
αsCF
4π
[
1
ǫ2
+
2
ǫ
log
µ
n¯·pc +
5
2ǫ
+ log2
−p2c
µ2
− 3
2
log
−p2c
µ2
− 2 log −2v ·ps
µ
+2 log2
(−2v · ps
µ
)
− log2
(
2v · psp˜c
µ2
)
+
11
2
− π
2
4
]
. (5.26)
This result still does not agree with the SCETI expression in Eq. (5.19). However, the off-
shellness in SCETII satisfies p˜c ≪ v ·ps. In this limit the SCETI result in Eq. (5.19) agrees
with the SCETII result in Eq. (5.26).
5.3 Infrared regulators in SCET
5.3.1 Problems with known IR regulators
One of the most important properties of SCETI is the field redefinition given in Eq. (5.4),
which decouples the usoft from the collinear fermions. It is the crucial ingredient for proving
factorization theorems. Furthermore, only after performing this field redefinition is it simple
to match from SCETI onto SCETII , since one can identify theWilson line Yn in SCETI with
the Wilson line Sn in SCETII . However, it is a well-known fact that field redefinitions only
leave on-shell Green functions invariant [42]. Hence, the off-shellness of the collinear quark
p2c used to regulate the IR in SCETI takes away our ability to perform this field redefinition.
Since no field redefinition is performed on the heavy quark, one is free to give it an off-
shellness.
IR divergences appear in individual diagrams, but they cancel in the set of diagrams
contributing to a physical observable. More specifically, the IR divergences in virtual loop
diagrams are cancelled against those in real emissions, which physically have to be included
due to finite detector resolutions. From this it is obvious that the IR divergences in the
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heavy-light current originate from regions of phase space where either the gluon three-
momentum |k| or the angle θ between the gluon and the light fermion goes to zero. Other
divergences arise if the three-momentum of the gluon goes to infinity or θ goes to π. These
divergences are UV. To check if the IR divergences match between the two theories one has
to use an IR regulator that regulates all IR divergences in both theories. To get insight
into the behavior of the three-momentum and the angle, it will be instructive to perform
the required loop integrals by integrating over k0 using the method of residues, and then
integrating over the magnitude of the three-momentum and the solid angle. This will allow
us to identify clearly the IR divergences as described above. Let us illustrate this method by
showing that all 1/ǫ divergences in the SCETI one-loop calculation of the previous section
are UV. For the first diagram we find
AIapc = −ig2CFµ4−d
∫
ddk
(2π)d
1
[p˜c − n·k + i0][v ·(ps − k) + i0][k2 + i0]
= −g
2CF
2
Ωd−2
(2π)d−1
µ4−d
∫ ∞
0
d|k||k|d−2
×
∫ 1
−1
dcos θ sind−4 θ
1
(|k|(1 − cos θ)− p˜c) (|k| − v ·ps)|k| . (5.27)
Performing the remaining integrals, we of course reproduce the result obtained previously,
but this form demonstrates that all divergences from regions |k| → 0 and (1 − cos θ) → 0
are regulated by the infrared regulators and thus all 1/ǫ divergences are truly UV.
The second diagram is
AIbpc = −2ig2CFµ4−d
∫
ddk
(2π)d
n¯·(pc − k)
[−n¯·k + i0][(pc − k)2 + i0][k2 + i0]
= −2ig2CF [I1 + I2] , (5.28)
where I1 and I2 are the integrals with the n¯·p and the n¯·k terms in the numerator, respectively.
The integral I2 is standard and we find
I2 =
i
16π2
[
1
ǫ
− log −p
2
c
µ2
+ 2
]
, (5.29)
where ǫ regulates only UV divergences. For the first integral we again perform the k0
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integral by contours and we find
I1 =
in¯·pc
2
Ωd−2
(2π)d−1
µ4−d
∫ ∞
0
d|k||k|d−2
∫ 1
−1
dcos θ sind−4 θ[
− 1
k2(1 + cos θ)[2|k|(p0 − |p| cos θ)− p2c ]
+
1
a[p0 + a+ |k| cos θ][2p20 + 2p0a− 2|k||p| cos θ − p2c ]
]
, (5.30)
where
pc = (p0,p) , a =
√
k2 + p2 − 2|k||p| cos θ . (5.31)
From this expression we can again see that all IR singularities from |k| → 0 and (1−cos θ)→
0 are regulated by the off-shellness, and all remaining divergences are UV. Note furthermore
that in the limit |k| → ∞, with unrestricted θ, the two terms cancel each other, so that
there is no usual UV divergence. This agrees with the fact that there are five powers of
k in the denominator of the integrand in Eq. (5.28). However, in the limit |k| → ∞ with
|k|(1 + cos θ) → 0 the second term of Eq. (5.30) remains finite, whereas the first term
develops a double divergence. Thus, it is this region of phase space that gives rise to the
double pole in this diagram. The presence of the square roots makes the evaluation of the
remaining integrals difficult, but we have checked that we reproduce the divergent terms of
the result given in Eq. (5.18).
From the above discussion it follows that the off-shellness of the external fermions reg-
ulates all the IR divergences, and that the 1/ǫ divergences all correspond to divergences of
UV origin. The situation is different in SCETII , since the off-shellness of the light quark
does not enter diagram (a). We find
AIIapc = −ig2CFµ4−d
∫
ddk
(2π)d
1
[−n·k + i0][v ·(ps − k) + i0][k2 + i0]
= −g
2CF
2
Ωd−2
(2π)d−1
µ4−d
∫ ∞
0
d|k||k|d−2
×
∫ 1
−1
dcos θ sind−4 θ
1
k2(1− cos θ)(|k| − v ·ps) . (5.32)
The IR divergence originating from the limit (1 − cos θ) → 0 is not regulated by the off-
shellness. Thus part of the 1/ǫ divergences in Eq. (5.22) are of IR origin. In other words,
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the fact that the terms logarithmic in the off-shellness in the SCETI amplitude Eq. (5.19)
are not reproducing the corresponding terms in the SCETII amplitude Eq. (5.23) does not
imply that the IR divergences do not match between the two theories. In order to check
whether the IR divergences of the two theories match, one needs a regulator that regulates
all IR divergences in both SCETI and SCETII .
As an alternative IR regulator one could try to use a small gluon mass. Consider the
first diagram in SCETI again, this time with a gluon mass. We find
AIam = −ig2CFµ4−d
∫
ddk
(2π)d
1
[−n·k + i0][v ·(ps − k) + i0][k2 −m2 + i0]
= −g
2CF
2
Ωd−2
(2π)d−1
µ4−d
∫ ∞
0
d|k||k|d−2
×
∫ 1
−1
dcos θ sind−4 θ
1
(k2 +m2 − v ·ps
√
k2 +m2)(
√
k2 +m2 − |k| cos θ) . (5.33)
Again, all divergences |k| → 0 and (1− cos θ)→ 0 are regulated by the gluon mass, but in
the limit |k| → ∞ with |k|(1 − cos θ)→ 0 the integrand becomes
|k|d−4 sind−4 θ
|k|(1 − cos θ) + m22|k|
, (5.34)
so that the term that could potentially regulate the (1− cos θ)→ 0 divergence goes to zero
as |k| → ∞. This is why a gluon mass cannot be used to regulate the IR of SCET.
5.3.2 A new regulator for SCET
The gluon mass is not an appropriate IR regulator for SCET because it appears in the
combination m2/|k| in the expression (5.34). Instead of using a gluon mass, consider adding
the terms 2
Lcreg = −
δ
2
AcµP¯Aµc
L(u)sreg = −
δ
2
A(u)sµ in¯·∂Aµ(u)s (5.35)
2An alternative regulator has been introduced in Ref. [43]. In that paper a quark mass is used in
conjunction with an “analytic” regulator, which regulates the (1 − cos θ) → 0 divergence. The conclusions
about the soft-collinear mode in Ref. [40] are similar to the ones drawn here. However, we believe that a
regulator such as the one introduced here is advantageous, since it can naturally be defined at the level of
the Lagrangian, and a single dimensionful parameter regulates all IR divergences.
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to the collinear and (u)soft gluon Lagrangians. Here, P¯ is the label operator that picks out
the large momentum label of the collinear gluon field. Both of these terms are generated
if a similar term is added to the full QCD gluon action before constructing SCET. Note
that these terms preserve the invariance of the theory under the field redefinitions given in
Eq. (5.4).
The infinitesimal, dimensionful parameter δ suffices to regulate all IR divergences in
SCET, unlike the gluon mass. Following the same steps as in Eq. (5.33). We find
AIaδ = −
g2CF
2
Ωd−2
(2π)d−1
µ4−d
∫ ∞
0
d|k||k|d−2
×
∫ 1
−1
dcos θ sind−4 θ
8
b(δ + b)(δ + b− 2|k| cos θ) , (5.36)
where
b =
√
4k2 + δ2 + 4|k|δ cos θ . (5.37)
Obviously, the parameter δ regulates the divergences |k| → 0 and (1 − cos θ) → 0, just
as the gluon mass did. Expanding around the limit |k| → ∞ with |k|(1 − cos θ) → 0 the
integrand becomes
|k|d−4 sind−4 θ
|k|(1− cos θ) + δ , (5.38)
and this IR region is therefore regulated as well. Even though δ is enough to regulate all IR
divergences in SCET, we will keep the heavy quark off its mass-shell for later convenience.
Performing the integrals using the method above is difficult. While performing the k0
integration using the method of residues gives insight into the divergence structure of the
loop integrals, it is simpler to perform the integrals using the variables n·k and n¯·k instead.
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The first diagram in SCETI with this new regulator is then given by
AIaδ = −ig2CFµ4−d
∫
ddk
(2π)d
1
[−n·k + i0][−v ·k + v ·ps + i0][k2 − δn¯·k + i0]
= −g
2CF
2π
(4π)1−d/2Γ
(
2− d
2
)
µ4−d
∫ ∞
δ
dn·k n·k−1 (n·k − δ)d/2−2 (n·k − 2v ·ps)d/2−2
=
αsCF
4π
[
− 1
ǫ2
+
2
ǫ
log
δ
µ
− 2 log2 δ
µ
+ 2 log
(
1− 2v ·ps
δ
)
log
2v ·ps
δ
+ 2Li2
(
1− 2v ·ps
δ
)
− 3π
2
4
]
. (5.39)
Similarly, it is possible to show that the parameter δ regulates all IR divergences in the
second diagram, for which we find
AIbδ = −2ig2CFµ4−d
∫
ddk
(2π)d
n¯·(pc − k)
[−n¯·k + i0][k2 − 2k ·pc + i0][k2 − δn¯k + i0]
=
αsCF
4π
[
2
ǫ2
+
2
ǫ
− 2
ǫ
log
δ n¯·pc
µ2
+ log2
δ n¯·pc
µ2
− 2 log δ n¯·pc
µ2
+ 4− π
2
6
]
. (5.40)
The mixed UV-IR divergences cancel in the sum of the two diagrams,
AIδ =
αsCF
4π
[
1
ǫ2
+
2
ǫ
log
µ
n¯·pc +
5
2ǫ
+ log2
δn¯·pc
µ2
− 2 log2 δ
µ
− 3
2
log
δn¯·pc
µ2
− 2 log δ − 2v ·ps
µ
+ 2 log
(
1− 2v ·ps
δ
)
log
2v ·ps
δ
+ 2Li2
(
1− 2v ·ps
δ
)
+
11
2
− 11π
2
12
]
, (5.41)
and one can show that this result agrees with full QCD.
Since the regulator is in the gluon action, it is the same for SCETI and SCETII , and the
two diagrams in SCETII are identical to those in SCETI since the integrands are exactly
equal:
AIIδ = A
I
δ . (5.42)
Therefore, the IR divergences in SCETII are exactly the same as those in SCETI .
While in SCETI it is possible to choose the scaling δ ∼ Qλ2 such that both the contri-
butions to the collinear and the usoft gluon action are leading order in the power counting,
the same is not true in SCETII . Choosing δ ∼ Qλ2 to make the IR regulator leading order
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in collinear gluon Lagrangian makes it suppressed by one power of λ in the soft Lagrangian.
This can be understood physically, since in going from SCETI to SCETII the typical scaling
of the (u)soft momenta remains of order ΛQCD, while the off-shellness of the collinear par-
ticles is lowered. However, the IR divergence from n·k → 0 corresponds to (1− cos θ)→ 0,
and the typical cutoff on (1 − cos θ) is set by the collinear scales. Since n·kc ≪ n·ks it is
natural that any cutoff κ regulating the n ·ks → 0 divergence will satisfy κ ≪ n ·ks. This
is not a problem, since the IR regulator does not introduce a new scale into the effective
theory.
If one insists on keeping the scaling in the soft gluon Lagrangian manifest, one is forced
to drop the regulator term. In this case, the diagram (a) in SCETII no longer includes
the IR regulator δ and is therefore not regulated properly. The calculation then reduces to
the result given in Eq. (5.22). Part of the 1/ǫ divergences in this result are from true UV
divergences, but others are due to the unregulated (1 − cos θ) → 0 IR divergences, which
arise from physics at the scale n·k ∼ Qλ2. These IR divergences can be recovered by adding
a diagram containing a gluon scaling as n·k ∼ Qλ2, n¯·k ∼ Qλ. Requiring n·k n¯·k ∼ k2⊥, this
is the soft collinear messenger mode introduced in [40]. The resulting diagram (c) gives
AIIcδ = −2ig2CFµ4−d
∫
ddk
(2π)d
1
[−n·k + i0][2v ·ps − n¯·k + i0][k2 − δn¯·k + i0]
=
αsCF
4π
[
− 2
ǫ2
+
2
ǫ
log
−2v ·ps δ
µ2
− log2 −2v ·ps δ
µ2
− π
2
2
]
. (5.43)
Adding all the diagrams we find
AIIδ =
αsCF
4π
[
1
ǫ2
+
2
ǫ
log
µ
n¯·pc +
5
2ǫ
+ log2
δn¯·pc
µ2
− 3
2
log
δn¯·pc
µ2
− 2 log −2v ·ps
µ
+2 log2
(−2v · ps
µ
)
− log2
(−2v · psδ
µ2
)
+
11
2
− π
2
4
]
, (5.44)
which again reproduces the SCETI result for δ ≪ v·ps. From this discussion it follows that
the presence of the soft collinear messenger mode depends on the precise implementation
of the IR regulator in the theory. Since the definition of an effective theory should be
independent of the regulator used for an explicit calculation, one can view the soft-collinear
messenger mode as part of the IR regulator.
The term added to the gluon Lagrangian breaks gauge invariance. However, in this
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regard it is on the same footing as a gluon mass. Since the coupling of gluons to fermions
is via a conserved current, this breaking of gauge invariance is only a problem once gluon
self-interactions are taken into account. For the renormalization of operators such as the
heavy-light current considered in this chapter, this only arises at the two-loop level. In
matching calculations, the IR divergences always cancel. Hence any IR regulator, including
the one proposed here is applicable to matching calculations at any order in perturbation
theory. More care has to be taken when using this regulator to calculate operator mixing,
and in this case gauge noninvariant operators have to be included beyond one-loop order.
However, all IR regulators proposed so far for SCET break gauge invariance. The main
advantage of the new regulator is that it preserves invariance of SCETI under the field
redefinition given in Eq. (5.4).
5.4 Summary
We have considered the matching of the heavy-light current in SCETI onto the correspond-
ing current in SCETII , in particular addressing the question of whether all long distance
physics in SCETI is correctly reproduced in SCETII . Using the off-shellness of the exter-
nal heavy and light fermions, it was argued in Ref. [40] that a new collinear–soft messenger
mode is required in SCETII to reproduce all the long distance physics of SCETI . Regulat-
ing the IR in SCETII with an off-shellness is problematic, since the off-shellness prevents
performing the field redefinition required to decouple the usoft gluons from the collinear
particles, which allows the matching onto SCETII easily. In this chapter we investigated
the relationship between IR regulators and the definition of SCETII . By performing the k0
loop integral by contours and then writing the remaining integrals as d|k|d cos θ, we showed
explicitly that the off-shellness leaves the IR angular divergence (1−cos θ)→ 0 unregulated
in SCETII .
We then introduced a new regulator for SCET that regulates soft (|k| → 0) and collinear
(cos θ → 1) IR divergences in both SCETI and SCETII . This regulator modifies the gluon
action, much like a gluon mass, and thus preserves the field redefinition required to decouple
usoft gluons from collinear particles in SCET. Using this regulator, we showed explicitly
that SCETII as formulated in Refs. [36, 38] reproduces all the IR divergences of SCETI .
We also argued that any cutoff κ regulating the collinear divergence has to satisfy κ ≪
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n·ks. Regulating SCETII this way therefore naturally requires keeping a formally subleading
regulator in the theory.
We also showed that a soft-collinear messenger mode is required in the definition of the
IR regulator if one insists on power counting the regulator in the same way as kinetic terms
in the action. In this case, there are unregulated IR divergences left in soft diagrams, which
are corrected by additional contributions from the soft-collinear mode.
The new regulator introduced in this chapter preserves the invariance of SCETI under
the field redefinitions (5.4), and is therefore useful in studying factorization theorems beyond
tree level.
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Chapter 6
Summing logarithms in
high-energy unstable heavy
fermion pair production
This chapter discusses high-precision predictions for the top-antitop production cross section
in electron-positron scattering at very high energies. Much of this material will appear in
Ref. [44].
6.1 Introduction
The International Linear Collider (ILC) currently being planned will provide a wealth of
precision top quark measurements. For example, a line-shape scan of the threshold top pair
production cross section, σ(e+e− → γ∗, Z∗ → tt¯), should provide a measurement of the top
mass with an uncertainty of only 100 MeV. It is also interesting to consider high-energy
production of top pairs. This regime will also be explored at the ILC. In this limit there
are three relevant and widely separated scales: the center-of-mass energy,
√
s; the mass, m;
and the decay width, Γ. The large width prevents the top from hadronizing before it decays
and thus acts as an infrared cutoff on the strong forces between the t and the t¯. This fact
allows one to calculate the production perturbatively. But these widely separated scales
also lead to enhancements of the QCD corrections to the cross section in the form of logs
that must be summed. It is this issue we address here.
Our approach consists of several steps. First the large scale
√
s is integrated out by
matching the production current onto the soft-collinear theory (SCET) [33, 34, 35, 36].
The next scale below
√
s is m. This fixes the infrared scale so the heavy quark mass must
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be retained in the effective theory [45]. Sudakov logarithms are summed by running the
current in this theory down to the scale m. The heavy quark mass is integrated out at
the scale m by matching onto heavy quark effective theory in a boosted frame (bHQET),
where finite width effects are incorporated systematically [47]. The Wilson coefficients of
the second matching step can then be run down to the final scale, Γ. This procedure sums
all of the relevant logs, and the cross section can then be calculated in the bHQET to get
the final resummed result.
6.2 QCD at one loop
The cross section σ(e+e− → γ∗, Z∗ → tt¯) to all orders in the QCD coupling can be written
as
σ0 =
∑
X
(2π)4 δ4(pe + pe¯ − pX)
∑
ij
L(ij)µν H
µν
(ij) ,
Hµν(ij) =
1
2
(
〈0|Jµi (0)|X〉〈X|Jνj (0)|0〉 + i↔ j
)
, (6.1)
where L
(ij)
µν is the leptonic tensor containing leptonic traces and gauge boson propagators,
and the state X contains a top quark/antiquark pair and any additional gluons. The sum
over i and j is a sum over the different operator contributions of the photon and Z boson.
The QCD current for top quark production appearing in the matrix elements above is
Jµi = ψ¯(x)Γ
µ
i ψ(x) , (6.2)
where Γµi = g
V
i γ
µ + gAi γ
µγ5 involves the couplings of the top quark to the photon and the
Z boson. In order to integrate out the hard scale of our process, we need to match this
production current onto the appropriate current in SCET. We start by computing matrix
elements of the current in QCD. The tree-level contribution and the one-loop correction
are computed from the graphs in Fig. 6.1 plus the wave function graphs. These diagrams
are both ultraviolet (UV) and infrared (IR) divergent despite the presence of a mass. We
will regulate the UV divergences using dimensional regularization. The IR divergences are
regulated by taking the external fermion to be off-shell p2 6= m2. Taking p2 ≫ m2 means
the mass can be dropped from the calculation and the result is the same as for the massless
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(a) (b)
Figure 6.1: Tree-level current (a) and the one-loop correction (b) in QCD.
case regulated with an off-shellness. Also, in this limit the calculation is the same for γµ as
for γµγ5. We take this result from Ref. [48] (after correcting a few typographical errors):
〈p1, p2|jµ|0〉 = γµ
[
1 + CF
αs
4π
(
− ln −s
µ2
− 2 ln2 p
2
s
−4 ln p
2
s
+ ln
−p2
µ2
− 1− 2π
2
3
)]
+ c.t. , (6.3)
where p2 ≡ p21 = p22 and s ≡ (p1+p2)2. This result includes the wave function contributions
which cancel the poles of the vertex graph, and so the counterterm is zero here. This is
because the vector current is conserved in QCD when the mass is taken to zero.
We now repeat the calculation but this time take the external fermions to be nearly
on-shell with ∆2 = p2 −m2 ≈ 0 to get
〈p1, p2|jµ|0〉 = γµ
[
1 +
αsCF
4π
(
2 ln2
−s
m2
− 4 ln−s
m2
ln
s
∆2
+ 3 ln
−s
m2
+ 4 ln
m2
−∆2 − 4 +
2π2
3
)]
. (6.4)
Here we have not written the counterterm contribution since it is zero. This calculation
is not strictly necessary for our analysis, but it will be a useful check of our results. For
instance, this result confirms that SCET with a mass reproduces the full infrared of massive
QCD. This will be demonstrated below when we include the mass in SCET.
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Figure 6.2: One-loop vertex correction in SCET.
6.3 SCETI at one loop
Next we integrate out the scale
√
s by matching onto SCET. The SCET current onto which
Jµ matches is [46]
JµSCET = C(µ)ξ¯n,p′Wn(x)γ
µ
⊥W
†
n¯ξn¯,p(x) , (6.5)
with tree-level matching coefficient
C(
√
s) = 1 . (6.6)
Other operators generated by keeping the quark mass finite are suppressed by m/
√
s. These
operators will need to be resummed in the next step; however, they are not needed to match
onto QCD and to sum leading logarithms.
The one-loop contributions of the SCET current can be calculated from the diagrams
in Fig. 6.2. Note we must include the mass in the calculations [45]. The loop integrals are
both UV and IR divergent. We do this calculation twice. In each case we regulate the UV
in dimensional regularization, but use a different IR regularization scheme. To start we
regulate the IR by taking the external fermions off-shell with p2 ≫ m2. The result of the
three diagrams including the wave function contributions is
〈p1, p2|JµSCET|0〉 =
αsCF
4π
γµ⊥
[
2
ǫ2
+
3
ǫ
− 2
ǫ
ln
−s
µ2
+ ln2
−s
µ2
− 2 ln2 p
2
s
− 3 ln −p
2
µ2
+ 7− 5π
2
6
]
+ c.t. (6.7)
The counterterm is
c.t. = −αsCF
4π
[
2
ǫ2
+
3
ǫ
− 2
ǫ
ln
−s
µ2
]
, (6.8)
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and the one-loop matching coefficient is
C(µ) = 1 +
αsCF
4π
[
3 ln
−s
µ2
− ln2 −s
µ2
− 8 + π
2
6
]
. (6.9)
The counterterm gives the anomalous dimension for the effective theory current, which leads
to the renormalization group equation
µ
dC(µ)
dµ
= γ1(µ)C(µ) ,
γ1(µ) = −αsCF
4π
[
4 ln
µ2
−s− iǫ + 6
]
. (6.10)
The solution is straightforward:
C(µ0)
C(
√
s)
=
(
αs(µ0)
αs
)(CF /β0)(3−2πi−8π/β0αs)(µ20
s
)−2CF /β0
, (6.11)
where αs ≡ αs(
√
s), β0 = 11CA/3− 2nf/3, and C(
√
s) is given in Eq. (6.6).
We now repeat the one-loop calculation above but this time take the external particles
to be nearly on-shell: ∆2 ≡ p2 − m2 ≈ 0. We do this for two reasons: first to show
that SCETm reproduces QCD with a mass, and second because it is a convenient way to
calculate the SCETm cross section.
The result of the one-loop vertex corrections is the sum of the collinear vertex corrections
given in the first two graphs of Fig. 6.2
Vc =
αsCF
4π
γµ⊥
[
4
ǫ2
+
4
ǫ
(
ln
µ2
−∆2 + 1
)
+ 2 ln2
µ2
−∆2
+ 2 ln2
m2
−∆2 + 4 ln
µ2
m2
+ 8 + π2
]
, (6.12)
and the ultrasoft (usoft) vertex correction
Vus =
αsCF
4π
γµ⊥
[
− 2
ǫ2
− 2
ǫ
ln
(
sµ2
−∆4
)
− ln2 sµ
2
−∆4 −
π2
2
]
, (6.13)
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minus half the wave function renormalization graph for each fermion
Iw =
αsCF
4π
(
1
ǫ
+ 4 + ln
µ2
m2
− 4 ln m
2
−∆2
)
. (6.14)
The total is
〈p1, p2|JµSCET|0〉 =
αsCF
4π
γµ⊥
[
2
ǫ2
+
3
ǫ
− 2
ǫ
ln
−s
µ2
− ln2 −s
µ2
+ 2 ln2
m2
µ2
+ 4 ln
−∆2
µ2
ln
−s
m2
+ ln
m2
µ2
− 4 ln −∆
2
µ2
+ 4 +
π2
2
]
+ c.t. (6.15)
Note that the infrared logarithms in this result match those in QCD where all three scales
have been kept. This is a check that SCET with a mass reproduces QCD with a mass and
confirms the correctness of SCETm .
6.4 SCETI cross section
In the previous section, the hard scale was integrated out by matching the QCD current
onto the SCETI current of Eq. (6.5). We can now write the cross section in SCETI as:
σ1 =
∣∣∣C(Q,m)∣∣∣2 ∑
XnXn¯Xs
(2π)4 δ4(q − PXn − PXn¯ − PXs)
∑
ij
L(ij)µν Hˆ
µν
(ij) ,
Hˆµν(ij) =
1
2
(
〈0|χn,QΓˆµi χn¯,Q(0)|XnXn¯Xs〉〈XnXn¯Xs|χn¯,QΓˆνjχn,Q(0)|0〉 + i↔ j
)
(6.16)
The physics of the hard scale is contained in the Wilson coefficient C(Q,m) obtained by
current matching at the the hard scale Q followed by RG evolution down to the scalem, with
the result in Eq. (6.11). This RG evolution of the hard Wilson coefficient sums logarithms
of Q/m. Since the SCETI current contains only collinear fields and the dynamics of the
hadronic matrix elements are now determined by the SCETI Lagrangian, the complete set
of final states involve only usoft (Xs) and collinear (Xn and Xn¯) degrees of freedom. Thus,
matching the QCD current onto the SCETI current automatically ensures the final states
are restricted to pairs of collinear top quarks.
However, the sum over final states in Eq. (6.16) is still implicitly restricted by the
invariant mass constraint. We are only interested in events that have two top-quark jets
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each with invariant mass satisfying the constraint P 2Xn(n¯)−m2 ∼ mΓ≪ m2. In this section,
this restriction will be made manifest. We will arrive at a cross section with an unrestricted
sum over final states with the invariant mass constraints appearing as limits of integration
over appropriately defined variables. The unrestricted sum over final states will allow us to
use the optical theorem.
Furthermore the usoft-collinear decoupling property of the SCETI Lagrangian will allow
us to factorize the cross section so that the top quark and antiquark are decoupled from
each other. This will be a crucial idea later on when we match the SCET cross section onto
HQET in order to sum logarithms of m/Γ. Combining the usoft-collinear factorization and
the optical theorem, the SCETI cross section can be brought into a simple and transparent
form.
6.4.1 Ultrasoft-collinear factorization
Even though we are dealing with an entirely perturbative process, the ideas of usoft-collinear
factorization are crucial for correctly summing the large logarithms of m/Γ. In SCETI the
collinear top quark and antiquark interact with each other through the exchange of usoft
gluons. In this section we use the well-known property of usoft-collinear decoupling of the
leading-order SCETI Lagrangian to decouple the top quark and antiquark from each other.
Once this is done we are left with the picture of a massive top quark moving along at
high speed oblivious to the existence of the antiquark moving in the opposite direction.
The top quark moves in the ~n direction and the antiquark moves in the ~¯n direction, each
interacting with An and An¯ collinear gluons, respectively. Once we add the constraint
P 2Xn(n¯) − m2 ∼ mΓ ≪ m2 to force the top quark and antiquark to remain close to their
mass shell, the situation looks like two distinct copies of HQET in boosted frames. We will
explore this idea in more detail in the next section.
To begin, recall that the leading-order SCETI Lagrangian decouples into collinear and
usoft parts,
L(0)SCET = L(0)n + L(0)n¯ + L(0)s , (6.17)
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after the field redefinitions
ξn,n¯(x) → Y †n,n¯(x)ξ(0)n,n¯(x) ,
Aµn,n¯(x) → Y †n,n¯(x)A(0)µn,n¯ (x)Yn,n¯(x) , (6.18)
where the Wilson lines are defined as
Yn(x) = PExp
(∫ 0
−∞
ds n·A(ns+ x)
)
, Yn¯(x) = PExp
(∫ 0
−∞
ds n¯·A(n¯s+ x)
)
. (6.19)
Since the top quark mass scales as m ∼ Qλ, the leading-order collinear Lagrangian terms
L(0)n and L(0)n¯ include the necessary mass terms [45] for the top quark and antiquark, re-
spectively.
In the usoft-collinear decoupling we need to be careful how the final state 〈XnXn¯Xs|
is treated [49]. In particular if we choose the canonical approach of Eqs. (6.18) and (6.19)
we must introduce a usoft Wilson line that extends from +∞ to −∞ for each collinear
direction in the final state. As a result the Yn,n¯(x) from the field redefinition are turned
into
Y˜n(x) = PExp
(∫ ∞
0
ds n·A(ns+ x)
)
, Y˜n¯(x) = PExp
(∫ ∞
0
ds n¯·A(n¯s+ x)
)
. (6.20)
The hadronic matrix elements now factorize as
〈XnXn¯Xs|χn¯,QΓˆνjχn,Q(0)|0〉 → 〈XnXn¯Xs|χn¯,Q(0)Y˜ †n¯ Γˆνj Y˜nχn,Q(0)(0)|0〉 (6.21)
→ 〈Xs|Y˜ †n Y˜n¯(0)|0〉〈Xn¯|χ(0)n¯,Q(0)|0〉〈Xn|χ(0)n,Q(0)|0〉 Γˆνj ,
where we have suppressed Dirac indices for clarity. From now on we will drop the (0)
superscript. The factorized SCETI cross section takes the form
σ1 =
∣∣∣C(Q,m)∣∣∣2 ∑
XnXn¯Xs
(2π)4 δ4(q − PXn − PXn¯ − PXs)〈0|Y˜ †n¯ Y˜n(0)|Xs〉〈Xs|Y˜ †n Y˜n¯(0)|0〉
×
∑
ij
L(ij)µν
1
2
(
〈0|χn,Q(0)|Xn〉〈Xn|χn,Q(0)|0〉〈0|χn¯,Q(0)|Xn¯〉〈Xn¯|χn¯,Q(0)|0〉Γˆµi Γˆνj + i↔ j
)
.
(6.22)
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6.4.2 Final state invariant mass constraints
So far we have managed to restrict the final states to include only usoft and collinear
degrees of freedom by matching the QCD production currents onto SCETI currents. This
has ensured that the final states correspond to high-energy top pairs produced at
√
s≫ m.
However we would like to be more restrictive and require that the two top jets have invariant
masses close to the top mass (i.e., require that the tops be nearly on-shell):
P 2Xn(n¯) −m2 ∼ mΓ≪ m2. (6.23)
This constraint implies an implicit restriction over the sum of final states Xn, Xn¯, and Xs
in Eq. (6.22). In this section we will make this constraint manifest. We will follow a series
of steps that allow us to express the cross section as an unrestricted sum over final states,
allowing us to exploit the optical theorem, with the invariant mass constraints appearing
as limits of integration over appropriately defined variables.
First we insert the identity operator
1 =
∫
d4pn d
4pn¯ d
4ps δ
4(pn − PXn) δ4(pn¯ − PXn¯) δ4(ps − PXs) . (6.24)
We can now restrict the final state jet momenta PXn , PXn¯ , and Pxs by applying constraints
on the momentum variables pn, pn¯, and ps. Next we decompose the momenta into label
and residual parts:
pn = p˜n + kn, pn¯ = p˜n¯ + kn¯, ps = ks,
PXn = P˜Xn + kXn , PXn¯ = P˜Xn¯ + kXn¯ , PXs = kXs , (6.25)
and likewise decompose delta functions into Kronecker deltas of the labels and integrals
over position of exponentials of the residual momentum:
δ4(p− PX) = δ4p˜,P˜X δ
4(k −KX) = δ4p˜,P˜X
∫
d4x
(2π)4
ei (k−KX) · x . (6.26)
Using Eqs. (6.24), (6.25), and (6.26) in the cross-section formula in Eq. (6.22), the SCETI cross
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section takes the form
σ1 =
∫
d4pn
∫
d4pn¯
∫
d4ps (2π)
4δ4(q − pn − pn¯ − ps)
∑
XnXn¯Xs
∫
d4x d4y d4z
∣∣∣C(Q,m)∣∣∣2
× δp˜n,P˜Xnδp˜n¯,P˜Xn¯e
i(kn−KXn)·xei(kn¯−KXn)·yei(ks−Ks)·z〈0|Y˜ †n¯ Y˜n(0)|Xs〉〈Xs|Y˜ †n Y˜n¯(0)|0〉 (6.27)
×
∑
ij
L(ij)µν
1
2
(
〈0|χn,Q(0)|Xn〉〈Xn|χn,Q(0)|0〉〈0|χn¯,Q(0)|Xn¯〉〈Xn¯|χn¯,Q(0)|0〉Γˆµi Γˆνj + i↔ j
)
.
Note there is a sum over label momenta and an integral over residual momenta contained
in the integrals over pn, pn¯, and ps. We will make this explicit at a later stage. We use label
momentum conservation to replace the collinear jet momenta labels P˜Xn,n¯ in the Kronecker
deltas with the label Q of the collinear fields. Furthermore, we pull the exponentials of the
residual momenta kXn , kXn¯ , and kXs into the respective matrix elements and translate the
fields in position space to get
σ1 =
∫
d4pn
∫
d4pn¯
∫
d4ps (2π)
4δ4(q − pn − pn¯ − ps)
∑
XnXn¯Xs
∫
d4x d4y d4z
×
∣∣∣C(Q,m)∣∣∣2eikn·xeikn¯·yeiks·zδp˜n,Qδp˜n¯,Q〈0|Y˜ †n¯ Y˜n(z)|Xs〉〈Xs|Y˜ †n Y˜n¯(0)|0〉 (6.28)
×
∑
ij
L(ij)µν
1
2
(
〈0|χn,Q(x)|Xn〉〈Xn|χn,Q(0)|0〉〈0|χn¯,Q(y)|Xn¯〉〈Xn¯|χn¯,Q(0)|0〉Γˆµi Γˆνj + i↔ j
)
.
At this point there is no longer an explicit dependence on the final state jet momenta. How-
ever, we can restrict the final state jet momenta by applying constraints to the momentum
variables pn, pn¯, and ps introduced in Eq. (6.24). We make explicit the invariant mass
condition of Eq. (6.23) in the collinear sectors by inserting the identity operator
1 =
∫
dsnδ(p
2
n −m2 − sn)
∫
dsn¯δ(p
2
n¯ −m2 − sn¯) (6.29)
and restricting the range of integration for the variables sn and sn¯ to
−mΓ . sn, sn¯ . mΓ. (6.30)
This forces the final collinear states Xn and Xn¯ to have the appropriate invariant mass
for the system we are considering. In this manner we have expressed the invariant mass
constraint on the top jets by imposing limits on the range of integration of the variables
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sn and sn¯. In the end we will have a differential cross section in these variables, and our
expression for it will only be valid in the range specified in Eq. (6.30).
6.4.3 Specifying jet momenta and SCETI jet functions
Next we need to define the jet momenta relative to an appropriate coordinate system. As
before, we can do this by specifying the momentum components of the variables pn, pn¯, and
ps because of Eq. (6.24). It is convenient to align one of the collinear momenta with the
vector ~n = (0, 0,−1) [50]. If we choose to do this for pn, we must have p˜⊥n = k⊥n = 0. Since
p2n −m2 = sn, there is no other constraint and we get
p−n = Q+ k
−
n , p
⊥
n = 0, p
+
n = k
+
n ,
p+n¯ = Q+ k
+
n¯ , p
⊥
n¯ = p˜
⊥
n¯ + k
⊥
n¯ , p
−
n¯ = k
−
n¯ , (6.31)
p−s = k
−
s , p
⊥
s = k
⊥
s , p
+
s = k
+
s .
The SCETI power counting for the residual momenta is kn ∼ kn¯ ∼ ks ∼ Qλ2 ∼ m2/Q,
which allows us to write
δ4(q−pn−pn¯−ps) = 2δQ,p˜−n δQ,p˜+n¯ δ
2
0,p˜⊥n¯
δ(k−n +k
−
n¯ +k
−
s )δ(k
+
n +k
+
n¯ +k
+
s )δ
2(k⊥n¯ +k
⊥
s ). (6.32)
Furthermore, with the coordinate choice in Eq. (6.31), the phase space integrals are de-
composed into sums over label momenta and integrals over residual momenta just as in
Ref. [50]:
∫
d4pn
∫
d4pn¯
∫
d4ps → 1
2
∑
p˜−n
∫
dk+n dk
−
n
1
2
∑
p˜n¯
∫
dk+n¯ dk
−
n¯ d
2k⊥n¯
∫
d4ks. (6.33)
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Using Eqs. (6.29), (6.31), (6.32) and (6.33) in the cross-section formula in Eq. (6.28), we
obtain
σ1 = (2π)
4
∑
XnXn¯Xs
∫
dsn dsn¯
∫
d4ks(2π)
4
∫
d4x d4y d4z eiks·z〈0|Y˜ †n¯ Y˜n(z)|Xs〉〈Xs|Y˜ †n Y˜n¯(0)|0〉
×
∣∣∣C(Q,m)∣∣∣2 Exp(−i
2
{k−s +
sn¯ +m
2
Q
}x+ + i
2
sn +m
2
Q
x−
)
× Exp
(−i
2
{k+s +
m2 + sn
Q
}y− + i
2
sn¯ +m
2
Q
y+ − iks⊥ · y⊥
)
(6.34)
×
∑
ij
L(ij)µν
1
2
(
〈0|χn,Q(x)|Xn〉〈Xn|χn,Q(0)|0〉〈0|χn¯,Q(y)|Xn¯〉〈Xn¯|χn¯,Q(0)|0〉Γˆµi Γˆνj + i↔ j
)
.
Note the sum over final states is now unrestricted, with all final state constraints appearing
implicitly as limits over the sn and sn¯ variables. Next we define jet functions
∑
Xn
〈0|χn,Q(x)|Xn〉〈Xn|χn,Q(0)|0〉 = i
∫
d4rn
(2π)4
e−irn·xJn,Q(r
+
n )
n/
2
= iδ(x+)δ2(x⊥)
n/
2
∫
dr+n
2π
e−
i
2
r+n ·x
−
Jn,Q(r
+
n ) ,
∑
Xn¯
〈0|χn¯,Q(y)|Xn¯〉〈Xn¯|χn¯,Q(0)|0〉 = i
∫
d4rn¯
(2π)4
e−irn¯·yJn¯,Q(r
−
n¯ )
n¯/
2
= iδ(y−)δ2(y⊥)
n¯/
2
∫
dr−n¯
2π
e−
i
2
r−n¯ ·y
+
Jn¯,Q(r
−
n¯ ) . (6.35)
Since the sums over final states are no longer restricted and are therefore complete, the jet
functions are related to the discontinuity of the forward amplitude across the real axis:
Jn,Q(r
+
n ) =
n¯/
4
∑
Xn
∫
d4x eirn·x〈0|χn,Q(x)|Xn〉〈Xn|χn,Q(0)|0〉
=
∫
d4x eirn·xDisc 〈0|T{χn,Q(x)
n¯/
4
χn,Q(0)}|0〉 ,
Jn¯,Q(r
−
n¯ ) =
n/
4
∑
Xn¯
∫
d4x eirn¯·x〈0|χn¯,Q(y)|Xn¯〉〈Xn¯|χn¯,Q(0)|0〉
=
∫
d4x eirn¯·xDisc 〈0|T{χn¯,Q(x)
n/
4
χn¯,Q(0)}|0〉 . (6.36)
Substituting these expressions into Eq. (6.34) gives
σ1 =
1
2
(
Tr
[n/
2
Γˆµi
n¯/
2
Γˆνj
]
+ i↔ j
)1
2
∣∣∣C(Q,m)∣∣∣2 ∫ dsn dsn¯Jn,Q(sn +m2)Jn¯,Q(sn¯ +m2) ,(6.37)
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where we have used
∫
d4ks
(2π)4
∫
d4z eiks·z
∑
Xs
〈0|Y˜ †n¯ Y˜n(z)|Xs〉〈Xs|Y˜ †n Y˜n¯(0)|0〉
=
∫
d4ks
(2π)4
∫
d4z eiks·z〈0|Y˜ †n¯ Y˜n(z)Y˜ †n Y˜n¯(0)|0〉
=
∫
d4z δ(4)(z)〈0|Y˜ †n¯ Y˜n(z)Y˜ †n Y˜n¯(0)|0〉
= 〈0|Y˜ †n¯ Y˜n(0)Y˜ †n Y˜n¯(0)|0〉
= 1 . (6.38)
The SCETI cross section in Eq. (6.37) is the main result of this section. It is given in terms
of two decoupled jet functions, Jn and Jn¯, describing the dynamics of the top quark and
antiquark moving in the ~n and ~¯n directions, respectively. As mentioned before and to be
described in detail later, each of these jet functions will be matched onto a distinct copy of
HQET in a boosted frame.
6.4.4 Computing SCETI jet functions
The jet functions Jn and Jn¯, defined in Eq. (6.36) and appearing in the SCETI cross section
in Eq. (6.37), can be calculated perturbatively in the strong coupling αs(m). In this section
we give the tree-level and one-loop expressions for the jet functions. It is convenient to work
with the dimensionless variables yn and yn¯ defined as
1− yn = sn
m2
, 1− yn¯ = sn¯
m2
. (6.39)
From Eq. (6.36), the tree-level jet funtions are simply given by the discontinuity of the
collinear propagator:
J tree(n,n¯),Q(y, µ) = 2π
Q
m2
δ(1 − y). (6.40)
At one loop, the jet functions are given by the discontiniuities of the diagrams shown in
Fig. 6.3. The result is the collinear quark propagator times Vc given in Eq. (6.12) plus the
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Figure 6.3: Forward scattering amplitudes.
collinear quark propagator times Iw given in Eq. (6.14).
δJ(n,n¯),Q(y, µ) = 2π
Q
m2
αsCF
4π
[
8
(
ln(1− y)
1− y
)
+
+
(
− 4
ǫ
+ 4 ln
m2
µ2
+ 4
)
1
(1− y)+
+
(
4
ǫ2
+
5
ǫ
− 4
ǫ
ln
m2
µ2
+ 2 ln2
m2
µ2
− lnm
2
µ2
+ 12− π
2
3
)
δ(1 − y)
]
.(6.41)
It should be understood that in computing the cross section in SCETI , the right-hand
side of Eq. (6.41) must be evaluated at µ = m for the cross section to be scale invariant.
This is because we ran the SCETI operator J
µ
SCET in Eq. (6.5) between the scales Q and
m before factorizing the cross section into soft and collinear sectors. However, we keep the
µ dependence explicit for the purposes of matching onto HQET, the effective theory below
m, in the next section. The need for this matching is now apparent from Eq. (6.41) which
involves large logarithms of 1 − yn,n¯ = sn,n¯/m2 ∼ Γ/m. These large logarithms of the
width will be summed by the RG running of the corresponding HQET jet functions after
the matching is performed.
In arriving at Eqs. (6.40) and (6.41), we made use of the well-known identities
Disc
i
2π
1
1− y + iǫ = δ(1 − y),
Disc
i
2π
ln(y − 1− iǫ)
1− y + iǫ θ(y) =
1
(1− y)+ ,
Disc
i
2π
ln2(y − 1− iǫ)
1− y + iǫ θ(y) = −
π2
3
δ(1 − y) +
[2ln(1− y)
1− y
]
+
. (6.42)
In the calculation of the jet functions we were able to insert by hand the necessary step
functions θ(y) appearing on the LHS of the last two identities by noting from Eq. (6.39) that
the variables yn and yn¯ must be greater than zero. This is evident from the phase space
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restrictions |sn/m2|, |sn¯/m2| ∼ Γ/m ≪ 1. Furthermore, there exists an implicit upper
bound yn, yn¯ ≤ 1 in the identities above. This follows from the fact that for yn, yn¯ > 1,
the discontinuities are trivially zero. There is no contribution to the cross section from this
region of phase space. The relevant region of phase space can now be characterized in terms
of the range of the dimensionless variables yn and yn¯ as
1− Γ
m
≤ yn,n¯ ≤ 1. (6.43)
It is convenient to introduce the dimensionless jet functions K(n,n¯) defined as
K(n,n¯)(y, µ) =
m2
Q
J(n,n¯),Q(y, µ). (6.44)
In terms of these dimensionless variables, the SCETI cross section takes the form
σˆ =
1
2
(
Tr
[n/
2
Γˆµi
n¯/
2
Γˆνj
]
+ i↔ j
)∣∣C(Q,µ)∣∣2 Q2 ∫ dyn dyn¯Kn(yn, µ)Kn¯(yn¯, µ) , (6.45)
where the range of integration is restricted as shown in Eq. (6.43) and we have kept the
scale dependence of the hard Wilson coefficient and the jet functions manifest.
6.5 Boosted HQET
Using factorization in SCETI , we have decoupled the top quark and antiquark and can now
treat them separately. Our goal is to describe the production of heavy unstable fermions
experiencing small momentum fluctuations about their mass shell of order their decay width.
We quantify this condition by requiring that the top quark and antiquark each satisfy
p2 −m2 ∼ mΓ≪ m2. (6.46)
This invariant mass constraint is identical to that on the virtuality of a heavy quark of mass
m described in HQET:
p2 −m2 ∼ 2mv · k ≪ m2, (6.47)
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where the heavy quark momentum is decomposed according to
pµ = mvµ + kµ. (6.48)
HQET is usually applied in the context of bottom and charm hadrons (m = mb,mc) and
k ∼ v · k ∼ ΛQCD corresponding to the typical momentum of soft gluons in a hadron of size
1/ΛQCD. The theory and its predictions are then formulated as an expansion in powers of
ΛQCD/mb,c.
Our situation is similar with the identification ΛQCD → Γ. In addition, we are in a
frame in which the quarks are highly boosted. In the rest frame of the top quarks, the
soft gluons of HQET have the scaling kµ ∼ (Γ,Γ,Γ). In the boosted frame the soft gluons
acquire a collinear momentum scaling. Similarly, the velocity labels of the top quarks are
also boosted. Thus, after the scale m is integrated out, the decoupled evolution of the
top quark and antiquark is given by two distinct copies of boosted HQET in the ~n and ~¯n
directions, respectively:
vµn =
(
m
Q
,
Q
m
,0⊥
)
, kµn ∼ Γ
(
m
Q
,
Q
m
,1⊥
)
, (6.49)
vµn¯ =
(
Q
m
,
m
Q
,0⊥
)
, kµn¯ ∼ Γ
(
Q
m
,
m
Q
,1⊥
)
.
This picture suggests matching the SCETI jet functions Kn,n¯(yn, µ) onto the corresponding
boosted HQET jet functions Jvn,vn¯ .
The HQET cross section is given by Eq. (6.45) after matching the SCETI jet functions
Kn,n¯(yn, µ) onto the corresponding jet functions in boosted HQET. The jet functions in
boosted HQET are given by
Jvn(r
2
n) =
∫
d4x eirn·xDisc 〈0|T{h¯vn (x)Wn(x)W †n(0)hvn (0)}|0〉 ,
Jvn¯(r
2
n¯) =
∫
d4x eirn¯·xDisc 〈0|T{h¯vn¯ (x)Wn¯(x)W †n¯(0)hvn¯ (0)}|0〉 . (6.50)
These bHQET jet functions can be calculated using the usual Feynman rules of HQET
except that the gluons have collinear scaling as in Eq. (6.49). The Wilson lines in the jet
functions above contain these bHQET gluons. The tree-level and one-loop results for the
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jet functions Jvn,vn¯ are
J treevn,vn¯(y) =
2
m
2π δ(1 − y), (6.51)
δJvn,vn¯(y) =
2
m
2π
αsCF
4π
[
8
[
ln(1− y)
(1− y)
]
+
+
(
− 4
ǫ
+ 4 ln
m2
µ2
+ 4
)
1
(1− y)+
+
(
2
ǫ2
− 2
ǫ
− 2
ǫ
ln
m2
µ2
+ ln2
m2
µ2
+ 2 ln
m2
µ2
− π
2
2
)
δ(1− y)
]
. (6.52)
Once again we define dimensionless jet functions:
K(vn,vn¯)(y, µ) =
m
2
J(vn,vn¯),Q(y, µ). (6.53)
The equations for matching the SCETI jet functions Kn,n¯ onto the bHQET jet functions
K(vn,vn¯) are given by
K(n,n¯)(y, µ) =
∫
dx C(n,n¯)(y, x, µ)K(vn,vn¯)(x, µ). (6.54)
The final cross section can now be written as
σ2 =
1
2
(
Tr
[n/
2
Γˆµi
n¯/
2
Γˆνj
]
+ i↔ j
) Q6
m2
∣∣C(Q,m)∣∣2
×
∫
dyn
∫
dxn Cn(yn, xn;m,µ)Kvn(xn;m,µ)
×
∫
dyn¯
∫
dxn¯ Cn¯(yn¯, xn¯;m,µ)Kvn¯(xn¯;m,µ). (6.55)
The Wilson coefficients of matching the SCETI jet functions onto the bHQET jet functions
in Eq. (6.54) are given by
C(n,n¯)(x, y, µ) =
[
1 +
αsCF
4π
(
ln2
m2
µ2
− 3 lnm
2
µ2
+ 12 +
π2
6
)]
δ(x − y). (6.56)
Note that the logs are zero at the matching scale: µ = m. This is an important check of our
results. The evolution of the Wilson coefficients Cn,n¯ below m is given by the anomalous
dimension of the jet functions K(vn,vn¯)(y)
µ
d
dµ
Cn,n¯(x, z, µ) =
∫
dy γK(vn,vn¯)(x, y, µ) Cn,n¯(y, z, µ) , (6.57)
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where the anomalous dimension is
γK(vn,vn¯)(x, y, µ) =
αsCF
4π
[(
4 ln
m2
µ2
+ 4
)
δ(y − x)− 8
(y − x)+ θ(y − x)
]
. (6.58)
We can use the renormalization group equations to run the Wilson coefficients down to
the scale µ ∼ Γ and in the process sum logs of m/Γ. We do this by taking moments of
Eq. (6.57). First, define the Nth moment:
MN [f(z)] =
∫ 1
0
dz zN−1f(z) . (6.59)
This turns Eq. (6.57) into the diagonal form
µ
d
dµ
Cn,n¯(N,µ) = γK(N,µ)Cn,n¯(N,µ) , (6.60)
where the Nth moment of the jet function anomalous dimension is
γK(N,µ) =
∫ 1
0
dz zN−1γ(z, µ)
= −αsCF
π
[
1− 2 ln
(
µN
m
)]
(6.61)
for large N . Taking large moments is appropriate here, since our effective field theory
methodology is valid for small Γ, or values of y near 1, and this is the region of y corre-
sponding to large N . This equation can be solved by standard means to give
Cn,n¯(N,
m
N
) = Cn,n¯(N,m)
[
αs(m/N)
αs(m)
] 2CF
β0
“
1+ 4π
β0αs
−2lnN
”
N
−4CF
β0 . (6.62)
Eq. (6.62) demonstrates the correct resummation of logs of Γ/m in the Wilson coefficient,
since for large N we have 1/N ∼ Γ/m. Given the RGE solution for the Nth moment, the
inverse Mellin transform can be performed to go from moment space back to y space, but
this computation is beyond the scope of this work [51]. Here we will simply calculate the
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large-N moments of the cross section in Eq. (6.55). For these we get
∫ 1
0
dyn y
N−1
n
∫ 1
0
dyn¯ y
N−1
n¯
d2σ2
dyndyn¯
=
1
2
(
Tr
[n/
2
Γˆµi
n¯/
2
Γˆνj
]
+ i↔ j
) Q6
m2
∣∣C(Q,m)∣∣2
× Cn(N ;µ)Kvn(N ;µ)
× Cn¯(N ;µ)Kvn¯(N ;µ) . (6.63)
We have just derived the resummed versions of the Wilson coefficients Cn,n¯. Now we must
derive an expression for the moments of the bHQET jet functions. Since we are only
summing leading logs in this analysis, it will be sufficient to calculate these moments at
tree level. At this point we can also add the width to the jet functions, so that we reproduce
the standard Breit-Wigner form. Adding the top width to the jet functions K(vn,vn¯), we get
Ktree(vn,vn¯)(y;m,µ) =
Γ/m
(1− y)2 + Γ2/m2 . (6.64)
Note that this reduces to a delta function in the Γ→ 0 limit as required. Large N moments
of this expression are simply
Ktree(vn,vn¯)(N ;µ) =
∫ 1
0
dy yN−1
Γ/m
(1− y)2 + Γ2/m2 →
m
NΓ
. (6.65)
Note that this expression is order one.
The analysis is now complete. We have an expression for moments of the cross section in
the limit corresponding to yn,n¯ ∼ 1. The leading logs have been summed and are contained
in the coefficient functions.
6.6 Summary
This chapter has explored the application of SCET to top-antitop production at high energy
in an e+e− environment. The focus was on summing logarithms of the three relevant scales
in the problem:
√
s, mt, and Γt. These logarithms occur in the calculation of distributions
that are not fully inclusive. This may be necessary in the process we are considering or
in a process involving as-yet-undiscovered heavy particles because experimenters will want
to know the cross section in a very specific region in order to study the particle properties
closely.
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Our analysis consisted of four basic parts: matching QCD currents onto SCET currents
at the large scale
√
s, running the currents down to the lower scale mt, matching the SCET
jet functions onto boosted HQET jet functions at the scale mt, and then running the jet
functions down to the low scale Γt. Because the high-energy degrees of freedom are properly
integrated out at each stage, this process correctly sums the logs of the three scales.
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Chapter 7
Testing jet definitions in SCET
This chapter discusses the applicability of soft-collinear effective theory to jet physics. That
is, what are the correct definitions of jets in the SCET framework. Part of this chapter
appeared in Ref. [52].
7.1 The problem of defining jets in SCET
Many processes at high-energy colliders require reliable calculations of differential distribu-
tions of kinematic variables defined through the momenta of isolated jets in the detector.
One example is the measurement of masses of the gauge bosons in hadronic decays, which
require the invariant mass distribution of a pair of jets. Recently it was shown [53, 50] that
factorization formulas can be derived for such observables using the soft-collinear effective
theory (SCET) [33, 34, 35, 36]. An example is the differential jet energy distribution in the
decay of a Z boson to two light quarks, which close to the endpoint of maximal jet energy
is predicted at tree level to be [53]
dΓ
dEJ
= Γ(0)S(EJ − mZ
2
) , (7.1)
where Γ(0) is the total decay rate at tree level, which can be calculated reliably using quark-
hadron duality and the operator product expanision (OPE). The functional dependence on
the jet energy is contained in the nonperturbative function
S(k) =
1
NC
〈
0
∣∣∣∣ [Y †nY †n¯]ad δ
(
k +
in · ∂
2
)[
Yn¯Y n
]d
a
∣∣∣∣0
〉
, (7.2)
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which is defined as the vacuum matrix element of a nonlocal operator containing Wilson
lines
Yn(z) = P exp
[
ig
∫ ∞
0
ds n · Au(ns+ z)
]
. (7.3)
The above calculation of the jet energy distribution requires two crucial assumptions:
1. One needs to factor the final state into a collinear jet and a remaining purely ultrasoft
piece, where the ultrasoft piece satisfies the completeness relation
|X〉 = |jet〉 |Xus〉 ,
∑
Xus
|Xus〉 〈Xus| = 1 . (7.4)
2. The momentum of the jet is required to be equal to the total momentum of all collinear
partons in the same direction as the hadronic jet
Pj = p
c
n . (7.5)
One can question both of these assumptions, since the total collinear partonic system in
each light like direction is in a color-triplet configuration, while the final hadronic jet is of
course color singlet. Thus, color needs to be redistributed between the two collinear systems
in order to form the final hadronic system observed experimentally. This implies that the
factorization of the final state in Eq. 7.4 is only unambiguously defined at the partonic level,
and that the color recombination should move some momentum between the collinear and
the remaining soft physics, such that Eq. 7.5 is violated at some level. The assumption
made in [53, 50] is that the summation over hadronic and partonic states are equivalent,
such that neither of the two assumptions affect the decay rate at order ΛQCD/mZ .
To understand in more detail whether these assumptions are correct requires a detailed
understanding of how energetic partons hadronize and form the observed jets, and how the
color gets redistributed between the two jets. Unfortunately this is not feasible with our
current understanding of QCD. The best way to gain insight into this question is therefore
to test experimentally whether predictions made under the above assumptions are correct.
In this chapter we derive an expression for the jet P+ distribution in the semileptonic
or radiative decays of a heavy meson, under the assumption explained above. The jet is
defined as before using a particular algorithm, and for simplicity we restrict ourselves to
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the Sterman-Weinberg jet definition [54]. We find that the jet P+ spectrum is directly
related to differential distributions in leptonic variables, which can be calculated reliably
using the well-known twist expansion. We begin by showing this relation at tree level, using
simple kinematical arguments. We then extend this argument by calculating the leading
perturbative corrections. This relation will be no surprise to those acquainted with the P+
distribution used in determining |Vub| [55, 56]. It is well known that that distribution is
related to the photon energy spectrum [55, 51]. There is a big difference, however, between
the P+ distribution and our jet P+ distribution. For our distribution, we have separated the
jet momenta from the ultrasoft momenta, based on a jet definition. The P+ distribution,
on the other hand, considers the sum of these two contributions. That is, the total final
state momentum after subtracting off the photon or lepton momentum, as the case may be.
7.2 Review of radiative and semileptonic B decay in SCET
The currents describing the currents b→ uℓν¯ and b→ sγ are
Jα(s) =
1
mb
s¯PR σ
αβ b qβ,
Jα(u) = u¯PR γ
α b,
respectively. To describe the processes in the shape function region, where the hadronic final
state has small invariant mass and large energy, we match these currents onto operators in
SCET:
jeff1µ = χ¯
(0)
n YnPRγ
⊥
µ bv ,
jeff2 = χ¯
(0)
n YnPRbv , (7.6)
where the matching coefficients are given in Eqs. (8) and (9) of [57]. The collinear fields
χ
(0)
n include the collinear Wilson line Wn and are related to the standard collinear fields
through the usual field redefinition [35] χn → Ynχ(0)n and have no interactions with ultrasoft
fields at leading order in the SCET Lagrangian. Choosing the assignments of momenta as
illustrated in Fig 7.1, the fact that the collinear quark is massless gives the relation
0 ∼ m2b − 2mbv · q + 2(mbv − q) · (k − l) , (7.7)
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q
p=m v+k-l-q
l
m v+kb
b
b
Y
v
n
χn(0)
Figure 7.1: Kinematics of the current in the effective theory. The heavy quark bv has
momentum mbv + k, the gauge boson has q and the total momentum of the usoft Wilson
line Yn is l.
where we have dropped terms of order Λ2QCD. Thus, for the process B → Xsγ the photon
energy spectrum is given by the expectation value 〈k+ − l+〉, which is given by the well-
known shape function.
The kinematics of this process are shown in Fig. 7.1. There are two momenta of order
ΛQCD. The first is the residual momentum k, which describes classically the small recoil of
the heavy b quark inside a B meson at rest. The second is the momentum l, which gives
the total momentum which the energetic light quark loses to soft radiation.
7.3 Standard observables
We begin by reviewing the derivation of the inclusive observables, which can be defined
purely from leptonic kinematics. These calculations are known to one-loop order in the
QCD coupling constant and are now usually done in the framework of SCET. We will
follow closely the discussion in [57]. All strong interaction effects for the inclusive B decays
studied here can be encoded in the hadronic tensor
Wαβ = − 1
π
Im Tαβ,
where
Tαβ(f) = −i
∫
d4xe−iq·x
〈
B¯
∣∣∣T [J†α(f)(x)Jβ(f)(0)]
∣∣∣ B¯〉
2mB
,
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and Jα(u) and J
α
(s) are the quark currents mediating the b → uℓν¯ and b → sγ transition,
respectively,
Jα(s) =
1
mb
s¯PR σ
αβ b qβ,
Jα(u) = u¯PR γ
α b.
The most general tensor structure possible for Wαβ is
Wαβ = −gαβW1 + vαvβW2 + iǫαβρσvρqσW3
+qαqβW4 +
(
qαvβ + qβvα
)
W5 , (7.8)
and the W ′is are different for b→ uℓν¯ and b→ sγ transition.
The inclusive differential decay rates for the decays B → Xsγ and B → Xuℓν¯ are
dΓs
dxγ
= 2mb Γ
(s)
0 xγ
[
4W
(s)
1 −W (s)2 − xγ mbW (s)5
]
,
dΓu
dxℓ dz dpˆ2
= 12mb Γ
(u)
0
[
2(1 − z + pˆ2)W (u)1
+(x¯ℓ(z − x¯ℓ)− pˆ2)W (u)2
+mb(1− z + pˆ2)(z − 2x¯ℓ)W (u)3
]
, (7.9)
where
Γ
(s)
0 =
G2F |VtbVts|2 α
∣∣ceff7 ∣∣2m5b
32π4
,
Γ
(u)
0 =
G2F |Vub|2m5b
192π3
,
and we have defined the dimensionless variables
xγ =
2Eγ
mb
, xℓ =
2Eℓ
mb
, pˆ2 =
p2
m2b
, z =
2v · p
mb
,
and x¯ℓ = 1− xℓ. ceff7 is the coefficient of the b→ sγ operator O7 in the weak Hamiltonian
at the scale µ1. At next-to-leading order c7(mb) = −0.311 [58].
To obtain expressions for the scalar functionsW
(f)
i involves three steps: (1) Match from
QCD to SCET currents at µ1 ∼ mb. (2) Run from µ1 to µ2 using the SCET anomalous
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dimension. (3) Integrate out the final hadronic states at µ2 ∼
√
mbΛQCD by computing
the time-ordered product of currents, and match onto bilocal operators. All these three
steps have been carried out in sections V.A–V.C of Ref. [57] and we refer the reader to this
reference for all details of the calculation. Here we will only give the final result for the
functions W
(f)
i . For the decay B → Xuℓν¯ one finds
W
(u)
1 =
C21
4
〈
B¯ |W(p+)| B¯〉
2mB
,
W
(u)
2 =
[
n¯ · pˆ− 1
n¯ · pˆ2 C
2
1 +
(
C2
n¯ · pˆ +
C3
2
)2] 〈B¯ |W(p+)| B¯〉
2mB
,
W
(u)
3 =
1
2mbn¯ · pˆ C
2
1
〈
B¯ |W(p+)| B¯〉
2mB
,
W
(u)
4 =
1
m2b(n¯ · pˆ)2
(C22 − C21 )
〈
B¯ |W(p+)| B¯〉
2mB
,
W
(u)
5 =
1
2mb(n¯ · pˆ)2
[
C21 (2− n¯ · pˆ)− 2C22
−C2C3n¯ · pˆ
]〈B¯ |W(p+)| B¯〉
2mB
. (7.10)
For the decay B → Xsγ one finds
W
(s)
1 =
C24
4
〈
B¯ |W(p+)| B¯〉
2mB
,
W
(s)
2 = 0 ,
W
(s)
3 =
C24
2mb
〈
B¯ |W(p+)| B¯〉
2mB
,
W
(s)
4 =
1
4m2b
(
C25 − 4C24
) 〈B¯ |W(p+)| B¯〉
2mB
,
W
(s)
5 =
C24
2mb
〈
B¯ |W(p+)| B¯〉
2mB
. (7.11)
The matrix element
〈
B¯ |W(p+)| B¯〉 is given by
〈
B¯
∣∣W(p+)∣∣ B¯〉
lept
=
∫
dr+C(p+ − r+, µ)f(r+, µ) , (7.12)
where the function f(r+) is a nonperturbative distribution function, which physically gives
the probability of finding a b quark with lightlike momentum r+ inside the B meson. It is
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defined by
f(r+, µ) =
1
2π
∫ ∞
−∞
du−e−iu
−r+
〈
B¯
∣∣b¯v(0)Y (0, u−)bv(u−)∣∣ B¯〉 |µ . (7.13)
The coefficient C is the jet function, which can be calculated using perturbation theory at
the scale µ2 ∼
√
mbΛQCD. To order αs it is given by
C(q+, µ) = δ(q+) + αs(µ)CF
4π
C(1)(q+, µ),
C(1)(q+, µ) = 4
[
ln(q+/µ) θ(q+)
q+
]
µ
+
[
4 ln
n¯ · p
µ
− 3
] [θ(q+)
q+
]
µ
+
[
2 ln2
n¯ · p
µ
− 3 ln n¯ · p
µ
+ 7− π2
]
δ(q+). (7.14)
7.4 Jet P+ distribution
Next, we calculate the jet P+ distribution. The calculation can be divided into the same
three steps as for the calculation of the fully inclusive observables. Furthermore, the steps
(1) and (2), the matching from QCD onto SCET and the running of the SCET currents,
are the same as before, so we again obtain the results given in Eqs. (7.10) and (7.11),
albeit with a different expression for the matrix element
〈
B¯ |W(p+)| B¯〉. For the jet P+
distribution, this matrix element depends on the precise definition of the jet. There are
several jet definitions available [59], and in this chapter we restrict ourselves to the original
definition by Sterman and Weinberg (SW) [54]. While this definition has some problems
when multiple jets are present [59], it is simplest to use theoretically and will suffice for the
work presented here. Defining a SW jet requires specifying a cone angle δ and an energy
cut βEmax, where Emax is the maximum hadronic energy allowed in the process. In the
work considered here, we want events with a single jet in the final state, thus we require all
particles with energy above βEmax to lie within the cone angle δ. The combination of all
the particles within the cone angle are called the jet, and the jet P+ is thus the sum of the
p+ momentum components of all the particles within the cone angle δ.
Under the two assumptions mentioned at the beginning of this letter, we find that the
matrix element
〈
B¯ |W(p+)| B¯〉 is given by an expression very similar to the one in the fully
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inclusive case
〈
B¯
∣∣W(p+)∣∣ B¯〉
jet
=
∫
dr+D(p+ − r+, µ)f(r+, µ) , (7.15)
where f(r+, µ) is the same nonperturbative distribution function as before. To see this,
we go back to the original definition of the matrix element of W. For this calculation, we
will restrict ourselves to the radiative B decay case, although it is straightforward (but
more tedious with more particles in the final state) to do the leptonic decay as well. Our
derivation follows the derivation for Z decay in Ref. [50] closely.
We start with the definition of the B meson differential decay rate. Somewhat schemat-
ically we have
dΓ =
1
2mB
∑
final
∣∣〈JXu ∣∣χ¯nΓµǫ∗µbv(0)∣∣ B¯〉∣∣2 (2π)4δ4(pB − pJ − q − l) , (7.16)
where ǫ is the polarization vector of the photon and the sum over final states includes all
the phase space integrals. As usual, we perform the following field redefinitions to decouple
soft and collinear degrees of freedom:
ξ → Y †n ξn , (7.17)
An → Y †nAnYn . (7.18)
This allows us to factorize the matrix element and make the dubious assumption. We split
the final state into a jet final state and an ultrasoft final state containing any additional
QCD radiation that occurs beyond leading order in perturbation theory. We need to insert
a delta function into our decay rate expression to specify the distribution we are considering.
Since we are looking at the jet P+ distribution, we insert the following:
δ(P+J − n·pJ) = δ(P+J − p+B + q+ + l+) , (7.19)
where we have used the momentum-conserving delta function in the decay rate above. For
now choose coordinates such that the photon momentum is along the n¯ lightlike vector.
This implies that
q+ = mBx , (7.20)
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where x is defined to be the photon energy fraction in units of mB/2. With all of these
definitions, our expression for the differential decay rate becomes
dΓ
dP+J
=
3|M(0)|2
32πmB
∑
Xu
δ
[
P+J −mB(1− x)− (k+ − l+)
]
×
〈
B¯(k)
∣∣∣∣Yn(0)
∣∣∣∣Xu(l)
〉〈
Xu(l)
∣∣∣∣Y †n (0)
∣∣∣∣B¯(k)
〉
. (7.21)
We have labeled the B states with the residual momentum k instead of the full b quark
momentum because we are thinking of this calculation in HQET, where the large part of
the momentum has been removed and is no longer dynamical. Therefore the momentum
operator acting on these states gives the residual momentum rather than the total.
In order to do the sum over ultrasoft states, we must remove the l+ momentum from
the delta function. We do this in the standard way by writing the delta function as
δ
[
P+J −mB(1− x)− (k+ − l+)
]
=
∫
du−
2π
exp
[
i
(
P+J −mB(1− x)− (k+ − l+)
)
u−
]
.
(7.22)
We can now use this expression to translate the starting position of the second Wilson line
and then do the sum over ultrasoft states. The result is
dΓ
dP+J
= Γ(0)f(P+J −mB(1− x)) , (7.23)
where the shape function f is given in Eq. (7.13). Our result above is a product of the
perturbative part and the shape function because we have done the perturbative part only
at leading order. Extending the perturbative calculation beyond leading order shows that
the real expression for the differential decay rate is a convolution of these two parts, and
therefore the expression for the matrix element we want is simply given by Eq. (7.15).
It remains only to calculate the distribution D in Eq. (7.15). This is a straightforward
calculation now that all the notation is in place. For this calculation we follow the example
of Appendix B of Ref. [50].
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We find
D(q+, µ) = δ(q+)− αs(µ)CF
4π
D(1)(q+, µ),
D(1)(q+, µ) = δ(q+)
(
2ln
µ2
m2b
− ln2β2 + 3lnβ2 + 3lnδ
2
4
+ 2lnβ2ln
δ2
4
+ 2π2 − 5
)
+ θ(δ2/2− 2P+J /mb)θ(P+J )
[
1
P+J
ln
(
4P+J
mbδ2
)]
+
. (7.24)
With both perturbative results in hand, the two distributions can be compared. Different
moments of the two matrix elements will be easiest to compare. Since the standard lep-
tonic and photonic distributions are well studied, any discrepancies will probably be due
to unknown features of the jet P+ distribution. This is precisely the information we are
interested in. Good measurements of these moments will be an excellent consistency check
on the procedures in the SCET jet P+ distribution derivation.
7.5 Summary
This chapter has explored possible difficulties with defining jets in SCET. The philosophy
taken here has been to proceed naively in SCET and then construct an observable that
can be compared with well-known results. This way we avoid the considerable difficulty of
trying to prove SCET jet definitions from first-principles QCD. The assumptions required
in the procedure of defining the SCET jets can then be checked with experimental results.
The first section of this chapter illustrated the problem. Typically, SCET applications
to jet physics must factorize a final state into separate collinear and ultrasoft states. At
first glance it is not clear whether this is a reasonable thing to do. Surely at some stage
hadronization occurs and color must be rearranged between the supposedly separate states.
They cannot really be physical states in their own right.
The second and third sections then reprised the derivation of the standard leptonic and
photonic distributions for comparison. These distributions are widely used and well-tested
in B decays. Results based on them are on firm ground and can serve as a benchmark for
testing the SCET jet assumptions. The fourth section then computed the corresponding
distributions in jet P+ momentum for B decays. Since the nonperturbative parts are the
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same, moments of each distribution can be taken and compared with experiment. Any
discrepancies will answer some of our questions about the SCET jet procedure.
87
Chapter 8
Conclusions
This thesis has shown several applications of effective theories involving heavy particles.
The first main chapter has presented order αs corrections to two new sum rules derived
in Refs. [12, 13, 14] in the context of HQET. Section 3.2 repeated the tree-level derivation
of a generic sum rule depending on three velocity transfer variables and included one-loop
corrections. Section 3.3 studied the axial vector and vector sum rules that result from
choosing specific currents in the generic equation. These led to αs-corrected versions of the
sum rules of Le Yaouanc et al. for the curvature of the Isgur-Wise function. There were
no corrections suppressed by the heavy quark masses because the infinite-mass limit was
used. Section 3.4 translated these HQET bounds into bounds on physical form factors by
including perturbative and finite-mass corrections associated with matching HQET onto
the full theory. Numerical estimates were given and compared with experimental values
and dispersive constraints. The bounds produced here are less powerful than dispersive
constraints but may provide an important check on those constraints.
We have also considered the matching of the heavy-light current in SCETI onto the
corresponding current in SCETII , in particular addressing the question whether all long-
distance physics in SCETI is correctly reproduced in SCETII . Using the off-shellness of
the external heavy and light fermions, it was argued in Ref. [40] that a new collinear–
soft messenger mode is required in SCETII to reproduce all the long-distance physics of
SCETI . Regulating the IR in SCETII with an off-shellness is problematic, since the off-
shellness prevents performing the field redefinition required to decouple the usoft gluons
from the collinear particles, which allows the matching onto SCETII easily. In this chapter
we investigated the relationship between IR regulators and the definition of SCETII . By
performing the k0 loop integral by contours and then writing the remaining integrals as
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d|k|d cos θ, we showed explicitly that the off-shellness leaves the IR angular divergence
(1− cos θ)→ 0 unregulated in SCETII .
We then introduced a new regulator for SCET that regulates soft (|k| → 0) and collinear
(cos θ → 1) IR divergences in both SCETI and SCETII . This regulator modifies the gluon
action, much like a gluon mass, and thus preserves the field redefinition required to decouple
usoft gluons from collinear particles in SCET. Using this regulator, we showed explicitly
that SCETII as formulated in Refs. [36, 38] reproduces all the IR divergences of SCETI .
We also argued that any cutoff κ regulating the collinear divergence has to satisfy κ ≪
n·ks. Regulating SCETII this way therefore naturally requires keeping a formally subleading
regulator in the theory.
We also showed that a soft–collinear messenger mode is required in the definition of the
IR regulator if one insists on power counting the regulator in the same way as kinetic terms
in the action. In this case, there are unregulated IR divergences left in soft diagrams, which
are corrected by additional contributions from the soft-collinear mode.
The new regulator introduced in this chapter preserves the invariance of SCETI under
the field redefinitions (5.4), and is therefore useful in studying factorization theorems beyond
tree level.
The fifth chapter explored the application of SCET to top-antitop production at high
energy in an e+e− environment. The focus was on summing logarithms of the three rele-
vant scales in the problem:
√
s, mt, and Γt. These logarithms occur in the calculation of
distributions that are not fully inclusive. This may be necessary in the process we are con-
sidering or in a process involving as-yet-undiscovered heavy particles because experimenters
will want to know the cross section in a very specific region in order to study the particle
properties closely.
Our analysis consisted of four basic parts: matching QCD currents onto SCET currents
at the large scale
√
s, running the currents down to the lower scale mt, matching the SCET
jet functions onto boosted HQET jet functions at the scale mt, and then running the jet
functions down to the low scale Γt. Because the high-energy degrees of freedom are properly
integrated out at each stage, this process correctly sums the logs of the three scales.
The sixth chapter explored possible difficulties with defining jets in SCET. The philoso-
phy taken here has been to proceed naively in SCET and then construct an observable that
can be compared with well-known results. This way we avoid the considerable difficulty of
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trying to prove SCET jet definitions from first-principles QCD.
The first section of this chapter illustrated the problem. Typically, SCET applications to
jet physics must factor a final state into separate collinear and ultrasoft states. A first glance
it is not clear whether this is a reasonable thing to do. Surely at some stage hadronization
occurs and color must be rearranged between the supposedly separate states. They cannot
really be physical states in their own right.
The second and third sections then reprised the derivation of the standard leptonic and
photonic distributions for comparison. The fourth section then computed the corresponding
distribution in jet P+ momentum for B decays. Since the nonperturbative parts are the
same, moments of each distribution can be taken and compared with experiment. Any
discrepancies will answer some of our questions about the SCET jet procedure. This analysis
is left to a subsequent publication.
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