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Abstract 
Some aspects of the three body problem are investigated with a view to under-
standing more fully some fundamental processes occurring in stellar dynamics. 
Three-body encounters in a stellar system can result in the formation of a 
binary system if the third star carries away sufficient kinetic energy to leave the 
other two bound. Subsequent encounters with such a binary are one of the main 
mechanisms for dynamical evolution of the system. In chapter two the energy 
change in a hard binary is calculated when the third star moves on a distant 
nearly parabolic orbit. Previous results fail in certain important cases (e.g. a 
circular binary), and the new results give a complete treatment. 
Chapters three and four are motivated by the problem of determining the 
rate at which stars escape from a globular cluster. This process has important 
consequences for the evolution of systems of globular star clusters. H6non(1988) 
developed a model problem which mimics chaotic aspects of a star's motion within 
a globular cluster. This model (chapter three) describes a particle bouncing on 
an inclined surface and is used to understand the mechanism underpinning the 
escape process in globular clusters. Orbital trajectories of escaping stars are 
investigated in chapter four by applying parts of the theory presented in chapter 
three. The motion of a star within a globular cluster is modelled using Hill's 
Equations. By applying numerical integration the trajectory of a star, with given 
initial conditions, may be followed in phase space. Different cases are considered 
depending on whether the cluster moves in a circular or noncircular orbit around 
the centre of the galaxy. In the circular case the orbital motion is viewed on an 
appropriate surface of section. Escaping stars are all found to lie inside a tubular 
surface which connects the cluster with the outside world. In the noncircular 
case the initial conditions leading to stable/unstable orbits are investigated. The 
escape process for highly eccentric orbits is modelled by supposing that the star is 
subjected to an impulsive force each time the cluster moves through the galactic 
pericentre. 
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1.1 Historical overview 
The three body problem is a classical problem in mathematics which emerged 
shortly after the publication of Newton's Principia in 1687. On the surface it 
appears remarkably simple but this impression is deceptive. It is, in fact, a 
complicated nonlinear problem which has challenged the minds of many dis-
tinguished mathematicians throughout history. The excellent book by June 
Barrow-Green(1996) reviews the history of the problem from the time of New-
ton to the present day. This book is the source from which the historical details 
presented in this chapter are taken. 
In general we consider three point masses, and assume that the bodies move 
under the influence of their mutual gravitational attraction. A three body 
system which serves as a useful example is the system consisting of the sun, the 
earth and the moon. In the early days of navigation it was of practical concern 
to be able to describe the motion of the moon, and the outcome of much research 
in this area came to be known as Lunar Theory. Mathematical theories were 
developed which sought to find approximate solutions to the motion of the moon 
based on series expansions. The first successful approximation was discovered 
by Clairaut(1747) using infinite series solutions to a much simplified system of 
differential equations. In recognition of his paper Thêorie de la Lune he was 
awarded a prize by the St. Petersburg Academy. 
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In the meantime Euler and Lagrange were considering many new and im-
portant aspects of the problem and this culminated in their sharing of the Prix 
de l'Academie de Paris in 1772. In particular Euler had devised an innovative 
formulation of what is known as the restricted problem (cf. sec. 1.2 ) using a 
rotating coordinate system. The (planar) restricted problem is a special case 
of the three body problem in which two of the bodies move in circular orbits 
around their centre of mass whilst the third body, which is assumed to be a 
massless particle, moves in the plane defined by the two revolving bodies. For 
his part in the prize Lagrange had succeeded in showing that the three body 
problem could be reduced from a system of order eighteen to a system of order 
seven. This was later reduced to a sixth order system in 1843 by Jacobi. Jacobi 
also showed that Euler's formulation of the restricted problem could be repre-
sented by a fourth-order system of differential equations, one integral of which 
(the Jacobian integral) was found (cf. sec. 1.2). Further work was carried out 
by the American mathematician G.W. Hill who used the Jacobian integral to 
impose constraints on the motion of the massless particle. These constraints 
are known (in geometrical terms) as the zero velocity curves. 
1.2 The restricted three body problem. 
While the general three-body problem, in which all three bodies have flute 
mass, is considered in chapter two of this thesis, the restricted problem provides 
a good approximation for several real physical situations. For example, one 
could consider the motion of the moon around the earth in the presence of 
the sun. The earth's orbit about the sun is very close to being circular (the 
eccentricity is approximately 0.017) and the motion of all three bodies is almost 
coplanar. Furthermore, the mass ratios and mean distances between the bodies 
are approximately in keeping with the assumptions of the restricted problem. 
The derivation of the differential equations of motion for the restricted prob-
lem is as follows. Let m 1 and m2 denote the masses of the two finite bodies. 
Distance is resealed to make the mutual distance between the two massive bod-
ies (or primaries) unity; mass is resealed to make the sum of the masses = 1; 
time is resealed to make the gravitational constant C = 1. The 'average' angu-
lar velocity is defined as the /emphmean motion. A consequence of the choice 
of units is that the mean motion n is unity. This is clear from Kepler's third 




where a is the semi-major axis of the elliptical orbit. We work in a barycentric 
frame of reference and write m 1 = 1 - IL and m2  = IL (In general i = mni2 ) 
If the coordinates of m 1 , rn2 and the third particle are (i, (2, 172) and (, 7) 
respectively and 
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then the equations of motion of the third particle are 
e2 
	
IL) IL 	 (1.1) dt2 
d277 	 (17 - 171) 	77172 
r3  
 
A new frame of reference (x, y) is now introduced having the same origin as 
before but now rotating in the (, 17) plane. In the new coordinate system the 
primaries occupy fixed positions on the x-axis. 
The equations linking the old and new variables are 
= xcost - ysint 	 (1.3) 
77 = x sin t +y cos t. 	 (1.4) 
Similar equations exist for (, 771) and (e2, 772). 
We can easily find expressions for eqns(1.1) and (1.2) in terms of x and 
y. This is achieved by differentiating eqns(1.3) and (1.4) twice, with respect 
to t, and substituting the resulting expressions into eqns(1.1) and (1.2). After 
further manipulation we obtain the equations 
d 2 	dy 	 (x—x 1 ) 	(x—x 2 ) 
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Figure 1.1; The restricted problem. 
d2y 	dx (y - yi) 	(y - y2) 
The angular velocity of the rotating frame is such that Yi = Y2 = 0. The above 
equations therefore become 
(x — x) 	(X - X2) 
Wt-2 	dt 
=x—(1—) 	- / L 	 (1.5) 
(1.6) 
The advantage of using the rotating frame is that x 1 (= -ji) and x2 (= 1 -) are 
time independent. The two second order differential equations in (1.5) and (1.6) 
may be replaced by a set of four first order equations and therefore represent a 
system of order four. In 1836 Jacobi showed that the system could be reduced 
further to one of order three through the introduction of an integral (known 
today as the Jacobian integral). This integral is straightforward to derive (cf. 
Murray and Dermott 2000). Firstly observe that eqns(1.5) and (1.6) may be 
written as 
(1.7) 
dt2 	dt 	ox 
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ri = (x - x) 2 + y2 , 	i = 1, 2. 
Multiplying these by 
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Finally (1.9) may be integrated with respect to time to give 
dx\ 2 (dy \ 2 
( )
+ 	= 2U - C 	 (1.10) dt 
which may be written as 
V 2 =2U—C 
where C is a constant and V is the speed in the rotating frame. 
This equation, which connects the magnitude of the velocity vector of the 
particle to its location, is known as the Jacobi integral. The integral may be 
used to establish certain forbidden regions from which the particle is excluded. 
These regions can be seen by equating the left hand side of eqn(1.10) to zero. 
We then obtain the equation of a curve which separates phase space into three 
connected parts depending on whether the velocity is real or imaginary - see 
flg(1.2). 
The American mathematician and astronomer George W. Hill (1838-1914) 
was the first to apply this principle to celestial mechanics. Having derived a 
model for the motion of the moon he was able to show that the earth-moon 
distance must remain bounded for all time. He therefore proposed that the 
moon can never "escape" and must always remain within a certain distance of 
the earth. Such ideas were carried further by George Darwin who, in 1897, made 
further deductions relating to the stability of the moon's orbit. One deficiency 
in Hill's simplified model is that it neglects the eccentricity of the Earth's orbit 
and the effect of the moon's mass. A refined model, taking these factors into 
consideration, was proposed by Szebehely and McKenzie (1977). The authors 
show that in these circumstances escape becomes possible. 
Figure 1.2: This diagram (from Murray 2000) shows the curves obtained by 
equating the left hand side of eqn(1.10) to zero. Three critical values of the 
constant C are considered. In this case 1a 1 = -,i and P2 = 1 - 
1.2.1 Particular solutions of the restricted problem 
An equilibrium solution is one in which all three bodies remain in a fixed geomet-
ric configuration for all time. Euler established particular (collinear) solutions 
to the restricted problem in which all the bodies remain at fixed positions on 
a straight line. Lagrange obtained equilateral solutions in which all the bodies 
move as if they were attached to the vertices of a triangle. Both the line and 
the triangle rotate with constant. angular velocity about the centre of mass of 
the bodies. 
Associated with these solutions are five equilibrium points in the rotating 
frame which are characterised by the fact that if the third particle is placed at 
any one of these points, with zero velocity, it will stay there forever. The terms 
"libration points" and "Lagrangian points" are also used, with the notation L 1 , 
L 5 - see fig(1.3). The collinear points are represented by the points L 1 , L 2 and 
L 3 and the equilateral points are represented by L4 and L 5 . At the Lagrangian 
points the forces acting on the third body are balanced. 
Observational evidence relevant to these equilibria was obtained in 1906 by 
Figure 1.3: The five Lagrangian points. 
Jupiter 
Figure 1.4: Jupiter and the Trojans. 
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Max Wolf. Around this time the first of two groups of asteroids located close 
to the L4 and L5  positions for the Sun and Jupiter were discovered. These 
asteroids are known as the Trojans - see fig(1.4). 
1.3 Hill's Equations 
Since the mass of the earth is tiny compared to that of the sun, Hill consid-
ered a limiting case of the restricted problem in which p = 	-* 0. His 
M1 +M2 
approximate model for the moon assumed that 
the solar parallax is zero (which implies that the distance between the earth 
and the moon is very small compared to the distance between the sun and the 
earth), 
the solar eccentricity is zero (which implies that the earth's orbit is taken 
to be circular) and 
the lunar inclination is zero. 
Hill's equations may be derived from the restricted problem as follows. A trans-
lation is performed along the x-axis so that the coordinate system is now centred 
on the smaller primary. We then allow j -+ 0 and rescale the units so that we 
may focus our interest on the region around the smaller primary i.e. the earth. 
Hill's equations in this new coordinate system (sometimes referred to as Hill's 
coordinates) are given by 
X 
(x2  +y2)F 
(1.12) 
- (x2 +y2 ) 
Hill sought periodic solutions to these equations which were invariant under 
x - —x and y - —y. These solutions are therefore symmetric with respect 
to the x and y axes separately under a time reversal. (The solution whose 
period corresponded to that of the moon is known today as Hill's variational 
orbit). Hill(1877) described these periodic orbits in a paper which he published 
privately on the motion of the lunar perigee. A more detailed treatment is 
contained in Hill's 1878 paper which he submitted to the American Journal of 
Mathematics. 
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Hill's approach was based on the assumption that the periodic orbits could 
be represented as Fourier series. By substituting the Fourier series into eqns. 
(1.11) and (1.12) he was able to determine the coefficients as functions of a 
parameter m which is defined by 
n/ /n 
m= 
1 - ni/n 
(Here ni  and n are, respectively, the mean motions (or 'average ' angular ve-
locities) of the sun around the earth-sun system and of the moon around the 
earth.) In order to simplify the notation Hill introduced complex variables be-
fore carrying out the substitution. By varying the value of m, Hill was able to 
consider a family of periodic orbits. 
Though Hill's discoveries were of great importance to astronomy, it is worth 
noting that it was some time before his work was fully appreciated by his peers. 
To some extent this may have been due to Hill's nationality. In America, during 
the nineteenth century, mathematics still remained in its infancy. June Barrow-
Green cites evidence suggesting that Hill's particular style of mathematics made 
his work difficult to comprehend. 
1.3.1 Hill's Equations and Globular Clusters 
Hill's equations can also be used to understand the mechanism whereby stars 
escape from a globular cluster. The rate at which stars escape from a globular 
cluster is affected by the gravitational field of a galaxy which may be represented 
by the distant perturber in Hill's problem. In particular the escape rate depends 
critically on a pair of periodic orbits (called Lyapounov orbits) which occur at 
either side of the cluster near the Lagrangian points. A link exists here between 
the dynamics of escaping stars (chap. 3,4) and three-body scattering (chap.2). 
In the elliptic generalisation of Hill's problem, stars orbiting the primary may 
become unbound by the perturbing action of the galaxy; the scattering problem 
is concerned with the effects of a perturber moving on a parabolic relative orbit. 
In applying Hill's equations to a globular cluster we make the assumptions 
that both the galaxy and the cluster can be reduced to point masses and that 
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the orbit of the cluster is circular. These approximations mean that we have an 
instance of the circular restricted problem, the three bodies being the galaxy, 
cluster and star. Moreover, the mass ratio /2(= Mciuster/Mgaiaxy ) is typically of 
the order iO to 10_6  and this means that the system may be modelled by 
Hill's equations. 
1.3.2 Chaos and Poincaré's "perceptive genius" 
The advent of fast computers has brought about many interesting developments. 
It is now possible to follow the trajectories of individual orbits in Hill's problem 
using numerical integration. H6non(1970), for example, carried out a numerical 
exploration of Hill's problem and suggested that there are no upper bounds on 
the dimension of quasi-periodic retrograde satellites. 
Numerical techniques have also revealed the existence of chaotic motions 
in certain regions of phase space. Froechl6(1991), for example, has used such 
techniques to study asteroidal orbital chaos. 
It is remarkable, however, to note that Poincaré had, in fact, discovered 
the existence of chaos long before the invention of modern computers. In the 
third volume of his memoir Les Méthodes Nouvelles de la Mécanique Céleste 
Poincar6(1899) describes what is known today in the theory of dynamical sys-
tems as a homoclinic tangle. His description, which deals with chaotic aspects of 
the restricted problem, talks about two curves "intersecting (to) form a kind of 
net, web or infinitely tight mesh; neither of these two curves can ever intersect 
itself, but must fold back on itself in a very complex way in order to intersect 
all the links of the chain infinitely often". Poincaré wrote "on sera frappé de la 
complexité de cette figure que je ne cherche même pas a tracer". Today such 
figures are drawn with the aid of computers. The basic structure of a typical 
homoclinic tangle is shown schematically in fig(1.5). In chapters three and four 
the importance of a homoclinic tangle is shown in the context of understanding 
how stars escape from a globular cluster. 
Poincaré's discovery seemed little more than a mathematical curiosity at 
the time of publication. But George Darwin(1900) accurately predicted that 
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Figure 1.5: A homoclinic tangle (after Wiggins 1992). 
"for half a century to come it (Mithodes Nouvelles) will be the mine from which 
humbler investigators will excavate their materials". It has been said that Dar-
win was somewhat conservative in his outlook and indeed his prediction was too 
restricted. Even today it would be fair to say that Poincaré's results continue 
to find important applications in the theory of dynamical systems. 
The phenomenon of chaos provides an interesting link between two prob-
lems considered in this thesis: the scattering problem and the escape problem. 
Scattering problems concern the approach of a third body to a binary, and its 
eventual ejection; escape concerns the ejection of one component of a binary by 
the action of a third body. 
It has been noticed that scattering problems exhibit the hall-marks of chaos, 
in particular, sensitive dependence on initial conditions (Eckhardt 1988, Boyd 
and McMillan 1992,1993). Petit and H6non(1986) noticed in a different context, 
that this is linked with the dynamics in the vicinity of a certain periodic orbit 
near the Lagrangian point. For this reason Hénon developed a simplified model 
of the dynamics, and it turns out that this model is ideally suited to developing 
an understanding of escape processes. These processes depend on the chaotic 
dynamics related to the aforementioned periodic orbit, and is the main theme 
developed in chapter three. 
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1.4 The Elliptic Restricted Problem 
The simplest generalisation of the circular restricted problem is to consider the 
case in which the primaries describe elliptical orbits. This problem is consid-
erably more complicated since the differential equations governing the motion 
of the particle no longer possess a time-invariant quantity such as the Jacobi 
integral. It does, however, serve as a more realistic model for many observed 
phenomena in our solar system and beyond. The main asteroid belt between 
Mars and Jupiter is a useful example. Studies in recent times (e.g. Milani and 
Nobili 1984) have investigated to what extent the eccentricity of Jupiter's orbit 
affects the rate at which mass is lost from the outer asteroid belt. In addition 
to this, Jupiter's eccentricity is known to perturb the orbital elements of the 
Trojan 'asteroids (see Erdi 1981). In both cases the authors use the elliptic 
restricted problem as a basic model. Keenan (1981) uses the elliptic restricted 
problem to investigate the stability of stellar orbits in open and globular clus-
ters. It has also been used by Benest(1988, 1989, 1996, 1998) to search for the 
existence of stable planetary orbits in stellar systems. A technique described in 
Benest(1998) is used to explore orbital stability and is implemented in chapter 
four. 
1.5 Aims of the thesis 
In this Thesis we shall investigate aspects of the three body problem which are 
of relevance in stellar dynamics. 
Chapter two deals with three body scattering. Three body scattering is 
one of the fundamental processes which occur in the study of star clusters. Its 
importance lies in the fact that when a binary and a third star interact with 
each other energy changes occur which affect the evolution of the entire system. 
Globular clusters are found to undergo a "collapse phase" in which the 
inner regions of the cluster accelerate towards an infinite central density. It is 
rather like the gravitational collapse leading to the formation of individual stars. 






Figure 1.6: Three body scattering. 
singularities in the theory. New physical processes emerge which release energy 
and counteract the gravitational collapse. A detailed description of this may be 
found in Elson and Hut(1987). In the evolution of a single star this process is 
nuclear burning. In that of a cluster it corresponds to the formation of binaries. 
Encounters between single stars and binaries then cause the binaries to become 
more tightly bound and to release energy. 
In chapter two we present an approximate analytical technique for comput-
ing the change in the binding energy of a binary when the third star moves in 
a distant parabolic orbit (fig 1.6). This is an example of a tidal encounter since 
we assume that the distance of the third star always considerably exceeds the 
size of the binary. The binary is therefore perturbed only slightly. Different 
cases arise depending on the choice of masses and the angle of inclination of the 
plane in which the third star moves. Numerical experiments are performed as 
a means of checking the analytical theory. 
Chapters three and four deal with escape rate distributions. Escape rate 
distributions are important in another physical process which occurs during the 
evolution of a cluster, namely, that of evaporation. Evaporation occurs when 
stars receive enough energy to escape from the cluster into the gravitational field 
of the galaxy. The rate of evaporation may be thought of in terms of an escape 
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Figure 1.7: The tubular surface within which escaping stars are found (after 
Fukushige and Heggie 2000). The "mouth" (or cross-section) of the pipe is 
shown on the right, close to one of the Lagrangian points. The centre of the 
cluster is at the origin. If a star's coordinates (x, y) satisfy lxi > 0.693... then 
that star is considered to lie outside the cluster. More will be said about this 
in chapter four. 
a certain volume of phase space, and the rate at which phase space is detrained 
from the cluster can be considered as a flux. In fact, escaping stars are all found 
to lie inside a tubular surface resembling a pipe whose cross-sectional area is 
a function of the energy - see fig.(1.7). This was first discovered by Fukushige 
and Heggie(2000). (There are, in fact, two pipes which are connected to either 
end of the cluster.) This implies that the flux of escapers is a function of the 
energy. If the energy, E, lies below some critical value Ecrjt, the cross-sectional 
area vanishes and hence the flux is zero. As E increases beyond E,,it the mouth 
of our hose pipe expands and the flux of escapers increases accordingly. The 
situation is analogous to turning on a kitchen tap. When the tap is turned off 
the valve is closed and no water flows; this corresponds to E < Ecrjt. As the 
tap is turned on, the valve opens. The flow of water increases depending on the 
position of the tap; this corresponds to E > Ecrjt. 
The rate at which phase space escapes is first investigated in chapter two us-
ing a model problem devised by Hénon (1988). Hénon's model, which describes 
the motion of a particle bouncing on an inclined surface, mimics the behaviour 
of Hill's equations in certain respects. In this model there is a particular region 
of the planar phase space which may be thought of as resembling the interior of 
17 
the cluster, to which a particle may remain temporarily bound. After a certain 
number of bounces the particle usually escapes to an unbounded region of the 
phase space in the same way that an escaping star is eventually carried out of 
the cluster via the interior of the tubular surface. Our goal is to understand the 
reasons for the distribution of escape times. If we can do this for Hénon's sim-
plified model problem it is hoped that the same knowledge may be applied to 
Hill's equations. This would be of value to our understanding of the dynamics 
of globular clusters. 
In the latter part of chapter three this escape mechanism is described in 
precise mathematical terms and some necessary background theory known in 
the language of dynamical systems as turnstile dynamics (Wiggins 1992) is 
presented. We show how this theory may be applied to Hénon's model to 
calculate an escape distribution for a general class of orbits. Numerical and 
analytical techniques analogous to the approach by Rom-Kedar et al. (1988) in 
another context are presented. 
The central theme of the investigation in chapter three is to ascertain the 
rate at which stars escape from a globular cluster. In chapter four we compute 
the flux of escapers by applying parts of the theory in chapter three to Hill's 
problem. This is most easily done when the orbital trajectories of escaping stars 
are viewed on a particular surface of section (known as a Poincarê surface). The 
"pipe" (described above) leaves an impression of its cross section every time it 
intersects the surface of section. A revealing picture of the way orbits escape 
begins to emerge and the similarities between Hénon's model and Hill's problem 
become more striking. It is possible to identify those regions of phase space 
(lying on the surface) which are immediately detrained from the cluster. The 
techniques of chapter three are then used to compute an escape distribution. 
When the cluster moves on an eccentric orbit the rate of evaporation of stars 
increases when the cluster passes through pericentre, i.e. its closest distance to 
the galactic centre. The latter part of chapter four explores this phenomenon 
for high eccentricities. Escape times are also investigated for a two dimensional 
family of orbits using the Elliptic Hill equations as a basic model. (The Elliptic 
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Hill equations arise from the limiting case of the Elliptic Restricted Problem in 





Different types of encounter arise when a star interacts with a binary. The fol-
lowing classification which is taken from Heggie(1975) describes some important 
background theory. 
Suppose that a third body approaches a binary, whose initial binding energy 
is x, with a relative velocity of magnitude V0 when the separation is still very 
large. During the ensuing encounter, let the binding energy of the pair change 
by an amount y, and, if the third body escapes to infinity afterwards, let its 
final velocity be V1 . If all the masses are equal to m, conservation of energy in 
the rest frame of the centre of mass of the three bodies implies that 
	
mVi2 = mV02 + Y. 	 (2.1) 
To see this, suppose that the third body moves with velocity v in the rest frame. 
The barycentre of the binary will then move with velocity —v/2 - see fig(2.1). 
The total kinetic energy (before the interaction) is given by 
MV  + (2m)(_) 2  = mv 2 . 
The relative velocity V0 (in terms of v) is 
V 	3v 
'The binding energy is the absolute value of the potential energy of the binary. It is the 
energy, which, when added to the binary causes the stars to separate completely. 
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3rd Body (mass=m) 
/ 
—v/2 - 
Binary system (mass=2m) 
Figure 2.1: This shows (schematically) the third body as it approaches the 
binary; the velocities are given in the rest frame of the centre of mass of the 
three bodies. 
and the kinetic energy is therefore mV/3. After separation the kinetic energy 
is mV 2/3 and since the total energy is conserved we obtain eqn(2.1). 
If y > 0, the third body will escape, and the encounter results in a "de-
excitation". If —mV < y < 0, escape of the third body still occurs, and 
if in addition —x < y then the binary survives the encounter, which is referred 
to as an "excitation". On the other hand, if —mV 02 < y < —x, the binary is 
destroyed, the process known in atomic physics as "ionization". It may possibly 
happen in this case that the third body forms a new binary with one component 
of the old. Such an event, called an "exchange" encounter, will occur in general 
when y < -x and y < - mV, for these conditions imply the original binary 
is disrupted and yet, by eqn(2.1), the third body is unable to escape to infinity 
from the centre of mass of the old binary. If finally, —x < y < —mV, no 
particle escapes to infinity, at least not immediately, and the outcome of such 
a "resonance" encounter is decided by further interactions. 
The particular problem which is investigated in this chapter is concerned 
with the effect of a passing third star on the energy of a hard binary. The binary 
is hard since its binding energy far exceeds the kinetic energy of the third star, 
i.e. x >> mV/3 (cf. Spitzer 1986). Theoretical and numerical techniques are 
used to compute the energy change when the third body remains outside the 
21 
binary and moves on a nearly parabolic path. This study is motivated by a 
need to understand the release of energy in 3-body encounters in star clusters. 
Heggie (1975) has computed a formula for the energy change. His formula 
suffers from the following deficiencies. 
Certain coefficients which depend on the eccentricity, e, and the orien-
tation of the orbits are not worked out explicitly; this is put right with a full 
rederivation in sec(2.3). 
It fails when the binary is circular; this is rectified in sec(2.4.1) for non-
equal masses and in sec(2.4.2) and (2.4.4) in the case of equal masses. 
For circular orbits and equal masses it was found that the lowest-order ap-
proximation failed to account for the non-zero mean value of the change in 
energy of the binary observed in the numerical data. The theory is corrected in 
sec(2.4.4) using second order perturbation theory. 
Sections (2.3) and (2.4.2) largely follow an unpublished manuscript by Had-
dow and Heggie(1996) but with more complete numerical results. Sections 
(2.4.1) and (2.4.4) are entirely new. 
2.2 Preliminaries 
Let m 1 and m 2 be the masses of the components of the binary, and m3 be 
the mass of the third star approaching the binary from infinity. Let r be the 
position of star 2 relative to star 1 and let R be the position of star 3 relative 
to the barycentre of the binary. The situation is illustrated in fig(2.2). 
Notation: C is the universal constant of gravitation, M12 = m 1 +m2, M123 = 
M1 + m2 + m3 , and pi = m/M 12  (i = 1, 2) so that j + 1i2 = 1. 
The equations governing the relative motion of these three stars are easily 
derived from the equations of motion of the 3-body problem, and may be written 
in the form 
= —CM12 - + Cm3 
ai
— 	 ( 2.2) 
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Figure 2.2: The frame of the barycentre of the binary showing the approximate 
elliptical motion of bodies m 1 , rn2 and the approximate parabolic path of the 
third star. 




where R. is the perturbing function given by 
- 	1 	 1 
- 2 R + A2rj + i - irL 
(Since the third body moves on a distant parabolic orbit we may assume that 
RI >> rl.) This can be expanded in terms of Legendre polynomials (Plum-
mer(1960), Heggie(1975)) to give 2 
1 	1 	i\ 	1 r 2  / 7 r.R = - (_ + - j + 
) 2 
 _) + (c). 	(2.4) Ri 2 jul 
The energy of the binary, E, is given by 
Gm 1 m 2 m1m2 •2 
+  
r 	2Ml2r.. 
Its derivative with respect to time is 
dE 	m 1 m 2 
dt = M12 (GM
12 + 
- Grn1 m 2rn3 87. 
r.— (by (2.2)). 	 (2.5) 
- 	M12 	Dr 
2 1n many applications R. would include a term -1  
112 R 
(so that eqn(2.3) takes the form 
of perturbed Kepler motion) and different mass factors. 
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The total change in the energy of the binary over the duration of the encounter 
is found by integrating eqn(2.5) from —oc to oo with respect to time t. This 
means that 
Gm 1 m 2m3 
= J_`0'00 	 r 	dt. 	 (2.6)  M 
2.3 Binaries with non-circular orbits 
2.3.1 Theory 
The integration in eqn(2.6) may be transformed by noting that 
d7dr37Z dRD7. 
dt - dt ar + dt 3R 
Eqn(2.6) is therefore equivalent to 
Gm 1 m2m3 00 1d  R. . 
M 	J- L 	- R.] dt. 
But 7.—*Oast—±oc and so 
Gm 1 m 2m 3 00  DR. = - 
	f A.dt. 	 (2.7) M12 
In the first instance we use a zero-order approximation to 7Z to evaluate the 
above integral. If the perturbation is ignored in eqn(2.2), then 
= —GM12 -. 
Assuming an elliptical orbit for the binary, this has the solution 
r=a(cosE—e)â+bsinEb 	 (2.8) 
(cf. Plummer 1960) where a, b are the lengths of the semi-axes of the orbit, 
a and £ are unit vectors parallel to them, the eccentricity e 	(a2 - 
and E is the eccentric anomaly. It is related to the time t by Kepler's equation 
which is 
n(t— t o ) =E—esinE 	 (2.9) 
where t0 is constant and n (the mean motion) is given by 
	




Figure 2,3: The orbital plane of motion of m 3 relative to the barycentre of 
the binary showing the orientation of the parabolic path of the third star with 
respect to the coordinate axes (A, E). 
Similarly, substitution of the first term of eqn(2.4) into eqn(2.3) gives 
R = 
which (assuming a parabolic orbit for the third body) has the solution 
R = q(1 - 0,2 )A + 2qaB 	 (2.11) 
where q is the periastron distance of the third star to the barycentre of the 
binary, and A, 1E are unit vectors in the directions of the axes of the relative 
orbit of the third body. The orientation of the parabola with respect to the 
axes is illustrated in fig(2.3). a, which is a dimensionless parameter governing 
the parabolic orbit, is related to t by 
F'GM123 2q3 a + 3• (2.12) 
(cf. Plummer 1960) We shall assume that the masses are comparable and that 
q >> a, i.e. that the distance of closest approach of the third body much exceeds 
the semi-major axis of the binary. This also justifies neglect of higher-order 
terms in eqn(2.4). 
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The expressions for r and R in eqns(2.8) and (2.11) are now substituted into 
the expansion for 
obtained from eqn(2.4). 
Our goal is to compute the integral in eqn(2.7). It is easy to see that the 
first term in eqn(2.4) will vanish when inserted in eqn(2.7). The first term gives 
r R. —(-- 1 - R.DR 	+ J- R3 dt 
1 	1i °° 
=-(-+-) - = 0 
P2 	i1 	R.00 
since R -* oo as t - +oo. For this reason, the second term in eqn(2.4) is taken 
as the approximation for R. 
Since r = a(1 - e cos E) the expression for R is given by 
= 	{ 3 [ a2 (COS E - e) 2 (â.R) 2 + 2ab (cos E - e) sin E (â.R) (1.R) 
+ b2 (6.R) 2 sin  E] - R2 a2 (1 - e cos E)2 }. (2.13) 
An infinite expansion for any term of the form sin mE or cos mE as a Fourier 
series in M = n(t—t o ) maybe obtained from Kepler's Eqn(2.9). For our purpose 
the following approximations will be used (cf. Plummer 1960) 
	
sinE 	sinM(Jo(e)+J2 (e)) 
cosE 	—e+cosM(Jo(e)—J2(e)) 
sin2E 	2sinM(J_1(e)+J3(e)) 
cos2E 	2cosM(J_ i (e) - J3 (e)) 	 (2.14) 
where J(e) is the Bessel function of order p and argument e. As mentioned 
by Heggie(1975) the additional terms of the expansions may be neglected since 
they oscillate more rapidly than sin M or cos M and it will be seen from what 
follows that their contribution to 5E would be insignificant. 
Eqns(2. 14) are now substituted into the expression for R. in eqn(2. 13). Terms 
which are independent of M may be ignored since they are perfect differentials 
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of functions which vanish as R - oo. This yields the following expression for 
= 	
{ [
' ,,,,2 (â . R) 2 - e2 b2 (&R) 2 - ee3a2R2] cosM 




e 1 	 J-1 (e) - 2eJo (e) + 2eJ2 (e) - J3 (e) 
= J_i (e) - J3 (e) 
e3  = eJ_i (e) - 2J0 (e) + 2J2 (e) - eJ3 (e) 
e4  = J-1 (e) - eJo (e) - eJ2 (e) + J3 (e). 
In order to comp ute the integral in eqn(2.7) it is necessary to evaluate 
R. 
It can easily be shown from eqn(2.11) that 
RA = 2q2 (1 + o 2 )06,  
= 2qRao. 
This gives 
2â.Râ.R 5(â.R) 2 R.R 
aR R5 )= R5 - 	R 7 
- 2â.Râ.R'a - 10(â.R) 2qth 
- 	R 5 	R6 







The other terms in eqn(2.15) are handled in similar fashion. Writing cos M = 
in t0 emnt) we see that it is neces- 




100 (1 + 
2)66rdt 
where o, (t) is given by eqn(2.12) and c = 0, 1, 2. . . 5. To make explicit the 
dependence on a it is necessary to expand 
â.R as q(1 - a 2 )â.A + 2qaâ.B 
â.R' as —2qaâ.A + 2qâ.B 
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and similarly for b.R and L.R'. 
From eqns(2.12) and (2.10) it is clear that 
FM123a3 
 q3 
nt = K(a + a) where K = 
 








Three integrations by parts, bearing in mind that K is very large (q >> a implies 









This integral can be evaluated using the method of steepest descents (cf. Heggie 






This then yields 	
iaKe_K ( K —p oo) 
120 
Substituting eqn(2.15) into eqn(2.7) and using eqn(2.17) gives 
Gm1m2m3 \/ -2K 
- —K -2 e X 
M12 q3 120 
(2.17) 
{ 60a2 e 1 (sin nto (â.B) 2 + 2 cos nt0â.Aâ.B - sin nto (â.A) 2 ) 
+ 120 ab e4(— sin nt0 L.I a.A - sin nt0â.I L.A 
+ cos nt0 â. f3 L.iñ - cos nt0â.A L.A) 
+60b 2  e 2  (sin nto (&,k)2  - 2 cos nt0b.Bb.A - sin nto (L.E)2) 
} 
(A simple way to arrive at this expression from eqn(2.16) is to replace the 
denominator in eqn(2.16) by q 6 , to replace R and R' by their values at the 
saddle point a = i, i.e. R = 2q(A + iIO) and R' = 2q(—iA + It), and to 
/ 	5 	ii multiply by Ke 3 120 
It is convenient to introduce the angles w, Q and i to describe the parabolic 




Parabolic path of 
third body 
Figure 2.4: The angles describing the orientation of the parabolic orbit. Q, w, 
and i are the longitude of the ascending node, the argument of pericentre and 
the inclination respectively; ON shows the line in which the plane of motion 
of the third body intersects the plane of motion of the binary; n is the vector 
perpendicular to the plane of motion of the third body. 
chosen such that a = ( 1, 0, 0) and 1 = (0, 1, 0) then (cf. Plummer 1960) 
A = (cos cl cos w - cos i sin 1l sin w, sin  cos w + cos i cos l sin w, sin i sin w) 




Ke'< { e 1 a2 [sin (2w + nto ) (cos 2i - 1) 
- sin (2w + nto ) cos(2i) cos(2Q) - 3 sin (nto + 2w) cos(2) 
—4 sin (2) cos(2w + nto) cos(i)] 
+ e2 b2 [sin (2w + nto ) (1 - cos 
- sin (2w + nto ) cos(2i) cos(21) - 3 sin(nto + 2w) cos(2) 
—4 cos (nto + 2w) sin(2) cos i] 
+ e4 ab I - 2 cos(2i) cos(2w + nto ) sin(2) 
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-6 cos (2w+rito) sin(2) 
—8 cos(2) sin(2w + nto ) cos 
z ] }. 	
(2.19) 
In the coplanar case when i = 0, eqn(2.19) reduces to 
Gm 1 m 2 m3 	n< 	2 	
2) (e ia + 2e4 ab + e2 b sin(2w + 2 + nto ). 
M1 q3 2 
Notice that Il and w only appear in the combination 2+w, which is the longitude 
of pericentre. 
The following comments may be made about eqn(2.19): 
The exponential term involves the ratio of the mean motion of the third 
body to the mean motion of the binary. This is characteristic of the behaviour 
of adiabatic invariants (cf. Goldstein 1980). 
The influence of higher frequency terms such as sin 2M and cos 2M has 
been neglected. These give exponentials which decay even more rapidly with 
increasing q (i.e. increasing K). 
The derivation of exponentially small terms lacks rigour, because many 
terms in the expansion, which formally could dominate the exponential result, 
have been neglected. Our justification for this is based on analogous problems 
where the results can be justified rigorously (cf. Goldstein). 
2.3.2 Comparison with numerical results 
Eqn(2.19) has been tested against the results obtained from numerical exper -
iments. We assume that m 1 = m 2 = m3 = 1 and that a = 1 initially. The 
numerical procedure uses units such that C = 1. Various input parameters are 
required before the initial conditions of the bodies may be assigned. 
A frame of reference is chosen which is centred (initially) on the barycentre 
of m j and m2 . At the start of the simulation the third body, m3 , is assumed to 
lie at a suitably large distance, 	(say), from the origin so that its influence 
on the binary is insignificant. In addition to 	the program takes, as input 
parameters, the angle of inclination, i, of the plane of motion of the third body 
and its periastron distance, q. Taking the longitude of the ascending node, 
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= 0, the program then computes suitable initial conditions for m3 so that its 
motion follows the parabolic orbit specified by the input parameters. 
The other input parameters relate to bodies m 1 and m2 which form the 
binary system. When R = I~.njt the program requires the user to specify the 
eccentric anomaly, Einit of either m 1 or rn2 . This will fix the phase of the binary. 
The only remaining input parameter is the eccentricity, einit.  The program then 
assigns suitable initial conditions to m 1 and m 2 . 
The program then numerically integrates the motion of the system until 
the distance of the third body from the barycentre of the binary exceeds 
When this condition is satisfied the binary is approximated by a new Keplerian 
orbit a' (say). The energy change is then given by (1/2) - (1/a'). The program 
also computes the argument of pericentre, w and the mean anomaly of the 
binary, nt0 when the third body is at pericentre. These quantities are required 
so that the theoretical formula may be applied. 
The results shown in fig(2.4) show the change in energy as a function of the 
initial phase, of the binary for various inclinations. Fig(2.5) shows how 
the energy change is related to the periastron distance q. 
2.4 Binaries with circular orbits 
Circular binaries are particularly important since they occur frequently in globu-
lar clusters. The foregoing theory fails in this special case and a full rederivation 
is given as follows. 
2.4.1 Circular Orbits/Non-equal masses 
In order to find the dominant contribution to the energy we are forced to look 
at the third term in the expansion of the perturbing function 7?. in eqn(2.4). 
(We shall see in sec(2.4.2) that the second term in the expansion of the perturb-
ing function gives a less significant contribution due to integrations involving 
sin 2M, cos 2M.) This term is given by 
r3 1 I 51 r.R )3 	r.R I 






































































Figure 2.5: This shows & against the initial phase of the binary for various 
angles of inclination. For each value of i a comparison is made between the 
numerical results (green) and the theoretical prediction (blue) obtained from 










































































Penastron distance 	 Periastron distance 
Figure 2.6: This shows the natural log of the amplitude of the change in energy 
JE against the periastron distance, q, for various angles of inclination. The 
numerical results (green) are obtained for e i,,it = 0.1 and = 80. 
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For a circular orbit the eccentricity e = 0 and the expression for r is given by 
r = a cos E a + a sin E £ 
where E = M. Substituting this into the expression for 7Z. gives 
Iz =[ 
	
(cos3 E(â.R) 3 +3 cos2 E sin E(â.R) 2 (&R) 
2R4 
+3 sin  E cos E(â.R)(&R) 2 + sin  E(&R)3 ) 
— (cos E(â.R) + sin E(.R)) I ( - 
The following trigonometric identities are used to simplify the expression 
cos3 E = cos E + cos 3E; sin  E = sin E - sin 3E 
Cos 2 EsinE = sin E+ sin 3E; sin 2 EcosE= cosE— cos 3E. 
This gives 
- 	( 15a3(â.R)3 + 15a(â.R)( 6 R)2 
- k\ 	8R 7 	 8R7 
+ ( 15a3(â.R)2(.R) + 15a3( 6 .R)3 
8R7 	 8R7 
+ terms of higher frequency. 
3a3(â.R) ) cosE 
- 2R5 
3a3(b. 
2R5 R) ) 
sin  	I (ii - - 	
(2.20) 
The first integral is evaluated asymptotically by applying eqn(A.8) in the Ap-
pendix: 
5 ( 15a3 (â.R) 3 cos E 	15a3 \/F 
f,0000 	
) dt - - 
8q 	
Ke 	x 	(2.21) 
8R7 	 - 	120 
(8(a.A) 3 sin nto -24(â.A) 2 (â.) cos nt0-24 sin nto (â.A)(â.)2 +8 cos nto (â.E) 3 ). 
The next integral is obtained by applying eqn(A.12) 
a (15a3 (a .R)( .R) 2  cos E 	—a3 	7 2K ) dt = 	 (2.22) 
- 	. 	 8R7 
( 
sin  nto(a.A)(.A)2 - 2 cos nto(â.A)(b.A)(b.B) - cos nto (â.)(i.A) 2 
—2 sin nto(â.)(b.A)(b.B) - sin nto(â.A) (&) 2 + cos nto (&E) 2 (â.E)) 
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3 I-3a3(a.R)c0sE) - —a3./ 
	5 2K 
f00'aR 	2R5 	- 4q4 
(— sin nto (â.A) + cos nto (â.i)). 	 (2.23) 
Notice that this is one order smaller in K, and will be neglected. 
The contribution from the terms sin  is given as follows. LFrom eqn(A.11) 
it is found that 
15a. 8 	 7 2K ((.R)3\ sinE 
dt = --Kex 	(2.24) 
R7 ) 	 q4 
8 
(cos nto (.A) 3 +3 sin nto (&A) 2 (&)-3 cos nt o (.A)(&E) 2 —sin nto()3 ). 
LFrom eqn(A.13) the integral 
150 	 —a3 	7 2K 3 ((a.R)2(&R)\ 
sinEdt = —Kex 	(2.25) 
J_ 8 R7 	) 	
8q4 
( 
cos nto (&A)(â . A) 2  + 2 sin nto (b.A)(â.A)(â.B) + sin nto (&)(â.A) 2 
—2 cos nto(b.B)(â.A)(â.B) - cos nto(&A)(â.E)2 - sin nto (â . ) 2()). 
Applying eqn(A.4) the integral 
a 	_3a3 (b.R) sin E) 
dt 
aR 2R5 
is of lower order in K. The faster oscillating terms -'-' sin 3E, cos 3E may be 
ignored since they their contribution to the energy change is exponentially small. 
This means that 8E is given by (combining the results for eqns(2.21), (2.22), 
(2.24) and (2.25)) 
Gm 1 m 2 m3 fta3 
M12 	8q4 
7 2K 
__ _ 	 -Al)  I sin nto (a.A) 3 
—3 cos nto (â.A) 2 (â.I) - 3 sin nt o (â.A)(â.E) 2 + cos nto (âf3) 3 
+ sin nto (â.A)(.A) 2 - 2 cos nto (â.A)(b.A)(b.B) - cos nto(â.I) (6.A)2 
—2 sin nto (â.B)(b.A)(b.B) — sin nt o (a.A)(& E) 2 + cos nto (&I) 2 (â.E) 
+ cos nto (.A) 3 + 3 sin nto (b.A) 2 (b.B) - 3 cos nt o (b.A)(b.B) 2 
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—sin nto(&) 3 + cos nto (&A)(â.A) 2 + 2 sin rito (b.A)(â.A)(â.B) 
+ sin mt 0 (.Iñ)(â.A) 2 - 2 cos nto (1Ei.)(â.A)(â.E) - cos nto (&A)(â.Iñ) 2 
- sin 	 (6. 
with an error smaller by a factor of order 
We choose axes such that the longitude of the ascending node of the orbit 
of the third body, relative to the plane of motion of the binary, is Q = 0. Since 
the binary is initially circular we may also take a, b anywhere in its plane of 
motion, and therefore take 
a = ( 1,0,0) 	 = (0,1,0) 
A = (cos , cos i sin w, sin i sin w) B = (— sin w, cos i cos w, sin i cos w). 
This means that 
(a.A) = cosw 	(ii. A) = — sin 
(1.A) = cos i sin w (iE.I) = Cos i Cos w. 
The expression for SE may be simplified to give 
Gmm 2m 3 /a3 1 	 7 	2K 
Ke( 2 —_3 	 x 
M12 8q4 
I (Cos 3w - 3sin 2  w cos w) sin nto + (3cos2wsinw - sin 3 w) cos nt o ] 
2.4.2 Circular orbits/equal masses 
Unfortunately, the theory must be rederived in the case when the masses of 
the components of the binary are equal (i1 = i2). As before, lowest order 
perturbation theory is used and in the case of a circular binary E = M from 
eqn(2.10). Then all the "odd" terms in the expansion of eqn(2.4) vanish, i.e. 
those with factors(j) fl  with n odd. The dominant contribution is obtained 
when n = 2 from terms in cos 2M and sin 2M. This is because all the terms 
involving sin M and cos M in the expansion of eqn(2.13) disappear when e = 0. 
In performing the integral in eqn(2.7) integrals of the following form require to 
be evaluated: 
I °° e2i( 3 )07 
1=1 	 da a 















Figure 2.7: The numerical results (green) compared with the analytical theory 
(blue) in eqn(2.27) when the binary motion is circular (q = 4). 
where a=0,1,2...5. 




I 	 e3 
(Koo). ~!2 15_e 
Hence, using eqns(2.18) 
8Gm1m2m3_KK1 sin(2w +211+ 2nto ) cos4 . 	 (2.26) (5E 
aM123 
2.4.3 Comparison with numerical results 
Eqn(2.26) has been tested numerically in the case when i = 0, when the energy 
change is given by 
Gm1m2m3 8a2 /
~.~ 
 4K 5 
-- 	
sin (2nt(, + 211 + 2w). 	(2.27) 
The same numerical procedure is used as before in sec(2.3.2) but in this case 
einit = 0 since the binary is initially circular. Fig(2.7) compares the numerical 
results with the analytical theory in eqn(2.27). The sinusoidal component of 
eqn(2.27) is in phase with the numerical results and has nearly the correct 
amplitude but it fails to account for the non-zero mean which is observed. 
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2.4.4 Second order perturbation calculation 
We show in this section that the non-zero mean can be explained in terms of 
second order perturbation theory, at least in the coplanar case. (A similar non-
zero mean arises in the noncoplanar case but the following theory is restricted 
to the case i = 0 for simplicity.) The following argument explains why this 
might be expected. 
We have already seen, by comparing eqn(2.19) and eqn(2.26), that the 
change of energy in an eccentric binary is much greater than in a circular binary, 
in the sense that e >> e- 3
LK 
 for K >> 1. But these results are based on 1st 
order perturbation theory. At second order we have to allow for the fact that 
the passing star induces a tiny eccentricity on the binary. This may induce a 
much larger mean energy change than was obtained from 1st order theory. 
The Hamiltonian for the binary is a periodic function of the mean anomaly 
of the binary and is given by 
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H' 
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In place of p and r the Hamiltonian may be expressed in terms of a set of orbital 
elements which are particularly useful for describing elliptic motion. These 
elements, known as Dela'unay 's variables, are defined as follows (cf. Plummer 
1960): 
L=m./C(m j +m2 )a 	 l=nt+Mo 
C = m/G(m i + m2 )a(1 - e2 ) 	g = w 	 (2.28) 
H= m C(mi + m2 ) a(1_ e 2 ) COS  i 
where 
m 1 m 2 
m= 
MI + m2 
In fact they are a set of action-angle variables for the Kepler problem. We 
concentrate attention on the Delaunay variable, L, which is directly related to 
the energy of the binary. Its conjugate variable 1 is the only "fast" variable in 
the problem. In the coplanar problem (since we are examining the case i = 0) 
the Delaunay variables H and h may be ignored. Without changing L, the 
variables (L, C ; 1, g) may be transformed to a new set (L, p ; A, w 1 ) where 
Pi = L - C, w1 = —g, A = 1+ g. 
These are still canonical, L and Pi  being conjugate to A and w 1 respectively. 
Since g is ill-defined when e becomes very small, it is better to use the eccentric 
variables z, y instead of Pi  and w 1 . The eccentric variables are particularly 
well-suited to the study of motions with small eccentricity. Both the eccentric 
and Delaunay variables are useful in celestial mechanics because they form a 
set of canonical variables which incorporate the orbital elements of the binary. 
The canonical momenta have physical meaning: L is associated with the energy 
of the binary and C gives the angular momentum; 1 is the mean motion and 
g gives the argument of pericentre. The eccentric variables are related to the 
Delaunay variables by 
x = Jcoswi v'Le cos g, Y - \/i sin w 1 fLe sing 







H' is then a periodic function of the mean longitude, A, and may be expanded 
as follows 
00 H' =  
k=-oo 
 x and y are the eccentric variables. 
To explain the non-zero mean a contribution to the energy change is sought 
which is independent of the phase. This is the only result we shall seek. Roughly 
speaking, this contribution is found (in second-order perturbation theory) by 
combining the terms in & corresponding to the coefficients c 1 and c1 in the 
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expansion of H', so that the oscillatory components cancel. Because the calcu-
lation is complicated enough, and because it is narrowly focussed on a single 
result, we retain only the most significant relevant terms and ignore those which 
contribute only oscillatory corrections and those which are of relatively negligi-
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the approximate equality implying that we ignore all irrelevant terms. Using 
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where subscripts 0 and 1 denote terms at zeroth and first order in a perturbation 
expansion and the partial derivatives 
Dc_, 	ac, 	Dc_, 	Dc, 
ay ay ' ax ' ax 
are evaluated for the unperturbed motion L = L0 , x = x0 = 0, y = Yo = 0. 
The rate of change of L to second order is, 
DH' 
L 2 =—- 
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aL k=±1 	 k=i 
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ay '9 k=+1 
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The partial derivatives in eqn(2.31) are evaluated at the zero order solution. 
On integrating the first term, the first order contribution to L and hence the 
first order approximation for the change in energy of the binary is obtained. 
This has been previously calculated in eqn(2.26). We shall see that the second 
term vanishes. Finally, integration of the last term leads to a phase independent 
contribution which is calculated as follows. 
L 2 	-ik(xi 
Dck  --- +yi  19 )e 0 ax 	ay  k=±i 
Dc_i 	
ac-1 	ac' D = i(x1 	+ Yi 	)e_0 - i(x1— + yi -!) e o(by  eqn(2.30)) ax ay ax 
( Dc_ i 
ay 
= 
-i ( --e 
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2Dt(I_ ax 	D 
- f
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t 	ay 	f 
eO0 Dc_i dt 
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retaining phase independent terms only. This implies that, at the end of the 
encounter, 





 f00 	 00 09Y 
- f°° e° 
ac-1 
 dt fw ±e0dt 	(2.32) 
09Y 	00 
In the coplanar case the perturbing Hamiltonian is given in terms of the Legen-
dre polynomial P2 (cf. eqn.2.4). In terms of R., an explicit expression is given in 
eqn(2.13) but it must be transformed to the new variables. Suppose that a and 
£ are orthogonal unit vectors fixed in an inertial frame and in the plane of the 
binary. If g is measured with respect to this frame and *i, S'i are orthogonal 
unit vectors in the direction of the major and minor axes of the relative orbit 
then 
= cos g a + sing b, X2 = - sing a + cos g b. 
Then we expand eqn(2.9) to first order in e noting that 1 = M. From the 
relation between H, and R. it is eventually found that, to first order in e, 
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This may be expanded to lowest order in x, y to give 
H' = Gm1 m 2m3 ( r —15a 2 X 
(AR - 
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where we have retained only the terms in sin A and cos A. 
Let us denote the coefficients of cos A and sin A by a1 and b 1 . The complex 
coefficients c 1 , c_ 1 are then given by 
1 	 1 
Cl = (a1 - ibi ), 	c_ 1 = (ai + ibi ). 
Since the orbit of the binary system is assumed to be initially circular the zero 
order solution may be written as 
x=xo =O; y=yo=O; L=Lo ; a=a0 
Two of the partial derivatives, evaluated at the zero order solution, are given 
by: 
ac, - — 0m 1 m2m3 [ —15a (â.R)
2 + 3a (&R)2
ox - 	L 8/LR 5 	8\/LR 5 
9ia -. 
+2R3+4R5 I (â. R) (b. R) 
- —Gm 1 m 2 m 3 	—9a 	
-3ia (â.R)2 
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If * denotes the complex conjugate then the remaining pair are easily obtained 
from 
(Dc_ i\* /3c1\ 	 I Dc_ 1 V" 1  ac, \ 
=-) 
and 	 '9Y
=)  19Y 
Having obtained the expressions for the partial derivatives the next step is 
to perform the integrations in eqn(2.32). Thus 
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where we have written )o = )oo + not. The appendix contains formulae which 
enable these integrals to be computed approximately. From eqn(A.5) the inte-
gral 
— 	_ 	 )2 	 K15a e ( .Rdt a e 	/e 1 
8\/L -00 	 R5 	= - 	 nq3 
[(â.A)2 - 	(â.A)(â.I) - (a.I) 2 ] . 
Similarly, from eqn(A.6), 
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which is smaller by a factor 0(K). Finally, from eqn(A.7) the integral 
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The next integral is 
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and the remaining integral 
_e00ia p00 eiflbtdt 
2/L'R 3 J -00 
can again be neglected. 
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The other integrals are computed by taking the complex conjugate of the ex-
pressions in eqns(2.34) and (2.33). 
Since 
I° e'° DC_i dt = (f°° e0 --dt" 
* 
-00 ay '\00  
it can therefore be deduced that 
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and it can be deduced that 
-e'°dt = —
Cm1m2m3 ae)'00K /re 	
[_ 
(a.A)2 
j_00 Dx 	 M12 	\/Lnq 3 
—(â.A)(â.I) + (a . Iñ) 2 + (1 . A) 2  + çA)(&E) - 
— 
	(& f3) - 3(' f3) 
	- (â.I)(i.E)]. 	(2.36) 
To compute L 2 the results from eqns(2.36), (2.33), (2.34) and (2.35) are 
substituted into (2.32). The terms (r-.-  K 4  ) and lower powers may be neglected 
since it is assumed that K is large. It is then found that 
G2mmm Kire"a I 	a.A) + (a. E) + --(E.A) L 2 = - 
	 L 0n2 q6 [32 32 	32 
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32 	8 	 8 	 16 
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Since the orbit of the binary is initially circular this result should be independent 
of the orientation of the (A, I) axis and the (a, £) axis. This may be checked 
by replacing 
(a.A) = cosO (&A) = sin  
(â.I) = - sin 0 (.ñ) = cos 0 
The result in eqn(2.37) simplifies to give 
5 _41  4 C2mmm K ire 3  a0 9 
L 2 =- 
L 0n2 q6 
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To second order this means that 
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where we have used the definition of L in eqn(2.28) and eqn(2.10). Therefore 
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When q = 4, a0 = 1, C = m 1 = m 2 = m3 = 1 we find that 8Emean  
—0.000259.... This contribution is added to the graph obtained analytically in 
fig(2.7). The mean value is now in much better agreement with the numerical 
results. 
It might be of interest to extend this result by calculating 8Emean at higher 
angles of inclination. We would then have to consider the Delaunay variables h 
and H which were neglected in the coplanar case. 
2.4.5 Summary 
Analytical and numerical calculations show the energy change in a binary sys-
tem in a variety of different cases when it is perturbed by the influence of a 
third star moving on a distant parabolic orbit. Although this chapter consid-
ers the least dramatic case in which the third star and binary mildly interact 





Hill's problem is a useful model for describing the motion of a star within a 
globular cluster (cf. sec 1.3). The rate at which stars escape from a globular 
cluster has important applications in astrophysics. The aim of this chapter is 
to investigate the dynamics of escaping orbits using, not Hill's problem, but a 
simplified model problem which was developed for other purposes in a paper 
by H6non(1988). This model, which is easy to implement numerically and is 
amenable to analytic investigation, closely resembles the classical Hill problem 
but can be reduced to the study of a piecewise linear two dimensional mapping. 
The Hill problem contains many fine structures (which were observed in an 
earlier paper by Hénon and Petit 1986) and it turns out that the model problem 
exhibits similar structures. 
The model problem may be used to clarify our understanding of the way in 
which different regions of phase space become mixed together. In Hill's problem 
certain regions correspond to orbits which remain tightly bound to the smaller 
primary, or, in application to star clusters, constrained within the interior of the 
cluster. Other regions are associated with escaping orbits. We shall see that 
a simple mechanism exists which governs the transport of phase space from 
one region to another. This mechanism is known as a turnstile. To make the 
transition a particle has to pass through the turnstile. One could picture this 
as follows. 
Consider a ball bouncing (elastically) in a dark room whose only connec- 
tion with the outside world is through a small window. The ball will continue 
bouncing off the walls until it finds the 'escape passage'. The room (by virtue 
of its walls) may be thought of as the constrained region and the window may 
be regarded as the turnstile through which the ball passes before escaping. A 
turnstile permits the transport of phase space in both directions. One could 
imagine a ball entering the room from outside - assuming that it is travelling 
on an appropriate trajectory. After a certain time (measured crudely in terms 
of the number of bounces) we suppose that the ball will eventually escape - 
re-entering the unconstrained region for a second time. The time required for 
this to happen is closely linked to the concept of a residence time distribution 
or escape distribution. 
The model problem developed by Hénon lends itself well to the application 
of turnstile dynamics. In section (3.2) a mathematical description of the model 
is presented which introduces such concepts as the invariant manifolds. These 
manifolds create partial barriers to the transport of phase space and form the 
boundary line between the separate regions. It turns out that these manifolds 
play a fundamental role in understanding how phase space is entrained and 
detrained from the constrained region. They intersect many times resulting in 
a complicated geometrical structure known as a homoclinic tangle. This struc-
ture, which stretches and deforms elements of phase space, was mentioned in 
chapter one and will be referred to again later. Analytical and computational 
techniques are employed in sections (3.10) and (3.11) to compute the rate of 
transport or flux of phase space between the separate regions. From this an 
escape distribution can be calculated. The numerical approach in determining 
the distribution of escape times is described in a paper by Rom-Kedar, Leonard 
and Wiggins (1988). The technique employed is efficient and dramatically re-
duces the computational effort compared to a "brute force" method which the 
authors also describe. 
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Figure 3.1: Satellite Encounters : the satellites move on initially circular orbits. 
3.1 Background to the model 
Hénon and Petit (1986) observed the phenomenon of chaotic scattering in satel-
lite encounters. They considered the gravitational interaction of two small satel-
lites moving on initially nearly circular coplanar orbits around a planet. These 
authors showed (using rotating axes and an appropriate change of scale) that, 
when the two satellites are close together, this problem is equivalent to the 
classical Hill's Problem. A one parameter family of orbits may be considered 
by varying the impact parameter h, which characterises the radial separation 
between the initially circular orbits - see fig.(3.1). This gives rise to a one pa-
rameter family of solutions to Hill's problem. In a typical orbit the two bodies 
approach each other, interact for a while and then separate. 
Numerical studies have revealed that this family of orbits has an intricate 
structure. One finds that within a finite interval of h the solution changes 
continuously. This is referred to as the interval of continuity. At each end of 
this interval there is a value of h which gives rise to a sudden change in the 
shape of the solution. This value of h is called a transition value - see fig(3.2). 
It has been observed that between any two such intervals there is always a 
finite intervening space. So an interval of continuity of behaviour exists on one 
side of the transition value but not on the other. A study of the intervening 
space presents a similar picture. Intervals of continuity are discovered which 
50 
h' 






0 - - 	transition values 
. U h=—h 
—3 
O l i 	2 	3 >h 
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Figure 3.2: This function illustrates the typical behaviour of the final impact 
parameter as a function of the initial impact parameter. The transition zones 
correspond to regions of violent change in the behaviour of the system. 
h' may be viewed in the following way. For times sufficiently long after the 
satellites' closest encounter the satellites become so far apart that their mutual 
gravitational attraction becomes negligible. Each satellite then describes Kep-
lerian motion about the planet. These orbits are, however, no longer circular 
and h' may be regarded as the average radial separation. There are two possible 
ways in which the two satellites move away from each other. This gives rise to 
both positive and negative values of h'. (A more precise explanation of this is 
given in Hénon and Petit (1986).) 
Notice that j h'j > I hi. The authors show that the radial separation of the two 
satellites can only increase under the effect of the encounter. This is due to the 
assumption that the orbits are initially circular; if arbitrary initial orbits were 
allowed the radial separation could decrease as well as increase. 
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do not touch the previous ones, nor each other, and which are separated by 
a larger number of smaller intervening spaces. This repeats on a smaller and 
smaller scale suggesting a self-similar structure. The transition values therefore 
form a cantor-like set. 
Hénon and Petit (1986) accurately located many of these transition values. 
Each value is associated with an orbit which is asymptotic to a periodic solution 
to Hill's problem. (Viewed on a Poincare surface this periodic solution gives 
rise to a fixed point - say p.) If h is slightly larger than the transition value 
we obtain a continuous family of orbits which escape to infinity (i.e. along one 
branch of the unstable invariant manifold of p). This explains the interval of 
continuity on one side of the transition value. 
On the other hand, if h is slightly less than the transition value the result is 
a discontinuous family. These latter orbits are considerably more complex and 
explain the absence of continuity on the other side of the transition value. 
It should be remarked that the asymptotic orbits referred to here are those 
which emanate from the Lagrangian point L 2 (H6non,1969). 
Other problems (referred to in Hénon (1988)) have been discovered which 
exhibit similar behaviour: classical collision between an atom and a diatomic 
molecule, scattering of a particle by a two-dimensional potential, collisions of 
vortex pairs, scattering of an electron by a magnetic dipole, a billiard formed 
by three circular disks. In all these problems two objects approach each other 
from a great distance. There is an interaction phase followed by separation, as 
described in chapter two. In such contexts, this behaviour is often referred to 
as irregular or chaotic scattering. 
3.2 Hénon's Model Problem using Billiards 
Certain difficulties arise in the study of Hill's problem: (i) Numerical integration 
of the differential equations of motion is time-consuming. (ii) The relevant 
periodic orbits have large eigenvalues which make them very unstable. For this 
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Figure 3.3: The inclined billiard 
reason, the orbits are sensitive to small changes in the initial value h. High 
accuracy integration is required and even then very few levels of the self-similar 
hierarchical structure can be observed. 
To overcome these difficuties and in order to study the transition values in 
greater depth H6non(1988) devised the following model problem using billiards. 
The problem mimics the behaviour of Hill's problem and turns out to be useful 
for our purposes in understanding the escape phenomenon. 
We suppose that a point particle, subject to a constant acceleration g (in the 
negative Y direction), bounces elastically on two fixed circular disks. The disks 
have radius r and their centres are at (-1, —r) and (1, —r). For most initial 
conditions the particle will escape after a certain number of bounces, falling 
down through the space between the bodies or on either side. 
A one-parameter family of orbits can be defined by assuming that the par-
tide is dropped from rest at (h, Y0 ). Y0 is a positive constant which fixes the 
energy and h is a variable. (In Hill's problem "fixing the energy" is equivalent 
to choosing a fixed value for the Hamiltonian - see sec(4.3.3).) Since these orbits 
are analogous to those investigated by Hénon and Petit (1986) it is expected 
that this family will display the same type of structures. We might therefore 
expect intervals of h in which the orbit changes continuously and critical values 
of h at which a transition in behaviour is observed. For h = 1 the particle will 
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bounce ad infinitum on the right disk. This is an unstable periodic orbit. (In 
the case of Hill's problem this orbit corresponds to the Lyapounov orbit around 
the Lagrangian point L 2 (cf. sec. 1.3.1).) If h lies either to the left or right of 
this point (i.e. h = 1 - 5 or h = 1 + 8 where 8 is small and positive) a different 
kind of motion is observed. In the latter case the particle 'escapes' and never 
returns. (In Hill's problem a similar situation occurs. Escape can occur at ei-
ther the left or right of the cluster and the two Lyapounov orbits are found to 
play a crucial role in this process. ) In the former case the motion is less clear. 
The particle is found to bounce initially to the left of x = 1 and a complex 
interplay involving the two disks is possible. (In Hill's problem this corresponds 
to a star which is temporarily constrained in the cluster - see sec. 1.5.) So h = 1 
is associated with a transition. A similar periodic orbit is observed at h = —1. 
In general, transitions are present at values of h which lead to solutions which 
asymptotically approach one of these periodic orbits. 
A convenient way of studying this problem is to introduce an explicit map-
ping. Using a two dimensional surface of section we may record, at each bounce, 
a point with coordinates X and W, where W is the transverse component of 
the velocity of the particle. (i.e. the projection of the velocity on the tangent 
to the disk.) Clearly this mapping will not be defined after the particle has 
'escaped'. 
Sections (3.3) to (3.8), which summarise the theory developed by Hénon, 
are followed by two original sections (3.9) and (3.11) on escape distributions. 
Section (3.10) summarises a piece of dynamical systems theory needed in section 
(3.11). 
3.3 The large r limit 
Locating the position at which the next bounce occurs involves calculating the 
intersection of a parabola and a circle. This is found to be inconvenient to 
compute numerically. This difficulty can be overcome by making r large. In 




Figure 3.4: The large r limit 
Let (Xi , }) be the position of the particle on the j'th rebound. The values 
of X3 of interest are of order unity: 
X3 = 0(1). 	 (3.1) 
We may therefore approximate the circumference of the disks by parabolas 




si  = sign X. 
	 (3.3) 
LFrom now on, the sign is used in the following sense: 	2 implies that 
= F[1 + 0(r 2 )] where E and .F are any expressions. One obvious advantage 
which emerges from this approximation is that the mapping is now always 
defined and invertible at infinitely large values of time. The particle will bounce 
indefinitely on the surface both for t -* +oo and t -* —oo. 
The angle between the tangent to the disk/parabola and the horizontal is 
(3.4) 
For X3 = 0(1), both Yj and Oj are small: 
Yj = 0(r), 	9j = 	0(r'). 	 (3.5) 
The order of the the velocity components U, V before rebound j can be es- 
U. 
i 	 i timated. The variation of - n a rebound s of order 9. The time interval 
Vi 
between two consecutive rebounds is of order 	therefore the variation of X 3 
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from one rebound to the next is of order aKL. 	It is of interest to consider 
mappings in which the variation of every quantity is of the same order as the 
quantity itself. This gives the two relations 
Ui  = O(r'), 	0(1), (3.6) 
Vi 	 g 
from which we deduce that 
U3 = O(gr), 	V 	0(g r). (3.7) 
This implies that U << Vj and we conclude that the particle velocity is nearly 
vertical. 
The constant total energy (sum of potential and kinetic) is 




LFrom eqns(3.5) and (3.7) we obtain 
E = 0(gr) (3.9) 
and 
(3.10) 
are related to the transverse velocity W and the normal velocity R3 by 
W3 =U3 cos O+V sin O, 	R=—Usin9+V3 cos9. (3.11) 
Using eqns(3.5) and (3.7), we obtain 
22 147 = 0(gr), 	J?3 = O(gr), (3.12) 
and the relations (3.11) reduce to 
WU—EO, (3.13) 
As the collision is elastic 
W, 	R = —R 3 . (3.14) 
After the rebound (described by the primed quantities U, V3', W, R ) we there- 
fore obtain the relations (similar to eqn(3.13)) 
W=U+vEO3 , 	 R'E. (3.15) 
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The time elapsed between rebounds j and  j + 1 is 
T 
= 	- y, + 1 	2/ 	 (3.16)  
VjI 
g 	g 
and we have 
x 1 x + 2\U, 	u 1 = u. 	(3.17) 
(These equations are approximate and no attempt is made to calculate exactly 
where the (3' + 1)th bounce occurs.) LFrom eqns(3.4),(3.13),(3.15),(3.14) and 
(3.17), we obtain the mapping from (Xi, W3 ) to (X+i, l'VN) 
- (Xi - 	 (3.18) g Wi+gr 
wj + 	(X - s + X1 - s+i). 	 (3.19) 
In the limit r —p oo the sign may be replaced by = and eqns (3.18) and (3.19) 
become strict equalities. 
3.4 Dimensionless form 
Many parameters may be eliminated by reducing this mapping to a standard, 
dimensionless form. This is achieved through the introduction of a positive 
dimensionless parameter defined by 
4E 	 rLE 4E 
cosh 	1 + -, sinh = (2+ —), 	(3.20) 
gr 	gr 




sinh. 	 (3.21) 
gr 2/E 
Note that L' is related to the energy of the particle. Eqns (3.18) and (3.19) then 
reduce to 
X31 = X3 cosh' + w3 sinh - s(cosh - 1), 	(3.22) 
= X sinh + wj cosh - 	cosh + s+) tanh . 	(3.23) 
The only remaining parameter is 0 . This parameter is of great importance 
as it has a strong bearing on the motion of the particle. It cannot be eliminated 
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as it is related to the eigenvalues of the fixed points. Eqns(3.22) and (3.23) form 
a piecewise linear mapping, which we will designate by F. It will be convenient 
to define 
Xj = X3 - Si. 	 (3.24) 
The equations can then be written as 
= xcosh?' + w3 sinh + ( s3 - s+), 	 (3.25) 
= Xj sinh 0 + wj cosh o + ( s - s +,) tanh . 	(3.26) 
3.5 Properties 
3.5.1 Equations for the iterated mapping 
By applying eqn(3.25) repeatedly, we obtain explicit equations for F: 
= xo cosh n +wo sinhnO 
+.1{sinh[(n - j + 1)] - sinh[(n —j)]}(sji - si ), 	(3.27) 
w x0 sinh no + wo cosh no 
+.1{cosh[(m - j + 1)] - cosh[(n - j)]}(8ji - si). 	(3.28) 
Using difference formulas, we can also write this as 
Xn = x0coshn+wosinhn+ 1 
	
cosh[(n—j+ —S), (3.29) 
cosh 
w = xo sinhn+wo cosh n+ 1 
	
sinh[(n—j+ )1(s_ —si). (3.30) 
cosh ± 	 2 
These equations are also true for n = 0 and n < 0 provided we use the following 
generalised definition of a sum 
j=b 	 j=b j=a 
E f(i) = ( - E)f (j) 	 (3.31) 
j=a+1 	j=c j=c 
where c is an integer which satisfies c < min(a, b). The following useful equa- 
tions may be derived from eqns(3.29) and (3.30) 
2ev' 





Xn - 	= e{(x o - w0 ) + e 	+ 1 	e(s_i 
- si)}, 	(3.33) 
i=i 
or, separating the s3 
n—i 
x + w 	
2 
= e{(xo + WO)  + e + 1 




= Cno{(x o — W O ) + e 
2+ 
 1 [so+(1—e) 	esj—e 1 sn]}. (3.35) 
i=i 
3.5.2 Fixed Points 
When successive rebounds take place on the same disk, eqns(3.25) and (3.26) 
reduce to the simple form 
= xj cosh' + wsinh, 	= x3 sinhi' + wcosh. 	(3.36) 
This is a linear mapping, with the fixed point x = w = 0. Going back to X, 
we find that this actually corresponds to two fixed points, depending on which 
disk is involved: 
X=1, w=0, s=1; 	 (3.37) 
X = —1, w = 0, s = —1. 	 (3.38) 
LFrom eqn(3.36) we derive 
xj+i + wj+i = (x + w)e, xj+i - w+i = (x - w)e, 	(3.39) 




Therefore the fixed points are unstable. The associated eigenvectors are given 
by 
W = x, w = —x 	 (3.41) 
and are shown in fig(3.5). It appears from this figure that the unstable mani-
folds of the left(right) fixed point joins continuously to the stable manifold of 
right(left) fixed point.. However, this is not the case. The manifolds break into 




Figure 3.5: Fixed points and invariant manifolds. The unstable manifold of the 
left fixed point, Wu(-1),  is shown as a dashed line segment. Notice how the 
manifold breaks up into discontinous sections, the first of which is shown here. 
A more detailed explanation of this feature of the manifold will be given later. 
Figure 3.6: Different regions in the surface of section. The arrows indicate the 
motion of phase space. 
3.5.3 Regions in the surface of section 
It is useful to divide the (X, w) plane up into 18 regions identified in fig(3.6) by 
numbers 1 to 9 and 1' to 9. They are distinguished according to the following 
conditions: 
[;Ii] 
(1) X < O(s = —1) or X > O(s = +1) 1. 
x + w negative, zero or positive; 
x - w negative, zero or positive. 
Note that this implies that regions 1,4,7,8,9 contain the line X = 0. Regions 
5 and 5' reduce to single points and correspond to the right and left fixed points 
respectively. The regions corresponding to different branches of the invariant 
manifolds (namely regions 2, 4, 6, 8, 2', 4', 6, 8') are 1 dimensional. The follow-
ing lemmas help to explain the movement of phase space in the (X, w) plane 
between the different regions. (P3 is the point with coordinates (X3 , w3 ).) 
Lemma 1 If 	= s3 then P i is in the same region as 13. 
Lemma 2 Regions 1 to 6 are mapped into themselves by F. 
Lemma 3 Regions 1' to 6' are mapped into themselves by F. 
Lemma 4  Regions 2,3,5,6,8,9 are mapped into themselves by F 1 . 
Lemma 5 Regions 2', 3', 5', 6', 8', 9' are mapped into themselves by F'. 
Lemma 6 Regions 7, 8, 9 map either into themselves or into one of the regions 
1', 4', 7'. Moreover they always map into 1', 4' or 7' after a finite number of 
iterations. 
Lemma 7 Regions 7', 8', 9' map either into themselves or into one of the regions 
1, 4, 7. Moreover they always map into 1,4 or 7 after a finite number of iterations. 
3.5.4 Asymptotic behaviour 
The following theorem can be deduced using the above lemmas. 
Theorem 1. For j -* +oo, any orbit falls after a finite number of iterations into 
one of the following five asymptotic regimes 
1) right-escaping orbit: the points stay in one of the regions 1,2 or 3; X 3 
+00, W - +00. 
'This assignment might appear arbitrary. However it is used in Lemma 13 to show an 
exceptional case concerning bounded orbits when e'' = 3. 
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right-asymptotic orbit : the points stay in one of the regions 4,5 or 6; 
X -* +1, w - 0. 
left-escaping orbit : the points stay in one of the regions 1', 2' or 3'; 
Xi -+ -00, W 3 -4 -00. 
left-asymptotic orbit the points stay in one of the regions 4', 5' or 6'; 
X3 -p — 1, W 3 - 0. 
oscillating orbit : the points visit alternatively regions 7 and 7'. 
A similar theorem can be proved for j - - 00. 
An important consequence is 
Theorem 2. If an orbit is not escaping for j -* +oo (resp. j --4 -00 ), then X3 
and w, are bounded for j -4 +00 (resp. j --4 —oo). 
This means that if the orbit falls into categories (2), (4) or (5) it will remain 
forever bounded. 
3.5.5 Computation of X and w from the S sequence 
The following results will be required later. A given orbit may be associated 
with the doubly-infinite sequence 
S : ... 5 -2, S_i, So, S1,  S2) ... 
	 (3.42) 
Lemma 8. If an orbit is bounded for j -* +00, then X3 + w3 can be expressed 
as a definite function of the Sk  for k > j 
+00 
X3 + w3 
= e"t' + 1 
[S + 2 	e""sk]. 	 (3.43) 
k=j+1 
Proof. We let ri - 00 in eqn(3.34). Since x + w,., is bounded, the quantity be-
tween the braces in the right-hand member must vanish in the limit. Extracting 
x0 + w, we obtain the above formula for j = 0. A simple translation of the 
indices gives the formula for arbitrary j. 
Similarly, from eqn(3.35) 
Lemma 9. If an orbit is bounded for j -* -00, then X3 - w3 can be expressed 







e-0 + 1 [s + 2 k=—oo 
	
(3.44) 
Combining eqns(3.43) and (3.44), we obtain 
Lemma 10. If an orbit is bounded in both directions, then X3 and w3 are definite 




= e + 1 [s




= e + 	
e(s±k - Si—k)]. 	 (3.46) 
k=1 
A consequence of this is 
Lemma 11 To a given sequence S there corresponds at most one orbit bounded 
in both directions. 
We may now prove 
Lemma 12. If 
e' >3, 	 (3.47) 
then to any given sequence S there corresponds exactly one orbit bounded in 
both directions. 
Proof. For a given sequence, we can compute the numbers X 3 and w3 given by 
eqns (3.45) and (3.46). The orbit defined by X3 and wj will correspond to S if 
all X3 have the correct sign Si.  We have 
therefore 
or 
>> Si-I-k > 	 (3.48) 
Si 	 Si 
+00 
e - 1[1 - 2e], 	 (3.49) 
si 	e 1' + l 	k=1 
Xj e'-3 
> 	> 0. 	 (3.50) 
s 	e+1 
The case eO = 3 is covered by 
Lemma 13. If 
eO = 3, 	 (3.51) 
IN 
then to any given sequence S there corresponds exactly one orbit bounded in 
both directions, with one exception: if the sequence has the particular form 
Si = — 1 for some j, 5k = +1 for k j, then there exists no orbit bounded in 
both directions which corresponds to it. 
Proof The equality in eqn(3.49) is realised only if Sk/Sj = — 1 for all k j. 
In that case eqn(3.45) gives X3 = 0. If 53 = +1, the value of X3 still agrees 
with s. But if sj  = —1, there is a contradiction and the orbit defined by X 3 
and w3 does not correspond to S. 
3.6 The h-orbits 
A one-parameter family of orbits may be defined by the condition that two 
successive bounces have the same X-coordinate. We suppose that the particle 
is released from rest at position (h, Yo); Y0 is a constant and h is a variable 
parameter. We then have 
X 0 = X 1 = h, 	 (3.52) 
where X0 is the coordinate of the last rebound before t = 0 and X 1 is the 
coordinate of the first rebound after t = 0. (Note that this type of behaviour is 
generally not permissible if we do not consider the large r limit- see section(3.3).) 
Clearly this implies that so = s 1 and from eqn(3.25) 
wo = —(h - so ) tanh , w 1 = (h - So) tanh , 	(3.53) 
with 
so = sign(h). 	 (3.54) 
In the phase space of the dynamical system the points (X 0 , wo ) and (X 1 , w i ) 
are symmetrical with respect to the X-axis. It can be shown, that for any j, 
X3 = X 1_, 53 = 	w3 = — w 1_, 	 (3.55) 
i.e. the points (X, w 3 ) and (Xi_,wi_i) are symmetrical about the X axis. 
This follows from the symmetry of the orbit with respect to t = 0. 
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The application of lemmas 12 and 13 will be required later. So from this 
point onwards we shall assume that the parameter b satisfies 
e > 3. 	 (3.56) 
If the motion of the particle can be described in terms of this one-parameter 
family (with satisfying eqn(3.56) ) its orbit is called an h-orbit. 
We can write 
cosh(—/i/2)
= (h — so) 	 (3.57) 
sinh(—/2) 
x o = (h 
—so) cosh(— 	
w0 /2) 	 cosh(—/2)' 
and from eqns(3.29) and (3.30) we obtain explicit expressions for x and w, 
1 




1 {sinh[(n— )](h—si)+ 2 sinh[(n—j+)](s_i—s)}. (3.59) 
cosh 2 	2 	 2 
Separating the s, we also have 
x =h 
cosh[(n - 	- 2 tanh 	sinh[(n - i)] - S n , 	(3.60) 
cosh 
sinh[(n - 	- 2tanhscosh[(n - A01 - stanh. (3.61) Wn=h 	
cosh 1b 2 
These equations may be rewritten as 
hcosh[(n - 	- 2tanh 	Issinh[(n —j)O], 	(3.62) Xfl 	
cosh 
hsinh[(n—
' - 2tanh 	i11sjsinh[(n—j)b} - stanh. wn = 	 (3.63) 
cosh 
3.7 Symbolic Representation of an h-orbit 





	 (3.65) 1 if 
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where j = 1, 2.... This means that d3  = 0 each time the particle bounces on 
the left disk and d3 = 1 for each bounce on the right disk. The D sequence is 
seen to differ from the S sequence in the choice of symbols. Also the d3 are only 
defined for j > 0. 
A number A may be defined by its binary representation: 
00 
A = 0.d1 d2 d3 ... = 	 (3.66) 
This number is of relevance because it is closely linked to the properties of the 
h-orbit. Note that 
0<A<1. 	 (3.67) 
There is not strictly a one-to-one correspondence between the sequence D and 
the number A. It is true that for each sequence D, there corresponds a unique 
value of A. However, for each value of A in the interval (3.67) there may 
correspond either one or two sequences. There are two possible cases which 
should be distinguished: 
1) A is the form 
k x 
	 lew 
where k and p are integers. In this case A is referred to as a round number and 
this case must be divided into three subcases. 
If 0 < A < 1, then there exists one representation (3.68) of A for which 
k is odd and p> 0. Two different sequences correspond to A: 
0.d1 d2 .. . d 1 01 and 0.d1 d2. . . d,_i1O. 	 (3.69) 
Following the standard convention the overline indicates a recurring digit. 
If A = 0 only one corresponding sequence exists 
0.O 	 (3.70) 
If A = 1 only one corresponding sequence exists 
oil 	 (3.71) 
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Sequences which contain only a finite number of zeroes such as the first of 
eqn(3.69) and eqn(3.71) are referred to as 1-ending sequences. Similarly, se-
quences which contain only a finite number of l's such as the second of eqn(3.69) 
or eqn(3.70) are referred to as 0ending sequences. 
2) A is not of the form in eqn(3.68). It is referred to as a non-round number. 
In this case only one corresponding D sequence exists. The sequence is neither 
0-ending or 1-ending, containing an infinite number of 0's and and an infinite 
number of l's. It is referred to as an oscillating sequence. 
The h-orbits which are right escaping or right asymptotic correspond to 
round values of A and sequences which are 1-ending. Orbits which are left-
escaping or left asymptotic correspond to round values of A and sequences 
which are 0-ending. Orbits which never escape correspond to non-round values 
of A and sequences which are oscillating. 
3.8 Relation between A and h 
Since the h-orbit changes continuously within an interval of continuity the se-
quence of rebounds remains the same throughout the whole of this interval. 
This means that the value of A is constant. If A is plotted as a function of h 
(for a fixed value of iJ') a fractal picture is generated. This has the appearance 
of a Devil's staircase consisting of a large number of horizontal segments as 
shown in fig(3.7). Each segment corresponds to an interval of continuity. A 
popular review of the Devil's staircase may be found in Bak(1986). 
A number of theorems relating to this fractal have been proved by Hénon. 
Theorem 3. A is a non-decreasing function of h. 
Proof. Consider two different orbits, corresponding to h and h', with the prop-
erty that A < A'. Let us assume that the two D sequences agree up to the 
(p-1)'th digit. i.e. d1 = d', d2 = = d,_ 1 and d = 0,d, = l(p ~! 1). 




1 (h' - h). 	 (3.72) 
' 	
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Figure 3.7: The typical form the fractal assumes when eV1 > 3 (q is an integer 
which distinguishes bars of the same p-value - it is referred to in sec(3.9)). 
Since X, > 0 and X, < 0, it follows that 
h' > h. 	 (3.73) 
Conversely, therefore, if h' < h then A' < A. 
Though A> A' implies that h> h' it is not true that A = A' implies that 
h = h'. It turns out that there are whole intervals of h which correspond to the 
same value of A. 
We now consider the problem from a different angle and investigate which 
values of h correspond to a given sequence D or to a given value A. 
3.8.1 Non-round A 
Consider the case of a non-round A which is associated with an oscillating 
sequence D. If a corresponding h-orbit exists it will be oscillating and hence 
bounded by Theorem 2. Suppose, in addition, that eqn(3.56) is satisfied thus 
permitting the application of lemmas 12 and 13. Then the following theorem 
holds 
Theorem 4  To any given non-round A there corresponds exactly one h-orbit. 
The exceptional case mentioned in lemma 13 does not arise in the case of 
h-orbits so the theorem holds in the marginal case when eO = 3. 
The value of h can be shown to be (from eqn(3.43) with j = 0 and eqn(3.53)) 
+00 
h = (e - 1) 	 (3.74) 
3.8.2 Round A, 0 <A < 1 
We now consider the case in which A is a round number in the interval 0 < 
A < 1. From eqn(3.69) we see that there are two sequences which correspond 
to this. The h-orbits, if they exist, will be either asymptotic or escaping. 
Asymptotic Orbits 
Consider a 0-ending or 1-ending sequence which gives rise to an orbit which is 
bounded. (This implies that we are dealing with either a left or right asymptotic 
orbit. After a finite number of iterations the orbit must therefore lie on the 
stable manifold of one of the two fixed points.) We find a very similar result to 
the above theorem: 
Lemma 1. To any given 0-ending or 1-ending sequence there corresponds ex-
actly one asymptotic h-orbit. 
An expression for h may be calculated from eqn(3.74) (since the asymptotic 
orbits are bounded) using any sequence in which .s i to s is arbitrary and s3 = 
—s for j > p. h is given by 
p- i 
h = (&'' - 1) E es + (e - 2)e's. 	 (3.75) 
j=1 
Theorem 4 and lemma 14 imply the existence of at least one h-orbit for any 
A. Loosely speaking this means that there can be no "spaces" between the 
bars. The following theorem may be proved using this result and theorem 3. 
Theorem 5. Let A : [-1, 1] -p [0, 1] be onto and monotonically increasing (not 
strictly), Then A is continuous. 
Proof 2 
We show that that the preimage of a closed interval is closed. Let [yl, y21 C [0, 11 
and X = A 1 ([yi, y2]). Our aim is therefore to show that X is closed. If we set 
= inf{xx E X} 
2This proof was suggested by Dr T. Gilbert, University of Edinburgh. 
this is equivalent to showing that x 1 e X. Suppose (towards a contradiction) 
that x 1 V X. Then x 1 <x V x E X which implies that A(x i ) < A(x), V x E X 
and so A(x i ) < yl. But x 1 V X which means that A(x i ) Yi  and so A(x i ) <yl . 
Suppose that A(x i ) = yo where yo < Yi and consider 9 = ( yo + yi )/2. Since 
A is onto then there exists such that A(±) = . Now yo < 9 implies that 
x 1 < since A is a monotonically increasing function and 9 <Yl implies that 
<x V x E X. This gives a contradiction since x 1 = in! {xx E X}. Hence 
E X. A similar argument shows that sup{xx e X} e X. X is therefore a 
closed interval and A is continuous. 
Escaping Orbits 
We consider escaping h-orbits represented symbolically by sequences which 
are 0-ending or 1-ending. These yield round values of A in the open interval 
(0,1). 
Suppose that we consider a single value of A with the two distinct repre-
sentations given in eqn(3.69). A right asymptotic orbit can be identified with 




= (e'1' - 1) 	- (e - 2)e'. 	 (3.76) 
j=1 
The value of h corresponding to the left asymptotic orbit is calculated in similar 
fashion: 
p- i 
h = (& - 1) 	+ (e - 2)e'. 	 (3.77) 
j=1 
This means that 
- h_ 	= 2(e - 2)e' > 0. 	 (3.78) 
Since the function A(h) is non-decreasing by theorem 3 it must therefore 
remain constant throughout the whole interval h_ < h < h. This explains 
why the fractal is composed of an infinite number of horizontal plateaus or 
bars. Each bar is associated with a round value of A. For a given bar the only 
bound orbits are asymptotic and are found at h = h_ and h = h+. The open 
interval (h_, h+) consists entirely of escaping orbits. 
The sum of all the horizontal bars in fig(3.7) can be shown to be equal to 
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the length of the base of the fractal. Each bar (which shall be referred to as 
a p-bar) is defined by a sequence of p — 1 binary digits. In particular, for a 0-
ending sequence or 1-ending sequence, there are p — 1 digits (s3 , j = 1. . . p — 1) 
which correspond to the value of A(h-) or A(h +). (More will be said about 
these digits in the following section which deals with escaping orbits.) Since all 
possible binary sequences are permissible (for e' > 3) this means that there are 
2' bars for each value of p 
> 	(h - h_) = 	2' 1 2(e — 2)e 	= 2. 
all p bars 	 pl 
This is the expected result since it is the length of the interval (-1,1). 
3.9 Escape Distributions I 
We shall investigate the time it takes for h-orbits satisfying e b > 3 to escape 
from the system. The time to escape, for a given value of h, is the smallest 
integer k such that IX,,l > 1 for all n> k. In particular we would like to know 
which values of h (i.e. which sub-intervals of (-1,1)) correspond to orbits which 
escape after at least k bounces (say) within the constrained region (-1 < X < 
1). By summing up the lengths of these sub-intervals it is possible to produce 
an escape distribution. 
The concept of a horizontal bar (or plateau) was discussed in the previous 
section and it was mentioned that at each end of every bar there were right and 
left asymptotic orbits corresponding to h = h_ and h = h. Clearly these orbits 
take infinitely many bounces to escape. If we move away from these extremes 
and consider h = h_ +8 or h = —5 we find orbits which escape after a finite 
number of bounces. If 5 is very small then the time to escape is very long (more 
precisely, k —* 00 as 5 -* 0) but for larger values of 5 the escape time becomes 
shorter. For values of h in the interval (h_, h) (for a given p-bar) the time to 
escape never falls below p. This is due to the sequence of p — 1 binary digits, 
Si, S2,• . . Sp-11 .Sp, 	Sp, 	Sp,. 
(mentioned in the previous section) associated with the value of A(h_) or A(h +). 
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The first term corresponding to possible escape is the p + ith term in the 
sequence. This means that the orbit must remain bound for at least p bounces 
and the condition X,,.> 1 or X, <-1 can only be satisfied for n > p + 1. 
If we wish to find those intervals of h which correspond to orbits which 
remain bound for at least k bounces we require to sum together the full lengths 
of the horizontal bars for which p > k. Only partial contributions will be 
required from the bars with p < k. This is because some values of h near the 
centre of these bars lead to orbits which escape too rapidly (i.e. in under k 
bounces). The former calculation is straightforward since a formula exists for 
the length of each bar. Adding the latter contribution the whole calculation 
may be performed as follows: 
Step (i) Finding an expression for the time to escape, k, as a function of 8. This 
expression may be inverted to yield 8 as a function of k. It is necessary to treat 
either end of each bar separately. We refer to Sr  or 61 depending on which end 
is being considered. The total partial contribution from each bar is given by 
9, + Si. 
Step (ii) Summing together the partial contributions (of which there are 2') 
from all the p-bars for each p < k. 
Step (iii) Considering the contributions from all bars with p > k. 
Steps (ii) and (iii) can be carried out by introducing a double sum. We begin 
with 
Step (i) 
We calculate an expression for k(S) by considering the values of h which lead 
to left and right asymptotic orbits. In both cases the particle will take infinitely 
long to escape. 
LFrom eqn(3.77) the left asymptotic orbits for a p-bar occur at 
p- i 
h = h = (e"' - 1)e's +(e —2)& 	 (3.79) 
j=1 
where s3 is any sequence satisfying s = 1 and s3 = — 1 for all j > p. (Note the 
change of notation.) Substituting this into eqn(3.62) gives 
X = [(e - 1) 	es + (e - 2)e}(ee 	+ ee)/ cosh 
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-2 tanh 	 - ee)}. 
On expanding this gives, for n > p + 1, 
p- i 	 p- i 
X = 2 cosh 
1 	
{e(e - 1)e 	 + ee(e - 1) 
2 	 j=i 	 j=1 
+e(e' - 2)e e" + e(e' - 2)ee} 
p-i 	 n-i 
	
—2tanh 	eesj - 	ee + 
j=1 	 j=p+i 
- 	sje 	- 	+ 	 e'} 
j=1 j=p+i 
where we have used the fact that s = 1 and s1 = — 1 for all 1 > p + 1. This 
gives 
______ 	 ee(e - e — xn =e 	 + 	
1 1) 
	
esj + 	_2 ee 
j 	 e + = 1 j=i 	e + 
1  
- 2)e' - 
e_— 
e+1 
- 1 	e 
 
[e)(1_—e
—(-- P-1) 0 ) 







This simplifies to give 
X, = —1 + eL1, n>p+1 
where 
MeO - 2)e-PV' 
T 	 F 
e''+1 j=
1 
	 e + 1 
+tanh { se +e}+ 
e + 1' 
Following the above approach we may obtain a similar expression for right 
asymptotic orbits. In this case (cf.eqn(3.76)) 
p- i 
h = h_ = (e - 1) E e's - (&' - 2)e" 
j=i 
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and we find that 
X,. = I - e -nV L,  
where 	
p-i e(e - 2) e 
+ 	
e + 1 Lr[ e+1 
i=i 
p-i 	 e(P+l)' 
- e} + e + 1 
i=1 
Now suppose that h = h_ + 8r and that the si 's are the same as in eqn(3.79) 
(i.e. we are looking at the same bar). From eqn(3.62) we would have 
= (h_ + ) 
cosh[(n - 	- 2 tanh 	sj sinh[(n - j)]. 	(3.80) 
cosh 0 2j=i 
Then from eqn(3.80) and eqn(3.62) we have 
" =X + r  n 








To find the time of escape we are interested in the number of bounces, k, before 
the particle escapes over the right hill. We find that (solving X = 1 and 
rearranging for 5) 
2e2 cosh()L 
e2 + e b 
This completes step (i). 
Step (ii) 
In order to talk about a particular bar two subscripts must be introduced to 
L and L 1 . The first subscript p is the integer associated with the bar, indicating 
the number of digits which occurred in the sequence before the repetition of 
either zeros or ones. The second subscript q distinguishes between bars of the 
same p-value. 
In the case of bars with p < k we must evaluate 





2e2 cosh()(Li) pq 
	
e2 + eb 	
1pk-1 	 (3.82) 
and 
2e2 cosh ()(L r ) pq 
1pk-1. 	(3.83) (ör)pq 
= 	e2 + et' 





(e - 1) 	
e"'sqj 
 + e(e - 







e(e - 2)e-PO  
(Lr) pq = 2P- [ 	
e + 1 	
+tanh()e + 
e + 11 
q=1 
2 1 p—i 
- 1:(eO tanh e'sqj + tanh()sqje). 
q=1 j=1 
The last term can be shown to be zero because, for given j, 8qj = ±1 in equal 
numbers of bars. Suppose, for example, p = 3 then 
esii + e-20  S12  + es21 + e-20  S22 
q=1 j=1 
+e's3i + e 2 ' s32 + e S + e2s42. 
There is a 1-1 correspondence between the set {(s 1 , sf2), i = 1..4} and the set 
{(1, —1), (1, 1), (-1, 1), (-1, —1)}. This means that 
e'(sii  + S21 + s31 + 841) = 0 
and 
e 2'(s12  + 822 + 832 + 842) = 0. 
This argument may be generalised for any integer value of p. Hence 
2 1 p1 




2 1 p1 
es = 0. 	 (3.84) 
q=i j=i 
Discarding these terms we then have 





p=l q=1 	 p=i 
which gives 
k-i 	






1 	e2li'(l - (2e )k_i) 
tan 1I[ 	
1 —2e 	eP + (1— 2e) 
e2k_1(e7P - e-(k -l ) iP  
= 	 e+1 
Hence by eqn(3.83) 
k-i 21
- e_(k_i)) 1:
(8r ) pq = 	
e2'+e 
p=l q=i 
There is an equal contribution from right-escapers, and 
k-i 21 	 e 2(e (Ic_i)lil - e_(c_l)) 
>j {(61) pq + (c5r)pq} 
- 	 e2 + eli) 
P=1 q=i 
Step (iii) 
We must add to this the contribution from the bars with p ~! k. LFrom 
eqn(3.78) the length of each p-bar is given by 
h - h_ = 2(eli' - 2)e' 






Hence the fraction of h-orbits, Esc(k), in the interval (-1, 1) which escape after 
at least k bounces is found by adding together the two contributions (i.e. for 
p > k and p < k) and dividing by 2. 
1 e2k(e(k) - e_(k_])) 	2ke_(e - 2) 
Esc(k) = 	 e2 + e'1' 	
+ 










Figure 3.8: Esc(k) against k, = ln(3 + x), x = O..4 
= 2k .1 	cosh 	 (3.85) 
cosh((k - 
In fig.(3.8) we plot Esc(k) against k for various 0. In general terms a larger 
value of 1 increases the number of fast-escapers causing Esc(k) to decrease 
more sharply. This is to be expected intuitively since increasing the value of 0 is 
equivalent to dropping the particle from a greater height. In more mathematical 
terms if we were to examine fig(3.7) for various i/' we would see that the p = 1 
bar tends to occupy a larger fraction of the interval (-1,1) as ' increases. This 
means that the higher order p-bars which are associated with slow escapers play 
a less significant role. A plot of ln(Esc(k)) against k is shown in fig(3.9). 
The results above have parallels with other studies of escape probabilities. 
Contopoulos and Kaufmann(1992) have studied escape probabilities in the po-
tential 
V = (x2 +y2) - €x2y 2 . 
This potential may represent the central parts of a galaxy. They consider a 
fixed energy and various values for E. 
Escape distributions in Hamiltonian systems have also been studied in other 
areas of mathematical astronomy. For example, Kandrup et al. (2000) inves-






Figure 3.9: ln(Esc(k)) against k, = ln(3 + x), x = 0..4 (Only integer values of 
k should be considered, and so values of Esc(k), which can occur at fractional 
values of k, are of no significance.) 
H0 is integrable and €H1 is a non-integrable correction. 
In these problems a critical value of € exists (say €) such for € < €o escape 
is impossible. The authors show that for higher energies the probability, P, of 
escape at time t, computed for an arbitrary orbit ensemble decays towards zero 
exponentially with t. The rate of decay is related to €. 
A similar relationship is found to exist in Hénon's problem in the func-
tion Esc(k) - although there are some differences. In Hénon's problem time 
is measured discretely in terms of the number of bounces for which the parti-
cle remains bound between -1 and 1 (not in terms of a continuous variable t). 
Also, Esc(k) does not give the probability that an arbitrarily chosen h-orbit 
will escape on the kth bounce - it is the probability that it will escape on or 
beyond the kth bounce. However a common feature in our model and in the 
models described above is that the exponential decay factor is a function of the 
energy. In Hénon's model this is clear from fig(3.8). Notice that as k -* oc, 
Esc(k) decays at a rate which depends on the value of . This decay factor is 



















Esc(k) - 2cosh(k - 	-2e 
Esc(k - 1) - cosh(k - 
as k —p 00. 
3.9.1 Numerical Approach 
The above theory used to derive the escape distribution is valid only for &b > 3. 
If e' < 3 it is possible to construct sequences for which there exists no corre-
sponding h-orbits. (More details may be found in Hénon (1988).) This causes 
gaps to start appearing between the horizontal bars in fig(3.7) and destroys the 
continuity of the "devil's staircase". If we tried to repeat the above proof we 
would be unable to show eqn(3.84). The cancellation of this term was permissi-
ble only since we assumed that all possible sequences were to be included. This 
problem can be overcome by using a numerical technique. 
A numerical approach may be used to calculate the escape distribution. This 
is useful for examining the case in which eO < 3 and also provides a means of 
testing the above analytical theory for e"' > 3. The technique is described as 
follows: 
We begin by dividing the interval (-1,1) of h into a large number of equally 
spaced parts. Let us suppose there are N parts each of width A = 21N. We 
consider the following set of initial conditions for h-orbits in the interval (-1,1) 
Q= {(Xok=_1+ kA, wok=_[Xok_ s o] tanh) k=1 ... N}. 
The initial X coordinates are distributed uniformly in the interval (-1,1) and 
the corresponding values for w are calculated from eqn(3.53). Applying the 
formulae derived earlier these h-orbits are evolved forward in time, i.e. using 
the iterative scheme 
X31 = (X3 - s) cosh + w3 sinh 0 + 33 
and 








Figure 3.10: Numerical results showing Esc(k) against k, e 1' = 2J.7 .7 compared 
with the analytical results in fig(3.8). 
(cf. eqns. 3.22, 3.23 ). 
For each h-orbit the minimum number of iterations, k, required to satisfy 
Xkl > 1 is found, i.e. the time to escape is computed for all h-orbits in the set 
Q. We then determine what fraction of the h-orbits in Q escape on the first 
bounce, on the second bounce and so on. In this way an escape distribution 
can be built up. 
If we take N = 50000, fig(3-10) shows the numerical results for different 
values of 0 and values of k up to 11. For comparison we superimpose the 
analytical results from fig(3.8). The numerical results are in close agreement 
with the analytical theory. Note that the top curve (obtained for &0 = 2) 
in fig(3.10) stands alone. Fig.(3.11) provides a better comparison by plotting 
ln(Esc(k)) against k. For k > 7 the numerical results seem to lose accuracy. 
This occurs when Esc(k) -, at which point the set of h orbits is too coarsely 
sampled. This ends the story for h-orbits. We will return to escape distributions 
in sec(3.10.2) which deals with a more general class of orbits. 
3.10 Chaotic Transport 
The h-orbits represent a 1-dimensional family of orbits. The h-orbits are anal- 














Figure 3.11: Numerical results showing ln(E.sc(k)) against k, e t' = 2,3..7 com-
pared with the analytical results in fig(3.9). 
investigated in sec(4.5.2). To develop a more complete picture it would be of 
interest to derive an escape distribution for orbits with more general initial con-
ditions. This can be achieved by examining the transport of phase space across 
a suitably defined boundary. 
The model problem developed by Hénon contains structures that arise fre-
quently in the study of dynamical systems. Much progress in understanding 
how these structures may be applied to problems involving phase space trans-
port has been made by Stephen Wiggins. For example, a paper by Rom-Kedar, 
Leonard and Wiggins (1988) (also mentioned in Wiggins (1992)) investigates 
the flow field induced by a pair of point vortices using techniques from dy-
namical systems. Hyperbolic fixed points (denoted by Pi  and P2  in flg(3.12)) 
arise in this problem, and the authors use the stable and unstable manifolds of 
these fixed points to form two separate regions R 1 and R2 . The fixed points are 
symmetrically located about the origin with the stable and unstable manifolds 
as shown. We see that there is a general similarity between this system and 
Hénon's model problem in fig(3.5). Region R 1 can be thought of as containing 
fluid which has become trapped in the neighbourhood of the vortices. Region 




Figure 3.12: Geometry of the stable and unstable manifolds of Pi  and P2  in the 
case of a pair of point vortices (after Rom-Kedar et al. 1988). 
In order to describe the transport of fluid between the separate regions we 
need to set up a suitable mathematical framework. The following theory (which 
is described in detail in Wiggins (1992)) establishes the necessary definitions and 
theorems, which we then apply from the latter part of sec(3.10.2). 
3.10.1 Mathematical Framework 
Consider a mapping 
f : M - M 
where M is a differentiable, orientable, 2-dimensional manifold. We will also 
assume that f is area-preserving and orientation-preserving. These assumptions 
are in keeping with the definition of the mapping in Hénon's model (except for 
differentiability). Let p, i = 1, 2 be two saddle-type hyperbolic fixed points for 
f. We denote the stable and unstable manifolds of pi by W 3 (p2 ) and Wu(p) 
respectively. Fig(3.13) is a useful illustration. 
Definition 
A point q e M is called a heteroclinic point if q E W(p 3 ) fl Wu(p) for some 




Figure 3.13: Two hyperbolic fixed points showing their stable and unstable 
manifolds; q is a pip, 4 is not a pip. 
Suppose that S[p, q] denotes the segment of Ws (p j ) with endpoints p2 and 
q and U[p, q] denotes the segment of WI(p i ) with endpoints at q and p. 
Definition 
Suppose that q E W 8 (p3 ) fl Wu(p) (where pi may equal p i ). Then q is called a 
primary intersection point (pip) if S[p3 , q] intersects U[p, q] only at the point q 
(and p, if i = j) - see fig(3.13). 
Definition 
Suppose that qo,  q1 e Ws (p j ) and that qo is closer than qi  to p3 in the sense 
of the arclength along W 8 (p). Then we say that qo <s q. Similarly, suppose 
that q0, q1 e Wu(p) and that q1 is closer than q0 to p2 in the sense of arclength 
along Wu(p). Then we say that q1 < qo. 
Definition 
Let q, qi  G W 8 (p3 ) fl Wu(p i ) be two adjacent pips, i.e. there are no other pips 
on U [qi, qo] and S [qi, qo], the segments of Wu(pi ) and W 8 (p3 ) connecting qo and 
q1. Then we refer to the region interior to U[qi, qo]  U S[qi , qo] as a lobe - see 
fig(3.14). 
Transport across a Boundary 
Suppose Ws(pj)  and  Wu(p)  intersect at the pip q. We should like to discuss the 
motion of points from region R 1 to region R2 across the boundary line which is 
defined by 13 S[p, q] U U[p, q] (see fig(3. 15); R 1 and R2 which lie on either 
side of 13, are used for descriptive purposes only). 
Lobe 	
1 
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Figure 3.15: Transport between different regions. 
Fig(3.15) shows the preimage of q and other points on the stable manifold. 
Notice that S[f 1 (q), q]UU[f' (q), q] forms the boundary of precisely two lobes; 
one in R 1 labelled L 1 , 2 (1), and the other in R2 , labelled, L 2 , 1 (1). If these lobes 
are evolved forward by the iterative function f we see that the lobe L 1 , 2 (1) 
has moved from R 1 into R2 and that the lobe L 2 , 1 (1) has moved from R2 into 
R 1 . So the only points which can move from region R 1 into R2 crossing B are 
those in L 1 , 2 (1). Similarly L 2 , 1 (1) contains the points which move from R2 into 
R 1 under one iteration. The two lobes L 1 , 2 (1) and L 2 , 1 (1) have been called a 
turnstile by R.S. MacKay et al(1984). 
3.10.2 Turnstile Dynamics 
Working within thd above mathematical framework Rom-Kedar et al. describe 
the motion of fluid between regions R 1 and R2 in fig(3.12). These authors have 
extended the stable and unstable manifolds in the upper half plane of fig(3-12) 
01 
Figure 3.16: The lobe structure. 
to reveal more of the structure of the lobes which are shown in fig(3.16). The 
lobes are labelled Ej and D. 
We assume that the motion of fluid is governed by a mapping T with the 
property that 
T(E) = 	T(D) = 
Notice that the lobes Ej fall within region R2 for i < 1 and within region R 1 for 
i > 1. (The motion of fluid into R 1 is referred to as entrainment .) Similarly 
lobes D, remain within region R2 for i > 0 and within region R 1 for i < 0. 
(The motion of fluid out of R 1 is referred to as detrainment.) Lobes D1 and E1 
form the turnstile. Transport of fluid between R 1 and R2 is governed by the 
turnstile. 
We return to Hénon's model problem and follow a similar approach to that 
adopted by Rom-Kedar. Phase space may be separated into two regions as 
shown in fig(3.17). This partition closely resembles that of flg(3.12). 
It is possible to extend the unstable manifold of the left fixed point be-
yond the point (0,1) in the (X, w) plane (cf. flg(3.16)). The manifold is found 
to break up into an infinite sequence of disconnected segments as shown in 
fig(3.18) and fig(3.19). The lobes D1 and D'1 act as escape lobes, and are re-
sponsible for detraining phase space from R 1 . They appear as small triangular 
sections. The lobes E1 and E are incoming lobes and contain phase space 
which will enter R 1 on the next iteration of the mapping. The amount of phase 
space detrained from region R 1 during one iteration of the mapping is equiva-
lent to the combined area of lobes D1 and D. Setting D = D1 U D we may 
[.J 
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Figure 3.18: Continuation of the left unstable manifold for eV1 = 1.2. The lobe 
at the top left (which we could refer to as an escape lobe) is the preimage of the 
lobe at the top right. It contains phase space which will leave region R 1 and 
pass into R 2  on the next iteration of the mapping. Another escape lobe exists 
at the bottom right. 
refer to this region as lobe D and denote its area by i(D). Similarly we may 
set E = E1 U E'1 and refer to this region as lobe E. (The area of these lobes and 













Figure 3.19: The incoming and escape lobes shown schematically. 
—1 
Figure 3.20: Lobes D 1 and E1 in more detail. 
Figure 3.21: This shows a line segment which is closed at its left end point and 
open at the right end point - see fig(3.20). 
3.11 Escape Distributions II 
In this section we compute escape distributions analogous to fig(3.10). We 
should like to know the rate at which phase space, initially in region R 1 , escapes 
into region R2. 
A crude method would be to place an array of grid points across region 
R 1 measuring the fraction of points still remaining after k (say) iterations. 
The results of such calculations are presented later in sec(3.11.5). A more 
efficient method (described in Rom-Kedar, Leonard and Wiggins(1988)) based 
on turnstile dynamics is to measure how long it takes for phase space, initially in 
the incoming lobes, to escape from R 1 . This reduces the amount of computation 
required since the phase space enclosed within the lobe is much less than the 
area of region R 1 (assuming 0 is small). We begin by calculating the area of 
the lobe sections. 
3.11.1 Area of the lobe 
The area of the lobe sections may be determined analytically as a function of 
. Fig(3.20) gives a more detailed description of lobes D1 and E1 . Care must 
be taken in dealing with the mapping of points near the discontinuity and for 
this reason we have introduced the simplifying notation described in fig(4.9). 
Fig (3.21) shows a line segment which is closed at its left end point and open 
at the right end point. 
We begin by calculating the position vectors a, e, b and k in fig(3.19) 
a = (0.1— 2tanh 	 (3.86 
'' 	2' 
e = (tanh '-, 1 - tanh -) 	 (3.87) 
b=(e-1,e-2tanh) 	 (3.88) 
k = (1 - e, e). (3.89) 
We shall describe the components of these vectors using the notation a = 










Figure 3.22: Area of lobe, (D 1 ), against the energy parameter 0. 
>< 
W 
Figure 3.23: The escape lobe D 1 and its image for large b. 
means that the lobe takes the form of a right angled triangle whose area 
is given by 
 lk -  el.Ib - el 	 (3.90) 
L 
Since the mapping is area-preserving this means that all images or preimages 
of the lobe will have the same area. Fig.(3.22) shows (D 1 ) as a function of L'. 
As 0 -p Q, -* 1. This is seen by observing that for large the escape 
lobe will contain nearly all phase space in region R 1 satisfying X <0. Fig(3.23) 
shows the escape lobe for large . 
FMII 
3.11.2 Escape rates 
We now describe the scheme developed by Rom-Kedar for calculating escape 
distributions and show how it can be applied to Hénon's model problem. 
We begin by considering phase space initially in lobe E. (Recall that E = 
E UE1 - see fig(3.19).) After one iteration of the mapping lobe E enters region 
R1. However, at some later time, on (say) the (k-1)th iteration of the mapping, 
a portion of the 'image of E' may be found in lobe D and will therefore escape 
on the next iteration. We define ek to be that portion, i.e. 
ek = measure of phase space initially in lobe E that escapes region R 1 on 
the kth iteration. 
Clearly, 
ek = i(Tk_lE fl D), k = 1, 2,... 	 (3.91) 
and 
ek=O, kO. 
where T" 1 E is the region obtained by k - 1 iterations of lobe E. 
Instead of evolving lobe E forwards until it intersects lobe D, one could 
apply the inverse mapping to lobe D since the mapping is area preserving. 
With this in mind an alternative expression for eqn(3.91) is given by 
ek = 1(E fl T 1 D), k = 1, 2,... 	 (3.92) 
Fig(3.24) illustrates the geometry associated with (3.91). (For simplicity we 
show only lobe E1 .) Notice that a more general expression exists 
ek = (Tc+m_lE n Tm) rn 0 	 2D, 	,±1,±,  ... 
In fig(3.25) we illustrate the case m = 0 by displaying the sets Tc_lEi  fl Di for 
several values of k - 1 > 14. These sections have been calculated analytically. 
We now consider the escape distribution for region R 1 and define escape 
portions as follows: 
Let Tlk = area of phase space initially in region R 1 that escapes on the kth 








Figure 3.24: The incoming lobe E1 and Tc_l(E1)  for k = 2,. . . 17 (e'' = 1.2). 
Note that TJc_l(E1)  n D' = 0 for k < 15. The portions of phase space entering 





Figure 3.25: An enlargement of fig(3.24) showing Tk_l(E1)  fl D'1 for k = 
15, 16.... These results have been obtained analytically - see subsec(3.11.3) 
- but do not show the full picture. It is possible for phase space to "jump" the 
escape lobe on its first passage through R 1 but to escape via D 1 or D at some 
future stage. These contributions are not shown here. 
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It is clear that the phase space escaping region R 1 on the kth iteration must 
have been in the lobe T' 1 D at the start. However, not all of T' 1 D was 
initially in region R 1 since portions of T' 1 D may intersect TE, 0 < 1 < k-2 




(T 	 'D fl T 1 E) = 0, for 1 > k - 1. 	 (3.93) 
With this in mind it follows that Tlk = P(D) when k = 1 and 
Tlk = 	
- 	
(T_k+lD n T 1 E), k > 2 	(3.94) 
where the sum in eqn(3.94) represents the phase space in T' 1 D that is also 
in some T 1 E for 0 < 1 < k - 2. Since the mapping is area-preserving we have 
(T 'D) = 
=p (E) 	 (3.95) 
and from eqn(3.92) and the equation following it we have 
ek_1 = ,u(T'D fl T 1 E). 	 (3.96) 
Using eqns(3.96) and (3.95) allows us to simplify eqn(3.94) as follows: 
Tlk = (E) - 
	
ek_1, k > 2 	 (3.97) 
or (since e1 = 0 from (3.93) and (3.96)) 
rlk = (E) 
- 	
e1. 	 (3.98) 
To calculate rlk  it is therefore only necessary to consider the dynamics of lobe 
E, namely the ek. 
We may now calculate an expression for the escape distribution in terms of 
the ek.  Let 
Esc(k) = amount of phase space initially in R 1 which remains in R 1 after k 
iterations of the mapping. 
Clearly, 
Esc(k) = Esc(k - 1) - rlk 	 (3.99) 
or, 
Esc(k) = 	- r1i.( 3.100) 
Using (3.98) we obtain 
k 
Esc(k) =p(Rj) - k(E) + 	- i + 1)e. 	 (3.101) 
This escape distribution is more general than the previous one for h-orbits. 
However, they are related in the sense that the initial conditions for h-orbits 
represent a 1-dimensional subset of region R 1 . Notice that the initial conditions 
for h-orbits which escape in 1 iteration lie in lobes D1 and D'1 . 
3.11.3 Analytical results 
An approximate escape distribution which is valid for small values of k may be 
calculated analytically from eqn (3.101). 
The volume of phase space originally in R 1 which initially escapes into R2 is 
given by the combined area, ii(E), of the escape lobes. After a critical number 
of iterations we find phase space leaving region R 1 which originated in region 
R2 . A careful examination of fig(3.24) shows how this situation arises. After 14 
iterations it is possible for phase space in the incoming lobe E1 to escape region 
R 1 via the escape lobe D'1 . There is therefore an integer M (say), depending 
on the value of 0 , such that 
ek = 0 for 0 < k < M 
and 
ekO for k>M. 
If k is strictly less than M we may replace eqn(3.101) by the linear expression 
Esc(k) = ji(R i ) - k(E). 	 (3.102) 
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For k > M the summation term in eqn(3.101) is no longer equal to zero and 
must be taken into consideration. This means that 
{  
Esc(k) 	
1i(R 1 ) - kjt(E) if 1 < k < M, 
(3.103) 
- k(E) + 	M(k - i + I)ei if k > M.  
We apply eqn(3. 103) by calculating analytic expressions for M and (approxi-
mate) expressions for the ek as a function of 0. (The other quantities are known 
ji(R i ) = 2 and we use the results of the previous subsection for ji(E).) 
Approximation of ek for some k > M. 
The ek may be determined by computing twice the area of the sections Tk_1E1  fl 
(D1 U D) in fig(3.25). This is because 
	
(Tk_lE1 n (Di U Di)) = 	(T1(E1 U E) n (D 1 U Di)) 
= 	L(T''E n D) 
= 	ek. 
The area of these sections may be determined by calculating the position vectors 
s, p, q, r in fig(3.26). 
We start by calculating the equation of the line 12. This line has gradient 1 
and passes through the point with position vector Te for some n > k - 2. 
The line 1 1 is formed by applying the forward mapping (n - 1) times to the 
line segment joining T(a) and k (cf. fig(3.19)). As the line segment becomes 
discontinuous for X < 0 only the (connected) section for which X > 0 will be 
considered. For any n > k - 2 these lines will intersect lobe D'1 as shown in 
fig(3.26). 
The next step is to find where lines 1 1 and 12 intersect the line 1 3 and the line 
X = 0. Expressions for the position vectors s, p, q, r may then be obtained. 
The position vectors T'k and Te may be calculated using the iterative form 
of the mapping (using eqns(3.89) and (3.87)) 
T'k = i;n-1 k n- VbX 	w I 
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Figure 3.26: T' - '(E1 ) fl D'1 for some k > M. 
T 7 e = (e,e) 
= (e(ex —1) + 1,e'(1 —ex)) 
= (e(tanh - 1)+1,e(1 —tanh)). 	(3.105) 
Two sets of points (parametrised by the integer n) are obtained all of whose 
members lie on the stable manifold of the right fixed point. A useful observation 
is that T"'k, TThe —* (1, 0) as n —* 00. 
From (3.105) the equation of line 12 is given by 
- i, 	r.-.—nbi.. 	i\ 	1 	 to int\ W - .z. — L 	 1) i. 
The gradient of the section of line 1 1 lying in the region X > 0 is found by 
calculating the vector joining TTha and T 1 k. Assuming that Ta lies in this 
region it can be shown that 
m1 1 = coth(n). 
It is not legitimate to calculate m1 1 in this way when Ta lies in the region X <0 
due to the discontinuities in the line segment. It is, however, this particular case 
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in which we are interested and it can be shown that the expression for mj, for 
the segment q - s is still valid even when Ta E {X < 01 since we are only 
interested in the region X > 0. 
The equation of line 1 1 is therefore (applying eqn(3.104)) 
w = e 	+ cothn'O(X - 1 + e'). 	 (3.107) 
Line 13 passes through the point (0, 2 tanh - 1) and has gradient -1. Its 
equation is therefore 
w = —X+2tanh —1. 
The position vectors are calculated as follows. 
S = ( x, s) is found by setting X = 0 in eqn(3.107) 
(sx, s) = (0, - cothn(-1 + e) + e). 
q = (qx, q) is the point at which line 1 1 intersects line 1 3 
2tanh ± —1— 	- m 11 (e 	—1) 
qx = 	2 
m1 1 +1 
qw = — qx + 2 tanh - 1. 
p is calculated by finding the point at which 12 cuts X = 0: 
P = (PX,Pw) = (0, —2e(e x - 1) - 1). 
To calculate r we need the point at which line 12 intersects line 13 
r =(rx,r) = (tanh +e(ex - 1),tanh - e(ex 1)— 1). 
Having established the vectors p, q, r, s analytically as a function of 0 the ek 
may be found by calculating (twice) the area of the resulting quadrilateral. The 
simplest way to do this is to perform a clockwise rotation of E about the origin 
and compute the area of the regions L 1 , L 2 and L 3 as shown in fig(3.27). These 
regions take the form of a rectangle and two right angled triangles. 
Calculation of M as a function of I'. 
p r 
Figure 3.27: The quadrilateral formed by the points with position vectors 
p, s, q, r. 
We should like to know the maximum number of iterations, M, for which the 
linear approximation in eqn(3. 102) is valid. A correction (represented by the 
summation term in eqn(3.103) ) is required when the line 12 intersects lobe D. 
M is therefore the smallest integer such that 
—e -(M-2 )0  (ex —1) <tanh 
or, 
1 	tanh 
M>2--ln{ 	2}. 	 (3.108) 
l — ex 
When 0 = ln(1.2) we find that the right hand side of eqn(3.108) is 14.629. 
We therefore set M = 15. A second correction is required when phase space, 
initially in the incoming lobe E1 , escapes from R 1 via lobe D1 . This situation 
occurs after about 30 iterations as illustrated in figs(3.28), (3.11.3). An alterna-
tive method for arriving at eqn(3.108) would have been to consider the lowest 
value of n such that TTha lies in the region X < 0. 
The Escape Distribution 
In fig(3.30) we present escape distributions based on the above calculations. 
The two lower curves are calculated from the linear approximation in eqns(3. 102) 
and (3.103) where we set = in 1.2 for illustration. It is a difficult to compute 
the ek analytically for large k due to the stretching of the lobe boundaries. The 
upper curve in fig(3.30) is generated numerically using a technique developed 
by Rom-Kedar et al.(1988) which we now describe. 
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Figure 3.29: A more detailed illustration showing how the lobes undergo stretch-
ing. This shows T2 E1 . . . T5 El , T6 E1 . . . T 9E down to T 18 E1 . . . T'El . The last 
graph (bottom right) shows T27E1 . After 27 iterations phase space originating 









Figure 3.30: The escape distribution based on turnstile dynamics (ie. eqn. 
(3.101) ) compared with the graphs obtained from the linear approximation in 
eqns(3.102) and (3.103). 
3.11.4 Numerical results 
The ek may be determined numerically by placing a grid of points over lobe E1 
and then measuring the fraction of points which escape on the kth iteration. We 
examine the case in which 0 = ln( 1.2). A grid of mesh width (0.00036 x 0.00036) 
containing 63256 points is placed across lobe E1 . (A small gap of 0.00018 is 
introduced between the boundary of the lobe and the grid points.) If G(k) is 
the number of grid points leaving region R 1 on the k'th iteration of the mapping 
then 
ek = 2  
Having calculated the ek numerically we apply eqn(3.103) directly. Fig(3.30) 
shows Esc(k) against k and compares the escape distribution generated numer-
ically (upper curve) with the analytical approximations based on eqns(3.102) 
and (3.103). The analytical approximations agree with the numerical results 
for small values of k. 
For small k the values of ek obtained from the numerical calculation may be 
compared with the values obtained from the analytical theory - see fig(3.31). 
Notice that the ek are initially zero. This occurs during the time when incoming 
phase space has not yet reached the escape lobes. When phase space which 











Figure 3.31: ek against k, comparing the analytical theory with the numerical 
results. 
values of ek begin to increase. The shape of the graph should be compared with 
fig(3.25) which indicates that a value of k exists for which ek is a maximum. 
3.11.5 "Brute force" calculation 
A straightforward but less elegant method for computing the escape distribution 
is to fill region R 1 with a large number of points chosen randomly. Esc(k) is (ap-
proximately) the fraction of points still remaining after k iterations. Fig(3.32) 
shows Esc(k) against k and compares the escape distributions obtained from 
the brute force calculation with the results using turnstile dynamics. (The re-
sults from the brute force calculation were obtained by randomly filling region 
R 1 with 49928 points.) For small k a good match is obtained. 
3.12 Summary 
We have investigated the escape time distributions for two classes of orbits. The 
1-dimensional family of h-orbits was a good starting point and paved the way 
for a study of orbits with more general initial conditions . In the former case it 
was possible to use the symbolic representation of the orbit to link the escape 
'As mentioned earlier the initial conditions for h-orbits represent a 1-dimensional subset 
of region R1. It seems possible that the analytical theory, based on the escape distribution 
for h-orbits, could be extended to cover the case with more general initial conditions. This 
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Figure 3.32: Escape distributions comparing the brute force calculation with 
the results obtained from turnstile dynamics. 
time with the initial conditions. In the latter case the mechanism governing 
the flux of escaping orbits is that of the turnstile. Of critical importance are 
the manifolds of the left and right fixed points which break up into a series 
of disconnected segments. The segments intersect each other transversally and 
form a tangle. Within this tangle there are two infinite families of lobes. Any 
given lobe generates all other lobes in the same family using the forward or 
inverse mapping. 
One lobe in particular will be entrained each time the mapping is applied 
and, in the other family, there is a lobe that will be detrained. Since the 
mapping is area-preserving all lobes enclose the same amount of phase space 
and it this amount that is entrained and detrained during each iteration. Lobes 
within a given family do not intersect each other. However lobes from one 
family intersect members from the other family. The areas of intersection may 
be used to build up an escape distribution. The area formed by the intersecting 
lobes is most easily computed by tracking a uniform array of grid points placed 
initially over the lobe due to be entrained on the next iteration of the mapping. 
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Chapter 4 
Globular Clusters and Hill's 
Problem 
4.1 Introduction 
The evolution of a star cluster is one of the central problems in stellar dynamics. 
The aim of this chapter is to investigate the rate at which stars escape from a 
star cluster. The time scale of escape from star clusters has been investigated 
by Fukushige and Heggie(2000) and the present study, which extends the work 
of Christou(1994), aims to deepen our present understanding of this subject. In 
the following section we describe the problem and outline certain assumptions 
which are made. Secs(4.2) to (4.4) largely follow the approach of Christou(1994) 
though the numerical results are completely new. The rest of the chapter is 
original except where stated otherwise. 
The equations describing the motion of a star within a globular cluster are 
derived using Lagrangian and Hamiltonian methods, and investigated numeri-
cally. With given initial conditions, a typical trajectory is analysed by plotting 
the points at which the orbit intersects a suitably defined surface. In this way, 
it is possible to visualise the stable and unstable manifolds of the Lyapounov 
orbits which occur on either side of the cluster. 
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4.2 Formulation of the problem 
It was mentioned in chapter one that the motion of a star within a globular 
cluster could be described approximately by Hill's equations or some variant 
of these. In the subsequent derivation, which follows the approach of Chan-
drasekhar (1942), the galaxy and the cluster are replaced by two point masses 
Mg and M respectively. We assume that the cluster moves in a circular orbit of 
radius R around the centre of the galaxy with constant angular velocity W. The 
mass of the cluster with respect to the galaxy is assumed to be small. Similarly 
the star's mass is considered to be negligible compared to that of the cluster. 
We shall focus our attention on the case in which all three bodies lie in the same 
plane. (The non-coplanar case will be considered later.) 
The coordinate system (Xr , Y) rotates with angular velocity w (with respect 
to the inertial frame (X i , Y2) 
) 
and is centred on the galaxy as shown in fig(4.1) 1 . 
At t = 0 it is assumed that X 2 = X r and Yi = Yr . A simple translation relates 
the coordinate system (, i) to (X r, Yr) 
Xr=R+e, Y,=77. 
If r and r i are the position vectors of the star with respect to the rotating 
and inertial frames the following relationship holds 
ri — rr +wXrr . 	 (4.1) 
In the inertial frame of reference the Lagrangian is given by 
(4.2) 
where T4  and V are the gravitational potentials due to the cluster and the 




r2 +Y 2 
where C is the Gravitational Constant and (X r , Yr) are the coordinates of the 
star in the rotating frame. We seek an expression for eqn(4.3) in terms of the 
'Strictly, this frame is not inertial, as the galaxy rotates about the centre of mass of the 
entire system, but the resulting error in the final equations of motion is negligible, because 
the mass of the cluster is assumed to be small 
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Figure 4.1: The rotating coordinate system. 
variables and 77. The denominator of eqn(4.3) may be expanded in the form 
of Taylor's series around the point Xr = R, Yr = 0. To second order (omitting 
the constant term) we find that 
wR - w 2e2  + w22 	 (4.4) 
To arrive at this expression we have assumed Kepler's third law for the two 
body motion of the cluster about the galaxy. i.e. 
w 2 R3 GIVIg . 
The Lagrangian may be expressed in terms of and 77 by substituting the 
expression in eqn(4.1) for f i into eqn(4.2). We find that 
1 ,, 	 0 	 fl' 	 0 
-77Wi-1- 	-t-It)W+7])) 
2 P 	 2,q  + w2e2 - w2772 - 1/a . 	 (4.5) 
4.2.1 Hamiltonian Formulation 
In the Hamiltonian formulation it is conventional to denote the position vari- 
ables by qi,  q2... and their conjugate momenta by Pi, P2 .... In keeping with 
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this convention we temporarily denote and i (which we choose as the gener-
alised coordinates) by q 1 and q2. The pi are given by 
ar 
p1 =---, 	z=1,2... 	 (4.6) 
oqi 
LFrom eqn(4.6) and eqn(4.5) it is possible to find an expression for the 4i in 
terms of p i and qj. We find that 
9L 
P1 = - = q1 - q2 w 
p2=---=42+(qi+R)w 
uq2 
The Hamiltonian, which will be required later, is given (generally) by 
(4.7) 






(Another constant term has been dropped.) 
Lagrange's equations, which are given by 
d 	L 
=-, z=1,2, 	 (4.9) 





42 + 2w41 = - GMq2 
 . 
	 (4.10) 
These equations describe the motion of the star. The distance from the star to 
the centre of the cluster is denoted by r. 
A more convenient form for these equations exists when distance and time 
are rescaled. The rescaled variables f, qj and f are introduced via the following 
equations: 
- 	
w 2r3 	w2q 	
1 2 CM - r GJVf - q, i - 
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Introducing the original notation and dropping the bars, we see that eqn(4.10) 
is transformed to give Hill's Equations (see chapter one) 
(4.11) 
The coordinates (, r) are known as Hill's coordinates. Hill's Equations may 
also be expressed in the following form 






4.3 Analytical Theory 
4.3.1 Equilibrium Points 
Two fixed points exist at either side of the cluster at which the resultant force 
on a test particle is zero. In the rotating frame the force due to the galaxy is 
cancelled by the force due to the cluster and the centrifugal force. The fixed 
points are essentially the Lagrangian points L 1 and L 2 of the restricted problem 
- see chapter one. The coordinates (eo, uio) of these fixed points are found by 
setting = 0 in eqn(4.11). This means that 




For o > 0 these equations solve to give 
ii 
(,17) = 3 i 
This will be referred to as the right fixed point. The left fixed point occurs at 
(-( -31 ) 1, 0). 
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4.3.2 Linearisation around the Equilibrium Points 
In order to study the motion near any of these equilibrium points the function 
11 in eqn(4.13) may be expanded around (o, i0) giving (Szebehely 1967) 
o, 
 
no) + 	io)( - o) + 	' no) ( 77 - io) + 	o)( - o ) 2 
+(o, 17o)( - 	- 7]) + 	
no) (n - 170)2 + 0(3). 
The differential equations of motion in eqn(4.12) then become 
- 2i) = c(eo, no) (e - eo) + 	'17o )77 + 0(2), 
	
= 	 +(eo, no ) 77+ 0 ( 2 ). 	(4.14) 
LFrom eqn(4.13) it is easy to compute 	and c. We find that 
2 2 _172 	2772_2 	
- =3 + 	
r 	' = 	r5 ' 	- r5 
This means that 
= 9, R771 = — 3, c 77 = 0. 
The linearised equations in the neighbourhood of the equilibrium points ( also 
known as the variational equations ) are therefore given by 
i + 2 = —37. 	 (4.15) 
The new variables x 1 = - o, x2 = , x3 = 'i, x4 = i may be introduced 
in eqns.(4.15) to reduce the system from a set of two second order differential 
equations to a set of four first order equations. We therefore obtain 
ii = :1:2 
= 9x1 +2x4 
= 
—2x2 - 3x3 . 	 (4.16) 
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We try a solution to eqn(4.15) as a sum of terms of the form: 
= eo + aekt, 77 = bekt 
This expression is then substituted into eqn(4.15) to form the characteristic 
equations 
(k 2 - 9)a - 2kb = 0 
2ka + (k 2  + 3)b = 0. 	 (4.17) 
From this equation we may calculate the eigenvalues, k, and eigenvectors, 
(a, b), of the system. Non-trivial eigenvectors are obtained when the determi-
nant of this 2 x 2 system is zero. This means that the eigenvalues satisfy the 
polynomial equation 
k 4 - 2k 2 - 27 = 0. 
This polynomial has four roots; two real and two imaginary (cf. Marchal 1990). 
The real roots are given by 
k = ±(1 + 2 /7-) 2 or k = ±k1 where k 1 = 2.50828679... 
and the imaginary roots are given by 
k = ±i(2 - 1) / 	or k = ±ik2 where k2 = 2.07159422. 
The eigenvectors are found by substituting the eigenvalues (±k, i = 1, 2) into 
eqn(4.17). We find that when 
; 
k = +k1 , - = + 




k = +k2 i, 	= ±_
4+ 	




aj =a2 =1, b 1 =— 	 and b2 
the general solution to eqn(4.15) is given by 
= o + cieklt  + c2e_I1t  + A cos(k 2t - a) 
= 	 kit  - c2kie_klt - Ak 2 sin(k2 t - a) 
77 = c1u1e kit - c2bie_/dlt - Ab 2 sin(k2t - a) 
= cikibieklt + c2kibie1t - Ak 2 b2 cos(k 2t - a). 	(4.19) 
In these equations c1, c2, A, a are arbitrary constants defined by the initial 
conditions. 
4.3.3 The limiting curves. 
Attention will be focussed on the region surrounding the right fixed point 
(eo, Taking (co, 77o) as the origin Hill's equations may be rewritten with 
respect to this point by replacing by + o in eqn(4.11). We therefore con-
sider the following system 
=  
ij+2=-- 	 (4.20) 
where r = /(e + eo)2 +n2 . Initial conditions are chosen on the surface 77 = 0. 
For a given value of the Hamiltonian, we need only specify jnjt  and & jt as the 
value of imit  is determined from the Hamiltonian (expressed in terms of 





This equation imposes restrictions on the regions of phase space to which the 
star has access (see chapter one). These restrictions show the limit of the 
accessible region and may be thought of as limiting curves (ic) in (, ) space - 
see fig. (4.2). On one side of the curve is imaginary. Motion is only permissible 
on the other side (for which i' is real) or if the particle lies on the curve i = 0. 
If the value of the Hamiltonian is less than some critical threshold Herit the 
star can not escape and remains constrained within a closed ic around the centre 







Figure 4.2: The limiting curves in (, ) space. The permissible region (PR) 
indicates the side of the curve for which i is real. 
The value of Hcri t may be computed by setting = = = 0 in eqn(4.21). We 
find that 
4 
3 	2 	1 	33 
= _(°) - = -- 	2.16337435546111 1601 2 
4.3.4 An approximate relationship between A and H - 
Hcrit 
It was pointed out earlier that two equilibrium points exist on either side of 
the cluster which are characterised by the fact that if a test particle is placed 
at rest (i.e. = 0) at these points it will remain there indefinitely. These 
equilibria occur when H = Hcrjt. Among the set of solutions emanating from 
the equilibrium point (when H increases beyond is a family of periodic 
orbits called Lyapounov Orbits. The Lyapounov orbits in Hill's problem are 
discussed in Spirig and Waldvogel(1991). 
The solution to the linearised system indicates the approximate behaviour 
of orbits near the equilibrium points. The main components of the solution 
in eqn(4.19) are the periodic parts which correspond to the Lyapounov orbit 
and the exponentially increasing and decreasing terms, which correspond to the 
unstable and stable manifolds of this orbit. 
The Lyapounov orbit (which is confined to the hypersurface H = cons) 
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gives rise to a fixed point on the surface of section defined by 77 = 0. When the 
orbit is combined with the component associated with the unstable manifold 
we obtain a line segment, parametrised with coordinates (, ). (This shall be 
shown later.) The position of the fixed point may be determined approximately 
from an inspection of eqns. (4.19). Our attention is restricted to the periodic 
term and we disregard the influence of the stable and unstable manifolds by 
setting c 1  = C2 =0. The condition 'q = 0 is satisfied by allowing 
a+ 27r 
k2 
Bearing in mind the shift of origin of e we find that 
	
e =A, 	=O, 7=0. 
If we insist that > 0 the sign of A will be negative and this implies that the 
fixed point will lie to the left of the equilibrium point. It moves further to the 
left as the value of the Hamiltonian increases. 
An approximate relationship exists between A and H - 	It may be 
found by expanding H - 	about the fixed point and then substituting 
the expression for the Lyapounov orbit in eqn(4.19) (setting c1 = c2 = 0 and 
t = a+2ir) Thus, 
HHcrit = { 2 +1 2)_+eo ) 2 _ 1 }++ j  byeqn(4.21) 
2 	2
1 (2 + 2) - 	 (4.22) 
and so 
2(H - Hcrit ) 	A2kb 2 - 9A 2 
35.16601049A 2 . 	 (4.23) 
It must be stressed that this relationship is only approximately true within 
the vicinity of the fixed point. As H increases beyond H,,it the Lyapounov 
orbit begins to deviate from the solution in eqn(4.19). This means that it 
is only legitimate to calculate the fixed point on the surface of section using 
eqn(4.23) when A is reasonably small. 
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4.4 Numerical Investigation 
The analysis of sec(4.3.2) is valid only in the vicinity of the Lagrangian point. 
Elsewhere numerical methods may be used, i.e. the equations of motion gov-
erning the star are integrated numerically. This yields the orbital trajectories in 
phase space. A typical orbit may, however, be analysed by recording the points, 
in (, ) space, at which the orbit intersects the surface ij = 0 in the positive 
direction, i.e. with i > 0. (Since the orbit lies on the hypersurface H = cons, 
i is determined from the Hamiltonian.) H6non(1970) refers to this as a positive 
crossing. A periodic orbit, for example, would manifest itself as a fixed point 
on the surface. In general, a four dimensional trajectory is now represented by 
a set of points in the (, ) plane and the results can be represented in a much 
more compact manner. This approach reveals the most interesting properties 
of the trajectory. 
Two NAG library routines, D02BHF and D02BDF are used throughout 
this study. The first integrates the equations of motion forward in time thereby 
enabling the star's trajectory to be plotted in phase space. The second integrates 
the equations until some condition is satisfied. Using this latter subroutine it 
is possible to construct a set of iterates on the Poincaré surface ij = ü. 
4.4.1 The stable and unstable manifolds. 
It was mentioned in chapter 1 that two tube-like structures, responsible for the 
entrainment and detrainment of phase space, were attached to either side of the 
cluster. The surfaces of these structures, which are of fundamental importance 
in understanding the escape phenomenon, are equivalent to (parts of) the stable 
and unstable manifolds of the Lyapounov orbits. The solution to the linearised 
system eqn(4.19), with c2 = 0, consists of two time-dependent components, an 
exponential term and an oscillatory term. The combined influence of these terms 
mean that trajectories which join the Lyapounov orbit on the stable manifold 
will spiral in (, , i) space. The "tube" may be envisaged by allowing the phase 





Figure 4.3: The Lyapounov orbit in (, , i) space. 
orbit (at a fixed value of H) in (, , r) space. The manifold takes the form of 
a tubular surface (cf. fig 1.7), 8, whose appearance in (, , ,q) space near the 
Lyapounov orbit L, can be inferred from the linearisation in eqns(4.19). We can 
then use this to explain the line segments (which arise from the intersection of 
the stable and unstable manifolds with the surface of section ij = 0) in fig(??). 
The following analysis, which focuses on the unstable manifold, can be easily 
extended to deal with the unstable manifold. 
For L, the Lyapounov orbit itself, we set c 1 = c2 = 0 in eqns(4.19). Writing 
= kt - a, L is the parametrised ellipse 
(( 
  cosr 
I 	I 
 =A I —k 2 sillY I 	where 0 r < 2 71 , 
_b2 sin ) 
which lies in the plane ij = ( b2 /k 2). This is illustrated in fig(4.3), in which the 
-axis is to be viewed as coming towards the reader, and we recall that A < 0. 
For future purposes, we have elected to view the ellipse from "below" the plane 
= 0 . 
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In this space, the unstable manifold is locally the parametrised surface 
1 	 Cos T 
S: 	=cie1t 	k 1 	+A 	—k 2 sin iv 	, 	(4.24) 
77 	 b 1 	—b2 sin iv 
where iv = k2t - a. Since the surface S is obtained by varying t and a inde-
pendently, it may equally be viewed as varying t and 'r independently, so that 
near the Lyapounov orbit, the unstable manifold emanates from each point of 




and we recall that k 1 2.51 and b 1 —0.54. We observe that this has a negative 
77 component, so that for the portion of L lying in 71 > 0(< 0), the adjacent 
part of S extending towards the plane 77 = 0 corresponds to c 1 > 0(< 0). c1 > 0 
corresponds to the left unstable manifold of L and c1 < 0 to the right. We 
consider the latter only in explaining (one of) the curves shown in fig(4.7), and 
we note that for this portion of L, iv lies in the interval (iv, 27r). Then, adjoining 
line segments parallel to —(1, k 1 , b1)'  to each point of L lying in 77 < 0 gives the 
surface illustrated in fig(4.4) which is shown extended as far as the plane 77 = 0; 
the curve of intersection of the surface with ij = 0 is termed F. 
The section F where the surface meets 77 = ü may be calculated by setting 
= 0 in eqn(4.24). Then for each iv, the corresponding t value satisfies 
b1cieI1t - Ab 2 sin '7• = 0, 
so that 
cieklt = b2A  silly 
b1 
and hence the section is 
	
( 	f 	2. sin y+ COS y 	\ 
8:1 I==Al b1 	 I, 	7r<i- <27r, 
\ ) sin iv - k2 sin iv) bi 
which would describe an ellipse if iv ran over the whole interval [0, 27r) 
and (4.19) also show that on F 
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Figure 4.4: Part of the right unstable manifold of L, extending from L to the 
plane ij = 0, which it intersects in the curve F. 
(A little care is needed here: i is the rate of change of ij along an orbit; it is 
not the partial derivative with respect to t, at constant 'r, of the expression for 
77 in eqn(4.24) because i- depends on t.) Since Ab 2 <0 
>0 	k 1 sin r—k2cos-r<0. 
Since ir <7 <27r on F, it then follows that j> 0 on that part of F for which 
7* < T < 27r, 
where 
= 7r+arctan(k2/k1). 
In fig(4.4) the portion of F for which r E (*, 271) is shown solid, and the 
remainder broken. This corresponds precisely with the section shown in fig(4.7). 
The point of F with r = r" has i = 0 and at such a point an orbit touches 
the limiting. Thus this point of F touches the limiting curve, again as shown in 
fig(4.7). 
If the right unstable manifold is extended further in (, , ,q) space, then it 




Figure 4.5: Schematic representation of the first Poincaré section of the unstable 
manifold of L with i > ü. 
section, F, shown in fig(4.7) it is the intersection of the whole tube with q = 0 
(and with 'i, > 0 ) that is shown in fig(4.5) and in the figures following fig(4.7). 
The right unstable manifold may be generated numerically by choosing a 
set of points (with ij > 0) on the line segment F and then evolving these points 
forward in time. When r 27r, F takes the form of a straight line whose 
parametrisation is given as follows: 
= A(1i+1) 	 (4.26) 
bi 
k 1 b2 
= r(—j----k2) 	 (4.27) 
This is the parametric form of a line in (, ) space. A set of initial conditions 
on a segment of this line near the fixed point ( = A, = 0, ii = 0) may be 
chosen by varying the value of . Eqns(4.27) and (4.26) are useful for numerical 
purposes. 
Determination of A 
As before we consider the Lyapounov orbit emanating from the Lagrangian 














Figure 4.6: This shows a one-parameter family of orbits approaching the Lya-
pounov orbit (at different "phases"). In phase space the set of all such orbits 
(at a fixed value of H) forms a tubular surface. Shown here are the final section 
of several orbits in coordinates e , 9 where the centre of the cluster is assumed 




Figure 4.7: This shows (schematically) the projection of the (right) stable and 
unstable manifold near the Lagrangian point. Each projection gives rise to an 
ellipse in (, ) space. However, we focus attention on the the bold continuous 
line segments which satisfy i,i > 0. The "tube" is generated numerically by 
choosing points on these segments. (The figure also shows where the limiting 
curves lie in relationship to the line segments.) 
point on the surface of section i = 0. We now define A to be the e-coordinate 
of the fixed point, at = A, = 0 approximately. The fixed point lies on the 
left of the Lagrangian point, shown schematically in fig(4.8). In this case A < 0 
and is determined from eqn(4.23). 
For a given value of H(> Hcrit ), A may be determined approximately from 
eqn(4.23). To determine A precisely a small corrective term is required. The 
sign of this corrective term may be established by integrating the orbit with 
initial conditions 
=A, =0, 	=0. 
(Note that i is determined from eqn(4.21) and that the origin is assumed to be 
at the Lagrangian point on the right of the cluster.) If the approximation lies 
to the right of the true fixed point the particle will be swept along an escaping 
trajectory. If it lies to the left of the fixed point the particle will be carried 
towards the centre of the cluster - see fig(4.8). In the former case a negative 











Figure 4.8: The region around the fixed point in the surface of section 77 = 0, 
i > 0. The line segment is used to generate initial conditions for the right 
unstable manifold. 
algorithm can be implemented to determine A to a given accuracy. 
Numerical results 
Figs(4.10) and (4.11) show the left unstable manifold (i.e. the unstable 
manifold of the left Lagrangian point at = —20 ) as it intersects the surface 
of section 77 = 0, ij> 0. Figs(4.12) and (4.13) show the right unstable manifold, 
ie. the unstable manifold of the fixed point near = 0. The corresponding 
stable manifolds are shown in flgs(4.14) and (4.15). These plots were obtained 
by reflecting flgs(4.10) and (4.12) in the line = 0. This is legitimate since 
eqns(4.11) have the obvious symmetry -* , i, -* -ii, t -+ —t which implies 
that i -* i, and - -. 
These rather complicated diagrams, which bear little resemblance to any 
conventional homoclinic tangle (cf. fig 1.5), require some explanation. 
As expected, near the fixed points (close to = —2e o and = 0) the mani-
folds appear as line segments on the surface of section. Let us focus attention 
on the region around = 0 in flgs(4.12) and (4.15). The line segments in this 
region are shown in more detail in flg(4.9). 




Figure 4.9: This shows the right unstable and stable manifolds in (, ) space 
near the Lagrangian point. The unstable manifold is shown in red and is a 
magnification of the region around = 0 in fig(4.12). The blue curve represents 
the stable manifold (cf. fig(4.15)) and the green crosses represent the limiting 
curves (cf. fig(4.7)). 
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.4 	-1.2 	- 	-d.8 	-d.6 -d.4 	-d.2 	ó 	0. 
Figure 4.10: The (left) unstable manifold in 	space as it intersects the 
surface of section 77 = , i > 0 (H=-2.1620). The line segment near the left 
fixed point is shown in green. "LC" refers to the limiting curves. 
to curve, and end at an intersection with the ic at which point i = 0. This 
is in keeping with the analytical approximation for the line segments which 
was obtained from eqns(??) and referred to earlier. The image of the line seg-
ments representing the unstable manifolds are the elongated closed curves, each 
of which is denoted 'Incoming lobe' - see figs(4.12) and (4.10). Subsequent 
intersections give further curves, which become increasingly stretched and con-
voluted. The series of closed curves in fig(4. 10) represent the cross section of 
the tube. 
Christou(1994) examined the surface of section at H =H it and discovered 
the existence of a large zone of chaotic motion enclosing the curves in fig(4.11). 
4.5 Comparison with Hénon's model 
Many structures similar to those found in Hénons model are present in Hill's 
problem. In order to consider the regions which are analogous to R 1 and R2 
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Figure 4.11: This shows further iterates of the manifold in fig(4.10). 
• 	Incoming lobe 
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Figure 4.12: The (right) unstable manifold in (, ) space as it intersects the 
surface of section ?7 = 0, i > 0 (H=-2.1620). The line segment near the right 
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Figure 4.15: The (right) stable manifold. 
in the vicinity of the fixed points. On the surface of section they appear as 
small continuous line segments (shown in green) in figs(4.10), (4.12), (4.14) 
and (4.15). The line segments are also shown schematically in fig(4.17); note 
that the inaccessible region is excluded from this description. We shall define 
the "interior" and "exterior" of the cluster by choosing these line segments as 
the boundary curve between the two regions. We now show that phase space 
which is about to enter the interior of the cluster lies just beyond the boundary 
curves. To see this, we could consider the preiniage of points contained within 
the "Incoming lobe" of figs(4.10) and (4.12). The preimage is represented by 
the blue regions near the fixed points in fig(4. 16). These regions are analogous 
to the lobes E1 and E of chapter three. Phase space which has just escaped 
from the cluster is represented by the red regions near the fixed points. The 
line segments shown (in bold) in fig(4.17) therefore form a convenient boundary 
curve between the interior and exterior of the cluster. The "Incoming" and 
"Escape" lobes of the previous section which are also shown in fig(4.16) may 
now be described according to the notation of chapter three. They are shown 
schematically in fig(4.17) when H> 














-1.4 	4.2 	-i 	-0.8 	46 	-6.4 	-0.2 	0 
Figure 4.16: The blue and red regions near the fixed points lie outside the 
cluster just beyond the boundary curves (formed by the stable and unstable 
manifolds). The limiting curves are shown for H = —2.1620. 
Limiting 
Incoming lobe T(E 
Escape lobe D 
curves 	
X I Line Line 
........... . ........... 
Incoming lobe T(E1) 
Escape lobe D1 
Figure 4.17: This shows (schematically) the incoming and escape lobes in Hill's 
Problem for some H > Hit using the notation of chapter three. D and D 1 
denote the right and left escape lobes respectively. Note that the preimage 
of (the boundary of) TE 1 on the surface 71 = 0 is the upper line segment at 
the Lagrangian point L 1 ; the preimage of (the boundary of) TE is the lower 
boundary curve at L 2 . The interior of the cluster consists of phase space lying 
between the Lagrangian points and bounded by the heavy line segments and 
the broken lines. The shaded region is inaccessible. 
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the area of phase space on the surface of section which enters the interior of 
the cluster (after one application of the Poincaré map) is equal to the combined 
area, t(Ei U Es), of the incoming lobes. We should note that this area on 
the surface of section is not, in general, proportional to the volume of phase 
space. 2  The value of H in Hill's problem governs the area of the lobes (via its 
influence on A and the "diameter" of the "tubes") and plays the same role as 
J.' in Hénon's model. 
Similarities can also be seen in observing the way the lobes undergo stretch-
ing. Fig(4.11) shows the incoming lobe from the left unstable manifold up to 
the 11th iteration. It is now very thin and elongated and no longer resembles 
the form it assumed on the first iteration. The lobes in Hénon's model also 
undergo stretching. Fig(4.11) is the analogue of fig(3.26). 
In Hénon's model the incoming lobes are found to intersect the escape lobes 
after a certain number of iterations. Furthermore, the discontinuity at X = 0 
causes the lobes to break up into disconnected sections. The transport of phase 
space in Hill's problem occurs in a roughly similar manner. Fig(4.18) shows 
portions of phase space, initially in the incoming lobes TE 1 and TE, after 2 
and 5 applications of the Poincaré map - cf. fig(3.25). On the next iteration 
parts of these elements of phase space will escape. The areas of these portions 
(using the notation of Chapter 3) are p(T 2  TEI fl D 1 ) and ii(T 5TEi fl D 1 ). After 
intersecting the escape lobe the phase space which still remains in the interior 
of the cluster fragments into two disconnected sections. The 3rd iteration in 
fig(4.12) serves as a good example of a lobe in which this has happened. A 
similar situation arises at the right escape lobe -see fig(4.19). Phase space, 
initially in lobe TE, enters lobe D on the 4th and 5th iterations. In addition, 
phase space, initially in lobe TE1 , enters lobe D on the 2nd interation. 
2The relationship between the full phase-space volume occupied by a group of orbits and 
the area in a surface of section filled by these orbits is discussed in Binney et al.(1985). One 
of the principal results they establish is that it is generally false to assume that the volume 
of phase space is proportional to the area on the surface of section. In this respect turn-
stile dynamics is less appropriate for the calculation of escape probabilities for a continuous 
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Figure 4.18: Portions of phase space belonging to the intersections T 5 (TE1 )flD 1 
(labelled "5th Iter.") and T 2 (TEi) fl D (labelled "2nd Iter.") will escape on 














Figure 4.19: Portions of phase space belonging to the intersections T 2 (TE 1 )flD 
(labelled "2nd Iter."), T4 (TEç) fl D (labelled "4th Iter.") and T 5 (TE) fl D 
(labelled "5th Iter.") will escape from the cluster on the next iteration - see 













-0 .35 -0.34 -0.33 -0.32 -031 -0.3 -0.29 -0.25 -0.27 -0.26 
Figure 4.20: Lobe TE showing portions of phase space which are labelled 
according to a colour scheme based on the escape time. The region "k iter." 
(k = 2. . .9) enters either of the escape lobes in k iterations and escapes on the 
k + ith iteration. 
Figs(4.20) and (4.21) show portions of the incoming lobe TE which escape 
in a given number of iterations. For example, phase space which escapes in 3 
iterations lies in the intersection T 2 D 1 fl TE and is labelled "2 iter." - cf. 
fig(4.14). Figs(4.22) and (4.23) show the escape time (in the sense of number of 
iterations) for portions of phase space in lobe TE 1 . Phase space which escapes 
in 3 iterations lies in the intersection T 2 D fl TE and is labelled "2 iter." - 
see fig(4. 15). Orbits which take longer to escape correspond to thinner strips 
of phase space. This is due to the stretching which occurs in lobes T'D 1 and 
TD'1 for large n. 
4.5.1 The Escape Channels 
As we have seen, phase space which is initially in the incoming lobes may 
escape from either lobe D1 or D'1 . Fig(4.24) shows how this occurs. A region 
of chaos seems to exist (around the centre of the lobe) in which there is no 
clear boundary separating the right-escapers from the left-escapers. This is not 
unexpected, given the way the stable and unstable manifolds become tangled 
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Figure 4.22: Lobe TE 1 showing portions of phase space which are labelled 
according to a colour scheme based on the escape time. The region "k iter." 
(k = 2. . .9) enters either of the escape lobes in k iterations and escape on the 
k + ith iteration. 
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Figure 4.24: Lobe TE showing the regions of phase space associated with 
right-escapers (red) (via lobe D 1 ) and left-escapers (blue) (via lobe D'1 ). 
together. 
4.5.2 The h-orbits 
It will be recalled (Chapter 3) that the existence of right and left-escaping orbits 
had an important role to play in the structure of h-orbits in Hénon's model. 
Here we pursue the analogous orbits in Hill's problem. 
Fractals may be generated from a set of orbits in Hill's problem in analogy to 
the h-orbits described in Chapter 3. In Hénon's model the particle was dropped 
with zero horizontal velocity onto the inclined surface from a fixed height (i.e. 
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with constant ) for various X0 in the interval (-1,1) between the fixed points. 
In Hill's problem the family of h-orbits will be defined to be those with initial 
conditions 
e0=c 710=0 eo=0. 
The Lagrangian points occur at = —2 and 	0 (using displaced co- 
ordinates), and, due to symmetry, it is sufficient to select values of C from 
the subinterval (—o,  0). (It will be seen that this interval demonstrates the 
salient features of the orbits.) The condition 0 ensures that the orbits have 
"zero horizontal velocity". At a fixed value of H (analogous to the condition of 
constant in Hénon's model), iiO is calculated from eqn(4.21). 
Each time the orbit intersects the surface of section 77 = o, > 0 the value 
of is recorded. If = on the jth intersection with the surface then the orbit 
may be represented symbolically by a sequence 
{d, j=1 ... oo} 
where 
1 if ill3 
d3= 
{ 0 if 	Iil3 
If the orbit escapes through lobe D1 on the kth iteration it will be assumed 
that 
d3 = 1 for all j > k. 
(Note that an escaping orbit need not, however, intersect the surface of section 
more than once.) Similarly, if escape occurs through lobe D'1 on the kth iteration 
then 
d3 = 0 for all j > k. 
As in Chapter 3 a real number A e (0, 1) can be calculated from the sequence 
{d3 } as follows: 
00 
A = 
Fig(4.25) exhibits the same fractal properties of self-similiarity which were 
present in fig(3.7). Notice, for example, that the curve between -0.3 and —0.2 










Figure 4.25: A against C in the case when H = — 2.12. 
common feature is the existence of horizontal bars whose length is a function 
of H. (It will be recalled that in Hénon's model the length of the bars was 
governed by the parameter .) This gives further evidence that Hénon's model 
captures many of the features present in Hill's problem. 
4.6 The Escape Flux 
4.6.1 Discrete Case 
At each iteration the area of phase space (lying on the surface of section) which 
is detrained from the cluster is given by ji(D i U D'1 ). In what follows it will be 
convenient to introduce the notation D and TE to refer to the regions D1 U D' 
and TE1 U TE respectively. 
Suppose we consider phase space which is initially in lobe TE. After some 
time, on (say) the (k - 1)th iteration of the mapping, a portion of this phase 
space may be found in lobe D. We define ek to be that portion, i.e. 
ek = measure of phase space initially in lobe TE that escapes from the 
cluster on the kth iteration (cf. eqn. 3.91). 
The following technique, which is based on eqn(3.98), describes how the escape 
3With this in mind, fig(4.25) could be used to produce an escape distribution analogous 
to that for the case of h-orbits. 
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flux maybe computed. 
Firstly, two grids (of the same mesh size) are placed over the incoming lobes 
TE1 and TE. The number of points contained in the lobes enables ,u(TE) to 
be calculated approximately. The fraction of the total number of points which 
enter lobe D on the (k - 1)th iteration is recorded. This is then used to give 
approximate values for ek.  Having calculated these quantities the following 
formula (cf. eqn. 3.98) is applied to compute the escape flux: 
Tlk = (TE) - 	e1. 	 (4.28) 
Here, rlk gives the area of phase space, initially in the interior of the cluster, 
which escapes on the kth iteration. 
Taking H = —2.1620, two grids of mesh width (0.00025 x 0.001) were placed 
over the incoming lobes TE 1 and TE. The lobes were found to accommodate 
18433 and 16679 points respectively, giving a total of 35112. This meant that 
t(TE) 0.00877. The ek were calculated using the technique described above. 
The escape flux is given in flg(4.26) which shows a plot of rlk against k. The 
flux starts at a maximum but decreases due to the replacement of phase space, 
initially in the interior of the cluster, by phase space originating outside the 
cluster. It is expected that rlk - 0 as k -f oo and that the flux drops to zero 
more sharply when H>> Hcrjt 
4.6.2 Continuous Case 
In the above calculation the escape flux was computed in a discrete fashion by 
applying the methods of Chapter 3. The time required for phase space, initially 
in the incoming lobes, to reach the escape lobes was measured crudely in terms 
of the number of iterations on the surface of section. We should note that this 
is of limited use since the actual time differs depending on which element of 
phase space is considered. Nevertheless, this approach, which was expressed 
in the language of Wiggins(1992), was useful in understanding the escape flux 
in the framework of turnstile dynamics. It also served to highlight similarities 











Figure 4.26: rlk against k showing the flux of escaping phase when H = 
—2.1620. 
In this section a continuous escape flux is computed by measuring the in-
stantaneous rate at which phase space is detrained from the cluster. We con-
sider elements of phase space entering the cluster near the Lagrangian points 
and lying on the surfaces of section = 0 and —2e o . When each element 
eventually escapes from the interior of the cluster it crosses either one of these 
surfaces in its outward passage. The escape flux is generated by measuring the 
time and the velocity component at the instant at which this occurs. The 
precise details relating to this calculation are described as follows. 
Points chosen subrandomly " are distributed uniformly in lobe TE 1 and then 
evolved backwards in time so that they lie on the surface = These form 
region E0 whose boundary may be approximated by an ellipse. The equation 
of this ellipse is given in sec(4.6.3). Suppose that the curves in (, ) and (ij, i) 
space which enclose lobe TE 1 and region E0 are denoted by 'yi  and 'y.  In the 
vicinity of the fixed points, on a surface of section e = —2 o , these curves are 
approximately elliptical The curves -y i and 'Y2  encircle the same tube of phase 
trajectories. From a theorem on the integral invariant of Poincaré-Cartan (cf. 
Arnold 1978) we find that 
fed=f 7 d?7. 
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Figure 4.27: Points in lobe TE1 are integrated backwards in time until they 
satisfy = 
This implies that the distribution of points in region E0 (illustrated in fig(4.27)) 
is uniform since 
f = f 
for each loop 'y in = —2 and its image 'y'  in i = 0. 
Similarly, region E lies on the surface = 0 and is the preimage of points 
in lobe E. Figs(4.28) and (4.29) show regions E0 and E in (i, ) space. Notice 
the existence of symmetry (i —* —ij, ii —* —i,) which was not present in lobes 
TE1 and TE. 
Fig(4.28) shows the projection onto the (ij, i) plane of a set of points X = 
{Pk, k = 1. . . 10000}, each member of which has position vector 
Pk = 
In this case G = —2 for all k and the ek  component may be calculated from 
the Hamiltonian. Suppose the point Pk  escapes at time t = tesc moving with a 
velocity component of across either the plane = —2 or = 0. If each 
point represents an element of phase space of area 5A then the escape flux, r(t), 
(in analogy to eqn(4.28)) is given by 
r(t) = ro — 	(8A)SC 	 (4.29) 
{kIt'<t} 
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Figure 4.29: Region E in (ij, i) space (H = —2.1263). 
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Figure 4.30: r(t) against t showing the escape flux. In this case H = —2.1263, 
= 0.1119 (determined numerically using a Monte Carlo technique), 6A 
0.1119/10000 (since the points are distributed uniformly) and r0 = 0.02246. 
where r0 is the total initial flux given by 
= 	(6A)k. 
all k 
Fig(4.30) shows r(t) against t for phase space originating in region E0 . An 
identical graph is obtained for phase space in region E. This is due to the 
symmetry which is present in flg(4.28) and fig(4.29). Note that in sec(4.6.1) 
this symmetry was not present in lobes TE1 and TE. 
4.6.3 Analytical determination of p(Eo). 
In the above calculation ,u(Eo) was determined numerically using a Monte Carlo 
approach. This was done by placing a rectangle filled with points (chosen 
subrandomly) over the vicinity of the lobe TE1 . The fraction of the total number 
of points lying inside the lobe multiplied by the area of the rectangle gives an 
estimation of (E0 ). The analytical theory (valid near the fixed points) can be 
used to estimate the area. The projection of the unstable manifold (obtained 
from eqn(4.19)) on the surface = —2 0 gives a good approximation 5 . 
5 1n reality both the stable and unstable manifolds require to be considered in order to 
ensure that the condition > 0 is satisfied. Although more complicated to describe, this 







Consider the unstable manifold of the Liapounov orbit in eqn(4.19) at the 
right fixed point. Replacing - o by and setting c2 = t = 0 a solution is 
sought which satisfies = 0. Region E0 is then described parametrically in the 
variables A and a by the following equations 
77 = —bA cos(a) + Ab 2 sin(a) 
= —bi k iAcos(a) - Ak 2 b2 cos(a). 	 (4.30) 
We assume that A can vary between 0 and A 0 where A 0 is an upper bound 
determined from the value of the Hamiltonian in eqn(4.23). The area enclosed 






' = irA(b i b2 k i + k 2 b 2 )2  
- 27r(bi b2 k i + k2b)(H - Hcrit ) 
- 	 k 2 b2 -9 22 
- 2ir(H - 
- 
= 3.033019232(H - Herit ) 	 (4.31) 
When H = —2.1263 we find that (E0 ) = 0.1124 which should be compared 
with the Monte Carlo estimate of 0.1119. We could also have used eqn(4.31) 
to obtain an estimate of the value of (TE 1 ) in sec(4.6.1). In that case, 
H = —2.1620 and eqn(4.31) gives 0.004246. This should be compared with 
the Monte-Carlo estimate of (18433/35112) *0.00877=0.004604. 
4.7 Escape in the 3-Dim Hill Problem 
In the 3-dimensional Hill problem motion is permitted in the direction of the 
axis which lies perpendicular to the plane defined by the motion of the cluster 
around the galaxy. Certain modifications require to be made to the earlier the-
ory. In particular, a 3-dimensional orthogonal system of rotating coordinates, 
(X r , Yr , Zr), centred on the galaxy is introduced. The star's position (in this 
more general system) is given by (cf. sec 4.2) 
X=R+e, Y;=77, Z2 =( 
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and the Lagrangian is 
where 
GM9 
Following a similar approach to that described earlier V may be expanded 
around the point Xi = R, rç = 0, Zi = 0 to yield the approximation 
w 2R - w 22 + w2(i2  + (2) 
LFrom eqn(4.6) it is clear that the expressions for Pi  and P2  remain unaltered. 
If (is temporarily replaced by q3 then the conjugate variable P3  is given by 
P3 = 	= 43- 
(943 
In the 3-dimensional problem we may take 
= (pi + wq2)+ (P2 - w(q1 + R) )2 - w2q + V + 	+ w 2  q). 
This expression yields eqns(4.10) as before. In addition the following equation 
is obtained for q3 
GMq3 
-- r 3 
Rescaling distance and time gives 
ij+2= - 
(4.32) 
These equations are the 3-dimensional form of Hill's equations. The value of 
the Hamiltonian, which is conserved, may also be written as 
7j 	 . 	 (4.33) 





Figure 4.31: The quasi-periodic orbit in the 3-dimensional problem lies inside 
one member of a family of cylinder-like surfaces generated for various A, B 
satisfying eqn(4.34). The origin is taken at the Lagrangian point L 1 . 
The solution to this equation, which should be taken together with eqn(4.19), 
is 
= B sin (2t+/3) 
= 2Bcos(2t+3). 
This gives an orbit which is quasi-periodic if we take c1 = c2 = 0. An expression 
analogous to eqn(4.22) may be found in the 3-dimensional problem by expanding 
H - Hcrit about the fixed point and then substituting the expression for the 
quasi-periodic orbit. The expansion gives 
H—H= 2 + 2 + 2)__eo ) 2 + 2 +(2)+ 
and after carrying out the substitution (and setting t = 	) it is found that k2 
2(H - Hcrit) A2kb 2 - 9A 2 + 4B 2 	 (4.34) 
in place of eqn(4.23). In this approximation no assumptions are made concern-
ing the value of 0. Fig(4.31) shows the general arrangement. 
The escape flux is computed by applying the same technique which was 
described in section (4.6.2). The main difference is that in the 3-dimensional 
problem the lobes are of a higher dimension than their corresponding counter-
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Figure 4.32: Points in X lying on the surface of section = —2e o projected in 
(i, i) space (H = —2.1263). 
In the 3-dimensional problem the analogue of lobe TE 1 on the surface of 
section 77 = 0 is a 4-dimensional volume in (, , (, () space. This volume is 
filled with points, chosen subrandomly, which are then evolved backwards in 
time until they lie on the surface of section = Suppose that the set of 
points on the surface = —2 is denoted by X = {P2 , i = 1 . . . 100731. (Note 
the change in notation from the previous section, i.e. 'P, X and not P, X.) Each 
point has a position vector 
Pi = 
where = —2 and is calculated from the Hamiltonian in eqn(4.33). The 
volume of the region these points occupy may be denoted by it(eo). Figs(4.32) 
and (4.33) show the projection of these points in (i, i) and ((, () space. 
As described in fig(4.31) the quasi-periodic orbit lies inside a cylinder-like 
volume. This volume is one member of a family of similar structures generated 
for various A, B satisfying eqn(4.34). When A is at a maximum B is at minimum 
and vice versa (since the total coefficient of A 2 in eqn(4.34) is positive). This 
observation is in keeping with the colour scheme in figs(4.32) and (4.33). For 
example, points near the origin in (i', ) space (shown in green) correspond to 
points existing up to large distances from the origin in ((,() space. 
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Figure 4.33: Points in X lying on the surface of section e = — 2 projected in 












Figure 4.34: r(t) against t showing the escape flux in the 3-dimensional problem. 
In this case H = — 2.1263, i(So) = 0.00653 (determined numerically using a 
Monte Carlo technique), 5A = 1i(Eo )/10073 = 6.48 x 10 and r0 = 0.001050. 
plane = 0 or = —2 on their outward passage. The flux of escapers is 
computed in the same way as described in the previous subsection by apply -
ing an equation analogous to eqn(4.29). The results are shown in flg(4.34). 
Fig(4.34) is the analogue of flg(4.30). Note that the total initial flax, r0 , in the 
3-dimensional problem is small in comparison to the value of r0 in the coplanar 
setting. 
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4.7.1 Analytical determination of /2(Eo). 
In the 3-dimensional problem region E0 is parametrised by 4 variables A, a, B, '6- 
We shall use an analogous technique to that which is described in subsec(4.6.3), 
the only difference being that we now have to consider motion in the direction. 
This means integrating over a 4-dimensional volume. As before, the value of 
the Hamiltonian imposes an upper bound on A which we shall call A 0 . The 
equations which describe the region on the surface = 0 are given by 
17 = —b 1 A cos(a) + Ab 2 sin(a) 
= —bi k iAcos(a) - Ak 2 b2 cos(a) 
C = Bsin/3 
C = 2B cos /3 
	
(4.35) 
Taking the function f(A) to be, from eqn(4.34), 
f(A) 	4tJ2(H - Hcrit) - (kb - 9)A 2 










=0 	 0  	5(A, a )  B, /3) 
= 	
A 	(A) 	27r 	27r 
2BA(b 1 b2 k 1 + k2b) dad3dBdA
JA=0  IB '=O J3=0  J=0 
 
pAo f f(A)42 J 	2BA(b 1 b2 k 1 + k 2 b)dBdA A=0=0 
- r2 (bi b2 k i + k2b)(H - He rit ) 2 
J,.2 J-2 
"P2 i12 
- 	- 1T[crit)2 
k2 
= 4.764255615(H - Hcrit ) 2 . 
When H = —2.1263 this gives (o) = 0.006548 which should be compared 
with the Monte Carlo estimate of 0.00653. 
4.8 The Elliptic Hill Problem 
In the Elliptic Hill Problem it is assumed that the cluster moves round the 




Figure 4.35: The elliptical motion of the cluster around the centre of the galaxy. 
problem will be dealt with here. 
A nonuniformly rotating and pulsating 6  coordinate system, (, ii), centred 
on the cluster is introduced, so that the "transformed distance /2  +_n2 " be-
tween the cluster and galaxy remains constant. A suitable rescaling is per-
formed so that the equations are expressed in Hill's coordinates. The Elliptic 
Hill Equations may be derived from Szebehely(1967) by considering the case of 
the Elliptic Restricted Problem in which ,i —* 0 (cf. sec. 1.2). 
Unlike the circular case, in which the cluster rotates with constant angular 






where q1 = , q2 = 77, Pi = P2 = p and r = /e2 + 772; f is the true anomaly 
of the cluster with respect to the galaxy (i.e. the polar angle of the radius 
vector to the cluster centre) and is used as the independent variable; e is the 
eccentricity of the orbit. The generalised momenta are given by 
Pi = 	77 
P2 = 
where a dot denotes differentiation with respect to f. 
Now we seek an expression analogous to the Jacobi Integral (cf. eqn. 4.21). 
'This means that the physical coordinates are scaled by the distance between the cluster 
and the galaxy, which is variable. 
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If h is the value of H then (from Hamilton's equations) 
aH 	—e sin f 
- - (1+e Cos f) 2 12' 	r 
This implies that 
h—h0 ef 




and h0 is determined from the the initial conditions (assuming f = 0 initially) 
by 
ho  =(e+i)— i+e 
The fact that h now varies increases the complexity of the problem since many 
familiar structures such as the limiting curves are no longer present. 
The Elliptic Hill Equations which result from eqn(4.36) are given by 
1 = 
	
1+ e Cos  f(3e 	) 
1 	—ri = 
1+e COS  fr3 	
(4.37) 
4.8.1 The Quasi-Periodic Orbits 
Quasi-periodic (qp) orbits will be used later in this chapter to form an approxi-
mate boundary curve in the stability analysis of h-orbits. Approximate analytic 
expressions are derived here which show the main features of the orbits. 
When e is small an approximate solution may be found to the Elliptic Hill 
Equations in the neighbourhood of the Lagrangian point (co, 0). For small 
eccentricities, the linearised form of eqns(4.37) is 
= 9(— o)(1—ecosf) 
= —37(1—ecosf) 	 (4.38) 




We now seek a solution for and ij in terms of a power series in e. It is assumed 
that 
=+ e W + e2 c 2 
77 = (0) + e77' + e2 77 2 .... 	 (4.39) 
By substituting these expansions for e  and ij into eqn(4.38) and comparing 
coefficients of powers in e we obtain 
- 2i° = 9(4(0) - eo) 
+ 2° = _3(0) 
- 2i' 	9(1) - 9 (e ° - 	f 
+ 2' 	377(1) + 37]0) cos f. 	 (4.40) 
The periodic solutions for (°) and 77(0)  are, from eqn(4.19), 
(o) = eo +A cos(k 2f — a) 
77(0) = —Ab 2 sin(k 2 f - a). 	 (4.41) 
The third and fourth equations may then be solved for (') and (1).  The final 
solution for the qp orbit is given by 
= o + Acos(k 2f - a) + e{C iAcos((k 2 + 1)f - a) 
+C2A cos((k 2 - 1)f - a)} 
= —kA sin(k 2f - a) + e{—AC 1 (k 2 + 1) sin((k2 + 1)f - a) 
—AC 2 (k 2 - 1) sin((k2 - 1)f - a)} 
77 = —Ab a sin(k 2 f - a) + e{C3 A sin((k 2 + 1)f - a) + 
C4Asin((k 2 - 1)f - a)} 
= —Ab 2 k2 cos(k 2 f - a) + e{C3A(k 2 + 1) cos((k2 + 1)f - a) + 
C4A(k 2 - 1) cos((k 2 - 1)f - a)} 	 (4.42) 
where the constants are given by 
3 	—28V' + 59 - 31k2 + 14\/k2 	
} = —0.007483122 
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Figure 4.36: The qp orbit in (e , ~ ) space (e = 0. 05, A = 0. 1, a = 0). 
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Figs(4.36) and (4.37) show the quasi-periodic orbit (obtained from eqns(4.42)) 
at the Lagrangian point L 1 in 
(, ) 
space and (i', i) space respectively. The 
orbit lies on a torus and a family of tori is obtained by varying the constant 
A. (In the circular case a relationship was found to exist between A and the 
quantity H - Hcrit . In the elliptic problem, however, there is no analogue to 
this since the Hamiltonian is time dependent.) An important observation which 
will be required later is that if a = 0 each member of this family is essentially 
an h-orbit (although this is not true in general). The h-orbits are characterised 
by the fact that e(0) = 0 and i(0) = 0, and so their initial conditions may be 




The Elliptic Hill Equations contain a singularity when r = 0. It was found that 
this singularity led to numerical errors when integrating orbits passing close to 






Figure 4.37: The qp orbit in (ij, )) space (e = 0. 05, A = 0. 1, a = 0). 
the results in secs(4.4) to (4.6) were obtained from the unregularised equations. 
This was permissible since the orbits did not pass close enough to the centre of 
the cluster for this to be a problem.) To obtain accurate results it was therefore 
necessary to implement a regularised form of eqns(4.37). The regularisation 
process removes the singularities and is helpful for numerical studies. 
The regularised equations may be derived by applying a canonical trans-
formation to the Hamiltonian in eqn(4.36). The variables , 77, p, p  and the 
Hamiltonian H are transformed to u, V, Pu, Pv and H by the generating function 
S = pe('- —v2)—p(2uv) 
(cf. Szebehely 1967). This implies that the transformation is 
	
aS 	2 	2 	as =----=u —v; 77_---=2UV ap ap,, 
Pu = - as = 2up 	
as + 2vp,,; Pv = - = - 2vp + 2up7 . 
The new variables u, v are functions of f. Note also that the transformed 
Hamiltonian 
H=H+ af 
and so H = H. This Hamiltonian is now written in the extended phase space 
(cf. Szebehely 1967) as 
1 
F=H—h= 
4(u2 + V2){2(PU +
,t 
 - 2(u2 + V 2 )(VPu + 
Up') 
W. 
6(u2—v2)2(n2+v2) - 	4 
+ 2 + 1+e Cos f 	l+e Cos f } 
We now introduce a time transformation to remove the singularity associated 
with the term 
1 
U- -tV - 
in F. Sundman's selection is 
dt = g(u,v)d-r 
where r is the new time and g(u, v) = u2 + v2 . If we denote the transformed 
Hamiltonian by f*  then 
F* =g(H — h) = (p+p) —2(n2+v2)(—vp+np)— 
6(u2 —v 2 ) 2 (u2 +v2 ) 
1 + e cos f 
4 
- 	+2(u2 +v2 ) 3 —4h(u2 +v2 ). 
1 + e cos f 
Hamilton's equations yield 
U' = 	= Pu + 2v(u2 + v2 ); V = 	PV - 2u(u2 +V 
2)  
5Pu 	 3Pv 
PL = - 	= 4u(—vp + UPv ) + 2p(u2 + v2 ) au 
+
\ 24u(u2 - v 2 )(u2 +v2) + 12u(u2 - V 2 )
2 - 12u(u2 +v2 ) 2 + 8hu; 
1 + e cos f 
9F* 
PV = - 	= 4v(—vp + up,,,) - 2p.(u 2 + v2 )— 
3v 
24v(u2 —v 2 )(u2 +v2) - 12v  (U2  —v 2)2- 
12v(u2 +v2 ) 2 +8hv, 
1 + e cos f 
where ' denotes differentiation with respect to T. 
The regularised equations are therefore given by 
 
U" - 8(u 2 + v2)v' 
= 12n(u2 - v2 )(3u2 + v2) + 
8uh0 - 8ue 	
sinf_df 
 







(1+e COS f)2 1 + e cos f 
In order to integrate these equations numerically we transform the system to a 
set of first order equations which are then solved using the subroutine D02BHF 
from the NAG library. The integral is handled by introducing a new variable, 
w (say) where 
I 2 sin fdf 
w=j 
j (1+e COS  f)2 
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4.8.3 Escape Analysis of h-orbits. 
The escape of h-orbits in the Elliptic Hill Problem is explored in this section 
by placing a grid of points over the (°, iio) plane of initial conditions. As 
in sec(4.8.1) we shall assume that (0) 77o (0) = 0. Escape will be said 
to have occurred when the particle remains beyond either one of the two La-
grangian points for two consecutive passages of the cluster through pericentre. 
Furthermore we will insist that the particle lies further away on the second 
passage than on the first. In mathematical terms this may be expressed as 
follows. If rj denotes the star's distance from the centre of the cluster at 
1k = fo -- 2k7, fo = 0, k = 0, 1, 2... then escape occurs in k revolutions 
of the cluster about the galaxy if 
11 
rk+1 > rk > 31 
The stable and unstable regions are determined by computing the escape time 
for each grid point. A very similar technique has been used by Benest (1998) in 
an investigation of planetary orbits in the Elliptic Restricted Problem. Loosely 
speaking, regions of stability (instability) are associated with orbits having long 
(short) escape times. The regularised equations are used throughout this study 
so that those trajectories which pass close to the centre of the cluster may be 
integrated accurately. 
Figs(4.38), (4.39) and (4.40) show the regions of stability/instability for 
e = 0, e = 0.25, e = 0.5 respectively. The region shown in yellow leads to 
stable orbits. Orbital stability was investigated for the region eo  <0 since this 
region represents the interior of the cluster. (These use a shifted coordinate 
such that the Lagrangian point lies at = 0.) Notice that the retrograde orbits 
(> — co, i < 0) are, in general, more stable than the prograde orbits (cf. Ross 
et al. 1997). The main conclusion which may be drawn from these results is 
that increasing the eccentricity causes the stable region to contract slightly. In 
addition to this, the border separating the stable and unstable regions becomes 
much less distinct. 
The lower boundary curve in fig(4.38) represents a family of retrograde pe-






- in - 
2 L 1 Esc im=5 
1 Lyap Orbits 
o 









2 	 =5 








Figure 4.39: Regions of stability/instability in the plane (co, Q, e = 0.25. 
mention some earlier work on these orbits. H6non(1970), for example, consid-
ered one particular member of this family and showed that, surrounding the 
orbit, was a family of quasi-periodic orbits. Other studies include the work of 
Ross et al.(1997) who use the retrograde periodic orbits to show that stars may 
lie at large distances from a globular cluster without escaping. 
We see in fig(4.38) that the retrograde periodic orbits are useful for (approx-
imately) demarcating the boundary between regions of stability and instability, 
at least in the circular problem. 
An attempt was also made to calculate a boundary curve from the retrograde 
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Figure 4.43: The retrograde periodic orbits in (, r) space (e = 0). 
continuity of behaviour with respect to the eccentricity can only be expected to 
occur when the period of the star's orbit in the circular problem (e = 0) is an 
integer multiple of 27r (Ichtiaroglou 1980, 1981). A smooth transition can only 
be found, therefore, at discrete points along the boundary curve in fig(4.38). 
For this reason, successive attempts at mapping the border of the stable region 
in the case e 0 proved to be unfruitful. 
4.8.4 Escape at high eccentricities 
When the cluster moves in a highly eccentric orbit around the centre of the 
galaxy, the star, for the most part, describes nearly 2-body Keplerian motion 
about the centre of the cluster as the perturbation from the galaxy is so weak. 
The star's motion undergoes dramatic change, however, when the cluster moves 
through pericentre, when it is closest to the centre of the galaxy. The force due 
to the galaxy increases sharply for a short period of time and causes the star 
to experience a sudden change in momentum. This behaviour may be modelled 
approximately by supposing that the star is subjected to an impulsive force or 
"kick" '. The effect of this "kick" is to send the star into a new Keplerian orbit. 
It will remain in this orbit until the next passage through pericentre. After a 
certain number of "kicks" the star may receive enough energy to escape. (We 
7 A clear treatment of impulsive forces is contained in Synge and Griffith(1959). 
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Figure 4.44: The rotating frame of reference. 
shall deal with the coplanar problem in which the plane of motion of the star 
coincides with that of the cluster around the galaxy.) 
We shall describe the motion of the star in an accelerating frame of refer-
ence as shown in fig(4.44). The impulsive force is obtained by expanding the 
disturbing function in terms of Legendre polynomials (cf. eqn 2.4 or Szebehely 
1967) and is given by VR where 
GM912 - 
R = (R1 , R) and r = (r, r) are the position vectors of the cluster and the 
star - see flg(4.44). This implies that 
= Th2(a)3(3(r IEt)1t - r) 
where we have used the approximate relation n 2  a 3 = GM, (cf. eqn 2.10). Here 
m is the mean motion of the cluster around the centre of the galaxy and a is 
the semi-major axis of the elliptical orbit. 
The differential equation governing the motion of the star contains the ad-




Distance and time may be rescaled as follows 
GMc ) r=( r \ , t=nt 
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As already stated we model the solution by treating the perturbation as an 
impulsive force. This causes the star's momentum to change discontinuously by 
an amount Lr where 
Lr 
 f a 3 (3(r.R) R — r 
= 	 dt 	 (4.44) 
- 3(
T
rr(cos E - e) 2 dE [ r,(1 - e2 ) sin2 E dE 
	
- (1 - e cos E) 4 'J_ 	(1 - e cos E)4 
- ( f
X r dE 	[ 	r,,dE 
 (1— e  Cos E)2'J_7.  (1— ecosE) 2 
where we have written r = (r, r) and have used the facts that 
cosE - e sin EV'l __ e2 
1—ecosE 
R=a(1—ecosE); dt=(1—ecosE)dE 
(cf. Murray and Dermott 2000). The integrals are, however, more easily eval- 
uated in terms of the variable f. We use the following expressions for dt and 
IJ 
R2 df 	 ________ 
dt= 	____ and R— 
a(1—e2) 
a2J1_e2 - 1+e Cos f 
Eqn(4.44) can then be written as 
- jra cos2 f dt f r ya  sin  f dt r— 	
R3 	'I 	R3 
- [7r ra cos2 f df [
7r r,,a sin  f df 
7r R/1 -- e 2 'J R\/1 - e 2 
= 
(1— e2 )2 
since r and r, are treated as constants. This implies that 
Lr = 14.54441044(r, r) when e = 0.8 	(4.45) 
Lxi' = 37.93319916(r, r) when e = 0.9 	(4.46) 
The change in momentum, 	is greatest(least) when the star is at apocen- 
tre(pericentre) in its orbit about the cluster. 
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We now consider a 1-parameter family of initial conditions which, in the ab-
sence of perturbations, gives rise to circular Keplerian orbits at various energies. 
This family is parametrised by 'y and is given by: 
o=O; 17o=0 7]o=7}. 
The Keplerian orbit is numerically integrated until f = 2n7r, n = 1,2 ..... 
Each time f Omod27r the star is subjected to an impulsive force. The integer 
n measures the number of revolutions of the cluster about the galaxy. If the 
star's position and velocity at the instant the "kick" occurs are r0ld  and told 
(respectively) then the new position and velocity are given by 
lrr0ld 
m ew = r 0zd 	rfleW = (
1 - 
e2) + fold-  
32 
 star therefore assumes a different Keplerian orbit each time the cluster 
passes through pericentre. Eventually the star's energy may change sign (i.e. 
from negative to positive) implying that it is no longer bound to the cluster. 
The escape time is measured in terms of the number of kicks, n, which occurred 
prior to the change in sign of the energy. The typical situation is illustrated in 
fig(4.45). 
It would be of interest to know how the escape time depends on the initial 
energy. Stars orbiting in close proximity to the centre of the cluster (with large 
negative energy) are least affected by the impulsive force and therefore have 
long escape times. If Esc(-y) is the number of revolutions of the cluster about 
the centre of the galaxy before escape occurs and -y is the radius of the (initially 
circular) orbit then Esc(-y) - oo as -y —* 0. A critical energy exists above 
which the star will escape immediately. Figs(4.46) and (4.47) show the escape 
time, Esc(-y), against when e = 0.8 and e = 0.9 respectively. Increasing the 
eccentricity causes the stars to escape more quickly. 
In reality stars do not escape exactly in the way described above. Though 
the star may experience a sharp change in momentum when the cluster is at 
pericentre its momentum still changes continuously with respect to time and 




Figure 4.45: This shows a star with initial conditions (o = 0.08, o = 0, 770 = 
0, o = /110.08) which is subjected to 4 kicks (taking e = 0.8). On the 5th 
kick its energy becomes positive causing it to escape. (The resulting escape 






















Figure 4.47: The escape time, Esc(-y), against the energy, when e = 0.9 
4.9 Conclusion 
Many of the ideas presented in the previous chapter have been applied to Hill's 
problem in order to understand the distribution of escape times. Turnstile 
dynamics, which was used to investigate the transport of phase space in Hénon's 
model problem, is found to be equally applicable in the case of Hill's problem, 
with some complications because of its continuous nature. 
The Elliptic Hill problem was explored with a view to finding similar struc-
tures. Unfortunately, the complexity of the problem, due to the absence of the 
Jacobi Integral, thwarted attempts at computing an escape flux. The escape 
phenomenon was therefore investigated by mapping out the stable and unstable 
regions of phase space. The last section, which deals with impulsive forces at 
high eccentricities, describes a useful model for understanding how the escape 
process occurs. It would appear that there are stable orbits which can exist 
at relatively large distances from the centre of the cluster. These "islands of 
stability" are apparent from the jagged nature of figs(4.46) and (4.47). 
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