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Integrating III-V semiconductors into next-generation silicon-based processing
is a promising alternative being considered as a route to faster and more energy-
efficient electronic devices. These III-V materials will be doped, typically with
Si as a dopant. However, dopant activation remains an issue, compounded by
the fact that there is still insufficient knowledge of the ease and preferred mech-
anistic pathways by which dopants, like Si, become activated within the III-V
matrix. Using Density Functional Theory (DFT) and Nudge Elastic Band (NEB)
calculations, we have determined many of these critically important properties,
namely, the energy barriers associated with the diffusion of both intrinsic point
defects and silicon impurities in prototypical III-V materials, here Zinc Blende
GaAs, InAs and the CuAuI-ordered ternary In0.5Ga0.5As.
Refuting assumptions in the current literature that the enhanced diffusion
can be attributed primarily to an increase in vacancies, vacancy-assisted diffu-
sion of isolated Si atoms was found to be an unfavorable mechanism for this
group of semiconductor alloys. Our results show that new and highly mobile
species that are created at high dopant concentration are instead responsible
for the enhanced diffusion observed. Those new species include Si complexes
such as Si-Si pairs and Si split interstitials which can move more easily within
the crystal lattice. We use these DFT results to inform the development of a
continuum model that addresses limitations in current models and shows great
agreement with experimental results. We also develop a new method whereby
machine learning in lieu of DFT, is used to predict forces during NEB simula-
tions. This new method allows to compute transition pathways at a fraction
of the cost while maintaining reasonable accuracy compared to the traditional
DFT approach.
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CHAPTER 1
INTRODUCTION
1.1 Overview of semiconductors
Semiconductors are a diverse class of materials which, due to their technolog-
ical importance, play a key role in current human civilization. Their composi-
tion space span from simple monoatomic crystals such as silicon [2] and germa-
nium [3] to compounds and complex alloys such as InGaAsN [4], and organic-
inorganic structures such as Perovskites [5, 6]. Their application areas are also
very diverse and critical to many industries. One prime example of their tech-
nological importance is in the microelectronics industry which has upheld a
miniaturization trend of CMOS transistors, the semiconductor-based logic de-
vices at the heart of modern computing technologies, for about half a century
[7]. This trend called Moores’s law [8] in honor of Gordon Moore who first re-
ported it in 1965, is largely responsible for the exponential increase in comput-
ing power available to us today in continuously smaller devices. This semicon-
ductor based revolution has in turn revolutionized the way people live, manu-
facture goods, create, store and exchange information, etc. [9]. Semiconductors
are also the core materials used for photo-electrical energy conversion and are
therefore used in solar cells [10, 11, 12], lasers[13, 14, 15], Light Emitting Diodes
(LEDs) [16]. Other application areas include radars, photodetectors, amplifiers,
sensors, etc. [17].
From a modern perspective, semiconductors are classified as such based on
the value of their ”bandgap” (prohibited region in their electronic energy band
diagram) [18, 17]. Electrical conductors such as Cu have small bandgaps al-
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lowing electrons to easily move from valence to conduction bands and act as
electrical carriers. On the other hand, insulators have large bandgaps that make
it difficult for electrons to become charge carriers. Semiconductors, however,
have bandgaps that fall in between that of insulators and conductors. As such,
they lend themselves to various bandgap and electronic engineering strategies
with significant scientific and technological applications.
The probability distribution of electron occupation in a semiconductor as a
function of energy E and temperature T follows the Fermi-Dirac statistics given
by Eq. 1.1 where EF is the Fermi energy and kB is Boltzmann’s constant. The
Fermi energy is defined as the highest occupied energy level at 0 K.
f(E) =
1
e(E−EF )/kBT + 1
(1.1)
If we take the valence band maximum as E = 0 and make a few additional
assumptions such as harmonic parabolic form of the conduction band and high
enough energy so that the Fermi distribution can be approximated by f(E) ≈
e(EF−E)/kBT , it can be shown that the electron concentration n as a function of
temperature T will follow Eq. 1.2 given below:
n = Nce
(EF−Eg)/kBT (1.2)
where
NC = 2
(
mekBT
2pi~2
)3
/2 (1.3)
2
is the effective density of states of the conduction band. me is the electron ef-
fective mass, Eg the bandgap and ~, Plank’s constant. EF in Eq. 1.2 is the Fermi
level and corresponds to the energy level with a 50% probability of occupation.
Such quantity has no particular physical meaning but has nonetheless become
a key metric to describe the characteristics of a semiconductor and as such, will
be used as needed in this thesis. For more in-depth background on semiconduc-
tors, the reader is referred to McCluskey and Hallier [19] among other excellent
books written on the subject.
1.2 III-V semiconductors
III-V semiconductors are a subgroup of compound semiconductors made of el-
ements from groups III and V in the periodic table [20]. Other compound semi-
conductors are also possible with elements from groups II and VI, and groups
I and VII (respectively called II-VI and I-VII semiconductors) [21, 22, 23, 24].
Those compound semiconductors share the fact that they all have exactly 8 elec-
trons in their outer orbitals. [25] Examples of III-V semiconductors include bi-
naries such as GaAs, InAs, InP, GaN, etc. ternaries such as InxGa1−xAs where
0 < x < 1, quaternaries such as InGaAsP, etc. [26, 27]. It is apparent here that
even the subgroup of semiconductors made of elements from groups III and V
span a large composition space.
III-V compounds usually have a direct bandgap. This means electrons can
go from valence to conduction band and vice-versa without involving phonons
for energy conservation [28, 20]. This usually translates into better efficiency for
opto-electronic applications [29]. In addition, their effective electron masses are
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usually lower and their electron mobilities higher [28] compared to group IV
semiconductors. This makes them highly appropriate for high-efficiency and
high-speed amplifiers and transistors applications [28]. Moreover, compared to
other compound semiconductors, III-Vs are less polar and therefore easier to be
p-doped. They also benefit from less undesirable defect densities prejudicial to
electronic and optical applications [30].
Because of such unique properties, integration of III-V materials into tran-
sistor technologies currently dominated by silicon, has been identified as an
important research area in the International Technology Roadmap for Semicon-
ductors (ITRS) [31]. Among other benefits, such integration would allow to
take advantage of the outstanding electron mobilities of those materials. For
example, with a mobility at least six times greater than silicon and a direct
band gap, In0.5Ga0.5As (InGaAs), a pseudo-binary alloy of InAs and GaAs, is
one of the most promising III-V materials for integration into high-performance
and energy-efficient future transistors [28]. This thesis is focused on developing
fundamental understanding for the family of In, Ga and As-based semiconduc-
tors which include the binaries InAs, GaAs and the ternaries InxGa1−xAswhere
0 < x < 1 and more specifically In0.5Ga0.5As, which will be called InGaAs for
the remainder of this text.
1.3 Dopants and defects in semiconductors
Foreign atoms are usually introduced in semiconductors to modify their elec-
tronic properties. Those impurity atoms are called ”dopants” and the process
of introducing them, doping [23]. Inside the host crystal, dopants can occupy
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lattice sites to become ”substitutional defects” or remain in interstitial positions.
In addition to those extrinsic defects caused by the presence of impurities (in-
troduced intentionally or not), other defects, called ”intrinsic defects” can be
present in the host crystal [32]. For example, ”vacancies” are created when a
typically occupied site is empty. An example vacancy and substitutional defect
are shown in Fig. 1.1 Host atoms can also be found in interstitial sites thus form-
ing ”interstitial defects” or occupy the wrong lattice site in which case they are
called ”antisites”.
In practice those point-defects provide a ”knob” to manipulate the Fermi
level and consequently the concentration of charge carriers which in turn al-
lows to engineer transistors and various other micro/nano-scale semiconduc-
tor devices [18, 17]. The goal is usually to create semiconductors which are
p-type or n-type based on whether the majority charge carriers are electrons (n-
type) or holes (p-type) [18, 17]. For n-type doping, the foreign atoms occupy
sites that are normally occupied by atoms with less valence electrons in which
case they provide extra electrons for conduction. Conversely, p-type doping in-
volves sites normally occupied by atoms with more valence electrons leading to
the creation of holes (or absence of electrons). For example, Boron (group III)
would be a p-type dopant in silicon (group IV) whereas Phosphorus (group V)
would be an n-type dopant. In compound semiconductors such as the III-Vs, a
group IV element such as silicon can occupy both group III sites (which would
lead to n-type doping) or group V sites (which would lead to p-type doping)
[33]. Silicon and other group IV elements are therefore amphoteric dopants in
III-Vs whereas group VI or above atoms are n-type dopants and group II and
below are p-type dopants [33].
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Figure 1.1: Example of a subsitutional dopant (shown in tan) and a vacancy de-
fect in a 64-atom InGaAs crystal in a Zinc Blende structure and CuAu-I order-
ing. As, In and Ga are respectively shown in red, yellow and green. The black
dashed arrow denotes a possible transition whereby the substitutional defect
would move to the nearby vacancy site.
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Dopant atoms can be grown-in or incorporated post-growth in the host semi-
conductor crystalline lattice [34]. One post-growth incorporation method called
ion implantation [35] involves the acceleration of atoms to the surface of the
crystal so they can be incorporated in the crystal. This is usually followed by
one or more annealing steps at moderate to high temperatures to repair dam-
ages and promote the migration of impurity atoms to sites of interest to create
n- or p-type doping. [36] This process of dopants migrating to sites of interest to
become functional defects by providing additional charge carrier for conduction
is called ”activation.” In practice, only a fraction of dopant atoms incorporated
in a semiconductor will become activated. Therefore, a key technological and
scientific question around doping is related to how one increases the percent
activation of a certain dopant in a given semiconductor. Answering this ques-
tion usually involves developing a good understanding of the thermodynamics
and kinetics of those dopants in the host lattice. Such understanding is also im-
portant to prevent significant diffusion of those dopants during further device
fabrication steps which could lead to dopant deactivation and potential device
malfunctions.
1.4 Silicon as a dopant in III-Vs
Silicon is a common dopant in III-V materials. It has been used as an n-type
dopant in InAs [37, 38], GaAs [39, 40], GaN [41, 42, 43], InGaAs [44, 45, 46] and
so on. However, outstanding questions still remain regarding silicon’s behavior
as a dopant in III-Vs, and more specifically in the In-Ga-As family of compound
semiconductors. In particular two fundamental scientific challenges with tech-
nological ramifications exist towards the full adoption of silicon as a dopant in
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InGaAs: anomalous diffusion and compensation effects. Below we give more
details about those two issues.
One of the earliest work on silicon diffusion in III-Vs was performed by
Vieland [47] and Antell [48] who showed, in 1961 and 1965 respectively, that
As overpressure affects Si diffusion in GaAs. In Vieland’s work, the diffusion
of various impurities in GaAs was studied as a function of ambient As pres-
sure. At 1150 oC, Si diffusion showed dependence on As pressure up until a
threshold of 1 atm above which diffusion became independent of pressure [47].
Starting with the assumption that arsenic pressure increases the concentration
of Ga vacancies due to interaction between the As vapor and GaAs surface, they
attributed the observed increase in Si diffusion with As pressure to a diffusion
mechanism mediated by Ga vacancy. Within their framework, after the popula-
tion of Ga vacancies became saturated at high As pressure, Si diffusion became
independent of pressure as the Ga vacancy population remains constant.
In another piece of work, Kavanagh et al. [49] measured Si diffusion
at polycrystalline-Si/GaAs interface and noticed significant diffusion of Si in
GaAs. Interestingly, they noticed that the Secondary Ions Mass Spectroscopy
(SIMS) profiles did not follow error function curves that would be expected
from a constant diffusion coefficient. This suggested two different regimes for
Si diffusion in GaAs: a concentration-independent regime which dominates at
low Si concentration and a concentration-dependent one at high dopant con-
centration. In another study from Schubert [50], the concentration-independent
diffusion coefficient was measured and the values obtained were two orders of
magnitude lower than their concentration-dependent counterparts.
Moreover, Deppe et al [51] showed that Si diffusion in GaAs is Fermi level
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dependent. More specifically, n-type doping enhances diffusion whereas p-type
doping has an inhibitory effect. They believed this was an additional proof that
vacancies play an important role in Si diffusion based on the assumption that n-
type doping is expected to lead to more Ga vacancies. In addition, the influence
of the Fermi level was clearly demonstrated suggesting that charged species
might be involved in the mechanisms at play during Si diffusion in GaAs.
Another poorly understood aspect of silicon in the InGaAs family of semi-
conductors is the compensation effect. In Antell’s work [48], Si films were de-
posited on p-type GaAs followed by 900 and 1000 oC anneals. Arsenic pressure
dependence was observed as well as a saturation in dopant activation around
1018cm−3 for Si concentrations up to 1020cm−3 documenting the first reported Si
dopant compensation in GaAs. To explain this observation, the argument of am-
photeric behavior was used. According to the authors, since Si is an amphoteric
dopant in GaAs, at low Si concentration Si atoms occupy Ga sites rendering the
material n-type. At high concentration, it is believed that SiGa and SiAs coexist
and lead to the observed electrical compensation [52].
Similar results have been obtained for Si diffusion in InGaAs. Silicon is one
of the preferred dopants for n-type InGaAs and was historically believed to
have negligible diffusion in InGaAs [53]. However, significant diffusion has
been recently reported for Si concentrations above 4 x 1019 cm−3 [1]. Also, exper-
iments indicate an activation limit of 1.7 x 1019 cm−3, even for Si concentrations
above equilibrium [54, 45, 46]. Higher carrier densities can only be achieved
during metastable growth [44]. From an application standpoint, unfortunately,
this limit is below the desired level required for integration into next-generation
devices. Hence, understanding the origin of this phenomenon of Si diffusion at
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high concentrations is critical.
Based on these early studies, the prevailing assumption regarding silicon
diffusion in III-V, specially in GaAs and InGaAs is that the mechanism is Ga-
vacancy mediated. Also, it was believed that compensation effects are due to the
amphoteric nature of silicon as a dopant in III-Vs. Based on such assumptions,
the enhanced diffusion observed at high Si concentration would be due to a
concurrent increase in Ga vacancy concentration which would lead to higher Si
diffusivity.
Such hypothesis has a couple of potential deficiencies: First, it only pro-
vides a thermodynamic explanation and ignores any kinetic effects arising from
the diffusion rates of the different species involved. Second, an increase in the
cation vacancy population will not necessarily translate into higher overall Si
diffusion if the energy barriers for the associated transitions are too high. On
the other hand, if the limited diffusivity of silicon at low concentration is only
due to a small population of group III vacancies, one would expect the energy
barriers for vacancy-assisted diffusion to properly reflect such an assumption.
1.5 Research objectives
With the renewed interest in incorporating III-Vs in next-generation transistors
the questions of anomalous diffusion and compensation effects have come back
to the forefront and require proper addressing if this technology is to move for-
ward. Although as explained above, a number of publications have attempted
to explain this behavior (with a special focus on GaAs), it remains an open ques-
tion as the exact mechanisms responsible for this uncommon diffusive behav-
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ior are still largely unknown. Beyond the technological interest for developing
such understanding for improved device engineering capabilities, working on
this problem also holds a scientific importance.
In this thesis, we address these open questions using computational tech-
niques capable of probing the underlying atomistic mechanisms responsible for
the observed diffusion and activation behavior of Si dopants in III-Vs. We start
from the point of view that the two problems of diffusion and compensation
are inseparable and influenced in various degrees by the interplay between the
thermodynamic and kinetic characteristics of various point-defects. The pri-
mary objective is to uncover atomistic-level phenomena responsible for the un-
common diffusive behavior of Si in III-V materials. More specifically, we study
the kinetics and thermodynamics of Si dopants and intrinsic defects in three
representative III-Vs compounds: InAs, GaAs and InGaAs.
We also develop a novel Machine Learning-based approach to accelerate fu-
ture studies aimed at exploring atomistic transitions in crystals. We report on
the methods developed as well as custom software tools that we have created
to facilitate the use of this new approach. We show superior computational
efficiency with reasonable accuracy compared to more expensive methods com-
monly used to conduct such studies.
In particular, the scope of this thesis included the following aims:
• Explore different diffusion mechanisms for vacancies, interstitial and sub-
stitutional defects in GaAs, InAs and InGaAs and draw conclusions re-
garding most probable mechanisms
• Create continuum models to validate proposed mechanisms using appro-
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priate comparisons with experimental data
• Develop accelerated and more cost-efficient method to allow for extended
studies in other alloys and with other dopants
1.6 Thesis outline
The remainder of this thesis is divided as follow: in chapter 2, we describe the
different methods used in this study including density functional theory, nudge
elastic band and machine learning. In chapters 3 to 5, we present and discuss
intrinsic and silicon diffusion in GaAs, InAs and InGaAs respectively. In chapter
6, we use the atomistic results to inform and develop a continuum model that
describes Si and other amphoteric diffusion in III-Vs. In chapters 7 and 8, we
present some of our work related to using artificial intelligence and machine
learning to accelerate the process of finding transition pathways while reduce
the computational cost of conducting such diffusion studies. Finally, in chapters
8 and 9 we discuss future work and present our final conclusions.
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CHAPTER 2
METHODS
2.1 Overview
In this thesis, we use various computational methods to access different time
and length scales. With a special focus on accuracy, we use first-principles Den-
sity Function Theory (DFT) calculations to find stable configurations and asso-
ciated energies of various point defects in the III-V semiconductors of interest.
We then use the Nudged Elastic Band (NEB) method to find minimum energy
paths that govern diffusion of the various species. The coupling of DFT and
NEB is a powerful approach to explore the energy landscape of the III-V com-
pounds at the most fundamental level and in an accurate fashion. The results
gathered from those studies are then used to build a continuum model that
readily compares with experimental diffusion studies. To accelerate the process
of computing diffusion rates, we develop a novel and unique approach based
on advanced Machine Learning techniques. In our approach, Neural Network
models are built and trained to predict atomic forces. In the following sections
we provide succinct descriptions of each method.
2.2 Density Functional Theory
Density Functional Theory (DFT) is a method developed to solve Schroedinger’s
equation as given by Eq. 2.1 where E is the energy, Ψ the wavefunction and Hˆ
the Hamiltonian operator for a system of M nuclei and N electrons. Hˆ is given
13
in atomic units by Eq. 2.2 and includes the kinetic energy and electrostatic in-
teractions of all the particles in the system with rij , riA and RAB respectively
denoting electron-electron, electron-nucleus and nucleus-nucleus distances, O2
the Laplace operator and ZA the charge associated with nucleus A. Since it is
based directly on quantum physics, DFT is one of the most accurate and power-
ful computational techniques available to study the property and structures of
materials. It allows access to a variety of molecular properties including ground
state energies, reaction paths, atomization energies, etc. while providing atom-
istic resolution. It has been successfully used for a lot of problems ranging from
from simple atoms, molecules, solids, quantum and classical fluids, etc. Its accu-
racy comes at the price of extensive computational cost which limits the system
size (number of atoms) that can practically be studied to a few hundreds at best.
HˆΨ = EΨ (2.1)
Hˆ = −1
2
N∑
i=1
O2i −
1
2
M∑
A=1
O2A +
N∑
i=1
M∑
A=1
ZA
riA
+
N∑
i=1
N∑
j>i
1
rij
+
M∑
A=1
M∑
B=1
ZAZB
RAB
(2.2)
It is essentially impossible to compute exact solutions of Shroedinger’s equa-
tion for any realistic system. Some approximations are necessary and DFT uses
a few of them. One of those is the Born-Oppenheimer approximation which
assumes that the electrons are moving in the field of fixed nuclei. This reduces
the kinetic energy of the nuclei to zero and their potential energy to a constant
Vext. Also, at the core of DFT is the concept of ”electron density” defined as
the probability of finding any of the N electrons within a volume element d~r.
Another important concept which aided in the development of DFT is the vari-
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ational principle for the ground state which states that the ground state energy
is a functional of the number of electrons (and thus the electron density since
N =
∫
ρ(~rd~r)) and the nuclear potential Vext. In simpler terms, there is a re-
lationship between the energy of a system and its electron density. Even with
these new concepts and assumptions, using Shroedinger’s equation to solve for
the properties of a molecular system remained elusive.
Two fundamental theorems proposed by Hohenberg-Kohn have made it
possible to solve Shroedinger’s equation. The formulation of these theorems
also marked the creation of density functional theory. The first theorem demon-
strates that the electron density uniquely determines the Hamiltonian operator
and thus the external potential and consequently the full many particle ground
state and all its associated properties. This means not only that there is a func-
tional between the external potential and electron density, but that functional is
unique (to within a constant). The proof follows by contradiction and can be
consulted on the original paper [55]. In other words, if we know the electron
density we can compute all the properties of the system including total energy,
atomic structure, etc..
The second Hohenberg-Kohn theorem is very similar to the variational prin-
ciple and states that the functional that delivers the ground state energy of the
system, does so if and only if the input density is the true ground state density.
In other words, any electron density that satisfies the boundary conditions on
the system will lead to an upper bound on the ground state energy of the sys-
tem, unless that electron density is the true ground state electron density itself.
In practice, this means that we can try to minimize the energy of the system to
continuously improve on a trial electron density and that way, solve for the true
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ground state density.
With these two theorems, it has become theoretically possible to forego solv-
ing for the complex 3N-dimensional wavefunction (where N is the number of
electrons in the system) and instead solve for the simpler electron density which
is only a 3-dimensional function of x, y and z. In practice however, it is impossi-
ble to know the exact form of the functional that maps electron density and en-
ergy. In fact, the non-classical self-interaction correction, exchange and coulomb
correlation of the kinetic energy of the electrons as well as any electron-electron
interactions are completely unknown. Therefore, other approximations, usu-
ally based on the Kohn-Sham (KS) equations (Eq. 2.3), are necessary. Within the
KS framework, the orbitals Ψi of a reference non-interacting system with the
same electron density as the real interacting one are used. An additional term
called the exchange-correlation potential Vxc is introduced to account for all the
unknown contributions to the Hamiltonians. Vext and VH in Eq. 2.3 are respec-
tively the external potential due to the presence of the nuclei and the Coulomb
potential.
[−1
2
O2 + Vext(r) + VH [n] + Vxc[n]]Ψi(r) = iΨi(r) (2.3)
The KS equations have reduced the intractable problem of N interacting par-
ticles to a simpler problem of N non-interacting particles moving in an effective
potential which includes the exchange-correlation contribution. However, even
with this simplification, the exact form of the exchange-correlation potential is
still unknown, hence the need for approximations. In the simple Local Density
Approximation (LDA), the exchange-correlation potential only depends on the
electron density at each point. The LDA approach has been proven to work
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fairly well for a number of problems. However notable limitations such as un-
derestimation of the bandgap energy of semiconductors and incorrect predic-
tions of unstable configurations exist. Other approximations such as the Gen-
eralized Gradient Approximation (GGA) improve upon LDA by including the
gradient of the electron density to account for non-homogeneity. In the meta-
GGA approach, the second-order derivatives of the electron density are also in-
cluded for increased accuracy. Other approximations such as hybrid functionals
which include additional corrections have also been developed.
2.3 Nudged Elastic Band
The Nudged Elastic Band (NEB) [56, 57, 58, 59] method is one the most popular
computational techniques available to find the Minimum Energy Path (MEP)
between two stable configurations of a molecular system. The MEP gives access
to the rate at which interconversion between those two states take place. The
two configurations, usually referred to as initial and final states in the case of
diffusion, or reactant and products in the case of reactions have to be known
prior to using this approach. The NEB method has been successfully used in
a lot of problems including diffusion in bulk crystals, surface diffusion and a
number of chemical reactions, etc. [58, 56].
The NEB approach relies heavily on the theoretical framework provided by
the Transition State Theory (TST) in which chemical reactions and diffusion
events are assumed to take place in a potential energy landscape and an in-
termediate state called saddle point or transition state exists between the initial
and final configurations (see Fig. 2.1). Within TST, thermal atomic vibrations
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lead to collision events between atoms in the system. From time to time, some
of those collisions will lead to the formation of the transition state and subse-
quently to the final state. The number of collisions that occur per unit time is
called attempt frequency and only a fraction of those, determined by the energy
difference between the initial state and saddle point, will successfully lead to the
final state. The transition state corresponds therefore to a maximum in energy
along the reaction path and the difference between its energy and that of the
initial state is usually called energy barrier. The rate of the process is then given
by an Arrhenius like expression shown in Eq. 2.4 where E† is the energy of the
transition state, Einit the energy of the initial state, kB Boltzmann constant, T the
temperature and A is called the pre-exponential factor which incorporates the
attempt frequency.
kTST = A exp(−(E† − Einit)/kBT ) (2.4)
In NEB, intermediate configurations, known as “images,” are chosen and
maintained together with spring-like forces (hence the name “elastic band”) act-
ing only along the path of the reaction trajectory. Each image is allowed to relax
only in the direction perpendicular to the reaction path to prevent images from
falling back to the initial and final configurations. The problem formulated in
this manner is then optimized to minimize the forces. A good overview of how
to carry such an optimization is given by Herbol et al. [60]. A variant of this
method called Climbing Image NEB moves one of the images uphill in the en-
ergy landscape along the reaction path to ensure the saddle point is identified
[57].
In this thesis, all the forces and energies are calculated using DFT to ensure
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Figure 2.1: Example energy profile along an atomistic jump or chemical reaction.
The energy barriers give access to the forward and backward rates.
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accurate results. Initial and final configurations are identified using the symme-
try of the crystals of interest. Their geometries are then optimized to ensure they
are stable and sit at the bottom of a well in the energy landscape. Simple linear
interpolation between those two configurations are then used to create images
for the NEB calculation. After initial convergence of the MEP, climbing-image
NEB is used to ensure the saddle point is found. In case more than one saddle
points are found along a given diffusion path, the trajectory is broken down into
individual steps to ensure there is only one transition state per diffusion path.
This process is repeated for a number of point-defects in GaAs, InAs and In-
GaAs to build a library of energy barriers corresponding to individual diffusion
events and thereby gain insights into favorable diffusion mechanisms.
2.4 Machine Learning
Machine Learning (ML) is a subfield of computer science and artificial intelli-
gence that focuses on building algorithms that can learn from and make pre-
dictions based on data. Recent developments in (ML) algorithms have afforded
significant progress in diverse application areas, including medical diagnosis,
[61, 62, 63] speech recognition, [64, 65, 66] face recognition,[67, 68] the discov-
ery of new planets, [69] and many others. Following such profound successes
in those areas, researchers in materials science are increasingly interested in
investigating the promise of similar techniques for the prediction of material
properties, [70, 71, 72] the discovery of new materials,[73, 74, 75] force field
development[76, 77, 78, 79] for use in molecular dynamics simulations, and so
on. In these applications, it has been shown that data from both experiments
and simulations can be leveraged to make predictions of a large number of
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properties including gas uptake capacity in Metal Organic Frameworks, [71]
crystal structure predictions,[80] band gap energies of double perovskites,[81]
heat capacity of organic molecules, [70] etc.
The primary goal of all machine learning techniques is to learn from a given
dataset to create models that can generalize well and make accurate predictions
on unseen data. There are two general classes of machine learning setup: su-
pervised and unsupervised. In the former, all data points are provided with
a corresponding ”label” or ”response” whereas in the latter the data is unla-
beled and the algorithm is tasked with determining its inherent structure. In
supervised learning, a given problem is a regression task if the output or la-
bels are continuous, otherwise it is a classification problem. More formally,
in a supervised ML setup, labeled training data points (~x, y) where ~x ∈ Rd
is the input, y is the label or output and d the dimensionality of the prob-
lem, are provided. The entire dataset D of n data points can be represented
as D = (~x1, y1), . . . , (~xn, yn) ⊆ Rd × C where C is the label space. The goal of
the ML algorithm is to find a function h: Rd → C such that h(~xi) ≈ yi for all
(~xi, yi) ∈ D (training) and also h(~xi) ≈ yi for all (~xi, yi) /∈ D (testing). It is impor-
tant to note that the choice of a specific ML algorithm inherently encodes some
assumptions regarding the type of function h that is sought and consequently
the type of problem that is being solved. This is usually called the ”hypothesis
set” represented byH. The free lunch theorem states that such assumptions are
required for any successful ML algorithm. In other words, there is no single ML
algorithm that will work well for all problems.
In order to find the best function h for a dataset D, a suitable loss function
L is defined to quantify how well a specific solution works. Example loss func-
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tions include the squared loss and absolute loss functions given respectively by
Eq. 2.5 and 2.6. The right machine learning model h is therefore the function that
minimizes the loss, i.e. h = argminh∈HL(h). To ensure proper generalization of
a given learning task, the dataset is usually divided into a training, validation
and testing set. h is then minimized based on the error on the validation test
while training is conducted on the training set. The testing set is left for evalua-
tion of the generalization error that would be made on completely unseen data
points after training is complete. In many algorithms, the function h involves
a vector of weights ~w which has to be optimized such that the loss function
is minimized. The problem is thus an optimization task formalized as follow:
min~w
1
n
∑n
i=1 l(h~w(~xi), yi) + λr(w) where λr(w) is called a ”regularizer” and is
added to penalize complexity and avoid overfitting to the training dataset.
L(h) = frac1n
n∑
i=1
(h(~xi)− yi)2 (2.5)
L(h) = frac1n
n∑
i=1
|h(~xi)− yi| (2.6)
A large number of ML algorithms have been developed over the years and
open-source packages such as TensorFlow, SciKit-Learn [82, 83] exist with stan-
dard implementations. A comprehensive review of all the ML algorithms is
outside the scope of this thesis but the reader is referred to the following pub-
lications for more details. In this work we primarily use Artificial Neural Net-
works which are described in detail in the next section (Section 2.5).
A number of practical considerations are necessary to ensure machine learn-
ing studies are successful. For instance, if the dataset is not representative of the
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input space, the learned model will be highly dependent on the data included
in the training process leading to an increase in variance of the learned model.
Since this problem can usually be solved by simply increasing the size of the
training dataset, it is necessary to pay particular attention to ensure the training
dataset has a large enough number of points. However, in some situations, the
method used to generate or collect the data might simply not cover enough of
the sampling space, expert knowledge of the application domain and advance
data generation techniques are usually necessary to solve this type problem. In
addition, the choice of the right algorithm for a given learning task is usually
not as straightforward as one might think and constitutes an active area of re-
search. It is also worth noting that a key step in all machine learning studies is
the pre-processing of the training dataset in a way that is suitable for learning.
This aspect is treated in detail in the chapter 7 on molecular fingerprints.
2.5 Artificial Neural Networks
Artificial Neural Networks (ANN) are specific types of machine learning algo-
rithms vaguely inspired by how the human brain works. ANNs are comprised
of neurons and connections used to transfer signals (usually a numeric value)
between them. ANNs are usually organized into layers of neurons whereby
each layer performs a linear combination over inputs and pass the results along
to the next layer. At the end of the process, the last layer, which usually has only
one neuron, uses an activation function to return the final result.
Historically, ANNs can trace their origin back to the late 1950s with the
invention of the Perceptron at Cornell University by Frank Rosenblatt. As
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illustrated in Fig. 2.2 the Perceptron works by taking linear combination∑m
i=1wixi + b of inputs (real-valued vector) ~x and applying a bias b. The re-
sult is then fed to a Heaviside step function to produce the final result, which
in this case is a binary value. The Heaviside step function (given by Eq. 2.5) is
in this case the ”activation function” and the perceptron which can be seen as a
single layer ANN. During training, the weights wi are optimized and the final
trained Perceptron model can be used as a linear classifier.
f(x) =

1, if
∑m
i=0wixi + b > 0
0, otherwise
ANNs are essentially an extension of this idea whereby multiple perceptrons
are used both simultaneously and consecutively (see Fig. 2.2). Hence, ANNs
are sometimes referred to as Multi-Layer Perceptrons (MLPs). Until the 1970s,
however, MLPs were very limited in size because of challenges related to the
optimization of the weights. In 1982, a method called ”backpropagation” was
successfully applied to train Neural Networks in a way that allows the use of
bigger networks. Additional advancements in computing power, parallel pro-
cessing and algorithms over the past 20 years have greatly improved our abil-
ity to train ANNs to solve increasingly challenging problems using bigger and
more complex architectures. Those new developments have lead to the use of
deep learning (which simply refers to the use of ANNs with many layers), Re-
current neural netowrks (RNNs), Convolutional Neural Networks (CNNs), etc.
These ANNs have led to much success in natural language processing, image
and face recognition, medical diagnosis, etc. [64, 65, 66, 69, 67, 68].
In this thesis, ANNs are used to learn from data on molecular configurations,
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(a)
(b)
Figure 2.2: (a) Schematic representation of a the Perceptron. This basic imple-
mentation of a Neural Network has only one neuron and uses a Heaviside step
function to transform a linear combination of the features of the input vector
into a label(0 or 1) that can be used for binary classification. (b) Schematic rep-
resentation of an artificial Neural Network. This can be seen as an extension of
the Perceptron whereby multiple neurons are combined into layers allowing to
learn more complicated functions.
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atomic forces and energies generated from DFT calculations. Part of those DFT
calculations were performed to calculate the energy barriers of various diffusion
events. Those computations are very expensive and involve a significant num-
ber of data generated during the course of the calculation that are never used
otherwise, leading to waste of computation. For example, a number of config-
urations will be explored during geometry optimization as well as during the
process of finding the minimum energy path for a given diffusion mechanism
but since only the final result is of interest, those data generated during interme-
diate steps are discarded. Here, we explore how we can use ML to learn from
those data and make predictions for unseen scenarios. This novel approach can
take advantage of data previously generated while limiting the amount of new
data that needs to be generated.
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CHAPTER 3
INTRINSIC AND SILICON DIFFUSION IN GaAs
3.1 Introduction
GaAs is one of the most studied III-V compounds. For example, a quick search
on the SCOPUS database show that GaAs has been studied at least twice as
much as InAs and InGaAs (see Fig. 3.1). As shown in Figure 3.2, GaAs adopts
a Zinc Blende structure with tetrahedral coordination similar to the diamond
cubic structure of silicon. The only difference is the presence of separate As and
Ga sublattices (hence the name Zinc Blende instead of diamond cubic for the
structure). As with other III-Vs, it has a direct bandgap and high electron mo-
bility which make it very attractive for applications in high-speed electronics,
photo-electrical energy conversion, detectors, etc.
With such a large body of work available on GaAs, it has been traditionally
used as a model system to understand diffusion in InGaAs. Mainly, reports dat-
ing back to the 1980s have proposed different models attempting to explain ex-
isting data on Si diffusion in GaAs. Corresponding analytical expressions were
also developed to provide quantitative and predictive capabilities describing
diffusion in this specific III-V material. Recent studies on InGaAs have relied
on those previous models to try to explain the newly observed concentration-
dependence of Si diffusion in InGaAs. However, multiple issues exist with this
approach. Some of those issues were partly addressed in Section 1.4. In this
chapter, we will present an overview of existing experimental data on Si diffu-
sion in GaAs as well as some data on diffusion of other group IV elements. This
is followed by a brief overview of the two main models for diffusion in GaAs.
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Figure 3.1: Number of articles published between 1975 and 2018 with In-
GaAs, GaAs or InAs in their title or list of keywords (data from SCOPUS -
www.scopus.com ).
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Figure 3.2: Example of a 64-atom GaAs crystal in the Zinc Blende structure with
As shown in red and Ga in green.
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We will then present additional NEB calculations that were performed to clarify
some of the assumptions and finally, we will discuss their meaning.
3.2 Diffusion results from Literature
3.2.1 Silicon
As mentioned in section 1.4, multiple studies have shown that Si diffusion in
GaAs is heavily concentration-dependent [47, 50]. Results have also shown that
there are compensation effects in heavily doped GaAs, whereby increase in Si
concentration beyond a certain dopant level does not lead to an increase in car-
rier concentration.
A host of authors have studied silicon diffusion in GaAs. The list include
Ahlgren et al. [84] who used secondary-ion mass spectrometry (SIMS), nuclear
resonance broadening techniques and Rutherford backscattering spectrometry
channeling techniques to confirm the concentration-dependence of Si diffusion
in GaAs. Other studies by Murray et al. [85] and Keller et al. [40] have re-
produced the concentration-dependent diffusion of Si in GaAs. An enhanced
diffusion with doping level (suggesting a Fermi level dependence) and As over-
pressure was observed leading the authors to believe that a vacancy-mediated
diffusion mechanism is the probable diffusion mechanism.
Using DFT calculations, Zhang and Northrup [86] showed for the first time
in 1991 that Ga vacancies VGa have low formation energy, specially in As-rich
growth conditions, and prefer to adopt a charge state of -3. According to
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the authors, this result confirmed that VGa must play a role in the diffusion
of silicon in GaAs. In 1994, Da¸browski and Northrup [87] followed up by
proposing an interstitial-vacancy mechanism for Si diffusion in GaAs whereby
a VGa − Siint − VGa configurations would mediate the Si jump from a SiGa sub-
stitutional configurations to a VGa Ga vacancy sites.
3.2.2 Other group IV dopants: Tin and Germanium
In general, Sn is reported to have slow diffusion in GaAs with diffusivity values
around 10−12 at 1000 oC. Data published by Tuck and Badawai [88] on Sn dif-
fusion over the temperature range of 850 oC - 1100 oC showed that Sn diffusion
was different when the GaAs sample was n-doped versus undoped. At low tem-
peratures, diffusion in the n-doped sample was at least one order of magnitude
higher than the undoped sample. Whereas at high temperature there was no
difference in the two samples. Tuck and Badawai developed a diffusion model
which attributed this behavior to the presence of a higher electron concentra-
tion in the n-doped sample. At high enough temperatures, thermally generated
carriers in the undoped sample which increase the electron concentraion would
then explain the similarity between the diffusion in the two smaples at high
temperature. Essentially, these results and associated argument suggest that the
diffusion coefficient strongly depends on electron concentration. The proposed
mechanism was that most of the Sn exists in the form of Sn+Ga and diffuses via
gallium vacancies. Additionally, an equilibrium assumption between neutral
and singly-charged vacancy was made (V 0Ga + e
− ↔ V −Ga) leading to an expres-
sion for the charged vacancy concentration of the form [V −Ga] = Kn[V
0
Ga] where n
is the electron concentration and K the equilibrium constant. Now assuming a
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constant []V 0Ga] at constant temperature, Tuck and Badawi found that [V
−
Ga] ∝ n
which would explain why an increase in electron concentration would give rise
to an increase in Ga vacancy concentration and hence diffusion.
An alternative model was later proposed by Shaw (1984) [89] who sug-
gested that instead of Sn+Ga being the mobile species, a complex of the form
VGa − Sn−As − VGa was the primary diffusing species. The Sn+Ga species were
considered immobile. This new model assumes that vacancies remain neutral
and that there is an interconversion between the complex VGa − Sn−As − VGa and
Sn+Ga involving two electrons. These new assumptions along with the assump-
tion of gallium-rich conditions lead to a diffusion coefficient which varies with
the squared of Sn+Ga concentration. The reason used by Shaw to suggest this
alternative model was the proposed existence of a VGaSn−AsVGa based on studies
done by Panish (1973) [90].
It is important to note here that the experimental results as well as the ensu-
ing arguments used to explain Sn diffusion in GaAs are similar to the situation
for Si diffusion in GaAs where different hypothesis and assumptions lead to
conflicting models to explain available experimental data. Although not dis-
cussed here, Tuck and Badawai also suggested that compensation effects might
exist whereby the electron concentration remains lower than the Sn concentra-
tion at high dopant concentration. As with silicon diffusion in GaAs, in general,
there is little evidence presented to support assumptions of most stable species,
charged state and favorable diffusion mechanism.
Results for Germanium diffusion in GaAs are not very different from results
for Sn and Si. They show diffusion on the order of 10−14 at 1000 oC, two orders
of magnitude smaller than for Sn. Results point to the fact that diffusion takes
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place on the III sublattice and GeGaVGa complexes form faster than GeAs and
could also be reponsible for high compensation effects that were observed.
3.2.3 Overview of existing analytical diffusion models
There are two main models that attempt to explain the existing data on Si dif-
fusion in GaAs. The first one was developped in 1985 by Greiner and Gibbons
[91] and is based on the main assumption that the SiGa − SiAs pairs are fast dif-
fusers whereas the SiGa and SiAs individual species are slow diffusers. Other
assumptions of this model include that at high dopant concentration, Si in GaAs
is heavily compensated meaning the concentration of donors is the same as the
concentration of acceptors (Cd = Ca) and there is equilibrium between neutral
pairs and their corresponding donor and acceptor single atoms as described by
the equation below.
SiGa
+1 + SiAs
−1 −−⇀↽ − SiGa−SiAs (3.1)
This model has led to an expression for the effective concentration-
dependent diffusivity of the form given by the equation below:
Deff = [1− (1 + 2Ct/Kp)−1/2] (3.2)
Another model was proposed by Yu et al.[52] in 1989 and make vastly dif-
ferent assumptions compared to the Greiner and Gibbons model. Rather than
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assuming that SiGa − SiAs pairs are fast diffusers, Yu et al. starts with the as-
sumption that SiGa−SiAs are immobile while SiGa and SiAs are mobile species.
Yu’s model also takes into account changeover reactions that transforms Si+1Ga to
Si−1As with the involvement of a As or Ga vacancies. The compensation reaction
is still the same as in Greiner and Gibbons. These new assumptions have led
to a rather complicated expression for the concentration-dependent diffusivity
of Si in GaAs with multiple fitting parameters. However, this model has been
shown to fit a wide range of different experimental data and also has the merit
of taking the Fermi level into account. Hence, it has been historically favored
over Greiner’s model and remains one of the main reasons cited by authors who
mention a vacancy-assisted mechanism as the primary diffusion mechanism for
Si in GaAs.
3.3 Methods
To evaluate those two models and investigate the atomistic origin of the
concentration-dependence of silicon diffusion in GaAs, we perform Nudge
Elastic Band calculations at the DFT level. We found that a cut-off energy of
75 Ry and a 3×3×3 k-mesh achieved a targeted convergence of 0.005 eV or less
in DFT energy. The simulations were performed with norm-conserving Perdew-
Zunger pseudo-potentials within the Local Density Approximation (LDA) level
of theory. An LDA level of theory has been shown to be an appropriate choice
for defect formation and migration energy calculations for III-V systems of this
type [92, 93]. This has also been confirmed by some of our calculations (not re-
ported here) that show negligible improvement when using GGA rather than
LDA for Nudged Elastic Band (NEB) calculations in the closely related system
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of CuAu-I In0.5Ga0.5As.
We start by optimizing a 64-atom GaAs supercell as shown in Fig. 3.2. The
equilibrium lattice parameters were found to be 5.53 A˚ in reasonable agreement
with experimental value of 5.65 A˚. We then introduce defects by removing one
atom to create a vacancy and replacing one As or Ga atom with silicon to cre-
ate a substitutional defect. This step is followed by geometry optimization of
the defect-containing supercells wto allow the atoms to relax and reach their
equilibrium positions.
We then perform NEB calculations between a suitable set of initial and final
configurations. Five 5 intermediate configurations (or images) are used along
the reaction coordinate to determine the minimum energy path of each tran-
sition. The vacancy-assisted atomic jumps studied in this manner are given
in Table 3.1 and include first nearest neighbor jumps between Ga and As sites
which was suggested by Yu et al. as important. They also include second near-
est neighbor jumps involving single Si atoms SiGa−SiAs pairs diffusing on the
As or Ga sublattice.
Although not present in the mechanisms proposed in literature and re-
viewed above, we also perform studies for Si interstitial species and associated
jumps. In fact, arsenic split interstitial configurations have been recently identi-
fied in GaAs and since arsenic is a known fast diffuser in GaAs, we also investi-
gate if such split intersitial configurations could also exist for Si and if so, what
are the energy barriers involved.
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Vacancy-Assisted Transitions
Atom
Moving
Initial
Lattice
Site
Final
Lattice
Site
First Nearest
Neighbor Jumps Si
Ga As
As Ga
Second Nearest
Neighbor Jumps Si
Ga Ga
As As
Second Nearest
Neighbor Pair Jumps
SiGa −
SiAs
Ga Ga
As As
Table 3.1: List of vacancy-assisted transitions studied in this work.
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3.4 Results and discussion
3.4.1 Vacancy-assisted diffusion
Results for the change-over mechanism that transforms SiGa into SiAs and vice
versa are shown in Fig. 3.3. The corresponding transitions are described in
Equation 3.3 and clearly show that this jump is possible with a very low energy
barrier. This result also show that Si only marginally prefers to stay on the
Ga site compared with the As site when there is a vacancy present within one
nearest neighbor. In other words, the SiGa−VAs has similar stability as the SiAs−
VGa. Consequently, with this change-over transition favorable, Si diffusion does
not need to be constrained in a given sublattice. It can potentially proceed on
either the As or Ga sublattices with successive change-over jumps. This means
that a good diffusion model should also take this type of transition into account,
as did the Yu et al. model [52].
As shown in Fig. 3.4, vacancy-assisted second nearest neighbor jumps of
SiGa and SiAs individual species have energy barriers over 2 eV. Compared
to the change-over transition, second nearest neighbor jumps of individual Si
atoms in substitutional positions, though possible, are less favorable. These
results also show that jumps on the Ga sublattice involve a slightly lower energy
barrier of 2.1 eV compared to 2.5 eV for jumps on the As sublattice.
Lastly, we evaluated Greiner and Gibbons assumption that the mobile
species are SiGa − SiAs pairs. We perform calculations with a SiGa − SiAs pair
with either a VGa or VAs at a second nearest neighbor distance. The NEB tran-
sition then involve one of the Si atoms moving to the nearby vacant site. As
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Figure 3.3: Si diffusion by first nearest neighbor vacancy-assisted jumps.
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Figure 3.4: Energy barriers for Si diffusion by second nearest-neighbor vacancy-
assisted jumps.
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shown in Fig. 3.6, the movement of Si pairs in this manner involve higher en-
ergy barriers compared to the change-over transition, but lower compared to the
corresponding jump by single Si species. In other words, SiGa − SiAs pairs are
faster diffusers than SiGa and SiAs defects. This means that, although Si pairs
do not benefit from significantly lower energy barriers, Greiner and Gibbons
were partially correct in assuming that Si pairs are more mobile than individual
Si atoms.
Overall, results presented here show that the various transitions happen in
the following order from more favorable to less favorable: change-over jumps,
Si pairs second nearest neighbor jumps on the Ga sublattice, individual Si jump
on the Ga sublattice, Si pairs second nearest neighbor jumps on the As sublattice
and finally, individual Si jump on the As sublattice. These transitions are also
given in Equations 3.3 to 3.7. These NEB results essentially show that neither
the individual SiGa and SiAs atoms nor the SiGa − SiAs pairs would qualify as
”mobile” species through vacancy-assisted jumps and therefore, both Greiner
and Yu’s models might be wrong to some extent.
SiAs + VGa
0.1 eV−−−⇀↽ −
0.4 eV
SiGa + VAs (3.3)
SiGa−SiAs + VGa
1.84 eV−−−−⇀↽ −
1.84 eV
SiGa−SiAs + VGa (3.4)
SiGa + VGa
2.19 eV−−−−⇀↽ −
2.19 eV
SiGa + VGa (3.5)
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(a) Initial configuration
(b) Saddle point
(c) Final configuration
Figure 3.5: SiGa − SiAs pair undergoing a vacancy-assisted transition on the Ga
sublattice in a 64-atom GaAs supercell. Ga, In and Si are respectively shown in
green, red and blue.
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Figure 3.6: Energy barriers for Si-Si pairs diffusing by second nearest-neighbor
vacancy-assisted jumps.
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SiGa−SiAs + VAs
2.53 eV−−−−⇀↽ −
2.53 eV
SiGa−SiAs + VAs (3.6)
SiAs + VAs
2.65 eV−−−−⇀↽ −
2.65 eV
SiAs + VAs (3.7)
3.4.2 Interstitial impurities
Recent results have shown evidence of the presence of As atoms in stable split
interstitial configurations in GaAs [94]. More recent studies have shown that
those split-interstitial species are very fast diffusers with energy barriers on the
order of 0.05 eV.[?]. Here we confirmed that such arsenic split interstitial con-
figurations do exist in GaAs as shown in Fig. 3.7.
Knowing that As is a fast diffuser in GaAs, we investigated whether Si split
interstitial configurations would be stable. As shown in Fig. 3.8, this is indeed
the case. Interstitial silicon atoms can exist in split interstitial configurations
whereby they share one lattice site with an As atom.
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Figure 3.7: Optimized geometry for a As atom (in yellow) in a split interstitial
configuration in GaAs. Ga atoms are in green and As atoms in red.
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Figure 3.8: Optimized geometry for a Si atom (in blue) in a split interstitial con-
figuration in GaAs. Ga atoms are in green and As atoms in red.
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3.5 Conclusions
In contrast to InAs and InGaAs (the ternary alloy made of GaAs and InAs),
GaAs benefits from a generous body of publications around the subject of
dopant diffusion. For the most part, those studies have shown a concentration-
dependence for Si diffusion in GaAs and a compensation effect at high dopant
level, similar to results in InGaAs. However, the atomistic origin of those phe-
nomena were still not completely known. Early hypothesis have relied on pure
thermodynamics arguments and models built thereby relied on very coarse as-
sumptions regarding mobile species. In this chapter, using NEB calculations, we
provide the critical missing part of kinetic considerations by exploring the en-
ergy barriers associated with a number of vacancy-assisted and interstitial tran-
sitions. In light of those new data, we evaluate the limitations of current models.
We also show for the fist time that interstitial silicon species can adopt split in-
terstitial configurations which have been shown to be lead to highly mobile As
species in GaAs. In the next chapter we will present results on our diffusion
studies in InAs.
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CHAPTER 4
INTRINSIC AND SILICON DIFFUSION IN InAs
4.1 Introduction
Among the III-V materials, InAs stands out because of its very high electron
mobility which can be as much as three times higher than in InGaAs and GaAs
[28, 96]. It also has a small direct band gap of 0.35 eV at room temperature
and low carrier effective masses [97]. Together, these properties make InAs
a promising candidate for incorporation into next-generation nanoelectronics
[28]. In addition, InAs has successfully been made into nanowires [98, 99, 100]
and it has been demonstrated to integrate well into novel field effect transistor
(FET) device geometries [101, 102, 103, 38].
Due to the importance of surface states in nanowires, numerous previous
studies of defects in InAs have focused on understanding the role of surface
states in the performance of nanowire-based InAs devices [104, 105, 106]. Over-
all, these studies have shown that surface crystallographic orientation and pas-
sivation strategy of dangling bonds can have a non-negligible impact on the
effective masses and mobilities of the carriers. Their results have provided valu-
able understanding of the effect of surface states on the electronic properties of
InAs devices. However, in order to develop protocols intended to optimize fab-
rication processes, the community will also need a sound understanding of de-
This chapter was published in Langmuir [95]
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fect energetics and diffusion in bulk InAs, which is not currently available. Sev-
eral key unanswered questions remain, such as: What is the primary diffusion
mechanism of Si, the most common dopant in InAs? And what are the relative
stabilities of interstitial and substitutional defects? The answers to these ques-
tions will affect the efficacy of thermal annealing processes and alter the degree
of Si dopant activation in the matrix (and hence conductivity); these answers
cover two important aspects of semiconductor processing.
In this computational study, we focus primarily on providing answers to the
first of those questions, namely to understand defect energetics within the bulk
InAs crystal as they pertain to dopant diffusion. We considered the diffusion of
both intrinsic defects and silicon (dopant) atoms within the InAs crystal lattice.
We study silicon because it has historically been used as the premiere choice for
n-doped InAs [37, 38, 107, 108, 109, 110]. For increased accuracy, our calcula-
tions are performed at the ab initio level using Density Functional Theory (DFT).
We performed Nudged Elastic Band calculations for vacancy-assisted and in-
terstitial transitions to determine the preferred diffusion routes of those defects
and understand the kinetics of their diffusion.
4.2 Methods
We use Quantum Espresso [111] code for all the calculations performed in this
study. While a hexagonal wurtzite structure has been found to arise in InAs
nanowires, bulk InAs, like most III-V materials, typically adopts a zincblende
structure [112]. Accordingly, we perform our calculations with a zincblende
InAs supercell containing 64 atoms as shown in Fig. 4.1. Due to the large num-
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ber of calculations involved in this study, simulating bigger system sizes was
out of reach due to limited computational resources. Moreover, we have previ-
ously investigated the potential system size effects of using a 64-atom supercell
in a closely related system, namely CuAu-I In0.5Ga0.5As, and found no signif-
icant changes in the energy barriers calculated as we increased the size of the
cell [113]. Hence, we believe that system size effects are relatively small.
We found that a cut-off energy of 75 Ry and a 3x3x3 k-mesh achieved a tar-
geted convergence of 0.005 eV or less in energy. The simulations were per-
formed with norm-conserving Perdew-Zunger pseudo-potentials within the
Local Density Approximation (LDA) level of theory. An LDA level of theory
has been shown to be an appropriate choice for defect formation and migration
energy calculations for III-V systems of this type [92, 93]. This has also been
confirmed by some of our calculations (not reported here) that show negligi-
ble improvement when using GGA rather than LDA for Nudged Elastic Band
(NEB) calculations in the closely related system of CuAu-I In0.5Ga0.5As.
After geometry optimization of the perfect crystal, we introduced defects
by either removal of an appropriate atom to create a vacancy, or addition of
an extra atom to create an interstitial in a pre-specified position (tetrahedral
or hexagonal). The resulting structures are allowed to relax energetically, per-
mitting atoms to move in all three dimensions. All geometry optimization are
performed using the Broyden-Fletcher-Goldfarb-Shanno (BFGS) algorithm, as
implemented in Quantum Espresso. We studied the following defects: In, As
and Si hexagonal and tetrahedral interstitials (six case studies), In and As va-
cancies (VIn and VAs), as well as antisite and dopant substitutions InAs, AsIn,
SiIn and SiAs, where the subscript denotes the site on which the atom sits. For
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In
As
Figure 4.1: A representative 64-atom InAs supercell in the cubic Zincblende
structure. Unless otherwise noted, indium atoms are shown in yellow and ar-
senic in red.
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instance, InAs implies that indium atom occupies an arsenic site.
We used Nudged Elastic Band (NEB) calculations to probe the energetics of
transitions involving the movement of the defects, described above, in the InAs
bulk lattice. NEB is a well-known method used to find the Minimum Energy
Path (MEP) between two chosen states of a system [57, 58, 59], i.e., an initial
and final state. Using this method, we are able to calculate the energy barriers
required for our chosen defects to move within the InAs lattice. In this man-
ner, we studied vacancy-assisted first-nearest neighbor transitions (between the
In and As sublattices) and second-nearest neighbor transitions (within a given
sublattice) as well as interstitial jumps.
To complement these diffusion pathway (migration energy) studies, we also
performed limited formation energy calculations for the defects of interest in
this work in their neutral state. A comprehensive study of defect formation ener-
gies would include investigations of these energies as a function of Fermi level
and charge; but such a study is outside the scope of this paper. The formation
energies are computed using the well-known approach described in Northrup
et al. [114]. Within that framework, the formation energy, Ef , is given by Eq.
4.1,
Ef (Dq) = E(Dq)− Ebulk −
∑
i
∆niµi + q(EV + EF ) + Ecorr (4.1)
Ef (Dq) = E(Dq)− Ebulk −
∑
∆niµi (4.2)
where E(Dq) is the total energy of the crystal with the defect, Ebulk is the
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energy without the defect, ∆ni is the change in the number of atoms of species
i, and µi is the chemical potential of species i. Since our calculations involve
neutral defects, the correction term Ecorr is not necessary. The term involving
q(Ev+EF ) accounts for the Fermi level and charge dependence of the formation
energy; this can also be ignored here for neutral defects, leading to the simplified
version given by Eq. 4.2. Since the exact value of the chemical potential cannot
be determined, it is used as a parameter for the formation energy calculations.
As such, the defect formation energies are given in the limiting conditions of As-
rich and In-rich growth regimes. In the As-rich regime, the chemical potential
of As is assumed to be its chemical potential in bulk As whereas in the In-rich
(As-poor) regime, it corresponds to the chemical potential difference between
InAs and bulk In (and vice-versa for the chemical potential of In). For an in-
depth discussion of formation energy calculations, the reader is referred to the
following papers. [92, 114, 115, 116]
4.3 Results and discussion
4.3.1 Vacancy-assisted diffusion
Energy barriers for all the vacancy-assisted transitions found in this study
are summarized in Table 4.1. The energy barriers associated with In and As
vacancy-assisted jumps in InAs are shown in Fig. 4.2 and 4.3, respectively.
Our calculations show that if there is an In vacancy within one nearest neigh-
bor distance, In will not stay on an As site. In other words, the InAs − VIn
antisite-vacancy defect complex is unstable and spontaneously relaxes back to
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the InIn − VAs single defect. This result is in contrast to the situation in which
As occupies an indium site and a vacancy is nearby. In such a configuration, the
antisite-vacancy defect complex (AsIn − VAs) is stable. The transition that trans-
forms this defect complex into a single In vacancy (AsAs − VIn) has an energy
barrier of 0.59 eV. Energy barriers for In and As moving within their sublattice
are quite high, 1.67 eV and 2.00 eV, respectively. If As diffuses into an antisite,
the barrier involved is 1.83 eV for AsIn → AsIn, as reported in Table 4.1.
Turning from intrinsic defects to silicon dopants, we calculated NEB results
for Si transitions involving vacancy-assisted jumps; see Fig. 4.4. The two transi-
tions involving Si moving within either the In or the As layer have energy bar-
riers of 2.52 and 2.18 eV, respectively. Second nearest neighbor jumps, such as
those, are generally expected to have higher energy barriers because of the dis-
tance involved and the number of bonds that need to be broken and reformed in
the process. However, it is important to note that these values for second nearest
neighbor Si transitions are greater than their corresponding In and As counter-
parts. This suggests that dopant Si atoms will be the slowest vacancy-assisted
diffuser in the InAs crystal.
Overall, our results for vacancy-assisted jumps show that As is the fastest
and most “versatile” diffuser in Si-doped InAs. It can easily occupy In sites
to form AsIn defects even in the presence of an As vacancy within one nearest
neighbor distance. In addition, energy barriers for As jumps can be as small
as 0.59 eV for first nearest neighbor transitions. In the case of In, first nearest
neighbor jumps from an In to an As site do not take place. Indium strongly
prefers to stay on the In sublattice within which it can only move with relatively
large energy barriers of 1.67 eV, as befits this considerably larger atom than
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Figure 4.2: DFT-NEB results showing an energy barrier of 1.6 eV for In to jump
to a nearby In vacancy in the InAs lattice. For improved clarity, the moving In
atom is shown in green in the insets.
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Figure 4.3: DFT-NEB results for vacancy-assisted As jumps in InAs. Arsenic can
undergo transitions that takes it to both In and As vacancies alike. The insets
show the initial, saddle point and final configurations of a first nearest-neighbor
As jump (as represented by the green curve). The moving As atom is shown in
blue for added clarity.
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Figure 4.4: DFT-NEB results for vacancy-assisted Si jumps in InAs. The insets
show the initial, saddle point and final configurations of Si (colored in blue for
added clarity) moving between two In sites (green curve).
56
either As or Si. In contrast to As and In, vacancy-assisted Si jumps involve
energy barriers as high as 2.52 eV, indicating that a vacancy-assisted mechanism
is very unlikely to be the primary diffusion route for Si.
4.3.2 Interstitial diffusion
We also investigated the possibility of interstitial transitions, again using NEB
calculations. Starting from atoms located in tetrahedral interstitial sites, we per-
form a geometry optimization, followed by an NEB calculation, as described
in section 4.2. Our results, summarized in Table 4.2, show that interstitial In
atoms preferentially occupy tetrahedral sites. An example of such configuration
is given in Fig. 4.5. In contrast, As prefers to adopt split-interstitial configura-
tions whereby a lattice site is shared with another As atom. One such config-
uration is shown in Fig. 4.6. the presence of split-interstitial As configurations
have recently been reported in In0.5Ga0.5As by Reveil et al. [113] and in GaAs
by Wright et al. [93]. On the other hand, Si strongly prefers to occupy hexag-
onal sites, although tetrahedral configurations are also relatively feasible. An
example hexagonal configuration for Si is shown in Fig. 4.7. The implications
of Si occupying hexagonal versus tetrahedral or split-interstitial sites in InAs
in terms of defect population and activation remains an open question. Subse-
quent calculations that incorporate the effects of charges are needed to answer
such question.
Figures 4.11 and 4.12 show the NEB energy profiles for transitions involv-
ing interstitial In and As atoms, respectively. The energy barrier for In moving
between tetrahedral configurations is 0.82 eV, which is considerably lower than
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Atom
Moving
Initial
Lattice
Site
Final
Lattice
Site
Energy
Barrier
(eV)
In
In As N/A
As In No barrier
In In 1.67
As As N/A
As
In As 0.59
As In 0.59
In In 1.83
As As 2.00
Si
In As N/A
As In No barrier
In In 2.52
As As 2.18
Table 4.1: Summary of energy barrier results from DFT NEB calculations for
vacancy-assisted transitions in InAs. N/A refers to transitions that do not take
place because it would involve a monotonic increase in energy of the system
(with no barrier). Conversely, “No barrier” refers to a transition that goes down-
hill in the energy landscape.
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the barriers obtained for vacancy-assisted jumps. For As, the barrier for jumps
between split interstitial configurations is even lower, 0.41 eV. Such low en-
ergy barriers for As jumps are consistent with our results for vacancy-assisted
diffusion showing that As is a very fast diffuser in InAs.
In Fig. 4.10, we plot the NEB energy profiles for Si jumps. The barrier to
jump between hexagonal configurations is only 0.23 eV. This value is smaller
than the energy barriers for all the other transitions computed thus far. For
comparison purposes, the smallest energy barrier for vacancy-assisted Si jumps
was 2.18 eV, almost 2 eV higher! This suggests that Si will almost certainly
diffuse via an interstitial mechanism, rather than a vacancy-assisted one. Figure
4.10 also shows the energy profile for interstitial Si moving from an hexagonal
to a tetrahedral configuration. As evident in the associated energy curve, the
hexagonal configuration is strongly preferred to the tetrahedral one.
4.3.3 Defect formation energies
Figure 4.13 shows the formation energy as a function of chemical potential for
the neutral point defects of interest in this work. We remind the reader that these
defect formation energies are far from being comprehensive and are included
here as a preview into the thermodynamics of those point defects in InAs. It
is evident from this plot that As vacancies have low formation energy in InAs
specially in the In-rich regime. Added to the relatively small energy barriers
associated with As migration, this means that As defects will be very easy to
form and migrate within the InAs crystal. The second group of defects with the
lowest formation energy is comprised of SiIn−VIn for As-rich growth conditions
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Figure 4.5: An indium atom (shown in green) in tetrahedral interstitial configu-
ration in InAs.
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Figure 4.6: An arsenic split-interstitial configuration in InAs.
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Figure 4.7: A silicon atom colored in blue in hexagonal interstitial position in
InAs.
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Figure 4.8: DFT-NEB results for In interstitial jumps in InAs showing a relatively
low 0.8 eV barrier. The moving In atom is colored in green.The saddle point
corresponds to an hexagonal configuration.
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Figure 4.9: DFT-NEB results for As interstitial jumps in InAs, showing the ease
of As diffusion in InAs (< 0.5 eV barrier) via an interstitial mechanism. The As
atoms involved in the transition are shown in green for more clarity.
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Figure 4.10: DFT-NEB results for Si interstitial jumps in InAs, showing the low-
est energy barriers among the set of pathways we investigated, a < 0.25 eV bar-
rier for hexagonal transport (blue curve) and showing that the hexagonal inter-
stitial site is preferred to the tetrahedral one (green curve) by about 0.2 eV.The
hexagonal to tetrahedral transition is illustrated by insets showing the initial,
saddle point and final configurations with the moving Si atom colored in blue.
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Figure 4.11: DFT-NEB results for In interstitial jumps in InAs showing a rela-
tively low 0.8 eV barrier. The moving In atom is colored in green.The saddle
point corresponds to an hexagonal configuration.
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Figure 4.12: DFT-NEB results for As interstitial jumps in InAs, showing the ease
of As diffusion in InAs (< 0.5 eV barrier) via an interstitial mechanism. The As
atoms involved in the transition are shown in green for more clarity.
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Atom
Moving
Initial
Interstitial
Site
Final
Interstitial
Site
Energy
Barrier
(eV)
In Tetrahedral Tetrahedral 0.82
As split-
interstitial
split-
interstitial
0.41
Si
Hexagonal Hexagonal 0.23
Hexagonal Tetrahedral 0.11
Tetrahedral Hexagonal 0.001
Table 4.2: Summary of energy barrier results from DFT NEB calculations for in-
terstitial transitions in InAs showing the generally lower barriers for interstitial
jumps.
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and SiAs − VAs for In-rich growth conditions. On the other hand, as previously
discussed, vacancy-assisted Si jumps have high energy barriers. In contrast, SiH
defects that have low energy barriers for jumps within the InAs lattice, but have
the highest formation energy in this study. This means that, overall, unless the
growth technique favors the formation of Si interstitials, Si is not expected to
show significant diffusion in InAs. This would be deleterious for activation of
Si dopants in InAs.
4.4 Conclusions
The results in this study are, for the most part, very similar to Reveil et al.’s find-
ings for diffusion in In0.5Ga0.5As (InGaAs) [113] and by Wright et al. for GaAs
[93]. Taken together, these results provide a more comprehensive overview of
diffusion across the more common III/V alloys. In both InAs and InGaAs, As is
found to be a fast diffuser and to preferentially adopt split-interstitial configu-
rations in which two As atoms share a lattice site and are able to move in the lat-
tice with very low energy barriers. Not surprisingly, given its large size, indium
is found to be a very slow diffuser, with energy barriers for vacancy-assisted
jumps well above 1.5 eV. The diffusion of Si dopant atoms via interstitial diffu-
sion is found to be more favorable than vacancy-assisted diffusion in both III-V
materials.
However, there is one key difference between our results for In0.5Ga0.5As
versus InAs that stands out: Interstitial Si atoms prefer to adopt split-interstitial
configurations in In0.5Ga0.5As, but do not in InAs. Instead, they prefer to occupy
hexagonal sites. This suggests that the difference in size and/or electronegativ-
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Figure 4.13: Formation energy of point defects in InAs with respect to growth
conditions.
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ity between In and Ga might influence the thermodynamic and diffusive behav-
ior of group IV dopants like Si. The exact nature of such an influence beyond
what type of site the Si dopant preferentially occupies, is still unknown and
should be further investigated in those three related III-V materials (i.e. GaAs,
InGaAs, and InAs).
71
CHAPTER 5
INTRINSIC AND SILICON DIFFUSION IN InGaAs
5.1 Introduction
As previously mentioned, silicon is a group IV atom and is, therefore, an am-
photeric dopant in III-Vs. For n-type doping, Si must substitute for In or Ga
on the cation sublattice. The substitution of Si for As on the anion sublattice
has been considered as a potential compensation mechanism responsible for
the observed activation limit [54]. However, recent papers have proposed an
alternative explanation for both the activation limit [92] and the concentration-
dependent diffusivity of Si in InGaAs [54, 117, 118]. Partly based on results
for GaAs and data in InGaAs, these papers found that the formation energy of
cation (group III) vacancies (VIII) decreases as the Fermi level rises with increas-
ing Si concentration. At high Si concentration, electrically inactive Si−V acancy
complexes are thought to form, which then lead to both enhanced diffusivity
and a limit in activation.
In this paper, we use accurate Density Functional Theory calculations to un-
derstand the previously unknown kinetics of Si dopant behavior in InGaAs and
to test the presumed importance of a vacancy-assisted mechanism for Si dif-
fusion. We calculate energy barriers for more than 40 different transitions of
silicon dopant atoms and intrinsic defects within the InGaAs crystal lattice. We
This chapter was published in Acta Materialia [113]
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explore all possible vacancy-assisted transitions for In, Ga, As and Si in order
to test the validity of a vacancy-assisted mechanism being the primary diffu-
sional mechanism. We also study interstitial defects and dopants to complete
our study of preferred mechanistic pathways. Comparing all these calculated
diffusional rates allows us to provide new insights into the most favorable dif-
fusional mechanisms at play. These new data represent the most extensive
molecular-level theoretical study of Si diffusion in InGaAs to date.
5.2 Methods
5.2.1 Crystal structure and ordering
Although it is known that InGaAs adopts a diamond cubic structure, the cation
sublattice in InGaAs can adopt random or ordered arrangements, depending on
growth conditions [119]. While random ordering might be commonly expected,
evidence of CuPt-like ordering have been reported in many III-V alloys during
low-temperature vapor phase epitaxy growth (VPE) [120, 121, 122]. CuAuI or-
dering has also been observed in III-V alloys, including InGaAs, during molec-
ular beam epitaxy (MBE) [123, 124, 125, 126]. In this work, due to the inherent
complexity and the prohibitively large system size necessary to study a random
crystal, we focus on the CuAuI-ordered phase of InGaAs, shown in Fig. 5.1. In
this ordering, the cation sublattice is comprised of alternating layers of In or Ga
atoms stacked along the z-direction. However, as our results will show, we will
have something to say about the likelihood of randomizing species swops (e.g.,
swopping In for Ga).
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(a)
(b)
Figure 5.1: (a) Schematic of a 64-Atom CuAuI-ordered In0.5Ga0.5As supercell,
showing alternating layers of atoms. The CuAuI ordering of InGaAs has been
observed for specific growth conditions, e.g., MBE growth. (b) Color key used
throughout this text. From left to right: As, Si, Ga and In (Images not on scale)
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5.2.2 Mechanisms studied
We have studied both vacancy- and interstitial- mediated transitions. Table 5.1
lists the vacancy-assisted transitions studied in this work. We performed calcu-
lations for both first- and second- nearest neighbor vacancy-assisted jumps for
Si as well as vacancy-assisted moves of In, Ga and As atoms. We considered all
three types of vacancies (missing an In, Ga or As atom) and explored all possible
combinations of mobile atom/vacancy pairs in order to find the lowest energy
transitions among this class of moves. For all calculations involving vacancies,
the starting configurations were obtained by choosing one atom to remove from
an initially perfect 64-atom supercell in order to form a vacancy. The atomic po-
sitions inside the supercell with the vacancy were then relaxed to a lower energy
configuration.
We also studied the barriers to interstitial transitions for all four atoms: In,
Ga, As and Si. Although we initially assumed a tetrahedral interstitial configu-
rations, each supercell was allowed to relax and adopt a more stable configura-
tion which, in some cases, was different from the tetrahedral starting point. The
starting configurations were obtained by adding one extra atom to a 64-atom
supercell in a specific tetrahedral position, followed by geometry optimization.
5.2.3 Simulation details
For each transition studied, e.g., the diffusion of a vacancy from one lattice site
to another, the related energy barrier was calculated using the Nudged Elastic
Band (NEB) method. NEB is a widely used technique for finding the Minimum
Energy Path (MEP) between two known configurations of a molecular system
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Vacancy-Assisted Transitions
Atom
Moving
Initial
Lattice
Site
Final
Lattice
Site
First Nearest
Neighbor Jumps
In, Ga,
As, Si
In As
As In
Ga As
As Ga
Second Nearest
Neighbor Jumps
In, Ga,
As, Si
In In
Ga Ga
In Ga
Ga In
As As
Table 5.1: List of vacancy-assisted transitions studied in this work.
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[58, 127, 128, 59]. The requirement that both the initial and final configurations
are known in advance is not a complicating issue for on-lattice systems such as
InGaAs.
The NEB module in Quantum ESPRESSO [111] was used for all NEB calcu-
lations. A 64-atom supercell of CuAuI-ordered InGaAs was used with a norm-
conserving pseudopotential and Local Density Approximation (LDA) func-
tional in the Perdew-Zunger (PZ) parameterization. The LDA level of theory
has been previously shown to perform well for this class of system [92, 93]. Ad-
ditional calculations that we performed at the GGA level confirmed such find-
ings. A kinetic energy cut-off of 680 eV was used along with a 3× 3× 3 k-mesh.
These choices of pseudopotential, cut-off energy and k-mesh were made follow-
ing appropriate tests to assess suitable convergence limits had been achieved.
Due to the computational cost of ab initio NEB calculations and the large num-
ber of simulations performed in this study, the use of a larger supercell contain-
ing, say, 216 atoms was out of reach. Moreover, preliminary calculations that
we performed with larger supercells have indicated that no significant accuracy
gain is achieved by using 216- versus 64-atom supercells.
Before each NEB calculation, the initial and final configurations were re-
laxed to minimize the energy. Geometry optimizations were performed using
the Broyden - Fletcher Goldfarb Shanno (BFGS) algorithm with convergence
thresholds of 10−4 and 10−3 for the total energy and force, respectively, in atomic
Rydberg units. For higher accuracy, the self-consistent convergence threshold
was set to a value of 10−8 Ry which is two orders of magnitude lower than the
commonly used value of 10−6 Ry. Relaxing the initial and final configurations
before performing NEB calculations allowed us to identify unstable configu-
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rations as well as situations when both configurations relax to the same final
structure. This information provided valuable insights for subsequent calcula-
tions.
When NEB calculations led to more than one saddle point, the potentially
stable intermediate configurations were isolated and relaxed using an energy
minimization technique. The original NEB calculation was then broken down
into multiple NEB runs, ensuring that there is only one saddle point per NEB
calculation. More details on this process are given in Section 1 of the Supple-
mental Information. This meticulous approach allowed us to discover unsus-
pected stable configurations, as well as the discovery of low-energy transitions
which might otherwise have been overlooked.
5.3 Results and discussion
In section 5.3.1, we present an overview of our results for vacancy-assisted dif-
fusion and discuss their implications. In section 3.2, we show our results and
discussion for interstitial diffusion in InGaAs.
5.3.1 Vacancy-assisted diffusion
As one of the most basic diffusion mechanisms in crystals, vacancy-assisted
jumps allow atoms to leave their lattice site and migrate to a nearby vacant lat-
tice site. In a ternary alloy such as CuAuI-ordered In0.5Ga0.5As, there are about
24 such transitions (not counting defect-defect interactions). Those transitions
involve the movement of defects such as substitutional Si (SiX), vacancies (VX)
78
and anti-sites (XY ) - where X, Y = In,Ga,As and X 6= Y . We first consider
first nearest neighbor jumps (section 5.3.1), followed by second nearest neigh-
bor transitions (section 5.3.1). Finally, we provide an in-depth discussion in
section 5.3.1 of the meaning and implications of the data.
First nearest neighbor jumps
First nearest neighbor jumps in InGaAs always take place between cation and
anion sites and will, therefore, involve the formation of anti-sites in the case
of intrinsic jumps. Depending on the stability of the defects created, we expect
some of those transitions to be energetically unreachable or to have some prefer-
ence for one of the sub-lattices. Table 5.2 shows a summary of all the results for
first nearest-neighbor jumps. In-depth analysis of those transitions is included
in section 2.1 of the Supplementary Information.
Indium and gallium do not move by first nearest neighbor jumps as those
jumps would create InAs andGaAs anti-sites which are unstable when a Ga or In
vacancy is present as a first nearest neighbor. “Unstable” here means they will
spontaneously leave that configuration with no energy barrier. However, AsGa
and AsIn anti-sites are stable (meaning there is an energy barrier preventing
them from spontaneously leaving that configuration) and first nearest neighbor
As jumps take place with energy barriers between 0.47 eV to 0.82 eV. As ex-
pected, since Si is expected to lead to n-type doping, SiGa and SiIn defects are
more favorable compared to SiAs, even when a vacancy exists within the first
nearest neighbor “shell.” The strong preference of Si dopants for cationic sites
in InGaAs has been previously reported [115]. It takes only 0.14 eV for a Si atom
to move from an As site to an In site, and there is no energy barrier at all to a Ga
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vacancy. The reverse transition costs 0.86 eV in the case of In, and does not take
place in the case of Ga.
Second nearest neighbor jumps
Based on the symmetry of the CuAuI ordering of InGaAs, second nearest neigh-
bor jumps happen only between cationic or anionic sites. Except for jumps be-
tween In and Ga sites, the NEB results for these transitions are therefore per-
fectly symmetric. Energy barriers for second nearest neighbor jumps are ex-
pected to be higher than those for first nearest jumps. This is because second
nearest neighbor jumps take place over longer distances and involve more bond
breaking/forming compared to first nearest neighbor jumps. As shown in Table
5.3, all second nearest neighbor jumps in our calculations have energy barriers
greater than 1 eV. In the Supplemental Information, we provide detailed infor-
mation on Ga and In transitions (section S 2.2.1), As jumps (section S 2.2.2) and
Si transitions (section S 2.2.3).
Discussion on vacancy-assisted diffusion
Taking all these preceding NEB results as a whole suggests that the species most
likely to diffuse by vacancy-assisted transitions in InGaAs is As. This is due, in
part, to the fact that anti-sites with As on cation sites are stable and can poten-
tially play an important role during diffusion. As discussed above, In and Ga
do not undergo first nearest neighbor jumps as these jumps would lead them
to an unstable configuration involving an anti-site on As. In addition, since the
energy barriers for In or Ga second nearest-neighbor jumps are on the order
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Atom
Moving
Initial
Lattice
Site
Final
Lattice
Site
Energy
Barrier
(eV)
In
In As N/A
As In No barrier
Ga As N/A
As Ga No barrier
Ga
In As N/A
As In No barrier
Ga As N/A
As Ga No barrier
As
In As 0.57
As In 0.82
Ga As 0.47
As Ga 0.52
Si
In As 0.86
As In 0.14
Ga As N/A
As Ga No barrier
Table 5.2: Summary of energy barrier results from DFT NEB calculations for
first-nearest neighbor vacancy-assisted transitions in CuAuI-ordered InGaAs.
“N/A” indicates a transition that does not take place as it would lead to a high
energy configuration without involving an energy barrier. The reverse case is
labeled “No barrier” and refers to a transition that takes place spontaneously
from a high energy configuration to a low energy configuration with no energy
barrier.
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Atom
Moving
Initial
Lattice
Site
Final
Lattice
Site
Energy
Barrier
(eV)
In
In In 1.48
Ga Ga 1.75
In Ga 1.20
Ga In 1.23
As As N/A
Ga
In In 1.83
Ga Ga 2.07
In Ga 1.61
Ga In 1.57
As As N/A
As
In In 1.69
Ga Ga 1.76
In Ga 1.67
Ga In 1.47
As AsGa 2.02
As AsIn 2.86
Si
In In 2.20
Ga Ga 2.48
In Ga 2.24
Ga In 2.12
As AsGa 2.25
As AsIn 2.30
Table 5.3: Summary of energy barriers for second-nearest neighbor vacancy-
assisted transitions in CuAuI-ordered InGaAs. The superscript denotes the
common nearest neighbor between the two As lattice sites in the case of As
and Si jumps.
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of 2.0 eV, whenever there is a Ga or In vacancy, an As atom will preferentially
make a first-nearest neighbor jump to occupy that vacancy, incurring energy
barriers as low as 0.52 eV for Ga and 0.82 eV for In. Those As jumps will es-
sentially transfer cation vacancies to the As sub-lattice, making them even less
available for second nearest neighbor jumps on the cation sub-lattice.
Based on this observation, one potential route for Si diffusion (in case there is
a Ga or In vacancy site nearby) could be first nearest neighbor jumps of SiIII to
As vacancies followed by subsequent jumps on the As sublattice until another
Ga or In vacancy is found. To partly test this idea, we allow a configuration
with a SiIII , a AsIII , and a VAs to relax in order to understand how the vacancy
site could be transferred from the Ga/In sublattice to the As sublattice where
it would be available for first nearest neighbor Si jump. However, as the re-
sults presented in Fig. 5.2 show, when a Si atom is present as a second nearest
neighbor of a Ga or In vacancy, first nearest neighbor As jumps to that vacancy
to form a SiIII − VAs complex become impossible. This is because the config-
uration involving an AsIII anti-site, a SiIII substitutional dopant, and an As
vacancy (essentially the complex AsIII −VAs−SiIII) is highly unstable and will
relax back to a SiIII − VIII complex pair.
These additional results suggest that the SiIII − VIII pair is energetically
favorable and that a mechanism involving Si jumps to As sites is improbable. It
also provides evidence for a potential deactivation mechanism of Si in InGaAs
whereby oppositely charged VIII defects remain close to SiIII defects leading to
the Si activation limit consistently reported in the literature [54, 45, 46].
The fact that As can easily occupy cationic as well as anionic sites also pro-
vides an additional explanation as to why As loss might be so common during
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Figure 5.2: Energy profiles for As moving from a Ga site to an As vacancy with
(green dotted line) and without (blue solid line) a Si atom as second nearest
neighbor to a Ga site. The presence of Si renders the AsGa defect unstable. The
curve with silicon corresponds to a geometry optimization of the initial config-
uration which is shown to relax to the final configuration with no barrier. The
curve without silicon corresponds to an actual NEB calculation as this transition
involve an energy barrier.
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annealing of InGaAs, as reported by several authors [46, 129, 130]. Slow transi-
tions involving As atoms are indeed the most probable mechanism of vacancy-
assisted intrinsic diffusion in CuAuI-ordered InGaAs. Si diffusion by vacancy-
assisted jumps is possible but extremely slow, due to a combination of a high
energy barrier for such jumps, a low energy barrier of As jumps to cation va-
cancies, and the stability of the SiIII − VIII pair.
These results also highlight fundamental differences in the way Ga/In va-
cancies behave in InGaAs compared to As vacancies. The former seem to in-
duce strain in the host lattice conducive to attracting Si dopants in their vicinity.
This is evidenced by the stability of the SiIII − VIII pair, as discussed above.
From that perspective, Ga and In vacancies appear to behave as sinks for other
point defects. This is probably attributable to the difference in atomic volume
between Ga/In and As and the symmetry of the CuAu-I crystal form. In con-
trast, As vacancies do not seem to exhibit similar behavior. Further studies into
the strain effects of point defects in InGaAs could help clarify the extent of such
effects and how they influence diffusion and composition in their vicinity.
5.3.2 Interstitial diffusion
Interstitial sites in CuAuI-ordered InGaAs
We have explored a number of possible interstitial sites in InGaAs. Three differ-
ent tetrahedral sites, which we have named T a1 , T b1 and T2, are accessible based
on the types of first and second nearest neighbors. As shown in Fig. 5.3, T a1 cor-
responds to a tetrahedral site on a Ga layer with four As atoms as first nearest
neighbors, four Ga and two In as second nearest neighbors. Similarly, T b1 refers
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to a tetrahedral site on an In layer with four As atoms as first nearest neighbors,
four In and two Ga as second nearest neighbors. Finally, T2 refers to a tetrahe-
dral interstitial on an As layer with two In and two Ga as first nearest neighbors
and six As atoms as second nearest neighbors.
Our calculations have revealed that In and Ga atoms can occupy tetrahedral
interstitial sites, but pure interstitial jumps for As atoms do not take place. In-
stead, interstitial As jumps involve some type of split interstitial configuration.
We have identified three such configurations, as shown in Fig. 5.4, which we
have named S1, S2 and S3. The first one, S1, involves two As interstitials sitting
on the same layer and sharing a common As lattice site. S2 is very similar to S1,
except that the two As atoms occupy different layers. The last one, S3, involves
a slightly displaced In interstitial with As practically sitting on an hexagonal site
(See Fig .5.4c). These configurations are completely different to the In and Ga
tetrahedral interstitials.
In a similar fashion to As, interstitial Si atoms tend to adopt split interstitial
configurations in which one As lattice site is shared between the Si atom and a
displaced As atom. The possible configurations of Si split interstitials are shown
in Fig. 5.5 and are similar to the ones presented in Fig. 5.4 for As. The S2
configuration is energetically unfavorable for Si split-interstitials.
Energy barriers for interstitial jumps
Table 5.4 summarizes results for In, Ga, As and Si jumps between these inter-
stitial sites. The energy barriers for interstitial jumps are, in general, lower than
the vacancy-assisted ones. As mentioned above, In and Ga can move between
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Figure 5.3: The three possible interstitial sites in CuAuI-ordered In0.5Ga0.5As.
Left: T1a with four As as first nearest neighbors (NN), four Ga and two In as
second NN. Center: T1b with four As as first NN, four In and two Ga as second
NN. Right: T2 with two In and two Ga as first NN, six As as second NN.
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Figure 5.4: Examples of As split interstitial configurations. Left: S1 configura-
tion with two As atoms sharing an As lattice site. Center: S2 configuration with
two As atoms sharing a lattice site with a slight offset in the z direction. Right:
S3 configuration with an As sitting in an hexagonal position leading to slightly
displaced In atom.
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Figure 5.5: Examples of Si split interstitial configurations. Left: S1 configuration
with a Si and an As atom sharing an As lattice site. Right: S3 configuration with
a Si sitting in an hexagonal position leading to slightly displaced In atoms.
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tetrahedral interstitial sites, whereas As and Si move between split interstitial
configurations. The lowest energy for tetrahedral jumps is 0.63 eV, whereas the
lowest energy for split interstitial transitions is just 0.13 eV. A more detailed
description of those transitions is included in section 2.3 of the Supplemental
Information.
Discussion regarding interstitial diffusion
Our results show that, while In and Ga tend to adopt tetrahedral interstitial po-
sitions, As and Si interstitials are found to prefer split interstitial configurations
in which an As lattice site is shared. Since Si atoms in split interstitial configura-
tions do not contribute to charge carrier concentration, our results suggest that
split interstitials are a third possible origin for the observed activation limit of
Si in InGaAs (the previous two options involved SiAs substitutional atoms and
SiIII + VIII complexes which would also contribute to dopant deactivation).
The relative distribution of the population among these three species, with the
propensity to limit dopant activation in InGaAs, will depend on the method
used for dopant implantation as well as the Fermi level and temperature used
during annealing.
Although we do not claim to have explored all possible split interstitial tran-
sitions that might occur, these results, involving favorable energy barriers as
low as 0.13 eV for some As jumps, implicate As as the fastest diffusing species
in InGaAs. In all our calculations, including those for vacancy-assisted diffu-
sion, As has smaller energy barriers overall than all the other atoms. Therefore,
any robust diffusion model for Si in InGaAs needs to account for As diffusion
which can influence the overall intrinsic defect population.
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Atom
Moving
Initial
Interstitial
Site
Final
Interstitial
Site
Energy
Barrier
(eV)
In
T2 T
a
1 1.25
T a1 T2 0.63
T2 T
b
1 0.9
T b1 T2 0.86
Ga
T2 T
a
1 1.07
T a1 T2 0.77
T2 T
b
1 0.87
T b1 T2 0.82
As
S1 S1 1.44
S2 S2 0.13
S3 S3 0.13
S2 S3 0.55
S3 S2 0.16
Si
S1 S1 0.33
S1 S1 0.42
S3 S3 0.35
S1 S3 0.15
S3 S1 0.4
Table 5.4: Summary of energy barriers for interstitial transitions in CuAuI In-
GaAs. Two different paths for S1 to S1 Si transitions were explored.
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As a complement to these migration energy studies, it is also helpful to un-
derstand the thermodynamic tendency to form Si split interstitial species. Thus,
we have calculated their formation energy in the case of grown-in Si-doped
CuAuI-ordered In0.5Ga0.5As. The procedure used for these calculations is the
same as that given in Wang et al. [92], where the computational procedure was
given in detail. The formation energies of Si split interstitials S1 and S3 vary
between 2.5 and 3.7 eV, and remain stable at high Fermi level, see Fig. 5.6. In
line with other ordered-InGaAs interstitial defects [92], S1 and S3 have forma-
tion energies that are independent of growth conditions (in terms of chemical
potentials for In, Ga, and As). The most stable charge state of those split inter-
stitials is neutral or +2 for Fermi levels within the band gap. Since the formation
energy of Si substitutional atoms increases with Fermi level [92], while that of
split interstitials remain constant, the relative population of Si split interstitials
compared to Si dopants on substitutional sites is expected to increase at high
dopant concentration, in line with experimental observations.
The fact that Si split interstitials are stable species and their diffusion has
such low energy barriers is an unprecedented result in InGaAs. This discovery
opens up a new possible model for Si diffusion in InGaAs, in which interstitial
species are the ones diffusing at high concentration while substitutional atoms
are immobile. It is known that ion implantation, for example, often leads to the
presence of excess interstitial defects at high dopant concentration. It is not hard
to imagine that, in such cases, interstitial atoms will be present near the surface
where the dopant concentration is high and those atoms will be able to diffuse
until they are transformed to substitutional defects and become immobile in low
concentration regions.
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Figure 5.6: Formation energy of Si split interstitials (S1 and S3) and tetrahedral
interstitials (T1a, T1b, T2) in In0.5Ga0.5As.
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5.4 Conclusions
In this set of studies, we performed Density Functional Theory NEB calculations
for all vacancy-assisted and interstitial transitions for Si and intrinsic diffusion
in CuAuI-ordered InGaAs. Isolated substitutional Si species are found to be
slow diffusers with energy barriers for their vacancy-assisted jumps as high as
2.48 eV. This means that vacancy-assisted Si diffusion in CuAuI-ordered In-
GaAs is very slow, in agreement with experimental results showing no Si dif-
fusion at low concentration. Our interstitial calculations revealed alternative Si
diffusion pathways in CuAuI-ordered InGaAs with low energy barriers. More
specifically, split-interstitial configurations are found to be stable and associ-
ated transitions to have energy barriers as small as 0.15 eV (compared to the
lowest value of 2.12 eV for second-nearest neighbor vacancy-assisted transi-
tions). Such low energy barriers will translate into high diffusivity and could
explain the experimentally observed increased diffusivity of Si in InGaAs at
high concentration. Si diffusion in real InGaAs systems is bound to be a more
complex combination of all the transitions presented in this paper with relative
importance depending on growth (which influences the presence or absence of
ordered phases), dopant incorporation and annealing conditions.
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CHAPTER 6
A CONTINUUM MODEL FOR AMPHOTERIC DOPANT DIFFUSION IN
III-VS
6.1 Introduction
It is generally believed that VGa must play a role in the concentration depen-
dence of Si diffusion in III-Vs. However, the degree to which VGa vacancies
mediate Si diffusion is not fully understood. Also, the nature of the diffusing
species is still not fully clear. SiGa − SiAs pairs, SiGa and SiAs have been all in-
dividually hypothesized as primary diffusing species in the two leading, com-
peting models for Si diffusion in III-Vs, namely models due to Greiner/Gibbons
(GG) [131, 91] and Yu et al. [52]. Those two models, which were briefly reviewed
in section 3.2.3, make vastly different assumptions around the form in which Si
diffuses. Here we discuss limitations of both models and propose an alternative
model supported by the new DFT and NEB data garnered in this work.
6.1.1 Limitations of the Greiner and Gibbons model
In the Greiner and Gibbons model, the primary assumptions are as follows:
• SiGa − SiAs is the primary diffusing species
• SiGa and SiAs are immobile when by themselves
• There is a local equilibrium between neutral pairs and their corresponding
single donor and acceptor atoms.
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Although this model might be correct in assuming a higher concentration
of Si-Si pairs at high dopant concentration, there a few limitations within their
definition of the model’s framework. If single, isolated Si atoms are immobile,
it becomes unclear what the mechanism of formation of Si-Si pairs would be.
One would imagine that those individual Si atoms would have to move within
the crystal lattice until two of them meet and create a Si-Si pair. This model
does not incorporate such a possibility, nor does it provide an answer to the
question regarding how Si-Si pairs form. We believe that the twin assumptions
of immobile single Si atoms and mobile Si pairs are incompatible.
Moreover, our results presented in Chapter 3 show that the single Si atoms
are not necessarily immobile, or at least, are not much more immobile than the
pairs. SiGa atomistic jumps to VGa involve a large energy barrier of 2.19 eV,
whereas SiGa − SiAs jumps on the Ga sublattice involve a barrier of 1.84 eV.
Therefore, a better assumption would have been that Si complexes are more
mobile than individual atoms. Hence, a good diffusion model would have to
account for the diffusion of all of those Si species. It is also interesting to note
here that our calculations support the assumption that VGa vacancies are the
primary mediators of Si diffusion as jumps involving VAs do indeed incur higher
energy barriers.
6.1.2 Limitations of the Yu et al. model
In Yu et al.’s model, the assumptions are as follows:
• SiGa − SiAs pairs are immobile
• SiGa and SiAs are mobile species
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• There is a local equilibrium between neutral pairs and their corresponding
single donor and acceptor atoms.
• There is a change-over reaction whereby SiGa moves to the As sublattice
to become SiAs and vice-versa.
The changeover transition suggested in this model is indeed supported by
our DFT calculations and involves extremely low energy barriers (0.1 eV from
the As to the Ga sublattice, and 0.4 eV for the reverse jump) compared to all the
second nearest neighbor jumps (whose energy barriers are high, around 2 eV).
However, Yu et al.’s assumption that Si pairs are immobile is not supported by
DFT calculations. Instead the SiGa−SiAs pairs are found to be more mobile than
their single atoms counterparts in stark contradiction with their assumption;
thus rendering their model ineffective.
6.2 Continuum model derivation
Since both the GG and Yu et al. models have serious limitations and fall short of
agreeing with the new computational data acquired in this study, we propose
an alternative model supported by our DFT calculations. Without loss of gener-
ality, we derive the model using Si as a dopant and GaAs as the III-V material.
As mentioned in previous chapters, different group IV atoms (such as Sn and
Ge) have similar diffusive behavior as Si, and observations made in GaAs were
also made in InGaAs. This model is therefore expected to be applicable to other
amphoteric dopants and other III-V compounds.
Our primary assumptions in this new model are as follows:
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• SiGa−SiAs, SiGa and SiAs can all be mobile species. In other words, a priori,
we do not exclude any Si species from our model for being immobile.
• SiGa−SiAs pairs are stable species, i.e., once they form, they tend to remain
as such. In other words, the equilibrium between SiGa and SiAs species
favors SiGa − SiAs pair formation.
• There is a change-over reaction whereby SiGa can move to the As sublat-
tice to become SiAs and vice-versa.
These assumptions are supported by our DFT calculations and address the
different limitations of previous models. The underlying idea in this model is
that, at low concentration, most Si atoms exist in the form of single SiGa species,
although some SiAs species might exist. The vacancy-assisted jumps of individ-
ual Si atoms have high energy barriers above 2.0 eV and, therefore, do not lead
to significant diffusion. However, at high concentration, other Si species such as
SiGa − SiAs pairs and Si split interstitials become present and, since their jumps
involve lower energy barriers, lead to the observed enhanced diffusion.
These assumptions are qualitatively consistent with each other and also with
experimental observations of compensation effects at high concentration. The
fact that SiAs and SiGa individual species are not necessarily immobile added to
the existence of the changeover reaction, provides a route for Si pairs to form.
Since those pairs are neutral, this mechanism also provides a way for compen-
sation to take place, as SiGa atoms are neutralized by SiAs atoms. Moreover, since
Si prefers to undergo jumps on the Ga sublattice, it will be often found in the
form of SiGa−VGa complexes, which provides another mechanism for compen-
sation. We note here that a third mechanism for compensation (or deactivation)
is provided by the potential presence of split interstitial species which are un-
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likely to contribute to the overall carrier concentration. The relative importance
of those three mechanisms is yet to be elucidated.
In terms of primary reactions, our assumptions can be expressed as follows,
defining the expression of the change-over reaction (Equation 6.1), the vacancy-
assisted transitions (Equation 6.2) and the pair diffusion (Equation 6.3):
SiAs
α1− + VGa
α2− −−⇀↽ − α3e− + SiGaα4+ + VAsα5+ (6.1)
SiGa
α4+ + VGa
α2− −−⇀↽ − SiGaα4+ + VGaα2− (6.2)
SiAs−SiGa + VGaα2− −−⇀↽ − SiAs−SiGa + VGaα2− (6.3)
In equations 6.1 to 6.3, αi (with i = 1, 2, ...) denote the charge state of the
corresponding defects or the number of electrons necessary to charge balance a
given reaction. The exact values of these α’s depend on the Fermi level as the
most thermodynamically stable charge state for each defect varies within the
band gap [92]. For the remainder of this chapter, the charge states are omitted
for clarity.
Our goal is to derive an expression for the effective diffusivity of an am-
photeric dopant (such as Si) in III-Vs. We start by stating the charge balance
relationship and the conservation of mass, respectively, given by equations 6.4
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and 6.5, where [SiGa], and [SiAs] are the concentrations of silicon residing on Ga
and As sites, respectively. [Sip] and [Si]t denote the concentrations of SiGa−SiAs
pairs and the total dopant concentration, respectively. Cd and Ca are the concen-
tration of donors and acceptors, respectively, in the case of pre-doping, and n
and p are the electron and hole concentrations, respectively.
[Si]t = [SiGa] + [SiAs] + 2[Sip] (6.4)
p+ Cd + [SiGa] = n+ Ca + [SiAs] (6.5)
Based on the change-over reaction (Eq. 6.1), [SiAs] and [SiGa] are related by
the equilibrium constant, k, as follows, where n is the electron concentration:
k =
nα3 [VAs][SiGa]
[VGa][SiAs]
(6.6)
We can rewrite Eq. 6.6 as :
[SiAs] = K[SiGa] (6.7)
where K = n
α3 [VAs]
k[VGa]
The effective 1-Dimensional diffusion coefficient for Si diffusing in GaAs
during an annealing experiment can be described in terms of fluxes by Eq. 6.8.
This equation expresses the fact the total flux is the sum of the fluxes of the three
Si species SiGa, SiAs and Sip. The factor of 2 that appears in Eq. 6.4 does not
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appear in Eq. 6.8 because we assume the SiGa − SiAs pairs travel together and,
as such, can be considered as one species with a given diffusion coefficient, Dp.
Deff
∂[Si]t
∂x
= DSG
∂[SiGa]
∂x
+DSA
∂[SiAs]
∂x
+Dp
∂[Sip]
∂x
(6.8)
whereDSG andDSA are, respectively, the diffusivity of SiGa and SiAs species
and Dp is the pair diffusion coefficient. Using the mass conservation relation
(Eq. 6.4), we can rewrite equation 6.8 as follows:
Deff = DSG
∂[SiGa]
∂[Si]t
+DSA
∂[SiAs]
∂[Si]t
+Dp
∂[Sip]
∂[Si]t
(6.9)
= DSG
∂[SiGa]
∂[Si]t
+DSA
(
1− ∂[SiGa]
∂[Si]t
− 2∂[Sip]
∂[Si]t
)
+Dp
∂[Sip]
∂[Si]t
(6.10)
Thus, the effective diffusivity becomes:
Deff =
(
DSG −DSA
)∂[SiGa]
∂[Si]t
+
(
Dp − 2DSA
)∂[Sip]
∂[Si]t
+DSA (6.11)
Using equations 6.4 and 6.7 we can write:
[SiGa] =
[Si]t − 2[Sip]
1 +K
(6.12)
Taking the derivative with respect to [Si]t, we obtain:
∂[SiGa]
∂[Si]t
=
(1 +K)∂[([Si]t−2[Sip])]
∂[Si]t
− ([Si]t − 2[Sip]) ∂K∂[Si]t
(1 +K)2
(6.13)
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which simplifies to:
∂[SiGa]
∂[Si]t
=
1
1 +K
− 2
1 +K
∂[Sip]
∂[Si]t
− [Si]t − 2[Sip]
(1 +K)2
∂K
∂[Si]t
(6.14)
Inserting the expression for ∂[SiGa]
∂[Si]t
given by Eq. 6.14 in Eq. 6.11 leads to:
Deff =
(
DSG −DSA
)[
1
1 +K
− 2
1 +K
∂[Sip]
∂[Si]t
− [Si]t − 2[Sip]
(1 +K)2
∂K
∂[Si]t
]
+
(
Dp − 2DSA
)
∂[Sip]
∂[Si]t
+DSA
(6.15)
After simplification, we finally obtain:
Deff =
DSG +KDSA
1 +K
− DSG −DSA
(1 +K)2
(
[Si]t − 2[Sip]
)
∂K
∂[Si]t
+
[
Dp − 2(DSG +KDSA)
1 +K
]
∂[Sip]
∂[Si]t
(6.16)
We now seek to derive an expression for [Sip] as a function of [Si]t. We can
define an equilibrium constant between single Si atoms and Si pairs as follows,
accounting from the fact that two Si atoms would have to react to create an Si-Si
pair:
[SiGa]
2 = Kp[Sip] (6.17)
which can be rewritten as:
[SiGa] = Kp
1/2[Sip]
1/2 (6.18)
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The exact reaction responsible for pair formation remains an open question,
but is not consequential for the remainder of this derivation.
Now using mass conservation (Eq. 6.4) and Equation 6.7 we can write:
[Si]t = [SiGa] + [SiAs] + 2[Sip] (6.19)
= (1 +K)[SiGa] + 2[Sip] (6.20)
= (1 +K)K1/2p [Sip]
1/2 + 2[Sip] (6.21)
We can then solve for [Sip] as a function of [Si]t to obtain:
[Sip] =
(−α +√α2 + 8[Si]t
4
)2
(6.22)
where α = (1 +K)
√
Kp.
K and Kp are the primary tuning parameters in this model and they encode
contributions of the Fermi level and the relative concentrations of VGa and VAs
as determined by experimental conditions (e.g., arsenic overpressure is known
to influence the [VGa]/[VAs] ratio).
The derivative of [Sip] with respect to [Si]t is:
∂[Sip]
∂[Si]t
=
1
2
(
1− α√
α2 + 8[Si]t
)
(6.23)
We can then write the final expression for the effective diffusivity as a func-
tion of concentration as:
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Deff =
DSG +KDSA
1 +K
− DSG −DSA
(1 +K)2
(
[Si]t − 2[Sip]
)
∂K
∂[Si]t
+
1
2
[
Dp +
2(DSG +KDSA)
1 +K
](
1− α√
α2 + 8[Si]t
) (6.24)
In more general terms, the effective diffusivity of an amphoteric dopant A
in a III-V semiconductor can be expressed by Eq. 6.25 where DIII and DV are,
respectively, the diffusivity on the III and V sublattices, K the compensation
ratio, [A]t the total dopant concentration, [Ap] the concentration of dopant pairs
that could form at high concentration and α a Fermi level-dependent parameter
that controls the fraction of [A]t that exist in the form of [Ap].
Deff =
DIII +KDV
1 +K
− DIII −DV
(1 +K)2
(
[A]t − 2[Ap]
)
∂K
∂[A]t
+
1
2
[
Dc +
2(DIII +KDV )
1 +K
](
1− α√
α2 + 8[A]t
) (6.25)
6.3 Results and Discussion
6.3.1 Concentration of Si species: An example in GaAs
To plot the concentration of the different Si species, we assume a constant value
for K. In general, for n-doped GaAs, it is expected that the concentration of
SiAs will be much less than the concentration of SiGa. We therefore arbitrarily
use a value of 0.1 for K. In Fig. 6.1, the concentration of Si pairs, SiGa and SiAs
are plotted as a function of total Si concentration for different values of Kp. At
low Si concentration, most of the Si atoms will occupy Ga substitutional sites
with a small fraction occupying As sites. The concentration of Si pairs will be
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negligible. At high Si concentration, the majority of the population of Si atoms
exist in the form Si− Si pairs (or potentially higher order complexes). The two
concentrations equal each other at a value determined by the parameter K ′p.
This is in complete agreement with the assumptions of our model.
6.3.2 Effective Si diffusivity in GaAs
We now apply our model to the diffusion of Si in GaAs and compare the results
to those in the literature. To calculate an effective silicon diffusivity, we require
values for DSG, DSA and Dp. We assume an Arrhenius expression for the diffu-
sion coefficients as a function of temperature as given by Eq. 6.26, where D0 is
the exponential prefactor, Q, the activation energy which includes contributions
from the enthalpy of formation of both the Ga vacancies and the Si substitu-
tional defects and their migration energies, Em. It is worth noting here that the
DFT calculations performed in this work give access only to the migration en-
ergy. We further assume that only a small fraction of Si atoms exist in the form
of isolated SiAs species (i.e., K  1), and that DSA has a negligible contribution
to the effective diffusivity, as suggested by our DFT calculations. These addi-
tional assumptions lead to the simplified expression given by Eq. 6.27. We find
optimal values for K ′p as well as the prefactors and activation energy for both
DSG and DP that minimize the error with experimental data points for GaAs.
Results of this fitting process are given in table 6.1 and Fig. 6.2 for the diffusivity
at 1323 K and 1273 K in two distinct experiments (diffusion data extracted from
publication by Yu et al. [52]).
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(a)
(b)
Figure 6.1: Concentration of the different species of Si atoms of interest in our
continuum model of diffusion as a function of total Si concentration and the
parameters K and Kp. The influence of Kp on the relative distribution of Si
atoms into SiGa, SiAs and Si pairs is significant.
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D = D0 exp(−Q/kT ) (6.26)
Deff = DSG +
1
2
(Dp − 2DSG)
(
1− α√
α2 + 8[Si]t
)
(6.27)
Although the fitting obtained with constant α values is reasonable (see Fig.
6.2), it can be greatly improved by incorporating its concentration-dependence
in our calculations. Multiple published ab initio data for GaAs and InGaAs
[92, 114] have, in fact, shown a decrease of VGa and VIn formation energies with
Fermi level and dopant concentration. Therefore, we can reasonably assume
that Kp and consequently α would change with dopant concentration. The ex-
act form of this dependence is unknown, but we can assume a sigmoid-like
dependence (Eq. 6.28) whereby pair formation is less likely at low concentra-
tion and then transitions to a high probability at high concentration. Such an
assumption is in line with formation energy calculations in InGaAs [92] that
show an increase in [VIII ] concentration at high dopant concentration. A, B, Q
and [Si]∗ in Eq. 6.28 are fitting parameters defining the minimum, maximum
and scale of changes of Kp with Si concentration.
Kp = A+
B − A
1 +Q exp(−[Si]t/[Si]∗) (6.28)
Using Eq. 6.28, we now obtain improved agreement between our model
and the experimental diffusivity data for all temperatures as shown in Fig. 6.3
(diffusion data extracted from publication by Yu al [52]). Values for all the fitting
parameters are given in Table 6.2.
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Parameter Value for
GaAs
Kp 5.89× 1020
DSG0 4.27× 10−4
QSG 2.21
DP0 3.82× 102
QP 3.22
Table 6.1: List of parameter values obtained from fitting our diffusion model to
experimental data for Si diffusion in GaAs assuming constant α values.
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Figure 6.2: Our effective diffusivity model fitted to experimental data for Si
diffusion in GaAs for constant α values
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Parameter 1323 K 1273 K 1253 K 1213 K
A 1.72× 1021 2.74× 1021 7.37× 1024 3.0× 1025
B 3.895×1020 5.63× 1020 1.4× 1024 4.63× 1024
Q 10 10 10 10
[Si]∗ [cm−3] 2.65× 1018 2.23× 1018 1.29× 1018 1.65× 1018
DSG [cm
2/s] 1.76×10−12 9.13×10−13 5.55×10−13 3.26×10−13
Dp [cm
2/s] 3.29×10−10 1.54×10−10 1.47× 10−7 3.02× 10−7
Table 6.2: List of parameter values obtained from fitting our diffusion model to
experimental data for Si diffusion in GaAs assuming concentration-dependent
α values. Again we assume K → 0.
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Figure 6.3: Our effective diffusivity model fitted to experimental data for Si
diffusion in GaAs with concentration-dependent α values.
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6.3.3 Comparison with previous models
The effective diffusivity obtained by Greiner and Gibbons in their model is
given by Eq. 6.29, where Dp is the pair diffusion coefficient, Ct the total silicon
concentration, and Kp the pair equilibrium constant. This expression is plotted
in Fig. 6.4 for an arbitrary value of Dp = 10−12 cm2/s. As shown in Fig. 6.4,
the expression leads to a linear dependence of the log of the effective diffusivity,
ln(Deff ), on total Si concentration at low concentration which saturates to Dp at
high concentration. Such a linear relationship is not supported by experimental
data. In contrast, the expression developed for Deff in this work is able to pre-
dict a constant low diffusivity at low silicon concentration and a high diffusivity
at high concentration, in agreement with experiments.
Deff = Dp[1− (1 + 2Ct/Kp)−1/2] (6.29)
On the other hand, although our assumptions and final analytical expres-
sion are different from Yu et al.’s model, surprisingly, the qualitative depen-
dence of Deff on Si concentration obtained is similar. Both models predict a
constant, low effective diffusivity at low silicon concentration, and a high dif-
fusivity at high Si concentration. The reduced expression used by Yu et al. to
calculate Deff is given by Eq. 6.30 where γ = [SiAs]/[SiGa] is a concentration-
dependent compensation ratio. This expression leads to Deff = DSG for γ = 0,
and Deff = (DSG + DSA)/2, which is a simple average of the diffusivity of SiGa
and SiAs species for γ = 1. As discussed in this chapter, the assumption of high
diffusivity for SiGa and SiAs, with no considerations of complexes, is not sup-
ported by our DFT calculations. Moreover, to fit their model to experiments, Yu
et al. had to employ very high values for γ at high silicon concentration. Such
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Figure 6.4: Effective diffusivity predicted by the Greiner model as a function of
total Si concentration. This model is unable to capture the sigmoid-like shape
of experimentally observed effective diffusivity as a function of dopant concen-
tration.
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high values for γ (γ → 1) are questionable as this would mean that almost all
the Si atoms occupy As sites in an n-type doping regime, which is unphysical.
Deff = (DSG + γDSA)/(1 + γ) (6.30)
6.3.4 Diffusion profile in InGaAs
We show in Fig. 6.5 that our model can successfully predict the diffusion pro-
files obtained for Si in InGaAs. The previous model used to fit such highly
unusual diffusion profiles was based on an effective diffusivity given by Deff =
Df+Dc
(
C
1019
)n
, whereDf ,Dc and nwere fitting parameters [1]. Such an expres-
sion for the effective diffusivity does not seem to have any physical basis and
may have been proposed arbitrarily. Moreover, it leads to diffusivity values that
grow to infinity for high dopant concentration. Such a behavior is hardly phys-
ical. In contrast, our model behaves well at high dopant concentration and has
sound thermodynamic and kinetic basis for its derivation. Values used for the
fitting process are given in Table 6.3.
6.3.5 Limitations of the Model
Surface states
One key difference between our model and that of Yu et al. lies in the inclusion
of surface states in the latter. In Yu et al.’s treatment, surface states, mainly corre-
sponding to deep acceptor states, are taken into account to explain an apparent
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Parameter Value for
InGaAs
A 4.18× 1023
B 2.69× 1021
Q 10
[Si]∗ 5.89× 1020
DSG0 7.89× 104
QSG 2.96
DP0 5.9× 106
QP 2.61
Table 6.3: List of parameter values used to fit our diffusion model to experimen-
tal data for Si diffusion in InGaAs at 750 C.
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Figure 6.5: Fitting of experimental Si diffusion profile in InGaAs at 750 C with
our model. Data from Aldridge Jr. et al. [1].
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decrease in effective diffusivity attributed to a decrease in free electrons. Such
considerations are not included in our model as it is more targeted towards dif-
fusion within the bulk crystal. However, a good understanding of the effects
of surface states could be very useful for diffusion experiments that maintain
a constant concentration of dopants at the surface. Inclusion of such effects in
future iterations of this model could therefore be favorably considered.
Split interstitials
Our DFT calculations have shown that Si split-interstitial species are very fast
diffusers in all of the three III-V semiconductors we studied (GaAs, InAs and
InGaAs). Therefore, in conditions that promote their formation, one can expect
to see a significant increase in diffusion. The exact nature of such conditions are
not yet clear and experimental evidence of their presence has not been gathered
at present. We think ion implantation could be a potential method that leads
to the creation of such Si split interstitial species. In either case, their presence
would lead to enhanced diffusion as they move quickly through the crystal lat-
tice until they reach vacancies to annihilate. Since we don’t expect those species
to be present in conditions such as diffusion from a constant surface concen-
tration, they were not included in our model. However, their addition to this
model would be desirable in the future for greater applicability.
6.4 Conclusions
In conclusion, the DFT and NEB calculations performed in this work are used
to inform the development of a new general continuum model applicable to
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amphoteric diffusion in III-Vs. Our model assumes that diffusion of complexes,
such as Si pairs, dominate at high dopant concentration and that diffusion of
isolated Si atoms dominate at low concentration. We compare our new model
to the two most prominent previous models and show how this new model is an
improvement. We also validate our model by showing that it can successfully
capture the experimentally observed concentration-dependence of Si diffusion
in GaAs.
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CHAPTER 7
MOLECULAR FINGERPRINTS FOR MACHINE LEARNING
APPLICATIONS
7.1 Introduction
“Feature extraction,” or “feature engineering,” is a key step in machine learning
studies which helps ensure that accurately predictive models can be built from
available data. In this context, feature engineering refers to the process of iden-
tifying, evaluating and applying one or more transformations (usually mathe-
matical operations) to a dataset to enhance its suitability for machine learning
use. For applications involving prediction of properties based on molecular
structures, this process usually leads to the computation of a vector or matrix
called a “fingerprint,” or “descriptor,” that represents a chemical structure or
environment (See Fig. 7.2). Beyond machine learning applications, fingerprints
obtained in this manner can also be used for a systematic study of structure-
property relationships, including structural analysis and structural comparison
for the identification of configurations of interest and for property prediction.
[78]
To be suitable for machine learning studies, especially forces and energy pre-
dictions, fingerprints have to satisfy a number of requirements such as invari-
ance under rotation, translation and permutation of atoms of the same chem-
ical nature. [133, 78, 134] Differentiability and speed of computation are also
This chapter was published in Molecular Systems Design and Engineering [132]
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desirable. [78, 134] The need for symmetrization of atomic coordinates to sat-
isfy the requirement of invariance under permutation of chemically identical
atoms, especially for use in Neural Networks, has been recognized for at least
two decades.[135] This need arises because Cartesian coordinates, tradition-
ally used to represent molecular systems, are not invariant under those geo-
metric operations. For example, permutation of two atoms of the same type
does not affect the properties of molecular systems, but it changes their Carte-
sian coordinates. Hence the need arises for alternative representations that are
permutation-invariant. Using the same argument, one can conclude that rota-
tion and translation-invariance are also necessary. Differentiability is usually
desirable for force predictions.
7.2 Overview ot fingerprinting strategies
Many different fingerprints have been proposed over the years for machine
learning applications. Some examples include Coulomb Matrix,[136] Bag of
Bonds,[137] symmetry functions, [138] bispectrum, [139] Zernike, [134] and oth-
ers. More recently, Artrith et al. proposed a way to generate fingerprints for
compositions containing many species.[140] A method to automatically find
appropriate descriptors was suggested by Ghiringhelli et al.[141] A fingerprint
called a “depth map” (D-map) that readily inverts into molecular geometries
was tested by Yao et al. [142] Other descriptors such as Bonds-in-Molecule
[143] and many-body expansion approaches have also been recently explored.
Sadeghi et al. evaluated a number of fingerprints of the form n × n matri-
ces, where n is the number of atoms in the system,[144] including contact [145]
and overlap [146] matrices, useful for evaluating similarity between structures.
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Since there are so many different fingerprints proposed in the literature, we
propose a fingerprinting categorization scheme that affords an easier and more
systematic analysis.
A number of other fingerprints exist in the field of drug design to which
the larger materials science community probably owes the term “molecular fin-
gerprint.” [147, 148, 149] Those molecular representations, for the most part,
were created years before the relatively new fingerprints addressed in this pa-
per and were specifically designed for comparisons and quantitative structure-
activity relationship studies of molecules relevant to biological applications.
Notwithstanding their usefulness otherwise, most of those fingerprints are not
particularly suitable for spatially resolved machine learning studies of molec-
ular systems as they usually do not satisfy the requirements discussed above.
To streamline the process of using machine learning in computational materials
science, we have developed a codebase called SEING (an old French word for
signature) which is described in more detail in Section 7.5.
7.3 Classification of fingerprints
In Table 7.1, we list major fingerprints in the current literature designated by
type and the year in which they were first proposed, covering the past ten years.
From a high-level perspective, fingerprints can be divided into atom-centered
(or local) and global descriptors, based on whether they represent the environ-
ment around a given atom or are constructed to represent an entire molecule or
crystal (see Fig. 7.1). Such a differentiation has already been used previously
in the literature. [134, 150, 78] Atom-centered fingerprints are particularly suit-
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able to build machine learning-based force fields and for the prediction of local
properties. Global fingerprints are, by design, more suitable for the prediction
of macroscopic properties.
Atom-centered fingerprints can be further divided into whether they are
based on symmetry functions, basis set decomposition or similarity measures.
Symmetry function-based representations use summations over bonds, angles
or dihedrals of the same nature, or summation over functions thereof, for all
atoms within a given sphere around the atom of interest. Fingerprints that
fall within this category include Behler-Parrinello, [138, 76] and Jose-Artrith-
Behler. [151] They usually differ by the functional forms used in the summa-
tion. Basis set decompositions, on the other hand, rely on a local atomic den-
sity function defined around the atom of interest which is then expressed as a
linear combination of a suitable basis set. Subsequent operations are usually
used to ensure invariance under rotation and/or translation, and so on. Ex-
amples of such fingerprints include Bispectrum, [139] Zernike, [134] and the
Artrith-Urban-Ceder method, which was specially developed to support multi-
component systems. [140] The Smooth Overlap of Atomic Positions (SOA) [152]
and Graph-Approximated Energy (GRAPE)[153] methods fall into a third cat-
egory in which local environments are compared directly with the help of an
appropriate kernel function without the explicit computation of a fingerprint.
Global fingerprints, on the other hand, can be divided into ones that involve
only pair distances and ones that include higher-order interactions. The former
subcategory has the largest number of fingerprints and includes extended con-
nectivity, [154] Coulomb Matrix, [136] as well as Contact, [145] Overlap, [146]
Hessian and Hamiltonian matrices, [144] Partial Radial Distribution Functions
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Figure 7.1: Two distinct strategies exist to generate fingerpints: global and atom-
centered. The former is generally suitable for macroscopic property predictions
whereas the latter can be used for local property predictions and are particularly
relevant to force field development.
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(PRDF), [155] Bag-of-Bonds, [137] Fourier Series decomposition of Radial Dis-
tribution Functions, [156] Bonds-in-Molecule, [143] connectivity count and en-
coded distances. [157] Those fingerprints are built using different schemes or
functions of some or all pair distances in the molecule or crystal of interest.
Sometimes, the fingerprints also use information related to the nature of the
different elements, such as partial charges, atomic numbers, etc..
The latter subcategory includes recently developed fingerprints such as
Bond Angle Machine Learning (BAML), [161] Many-Body Expansion (MBE),
[142] Many-Body Tensor Representation, [162] Molecular atomic radial angular
distribution (MARAD), [70] and the Histogram of Distances, Angles and Di-
hedral angles (HDAD). [70] Those fingerprints include higher-order interaction
terms such as angles and dihedrals and usually lead to more accurate predic-
tions compared to their pair distances-only counterparts.
A third subcategory of global fingerprints is comprised of graph-based
descriptors, such as Molecular Graphs [163] and Property-Labelled Materials
Fragments, [164] which are suitable for use in graph-based convolutional Neu-
ral Networks. Some other descriptors can be included in their own subcategory;
these include the Atomic Local Frame (ALF)[165], motif-based fingerprint [166]
and the Revised Autocorrelation (RAC) fingerprints [167] which are inspired by
descriptors used in cheminformatics. This subcategory would also include the
D-map [142] fingerprint that can be readily mapped back to chemical structures.
In this section, we have proposed a cataloging scheme for fingerprints for
machine learning applications. It is important to note that the fingerprints men-
tioned in this paper are primarily based on the spatial coordinates of atoms in
the molecular system of interest. This essentially assumes that such coordinates
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must have been acquired through means such as ab initio calculations, prior to
performing the machine learning studies. Moreover, though they are usually
designed to include all atoms in a molecular system, global fingerprints can
sometimes be used as local fingerprints by including only atoms that fall within
a given cutoff distance of a central atom of interest.
A whole other class of fingerprints can be constructed based solely on topo-
logical or connectivity information and/or nature of the chemical species and
chemical motifs (such as fragments, rings, etc.,) in the structure. Such finger-
prints do not explicitly encode spatial coordinates of atoms but can success-
fully be used to predict various properties using machine learning techniques.
[168, 71, 81] A number of the fingerprints from cheminformatics (which are ex-
cluded from this study) would also fall into that class. While the categorization
scheme suggested here is arbitrary, it provides a suitable framework to better
understand and analyze different fingerprints proposed in the literature.
7.4 Review of key fingerprints
7.4.1 Symmetry Function Fingerprints
In general, symmetrization strategies involve a direct summation over pairwise
distances and/or angles between three atoms or a summation over parametric
functions of those distances and angles. These “symmetry functions” have the
effect of making atoms lose their individuality to all other symmetrically and
chemically equivalent atoms. Examples include the atom-centered G2 and G4
functions proposed by Behler and Parrinello (BP) [138, 76] and given by Equa-
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tions 7.1 and 7.2, respectively. For a given atom i, the BP method uses distances
Rij to all atoms j within a cutoff distance Rc, as well as angles θijk centered on
atom i and involving atoms j and k with j 6= k. The cutoff function, fc, ensures
a smooth transition to a contribution of zero for atoms that are outside of the
Rc distance. An example of a cutoff function is given in Equation 7.3. Gener-
ating a finite number of those symmetry functions based on a set of predefined
parameter values corresponding to the width η and center Rs of the Gaussians
in G2 as well as λ, η and ζ of the Gaussians in G4 ensures fingerprints are an
effective representation of the chemical environments that they seek to capture.
The number of parameters to use, as well as their specific values defining the
spatial resolution achieved, becomes a design decision left to the discretion of
the modeler.
G2i =
∑
j
e−η(Rij−Rs)
2
fc(Rij) (7.1)
G4i = 2
1−ζ ∑
j,k 6=i
(1 + λ cos θijk)
ζe−η(R
2
ij+R
2
ik+R
2
jk)
2
fc(Rij)fc(Rij)fc(Rij) (7.2)
fc =

0.5[cos(
piRij
Rc
) + 1] for Rij ≤ Rc
0 for Rij > Rc
(7.3)
Other types of symmetry and cutoff functions have been proposed by dif-
ferent authors. For example, pair-centered symmetry functions have been used
by Jose et al. [151] to construct Neural Network potentials. Another approach,
based on Permutation-Invariant Polynomials, has been suggested by Jiang et
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al.[169] and by Li et al. [170] In this method, Cartesian coordinates are replaced
by a summation over symmetrized Morse-like monomials that include all pos-
sible nuclear permutations in the system. AGNI [158, 159] fingerprints are an-
other example of symmetry function-based fingerprints developed to predict
atomic forces directly. As shown by Equation 7.4, AGNI fingerprints are very
similar to the G2 components of the BP fingerprints (see Eq. 7.1). However, they
include a direction-specific coefficient given by the ratio of the α component
(where α=x, y or z) of the pair distance, rαij , divided by the pair distance rij be-
tween atoms i and j, akin to a derivative of the BP fingerprints in that direction.
In addition, especially in their newer version of AGNI, those authors showed
that use of Gaussian centers, ak (labeled Rs in G2), as the main parameter, rather
than the width, w (labeled η in G2) of the Gaussians, led to better predictive
capabilities for the machine learning models.
Vi,α,k =
∑
j 6=i
rαij
rij
1√
2piw
e−0.5(
rij−ak
w
)2fc(rij) (7.4)
Although symmetry functions have been successfully used for a number of
applications, one significant drawback of this approach has been the size in-
crease of the descriptors with the number of elements. Traditionally, a new set
of radial functions are created for each atom type and a new set of angular func-
tions for every combination of elements, leading to a significant increase of fin-
gerprint size with number of species. This usually makes it impractical to use
symmetry functions for systems containing more than four elements.[78] How-
ever, the recent Weighted Atom-Centered Symmetry Functions (wACSF)[160]
method proposed by Gastegger et al. attributes a species-specific weight to each
term in the sum for Grad and Gang, hence avoiding the fingerprint dimensional-
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ity increase with number of elements. A similar approach was used by Artrith
et al.. [140]
7.4.2 Bispectrum Fingerprints
The bispectrum fingerprinting approach, previously used for image or pattern
recognition,[171] was first proposed by Barto´k et al.[139] for the representa-
tion of molecular structures. It relies on the atomic density around a center
atom, i, as defined by Equation 7.5 where fcut = 1/2 + cos(pir/rcut) and δ is
the Dirac delta function. The local atomic density (LAD) is invariant to per-
mutation by construction. It is further projected onto the four-dimensional unit
sphere and expressed in terms of 4D spherical harmonics. The bispectrum com-
ponents, Bj1,j2,j , are then built from the coefficients, c
j
m′m, of the expansion ac-
cording to Equation 7.6, where Cjmj1m1j2m2 are Clebsch-Gordan coefficients and
j, j1, j2 ≤ Jmax with Jmax being the only parameter. This additional transforma-
tion ensures invariance of the fingerprint to rotation and translation.
ρi(r) = δ(r) +
∑
j
δ(r − rij)fcut(|r|) (7.5)
Bj1,j2,j =
j1∑
m′1,m1=−j1
j1∑
m′2,m2=−j2
j∑
m′,m=−j
cjm′mC
jm
j1m1j2m2
Cjm
′
j1m′1j2m
′
2
cj1m′1m1
cj2m′2m2
(7.6)
This method has two main advantages over symmetry functions. First, it
eliminates the need to choose a number of parameters defining the spatial res-
olution of the fingerprints while increasing the fingerprint size, as in the case
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of symmetry functions and, second, it can be systematically improved with the
addition of more spherical harmonics in the summation (as given by Jmax). This
method can also be easily extended to multi-component systems using a factor
wj for the contribution of each atom in the LAD. In their original paper, Barto´k
et al. used Gaussian Process Regression with the bispectrum representations
to predict a number of properties for carbon, silicon and germanium crystals.
[139] They called their resulting model a Gaussian Approximation Potential
(GAP), which differs from another bispectrum-based approach by Thompson et
al. called the Spectral Neighbor Analysis Method (SNAP) in which atom ener-
gies are assumed to be linearly dependent on the bispectrum components. [172]
This new assumption afforded easier fitting of the resulting potential. However,
a direct and comprehensive comparison between those two methods has yet not
been performed.
7.4.3 Zernike Fingerprints
Zernike moments, originally used for 3D shape retrieval in the machine learning
community,[173] were recently proposed by Khorshidi et al. to build molecular
fingerprints.[134] In their approach, a LAD function similar to Equation 7.5 is
defined and expanded with 3D Zernike basis functions. Zernike basis functions
are defined as products of Zernike polynomials (which are radial basis functions
defined inside the unit sphere) and spherical harmonics (which form a basis set
on the surface of the unit sphere). This approach is similar to the construction
of the bispectrum fingerprint in the sense that an expansion of the LAD with
respect to a basis set is sought; but the two methods differ in the use of radial
basis functions in the Zernike case versus use of 4D spherical harmonics for the
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bispectrum approach. This procedure leads to Zernike moments, cmnl, which are
the coefficients in the expansion given by Equation 7.8 where Zmnl are Zernike
basis functions. The coefficients are calculated using Equation 7.7. Invariance
under rotation is then achieved by building the Zernike fingerprint with values
corresponding to the norm of the vector cnl = (c−lnl , c
−l+1
nl , ..., c
l
nl) for different
values of n and l.
cmnl = 〈Zmnl(r˜, θ, φ), ρ(r˜, θ, φ)〉 (7.7)
ρ(r˜, θ, φ) =
inf∑
n=0
∑
l
l∑
m=−l
cmnlZ
m
nl(r˜, θ, φ) for n− l ≥ 0 (7.8)
Since the procedure is so similar to the one used for bispectrum fingerprints,
Zernike fingerprints share the advantages offered by bispectrum fingerprints
and are, moreover, more computationally efficient to calculate.
7.4.4 SOAP Fingerprints
The Smooth Overlap of Atomic Positions (SOAP) proposed by Barto´k et al. [152]
is a completely different approach to fingerprinting. In this method, a similar-
ity measure (called SOAP) between two atomic environments given by their
respective values of LAD ρ and ρ′ is used directly for learning and predictions,
instead of a descriptor. The SOAP, given by S, is defined as the inner product
between the two LADs of the reference atoms (see Equation 7.9). The similar-
ity kernel, k, is then obtained by integrating S over all possible rotations (Rˆ)
of one of the environments, as shown in Equation 7.10. A Gaussian-based LAD
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given by Equation 7.11 is used for SOAP instead of Dirac delta function to avoid
underestimating similarity between two slightly different environments. If the
Gaussian-based LAD is expressed in terms of radial basis functions and spher-
ical harmonics, it can be shown that the kernel given by Equation 7.10 becomes
Equation 7.12, where b and b′ are the bispectrum of the two environments as
defined in Equation 7.6. This significant result shows that the need to construct
descriptors can sometimes be circumvented with no loss of generality in favor
of similarity measures that allow for direct comparison between atomic envi-
ronments.
S(ρ, ρ′) =
∫
ρ(r)ρ′(r)dr (7.9)
k(ρ, ρ′) =
∫
|S(ρ, Rˆρ′)|ndRˆ (7.10)
ρ(r) =
∑
i
exp(−α|r − ri|2) (7.11)
k(ρ, ρ′) =
∑
n1,n2,n,l1,l2,l
bn1n2nll1l2b
′
n1n2nll1l2
(7.12)
7.5 Implementation of an open-source package for fingerprint
computation
Given the increasing number of fingerprints proposed in the literature, it would
clearly be desirable for potential users to have a software package that allows
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quick and efficient evaluations of the suitability of different fingerprinting op-
tions for a given problem. Ideally, such a software package would include op-
tions to use all existing fingerprints. It should also be modular so that newly
proposed fingerprints can be easily incorporated. Due to the computational
cost of calculating some fingerprints, such as Bispectrums, efficient speed of
computation would also be a requirement. Moreover, such a package should be
easy to use and incorporate into the overall flow of using machine learning for
molecular systems.
SEING is the name of a package that we have developed and are hereby re-
leasing with those requirements in mind. SEING is written in C/C++ for fast
computation of fingerprints and is designed in a modular fashion for extensibil-
ity. Packages such as AMP[134] and AeNET[174] and tensormol [175] include
utilities for fingerprint calculations. But their primary focus is to use Neural
Network approaches for machine learning force field development, whereas
SEING focuses solely on the fingerprinting methods. As such, SEING allows
more flexibility for the choice of which machine learning algorithm to use and
allow applications beyond machine learning force field development.
An overview flowchart showing how SEING works is given in Fig. 7.3. The
atomic coordinates of the system are typically provided in an XYZ file which
is read and manipulated as an “AtomicSystem” object within SEING and used
to instantiate the fingerprint calculator of interest. Support for other coordinate
file formats will be added in the future. Other inputs such as the parameter val-
ues for the fingerprint of interest are provided in an input file. SEING also im-
plements its own neighbor-searching algorithm for faster computation of local
fingerprints. In SEING, every fingerprint is implemented as a separate calcula-
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Figure 7.2: Comparison between the current way of conducting machine
learning-based molecular studies (given in dashed lines and highlighted in red)
and the proposed method using SEING (highlighted in blue). By providing a
unified framework and package for fingerprint generation in an “off-the-shelf”
fashion, SEING will make such machine learning studies more straightforward
and effective.
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tor. When a local fingerprint is needed, the “calculate fingerprint” function of
the calculator instance is called, with the atom of interest and its neighbors as
arguments. In the case of a global fingerprint, the entire ”AtomicSystem” object
is used. From a development perspective, this allows any fingerprint-specific
logic to be implemented within the calculator class which remains valid as long
as an appropriate “calculate fingerprint” function is exposed.
From a user’s perspective, SEING has minimal requirements for installation
and can be easily compiled on most operating systems. Using the code requires
a coordinate file and an input file containing the type of fingerprint needed and
any fingerprint-specific parameters. SEING implements two strategies to ac-
count for systems with multiple species: augmented and weighted. The ”aug-
mented” strategy increases the dimensionality of a given fingerprint by append-
ing sub-fingerprints for each species and species combination whereas in the
”weighted” strategy, any summation over atoms is modified by assigning a
species-specific weight to each term. This weight can be the atomic number,
electro-negativity, or any other value chosen by the user. Also, when available,
derivatives of a fingerprint can be easily calculated and appended to the fea-
ture vector. More details on code installation, instructions for using the code,
and how to contribute to the code are provided in the official documentation
and user guide, accessible at https://seing.readthedocs.io. The source code is
hosted on Github at https://github.com/mreveil/seing.
Our intention is that the availability of SEING will allow researchers to forgo
a custom implementation of every fingerprint that they wish to use; this will al-
low them to focus on the predictive task at hand. Current fingerprinting meth-
ods implemented in SEING include Symmetry Functions, Bispectrum, AGNI
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Figure 7.3: Flowchart showing the general procedure used by SEING to com-
pute fingerprints.
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and Zernike with more options in the pipeline for future additions. Since it is
open-source, SEING also welcomes contributions from the community for bug-
tracking and bug-solving, as well as implementation of new fingerprints and
the addition of new features. In the next section, we will present examples of
using SEING in a machine learning workflow.
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CHAPTER 8
MACHINE-LEARNING DETERMINATION OF DIFFUSION PATHWAYS
8.1 Introduction
Two primary methods are available to conduct computational diffusion studies
with atomistic-level resolution: Molecular Dynamics (MD) and Kinetic Monte
Carlo (KMC). Given an initial configuration, in MD, Newton’s equation of mo-
tion is solved for all the particles simultaneously to determine how their posi-
tions and velocities evolve with time. The mean square displacement with time
and diffusivity can subsequently be calculated from the atomistic trajectory thus
generated. One main limitation in using MD for diffusion studies is the limited
timescale that is accessible to this method. Classical MD simulations are typi-
cally performed on the timescale of nanoseconds. In the case of ab initio MD,
a more typical timescale is reduced to picoseconds as the force calculations be-
come far more expensive. Consequently, for slow diffusing species, such as the
ones of interest in this work, MD is not an effective tool to use as no significant
particle motion will be observed during the duration of the simulation.
Kinetic Monte Carlo (KMC) is an attractive alternative to MD that allows ac-
cess to much longer timescales and can therefore be effectively used to study
slow diffusion processes. Kinetic Monte Carlo (KMC) is a rejection-free Monte
Carlo method in which moves are chosen based on random sampling of the pre-
defined probability distribution of the rates associated with all possible transi-
tions in the system according to Eq. 8.1 where r1 is a random number in the
interval [0, 1), m is the index of the chosen transition, k the transition rate and i,
j, q are summation indices over all N possible events. Once an event/transition
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is chosen, the molecular system is modified accordingly and the time is incre-
mented by a value δt according to Eq. 8.2 where r2 is a second random number
in the interval (0,1).
m−1∑
i=1
ki ≤ r1
N∑
j=1
kj <
m∑
q=1
rk (8.1)
δt = − ln(r2)∑N
j=1 rj
(8.2)
Kinetic Monte Carlo simulations are extremely successful in simulating a
wide range of solid state diffusion and reaction problems. They give access to
very long timescales on the order of seconds to minutes (and even hours). Such
timescales are usually not accessible with other techniques such as Molecular
Dynamics. The drawback with KMC, however, is the requirement to have rate
information for all possible transitions in the system and the restriction (in the
vast majority of implementations) of “jumps” to occur from one pre-defined
lattice site to another. In most cases, it is difficult -if not impossible- to know
in advance all the possible transitions that might take place, as well as their
respective rates.
One common way to build such a rate library is to use DFT calculations. For
example, in this work, we have used ab initio NEB calculations to calculate the
energy barrier and associated Arrhenius-like rates for a number of predefined
transitions. However, ab initio NEB calculations are computationally expensive.
A typical energy barrier can cost around 2,500 CPU/hours to calculate for a 64-
atom supercell using an Intel microprocessor and the Quantum Espresso soft-
ware. Therefore, generating a large enough rate library for a complex system
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like InGaAs can be prohibitively costly.
Here we develop a novel Machine Learning-based method which can be
used to compute rates faster and cheaper compared to the traditional method.
The goal is to use advanced machine learning techniques to predict the forces
on each atom and couple this new capability with the NEB algorithm to predict
the minimum energy path between two configurations.
8.2 Method description
Figure 8.1 shows a flowchart describing the proposed scheme. The process
starts with data generation. In this first step, it is critical to sample sufficient
points in a manner that is representative of the configuration space of the sys-
tem of interest. Ab initio MD simulations are preferable to SCF calculations be-
cause they allow the system to explore more configurations around the starting
configuration. This step leads to a collection of atomic configurations and as-
sociated forces and energy values that will be used as input for the machine
learning process.
The second step is the feature engineering described in detail in Chapter
7. Several fingerprinting methods are available to transform the spatial coordi-
nates into a format more amenable for use in machine learning. Those methods
were reviewed and classified in Chapter 7 where a new custom-built software
package called SEING was also presented as a means to streamline the pro-
cess of computing fingerprints. It is important to note that inputs to a Machine
Learning algorithm are generally referred to as “feature vectors” and each ele-
ment of a given vector is a “feature.”
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Figure 8.1: Flowchart showing the general procedure used to build a Machine
Learning model to predict atomic forces on each atom.
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Once the fingerprints are generated from cartesian coordinates, additional
preprocessing steps are usually necessary to make the dataset ready for learn-
ing. For example, some algorithms such as artificial Neural Network perform
better when all inputs are scaled to the same range. This avoids some features to
misleadingly dominate over others and skew the learning process. In the case
of multicomponent systems, it is also necessary to decide upon a method for
incorporating the species for which the forces are being calculated as a feature.
After preparing the data in this manner, a suitable machine learning algo-
rithm has to be used to build the predictive model. In Section 2.4, we presented
a general background on machine learning methods and algorithms.
ML algorithms usually involve parameters that need to be tuned to the spe-
cific problem at hand. Since those parameters are different from the actual
weights optimized during the fitting process, they are called hyperparameters
and are usually optimized separately. For example, these hyper parameters
might be the number of trees for a random forest approach, or the number of
layers and neurons per layer for an artificial Neural Network.
Once a machine learning algorithm is selected and the hyperparameters op-
timized, the training process is performed on a subset of the data and a general-
ization score is calculated on a retained test subset of the data. In this work, we
use Neural Network models and the R2 score and Mean Absolute Error (MAE)
to evaluate the ability of the Neural Networks developed to make predictions
on future unseen data.
The final and key stage in this new method is using the model to make pre-
dictions of forces acting on a given atom in a certain configuration. This ML
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force predictor is coupled with the NEB algorithm as shown in Fig. 8.1 to de-
termine the minimum energy path between an initial and final configurations.
Below we describe the implementation of this method for force prediction in
InGaAs.
In summary, this method involves the following steps:
• DFT data generation: ab initio MD simulations are performed, followed by
extraction of coordinates and associated forces from each frame. Details of
those DFT MD simulations can be found in Section 8.3.
• Feature engineering: the SEING package is used to transform the Carte-
sian coordinates into fingerprints suitable for a machine learning appli-
cation. Parameters for the fingerprint calculations are given in Table 8.1.
Details on how to use SEING are available in the official documentation,
accessible at seing.readthedocs.io
• Preprocessing: in this step, the data is scaled and split into training and
validation sets. Details on the scaling and splitting are given in the last
paragraph of Section 8.3 and in Section 8.4.1.
• Training: multiple machine learning algorithms are explored and the best
is chosen, in this case Neural Network. The Neural Network optimization
process is described in section 8.4.1.
• Validation: the best model is selected using the validation set. The same
scaling used during training has to be applied to the validation set. The
atomic forces are then computed using the ML model and compared to
the expensive DFT results (See Section 8.4.2).
• Production: The by now trained model is used to make predictions during
NEB simulations (See Section 8.4.3).
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8.3 Simulation details
We perform DFT MD simulations with 30 different starting configurations of a
64-atom InGaAs supercell both with and without defects. To ensure the con-
figuration space explored by each simulation is more extensive, an arbitrary
temperature of 750 K is used. The starting configurations included defects such
as interstitials and vacancies with some corresponding to saddle points identi-
fied from previous NEB calculations. Quantum Espresso was used for all the
MD runs with Verlet integration and a Berendsen thermostat. Similarly to the
NEB calculations, the DFT-MD runs were performed at the LDA level of theory.
Fingerprints are calculated using our custom-built SEING package which
was described in Section 7.5. The Behler-Parinelo, zernike and AGNI finger-
prints are used. Background details about those methods were given in Section
7.4. Table 8.1 gives parameter values used for each fingerprint. For the sake of
simplification, as we only seek to provide a proof-of-concept for this method,
silicon atoms are not included. No simulation was performed with Si.
Three distinct fingerprint computation strategies were used to account for
the three species in InGaAs: augmented, weighted with atomic numbers and
weighted with electronegativity. In the ”augmented” strategy, a separate sub-
fingerprint was computed for each atom type or combination of atom types. For
example, let’s assume the center atom is In. For the radial components, three
sub-fingerprints are computed, one for each pair of atoms (In-In, In-Ga, In-As).
For the angular components, six are calculated (In-In-In, In-In-Ga, In-In-As, Ga-
In-Ga, Ga-In-As, As-In-As). All the sub-fingerprints are then concatenated to
form the ”augmented” fingerprint. On the other hand, in the ”weighted” strat-
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Fingerpint Parameter Value
Behler-Parinello
cutoff 6.5 A˚
η 0.05, 20.0, 50.0, 100.0
γ 1.0, -1.0
ζ 1.0, 4.0
η2 0.005
append derivatives yes
Zernike
cutoff 6.5 A˚
jmax 5
nmax 5
append derivatives yes
AGNI
cutoff 6.5 A˚
width 0.1
kmax 32
append derivatives no
Table 8.1: Parameter values used to compute the fingerprints for machine learn-
ing force prediciton in InGaAs. For more details on those fingerprints and the
meaning of the parameters see Section 7.4.
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egy, the contribution of each atom in all summations is assigned a weight. Two
different types of weights are explore: the atomic number and the electronega-
tivity of the atom.
Since artificial Neural Networks (which are used in this study) do not sup-
port categorical features, the atom type of the central atom must be converted
into a continuous representation. A one-hot encoding method can be used to
transform the three possible values (As, Ga or In) for the type of the central
atom into a continuous representation that is then pre-pended to get final fin-
gerprint. One-hot encoding works by creating a number of dummy binary vari-
ables equal to the number of categories. Then, for each category, a different
binary variable is set to 1 while the others are set to zero. This method of as-
signing a numerical value to the categorical features is advantageous because it
does not assume any ordering between the different categories. In Table 8.2, we
show the complete list of all the datasets obtained in this manner.
A total of about 110,000 data points are extracted from the molecular dynam-
ics simulation followed by fingerprint computation. Based on the stoichiometry
of InGaAs, half of those data points are for As atoms and the other half split
evenly between Ga and In. A total of at least 40,000 data points (30% of the
total dataset), split between As (50%), Ga (25%) and In (25%), are randomly se-
lected and set apart for testing. The remaining data points are left for training
purposes. The test set is used to calculate the generalization score after a final
trained model is obtained.
The neuralnet [176] package implemented in the statistical framework R
[177] is used for the Neural Network training. The column-wise spread and
means of the training dataset are calculated and used to scale the data (see
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Model # Fingerprint Strategy Size
1 Behler-
Parinello
augmented 144
2 Behler-
Parinello
weighted (atomic number) 64
3 Behler-
Parinello
weighted (electronegativity) 64
4 Zernike weighted (atomic number) 72
5 Zernike weighted (electronegativity) 72
6 AGNI augmented 96
7 AGNI weighted (atomic number) 64
8 AGNI weighted (electronegativity) 64
Table 8.2: Fingerprint size for each of the eight types of machine learning models
trained in this work. To speed up the process, a parallel processing approach is
adopted whereby a specific model is trained for each atom type (In, Ga or As)
and each force direction (x, y or z). This lead to a total of 72 different models.
147
Equation 8.3 where X is the feature vector, M and S are, respectively, vectors
of means and spread for each feature) and then stored. At prediction time, each
data point is similarly scaled using the spread and means calculated from the
training dataset. This process leads to features centered around zero.
Xscaled =
X −M
S
(8.3)
8.4 Results and discussion
8.4.1 Effect of dataset size and network architecture
We explore the effects of the size of the training dataset on the generalization
error. This step ensures enough data points are included in the training pro-
cess. We vary the number of data points included in the training set from 1,000
to 15,000 in steps of 1,000. The training subset is selected by random sampling
from the 30,000 points set apart for training. Throughout this process we do not
include any datapoint from the 20,000 data points of the test subset. A Neu-
ral Network with three layers of 10 neurons each is used and the training is
performed until the derivative of the gradient reaches a threshold of 0.01. The
Behler-Parinello fingerprint is used for this set of study.
After the training process is completed, the resulting model is used to predict
the forces for the 20,000 data points in the test subset. The results are summa-
rized in Fig. 8.2 and show that the R2 error quickly increases with system size
until it reaches a value of 0.81 for a training dataset size of 10,000 points. Sim-
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ilarly, the mean absolute error quickly decreases with system size until a value
of 0.62 is reached for a dataset of 10,000 points. Only marginal improvement is
observed for both the R2 and MAE scores beyond the 10,000 data points mark.
This means that 10,000 data points are sufficient to train the Neural Network.
To find the optimal ANN architecture as defined by the number of layers
and neurons per layer, we vary the number of layers from 1 to 12 in increments
of 1, and the number of neurons from 10 to 30 in increments of 5. We use 10,000
data points, randomly selected from the training subset, to train the Neural Net-
works. Our results (see Fig. 8.3) show that a network with three layers of 25
neurons each leads to the best results in terms of the R2 score, and the MAE
and RMS scores achieved.
8.4.2 Machine learning models for force prediction
We use 20,000 and 10,000 data points, respectively, to train Neural Networks for
As and In/Ga. Each Neural Network has three layers with 25 neurons each,
as per the optimization approach reported in the previous section. Separate
models are created for each atom for faster computation. We also train models
for each component of the forces separately. This leads to a total of nine Neural
Network models (three atoms with three force components each), which are
then tested on 20,000 and 10,000 data points, respectively, for As and Ga/In.
The results are plotted in Fig. 8.4 and show excellent predictive capabilities
as given by the R2, MAE and RMS scores of our predictions. On average, an
MAE error of 0.08 eV/A˚ is obtained, comparable to the expected error of DFT
calculations.
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(a)
(b)
Figure 8.2: Mean Absolute Error (MAE) (a) and R2 scores (b) of a Neural Net-
work model for force prediction on As atoms as a function of dataset size. The
scores are calculated based on a held-out test set of 20,000 data points. The re-
sults show that 10,000 points or more are needed to train the Neural Network
for proper generalization.
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(a)
(b)
(c)
Figure 8.3: Mean Absolute Error (a), Root Mean Square Error (b) and R2 scores
(c) as a function of number of neurons for force prediction on a retained set of
20,000 data points. Each line represents a network with a different number of
layers.
151
(a) (b) (c)
(d) (e) (f)
(g) (h) (i)
Figure 8.4: Performance of Neural Network machine learning models for force
prediction in InGaAs crystals with Behler-Parinelo fingerprints computed with
SEING, our custom-made software package for fingerprint computing.
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8.4.3 Predictions of diffusion pathways
We then use the trained Neural Network models in a new framework that we
call “Machine Learning NEB” or “ML NEB” to compute the diffusion pathways
for several point defects in InGaAs. The NEB code published by Herbol et al.
[60] was used and adapted for this purpose. We start by linearly interpolating
between the initial and final configurations of a given atomistic jump to cre-
ate guessed intermediate states for the diffusion pathway. We then computed
fingerprints for each atom in each intermediate image using SEING [132]. We
then fed those fingerprints to the Neural Network models previously created to
predict forces on each atom. Finally, we use these Machine Learning predicted
forces within the framework of the NEB algorithm to nudge the diffusion path-
way towards a more favorable pathway. We then go back to computing the fin-
gerprints for the new atomic positions and repeat the steps until convergence.
This process is illustrated in Fig. 8.5.
Table 8.3 lists the different transitions used to test our new method. We
include split interstitials as well as second nearest-neighbor vacancy-assisted
jumps of Ga, As and In. For each of those transitions, after the ML NEB com-
putations converge, we calculate the distance between each atom in the ML
pathway and their counterpart in the DFT pathway. Those distances are then
averaged over the number of atoms and states to provide the overall average
deviation from DFT NEB trajectories. Similarly, we compute the average devia-
tion of the moving atom’s trajectory by considering only the distances between
the moving atom in the ML and DFT NEB pathways.
Values obtained for both deviations are plotted in Fig. 8.6 for all ten tran-
sitions. In all cases, the overall average deviation of the ML NEB runs com-
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Figure 8.5: Flowchart describing the new Machine Learning NEB framework
used in this work. This assumes that a suitable Machine Learning force predic-
tion model has already been properly trained.
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pared to DFT NEB computations is less than 0.2 A˚. Most of this deviation can
be attributed to the deviations of the moving atom which vary from 0.1 A˚ to
0.8 A˚. Understandably, deviations from DFT NEB trajectories tend to be higher
for transitions that involve a longer distance as there is more room for residual
movement. Overall, deviations of less than 0.8 A˚ are more than acceptable, spe-
cially given the significant savings in computation time and resources afforded
by this new method which yields the transition pathway within minutes on one
core compared to tens of hours on 56 cores.
8.5 Limitations and future work
Energy values
This first iteration of our ML NEB method does not include energies. Mov-
ing forward, there are two options for improvement: One method is to train
separate Machine Learning energy models and couple them within the current
method to automatically calculate energies for each state. This method will in-
troduce an additional source of uncertainty as there will be intrinsic errors asso-
ciated with the ML energy models. Another method is to perform simple DFT
calculations for each state in the optimized transition pathway to generate an
energy profile along the reaction coordinates. Single computations of energies
with DFT would be relatively cheap and would come with the advantage of
added accuracy.
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Transition Mechanism Moving
Atom
Initial Site Final Site
S1 Vacancy-
Assisted
Ga Ga In
S2 Vacancy-
Assisted
As As As
S3 Vacancy-
Assisted
As Ga As
S4 Vacancy-
Assisted
As In As
S5 Split-interstitial As S1 S1
S6 Split-interstitial As S2 S2
S7 Split-interstitial As S2 S3
S8 Split-interstitial As S3 S3
S9 Vacancy-
Assisted
In Ga Ga
S10 Vacancy-
Assisted
In Ga In
Table 8.3: List of the transitions selected for comparison between DFT and ML
NEB diffusion results.
156
Figure 8.6: Comparison between the diffusion paths obtained through DFT cal-
culations and our ML method expressed in terms of distance between the two
paths (or deviations from the DFT path).
157
Geometry optimization
One limitation of the current iteration of our method is the use of DFT-generated
geometries for the initial and final states. Although the cost for these geometry
optimizations is essentially negligible compared to the NEB runs, it would be
advantageous to be able to perform them using the capability to predict forces
with the ML models. This would increase the time-savings at the cost of poten-
tially less accuracy.
8.6 Conclusions
In this chapter, we presented a novel approach to study diffusion using ad-
vanced machine learning techniques. This new method involves computation
of a dataset of atomic configurations and associated forces used to train Neural
Networks for force predictions on new configurations. These Machine Learning
models are then coupled with NEB to find the minimum energy path for a given
transition. We apply this method to point-defect diffusion in InGaAs and com-
pare our results to previous DFT calculations for a total of ten transitions. Our
results show that this method can predict diffusion pathways with reasonable
accuracy at a fraction of the cost compared to DFT.
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CHAPTER 9
LIMITATIONS AND FUTURE WORK
This work covers intrinsic and silicon dopant diffusion in three separate III-V
semiconductors and develops an improved method to calculate diffusion rates
that can save significant computing power while maintaining reasonable accu-
racy. However, there are a few limitations and some suggestions for related
future work that are worth noting.
9.1 Experimental validation
The energy barriers computed and the diffusion models developed in this work
are mostly theoretical. Experimental validation would undoubtedly increase
the value and applicability of those new insights gained from DFT calculations.
In particular, it would be great to have experimental verification of the pres-
ence of split interstitial species which has been reported in InGaAs for the first
time in our studies and previously in GaAs by other authors. In addition, in
situ diffusion experiments that could confirm the proposed role of Si pairs and
split interstitial species in the enhanced diffusion at high concentration would
provide strong supporting evidence for our model. Also, most of the diffusion
experiments reported for the In, Ga and As family of III-Vs in literature were de-
termined 40 years ago. The expertise acquired by the community, as well as the
technological advancements in laboratory equipment and methods with atomic
resolution, could help conduct more accurate and comprehensive experiments
to fully explore and characterize the concentration dependence of Si diffusion
in III-V materials.
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9.2 Modeling of random InGaAs crystals
As mentioned in Section 5.2.1, the In0.5Ga0.5As crystal preferentially adopts a
random ordering. The CuAu-I ordering studied in this work exists only under
very specific conditions, such as MBE growth, as it is not the most thermody-
namically favorable state [92]. Therefore, diffusion studies in the random crystal
and comparisons with those in the CuAu-I ordering would be useful. There are,
however, a couple of serious challenges to perform such simulations.
The first challenge is related to system size. As mentioned in Chapter 2, DFT
calculations are expensive and usually limited to system sizes on the order of
a few hundreds of atoms. For instance, due to the large number of simulations
performed in this work, we were able to simulate only crystals containing 64±
1 atoms. Such a small system size would be too small for a random crystal.
An even bigger system size (compared to ordered crystals) will be necessary if
periodic boundary conditions are to be used with random crystals.
The second challenge is related to the calculation of enough energy barri-
ers to build the rate library necessary to perform Kinetic Monte Carlo stud-
ies. Since the cations in the crystal are randomly situated, local environments
around a diffusing species will be often different from previously seen local en-
vironments. This makes it practically impossible to pre-build a library of rates
and use a method such as Kinetic Monte Carlo to study the diffusion of specific
defects.
The Machine Learning method developed in this work could open the door
to perform such studies. With the decrease in computing power and time re-
quired to calculate an energy barrier between two configurations, ML NEB runs
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can be performed on the fly. The new algorithm would involve isolating local
environments around the diffusing species, computing new energy barriers and
updating the rate library at regular intervals and on-the-fly as the Kinetic Monte
Carlo simulation progresses in a self-learning fashion.
9.3 Beyond the In-Ga-As family of III-V materials
We believe our work with the In-Ga-As family of III-V semiconductors, in ad-
dition to the new insights we have gained, have laid the ground work for the
study of more complex alloys such as quaternaries and so on. Beyond the band
gap engineering opportunity offered by those more complex III-V materials,
they may also allow interesting diffusion and activation processes to take place.
The interplay between intrinsic defects, dopant atoms and other minority atoms
in compositions with more than three species could perhaps hold the key to
overcoming the limitation created by the compensation effects in GaAs and In-
GaAs. We believe our continuum model would provide a suitable theoretical
framework for such studies while our machine learning approach could help
accelerate the exploration of different diffusion pathways to find the most fa-
vorable ones.
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CHAPTER 10
CONCLUSIONS
In this thesis, we performed a large number of NEB calculations at the DFT
level to explore different diffusion mechanism of intrinsic and Si defects in III-V
materials. These studies were primarily meant to uncover the atomistic origin
of the concentration-dependence of Si diffusion in GaAs and InGaAs.
Our results provide additional insights that go beyond the early assump-
tions of concentration-dependence diffusivity driven by Ga vacancies. Instead,
we show that the enhanced diffusion is due to highly mobile Si species that
appear at high concentration. We show that Si-Si complexes and Si split in-
terstitials that would form at high Si concentration have higher diffusivity and
could explain the overall increase in diffusion coefficient. We use these results to
build an analytical model to study Si diffusion in III-Vs at the continuum level.
We validate the model using comparisons with published experimental data.
We also explain how those new species that exist at high Si concentration could
lead to the observed saturation of carrier concentration.
Moreover, our progress in incorporating advanced Machine Learning capa-
bilities in molecular simulation were reported in this thesis. We show that this
new ML NEB approach can save significant time and resources while yield-
ing reasonable accuracy for the determination of diffusion pathways. Such a
method could be used as a screening technique to quickly gain an understand-
ing of the relative importance of different diffusion mechanisms. It could also be
coupled with KMC simulations in a self-learning fashion as the speed at which
the ML NEB method allows diffusion rates to be extracted affords on-the-fly
calculations. We hope this work on diffusion in the In-Ga-As family of III-Vs
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has not only increased understanding of diffusion in this class of materials but
also laid the ground work for the study of more complex III-V compounds.
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