We present an optical variability study of 44 newly identified blazar candidates behind the Magellanic Clouds, including 27 flat spectrum radio quasars (FSRQs) and 17 BL Lacertae objects (BL Lacs). All objects in the sample possess high photometric accuracy and irregularly sampled optical light curves (LCs) in I filter from the long-term monitoring conducted by the Optical Gravitational Lensing Experiment. We investigated the variability properties to look for blazar-like characteristics and to analyze the long-term behaviour. We analyzed the LCs with the Lomb-Scargle periodogram to construct power spectral densities (PSDs), found breaks for several objects, and linked them with accretion disk properties. In this way we constrained the black hole (BH) masses of 18 FSRQs to lie within the range 8.18 ≤ log(M BH /M ) ≤ 10.84, assuming a wide range of possible BH spins. By estimating the bolometric luminosities, we applied the fundamental plane of active galactic nuclei variability as an independent estimate, resulting in 8.4 ≤ log(M BH /M ) ≤ 9.6, with a mean error of 0.3. Many of the objects have very steep PSDs, with high frequency spectral index in the range 3 − 7. An alternative attempt to classify the LCs was made using the Hurst exponent, H, and the A − T plane. Two FSRQs and four BL Lacs yielded H > 0.5, indicating presence of long-term memory in the underlying process governing the variability. Additionally, two FSRQs with exceptional PSDs, stand out also in the A − T plane.
INTRODUCTION
The unification scheme of active galactic nuclei (AGNs) summarized by Urry & Padovani (1995) defines blazars as type 0 radio-loud objects, R = F 5 GHz /F B ≥ 10, where F 5 GHz is the flux density at 5 GHz and F B is the flux density in the B filter (Kellermann et al. 1989) , possessing unusual properties of optical emission lines and observed with their jets oriented at small angles ( 10 • ; e.g. Angel & Stockman 1980; Falomo et al. 2014) . Based on the characteristics visible in the optical spectra, blazars are consistently divided into two groups: flat spectrum radio quasars (FSRQs), possessing prominent emission lines with the equivalent width of >5 Å, and BL Lacertae objects (BL Lacs), having featureless continua or weak emission lines only. Blazars are characterized by non-thermal broad-band emission from radio up to γ-rays, high and variable polarization with the radio polarization degree at 1.4 GHz, PD r,1.4 >1% (Iler et al. 1997) , flat radio spectra, F ν ∝ ν −αr , with spectral index α r < 0.5, and steep infrared to optical spectra, i.e. 0.5 ≤ α o ≤ 1.5 (Falomo et al. 2014) . Blazars show also rapid flux variability at all frequencies on different time scales from decades down to minutes. Variability patterns are generally divided into long-term variability continuing for years and decades (e.g. Nilsson et al. 2018 ) and short-term variability with time scales from days up to months (e.g. Rani et al. 2010; Aleksić et al. 2015) with an additional separation of intraday/intranight variability lasting a fraction of a day (e.g. Wagner & Witzel 1995; Bachev et al. 2012) . Blazar variability is typically n.zywucka@oa.uj.edu.pl,mariusz.tarnopolski@uj.edu.pl studied in different separate energy ranges, such as radio (e.g. Aller et al. 2011; Park & Trippe 2014; Richards et al. 2014) , optical (e.g. Sagar et al. 2004; Gaur et al. 2012; Ruan et al. 2012) , and γ-rays (e.g. Gaur et al. 2010; Sobolewska et al. 2014) , as well as using the multiwavelength approach in individual sources (e.g. Hartman et al. 1996; Wagner et al. 1996; Chatterjee et al. 2012; Rani et al. 2013) .
Variability is a unique property of blazars which can be also used as a tool to distinguish them from other astrophysical objects. By selecting blazar candidates from extensive monitoring programs and sky surveys, such as Palomar-QUEST survey (PQ; Bauer et al. 2009) or Magellanic Quasar Survey (MQS; Kozłowski et al. 2013) , one can identify new types of blazars, or at least increase a sample of blazars which are underrepresented in the most commonly discussed blazar lists and samples constructed/compiled based predominantly on spectral properties and flux levels. For instance, Bauer et al. (2009) analyzed data gathered by the PQ survey, listing the 3113 most variable objects in a 7200 deg 2 field. All of them vary by more than 0.4 mag, simultaneously in I and R filters, on time scales provided by the survey, which lasted for 3.5 years. Additional separation was made applying a span of 200 days to not include transients into the sample and all objects were visually checked to remove artifacts. Moreover, the sources were checked in terms of optical colors typical to common stellar types to exclude variable stars from the sample.
Subsequently, Kozłowski et al. (2013) looked for AGNs behind the Magellanic Clouds (MCs) by analyzing optical photometric data from MQS, which covers 42 deg 2 in the sky, i.e. 100% of the Large Magellanic Cloud (LMC) and 70% of the Small Magellanic Cloud (SMC). The MQS quasars were selected in a four-step procedure:
1. The quasar candidates selection was based on the cross-match of mid-infrared and optical data (Kozłowski & Kochanek 2009) . A sample of 4699 and 657 quasar candidates behind the LMC and SMC, respectively, was selected.
2. Optical light curves (LCs) of all selected quasar candidates were analyzed using two methods, i.e. fitting a damped random walk model (Kozłowski et al. 2010) , and employing the structure function (Kozłowski 2016) . This allowed the authors to define the MQS sample containing over 1000 quasar candidates.
3. All variable OGLE sources behind the MCs were cross-matched with the X-ray data. As a result, Kozłowski et al. (2012) selected a sample of 205 objects.
4. 3014 objects selected with at least one of the aforementioned steps were observed spectroscopically to verify if they are quasars. Eventually, Kozłowski et al. (2013) listed 756 sources in the MQS catalog, including 565 quasars behind the LMC and 193 quasars behind the SMC.
Since blazars are expected to be more variable than other AGNs, the MQS catalog constitutes an excellent sample to look for new FSRQ blazar candidates. In addition, we searched for the BL Lac candidates using a list of sources rejected based on spectroscopic observations, i.e. among object possessing featureless optical spectra. In our previous work (Żywucka et al. 2018) , we identified a sample of 44 blazar candidates, including 27 FS-RQs and 17 BL Lacs, whereof only nine objects (six FS-RQs and three BL Lacs) were considered as secure blazar candidates. All objects in the sample were selected based on their radio, mid-infrared, and optical properties.
• The blazar candidates were selected with the crossmatching procedure of radio and optical data.
• The characteristic properties of blazars, i.e. radio and mid-infrared indices as well as the radioloudness parameters, were verified. All selected blazar candidates are distant objects with redshifts ranging from 0.29 up to 3.32, optically faint with the I band magnitude between 17.66 and 21.27, and radio-loud with R ∈ [12, 4450] in the case of the FSRQ candidates, and R ∈ [171, 7020] for the BL Lac candidates.
• The fractional linear polarization was checked or measured. We were able to collect the radio polarimetry parameters for nine objects from the AT20G sky survey catalog (Murphy et al. 2010) and by analyzing polarized flux density maps at 4.8 and 8.6 GHz for the LMC 1 and SMC 2 . We did not find any associations with X-rays and high energy γ-rays, cross-matching the ROSAT All-Sky Survey Catalogue (Voges et al. 1999 ) and the Fermi 2FGL catalog (Nolan et al. 2012 ). However, the Fermi -Large Area Telescope detected two flaring activities from direction of the J0545−6846 BL Lac candidate and we are currently checking a possible coincidence of this object and the γ-ray transient.
Here, we extend the analysis of our blazar candidates with modeling of optical LCs provided by the OGLE group. All objects were selected from the long-term, deep optical monitoring survey, therefore they constitute a sample of faint sources with irregularly sampled optical LCs. We investigate them to determine variabilitybased classification of the blazar candidates and to analyze long-term behavior.
This paper is organized as follows. Section 2 characterizes the LCs. In Section 3 we describe the methodology used to analyze the variability of the sources: Lomb-Scargle periodogram (LSP), Hurst exponent, and the A − T plane. Section 4 summarizes the results obtained for all blazar candidates, and highlights the most interesting objects. Section 5 is devoted to discussion, and Section 6 gives concluding remarks.
OGLE LIGHT CURVES
The blazar candidates considered here were selected from the well-monitored OGLE-III phase of the OGLE experiment (Udalski et al. 2008a,b) and observed in the I optical filter, using the 1.3 m Warsaw telescope located at the Las Campanas Observatory in Chile. All 44 sources possess the OGLE-III data. The majority of objects, i.e. 15 FSRQs and 25 BL Lacs, were additionally monitored within the OGLE-IV phase (Udalski et al. 2015) , while four blazar candidates, i.e. three FSRQs and one BL Lac, have also data from the OGLE-II phase (Udalski et al. 1997) . This gives in total ∼17 years long LCs for objects with merged OGLE-II, -III, and -IV data, ∼12 years long LCs with OGLE-III and -IV data, and ∼7 years long LCs for sources with only OGLE-III data.
In this study, we strive to include as much data as possible, but after the visual inspection of the original LCs we modified them as follows:
• points with uncertainties >10% in magnitude were removed from all data sets,
• obvious outliers in all LCs were removed manually; these may be errors in the data,
• we discarded the OGLE-II data of the BL Lac candidate J0521-6959 due to the high noise level.
The exemplary LCs are shown in Fig. 1 . By rejecting points with uncertainties >10%, we lose only ≈ 1% of data and it does not significantly affect the results. All LCs are sampled irregularly with short, medium, and long time intervals between observations. Most of the objects were observed with a time step ∆t ≈ 1 d, with gaps lasting up to a few days. These gaps were caused by bad weather conditions on the site. The medium time intervals are regular breaks in observations within the same OGLE phase, lasting between 3 and 5 months. During these times the MCs were too low to perform observations. After the OGLE-III phase, a technical upgrade of the telescope was performed, which resulted in a break between the OGLE-III and -IV phases, reaching 10-15 months.
METHODOLOGY

Lomb-Scargle periodogram
The LSP (Lomb 1976; Scargle 1982; Press & Rybicki 1989; VanderPlas 2018 ) is a way for constructing a power spectral density (PSD) for arbitrarily spaced data (unevenly sampled time series). For an LC with N observations x k at times t k , it is computed as
where ω = 2πf is the angular frequency, τ ≡ τ (ω) is defined as
x and σ 2 are the sample mean and variance. The lower limit for the sampled frequencies is f min = 1/(t max − t min ), corresponding to the length of the time series. The upper limit, f max , would be the Nyquist frequency, the same as in case of the Fourier spectrum, if the data were uniformly sampled. For unevenly spaced data, the common choices for a pseudo-Nyquist frequency are somewhat arbitrary (VanderPlas 2018). The upper limit herein is set to correspond to variations on time scales of 1 day, i.e. the maximal frequency is f max = 1 day −1 . This is motivated by the fact that the most common time step between consecutive observations is scattered around one day. The sampling during each observing night was very nonuniform, and the data uncertainties obscure any short-term variability, hence the study of intranight variability is beyond the scope of this work. The total number of sampling frequencies is set to be N P = n 0 fmax fmin , with n 0 = 10 employed hereinafter. The Poisson noise level, coming from the statistical noise due to uncertainties in the measurements, ∆x k , is given by
Fitting
To fit a PSD model in log-log space, one needs to take into account that the evenly spaced frequencies f are no longer uniformly spaced when logarithmized, i.e. their density is greatly increased at higher values, where the Poisson noise can be expected to be significant. A straightforward least squares fitting would then rely mostly on points clustered in one region of the log f values, i.e. at high frequencies.
To circumvent this problem, binning is applied. The values log f of the raw LSP are binned into equal-width bins, with at least six points in a bin, and the representative frequencies are computed as the geometric mean in each bin. The PSD value in a bin is taken as the arithmetic mean of the logarithms of the respective PSD values in that bin (Papadakis & Lawrence 1993; Isobe et al. 2015) .
Fits of different models are compared using the small sample Akaike Information Criterion (AIC c ) given by
where L is the log-likelihood, p is the number of parameters, and N is the number of fitted points (Akaike 1974; Hurvich & Tsai 1989; Burnham & Anderson 2004) . For a regression problem,
where RSS is the residual sum of squares; p is an implicit variable in the log-likelihood. A preferred model is one that minimizes AIC c . What is essential in assessing the relative goodness of a fit in the AIC c method is the difference, ∆ i = AIC c,i − AIC c,min , between the AIC c of the i-th model and the one with the minimal value, AIC c,min . If ∆ i < 2, then there is substantial support for the i-th model (or the evidence against it is worth only a bare mention), and the proposition that it is an adequate description is highly probable. In other words, both models are equally good, and one can not decide which one is better based only on the information criterion. A possible decision might be to choose the simpler model. Subsequently, if 2 < ∆ i < 4, then there is strong support for the i-th model. When 4 < ∆ i < 7, there is considerably less support, and models with ∆ i > 10 essentially exhibit no support.
Hurst exponent
The Hurst exponent H (Hurst 1951; Mandelbrot & van Ness 1968; Katsev & L'Heureux 2003; Tarnopolski 2016; Knight et al. 2017 ) measures the statistical self similarity of a time series x(t). It is said that x(t) is self similar (or self affine) if it satisfies
where λ > 0 and . = denotes equality in distribution. Self similarity is connected with long range dependence (memory) of a process via the autocorrelation function for lag k
When H > 0.5, ρ(k) decays to zero as k → ∞ so slowly that its accumulated sum does not converge (i.e., ρ(k) ∝ |k| −δ , 0 < δ < 1), and x(t) is then called a persistent process, i.e. the autocorrelations persist for a prolonged time. The persistency here relates to the higher probability of an increase (decrease) to be followed by another increase (decrease) in the short term, rather than alternating. Such a process is characterized by positive correlations at all lags. A process with H < 0.5 is antipersistent, also referred to as a mean-reverting series, i.e. having a tendency to quickly return to its long-term mean. Its autocorrelation ρ(k) is summable. Both persistent and anti-persistent cases can be stationary and nonstationary (we consider weak stationarity herein).
The archetypal processes with long range dependence are the fractional Gaussian noise (fGn, a stationary process) and fractional Brownian motion (fBm, a nonstationary process with variance growing ∝ t 2H with time; the increments of an fBm constitute an fGn with the same H). There is a discontinuity of H at the border between the two, where an fGn with H 1 is very similar to an fBm with H 0, as illustrated in Fig. 2 , and the two cases can be easily misidentified. For H = 0.5, fGn and fBm reduce to white noise and Brownian motion, respectively. The properties of H can be summarized as:
2. H = 0.5 for an uncorrelated process, 3. H > 0.5 for a persistent (long-term memory, correlated) process, 4. H < 0.5 for an anti-persistent (short-term memory, anti-correlated) process.
For irregularly sampled data, the Hurst exponent can be obtained without any interpolation of the examined time series (Knight et al. 2017) with the use of the lifting wavelet transform algorithm called lifting one coefficient at a time (LOCAAT). The algorithm aims at producing a set of wavelet-like coefficients, {d jr } r , whose variance obeys the relation log 2 var(d jr ) = α · j * + const.,
where j * is an equivalent of the wavelet scale, constructed for a set of j r coefficients. Eventually, the value of α is obtained via a linear regression of Eq. (8), and is linearly related with H via H = α−1 2 when α ∈ (1, 3), and H = α+1 2 when α ∈ (−1, 1) (two most common instances, related to fBm-and fGn-like signals, respec-tively). 3 Note the discontinuity of H for the two ranges of α (see Fig. 2 ). We used the package liftLRD 4 implemented in R to estimate H. The standard errors, obtained via bootstrapping, are returned by the package as well.
The A − T plane
The Abbe value (von Neumann 1941b,a; Williams 1941; Kendall 1971; Mowlavi 2014; Tarnopolski 2016 ) is defined as
It quantifies the smoothness of a time series by comparing the sum of the squared differences between two successive measurements with the standard deviation of the time series. It decreases to zero for time series displaying a high degree of smoothness, while the normalization factor ensures that A tends to unity for a purely noisy time series (more precisely, for a white noise process). Three consecutive data points, x k−1 , x k , x k+1 , can be arranged in six ways; in four of them, they will create a peak or a valley, i.e. a turning point (Kendall & Stuart 1973; Brockwell & Davis 1996) . The probability of finding a turning point in such a subset is therefore 2/3, and the expected value for a random data set is µ T = 2 3 (N −2) -the first and last ones cannot form turning points. Let T denote the number of turning points in a time series, and T = T /N be their frequency relative to the number of observations. T is asymptotically equal to 2/3 for a purely random time series (Gaussian noise). A time series with T > 2/3 (i.e., with raggedness exceeding that of a white noise) will be deemed more noisy than white noise. Similarly, a time series with T < 2/3 will be fGn (stationary) fBm (non-stationary)
anti-persistent persistent persistent Figure 2 . The discontinuity of the Hurst exponent on the border between fGn and fBm. The high-H fGn and low-H fBm can be easily misidentified (figure based on Gilfriche et al. 2018) .
and where C is the Poisson noise. For each PSD, 100 realizations of the time series were generated, and the displayed points are their mean locations. The error bars depict the standard deviation of A and T over these 100 realizations. The case β = 0 is a pure white noise, with (A, T ) = (1, 2/3). The generic PL case (C = 0) is the lowest curve (red); with an increasing level of C the curves are raised and shortened, as the white noise component starts to dominate over the PL part. The horizontal gray dashed line denotes T = 2/3 for Gaussian processeses.
ragged less than Gaussian noise. The maximal value of T asymptotically approaches unity for a strictly alternating time series. The A − T plane (Tarnopolski 2016) was initially introduced to provide a fast and simple estimate of the Hurst exponent. It is able to differentiate between different types of colored noise, P (f ) ∝ 1/f β , characterized by different values of β. In Figure 3 we show the locations in the A − T plane of colored noise plus Poisson noise spectra of the form P (f ) ∝ 1/f β + C, where the term C is introduced to account for the uncertainties in the measurents, manifesting through the Poisson noise level from Eq. (3).
RESULTS
LSP
The following models are fitted to the LSP of each object:
1. model A: a power law (PL) plus Poisson noise 
Alston 2019)
:
where the parameter C is an estimate of the Poisson noise level from Eq.
(3), f break is the break frequency, and β 1 , β 2 are the low and high frequency indices, respectively.
Parameters of the fits are gathered in Table 1 , where T break = 1/f break . The uncertainties are the standard errors of the fit, and ∆T break comes from the law of error propagation. The best model is chosen based on AIC c values 5 . When ∆ i < 2, both models are equally good. Only 10 FSRQs clearly yield model A as the better one (with J0512−7105 consistent with a nearly flat PSD 6 ); for 13 FSRQs model B is preferred. In case of BL Lacs, 14 are best described by model A, and only in one instance (J0538−7225) model B was pointed at.
The distributions of the exponents β from model A of all 44 objects are displayed in Fig. 4 . For FSRQs, the exponent β mostly lies in the range (1, 2), with the mode 5 The same conclusions were arrived at when BIC = p ln N − 2L was employed (Schwarz 1978; Kass & Raftery 1995) . 6 Fitting model A yielded β = 0.14 ± 1.57, hence a flat PSD, but with a huge error. This is due to the degeneracy of model A when β → 0: P (f ) Pnorm + C = const. Therefore, a pure PL was fitted to remove this degeneracy, and its result is displayed in Table 1 .
Table 1
Outcomes of the PSD modeling of newly identified FSRQ and BL Lac type blazar candidates.
Number
Object To check the reliability of the fits, we performed Monte Carlo simulations described in Appendix B. In short, one can expect the β values from model A to be spread over a wide range for input β 2, and slightly overestimated for β 2. Fitting to model B yields statistically reliable estimates, although with a non-negligible spread and greater uncertainties. Finally, in Appendix C we tested for spurious detections of model B due to irregularly sampled LCs by imposing the same sampling as in the LCs of the examined FSRQs. We found that owing primarily to statistical fluctuations, model B should appear only 9 times, half of the actual case of 18 instances of model B being a plausible result. We can therefore conclude that a subpopulation of FSRQs, with PSDs given by model B, to be actually present in our sample is very likely.
Our BL Lac type objects are on average dimmer than FSRQs:Ī = 20.09 ± 0.18 mag andĪ = 19.00 ± 0.20 mag, respectively (Żywucka et al. 2018) . This fact may be the reason why for a majority of BL Lacs model A is more adequate, while FSRQs require a more complex model B, i.e. the variability properties of BL Lacs could not be constrained on shorter time scales due to domination of Poisson noise at such scales. To test this, we calculated the critical frequency f 0 at which the Poisson noise has the same power as the PL component,
FSRQs, log f 0 −2.4, and the corresponding β ∈ (1, 2). In case of BL Lacs, however, for the three objects with β > 2, their log f 0 < −2.8, and I 20.5 mag (see Fig. 5 and Żywucka et al. 2018) . This implies that their high β values are artifacts of fitting model A to PSDs that are significantly dominated by Poisson noise over a wide range of time scales, including the longest ones, where only 1-2 points contribute to the PL part while fitting model A; hence are just statistical fluctuations. Note, however, that there are still three other BL Lacs that are even dimmer (J0039−7356, J0441−6945, and J0545−6846), but appear to be well described by model A. Overall, in all instances where model B was chosen as the better one, β 2 3 (except for J0552−6850, which yields an unusually high T break = 1201 ± 417, and J0602−6830, whose T break = 538 ± 579 is not constrained well due to a huge uncertainty). Fig. 6 presents the relations between T break and the exponents β 1 and β 2 from model B. There are 18 FSRQs and 4 BL Lacs (including J0444−6729) that yielded reasonable fits. The Pearson correlation coefficient for the β 2 − T break relation is r = −0.49; after discarding the FSRQs with T break > 500 d and large errors, it reduces to r = −0.01. For the β 1 − T break relation, the respective correlation coefficients are −0.78 and −0.33. This indicates no significant correlation between the highfrequency PSD index β 2 and T break , and moderate correlation between the low-frequency index β 1 and T break . According to this, the relative power in the long time-7 Model A yielded β = 0.00 ± 0.93, hence a pure PL was fitted. See footnote 6. scale variability increases with decreasing T break .
FSRQ BL Lac
Hurst exponents
The PL form of a PSD is indicative of a self-affine stochastic process, characterized by the Hurst exponent H, underlying the observed variability. The H values are listed in Table 2 , and displayed graphically in Fig. 7 . We find that most objects have H ≤ 0.5 within errors, indicating short-term memory. Four BL Lacs (whose PSDs are best described by model A) and two FSRQs (J0512−7105 with a flat PSD, and J0512−6732, a secure blazar candidate with PSD given by model B, with an exceptionally short T break = 67 ± 10) yield H > 0.5, implying long-term memory. Very few objects are characterized by H ≈ 0.5, so the modeled stochastic process is not necessarily uncorrelated. There is also a number of FSRQs and a few BL Lacs with H 0.2, i.e. close to the discontinuity value on the border between fGn-and fBm-like processes (see Fig. 2 ), hence their H estimates are uncertain. In general, the autocorrelation functions drop to zero after time scales comparable to T break , above which the system becomes decorrelated (Caplar & Tacchella 2019) . This strongly suggests that models admitting long range dependence (Tsai & Chan 2005; Tsai 2009; Feigelson et al. 2018 ) should be considered as candidates for the underlying stochastic processes governing Table 4 ), while the gray symbols denote the remaining ones.
the observed variability of blazar LCs. We note an interesting correlation between H and the bolometric luminosities for FSRQ type candidates (see Table 3 and Sect. 5.4), displayed in Fig. 8 . The Pearson coefficient is r = −0.41; after discarding J0512−6732, a bright outlier with H = 0.85±0.03, we obtain r = −0.70. While potentially this could link the persistence properties of an LC (via H) and physical processes governing the radiative output (via L bol ), we propose a more straightforward explanation: in our FSRQ sample, it turns out the dimmer the object, the lower the L bol (r = −0.89), and so, as we argued in Sect. 4.1, the more the LC is consistent with white noise (Poisson noise level dominates the PSD). Indeed, most objects with PSDs given by model A lie roughly around H ≈ 0.5. On the other hand, J0512−6732 does not follow this scheme, as it is one of the brightest FSRQ candidates in our sample and yields a remarkably high value of H. Recall that this source's PSD is better described by model B, with an exceptionally short T break = 67 ± 10 d. Finally, cases with H 0.2 are dubious due to the discontinuity of H (see Fig. 2 ), so they might as well yield high values of H. It is therefore unclear whether this one outlier is a statistical fluctuation, or a hint of a subpopulation of bright, long-term memory blazars.
The A − T plane
The locations of FSRQs and BL Lacs in the A−T plane are gathered in Table 2 , and displayed in Fig. 9 . The uncertainties are computed by bootstrapping. Most objects They are also distant in the A − T plane, with A = 0.90 and A = 0.25, respectively. One thing to bear in mind is that both A and T are order statistics, i.e. they are insensitive to the spacing between consecutive data points. One way of justifying the usage of the A−T plane in case of irregularly sampled time series is by noting that any LC comes from sampling a continuous process, hence a continuum of data between any two observations is missing. In spite of this fact, it can be generally expected that the true characteristics of an analyzed system are properly captured by the observations, and the interrelation between available data points catches the overall behavior of the system. Among our 44 blazar candidates, 41 are located in the region of the A − T plane occupied by PL plus Poisson noise processes; one FSRQ is located marginally below (less noisy than white noise), and two FSRQ candidates are above the line T = 2/3 (more noisy than white noise). While not of direct interpretation herein, these two objects clearly stand out in this context. Moreover, BL Lac candidates are clearly characterized by higher A values than FSRQ ones (means of 0.71 ± 0.06 and 0.29 ± 0.05, respectively). This, as discussed in Sections 4.1 and 4.2, is consistent with dimmer objects being more noise polluted. Recent developments of the A − T methodology (Zunino et al. 2017; Zhao & Morales 2018) prove it to be a useful tool in time series analysis.
DISCUSSION
Physical processes
The optical emission of blazars is expected to be predominantly due to the synchrotron radiation of highly relativistic electrons and positrons accelerated in-situ Note. -Sources considered as secure blazar candidates by Żywucka et al. (2018) . Columns: (1) number of the source; (2) source designation; (3) Hurst exponent; (4) Abbe value; (5) ratio of turning points.
within the blazar emission zone. In the majority of theoretical models and scenarios proposed to account for the PL shape of blazars' PSDs, it is assumed that the energy density of the synchrotron-emitting electrons fluctuates about a mean value, with the distribution which is also a PL in the frequency domain (e.g., Marscher 2014) . Such fluctuations could be related to the dominant electron acceleration process at work, e.g. fluctuations in the bulk Lorentz factor at the base of a jet, which determine properties of the internal shocks developing further along the outflow and dissipating the jet bulk kinetic energy into the internal energy of the jet electrons (see, e.g., Malzac 2013 Malzac , 2014 . I.e., one assumes a given PL form of the variability power spectrum of electron fluctuations, to match the observed PSD in a given range of the electromagnetic spectrum. As discussed by Finke & Becker (2014 , for the electron variability power spectrum ∼ 1/f β , the index of the corresponding PSD of the synchrotron emission is also β on time scales longer than the characteristic cooling time scale of the emitting electrons, but β + 2 on the time scales shorter than that.
This situation is analogous to the case of disk dominated systems, where perturbations in the local disk parameters (e.g. magnetic field), leading to the en-hanced energy dissipation, shape the observed PSD of the thermal disk emission. In particular, Kelly et al. (2009 Kelly et al. ( , 2011 discussed how uncorrelated (Gaussian) fluctuations within the disk may result in the observed PSD of the ∼ 1/f 0 form on time scales longer than the characteristic relaxation (thermal) time scale in the system, and ∼ 1/f 2 on the time scales shorter than this.
Based on the above reasoning and scenarios, for the sources most likely dominated by the disk emission, i.e. FSRQs and FSRQ candidates from our sample, we propose a possible interpretation for the breaks and high β 2 in the obtained PSDs by connecting them to the dynamical change of the accreting matter's orbits at the inner edge of the disk, related with the thermal time scale t th . We explore the implications of such association in the subsequent sections. Chatterjee et al. (2008) analyzed an optical (R filter) LC of the FSRQ 3C 279, spanning 11 years. They found its PSD to be well described by a PL with β = 1.7. Four Kepler AGNs observed over 2-4 quarters exhibited steep PSDs, with β ≈ 3, within time scales of 1-100 days ). On the other hand, four other radio-loud AGNs, including three FSRQs, observed over 8-11 quarters, were characterized by β ∈ (1, 2) (Wehrle et al. 2013; Revalski et al. 2014) . Simm et al. (2016) examined ≈ 90 AGNs from the Pan-STARRS1 XMM-COSMOS survey, and obtained in most cases good fits with a broken PL, with break time scales 100-300 days, a low-frequency PL index β 1 ∈ (0, 2), and a high-frequency index β 2 ∈ (2, 4). Recently, Aranzana et al. (2018) examined short-term variability of 252 Kepler AGNs, resulting in β ∈ (1, 3.5), with a mode at 2.4, although the displayed PSDs clearly exhibit flattening at time scales 10 5−5.5 s. Smith et al. (2018) examined 21 Kepler AGNs, spanning 3-14 quarters, and in six cases found breaks within ∼ 10 − 50 days in their PSDs. In particular, a mild correlation between M BH and T break was observed, contrary to Simm et al. (2016) . Finally, Caplar & Tacchella (2019) investigated the PSDs of ≈ 2200 AGNs from the Palomar Transient Factory survey, and obtained β ∈ (1.5, 4). Kastendieck et al. (2011) used three methods to investigate the long-term LC of a BL Lac object, PKS 2155−304, spanning the years 1934-2010, i.e. LSP, the structure function (SF), and the multiple fragments variance function (MFVF). Interestingly, they found β = 5.0 +1.7 −3.0 using LSP, β = 1.6 +0.4 −0.2 with SF, and β = 1. (1, 2) .
Overview of the optical PSDs of AGNs
Overall, it appears that AGNs are either characterized by PSDs in the form of model A, with β ∈ (1, 3) , occasionally with a flatter PSD, or exhibit breaks (model B) on time scales 100-1000 days, with a steeper PL compo-nent at high frequencies. The blazar candidates examined herein fall into those two categories: objects well described by model A yield β ∈ (1, 2) , while those better characterized by model B exhibit break time scales within roughly 100-400 days, low-frequency PL index β 1 1, and a steep PL component at higher frequencies, β 2 ∈ (3, 7), reaching as high as 9 (see Table 1 ). Such steep PSDs effectively imply no variability on the associated time scales, as the power drops drastically from the conventional PL at lower frequencies to the Poisson noise level. This means there is a sharp cutoff at T break below which variability on short time scales is wiped out (excluding the region of Poisson noise domination). Therefore, these faint, distant sources might constitute a different, peculiar class of blazars.
Mass, spin, and viscosity estimates
In sources for which the observed optical emission is dominated by the radiative output of accretion disks rather than jets, as is in fact expected for FSRQ type objects, the break time scale T B can, in principle, be connected to the BH mass and spin. Such a break might appear when the matter inspiraling in the disk transitions from bound orbits to a free-fall occurring for distances smaller than the inner radius of the disk, and can explain the high β 2 . Therefore, by assuming that the disk extends sharply to the innermost stable circular orbit (ISCO) located at radius r = r ISCO (Mohan & Mangalam 2014) :
where m 9 = M BH /(10 9 M ), a = Jc/GM 2 BH is the dimensionless spin, and J the angular momentum of the BH. For a prograde rotation, f (a ) is given by Bardeen et al. (1972) :
We consider an accretion disk with a viscosity parameter α (Shakura & Sunyaev 1973; Novikov & Thorne 1973; Page & Thorne 1974) ; then by associating the break time scale T break from model B with the thermal time scale t th , we get (Czerny 2006; Lasota 2016) :
where t K = 2π/Ω is the orbital periodicity of a Keplerian motion on a circular orbit with radius r, with angular frequency Ω = (r 3/2 + a ) −1 around the BH. Therefore, in Eq. (12), T B ∼ t K ∼ αT break .
With the values and uncertainties of T break from Table 1 and redshifts from Żywucka et al. (2018) , we obtain a set of BH masses and spins satisfying Eq. (12). In Table 3, the 68% confidence intervals 8 for log M BH are given assuming α = 0.1 (Liu et al. 2008) . The lower limits of the intervals are obtained for T break −∆T break and a = 0; the upper limits are obtained for T break + ∆T break and a = 0.998, the maximal spin of an accreting BH (Thorne 1974) . The value of α is accurate to a multiplicative factor of ∼ 3 (Grzędzielski et al. 2017) , which can change log M BH by ± log 3 ≈ ±0.48. Moreover, the emission need not necessarily come from the ISCO, as, e.g., in a truncated disk model. By assuming, e.g., r = 2r ISCO , the log M BH estimates are lowered by 0.45 for a = 0, and by 0.3 for a = 0.998. For r = 3r ISCO , the respective factors are 0.7 and 0.5. Hints at the existence of truncated disks around supermassive BHs (SMBHs) were obtained for the radio galaxies: 3C 120 with a relatively low log M BH = 7.74 (Cowperthwaite & Reynolds 2012; Lohfink et al. 2013) , and 4C+74.26 with log M BH = 9.6 (Gofford et al. 2015; Bhatta et al. 2018 ), suggesting that the mass estimates from Table 3 may be lowered by this account (but can be simultaneously increased if α > 0.1). On the other hand, our estimates are consistent with masses of bright Fermi blazars that are within 8 log M BH 10 (Ghisellini et al. 2010a), with FSRQs on average more massive than BL Lacs. A more recent sample of bright FSRQs only has a similar log M BH distribution (Castignani et al. 2013) . Moreover, some BH masses of FSRQs are known to attain high values, even up to log M BH = 10.6 (Ghisellini et al. 2010b ). Therefore, our upper limits on the BH masses seem reasonable, and are consistent with the upper limits derived theoretically by Inayoshi & Haiman (2016) and King (2016) . They could be further constrained with dedicated observations.
Most SMBHs inhabiting radio quiet galaxies appear to have spins a 0.5 (McClintock et al. 2011; Reynolds 2013 Reynolds , 2014 , hence the masses are inclined to lie in the upper half of the presented intervals. Quasars are expected, on average, to exhibit accretion efficiency η > 0.1 (Soltan 1982) , corresponding to a > 0.67 (Sądowski 2011) . Elvis et al. (2002) argued that SMBHs should yield η > 0.15, i.e. a > 0.88. Even though it is not clear what spins' range should be expected for radio loud galaxies, blazars in particular, it seems reasonable to expect the rotation rates to be high.
In Fig. 10 , the effect of viscosity is presented for α = 0.03, 0.1, 0.3, for some representative values of z and T break . Overall, if the viscosity is not constrained tightly, log M BH is uncertain to an additive factor 2. On the other hand, if the BH mass and spin can be obtained with other methods, e.g. continuum-fitting, Fe K α line, or X-ray reflection for the spin (McClintock et al. 2011; Middleton 2016; Kammoun et al. 2018) , and reverberation mapping (Peterson 2014) for the mass, Eq. (12) can be used to estimate the viscosity parameter α. In Fig. 10 such a hypothetical scenario is presented for log M BH and a with errors within the gray bands, with the black dot denoting the exact values, fixed in the simulation. It can be found that for α = 0.05 one gets agreement between all relevant parameters.
Possibilities of retrograde rotation in AGNs were considered before (Garofalo et al. 2010) . We find, however, that then the dependence of log M BH on a is weakly negative, obviously coinciding for a = 0 with predictions from the prograde scenario. Whether the rotation is prograde or retrograde is another factor to take into 15) with the estimate from the PSD, and obtained good agreement. However, Eq. (15) was obtained using X-ray data, hence the T break therein refers to the Xray PSD. Indeed, Carini & Ryle (2012) found that there is a discrepancy when the T break is derived from the optical PSD. It is, however, still unclear whether ultimately the optical and X-ray characteristic time scales are the same or not (Smith et al. 2018 ).
Nevertheless, we employed Eq. (15) to estimate the BH masses. The bolometric luminosities were calculated according to Kozłowski (2015) , Ω m = 0.315, Ω Λ = 0.685. The M BH estimates are mostly consistent with values obtained in Sect. 5.3, except for J0517−6759, for which we obtain a discrepancy of 1 order of magnitude. This can imply, assuming that Eq. (15) gives a proper mass, that the accretion disk is truncated, and/or is characterized by a low viscosity parameter. Note. -Sources considered as secure blazar candidates by Żywucka et al. (2018) . † Assuming α = 0.1; the lower limit is for T break − ∆T break and a = 0; the upper limit is for T break + ∆T break and a = 0.998. See text for details.
Missing uncertainty of I magnitude; the error of log L bol is estimated as the mean error of other objects. ‡ Estimates from the fundamental plane of AGN variability. Columns: (1) number of the source; (2) source designation; (3) range of BH mass based on Eq. (12); (4) bolometric luminosity; (5) mass of BH based on Eq. (15).
SUMMARY
For the 27 FSRQ and 17 BL Lac candidates, for which there are long, homogeneous LCs with multiple observations, an LSP was fitted with two models: PL plus Poisson noise, and SBPL plus Poisson noise (models A and B, respectively). We have also estimated the Hurst exponents, and used the recently developed A − T plane in order to classify the LCs. The main conclusions are as follows: Number  1  2  3  4  5  6  7  8  9  10 11 12 13 14 15 16 17 18 19 20 21 22 23 24 25 26 27  Percentage 65 35 73 71 67 89 37 74 34 30 76 66 42 52 35 68 40 48 67 62 59 37 66 60 64 51 In Fig. 11 and 12 we present fits of models A and B to the LSPs. In each panel, gray line is the raw LSP, and blue stars are the binned periodogram to which fitting was performed. The red solid line is the best fit, with the lighter red region around it marking the 68% confidence interval. The black dashed lines are the PL component and Poisson noise level (in the model A column), whose intersection is marked with the cyan points. The vertical cyan line denotes the value of f 0 . The width of the yellow rectangle denotes the standard error of log f 0 . The horizontal gray dashed line is the Poisson noise level inferred from data.
FSRQ type blazar candidates
LSP BENCHMARK TESTING
We generated in total 500 LCs (that yielded fittable binned LSPs) of length N = 1024 each (about the average number of points in OGLE LCs), from the pure PL and model A PSDs, with time step ∆t = 1 d, for combinations of values of β = 1, β = 2, log C = 1.35, and log C = 4.5. We then computed their LSPs, binned them, and fitted the PSD they were generated from, and recorded the obtained values of β and their errors. The results are displayed in Fig. 13 and 14 . The estimates obtained from a pure PL are close to the real values (slightly underestimated) and with reasonably small errors. When Poisson noise is introduced, the distributions of β become wider, with much bigger errors returned. In particular, for the flatter PSDs with input β = 1, the outputs span roughly from 0 to 2. For input β = 2 we observe a systematic overestimation of the PL index. For higher C, the output β can exceed 5, and the error distribution is much wider than for lower C.
Next, model B was used to generate 500 LCs of length N = 2048, with fittable binned LSPs. We chose the average values of parameters obtained from fitting the OGLE LCs: log C = 0.5, log f break = −2.3 (corresponding to T break = 200 d), β 1 = 1 and β 2 = 5. The resulting distributions of T break , β 1 and β 2 are shown in Fig. 15 . Displayed are only those fits that yielded β 2 = 0 within the errors -for actual OGLE LCs we also considered such fits as unreliable, or simply consistent with model A. We find that the break time scale T break is slightly overestimated on average, but individual values span a whole order of magnitude. The modes of indices β 1 and β 2 are both close to the input values, β 1 slightly overestimated, and β 2 underestimated by about 25%. However, both indices have quite long and heavy tails, extending far from the input values. Therefore, while on average the input parameters are successfully recovered, individual fits can suffer from large, impossible to overcome biases.
IMPACT OF SPACING ON THE FITTING
In order to verify how the distribution of gaps in the LCs affects the model selection, we proceeded as follows. For each FSRQ, we generated 100 time series from model A, with β = 2 and log C = 2.5, of total time coverage of the corresponding FSRQ, and imposed the same gaps present in the real data of that object. We therefore obtain time series with the same sampling as the respective source was observed with, and with a known underlying, true PSD. Next, models A and B were fitted and the better description was selected as described in Sect 3.1 and 3.2. Such a procedure was undertaken for the sampling of every FSRQ candidate, resulting in a total of 2700 selections; a summary is given in Table 4 . In 18 cases, model A was (correctly) selected more often than model B. In the real data, model A is the better one in only 9 cases, i.e. model B was selected twice as often as should be expected if it was only due to statistical fluctuations. We also observed that the β index was systematically underestimated, most often resulting in a value around 1.5 or lower.
The same procedure was applied to the sampling of BL Lac type candidates. In this case, model B was selected more often in only two instances, while we find model B to be a plausible description of the real data for four objects, i.e. also twice as often as should be detected if due only to statistical fluctuations. 
