The special Hankel matrix is structured from interharmonic sampling, which is described by state space model. A method of parameters estimation based on state space model is proposed, which can achieve interharmonics frequency, amplitude and, phase of the joint estimation. The simulation results show that the method can effectively restrain white Gaussian noise, with superior performance.
Introduction
Traditional power system harmonic analysis method based on Fourier transform (FFT) has the frequency spectrum revelation and the stockade effect, so there are limitations in the detection of harmonic [1, 2] . Some methods have been applied to estimate the damped exponential model parameters based on modern signal processing theory, such as Pisarenko harmonic decomposition, AR model, and multisignal classification (MUSIC) [3] [4] [5] . They have high estimation accuracy, robustness, and other advantages, but most of these methods that need to search in the frequency domain spectra did not realize the frequency, amplitude, and other parameters of the joint estimation.
The parameter estimation method based on state space model (SSM) can inhibit the channel between any zero-mean noise, and it also improves the resolution of parameter estimation [6] [7] [8] [9] . The special Hankel matrix is structured from interharmonic sampling; then a method of parameter estimation based on state space model has achieved the joint estimation. The simulation results show that the method can effectively restrain Gaussian color noise, with superior performance.
Interharmonic Signal Model
The interharmonics are defined as follows in IEC-61000-2-2: there is not an integer multiple signal between the frequency and the fundamental frequency in the voltage and current signal harmonic. Power system harmonics and inter-harmonic detection signal can be expressed as [3] .
Consider the following:
where ( ) is sampling signal; is sampling points; is interharmonic number; is the th inter-harmonic component of amplitude; is the th inter-harmonic frequency; is the initial angle; V( ) is a zero-mean white Gaussian noise.
Parameters Estimation Algorithm Based on SSM
Equation (1) is transformed for complex frequency signal, because the state space model is transformed from the ARMA model [10] . With the Hilbert transform (1) can be expressed as follows:
2 Mathematical Problems in Engineering Equation (2) ( ) can be described using SSM [11, 12] :
where ( ) stands for the output of the fourth order mixed cumulants of ( ), ( ) stands for the state variables, ( ) stands for the pulse function, stands for the system state matrix, and , ℎ, and stand for constant matrix. The initial conditions of (0) = 0. ( ) can be obtained form the state space theory [11, 12] :
Data matrix is constructed as follows:
where the stands for the correlation window length (2 /3) stands for the data length. Another expression of can be obtained with substitution of (4) into (5):
The Ω and Λ are defined as follows:
The Ω and Λ have the following properties:
where the subscripts 1 and 2 represent deletion of the first row of (column) and the last row (column) of corresponding matrix. Singular value decomposition of matrix is
where the subscripts sn and stand for the signal and noise subspace and " * " stands for conjugate transpose. The left standard matrix [ sn ] is composed by the signal matrix sn and noise matrix , and the right standard matrix [ sn ] is composed by the signal matrix sn and noise matrix . ∑ sn is the diagonal matrix of singular values corresponding to the signal, and ∑ is the diagonal matrix of singular values corresponding to the noise. The matrix should be removed from the noise caused by the singular value and its corresponding eigenvector in order to increase the accuracy of estimated state matrix ; that is,̃= sn ∑ sn * sn . The -order approximate estimation of Ω and Λ can be obtained from (9) with as the model order. The state transfer matrix approximation can be obtained according to (8) .
The " * " represents the conjugate transpose. Let eigenvalues of matrix̂be 1 , 2 , . . . , :
Define a new matrix Ω as follows:
Then
. is the state space corresponding to the transfer function of the pole from the spectral estimation theory.
where = | |∠ . There is = , and is eigenvectors of . The matrix is composed of ,
that is, = Υ,
The substitution into (4) yields ( ) = ℎ Υ −1 −1 = ℎ −1 Υ −1 . Make the following:
. . , . The ( ) can be described in (2):
The algorithm steps of estimate model pole based on SSM method will be described as follows: 
Simulation
The experiment sampling signal that is inter-harmonic is described in (1), and the number of inter-harmonics is = 3; sampling points are = 128. The parameters are set in Table 1 . Experiments with additive white Gaussian noise with 2 variance. The SNR is defined as the signal and the noise ratio of average power:
Data correlation length = (2 /3) and = ( − − 1)/2. The results of this experiment are shown in Table 2 for 200 Monte-Carlo simulations at different SNR on damped exponential model parameter estimates. The method can be used to more accurately achieve damped frequency, damped factor of the joint estimation, and the method is less sensitive to the white Gaussian noise. The accuracy of damped frequency is higher than damped factor, because other parameters are estimated by the damped frequency that is firstly estimated. From this table it can also be seen that the damped frequency estimation is superior as the damped frequency is larger, because the signal model is closer to smooth signal with slowly damping. The comparison of logarithm mean square error (MSE) of estimation frequency at different SNR between these methods with the traditional SSM algorithm is shown in Figure 1 Figure 2 shows that the comparison of logarithm mean square error of estimation frequency at different SNR between the methods with FOC-MUSIC algorithm is proposed in the literature [3] . The performance of this method is superior to FOC-MUSIC algorithm proposed in the literature [3] at low SNR with the same superior performance between the two estimates at high SNR from Figure 2 . At the same time, this method can achieve damped frequency, damped factor of the joint estimation with less calculation.
Conclusion
Traditional inter-harmonic detection method needs to search for peaks in the frequency domain that did not realize the frequency, amplitude, and other parameters of the joint estimation. Parameter estimation method based on SSM achieves damped frequency, damped factor of the joint estimation, which avoids the search in the frequency domain spectra with superior performance.
