ABSTRACT Centrality is driven immunization is one of the best ways to prevent massive outbreaks (e.g., rumors and computer viruses) on complex networks, for it can effectively block the important diffusion paths to delay the propagation process. However, most of the previous strategies only consider the topology factor while the individual heterogeneity is widely found in the real world (e.g., different entities have different behaviors and tendencies in transmitting new information) and has an important influence on the propagation process. In this paper, we propose a new heterogeneity oriented centrality that is measured by two heterogeneity factors and one topology factor. First, a heterogeneity factor to describe the frequency of nodes activities (activity rank) is introduced; then a novel conception spread rank is first defined and explained to characterize the spread ability of nodes; finally, one topology factor is combined with the heterogeneity factors. After conducting comprehensive experiments on synthetic and real-world networks by using an interactive email model, the results show that HO centrality could delay the propagation most remarkably than the existing strategies. Therefore, the heterogeneity attributes of nodes should be taken into account when we design a network immunization strategy.
I. INTRODUCTION
In real-world, many systems can be formulated as complex networks [1] - [4] , of which every single node represents an independent individual and each edge represents an interactive relationship (e.g., social contacting networks between people [5] , [6] , web pages networks on the Internet [7] ). In the study field of complex networks, one of the hot topics is the network immunization which is an efficacious mechanism to lower the speed of virus or information propagation on networks [8] - [10] . And one way to fulfill the mechanism is the target immunization relying on the node importance [10] - [12] . Thus, to control the epidemic and minimize the outbreak size, finding a strategy to identify the nodes with high importance is the core problem.
The major challenge behind this problem is that a specific definition towards ''importance'' needs to be defined, The associate editor coordinating the review of this manuscript and approving it for publication was Qiang Lai.
that is, which kinds of nodes can be called important and what properties of these nodes make them important? In past studies, a number of strategies have been proposed to solve this challenge. Most of them focus on network topologies and define the importance of a node only based on its position in a network, such as degree-based strategies [10] , [13] , betweenness-based strategies [14] , and other novel topologybased strategies [15] , [16] .
However, more and more studies have released that the propagation process in a network is affected by the heterogeneous peculiarities of nodes [14] , [17] - [20] as well. For instance, the individual heterogeneity of nodes can be denoted as human migratory behaviors [21] , [22] in mobile networks; or represents individual operational behaviors in the email networks [14] , [23] and ideas spreading behaviors across publication networks [24] - [26] . Besides the node heterogeneity, the weights of links also display a large heterogeneity which influences the propagation. For example, Bellingeri and Cassi [27] introduced a weighted measure of FIGURE 1. An illustration of the activity time interval. From t 1 to t m are activity time intervals which follow the normal distribution N (40, 20 2 ). Every time interval denotes a period of sleep time, during which the node cannot execute any behavior including spreading viruses. When this time interval comes to an end, the node is activated which is shown by activated time point in the figure. Different nodes have different time interval sequences, hence the frequencies of being activated differ.
node's importance. Such a strategy improves the efficiency of network attacking by considering the weights of links. However, in this paper, our scope mainly focuses on the behavioral attributes of nodes and two aspects of node heterogeneity are discussed. For the purpose of characterizing the connection between individual heterogeneity and propagation, several models are proposed as simulation platforms [10] , [28] . Through analyses towards these models [29] , we find that the behavioral diversity of nodes widely exists in networks. Therefore, we make some improvements to current topologybased strategies by taking individual heterogeneity into consideration.
In this paper, we propose a heterogeneity-oriented (HO) method which defines the importance of a node from three parts: (1) structure centrality, (2) activity rank and (3) spread rank. Specifically, the structure centrality reflects the topology factor. Both activity rank and spread rank are individual heterogeneity factors that characterize the activity level and spread ability, respectively. To estimate the efficiency of our strategy, an email interactive model [23] is adopted to simulate the propagation process, for the reason that such model, driven by the agent-based simulation [29] , has better toleration to the individual heterogeneity. Besides, exhaustive experiments are implemented on large real and synthetic networks to highlight the performance of our strategy. As shown in our experiments, our proposed method is more effective than the existing topology-based immunization strategies, that is, the propagation process is delayed greater when using this method [14] .
The main contributions of this paper can be summarized as: 1) A unique HO immunization method is proposed, by tactfully combining the individual heterogeneity and the topology features of a network.
2) The performance of our proposed method is evaluated, by conducting comprehensive experiments on largescale real networks with diverse attributes. The rest of the paper is organized as follows: Section II represents the detailed descriptions and formulations of our proposed method. Section III introduces the propagation model and experiment design. Section IV represents some of the experiment results as well as analyses. Finally, Section V states conclusions.
II. THE HO-BASED STRATEGY
In this section, the notions of activity rank are first introduced in Section II-A. Then, Section II-B presents the definition of spread rank. Finally, Section II-C elucidates the formulation of our proposed HO centrality.
A. ACTIVITY RANK
The activity rank is a parameter to denote the activity level of a node [30] , where ''activity'' has different meanings under the different research domains. For example, such activities can be formulated as the email-box checking and clicking behaviors in computer networks [14] , [23] , the population migration behaviors in geographical networks [21] , or the rating behaviors of users in movie networks [19] . In this paper, the expected values of activity time intervals are formulated to measure the level of such activities.
Given a network G = (V , E), where V is the set of vertices and E is the set of edges. The i th node is denoted as v i , L i is the corresponding activity time interval queue defined in Eq. (1) . In this paper, the normal distribution is adopted to depict the attributes of L i based on [30] .
The activity time interval queue is illustrated in Fig. 1 , which implies when a specific node would be activated and VOLUME 7, 2019 FIGURE 2. The processes of the propagation with different levels of HO centralities. From the figure, it can be easily found that only the activated node with a large spread rank is more likely to complete an infection.
how long the sleep time is during the simulation process. In other words, the activity time interval queue indicates the activity frequencies of nodes indirectly. For the purpose of quantifying the level of activity, the expected value of an activity time interval queue for v i is defined in Eq. (2):
However, by the definition of activity rank, the smaller Q(i) is, the more active the node v i becomes. It is conspicuous that Q(i) is in inverse proportion to the activity level, which means it cannot be directly used to measure the activity rank. The obvious choice is to perform the opposite transformation on Q(i). Hence, the activity rank (shorted as AR) is defined as:
B. SPREAD RANK Besides the activity rank, the spread rank is the heterogeneity attribute of nodes first defined in this paper. Spread rank represents the spread ability of a node and such an ability may have various meanings under different contexts. For instance, the spread ability can measure the worm emails clicking probability in email networks [14] , the information forwarding ability in social networks [24] , [25] . The intuition is that the higher spread rank is, the more chances this individual would get to execute the spread behaviors. Spread rank decides how likely the node would infect its neighbors successfully during the propagation to a great extent. Such an idea could be directly seen in Fig. 2 . In (a) and (b), when the node is under activated state (i.e., the node is able to receive the information or virus from its neighbors), the node with a large spread rank is more likely to achieve one successful infection. Besides, such dynamics could also be understood in real situations. For example, during an information forwarding process in social networks, users with a larger spread rank may indicate the users are the more persuasive individuals or the ones who would like to spend more time convincing others to accept the information. Because such a capacity shows a large heterogeneity among the users, it is essential to carefully consider its impact on the propagation.
In general, the spread ability is an intrinsic character of a node which is stationary during the simulation process. However, in a statistical sense, the spread abilities of nodes in a network are normally distributed [23] . That is to say, only a few nodes are equipped with extremely strong or weak spread abilities, most of the nodes are mediocre. According to [23] , the normal distribution could be used to denote β features of nodes in a network. In this paper, a further discussion towards the parameters of the normal distribution is also performed, so as to explore their impact on the effectiveness of our proposed strategy.
C. HO CENTRALITY
In order to combine the topology and individual heterogeneity factors, a HO centrality is proposed in this section.
The HO centrality is aim to make a proper balance between the topology and individual heterogeneity factors, and rationalize the centrality identification of nodes in network immunization. Hence in Eq. (4), on the basis of the formulations described in Section II-A and Section II-B, one of structure centralities is adopted in our final formulation:
Such a factor coupling structure is adopted from Li et al's work [30] which has given an interpretation of the relationship between the topology factor and the heterogeneity factor. However, they consider comparing with the heterogeneity factor, the topology factor is the predominant one to decide the centrality of a node. Hence in their final equation, the structure centrality is squared first, then coupled with the activity rank in the form of multiplication. It is obvious to see that they don't balance the topology and individual heterogeneity factors, and don't address the effect of the spread ability. Thus, in this paper, a more proper and comprehensive measurement towards the centrality of a node is proposed. A new factor (i.e., β) which denotes the spread ability is added in Eq. (4), and by adopting the coupling structure in [30] , the multiplication fusion is performed on three factors, to better characterize the centrality of a node.
Eq. (4) is a reasonable representation of real-world situations. During a propagation process, though a node may take a significant structural position, once its state is inactivated or it has no spread ability (i.e., AR(i) = 0 or β(i) = 0), this node becomes the least important spreader (i.e., HO centrality(i) = 0). Vice Versa, a node would become the least important spreader if it barely has relationships with other nodes in the network (i.e., structure centraliy(i) = 0). By multiplication fusion, the above cases could be simulated. More propagation details under different situations are shown in Fig. 2 .
III. PRELIMINARIES
This section represents the framework of our experiments. Specifically, Section III-A introduces the algorithm of the email interactive model and our modifications, presenting the alternative strategies that are used to compare with our proposed HO method. Section III-B presents the information of the real and synthetic networks being used in our studies.
A. PROPAGATION MODEL
By comparing the features of several classical propagation models [28] , [29] , we select an interactive model, i.e., the email propagation model [23] , as our simulation platform. Such a model is driven by an agent-based simulation, thus it has the better toleration to the individual heterogeneity. In each simulation, two nodes are selected as the infection sources, and the distribution of activities and spread probabilities of nodes are described by the normal distribution. More specifically, the activity sequence is initialized as L i = N (40, 20 2 ) based on the setting in [23] .
However, in order to make the model compatible with HO method and avoid redundant computation cycles, we modify parts of the original propagation algorithm, the followings are the main modifications:
1) The time series are generated at one time, rather than in every cycle. 2) A new status, immunized, is added into the model, to represent nodes being immunized. v i .beta = betaGenerator(average, variance); //generate the spread rank based on the parameters of the normal distribution 5. /* Immunization by different strategies */ 6. Calculate the centrality of all nodes based on the formulation of a specific strategy; 7. sorted = sort(); //sort all centralities in a descending order 8. For i = 1 to N * p% in sorted do 9.
v i .status = immunized; //Selecting top p% (p = 5%, 10%, 30% in this paper) of nodes to be immunized 10. /* start propagation */ 11. For k = 1 to R do //We run R = 100 times to obtain an average value 12.
ChooseInitialNodes(); //Selecting two sources nodes randomly 13.
While t < T do //There are T = 600 time steps at each run 14.
For i = 1 to N do //Traverse every node in a network 15 .
If v i .timeInterval.get(t) == 0 then //The node is activated now 16 . Prob = probGenerator(); //compute the probability of clicking a virus email based on β and virusNum 17.
If rand() < prob then 18.
If The main propagation simulation process is specified in Algorithm 1, and the main process of the experiment is FIGURE 3. The framework of our experiments. After reading the information of a network, based on the descending order of nodes' centralities of a specific strategy, nodes with top p% (in this paper, we take 5%, 10% and 30%) highest centralities are selected as the immunized nodes. During the propagation process, two nodes are selected randomly as the infection sources. All results are averaged over 100 runs, and the total simulation time is T = 600 in each run. illustrated in Fig. 3 . A proportion of nodes are first immunized based on different strategies. Then two nodes are selected randomly as the initially infected nodes to start a propagation. On account of the randomness of experiments, all results are averaged over 100 runs, and the total simulation time is T = 600 in each run. Finally, by comparing the ultimate total number of infected nodes, the efficiencies of those strategies could be evaluated. An example of the propagation with the nodes having high HO centrality is illustrated in Fig. 4 . It could be seen that the inherent heterogeneity factor has a large portion in determining the node importance. The node who takes the central topology position doesn't necessarily promise the most likely infection, its frequency and tendency to spread the virus also decide if the infection is successful.
In this paper, our proposed HO method is compared with the following alternative strategies: (1) selecting the nodes with the most substantial amount of neighbors [13] , [31] (Degree), (2) selecting the nodes with the largest number of shortest paths that pass through them [32] (Betweenness), (3) selecting the nodes based on maximal subgraph of a network [33] (K-core), (4) selecting the nodes based on the fusion of structure centrality and activity rank [30] 
(AR).
Furthermore, three normal distributions with different parameters (i.e., N (0.5, 0.3 2 ), N (0.4, 0.2 2 ) and N (0.6, 0.1 2 ) are applied to explore the parameter influence on the propagation.
B. STRUCTURES OF EXPERIMENTAL NETWORKS
In this paper, six real-world networks and one BA synthetic network ensemble are used to estimate the efficiency of our proposed method. The detailed information is summarized in table 1.
For simulating the actual situations, six publicly available real networks (i.e., G 1 -G 6 ) are chosen in this paper. Specifically, G 1 is the email network in the University Rovira i Virgili [34] , which describes the coauthorships in physics and network science [35] research domains. G 2 is the network contains friend/foe links between the users of Slashdot, which is a technology-related news website known for its specific user community [36] . G 3 consists of the protein-protein interaction network described and analyzed in [37] , and is available as an example in a software package -PIN. G 4 is an empirical association semantic network, 1 which shows the counts of word association from the Edinburgh Associative Thesaurus (EAT). G 5 is a searchable dictionary of acronyms, jargon, programming languages, in fact anything to do with the computing [38] . G 6 is a citation network from KDD Cup 2003, 2 a knowledge discovery and data mining competition held in conjunction with the Ninth Annual ACM SIGKDD Conference.
Besides the real-world networks, we select an ensemble of Barabási-Albert synthetic network [39] generated by GLP algorithm [40] . The degrees of these networks follow a power-law distribution and the power-law exponent (i.e., α) is often between 2 and 3. In this paper, we generate 10 BA networks with different α increasing from 2.1 with a step 0.1 and let 10 edges to attach from every new node to the existing nodes. The parameters of the BA network listed in Table 1 are the averaged result of 10 networks.
IV. EXPERIMENT EVALUATIONS
In this section, we test the effectiveness of our proposed HO method and evaluate its immunization efficiency by comparing the average proportion of infected nodes between different strategies in Section IV-A. Moreover, the effect of the normal distribution parameters is further discussed and analyzed in Section IV-B. Fig. 5 illustrates the comparison results between HO methods, other single topology-based immunization strategies and different AR methods [30] . Table 2 shows the statistical results and variance in 100 runs at T = 300. There are four significant facts need to be noticed:
A. IMMUNIZATION EFFICIENCY
(1) Compared with the single topology-based immunization strategies, heterogeneity-based methods (AR and HO) can improve the immunization efficiency remarkably under the same condition (i.e., the same immunization rate and normal distribution parameters). Besides, all the HO methods are more efficacious than the AR methods. Such results prove that the spread ability has a noteworthy impact on immunization efficiency, which should be combined with the activity rank to construct the immunization strategy. (2) Under the same condition, the HO methods combining with different structure centralities perform diversely due to the differences between networks. This is because when the heterogeneity factor is kept the same, the structure of a network is the main factor that makes the difference. However, all HO methods are still FIGURE 4. An illustration example of HO method. V A is the node that only takes important topology position (i.e., high degree), V B is the node with high HO centrality (i.e., with the high degree, strong spread ability or short activity intervals). According to the definition and Fig. 2 , V B is more capable of infecting neighbors than V A , thus strong infection and weak infection are used to denote the difference. As is shown in the figure, when both V A and V B are infected in (c), V A is not capable of diffusing virus to its neighbors as efficient as V B . In (d), only one of V A 's neighbors get infected, however, all of V B 's neighbors get infected after the same period of time. This is because comparing with V A , a higher HO centrality makes V B have a shorter sleep time so as to infect its neighbors more frequently, or have a greater possibility to complete an infection successfully. Consequently, it can be seen that HO method can identify the important nodes for the propagation.
TABLE 1.
Networks used in our experiments. The total number of nodes and edges of a network are denoted as |N| and |E |, respectively. The average degree of a network is represented ask. C is the clustering coefficient andL is length of the average shortest paths between nodes in a network. The parameters of G 7 are the averaged results of the whole ensemble.
enhanced than the single topology-based immunization strategies. (3) Although the HO strategies exhibit the higher efficiencies in all of the graphs, in some of the graphs (for example, G 2 , G 3 , and G 4 ), results show a larger difference between topology and HO strategies. This is because a high similarity exists among the values of topology centralities, which means the difference between nodes is hard to tell when only referencing their topology centralities. For example, in G 3 , the degrees of top 10% nodes are little above 7, and most are 8; however, the degrees of the nodes followed by top 10% are not much less than 7, and part of them are 7. That means even though the most connected nodes are indeed isolated, a large portion of the remaining nodes can still spread the viruses well without much loss of performance because their importance is similar to the immunized ones. However, after combining with the heterogeneity factor, the behavioral attributes are taken into account, thus the difference between individuals increases. In such a condition, with only 10% immunization rate, the real important nodes could be found. This is one of the reasons why the HO strategy performs better in some of the graphs. (4) The numerical results shown in Table 2 display an obvious pattern which coincides with (1): when immunizing nodes by heterogeneity-based methods (AR and HO), the propagation speed is slower than the single topology strategy and such a lowering effect is stronger VOLUME 7, 2019 
FIGURE 5.
Effectiveness comparisons between HO methods, single topology-based methods and AR methods in G 1 -G 7 as listed in Table 1 with 10% immunized nodes under N (0.5, 0.3 2 ). Specifically, the results of 10 BA networks are averaged as shown in (g) and (h). The statistical outcome shows that the propagation is delayed more significantly by using HO methods.
for HO method. Besides, almost all the variance is 10 times less than the mean values, it could be safe to conclude such a stability suggests that the high efficiency of HO strategy is not a coincidence and its efficacy is further justified.
Deducing from the above analyses, it is further attested that the proposed strategy has a favorable fusion of topology and heterogeneity factors and improves the immunization effectiveness remarkably. Fig. 6 illustrates the simulation results of HO degree method with 10% immunization rate under three different normal distributions.
B. THE EFFECT OF PARAMETERS ON HO METHOD
It can be seen that all networks share similar trends. With the increase in the expected value of the normal distribution, the average spread abilities of nodes rise, consequently the speed of the propagation get promoted. However, it can be noticed that except in G 1 , G 2 , G 4 , the outbreak sizes of N (0.5, 0.3 2 ) and N (0.4, 0.2 2 ) can converge at T = 600 in the remaining six networks. This manifests that as the variance of the normal distribution becomes larger, the gaps of spread abilities among nodes in a network get widened, making the topology factor becomes less important and the heterogeneity factor generates the main impact on the immunization. Hence, during a limited period, if the normal distribution with a larger variance is available, HO methods can obtain higher efficiency.
Based on the above analyses, the conclusion could be reached that the parameters of the normal distribution can make a tremendous difference in the performances of the HO methods. When the spread abilities of nodes follow the normal distribution with large variance, the efficiency of our proposed strategy gets enhanced. However, the concrete scale of such optimal variance differs among networks as shown in Fig. 6 .
V. CONCLUSIONS
In this paper, a new network immunization method based on the combination of individual heterogeneity and topology factors is proposed. Besides the detailed definition and formulation of the method, plenty of experiments are conducted on large real-world networks and synthetic networks. Our results have shown that our method is effective for large-scale complex networks, as well as being more practical in real situations. The main conclusions are summarized as follows:
1. The experiment results turn out to show that our proposed HO method makes an excellent improvement towards the existing heterogeneity-oriented method (AR) and outperforms the single topology-based immunization strategies (i.e., the propagation speed is slowed remarkably by immunizing nodes through the HO method). That is to say, immunization strategies should consider the heterogeneity and topology attributes of nodes at the same time, rather than just the network structures. 2. The HO centrality of a node is affected by both the topology factor and the heterogeneity factor. Under different situations (i.e., different networks and distribution parameters), the main impact on the immunization is generated by the different factor, leading to the diverse performances of our HO method. Specifically, the HO method is most effective in networks with small difference in the structure centrality. 3. When the spread abilities of nodes follow the normal distribution with larger variance, the differences between them are more noticeable. Consequently, in the same network, the heterogeneity factor exerts a more dominant impact on the immunization, the corresponding HO method is more effective. Future works include (1) to find the optimal distribution parameter for spread rank; (2) to quantify the impact of individual heterogeneity under different situations and (3) to construct a methodology to combine the node behavioral heterogeneity with the edge heterogeneity and test it on large real network datasets. 
