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Abstract
In this study we examine the question of which statistical mod-
els work well in predicting customer defection in the retail mobile
telecommunication industry. For each of the two data sets that were
used (mobile call pattern and billing, and time taken to churn data),
four statistical models were fitted and compared namely; artificial
neural networks, decision trees, logistic regression and support vector
machines. The artificial neural network model proved to be supe-
rior than the other three models when fitted on both data sets. This
model gave the best area under the receiver operating characteristic
curve (0.93 for call pattern data and 0.88 for billing and time taken to
churn data), highest lift at 10 per cent of the population (7.01 for call
pattern data and 2.12 for billing and time taken to churn data) and
lowest misclassification rate (0.04 for call pattern data and 0.19 for
billing and time taken to churn data). The logistic regression model
under performed the other models when fitted to call pattern data and
came out as third when fitted to billing and time taken to churn data
whereby they outperformed the decision tree model. Support vector
machine came out as the second best model for billing and time taken
to churn data and third when fitted to call pattern data. Decision
tree model performed well when fitted to call pattern data and worst
when fitted to billing and time taken to churn data The study showed
that in the retail mobile telecommunication industry, companies can
increase revenue streams and competitive advantage by using data
mining techniques to predict customers that are likely to churn. The
next step for the business is to embark on retention programs to use
these methods to reduce churners.
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1 Introduction
1.1 Background
Statistical data mining is the process of extracting data from different data
sources and manipulating the data in order to produce meaningful informa-
tion that can be used by management to make decisions. Data mining is
an ’emerging’ field in statistics since technology has allowed us to store large
amounts of data to be analysed so that companies, governments and other or-
ganizations can make informed decisions. Statistical data mining techniques
can be applied to many social science fields [Chow, 2002, Kvam and Sokol,
2004, Crang, 2002, Philip et al., 2011, Mazzocchi, 2007, Juahiainen, 2012].
In this research, we concentrate on using statistical data mining techniques
in the marketing field. Marketing departments around the world have huge
databases with customer’s demographic and behavioural details. They no
longer need to rely on gut feel, rather they can use statistics in order to
make informed decisions. In the case where the industry has reached satu-
ration the market becomes a churn market and it is difficult and expensive
to recruit new customers [Friedman, 1997]. In order for a business to survive
fierce competition where churn rates are high, it must rely on statistical data
mining techniques to predict churners. Statistical data mining has played an
important role in market research in recent years [Imhoff, 2001].
In the retail mobile telecommunication setting, customer relationship man-
agement is a very important aspect of the business. Customers have a fixed
contract with a known expiry date or termination date. Not all customers will
be satisfied with the service they receive and this will lead to customers not
renewing their contracts or terminating them earlier than expected. There
are various factors that will lead to this, for example:
• Bad service
• Better offers by competitors
• Network inefficiencies
There are also some exogenous factors that one cannot account for that can
lead to customer defection, for example:
• Deceased or emigrated customers
• Financial situation where by a customer loses employment and decides
to terminate the contract
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• Fraudulent contracts that need to be terminated
• Natural disasters
Because retention efforts are expensive, it makes sense to look at retention
initiatives for only high value customers. A high value customer may be
determined based on the following factors:
• Their ’age on book’ is at least more than the initial contract period
(excluding new customers)
• They have never missed any of their monthly instalments
• They have participated in a customer satisfaction survey or other study
• They have at least one of the top of the range products
• They must have at least renewed their contract once
• They have not opted out of marketing initiatives
1.2 Statistical problem: finding the best model
The main research question that we address is which statistical technique
predicts with accuracy the ’high value’ customers that are likely to defect in
the retail mobile telecommunication setting. In this problem of predicting
customer defection, we are not highly concerned about time taken to defect
but mainly concerned about detecting a type of customer profile that is likely
to defect. The aim is to predict defection or termination of the service by
customers and to also understand the type of statistical techniques that are
most successful in predicting customer defection in this setting. This will
enable us to classify with a certain probability whether customers are likely
to defect or not, based on their historical data.
The retail mobile telecommunication setting is highly competitive therefore,
it is easy for a customer not to renew his or her contract. If no new high
value customers are recruited as the old ones that churned, then there will
be a significant decrease in profit margins. This will lead to business insol-
vency.
2
2 Statistical Theory
2.1 Models to be used
The following standard data mining classification models were used in this
research to predict churn:
• Artificial neural networks
• Decision trees
• Linear support vector machines
• Logistic regression
The motivation behind using these models is their simplicity and it is fairly
easy to interpret the results. We want to find out which model is the most
suitable for dealing with retail mobile telecommunication data. Table 1 shows
the basics of the four models. Yang and Chiu argued that artificial neural
network models are a black box and that the weights of the neurons are un-
interpretable. This is a big disadvantage compared to the other three models
[WSE, 2006].
Table 1: Model Comparison
Model Decision trees Logistic regression Support vector machines Artificial neural networks
Loss Function Confusion Matrix Log Loss Hinge Loss Log
High Dimen-
sional Feature
Linear Kernel Gaussian Kernel Polynomial Hyperbolic Tangent
Works Well
With
Continuous and Binary Binary Continuous Continuous and Binary
Over fitting Pruning Cross Validation L2 Norm Early Stopping
In the remainder of this section we will introduced each modelling tech-
nique.
2.1.1 Decision Trees
The basic idea of decision tree models is that for a given training sample
d ⊂ D, where D is the entire data set containing Xi, ∀i = 1, 2, · · · , n in-
dividuals with k attributes and n >> k, you want to divide d based on the
kth attribute and the class j, ∀j = 1, · · · , f you wish to predict such that
you have unique trees with unique individuals [Kamber and Han, 2006]. The
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class j is the response variable which can be binary or has multiple states.
Suppose that the class variable that you wish to predict is the likelihood that
a customer will terminate his/her cell phone contract with a certain service
provider (good = not terminate, bad = terminate). The training sample d
will be used to build the tree and the model derived from d will be used to
classify the Xi in the test sample T = D− d. Using the test sample you can
also check the model accuracy by checking how many individuals you have
correctly classified. The model will enable you to classify new data points
entering the system as to whether they will terminate or not.
The decision tree technique is widely used in the data mining industry and
is well known for its simplicity. To decide which variable to split on, many
functions have been suggested. The most common are GINI index, entropy
and information. When a node p is split into l partitions, the quality of the
split is given by
GINIsplit =
l∑
j=1
P (kj)GINI(p/k) (2.1)
where k is the attribute used to split into class j and GINI index at node p
is
GINI(p) = 1−
f∑
j=1
(Prob(j/k))2
where Prob(j/k) is the probability of class j at node p. A pure node is
reached if GINI(p/k) = 0 and a best split is the variable with the lowest
GINI index [Linoff and Berry, 2004].
The entropy of a random variable Xi, i = 1, 2, · · · , n is
entropy(a1, a2, · · · , aj) = −a1 log a1 − a2 log a2 − · · · ,−aj log aj
which is
= −
∑
ajlog(aj),∀j = 1, · · · , n
where aj is the probability that Xi belongs to a class j.
Let d be the training data set, j be the class that you want to predict (cus-
tomer terminates contract or not) and k the data attributes and entropy
function g(x) then the information gain is:
Info(d, k) = g(x)−
∑
i
|Yi/kattribute|
|d| g(Yid/k)
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The information gain has a huge disadvantage when it comes to splitting
data with distinct or unique values as these carry the highest information
in the data set (This means that the data will be split first by this variable
thus showing it as the most significant variable). The k attribute with the
highest information gain will be used to split the data [Kamber and Han,
2006]. Proust suggested that one can also split on the G squared statistics
which works out to be twice the size of entropy, that is G2 = 2 ∗ entropy
[Proust, 2012].
2.1.2 Logistic Regression
The second classification technique that was considered was logistic regres-
sion. The basic idea is that you have a data set of n distinct individuals with
Xi,∀i = 1, 2, · · · , n and you want to predict each individual belonging to a
certain class j (terminate phone contract = bad or not terminate = good,
say) with a certain probability. Let j = class where j = 1 if good and 0 if
bad and let X = X1, · · · , Xn be the observed data set variables then
P (j = Class|X = Xi) = exp(β0 + β1X1 + · · ·+ βnXn)
1 + exp(β0 + β1X1 + · · ·+ βnXn) (2.2)
is the probability of belonging to a certain class [Friedman et al., 2008]. It
must be noted that the exponent part is the normal multivariate linear equa-
tion where you can have dummy variables, indicators or interaction terms.
Not all attributes for Xi points will be significant in predicting the member-
ship of a class j, you can therefore select the attributes that are significant
in predicting class j. This may be done by a forward or backward selection
method. After fitting the logistic model the contribution or significance of
each selected attribute to the model can be determined by likelihood ratio
test or the Wald statistic and other methods [Cios et al., 2007].
The odds ratio is used to measure the association between response and
predictor variables, that is, the probability of occurring versus not occurring.
The odds ratio is widely used in Bio-statistics for evaluating association and
relative risk of a certain factor for the groups being studied [Raygoza, 2009].
Suppose two groups are being studied (control and treatment group) and
let T¯ be the probability of an event in the treatment group and C be the
probability of an event in the control group then the odd ratio is:
OR =
T¯
1−T¯
C
1−C
(2.3)
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If OR = 1 then the odds of the event being studied are equally likely to occur
in both groups that is the probability of each event occurring is half. This
lead to the following equation
P (j = Class|X = Xi) = OR
1 +OR
which means that
OR =
P (j = Class|Y = Yi)
1− P (j = Class|X = Xi)
The odds ratio can be studied for each variable in the logistic regression
and this measures the contribution of that variable to the regression equa-
tion.
2.1.3 Support Vector Machines
The third technique considered was the support vector machines (SVM).
The basic idea is that you have a training sample d and data points Xi, i =
1, 2, · · · , n and you want to divide the data set into j regions (j may be the
class variable). The data will be divided by a set of hyper planes into j
regions [Mirowski et al., 2008]. The support vectors are the data points that
are closest to the plane that divides the data into j sub regions. You may
have quite a large number of the hyper planes that divide the data into j sub
region but what you really want is a hyper plane (line) that maximizes the
region between the support vectors [Friedman et al., 2008]. This is because
maximising the region between the support vectors decreases the likelihood
of misclassifying new data points.
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Figure 1: Plane separating the data points
Figure 1 shows three planes that can separate the positive and negative data
points with zero misclassification rate [Mirowski et al., 2008]. From this fig-
ure, the black plane is the best separator because it gives a bigger margin
between the two groups of points. A bigger margin is best because there is a
higher chance that if a new data point is imputed it will be classified correctly.
Finding the best plane (line) that separates these points is an optimisation
problem which can be solved using Lagrangian methods. Sometimes these
data points may not be linearly separable.
To define this in a mathematical way, suppose you have a training data
set
D = [(x1, y1), (x2, y2), · · · , (xl, yl)],∀xRn, y[−1, 1]
where xl,∀i = 1, 2, · · · , l is the vector of individual and attributes, and yl are
regions of belonging for each individual Xn. These points can be separated
into −1 or 1 by a hyper plane < w, x > +b = 0 where b is the distance from
the point to the plane, w the weights vector and < w, x > is the dot product.
The separating hyper plane must satisfy
yi[< w, xi > +b] >= 1,∀i = 1, 2, · · · , l (2.4.1)
and the distance of x to the hyper plane which is
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d(w, b;x) =
| < w, xi > +b|
||w|| (2.4.2)
The optimal hyper plane is the one that minimises φ(w) = 1
2
||w||2 and com-
bining this with 2.4.1 and forming a Lagrangian equation with parameter
alpha it leads to finding a solution of
φ(w, b, α) =
1
2
||w||2 −
l∑
i=1
αi(y
i[< w, xi > +b]− 1) (2.4.3)
which satisfies the Karush Kuhn Tucker condition which is first order condi-
tion for an optimal value. From 2.4.3 one must find the first partial derivative
with respect to b and w and equate to zero for an optimal solution. The so-
lution to the problem is then given by
α‘ = argminα
1
2
l∑
i=1
j∑
i=1
αiαjyiyj < xi, xj > −
l∑
k=1
αk (2.4.4)
constrained by αi > 0 and
∑j
i=1 αjyi = 0
Assume now that the data is not linearly separable by a hyper plane and
suppose now that there is an error ψi,∀i = 1, 2, · · · , l then the constraint
equation 2.4.1 will be modified to
yi[< w, xi > +b] >= 1− ψi,∀i = 1, 2, · · · , l (2.4.5)
and the optimal plane is found by w that minimises
φ(w, α) =
1
2
||w||2 − C
l∑
i=1
ψi (2.4.6)
where C is given subject to constrains. The Lagrangian equation now be-
comes
φ(w, b, α, ψ) =
1
2
||w||2 + C
l∑
i=1
ψi −
l∑
i=1
αi(y
i[wTxi + b]− 1 + ψi)−
l∑
j=1
βiψi
(2.4.7)
where β and α are Lagrangian multipliers. The equation 2.4.7 is solved in
similar fashion to 2.4.3 and the solution is given by
α‘ = argminα
1
2
l∑
i=1
j∑
i=1
αiαjyiyj < xi, xj > −
l∑
k=1
αk (2.4.8)
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constrained by 0 <= αi <= C and
∑j
i=1 αjyi = 0 [Gunn, 1998]
Now that the optimisation problem is solved one needs to know the type
of hyper plane to be fitted. When fitting a SVM model one can use kernel
functions to map the data into high dimension with the aim of making the
data more separable. There are quite a number of kernel functions that are
available but we will look at the following kernels:
• Radial Basis Function: k(x, x‘) = exp(−σ||x− x‘||2)
• Polynomial: k(x, x‘) = (scale < x, x‘ > +K)N
• Hyperbolic Tangent: k(x, x‘) = tanh(< x, x‘ > +K)
• Laplace: k(x, x‘) = exp(−σ||x− x‘||)
and the choice of the kernel really depends on the data set. The parameter
choices of K, N (degree) and σ also depends on the data set. Furthermore,
in R (A statistical analysis software) if these parameters are not given, the
program will select the best ”parameter” values for you [Karatzoglou et al.,
2006].
2.1.4 Artificial Neural Networks
The final model that was used in this research was artificial neural networks
(ANN). The reason behind using this approach was that it can fit the data
well where linear and other models have proved inadequate. The drawbacks
are that this model tends to over fit the data and the fact that it is complex to
execute and interpret at times. This data mining classification technique was
inspired by biological nervous system architect [Nemati, 2000]. In biology,
millions of neurons are interconnected by synapses which carry ”information”
from one neuron to another. This information is then sent to other neurons as
output and the end results are just sensory information (for example: jump).
Data mining construction of a neural network uses almost similar ideology
to biology in the sense that you have the following:
• An output vector that passes information
• A ”neuron” that processes this information
• A weight for every piece of information entering the neuron
9
Figure 2: A typical artificial neural network
Figure 2 shows a typical ANN where the xi for i = 1, 2, · · · , j are the input
vectors, the wi for i = 1, 2, · · · , j are input vector weights and
Σ =
j∑
i=1
wixi
is the sum of each weight times the input vector [Cheng and Titterington,
2000]. Let yi =
∑j
i=1wixi be the net input of a neuron then there exists an
activation function that gives an output, that is
f(yi) = h(
j∑
i=1
wixi) (2.5)
where f(yi) is the output from h a sigmoid or linear activation function. The
sigmoidal function can be of the form of a hyperbolic tangent, logistic, radial
basis function etc. A sigmoidal function is an S shaped curve.
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Figure 3: Logistic and hyperbolic tangent sigmoid functions
Figure 3 shows logistic (in blue f(xi)log) and hyperbolic tangent (in red
f(xi)tanh) sigmoidal functions [Turhan, 1995]. The logistic sigmoid is asymp-
totic to the lines f(xi) = 0 and f(xi) = 1 while the hyperbolic tangent
sigmoid is asymptotic to the lines f(xi) = 1 and f(xi) = −1. The two
sigmoid functions are continuous and differentiable on xi[−∞,∞] interval
[Turhan, 1995]. Furthermore,
f(xi)tanh = 2f(xi)log − 1 (1)
=
2
1 + exp(−xi) − 1 (2)
=
1− exp(−xi)
1 + exp(−xi) (3)
In this research, we looked at a feed forward artificial neural network and
used the hyperbolic tangent as a sigmoidal function. A feed forward neural
network has a hidden neural network structure such that the message gets
passed from the first neuron to next one but the message is not returned
back.
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Figure 4: A feed forward neural network with two hidden layers
Figure 4 shows a typical feed forward neural network architecture where the
w’s are the weights of each neuron, Y is the output and the x’s are the input
vector. When fitting an artificial network model we try to find the unknown
weights wj by minimising the error of the output from the estimated weights.
Optimisation techniques such as Back-Propagation, Newton-Raphson and
other techniques are used to estimate the wj. Two problems that may arise
from fitting ANN is getting the starting values of the weights to be estimated
and over fitting the neural network model. A zero value can be used as
a starting point of estimating weights and the early stopping rule in the
optimisation technique can be used to avoid over fitting.
2.2 Model evaluation
We evaluate the models using; Bayes Information Criterion (BIC), Receiver
Operating Characteristic Curve (ROC), Akaike Information Criteria (AIC),
misclassification rates and the lift charts because these are the commonly
used evaluation criteria methods.
2.2.1 Bayes and Akaike Information Criterion
The AIC and BIC measure the performance of a statistical model for a data
set being analysed. These models depend mostly on the likelihood function
and will penalise models with higher numbers of parameters. The main idea
is to see which models are over fitting the data amongst the ones that are
being compared. These measures are calculated as below:
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AIC = −2 log(l) + 2k (2.6)
and
BIC = −2 log(l) + k log(n) (2.7)
where l is the likelihood value, k is the number of parameters and n is the
total number of observations. As the model becomes more complicated, k
number of parameters used to estimate the model will increase, the AIC and
BIC values will increase and the model will be over fitting the data.
2.2.2 Receiver Operating Characteristic Curve
The ROC curve measures how well the model fits by plotting the false positive
and negative fraction and evaluating the area under the fitted curve. Given
that we have a class that we want to predict (that is, customer defecting
or not) and a given set of data divided into training and test sample. The
model is built on the training sample and evaluated on the test sample. For
the ROC curve we will be looking at the following:-
• True Positive and Negative Fraction: Predicted to defect in the training
sample and actually defected and predicted not to defect and actually
not defecting
• False Positive and Negative Fraction: Predicted to defect but does not
defect and predicted not to defect but defect.
A best fitting model is the one with the lowest error rate, that is, with
low false positive fraction. As a retail mobile telecommunication company
you would want to reduce these errors. The ROC curve is then a plot of
sensitivity (true positive rate) versus 1−specificity (true negative rates/false
positive rates). Figure 5 shows a typical ROC curve.
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Figure 5: ROC Curve
The 45 degree line (y = x which is labelled D) signifies a worthless model,
curve C show that the model is performing better, curve B is better fitting
test and curve A is the perfect model [Zou et al., 2007]. The higher the area
under the ROC curve the better is the performance of the model. The AUC
(area under the ROC curve) is an element of the set [0, 1] [Gatsonis, 2008]
2.2.3 Lift Charts
The idea of the lift chart is that as a marketing firm you do not want to
email or SMS all your customers for a promotional offer. Imagine doing this
for a base of 1 million customers at a cost of 20 cents and only 500 customers
respond to the offer of R10. The cost of sending these SMS’s will not be
recovered in this case, thus the business will lose a lot of money. The lift
chart assists the business in identifying and selecting only the top customers
that are likely to respond to the marketing offer rather than using random
selection. Measuring a statistical model using the lift curve is done by rank-
ing customers with the highest probability of responding and evaluating the
number of the correct predicted customers that actually respond to the cam-
paign at a certain population proportion.
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To define this in detail, let Sc be the percentage of customers with highest
ranked probability of churning when selected and P0 be the proportion of
customer selected from the whole population of churners and non-churners
then
Lift(P0, Sc) = P0/Sc
As the proportion of the population selected increases, the lift value tends to
1 and in fact
Lift(100, Sc) = 1
and the maximum lift attainable is 1/Sc [Kno, 1999]. A lift of a random
model is 1 for all P0 values.
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3 Literature Review
The research involved looking at relevant literature and detailed review of
sixteen papers by the researcher that focused on churning of customers in
industries such as banking, telecommunication and other retail sectors. One
of the paper reviewed concentrated on sampling techniques when a class of
interest is rare. We have applauded and questioned some of the literature
based on their approach toward solving the churn problem.
3.1 Credit Card Churn Forecasting
In this research two data mining techniques were used to build a churn pre-
diction model using credit card data from a Chinese Bank [Nie et al., 2011].
The authors defined data mining as discovering knowledge and patterns from
a large data set. They argued that it costs a lot to acquire new customers so
it is important to retain existing high value or profitable customers. In the
paper they argued that a bank can increase profits by up to 85 per cent by
an improvement of 5 per cent in the retention rate. As the economy develops
in China, a large number of credit cards have been issued however most of
these credit cards were inactive. With an increased competition in the bank-
ing sector, it is easier for a customer to exercise their right of switching the
product if the current service is not satisfactory.
In this study churn was considered from a customer’s initiation point of view,
for example
• More favourable competitor pricing
• False information given to customers from acquisition
• Customer expectation not met etc.
and not by customers that churn because of the bank’s initiation (for example
bad debt). A sample of customers was taken from the database and divided
into two time frames. A churner was then defined as a customer with no
transaction at a chosen time period t (after) and the customer did make a
transaction at a previous time t− 1 (before). In this paper they used logistic
regression and decision trees to predict churn. They also emphasized that
these two methods work well in classification problems. The models were
validated using percentage of correctly classified, GINI coefficient and ROC
curve. They considered two types of errors:-
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• Type 1 error: customer did not churn but is classified as a churner
• Type 2 error: customer churned but were classified as a non-churner
The model selection was also based on which model costs the most when
selected, that is, the actual currency cost of marketing to the customers
that were classified as churners but did not churn. A random sample was
selected from a database of 60 million customers from January 2005 to April
2008. The data contained customer’s demographic information, transaction
information, abnormal card usage and other transactional activities with
the bank. The time period was divided into observation period (where the
number of total transactions was counted) and the evaluation period (where
they check if the customers that were transacting before are still transacting).
Out of 135 variables, only 95 variables were included in the final model.
This is because some of the variables were found to be correlated (multi-co-
linearity) and this would have affected the model performance if they were
included. Logistic regression and decision tree models were compared; they
both showed that the demographic variables were not significant in predicting
the churn rate. The activity level variables contributed more to significance
in the models than the demographic variables and hence the model with these
variables performed better than the model without them (for both models).
Logistic regression model performed better than the decision trees and gave
less cost on error (decision tree cost = 85283 and logistic regression cost =
80377).
3.2 Data Mining Techniques for the Evaluation of Wire-
less Churn
The authors of this article start by explaining the fact that the wireless mo-
bile telecommunication industry is very competitive [Ferreira et al., 2004].
As wireless companies grow in numbers customers are faced with wider op-
tions to choose from which best satisfy their needs. They explain that there
is a battle of advertisement within wireless companies in order to lure cus-
tomers to change their mind and switch to utilise their services. Churn was
defined as abandoning your service provider as a customer and moving to
a competitor. Churn is recognised as a crucial issue in consumer business
and economics. The author emphasises that predicting churn beforehand can
help in retaining high value customers by giving them counter offers and thus
saving the business money.
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Their dataset came from a wireless carrier in Brazil with a sample of one
hundred thousand customers and for a time period of nine months. A churner
was defined based on termination of service before the ninth month and this
was used as a target variable. From the dataset 1.25 per cent was a monthly
churn rate which is very small when trying to model customer churn. The
authors overcame this problem of very low churn rate by oversampling. This
had an implication on the data and the accuracy of the churn model. The
authors used the below variables for predicting churn:
• Billing data (roaming cost, revenue, etc.)
• Customer demographic data (gender, marital, region, etc.)
• Customer relationship data (rate plan, handset age etc.)
• Market data (competitor rates etc.)
• Usage data (airtime, data bundles etc.)
In total there were 37 data attributes (behavioural and demographic vari-
ables). These variables were transformed and standardised for modelling
purposes. The authors then divided the data into two:
• Simple dataset where no modification was done
• Enhanced dataset where the features were reduced using Least Square
Estimation and other methods
Using the feature selection methods, it was found that variables related to
the airtime consumption by customers were decisive in defining churn. The
two data sets were then standardised. The enhanced data representation had
10 variables while the simple data representation had 20 variables. The data
was divided into 70 per cent training set, 20 per cent validation set and 10
per cent test set.
Four models were then run on the data set namely neural networks, decision
trees, hierarchical neuro-fuzzy system and genetic algorithm rule evolver.
The neural network model had optimal number of hidden layers determined
empirically and was trained by back-propagation. The cost of each model was
evaluated based on the assumption that 50 per cent of the churners that are
offered incentive will be retained, the cost of incentive is 25 dollars, average
monthly subscription is 80 dollars and only 20 per cent of those predicted
as churners are contactable. Based on a total of two million subscribers for
this company, results showed that using a neural network model on enhanced
data representation can save the company a large sum of money (44.2 dollars
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per client that is likely to churn). The models performed on the enhanced
data representation set yielded better results than using a simple data set
for all model. Neural network model with fifteen hidden units outperformed
the other models.
3.3 Customer Relationship Management at Pay TV
Pay TV is a European company that offers premium channel viewing to
subscribers [Burez and den Poel, 2005]. It offers entertainment, news and
educational channels to its viewers. Pay TV has a huge database of active
customers but in recent years the number of active customers started to
decline. It was speculated that the churn was caused by higher fixed cost to
customers because it was expensive to maintain Pay TV infrastructure. In
this research, they mentioned the following marketing initiatives to try and
reduce customer churn
• Give customers free services
• Organising special events to pamper customers
• Survey study on customer satisfaction
In this research, they mention two ways of reducing customer churn. The
first of which was an untargeted approach, which is mass marketing to every
customer. The second was a targeted marketing approach to customers with
a higher probability of churning and provide them with lucrative offers.
Similar to DSTV, if you subscribe to Pay TV you only pay a monthly sub-
scription fee. There are no other charges except for pay per view which was
not discussed in this research. The subscription is a twelve months contract
by which cancellation before the end of twelve months is not allowed. Cus-
tomers need to inform Pay TV if they will terminate the contract after twelve
months; if this is not done then the contract is automatically renewed. The
data was divided into two time buckets that is estimation period (from start
of Pay TV to sampling date) and follow up period (a year after the sampling
period). Variables that were extracted from the database were:-
• Previous and current subscription
• Demographic (e.g. Age, gender etc.)
• Number of payment reminder notifications to customers
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A logistic regression technique was used in this research motivated by its
simplicity and because it is widely used in market research. Monthly instal-
ments amounts were used as the class variable. Markov chains were also used
and the basic was that customers can move from having product 1 (premium
say) to a lower product 2 (say compact). Moving within these two states can
influence the probability of churning. Random forests were also used as an
additional model. The models used were evaluated by Cumulative lift curves
and ROC curve. Random forests outperformed other models and gave the
best fit and best cumulative lift curve. Furthermore a field experiment was
conducted on the customers with a high probability to churn. Customers
were given incentives and response was analysed. It was found that the
incentive reduced churn significantly.
3.4 Partial Defection of Loyal Clients
In this research the authors discussed customers partial defection from a
Fast Moving Consumer Goods non contractual setting [Buckinx and den
Poel, 2004]. In this retail setting customers can change their purchasing be-
haviour without informing the company about it (for example, in a retail
setting where customers do not have loyalty cards). Again, because of high
competition in the retail setting it is easy to switch brands. For example,
some customers may be price elastic that is, a small increase in price will
cause them to switch retailers. They also emphasize looking at customers
that are profitable and showing loyal behaviour for retention.
In this research, they looked at two time buckets and looked at behaviour
at time 1 and time 2. They then looked at purchasing behaviour in both
periods, if there is a change in the negative direction in time 2 then the
customer was classified as being partially defected. In this research they
used three classification techniques:-
• Logistic regression
• Neural networks
• Random forests
The evaluation criteria used were percentage corrected classified (PCC) and
the area under the curve (AUC).
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In this study they selected only the behavioural loyal customers for analysis
satisfying the following conditions:-
• The frequency of shopping is above average
• Ratio of the standard deviation σt of the inter-purchase time to the
mean µt inter-purchase time is below average
The data chosen for this study contained customer behavioural and demo-
graphic attributes. One may argue that most variables that were used in
this study were correlated which may have caused bias in the predictions.
Random forest outclassed neural networks and logistic regression techniques.
The content of this paper is very powerful in the sense that it looks at par-
tial changes in customer behaviour so that corrective initiative can be applied
early enough before a customer totally defects.
3.5 Customer Headroom Model
This paper talks about basket analysis in a retail setting in which some bas-
kets were believed to have a missing spend [Shashanka and Giering, 2009].
For example, if a customer usually buys only bread in a store yet it is known
from previous experience that bread is associated with butter or milk (say)
then there is a possibility that the customer is buying these products from
another retailer or the customer does not consume these products at all. If
a customer has this property then they can make an initiative to try and
cross sell products that are highly associated with the ones that are in the
customer’s basket.
Customer’s transactional data was extracted for all customers who shopped
in the sampled time period using their loyalty cards. Log normal distribution
of customers total spend and spend in each item was assumed because the
data was skewed. Cross shoppers and customers that buy for large commu-
nities were excluded from the analysis as they were outliers and will distort
the results. Customers spend, frequency, items bought, number of distinct
items bought and demographics variables were used to cluster customers into
sub-regions. Each sub-region or segment was modelled on its own for an in-
crease in accuracy of the prediction. Singular Value Decomposition was then
used to predict customer’s potential spend in each subgroup
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3.6 Churn Prediction Model
The authors explain how costly it is to recruit new customers in mobile
telecommunication retail settings where the service providers are faced with
high churn rates. Churn is a highly debatable research area not only in mobile
telecommunication but also in other industries [Shaaban et al., 2012]. Data
mining techniques have helped service providers to reduce customer churn.
The authors defined churners as voluntary and involuntary where by volun-
tary churn is incidental (unplanned churn) and deliberate (price elasticity,
better service and offers). Service providers are concerned with deliberate
churn and thus creating a predictive model for this is important. The author
mentioned the most frequently used data mining classification techniques
with their advantages and disadvantages. These techniques are:
• Decision trees
• Regression analysis
• Neural networks
• Fuzzy logic
The authors sampled 5000 records from a database which was not mentioned
and divided it into 80 per cent training and 20 per cent test data set and both
train and test data set had a churn rate of 0.2. The data mining and analysis
program used by the authors was WEKA. There was a total of 23 variables
select from the database and they included demographic, calls and billing
data. The authors used decision trees, neural networks and support vector
machine for modelling churn and found that neural networks and support
vector machine performed better (both 84 per cent model accuracy) than
decision tress (78 per cent model accuracy). The authors selected support
vector machine as the best model because although the model accuracy rate is
the same as neural network model, the support vector machine model is able
to pick up more customers that are predicted to churn and they do churn (421
true positives for support vector machines and 403 true positive for neural
network model). The authors created three cluster groups of customers (low,
medium and high value) based on the 23 variables. We agree with the authors
of this paper because:
• It can be clear from the retention program which cluster performs best
(more customers are retained)
• Cost can be saved by targeting a cluster that is likely to respond rather
that clusters that do not respond
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• High value customers can be targeted since they are loyal and profitable
to the organisation
3.7 Churn Prediction in the Mobile Telecommunica-
tion Industry
In this research Alberts started by explaining why was there a need for pre-
dicting customer churn [Alberts, 2006]. In the Netherlands there has been
a rapid change in the mobile telecommunication industry, from a growing
market to saturation and highly competitive market. Therefore most com-
panies are no longer investing in acquiring new customers they rather invest
in retaining the existing ones. It is easier for a customer to switch from one
service provider to another because of high competition. The study was car-
ried out for Netherlands Vodafone.
The author used two data mining techniques for predicting churn namely:
The Cox survival model and decision trees. These techniques predicted a
class of belonging (churner or non-churner) by a certain probability value. In
this research the author does not focus on contract customers but only post-
paid (prepaid) customers. It is also much easier to predict churn for contract
customers because the expiry date of the contract is known. In the research
churn was defined as stopping to use the company’s services by:
• Voluntary: when the customers switch by choice (say to competitors)
• Involuntary: customers churn because of missed payments or fraud
(say)
The proposed research question was the feasibility of modelling churn of
prepaid customers using survival and decision tree model. The shortcoming
was on how one measures the churn of prepaid customers since there is no
specified end date as in a contractual setting. Do survival models have an
added value compared to decision tree predictive model? The author defined
four states that a prepaid customer can be in:
• Normal use: normal active customers with credit on the prepaid ac-
count (1)
• No credit: zero credit in the prepaid account (2)
• Recharge only (3)
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• Deactivation: ’churn state’ (4)
A customer can move from state 2 and 3 to the normal state after recharg-
ing. In general, it takes longer for a prepaid customer to be disconnected in
a network. So in many instances prepaid customers churn before they have
been disconnected. The paper looked at prepaid customers that have been
completely disconnected.
The data was taken from a Vodafone database and was aggregated monthly
for each customer. Twenty thousand customers who joined between April
and July 2005 were sampled and analysed. In addition the data contained
demographic and activity level with Vodafone variables. Some of the selected
variables were:
• Number of months since last recharge
• Number of months since last voice mail
• Ratio of incoming call to outgoing calls
The data was manipulated and it was represented as survival data and then
Cox Model was fitted. Some customers churned in the sampled period others
were censored. Since survival models are not mostly used for classification
or prediction, the author used a specific procedure to do this [Ripley and
Ripley, 1998]. A hazard function and instantaneous probability was used
for this. A predetermined threshold was used and if the hazard function
was above this then these customers were churners [Poel and Larivire, 2003].
On using decision trees the data was divided into test and train sample for
validating the model. The splitting criteria or variable importance selection
that was used was the GINI co-efficient. The problem of over fitting was
avoided by pruning the trees that hold the low information. The decision
trees outperformed the Cox survival model but the survival model had an
advantage over decision trees in that the survival model takes the time aspect
into consideration by means of using a baseline. So the author does not only
know which customer will defect but also what is the expected time until the
customer defect is.
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3.8 Analysis of Clustering Technique for Customer Re-
lation Management
This paper reviews different types of clustering techniques used in Customer
Relationship Management [Manu, 2012]. Manu defines clustering as creating
a group of objects based on their features or attributes in a way that the
objects belonging to the same groups are similar and those in different groups
are dissimilar. He also mentions that clustering plays a significant role in
pattern recognition, text mining, web analytics and customer relationship
management. Data mining adds a complexity in the sense that you can have
a huge data set with many attributes. The way they defined the components
of the clustering task was by using the following steps:
• Pattern Proximity: a distance measure on pairs of patterns (there are
various distance measures functions)
• Data Abstraction: extracting a data set
• Cluster Validity Analysis: cluster analysis and validating clusters
In the paper they represented a feature vector of a single data point as
X = (X1, X2, · · · , Xp)
with p being the dimensions of the space, X is the pattern or vector and
the X ′s are the attributes. The attributes of this feature vector can be
qualitative (nominal) or quantitative (continuous or discrete). In the pa-
per they focused on the data with continuous attribute and use Euclidean
distance as a measure of similarity (
√∑d
k=1(Xi,k −Xj,k)2). Other texts sug-
gest ways of dealing with qualitative data when performing cluster analy-
sis [Linoff and Berry, 2004, Friedman et al., 2008]. The author mentioned
the disadvantages of having linearly correlated data when clustering which
can distort the distance measure. In such instances one can transform
the data using whitening transformation or using the Mahalanobis distance
dm(xi, xj) = (xi − xj)
∑−1(xi, xj)′ where xi, xj are row vectors and ∑−1 is
the inverse of the covariance matrix of the x′s. The author went on to define
many clustering techniques with their advantages and disadvantages.
3.9 Churn Prediction in Telecommunications
In this paper which is relevant directly relevant to our story, the authors
started by explaining why it is important to maintain customers in a Telecom-
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munication retail setting [Idrisa et al., 2012]. If high value customers are lost
then the company’s revenue will decline significantly. This creates a need to
develop a churn probability model that will predict customers that are likely
to churn. The authors mentioned that in this setting the dataset has high
dimensionality and an imbalanced class distribution. High dimensionality
arises from a data set having many behavioural and demographic variables
while the imbalance arises from the fact that in general, there are many more
non-churners than churners. The imbalance may cause high misclassification
rates in the model.
The authors processed the dataset to check for missing values and transform-
ing the nominal values. Below is how the data was processed before applying
the classification methods:
• Dataset with useful fields was extracted from the database
• Useless features are removed and the data was reduced in size using
principal component analysis.
• Nominal features (70) were transformed to numerical values by group-
ing into three categories
• Data was further processed by applying Random Under Sampling (RUS)
and Particle Swarm Optimisation because churn class rate was low (7.3
per cent)
• Principal Component Analysis, Fisher’s Ratio, F-score and minimum
redundancy maximum relevance methods were applied for selecting the
features to be used in the model.
K nearest neighbour and Random Forest were applied to the datasets in order
to predict customers that are likely to churn. These classification techniques
were firstly applied to original dataset without any feature selection method
applied and then applied to the data set with feature selection methods
(four methods). The model performance was evaluated using Area under the
Curve (AUC). Random Forest and K Nearest Neighbour performed better
when features were selected using minimum redundancy maximum relevance
were employed rather than using Principal Component Analysis, Fisher’s
Ratio and the F-score. The author concluded by stating that using minimum
redundancy maximum relevance feature selection and Random Forest model
was efficient for predicting churn in the Telecommunication retail setting
where the data set is large and high computational costs are involved. The
authors complained about the imbalanced class and did enhance the data by
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using under or over sampling techniques. These techniques did improve the
model performance.
3.10 Turning Telecommunication Call Details to Churn
Prediction
A rapid increase in mobile telecommunication service providers has led to
high competition [Wei and Chiu, 2002]. In order to survive in such a com-
petitive environment businesses nowadays rely on data mining techniques in
order to gain advantage over their competitors. The authors of this article
mention that churn management and customer retention is the key in busi-
ness success in the telecommunication industry. Data mining (information
discovery) can be classified into classification, clustering, dependency anal-
ysis, data visualisation and text mining as per authors view. In this paper
they argued that the use of demographic variables when predicting churn
may be misleading because:
• Churn is at customer level rather than contract level as it is common
for a customer to have more than one contract
• Often customer databases in mobile telecommunication industry usu-
ally don’t have substantial demographic information
They analysed churn data for contract customers by using their call pattern
changes. They also argued that using call pattern changes (for example,
diminishing incoming or outgoing calls) can be used as a signal for churn. The
data was taken from a Taiwanese mobile telecommunication provider which
has a monthly churn rate of between 1.5 to 2 per cent. The class variable
for this analysis was derived from contract end date. The data contained
114,000 customer call records made between October 2000 and January 2001.
This data set excluded customers whose contract was terminated based on
delinquency. The authors had prior information about the variable that
mostly influence churn from the company managements. These variables
were:
• Length of subscriber’s services
• Payment type (debit order or over the counter)
• Contract type (there are different rates for different contracts)
The call patterns were described based on the three variables:
27
• Number of minutes for outgoing calls
• Number of outgoing calls made
• Number of distinct people contacted
In the sample data set, a T period was divided into k ”sub-regions” in or-
der to evaluate the change in customer patterns. In the data set there are
between 1.5 to 2 per cent instances of churn, so the author decided to use
multi-classifier class combiner approach. This approach is similar to over-
sampling approach in the sense that the small class sample was replicated
across different train-test sets while the bigger class was selected at random.
A prediction period P was chosen at random from T where churners where
defined as having a disconnected status at this period and if the status was
active at the end of P then the customers were defined as a non-churner.
They also mentioned that there was a retention period R after T and P
which allowed the company to offer incentives to keep their customers. They
mentioned that data mining techniques are widely used for predicting churn
and they used two models (which were not mentioned) on 10 fold cross vali-
dation data set. They were mostly concerned about finding the sub-periods
where call patterns change and in which prediction period do the models have
high accuracy. The model evaluation criteria used were the cumulative lift
curves and false alarm rates. The best model gave a lift of 4.68. They also
built a model with demographic variables and found that it had a lift of 3.9
which was lower than the lift when no demographic variables are used. It was
shown in this research that using behavioural variables for predicting churn
is vital and it outperforms the model with demographic variables.
3.11 Churn Prediction Using Complaints Data
In this study the authors explain how valuable it is to maintain existing cus-
tomers for the business [Hadden et al., 2006]. They also highlight that it
is very costly to acquire new customers and with the rise in competition in
the telecommunication industry, customers are likely to move to competi-
tors. The authors explained that from past research it has been shown that
predicting churn using demographic data is very unstable (Wei and Chiu,
2002). They argued that churn is dependent on customer and not on the
contract and so they proposed using call pattern changes. In this paper they
took a different approach to this as they predict churn using complaints and
repairs data. They used three groups of variables to create the data set
namely:
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• Provision data: estimations that are made by the company with regards
to resolving a complaint or repair
• Complaint data: information about customer complaints
• Repairs data: fault and repair data
We question the authors because they used only 202 customers to train the
model with 50 per cent churners and 50 per cent non-churners whilst the test
set contained 700 customers with 70 per cent non churners and 30 per cent
churners. This data set was very small for training a model and the class
ratios were not the same for both train and test sample. The results might
be biased and misleading because the model was built on less churners and
tested on data with more churners.
The authors used linear regression, regression trees and neural networks to
train the data of 202 customers using Matlab and SPSS. The neural network
model was performed by back propagation method with different activation
functions and in addition a Bayesian neural network was used. The feed
forward back propagated neural network using logistic sigmoid gave the best
results when a probability threshold of 70 per cent was used for churners.
The authors analysed the weights from the 24 variables that were used to
develop the model and found that only seven variables were significant. It was
not clear on how this variable significance process was done as the authors
did not mention full details. The variables that held the most information
were:
• Number of engineers arrived on site
• Customer years on book
• Length of repair
• Number of appointments for repair
• Time to resolve a customer query
• If an order has been placed
• Number of times that a specific repair has been done
The authors then used regression trees in order to assess risk of churning
which provided an overall accuracy level of 82 per cent. The regression
method performed in SPSS gave an overall accuracy of 81 per cent. Bayesian
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neural network outperformed the other models for predicting churners and
the best performing technology was the regression tree technology.
3.12 Churn Models for Prepaid Customers
The author of this article start by highlighting the importance of Customer
Relation Management Department in customer retention [Owczarczuk, 2010].
In retention, the company tries to lure back customers that are likely to de-
fect and in doing so there are cost associated with the process (marketing
material) and bonus if the customer is retained. He argued that the reten-
tion projects must not target loyal customers as they will continue using the
services of the company. We disagree with the author of this paper because
neglecting loyal customers will lead to dissatisfaction and thus loyal cus-
tomers will churn. In instances where the loyal customer base is very small
and most profit is generated on the ”non-loyal” customers then the author
of this paper is correct.
The author worked on predicting churn for prepaid customers rather than
contract customer. He argued that it was much simpler to predict churn for
contract customers as they have all demographic information about the cus-
tomers and the exact expiry date of the contract. The author did not want
to define churn in a standard terms used in Poland (SIM expiration). This
was mainly because if a prepaid customer makes a recharge in month one of
sim card purchase then it takes 365 days of non-use for the card to expire.
If the customer recharges a month later then the days to expiry (churn) are
re-set to 365 days. The author felt like the period was too long and defined
churn as having no incoming or outgoing calls in the last six weeks.
The data set was taken from a Polish mobile provider. It contained two years’
worth of data (2007 to 2008) and it had 1318 variables (behavioural and de-
mographics). The author used four models for predicting churn namely:
• Logistic regression
• Linear regression
• Fisher linear discriminant analysis
• Decision trees
The idea behind using these models was because of their simplicity and the
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ease of interpretation. They mentioned that random forest and support vec-
tor machines as the black-box models which are unsuitable for predicting
churn. We criticised the author by saying this because he did not had a valid
reason as to why these are black-box models. Again we disagree with the
author of this paper because these models may be suitable for a different or
much more complex data sets than the one used in the study. The author
was very cautious when extracting the data from the database because of
attribute data type mix and the fact that on a relational database you do
not want to accidentally use primary key field in your model. The author
sampled 167,595 records and divided it into 51 per cent train, 22 per cent
validation and 27 per cent test set.
The author argued that using regression and Fisher discriminant model in
a high dimensional vector may lead to wrong conclusions because multi-
co-linearity may arise. Also, there may be computational power problem
involved. On each variable the t-test was performed and the variables were
ranked according to t-score. The top 50 significant variables were used to fit
the models. The model performance was obtained from plotting lift curves
of each model in the same axis. Logistic regression performed slightly better
than the other models. Decision trees were fitted to full data set (1381 vari-
ables) and enhanced data set (50 variables) and it gave similar results.
3.13 Mobile Telecommunication Handling in India
India has the second largest telecommunication industry in the world with
more than 650 million active customers [Jamwal, 2011]. The author ex-
plains that in earlier years (1990’s) there were fewer telecommunication ser-
vice providers and in recent years there are about 17 service providers. This
has created a lot of competition and the management in the telecommuni-
cation industry are mostly concerned and focused on maintaining existing
customers. Our opinion differ with the author of this paper and the man-
agement because there is natural churn from death, migration and other so
recruiting new customers should also be a priority even if the market is sat-
urated.
The author was motivated to predict churn because the market has a churn
rate of 27 per cent per year. This is very high (more than a quarter of cus-
tomers are lost every year), knowing that it is costly to recruit new customers.
The main problem is that it is difficult to predict which customer will churn
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and the reasons behind it. Data mining techniques can help us predict churn
from the database thus promoting competitive advantage. The author men-
tions that most organisations lack skills and expertise of data mining and
analysis. We agree with the author totally because there is a gap between
management and analysts. This gap is because management finds it hard
to believe or understand analysts and they may base their decisions on gut
feel rather than numbers. The main concern of the author in this research is
why do customer churn and who is likely to churn. The author used Chor-
diant Predictive Analytics Director software to prepare the data and logistic
regression and decision trees for modelling churn. The collected data set se-
lected at random had demographic, call details and billing variables of each
customer. A total of 15000 customers with a churn rate of 8 per cent were
sampled.
From data exploration stage it was found that there was a higher probabil-
ity of churn for age group of 45 to 48 than the average churn rate and for
the customers whose contract are between 25 to 30 months. The customers
that paid low monthly fee are more likely to churn and those that are billed
less than 190NT in 6 months. Also customers that have less outgoing calls
minutes had a higher probability of churning. From these results the author
created KPI’s (key performance indicators) flags on the database to signal
customers that are likely to churn. We criticise the author for not mentioning
the model that performed the best. Also the sampled data was too small for
churn prediction considering the fact the Indian telecommunication compa-
nies have huge databases and an average of 27 per cent churn per year and
this may create bias in the models used results.
3.14 Knowledge Discovery on Customer Churn
In this paper they reviewed churn in the retail mobile telecommunication
space and used the same data set as in this research (data set 1: call pattern
data). The author starts by explaining the importance of customer churn
in business nowadays [WSE, 2006]. The business need to focus on getting
more knowledgeable about its customers in order to maintain a quality ser-
vice focus. The study focused on modelling customer churn in a Taiwanese
company for prepaid customers who churned voluntary. On the other hand,
involuntary churn, that is, customers that churn because of fraud and delin-
quency were not included in the analysis. Unavoidable churn customers,
that is, customers that churn because of death and migration were included
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in building the model. This is because the mobile service provider cannot
differentiate this with voluntary churn.
The authors used a field test to monitor customers after they had been mod-
elled as churners. This was different to most churn papers cited in this
research. Most of them used historic data to predict churn but do not then
monitor the customers that have a higher probability to churn in the next
time frame. Below are the steps taken in this research:
• Data extraction in the database
• Data transformation and selection of desired variable
• Sampling for modelling
• Modelling and scoring the whole customer database (on SQL)
For model performance the author used hit rate and lift curves. Decision trees
and logistic regression were used as classification techniques because of their
simplicity and ease of interpretation. The author criticise using the neural
networks for predicting churn heavily saying that the one cannot interpret the
weights and calling this model a ”black box”. From the database there were
170 variables selected (containing demographics, billing, usage, call details
data etc.) and explored using graphics and chi square. Based on a probability
value of 25 per cent (univariate study), variables were reduced to 99. The
churn rate in the data set was 0.5 per cent which was very low (but very big
when taking into account a database size of more than 1 million records).
Due to the low class ratio, the author decided to create bias in train and
test data varying the churn rate from 1 to 10 per cent. The best decision
tree model was obtained on a churn rate of 2 per cent and a sample size
of 375,000. From the list of 5000 customers where a field experiment was
conducted a 56 per cent hit rate was obtained. Decision trees outperformed
the logistic regression methods. This paper showed that data mining method
are applicable even in low churn rates.
3.15 Under-Sampling Approaches for Improving Pre-
dictions
The authors explain that the most important thing in classification problem
is to improve accuracy in the training data [Yen and Lee, 2009]. It is normal
for a data set to have an imbalanced class and when training a model the
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majority class will be predicted more accurately than the minority class.
A classification technique performs well when the class variable is evenly
distributed. The author emphasises that given any data set with a class
variable, data mining techniques can be used to train the data and predict
the class in the test data set. The authors explained that the process of
classification involves the following steps:
• Sample Collection
• Selecting features for training
• Training the data
• Predicting or forecasting the class of the new data set
We felt that the authors of this paper was missing a step of exploratory data
analysis because it was not clear in the paper whether this step was included
in step two (selecting features for training) or not.
Some authors have suggested techniques like over and under sampling and
synthetic minority over sampling technique (SMOTE) to approach the prob-
lem of unbalanced class [Chawla et al., 2002]. In over sampling, the instances
of the minority class are increased in order to reduce the imbalance. SMOTE
regenerates the minority class instances from a sample using the nearest
neighbour and create a new sample with more minority instances. The au-
thors explain that generating more of minority class instances without taking
into account the majority class can lead over generalisation. Under sampling
approach can also be used to reduce the majority class in the data set. In this
paper the authors used under sampling based on clustering method in order
to overcome the imbalanced class. This was done by clustering the train data
into some clusters, say k. In theory the cluster should be dissimilar and so
the author evaluated the ratio of the majority class and the minority class
in each sample. Based on the authors discretion a cluster with the desired
ratio can be used to training the data but with the majority class selected
random from each k.
The authors applied the method of under sampling using cluster method
to a data set using IBM Intelligence Miner for Data (application) using a
neural network classification technique. This under sampling technique was
compared to other under sampling technique proposed by other authors on
the same data set using neural network model. The data set comes from a
1994/95 United States of America census which contains income data. The
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class variable to be predicted was the level of income (binary). There were
30,162 records in the data and the minority class was about 25 per cent.
The author used 8 per cent to train the data and 24 per cent to evaluate
the performance precision, recall and F-measures. We felt that this was
not a very unbalanced data set as one of the cited paper in this research
contained about 2 per cent of the minority class which was less than the 25
per cent churn class in this paper [Wei and Chiu, 2002]. In evaluating the
performance the under sampling based on clustering method produced good
result when compared to the other seven imbalanced class approaches. This
method also proved to have a better stability and less run time that the other
methods.
3.16 Examining Churn and Loyalty Using Support Vec-
tor Machine
The authors start by explaining that the telecommunication industry is
amongst the fastest growing industries in the world [Dehghan and Trafalis,
2012]. Companies are offering a wide range of products and because it is hard
and expensive to obtain new customers, they rely mainly on maintaining the
existing customers. A highly loyal customer is less likely to churn. These
types of customers are satisfied with the company’s current services and they
would like to keep the relationship with the company for longer. The author
explained churn and causes of churn for example competitor offering lower
prices. From the authors opinion, customer loyalty comes from actively us-
ing the service of the same company from a certain period so the decision of
whether to churn or not depends on the account length. The authors gave
a brief discussion of support vector machines and the uses but we disagree
with the authors when they say that support vectors can only separate the
data into two classes as they can also be used for multi class problems.
The data comes for this research came from University of California data
repository. It contained call details variables and few demographic variables.
The authors had to transform some of the variables into integer type as there
were many categorical variables in the data. The author used Matlab for the
analysis. Firstly, principal component analysis (PCA) was used in order to
determine the most significant variables and eight variables accounted for the
most variation in the data set, that is, 98 per cent. The authors removed 50
data entries from the training sample and put them into the test data and
observed the model performance changes when he did this a 100 times. The
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author used support vector machines to model the data. The accuracy plot
for the class defect true and false shows that the optimal median accuracy
was reached at 57.16 and 57.18 per cent. The optimal value of C was ob-
tained by fine tuning.
We are concerned with the authors approach based on the following rea-
sons:
• The choice of sigma was not mentioned in the study
• Only one model was performed and compared to itself. We think this
was not competitive and sound
3.17 Literature Summary
In this section we summarise all the papers that were reviewed in the previous
sections. Decision tree technique was the most common technique used. The
authors emphasise that the main reason behind using this model was because
of its simplicity. Random forests were used in three of the cited paper and
they outperformed the other models in all of them. Support vector machines
were used in two papers and came as the best model once. Neural network
models were used in three papers and came out as the best model twice. The
main issues that the authors came across were:
• How to define churners in a non-contractual setting
• How to deal with a rare class when modelling the data
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4 Methodology
4.1 Analysis Process
In this chapter we explain the processes, procedures and techniques that
were involved in analysing the data. Two data sets from different sources
were used in this research, Data set 1 (Call pattern churn data) contained
mostly information about calls and plan types variables while Data set 2
(Billing and time taken to churn) contained information about billing, credit
type and contract date variables [Berry and Linoff, 2009b, Blake and Merz,
1998]. Data set 1 comes from University of California data repository and
was collected over 51 regional states in United States of America for long dis-
tance customers. The sampling date for this data set was not specified in the
website. Data set 2 comes from a mobile service provider also in the United
States of America. The data contained eight years history of customers in the
database sample from a period of May 2000 to August 2008. Both data sets
contained few customer demographic variables. The data sets were small in
terms of variables (20 for data set 1 and 23 for data set 2) and data set 1 had
3333 records while data set 2 had over 476223 records. Data set 1 contained
14 per cent of customers that churned over the sampled period and data set 2
contained 45 per cent of customer that churned on the sampled period. The
data sets were from contractual telecommunication retail settings. Tables A1
and A2 in the appendix show the variables used and a brief description.
The report is structured as follows:
1. Understanding the data sets:
Getting to understand the data is often the most difficult part in data
mining. The data might be polluted, have missing values and contain
wrong data types (for example a customer age might be a character field
instead of an integer field), so getting it into correct format is vital for
modelling. We also explored the relationship between variables in this
step.
2. Sampling
In this stage we split the data into training and test sample by taking
random samples from the data set.
3. Analysis and Results, which involves the actual architecture and ex-
tensive modelling of the data sets.
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4. Model comparison, in this stage we compared model performance and
how they differ for the two data sets used in this research.
5. Conclusion and recommendations about the results
6. Summary and future research
4.2 Understanding the data sets
4.2.1 Data Cleaning
• Data set 1
The initial data set contained 20 variables and had no missing val-
ues so there was no need to use missing values techniques. The class
variable ”defect” was a binary variable (0 and 1) and converted to a
nominal binary variable (true and false). Figures A1, A2 and A3 in
the appendix show the distribution of the standardised variables. State
was not used in model building because there were 51 states where
each customer dwells. Number of voice mail which showed an unde-
sired distribution (about 70 per cent of customers concentrated to the
same point) was later transformed into a binary variable.
• Data set 2
This data set was polluted and we had to clean it. The manipulations
and cleaning of the data was firstly done in Excel for 476233 records
and 26 variables (including 3 derived variables). There were records
that had missing customer’s date of birth. These records were less than
0.1 per cent of the sampled data, so we decided to delete them from
the data set. The initial monthly fee field also contained some missing
value however we decided not to impute mean or median for missing
values in this field. The main reason behind this was that the distri-
bution of this variable which was not normal and did not allow this
transformation. The distribution of this field is discussed in the data
exploration section.
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The age variable, in years, was derived using date of birth and the
sampling date of the data. The resulting age’s were analysed and it
was found that some values did not make sense. For example, some
customers had a negative age, some with age more than 110 and others
less than 16 years. This meant that there was a possible mistake that
was made either during the data capturing or data storing phase. We
decided to remove these records and we were left with approximately
4700 records. Time to defect was derived from the data set using con-
tract start date and defect date. Class variable, churn, was derived
using defect date and account status. Account age was also derived by
using sampling date and the contract start date. After all these manip-
ulation the data was uploaded to SAS JMP for exploration. Figures
A5, A6 and A7 show the distribution of the variables in this data set.
4.2.2 Data Exploration
This process is critical in data mining before doing data modelling. It helps
to understand the data set and the relationship between the variables at a
high level. This process involves knowing the distribution of the dataset so
that proper transformations can be done. Data exploration involves mainly
descriptive statistics thus summarising the data using box plots, histograms
etc.
• Data set 1
We explored the distribution of each variable in the data and decided
to transform some of the variables because they were not normally dis-
tributed. The number of service calls variable was not in a desired
distribution and contained a lot of outliers and some values were con-
centrated at the same point. The number of service calls ranged from 0
to 9 (more points were concentrated at 0 and less points concentrated at
9). We then decided to transform this variable into an ordinal variable
whereby 0, 1, 2, 3 and (4, · · · 9) service calls were coded as 0, 1, 2, 3 and
4. The number of voice mail messages variable was not normally dis-
tributed since most of the customers had no voice messages and some
points were scattered across. There were outliers (range between the
mean and the maximum value was large and the standard deviation
13.8 was higher than the mean 8) and this variable ranged from 0 to
51. The mean was not the centre point of the data and the standard
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deviation was large. This led us to transform this variable into a binary
variable. Zero represented customers that had no voice messages and
one for customer that had one or more voice messages. Figure 6 shows
the distribution of service calls and number of voice mails before (vmail
message, custserv calls) and after (vmail messages 2, service calls 2 )
the transformation. The median was far away from the mean for both
variables before transformation and they had a large standard devia-
tion.
Figure 6: Distribution of service calls and number of voice mails
We then went on to standardise these variables (excluding ordinal and
nominal variables) to force them to follow a standard normal distribu-
tion thus putting them in the same scale for modelling purposes. We
want variables to have an equal contribution in modelling phase in or-
der to arrive at correct conclusions. It was noted that all continuous
variables distributions were almost following normal distribution. We
then explored the correlation and correlation plots between the vari-
ables because, when fitting a model using variables that are correlated,
the results and the estimates thereafter are biased and may be mislead-
ing. Below are the variables that were found to be perfectly correlated
(correlation = 1):
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– Day call charge: This variable was correlated with the number of
day calls and the number of day minutes.
– Evening call charge: This variable was correlated with the number
of evening calls and evening minutes.
– Night call charge: This variable was correlated with the number
of night calls and the number of night minutes.
This led us to remove correlated variables (Day call charge, Evening
call charge and Night call charge) in the model fitting stage because of
redundancy (see Figure A9 in the appendix section for the correlation
table). We then went on to find a relationship between each of the
remaining variables and the class variable. Below are the variables
whose relationship with the class variable stands out more than the
other variables (see Figure A4 in the appendix section).
– A logistic bi-variate fit between the class variable and the number
of service call variable. It was found that there was a strong
relationship between the two variables and in fact as number of
service call variable increased the number of defected customers
increased (R-square of 0.1). The Chi-square value of this fit was
204.10 and was significance at 1 percent.
– A logistic bi-variate fit between the class variable and the number
of day minutes showed that customers with few day minutes are
more likely to defect than customers with more day minutes (R-
square of 0.1). The Chi-square value of this fit was 221.11 and
was significance at 1 percent.
– A logistic bi-variate fit between the class variable and total in-
ternational calls showed that as the number of international calls
increases the likelihood of defecting decrease. The relationship
was not as strong as with the other variable because the R-square
value was 0.002 and the Chi-square value was 11.52 and but the
fit was significant at 1 per cent.
• Data set 2
The distribution of each variable was explored before transforming
the data set. Account age and customer age were transformed by a log
function because their distributions were skewed and not normal. After
transforming these variables they were then standardise into a normal
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scale. Some variables were derived using date variables in the data
set as discussed earlier. Deposit was converted to a binary variable,
that is, all those who paid deposit were represented by one and those
who did not pay deposit by zero. Channel variable was converted into
a binary variable with all the customers that were acquired through
indirect marketing represented by zero and those who were acquired
through direct marketing by one. Market variable was transformed
into an ordinal variable with customers belonging to New York market
as 1, Chicago market as 2 and Seattle market as 3. The marker colour
was also transformed into an ordinal variable with unknown colour as
0, red as 1, orange as 2, blue as 3, yellow as 4 and green as 5. Auto pay
was already in a binary form. We then analysed the correlation of all
variables and it was discovered that:
– Time to defect had a strong correlation with account age (ρ =
0.588), however this variable was not used to model the data be-
cause of it high correlation level with the class variable, that is, a
customer had a time to defect value greater than zero if they had
churned
– There was also a weaker negative correlation between account age
and handset maker (−0.4562)
– Other variables had partial or no correlation with each other.
Figure 7 shows the correlation values for some variables in the data set
Figure 7: Correlation table for data set two
We explored the relationship of each variable individually with the class
variable by doing a bi-variate study. We found that the relationship
of these variables with the class variable stand out the most from the
other variables. These variables were account age, initial monthly fee
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and customer age. Please see Figure 8 for as logistic fit with the class
variable.
– Account Age
In the logistic plot (Figure 8) between the account age and
churn variable (class), it is clear from the chart that as the account
age increases the likelihood of the customer churning was very
low. In business terms, this means that loyal clients (long on
book) are less likely to switch to other service providers. The
generalised R-Square value was telling us that approximately 0.25
of the variation in this data set was being explained by account
age. This variable also had a large Chi-square (998.05) and the fit
was significant at 1 per cent.
– Initial Monthly Fee
In the logistic plot (Figure 8) between initial monthly fee and
churn variable (class), it is evident that as the customer pay more
of initial monthly fee the likelihood of defecting increases signifi-
cantly. The generalised R-Square value shows us that the initial
monthly fee variable explains about 0.16 of the variation in the
data. In business terms this means customers that pay high ini-
tialisation fee are more likely to churn.
– Customer Age
In the logistic plot (Figure 8) between customer age and churn
variable (class), it is very clear that there was little or no change in
likelihood of churning as customer age increase or decrease. This
meant that customer age was not a good predictor of customer
churning however it was important to note that customer age does
not play any role in defection. Furthermore, this variable had a
Chi-square value of 4.84 which was not significant at 1 per cent
based on it p-value.
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Figure 8: Bi-variate logistic plot for data set 2
4.3 Sampling
4.3.1 Stratifying the data
This section applies to data set 2 in this research. We could have not fitted
a model using the whole population, because there were over 470 thousand
records for each data set. This was mainly because of computer performance
issue. Running a model for such big data set in a low gig ram computer can
take long to finish (one day). The support vector machine model was fitted
in R using all the records in the data and the model did not finish running.
The computer had to be re-booted as R application was not responding.
Sampling theory allowed us to develop models in a smaller data set where
running these models take less time than using the whole data set. We
sampled 1 per cent of the entire data set because we wanted to fit the model
that takes less time to run. A simple method of sampling called stratification
was used. The sample from data set 1 was stratified according to state (place
where customers stay) and data set 2 was stratified according to numbering
plan area (NPA) which was an area code that is, part of customer’s phone
number. This made sure that customers in each area are equally represented
in the model. We did not over or under sample the data using the class
variable because we felt that this was very biased and our class variable was
not highly imbalanced.
4.3.2 Splitting the data
We divided the data sets into two samples (namely training and test sample)
for both data sets. On the training sample, we fitted models and applied
these models on the test sample in order to evaluate the performance. The
split that was used when comparing all the models was 80 per cent training
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and 20 per cent test sample. Kohavi suggested that one can use a validation
sample and bootstrap methods to enhance the performance of the model from
the training sample [Kohavi, 1995]. One can also use k-fold cross validation
sample(s) to evaluate model performance and stability.
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5 Analysis and results
5.1 Data Set 1 Results
5.1.1 Artificial Neural Networks
We fitted this model on the data set using the SAS JMP application. Firstly,
this was done using a 3 hidden units hyperbolic tangent sigmoid neural
network architecture. The main reason behind this was to evaluate if, on
the standardise data set, the model would perform better than using the
un-standardised data set. Secondly, the same neural network architecture
model was fitted on the data set without the number of service calls vari-
able. This was because we believed that the number of service calls variable
contained the most information about the data and since the weights and
the output from the program do not really tell a complete story about the
variable importance, this was a simple way to look at it. Tables 2 and 3 show
model performance based on un-standardised data (1) and standardised data
(2).
Table 2: Training sample results for standardised and un-standardised data
Training Sample Un-standardised Data Standardised Data
Measured Metric With Service Calls No Service Calls With Service Calls No Service Calls
R Square 0.588 0.424 0.614 0.546
Mean SE 0.233 0.274 0.232 0.245
Misclassification Rate 0.06 0.06 0.075 0.065
-Log Likelihood 695 908 659 752
Table 3: Test sample results for standardised and unstandardised data
Training Sample Unstandardised Data Standardised Data
Measured Metric With Service Calls No Service Calls With Service Calls No Service Calls
R Square 0.542 0.435 0.603 0.53
Mean SE 0.239 0.271 0.235 0.24
Misclassification Rate 0.065 0.083 0.081 0.06
-Log Likelihood 379 447 338 384
It was evident from the tables that on both un-standardised and standard-
ised data sets if the number of service calls variable was removed the model
performed worse. We say this because there was a decrease in R square value
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accompanied with an increase in the negative log likelihood and a slight in-
crease in mean square error. Standardising the data helped us because there
was an increase in R square value and a decrease in the negative log likeli-
hood (meaning the model on the un-standardised data was over generalising
compared to the un-standardised). It was not clear as to why the misclassifi-
cation rate for the un-standardised data was better than that of standardised
data. We examined this further by running six neural network models on the
data set using six different random samples for each model. Each sample
was divided into 80 per cent training and 20 per cent test sample. The
neural network architecture was a multi-layer perceptron with three hidden
units.
Table 4: Neural networks results before transforming the data
Before Average Square Error Schwarz Bayesian Criteria Train Misclassification Test Misclassification)
Model 1 0.179 1 570.962 0.0353 0.0353
Model 2 0.218 1 527.640 0.0552 0.0659
Model 3 0.182 1 226.232 0.0384 0.0422
Model 4 0.172 1 152.413 0.0314 0.0452
Model 5 0.217 1 449.130 0.0657 0.0703
Model 6 0.178 1 210.819 0.0355 0.0422
Table 5: Neural networks results after transforming the data
After Average Square Error Schwarz Bayesian Criteria Train Misclassification Test Misclassification)
Model 1 0.176 1 629.439 0.0329 0.0329
Model 2 0.203 1 468.321 0.0470 0.0444
Model 3 0.188 1 361.707 0.0406 0.0496
Model 4 0.198 1 441.521 0.0435 0.0577
Model 5 0.211 1 585.728 0.0470 0.0563
Model 6 0.200 1 486.565 0.0460 0.0592
Each result was very different and this meant that the model was unstable.
This highlighted to us that there was more data exploration required. The
number of voice mail variable was transformed to a binary variable and also
the number of service calls was transformed to ordinal variable (discussed
earlier). The resulting models were more stable than the previous models.
Tables 4 and 5 shows the models result before and after the transformations
were done. Although after the data transformation the models had a slightly
higher Schwarz Bayesian Criteria (penalty value similar to BIC), the mis-
classification rates in both training and test data were more stable and the
average mean square error did not vary much as with the previous models.
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Furthermore, Figures 9 and 10 shows the lift curves for the models before
and after transformation. It is evident from the two charts that there was
a dispersion in the lift value at 10 per cent of the population before data
transformation. After transforming the data this dispersion disappeared and
the models seem to have almost the same lift value for all population per-
centiles.
Figure 9: Lift curves for the six neural networks before data transformation
Figure 10: Lift curves for the six neural networks after data transformation
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We had a hypothesis that changing the training and test sample ratios would
impact the neural network results. This was because we believed that a
model with more training instances would outperform the one with fewer
instances. In order to test this hypothesis we divided the data into six uneven
proportioned data sets as shown in Table 6 with a belief that data set A would
perform better than data set F because data set A had more data points to
train the model than data set F.
Table 6: Sample Test and Train Ratios
Data Set Training Sample (per cent) Test Sample (per cent)
A 90 10
B 80 20
C 70 30
D 60 40
E 50 50
F 40 60
Tables 7 and 8 show the overview results from the models fitted
Table 7: Train data model performance for data set 1
Train Data R Square Misclassification Rate -2Log Likelihood Mean SE True Positive Ratio
A 0.756 0.035 603 0.179 0.77
B 0.757 0.037 532 0.179 0.78
C 0.712 0.061 540 0.205 0.57
D 0.766 0.036 387 0.177 0.78
E 0.723 0.051 374 0.195 0.64
F 0.721 0.041 299 0.191 0.72
Table 8: Test data model performance for data set 1
Test Data R Square Misclassification Rate -2Log Likelihood Mean SE True Positive Ratio
A 0.72 0.044 74 0.191 0.72
B 0.71 0.048 156 0.198 0.73
C 0.65 0.059 272 0.216 0.61
D 0.73 0.041 290 0.189 0.76
E 0.6 0.0634 510 0.218 0.57
F 0.71 0.042 458 0.188 0.73
The R-square values for all the models did not vary significantly also there
were no big variation in the misclassification rate. Data set C had the lowest
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true positives for the training data and second lowest from the test data. The
results showed that when we decrease the training sample size the negative
log-likelihood decreases significantly which meant that the model with less
training data had lower AIC and BIC value. Data set A produced similar
results as data set F, this meant that neural networks had learned the data
using less instances or data points. Thus the hypothesis we had was untrue,
that is, in this case training a neural network model with less data yield
similar results to the one trained with more data. Furthermore, we went on
to confirm this by evaluating the model performance of data set A and F.
This was done using ROC and the lift curves. Bearing in mind that an area
under the ROC curve greater than 75 per cent meant that the model was
performing very well and that the maximum lift we could have had was 7.14.
This was because the data set had 14 per cent of customers that actually
churned in the sampled period and the maximum lift at 10 per cent of the
population was 1/0.14 ≈ 7.14. Figures 11 and 12 show the results obtained
for the two data sets:
Figure 11: ROC and lift curves for ANN model data number A
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Figure 12: ROC and lift curves for ANN model data number F
The four charts from Figure 11 are results from data set A and the four
charts in Figure 12 (two lift and ROC curves) are results from data set F.
The area under the curve for the class defect true for data set A was 0.93 for
the training and 0.92 for the test sample while it was 0.91 and 0.907 respec-
tively for data set F. Also the lift value at 10 per cent of the population for
the four lift curves was approximately 7. This meant that for the two data
sets (A and F), we had similarly good results (based on AUC and lift) and
they were similar implying that neural networks do not need a lot of training
instances to accurately predict new data points.
The weights of the neural network were studied and we realised that they
were not telling us anything about variable importance. This is because the
results from the model give you weights estimates to each connection of layer
within the neural network. These weights when analysed do not give you
a clear view of which variables are important although Olden and Jackson
have proposed ways of extracting the important variables [Olden and Jack-
son, 2002]. We then removed all the variables that we thought were significant
from the model and evaluated the R-Square, misclassification rate, and the
true positive value expecting that the model performance would drop. These
variables were selected by looking at a logistic bi-variate plot between the
class and explanatory variables and therefore do not take into account the
multivariate interdependent to the class variable. Variables that showed a
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strong relationship were selected and removed from the model. We removed
international plan, number of service calls and total day minutes and the
model was as good as random. The R-square value decreased from 0.8 to
0.06, the misclassification rate increased from 0.04 to 0.14 (which is what
we would have if no model was used) and the area under the ROC curve
for dropped from 0.93 to 0.65. We observed that in this data set these were
not the only important variables but there was a higher proportion of the
population that when sampled the class variable depends mostly on these
three removed variables. This was also the reason why the area under the
ROC curve was not 0.5 as in a case of a random model.
Sharma and Panigrahi worked on predicting customer churn using the same
data set as in this research [Sharma and Panigrahi, 2011]. They used artificial
neural networks techniques to fit the data on a sample of 2427 customers. The
authors did not mention the data exploration phase in their analysis and they
fit their model in SPSS using all variables but excluding state and customer
phone number. We criticised the authors by doing this as we had found
correlated variables in our data exploration phase. Our model performed
better than their model (comparing it to data number 2 results). They had
an accuracy rate of 0.924 and true positive ratio of 0.663 while our accuracy
rate was 0.952 and true positive ratio of 0.73 (using the test data set). It
was interesting to see that our models gave the same top three variables as
the most important ones (namely service calls, international plan and total
day minutes).
5.1.2 Decision Trees
We then used a decision tree models on the standardised and un-standardised
data. This was done because we wanted to check whether standardising the
data would have a significant impact in the model results. Firstly the model
was fitted on the un-standardised data set split into 80 per cent training and
20 per cent test set. The number of splits was chosen to be ten for both
models by evaluating if there was a significant incremental increase in the
R-Square value. The AIC for this model was 5152 and the R-Square for the
training sample was 0.501 and 0.436 for the test sample. The decision tree
model was then applied again to an 80 per cent training and 20 per cent
test sample of standardised data set. The optimal number of splits chosen
again was ten and the R-Square value for the train and test sample was 0.551
and 0.455 and the AIC value was 4952. This was an improvement from the
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previous results based on the R-square value which explained 55.1 per cent
of the variation in the data compared to previous R-square of 0.501. We also
observed a significant decrease in the model penalty value (AIC, from 5152
to 4952) meaning that the second model was fitting better. The decision tree
model performed better on a standardised data set than the un-standardised
data set.
We then ran a decision tree model on a newly generated training and test
samples (80 and 20 per cent respectively). There were no rules for the min-
imum or maximum number of splits in the model. The optimal number
of split was chosen based on an incremental R-square value after each split.
This was done by evaluating if there was a significant increase in the R-square
value at each split. The chart in Figure 13 shows the incremental R-Square
value from each split.
Figure 13: Number of Decision Tree Splits
It is evident from the chart in Figure 13 that after 14 splits the increment in
the R-Square value was small and the optimal value was found to be 0.576
for the training sample and 0.604 for the test sample. We also checked if the
model was not over-fitting the data before exploring the results even further.
This is because results from an over-fitted model can be misleading and we
may make incorrect conclusions about the data. Fivefold cross-validation
samples were used and the model was found to be stable with an overall
R-Square value of 0.580 and -2log likelihood of 938 which did not vary from
the initial model results.
The model misclassification rates for the training and test data sets were
0.054 and 0.048 respectively. These are very good rates because if no model
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was used and we classified the data with the majority class (the majority
class was 86 per cent) then we would have had a misclassification rate of
0.14. We then evaluated the model confusion matrix and learned that there
were about 69.2 per cent of the true positives in the training sample and 73.1
per cent in the test sample. The area under the ROC curve for class defect
true was 0.92 and 0.93 for both training and test samples respectively which
proved that this model was performing well (A better performing model
has an area under the ROC curve more or equal to 0.75). Furthermore,
the lift curves were plotted and at 10 per cent of the population with the
highest probability of churning, a lift value of 6.5 and 6.7 was obtained for
the train and test samples respectively (for class defect true). These two lift
values were reasonable high considering the fact that they were close to the
maximum attainable lift of 7.14. We investigated variable importance in the
model using G-Square statistics which is the same as twice the natural log of
entropy. The total day minutes gave the highest number of splits (four) and
the highest G-square statistic value. Figure 14 shows the number of splits
by each variable, the G-Square statistics value and the G-Square plot (bars).
The number of splits shows how many nodes were split by that variable, G2
is the G-Square statistics that measures variable importance and the bars
measure the magnitude of the G-Square value. It was evident from the chart
that account length, number of evening calls, night calls, night minutes and
voice mail messages were not significant in the model as there were no splits
based on these variables.
Figure 14: Decision trees variable importance data set 1
From the decision tree model there were only four pure nodes where the
entropy or the G-Square statistics was zero. The minimum number of cus-
tomers obtained in a final leaf was 20 and they were obtained from the pure
node. We then fitted a decision tree model with all the significant variables in
the model with a minimum final node size set to 50 customers. The R-Square
54
values were similar to the previous decision tree model with all variables in-
cluded for both train and test sample. There was a slight decrease in the
AIC value which meant that this model was a better fit than the one with
all the variables.
5.1.3 Support Vector Machines
Support vector machines models were applied using R software with KSVM
and ROCR packages (used for creating the model and evaluating performance
respectively). These models were fitted using three kernel functions namely
radial basis, Laplace and polynomial in order to classify the data into two
classes (churners and non-churners). The data was divided into 80 per cent
training and 20 per cent test sample. We firstly fitted an SVM radial basis
kernel model by trying a series of constant values in order to find out which
one optimises the model accuracy and minimises the misclassification error.
It is important to note that the radial basis and Laplace kernel function
depends on sigma and constant values in their construction. Choosing the
right sigma (σ) and the right constant (C) for the model will yield good
results. At the initial stage, the effect of a constant was crucial and the sigma
value was chosen using a built in function in R that automatically finds the
best sigma given a constant C. If R did not have this function, we would
have chosen sigma using similar method as finding the best constant. Figure
15 shows the objective function value and the number of support vectors for
constant values ranging from one to a hundred for a RBF kernel.
Figure 15: Support vector constant effect 1: RBF kernel function
The following phenomenon must be noted from this chart:
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• The number of support vectors initially decreases at lower constant
values and then stabilises after C >= 60 to one hundred
• As the constant increase, the objective function declines significantly.
The chart in Figure 16 plots the error on the training sample (secondary
axis) and the cross validation sample (primary axis). The following were
noted from the chart:
• As the constant increases, the error on the training sample decreases
• For every increase in the constant, the cross validation sample error
slightly increases.
• It can be shown that there is not much change in accuracy of the RBF
model with an increase in constant (except for K < 0)
Figure 16: Support vector constant effect 2: RBF kernel function
The change in the constant affects mostly the objective function and the
training error. In fact, it can be proven that as the constant tends to infinity
for the RBF model:-
• the objective function tends to negative infinity
• the training error tends to zero or the neighbourhood of zero
• the cross validation error becomes the same as having no model [Al-
paydın, 2004]
On evaluating the three fitted models it was found that Laplace kernel SVM
outperformed the polynomial kernel of degree 3 and the radial basis kernel
(with best sigma and the constant equalling to 0.05 and 10 respectively).
Some of the results are shown in the appendix Figure A8 and Figure 17 shows
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the ROC and lift curve. Laplace kernel SVM gave the best training and cross
validation error (1.46 and 7.99 per cent respectively), test misclassification
rate (8.4 per cent), area under the ROC curve (0.86) and the number of true
positive (64 customers).
Figure 17: Support vector machines ROC curve fit for data set 1
We noted the disadvantages of the Laplace kernel SVM and the polynomial
model. These two models were over-fitting the data because the variation or
the range in the training error compared to the cross validation error (three
folds cross validation sample) was large. The range between the two errors
(train and cross validation sample) was 0.144 for polynomial kernel of de-
gree three, 0.062 for a Laplace kernel and 0.058 for radial Basis kernel. The
RBF SVM seemed to produce more stable results than when the other kernel
functions were used. This was then chosen as the best model out of the three.
We then went on to test the strength of the RBF kernel by evaluating the
performance of the model when different probability thresholds were used
in the test set. The minimum cut off probability threshold was 0.4 and the
maximum was 0.95. We noted the following from the results as the cut off
probabilities increases:
• The true positive ratio increases and at a cut off equalling 0.95 it was
equal to 1. These results were disappointing as the number of the
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actual true positive was very low, that is, only 31 customers out of a
667 in the test set.
• The model accuracy decreased from 0.93 to 0.89 which we thought was
a fairly good level.
• The true negative class increased as the model was classifying most
customers to the majority class.
The chart in Figure 18 shows the results from the different probability cut off
in details. The red bar is the accuracy rate, the blue bar is the true positive
ratio and the line on the secondary axis is the predicted true positive divided
by the total sample.
Figure 18: Probability cut off for data set 1 SVM model
Brandusoiu and Toderean used SVM model to predict churn on the same
data set [Brandusoiu and Toderean, 2013]. On their data exploration phase,
they concluded that the data was ”complete” and they were no missing val-
ues. They discovered that four charge variables were correlated with minutes
variables and this was similar to our findings. They argued that SVM works
well if the class ratio is balanced. They decided to boost the data set by
cloning the number of churn class equal yes to be the same as no. They
found that a polynomial kernel SVM (of degree 3) outperformed the other
three used kernels (sigmoid, RBF and linear) and it gave an accuracy rate
of 0.887. In our analysis, polynomial kernel SVM was the worst performing
model and it gave the same accuracy rate (0.884) as the latter. Our best
performing SVM models (Laplace and RBF) had an accuracy rate of 0.919
and 0.904 respectively thus better than the author’s results.
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5.1.4 Logistic Regression
The final model that was explored for data set 1 was the logistic regression.
This was done using R statistical software. This regression method was per-
formed using a backward selection technique whereby all variables are entered
into a model and the non-significant variables are removed one by one. The
optimisation method used was the Fisher scoring and the selection criterion
was the AIC with a 0.05 level of significance. The model started by putting in
all variables and the AIC value was 2538.12 for thirteen variables. After the
model had removed four insignificant variables the AIC value had decreased
slightly to 2532. We assessed the p-value and the z value and concluded
at 5 and 10 per cent level of significance that account length, total number
of day calls, total evening calls and number of night calls were not significant.
We analysed the coefficient and the z score of each significant variable and
found that international plan factor yes was the most significant variable
(with a z score of 14.88) followed by total day minutes (with a z score of
13.01) and the number of service calls (with a z score of 12.303). The odds
for international plan factor yes was 7.188 implying that there was a high
association between defecting and having an international plan. This reason
why this was the case was because 0.42 customers that had international plan
defected. The logistic regression equation for the reduced model was
f(defect)
= 1/(1 + exp
{
2.97− 0.71x1 − 0.34x2 − 0.22x3 − 0.25x4
+0.17x5 − 0.5x6 + 1.0x7 − 1.9x8
}
)
where x1 is total day minutes, x2 is the total evening minutes, x3 is the total
night minutes, x4is the total international minutes, x5 is the total number of
international calls, x6 is the total number of service calls, x7 is voice mail
plan and x8 the international plan.
We went on to evaluate the model performance in the test data set. The
model had an accuracy value of 0.87 at 0.5 probability value which was
exactly the same as for the training sample. The performance was also
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evaluated at different probability thresholds and the following were observed
as the probability cut off increased:
• The model accuracy level was stable
• The ratio between the true positive and the actual true positive de-
creased, in fact at probability threshold greater or equal to 0.9 there
we no true positives
• The model misclassified the data and put all instances to the majority
class at 95 per cent probability threshold.
The chart in Figure 19 shows the model performance at different probability
threshold values chosen at certain intervals. The red bar is the accuracy rate,
the blue bar is the true positive ratio and the line on the secondary axis is
the predicted true positive divided by the total sample.
Figure 19: Probability cut off for logistic regression data set 1
A further analysis of the model using ROC and the lift curve showed that
the model was not performing well. The area under the ROC curve was
0.81 and the lift value at 10 per cent of the population was 3.6, which was
very low considering the fact that a maximum lift attainable was 7.14. A
person looking at the results bluntly would say that an average of 87 per
cent accuracy on this model (in fact any model) is good, forgetting that if all
instances are classified into the same class an accuracy value of 86 per cent
would be attained thus this was not a good model. The charts in Figure 20
show the ROC and the lift curves of this model at probability threshold of
0.5.
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Figure 20: ROC and lift curve for logistic regression data set 1
5.2 Data Set 2 Results
5.2.1 Artificial Neural Networks
The artificial neural network model was created using nine explanatory vari-
ables to predict the class variable churn. We tried to prove the same hy-
pothesis as in data set 1 that the neural network method does not require
a lot of training instances to correctly predict the data. The data was split
six ways as per table in previous section (Table 6) with varying training and
test rates. A feed-forward neural network model with a hyperbolic tangent
as a sigmoid function and three hidden units was used to train the data.
Tables 9 and 10 show training and test data results based on few model fit
metrics:
Table 9: Train data model performance for data set 2
Train Data R Square Misclassification Rate -2Log Likelihood Mean SE True Positive Ratio
A 0.57 0.208 1760 0.368 0.565
B 0.58 0.2 1539 0.36 0.66
C 0.56 0.2 1357 0.36 0.65
D 0.585 0.2 1145 0.36 0.69
E 0.568 0.21 981 0.37 0.55
F 0.576 0.2 774 0.365 0.68
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Table 10: Test data model performance for data set 2
Test Data R Square Misclassification Rate -2Log Likelihood Mean SE True Positive Ratio
A 0.467 0.251 226 0.398 0.469
B 0.531 0.221 415 0.387 0.6
C 0.545 0.206 609 0.374 0.63
D 0.548 0.22 808 0.376 0.67
E 0.561 0.21 991 0.37 0.55
F 0.55 0.21 1207 0.374 0.67
The AIC and BIC value increases as sample size increases, that is, the model
was penalised for using more observations to fit (based on -2log likelihood).
Results from data set D were slightly better than the other data set results
because:
• The R-Square value was fairly large for both training and test set (0.59
and 0.55 respectively)
• The model had the highest true positives ratio (0.69 and 0.67 for the
training and test set respectively)
Again, these results showed that the neural network model does not need
much training information in order to build a good model. The differences
in the results in Tables 9 and 10 are minimal for both train and test data.
We then went on to evaluate model performance using the receiver operating
characteristic curve and the lift curve. The lift curves for all six data sets
(for class defect = yes) at ten per cent of the population fluctuated around
2.2 which was a maximum lift that can be obtained (maxlift = 1
0.45
≈
2.22). This meant that the model in all data sets performed very well (with
an exception of data set A). Figure 21 shows the area under the receiver
operating characteristic curve for training and test sample.
62
Figure 21: AUC for ANN models
It is important to note that the scale of the chart in Figure 21 starts at 0.8.
There was a slight incremental increase in the AUC value for test data from
data set A to data set D which stabilises afterwards. The AUC value for
train data stabilises at data set B then drops at data set E and return to
“equilibrium” at data set F. This sudden deviation at data set E for the train
AUC value was inexplicable unless there were data point(s) that when not
sampled in the data set the model performance deteriorates in accuracy.
We then explored what happens when the number of hidden units was in-
creased. Does the neural network model reach a point of stability in accu-
racy? If so, how many hidden units were needed? Is there any information
gain by increasing the number of hidden units? The line chart in Figure 22
shows R-Squared, misclassification and true positive ratio for seven varia-
tions of hidden units (from 3 to 21 hidden units) using 80 per cent training
and 20 per cent test data.
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Figure 22: R-Square for a change in the number of hidden units in ANN
model
Figure 23: Sensitivity for a change in the number of hidden units in ANN
model
Figure 24: Misclassification rates for a change in the number of hidden units
in ANN model
The numbers of hidden units were varied by multiples of three up to twenty
one hidden units. The feed-forward hyperbolic tangent neural network model
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with six hidden units slightly outperforms the other models based on R-
Square, Misclassification and True positive rate. The R-Square value drops
after eighteen hidden units for the training data set and the true positive rate
tends to stabilise after six hidden units. The model with three hidden units
was the “worst” performer amongst the seven models based on the three
charts (Figures 22, 23 and 24). This model also had the highest AIC and
BIC value for the training data set when compared to other models (based
on -2log likelihood of 1539).
We then tried to evaluate which variables were important by removing the
variables that we thought could be significant using prior information from
the data exploration step. Using the six hidden units neural network model
we removed customer account age and initial monthly fee. The misclassifica-
tion rate increased from 0.19 to 0.22, the R-Square value decrease from 0.6
to 0.45 and the true positive ratio dropped from 0.68 to 0.58. The variable
maker (hand set colour) was also removed and the R-Square value decreased
significantly to 0.1, misclassification rate to 0.39 and the area under the curve
for both train and test sample was 0.65.
5.2.2 Decision Trees
A decision tree model was applied to the second data set using a similar
strategy as the one used for data set 1 (with the data set split 80 per cent train
and 20 per cent test sample). We stopped splitting the tree by evaluating
if there was no significant incremental increase in the R-square value of the
model. The results showed that after six splits there was no incremental
value on the R-Square, however we made twelve splits and had to prune to
six splits as the model was over-fitting. The five folds cross validation sample
showed that the overall R-Square was 0.41 and minus twice log likelihood was
3080 which was almost as the same as the model with six splits. The AIC
value for the model at six splits was 10169 and the R-square for the training
sample was 0.4 and 0.35 for the test sample. The chart in Figure 25 shows
the total number of splits for the decision tree model.
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Figure 25: Decision trees R-Square value per split for data set 2
The confusion matrix showed 99 per cent of the true negative fraction and
54 per cent of the true positive fraction for the training sample and 98 per
cent of true negative fraction and 52 per cent of the true positive instance in
the test sample. These were good ratios considering that in the total sample
there were 45 per cent instances belonging to the defect class true and 55 per
cent belonging to defect class false. The total misclassification rate of the
training sample was 20.9 per cent and 22 per cent for the test sample. The
model performance was evaluated using the area under the ROC curve which
was evaluated to be at 0.85 and 0.83 for training and test sample respectively
(for class defect equals true). We then computed the lift curve and found
that there was no lift value at ten per cent of the population and that the
lift value for the class defect equal true was obtained at 25 per cent of the
population which was 2.20 and 2.1 for training and test sample respectively.
The reason why there was no lift at lower population proportion of the data
was that no customer had a probability of defecting more than 0.75. Figure
26 shows the lift curve for the training sample on the left and the test sample
on the right.
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Figure 26: Decision trees lift curves for data set 2
We went on to evaluate which variables were important in the model and
learned that only three variables were important namely maker, account type
and account age. It was noted that credit class, auto pay and market variables
become significant if the number of splits were increased. We were surprised
as to why the maker (colour of the hand set) was the most significant variable.
This may be caused by the fact that a certain hand set colour may be
• associated with a certain contract offer
• associated with a high take up of new customers which are in nature
having a high probability of defecting
• associated with a certain area where the probability of defecting is high
5.2.3 Support Vector Machines
The SVM model was applied using the same strategy as the one used for
data set 1. We observed similar results as in data set 1 when looking for an
effect of an increase in cost parameter C. The best σ was 0.109 and the best
cost parameter was 10 for radial basis and Laplace kernel function. Three
kernel SVM models were fitted and compared. The polynomial kernel SVM
was of degree three and for all models three folds cross validation samples
were used. The model accuracy and results are shown in the appendix Figure
A8. The results showed that:
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• Polynomial Kernel SVM was the worst performing model with the low-
est area under the ROC curve. The lift value (at 10 per cent) for this
model was lower than for the three models.
• The Laplace SVM kernel gave the best training error at 0.11 but it
misclassification rate (23 per cent) on the test sample was the worst
• The radial basis kernel gave the best results and the model proved to
be more stable than the other two model as the range of training (17.8
per cent) and cross validation sample error (20.9 per cent) rate was
minimal (range equals 3.1) and less number of support vectors used.
The charts in Figure 27 show the ROC curve and the lift curve for the three
support vector machine kernel models
Figure 27: ROC fit for kernel SVM models data set 2
The radial basis kernel SVM was taken to be the best model out of the three.
We evaluated the performance for this model at different probability thresh-
old cut off points. We observed the following as the probability threshold
increased:
• The accuracy increased until for a threshold greater than 0.8 it de-
creased sharply
• The true positive ratio increased but the model was classifying more
instances into the majority class.
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• The true positive total decreased rapidly.
The chart in Figure 28 shows the performance of the model when different
probability thresholds are used. The red bar is the accuracy rate, the blue bar
is the true positive ratio and the line on the secondary axis is the predicted
true positive divided by the total sample.
Figure 28: Probability cut off for data set 2 SVM model
5.2.4 Logistic Regression
We performed the logistic regression on data set 2 in a similar fashion as
in data set 1. The Fisher scoring optimisation model stopped after 5 itera-
tions and gave an AIC value of 3719.3. The full model showed that all nine
variables that were used in the model were significant but the credit class
factor B was not significant. It was noted that credit class factor D, acqui-
sition channel and customer age were not significant at one per cent level
of significant based on their p-value (0.013, 0.014 and 0.011 respectively).
Market was found not to be significant when an ANOVA Chi squared test
was performed. We ran the variable importance and saw that account age,
maker and initial monthly fee were the most significant variables based on
their Chi square values.
The odds ratio for account age was equal to 4.177 suggesting that a one
unit change in account age results in 4.177 increase in chances of churning.
This also meant that there was a high association between defecting and
account age. Conversely, auto pay had the lowest odds ratio equalling 0.353
which meant that there was a high association between not defecting and this
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variable, that is, the chances of defecting per one unit increase as auto pay
decreases by 0.353. The logistic regression equation for this data was
f(defect)
= 1/(1 + exp
{
− 0.73− 0.63x1 − 0.42x2 − 0.45x3 + 1.04x4
+0.4x5 − 0.3x6 + 0.37x7 − 1.4x8 + 0.17x9 + 0.11age
}
)
where x1 and x2 refer to credit class factors C and D, x3 is account type, x4
is auto pay, x5 is the market x6 is channel, x7 is the maker,x8 is account age
and x9 is initial monthly fee.
We then evaluated the model performance on the test set at different proba-
bility threshold. These probability thresholds were chosen to be the same as
in the case of SVM model. The following were observed as the probability
threshold was increased:
• The true positive ratio decreased exponentially and at 0.95 probability
threshold the model had 1 true positive out of 954 customers.
• The model accuracy increases from 0.75 to 0.78 and then drops to 0.54
(after probability of 0.8)
• The model classifies most instances to the majority class
The chart in Figure 29 shows the model performance at different thresh-
olds.The red bar is the accuracy rate, the blue bar is the true positive ratio
and the line on the secondary axis is the predicted true positive divided by
the total sample.
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Figure 29: Probability cut off for logistic regression on data set 2
Also, for the model performance at 0.5 probability value, an ROC and lift
curves were computed. The area under the ROC curve was found to be
0.85 and the lift value at 10 per cent of the population was 2.01, which was
slightly less than the maximum lift attainable at 10 per cent (2.22). The
model performance at 0.5 probability value was fairly good. The two charts
in Figure 30 show the ROC and the lift curve for the logistic model at 0.5
probability cut off. The training sample model accuracy at 0.5 probability
cut off was 0.755.
Figure 30: ROC and lift curve for logistic regression on data set 2
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6 Comparison of Models
In this section we compare the four models based on the area under the ROC
curve, lift value, misclassification rate and the true positive rates. Although
other measures could have been used to compare these models, we wanted to
use only measures that are common in the four models. We could not have
used AIC or BIC value as support vector machines model construction does
not give log likelihood and probabilities. This was a major drawback for this
model. The probability for SVM model was computed using Platt’s poste-
rior probability as suggested and improved by Lin and Wang [Lin and Wang,
1999]. The neural network models had probability outputs as a hyperbolic
sigmoid function was employed. If we had used a radial basis sigmoid func-
tion then the probability would have been computed in similar fashion as in
SVM. We found SVM and ANN models to be complex and they both took
long to run (10 and 15 minutes respectively). Also, the choice of a constant in
SVM model was non-trivial because we had to make sure that the number of
support vectors was minimised and also take into account the accuracy of the
model. It was much easier to perform decision trees and logistic regression
model as they required less computer run time (2-3 minutes for both models).
Rank and score variables were created in order to evaluate which model was
the best. This was done because we wanted a robust measure of performance
using the four metrics. The score was created by equally weighting all four
variables and summing their Z scores and in the case of misclassification
value a reciprocal was used as low values were preferred for this variable
(other ways could have been used, for example, 1-misclassification rate). The
higher the score value the better is the model performance. Rank was created
by ranking the models based on each metric that was measured (from 1 to 4).
We then took the average rank for the four models with the lowest being the
best performing model. Tables 11 and 12 show the model performance for
the two data sets. It is evident that the artificial neural network model had
outperformed the three other models by a margin for both data sets. This
model had the highest score value and the lowest average rank (lower rank
preferred than higher rank). The score range of the next best model was
almost half the size of the ANN score. The logistic regression was the worst
performing model of the four (using data set 1). This model had a negative
score (-1.3) and a highest average rank (4, for data set 1). Decision trees
outperformed SVM model and was ranked second with a score of 0.52. For
data set 2, artificial neural networks outperformed the other three models
and had a score value of 0.9 while support vector machine with a radial basis
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kernel function came second (score of 0.31 and an average rank equal to 2).
The decision tree model was the worst performer with a score value of -0.99
and an average rank of 3.75 (for data set 2).
Table 11: Data set 1 model comparisons
Models for data set 1 AUC Lift Misclassification rate True positive Score Average Rank
ARTIFICIAL NEURAL NETWORKS (3 Hidden Units) 0.930 7.010 0.040 0.73 0.810 1.5
DECISION TREES 0.920 6.300 0.048 0.731 0.52 2
SUPPORT VECTOR MACHINES 0.869 5.800 0.093 0.847 -0.020 2.25
LOGISTIC REGRESSION 0.810 3.600 0.130 0.12 -1.310 4
Table 12: Data set 2 model comparisons
Models for data set 2 AUC Lift Misclassification rate True positive Score Average Rank
ARTIFICIAL NEURAL NETWORKS (6 Hidden Units) 0.880 2.120 0.190 0.710 0.900 1.5
SUPPORT VECTOR MACHINES 0.838 2.100 0.212 0.859 0.310 2
LOGISTIC REGRESSION 0.850 2.010 0.230 0.740 -0.220 2.75
DECISION TREES 0.830 1.890 0.220 0.540 -0.990 3.75
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7 Conclusion and recommendations
The data sets that were used had few demographics variables (2 for data set
1 and 4 for data set 2). They also contained a small numbers of variables
(13 for data set 1 and 9 for data set 2) from which models were fitted. Data
set 2 was much polluted and it required a lot of cleaning and derivation of
new variables. Data set 2 had many variables concerning billing informa-
tion while data set 1 had more behavioural information. We showed that
standardising the data helped as there was an improvement in the R-square
value for neural networks and decision tree models on data set 1. All models
fitted using data set 2 showed that customer account age was a significant
indicator of churning while in data set 1 this was not the case. This could
mean that in some retail mobile telecommunication settings loyalty is not a
big factor that can prevent customers from churning. The customers that
churn the most when looking at account age for data set 2 were the new
customers. Data set 2 is also suited for survival analysis where we can focus
on the expected time until a customer churns rather that finding a type of
customer that will churn as in data set 1 [Berry and Linoff, 2009a]. It was
much easier to run the models in data set 1 than data set 2 as most variables
in data set 1 were binary variables and we had to make sure that there was
no problem of linearity.
We recommend artificial neural networks over the three other techniques as
they outperformed all of them. This must not be interpreted bluntly, as
in some data sets other data mining techniques might be more suited for
predicting customer churn because different models can work better when
fitting different data sets. This paper has also showed that logistic regression
does not work well in instances where the data set has few variables as this
requires a more complex statistical model. Furthermore, for industry practice
if an artificial neural network model is fitted, we suggest that this model is
fitted in conjunction with decision trees model as they were able to extract
valuable information from the data concerning variable importance. This can
be used to confirm variable importance. It is also up to us to decide which
sigmoid function to use, we preferred using a hyperbolic tangent and logistic
sigmoid as both these function have a probability output.
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8 Summary and Future Research
In the retail mobile telecommunication industry which is very competitive,
the likelihood of churning is very high. Using statistical models can help a
business retain some of it customers by predicting the ones that are likely to
churn and incentivising them. In this research, deployment of artificial neural
networks for predicting customer defection in the retail mobile telecommu-
nication industry proved to be helpful. We saw that the artificial neural
network technique showed good results but it had some limitation when it
comes to variable importance and interpreting the weights. The two data
sets had fewer explanatory variables than we would have liked. A data set
with more demographic and behavioural variables would have been preferred
for this research. It would also be interesting to see how these models will
perform in the real world. Furthermore, developing different churn mod-
els for high, medium and low value customers might be what is needed for
the business as they can minimise cost and maximise profit margins if more
retention projects are channelled towards high value customers. A multivari-
ate response model can be built in order to evaluate response rate for all the
customers that were incentivised. This is to make sure that the retention
projects are working because it does not make economic sense to continue
with the retention projects if the response is too low, that is, if the costs
of implementing such a projects are not covered by keeping customers that
would have defected [Cohen et al., 2006].
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Appendix
Table A1: Data set 1 variables
Variable A brief description
State Categorical variable, for the 50 states and the dis-
trict of Columbia
Account length Continuous variable for how long account has been
active
Area code Categorical variable, for area of the customer
Phone number Customer phone number, primary key in the
database
International Plan Binary variable, yes or no
Voice Mail Plan Binary variable, yes or no
Number of voice mail messages Integer-valued variable
Total day minutes Continuous variable for number of minutes cus-
tomer has used the service during the day
Total day calls Continuous variable
Total day charge Continuous variable based on foregoing day calls
and minutes
Total evening minutes Continuous variable for minutes customer has used
the service during the evening
Total evening calls Continuous variable
Total evening charge Continuous variable based on previous two vari-
ables
Total night minutes Continuous variable for storing minutes the cus-
tomer has used the service during the night
Total night calls Continuous variable
Total night charge Continuous variable based on foregoing night calls
and minutes
Total international minutes Continuous variable for minutes customer has used
service to make international calls
Total international calls Continuous variable
Total international charge Continuous variable based on foregoing two vari-
ables
Number of service call Continuous variable
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Table A2: Data set 2 variables
Variable A brief description
Customer ID Integer, unique client identifier
Npa Integer, area code one
Nxx Integer, area code two
Account type Nominal, account type, standard or premium
Credit class Ordinal, customer credit class, four classes
Deposit Continuous, deposit
Auto pay Binary, auto pay, yes or no
Market Three market places, Location
Channel Two acquisition channels, direct or indirect
Dealer code Categorical, acquisition dealer code
Dealer group Nominal, acquisition dealer group
Maker Phone colour, converted from one to six
Start date Date, start of contract
Stop date Date, stop of contract
Time to default Continuous, derived time taken to default
Is active Binary, account active status, yes or no
Account status Nominal, account status
Account status dtl Nominal, account deferred tax status
Effective date Date, effective contract date
Account Age Continuous, derived age on book
Initial monthly fee Continuous, initial monthly fee paid
Contract end date Date
Birthday Date, customer date of birth
Age Continuous, derived customer age
Safety flag Binary, one or zero
Cut-off date Date, sample cut-off date
82
Figure A1: Data set 1 distribution A
The above chart shows data set 1 variables distribution with descriptive statistics
Figure A2: Data set 1 distribution B
The above chart shows data set 1 variables distribution with descriptive statistics
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Figure A3: Data set 1 distribution C
The above chart shows data set 1 variables distribution with descriptive statistics
Figure A4: Data set 1 bi-variate logistic fit
The chart above shows a bi-variate logistic fit between the class variable churn
and 3 exploratory variables (number of service calls, total day minutes and total
international calls)
84
Figure A5: Data set 2 distributions A
Data set 2 variables distributions with channel and market transformed to an
ordinal variable channel and marker1 respectively.
Figure A6: Data set 2 distributions B
Data set 2 variables distributions with deposit transformed to a binary variable
deposit1
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Figure A7: Data set 1 kernel SVM fit
SVM fit results for data set 1 (polynomial of degree 3, Laplace and radial basis
kernels)
Figure A8: Data set 2 kernels SVM fit
SVM fit results for data set 2 (polynomial of degree 3, Laplace and radial basis
kernels)
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Figure A9: Correlation table for data set 1
The above table shows the correlation between data set 1 variables. Colours
range from dark green (strong positive correlation to dark red (negative
correlation). These are the variables that have a positive correlation with each
other (ρ = 1): Day charge and day minutes,evening charge and evening minutes,
night charge and night minutes and international charge and international
minutes
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