ABSTRACT While the sparse methods for 1-D direction-of-arrival (DOA) estimation are extensively studied in literature, the research for 2-D DOA estimation is rare. The main reason is that, for utilizing the on-grid or off-grid sparse methods, the 2-D continuous angle space should have to be discretized, which, however, may bring unacceptable computations due to the high dimensionality of the angle space. Hence, incorporating the gridless sparse methods which require no discretization into the 2-D DOA estimation is essential. In this paper, we propose a gridless 2-D DOA estimation method based on the low-rank matrix reconstruction and the Vandermonde decomposition theorem. We first reconstruct the covariance matrix with certain structure (i.e., low-rank, Toeplitz, and positive semidefinite), and then, retrieve the DOAs by using the Vandermonde decomposition theorem. We also present a theorem to guarantee that the true DOAs can be exactly recovered in certain condition. A faster algorithmic implementation is then given by deriving the dual problem of the original one. Our proposed method is applicable for both the uniform rectangular arrays and the sparse rectangular arrays. Extensive simulations are provided to evaluate its estimation performance and the adaptability to various array geometries.
I. INTRODUCTION
Direction-of-arrival (DOA) estimation is one of the fundamental problem of array signal processing and has been extensively studied in the past few decades. Many subspace based methods have been proposed with super-resolution and MUltiple SIgnal Classification (MUSIC) and estimated signal parameters via rotational invariance technique (ESPRIT) are two of the representative ones [1] , [2] . However, the subspace based methods require accurate covariance matrix of the array output, hence they always encounter difficulty in the scenarios of limited number of snapshots and coherent sources. Moreover, the number of sources is also required to be known as a priori, which is usually unknown in practice. Recently, with the help of compressive sensing (CS) theory, the sparse methods have been proposed for performance improvement [3] - [8] . Compared to the subspace based methods, the sparse methods are superior in various aspects. For example, they are robust to the correlations between the sources whose number is also usually not required. Although the sparse methods are with super-resolution and applicable in extensive application scenarios, their major disadvantages cannot be ignored. To realize the sparsity, the continuous angle space has to be divided with a large predefined grid set and it is assumed that the true DOAs of the sources lie exactly on the grid set. However, it is well known that the DOAs of the sources belong to the continuous angle space rather than the discretized one. Hence this assumption may bring in an unavoidable deviation and largely affect the estimation performance. We call this phenomenon as the basis mismatch effect.
On the other hand, most of these aforementioned methods are proposed for one-dimensional (1-D) DOA estimation based on the uniform linear arrays (ULAs). However, The problem of two-dimensional (2-D) DOA estimation, where both azimuth and elevation angles of the incident signals are estimated jointly by using a planar array, is much more important for practical applications since the signals impinge onto the array from the three-dimensional space. Compared to the 1-D problem, the 2-D problem faces more difficulties. Firstly, as the dimensionality of the signal model increases, the computational complexity grows significantly. Secondly, when the incident sources have the same azimuth angle or elevation angle, the angle ambiguity effect may greatly deteriorate the estimation performance. Lastly, in 2-D DOA estimation, the angle auto-pairing between the azimuth and elevation angles has to be taken into consideration. To solve the 2-D DOA estimation problem, the subspace based methods MUSIC and ESPRIT have been directly extended to the uniform rectangular array (URA), known as 2-D MUSIC [9] , 2-D ESPRIT [10] and their variants [11] . However, the 2-D ESPRIT is not applicable to a sparse rectangular array (SRA) where the sensors are not fully implemented while 2-D MUSIC requires a time-consuming multidimensional angle searching. On the other hand, since discretizing the 2-D angle space may result in unacceptable computational cost, some sparse methods transform the 2-D grid searching to several independent 1-D grid searching. However, the basis mismatch effect still exists and the estimation accuracy can be deteriorated. It is well known that exploiting the structure information of the array geometry can benefit the estimation performance. For instance, in the L-shaped array, since utilizing the cross-correlation matrix between the output of the two orthogonal ULAs can eliminate additive noises, several methods have been proposed [12] - [16] . Nevertheless, they cannot be extended for the general SRAs. Furthermore, the angle ambiguity problem is still unsolved when multiple sources have the same azimuth or elevation angles.
Generally speaking, it is desired to find a generalized 2-D DOA estimation method which can be used for both the URAs and SRAs. Furthermore, the estimated azimuth and elevation angles can be automatically paired and angle ambiguity effect can be also eliminated. Finally, the grid mismatch effect should be also deteriorated or even eliminated. In this paper, we propose a new gridless method for 2-D DOA estimation while satisfying the aforementioned requirements. We first reconstruct the covariance matrix of the output of the coarray, so the method is suitable for both URAs and SRAs. Then, the Vandermonde decomposition theorem is employed to retrieve the DOAs, where the azimuth and elevation angles can be automatically paired. Furthermore, our method is also immune to the angle ambiguity effect. We also provide a theoretical guarantee for exact reconstruction of the true covariance matrix as well as the DOAs. To speed up the computations, a more efficient realization is derived from the duality perspective. Numerical simulations show that solving the dual problem is able to save computations compared to solving the original one. We also carry out extensive simulations with comparison to other methods to verify the estimation performance and the adaptability of our method.
Notations used in this paper are as follows. C denotes the set of complex numbers. The rest of this paper is organized as follows. Section II reviews the signal model of both the URA and SRA. Section III presents the proposed method and the theoretical guarantee. A faster dual realization is derived in Section IV. Simulations and analysis are provided in Section V. Section VI concludes the whole paper.
II. SIGNAL MODEL
According to the array geometry, the planar array for 2-D DOA estimation can be classified into the following categories: URA, SRA, L/T-shaped array and the circular array. In this paper, we mainly focus on the URA and the SRA. Note that, the L/T-shaped array can be considered as a special case of the SRA, and hence the proposed method can be also applicable for the L/T-shaped array. In the following, we first briefly introduce the URA and SRA signal model and then propose a gridless method for DOA estimation. 
A. THE UNIFORM RECTANGULAR ARRAY CASE
The geometry structure of the URA can be illustrated in Fig. 1 , where the URA is located on the x-y plane and the minimum distance between two sensors is usually set to the half-wavelength. It is assumed that the number of sensors along with the x-and y-directions are N x and N y , respectively, hence the total number of sensors in the URA is N = N x ×N y . Suppose that K < N − max{N x , N y } narrowband far-field source signals impinge onto the array and we want to know the true DOAs of these sources provided that we collect sufficient number of snapshots from the array output. For the k-th source, let θ k and φ k denote that elevation angle and the azimuth angle, respectively, and further define the angles between the DOA of the k-th source and x-, y-directions as α k and β k , respectively. According to the geometric knowledge, these four angles have the following relationship,
from which we can conclude that,
From (2) it is easily to see that, when α k and β k are retrieved, the physical azimuth and elevation angles can be uniquely determined by (2) . In other words, the true DOAs of the sources can be located not only with the azimuth and elevation angles, but also with α k and β k . More importantly, by using α k and β k , constructing the signal model becomes much simpler. Hence, in the following we use α k and β k for signal modeling and DOA estimation. Assume L snapshots are collected by the URA, the array output can be formulated as,
where
denote the manifold matrix of the ULA along with the x-and the y-directions, respectively, where
Our task is to retrieve the DOAs of these impinged sources according to model (3).
B. THE SPARSE RECTANGULAR ARRAY CASE
From the array geometry point of view, the SRA can be regarded as the URA with some ''missing'' sensors and we denote the number of its sensors as M, which is smaller than N . In particular, the positions of the sensors in the SRA can be denoted with
By definition, it is easy to see that = {1, · · · , N } in the URA case. Hence the URA can be regarded as a special case of the SRA.
For better illustration, we give a simple example in Fig. 2 to illustrate the structure of the SRA, where and × denote the positions with and without sensors, respectively. In this example, the sensors can be indexed by = {1, 2, 4, 5, 6, 8, 13, 14, 16}. We can see that, this SRA can be regarded as a URA whose 7 elements are missing.
Based on the above definition, the array output of the SRA can be represented as,
∈ C M×L is the array output, A = A ∈ C M×K is the manifold matrix and V = V ∈ C M×L with ∈ C M×N being the selection matrix such that the m-th row of contains all zeros but a single 1 at the m -th position.
As mentioned above, the URA and L/T-shaped array can be regarded as an SRA with different . Without loss of generality, we will employ the SRA as a general planar array in the following.
III. THE PROPOSED METHOD
According to model (4), the covariance matrix of the array output is,
where T(u, v) ∈ C N ×N is a doubly Toeplitz matrix determined only by vectors u = u (1) ; · · · ; u (N x ) and v = v (1) ; · · · ; v (N x ) . In particular, T(u, v) has the following structure,
where T n is a Toeplitz matrix with size N y × N y , i.e., T n is determined by u (n) and v (n) where u (n) ∈ C N y equals the first row of T n and v (n) ∈ C N y −1 is the first column of T n except its first element. Note that, unlike the Toeplitz matrix in 1-D case [17] , [18] , T n is usually not a Hermitian matrix. By definition, T(u, v) denotes the covariance matrix of the co-array of the SRA and can be rewritten as,
from which we can conclude three important properties of T(u, v), 1) T(u, v) is a positive semidefinite (PSD) matrix; 2) the rank of T(u, v) is K , and since K < N , T(u, v) is VOLUME 6, 2018
low-rank; 3) T(u, v) contains the information of the DOAs α k and β k . In particular, when T(u, v) is obtained, the DOAs can be retrieved according to the following multi-dimensional Vandermonde decomposition theorem. Theorem 1: Given a PSD doubly Toeplitz matrix T(u, v) ∈ C N ×N with K < min{N x , N y } being the rank, then T(u, v) satisfies the following decomposition,
where p k > 0, and this decomposition is unique.
Proof: Please refer to [19] . It can be concluded from Theorem 1 that when T(u, v) is obtained and its rank is smaller than min{N x , N y }, the DOAs of the impinged sources can be determined by using the multidimensional Vandermonde decomposition. It should be noted that, although the rank constraint in Theorem 1 is tight, it is pointed out in [19] that, the decomposition of T(u, v) can be guaranteed with a high probability if K < N − max N x , N y . As a consequence, our remaining task is to reconstruct T(u, v) with low-rank property from the sample covariance matrix, which results in the following rank minimization problem,
where R = 1 L X X H denotes the sample covariance matrix, η is an upper bound of the noise energy. Unfortunately, Problem (9) is NP-hand, hence it is impossible to solve it in a polynomial time. A generally alternative strategy is to replace the rank constraint with the nuclear norm (or the trace constraint). Hence we obtain the following trace minimization problem to retrieve T(u, v),
Problem (10) can be efficiently solved with the state-of-theart solver such as CVX [20] or SeDuMi [21] . After obtaining T(u, v), the true DOAs α k and β k can be easily obtained by using Theorem 1. To guarantee that the true DOAs can be retrieved from model (10) when we exactly know the true covariance matrix R , we provide the following theorem. Theorem 2: If η = √ Mσ , and we obtain the exact covariance matrix of the array output R , the true DOAs can be retrieved by decomposing the optimal solution of model (10) T * (u, v) by using Theorem 1.
Proof: We first introduce a useful lemma which will be utilized in the following proof.
Lemma 1:
Proof: Let A m,n denotes the {m, n}-th element of A, we can express tr[A] and A F as,
It is obvious that
hence we can conclude that A m,n = 0 (m = n), i.e., A is a diagonal matrix. Further, the equality in (13) holds only when A 1,1 = · · · = A N ,N , which can directly result in (11) . Next, we will utilize Lemma 1 to proof Theorem 2. We first denote
which implies that
Then, due to the fact that for a PSD matrix
By denoting η = √ Mσ , it can be concluded that,
Further because T * is the optimal solution of model (10) 
According to Lemma 1 we have E = σ I . Substituting it into (14) gives that T * = T . Since the mapping T ↔ T is one-to-one [18] , we can easily conclude that T * = T. By using Theorem 1, the true DOAs can be successfully retrieved, which concludes this proof.
The Theorem 2 provides a guarantee that the proposed method can exactly recover the true DOAs (as well as the signal powers) when the true covariance matrix of the array output is available and η = √ Mσ . Note that the noise power can be roughly estimated as the minimum singular value of R , i.e., σ = σ min ( R ), hence a reasonable choice of η can be given as η = √ M σ + c, where c is a relatively small positive constant. 
IV. A COMPUTATIONALLY EFFICIENT REALIZATION
Although the problem (10) can be solved using the state-ofthe-art convex solvers such as CVX [20] , the computational complexity is still high. Recently, some researchers state that a faster speed can be achieved by solving the dual problem of (10) [18] , [22] , [23] . Inspired by this observation, in this section, we will derive the dual problem of (10) which can be also solved by using CVX.
Firstly, we have to establish the Lagrangian associated with the problem (10) . To do so, by introducing a substitution Y = T (equivalently, Y = T ), we reformulate the problem (10) as,
Then, by letting , µ and V as the Lagrangian multipliers of the three constraints in (19) , the Lagrangian of (19) can be obtained as,
where i , λ and y are the vectors composed of the entries of I, and Y , whose rows and columns are indexed by , respectively, in which = {1, · · · , N } − . Next, we can obtain the Lagrange dual to (19) as,
where T * (•) denotes the adjoint operator of T(•). Finally, noting that 1
we can obtain the dual problem of (19) as,
Since the strong duality holds, the solution of (10) can be directly obtained as the dual variable of V . Solving the dual problem may save computations, which will be investigated in simulations.
V. SIMULATION RESULTS
In this section, we evaluate the performance of our proposed method in comparison with other state-of-the-art methods such as 2-D MUSIC, 2-D ESPRIT and the FGML [24] , [25] . We employ two different kinds of array geometries to show the adaptability of our method: a 4 × 4 URA and a 4 × 4 SRA as shown in Fig. 2 . 
A. THE SUPERIORITY OF THE DUAL PROBLEM
We firstly compare the performance of solving the problem (10) and its dual problem (23) with respect to the estimation accuracy as well as the computational efficiency. It is assumed that 3 uncorrelated narrowband far-field source signals impinge onto the 4
and the signal-to-noise (SNR) ratio is set to 10dB. Note that we assume there exists an angle ambiguity effect between the three impinged sources, i.e, they have the same α or β. So the robustness of our method to the angle ambiguity can be also evaluated in this experiment. We also assume the number of snapshots goes to infinite, i.e., the exact covariance matrix R is available. The DOA estimation results of the proposed method and its dual realization are shown in Fig. 3 , from which it can be observed that our method is able to correctly locate all the three sources in the presence of noise, showing that our method is immune to the angle ambiguity effect. Furthermore, our method and its dual realization show the same estimation accuracy (which can be also verified in the next experiment), however, the computational costs of the two realizations are different. In particular, it takes 0.5341s and 0.4832s to run the proposed method and its dual realization, respectively. We now provide another simulation to confirm our conclusion in statistical point of view. realizations and show the simulation results in Fig. 4 with the SNR varying from −20dB to 10dB. It can be observed from Fig. 4(a) that the two realizations show the same estimation performance in terms of RMSE, while from Fig. 4(b) we can see that the dual realization is faster than the original one. In conclusion, the dual realization (23) is able to give the same DOA estimation performance while show more computational efficiency than the original one (10) . In the following simulations, we only consider the dual realization for comparison and also name it as the proposed method for clarity.
B. COMPARISONS WITH PRIOR ARTS
In this section, we compare our proposed method with other 2-D DOA estimation methods. The two array geometries will be employed to evaluate the estimation performance as well as the adaptability of our method. We then compare the RMSEs of the three methods. The simulation settings are the same as those of Fig. 4 . The RMSEs of these methods are shown in Fig. 6 where the cramer-rao lower bound (CRLB) is also provided as a benchmark. We can see that, the curves of our method and FGML are very similar and are able to coincide with the CRLB curve as the SNR grows, showing the satisfying estimation performance. In particular, it is observed that the performance of our proposed method is slightly better than that of FGML. On the other hand, the performance of ESPRIT is worse than ours and there always exists a noticeable gap between the ESPRIT and our method. Fig. 7 . 1 In particular, we can see that an obvious spurious peak appears in Fig. 7(a) , making it difficult to detect the true DOAs. Also, it is obvious that our proposed method gives more incisive spectrum peaks than other two methods.
In the final experiment, we evaluate the RMSEs of these methods in terms of different SNRs and show the simulation results in Fig. 8 , where the CRLB is also considered as the benchmark and the SNR varies from −20dB to 10dB. The number of snapshots is set to 400 for comparison. From Fig. 8 we can draw a conclusion similar to that from Fig. 6 except that the 2-D MUSIC is also able to coincide with the CRLB curve.
VI. CONCLUSIONS
In this paper, we proposed a generalized 2-D DOA estimation method which is applicable for both URA and SRA. The proposed method was derived based on the low-rank matrix reconstruction and the Vandermonde decomposition theorem. Theoretical analysis that guarantees the exact reconstruction of the DOAs was provided and a dual realization was also derived to speed up our method. From the simulations it can be seen that, the proposed method is also immune to the angle ambiguity effect and shows more accurate DOAs estimates than other methods. Finally, the estimated azimuth and elevation angles can be also auto-paired thanks to the Vandermonde decomposition theorem. 
