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Introduction
This paper presents the final results of the DELPHI collaboration on the search for the Standard Model (SM) Higgs boson, together with benchmark scans of the Minimal Supersymmetric Standard Model (MSSM) neutral Higgs bosons. Results are presented for the SM Higgs particle in the mass range from 12 to 120 GeV/c 2 , and for the A and h bosons of the MSSM in a similar range. With the data taken up to √ s = 201.7 GeV, DELPHI excluded a SM Higgs boson with mass from zero to 107.3 GeV/c 2 [1] at the 95% confidence level. The results obtained for a high mass SM signal with the data taken by DELPHI in the last year of LEP operation, 2000, and analyzed with preliminary calibration constants can be found in [2] . In that year there was considerable interest caused by the observation of an excess of events when the combined results of all the LEP collaborations were considered [3] . Results on MSSM Higgs bosons have not previously been published using the DELPHI from the year 2000.
The present work contains a more thorough analysis of the 2000 data, and is combined with the results already published from previous years [1] . It might be compared with the final results on Neutral Higgs bosons from the other LEP collaborations [4] . It benefits from many improvements when compared to the originally published results, including a revised data processing with improved calibrations and significant improvements in the simulation of signal and especially background processes. These analyses concentrate on masses between 105 and 120 GeV/c 2 , but they are also applied to lower masses, down to the bb threshold, in order to derive a constraint on the production cross-section of a SM-like Higgs boson as a function of its mass. The revised data processing and the extension towards low masses implied changes to the analysis selection criteria that were tuned on simulated samples. The high mass optimizations remain the same as in [2] .
The dominant production mechanism at LEP for a scalar Higgs boson, such as the SM predicts, is the schannel process e + e − → Z * →HZ, but there are additional t-channel diagrams in the Hνν and He + e − final states, which proceed through W + W − and ZZ fusions, respectively. In the MSSM, the production of the lightest scalar Higgs boson, h, proceeds through the same processes as in the SM. The data from the search for the SM Higgs boson also provide information on the h boson. However, in the MSSM the production cross-section is smaller than the SM one and can even vanish in certain regions of the MSSM parameter space. There is also a CP-odd pseudo-scalar, A, which would be produced mostly in the e + e − → Z * → hA process at LEP2. This channel is therefore also considered in this paper. For MSSM parameter values for which single h production is suppressed, the associated hA production is enhanced (if kinematically permitted). Previous 95% CL limits from DELPHI on the masses of h and A were 85.9 GeV/c 2 and 86.5 GeV/c 2 respectively [1]. The present analysis in the hA channel covers masses between 40 and 100 GeV/c 2 . The MSSM interpretations rely on theoretical calculations with limited second-order radiative corrections. They will be updated in a separate paper using more complete corrections.
In the HZ channel, all known decays of the Z boson (hadrons, charged leptons and neutrinos) have been taken into account, while the analyses have been optimized for decays of the Higgs particle into bb, making use of the expected high branching fraction of this mode, and for Higgs boson decays into a pair of τ particles, which is the second main decay channel in the SM and in most of the MSSM parameter space. The sensitivity of the fourjet search to the decay h → AA has been measured and included. The hA production has been searched for in the two main decay channels, namely the bbbb and bbτ + τ − final states. An extended MSSM search, including more signal channels, will be reported separately.
The detector description and the data samples are discussed in Sect. 2, and the simulations with which they are compared are described in Sect. 3. Techniques common to more than one analysis are presented in Sect. 4 , while the analyses themselves are described in Sects. 5 to 9. The systematic errors are discussed in Sect. 10, and the results and conclusions are in Sects. 11 and 12 respectively.
Data samples and detector overview
DELPHI recorded a total of 224 pb −1 of data in the year 2000.
A short description of the detector can be found in [5] , while more details can be found in [6, 7] for the original setup and in [8] for the LEP2 upgrade of the silicon tracking detector.
The whole detector was unchanged from the previous operational period, except that one of the twelve sectors of the Time Projection Chamber (TPC) suffered a failure in September 2000. The reconstruction software for charged particle tracks in data collected after this time was adjusted to make best use of the Silicon Tracker and Inner Detector both placed closer to the beam than the TPC and the Outer Detector and Barrel Rich placed outside the outer radius of the TPC. As a result, the impact of the malfunctioning of that TPC sector on the determination of jet momenta was not large but the b-tagging in that twelfth of the detector remained significantly degraded. LEP was run with a beam energy which was optimized to maximize the sensitivity to the SM Higgs boson. The resulting spectrum is shown in Fig. 1 , which also shows seven windows into which the analysis was divided. Data with a beam energy falling into a particular window was treated as if it had the mean energy for that window, giving the values listed in Table 1 . These windows were selected to give accurate results without complicating the statistical analysis.
DELPHI recorded 164.1 pb −1 with a fully operational detector, and 60.1 pb −1 after the TPC problem occurred, as shown in Fig. 1 . The analyses described here make a distinction between data collected before and after this event, which are referred to as the first operational period and the second operational period. In the second operational period there were no data in the first two energy windows, resulting in twelve data sets in total. The requirement of adequate detector performance reduces the luminosities in the He + e − and Hνν samples by 0.5% and 3.8% respectively in the first period, and 1.7% and 4.3% respectively when the TPC sector was off.
The data have been reprocessed since our previous publication [2] . This reprocessing was primarily motivated by an improved calibration of the TPC.
Simulation software
The DELPHI simulation software has been significantly upgraded with respect to the version described in [2] . New Monte Carlo generator software has been used for both two-fermion and four-fermion background processes, and the signal simulations have also been updated. The generated events were passed through the DELPHI detector simulation program [6] . These samples typically correspond to more than 100 times the luminosity of the collected data, with 10 6 hadronic two-fermion and fourfermion background events at each of the following centre of mass energies: 203.7, 205.0, 206.5 and 208.0 GeV. Simulated samples allowing estimation of the effect of the TPC problem were also produced at 206.5 GeV. Two-fermion background events were generated with KK2f [9] for hadronic events and muon pairs and with KORALZ [10] for τ + τ − final states. The four-fermion events, which originate from a coherent sum of many processes whose main components are referred to as Zγ * , W + W − and ZZ in the following, were generated with WPHACT [11] , which includes low-mass hadronic resonances and use of the full CKM matrix. For all of these, the hadronisation was handled by PYTHIA [12] , version 6.156.
PYTHIA and BDK [13] with PYTHIA 6.143 fragmentation were used for two-photon processes (hereafter denoted as γγ) and BHWIDE [14] for Bhabha events in the main acceptance region.
The ZZ production process, especially if at least one of the Z particles decays to b-quarks, is an essentially irreducible background process in all signal channels since it has many features in common with the signal. It is therefore a relevant check on the DELPHI detector that this process can be accurately modelled. This has been demonstrated in [17] .
Signal events were produced using the HZHA [15] generator, which includes the W + W − and ZZ fusion processes in the Hνν and He + e − channels respectively, and the interference with HZ. Fragmentation using PYTHIA 6.156 was used to allow for the scalar nature of the Higgs particle, which increases the gluon radiation by some 10% compared with that for a vector boson [16] . For the HZ process, the H mass was varied from 12 to 120 GeV/c 2 , with steps of 5 GeV/c 2 above 80 GeV/c 2 , and wider steps at lower masses. Extra points were inserted at 114 and 116 GeV/c 2 . For the hA process, samples were generated over a grid of more than 60 points in (m h , m A ). Equal mass points were generated from 12 to 100 GeV/c 2 with a 5 GeV/c 2 step above 80 GeV/c 2 , and wider steps below. For non-equal (m h , m A ) points, the lower mass was varied in the same mass range with a step double that of the equal mass points and, for each of the values of the lower mass, the higher mass was varied up to the kinematic limit with a 20 GeV/c 2 step. Extra points were generated with a 10 or 5 GeV/c 2 granularity around 80 GeV/c 2 . In all samples, the Higgs boson widths were set below 1 GeV/c 2 which is consistent with the expectations of the MSSM in most of the parameter space, that is for tan β (the ratio of the vacuum expectation values of the two Higgs field doublets of the MSSM) below 20. However, for tan β above 20, the h and A widths increase rapidly to reach several GeV/c 2 at tan β = 50, thus exceeding the experimental mass resolution which is typically around 5 GeV/c 2 on the sum of the masses in the hA channels. Because of this, a second set of simulations was performed at tan β = 50 with m A varied according to the same pattern as for the equal mass point simulations. This fixes the h mass, which is almost equal to m A at such a large value of tan β.
The HZ simulated samples were classified according to the Higgs and Z boson decay modes. For He + e − , Hµ + µ − and Hνν the natural SM mix of H decay modes into fermions was generated. As final states with hadrons and two τ particles benefit from a dedicated analysis, the τ τ decay mode was removed in the Hqq channel simulations, and the two HZ channels involving τ leptons, for which one of the bosons is forced to decay to a τ pair and the other hadronically, were generated separately. Finally, three sets of hA simulations were generated, covering final states involving either four b-quarks or two b-quarks and two τ particles, with either the h or the A decaying into two leptons. These were then combined giving equal weight to each channel. Efficiencies were defined relative to these states. The size of these samples was normally 5000 events and they were produced at the same centre-of-mass energies as the background samples. Although the signal simulations described above cover most of the expected final states in the SM and MSSM, they were complemented by two additional sets at 206.5 GeV, one with a fully operational detector and the other one with one TPC sector missing. These samples were of hZ production with h → AA, as expected in restricted regions of the MSSM parameter space. The A (h) mass was varied from 12 GeV/c 2 (50 GeV/c 2 ) up to the kinematic limit. The final states simulated were hadronic decays of the Z boson and either four b or four c quarks from the A pair. The results obtained from these samples were assumed also to be valid at the other centre-of-mass energies.
Features common to all analyses

Particle selection
In all analyses, charged particles were selected if their momentum was greater than 100 MeV/c and if they originated from the interaction region (within 4 cm in the transverse plane and within 4 cm / sin θ along the beam direction, where θ is the particle polar angle). Neutral particles were defined either as energy clusters in the calorimeters not associated to charged particle tracks, or as reconstructed vertices of photon conversions, interactions of neutral hadrons or decays of neutral particles in the tracking volume. All neutral clusters of energy greater than 200 or 300 MeV(depending on the calorimeter) were used, except in the searches with missing energy, where 300 or 400 MeVwas required. The π ± mass was used for all charged particles except identified leptons, while zero mass was used for electromagnetic clusters and the K 0 mass was assigned to neutral hadronic clusters.
Jets and constrained fits
The DURHAM [26] algorithm was used to reconstruct jets, which were taken as estimators of the quark momenta. A constrained fit [20] was performed to reconstruct the Higgs boson mass. The constraints of energy and momentum conservation were applied, and the Z mass was fixed to its central value, except in the He + e − and Hµ + µ − channels where a Breit-Wigner width was allowed. An algorithm has been developed [21] in order to estimate the effective energy of the e + e − collision. This algorithm makes use of a three-constraint kinematic fit in order to test the presence of an initial state photon along one of the beam directions and hence lost in the beam pipe. This effective centre-ofmass energy is called √ s throughout this paper, and is used to remove most of the events radiatively returning to the Z.
b-quark identification
The method of separation of b-quarks from other flavours is described in detail in [18] , where the various differences between B hadrons and other particles are accumulated into a single variable, hereafter denoted x b for an event and x i b for the i th jet of particles. An important contribution to this combined variable is the probability P + i that all tracks with a positive lifetime-signed impact parameter in the jet led to a product of track significances as large as that observed, if these tracks originated from the interaction point; (P + E is the same, but for all tracks in an event). A low value of this probability is a signature for a B hadron. The likelihood ratio technique was then used to construct x i b by combining P + i with the transverse momentum (with respect to the jet axis) of any lepton belonging to the jet and with the following information from any secondary vertex found in the jet: the mass computed from the particles assigned to the secondary vertex, the momentum transverse to the line joining the secondary vertex to the primary, the rapidity of the secondary particles, and the fraction of the jet momentum carried by them. The event variable, x b , is x Specifically for the four-jet channels, a further improvement of the b-tagging procedure was made. The purity of the sample defined by a given b-tagging value had a dependence on various properties of the jet. The b-tagging was equalised (see [18] ) to remove this effect explicitly for cut . Bottom: the ratio of the current rate of tagging of Z events to that used in our previous publication, as a function of the cut value x b cut . Comparison with the previous processing shows that the efficiency for b-tagging has increased by about 5% the following variables: the polar angle of the jet direction, the jet energy, the charged multiplicity of the jet, the angle between the jet direction and the nearest other jet, the average transverse momentum of charged particles with respect to the jet direction, the number of particles with negative impact parameter, and the invariant mass of the jet. Including this dependence in the tagging algorithm significantly improved the rejection of the light quark background events. This technique required specifying the signal hypothesis. For the hZ search this was defined using m h =110 GeV/c 2 at √ s =206.7 GeV, while in the case of hA a mixture of A masses (80 to 95 GeV/c 2 ) and beam energies (205 to 208 GeV) was used.
The impact parameter resolutions were measured using tracks with negative lifetime signed impact parameters taken from Z calibration events. The overall calibrations were tuned [19] using tracks with negative lifetime signed impact parameters taken from high energy four-jet events. Tuning the Monte Carlo to match the data in this way introduced very little bias as such tracks were only used in the final b-tagging for the equalization corrections described above.
The agreement between data and simulation found in a sample of events returning radiatively to the Z, and in data taken on the Z peak, is shown in Fig. 2 , and for semileptonic WW events in Fig. 3 . The overall agreement in the b-tagging between data and simulation is better than 5% in the whole range of cut values. Figure 2 also illustrates the increase in the fraction of jets tagged as b-jets for Z peak data taken in the year 2000 from this processing compared to our previous publication.
Also shown in Fig. 4 is the fraction of jets tagged as bjets as a function of azimuthal angle for jets from Z particles which are in the hemisphere centred on the positron beam direction, for data taken when the TPC sector was off. A significant degradation is seen in this small region, well matched by simulation.
Structure of the analysis
The analysis for each channel takes the same basic pattern. A fairly loose selection is applied which results in many candidates, which are used to calculate the overall likelihood of the signal hypothesis. The densities of signal and background processes for any measured combination of discriminant variable (channel dependent) and candidate mass are estimated using Monte Carlo simulation for the centre-of-mass energies and Higgs masses which have • to -30
• failed. The jets are from on peak Z events, and have x i b greater than -0.5. The points are the data, and the line shows the simulation. The opposite hemisphere is not affected been discussed in Sects. 2 and 3. These are interpolated to give signal and background densities corresponding to the required beam energy and Higgs mass hypothesis under consideration. To simplify the analysis, the data events are treated as having the mean energy of the energy bin into which they fell, so all events in that bin are treated together.
The estimated signal and background densities at the event are used to find how much more probable the event is if the signal existed. The use of a likelihood fit to extract the results means that regions with low signal purities can be included in the selected data, and each improves the separation. Loose cuts were made on the discriminant variables, with the result that from the total search over one hundred events were expected from background processes while retaining maximal sensitivity to a SM Higgs signal. This procedure has the additional advantage that the analysis is less dependent on biases from selection cuts.
Confidence level definitions and calculations
The confidence levels are calculated using a modified frequentist technique based on the extended maximum likelihood ratio [22] which has also been adopted by the LEP Higgs working group.
The basis of the calculation is the likelihood ratio teststatistic, Q:
where the S is the total signal expected and s i and b i are the signal and background densities for event i. These densities are constructed using two-dimensional discriminant information in all channels, as in our previous publication [1] . The first variable is the reconstructed Higgs boson mass (or the sum of the reconstructed h and A masses in the hA channels), the second one is channel-dependent, as specified in the following sections. The observed value of Q is calculated using the twodimensional Probability Density Functions (PDFs) of the variables chosen for each channel. The PDFs for Q, which is naturally one-dimensional, are built using Monte Carlo sampling making the assumption that background processes only or that both signal and background are present, and the confidence levels CL b and CL s+b are their integrals from −∞ to the observed value of Q. Systematic uncertainties in the rates of signal or background events are taken into account in the calculation of the PDFs for Q by randomly varying the expected rates while generating the distribution [23] , which has the effect of broadening the expected Q distribution and therefore making any extreme total observed likelihood value seem more probable.
CL b is the p-value for the hypothesis that only background processes are present, i.e. the probability of obtaining a result as background-like or more so than the one observed if the background hypothesis is correct. It will tend toward one if there is a signal present, and is typically 0.5 if only background is there. Similarly, the confidence level for the hypothesis that both signal and background are present, CL s+b , is the probability, in this hypothesis, to obtain more background-like results than those observed. It is the p-value for the hypothesis that both signal and background events were present. The quantity CL s is defined as the ratio of these two probabilities, CL s+b /CL b . It is not a true confidence level, but a conservative pseudoconfidence level for the signal hypothesis. The division by CL b means that CL s is similar to CL s+b when CL b is close to one, but increases the signal confidence when a result in the background-like region is obtained. It is always larger than CL s+b , such that it reflects how many times less likely the result is if the signal is present, and so gives a more conservative limit which is designed to avoid the possibility of excluding the Higgs in an experiment which has no sensitivity to it. That is to say, the use of CL s increases the signal confidence interval in the background-like region compared to CL s+b . 1-CL s measures the confidence with which the signal hypothesis can be rejected and, because it is conservative, will be at least 95% for an exclusion confidence of 95%.
Estimation of distributions of mass and tag variable
The Probability Density Functions (PDFs) of the mass and the channel-dependent Higgs tagging variable are required to check the consistency of the data with the background and signal processes. They were treated as having two components: the overall normalization and the shape of the distribution.
In the case of a background process PDF, the normalization was calculated from the number of simulated events of each background class passing the cuts. For the signal the measured efficiencies had also to be interpolated to estimate efficiencies at Higgs boson masses which were not simulated. In most cases this was done using one polynomial to describe the slow rise, and a second to handle the kinematic cut-off, which can be much more abrupt. For the cases where two signal masses must be allowed, a two-dimensional parameterization was used.
The shapes of the PDFs were derived using two-dimensional histograms which are taken from the simulated events. The two dimensions were the Higgs boson mass estimator and a channel-dependent Higgs tag. These distributions were smoothed using a two-dimensional kernel, which consists of a Gaussian distribution with a small component of a longer tail. The global covariance of the distribution was used to determine the relative scale factors of the two axes. The width of the kernel varied from point to point, such that the statistical error on the estimated background processes was constant at 20%. Finally multiplicative correction factors (each a one-dimensional distribution for one of the two dimensions of the PDF) were derived such that when projected onto either axis the PDF has the same distribution as would have been observed if it had been projected onto the axis first and then smoothed. This makes better use of the simulation statistics if there are features which are essentially one-dimensional, such as mass peaks.
The error parameter fixed to 20% was an important choice. It was set by dividing the background simulation into two subsamples, generating a PDF with one and using the other to test for over-training by calculating the CL b obtained from simulation of background events. This should be 0.5 if the results are not to be biased, and a value of 20% for the error gave the closest approximation to 0.5. An accurate description of the background is very important in a search for a new particle.
The simulations were made at fixed beam energies and Higgs boson masses, but in order to test a continuous range of masses and beam energies, interpolation software [24] was used to create signal PDFs at arbitrary masses and at the correct centre-of-mass energies as well as background process PDFs at the correct centre-of-mass energies. This was done by linearly interpolating the cumulative distributions. The procedure was essentially the same whether it is the beam energy or the signal mass which is being interpolated, and has been tested over ranges up to 40 GeV/c 
Higgs boson searches in events with jets and electrons
The analysis used a cut based method to separate signal from background. It was very similar to that used in The preselection required at least 8 charged particles, a total energy above 0.12 √ s and at least one pair of charged particles with energies above 10 GeV(where the energy was determined from the tracking information and, when available, the calorimeter measurement) and track impact parameters below 2 mm (1 cm) in the transverse plane (along the beam direction). These tracks were required to have either an associated shower in the electromagnetic calorimeter (tight electron candidates) or point to an insensitive calorimeter region (loose electron candidates). The tight candidates had to have a total associated energy in the last three layers of the hadron calorimeter of less than 1. 6 GeVand an E/p ratio above 0.3. The loose candidates had to have a normalised measured ionization energy loss in the TPC above 1.4. The total energy of other particles within 5
• of each candidate electron had to be less than 8 GeV. The sum of the calorimetric energies of the two candidates was required to exceed 10 GeV. After removing the electron candidates, the remaining particles were forced into two jets, and it was required that each of them contained at least 3 charged particles.
Bhabha events showering in the detector material were vetoed by rejecting cases where the charged multiplicity was less than or equal to 12 if a candidate electron had an energy above 70 GeVand an angle with respect to either of The DELPHI Collaboration: Final results from DELPHI on the searches for SM and MSSM neutral Higgs bosons 153 • and both electron candidates had an energy above 40 GeV.
To reduce the contributions from the Zγ * and qq(γ) backgrounds, the sum of the di-electron and hadronic system unfitted masses had to be above 50 GeV/c 2 , while the missing momentum was required to be below 50 GeV/c if its direction was within 10
• of the beam axis. After this preselection, each pair of electron candidates with opposite charges was subjected to further cuts. The electron identification was first tightened, allowing at most one electron candidate in the insensitive regions of the calorimeters. The two electrons were required to have energies above 20 GeVand 15 GeV, respectively. Electron isolation angles with respect to the closest jet were required 1 The acoplanarity is defined as the supplement of the angle between the transverse momenta (with respect to the beam axis) of the two electrons to be more than 20
• for the more isolated electron and more than 8
• for the other one. There were two different mass estimators used in this analysis: a four-constraint kinematic fit imposing energy and momentum conservation, and a five-constraint kinematic fit taking into account the Breit-Wigner shape of the Z resonance [25] . The latter was used to test the compatibility of the e + e − invariant mass with the Z mass and provided a better resolution in case of signal events. Events with a 5C fit probability below 10 −8 were rejected. If the 5C fitted Higgs boson mass was greater than 60 GeV/c 2 , the event was accepted as a candidate for a high mass signal. To reduce the background it was required that the sum of the 4C fitted masses of the electron pair and of the hadronic system was above 150 GeV/c 2 . If the fitted mass was less than 60 GeV/c 2 , the requirement on the sum of the masses was relaxed to 100 GeV/c 2 to improve efficiency for low mass signals. The difference between the hadronic and the di-electron mass was required to be below 100 GeV/c 2 .
154 The DELPHI Collaboration: Final results from DELPHI on the searches for SM and MSSM neutral Higgs bosons The 5C fitted hadronic mass and the b-tagging variable x b were used in the two-dimensional calculation of the confidence levels. The effect of the selections on data and simulated samples are detailed in Tables 2 and 3 , while the efficiencies at the end of the analysis in the first period are shown as a function of the Higgs boson mass in Fig. 5 and for both periods in Table 10 . The efficiency in the later period is typically within 2% absolute of that in the earlier.
The agreement between data and simulation at the preselection level is illustrated in Fig. 6 which shows the distributions of the electron energies, the 5C fitted mass of the jet system and the isolation angle of the more isolated electron candidate. At the end of the analysis, 15 events were selected in the data for a total expected background rate of 14.2 ± 0.12 (stat.) events coming mainly from the e + e −process.
Higgs boson searches in events with jets and muons
The analysis used a primarily cut based method to separate signal from background. It followed the analysis published in [1, 5, 25] , with slight modifications to improve the sensitivity for low Higgs boson masses. The event b-tag variable was used as the second variable in the CL calculations. The preselection in the first (second) operational period required at least two (one) high quality track(s) of particle(s) with a transverse momentum greater than 5 GeV/c. High quality tracks have impact parameters less than 100 µm in the transverse plane and less than 500 µm along the beam direction. Furthermore, there had to be at least 9 charged particles with two of them in the central part of the detector, 40
• < θ < 140
• . The final requirement of the preselection was that there be at least two particles of opposite charges with momenta greater than 15 GeV/c.
The rest of the analysis was based upon the same muon identification algorithm and discriminant variables as in [5] , but the selection criteria were re-optimised. At least two charged particles were required with opposite charges and an opening angle larger than 10
• . The muon identification algorithm [5] , which yields five different levels of identification, was then applied to both particles of such pairs. The minimum level of muon identification required here corresponds to an efficiency of 88% per pair of muon candidates, with 8.8% of the pairs containing at least one pion. A jet reconstruction algorithm was then applied to the hadronic system recoiling from the muon pair, as explained in [5] . In contrast with previous analyses, no selection was applied on the number of jets in the recoiling system, nor on the number of particles in these jets, in order to increase the sensitivity to low Higgs boson masses. This leads to no significant increase of the background.
The muons were required to have momenta greater than 28 GeV/c and 21 GeV/c, and their angles with respect to the closest jet axis had to be greater than 12
• for the more isolated muon and greater than 9
• for the other one. A five-constraint kinematic (5C) fit taking into account energy and momentum conservation and the Breit-Wigner shape of the Z resonance was performed to test the compatibility of the di-muon mass with the Z mass in a window of ± 30 GeV/c 2 around the Z pole. Events were kept only if the fit converged in this mass window. A second similar four-constraint fit (4C) was performed afterwards to take into account the possible loss of an ISR photon produced in the beam direction. The results of the 4C procedure superseded that of the 5C one if the momentum of the fitted ISR photon was greater than 10 GeV/c and if the 4C fit probability was greater than that of the 5C fit. As in the He + e − channel, the fitted mass of the hadronic system and the b-tagging variable x b were chosen as the discriminant variables for the two-dimensional calculation of the confidence levels.
The effect of the selections on data and simulated samples for the two periods of data taking are detailed in Tables 2 and 3 . The signal efficiencies for the first period are shown as a function of Higgs boson mass in Fig. 5 and for both periods in Table 10 . The rise of efficiency in the second period is due to the relaxation of the track quality cuts as described above. The agreement of simulation with data is quite good, as illustrated at preselection level in Fig. 7 , which shows the multiplicity of the charged particles, the momentum of the higher-momentum particle in any preselected pair, the isolation angle of the more isolated particle in any preselected pair and the b-tagging variable x b . 
Higgs boson searches in events with jets and taus
The analysis used a cut based method to identify tau pairs and jet pairs, and then a likelihood variable based on kinematics and b-tagging as the second variable in the CL calculations. Four channels are covered by these searches, two for the HZ channel, depending on which boson decays into τ + τ − , and similarly two for the hA channel. One data set is selected, containing events from all decay channels. The analysis, almost identical to that described in [25] , selected hadronic events by requiring at least ten charged particles, a total reconstructed energy greater than 0.4 √ s , a reconstructed charged energy above 0.2 √ s and √ s greater than 120 GeV.
A search for τ lepton candidates was then performed using a likelihood ratio technique. Single charged particles were preselected if they were isolated from all other charged particles by more than 10
• , if their momentum was above 2 GeV/c and if all neutral particles in a 10
• cone around their direction made an invariant mass below 2 GeV/c 2 . The likelihood variable was calculated for the preselected particles using distributions of the particle momentum, isolation angle and the probability that it came from the primary vertex. Figure 8a shows the distribution of the isolation angle of the preselected charged particle with the highest τ likelihood variable in the event for data and simulation. There is an excess of data seen at very low isolation angles. The simulation is known to underestimate the contributions from Bhabha events and the two photon interaction process in this region, which is therefore cut away. Pairs of τ candidates were then selected requiring opposite charges, an opening angle greater than 90
• and a product of the τ likelihood variables above 0.45. If more than one pair was selected, only the pair with the highest product was kept. The distribution of the highest product of two τ likelihood variables in the event is given in Two slim jets were reconstructed with all neutral particles inside a 10
• cone around the directions of the τ candidates. The rest of the event was forced into two jets. The slim jets were required to be in the 20
• ≤ θ τ ≤ 160
• polar angle region to reduce the Ze + e − background, while the hadronic jet pair invariant mass was required to be between 20 and 110 GeV/c 2 in order to reduce the qq(γ) and Zγ * backgrounds. The jet energies and masses were then rescaled, imposing energy and momentum conservation, to give a better estimate of the masses of both jet pairs (τ + τ − and qq). The rescaled masses were required to be above 20 GeV/c 2 , and below √ s to discard unphysical solutions of the rescaling procedure. Both hadronic jets had to have rescaling factors in the range 0.4 to 1.5. The remaining background processes were mostly genuine + −events. In order to reject leptonic Z decays producing e + e −and µ + µ − qq, the measured mass of the leptonic system was required to be between 10 and 80 GeV/c 2 and its electromagnetic energy to be below 60 GeV(see Fig. 8c ). This concluded the selection procedure. The effect of the selections on data and simulated samples is detailed in Tables 2 and 3 . Efficiencies for the SM process in the first period can be found as a function of Higgs boson mass in Fig. 5 and for both periods in Table 10 . The efficiencies for the MSSM channels for some selected points are given in Table 13 and in Fig. 9 . At the end of the analysis, 7 events were selected in data for a total expected background of 7.2 ± 0.1(stat.) events, coming mainly from the τ + τ −(predominantly ZZ) and τ ν(predominantly WW) processes.
The two-dimensional calculation of the confidence levels uses the reconstructed mass given by the sum of the τ + τ − andjet pair masses after rescaling and a likelihood variable built from the distributions of the rescaling factors of the τ jets, the τ momenta and the b-tagging variable, x b . The distribution of this likelihood variable at the end of the analysis is shown in Fig. 8d . Since all the τ + τ −signals are covered by the same analysis, the corresponding channels cannot be considered as independent in the confidence level computation. Therefore they were combined into one global τ + τ −channel: at each test point, the signal expectations (rate, two-dimensional distribution) in this channel were obtained by summing the contributions from all the original signals weighted by their expected production rates.
Higgs boson searches in events with missing energy and jets
The signal topology in this channel is characterised by two acollinear and acoplanar jets and a measured energy significantly less than the centre-of-mass energy, due to neutrinos coming either from the decay of a Z boson or from the W + W − fusion process. In addition to the irreducible ννqq four-fermion events, several other background processes can lead to similar topologies; for example events due to particles from one beam only, or the qqγ(γ) process with initial state radiation photons emitted along the beam axis. The signal topology and hence the dominant background processes are somewhat different when the Higgs boson mass is very close to the kinematic threshold for HZ production compared with lower masses. DELPHI chose to use two separate analyses, one optimised for masses close to the HZ kinematic threshold and the other covering masses down to the bb threshold. These two analyses are hereafter referred to as the high mass and low mass analyses. The results are never used simultaneously: instead the sensitivity of the two searches is compared for any given signal and the more powerful analysis is selected. This comparison is done independently for each data set, with the result that for m H below 99 GeV/c 2 only the low mass analysis is used, while above 116 GeV/c 2 all results are taken from the high mass analysis. In the region where the limit is set, two of the twelve data sets use the low mass analysis.
Both analyses followed the same procedure. First, a set of preselection criteria was applied to reject most of the single-beam, Bhabha and γγ events, and to reduce the contamination of qq(γ) and W + W − events. For the final step of the analysis, the separation between the signal and the background channels was achieved through a multidimensional variable built with the likelihood ratio method. After a loose cut on the likelihood variable, the two-dimensional calculation of the confidence levels used the final multi-variable likelihood and the reconstructed Higgs boson mass, defined as the visible mass given by a one-constraint fit, where the recoil system is an on-shell Z boson.
A third analysis provided a cross-check of the high mass analysis. This analysis uses preselection criteria similar to the two others, but the multidimensional variable was derived using a two step discriminant analysis.
The three analyses are presented in the next sections, but they all use the following algorithms. Events were forced into two jets (the so called "two-jet configuration") but for each event jets were also reconstructed using a distance of y cut = 0.005 (the so-called "free-jet configuration") and general variables of each jet (such as multiplicities and momenta) were calculated in both configurations. In order to tag isolated particles from semi-leptonic decays of W + W − pairs, an energy fraction was defined which was the total energy emitted at angles between 5
• and 25
• of the direction of the particle under study divided by the energy of that particle. This was calculated for the most isolated and the most energetic particles, and the smaller of these two normalised energies defined the anti-W isolation variable, which was used in the three analyses in the determination of the final discriminant variable.
Low mass Higgs bosons with missing energy
The low mass analysis is essentially the same as that described in [1] . The preselection criteria remain unchanged.
The discriminant variable is a likelihood, constructed by multiplying the likelihoods (and neglecting correlations) from eleven discriminant variables : the angle between the missing momentum and the closest jet in the free-jet configuration, the polar angle of the more forward jet in the two-jet configuration, the polar angle of the missing momentum, the acoplanarity in the two-jet configuration, 2 the ratio between √ s and the centre-of-mass energy, the 2 The acoplanarity is defined as the supplement of the angle between the transverse momenta (with respect to the beam axis) of the two jets missing mass of the event, the anti-W + W − isolation variable, the largest transverse momentum with respect to its jet axis of any charged particle in the two-jet configuration, the minimum jet charged multiplicity in the free-jet configuration, the b-tagging variable x b and the event lifetime probability P + E . The first five variables discriminate the signal from the qq(γ) channel and the other variables discriminate against W + W − pairs. Compared to the analysis described in [1], one variable (the DURHAM distance for the transition between the two-jet and three-jet configurations) was removed because it was found to reduce sensitivity to a low mass signal.
The likelihood functions for the eleven variables were calculated for the two operational periods separately. In each case, PDFs were obtained from simulated events, using half of the available statistics in all backgrounds and signals of masses 95, 100, 105 and 110 GeV/c 2 .
The distributions of four of the input variables are shown at preselection level in Fig. 10 between the observed rate and that expected from the SM background processes in the signal-like tail of the distribution of the likelihood discriminant variable is illustrated in Fig. 11 , which shows these rates as a function of the efficiency for a Higgs signal of 90 GeV/c 2 when varying the cut on the likelihood variable. To select the candidates, a loose cut of 1,0 is applied, leaving 90 events in data for a total expected background process rate of 92.0 ± 0.9(stat.). The effect of the selections on data and simulated samples for the two periods of operation are detailed in Tables 2  and 3 . The signal efficiencies for the first period are shown as a function of Higgs boson mass in Fig. 5 and for both periods in Table 10 . Even for very low masses, this analysis has non-negligible efficiencies.
High mass Higgs bosons with missing energy
The high mass analysis technique is essentially that outlined in [2] . Both the preselection criteria and the final discriminating likelihood variable were optimised to achieve the maximum reduction of the background to Higgs bosons with masses around 115 GeV/c 2 . The general selection criteria to reject Bhabha, γγ and beam-related background events are described in [1] . Cuts were applied to reduce the qq(γ) channel with particular attention to all cases where fake missing energy could be created. In order to reject events coming from a radiative return to the Z with photons emitted in the beam pipe, a two-dimensional selection criterion was set in the plane of √ s versus the polar angle θ of the missing momentum. This selection required that √ s (in GeV) be greater with jets pointing to the insensitive regions of the electromagnetic calorimeters or emitted close to the beam axis are also a potential background due to mis-measurements of the jet properties. Events were thus rejected if the jet polar angles in the two-jet configuration were within ±5
• of 40
• for one jet and of 140
• for the other jet, unless the acoplanarity was greater than 10
• . In addition, the acoplanarity in the two-jet configuration had to be larger than 6
• when the transverse momentum of the event was below 6 GeV/c. The angle between either beam and the missing momentum of the event had to be greater than 10
• . Both jets in the two-jet configuration had to be more than 12
• away from both the beams, or 20
• if the acoplanarity was less than 10
• .
To reduce the semi-leptonic W + W − background, which could fake the high mass signal topology when the leptons (especially τ particles) are hidden in the jets and thus increase the visible mass, the following selection criteria were applied. The energy of the most energetic particle in the event was required to be less than 0.20 √ s. At least one charged particle per jet was required for the events reconstructed in the free-jet configuration. Furthermore, when forcing the event into the two, three and free-jet configurations, there were upper limits on the transverse momentum of a charged particle with respect to its jet axis of 10, 5 and 8 GeV/c respectively. These criteria were tightened to 5, 3 and 4 GeV/c respectively when the charged particle was identified as an electron or muon using the standard criteria found in [7] . The final selection of signal-like events required that the total visible energy was less than 0.75 √ s. All the above criteria define the preselection. The multi-variable likelihood was constructed in the same way as in the low mass analysis and combined the following ten variables: the acoplanarity and the acollinearity in the two-jet configuration, the polar angle of the missing momentum, the b-tagging variable x b , the invariant mass in the transverse plane with respect to the beam axis, the anti-W + W − isolation variable, the angle between the missing momentum and the closest jet in the free-jet configuration, the lowest charged multiplicity of any jet in the free-jet configuration, the largest transverse momentum Number of events per bin 
with respect to its jet axis of any charged particle in the free-jet configuration, and the visible mass.
The distributions of four of the input variables are shown at preselection level in Fig. 12 . The top plot of Fig. 13 shows the distribution of the likelihood discriminant variable. The comparison between the observed rates and that expected from SM background processes in the signal-like tail of this distribution is illustrated further on the bottom plot of Fig. 13 , which shows these rates as a function of the efficiency to detect a Higgs boson of mass 115 GeV/c 2 when varying the cut on the likelihood variable. To select the candidates, a minimal value of 0 is required, leaving 99 events in data for a total expected background rate of 100.6 ± 0.9(stat.). The effect of the selections on data and simulated samples for the two periods of operation are detailed in Tables 2 and 3 . The signal efficiencies for both periods are shown as a function of the Higgs boson mass in Table 10 and for the first period in Fig. 5 , where the efficiency in the low mass analysis can also be seen. The high mass analysis takes over from the low mass analysis at around 105 GeV/c 2 and when the expected performances are calculated it brings a gain equivalent to at least 50% more luminosity for signal masses above 110 GeV/c 2 .
Missing energy using Iterative Discriminant Analysis (IDA)
A second analysis optimised for high masses was made as a cross-check. This analysis used the iterative discriminant analysis (IDA) [27] method, which is a modification of Fisher's discriminant analysis [28] . The IDA method introduces two elements, a non-linear discriminant function (whereas the Fisher function is linear) and an iterative procedure, to enhance the separation of signal events from background. The same set of preselection criteria as in the low mass analysis was applied to remove the bulk of the background events, before the IDA training. Ten variables were used to train the IDA: the ratio of visible energy to centre-of-mass energy, the energy around the most isolated particle in a double cone whose inner and outer opening angles are normally 5
• to 25
• (but do depend upon energy), the b-tagging variable x b , the thrust in the rest frame of the visible system, the acoplanarity when forced to two jets scaled by the sine of the minimum angle between a jet and the beam axis, the transverse momentum, the anti-W + W − isolation variable as explained in Sect. 8, √ s / √ s, the b-tagging variable in the three-jet configuration, and the number of charged particles. Figure 14 shows the distributions of four of the IDA variables at preselection level. As a next step, the event samples were reduced further by imposing cuts in the tails of the signal distributions of the variables used to train the IDA. For each variable in the combined 105 to 116 GeV/c 2 Higgs signal sample, the cuts removed about 0.5% of the events in both the upper and lower tails or about 1% if only one tail was cut on.
The IDA consisted of two steps (iterations), keeping 85% of the signal in the first iteration. The training samples were simulated signal events with Higgs boson masses between 105 and 116 GeV/c 2 . Half of the available statistics, for both signal and background samples, were used for the IDA training. The remaining events were used to derive numbers for the background event rejection and signal efficiencies, thus avoiding a statistical bias in these estimates. Table 4 shows the effect of the selections on data and simulated samples. Figure 15 shows the observed rate and that expected from SM background processes as a function of the efficiency for a Higgs signal of 115 GeV/c 2 . The two high-mass analyses have different approaches, both in the methods applied to extract the discriminant information and in the treatment of the tails. The sensitivities and the results are very similar for the two analyses, as can be seen in Figs. 13 and 15.
Higgs boson searches in hadronic events
The analyses in the HZ and hA channels start from an inclusive preselection, after which all selection was performed by a Neural Network which removes some of the more distinct backgrounds. The output of the Neural Network was then used as the second variable in the CL calculations. The four-jet preselection, which eliminates γγ events and reduces the contributions from the qq(γ) and Zγ * processes, was not changed since the previous analysis. The reader is referred to [5, 25] for the exact description of the cuts, while only the important features are briefly mentioned here. After a selection of multi-hadron events excluding those with an energetic photon in the calorimeters or lost in the beam pipe, topological criteria were applied to select multi-jet events. All selected events were then forced into a four-jet topology and a minimal multiplicity and mass (1.5 GeV/c 2 ) was required for each jet. After the preselection, different analysis procedures were applied in the HZ and hA channels.
The HZ four-jet channel
Two analyses were applied to the whole range of masses, and the results from the more powerful one were used. One corresponds precisely to the account published in [1], and is not described in this paper; the other has been optimised for high Higgs masses. The same automatic procedure as in the neutrino channel was applied to select only the analysis with the better performance at each test point. The range of masses where the switches from the low mass to the high mass analyses occur lay between 99 and 110 GeV/c 2 (with the majority of the 12 data sets changing at 105 GeV/c 2 ). The rest of this section describes the high-mass optimised analysis.
The final discriminant variable used in the four-jet channel was the output of an artificial neural network (ANN) which combined thirteen variables. This is the same as was used in [2] without retraining. The first of the variables was the global b-tagging variable x b of the event. The next four variables tested the compatibility of the event Fig. 15 . Hνν channel, IDA analysis: the observed rate and that expected from the SM background processes as a function of the efficiency for a 115 GeV/c 2 Higgs signal when varying the cut on the IDA variable. The solid curve, from the high mass analysis, is included so that the very similar performance of the two analyses can be seen. The dots represent the data with the hypotheses of W + W − and ZZ production giving either 4 or 5 jets. Constrained fits were used to derive the probability density function measuring the compatibility of the event kinematics with the production of two objects of hypothetical masses. This yielded a two-dimensional probability, the ideogram probability [29] . To estimate compatibility with the ZZ and W + W − processes, the integral over all boson masses of the ideogram probability times the probability of obtaining that pair of masses from the process in question was calculated.
The last eight input variables, intended to reduce the qq(γ) contamination, were the sum of the second and fourth Fox-Wolfram moments, the product of the minimum jet energy and the minimum opening angle between any two jets, the maximum and minimum jet momenta, the sum of the multiplicities of the two jets with lowest multiplicity, the sum of the masses of the two jets with lowest masses, the minimum jet pair mass and the minimum sum of the cosines of the opening angles of the two jet pairs when considering all possible pairings of the jets. The neural network was trained on independent samples, using signal masses close to the kinematic limit.
The choice of the Higgs jet pair made use of both the kinematic 5C-fit probabilities (imposing four-momentum conservation and assigning the Z mass to one pair of jets) and the b-tagging information in the event [5] . The likelihood pairing function,
was calculated for each of the six possibilities to combine the jets j 1 , j 2 , j 3 and j 4 and assign the jet pairs to a H or Z hypothesis. P [30] , and P 5C j3,j4 is the probability of the kinematic 5C-fit with the jets j 3 and j 4 assigned to the Z. The pairing that maximised this function was selected and the reconstructed Higgs boson mass was the result of the 5C-fit for that pairing. The proportion of right matchings for the Higgs jet pair, estimated in simulated signal events with 115 GeV/c 2 mass, was around 53% at preselection level, increasing to 73% after a cut on ANN of 0.81, as used later for Fig. 21 . This technique is better than using just the probability of the kinematic 5C-fit, both for HZ and ZZ events.
The agreement between data and background process simulations after the four-jet preselection is illustrated in Fig. 16 , which shows the distributions of the sum of the second and fourth Fox-Wolfram moments as an example of the kinematic variables, the global b-tagging variable, and the WW and ZZ ideogram probabilities for the configuration with 4 jets. Figure 17 shows the performance of the final discriminating variable in terms of the background rate as a function of the efficiency for a 115 GeV/c 2 Higgs signal, and the agreement between simulation and data. The effect of the selections on data and simulated samples for the two periods of data taking are detailed in Tables 2  and 3 . The signal efficiencies for the first period are shown as a function of the Higgs boson mass in Fig. 5 and for both periods in Table 10 . The data are also analysed by the low mass analysis, which selected 180 candidates for the confidence level calculation while 173 were expected from SM background processes.
The final CL calculations were made in the plane of the ANN value versus the Higgs boson mass estimator, using only events where the ANN was greater than 0.2. This gives 47.7±0.3(stat.) events expected from background processes, whilst 40 are observed.
The hA four-b channel
This channel benefited most from the data reprocessing and improved b-tagging. The analyses include not only data from the year 2000, but also the reprocessed 1999 data. After the common four-jet preselection, events were preselected further, requiring a visible energy greater than 120 × √ s/189 GeV, √ s greater than 150 × √ s/189 GeV, a missing momentum component along the beam direction 166 The DELPHI Collaboration: Final results from DELPHI on the searches for SM and MSSM neutral Higgs bosons lower than 30 GeV/c and at least two charged particles per jet. A four-constraint kinematic fit requiring energy and momentum conservation was then applied, and the two jetpair masses were calculated for each of the three different jet pairings. As the possible production of MSSM Higgs bosons through the hA mode dominates at large tan β, where the two bosons are almost degenerate in mass, the pairing defining the Higgs boson candidates was chosen as that which minimizes the mass difference between the two jet pairs and the reconstructed Higgs boson masses were taken from the 4C-fit for that pairing. The final discrimination between background and signal events was then based on a multidimensional variable which combined the following twelve variables as the output of an artificial neural network: the event thrust, the sum of the second and fourth Fox-Wolfram moments, the product of the minimum jet energy and the minimum opening angle between any two jets, the minimal y cut values for which the event is clustered into 4 jets (y 34 ) and into 5 jets (y 45 ), the maximum and minimum jet momenta, the sum of the multiplicities of the two jets with lowest multiplicity, the minimum jet pair mass, the production angle of the Higgs boson candidates, the sum of the four jet b-tagging variables and the minimum jet pair b-tagging variable. The neural network was trained using signal masses between 80 and 95 GeV/c 2 , and about 10% of the simulated background events, and this one training applied to all data sets.
The agreement between data and background channel simulations after the preselection is illustrated in Fig. 18 , which shows the distributions of three input variables and of the sum of the reconstructed Higgs boson masses. Figure 19 shows the distribution of the final discriminant variable and, as an example, the total expected background rate and the data from 1999 and 2000 as a function of the efficiency for a signal with m A = m h = 90 GeV/c 2 , when varying the cut on the discriminant variable. As a final selection, a minimal value of 0.1 is required, leading to 392 events in data, with 366.2 ± 1.1(stat.) expected from background processes. The effect of the selections on data and simulated samples are detailed in Table 5 while representative efficiencies at the end of the analysis are reported as a function of Higgs boson masses in Tables 11 and 13 and in Fig. 9 .
The two-dimensional calculation of the confidence levels uses the ANN variable and the sum of the reconstructed Higgs boson masses.
Additional MSSM results
In the purely hadronic final state, which is the dominant topology in the MSSM, additional signals were considered.
In a small region of the parameter space where the hZ production process is dominant, the decay h → AA opens. As the low mass hqq analysis proved to perform reasonably on that signal, no dedicated procedure was set up and that analysis was applied as such on the two simulated (h → AA)(Z → qq) channels. The corresponding efficiencies are shown in Table 12 at √ s =206.5 GeVfor both data-taking periods. The efficiencies and PDFs obtained for the (h → The two four-jet final states expected in the MSSM have common features. As a consequence, the two analyses developed specifically for each of them perform rather well on the other signal. As an example, the efficiencies Tables 14 and 15 at 199.6 GeVand at 206.5 GeVfor both data-taking periods. Thus, when combining the results in the hZ and hA channels to derive confidence levels in the MSSM, both selected signals are included in the results of these two analyses at all energies above 191.6 GeV. This leads to a gain in sensitivity of around 1 GeV/c 2 on the masses of MSSM Higgs bosons in regions of the parameter space where both the hZ and hA production processes contribute.
Systematic errors
The systematic errors for each channel are discussed below.
Systematic errors in the He
The systematic uncertainties on background rates and signal efficiency estimates are mainly due to the imperfect simulation of the detector response and were estimated as described in [5] : each cut in turn was adjusted until the fraction of events accepted in simulation matched that found in data. The corresponding changes in background and signal rates were summed in quadrature. The relative error on the efficiencies is typically ±2% while that on the background rate estimates is ±5%.
Systematic errors in the Hµ
The imperfect simulation of the detector response leads to systematic errors in background process rate and signal efficiency evaluation. As explained in [5] , each of the momentum and angular cuts was varied in a range given by the difference between the mean values of the simulated and real data distributions of the corresponding variable at preselection level. This method cannot be used for the muon pair identification tag, which is a discrete variable. To estimate the effect of possible differences in muon pair tagging between the data and the simulated samples, each muon candidate in the simulated samples was allowed to migrate randomly from its original level of identification to one of the two neighbouring ones, with a probability of 1.5%, with migrations to non-physical levels ignored. This probability corresponds to the difference observed in muon identification results between real data and simulation. For the relative error on the expected number of background events we also include a 2% uncertainty on the ZZ crosssection, so the total systematic error is estimated to be ±2.8% on the background. For the efficiencies, an overall relative systematic uncertainty of ±1% can be quoted, independent of m H .
Systematic errors in the τ
Systematic uncertainties from the imperfect modelling of the detector response were estimated by moving each selection cut according to the resolution in the corresponding variable. The main contributions arise from the cuts on the τ + τ − invariant mass and electromagnetic energy. The total relative systematic uncertainties amount to ±6% on signal efficiencies and ±11% on the background process estimates.
Systematic errors in the Hνν search
Systematic uncertainties in the low mass analysis due to the imperfect modelling of the detector response were derived by rescaling, bin by bin, the contents of each PDF from simulation to those in data, restricting to bins that contained at least one percent of the total statistics. The analysis was then repeated with the rescaled PDF for each variable in turn and the largest difference with respect to the initial result was taken as systematics. These systematics amount to 2% for the efficiencies and to 4% for the background in the first data taking period and come from the PDF of the acoplanarity distribution. These numbers become 3% and 9% for the second data taking period. Systematic uncertainties due to the use of non-independent samples in the definition of the likelihood PDFs and in the final result amount to ±2% for the efficiencies and to ±1% for the background processes in the first operational period. These numbers become ±3% and ±4% for the second operational period. Thus, the overall uncertainties amount to ±2.8% (±4.1%) for the signal efficiencies and ±4.1% (±9.8%) for the background channels, for the first (second) period of data taking.
The same method was used to derive the systematic uncertainties in the high mass analysis. This was done separately for the two operational periods. Systematic uncertainties due to the use of non-independent samples in the definition of the likelihood PDFs and in the final result amount to < ±1% for both the signal efficiencies and the background for the two operational periods. These uncertainties are well below the statistical errors. Systematic uncertainties due to the imperfect modelling of the detector response (coming from the PDF of the visible mass distribution) amount to ±1% for the efficiencies and to ±7% for the background processes in the first operational period. These numbers become ±2% and ±7% for the second operational period.
Systematic errors in the four-jet searches
In the HZ search the systematic uncertainties from the imperfect modelling of the detector response were estimated by repeating the selection procedure on the distribution of the neural network variable obtained by smearing, in turn, each of the distributions of the thirteen input variables according to the resolution in the variable. This leads to relative uncertainties of ±5% related to b-tagging. Uncertainties in the anti-QCD variables are ±2% in the background process estimations and ±1% in the signal efficiencies. Systematic uncertainties related to the ideogram probabilities are ±3% for the background and ±2% for the efficiencies. This results in overall relative uncertainties of ±6.2% in Systematic uncertainties in the hA search due to the use of non-independent samples in the training of the ANN and in the final result derivation were estimated at the level of ±1.0% relative, by repeating the whole procedure with two independent samples of smaller size. Systematic uncertainties due to the imperfect modelling of the detector response were derived as above. The uncertainty related to b-tagging amounts to ±10% on background and ±1.2% on signal, while that related to shape variables is ±5.0% in the background rate and ±1.2% in signal efficiency estimates. Combining all these results in overall relative uncertainties of ±11.2% and ±1.7% on background processes and signal efficiency.
Summary of systematic errors
The error estimates obtained in each channel are shown in Table 6 . In principle there might be small correlations between the errors in the different channels, from for example the cross-section of the ZZ process and the b-tagging procedure. However, both these enter in significantly different ways in the different channels, and the correlated component is therefore rather small, and has been neglected.
Results
The results of the searches presented in the previous sections are used to calculate the consistency of the data with signal and background hypotheses, and derive confidence levels as a function of the masses of the neutral Higgs bosons in the SM and MSSM.
Reconstructed mass spectra
The distributions of the reconstructed Higgs boson mass(es) at the level of the selected candidates are presented in Fig. 20 . These plots include our previous LEP2 results above 183 GeV/c 2 . The data are consistent with the simulated background events.
The results for only the year 2000 SM analysis are shown in Fig. 21 . For this figure there is an extra selection: a cut on the second discriminant variable was applied such that a signal might be more apparent. This cut is fixed for all channels so that, for events with mass greater than 110 GeV/c 2 in data taken at 206.5 GeV, the signal to background ratio should be 0.75. The selections required a minimal b-tagging value of 0.49 in the He + e − and -2.5 in the Hµ + µ − channels, minimal likelihood values of 0.58, 2.22 in the τ + τ −and Hνν channels, respectively, and a minimal neural network output of 0.81 in the Hqq channel. The corresponding observed and expected rates in each period are given in Table 7, which can be compared with  Tables 2 and 3. There are three events with a signal to background ratio higher than 0. The events selected by a tight cut in the MSSM Higgs boson search are shown in Fig. 22 . The cut has been made on the second discriminant variable such that a signal might be more apparent. The selections require a minimal likelihood value of 0.90 in the τ + τ −channel, and a minimal neural network output of 0.95 in the bbbb channel. Both the 2000 and 1999 results are included. The analysis of the τ + τ −channel for 1999 is taken from our previous publication [1] for completeness. The corresponding observed and expected rates in each period are given in Table 8 , which can be compared with Table 5 .
The three events with highest significance for the hypothesis m A = 90 GeV/c 2 at tan β = 20.6 (corresponding The first event, collected at a centre-of-mass energy of 206.6 GeV, is reconstructed with a sum of Higgs boson masses of 120.9 GeV/c 2 and with an ANN of 0.99. Its content in b-quarks is high, the jet with the lowest b-tag value having a probability of 70% to have such a value in a four-b event. However, in the three possible jet pairings, the mass difference between any two jet pairs is well within the resolution expected on this variable. The differences are 8.8, 4.4, and 5.1 GeV/c 2 , corresponding to a sum of masses of 178.2, 120.9 and 202.3 GeV/c 2 , respectively. If instead of the minimal mass difference between the two jet pairs, the χ 2 of a five-constraint fit imposing equal masses of the two jet pairs is used as a criterion to pair the jets, the high mass solution would be selected with a χ 2 of 5.7, while the low mass solution has a χ 2 of 7.0 and the third combination, the one closest to the ZZ hypothesis, has a χ 2 of 7.9. Although this event appears to be a good 4b candidate, it has an ambiguity in the mass estimation which allows an almost equally good interpretation as an on-shell ZZ candidate, or as a ZZ * candidate with the Z * far below or above its nominal mass.
The second event, collected at a centre-of-mass energy of 205.1 GeV, is reconstructed with a sum of Higgs boson masses of 180.5 GeV/c 2 and with an ANN of 0.97. The jet pairings which are not selected have a much larger χ 2 for an equal mass hypothesis than that which is used, suggesting that the event is likely to be due to ZZ production.
The third event, taken at a centre-of-mass energy of 206.6 GeV is reconstructed with a sum of Higgs boson masses of 178.6 GeV/c 2 and with an ANN of 0.96. It has three well reconstructed secondary vertices, which explains the high value of the jet b-tagging variables and hence that of ANN. However, as in the first candidate, it has two pairings almost equally probable, with mass differences of 9.3 and 19.4 GeV/c 2 , corresponding to a sum of masses of 178.6 and 201.9 GeV/c 2 , respectively. The χ 2 of a five-constraint fit is 14.3 for the pairing close to the ZZ hypothesis, and 14.5 for the high-mass solution.
The SM Higgs boson
Confidence levels as a function of the SM Higgs boson mass are derived, combining the data analysed in the previous sections with those taken at energies from 161.0 to 202 GeV [1, 5, 25, 31] . The expected cross-sections and branching ratios are taken from the database provided by the LEP Higgs working group, using the HZHA [15] package with the top mass set to 174.3 GeV/c 2 . As noted earlier, the Hνν and Hqq channels each use two analyses, one for most of the range and the other optimised for the kinematic limit. The selection between these is done independently for each energy window and each mass hypothesis under consideration.
The curve of the test-statistic Q as a function of the mass hypothesis is shown in Fig. 23 , where the observation is compared with the xpectations from experiments with only background processes and from experiments where both signal and background channels exist. Over the whole range of masses, the test-statistic remains positive, while in the event of a discovery it would be negative for mass hypotheses close to the actual mass of the signal.
The same curve is shown in Fig. 24 , except that the test-statistic Q is broken into 4 channels, four jets, Hνν, He + e − plus Hµ + µ − and tau channels. In the region abouve 110 GeV/c 2 the Hνν channel has a result which is median for background, while the other three have a slight deficit compared with the background, of the order of one sigma. Fig. 25 ) would approach one, since it measures the fraction of experiments with only background processes which are more background-like than the observation. Here the compatibility between the observation and the expectation from background processes is well within one standard deviation over the range of masses tested. The pseudo-confidence level in the signal is shown in Fig. 25 (bottom) . The observed 95% CL lower limit on the mass is 114.1 GeV/c 2 while the expected median limit is 113.3 GeV/c 2 . If the Higgs boson mass was below 107.5 GeV/c 2 this search would produce an expected 5σ discovery; all such masses are instead excluded at 99.999% CL or better. The full curve is the observation, the dashed curve is the median expected for background only, and the dash-dotted curve is the median expected at a particular mH value when tested for that mH value. A signal would appear as a downward deviation. Bottom: CLs, the pseudo-confidence level for the signal hypothesis. Curves are the observed (full) and expected median (dashed) confidences from experiments with only background channels while the bands correspond to the 68.3% and 95.0% confidence intervals for the hypothesis of only background processes. The intersections of the curves with the horizontal line at 5% define the expected and observed 95% CL lower limits on mH
It is possible to calculate the Bayesian credibility of these (essentially frequentist) 95% CL limits. This is the probability that our results are correct, that is to say that the true Higgs boson mass is greater than our limit. Like any Bayesian probability this needs a prior belief. Working within the framework of the Standard Model two interesting priors are to take a probability flat in log m H up to 1 TeV, or the same but modified by the electroweak fits results as they are currently known [32] there is exactly one Standard Model Higgs. By construction the CL s method will always produce large credibilities.
Limits on the H coupling to Z(W)
In a more general approach, the results of the searches for a SM Higgs boson can be used to set a 95% CL upper bound on the Higgs boson production as a function of its mass. Here it is assumed that the Higgs boson decay properties are identical to those in the SM but that the Higgs boson couplings to pairs of Z and W ± bosons (the latter arising in the W + W − fusion production mechanism) may be smaller. To achieve the best sensitivity over the widest range of mass hypotheses, the results described in this paper are combined consistently with those obtained at lower energies at LEP2 [1, 5, 25, 31] , as well as with those obtained at LEP1 [33] which covered masses up to 60 GeV/c 2 . For each mass hypothesis, the production crosssection is decreased with respect to its SM value until a pseudo-confidence level CL s of 5% is obtained.
The coupling ξ is introduced as the HVV (V=W ± or Z) coupling normalised to that in the SM, assuming SM branching fractions for the Higgs. 3 In practice, ξ is dominated by the HZZ coupling. The 95% CL upper bound on ξ 2 is shown in Fig. 26 for masses of the Higgs boson from 0 to 120 GeV/c 2 . The SM result described in the previous section corresponds to a ratio of 1. 
Neutral Higgs bosons in the MSSM
The results in the hZ and hA channels reported in the previous sections are combined with the same statistical method as for the SM, also using earlier results at LEP2 energies [1, 5, 25, 31, 34] , to derive confidence levels in scans of the MSSM parameter space. The exclusion limits obtained at LEP1 [35] (m h >44 (46) GeV/c 2 when m h is above (below) the AA threshold) are used as external constraints to limit the number of points in the scans.
The benchmark scenarios
At tree level, the production cross-sections and the Higgs branching fractions in the MSSM depend on two free parameters, tan β and one Higgs boson mass, or, alternatively, two Higgs boson masses, e.g. m A and m h . Radiative corrections introduce additional parameters related to supersymmetry breaking. Hereafter, the usual assumption that some of them are identical at a given energy scale is made: hence, the SU(2) and U(1) gaugino mass terms are assumed to be unified at the so-called GUT scale, while the sfermion mass terms or the squark trilinear couplings are assumed to be unified at the EW scale. Within these assumptions, the parameters beyond tree level are: the top quark mass, the Higgs mixing parameter, µ, the common sfermion mass term at the EW scale, M susy , the SU(2) gaugino mass term at the EW scale, M 2 , the gluino mass, mg, and the common squark trilinear coupling at the EW scale, A. The U(1) gaugino mass term at the EW scale, M 1 , is related to M 2 through the GUT relation M 1 = (5/3)tan 2 θ W M 2 . The radiative corrections affect the relationships between the masses of the Higgs bosons, with the largest contributions arising from the top/stop loops. As an example, the h boson mass, which is below that of the Z boson at tree level, increases by a few tens of GeV/c 2 in some regions of the MSSM parameter space due to radiative corrections.
In the following, three benchmark scenarios are considered, as suggested in [36] . These are quite representative since the limits obtained in these schemes with earlier results were only slightly reduced in more general parameter scans [1] . The first two scenarios, called the m max h scenario and the no-mixing scenario, rely on radiative corrections computed at partial two-loop order as in Ref. [37] . The values of the underlying parameters are quoted in Table 9 . The two scenarios differ only by the value of X t = A − µ cot β, the parameter which controls the mixing in the stop sector, and hence has the largest impact on the mass of the h boson. The m fractions into b-quarks. In this scenario, the radiative corrections are computed as in [38] . The values of the underlying parameters are given in Table 9 . The main difference with the two previous schemes is the large and positive value of µ and the relatively small value of mg. It must be noted that, with respect to the calculations of [37, 38] used in this paper, recent theoretical improvements exist that include more complete two-loop order radiative corrections and a redefinition of the underlying parameters of the benchmark scenarios, that lead in particular to an extended allowed range of the h boson mass [39] . These changes will probably reduce the excluded region in tan β.
The procedure
In the three benchmark scenarios, a scan was performed over the MSSM parameters tan β and m A . The range in m A spans from 12 GeV/c 2 , the minimal value which has been searched for at LEP2 in the DELPHI analyses, up to the maximal value allowed by each scenario [36] , that is up to M susy , which is 1 TeV/c 2 in the m max h and nomixing schemes, and 400 GeV/c 2 in the large µ scenario (see Table 9 ). The range in tan β extends from the minimal value allowed in each scenario 4 up to 50, a value chosen in the vicinity of the ratio of the top-and b-quark masses, which is an example of the large tan β hypothesis favoured in some constrained MSSM models [40] . The scan steps were 1 GeV/c 2 in m A and 0.1 in tan β in the regions where m h varies rapidly with these parameters.
At each point of the parameter space, the hZ and hA cross-sections and the Higgs branching fractions were taken from databases provided by the LEP Higgs working group, [41] , on the basis of the theoretical calculations in [37, 38] . The signal expectations in each channel were then derived from the theoretical cross-sections and branching fractions, the experimental luminosity and the efficiencies. A correction was applied to account for different branching fractions of the Higgs bosons into bb and τ + τ − between the test point and the simulation (e.g. for the hZ process, the simulation was done in the SM framework). For the hA channels, to account for non-negligible widths of the h and A bosons at large tan β the set of efficiencies from the m h , m A simulations was applied for tan β < 30. Above that value, efficiencies were linearly interpolated in tan β 4 The minimal value of tan β is 0.7 in the large µ scenario and 0.4 in the other two schemes. For lower values, some parameter combinations give rise to unphysical negative mass squared values between the efficiencies from the m h , m A simulations and those from the simulations at tan β = 50. As the Higgs boson widths grow approximately linearly with tan β above 30, a linear interpolation is valid. The same holds for the discriminant information, for which the same interpolation software was used as discussed in Sect. 4.5 for the PDF interpolation in mass or centre-of-mass energy.
Finally, when combining the results in all channels to derive confidence levels, only independent channels must be included, which requires some special treatment for a few non-independent cases. As already mentioned in Sect. 7, the four τ + τ −signals, which were covered by the same analysis, were thus combined into one global τ + τ −channel prior to the confidence level computation. The same applies to the four signals selected by the low mass hZ four-jet analysis -the hqq signal, the two (h → AA)(Z → qq) signals and the 4b signal (see Sect. 9.3) -or to the two signals selected by the hA four-b analysis -the 4b signal and the hqq signal (see Sect. 9.3). Moreover, in three cases, there was also a large overlap in the events selected by two different analyses: the low and high mass analyses in the missing energy channel or in the four-jet hZ channel and the four-jet hZ and hA analyses. In each case, only one of the two analyses was selected at each input point and at each centre-of-mass energy, on the basis of the smallest expected CL s from experiments with no signal (that is, on the basis of the strongest average exclusion if no signal is present). This ensures that the channels which are then combined in the global confidence level computations are independent. Figure 27 shows the curves of the test-statistic Q and of the confidence levels CL b and CL s as a function of the test mass m h +m A , when using only the results of the two hA analyses applied onto the two hA signals. The signal cross-sections are from the m max h scenario at tan β = 20.6. Over the whole range of test masses, data are in reasonable agreement with the background process expectations. For test masses m h +m A around 135 GeV/c 2 a two standard deviation effect is observed which is due to the small excess of events in the 4b channel with reconstructed masses in that region, as seen in Fig. 22 . The mass resolution is around 5 GeV/c 2 , and therefore the region 120 to 205 GeV/c 2 shown contains some 15 or 20 effectively independent points, and therefore it is not surprising that there is a deviation of this magnitude at some mass. There is a small excess, only just over one Furthermore, the CL s curves show that, in the particular scenario under study, the exclusion limits on m h + m A , both observed and expected, are around 181 GeV/c 2 . The exclusion and discovery potentials rise fast when testing mass hypotheses below that value. As an example, the 5 sigma discovery potential reaches 171 GeV/c 2 in m h + m A (see 1 − CL b curves), only 10 GeVbelow the limit at 95% CL, and this sum of masses is experimentally excluded with a CL s of 10 −4 (see CL s curves).
Consistency tests in the hA channels
Exclusion regions
Combining the results in the hZ and hA channels gives regions of the MSSM parameter space which are excluded at 95% CL or more. The excluded regions in the (m h , tan β), (m A , tan β) and (m h , m A ) planes are presented in Fig. 28 for the m max h scenario and in Fig. 29 for the no-mixing scenario. For m A below the kinematic threshold m h = 2m A , which occurs at low tan β only, the decay h→AA opens, in which case it supplants the h→bb decay. However, in most of the region, the A→bb and A→cc branching fractions are large which explains why the results in the (h → AA)channels reported in Sect. 9.3, combined with studies of the h → AA decay at lower energies [1, 5, 31] , exclude this region in both scenarios.
The above results establish 95% CL lower limits on m h and m A , for either assumption on the mixing in the stop sector and for all values of tan β above 0.4:
The expected median limits are 90. scenario. Note that in the case of no-mixing, while the observed and expected lower limits on tan β are the same, they appear at quite different A and h masses.
The excluded regions in the large µ scenario are presented in the (m h , tan β) and (m A , tan β) planes in Fig. 30 . A large fraction of the allowed domain is excluded by the present results in the hZ and hA channels. In particular, given that the theoretical upper bound on the h boson mass in that scenario is slightly above 107 GeV/c 2 , the sensitivity of the hZ channels is high even at large tan β, which explains why the excluded region reaches the theoretically forbidden area for large values of tan β. On the other hand, there is an unexcluded hole in the low tan β region at m h around 60 GeV/c 2 which is due to a loss of sensitivity because of vanishing h→bb branching fractions in that region. The unexcluded area at large tan β is mostly due to low expected rates in the hZ and hA channels (the hA kinematic limit is close and the ZZh coupling is low) rather than to vanishing branching fractions into b's. At these unexcluded points the second scalar boson, H, is kinematically accessible and has a large branching fraction into b-quarks. Allowing for its production in the scans should lead to an improved sensitivity. There are also points with vanishing branching fractions of the h boson into b-quarks, and it is expected that improvements could be made by allowing for other decay modes, such as gluons or c quarks. These possibilities, and the theoretical scenarios referred to in Sect. 11.4.1, could profitably be explored in a future publication.
Limits on the coupling between h, A and Z
As for the hZ process, the results of the searches for pair produced MSSM Higgs bosons can be reinterpreted in a more general approach to set a 95% CL upper bound on the pair production cross-section. This was done separately in the bbbb and bbτ + τ − final states, using in each case the analysis dedicated to the channel under study. To achieve the best sensitivity, the results described in this paper are combined consistently with those obtained at lower energies at LEP2 [1, 5, 25, 31, 34] . Only the case of nearly mass-degenerate h and A Higgs bosons is considered since the hA analyses have their highest sensitivity in that case. For each mass hypothesis, the production cross-section is decreased with respect to its value in the MSSM, using the m max h scenario at tan β=20 as a reference, until a pseudoconfidence level CL s of 5% is obtained. Analogously to the SM, the coupling ξ, which is the hAZ coupling normalised to its maximal value in the MSSM, is used. ξ is related to the underlying MSSM parameters β and α, the Higgs doublet mixing angle, through the relation: ξ = cos(α − β). The results are then expressed in a way independent from the reference scenario, as 95% CL upper bounds on the product of ξ 2 and the hA branching fractions into the relevant final states. These bounds are given in Fig. 31 for sums of masses of the h and A bosons from 80 to 200 GeV/c 2 . 
