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Vorwort
Die vorliegende Diplomarbeit wird in sechs Kapitel unterteilt.
Das erste Kapitel bietet eine Einführung in die Materie der stochastischen Prozesse.
Grundbegriﬀe wie die Indexmenge und der Zustandsraum werden erläutert. Neben der
Beschränkung auf Prozesse in diskreter Zeit (das sind jene Prozesse, bei denen die Index-
menge abzählbar ist) wird auch noch vorausgesetzt, dass der Zustandsraum (das ist jene
Menge S, in der die Werte der betrachteten Zufallsvariablen liegen) abzählbar ist. Insbe-
sondere werden die homogenen Markoﬀ Ketten genauer betrachtet und deren Zustände
klassiﬁziert.
Weiterführende Literatur und die in diesem Kapitel verwendeten Deﬁnitionen und Sätze
ﬁndet man in folgenden Punkten des Literaturverzeichnisses: [3]; [7]; [9].
Im zweiten Kapitel wird dann auf die Rekurrenz und Transienz von homogenen Markoﬀ
Kette eingegangen. Um möglichst schnell zu einem Ergebnis zu kommen, welches Aussa-
gen darüber macht ob die Markoﬀ Kette rekurrent oder transient ist, kann man einige
Kriterien, die in der Arbeit vorgestellt werden, verwenden. Das bekannteste Kriterium für
die positive Rekurrenz einer Markoﬀ Kette ist jenes von Foster (1953).
Die verwendete Literatur ist in [3]; [6]; [7]; und [9] zu ﬁnden.
Das dritte Kapitel beschäftigt sich mit dem Konvergenzverhalten, sowie mit den Absorb-
tionswahrscheinlichkeiten von Markoﬀ Ketten, die in vielen Anwendungsbeispielen eine
wichtige Rolle spielen.
Die wichtigen Sätze in diesem Kapitel beﬁnden sich in der Literatur von [3]; [4] und [9].
Die Kapitel vier, fünf und sechs widmen sich den Anwendungen von Markoﬀ Ketten in
verschiedenen Bereichen.
Im vierten Kapitel wird das Irrfahrtsmodell herangezogen, um eine einfache Art zu präsen-
tieren, wie mit Markoﬀ Ketten gerechnet werden kann. Es gibt eine Vielzahl an Variationen
bei den Irrfahrten. Einige von ihnen werden hier kurz behandelt. Zusätzlich wird noch die
Unterscheidung von eindimensionalen und mehrdimensionalen Irrfahrten vorgenommen,
wobei die Spezialisierung wieder auf der Rekurrenz bzw der Transienz einer Markoﬀ Kette
liegt.
Die dazu verwendete Literatur kann man im Literaturverzeichnis unter den Punkten
[5]; [6]; [9]; [10]; [12]; [13] nachlesen.
Weiters wird dann im fünften Kapitel mit Warteschlangenmodellen hantiert, die einen
großen Bereich hinsichtlich der Anwendungen von Markoﬀ Ketten einnehmen. Es werden
zwei unterschiedliche Warteschlangensysteme vorgestellt und dabei wird überprüft unter
welchen Bedingungen diese Systeme eine stationäre Verteilung besitzen.
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Die Beispiele und Sätze von diesem Kapitel sind aus den Literaturquellen [4]; [6]; [8]; [9]; [10]
und [12].
In dieser Arbeit werden zusätzlich auch Modelle der Populationsgenetik vorgestellt.
Im sechsten Kapitel werden vorerst einige Grundlagen der Populationsgenetik gegeben.
Danach wird das Wright-Fisher-Modell und das Moran-Modell eingeführt und näher be-
handelt.
Man ﬁndet die weiterführende Literatur zu diesem Thema in [1]; [2]; [11] und [14].
[1] − [14]: Die genauen Literaturverweise ﬁndet man im Literaturverzeichnis am Ende
dieser Arbeit.
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Kapitel 1
Grundlagen
In diesem Kapitel wird eine kurze Einführung über stochastische Prozesse und Markoﬀ
Ketten gegeben.
1.1 Deﬁnitionen von stochastischen Prozessen undMar-
koﬀ Ketten
Deﬁnition 1.1. Ein stochastischer Prozess P ist eine Menge von Zufallsvariablen Xt,
sodass gilt: P = {Xt : t ∈ T}.
Die Menge T wird als Parameterraum (oder Indexmenge) des stochastischen Prozesses
bezeichnet.
In vielen Anwendungsbeispielen wird der Parameter t als Zeit gedeutet. Ist t ∈ N0 (Xt ist
eine Folge von Zufallsvariablen), dann heißt Xt ein stochastischer Prozess mit diskreter
Zeit. Ist t ∈ R+ (Xt ist eine Familie von Zufallsvariablen), dann heißt Xt ein stochasti-
scher Prozess mit kontinuierlicher Zeit.
Die Zufallsvariablen müssen alle denselben Wertebereich besitzen, diesen nennt man den
Zustandsraum S. Im Weiteren werden in dieser Arbeit nur endliche oder abzählbar unend-
liche Zustandsräume vorkommen. Das heißt, hier wird meist die Menge der natürlichen
Zahlen N, bzw die Menge der ganzen Zahlen Z als Zustandsraum betrachtet .
Deﬁnition 1.2. Eine Markoﬀ Kette mit diskreter Zeit ist ein stochastischer Prozess
{Xt : t ∈ N0} mit einem abzählbaren Zustandsraum S, welcher die Markoﬀ-Eigenschaft
(M1) erfüllt:
(M1) ∀t ∈ N0 und ∀io, . . . , it+1 ∈ S mit
1
P (X0 = i0, . . . , Xt = it) > 0 ist
P (Xt+1 = it+1|X0 = i0, . . . , Xt = it) = P (Xt+1 = it+1|Xt = it).
Das soll bedeuten, dass bei Markoﬀ Ketten die Zukunft Xt+1 nur von der Gegenwart Xt
abhängt und nicht von der Vergangenheit Xt−1, Xt−2, . . ..
Deﬁnition 1.3. Sei wieder {Xt : t ∈ T} eine Markoﬀ Kette mit Zustandsraum S. Die
Wahrscheinlichkeit pij(t) = P (Xt+1 = j|Xt = i) für beliebige Zustände i, j ∈ S und be-
liebige t ∈ T heißt einstuﬁge Übergangswahrscheinlichkeit vom Zustand i in den Zustand j.
Die Übergangswahrscheinlichkeiten in den folgenden Beispielen werden meist unabhän-
gig vom Zeit-Parameter t sein. Daher folgt eine wichtige Deﬁnition:
Deﬁnition 1.4. Man sagt, eine Markoﬀ Kette ist homogen, bzw. sie besitzt stationäre
Übergangswahrscheinlichkeiten, wenn sie die Bedingung (M2) erfüllt:
(M2) P (Xt+1 = j|Xt = i) = P (X1 = j|X0 = i) = pij ∀i, j ∈ S und ∀t ∈ N.
Das bedeutet, dass die einstuﬁgen Übergangswahrscheinlichkeiten unabhängig von der Zeit
t sind.
In den folgenden Kapiteln werden also hauptsächlich homogene Markoﬀ Ketten auftreten.
Für genauere Resultate über inhomogene Markoﬀ Ketten wird auf G. Seim verwiesen.
1.2 Die Matrix der Übergangswahrscheinlichkeiten
Nun werden die Übergangswahrscheinlichkeiten pij zu einer S × S Übergangsmatrix zu-
sammengefasst. Diese hat entweder die Form

p00 . . . p0n
...
...
pn0 . . . pnn

falls der Zustandsraum S = {0, . . . , n} endlich ist, n ∈ N0
oder die Form
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
p00 p01 p02 . . .
p10 p11 p12 . . .
p20 p21 p22 . . .
...
...
...
. . .

falls S = {0, 1, 2, . . .} abzählbar unendlich ist.
Die beiden Eigenschaften (i) pij > 0 ∀i, j ∈ S und (ii)
∑
j∈S pij = 1, ∀i ∈ S machen
eine allgemeine Matrix zu einer stochastischen Matrix. Dies ist für die Übergangsmatrix
einer homogenen Markoﬀ Kette immer erfüllt.
Weiters führt man jetzt noch eine Startverteilung des Prozesses ein, die wie folgt deﬁ-
niert ist: pi = P (X0 = i) für i ∈ S.
Dies besagt, dass zum Anfangszeitpunkt t = 0 eine Verteilung pi vorgegeben ist.
Der Multiplikationssatz wird hier verwendet. Dieser besagt, dass
P (Xt = it, Xt−1 = it−1, . . . , X1 = i1, X0 = i0) =
= P (X0 = i0) · P (X1 = i1|X0 = i0) · . . . · P (Xt = it|Xt−1 = it−1, . . . , X0 = i0) ergibt.
Mit Hilfe von (M1) und (M2) erhält man
P (Xt = it, Xt−1 = it−1, . . . , X1 = i1, X0 = i0) = pi0 · pi0i1 · pi1i2 · . . . · pit−1it.
Durch die Startverteilung und die Übergangswahrscheinlichkeiten ist der stochastische Pro-
zess bestimmt.
1.3 Die n-Schritt-Übergangswahrscheinlichkeiten
Deﬁnition 1.5. Die n-Schritt-Übergangswahrscheinlichkeiten einer homogenen Markoﬀ
Kette sind durch p(n)ij = P (Xm+n = j|Xm = i) = P (Xn = j|X0 = i) ∀m,n ∈ N0 und
∀i, j ∈ S gegeben. Es gilt: p(1)ij = pij und p(0)ij =
{
1 i=j
0 i 6= j
}
= δij.
Dies besagt, dass die Markoﬀ Kette, die im Zustand i startet, nach n Schritten den Zu-
stand j erreicht. Da hier nur homogene Markoﬀ Ketten behandelt werden, gilt wieder, dass
die n-Schritt-Übergangswahrscheinlichkeiten pij unabhängig vom Zeitparameter m sind.
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Die Matrix der höheren Übergangswahrscheinlichkeiten ist durch

p
(n)
00 p
(n)
01 p
(n)
02 . . .
p
(n)
10 p
(n)
11 p
(n)
12 . . .
p
(n)
20 p
(n)
21 p
(n)
22 . . .
...
...
...
. . .

mit n ∈ N gegeben. Für n = 0 ist P (0) die Einheitsmatrix I.
Ein wichtiger Satz, der mit den Übergangswahrscheinlichkeiten arbeitet, ist der folgen-
de:
Satz 1.1. Chapman-Kolmogorow-Gleichung
Die n-Schritt-Übergangswahrscheinlichkeiten einer homogenen Markoﬀ Kette erfüllen die
Rekursionsbeziehung
p
(n+m)
ij =
∑
k∈S p
(n)
ik p
(m)
kj , für alle i, j ∈ S und n,m ∈ N0.
Diese ist als Chapman-Kolmogorow-Gleichung bekannt.
P (n) =
[
p
(n)
ij
]
i,j∈S
∀n ∈ N0 ist die Matrix der n-Schritt-Übergangswahrscheinlichkeiten. Sie
ist ebenfalls eine stochastische Matrix. Somit kann man die Rekursionsformel auch in der
Form P (n+m) = P (n)P (m) schreiben.
Beweis: (1) Für m = 1 gilt folgendes:
p
(n+1)
ij = P (Xn+1 = j|X0 = i) =
∑
k∈S P (Xn+1 = j|Xn = k)P (Xn = k|X0 = i) =
∑
k∈S p
(n)
ik pkj
wegen dem Satz über die totale Wahrscheinlichkeit und der Markoﬀ-Eigenschaft.
In Matrizenschreibweise: P (n+1) = P (n)P , ∀n ∈ N.
Da P (0) = I(=Einheitsmatrix) und P (1) = P stochastische Matrizen sind, wie man im
vorherigen Abschnitt 1.2 nachlesen kann, wird mit Hilfe der vollständigen Induktion be-
wiesen, dass auch die Matrix der n-Schritt-Übergangswahrscheinlichkeiten stochastisch ist.
Es sei für n ≥ 0 die Behauptung erfüllt, so gilt für die nachfolgende Zahl n+1:∑
j∈S p
(n+1)
ij =
∑
j∈S (
∑
k∈S p
(n)
ik pkj) =
∑
k∈S p
(n)
ik (
∑
j∈S pkj) =
∑
k∈S p
(n)
ik = 1.
(2) Es wurde in (1) P (n+1) = P (n)P für m = 1 bewiesen. Nun führt man die Indukti-
on nach m durch. Angenommen P (n+m) = P (n)P (m) gilt ∀m ≥ 1. Dann ergibt sich für die
nachfolgende Zahl m+ 1:
P (n+m+1) = P (n+m)P = wegen (1)
= P (n)P (m)P = nach Induktionsannahme
= P (n)P (m+1) wegen (1)
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Deﬁnition 1.6. Die Wahrscheinlichkeit, dass sich die Markoﬀ Kette zur Zeit n im Zu-
stand j beﬁndet, wird mit p(n)j = P (Xn = j) (j ∈ S, n ∈ N0) bezeichnet. Die p(n)j werden
als Zustandswahrscheinlichkeiten der Markoﬀ Kette betitelt.
Für diese Zustandswahrscheinlichkeiten gelten wieder die folgenden beiden Eigenschaf-
ten:
(i) p(n)j ≥ 0 ∀j ∈ S,∀n ∈ N0
(ii)
∑
j∈S p
(n)
j = 1.
Diese soeben deﬁnierten Zustandswahrscheinlichkeiten kann man mit Hilfe des folgen-
den Satzes berechnen:
Satz 1.2. Es sei p(0)i = pi die Startverteilung von X0 und p
(n)
ij seien die n-Schritt-
Übergangswahrscheinlichkeiten. Dann gilt:
p
(n)
j =
∑
i∈S p
(0)
i · p(n)ij ,∀j ∈ S,∀n ∈ N0.
Beweis: Der Beweis des Satzes ist durch Anwendung des Satzes der totalen Wahrschein-
lichkeit trivial.
p
(n)
j = P (Xn = j) =
∑
i∈S P (Xn = j|X0 = i)P (X0 = i) =
∑
i∈S p
(0)
i · p(n)ij .
Fasst man noch die Startverteilung pi in Form eines Zeilenvektors p = (p0, p1, p2, . . .)
zusammen sowie die Zustandswahrscheinlichkeiten p(n) = (p(n)0 , p
(n)
1 , p
(n)
2 , . . .), so erhält
man wieder die selbe Aussage: p(n) = p · P (n).
Dieser Satz kann somit Aufschlüsse darüber geben mit welcher Wahrscheinlichkeit der
Prozess zum Zeitpunkt n in einem gewissen Zustand j ist; und das gilt für jeden Zeitpunkt
n ∈ N0.
1.4 Klassiﬁzierung der Zustände
In diesem Abschnitt wird auf die Struktur einer Markoﬀ Kette näher eingegangen.
Die Begriﬀe periodische und aperiodische Markoﬀ Kette werden eingeführt und genauer
erläutert.
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Deﬁnition 1.7. Es sei eine homogene Markoﬀ Kette mit Zuständen i, j ∈ S gegeben.
(i) Der Zustand j heißt von dem Zustand i aus erreichbar, wenn ein n ∈ N0 existiert,
sodass p(n)ij > 0 gilt. Man schreibt dafür: i→ j.
(ii) Die Zustände i, j heißen gegenseitig erreichbar, wenn i → j und j → i gilt. Man
schreibt dafür: i↔ j.
Wenn nun zwei Zustände i und j nicht gegenseitig erreichbar sind, dann ist
entweder p(n)ij = 0,∀n ≥ 0,
oder p(n)ji = 0,∀n ≥ 0,
oder es treﬀen beide Aussagen zu.
Das Konzept der gegenseitigen Erreichbarkeit ist eine Äquivalenzrelation auf dem Zu-
standsraum S:
• Die Reﬂexibilität: i↔ i ergibt sich durch die Deﬁnition von p(0)ii = 1.
• Die Symmetrie: wenn i ↔ j gilt, dann gilt auch j ↔ i, nach der Deﬁnition der
gegenseitigen Erreichbarkeit.
• Die Transitvität: wenn i↔ j und j ↔ k gilt, dann folgt, dass auch i↔ k gilt. Dies
kann mit Hilfe der Chapman-Kolmogorow-Gleichung leicht bewiesen werden.
Der Zustandsraum S kann daher bezüglich der Relation i↔ j in Äquivalenzklassen zerlegt
werden.
Deﬁnition 1.8. Eine Markoﬀ Kette heißt irreduzibel, wenn alle ihre Zustände gegensei-
tig erreichbar sind. Besteht der Zustandraum S nur aus einer einzigen Äquivalenzklasse,
dann nennt man die Markoﬀ Kette irreduzibel. Anderenfalls nennt man die Markoﬀ Kette
reduzibel.
Wenn man den Fall betrachtet, bei dem S endlich ist, wird man feststellen, dass ein Zu-
sammenhang zwischen den reduziblen/irreduziblen Markoﬀ Ketten und der Theorie der
reduziblen/irreduziblen Matrizen besteht; und zwar heißt eine Matrix P = [pij]i,j∈S redu-
zibel, wenn man die Indexmenge S = {0, 1, 2, . . . ,m} in disjunkte Teilmengen Q 6= ∅ und
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R = S\Q 6= ∅ zerlegen kann, sodass pij = 0 ∀i ∈ Q,∀j ∈ R gilt.
Sei A die Q×Q-Matrix, die man erhält, wenn man die Übergangsmatrix P auf die Menge
Q einschränkt. A ist dann wieder eine stochastische Matrix, da
∑
j∈Q pij =
∑
j∈S pij = 1
gilt. Durch Umordnen der Elemente der Zustandsmenge S, erhält P dann die Gestalt
(Q R
Q A 0
R C D
)
wobei 0 eine Q×R-Matrix ist, für die ja pij = 0, ∀i ∈ Q,∀j ∈ R gilt.
Die Menge Q heißt dann abgeschlossene Menge. Das bedeutet: aus solch einer abgeschlos-
senen Menge Q gibt es keine Übergänge in die Komplementärmenge R = S\Q.
Satz 1.3. Eine Markoﬀ Kette mit Zustandsraum S ist genau dann irreduzibel, wenn es
außer S selbst keine weitere abgeschlossene Menge T ( S gibt.
Dieser Satz ist auch für Markoﬀ Ketten mit abzählbar unendlichem Zustandraum S gültig.
1.5 Periodische Zustände einer Markoﬀ Kette
Durch den Begriﬀ der Periode eines Zustandes der Markoﬀ Kette wird festgelegt zu wel-
chen Zeitpunkten die Markoﬀ Kette mit positiver Wahrscheinlichkeit in einen vorgegebe-
nen Ausgangszustand zurückkehren kann.
Deﬁnition 1.9. Sei i ∈ S. Der größte gemeinsame Teiler di der Menge
H =
{
n ≥ 1 : p(n)ii > 0
}
heißt Periode des Zustandes i. Wenn H = {0} ist, dann setzt
man di =∞.
Ist di = 1, dann nennt man den Zustand i aperiodisch; anderenfalls nennt man ihn peri-
odisch.
Bemerkung: Es seien h1, h2, . . . , hk nichtnegative ganze Zahlen, die nicht alle gleich null
sind, mit d = ggT {h1, h2, . . . , hk}.
Dann existiert eine positive ganze Zahl Mi, sodass für alle ganzen Zahlen m ≥Mi folgen-
des gilt
md =
∑k
i=1 cihi, wobei ci (1 ≤ i ≤ k) nichtnegative ganze Zahlen sind.
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Satz 1.4. p
(n)
ii > 0 kann nur dann gelten, wenn n eine positive ganze Zahl der Form
n = m · di ist. Zu jedem Zustand i mit der Periode di < ∞ existiert eine positive ganze
Zahl Mi, sodass p
(mdi)
ii > 0 ∀m ≥Mi gilt.
Dies besagt, dass nach einer gewissen Anlaufzeit Mi die Rückkehr in den Zustand i für
alle Vielfachen der Periode di möglich ist.
Beweis: Man wählt zwei Elemente h1, h2 aus der Menge H aus, sodass di = ggT {h1, h2}
ist.
Dies ist stets durchführbar. Nach der obigen Bemerkung kann man ein Mi ∈ N ﬁnden,
sodass für alle ganzen Zahlen m ≥Mi
mdi = c1h1 + c2h2 gilt, wobei c1, c2 ∈ N0 sind.
Die Gleichung von Chapman-Kolmogorow liefert dann die Behauptung dieses Satzes:
p
(mdi)
ii = p
(c1h1+c2h2)
ii =
∑
j∈S p
(c1h1)
ij p
(c2h2)
ji =
= p
(c1h1)
ii p
(c2h2)
ii = (p
(h1)
ii )
c1(p
(h2)
ii )
c2 > 0.
Satz 1.5. Ist p(q)ij > 0, dann existiert ein Mi ∈ N mit p(mdi+q)ij > 0 ∀m ≥Mi, falls di <∞.
Beweis: Wie schon im obigen Beweis gezeigt wurde, kann man diesen Satz durch die
Gleichung von Chapman-Kolmogorow leicht beweisen:
p
(mdi+q)
ij =
∑
k∈S p
(mdi)
ik · p(q)kj ≥ p(mdi)ii · p(q)ij > 0.
Satz 1.6. Sei eine irreduzible Markoﬀ Kette mit Zustandsraum S gegeben. Wenn alle
Zustände der Markoﬀ Kette die Periode d besitzen, dann existiert eine Zerlegung des Zu-
standsraumes S in Mengen D0, D1, . . . , Dd−1, die periodisch durchlaufen werden, das heißt
folgendes:
Ist i ∈ Dr und pij > 0 dann gilt j ∈ Dr+1, wobei Dd gleich D0 zu setzen ist.
Beweis: Für den Beweis dieses Satzes wird auf die Literatur Stochastische Systeme
von W-D. Heller, H. Lindenberg, M. Nuske und K-H. Schriever, 1978 verwiesen.
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Kapitel 2
Rekurrente und transiente Markoﬀ
Ketten
2.1 Die erstmaligen Rückkehrwahrscheinlichkeiten
In diesem Kapitel wird die Wahrscheinlichkeit der Rückkehr in einen bestimmten Zustand
der Markoﬀ Kette näher betrachtet. Die Frage ist, ob man bei Start in einem Zustand i
mit Wahrscheinlichkeit 1 wieder in den Zustand i zurückkehren kann, oder nicht.
Um diese Frage beantworten zu können, deﬁniert man vorerst einmal die Wahrscheinlich-
keiten f (n)ii der ersten Rückkehr in den Ausgangszustand i nach genau n Schritten.
Deﬁnition 2.1. Es sei f (n)ii = P (Xn = i,Xk 6= i für k = 1, 2, 3, . . . , n − 1|X0 = i)
(n ∈ N, i ∈ S) die Wahrscheinlichkeit nach n Schritten zum ersten Mal nach i zurückzu-
kehren. Weiters gilt: f (1)ii = p
(1)
ii = pii und f
(0)
ii = 0.
Man kann f (n)ii auch durch die Übergangswahrscheinlichkeiten ausdrücken:
f
(n)
ii = P (Xn = i,Xk 6= i für k = 1, 2, 3, . . . , n− 1|X0 = i) =
= P (
⋃
i1,...,in−1∈S\{i}X1 = i1, . . . , Xn−1 = in−1, Xn = i|X0 = i) =
=
∑
i1,...,in−1∈S\{i} pii1 · pi1i2 · . . . pin−1i.
Jetzt wird die sogenannte erstmalige Rückkehrwahrscheinlichkeit deﬁniert:
Deﬁnition 2.2. Es sei f ∗ii =
∑∞
n=1 f
(n)
ii für i ∈ S, n ∈ N die Wahrscheinlichkeit vom Aus-
gangspunkt i irgendwann erstmalig wieder nach i zurückzukehren. Dazu passend deﬁniert
man noch die mittlere erstmalige Rückkehrzeit der Markoﬀ Kette in den Zustand i als
µii =
∑∞
n=1 n · f (n)ii .
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Satz 2.1. Eine Eigenschaft der erstmaligen Rückkehrwahrscheinlichkeit f (n)ii in n Schrit-
ten wird durch die folgende Rekursionsformel dargestellt:
∀i ∈ S und ∀n ∈ N gilt : p(n)ii =
n∑
k=0
p
(n−k)
ii · f (k)ii (2.1)
Beweis: Um diesen Beweis durchführen zu können, müssen vorerst die Zeitpunkte
S
(i)
0 = 0, S
(i)
1 = min {n > 0 : Xn = i} , S(i)2 = min
{
n > S
(i)
1 : Xn = i
}
, . . . ,
S
(i)
k = min
{
n > S
(i)
k−1 : Xn = i
}
, in denen die Markoﬀ Kette zum 0-te, 1., 2., . . .,k-ten
Male wieder den Zustand i erreicht, eingeführt werden. Man setzt S(i)k = ∞, wenn für
dieses k (k ≥ 1) kein solches n existiert. S(i)0 , S(i)1 , . . . , S(i)k , . . . bilden eine Folge von Zu-
fallsvariablen. Daher kann man die Pausen zwischen den aufeinanderfolgenden Besuchen
der Markoﬀ Kette im Zustand i wie folgt bezeichnen:
T
(k)
ii = S
(i)
k − S(i)k−1 =
 min
{
n ∈ N : X
S
(i)
k−1+n
= i
}
wenn n existiert
∞ sonst
Dies gilt für alle k ≥ 1.
Die Folge der Pausenzeiten
{
T
(k)
ii
}
k∈N
bildet einen arithmetischen Erneuerungsprozess.
Das bedeutet, dass die Zufallsgrößen T (k)ii = S
(i)
k −S(i)k−1 für alle k ≥ 1 nichtnegativ, insge-
samt unabhängig und identisch verteilt sind.
Tii heißt die erstmalige Rückkehrzeit der Markoﬀ Kette in den Zustand i und man setzt
f
(n)
ii = P (Tii = n) ∀n ∈ N0. Sichtlich ist µii = E(Tii) =
∑∞
n=1 n · f (n)ii . Weiters gilt
f
(0)
ii = 0 und f
(1)
ii = pii.
S
(i)
m =
∑m
k=1 T
(k)
ii = T
(m)
ii +S
(i)
m−1, (m ≥ 1) bezeichnet dann den Zeitpunkt der m-ten Rück-
kehr der Markoﬀ Kette in den Zustand i. Somit ergibt sich
p
(n)
ii = P (
⋃n
m=1
{
S
(i)
m = n
}
) =
=
∑n
m=1 P (S
(i)
m = n) =
=
∑n
m=1
∑n
k=0 P (T
(m)
ii + S
(i)
m−1 = n|T (m)ii = k)P (T (m)ii = k)
bzw.
p
(n)
ii =
∑n
m=1
∑n
k=0 P (S
(i)
m−1 = n− k|T (m)ii = k)f (k)ii .
Die Zufallsgrößen S(i)m−1 und T
(i)
ii sind unabhängig und das führt zu folgender Bedingung
p
(n)
ii =
∑n
k=0
∑n
m=1 P (S
(i)
m−1 = n− k)f (k)ii =
=
∑n
k=0 P (
⋃n
m=1
{
S
(i)
m−1 = n− k
}
)f
(k)
ii =
=
∑n
k=0 p
(n−k)
ii f
(k)
ii .
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Durch diese nun gemachten Deﬁnitionen und Annahmen, wird der Unterschied zwischen
rekurrenten und transienten Zuständen deutlich, und zwar:
Deﬁnition 2.3. Ein Zustand i heißt rekurrent, falls f ∗ii = 1 ist.
Diese Deﬁnition soll damit ausdrücken, dass der Prozess bei Start in i mit der Wahr-
scheinlichkeit 1 wieder zu i zurückkehrt.
Ein Zustand i heißt transient, falls f ∗ii < 1 ist.
Das bedeutet, dass die Wahrscheinlichkeit für die Rückkehr nach i bei Start in i nicht
sicher, also kleiner als 1 ist.
Man macht noch weitere zwei Unterscheidungen über rekurrente Zustände:
• Der Zustand i heißt positiv-rekurrent, falls f ∗ii = 1 und µii <∞.
• Der Zustand i heißt null-rekurrent, falls f ∗ii = 1 und µii =∞.
Ein rekurrenter Zustand ist demnach positiv-rekurrent, wenn seine mittlere erstmalige
Rückkehrzeit endlich ist und null-rekurrent, wenn seine mittlere Rückkehrzeit unendlich
groß wird, unter Voruassetzung, dass bei beiden Zuständen die Wahrscheinlichkeit einer
Rückkehr sicher ist.
Eine weitere Möglichkeit zu überprüfen, ob ein Zustand rekurrent oder transient ist, zeigt
der folgende Satz:
Satz 2.2. Ein Zustand i ist genau dann rekurrent, wenn
∑∞
n=0 p
(n)
ii =∞ ist.
Er ist transient, falls
∑∞
n=0 p
(n)
ii <∞ ist.
Um diesen Satz beweisen zu können, braucht man einen Hilfssatz:
Satz 2.3. Hilfssatz: Es sei {an}n∈N0 eine Folge nicht-negativer reeller Zahlen mit
limn→∞ anPn
k=0 ak
= 0.
Ist weiters {bn}n∈N0 eine beliebige andere reelle Zahlenfolge, für die limn→∞ bn = b < ∞
gilt, dann ist limn→∞
Pn
k=0 ak·bn−kPn
k=0 ak
= b.
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Bemerkung: Die Voraussetztung limn→∞ anPn
k=0 ak
= 0 ist erfüllt, wenn
∑∞
n=0 an <∞ gilt
oder wenn
∑∞
n=0 an =∞ und 0 ≤ an ≤ K ∀n ∈ N0 gilt.
Beweis: Aufgrund der Bedingung limn→∞ bn = b <∞ lässt sich zu einem beliebig vorge-
gebenen  > 0 ein N = N() ﬁnden, sodass
|bn − b| <  ∀n ≥ N().
Weiters gilt für ein M <∞, dass
|bn − b| < M ∀n ∈ N0.
Damit erhält man dann für alle n ≥ N()
|
Pn
k=0 akbn−kPn
k=0 ak
− b| = |
Pn−N
k=0 ak(bn−k−b)+
Pn
k=n−N+1 ak(bn−k−b)Pn
k=0 ak
| <
<
Pn−N
k=0 akPn
k=0 ak
+M
Pn
k=n−N+1 akPn
k=0 ak
≤ +M
Pn
k=n−N+1 akPn
k=0 ak
.
Aufgrund der Bedingung limn→∞ anPn
k=0 ak
= 0 ist andererseits
limn→∞
Pn
k=n−N+1 akPn
k=0 ak
= 0.
Somit erhält man schließlich
limn→∞|
Pn
k=0 akbn−kPn
k=0 ak
− b| ≤ .
Da  > 0 beliebig war, ergibt sich die Beziehung limn→∞
Pn
k=0 ak·bn−kPn
k=0 ak
= b.
Nun widmet man sich dem Beweis des vorigen Satzes 2.2.:
Beweis: Man summiert in der obigen Rekursionsformel (2.1) über n = 1, 2, . . . , N , sodass∑N
n=1 p
(n)
ii =
∑N
n=1
∑n
k=0 f
(n−k)
ii · p(k)ii =
∑N
k=0
∑N
n=k f
(n−k)
ii · p(k)ii =
∑N
k=0 p
(k)
ii
∑N−k
n=0 f
(n)
ii .
Da 0 ≤ p(n)ii ≤ 1 ∀n ∈ N0 gilt und limn→∞
∑n
k=0 f
(k)
ii = f
∗
ii ≤ 1 ist, sind für die Zahlenfol-
gen {an}n∈N0 und {bn}n∈N0 mit an = p
(n)
ii und bn =
∑n
k=0 f
(k)
ii ∀n ≥ 0 die Voraussetzungen
vom Hilfssatz erfüllt, und es folgt:
limN→∞
PN
n=1 p
(n)
ii
PN
n=0 p
(n)
ii
= limN→∞
PN
k=0 p
(k)
ii ·
PN−k
n=1 f
(n)
ii
PN
n=0 p
(n)
ii
= f ∗ii
bzw.
1− f ∗ii = 1limN→∞PNn=0 p(n)ii .
Hier ist sehr schön ersichtlich, dass genau dann wenn f ∗ii = 1 (bzw. f
∗
ii < 1) ist
limN→∞
∑N
n=0 p
(n)
ii =
∑∞
n=0 p
(n)
ii =∞ (bzw. limN→∞
∑N
n=0 p
(n)
ii =
∑∞
n=0 p
(n)
ii <∞) folgt.
Satz 2.4. Ist der Zustand i einer Markoﬀ Kette transient, dann gilt:∑∞
n=0 p
(n)
ii = (1− f ∗ii)−1.
Beweis: Durch Anwendung des letzten Satzes 2.2. erhält man folgende Relation:
1− f ∗ii = 1limN→∞PNn=0 p(n)ii .
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Ist i jetzt transient, dann konvergiert die Reihe
∑∞
n=0 p
(n)
ii und man erhält∑∞
n=0 p
(n)
ii = limN→∞
∑N
n=0 p
(n)
ii = (1− f ∗ii)−1.
Satz 2.5. Seien i, j ∈ S mit i↔ j. Dann sind i und j entweder beide rekurrent oder beide
transient. Außerdem besitzen beide die gleiche Periode.
Beweis: Angenommen es exisieren r und s mit p(r)ij > 0 und p
(s)
ji > 0.
Wenn p(n)ii > 0 ist, dann folgt p
(s+n+r)
jj ≥ p(s)ji p(n)ii p(r)ij > 0.
Wenn p(m)jj > 0 ist, dann folgt p
(r+m+s)
ii ≥ p(r)ij p(m)jj p(s)ji > 0.
Diese beiden Relationen bestätigen die erste Aussage des Satzes, denn angenommen der
Zustand i sei nun rekurrent, dann gilt∑∞
n=0 p
(n)
ii =∞.
Zusammen mit der ersten Ungleichung erhält man somit∑∞
n=0 p
(n)
jj =∞,
woraus die Rekurrenz des Zustandes j folgt.
Umgekehrt, das heißt falls man j als rekurrenten Zustand voraussetzt, verläuft der Beweis
analog.
Daher sind alle Zustände einer irreduziblen Markoﬀ Kette entweder rekurrent oder tran-
sient, was man mit der Prüfung der Reihe
∑∞
n=0 p
(n)
ii auf Konvergenz oder Divergenz,
feststellen kann.
Die Aussage über die gleiche Periode der Zustände i und j lässt sich folgendermaßen be-
weisen:
Setzt man Di =
{
n : p
(n)
ii > 0
}
und Dj =
{
n : p
(n)
jj > 0
}
, dann existieren k, l ∈ Di mit
di = l − k.
Somit sieht man dann, dass s + k + r und s + l + r ∈ Dj sind. Also teilt dj l − k und
daher auch di.
Umgekehrt gilt, dass di auch dj teilt, also gilt schließlich di = dj.
Um den nächsten Satz behandeln zu können, welcher Aussagen über die Art der Zer-
legung des Zustandsraumes in rekurrente und transiente Zustandsmengen macht, benötigt
man vorerst einen Hilfssatz:
Satz 2.6. Hilfssatz: Ist i ein rekurrenter Zustand und gilt i→ j, dann folgt j → i.
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Beweis: Da man annimmt, dass i→ j gilt, existiert eine natürliche Zahl n mit p(n)ij > 0.
Wäre j 9 i, dann gäbe es eine positive Wahrscheinlichkeit dafür, dass die Markoﬀ Kette
nicht mehr in den Zustand i zurückkehrt. Dann würde f ∗ii < 1 gelten. Dies ist aber ein
Widerspruch zur Voraussetzung, dass der Zustand i rekurrent ist. Darum ist j → i erfüllt.
Satz 2.7. Der Zustandsraum S einer Markoﬀ Kette lässt sich folgendermaßen zerlegen:
S = T ∪ C1 ∪ C2 ∪ . . ., wobei die Mengen Ck (k = 1, 2, . . .) abgeschlossene rekurrente
Zustandsmengen sind und T die Menge der transienten Zustände ist. Es kann vorkom-
men, dass einer dieser Mengen T bzw C =
⋃∞
k=1Ck leer ist. Wenn entweder T = S oder
C = C1 = S ist, so ist die Markoﬀ Kette irreduzibel.
Beweis: Da T die Menge der transienten Zustände und C die der rekurrenten Zustände
beschreibt gilt oﬀensichtlich
S = T ∪ C und T ∩ C = ∅.
Wenn C = ∅ gilt, dann ist die Behauptung des Satzes bewiesen.
Wenn C 6= ∅ gilt, dann wird durch die Relation ↔ in C eine Äquivalenzrelation gegeben.
Diese ist stets symmetrisch und transitiv (Abschnitt 1.4). Weiters ist diese Relation auch
reﬂexiv in C, weil für ein beliebiges i ∈ C immer ein n ∈ N existiert mit p(n)ii > 0; daher
gilt i↔ i.
Somit sieht man, dass C in Äquivalenzklassen C1, C2, . . . , zerfällt, deren Anzahl wegen
der Abzählbarkeit von C ⊂ S höchstens abzählbar unendlich ist.
Folglich gilt: S =
⋃∞
k=1Ck, Ck ∩ Cl = ∅ (k 6= l).
Zwei Zustände i, j ∈ S sind genau dann gegenseitig erreichbar, wenn sie zur selben Äqui-
valenzklasse gehören. Das bedeutet:
i↔ j ∀i, j ∈ Ck (∀k ∈ N), aber
i= j ∀i ∈ Ck, ∀j ∈ Cl (k 6= l).
Die Abgeschlossenheit von Ck folgt nun nach dem Hilfssatz 2.6.:
Wenn i ∈ Ck und i → j gilt, dann ist auch j → i erfüllt, da i rekurrent ist. Daher gilt
i↔ j und somit auch j ∈ Ck.
Zusammenfassung:
Durch Überprüfen von
1.
∑∞
n=0 p
(n)
ii = ∞ (Die Summe divergiert) bzw
∑∞
n=0 p
(n)
ii < ∞ (Die Summe konver-
giert)
oder
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2. f ∗ii =
∑∞
n=1 f
(n)
ii = 1 bzw f
∗
ii =
∑∞
n=1 f
(n)
ii < 1
wird die Rekurrenz bzw die Transienz eines Zustandes der Markoﬀ Kette nachgewiesen.
Beispiel:
Es sei der endliche Zustandsraum S = {0, 1, 2} und die Matrix der Übergangswahrschein-
lichkeiten wie folgt gegeben:
P =
 1/2 1/2 01/2 1/2 0
1/3 0 2/3

Nun wird überprüft, welche der Zustände rekurrent bzw. transient sind:
Zuerst beginnt man mit dem Zustand 0 und wählt die Anfangsverteilung p(0)0 = (1, 0, 0).
Dann erhält man f (0)00 = 0, f
(1)
00 = p00 = 1/2 und nach der Formel aus der Deﬁnition 2.1.
vom Abschnitt 2.1 ist: f (n)00 =
∑
i1,...,in−1∈S\{0} p0i1 · pi1i2 . . . pin−10.
Wenn nun aber i1 = 2 gewählt wird, ist ja p0i1 = 0 und daher schreibt man:
f
(n)
00 = p01 ·
∑
i2,...,in−1∈{1,2} p1i2 · pi2i3 . . . pin−10.
Analog dazu ist p1i2 = 0, wenn i2 = 2, und daher f
(n)
00 = p01·p11·
∑
i3,...,in−1∈{1,2} p1i3 . . . pin−10.
Lässt man dieses Verfahren fortlaufen erhält man schlußendlich
f
(n)
00 = p01 · p(n−2)11 · p10 = (1/2)n,∀n ≥ 1 und damit f ∗00 =
∑∞
n=1 f
(n)
00 =
∑∞
n=1 (1/2)
n = 1.
Daher ist laut Deﬁnition 2.3. der Zustand 0 rekurrent.
Für den Zustand 1 ergibt sich, bei analoger Durchführung der Rechnung wie für den Zu-
stand 0, dasselbe Ergebnis. Er ist also auch rekurrent.
Es fehlt noch der Zustand 2:
Man wählt p(2)0 = (0, 0, 1) als Anfangsverteilung, dann ist
f
(0)
22 = 0, f
(1)
22 = p22 = 2/3 und f
(n)
22 = 0 für n ≥ 2,
und damit ist f ∗22 =
∑∞
n=1 f
(n)
22 = 2/3 < 1. Laut der Deﬁnition 2.3. ist der Zustand 2 also
transient.
Jetzt stellt sich noch die Frage ob die Zustände 0 und 1 positiv-rekurrent, oder null-
rekurrent sind.
Es genügt den Zustand 0 zu untersuchen, da aufgrund 0 ↔ 1 der Zustand 1 das selbe
Verhalten wie 0 aufweist.
Man berechnet die mittlere erstmalige Rückkehrzeit in den Zustand 0:
µ00 =
∑∞
n=1 n · f (n)00 .
weil f (n)00 = (
1
2
)n ∀n ≥ 1 war, gilt:
µ00 =
∑∞
n=1 n(
1
2
)n =
∑∞
n=1
∑∞
k=n (
1
2
)k =
∑∞
n=1
( 1
2
)n
1− 1
2
= 2
∑∞
n=1 (
1
2
)n = 2.
Somit sieht man, dass die Rückkehrzeit endlich ist und daher sind die Zustände 0 und 1
positiv-rekurrent.
15
Eine weitere Möglichkeit zu bestimmen, ob ein Zustand i rekurrent oder transient ist,
ist die Verwendung der Wahrscheinlichkeit qii, mit der ein Prozess bei Start im Zustand
i unendlich oft in denselben Zustand i zurückkehrt.
Satz 2.8. Der Zustand i ist rekurrent bzw transient, wenn qii = 1 bzw qii = 0 ist.
Beweis: Es sei q(N)ii die Wahrscheinlichkeit, dass ein Prozess bei Start in i mindestens N
mal in denselben Zustand i zurückkehrt. Dann entsteht der Zusammenhang:
q
(N)
ii =
∑∞
k=1 f
(k)
ii · q(N−1)ii = q(N−1)ii · f ∗ii.
Weiters kann man jetzt den Prozess q(N)ii rekursiv darstellen und zwar: q
(N)
ii = f
∗
ii ·q(N−1)ii =
(f ∗ii)
2 · q(N−2)ii = . . . = (f ∗ii)N−1 · q(1)ii . Da aber q(1)ii = f ∗ii laut der Deﬁnition der Rückkehr-
wahrscheinlichkeiten ist, folgt q(N)ii = (f
∗
ii)
N . Daher lautet die Aussage des Satzes:
qii = limN→∞ q
(N)
ii = limN→∞ (f
∗
ii)
N =
{
0 falls i transient
1 falls i rekurrent
2.2 Die erstmaligen Übergangswahrscheinlichkeiten
Wie schon im vorherigen Abschnitt 2.1 für die erstmaligen Rückkehrwahrscheinlichkeiten
f ∗ii, kann man nun auch die erstmaligen Übergangswahrscheinlichkeiten f
∗
ij (i 6= j) deﬁ-
nieren.
Deﬁnition 2.4. f
(n)
ij = P (Xn = j,Xk 6= j für 1 ≤ k ≤ n− 1|X0 = i) =
=
∑
i1,...,in−1∈S\{j} pii1 · pi1i2 · . . . · pin−1j.
Das ist die Wahrscheinlichkeit von i ausgehend nach n Schritten zum ersten Mal in j zu
sein.
f
(0)
ij = 0 und f
(1)
ij = pij.
Deﬁnition 2.5. Die erstmaligen Übergangswahrscheinlichkeiten werden folgendermaßen
deﬁniert:
f ∗ij = P (Xn = j erstmalig für irgendein n ∈ N|X0 = i) =
∑∞
n=1 f
(n)
ij ≤ 1.
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Satz 2.9. Eine Eigenschaft der erstmaligen Übergangswahrscheinlichkeiten nach n Schrit-
ten f (n)ij wird durch folgende Rekursionsformel dargestellt:
∀i, j ∈ S und ∀n ∈ N gilt : p(n)ij =
n∑
k=0
f
(k)
ij · p(n−k)jj (2.2)
Beweis: Nach dem Satz über die totale Wahrscheinlichkeit erhält man für beliebige Zu-
stände i, j ∈ S und für alle n ≥ 1
p
(n)
ij = P (Xn = j|X0 = i) =
=
∑∞
k=0 P (Xn = j|X0 = i, Tij = k)P (Tij = k|X0 = i) +
+ P (Xn = j|X0 = i, Tij =∞)P (Tij =∞|X0 = i) =
=
∑n
k=0 P (Xn = j|X0 = i,X1 6= j, . . . , Xk−1 6= j,Xk = j) · f (k)ij .
Wendet man jetzt noch die Markoﬀ-Eigenschaft und die Homogenität an, so erhält man
p
(n)
ij =
∑n
k=0 P (Xn = j|Xk = j) · f (k)ij =
=
∑n
k=0 f
(k)
ij · p(n−k)jj .
Die Frage für welche Zustände i und j f ∗ij = 1 ergibt wird mit dem nächsten Satz be-
antwortet:
Satz 2.10. Seien i, j ∈ S mit i→ j. Ist i rekurrent, dann gilt f ∗ji = 1 und j ist ebenfalls
rekurrent.
Beweis: Man geht anfangs davon aus, dass j ∈ S\ {i} ein Zustand ist, für den p(n)ij > 0
für ein n und f ∗ji < 1 gilt. Da i 6= j ist muss n ≥ 1 gelten.
Aufgrund der möglichen Zerlegung von p(n)ij in folgende Gestalt
p
(n)
ij =
∑
i1∈S · · ·
∑
in−1∈S pii1pi1i2 · · · pin−1j > 0, gibt es i1, i2, . . . , in−1 ∈ S, für die
pii1 > 0, pi1i2 > 0, . . . , pin−1j > 0 gilt. Man kann annehmen, dass im 6= i für 1 ≤ m ≤ n−1
ist. Wenn dies nicht der Fall ist, kann man ein maximales m ≥ 1 mit im = i ﬁnden und
nun im, . . . , in−1 statt i0, . . . , in−1 wählen.
Es sei A das Ereignis {Xl = i für ein l ≥ 1}, sodass P (A|X0 = i) = f ∗ii gilt. Weiters sei B
das Ereignis {X1 = i1, . . . , Xn−1 = in−1, Xn = j}, sodass P (B|X0 = i) = pii1pi1i2 · · · pin−1j >
0 gilt. Schließlich bildet man die Menge Cm = B∩{Xn+1 6= i, . . . , Xn+m−1 6= i,Xn+m = i}
für m ≥ 1. Da ij 6= i für 1 ≤ j ≤ n − 1 gilt ist B ∩ A die disjunkte Vereinigung
der Ereignisse Cm für m ≥ 1. Wendet man den Additionssatz an, dann ergibt sich:
P (B ∩A|X0 = i) =
∑∞
m=1 P (Cm|X0 = i). Die bedingte Wahrscheinlichkeit P (Cm|X0 = i)
kann man folgendermaßen schreiben
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P (Cm|X0 = i) =
∑
k1 6=i . . .
∑
km−1 6=i pii1 . . . pin−1jpjk1pk1k2 . . . pkm−1i =
= pii1 . . . pin−1j
∑
k1 6=i . . .
∑
km−1 6=i pjk1pk1k2 . . . pkm−1i =
= P (B|X0 = i)f (m)ji .
Setzt man dieses Ergebnis ein, dann folgt
P (B ∩ A|X0 = i) = P (B|X0 = i)
∑∞
m=1 f
(m)
ji = P (B|X0 = i)f ∗ji.
Daraus ergibt sich dann
P (B\A|X0 = i) = P (B|X0 = i)− P (B ∩ A|X0 = i) = P (B|X0 = i)(1− f ∗ji) > 0.
Es gilt 1 ≥ P (A ∪ B|X0 = i) = P (A|X0 = i) + P (B\A|X0 = i) = f ∗ii + P (B\A|X0 = i),
und daher folgt f ∗ii < 1.
Man hat für den anfänglich angenommenen Zustand j ∈ S\ {i}, für den p(n)ij > 0 für ein
n ≥ 0 und f ∗ji < 1 gilt gezeigt, dass f ∗ii < 1 gilt.
Daraus kann man dann sofort die Behauptung des Satzes folgern, da für ein rekurrentes
i f ∗ii = 1 gelten muss.
Bemerkung: Ist a ∈ S absorbierend, das heißt paa = 1, und i ∈ S sodass i → a gilt,
dann ist i transient. (Wäre i rekurrent, dann müsste f ∗ai = 1 gelten; es gilt aber f
∗
ai = 0.)
Zur vollständigen Verständnis ist der nächste Satz noch wichtig:
Satz 2.11. Eine irreduzible Markoﬀ Kette mit Zustandsraum S = N0 ist genau dann
rekurrent, wenn f ∗ik = 1 ∀i ∈ S\ {k}.
Beweis:
1. Es gelte f ∗ik = 1 ∀i ∈ S\ {k}. Wie schon von früher bekannt (siehe Deﬁnition 2.1.),
ist
f
(1)
kk = pkk
f
(2)
kk =
∑
i1∈S\{k} pki1 · pi1k =
∑
i1∈S\{k} pki1 · f
(1)
i1k
∀n ≥ 3 : f (n)kk =
∑
i1,...,in−1∈S\{k} pki1 · pi1i2 · . . . pin−1k = . . . =
∑
i1∈S\{k} pki1 · f
(n−1)
i1k
Nun summiert man über n ∈ N:
f ∗kk = pkk +
∑∞
n=2 (
∑
i∈S\{k} pki · f (n−1)ik ) = pkk +
∑
i∈S\{k} pki · f ∗ik =
∑
i∈S pki = 1.
Daraus kann man erkennen, dass der Zustand k rekurrent ist und daher sind auch
alle anderen Zustände der Markoﬀ Kette rekurrent, da man die Irreduzibilität vor-
ausgesetzt hat.
2. Umgekehrt: Es seien alle Zustände der Markoﬀ Kette rekurrent. Dann gilt nach Satz
2.10.: f ∗ij = 1 ∀i, j ∈ S. Insbesondere gilt also auch f ∗ik = 1 ∀i ∈ S\ {k}.
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Bemerkung: Ist f ∗ij = 1, so kann man den Erwartungswert µij = E(Tij) =
∑∞
n=1 n · f (n)ij
bilden. Ist die Summe
∑∞
n=1 n · f (n)ij divergent, so heißt das, dass die mittlere erstmalige
Übergangszeit der Markoﬀ Kette µij =∞ ist. (Einen Satz, der weitere Aussagen über die
mittlere erstmalige Übergangszeit macht, ﬁndet man im dritten Kapitel.)
Satz 2.12. Ist j ein transienter Zustand, so gilt ∀i ∈ S:∑∞
n=1 p
(n)
ij =
f∗ij
1−f∗jj .
Beweis: Durch Anwendung der gerade gegebenen Rekursionsformel (2.2) und den drei
Sätze (2.2.,2.3.,2.4.) vom Abschnitt 2.1 kann man diese Formel beweisen:
f ∗ij =
limm→∞
Pm
n=1 p
(n)
ij
limm→∞
Pm
n=0 p
(n)
jj
(siehe Beweis von Satz 2.2.)
Ist j jetzt transient, dann konvergiert die Reihe
∑∞
n=0 p
(n)
jj und
∑∞
n=0 p
(n)
jj = (1 − f ∗jj)−1,
laut dem Satz (2.2.).
Da weiters f ∗ij ≤ 1 ist, existiert nun auch limm→∞
∑m
n=1 p
(n)
ij und es folgt schlußendlich∑∞
n=1 p
(n)
ij = limm→∞
∑m
n=1 p
(n)
ij = f
∗
ij(1− f ∗jj)−1.
2.3 Sätze über Rekurrenz und Transienz
In diesem Abschnitt wird auf Sätze, die Aussagen über die Rekurrenz oder die Transienz
einer Markoﬀ Kette machen, näher eingegangen.
Satz 2.13. Das Rekurrenzkriterium
Eine irreduzible Markoﬀ Kette mit Zustandsraum S = N0 ist rekurrent, falls das Un-
gleichungssystem xi ≥
∑
j∈S pij · xj, ∀i ∈ S\ {k} (k ∈ S fest) einen Lösungsvektor
u = (u0, u1, . . .) mit limi→∞ ui =∞ besitzt.
Beweis: Man nimmt bei diesem Beweis o.B.d.A an, dass k = 0 sei. Hier soll nun durch
die Existenz einer Lösung u = (u0, u1, . . .) mit limi→i ui = ∞ von dem Ungleichungssys-
tem im Satz, die Beziehung f ∗i0 = 1 ∀i ∈ S\ {0} abgeleitet werden. Nach Satz 2.11. folgt
nämlich daher die Rekurrenz der Markoﬀ Kette .
Um dieses zu erreichen ordnet man vorest der Markoﬀ Kette mit der Übergangsmatrix
P = [pij]i,j∈S eine neue Kette mit den Übergangswahrscheinlichkeiten
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p˜ij =
{
pij ∀i ∈ S\ {0} und ∀j ∈ S
δ0j wenn i = 0 und ∀j ∈ S
zu. Das hat zur Folge, dass man mit einer Kette weiter arbeitet, die den Nullzustand als
absorbierenden Zustand besitzt. Den Zustandsraum S der so entstandenen, neuen Kette
kann man dann folgendermaßen zerlegen:
S = T ∪ C, wobei C = {0} und T = S\ {0} ist.
Nach dem Satz 2.12. gilt für alle transienten Zustände j ∈ S\ {0} = T und ∀i ∈ S, dass
die Summe der neuen Übergangswahrscheinlichkeiten konvergiert, das heißt∑∞
n=1 p˜
(n)
ij <∞ und damit folgt
limn→∞ p˜
(n)
ij = 0.
Nach der Rekurrenzformel (2.2) aus Satz 2.9. gilt andererseits folgender Zusammenhang:
p˜
(n)
i0 =
∑n
k=0 f˜
(k)
i0 p˜
(n−k)
00 ∀n ≥ 1.
Wegen p˜(k)00 = 1 für 0 ≤ k ≤ n und ∀i ∈ S\ {0} gilt
f˜
(k)
i0 =
∑
i1,...,ik−1∈S\{0} p˜ii1 p˜i1i2 . . . p˜ik−10 =
=
∑
i1,...,ik−1∈S\{0} pii1pi1i2 . . . pik−10 = f
(k)
i0 .
Daraus lässt sich jetzt erkennen, dass die Gleichung p˜(n)i0 =
∑n
k=0 f
(k)
i0 erfüllt ist und das
bedeutet, dass limn→∞ p˜
(n)
i0 = f
∗
i0 ist.
Schließlich erhält man
limn→∞ p˜
(n)
ij =
{
0 falls j ∈ S\ {0}
f ∗i0 falls j = 0, i ∈ S\ {0}
.
Betrachtet man das Ungleichungssystem des Satzes mit den Übergangswahrscheinlichkei-
ten p˜ij, so folgt
xi ≥
∑∞
j=0 p˜ij · xj, ∀i ∈ S.
Sei u = (u0, u1, . . .) eine Lösung der Ungleichung aus dem Satz mit den üblichen Über-
gangswahrscheinlichkeiten, dann ist sie auch eine Lösung für das Ungleichungssystem mit
den modiﬁzierten Übergangswahrscheinlichkeiten, und es gilt wieder limi→∞ ui =∞.
Wendet man die Gleichung von Chapman-Kolmogorow an, so folgt dann
ui ≥
∑∞
j=0 p˜ij · uj ≥
∑∞
j=0 p˜ij(
∑∞
l=0 p˜jlul) =
∑∞
l=0 (
∑∞
j=0 p˜ij p˜jl)ul =
∑∞
l=0 p˜
(2)
il ul.
Wenn man so fortfährt sieht man, dass die ui auch das Ungleichungssystem
ui ≥
∑∞
j=0 p˜
(n)
ij · uj ∀i ∈ S erfüllen.
Da man weiß, dass die Folge der ui für j →∞ gegen ∞ strebt, existiert zu einem beliebig
vorgegebenen  > 0 stets eine natürliche Zahl m = m(), so dass
uj >
1

∀j ≥ m.
Somit erhält man für alle i ∈ S\ {0}:∑m−1
j=0 p˜
(n)
ij uj +
1

∑∞
j=m p˜
(n)
ij ≤
∑m−1
j=0 p˜
(n)
ij uj +
∑∞
j=m p˜
(n)
ij uj =
∑∞
j=0 p˜
(n)
ij uj ≤ ui.
Da aber
∑∞
j=0 p˜
(n)
ij = 1 ist folgt also∑m−1
j=0 p˜
(n)
ij uj +
1

[1−∑m−1j=0 p˜(n)ij ] ≤ ui.
Nun führt man in dieser Ungleichung den Grenzübergang n→∞ aus.
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Durch Einbeziehung der n-Schritt-Übergangswahrscheinlichkeiten p˜(n)ij ergibt sich
f ∗i0u0 +
1

[1− f ∗i0] ≤ ui,
bzw umgeformt
1− f ∗i0 ≤ [ui − u0f ∗i0].
Da man  > 0 beliebig klein machen kann, folgt f ∗i0 ≥ 1. Anderenfalls ist aber f ∗i0 ≤ 1.
Daher führen diese zwei Aussagen zu f ∗i0 = 1 ∀i ∈ S\ {0}, was zu beweisen war.
Satz 2.14. Das Transienzkriterium
Eine irreduzible Markoﬀ Kette mit Zustandsraum S = N0 ist genau dann transient, wenn
das Gleichungssystem xi =
∑∞
j=1 pij · xj,∀i ∈ S\ {0} eine beschränkte, nichttriviale Lö-
sung besitzt. Das selbe Argument gilt auch, wenn das Gleichungssystem
xi =
∑∞
j=0 pij · xj ∀i ∈ S\ {0} eine beschränkte, nichtkonstante Lösung besitzt.
Beweis: Zuerst setzt man voraus, dass die Markoﬀ Kette transient ist und beweist, dass
die Wahrscheinlichkeiten yi = P (Xn 6= 0 ∀n ∈ N|X0 = i) = 1 − f ∗i0 (i ∈ S\ {0}) eine
nichttriviale Lösung der Gleichung xi =
∑∞
j=1 pij · xj,∀i ∈ S\ {0} sind.
Vorerst ist 0 ≤ yi ≤ 1 ∀i ∈ S\ {0} und wegen der Annahme der Transienz dieser Markoﬀ
Kette ist wegen des Satzes 2.11. sogar yi > 0 für mindestens ein i ∈ S\ {0} erfüllt.
Zu beweisen ist noch, dass die yi auch das Gleichungssystem xi =
∑∞
j=1 pij · xj aus dem
Satz lösen.
Man erhält dann mit Hilfe des Satzes 2.12.
f ∗j0 = (1− f ∗00)
∑∞
n=1 p
(n)
j0 ,
und das heißt
yj = 1− (1− f ∗00)
∑∞
n=1 p
(n)
j0 .
Eingesetzt in die folgende Beziehung ergibt sich ∀i ∈ S\ {0}∑∞
j=1 pijyj =
∑∞
j=1 pij − (1− f ∗00)
∑∞
n=1 [
∑∞
j=0 pijp
(n)
j0 − pi0p(n)00 ] =
= (1− pi0)− (1− f ∗00)[
∑∞
n=1 p
(n+1)
i0 − pi0
∑∞
n=1 p
(n)
00 ] =
= (1− pi0)− (1− f ∗00)[
∑∞
n=1 p
(n)
i0 − pi0
∑∞
n=0 p
(n)
00 ].
Schließlich setzt man nun die Ausdrücke aus den Sätzen 2.4. und 2.12. in die rechte Seite
der Gleichung ein und erhält∑∞
j=1 pijyj = (1− pi0)− (1− f ∗00)[ f
∗
i0
1−f∗00 −
pi0
1−f∗00 ] =
1− pi0 − f ∗i0 + pi0 = 1− f ∗i0 = yi,
was die erste Behauptung beweist.
Nun beweist man die umgekehrte Richtung und setzt dafür voraus, dass u = (u1, u2, . . .)
eine beschränkte, nichttriviale Lösung des Gleichungssystems xi =
∑∞
j=1 pij · xj ist. Da
der Vektor u beschränkt ist, kann man o.B.d.A voraussetzten, dass |ui| ≤ 1 ∀i ∈ S\ {0}
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ist.
Durch Induktion zeigt man, dass ∀i ∈ S\ {0}
|ui| ≤ 1−
∑n
k=1 f
(k)
i0 ∀n ∈ N gilt.
Sei n = 1, dann ergibt sich zunächst für alle i ∈ S\ {0} der Zusammenhang
|ui| = |
∑∞
j=1 pijuj| ≤
∑∞
j=1 pij|uj| ≤
∑∞
j=1 pij = 1− pi0 = 1− f (1)i0 .
Angenommen die Ungleichung |ui| ≤ 1 −
∑n
k=1 f
(k)
i0 gilt für ein gewisses n ∈ N und
∀i ∈ S\ {0}, dann folgt
|ui| ≤
∑∞
j=1 pij|uj| ≤
∑∞
j=1 pij(1−
∑n
k=1 f
(k)
j0 ) =
=
∑∞
j=1 pij −
∑n
k=1
∑∞
j=1 pijf
(k)
j0 =
1− pi0 −
∑n
k=1 f
(k+1)
i0 = 1−
∑n+1
k=1 f
(k)
i0 .
Somit hat man bewiesen, dass ∀i ∈ S\ {0} und ∀n ∈ N das Ungleichungssystem
|ui| ≤ 1−
∑n
k=1 f
(k)
i0 gültig ist. Durch den Grenzübergang n→∞ erhält man schließlich
|ui| ≤ 1− f ∗i0 ∀i ∈ S\ {0}.
Da man vorausgesetzt hat, dass u ein nichttrivialer Lösungsvektor ist, gilt für mindestens
ein i ∈ S\ {0}
0 < |ui| ≤ 1− f ∗i0,
und das bedeutet, dass fi0 < 1 sein muss. Daraus folgt nach dem Satz 2.11. die Transienz
der Markoﬀ Kette .
Dieselbe Aussage des Satzes für eine beschränkte, nichtkonstante Lösung ist nun sehr
einfach zu beweisen:
Ist nämlich u = (u0, u1, . . .) eine beschränkte, nichtkonstante Lösung des Gleichungssys-
tems xi =
∑∞
j=0 pij · xj ∀i ∈ S\ {0}, dann ist y = (u1 − u0, u2 − u0, . . .) eine beschränkte,
nichttriviale Lösung vom Gleichungssystem xi =
∑∞
j=1 pij · xj,∀i ∈ S\ {0} aus dem Satz.
Umgekehrt erhält man aus einer Lösung u = (u1, u2, . . .) von diesem Gleichungssystem
durch y = (0, u1, u2, . . .) eine Lösung von der Gleichung xi =
∑∞
j=0 pij · xj ∀i ∈ S\ {0}.
Satz 2.15. Eine irreduzible Markoﬀ Kette mit dem Zustandsraum S = {0, 1, . . . ,m}
besitzt
1. möglicherweise transiente Zustände,
2. mindestens einen rekurrenten Zustand,
3. keinen null-rekurrenten Zustand.
Beweis:
• 1.) und 2.) Durch das anschauliche Beispiel aus dem ersten Abschnitt des 2. Ka-
pitels, hat man gesehen, dass für eine Markoﬀ Kette mit endlichem Zustandsraum
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die Möglichkeit besteht, transiente Zustände zu besitzen.
Ist j ein transienter Zustand dann gilt: limn→∞ p
(n)
ij = 0,∀i ∈ S. (Den dazu gehöri-
gen Beweis ﬁndet man im dritten Kapitel, Satz 3.1.)
Da man weiters weiß, dass die Matrix P (n) stochastisch ist folgt:
∑m
j=0 p
(n)
ij = 1,
∀i ∈ S,∀n ∈ N0. Nun führt man den Grenzübergang n → ∞ durch und sieht, dass
die Gleichung 1 = limn→∞
∑m
j=0 p
(n)
ij =
∑m
j=0 limn→∞ p
(n)
ij , ∀i ∈ S erfüllt ist.
Wären alle Zustände transient, dann hätte man den Widerspruch 1 = 0. Daher
muss mindestens ein Zustand aus S existieren, der rekurrent ist.
• 3.) Angenommen es existiere ein null-rekurrenter Zustand j. Dann gibt es eine ab-
geschlossene null-rekurrente Zustandsmenge Z, die j enthält (Siehe Satz 2.7.). Für
null-rekurrente Zustände gilt weiters, dass limn→∞ p
(n)
ij = 0,∀i, j ∈ Z, was im dritten
Kapitel bewiesen wird (Siehe Satz 3.3). Da Z eine abgeschlossene Menge ist, folgt
wieder
∑
j∈Z p
(n)
ij = 1,∀i ∈ Z,∀n ∈ N0, und der Grenzübergang n→∞ führt wieder
zum selben Widerspruch 1 = 0 wie in Punkt 2.). Daher kann kein null-rekurrenter
Zustand existieren.
2.4 Kriterien für die positive Rekurrenz
Man möchte in diesem Abschnitt die Bedingungen für die positive Rekurrenz einer irredu-
ziblen Markoﬀ Kette erläutern. Die Bedingungen für eine aperiodische irreduzible Markoﬀ
Kette hat erstmals Foster (1953) aufgestellt. Später folgte die Aussage von Kanters (1965)
über den Fall der periodischen Markoﬀ Kette.
Der nächste Satz ist von großer Bedeutung, da die einzige Voraussetztung nur die Kennt-
nis der Übergangswahrscheinlichkeiten von einer Markoﬀ Kette ist.
Das Fostersche Kriterium für positiv-rekurrente Markoﬀ Ketten:
Satz 2.16. Es sei eine irreduzible Markoﬀ Kette mit dem Zustandsraum S = N0 gegeben.
Dann folgt:
Die Markoﬀ Kette ist positiv-rekurrent, wenn das Ungleichungssystem∑∞
j=0 pijxj ≤ xi − 1, ∀i = N,N + 1, . . .
eine nicht-negative Lösung (uj)j∈N0 mit
∑∞
j=0 pijuj <∞, ∀i = 0, 1, . . . , N − 1 besitzt.
N ist hierbei eine fest gewählte positive ganze Zahl.
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Beweis: Dieser Beweis beschränkt sich auf den Fall der aperiodischen Markoﬀ Kette.
Durch das im 3. Kapitel auftretende Konvergenzverhalten einer Markoﬀ Kette weiß man,
dass für alle i und j ∈ S ein Grenzwert limn→∞ p(n)ij = pj existiert. Es gilt pj = 0 oder
pj > 0 ∀j ∈ S. Wegen Kapitel 3 Abschnitt 3.2 weiß man, dass die Markoﬀ Kette genau
dann positiv-rekurrent ist, wenn pj > 0 ist. Man zeigt also, dass es einen Zustand j ∈ S
gibt, für den pj > 0 gilt. Da die positive Rekurrenz eine Klasseneigenschaft ist gilt dies
dann auch für alle Zustände der irreduziblen Markoﬀ Kette.
Eine nichtnegative Lösung (ui)i∈N0 soll die Gleichung∑∞
j=0 pijuj ≤ ui − 1, ∀i = N,N + 1, . . . mit
si =
∑∞
j=0 pijuj <∞, ∀i = 0, 1, . . . , N − 1 erfüllen.
Es wird nun S = 1+max0≤i≤N−1si ≥ 1 gesetzt. Dann erhält man für alle i = 0, 1, . . . , N−1
und für alle n ∈ N
0 ≤
∞∑
j=0
p
(n)
ij uj ≤ S
N−1∑
j=0
n−1∑
k=0
p
(k)
ij − n. (2.3)
Setzt man n=1 und lässt man i von 0 bis N-1 laufen, gilt
0 ≤∑∞j=0 pijuj = si ≤ S − 1.
Aufgrund der Gültigkeit der Gleichung (2.3) für ein n ∈ N, folgt dann
0 ≤∑∞j=0 p(n+1)ij uj =∑∞j=0 (∑∞k=0 p(n)ik pkj)uj
≤∑N−1k=0 p(n)ik sk +∑∞k=N p(n)ik (uk − 1)
≤∑N−1k=0 p(n)ik (sk + 1) +∑∞k=0 p(n)ik uk − 1
≤ S∑N−1k=0 ∑nl=0 p(l)ik − (n+ 1).
Damit ist gezeigt, dass die Gleichung (2.3) für alle n ∈ N und alle i = 0, 1, . . . , N − 1
gültig ist. Daraus ergibt sich dann die Ungleichung n
n−1 ≤ S
∑N−1
j=0
1
n−1
∑n−1
k=0 p
(k)
ij .
Lässt man n→∞ laufen, erhält man schließlich die Beziehung 1 ≤ S∑N−1j=0 pj, und dar-
aus folgt die Behauptung pj > 0 für mindestens ein j ∈ {0, 1, . . . , N − 1}.
Eine Folgerung von dem soeben gegebenen Satz von Foster, welche sich zur Untersuchung
der Warteschlangentheorien gut eignet, ist folgende:
Satz 2.17. (Folgerung) Es sei eine irreduzible Markoﬀ Kette mit Zustandsraum S = N0
gegeben. Wenn die Übergangswahrscheinlichkeiten pij die Bedingungen:
• ∑∞j=1 j · pij <∞, ∀i ∈ S und
• limi→∞(
∑∞
j=1 j · pij − i) < 0 erfüllen,
dann ist die Markoﬀ Kette positiv-rekurrent.
24
Beweis: Man setzt zuerst bi =
∑∞
j=1 jpij − i ∀i ∈ S.
Aus der zweiten Annahme des Satzes und der Deﬁnition des Limes superior folgt, dass
ein a > 0 und eine natürliche Zahl N = N(a) existiert, so dass
bi ≤ −a ∀i ≥ N(a) ist.
Deﬁniert man weiters eine Folge nicht-negativer Zahlen ui = i · 1a ∀i ∈ S, dann erfüllt
diese Zahlenfolge die Bedingung∑∞
j=0 pijuj =
1
a
∑∞
j=1 jpij =
1
a
(i+ bi) ≤ ia − 1 = ui − 1 ∀i ≥ N(a).
Andererseits gilt nach der ersten Annahme des Satzes, dass∑∞
j=0 pijuj =
1
a
∑∞
j=1 jpij <∞ ∀i ≤ N(a) ist.
Nach dem Satz 2.16. von Foster folgt daher die Behauptung dieser Folgerung.
Satz 2.18. Es sei eine irreduzible, aperiodische Markoﬀ Kette mit dem Zustandsraum
S = N0 gegeben.
1. Wenn das Gleichungssystem xj =
∑
i∈S xipij ∀j ∈ S eine Nicht-Nulllösung (uj)j∈S
mit
∑
j∈S |uj| <∞ besitzt, dann ist die Markoﬀ Kette positiv-rekurrent.
2. Die Markoﬀ Kette sei positiv-rekurrent. Dann gilt für jede nichtnegative Lösung
(uj)j∈S des Ungleichungssystems xj ≥
∑
i∈S xipij ∀j ∈ S auch
∑
j∈S uj <∞.
Beweis: Durch die Resultate des 3. Kapitels über das Konvergenzverhalten einer Markoﬀ
Kette kann man diesen Satz beweisen.
1. Sei (uj)j∈S eine von der Nullösung verschiedene Lösung des Gleichungssystems
xj =
∑
i∈S xipij mit
∑
j∈S |uj| <∞.
Aus der Gleichung uj =
∑
i∈S uipij ∀j ∈ S folgt dann die Beziehung
uj =
∑
i∈S uip
(n)
ij ∀j ∈ S, ∀n ∈ N0. Daher kommt man auf die folgende Unglei-
chung:
|uj| = |
∑∞
i=0 uip
(n)
ij | ≤
∑∞
i=0 |ui|p(n)ij ≤
∑∞
i=0 |ui| <∞.
Man sieht nun, dass die Reihe
∑∞
i=0 uip
(n)
ij absolut und gleichmäßig konvergiert in
Bezug auf n ∈ N0 und j ∈ S.
Sei  > 0 beliebig vorgegeben, dann lässt sich ein i0 = i0() ﬁnden, so dass∑∞
i=i0+1
|ui|p(n)ij ≤  ∀n ∈ N0, ∀j ∈ S gilt.
Es existiert außerdem mindestens ein Index j, für den |uj| > 0 ist.
Damit erhält man dann folgende Aussage
0 < |uj| ≤
∑i0
i=0 |ui|p(n)ij + 
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bzw.
0 < |uj| ≤
∑i0
i=0 |ui| limn→∞ p(n)ij + .
Wenn jetzt limn→∞ p
(n)
ij = 0 wäre ∀i = 0, 1, . . . , i0, dann würde mit  = |uj |2 folgendes
gelten:
0 < |uj| ≤ |uj |2 bzw. 0 < 2|uj| ≤ |uj|.
Dieser Widerspruch führt schließlich zur Erkenntnis, dass es mindestens ein Zah-
lenpaar (i, j) ∈ S×S geben muss, für welches limn→∞ p(n)ij > 0 gelten muss. Daraus
ergibt sich dann auch die positive Rekurrenz der Markoﬀ Kette. (Siehe Satz 3.3.)
2. Für den Beweis der zweiten Aussage des Satzes nimmt man die positive Rekurrenz
der Markoﬀ Kette als gegeben an. (uj)j∈S sei eine beliebige nicht-negative Lösung
des Ungleichungssystems xj ≥
∑
i∈S xipij ∀j ∈ S.
Es gilt dann wegen der Nichtnegativität der uis:
uj ≥
∑∞
i=0 uip
(n)
ij ≥
∑m
i=0 uip
(n)
ij ∀n ∈ N0, ∀j ∈ S und m ≥ 0 (m ist ganzzahlig).
Wegen der vorausgesetzten positiven Rekurrenz der Markoﬀ Kette gilt aber anderer-
seits, dass limn→∞ p
(n)
ij =
1
µjj
∀i, j ∈ S ist. (Siehe Satz 3.3.)
Daher folgt die Beziehung
uj ≥
∑m
i=0 ui limn→∞ p
(n)
ij =
1
µjj
∑m
i=0 ui,
das bedeutet weiters∑m
i=0 ui ≤ µjjuj <∞ ∀m ∈ N0.
Somit sieht man nun, dass diese Reihe konvergiert, so dass man
limm→∞
∑m
i=0 ui =
∑∞
i=0 ui <∞
erhält. Damit ist auch der zweite Teil des Satzes bewiesen.
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Kapitel 3
Konvergenzverhalten von Markoﬀ
Ketten
3.1 Transiente Zustände
In diesem Abschnitt wird das Konvergenzverhalten der n-Schritt-Übergangswahrscheinlichkeiten
p
(n)
ij für transiente Zustände j behandelt.
Man wird sehen, dass das Konvergenzverhalten nicht vom Ausgangspunkt i abhängig ist.
Satz 3.1. Es sei j ein transienter und i ein beliebiger Zustand einer Markoﬀ Kette. Dann
konvergieren die Übergangswahrscheinlichkeiten p(n)ij gegen Null;
man schreibt limn→∞ p
(n)
ij = 0.
Beweis: Die Behauptung dieses Satzes kann mit Hilfe des Satzes 2.12. bewiesen wer-
den. Man erhält nach Aussage des Satzes 2.12. für jeden transienten Zustand j folgende
Beziehung∑∞
n=1 p
(n)
ij =
f∗ij
1−f∗jj <∞ ∀i ∈ S.
Für die Konvergenz dieser Reihe ergibt sich dann als notwendige Bedingung, dass
limn→∞ p
(n)
ij = 0 ∀i ∈ S gelten muss.
3.2 Rekurrente Zustände
Um Aussagen über die Konvergenz der Übergangswahrscheinlichkeiten von rekurrenten
Zuständen machen zu können, werden die rekurrenten Klassen miteinbezogen. Es sei
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C ⊆ S eine Äquivalenzklasse von rekurrenten Zuständen, dann nennt man C eine re-
kurrente Klasse. Sei i ∈ C und j ∈ S\C, dann gilt: p(n)ij = 0, ∀n ≥ 0, da ja eine
rekurrente Klasse von Zuständen nicht mehr verlassen werden kann. Die Übergangsma-
trix P eingeschränkt auf die Klasse C ist wieder eine stochastische Matrix. Man schreibt
PC für die Matrix der Übergangswahrscheinlichkeiten einer homogenen Markoﬀ Kette mit
Zustandsraum C.
Um die Konvergenz der Übergangswahrscheinlichkeiten für rekurrente Zustände zu be-
trachten, beschränkt man sich also auf irreduzible Markoﬀ Ketten.
Vorerst wird angenommen, dass alle Zuständer der irreduziblen Markoﬀ Kette aperiodisch
sind (siehe Abschnitt 1.5).
Sei j ∈ S ein Zustand solch einer Kette mit Zustandsraum S. Man betrachtet zunächst
die Rekursionsformel (2.1) aus Abschnitt 2.1:
p
(n)
jj −
∑n
k=0 p
(n−k)
jj · f (k)jj =
{
0 falls n ≥ 1
1 falls n = 0
.
Der nächste Satz dient als Hilfssatz, der eine sehr große Bedeutung in der Theorie der
Erneuerungsprozesse besitzt, weshalb man ihn als Erneuerungssatz betitelt hat.
Satz 3.2. Erneuerungssatz
Es seien {an}n∈N0 und {bn}n∈N0 zwei reelle Zahlenfolgen mit
an ≥ 0,
∑∞
n=0 an = 1 sowie
∑∞
n=0 |bn| <∞.
Der größte gemeinsame Teiler (ggT) aller Zahlen n, mit an > 0 sei Eins.
Wird die Erneuerungsgleichung xn−
∑n
k=0 ak · xn−k = bn,∀n ∈ N0 von einer beschränk-
ten reellen Zahlenfolge {un}n∈N0 erfüllt, dann existiert limn→∞ un und es gilt:
limn→∞ un =
P∞
k=0 bkP∞
k=1 k·ak wenn
∑∞
k=1 k · ak <∞, und
limn→∞ un = 0 wenn
∑∞
k=1 k · ak =∞.
Beweis: Für den Beweis dieses Satzes wird auf die Literatur Einführung in die Theorie
der Markovschen Ketten und ihre Anwendungen von P. Langrock und W. Jahn, 1979
verwiesen.
Mit Hilfe des Erneuerungssatzes kann man nun den nächsten Satz begründen und be-
weisen:
Satz 3.3. Die rekurrente Markoﬀ Kette mit Zustandsraum S sei irreduzibel und aperi-
odisch. µjj =
∑∞
n=0 n · f (n)jj bezeichne die mittlere erstmalige Rückkehrzeit in den Zustand
j, dann gilt:
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limn→∞ p
(n)
ij = limn→∞ p
(n)
jj =
1
µjj
, falls µjj <∞ und
limn→∞ p
(n)
ij = 0 falls µjj =∞ für alle Zustände i, j ∈ S.
Beweis: Durch Anwendung des Erneuerungssatzes 3.2. sieht man, dass die Größen un =
p
(n)
jj ∀n ∈ N0 die obige Erneuerungsgleichung mit an = f (n)jj und bn = δn0 erfüllen.
Weiters gilt∑∞
n=0 an =
∑∞
n=0 f
(n)
jj = 1,∀j ∈ S und
∑∞
n=0 bn =
∑∞
n=0 δn0 = 1
und der ggT der Menge
{
n ∈ N : f (n)jj > 0
}
ist Eins.
Daher sind alle Voraussetzungen des Erneuerungssatzes erfüllt und es gilt:
limn→∞ un = limn→∞ p
(n)
jj =
1
P∞
k=0 k·f (k)jj
=
{
1
µjj
wenn µjj <∞
0 wenn µjj =∞
Um nachzuweisen, dass limn→∞ p
(n)
ij = limn→∞ p
(n)
jj für beliebige i ∈ S\ {j} ist, verwendet
man wieder die Rekursionsformel p(n)ij =
∑n
k=0 f
(k)
ij · p(n−k)jj , ∀i, j ∈ S,∀n ∈ N und wendet
den Hilfssatz 2.3. aus Abschnitt 2.1 darauf an.
Man setzt an = f
(n)
ij und bn = p
(n)
jj . Aufgrund der Rekurrenz der Markoﬀ Kette gilt vorerst∑∞
n=0 f
(n)
ij = 1.
Dies führt dann zu der Aussage
limn→∞
f
(n)
ij
Pn
k=0 f
(k)
ij
= 0, ∀i, j ∈ S.
Es existiert ferner der Limes von bn = p
(n)
jj , wie oben gezeigt wurde.
Also sind die Voraussetzungen des Hilfssatzes 2.3. erfüllt und es folgt:
limn→∞
p
(n)
ij
Pn
k=0 f
(k)
ij
= limn→∞
Pn
k=0 f
(k)
ij ·p(n−k)jj
Pn
k=0 f
(k)
ij
= limn→∞ p
(n)
jj ,
und daraus ergibt sich schließlich wegen
∑∞
n=0 f
(n)
ij = 1 auch
limn→∞ p
(n)
ij = limn→∞ p
(n)
jj , ∀i, j ∈ S.
Der vorige Satz zeigt auch noch einmal den Unterschied zwischen positiv-rekurrenten und
null-rekurrenten Zuständen, und zwar nennt man einen rekurrenten Zustand j mit end-
lichem Erwartungswert µjj positiv-rekurrent, und dabei gilt limn→∞ p
(n)
ij =
1
µjj
> 0, wäh-
rend man einen rekurrenten Zustand mit unendlichem Erwartungswert µjj null-rekurrent
nennt, und hierbei ist limn→∞ p
(n)
ij = 0 für ein beliebiges i ∈ S.
Der nächste Satz behandelt jetzt auch irreduzible, rekurrente Markoﬀ Ketten mit einer
Periode d > 1.
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Satz 3.4. Es sei eine irreduzible, rekurrente Markoﬀ Kette mit der Periode d > 1 gege-
ben. Dann ist limn→∞ p
(nd+r)
ij =
d
µjj
, ∀i ∈ S, j ∈ Dr(i), wobei r als eine ganze Zahl mit
0 ≤ r ≤ d− 1 aufzufassen ist. r drückt somit den Periodenabstand von i nach j aus.
Wenn m /∈ {nd+ r : n ≥ 0} dann ist p(m)ij = 0.
Beweis: Zuerst wird wieder die Behauptung für den Fall i = j bewiesen.
Dann gilt p(m)jj = 0 ∀m 6= nd und somit ist i ∈ D0(j). Daher ist die Behauptung
limn→∞ p
(nd)
jj =
d
µjj
∀j ∈ S
zu zeigen.
Anstelle der ursprünglichen Markoﬀ Kette mit der Übergangsmatrix P und der Periode
d > 1, betrachtet man nun die Markoﬀ Kette mit der Übergangsmatrix P˜ = P d.
Es besteht der folgende Zusammenhang zwischen den beiden Ketten:
p˜
(n)
jj = p
(nd)
jj und f˜
(n)
jj = f
(nd)
jj ∀j ∈ S und ∀n ∈ N.
Wenn n hinreichend groß ist, erhält man
p˜
(n)
jj = p
(nd)
jj > 0 ∀j ∈ S. (siehe Abschnitt 1.5)
Zusätzlich gilt noch∑∞
n=1 f˜
(n)
jj =
∑∞
n=1 f
(nd)
jj = 1.
Daher weiß man, dass die Markoﬀ Kette mit Übergangsmatrix P˜ irreduzibel, aperiodisch
und rekurrent ist.
Es sei µ˜jj =
∑∞
n=1 nf˜
(n)
jj die mittlere erstmalige Rückkehrzeit dieser Kette in den Zustand
j. Dann besagt der Satz 3.3., dass
limn→∞ p
(nd)
jj = limn→∞ p˜
(n)
jj = µ˜
−1
jj ist.
Wegen µ˜jj =
∑∞
n=1 nf˜
(n)
jj =
1
d
∑∞
n=1 ndf
(nd)
jj =
1
d
∑∞
l=1 lf
(l)
jj =
1
d
µjj
folgt schließlich die Behauptung des Satzes für den Fall i = j.
Nun behandelt man den Fall für i 6= j.
Seien i, j ∈ S mit p(m)ij = 0 ∀m 6= nd + r und 0 ≤ r ≤ d − 1. Dann gilt für hinreichend
große n p(nd+r)ij > 0. (siehe Abschnitt 1.5)
p
(nd+r)
ij =
∑n
k=0 f
(kd+r)
ij p
((n−k)d)
jj ∀j ∈ Dr(i).
Da
∑∞
n=1 f
(nd+r)
ij =
∑∞
n=1 f
(n)
ij = f
∗
ij = 1
und limn→∞ p
(nd)
jj =
d
µjj
∀i, j ∈ S gilt, ist durch die Anwendung des Beweises vom Satz
3.3. die Aussage des Satzes für beliebige i, j ∈ S bewiesen.
Deﬁnition 3.1. Es sei C eine aperiodische positiv-rekurrente Klasse von Zuständen. Ein
Vektor ν = (νi)i∈C mit νi ≥ 0 ∀i ∈ C und
∑
i∈C νi = 1 heißt stationärer Vektor von C,
wenn
∑
i∈C νipij = νj.
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Beispiel: Ist die Wahrscheinlichkeitsverteilung von Xn durch einen stationären Vektor
ν auf C gegeben, dann ist P (Xn = i) = νi, ∀i ∈ C und P (Xn = i) = 0, ∀i ∈ S\ {C}. Es
folgt, dass auch P (Xn+1 = j) =
∑
i∈S P (Xn+1 = j|Xn = i) · P (Xn = i) =
∑
i∈S pijνi = νj,
∀j ∈ C und P (Xn+1 = j) = 0, ∀j ∈ S\ {C} ist. Damit ist der Begriﬀ stationär besser zu
verstehen: Man sagt, dass sich etwas nicht mit der Zeit ändert, also Xn dieselbe Wahr-
scheinlichkeitsverteilung hat wie Xn+1, usw. . .
Der folgende Satz verknüpft nun die Deﬁnition mit den Aussagen der letzten Sätze.
Satz 3.5. Es sei eine positiv-rekurrente, aperiodische, irreduzible Markoﬀ Kette gegeben.
Dann gilt:
limn→∞ p
(n)
ij = limn→∞ p
(n)
jj = νj =
∑∞
i=0 νi · pij ∀i ∈ S, und
∑∞
i=0 νi = 1.
Für eine positiv-rekurrente Markoﬀ Kette mit Periode d und Periodenabstand r von i nach
j, (i, j ∈ S) gilt:
limn→∞ p
(nd+r)
ij = d · νj.
Das heißt, dass eine positiv-rekurrente, irreduzible Markoﬀ Kette genau einen eindeutigen
stationären Vektor (νj)j∈S besitzt.
Beweis: Für j ∈ S sei νj = 1µjj . Wegen Den Sätzen 3.3 und 3.4. folgt νj > 0 und
limn→∞ p
(nd+r)
ij = dνj.
Es bleibt noch zu zeigen, dass νj der einzige stationäre Vektor ist:
Sei νj = limn→∞ p
(n)
ij > 0. Dieser Limes existiert für alle i, j ∈ S nach Satz 3.3.
Es gilt p(n+1)ij =
∑
k∈S p
(n)
ik pkj.
Führt man den Grenzübergang n→∞ durch, dann folgt νj =
∑
k∈S νkpkj.
Ist (pij)j∈S ein stationärer Vektor, dann gilt
pij =
∑
i∈S piip
(n)
ij . Für n → ∞ gilt dann schließlich
∑
i∈S piiνj = νj, und damit auch
pij = νj.
Daher ist (νj)j∈S der einzige stationäre Vektor.
All diese Sätze sind insbesondere dann gültig, wenn man statt der irreduziblen, rekur-
renten Markoﬀ Kette eine rekurrente Klasse C annimmt.
Sei P die Matrix der Übergangswahrscheinlichkeiten einer irreduziblen rekurrenten Mar-
koﬀ Kette und ν die stationäre Verteilung. Dann ist die Beziehung ν = ν ·P stets erfüllt.
Der folgende Satz macht noch eine Aussage über die mittleren erstmaligen Übergangs-
zeiten bei positiv-rekurrenten Zuständen:
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Satz 3.6. Sind i, j zwei gegenseitig erreichbare positiv-rekurrente Zustände, dann ist die
mittlere erstmalige Übergangszeit µij endlich.
Beweis: Wenn i = j gilt, dann ergibt sich die Behauptung des Satzes aus der Deﬁni-
tion des positiv-rekurrenten Zustandes. Es sei daher i 6= j.
Nach Voraussetzung ist i ↔ j. Somit lässt sich ein kleinstes m ∈ N ﬁnden, welches fol-
gende Eigenschaft besitzt: p(m)ji > 0.
Der Satz über die totale mathematische Erwartung (siehe folgende Bemerkung) liefert
E(Tjj|X0 = j) = E(Tjj|X0 = j,Xm = i)p(m)ji + E(Tjj|X0 = j,Xm 6= i)(1− p(m)ji ) ≥
≥ E(Tjj|X0 = j,Xm = i)p(m)ji .
Durch die Markoﬀ-Eigenschaft der Zufallsgrößen X0, X1, X2, . . . und der Minimaleigen-
schaft von m gelangt man zu der folgenden Beziehung
E(Tjj|X0 = j,Xm = i) = m+ E(Tjj|X0 = i).
Schließlich erhält man
µjj = m+ µijp
(m)
ji
bzw da µjj <∞ und p(m)ji > 0 ist folgt
µij ≤ µjj
p
(m)
ji
−m <∞.
Bemerkung: Es sei X eine (diskrete) Zufallsvariable über dem Wahrscheinlichkeitsraum
[Ω,U, P ] und {An}n∈I eine endliche oder abzählbar unendliche Folge paarweise disjunkter
Ereignisse aus U mit
⋃
n∈I An = Ω und P (An) > 0 ∀n ∈ I.
Ist weiters C ∈ U mit P (An ∩ C) > 0 ∀n ∈ I, dann gilt
E(X|C) =∑n∈I E(X|An ∩ C)P (An|C).
3.3 Absorbtionswahrscheinlichkeiten
In diesem Abschnitt möchte man die Größen f ∗ij, für transiente Zustände i und rekurrente
Zustände j näher betrachten. Dazu führt man eine Deﬁnition ein, die die Größen f ∗ij etwas
verallgemeinert:
Deﬁnition 3.2. Es sei C eine beliebige Menge von Zuständen, i /∈ C. Man deﬁniert
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1. piC =
∑
j∈C pij
2. f (0)iC = 0 f
(1)
iC = piC
f
(n)
iC =
∑
i1,...,in−1∈S\C pii1 · pi1i2 . . . pin−1C oder
f
(n)
iC = P (Xn ∈ C,Xs /∈ C für 1 ≤ s ≤ n− 1|X0 = i), ∀n ≥ 2
3. f ∗iC =
∑∞
n=1 f
(n)
iC
f
(n)
iC ist die Wahrscheinlichkeit nach n Schritten, von i ausgehend, zum ersten Mal in die
Menge C zu gelangen.
Man nimmt nun an, dass C eine rekurrente Klasse von Zuständen sei. Dann ist f ∗iC
die Wahrscheinlichkeit von i ausgehend, endgültig in der Klasse C zu landen. Durch die
Abgeschlossenheit jeder rekurrenten Klasse kann die Markoﬀ Kette, welche im Zustand i
gestartet ist, nach Eintreﬀen in die Menge C, diese nicht mehr verlassen. Die Markoﬀ
Kette wird durch die rekurrente Klasse C absorbiert. Deshalb nennt man die Größen f ∗iC
auch Absorbtionswahrscheinlichkeiten.
Satz 3.7. Sei C ⊂ S. Man setzt R = {i ∈ S : i9 C} und T = S\(C ∪ R). Dann erfüllt
(f ∗iC)i∈S folgendes Gleichungssystem
xi = 1 falls i ∈ C
xi = 0 falls i ∈ R
xi =
∑
k∈S pikxk falls i ∈ T
Bemerkung: Die letzte Gleichung kann man auch in dieser Form schreiben:
xi = piC +
∑
k∈T pikxk.
Beweis: Wenn i ein rekurrenter Zustand ist, dann ist das Ergebnis trivial:
f ∗iC =
{
1 wenn i ∈ C
0 wenn i /∈ C
Nun widmet man sich den transienten Ausgangszuständen. Man kann den Zustandsraum
S der Markoﬀ Kette folgendermaßen zerlegen: S = C∪R∪T , wobei C und T als nichtleere
Mengen vorausgesetzt werden.
Nach der gerade gegebenen Deﬁnition kann man f (n)iC für i ∈ T folgendermaßen schreiben:
∀n ≥ 2 : f (n)iC =
∑
k,i2,...,in−1∈S\C pik · pki2 . . . pin−1C =
∑
k∈S\C pik
∑
i2,...,in−1∈S\C pki2 . . . pin−1C =∑
k∈S\C pik · f (n−1)kC .
Nun verwendet man die Zerlegung S\C = R ∪ T :
f
(n)
iC =
∑
k∈R pik · f (n−1)kC +
∑
k∈T pik · f (n−1)kC und erhält schließlich, da der Weg von R nach
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C unmöglich ist (laut der Deﬁnition von R),
dh. f (n−1)kC = 0 für alle k ∈ R,
dass f (n)iC =
∑
k∈T pik · f (n−1)kC , ∀n ≥ 2 ist.
Für n = 1 verwendet man Punkt (1) der Deﬁnition: f (1)iC = piC.
Zusammengefasst ergibt sich die Gleichung:
f ∗iC =
∑∞
n=1 f
(n)
iC = piC +
∑∞
n=2
∑
k∈T pik · f (n−1)kC = piC +
∑
k∈T pik
∑∞
n=2 f
(n−1)
kC =
= piC +
∑
k∈T pik · f ∗kC.
Somit hat man gezeigt, dass die Absorbtionswahrscheinlichkeiten f ∗iC dem linearen inho-
mogenen Gleichungssystem
xi = piC +
∑
k∈T pikxk ∀i ∈ T genügen.
Bemerkung: In den Anwendungen besteht C meist aus einem einzigen absorbierenden
Zustand a, das heißt es gilt paa = 1. Die Zustände in T sind dann transient, da man von
ihnen ausgehend den absorbierenden Zustand mit Wahrscheinlichkeit > 0 erreichen kann,
von a aber nicht mehr zurückkehren kann, weshalb die Rückkehrwahrscheinlichkeit< 1 ist.
Um die Frage nach der Konvergenz der n-Schritt-Übergangswahrscheinlichkeiten p(n)ij für
transiente Ausgangszustände i und rekurrente Zustände j beantworten zu können, wird
vorerst ein Hilfssatz eingeführt, mit dessen Hilfe man den nachfolgenden wichtigen Satz
beweisen kann.
Dieser Hilfssatz wird Vertauschungslemma genannt und ist ein Spezialfall des Lebesque-
schen Konvergenztheorems.
Satz 3.8. Hilfssatz: Gegeben sei eine Doppelfolge {ank}n,k∈N0.
Wenn die Glieder ank dieser Folge die Voraussetzungen
• |ank| ≤ bk ∀n, k ∈ N0,
• ∑k∈N0 bk <∞,
• limn→∞ ank = ak ∀k ∈ N0 existiert,
erfüllen, dann gilt
limn→∞
∑∞
k=0 ank =
∑∞
k=0 limn→∞ ank.
Beweis: Man betrachtet für alle n ∈ N0 die Diﬀerenz
cn = |
∑∞
k=0 ank −
∑∞
k=0 ak|
und zeigt, dass
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limn→∞ cn = | limn→∞
∑∞
k=0 ank −
∑∞
k=0 ak| = 0 gilt.
Nach Punkt 2. gibt es zu beliebig vorgegebenem  > 0 ein von n unabhängiges m = m()
mit
∑∞
k=m+1 bk <

2
.
Wegen Punkt 1. und |ak| = | limn→∞ ank| ≤ bk erhält man∑∞
k=m+1 ak <

2
,
sowie∑∞
k=m+1 ank <

2
∀n ∈ N0.
Somit folgt
cn = |
∑m
k=0 ank +
∑∞
k=m+1 ank −
∑m
k=0 ak −
∑∞
k=m+1 ak| ≤
≤ |∑mk=0 ank −∑mk=0 ak|+ |∑∞k=m+1 ank +∑∞k=m+1 ak| ≤
≤ |∑mk=0 ank −∑mk=0 ak|+ .
bzw da
limn→∞ |
∑m
k=0 ank −
∑m
k=0 ak| = |
∑m
k=0 limn→∞ ank −
∑m
k=0 ak| = 0 ist,
folgt auch
0 ≤ limn→∞cn ≤ .
Da  > 0 beliebig klein gewählt werden kann, folgt schließlich die Behauptung.
Satz 3.9. Es sei i ∈ T ein transienter Zustand und j ein Element der aperiodischen re-
kurrenten Klasse C, so gilt:
limn→∞ p
(n)
ij = f
∗
iC limn→∞ p
(n)
jj = f
∗
iC · νj, wobei f ∗iC die Wahrscheinlichkeit der Absorbtion
in die rekurrente Klasse C bei Start im Zustand i und νj = limn→∞ p
(n)
jj der im Abschnitt
3.2 behandelte Grenzwert ist.
Im Gegensatz zum rekurrenten Fall (siehe Satz 3.3.) hängt also für i ∈ T und j ∈ C der
Grenzwert von p(n)ij für n→∞ sowohl vom Ausgangszustand i als auch vom Endzustand
j ab.
Beweis: Für diesen Beweis führt man eine neue Bezeichnung f (n)ik,C ein:
f
(n)
ik,C = P (Xn = k ∈ C,Xr /∈ C für 1 ≤ r ≤ n− 1|X0 = i) und i ∈ T, n ∈ N.
Dies gibt die Wahrscheinlichkeit an, dass die von i ∈ T ausgehende Markoﬀ Kette nach
n Schritten durch die Klasse C absorbiert wird, und zwar über den Zustand k ∈ C.
Es gilt dann
f ∗ik,C =
∑∞
l=1 f
(l)
ik,C = P (Xn0 = k ∈ C erstmalig für irgendein n0 ∈ N, Xn /∈ C für
1 ≤ n ≤ n0 − 1|X0 = i) ≤ 1.
Der Zusammenhang zwischen den Absorbtionswahrscheinlichkeiten aus der Deﬁnition 3.2.
und den f (n)ik,C ist folgendermaßen gegeben:
f
(n)
iC =
∑
k∈C f
(n)
ik,C,
f ∗iC =
∑∞
n=1 f
(n)
iC =
∑∞
n=1
∑
k∈C f
(n)
ik,C =
∑
k∈C f
∗
ik,C.
35
Weiters erhält man für die n-Schritt-Übergangswahrscheinlichkeiten der Markoﬀ Kette
von i nach j
p
(n)
ij = P (Xn = j|X0 = i) =
=
∑n
l=1
∑
k∈C P (Xn = j|X0 = i,Xl = k ∈ C,Xr /∈ C für 1 ≤ r ≤ l − 1)
×P (Xl = k ∈ C,Xr /∈ C für 1 ≤ r ≤ l − 1|X0 = i),
bzw
p
(n)
ij =
∑n
l=1
∑
k∈C P (Xn = j|Xl = k)f (l)ik,C =
=
∑n
l=1
∑
k∈C f
(l)
ik,Cp
(n−l)
kj
und damit
limn→∞ p
(n)
ij = limn→∞
∑
k∈C (
∑n
l=1 f
(l)
ik,Cp
(n−l)
kj ).
Man zeigt, dass für feste i, j ∈ S die Doppelfolge
ank =
∑n
l=1 f
(l)
ik,Cp
(n−l)
kj ∀n ∈ N und ∀k ∈ C
die Voraussetzungen vom Hilfssatz 3.8. erfüllt.
Es gilt
ank =
∑n
l=1 f
(l)
ik,Cp
(n−l)
kj ≤
∑∞
l=1 f
(l)
ik,C = f
∗
ik,C = bk ∀n ∈ N,∀k ∈ C,
sowie∑
k∈C bk =
∑
k∈C f
∗
ik,C ≤ 1.
Mit Hilfe des Hilfssatzes 2.3. wird die Existenz der Grenzwerte limn→∞ ank ∀k ∈ C ge-
zeigt.
Vorerst ist
∑∞
l=1 f
(l)
ik,C ≤ 1.
Dies führt zu limn→∞
f
(n)
ik,C
Pn
l=1 f
(l)
ik,C
= 0.
Andererseits ist wegen j, k ∈ C
limn→∞ p
(n)
kj = νj.
Die Voraussetzungen vom Hilfssatz 2.3. sind damit erfüllt. Mit diesem Hilfssatz und der
nachfolgenden Bemerkung erhält man dann
limn→∞ ank = f ∗ik,Cνj ∀k ∈ C.
Nun kann man den obigen Hilfssatz 3.8. anwenden und bei der Gleichung
limn→∞ p
(n)
ij = limn→∞
∑
k∈C (
∑n
l=1 f
(l)
ik,Cp
(n−l)
kj )
Grenzwert und Summe vertauschen.
Schließlich erhält man
limn→∞ p
(n)
ij =
∑
k∈C limn→∞
∑n
l=1 f
(l)
ik,Cp
(n−l)
kj =
= νj
∑
k∈C f
∗
ik,C = f
∗
iC · νj.
Bemerkung: Wenn die Reihe
∑∞
n=0 an konvergiert, dann gilt
limn→∞
∑n
k=0 akbn−k = b
∑∞
k=0 ak.
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Dieser Satz besagt, dass es beim Start in einem transienten Zustand i zu zwei verschiede-
nen Möglichkeiten kommen kann. Entweder nimmt der Prozess für alle Zeiten nur tran-
siente Zustände an (limn→∞ p
(n)
ij = 0), oder er erreicht nach einer gewissen Zeit mit der
Absorbtionwahrscheinlichkeit f ∗iC einen rekurrenten Zustand j und bleibt für immer in der
rekurrenten Klasse C (j ∈ C), wo sich dann eine stationäre Verteilung einstellt.
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Kapitel 4
Irrfahrten
4.1 Das eindimensionale Irrfahrtsmodell
Hier kann man sich eine Gerade mit den Werten in der Menge Z vorstellen, auf der sich
ein Teilchen mit der Schrittlänge 1 vorwärts oder rückwärts bewegt. Mit der Wahrschein-
lichkeit p bewegt sich das Teilchen einen Schritt vorwärts (rechts), mit der Wahrschein-
lichkeit q rückwärts (links). Es gilt: p+ q = 1.
Man unterscheidet zwischen beschränkten und unbeschränkten Irrfahrten. Bei der be-
schränkten Irrfahrt gibt es zusätzlich noch die Unterscheidung zwischen absorbierenden
und reﬂektierenden Schranken.
4.1.1 Die beschränkte Irrfahrt mit absorbierenden Schranken
Eine absorbierende Schranke ist ein Punkt, den man nicht mehr verlassen kann, sobald
man ihn einmal erreicht hat. Es gilt: pii = P (Xn+1 = i|Xn = i) = 1 und
pij = P (Xn+1 = j|Xn = i) = 0 für i 6= j.
Ein Beispiel für ein Irrfahrtproblem mit absorbierenden Schranken ist das Problem des
Ruins eines Spielers.
Beispiel: Der Ruin eines Spielers
Es handelt sich hierbei um eine beidseitig beschränkte Irrfahrt mit zwei absorbierenden
Schranken auf einem endlichen Zustandsraum:
Zwei Spieler S1 und S2 spielen gegeneinander. S1 hat das Starkapital a, S2 hat b zur Ver-
fügung. S1 gewinnt mit Wahrscheinlichkeit p und S2 mit Wahrscheinlichkeit q, und r ist
die Wahrscheinlichkeit für ein Spiel, das unentschieden endet. Es ist r = 1 − p − q. Der
Verlierer jedes Spieles zahlt dem Sieger eine Geldeinheit aus. Bei einem Unentschieden
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wird nichts ausbezahlt. Es wird solange gespielt, bis einer der beiden Spieler kein Geld
mehr besitzt.
Man betrachtet nun das Kapital des Spielers S1 im Laufe der Spieldauer. Diese Ent-
wicklung lässt sich durch die Irrfahrt eines Teilchens auf der x-Achse, in den Punkten
0, 1, . . . ,m− 1,m gut darstellen, wobei m = a+ b ist. Der Zustandsraum S, also die Men-
ge aller möglichen Zustände, ist hier endlich. S = {0, 1, . . . ,m}.
Das Startkapital des S1-Spielers ist a, also ist das Teilchen mit Wahrscheinlichkeit 1 zu
Beginn des Spieles im Punkt x = a. Nun bewegt es sich entweder nach rechts mit Wahr-
scheinlichkeit p oder nach links mit Wahrscheinlichkeit q (um 1 Einheit), oder es bleibt
auf seinem Platz stehen; dies tut es mit der Wahrscheinlichkeit r. Da das Spiel endet,
wenn einer der Spieler kein Geld mehr besitzt, nimmt man die Punkte x = 0 (das ist der
Ruin des Spielers S1) und x = m (das ist der Ruin des Spielers S2) als absorbierende
Zustände an.
Weiters sei Xn das Kapital des Spielers S1 nach dem n-ten Spiel (n = 0, 1, 2, . . .) und
X0 = a sein Anfangskapital. Durch Yn =

1 . . . S1 gewinnt
0 . . . unentschieden
−1 . . . S1 verliert
wird eine Folge von unabhängigen Zuvallsvariablen mit der Wahrscheinlichkeitsverteilung
P (Yn = j) =

p . . . j=1
q . . . j=-1
r . . . j=0
deﬁniert.
Hier sieht man nun, dass durch Xn = Xn−1 + Yn eine Markoﬀ Kette mit Zustandsraum
S = {0, 1, . . . ,m} erzeugt wird. Die Markoﬀ Kette ist homogen, da die Verteilung der Zu-
fallsvariablen Yn nicht von n abhängt. Wegen der Unabhängigkeit von Yn und Xn−1 erhält
man für die Übergangswahrscheinlichkeiten pij = P (Xn = j|Xn−1 = i) = P (Yn = j− i) =
p . . . j=i+1
q . . . j=i-1
r . . . j=i
sowie p00 = pmm = 1, p0j = 0 für 1 ≤ j ≤ m, pmj = 0 für 0 ≤ j ≤ m− 1.
Daraus kann man nun die Matrix der Übergangswahrscheinlichkeiten bilden:
P=

1 0 0 . . . . . . 0 0
q r p . . . . . . 0 0
0 q r p . . . 0 0
0 0 q r p . . . 0
...
...
. . . . . . . . . . . .
...
0 . . . . . . . . . q r p
0 . . . . . . . . . . . . 0 1

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4.1.2 Die beschränkte Irrfahrt mit reﬂektierenden Schranken
Eine reﬂektierende Schranke ist ein Punkt, den man auch wieder verlassen kann, wenn
man ihn einmal erreicht hat.
Der Punkt i ist genau dann eine von unten reﬂektierende Schranke, wenn
P (Xn+1 = i|Xn = i+ 1) = pi+1,i = q, P (Xn+1 = i|Xn = i) = pii = s und
P (Xn+1 = i+ 1|Xn = i) = pi,i+1 = 1− s ist.
Der Punkt i ist eine von oben reﬂektierende Schranke, wenn P (Xn+1 = i|Xn = i − 1) =
pi−1,i = p, P (Xn+1 = i|Xn = i) = pii = s und P (Xn+1 = i − 1|Xn = i) = pi,i−1 = 1 − s
ist.
Der Wert s liegt im Intervall 0 ≤ s ≤ 1, da er eine Wahrscheinlichkeit angibt.
Beispiel:
Hierbei handelt es sich um eine Irrfahrt, die beidseitig beschränkt ist und zwei reﬂektie-
rende Schranken besitzt. Der Zustandsraums S sei endlich, S = {0, 1, 2, 3, 4}.
Die Irrfahrt mit reﬂektierenden Rändern kann man als Diﬀusion in einem begrenzten Ge-
biet interpretieren. Spieltheoretisch ist dieser Fall nicht sehr interessant, da immer wenn
ein Spieler verlieren würde, dieser wieder ins Spiel gebracht wird.
Ein Teilchen auf der Geraden bewegt sich mit der Wahrscheinlichkeit p einen Schritt nach
rechts, und mit der Wahrscheinlichkeit q nach links. Es gilt: p+ q = 1. Nun wird der Fall
betrachtet, bei dem s = q ist. Wenn das Teilchen in den Zustand 0 gelangt, bleibt es mit
der Wahrscheinlichkeit q dort und mit der Wahrscheinlichkeit 1 − q = p verlässt es den
Zustand 0 wieder. Ähnliches gilt für den Zustand 4. In diesem bleibt das Teilchen mit
Wahrscheinlichkeit p stehen und mit der Wahrscheinlichkeit q verlässt es ihn wieder. Die
Übergangsmatrix hat dann folgende Gestalt:
P=

q p 0 0 0
q 0 p 0 0
0 q 0 p 0
0 0 q 0 p
0 0 0 q p

Es gibt eine Vielzahl an Variationen bei den Irrfahrten. Man kann also Irrfahrten mit ei-
ner absorbierenden und einer reﬂektierenden Schranke ﬁnden, sowie einseitig beschränkte
Irrfahrten mit einer reﬂektierenden oder absorbierenden Schranke, und vieles mehr.
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4.1.3 Die unbeschränkte Irrfahrt
Beispiel:
Sei Xt die Position des Teilchens nach t Schritten. Dann sieht man, dass die Menge
{Xt : t = 0, 1, 2, . . .} eine homogene Markoﬀ Kette bildet. Der Zustandsraum
S = {. . . ,−2,−1, 0, 1, 2 . . .} ist unendlich und die Übergangswahrscheinlichkeiten sind ge-
geben durch
pi,i+1 = P (Xn+1 = i+ 1|Xn = i) = p
pi,i−1 = P (Xn+1 = i− 1|Xn = i) = q
pij = 0 sonst.
Daraus kann man nun wiederum eine Matrix der Übergangswahrscheinlichkeiten bilden,
die folgende Gestalt hat:
. . .
...
...
...
... . . .
. . . 0 p 0 0 . . .
. . . q 0 p 0 . . .
. . . 0 q 0 p . . .
. . . 0 0 q 0 . . .
. . .
...
...
...
...
. . .

Die n-Schritt-Übergangswahrscheinlichkeiten p(n)ij kann man mit Hilfe der Binomialver-
teilung berechnen.
Die Überlegung ist also in n Schritten von i nach j zu gelangen. Die Wahrscheinlichkeit
von n Schritten genau x Schritte nach rechts und y Schritte nach links zu machen beträgt
(nx)p
xqy.
Da man ja bei diesen n Schritten von i nach j gelangen möchte gilt:
x+ y = n und x− y = j − i.
Daraus ergibt sich für x und y folgendes: x = 1
2
(n+ j − i) und y = 1
2
(n− j + i).
Außerdem muss n ≡ j − i(2) erfüllt sein, da die Irrfahrt auf Z Periode 2 hat.
Somit erhält man dann für die n-Schritt-Übergangswahrscheinlichkeiten
p
(n)
ij =
(
n
1
2
(n+j−i)
)
p
1
2
(n+j−i)q
1
2
(n−j+i) für n ≡ j − i(2),
p
(n)
ij = 0 sonst.
Insbesondere kann man daraus erkennen, dass das Teilchen nur nach einer geraden An-
zahl von Schritten in den Ausgangspunkt zurückkehren kann. Es gilt also:
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p
(2n)
ii =
(
2n
n
)
pnqn.
Zur Bestimmung von
∑∞
n=0 p
(2n)
ii kann man die folgende Reihendarstellung verwenden:∑∞
n=0
(
2n
n
)
xn = (1− 4x)− 12
die für alle reellen x mit −1 < 4x < 1 erfüllt ist. Wie man sieht ist für dieses Beispiel
x = p · q = p(1− p) > 0.
Für 0 < 4p(1− p) < 1 (p 6= 1
2
) erhält man dann folgende Gleichung:∑∞
n=0 p
(2n)
ii = [1− 4p+ 4p2]−
1
2 = |1− 2p|−1 <∞.
Für den Fall, dass 4p(1− p) = 1 ist, das bedeutet, dass p = 1
2
ist, folgt durch Anwendung
der Induktion, dass
(
2n
n
) ≥ 4n 1
2n
∀n ∈ N.
Somit ergibt sich:∑∞
n=0 p
(2n)
ii =
∑∞
n=0
(
2n
n
)
pn(1− p)n ≥∑∞n=1 [4p(1−p)]n2n =∑∞n=1 12n =∞.
Nach den Sätzen 2.2. und 2.5. sind daher für p = 1
2
alle Zustände der Markoﬀ Kette
rekurrent. Die Zustände sind dagegen alle transient, wenn p 6= 1
2
ist.
Diese Erkenntnisse sind oﬀensichtlich, da für p 6= 1
2
entweder p < q oder p > q gelten
muss. Anschaulich bewegt sich das Teilchen auf der Geraden im ersten Fall in Richtung
−∞, während es im zweiten Fall nach +∞ strebt. Daher hat die Rückkehr zu einem Aus-
gangspunkt i in beiden Fällen Wahrscheinlichkeit < 1.
Eine zweite Methode um zu bestimmen, ob die eindimensionale unbeschränkte Irrfahrt
rekurrent oder transient ist, ist die Verwendung der Stirling Formel:
Es gilt:
p
(2n+1)
ii = 0, für n = 0, 1, 2 . . .
p
(2n)
ii =
(
2n
n
)
pnqn.
Die Stirling Formel lautet folgendermaßen: n! ≈ nn+ 12 e−n√2pi.
Eingesetzt in die Wahrscheinlichkeiten p(2n)ii ergibt das p
(2n)
ii ≈ (pq)
n22n√
pin
= (4pq)
n
√
pin
. Da man
weiß, dass p und q beide ≤ 1 sind, gilt die Ungleichung pq ≤ 1
4
. Gleichheit herrscht genau
dann, wenn p = q = 1
2
ist.
Daher folgt, dass
∑∞
n=0 p
(n)
ii ≈
∑∞
n=0
1√
pin
=∞ ist, wenn p = 1
2
.
Somit hat man nun die Aussage erhalten, die besagt, dass die eindimensionale unbe-
schränkte Irrfahrt für p = q = 1
2
rekurrent ist.
Andererseits ist 4pq = r < 1 wenn p 6= q ist und für ein N > 0 gilt:∑∞
n=N p
(n)
ii ≤ 1√2pi
∑∞
n=N r
n <∞.
Dies zeigt also, dass die Irrfahrt für p 6= q transient ist.
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Positiv-rekurrent oder null-rekurrent?
Nun möchte man noch wissen, ob im Falle p = 1
2
die Markoﬀ Kette positiv-rekurrent oder
null-rekurrent ist.
Durch das Einsetzten von p = 1
2
erhält man p(2n)ii =
(
2n
n
)
(1
2
)2n ∀n ≥ 0.
Man untersucht jetzt die mittlere erstmalige Rückkehrzeit µii =
∑∞
n=1 n · f (n)ii . Wenn diese
endlich ist, dann ist die Markoﬀ Kette positiv-rekurrent, wenn nicht, dann ist sie null-
rekurrent. (Deﬁnition 2.3.)
Man deﬁniert die erzeugenden Funktionen
Fii(ω) =
∑∞
n=0 f
(n)
ii ω
n und Pii(ω) =
∑∞
n=0 p
(n)
ii ω
n
mit Fii(1) = f ∗ii und Pii(1) =
∑∞
n=0 p
(n)
ii .
Dann verwendet man die Rekursionsformel 2.1. und multipliziert beide Seiten mit ωn:
p
(n)
ii ω
n =
∑n
k=0 f
(k)
ii · p(n−k)ii · ωn ∀n ≥ 1.
Durch Summation über n erhält man folgende Relation:
Pii(ω)− 1 = Fii(ω)Pii(ω).
Diﬀerenziert man die Funktion Fii(ω) im Punkt 1, so sieht man, dass
F
′
ii(1) =
∑∞
n=1 n · f (n)ii · 1 = µii ist.
In diesem Beispiel ist die erzeugende Funktion
Pii(ω) =
∑∞
n=0 p
(2n)
ii ω
2n =
∑∞
n=0
(
2n
n
)
(1
2
)2nω2n.
Da
(
2n
n
)
= 22n(−1)n(− 12
n
)
ist folgt, dass Pii(ω) =
∑∞
n=0
(− 1
2
n
)
(−ω2)n = (1− ω2)− 12 ist.
Dieses Ergebnis setzt man jetzt in die erzeugende Funktion Fii(ω) ein:
Fii(ω) = 1− 1Pii(ω) = 1− (1− ω2)
1
2 .
Schließlich erhält man dann für die mittlere Rückkehrzeit µii folgendes Resultat:
µii =
∑∞
n=1 n · f (n)ii = limω→1 F
′
ii(ω) = limω→1
ω√
1−ω2 =∞.
Deshalb kann man aus dieser Rechnung erkennen, dass die unbeschränkte Irrfahrt ei-
nes Teilchens auf der Geraden für p = q = 1
2
null-rekurrent ist. Man nennt sie auch die
symmetrische unbeschränkte Irrfahrt.
Es gibt also noch die Unterscheidung zwischen symmetrischen und asymmetrischen Irr-
fahrten.
Man nennt eine Irrfahrt symmetrisch, wenn alle Ausgänge gleichwahrscheinlich sind, dh.
p = q = 1
2
ist. Das bedeutet, bei Start im Zustand i springt man in jeden der beiden
Nachbarzustände i+ 1 und i− 1 jeweils mit Wahrscheinlichkeit 1
2
.
Bei einer asymmetrischen Irrfahrt sind die Wahrscheinlichkeiten der Ausgänge alle unter-
schiedlich. Die einzige Voraussetzung an die Wahrscheinlichkeiten ist, dass deren Summe
1 ergeben muss.
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4.2 Das d-dimensionale Irrfahrtsmodell
Der Zustandsraum der Markoﬀ Kette besteht hier aus d-dimensionalen Vektoren
(x1, x2, . . . , xd) mit ganzzahligen Koordinaten xl (l = 1, 2, . . . , d). Man spricht daher von
Irrfahrten in der Ebene, im Raum, etc...
Allgemein spricht man von einer symmetrischen Irrfahrt in d Dimensionen, wenn von
einem Punkt (x1, x2, . . . , xd) aus nur die 2d Übergänge zu den Nachbarpunkten
(x1±1, x2, . . . , xd), (x1, x2±1, . . . , xd), . . . , (x1, x2, . . . , xd±1) möglich sind und alle Über-
gangswahrscheinlichkeiten 1
2d
sind.
Auch im d-dimensionalen Fall gibt es die Unterscheidung von beschränkten und unbe-
schränkten Irrfahrten.
4.2.1 Die zweidimensionale Irrfahrt
Ein einfaches Beispiel einer mehrdimensionalen Markoﬀ Kette ist die zweidimensiona-
le Irrfahrt. Man kann sich hier einen Zufallswanderer in den Straßen einer sehr sym-
metrischen Stadt vorstellen, der an jeder Kreuzung vier verschiedene Möglichkeiten zur
Auswahl hat. Jede dieser Möglichkeiten wird mit einer bestimmten Wahrscheinlichkeit
pk gewählt. Sollte der Wanderer keine Pausen machen dürfen, muß folgende Gleichung
gelten: p1 + p2 + p3 + p4 = 1. Die beiden Dimensionen werden nun formal so unterschie-
den, dass die zweite Dimension durch gestrichene Größen dargestellt wird. Daher geht
der Zufallswanderer in jedem Zeitschritt vom Zustand i, i
′
in den Zustand j, j
′
über. Dem
Zufallswanderer ist es möglich immer nur in eine Richtung pro Zeitschritt zu wandern.
Daraus ergibt sich für die zweidimensionalen Übergangswahrscheinlichkeiten:
p(i,i′ )(j,j′ ) =

p1 für j = i+ 1 j
′
= i
′
p2 für j = i− 1 j ′ = i′
p3 für j = i j
′
= i
′
+ 1
p4 für j = i j
′
= i
′ − 1
Bei einer zweidimensionalen symmetrischen Irrfahrt ist die Wahrscheinlichkeit der Aus-
gänge gleich 1
4
. Also erhält man folgende Übergangswahrscheinlichkeiten wenn i = (i, i
′
)
und j = (j, j
′
) ist:
pij =
{
1
4
wenn |i− j| = 1
0 sonst
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Um die Möglichkeit zu haben in einen Startpunkt zurück zu kehren, müssen auch wie-
der jeweils die gleiche Anzahl von Links- und Rechtsbewegungen sowie Bewegungen nach
oben und unten stattﬁnden. Weiters muss die Schrittanzahl gerade sein. Um den Startwert
also wieder erreichen zu können, müssen insgesamt 2n Schritte gemacht werden. Ange-
nommen man geht i Schritte nach rechts, i Schritte nach links, j Schritte nach oben und
j Schritte nach unten, dann ergibt sich die Formel 2n = 2i+ 2j.
Somit kann man sich i Schritte in die eine Dimensionsrichtung und n− i Schritte in die
andere bewegen. Bei der zweidimensionalen Irrfahrt gibt es daher
∑n
i=0
2n!
i!2(n−i)!2 Möglich-
keiten für den Weg der Länge 2n.
Man erhält also folgendes:
p
(2n)
ii = (
1
4
)2n
∑n
i=0
2n!
i!2(n−i)!2 =
= (1
4
)2n
(
2n
n
)∑n
i=0
(
n
i
)(
n
n−i
)
=
= (1
4
)2n
(
2n
n
)2∑n
i=0
(ni)(
n
n−i)
(2nn )
=
= (1
4
)2n
(
2n
n
)2
= ((1
2
)2n
(
2n
n
)
)2.
Der erste Schritt dieser Rechnung ist durch die Beziehung (2n)!
i!i!(n−i)!(n−i)! =
(
2n
n
) · (n
i
)(
n
n−i
)
leicht nachzuvollziehen.
Da
(
2n
n
)
=
∑n
i=0
(
n
i
)(
n
n−i
)
gilt, ist auch der dritte Schritt einsichtig und die gesamte Sum-
me fällt zum Faktor Eins zusammen.
Nun wendet man wieder die Stirling Formel an und erhält:
p
(2n)
ii = (
1
4
)2n (2n)!
2
n!4
≈ (1
4
)2n 2n
4n+1·e−4n·2pi
n4n+2·e−4n·4pi2 ≈ (14)2n · 2·2
4n
2·pi·n ≈ 1pin .
Daher folgt, dass
∑∞
n=0 p
(n)
ii ≈ 1pi · (1 + 12 + 13 + . . .) = ∞, wenn jeder gemachte Schritt
gleichwahrscheinlich (mit Wahrscheinlichkeit 1
4
) ist. Deshalb ist die symmetrische zweidi-
mensionale Irrfahrt rekurrent.
Sie ist null-rekurrent, da die mittlere erstmalige Rückkehrzeit µii unendlich ist. Dies kann
man durch das Anwenden des Verfahrens für den eindimensionalen Fall leicht nachrech-
nen.
4.2.2 Die dreidimensionale Irrfahrt
Im dreidimensionalen Straßennetz hat jeder Kreuzungspunkt 6 Nachbarpunkte (Nord, Süd,
Ost, West, Oben, Unten).
Man erhält für die Übergangswahrscheinlichkeiten ähnlich wie für den zweidimensionalen
Fall wenn man i=(i, i
′
, i
′′
) setzt:
p
(2n+1)
ii = 0 für n = 0, 1, 2 . . . und p
(2n)
ii =
∑
i,j,0≤i+j≤n
(2n)!
i!i!j!j!(n−i−j)!(n−i−j)! · (16)2n.
Indem man jetzt mit (n!)
2
(n!)2
multipliziert und den Term (1
2
)2n heraushebt kommt man auf
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die folgende Form:
p
(2n)
ii =
1
22n
· (2n
n
) ·∑i,j,0≤i+j≤n [ n!i!j!(n−i−j)! ]2 · (13)2n.
Weiters kann man eine Abschätzung vornehmen, und zwar:
p
(2n)
ii ≤ cn 122n
(
2n
n
)
1
3n
, wobei cn = maxi,j,0≤i+j≤n[ n!i!j!(n−i−j)! ].
Dabei hat man verwendet, dass
∑
i,j,0≤i+j≤n
n!
i!j!(n−i−j)!(
1
3
)n = 1 ist.
Nun zeigt man noch, dass der Wert von cn für große n annähernd so aussieht: n!(n
3
)!(n
3
)!(n
3
)!
,
das heißt, dass sich für i und j der Wert ≈ n
3
einstellt:
Es seien i0 und j0 die Werte von i und j, die den Term n!i!j!(n−i−j)! maximieren, wobei
0 ≤ i+ j ≤ n gelten muss.
Dann ergeben sich die vier Ungleichungen:
n!
j0!(i0−1)!(n−j0−i0+1)! ≤ n!j0!i0!(n−j0−i0)! ,
n!
j0!(i0+1)!(n−j0−i0−1)! ≤ n!j0!i0!(n−j0−i0)! ,
n!
(j0−1)!i0!(n−j0−i0+1)! ≤ n!j0!i0!(n−j0−i0)! ,
n!
(j0+1)!i0!(n−j0−i0−1)! ≤ n!j0!i0!(n−j0−i0)! .
Diese vier Ungleichungen kann man auf folgende zwei Ungleichungen reduzieren:
n− i0 − 1 ≤ 2i0 ≤ n− i0 + 1,
n− j0 − 1 ≤ 2j0 ≤ n− j0 + 1.
Daher kann man erkennen, dass für große Werte von n, i0 ≈ n3 und j0 ≈ n3 sind.
Damit hat man gezeigt, dass cn wirklich den Wert n!(n
3
)!(n
3
)!(n
3
)!
für große n annimmt.
Setzt man diesen erhaltenen Wert cn nun in die Ungleichung ein, dann erhält man:
p
(2n)
ii ≤ 122n · n!(n
3
)!(n
3
)!(n
3
)!·3n
(
2n
n
)
.
Darauf wendet man wieder die Stirling Formel an und bekommt folgende Abschätzung
1
22n
· n!
(n
3
)!(n
3
)!(n
3
)!·3n
(
2n
n
) ≈ 3√3
2pi
3
2 n
3
2
.
Summiert man über n = 0, 1, . . . ,∞ dann folgt: ∑∞n=0 3√3
2pi
3
2 n
3
2
<∞.
Daher hat man schließlich die Aussage erhalten, dass
∑∞
n=0 p
(n)
ii < ∞ ist. Somit sieht
man nun, dass der Zustand i transient ist. Die symmetrische dreidimensionale Irrfahrt
ist daher transient.
Zusammenfassend kann man sagen, dass die ein- und zwei-dimensionale symmetrische
Irrfahrt irgendwann wieder zu ihrem Ausgangspunkt zurückkehren wird (auch wenn es in
unendlich langer Zeit passiert). Jedoch bereits bei der dreidimensionalen symmetrischen
Irrfahrt kehrt man niemals wieder an den Ausgangspunkt zurück. Sie läuft so zu sagen
ins Unendliche davon.
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4.3 Anwendungen der Sätze über Rekurrenz und Tran-
sienz auf Irrfahrten
1. Beispiel: Die einseitig unbeschränkte Irrfahrt mit einer reﬂektierenden Schranke
Als Beispiel zur Anwendung des Transienzsatzes 2.14. vom Abschnitt 2.3 kann man die
einseitig unbeschränkte Irrfahrt mit einer reﬂektierenden Schranke heranziehen. Es han-
delt sich hier um eine irreduzible Markoﬀ Kette mit Periode 2.
Die Zustandsmenge ist S = {0, 1, 2, . . .} und die Übergangswahrscheinlichkeiten sind durch
pij =

1 i = 0, j = 1
p i ≥ 1, j = i+ 1
q i ≥ 1, j = i− 1
0 sonst
gegeben.
Die Übergangsmatrix hat die folgende Gestalt:
P=

0 1 0 0 0 . . .
q 0 p 0 0 . . .
0 q 0 p 0 . . .
0 0 q 0 p . . .
0 0 0 q 0 . . .
...
...
...
...
...
. . .

Der Zustand 0 ist hier eine reﬂektierende Schranke, da bei Eintreﬀen in den Zustand
0 die Fahrt mit Wahrscheinlichkeit 1 in den Zustand 1 führt.
Für 0 < p < 1 ist die Markoﬀ Kette irreduzibel.
Man sucht nun eine Lösung u = (u0, u1, u2, . . .) für die Gleichung xi =
∑∞
j=1 pijxj:
ui = pui+1 + qui−1, ∀i ≥ 1.
∀i ≥ 1 gilt: ui+1 − ui = qp(ui − ui−1) = ( qp)2(ui−1 − ui−2) = . . . = ( qp)i−1(u2 − u1).
Setzt man u0 = 0, dann ist u1 = pu2 und daraus folgt ∀i ≥ 1: ui+1 − ui = ( qp)iu1.
Jetzt summiert man diese Gleichung über j = 1, 2, . . . , i und erhält:∑i
j=1 (uj+1 − uj) = u1
∑i
j=1 (
q
p
)j,∀i ≥ 1, das heißt ui+1 = u1(1 +
∑i
j=1 (
q
p
)j).
Wählt man u1 > 0, dann ist u = (u0, u1, u2, . . .) genau dann eine beschränkte, nicht-
konstante Lösung des Gleichungssystems, wenn p > q gilt. Für u1 = 0 erhält man eine
konstante Lösung.
Daher folgt die Aussage des Satzes, die besagt, dass alle Zustände der Markoﬀ Kette für
p > q transient sind.
Für p ≤ q sind alle Zustände dagegen rekurrent.
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2. Beispiel:
Das 1. Beispiel soll den Satz von Foster und dessen Folgerung vom Abschnitt 2.4 nun in
der Anwendung zeigen:
Anhand der Übergangswahrscheinlichkeiten kann man erkennen, dass∑∞
j=1 jpij =
{
1 für i = 0
i+ p− q für i ≥ 1
und bi =
∑∞
j=1 jpij − i = p− q ∀i ≥ 1, woraus dann auch limi→∞ bi = p− q folgt.
Man sieht, dass die Voraussetzungen aus der Folgerung 2.17. genau dann erfüllt sind,
wenn p < p gilt.
Das heißt, dass dann alle Zustände der einseitig unbeschränkten Irrfahrt mit einer reﬂek-
tierenden Schranke positiv-rekurrent sind.
Daher kann man unter der Voraussetzung p < q für diese Irrfahrt einen stationären
Vektor ﬁnden.
Laut der Deﬁnition 3.1. ist eine stationäre Verteilung νj bezüglich der Übergangsmatrix P
gegeben, wenn νj =
∑
i∈S νipij für alle j ∈ S gilt. Wenn man diese Gleichung in Matri-
zenschreibweise anschreiben möchte setzt man ν=(νj)j∈S und erhält ν = ν · P .
Für die unbeschränkte Irrfahrt mit einer reﬂektierenden Schranke gilt dann
ν0 = qν1
ν1 = ν0 + qν2
νj = pνj−1 + qνj+1 ∀j ≥ 2.
Dieses Gleichungssystem kann man nun in Abhängigkeit von ν0 rekursiv lösen.
Man erhält νj = 1p(
p
q
)jν0 ∀j ≥ 1.
Dann sieht man, dass die Reihe
∑
j∈S νj für p < q konvergiert.
Da man als Lösung eine Wahrscheinlichkeitsverteilung erhalten möchte, muss man ν0 so
wählen, dass die Reihensumme 1 ergibt. Also formt man die Gleichung
1 =
∑
j∈S νj =
ν0
p
∑
j∈S (
p
q
)j so um, dass ν0 = 11+ 1
p
P∞
j=1 (
p
q
)j
= 1
2
(1− p
q
) > 0 ergibt.
Damit ist nun νj > 0 ∀j ∈ S und
νj =
1
2p
(1− p
q
)(p
q
)j ∀j ≥ 1.
(νj)j∈S ist eine eindeutig bestimmte stationäre Verteilung zur Übergangsmatrix P.
In den anderen beiden Fällen, bei denen entweder p > q (alle Zustände transient) oder
p = q = 1
2
(alle Zustände null-rekurrent) gilt, ist die Reihe
∑
j∈S νj divergent und daher
kann es keinen stationären Vektor geben.
Die bisher betrachteten Beispiele haben sich alle mit homogenen Markoﬀ Ketten beschäf-
tigt.
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Das bedeutet, dass die Übergangswahrscheinlichkeiten nicht explizit von i oder j, son-
dern nur von der Diﬀerenz j − i abhingen. Allgemein gilt für homogene Markoﬀ Ketten
pij = aj−i.
Die Übergangswahrscheinlichkeit ist somit für jeden Abstand eine Konstante.
Mit a−1 = q, a0 = r, a1 = p erhält man die Irrfahrt mit Pausen. Das ist jene Irr-
fahrt, die nicht in jedem Zeitschritt um eine Einheit wandert, sondern mit einer gewissen
Wahrscheinlichkeit r in dem Zustand bleibt, in dem sie gerade ist. Für die Übergangs-
wahrscheinlichkeiten gilt:
pij =

p falls i = j + 1
q falls i = j − 1
r falls i = j
0 sonst
3. Beispiel: Zustandsabhängige Markoﬀ Ketten
Zustandsabhängige Markoﬀ Ketten sind räumlich nicht homogene Markoﬀ Ketten. Das
soll heißen, dass bei diesen Markoﬀ Ketten die Übergangswahrscheinlichkeiten explizit
vom Zustand des Systems abhängen. Für die zustandsabhängige Irrfahrt mit Pausen gilt
dann:
P (Xn+1 = i+ 1|Xn = i) = pi, P (Xn+1 = i− 1|Xn = i) = qi, und
P (Xn+1 = i|Xn = i) = ri. Klarerweise sind die Wahrscheinlichkeiten positiv; pi > 0,
qi > 0, ri ≥ 0 und pi + ri + qi = 1 für i = 1, 2, . . .. Es gilt weiters, dass p0 ≥ 0, r0 ≥ 0
und p0 + r0 = 1 ist. Die Übergangsmatrix hat dann die folgende Gestalt:
P =

r0 p0 0 0 . . .
q1 r1 p1 0 . . .
0 q2 r2 p2 . . .
...
...
...
. . . . . .
...
...
...
...
. . .

Den stationären Vektor (νj)j∈S erhält man indem man das Gleichungssystem ν · P = ν
löst.
Für den Fall, dass ri = 0 ∀i ist kann man leicht zeigen, dass die Irrfahrt genau dann eine
stationäre Verteilung besitzt, wenn
∑∞
i=0 νi <∞ ist:
Durch die Berechnung des Gleichungssystems ν · P = ν erhält man die Lösung:
νi =
p1p2...pi−1
q1q2...qi
ν0 = ν0
∏i−1
k=0
pk
qk+1
für i ≥ 1.
Unter der Voraussetzung, dass
∑∞
i=0 νi = 1 ist, folgt:
1 = ν0 +
∑∞
i=1 ν0
∏i−1
k=0
pk
qk+1
und daraus ergibt sich dann für ν0 die folgende Gleichung:
ν0 =
1
1+
P∞
i=1
Qi−1
k=0
pk
qk+1
.
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Daraus kann man nun gut erkennen, dass ν0 > 0 nur dann gilt, wenn
∑∞
i=1
∏i−1
k=0
pk
qk+1
<∞
ist.
Es sei jetzt ν0 = 1 dann folgt, dass νi =
p1p2...pi−1
q1q2...qi
ist. Die Summe von νi muss also kon-
vergieren, damit ein stationärer Vektor existiert.
Man betrachtet weiters das Gleichungssystem
∑∞
j=0 pij · yj = yi, i 6= 0 aus dem Tran-
sienzsatz 2.14. Dann erhält man:
q1y0 + r1y1 + p1y2 = y1,
...
...
...
qnyn−1 + rnyn + pnyn+1 = yn.
Hierbei ist yi = 1, ∀i die triviale Lösung des Gleichungssystems. Nun will man zeigen,
dass auch y0 = 0, yn =
∑n−1
i=0
1
piνi
, n ≥ 1 eine Lösung ist:
q1y0 + r1y1 + p1y2 = r1(
1
p0
) + p1(
1
p0
+ q1
p0p1
) = 1
p0
= y1.
Für die n-te Gleichung muss man zeigen, dass:
qn(
∑n−2
i=0
1
piνi
) + rn(
∑n−1
i=0
1
piνi
) + pn(
∑n
i=0
1
piνi
) =
∑n−1
i=0
1
piνi
ist.
Da pn + qn + rn = 1 ist, kann man die obige Gleichung folgendermaßen umschreiben:
qn(
∑n−2
i=0
1
piνi
) + pn(
∑n
i=0
1
piνi
) = (pn + qn)
∑n−1
i=0
1
piνi
.
Die linke Seite dieser Gleichung wird nach weiteren Umformungen zu
(pn + qn)
∑n−1
i=0
1
piνi
− qn 1pn−1νn−1 + pn 1pnνn , wobei −qn 1pn−1νn−1 = −1pn−1
qn
νn−1
= −1
νn
ist.
Damit hat man die Gleichheit bewiesen und gezeigt, dass yn =
∑n−1
i=0
1
piνi
eine weitere
Lösung ist.
Wenn die zwei Lösungen yi = 1 ∀i und yn =
∑n−1
i=0
1
piνi
(n ≥ 1) unabhängig voneinander
sind, dann wird die allgemeine Lösung so lauten: zn = α + βyn. Eine nichtkonstante be-
schränkte Lösung von
∑∞
j=0 pijzj = zi, i 6= 0 existiert genau dann, wenn die yn beschränkt
sind, das heißt wenn
∑∞
i=0
1
piνi
<∞ ist.
Zusammengefasst kommt man auf folgende Resultate:∑∞
i=0
1
piνi
=∞⇒ rekurrent∑∞
i=0
1
piνi
=∞ und ∑∞i=0 νi =∞⇒ null-rekurrent∑∞
i=0
1
piνi
=∞ und ∑∞i=0 νi <∞⇒ positiv-rekurrent∑∞
i=0
1
piνi
<∞⇒ transient.
4. Beispiel: Das Ehrenfest-Modell
Das Ehrenfest-Modell ist ein Spezialfall der zustandsabhängigen Markoﬀ Ketten. Die Über-
gangswahrscheinlichkeiten hängen hier vom Ort, in dem man sich beﬁndet, ab.
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Dieses Modell wird meistens als Modell von Molekülen in zwei abgetrennten Kammern
vorgestellt, welche durch die durchlässige Trennwand diﬀundieren. In den zwei Kammern
A und B beﬁnden sich insgesamt m Moleküle und als Zustand Xn nimmt man die Anzahl
der Moleküle in der Kammer A zum Zeitpunkt n an. Daher hat das Modell als Wertebe-
reich die Zustandsmenge S = {0, 1, . . . ,m}.
Wenn Xn = 0 ist, dann sind alle Moleküle in der Kammer B und zum Zeitpunkt n + 1
wird ein Molekül von der Kammer B in die Kammer A wandern, sodass Xn+1 = 1 folgt.
Somit sieht man, dass p01 = 1 und p0j = 0 für j 6= 1 ergibt.
Ist andererseits das Verhältnis in den Kammern so, dass Xn = m ist, so sind alle Mole-
küle in der Kammmer A und zum Zeitpunkt n + 1 wandert ein Molekül von A nach B.
Also folgt, dass Xn+1 = m−1 ergibt. Daher erhält man die Übergangswahrscheinlichkeiten
pm,m−1 = 1 und pmj = 0 für j 6= m− 1.
Sei nun Xn = i mit i /∈ {0,m} dann wandert zum Zeitpunkt n+1 mit Wahrscheinlichkeit
i
m
ein Molekül von der Kammer A in die Kammer B, und mit Wahrscheinlichkeit m−i
m
ein
Molekül von B in A. Daher sieht man, dass Xn+1 nur die Werte i−1 und i+1 annehmen
kann. Die Übergangswahrscheinlichkeiten lauten dann folgendermaßen:
pi,i−1 = im , pi,i+1 = 1− im und für j /∈ {i− 1, i+ 1} gilt pij = 0.
Das Ehrenfest-Modell kann auch als Irrfahrt mit zwei reﬂektierenden Schranken 0 und
m interpretiert werden.
Man wird sehen, dass sich die Markoﬀ Kette, welche die Irrfahrt beschreibt, eher von den
Rändern entfernt, als diesen nahe zu kommen.
Wählt man für i = m
2
dann beﬁndet man sich in der Mitte des Wertebereiches. Die Über-
gangswahrscheinlichkeiten für beide Richtungen sind dann gleich groß.
Jetzt wird man zeigen, dass das allgemeine Ehrenfest-Modell positiv-rekurrent ist, da die
Zustandsmenge dieser Markoﬀ Kette endlich ist und ein stationärer Vektor existiert.
Berechnet man für das allgemeine Ehrenfest-Modell den stationären Vektor, so gilt:
ν · P = ν, wobei
P =

0 1 0 0 . . . 0
1
m
0 1− 1
m
0 . . . 0
0 2
m
0 1− 2
m
. . . 0
...
...
. . . . . . . . .
...
0 0 . . . m−1
m
0 1
m
0 0 0 0 1 0

eine m+ 1×m+ 1-Matrix ist.
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Die Gleichungssysteme lauten dann wie folgt
1
m
ν1 = ν0
ν0 +
2
m
ν2 = ν1
(1− 1
m
)ν1 +
3
m
ν3 = ν2
...
...
1
m
νm−1 = νm
Drückt man die Gleichungen nun durch die Variable ν0 aus, so kann man folgende Struk-
tur erkennen:
ν1 = mν0 =
(
m
1
)
ν0
ν2 =
m(m−1)
2
ν0 =
(
m
2
)
ν0
ν3 =
(m−2)(m−1)m
6
ν0 =
(
m
3
)
ν0
...
...
νj =
(
m
j
)
ν0
Aufgrund der Deﬁnition eines stationären Vektors gilt ja
∑
j∈S νj = 1.
Dies führt dann zu∑m
j=0 νj = 1 = ν0
∑m
j=0
(
m
j
)
, und daraus kann man ν0 nun berechnen:
ν0 =
1
Pm
j=0 (
m
j )
= 1
2m
Somit ist der stationäre Vektor durch
νj =
(
m
j
)
1
2m
gegeben.
Für ein spezielles Ehrenfest-Modell mit den 5 Zuständen 0 bis 4 ist die Übergangsma-
trix
P =

0 1 0 0 0
1
4
0 3
4
0 0
0 1
2
0 1
2
0
0 0 3
4
0 1
4
0 0 0 1 0

gegeben, und der stationäre Vektor lautet dann
νj =
(
4
j
)
1
24
⇒ ν = ( 1
16
, 1
4
, 6
16
, 1
4
, 1
16
).
Daran kann man nun gut erkennen, dass sich die Markoﬀ Kette eher von den Rändern
wegbewegt, als denen nahe zu kommen.
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Kapitel 5
Warteschlangentheorie
5.1 Einführung über Warteschlangen in diskreter Zeit
Personen, die beispielsweise vor den Kassen von Supermärkten, an den Schaltern von
Banken, in der Praxis eines Arztes, etc. warten, bis sie bedient werden, bilden eine War-
teschlange. Aber auch Programme, die auf die Bearbeitung durch einen Computer warten,
Maschinen, die auf ihre Reparatur warten, uvm. stellen ein Warteschlangensystem dar.
Man spricht von Forderungen, die an einem Schalter (Bedienungssystem) eintreﬀen und
dort entweder sofort bedient werden, oder warten müssen, bis sie bedient werden.
Die Zeit zwischen dem Eintreﬀen von zwei Forderungen nennt man die Zwischenankunfts-
zeiten. Diese Zeiten sind unabhängige Zufallsvariablen Z1, Z2, Z3, . . . , die alle dieselbe
Verteilung besitzen. Zusätzlich gibt es noch die Bedienzeiten B1, B2, B3, . . . , die auch als
unabhängige Zufallsvariablen aufgefasst werden und identisch verteilt sind. Sie sind auch
unabhängig von den Zwischenankunftszeiten.
Die Verteilungsfunktion der Ankunftszeiten sei: U(t) = P (Zn ≤ t) und der Erwartungs-
wert wird durch a := E(Zn) =
∫∞
0
tdU(t) <∞ gegeben.
Die Verteilungsfunktion der Bedienzeiten sei: V (t) = P (Bn ≤ t) mit dem Erwartungswert
b := E(Bn) =
∫∞
0
tdV (t) <∞.
Zwei weitere wichtige Kriterien zur vollständigen Bestimmung einer Warteschlange sind
die folgenden:
1. die Anzahl der Schalter/Programme
2. die Dimension des Warteraumes (dieser kann endlich oder unendlich groß sein).
Man kann also ein Warteschlangenmodell mit unterschiedlichen Bezeichnungen festlegen,
in dem man die Notation von Kendall (1953) benutzt. Dann wird eine Warteschlange
durch 4 Symbole U |V |s|w| beschrieben, die folgende Bedeutungen haben:
U: ist die Verteilungsfunktion der Zwischenankunftszeiten. Diese kann die Exponential-
verteilung (M), die deterministische Verteilung (D), die Erlangverteilung der Ordnung k
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(Ek), oder die allgemeine Verteilung (GI) haben.
V: ist die Verteilungsfunktion der Bedienzeiten. Diese kann wieder die Verteilungen E,
D, Ek oder GI annehmen (wie U).
s: gibt die Anzahl der parallelen Schalter an. Es kann 1,2,3,... bis ∞-viele Schalter geben.
w: gibt die Anzahl der Warteplätze im System an; wieder läuft die Anzahl von 1,2,3,...,bis
∞.
Das Grundmodell hat die Gestalt: GI|GI|1|∞|. Das heißt, dass beide Verteilungen all-
gemein zu wählen sind, es einen Schalter und unendlich viele Warteplätze gibt.
Bei einer Vielzahl an Warteschlangenmodellen gilt die Annahme eines poissonverteilten
Forderungseinganges als statistisch gesichert.
Sei N(t) die Anzahl der Ankünfte bis zum Zeitpunkt t, t ≥ 0. Dann besitzt hier N(t) die
Wahrscheinlichkeitsverteilung P (N(t) = n) = (λt)
n
n!
· e−λt, ∀n ∈ N0.
Die Verteilungsfunktion U(t) der Zufallsvariablen Zn, ∀n ∈ N0 erhält man aus
P (Zn ≥ t) = P ({keine Ankunft im Intervall Z∗n−1, Z∗n−1 + t}) =
= P (N(Z∗n−1 + t− Z∗n−1) = 0) =
= P (N(t) = 0) = e−λt, wobei Z∗n = Z1 + Z2 + . . .+ Zn , Z
∗
0 = 0 ist.
Daher gilt: U(t) = P (Zn ≤ t) =
{
1− e−λt ∀t ≥ 0
0 sonst
Dieses Modell wird nun im nächsten Abschnitt näher betrachtet:
5.2 Beispiele von Warteschlangensystemen
5.2.1 Das Warteschlangensystem M |GI|1|∞|
Die Familie {X(t) : t ∈ I = [0,∞]} bildet einen Warteschlangenprozess in stetiger Zeit.
Um den Prozess in diskreter Zeit zu beschreiben wird er sozusagen eingebettet. Diese Ein-
bettung kann man durch X0 = X(0+) und Xn = X(τn + 0),∀n ∈ N vornehmen. Xn gibt
anschaulich die Länge der Warteschlange unmittelbar nach dem Abgang der n-ten Forde-
rung an. Der Zustand Xn gibt also die Anzahl der Personen an, die in der Warteschlange
unmittelbar nach der n-ten Abfertigung stehen. Die Familie {Xn : n ∈ N0} ist also ein
Warteschlangenprozess in diskreter Zeit.
Sei Qn die Anzahl der Forderungen, die während der Bedienzeit des n-ten Kunden neu
in das System eintreﬀen. Die Qn sind unabhängige, identisch verteilte Zufallsvariablen
mit der Wahrscheinlichkeitsverteilung qj = P (Qn = j) =
∫∞
t=0
e−λt · (λt)j
j!
dV (t). Dies erhält
man, wenn man den Satz über die totale Wahrscheinlichkeit anwendet.
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(siehe P. Langrock/W. Jahn)
Der Zustandsraum S = N0 = {0, 1, 2, . . .} besteht aus den möglichen Warteschlangen-
längen. Ist Xn−1 > 0, dann folgt Xn = Xn−1 + Qn − 1. Ist Xn−1 = 0, dann folgt
Xn = Xn−1 + Qn = Qn, da ja in diesem Fall keine Person bedient wird. Daraus kann
man erkennen, dass es sich hier wieder um eine Markoﬀ Kette handeln muss, da Xn von
Xn−1 nicht aber von Xk, k < n− 1 abhängt.
Es gilt auch: P (Xn = j|Xn−1 = i) = P (Qn = j − i+ 1) = qj−i+1 für i ≥ 1, j ≥ 0, und
P (Xn = j|Xn−1 = 0) = P (Qn = j) = qj für alle j ≥ 0 , i = 0.
Daraus kann man die pij für j ≥ i− 1 ablesen. Für j < i− 1 gilt pij = 0.
Die S × S-Matrix der Übergangswahrscheinlichkeiten sieht dann folgendermaßen aus:
q0 q1 q2 q3 . . . . . .
q0 q1 q2 q3 . . . . . .
0 q0 q1 q2 . . . . . .
0 0 q0 q1 . . . . . .
0 0 0 q0 . . . . . .
...
...
...
...
...
. . .

Man kommt jetzt zu der Frage, ob dieses Warteschlangenmodell rekurrent oder transi-
ent ist.
Dafür muss man vorerst eine erzeugende Funktion der Übergangswahrscheinlichkeiten p(n)ij
einführen:
Diese n-Schritt-Übergangswahrscheinlichkeiten stellen in diesem Warteschlangensystem
die Wahrscheinlichkeiten dafür dar, dass nach der n-ten Forderung die Länge der Warte-
schlange j ist, unter der Voraussetzung, dass am Anfang i Forderungen im System waren.
Es gilt nach der Chapman-Kolmogorow-Gleichung 1.1., dass
p
(n+1)
ij =
∑∞
n=0 p
(n)
ik pkj = p
(n)
i0 qj +
∑j+1
k=1 p
(n)
ik qj−k+1.
Diese Gleichung multipliziert man mit zj (|z| ≤ 1) und summiert sie über alle j von 0 bis
∞.
Setzt man jetzt noch Pi,n(z) =
∑∞
j=0 p
(n)
ij z
j und S(z) =
∑∞
j=0 qjz
j, dann folgt:
Pi,n+1(z) = p
(n)
i0 S(z) +
∑∞
j=0 (
∑j+1
k=1 p
(n)
ik qj−k+1)z
j =
= p
(n)
i0 S(z) +
∑∞
k=1 p
(n)
ik z
k
∑∞
j=k−1 qj−k+1z
j−k =
= p
(n)
i0 S(z) + z
−1S(z)[Pi,n(z)− p(n)i0 ] =
= z−1S(z)Pi,n(z)− z−1S(z)(1− z)p(n)i0 .
Diese Gleichung wird noch mit ωn+1 (|ω| ≤ 1) multipliziert und über n von 0 bis ∞ sum-
miert.
Setzt man Pi(ω, z) =
∑∞
n=0 Pi,n(z)ω
n, so erhält man
Pi(ω, z)− Pi,0(z) = ωz−1S(z)Pi(ω, z)− z−1S(z)(1− z)
∑∞
n=0 p
(n)
i0 ω
n.
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Es ist Pi,0(z) = zi und eingesetzt ergibt das die Funktion:
Pi(ω, z) =
zi+1 − ωS(z)(1− z)∑∞n=0 p(n)i0 ωn
z − ωS(z) |ω| ≤ 1 |z| ≤ 1 (5.1)
In dieser Darstellung ist dann nur noch die Potenzreihe
∑∞
n=0 p
(n)
i0 ω
n unbekannt. Diese
versucht man also zu berechnen, indem man zuerst die Nullstellen der Funktion
fω(z) = z − ωS(z) bestimmt.
Da f
′′
ω (z) = −ωS ′′(z) < 0, das bedeutet, dass fω konkav ist, fω(0) = −ωq0 < 0 und
fω(1) = 1− ω > 0 gilt,
besitzt die Funktion fω(z) = z − ωS(z) für 0 < ω < 1 in z ∈ (0, 1) genau eine Nullstelle
z = δ(ω).
ω 7→ δ(ω) ist diﬀerenzierbar nach dem Satz über implizite Funktionen.
Somit ist z = δ(ω) also eine Nullstelle des Nenners von der rechten Seite der Gleichung
(5.1).
Pi(ω, z) ist für jedes ω mit 0 < ω < 1, z ∈ (0, 1) deﬁniert, so dass
[δ(ω)]i+1 − ωS[δ(ω)][1− δ(ω)]∑∞n=0 p(n)i0 ωn = 0 gilt.
Da ωS[δ(ω)] = δ(ω) ist folgt, dass
∞∑
n=0
p
(n)
i0 ω
n =
[δ(ω)]i
1− δ(ω) ∀i ∈ S (5.2)
ist.
Eingesetzt in die Funktion Pi(ω, z) erhält man:
Pi(ω, z) =
∑∞
n=0
∑∞
j=0 p
(n)
ij ω
nzj = z
i+1[1−δ(ω)]−ω(1−z)S(z)[δ(ω)]i
[1−δ(ω)][z−ωS(z)] für z ∈ (0, 1) und 0 < ω < 1.
Diese Überlegungen bzw Berechnungen benötigt man um das Verhalten des Nullzustan-
des näher begutachten zu können. Nach dem Satz von Abel über erzeugende Funktionen
erhält man aus der Gleichung (5.2), indem man i = 0 setzt und ω → 1 laufen lässt fol-
gendes:
∞∑
n=0
p
(n)
00 =
1
1− limω→1 δ(ω) (5.3)
wobei limω→1 δ(ω) = δ und z = δ die kleinste positive reelle Nullstelle der Gleichung
z − S(z) = 0 ist.
Der nächste Hilfssatz lässt es zu, dass man die Lage dieser Nullstelle genauer erfassen
kann.
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Satz 5.1. (Hilfssatz) Die Gleichung z − S(z) = 0 besitzt neben z = 1 genau dann noch
eine weitere Nullstelle z0 mit 0 < z0 < 1, wenn E(Qn) =
∑∞
j=0 j · qj > 1 ist. Wenn hin-
gegen nur eine einzige Nullstelle z = 1 existiert, dann ist E(Qn) ≤ 1.
Beweis: Zunächst wird einmal die Funktion S
′
(z) =
∑∞
j=1 j · qj · zj−1 behandelt:
Wegen S
′′
(z) =
∑∞
j=2 j(j − 1) · qj · zj−2 > 0 ist S
′
(z) für z ∈ [0, 1] streng monoton wach-
send. Die Funktion ∆(z) = z − S(z) ist in [0, 1] stetig diﬀerenzierbar.
Da S(1) =
∑∞
j=0 qj = 1 ist, gilt ∆(1) = 0.
Wenn nun noch eine weitere Nullstele z0 ∈ (0, 1) von ∆(z) existiert, so gibt es nach dem
Satz von Rolle ein ξ ∈ (z0, 1) mit ∆′(ξ) = 0.
Da S
′
(z) streng monoton wachsend ist, gilt dann:
E(Qn) =
∑∞
j=0 j · qj = S
′
(1) > S
′
(ξ) = 1−∆′(ξ) = 1.
Ist andererseits E(Qn) > 1, das heißt S
′
(1) > 1, dann folgt, dass ∆
′
(1) = 1 − S ′(1) < 0
gilt. Daher existiert ein  > 0 mit ∆(1− ) > 0. Wegen ∆(0) = −q0 < 0 existiert also im
Intervall (0, 1− ) eine Nullstelle z0 der Funktion ∆(z).
Schlußendlich wendet man die Aussage des Hilfssatzes 5.1. auf (5.3) an.
Es gilt dann:∑∞
n=0 p
(n)
00 =∞ genau dann wenn E(Qn) ≤ 1,∑∞
n=0 p
(n)
00 <∞ genau dann wenn E(Qn) > 1.
Das bedeutet, dass die Markoﬀ Kette, die das WarteschlangenmodellM |GI|1|∞ beschreibt,
genau dann nur rekurrente Zustände besitzt, wenn E(Qn) = λb ≤ 1 ist. Anderenfalls sind
alle Zustände transient und E(Qn) > 1.
Anschaulich sind diese Aussagen für die Warteschlange so zu deuten: Wenn E(Qn) > 1
ist, dann treﬀen durchschnittlich während einer Bedienphase mehrere Forderungen ein.
Daher wächst die Länge der Warteschlange ständig an und man sagt dazu, dass sie ins
Unendliche läuft. (Transienz)
Hingegen wenn E(Qn) ≤ 1 ist, dann kommt während jeder Bedienphase durchschnittlich
höchstens 1 neuer Kunde dazu. Daher ist die Rückkehr der Warteschlange in eine beliebige
Anfangslänge sicher. (Rekurrenz)
Positiv-rekurrent oder null-rekurrent?
Eine Methode, um zu überprüfen, ob die Markoﬀ Kette positiv-rekurrent, oder null-rekurrent
ist, ist die Verwendung der mittleren erstmaligen Rückkehrzeit µii =
∑∞
n=1 n · f (n)ii .
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Betrachtet man weiterhin den Nullzustand, so verwendet man zur Berechnung von
µ00 =
∑∞
n=1 n · f (n)00 die Rekursionsformel (2.1): p(n)00 =
∑n
k=0 p
(n−k)
00 · f (k)00 ∀n ≥ 1.
Es wird wieder auf beiden Seiten mit ωn multipliziert und über n ∈ N summiert. Dann
gilt:
F00(ω) =
∑∞
n=0 f
(n)
00 ω
n =
P∞
n=1 p
(n)
00 ω
n
P∞
n=0 p
(n)
00 ω
n
= P00(ω)−1
P00(ω)
und weil
∑∞
n=0 p
(n)
00 ω
n = 1
1−δ(ω) ist, folgt
F00(ω) = δ(ω).
Die Gleichung z − ωS(z) = 0 wird durch z = δ(ω) = F00(ω) gelöst, womit sich
F
′
00(1) = 1 + S
′
(1)F
′
00(1) bzw
µ00 =
{
[1− E(Qn)]−1 für E(Qn) < 1
∞ für E(Qn) = 1
ergibt.
Daher ist nun ersichtlich, dass alle Zustände des Warteschlangenprozesses positiv-rekurrent
sind, wenn E(Qn) < 1 ist. Andererseits ist die Warteschlange für E(Qn) = 1 null-
rekurrent.
Eine andere Methode um zu bestimmen, ob die Warteschlange der Form M |GI|1|∞|
positv-rekurrent oder null-rekurrent ist, ist folgende:
Man nimmt vorest eine Folge von Zufallsvariablen X1, X2, X3, . . . an, die unabhängig
und identisch verteilt sind und die Werte in Z annehmen. Es sei P (Xi = k) = bk,
k = −1, 0, 1, 2, . . . b−1 > 0 und Sn = X1 + X2 + X3 + . . . + Xn. Jetzt wählt man Z
als den Wert von n, für den Sn das erste Mal negativ ist und setzt P (Z = k) = γk,
k = 1, 2, 3, . . ..
Weiters sei U(s) =
∑∞
k=0 γks
k. (γ0 = 0)
Angenommen T (r)n = r + Sn, wobei r eine positive ganze Zahl ist und Z(r) die Zufallsva-
riable, die den ersten Wert von n angibt, für den T (r)n < 0 ist.
Da Xi ≥ −1 ist sieht man, dass Z(r) = Z1+Z2+ . . .+Zr+1 ist, wobei die Zi unabhängige,
identisch verteilte Zufallsvariablen sind mit der obigen Verteilung γk.
Die erzeugende Funktion von Z(r) ist dann sichtlich [U(s)]r+1. γ(r+1)m soll dabei den Ko-
eﬃzienten von sm in U(s)r+1 darstellen.
Schließlich führt man noch eine letzte Funktion ein:
G(s) = b−1
s
+ b0 + b1s+ b2s
2 + . . .
Das Ziel ist U(s) in Termen von G(s) zu schreiben. Zu diesem Zweck bildet man die fol-
genden Relationen:
γ1 = b−1, γk =
∑∞
j=0 bj · γ(j+1)k−1 k ≥ 2.
Die erste Relation folgt wegen P (X1 = −1) = b−1. Für die zweite Relation gilt:
{Sn ≥ 0 : n = 1, 2, . . . , k − 1;Sk = −1} ist die Vereinigung von den disjunkten Ereignis-
sen {X1 = j;X2 + . . .+Xn + j ≥ 0, n = 2, 3, . . . , k − 1;X2 + . . .+Xk + j = −1},
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j = 0, 1, 2, . . ., wobei ihre Wahrscheinlichkeiten bjγ
(j+1)
k−1 sind, unter der Voraussetzung,
dass die Xi unabhängig und identisch verteilt sind. Durch den Additionssatz folgt dann
auch das zweite Resultat.
Nun kann man die Funktion U(s) folgendermaßen darstellen:
U(s) = b−1s+
∑∞
n=2 (
∑∞
j=0 bjγ
(j+1)
n−1 )s
n =
= b−1s+ s
∑∞
j=0 bj(
∑∞
n=2 γ
(j+1)
n−1 s
n−1) =
= b−1s+ s
∑∞
j=0 bj[U(s)]
j+1 =
= b−1s+ sU(s)[G(U(s))− b−1U(s) ] =
= sU(s)G(U(s)) für 0 < s ≤ 1.
U(s) ist stetig und streng monoton wachsend wenn s ∈ [0, 1] und U(0) = 0.
Daher gilt für 0 < s ≤ 1, dass 1
s
= G(U(s)) ist.
G
′′
(s) = 2b−1
s3
+ 2b2 + 6b3s+ 12b4s
2 + . . . > 0 für s > 0.
Das heißt, dass G(s) eine konvexe Funktion ist und nach der Deﬁnition gilt
lims→0G(s) = +∞ und G(1) = 1.
G(x) = 1
s
kann höchstens zwei positive Lösungen für s ∈ [0, 1] haben. Da lims→0 U(s) = 0
und U(s) streng monoton steigend im Intervall [0, 1] ist, sieht man, dass U(s) die kleinere
Lösung der beiden sein muss, unter der Voraussetzung, dass zwei Lösungen existieren.
Nun wendet man sich zu den Bedingungen, unter denen
∑∞
k=0 γk = 1 oder < 1 ist. Es
entstehen die folgenden zwei Fälle:
1. Fall: Wenn G
′
(1) > 0 ist, dann ist b−1 <
∑∞
n=0 n · bn und man kann erkennen, dass
U(1) =
∑∞
k=0 γk < 1 ist.
Die Wahrscheinlichkeit für das Ereignis {Sn ≥ 0 ∀n} ist dann strikt positiv.
2. Fall: Wenn G
′
(1) ≤ 0 ist, dann ist b−1 ≥
∑∞
n=0 n · bn und daher ist U(1) =
∑∞
k=0 γk =
1. Für 0 < s ≤ 1 ist G′(U(s))U ′(s) = −1
s2
, sodass U(s)→ 1, wenn s→ 1.
Daraus folgt, wenn G
′
(1) < 0 ist (b−1 >
∑∞
n=0 n · bn), dass
E(Z) =
∑∞
n=0 n · γn = U
′
(1) = −1
G′ (1) <∞
und wenn G
′
(1) = 0 ist (b−1 =
∑∞
n=0 n · bn), dass
E(Z) =
∑∞
n=0 n · γn = U
′
(1) = −1
G′ (1) =∞.
Zurück zum Warteschlangenprozess interpretiert man die qs als qk = bk−1 und die Zij als
die Länge der Zeit, die vom Zustand i ausgehend bis zum ersten Eintritt in den Zustand
j verstreicht.
Da
∑∞
i=0 qi = 1 ist, gilt:
b−1 >
∑∞
n=0 n · bn ↔ q0 >
∑∞
n=0 n · qn+1 ↔ 1 >
∑∞
n=0 n · qn und gleichermaßen:
b−1 =
∑∞
n=0 n · bn ↔ q0 =
∑∞
n=0 n · qn+1 ↔ 1 =
∑∞
n=0 n · qn.
Deshalb ist
E(Zi,i−1) = θ <∞ wenn
∑∞
n=0 n · qn < 1 und
E(Zi,i−1) = θ =∞ wenn
∑∞
n=0 n · qn = 1.
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Zij = Zi,i−1 +Zi−1,i−2 + . . .+Zj+1,j, j < i gilt, da man immer höchstens um 1 nach links
springen kann.
E(Zij) = (i− j)θ und E(Zi,0) = iθ.
Jetzt sieht man sich noch die mittlere erstmalige Rückkehrzeit vom Zustand 0 an: Man
weiß, dass f (1)00 = p00 = q0 ist und damit ergibt sich folgende Darstellung für die durch-
schnittliche Rückkehrzeit:
µ00 =
∑∞
n=0 n · f (n)00 =
= q0 +
∑∞
i=1 qi[E(Zi,0) + 1] =
= 1 +
∑∞
i=1 qiE(Zi,0) =
= 1 +
∑∞
i=1 iθqi =
= 1 + θ
∑∞
i=1 iqi.
Daher kann man folgern, dass µ00 <∞ ist, wenn θ <∞ bzw
∑∞
i=0 iqi < 1 ist,
und µ00 =∞ ist, wenn θ =∞ bzw
∑∞
i=0 iqi = 1 ist.
Zusammengefasst erhält man also diese Resultate:∑∞
n=0 nqn < 1⇒ positiv-rekurrent∑∞
n=0 nqn = 1⇒ null-rekurrent∑∞
n=0 nqn > 1⇒ transient
Man erhält somit auch mit dieser Methode die einleuchtenden Resultate: Da ja
∑∞
n=0 nqn
die mittlere Anzahl der Personen angibt, die während einer Bedienzeit ankommen, ist
es in dem Fall wo
∑∞
n=0 nqn > 1 ist so, dass im Durchschnitt mehr Personen ankom-
men, als man bedienen kann. Die Warteschlange wächst dann ins Unendliche. Wenn aber∑∞
n=0 nqn < 1 ist, dann stellt sich nach einem gewissen Zeitraum eine stationäre Vertei-
lung ein.
Das nächste Modell hat eine ähnliche Gestalt:
5.2.2 Das Warteschlangensystem GI|M |1|∞|
Die Zwischenankunftszeiten sind hier allgemein verteilt, die Verteilungsfunktion der Be-
dienzeiten ist eine Exponentialverteilung mit dem Parameter µ > 0:
V (t) = P (Bn ≤ t) =
{
1− eµt ∀t ≥ 0
0 ∀t < 0 .
Bei diesem Beispiel macht man eine etwas andere Einbettung, und zwar:
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X0 = X(0−) und Xn = X(tn − 0), ∀n ∈ N. Xn bezeichnet jetzt die Länge der Warte-
schlange unmittelbar vor dem Eintreﬀen des n+1-ten Kunden. Qn bezeichnet die Anzahl
der Forderungen, die während des Intervalles [Zn, Zn+1] das System verlassen. Diese Zu-
fallsvariablen Q1, Q2, . . . haben wieder, wie im Beispiel zuvor, eine identische Verteilung
und sind alle unabhängig voneinander. Ihre Wahrscheinlichkeitsverteilung ist:
qj = P (Qn = j) =
∫∞
t=0
e−µt (µt)
j
j!
dU(t),∀j = 1, 2, . . ..
Es gilt: Xn = Xn−1 + 1−Qn, falls Xn−1 + 1 > Qn, und Xn = 0, falls Xn−1 + 1 ≤ Qn.
Zusammengefasst kann man das so darstellen: Xn = [Xn−1 + 1−Qn]+,
wobei [g]+ = max(g, 0),∀g ∈ R.
Das selbe Verfahren wie für das Modell M |GI|1|∞| wendet man hier an, um die Über-
gangswahrscheinlichkeiten berechnen zu können.
pij =P (Xn = j|Xn−1 = i) = P ([Xn−1 + 1−Qn]+ = j|Xn−1 = i) =
=
{
P (Qn ≥ i+ 1) wenn j = 0, i ≥ 0
P (Qn = i+ 1− j) wenn j ≥ 1, i ≥ 0
=
=
{
1−∑ik=0 qk wenn j = 0, i ≥ 0
qi+1−j wenn j ≥ 1, i ≥ j − 1
Für i < j − 1 ist pij = 0.
Daraus kann man sich nun wieder die S × S-Matrix der Übergangswahrscheinlichkeiten
aufstellen:
1− q0 q0 0 0 0 . . .
1− q0 − q1 q1 q0 0 0 . . .
1− q0 − q1 − q2 q2 q1 q0 0 . . .
. . . . . . . . . . . . . . . . . .
. . . . . . . . . . . . . . . . . .

Um herauszuﬁnden, ob dieses Warteschlangenmodell rekurrent oder transient ist, werden
im nächsten Abschnitt die Sätze über Rekurrenz und Transientz vom 2. Kapitel herange-
zogen.
5.3 Anwendungen der Sätze über Rekurrenz und Tran-
sienz auf Warteschlangenmodelle
Satz 5.2. In dem Warteschlangenmodell der Form GI|M |1|∞ sind alle Zustände transi-
ent, wenn E(Qn) = aµ < 1 ist.
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Beweis: Um diese Aussage beweisen zu können, verwendet man das Transienzkriteri-
um 2.14.
Es sei u = (u1, u2, u3, . . .) eine Lösung des Gleichungssystems, dann gilt
ui =
i+1∑
j=1
qi+1−juj ∀i ∈ S\ {0} (5.4)
Man erhält also diese Gleichungssysteme:
u1 = q1u1 + q0u2,
u2 = q2u1 + q1u2 + q0u3,
u3 = q3u1 + q2u2 + q1u3 + q0u4,
...
Ausgehend von der ersten Gleichung, kann man dann dieses System rekursiv lösen, wobei
u1 als Parameter aufgefasst werden muss.
Wenn u1 = 0 ist, dann erhält man die triviale Lösung, die aber uninteressant ist. Daher
setzt man u1 > 0, woraus dann auch ui > 0 ∀i ∈ S\ {0} folgt.
(⇒) Vorausgesetzt die Markoﬀ Kette sei transient, dann folgt, dass E(Qn) < 1 ist.
Nach dem Transienzkriterium existiert eine beschränkte Lösung u von (5.4), sodass man
folgende erzeugende Funktion U(z) =
∑∞
j=1 ujz
j einführen kann, die für |z| < 1 holo-
morph ist.
Sei S(z) =
∑∞
j=0 qjz
j (|z| ≤ 1), so gilt:
zU(z) = U(z)S(z)− q0u1z bzw
U(z)[S(z)− z] = q0u1z (|z| < 1).
Wenn E(Qn) ≥ 1 wäre, so hätte S(z) − z eine Nullstelle z = z0 mit 0 < z0 < 1. (siehe
Hilfssatz 5.1.)
Dann wäre aber wegen |U(z0)| < ∞ 0 = U(z0)[S(z0) − z0] = q0u1z0 > 0. Dies ergibt
einen Widerspruch und daher kann man folgern, dass E(Qn) < 1 sein muss.
(⇐) Vorausgesetzt E(Qn) < 1, dann sind die Zustände der Markoﬀ Kette alle transient.
Der Hilfssatz 5.1. gibt unter dieser Voraussetzung an, dass S(z) − z 6= 0 für |z| < 1 ist.
Daher ist die Funktion B(z) = 1−z
S(z)−z im Einheitskreis holomorph. Sie lässt sich deshalb
in eine Potenzreihe entwickeln: B(z) =
∑∞
k=0 bkz
k, |z| < 1.
Die Regel von lHopital führt zu der folgenden Gleichung:
limz→1
∑∞
k=0 bkz
k = limz→1 1−zS(z)−z = limz→1
−1
S′ (z)−1 = limz→1
1
1−S′ (z)
Da alle Koeﬃzienten nicht negativ sind ergibt sich schließlich nach dem Stetigkeitssatz
für Potenzreihen die folgende Aussage:
∑∞
k=0 bk =
1
1−E(Qn) <∞.
Nun wählt man u1 > 0 und setzt uj = q0u1
∑j−1
k=0 bk ∀j ≥ 2. Dann ist der Vektor
u = (u1, u2, u3, . . .) wegen u1 > 0 nicht trivial und weil
∑∞
k=0 bk < ∞ gilt, ist er auch
beschränkt.
Es fehlt noch der Beweis, dass u auch eine Lösung von (5.4) ist:
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Verwendet man wieder die Reihe U(z) = q0u1
∑∞
j=1 (
∑j−1
k=0 bk)z
j = q0u1
∑∞
k=0
∑∞
j=k+1 bkz
j =
q0u1
∑∞
k=0 bkz
k+1
∑∞
j=0 z
j = q0u1zB(z)
1−z .
Setzt man noch B(z) = 1−z
S(Z)−z ein, dann erhält man U(z) =
q0u1z
S(z)−z .
Führt man jetzt den Koeﬃzientenvergleich durch, so sieht man, dass u = (u1, u2, u3, . . .)
eine nicht triviale und beschränkte Lösung des Gleichungssystems (5.4) ist. Somit sind
daher nach dem Transienzkriterium alle Zustände der Markoﬀ Kette, die einen Warte-
schlangenprozess der Gestalt GI|M |1|∞ angeben, transient.
Satz 5.3. In dem Warteschlangenmodell der Form GI|M |1|∞ sind alle Zustände positiv-
rekurrent, wenn E(Qn) = aµ > 1 ist.
Beweis: Man geht hier vom Gleichungssystem xj =
∑
i∈S xipij ∀j ∈ S aus, welches
man aus dem ersten Punkt vom Satz 2.18. entnommen hat.
Setzt man die Übergangswahrscheinlichkeiten für den Warteschlangenprozess ein, dann
ergibt sich die folgende Gleichung:
u0 =
∑∞
i=0 ui[1−
∑i
k=0 qk] bzw
uj =
∑∞
i=j−1 uiqi+1−j ∀j ≥ 1.
Weiters wählt man als gesuchte Lösung uj = c ·zj mit 0 < z < 1 und c 6= 0 als Konstante.
Setzt man diese Lösung nun in die Gleichung ein, dann gilt
uj = c · zj = c
∑∞
i=j−1 z
iqi+1−j = czj−1
∑∞
j=0 qjz
j und dies führt zu z = S(z).
Also gibt es für die Annahme uj = c · zj genau dann eine Lösung (6= 0) von
uj =
∑∞
i=j−1 uiqi+1−j, wenn S(z) = z in 0 < z < 1 eine Lösung besitzt.
Man weiß, nach dem Hilfssatz 5.1., dass diese Gleichung genau dann eine Nullstelle
z0 ∈ (0, 1) hat, wenn S ′(1) = E(Qn) = aµ > 1 ist.
Daher erfüllt (uj)j∈S mit uj = c·zj0 ∀j ≥ 0 dann auch die Gleichung uj =
∑∞
i=0 ui[1−
∑i
k=0 qk],
wie man folgendermaßen zeigt:
uj =
∑∞
i=0 ui[1−
∑i
k=0 qk] = c
∑∞
i=0 [1−
∑i
k=0 qk]z
i
0 = c[
∑∞
i=0 z
i
0 −
∑∞
i=0 (
∑i
k=0 qk)z
i
0] =
c[ 1
1−z0 −
S(z0)
1−z0 ] = c = u0.
Nun sieht man, dass für E(Qn) = aµ > 1 uj = c · zj0 ∀j ∈ S eine von der Null-
lösung verschiedene Lösung des Gleichungssystems uj =
∑
i∈S uipij ∀j ∈ S ist, wobei
u =
∑∞
j=0 |uj| = c
∑∞
j=0 z
j
0 =
c
1−z0 ist.
Schließlich ist also die irreduzible Markoﬀ Kette , die das Warteschlangensystem GI|M |1|∞
angibt, positiv-rekurrent, wenn E(Qn) = aµ > 1 gilt.
Setzt man jetzt E(Qn) = aµ ≤ 1 voraus, dann ist uj ≡ 1 ∀j ∈ S eine nicht negati-
ve Lösung des Ungleichungssystems xj ≥
∑
i∈S xipij ∀j ∈ S aus Punkt zwei von Satz
2.18.
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Sei j = 0, dann folgt∑∞
i=0 uipi0 =
∑∞
i=0 pi0 =
∑∞
i=0 [1−
∑i
k=0 qk] =
∑∞
i=0 (
∑∞
k=i+1 qk) = E(Qn) ≤ 1 = u0,
während für j ≥ 1 gilt∑∞
j=0 uipij =
∑∞
i=j−1 qi−j+1 =
∑∞
i=0 qi = 1 = uj.
Da aber
∑∞
j=0 uj =
∑∞
j=0 1 = ∞ ist, ist somit die Markoﬀ Kette nicht positiv-rekurrent,
da nach dem Satz 2.18. im Falle der positiven Rekurrenz für alle nicht negativen Lösungen
(uj)j∈S des Ungleichungssystems xj ≥
∑
i∈S xipij ∀j ∈ S
∑
j∈S uj <∞ gelten muss.
E(Qn) = aµ > 1 ist daher auch eine notwendige Bedingung für die positive Rekurrenz des
Warteschlangenmodells.
Um noch schneller eine Antwort auf die Frage zu bekommen, ob der Warteschlangenpro-
zess GI|M |1|∞ positiv-rekurrent oder null-rekurrent ist, kann man die Folgerung 2.17.
aus dem Satz von Foster verwenden. Man kommt dann zu folgenden Erkenntnissen:∑∞
j=1 jpij =
∑i+1
j=1 jqi+1−j <∞, ∀i ∈ S.
Weiters gilt bi =
∑∞
j=1 jpij − i = i(
∑i
j=0 qj − 1) +
∑i
j=0 qj −
∑i
j=1 jqj.
Dadurch, dass 0 ≤ limi→∞ i(1−
∑i
j=0 qj) = limi→∞ i
∑∞
j=i+1 qj ≤ limi→∞
∑∞
j=i+1 jqj = 0
ist, folgt
limi→∞ bi = 1− E(Qn).
Die zweite Voraussetzung der Folgerung ist genau dann erfüllt, wenn E(Qn) = aµ > 1
ist. Das heißt, dass der Warteschlangenprozess unter der Bedingung E(Qn) > 1 positiv-
rekurrent ist.
Auch für den Warteschlangenprozess mit Bedienungsmodell M |GI|1|∞| kann man die
Berechnungen mit Hilfe der Sätze vom 2.Kapitel rascher durchführen:
Satz 5.4. In dem Warteschlangenmodell der Form M |GI|1|∞| sind alle Zustände positiv-
rekurrent, wenn E(Qn) =
∑∞
k=0 k · qk = λb < 1 ist.
Beweis: Durch das im Abschnitt 2.3 gemachte Rekurrenzkriterium 2.13., kann man leicht
nachweisen, dass unter der Voraussetzung E(Qn) =
∑∞
k=0 k · qk = λb ≤ 1, für ein Warte-
system der Form M |GI|1|∞| alle Zustände rekurrent sind.
Man zeigt, dass u = (0, 1, 2, . . .) eine Lösung des Ungleichungssystems xi ≥
∑
j∈S pij · xj
ist. ∀i ∈ S\ {0} folgt ∑∞j=0 pijuj =∑∞j=i−1 j · qj−i+1 =∑∞j=i−1 qj−i+1(j − i+ 1) + i− 1 =∑∞
j=1 j · qj + i− 1 = E(Qn) + i− 1 ≤ i = ui;
was die Rekurrenzaussage bestätigt.
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Verwendent man jetzt wieder die Folgerung 2.17. aus dem Satz von Foster, dann folgt:∑∞
j=1 jpij =
{
E(Qn) für i = 0
E(Qn) + i− 1 für i ≥ 1
.
E(Qn) = λb <∞ und daher gilt∑∞
j=1 jpij <∞, ∀i ∈ S.
Weiters ergibt sich für alle i ≥ 1: bi =
∑∞
j=1 jpij − i = E(Qn) − 1, woraus dann folgt,
dass limi→∞ bi = E(Qn)− 1 ist.
Man sieht, dass die rechtsstehende Diﬀerenz genau dann negativ wird, wenn E(Qn) =
λb < 1 gilt. Daher ist unter dieser Bedingung die Markoﬀ Kette positiv-rekurrent.
Die Bedingung E(Qn) < 1 ist für die positive Rekurrenz der Markoﬀ Kette auch notwen-
dig, was man durch den zweiten Punkt der Folgerung nachweisen kann.
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Kapitel 6
Markoﬀ Ketten in der Biologie
In diesem Kapitel werden stochastische Modelle (im Speziellen Markoﬀ Ketten) der ma-
thematischen Populationsgenetik behandelt. Ein bekanntes Modell ist das Wright-Fisher-
Modell. Das Wissen über die Theorie der Markoﬀ Ketten reicht aus, um dieses Modell
genauer behandeln zu können. Die Biomathematik beschäftigt sich mit mathematischen
Anwendungen und Methoden in der Biologie. Die mathematische Populationsgenetik ist
ein Teilgebiet der Biomathematik und beschäftigt sich hauptsächlich mit der zeitlichen
Änderung der relativen Häuﬁgkeit von erblichen Merkmalen innerhalb einer Art. Um dies
zu präzisieren benötigt man die mathematischen Modelle, welche im folgenden Abschnitt
vorgestellt werden. Für alle folgenden Modelle nimmt man an, dass sich die betrachtete
Population zu diskreten Zeitpunkten reproduziert und dass sich die Generationen nicht
überlappen.
6.1 Grundlagen der Populationsgenetik
Die Chromosomen, die sich in den Zellkernen beﬁnden, übernehmen eine wichtige Rolle
in der Biologie. In ihnen ist das gesamte Erbgut eines Lebewesens gespeichert. Die Anzahl
der Chromosomen ist von Art zu Art verschieden. Man unterscheidet die Fälle, bei denen
Chromosomen entweder einzeln (haploider Fall - z.B. Bakterien), paarweise (diploider
Fall - z.B. Menschen) oder mehrfach (polyploider Fall - z.B. einige Pﬂanzenarten) auftre-
ten. Im diploiden Fall wird ein bestimmtes Erbmerkmal eines Individuums durch ein Paar
von Genen bestimmt, welches an einem Ort des Chromosomenpaares lokalisiert ist. So
einen Ort nennt man Genort oder Locus des Erbmerkmales. Es gibt verschiedene Typen
von Genen, die an einem gewissen Genort auftreten können, diese heißen Allele. Tre-
ten z.B. zwei Allele A1 und A2 auf, so gibt es die folgenden möglichen Kombinationen:
A1A1, A1A2, A2A2. Diese Kombinationen nennt man dann die Genotypen. (A1A2 und
A2A1 kann man nicht voneinander unterscheiden und daher werden sie als äquivalent
aufgefasst). A1A1 und A2A2 sind die homozygoten Genotypen, A1A2 (A2A1) sind die he-
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terozygoten Genotypen.
Der Begriﬀ Phänotyp wird auch oft verwendet und beschreibt das äußere Erscheinungsbild
eines Individuums. Wenn man sich die zwei Genotypen A1A1 und A1A2 ansieht und diese
dasselbe äußere Erscheinungsbild haben, dann nennt man das Allel A1 dominant und das
Allel A2 rezessiv. Auf diese Art können verschiedene Genotypen ein und denselben Phä-
notypen bestimmen.
Die Mitose ist die ungeschlechtliche Zellteilung. Dabei entsteht eine Verdoppelung der
Chromosomen einer diploiden Mutterzelle. Das Endprodukt sind zwei diploide Tochter-
zellen, die hinsichtlich ihrer Erbinformation vollkommen ident zur Mutterzelle sind. Die
Mitose tritt bei einfachen Organismen auf und dient der Vervielfältigung der Zellen eines
Individuums. Bei dieser Art der Zellteilung kommt es aber zu keiner Änderung des Erb-
gutes (von Mutation abgesehen).
Anders ist das bei der geschlechtlichen Fortpﬂanzung, der Meiose. Es kommt hier vor-
erst auch zu einer Verdoppelung der Chromosomen, die dann aber aufgeteilt werden auf
vier haploide Keimzellen, auch Gameten genannt. Bei der Befruchtung kommt es dann
zur Verschmelzung einer männlichen und einer weiblichen Keimzelle. Dieses Endprodukt
wird befruchtete Eizelle, bzw. auch Zygote, genannt. Sie ist wieder diploid und trägt Teile
des Erbgutes vom Vater und Teile von der Mutter.
6.2 Das Wright-Fisher-Modell
Hier wird nur das neutrale Wright-Fisher-Modell behandelt. Das bedeutet es tritt weder
Mutation noch Selektion auf.
Man betrachtet eine Population von diploiden Individuen der Größe N (konstant), in der
Zufallspaarung herrscht. Modelliert wird ein einziger Genort, an dem die Allele A1 und
A2 vorkommen. Die Gesamtzahl der Gene am betrachteten Genort beträgt 2N , da die
Population diploid ist. Die Generationen sind getrennt und überlappen sich nicht. Es soll
ferner keine Unterscheidung der Geschlechter geben und es sollten auch keinerlei selekti-
ve Unterschiede bestehen, das heißt die Genotypen sollen hinsichtlich der Fortpﬂanzungs-
und Überlebensfähigkeit gleichwertig sein. Auch Mutation wird ausgeschlossen.
Widmet man sich nun der Häuﬁgkeiten des Allels A1, so bezeichnet man diese zum Zeit-
punkt n mit der Zufallsvariable Xn, welche die Werte 0, 1, 2 . . . , 2N annehmen kann.
Die Gene in der n + 1-ten Generation werden in diesem Modell durch Ziehen mit Zu-
rücklegen aus jener der Generation n gezogen. Daher erhält man für Xn+1 eine 2N-pn-
binomialverteilte Zufallsvariable, wobei pn die relative Häuﬁgkeit von A1 zur Zeit n ist.
Somit ergeben sich die Übergangswahrscheinlichkeiten
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P (Xn+1 = j|Xn = i) = pij =
(
2N
j
)
( i
2N
)j(1− i
2N
)2N−j, i, j = 0, 1, . . . , 2N .
Das Wright-Fisher-Modell führt also auf eine homogene Markoﬀ Kette mit Zustandsraum
S = {0, 1, . . . , 2N} und Übergangsmatrix P = (pij)i,j∈S. Diese Markoﬀ Kette wird durch
die Übergangsmatrix P und die Anfangsbedingung X0 eindeutig festgelegt.
Die Wahrscheinlichkeit, dass in der n+ 1-ten Generation genau j Allele des Typs A1 an-
zutreﬀen sind ergibt sich folgendermaßen: P (Xn+1 = j) =
∑2N
i=0 P (Xn = i) · pij. Dies ist
die Summe der Möglichkeiten nach j zu gelangen.
Durch diese Rekurrenzrelation kann man jetzt bei bekannter Anzahl des Allels A1 in der
0-ten Generation, die Wahrscheinlichkeitsverteilungen für X1, X2, . . . schrittweise berech-
nen.
Aufgrund der Beziehungen p00 = p2N,2N = 1 und pij > 0 für i ∈ S\ {0, 2N} , j ∈ S zer-
fällt der Zustansraum S in drei Äquivalenzklassen C1 = {0}, T = {1, 2, . . . , 2N − 1} und
C2 = {2N}. Da p00 = 1 ist, kann der 0-Zustand, sobald er einmal angenommen worden
ist, nie wieder verlassen werden. Man nennt die Zustände 0 und 2N, wie schon bekannt,
absorbierende Zustände. Nun betrachtet man den Zustand 1 aus der Klasse T . Man weiß,
dass p10 > 0 und p00 = 1 ist, deshalb kann der Prozess bei Start im Zustand 1 nur mit
der Wahrscheinlichkeit f ∗11 < 1 in den Zustand 1 zurückkehren. Somit ist der Zustand 1
transient, wodurch auch die gesamte Klasse T transient ist.
Da hier sichtlich eine homogene Markoﬀ Kette mit endlichem Zustandsraum S vorliegt,
kommt es zur Absorbtion in eine der beiden rekurrenten Klassen C1 oder C2. Anschaulich
bedeutet das, dass eines der beiden Allele A1 oder A2 letztendlich ausstirbt, unabhängig
vom Anfangszustand. Das heißt schließlich, dass nach einer gewissen Anlaufzeit entweder
alle Individuen den Genotypen A1A1 oder den Genotypen A2A2 besitzen. Die homozygoten
Genotypen setzten sich also durch. Dies wird in den nachfolgenden Berechnungen auch
noch bewiesen werden.
Der Erwartungswert von Xn:
Durch die Berechnung des Erwartungswertes möchte man feststellen wie sich die Zusam-
mensetztung des Genortes zeitlich verhält.
E(Xn+1) =
∑2N
j=0 jP (Xn+1 = j) =
∑2N
j=0 j
∑2N
i=0 P (Xn = i)pij =
∑2N
i=0 P (Xn = i)
∑2N
j=0 jpij =∑2N
i=0 iP (Xn = i), da
Xn+1 einer Binomialverteilung mit den Parametern 2N und i2N folgt und deshalb∑2N
j=0 j · pij = 2N i2N = i ist.
Somit ist daher E(Xn+1) =
∑2N
i=0 P (Xn = i) · i = E(Xn), ∀n ≥ 0.
Das bedeutet, dass die Anzahl der Allele im Mittel gleich bleibt.
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Die Varianz von Xn:
Analog zur obigen Rechnung ergibt sich
E(X2n+1) =
∑2N
i=0 P (Xn = i)
∑2N
j=0 j
2 · pij.
Für eine binomialverteilte Zufallsvariable Z mit Parametern n und p gilt:
E(Z2) = σ2(Z) + (E(Z))2 = np+ p2(n2 − n) und deshalb folgt:
E(X2n+1) =
∑2N
i=0 P (Xn = i)[i+ i
2(1− 1
2N
)].
Schließlich ergibt sich
E(X2n+1) = E(X0) + (1− 12N )E(X2n).
Sei un = E(X2n), dann folgt die Gleichung un+1 = b+aun, wobei b = E(X0) und a = 1− 12N
ist.
un = b(1 + a+ . . .+ a
n−1) + anu0 = b1−a
n
1−a + a
nu0 und limn→∞ un = b1−a , da 0 < a < 1 ist.
Somit erhält man E(X2n)→ 2N · E(X0) wenn n→∞ strebt.
Also ist σ2(Xn) = E(X2n)− (E(Xn))2 −→n→∞ [2N − E(X0)]E(X0).
Die Varianz strebt gegen einen Grenzwert. Dieser ist maximal, wenn der Erwartungswert
E(X0) = N ist und er verschwindet, wenn E(X0) = 0 bzw E(X0) = 2N ist.
Man sieht nun noch einmal, dass diese betrachtete Markoﬀ Kette absorbierende Ränder
besitzt, deshalb ist auch im Falle des Startwertes X0 = 0 und X0 = 2N die Varianz
σ2(Xn) = 0. Das Maximum der Varianz für X0 = N kann man so deuten, dass für diesen
Anfangswert schließlich die eine Hälfte der Wege am oberen und die andere Hälfte am
unteren Rand absorbiert wurde.
Die Absorbtionswahrscheinlichkeiten:
Man beschäftigt sich hierbei mit dem Aussterben eines der Allele A1 oder A2. Dazu berech-
net man die Wahrscheinlichkeit ϑn, die angibt ob ein zufällig aus der n-ten Generation
ausgewähltes Individuum heterozygot ist. Die Wahrscheinlichkeit durch zweimaliges Zie-
hen ein heterozygotes Genpaar (A1A2 bzw A2A1) zu ziehen, unter der Voraussetzung, dass
im Genort Allele des Types A1 sind, ist
i
2N
(1− i−1
2N−1) + (1− i2N )( i2N−1) = i(2N−i)N(2N−1) .
Summiert man nun über alle möglichen Zustände des Systems zur Zeit n, dann erhält
man ϑn =
∑2N
i=0
i(2N−i)
N(2N−1)P (Xn = i) =
= 2
2N−1
∑2N
i=0 i · P (Xn = i)− 1N(2N−1)
∑2N
i=0 i
2P (Xn = i) =
= 2
2N−1E(Xn)− 1N(2N−1)E(X2n).
Wenn man den Grenzwert für n → ∞ betrachtet, dann erhält man schlußendlich, durch
obige Überlegungen, dass
limn→∞ ϑn =
2E(X0)
(2N−1) − 2NE(X0)N(2N−1) = 0 ist.
Die heterozygoten Individuen sterben letztendlich alle aus, was durch die absorbierenden
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Ränder der Markoﬀ Kette bewirkt wird. Sobald sich das System in einem der beiden Rand-
punkte Xn = 0 oder Xn = 2N beﬁndet, ist keine genetische Variabilität mehr vorhanden
und daher auch keine Evolution mehr möglich. Das System bleibt also im Zustand 0 bzw
2N, sobald es diesen einmal besucht hat.
Die Frage nach den Fixierungswahrscheinlichkeiten wird nun so beantwortet:
Man möchte die Wahrscheinlichkeit, dass sich die Markoﬀ Kette für hinreichend große n
im Zustand 2N beﬁndet, berechnen.
Dazu verwendet man die Absorbtionswahrscheinlichkeiten f ∗i,C vom Abschnitt 3.3.
Es gilt: f ∗0,C2 = 0 und f
∗
2N,C2
= 1, da ja C2 = {2N} ist.
Sei f ∗i,C2 =
i
2N
eine Lösung der Gleichung f ∗iC2 =
∑
k∈S pik · f ∗kC2. Dies überprüft man
folgenderweise:
f ∗iC2 =
∑2N
k=0 pik
k
2N
= 1
2N
∑2N
k=0 pik · k = 12N 2N i2N = i2N .
Da auch die Randbedingungen erfüllt sind, erhält man als Wahrscheinlichkeit für die Fi-
xierung von A1, wenn der Anfangszustand des Systems i ist, i2N .
6.3 Das Moran-Modell
Hier betrachtet man das neutrale Moran-Modell. Das bedeutet es wird ohne Mutation und
Selektion gerechnet.
Dieses Modell ist dem Wright-Fisher-Modell sehr ähnlich, mit dem einen Unterschied,
dass das Moran-Modell nur auf haploide Populationen anwendbar ist.
Man nimmt wieder eine Population mit konstanter Größe 2N an, die diesmal haploid sein
soll. Der betrachtete Genort besitzt 2 verschiedene Allele A1 und A2. Da die Population
jetzt haploid ist, treten nur die beiden Genotypen A1 und A2 auf.
Die Reproduktion in diesem Modell läuft folgendermaßen ab:
Ein Individuum vermehrt sich immer zu diskreten Zeitpunkten n ∈ N. Dabei entsteht ein
mit dem Individuum identischer Nachkomme. Daraufhin stirbt ein zufällig ausgewähltes
Individuum (außer das soeben entstandene Individuum).
Angenommen man habe zu einem gewissen Zeitpunkt i Allele vom Typ A1 in der Popu-
lation, dann wird mit Wahrscheinlichkeit i
2N
ein Individuum vom Typ A1 bzw mit Wahr-
scheinlichkeit 1− i
2N
ein Individuum vom Typ A2 für die Reproduktion erwählt. Das ster-
bende Individuum ist, unabhängig von der vorangegangenen Wahl des sich vermehrenden
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Individuums, entweder vom Typ A1 oder A2 mit denselben Wahrscheinlichkeiten .
Wenn sich ein Individuum vom Typ A1 vermehrt und ein anderes Individuum vom Typ
A2 stirbt (die Wahrscheinlichkeit beträgt i2N (1− i2N )), dann nimmt die Anzahl der Allele
vom Typ A1 um Eins zu. Beim Vertauschen der Rollen der beiden Allele sinkt die Anzahl
der Allele vom Typ A1 um Eins. Wenn die beiden Individuen vom selben Typ sind (die
Wahrscheinlichkeit beträgt ( i
2N
)2 + (1− i
2N
)2), dann bleibt die Anzahl der Allele unverän-
dert.
Um nun wieder auf eine homogene Markoﬀ Kette schließen zu können beschreibt man
die Anzahl der Allele vom Typ A1 zum Zeitpunkt n ∈ N durch Zufallsvariablen Xn.
Die so entstehende homogene Markoﬀ Kette {Xn, n ∈ N} hat dann den Zustandsraum
S = {0, 1, . . . , 2N} und die Übergangswahrscheinlichkeiten :
pi,i−1 = αi = i(2N − i)/(2N)2,
pi,i+1 = βi = i(2N − i)/(2N)2,
pii = 1− αi − βi = i2+(2N−i)2(2N)2 .
Man sieht also, dass diese Markoﬀ Kette nur Übergänge in die benachbarten Zustände
zulässt. So eine Markoﬀ Kette wird auch Geburts- und Todesprozess genannt. Um die
Markoﬀ Kette vollständig beschreiben zu können muss noch die Startverteilung, das heißt
die Verteilung der Zufallsvariablen X0 angegeben werden.
Wie beim Wright-Fisher-Modell kann man wieder leicht die verschiedenen Klasseneintei-
lungen vornehmen. Da p00 = p2N,2N = 1, und pi,i−1, pi,i+1 > 0 für i = 1, 2, . . . , 2N −1 gilt,
zerfällt der Zustandsraum in die beiden rekurrenten Klassen C1 = {0} und C2 = {2N},
sowie in die transiente Klasse T = {1, 2, . . . , 2N − 1}. Es kommt also auch beim Moran-
Modell zur Absorbtion in eine der beiden rekurrenten Klassen und deshalb zur Fixierung
des Allels vom Typ A1 bzw A2.
Die Absorbtionswahrscheinlichkeiten:
Seien f ∗i,C2 die Wahrscheinlichkeiten der Absorbtion in den Zustand 2N bei Start im Zu-
stand i (i ∈ S). Die Absorbtionswahrscheinlichkeiten sind dann durch das Gleichungssys-
tem
f ∗i,C2 =
∑2N
j=0 pijf
∗
i,C2
(i = 0, 1, . . . , 2N) und die Randbedingungen
f ∗0,C2 = 0 , f
∗
2N,C2
= 1 eindeutig bestimmt.
Da es sich hierbei um einen Geburts- und Todesprozess handelt, dessen Übergangsmatrix
eine spezielle Form annimmt, kann man die Lösungen f ∗i,C2 des Gleichungssystems Schritt
für Schritt berechnen.
Für i = 1 ergibt sich die Gleichung f ∗1,C2 = p10f
∗
0,C2
+ p11f
∗
1,C2
+ p12f
∗
2,C2
und weiters
ergibt sich f ∗2,C2 = f
∗
1,C2
(1 + α1
β1
). Mittels Induktion zeigt man, dass der Zusammenhang
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f ∗k,C2 = (1+
α1
β1
+ α1α2
β1β2
+ . . .+ α1α2...αk
β1β2...βk
)f ∗1,C2 für alle k = 2, 3, . . . , 2N erfüllt ist. Schließlich
ist f ∗2N,C2 = 1 noch zu berücksichtigen und dann erhält man den Zusammenhang
f ∗i,C2 =
Pi−1
k=0 ρkP2N−1
k=0 ρk
für alle i = 1, 2, . . . , 2N , wobei ρ0 = 1 und ρk =
α1α2...αk
β1β2...βk
für
k = 1, 2, . . . , 2N − 1 ist.
In diesem Modell gilt nun aber stets αk = βk ∀k = 1, 2, . . . , 2N − 1, daher folgt der
Zusammenhang f ∗i,C2 =
i
2N
für alle i = 0, 1, . . . , 2N .
Man erhält nun wieder folgende Resultate:
Wenn in der Ausgangspopulation genau i Individuen des Genotyps A1 sind, dann kommt
es mit der Wahrscheinlichkeit i
2N
zur Fixierung des Allels A1 und mit der Wahrschein-
lichkeit 1− i
2N
zur Fixierung des Allels A2.
Darum stimmt auch die Absorbtionswahrscheinlichkeit des Moran-Modells mit der Ab-
sorbtionswahrscheinlichkeit des Wright-Fisher-Modells überein.
6.4 Ein Modell einer Markoﬀ Kette in der Pﬂanzen-
züchtung
Eine Anwendung von Markoﬀ Ketten gibt es auch in der Pﬂanzenzüchtung. Es sei ein
Pﬂanzengen gegeben, das die Allele A1 und A2 besitzt. Durch Zuchttechnik möchte man
möglichst reinrassige (homozygote) Ergebnisse, erzeugen. Es hat sich in der Botanik eine
Methode bewährt, die dieses Ziel erreicht, nämlich die Methode der Selbstbefruchtung. Das
ist die Kreuzung der Pﬂanzen mit sich selbst. Mit Hilfe der Eigenschaften einer Markoﬀ
Kette kann man zeigen, warum diese Methode gut funktioniert. Sei (Xn)n≥0 eine Markoﬀ
Kette mit Zustandsraum S = {A1A1, A1A2, A2A2} und der Übergangsmatrix
P =
 1 0 014 12 14
0 0 1
.
Die Übergangsmatrix ist so zu interpretieren:
Eine homozygote Pﬂanze bleibt homozygot, denn die Zustände A1A1 und A2A2 sind ab-
sorbierende Zustände.
Dagegen sind die Chancen der heterozygoten Genotypen heterozygot zu bleiben 1
2
, und für
einen Wechsel zu einem der beiden homozygoten Fälle A1A1 oder A2A2 beträgt sie je 14 .
Mit Hilfe der Induktion kann man nun die Wahrscheinlichkeit dafür berechnen, dass wenn
man am Anfang eine heterozygote Pﬂanze nimmt und mit ihr mehrmals hintereinander
die Methode der Selbstkreuzung durchführt, wieder ein heterozygoter Genotyp entsteht:
75
P (Xn = A1A2|X0 = A1A2) =
 01
0
 · (P n)A1A2.
P n =
 1 0 012 − 12n+1 12n 12 − 12n+1
0 0 1

Somit gilt
P (Xn = A1A2|X0 = A1A2) = 12n .
Der Zustand A1A2 ist rekurrent, jedoch die mittlere Rückkehrzeit ist unendlich. Es handelt
sich hierbei also um einen null-rekurrenten Zustand.
Man sieht nun, dass die Wahrscheinlichkeit bei einem Start mit einer Pﬂanze des Ge-
notyps A1A2 nach sukzessiver Selbstkreuzung wieder einen heterozygoten Genotyp zu er-
halten, für n → ∞ exponentiell gegen Null geht. Die Methode der Selbstbefruchtung ist
daher bereits nach wenigen Iterationen eine gute Züchtungsart für reinrassige Pﬂanzen-
arten, selbst wenn man mit gemischten Allelen startet.
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