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Abstract
We study the asymptotic behavior in time of solutions to the initial value problem of the nonlinear
Schrödinger equation with a subcritical dissipative nonlinearity λ|u|p−1u, where 1 < p < 1 + 2/n, n is
the space dimension and λ is a complex constant satisfying Imλ < 0. We show the time decay estimates
and the large-time asymptotics of the solution, when the space dimension n 3, p is sufficiently close to
1 + 2/n and the initial data is sufficiently small.
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1. Introduction and main theorems
We consider the Cauchy problem of the nonlinear Schrödinger equation of the following form
{
i∂tu = − 12Δu + λN (u), t > 0, x ∈ Rn,
u(0, x) = u0(x), x ∈ Rn,
(1.1)
where the space dimension n  3, u is a complex-valued function of (t, x) = (t, x1, . . . , xn) ∈
R × Rn, ∂t = ∂/∂t , Δ = ∑nj=1 ∂2/∂x2j and the nonlinear coefficient λ is a complex number
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that N (u) is a single-power nonlinearity and satisfies the gauge invariance condition, i.e.,
N (u) = |u|p−1u
with 1 < p < 1 + 2/n. (For mathematical reason, p will be taken very close to 1 + 2/n.) From
the physical point of view, in the case n = 1, (1.1) is said to be a governing equation of the
light traveling through optical fibers, in which |u(t, x)| describes the amplitude of electric field,
t denotes the position along the fiber and x stands for the time parameter expressing a form of
pulse. In the nonlinear coefficient, λ1 denotes the magnitude of the nonlinear Kerr effect and λ2
implies the magnitude of dissipation due to nonlinear Ohm’s law (see e.g. [1]). Therefore, λN (u)
causes a loss of energy, and we easily expect the decay of u(t) for large t . One of our aims in
this paper is to justify this conjecture concerning with the decaying property of u(t).
There are a lot of mathematical works concerning the large-time asymptotic profiles of the
solution to (1.1) for various kinds of nonlinearities [2–4,6–10,13,15,16]. Most of these works
deals with a real λ, but the ideas are still applicable to a complex λ. For instance, if p > 1 + 2/n,
λ ∈ C and u0(x) is sufficiently small in certain weighted Sobolev norm Hα,β where
Hα,β = {f (x) ∈ L2(Rn); ∥∥〈x〉β〈D〉αf ∥∥
L2 < ∞
}
with 〈x〉β = (1 + |x|2)β/2 and 〈D〉α = F−1〈ξ 〉αF (F denotes the Fourier transform), it is well
known that the solution u(t) behaves like a free solution U(t)φ for large t (see e.g. [10] and ref-
erences therein), where U(t) = exp( it2 Δ) denotes the solution operator of the free Schrödinger
equation and φ is called the scattering state which is determined in terms of the initial data.
The strategy for this free asymptotic profile is largely relies on the decaying rate of nonlin-
earity. In other words, the integrability of N (u(t))/u(t) = |u(t)|p−1 around t = ∞ allows the
nonlinearity to be regarded as negligible in the long-time dynamics, and it occurs if and only
if p > 1 + 2/n since ∫∞1 |u(t)|p−1 dt ∼ ∫∞1 t−n(p−1)/2 dt < ∞ by expecting that u(t) decays
like a free solution. On the other hand, in the case p = 1 + 2/n, the situation changes. In this
case, we cannot expect the free asymptotic profile but some modification is required. In the
case that λ ∈ R, Ozawa [13] and Ginibre and Ozawa [3] constructed modified wave operators to
Eq. (1.1) for small scattering states, and Hayashi and Naumkin [6] studied the time decay and
the large-time asymptotics of the solution u to that equation for small initial data. According
to their results, if λ ∈ R, then the small solution u(t) asymptotically tends to a modified free
solution like F−1 exp(iλ|φ(ξ)|2/n log t)FU(t)φ as t → ∞ and the L∞-norm of the solution
decays similarly to the free one. The nonlinear Schrödinger equations have been so far treated
in nondissipative structures of nonlinearities. Recently, in [15], the second author has studied
the dissipative critical nonlinear case, i.e., p = 1 + 2/n and λ2 < 0, in which the negativity
of λ2 visibly affects the decay rate of ‖u(t)‖L∞ and, actually, it decays like t−n/2(log t)−n/2.
(This tells us that u(t) decays more rapidly in comparison with the free solution.) To de-
rive these decaying properties in dissipative or nondissipative structure, they wrote u(t, x) as
u(t, x) = (it)−n/2 exp(i|x|2/2t)Fv(t, x/t) + (error term) where v(t) = U(−t)u(t) and esti-
mated Fv(t) by applying certain gauge transform. The estimate of the error term was established
in terms of the operator J or |J |s , where J (respectively |J |s ) stands for U(t)xU(−t) (respec-
tively U(t)|x|sU(−t)). Then our next concern is to observe the subcritical case p < 1 + 2/n.
Recently, Hayashi and Naumkin [8] have studied “the final value problem” to the βth order
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mension for a given final state, when β  2, Imν < 0, q < 3 and q is sufficiently close to the
critical exponent 3. (When β = 2, their equation is the one-dimensional nonlinear Schrödinger
equation.) However, according to our knowledge, there is no result on the large-time behavior of
solutions to “the initial value problem” (1.1) for the subcritical case p < 1+2/n. The aim of this
paper is to see the time decay and the asymptotic profile of the solution u(t) to the initial value
problem (1.1) for the subcritical nonlinearity under the dissipative condition λ2 = Imλ < 0. Our
goal is
Theorem 1.1. Let the space dimension n = 1,2 or 3. Assume that λ2 = Imλ < 0. Let p, s and
σ satisfy 1 < p < 1 + 2/n, n/2 < s < min{p,2} and 0 < (1 + 2/n)σ < (1/2)(s − n/2). Assume
that p < 1 + 2/n is sufficiently close to 1 + 2/n. Let u0 ∈ Hs,0 ∩ H 0,s and ‖u0‖Hs,0∩H 0,s < ρ0
with sufficiently small ρ0. Then, there exists a unique solution u to (1.1) globally in time such
that u ∈ C([0,∞);Hs,0) and |J |su ∈ C([0,∞);L2). In addition, the solution u satisfies
∥∥u(t)∥∥
Hs,0 +
∥∥|J |su(t)∥∥
L2  5ρ0(1 + t)σ , t  0. (1.2)
Furthermore, there exists some C0 > 0 such that
∥∥u(t)∥∥
L∞  C0(1 + t)−1/(p−1), t  0. (1.3)
The inequality (1.3) implies that u(t) decays more rapidly than a corresponding linear solu-
tion does. This is obviously caused by the subcritical dissipative condition. We can specify the
asymptotic profile of u(t) for large time. From this, we see that the decaying rate of ‖u(t)‖L∞ as
in Theorem 1.1 is optimal, which is stated in the next theorem.
Theorem 1.2. Suppose that the assumptions in Theorem 1.1 are satisfied, and let u be the global
solution obtained in Theorem 1.1. Then the followings hold:
(I) Let
Φ(t, ·) =
t∫
1
τ−n(p−1)/2
∣∣FU(−τ)u(τ)∣∣p−1 dτ , (1.4)
then, there exists a unique φ ∈ L2 ∩L∞ such that
∥∥eiλΦ(t)FU(−t)u(t) − φ∥∥
L2∩L∞  Cρ0t
−β
for some β > 0 and for any t  1. Furthermore there exist some γ > 0 and a unique η ∈ L∞
such that ‖η‖L∞  1/2 and
Φ(t) = 1
(p − 1)|λ2| log
(
1 + η + 2|λ2|(p − 1)
2 − n(p − 1) |φ|
p−1t1−n(p−1)/2
)
+ O(t−γ ) (1.5)
in L∞ as t → ∞.
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u+ =F−1
{
φ
(1 + η)1/(p−1) exp
(
− iλ1
(p − 1)|λ2| log(1 + η)
)}
, (1.6)
and
Θ(t, x) ≡ 1
(p − 1)|λ2| log
(
1 + 2|λ2|(p − 1)
2 − n(p − 1)
∣∣uˆ+(x)∣∣p−1t1−n(p−1)/2
)
, (1.7)
where φ and η are the functions appearing in Part (I). Then uˆ+ ∈ L2 ∩ L∞ and we have
u(t, x) = 1
(it)n/2
ei|x|2/2t e−iλΘ(t,x/t)uˆ+
(
x
t
)
+ o(t−1/(p−1)) (1.8)
in L∞, as t → ∞, and
∥∥u(t) −U(t)e−iλΘ(t,−i∇)u+∥∥L2 = o(t−(1/(p−1)−n/2)), (1.9)
as t → ∞. Furthermore,
lim
t→∞
∥∥u(t)∥∥
L2 = 0. (1.10)
Remark 1.3. By the definition (1.7) of Θ , we can write the modification factor e−iλΘ in the
asymptotic formulas (1.8) and (1.9) explicitly:
e−iλΘ(t,x) = exp{−
iλ1
(p−1)|λ2| log(1 +
2|λ2|(p−1)
2−n(p−1) |uˆ+(x)|p−1t1−n(p−1)/2)}
(1 + 2|λ2|(p−1)2−n(p−1) |uˆ+(x)|p−1t1−n(p−1)/2)1/(p−1)
. (1.11)
Then, the asymptotic term in the formula (1.8) is written explicitly:
1
(it)n/2
ei|x|2/2t e−iλΘ(t,x/t)uˆ+
(
x
t
)
= exp{−
iλ1
(p−1)|λ2| log(1 +
2|λ2|(p−1)
2−n(p−1) |uˆ+( xt )|p−1t1−n(p−1)/2)}
(it)n/2(1 + 2|λ2|(p−1)2−n(p−1) |uˆ+( xt )|p−1t1−n(p−1)/2)1/(p−1)
ei|x|2/2t uˆ+
(
x
t
)
.
Remark 1.4. Since ‖η‖L∞  1/2 under our assumptions (see Part (I) of Theorem 1.2),
1 + η(x)  1/2 for almost every x ∈ Rn. Therefore (1 + η(x))−1/(p−1) and u+ are well de-
fined. The function u+ is called a final state. The final state u+ is expected to be away from 0
in general. This is because, by letting u0(x) = εw0(x) with 0 < ε  1 and w0 ∈ S(Rn), u+(x)
is expanded like u+ = εw0 + o(ε) = 0 as long as w0 is away from 0. Consequently, the solution
u(t) decays sharply like t−1/(p−1) as t → ∞.
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Then by the identity (1.11),
∥∥U(t)e−iλΘ(t,−i∇)u+∥∥L2
= ∥∥e−iλΘ(t,·)uˆ+∥∥L2

∥∥∥∥
(
1 + 2|λ2|(p − 1)
2 − n(p − 1) |uˆ+|
p−1t1−n(p−1)/2
)−1/(p−1)
uˆ+
∥∥∥∥
L2

∥∥∥∥
(
1 + 2|λ2|(p − 1)
2 − n(p − 1)‖uˆ+‖
p−1
L∞ t
1−n(p−1)/2
)−1/(p−1)
uˆ+
∥∥∥∥
L2
=
(
1 + 2|λ2|(p − 1)
2 − n(p − 1)‖uˆ+‖
p−1
L∞ t
1−n(p−1)/2
)−1/(p−1)
‖uˆ+‖L2
 t−(1/(p−1)−n/2)
(
1 + 2|λ2|(p − 1)
2 − n(p − 1)‖uˆ+‖
p−1
L∞
)−1/(p−1)
‖u+‖L2
for t  1. Therefore the asymptotic formula (1.9) means that ‖u(t) − U(t)e−iλΘ(t,−i∇)u+‖L2
decays faster than ‖U(t)e−iλΘ(t,−i∇)u+‖L2 if u+ ≡ 0.
It is interesting to see the Landau–Ginzburg type equation, i.e., ∂tu = αΔu + β|u|p−1u [5],
where p < 1+2/n and α,β ∈ C with Reα > 0 and Reβ < 0. In this equation, the diffusive con-
dition Reα > 0 presents the asymptotic profile u(t, x) ∼ At−1/(p−1)eiω log tV (x/√t ) for large
time, where A, ω are some constant and the function V (x) giving an asymptotic dominant is in
L1 ∩ L∞. This is accomplished without any restriction on the space dimension n, since L1–L∞
and L1–L1 type estimates of the linearized operator overcomes the singularity arising from the
nonlinear term, and the error term is estimated so well. On the other hand, the Schrödinger
operator does not provide the L1–L1 type estimate. Instead, to estimates several error terms, we
control ‖u(t)‖L1 or ‖u(t)‖H 0,s by using ‖|J |su(t)‖L2 with s > n/2. In addition, the singularity of
N (u) at u = 0 yields another restriction s < 1 + 2/n, and hence we have to impose n = 1,2 or 3
throughout this paper. The main idea to prove Theorems 1.1 and 1.2 is based on the representation
u(t, x) = (it)−n/2 exp(i|x|2/2t)Fv(t, x/t) + (error term), and so the estimate of ‖Fv(t, ·)‖L∞
plays an important role, which is analogous in [6,15]. However, unlike the critical nonlinear
case, our estimate is largely depends on the continuity of Fv(t, ξ) with respect to t and ξ . This
is one of the main reasons to impose ‖Fv(t)‖Hs,0 = ‖v(t)‖H 0,s ∼ ‖u(t)‖L2 +‖|J |su(t)‖L2 < ∞
for s > n/2. In fact, by full use of the structure of λN (u), we will show the strong decay:
‖Fv(t, ·)‖L∞ Kt−1/(p−1)+n/2 for some K > 0 (for detail, see Lemma 2.3). The smallness of
u0(x) and closeness of p to 1 + 2/n is imposed to minimize the growth order of ‖u(t)‖Hs,0 and
‖|J |su(t)‖L2 so that the error terms in our argument decays rapidly enough (see Proposition 2.5).
Let us give several notations and function spaces before closing this section. The Fourier
transform Fφ or φˆ is defined by Fφ(ξ) = (2π)−n/2 ∫ e−ix·ξφ(x) dx and F−1 denotes the in-
verse Fourier transform. We denote, by Lp (1 p ∞), the usual Lebesgue space with a norm
‖φ‖Lp = (
∫ |φ(x)|p dx)1/p if 1  p < ∞ and ‖φ‖L∞ = ess.supx∈Rn |φ(x)|. The factorization
U(t) = MDFM is frequently used in our proof, where M is the multiplication operator of
exp(i|x|2/2t) and D is the L2-conserving dilation operator given by Df (x) = (it)−n/2f (x/t).
Note that U(−t) = (U(t))−1 = M−1F−1D−1M−1.
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Hereafter we assume that the space dimension n  3, λ2 = Imλ < 0 and that p, s and σ
satisfy
1 < p < 1 + 2
n
, (2.1)
n
2
< s < min{p,2}, (2.2)
0 <
(
1 + 2
n
)
σ <
1
2
(
s − n
2
)
< 1 (2.3)
as in the assumptions of Theorem 1.1. (Note that the third inequality of (2.3) follows from the
assumption n 3 and the conditions (2.1) and (2.2).) We will assume that p is sufficiently close
to 1 + 2/n later.
In this paper, we deal with (1.1) in the function space XT defined by
XT =
{
u ∈ C([0, T ];Hs,0); |J |su ∈ C([0, T ];L2), ‖u‖XT < ∞}
with the norm
‖u‖XT = sup
0tT
(1 + t)−σ∥∥u(t)∥∥
Hs,0 + sup
0tT
(1 + t)−σ∥∥|J |su(t)∥∥
L2 ,
and also |J |s = U(t)|x|sU(−t) = eix2/2t |t |s/2|Δ|s/2e−ix2/2t with |Δ|s/2 =F−1|ξ |sF . Note that
|J |s commutes with the linear Schrödinger operator i∂t + 12Δ. To estimate the nonlinear term,
we will often use the following lemma.
Lemma 2.1. Under the conditions (2.1) and (2.2), there exists a constant C > 0 such that
∥∥|J |s(|φ|p−1φ)∥∥
L2  C‖φ‖p−1L∞
∥∥|J |sφ∥∥
L2 , (2.4)∥∥|φ|p−1φ∥∥
Hs
 C‖φ‖p−1L∞ ‖φ‖Hs , (2.5)
provided that the right-hand sides are finite.
Lemma 2.1 is well known. The estimate (2.5) is proved in Lemma 3.4 in Ginibre–Ozawa–Velo
[4], and in the similar way, the estimate (2.4) is shown (see Lemma 2.3 in Hayashi–Naumkin
[6]). The local existence and uniqueness of the solution to (1.1) easily follows from Lemma 2.1
and the embedding Hs,0 ↪→ L∞ via the contraction mapping approach, the detail of which is
omitted here (see [11,12,14] as references for the local existence). Note that, for some T > 1, we
can show that ‖u‖XT < 2ρ0 by taking ρ0 > 0 sufficiently small.
Let u0 ∈ Hs,0 ∩ H 0,s and let u ∈ XT be a solution to (1.1). To proceed in our argument, let
v(t) = U(−t)u(t). Note that U(t) is factorized like U(t) = MDFM . Then, according to the
gauge invariance property of N (u), we see that v(t) satisfies
i∂t (Fv) = λt−n(p−1)/2N (Fv)+ R(t), (2.6)
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R(t) = R1(t)+R2(t)
with
R1(t) = λt−n(p−1)/2F
(
M−1 − 1)F−1N (FMv),
R2(t) = λt−n(p−1)/2
(N (FMv)−N (Fv)).
The error R(t) is estimated in term of ‖u‖XT as described in the following lemma.
Lemma 2.2. Let u(t) ∈ XT , and let μ satisfy 0 < μ < (1/2)(s − n/2). Then, there exists some
positive constant Cμ independent of T such that
∥∥R(t)∥∥
L2 +
∥∥R(t)∥∥
L∞  Cμt
−n(p−1)/2−μ+pσ‖u‖pXT for all t ∈ [1, T ]. (2.7)
Proof. We estimate only ‖R(t)‖L∞ . (In the same way, we can show the L2-estimate.) It suffices
to show the estimate of ‖R1(t)‖L∞ since the estimate of R2(t) likewise follows. By the L1–L∞
estimate of Fourier transform and the fact that |M−1 − 1|  |x|2μ/|2t |μ, which follows from
0 < μ < (1/2)(s − n/2) < 1 (recall the third inequality in (2.3)), we have
∥∥R1(t)∥∥L∞ Ct−n(p−1)/2−μ
∥∥|x|2μF−1N (FMv)∥∥
L1 . (2.8)
Since n/2 < s − 2μ < s, we see that H 0,s−2μ(Rn) ↪→ L1(Rn) and Hs,0(Rn) ↪→ L∞(Rn). By
Lemma 2.1, we have
(
the right-hand side of (2.8)) Cμt−n(p−1)/2−μ∥∥|x|2μF−1N (FMv)∥∥H 0,s−2μ
 Cμt−n(p−1)/2−μ
∥∥N (FMv)∥∥
Hs,0
 Cμt−n(p−1)/2−μ‖FMv‖p−1L∞ ‖FMv‖Hs,0
 Cμt−n(p−1)/2−μ‖FMv‖pHs,0
= Cμt−n(p−1)/2−μ‖v‖pH 0,s
 Cμt−n(p−1)/2−μ+pσ‖u‖pXT .
Hence, the proof is complete. 
The lemma given below is the key to derive the desired L∞-decay estimate of u(t).
Lemma 2.3. Let K = max{( 2−n(p−1)2(p−1)|λ2|−2ε )1/(p−1), ε−1‖u‖XT } with 0 < ε < (p − 1)|λ2|/2. As-
sume that p < 1 + 2/n is sufficiently close to 1 + 2/n and that ε is sufficiently small. Then,
t1/(p−1)−n/2
∥∥Fv(t)∥∥
L∞ K for all t ∈ [1, T ].
N. Kita, A. Shimomura / J. Differential Equations 242 (2007) 192–210 199Proof. We prove this lemma by the contradiction argument. Assume that there exists some
(t0, ξ0) ∈ [1, T ] × Rn such that t1/(p−1)−n/20 |Fv(t0, ξ0)| > K . Since s > n/2, which implies the
embedding Hs(Rn) ↪→ L∞(Rn), and u, |J |su ∈ C([0, T ];L2), we see that Fv(t, ξ0) is contin-
uous with respect to t . Then there exists some t∗ ∈ (1, t0] such that t1/(p−1)−n/2|Fv(t, ξ0)| > K
holds for t∗ < t  t0 and furthermore t1/(p−1)−n/2∗ |Fv(t∗, ξ0)| = K . By (2.3), we can choose a
positive constant b such that
(
1 + 2
n
)
σ < b <
1
2
(
s − n
2
)
< 1. (2.9)
In what follows, we require to mollify Fv(t, ξ0) with respect to t for the rigorous argu-
ment. However, we use Fv(t, ξ0) itself to avoid the complexity of the proof. By multiplying
|Fv(t, ξ0)|−(p+1)Fv(t, ξ0) on both hand sides of (2.6) and taking the imaginary part, Lemma 2.2
with μ = b gives
−(p − 1)−1∂t
∣∣Fv(t, ξ0)∣∣−(p−1)
 λ2t−n(p−1)/2 +
∣∣Fv(t, ξ0)∣∣−p∣∣R(t)∣∣
 λ2t−n(p−1)/2 +CK−ptp(1/(p−1)−n/2) · ‖u‖pXT t−n(p−1)/2−b+pσ
 λ2t−n(p−1)/2 +Cεpt−n(p−1)/2−α, (2.10)
where α = b − pσ − p(1/(p − 1) − n/2), which is positive if p is sufficiently close to 1 + 2/n
since
α = b − pσ − p
(
1
p − 1 −
n
2
)
> b −
(
1 + 2
n
)
σ −
(
1 + 2
n
)(
1
p − 1 −
n
2
)
and b − (1 + 2/n)σ > 0 (see (2.9)). Integrating (2.10) from t∗ to t , we have
∣∣Fv(t, ξ0)∣∣−(p−1) − ∣∣Fv(t∗, ξ0)∣∣−(p−1)
 2(p − 1)|λ2|
2 − n(p − 1)
(
t1−n(p−1)/2 − t1−n(p−1)/2∗
)
− 2(p − 1)Cε
p
2 − n(p − 1)− 2α
(
t1−n(p−1)/2−α − t1−n(p−1)/2−α∗
)
.
This implies that
(
t1/(p−1)−n/2
∣∣Fv(t, ξ0)∣∣)−(p−1)

(
t∗
t
)1−n(p−1)/2
K−(p−1) + 2(p − 1)|λ2|
2 − n(p − 1)
(
1 − t1−n(p−1)/2∗ t−(1−n(p−1)/2)
)
− 2C(p − 1)ε
p
2 − n(p − 1)− 2α t
−α(1 − t1−n(p−1)/2−α∗ t−(1−n(p−1)/2−α))
≡ f (t).
200 N. Kita, A. Shimomura / J. Differential Equations 242 (2007) 192–210We here note that, if ε is sufficiently small, f (t) is monotone increasing around t = t∗. In fact,
by differentiating f (t), we have
f ′(t∗) = −
(
1 − n(p − 1)
2
)
t−1∗ K−(p−1) + (p − 1)|λ2|t−1∗ −C(p − 1)εpt−1−α∗

{
(p − 1)|λ2| −
(
1 − n(p − 1)
2
)
K−(p−1) − C(p − 1)εp
}
t−1∗

(
ε −C(p − 1)εp)t−1∗
> 0
if ε is sufficiently small. Therefore, (t1/(p−1)−n/2|Fv(t, ξ0)|)−(p−1) > K−(p−1) if t is slightly
larger than t∗, and so
t1/(p−1)−n/2
∣∣Fv(t, ξ0)∣∣< K.
This is a contradiction. 
From Lemma 2.3, the L∞-decay estimate of u(t) is derived.
Proposition 2.4. Let ‖u‖XT < 5ρ0. Assume that p < 1 + 2/n is sufficiently close to 1 + 2/n.
Then, there exists a positive constant C independent of T such that
∥∥u(t)∥∥
L∞  (K +Cρ0)t−1/(p−1) for all t ∈ [1, T ], (2.11)
where K is the positive constant appearing in Lemma 2.3.
Proof. Note that
u(t) = U(t)v(t)
= MDFv(t)+ MDF(M − 1)v(t).
Then, by taking a constant b satisfying (2.9) and applying H 0,s−2b(Rn) ↪→ L1(Rn) due to s −
2b > n/2, Lemma 2.3 gives
∥∥u(t)∥∥
L∞ Kt
−n/2 · t−(1/(p−1)−n/2) +Ct−n/2∥∥(M − 1)v(t)∥∥
L1
Kt−1/(p−1) +Ct−n/2−b∥∥|x|2bv(t)∥∥
L1
Kt−1/(p−1) +Ct−n/2−b∥∥|x|2bv(t)∥∥
H 0,s−2b
Kt−1/(p−1) +Ct−n/2−b∥∥v(t)∥∥
H 0,s
Kt−1/(p−1) +Ct−n/2−b(∥∥u(t)∥∥
L2 +
∥∥|J |su(t)∥∥
L2
)
Kt−1/(p−1) +Ct−n/2−b+σ ‖u‖XT . (2.12)
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if p is sufficiently close to 1 + 2/n. Therefore
∥∥u(t)∥∥
L∞ 
(
K +C‖u‖XT
)
t−1/(p−1)
 (K + 5Cρ0)t−1/(p−1).
This completes the proof of Proposition 2.4. 
The L∞-decaying property as in Proposition 2.4 gives the a priori estimates of u(t) in XT
which makes the local solution continued to the global one. In the following proof, note that the
constant K defined in Lemma 2.3 can be taken as small as we need by taking p close to 1 + 2/n
and ρ0 > 0 sufficiently small.
Proposition 2.5. Assume that ‖u0‖Hs,0∩H 0,s < ρ0 and ‖u‖XT < 5ρ0 with ρ0 sufficiently small,
and that p < 1 + 2/n is sufficiently close to 1 + 2/n. Then, for t ∈ [0, T ], we have
∥∥|J |su(t)∥∥
L2  2ρ0(1 + t)σ , (2.13)∥∥u(t)∥∥
Hs
 2ρ0(1 + t)σ . (2.14)
Proof. By the equality (i∂t + 12Δ)|J |s = |J |s(i∂t + 12Δ) and the estimate (2.4), the nonlinear
Schrödinger equation converted into the corresponding integral equation gives
∥∥|J |su(t)∥∥
L2  ρ0 +C
t∫
0
∥∥u(τ)∥∥p−1
L∞
∥∥|J |su(τ )∥∥
L2 dτ.
Applying Proposition 2.4, we have
∥∥|J |su(t)∥∥
L2  ρ0 +C(K + ρ0)p−1
t∫
0
(1 + τ)−1∥∥|J |su(τ )∥∥
L2 dτ.
Then, Gronwall’s inequality yields
∥∥|J |su(t)∥∥
L2  2ρ0(1 + t)C(K+ρ0)
p−1
.
Hence, taking ρ0 sufficiently small and p close to 1 + 2/n so that C(K +ρ0)p−1 < σ , we obtain
(2.13). The estimate (2.14) follows similarly by noting (2.5). 
We are now in the position to prove Theorem 1.1 by applying the above propositions.
Proof of Theorem 1.1. Let T ∗ = sup{T ; ‖u‖XT < 5ρ0} and assume T ∗ < ∞. Then, for
T < T ∗, Proposition 2.5 implies that ‖u‖XT  4ρ0. Then, by taking T ↑ T ∗, the continuity
of ‖u‖XT with respect to T yields 5ρ0  4ρ0. This is a contradiction. The estimate (1.3) follows
directly from Proposition 2.4. 
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Let u be the global solution obtained in Theorem 1.1 and let v = U(−t)u as in the previous
section. Let Φ be the function defined by (1.4). We rewrite the function Φ by using v:
Φ(t, ·) =
t∫
1
τ−n(p−1)/2
∣∣Fv(τ)∣∣p−1 dτ.
Let b be a constant satisfying the inequality (2.9). Then, Eq. (2.6) is deformed into
∂t
(
eiλΦ(t)Fv(t))= −ieiλΦ(t)R(t).
By using this description, the existence of final state is proved.
Proposition 3.1. If p < 1 + 2/n is sufficiently close to 1 + 2/n and ρ0 is sufficiently small, then
there exists a unique φ ∈ L2 ∩ L∞ such that
∥∥eiλΦ(t)Fv(t)− φ∥∥
L2∩L∞ Cρ0t
−β for any t  1,
for some β > 0. In particular, limt→∞ eiλΦ(t)Fv(t) = φ in L2 ∩ L∞.
Proof. By Lemma 2.3, we have
∥∥Φ(t)∥∥
L∞ 
t∫
1
τ−n(p−1)/2
∥∥Fv(τ)∥∥p−1
L∞ dτ
Kp−1
t∫
1
τ−1 dτ
= Kp−1 log t,
and so Lemma 2.2 with μ = b gives
∥∥eiλΦ(t)Fv(t)− eiλΦ(t ′)Fv(t ′)∥∥
L2∩L∞ 
t∫
t ′
∥∥e|λ2|Φ(τ)R(τ)∥∥
L2∩L∞ dτ
 C
t∫
t ′
e|λ2|‖Φ(τ)‖L∞
∥∥R(τ)∥∥
L2∩L∞ dτ
 Cρp0
t∫
t ′
e|λ2|Kp−1 log τ τ−n(p−1)/2−b+pσ dτ
= Cρp0
t∫
′
τ−1−β dτt
N. Kita, A. Shimomura / J. Differential Equations 242 (2007) 192–210 203for 1 < t ′ < t , where
β = −1 + n(p − 1)
2
+ b − |λ2|Kp−1 − pσ. (3.1)
We note that β > 0 if ρ0 > 0 is sufficiently small and p is close to 1 + 2/n, since
β = −1 + n(p − 1)
2
+ b − |λ2|Kp−1 − pσ
> b −
(
1 + 2
n
)
σ −
(
1 − n(p − 1)
2
)
− |λ2|Kp−1
and b − (1 + 2/n)σ > 0 (see (2.9)). Therefore
∥∥eiλΦ(t)Fv(t)− eiλΦ(t ′)Fv(t ′)∥∥
L2∩L∞  Cρ0t
′−β
for 1 < t ′ < t . This implies that there exists a unique φ ∈ L2 ∩L∞ such that
∥∥eiλΦ(t)Fv(t)− φ∥∥
L2∩L∞  Cρ0t
−β.
This completes the proof of Proposition 3.1. 
Let us next observe the asymptotic behavior of Φ(t). Noting that
∂tΦ(t) = t−n(p−1)/2
∣∣Fv(t)∣∣p−1
= t−n(p−1)/2e(p−1)λ2Φ ∣∣eiλΦ(t)Fv(t)∣∣p−1,
we see that
∂t e
(p−1)|λ2|Φ(t) = (p − 1)|λ2|t−n(p−1)/2
∣∣eiλΦ(t)Fv(t)∣∣p−1
= (p − 1)|λ2|t−n(p−1)/2|φ|p−1
+ (p − 1)|λ2|t−n(p−1)/2
(∣∣eiλΦ(t)Fv(t)∣∣p−1 − |φ|p−1).
Integrating the above equation from 1 to t , we have
e(p−1)|λ2|Φ(t) = E(t)− 2|λ2|(p − 1)
2 − n(p − 1) |φ|
p−1
+ (p − 1)|λ2|
t∫
1
τ−n(p−1)/2
(∣∣eiλΦ(τ)Fv(τ)∣∣p−1 − |φ|p−1)dτ, (3.2)
where
E(t, x) = 1 + 2|λ2|(p − 1)
2 − n(p − 1)
∣∣φ(x)∣∣p−1t1−n(p−1)/2.
204 N. Kita, A. Shimomura / J. Differential Equations 242 (2007) 192–210Proposition 3.2. Assume that p < 1 + 2/n is sufficiently close to 1 + 2/n and ρ0 is sufficiently
small. Then there exists a unique η ∈ L∞ such that ‖η‖L∞  1/2 and
∥∥e(p−1)|λ2|Φ(t) − E(t)− η∥∥
L∞  Cρ˜0t
−γ for any t  1, (3.3)
for some γ > 0, where ρ˜0 = max{ρ0, ρp−10 }. From this, it follows that
Φ(t) = 1
(p − 1)|λ2| log
(
E(t)+ η)+O(t−γ ) as t → ∞ in L∞.
Proof. We show that the function e(p−1)|λ2|Φ(t) − E(t) has a limit in L∞ as t → ∞. It follows
from the identity (3.2) that
(
e(p−1)|λ2|Φ(t) −E(t))− (e(p−1)|λ2|Φ(t ′) −E(t ′))
= (p − 1)|λ2|
t∫
t ′
τ−n(p−1)/2
(∣∣eiλΦ(τ)Fv(τ)∣∣p−1 − |φ|p−1)dτ. (3.4)
By Proposition 3.1, we have
∥∥∣∣eiλΦ(τ)Fv(τ)∣∣p−1 − |φ|p−1∥∥
L∞
 C max
{∥∥∣∣eiλΦ(τ)Fv(τ)∣∣− |φ|∥∥
L∞ ,
∥∥∣∣eiλΦ(τ)Fv(τ)∣∣− |φ|∥∥p−1
L∞
}
 Cρ˜0τ−1−γ+n(p−1)/2, (3.5)
where γ = −1 + n(p − 1)/2 + min{β, (p − 1)β}, β > 0 is defined by (3.1) and ρ˜0 =
max{ρ0, ρp−10 }. We note that γ is positive if p is sufficiently close to 1 + 2/n and ρ0 > 0 is
sufficiently small, since
−1 + n(p − 1)
2
+ β = −2
(
1 − n(p − 1)
2
)
+ b − |λ2|Kp−1 − pσ
> b −
(
1 + 2
n
)
σ − 2
(
1 − n(p − 1)
2
)
− |λ2|Kp−1,
− 1 + n(p − 1)
2
+ (p − 1)β
= −1 + n(p − 1)
2
+ (p − 1)
{(
1 − n(p − 1)
2
)
+ b − |λ2|Kp−1 − pσ
}
> (p − 1)
{
b −
(
1 + 2
n
)
σ − p
p − 1
(
1 − n(p − 1)
2
)
− |λ2|Kp−1
}
and b − (1 + 2/n)σ > 0 (see (2.9)). Therefore by the identity (3.4) and the estimate (3.5), we
obtain
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L∞
 (p − 1)|λ2|
t ′∫
t
τ−n(p−1)/2
∥∥∣∣eiλΦ(τ)Fv(τ)∣∣p−1 − |φ|p−1∥∥
L∞ dτ
 Cρ˜0
t ′∫
t
τ−1−γ dτ
 Cρ˜0t−γ (3.6)
for 1 t < t ′. Therefore there exists a unique function η ∈ L∞ such that
∥∥e(p−1)|λ2|Φ(t) −E(t)− η∥∥
L∞  Cρ˜0t
−γ
for t  1. Hence the estimate (3.3) is proved.
By the identity (3.2), in the same way as in the estimate (3.6), we have
∥∥e(p−1)|λ2|Φ(t) −E(t)∥∥
L∞  Cρ˜0.
Letting t → ∞ in the above estimate, we have ‖η‖L∞  Cρ˜0, and hence ‖η‖L∞  12 if ρ0 is
sufficiently small. Therefore the proof of Proposition 3.2 is completed. 
By Proposition 3.2, if ρ0 is sufficiently small, then
E(t, x)+ η(x) = 1 + 2|λ2|(p − 1)
2 − n(p − 1)
∣∣φ(x)∣∣p−1t1−n(p−1)/2 + η(x) 1
2
for t  1 and x ∈ Rn. Therefore we see that (E(t)+ η)1/(p−1) is well defined. Let
A(t, x) = 1
(p − 1)|λ2| log
(
E(t, x)+ η(x)),
and then
e(p−1)|λ2|A(t,x) = E(t, x)+ η(x)
= 1 + 2|λ2|(p − 1)
2 − n(p − 1)
∣∣φ(x)∣∣p−1t1−n(p−1)/2 + η(x),
e|λ2|A(t,x) = (E(t, x)+ η(x))1/(p−1)
=
(
1 + 2|λ2|(p − 1)
2 − n(p − 1)
∣∣φ(x)∣∣p−1t1−n(p−1)/2 + η(x)
)1/(p−1)
.
Then we have the asymptotic profile of the modification factor e−iλΦ(t) as given below.
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Then the following estimate holds:
∥∥(e−iλΦ(t) − e−iλA(t))φ∥∥
L∞  Ct
−1/(p−1)+n/2−k, (3.7)∥∥(e−iλΦ(t) − e−iλA(t))φ∥∥
L2  Ct
−k (3.8)
for some k > 0 and for any t  1.
Proof. We write
(
e−iλΦ(t) − e−iλA(t))φ
= e−iλ1Φ(t)e−|λ2|Φ(t)(e|λ2|Φ(t) − e|λ2|A(t))e−|λ2|A(t)φ + (e−iλ1Φ(t) − e−iλ1A(t))e−|λ2|A(t)φ
≡ P1(t)+ P2(t).
We here remark that ‖e−|λ2|Φ(t)‖L∞  1, ‖e−|λ2|A(t)φ‖L∞  Ct−1/(p−1)+n/2 and, by Proposi-
tion 3.2,
∥∥e|λ2|Φ(t) − e|λ2|A(t)∥∥
L∞

∥∥(e(p−1)|λ2|Φ(t))1/(p−1) − (e(p−1)|λ2|A(t))1/(p−1)∥∥
L∞
C
⎧⎪⎨
⎪⎩
max{‖e(p−1)|λ2|Φ(t)‖1/(p−1)L∞ ,‖e(p−1)|λ2|A(t)‖1/(p−1)L∞ }
× ‖e(p−1)|λ2|Φ(t) − e(p−1)|λ2|A(t)‖L∞ if 1/(p − 1) 1,
‖e(p−1)|λ2|Φ(t) − e(p−1)|λ2|A(t)‖1/(p−1)L∞ if 1/(p − 1) < 1
C
{
t (1/(p−1)−n/2)(2−p)−γ ρ˜0 if 1/(p − 1) 1,
t−γ /(p−1)ρ˜0 if 1/(p − 1) < 1
Ct−k
for some k > 0 with p sufficiently close to 1 + 2/n. Then, it follows that
∥∥P1(t)∥∥L∞  Ct−k−1/(p−1)+n/2
and
∥∥P2(t)∥∥L∞ C
∥∥Φ(t)− A(t)∥∥
L∞ t
−1/(p−1)+n/2
C
∥∥e|λ2|Φ(t) − e|λ2|A(t)∥∥
L∞ t
−1/(p−1)+n/2
Ct−k−1/(p−1)+n/2.
Thus (3.7) is proved. To prove (3.8), we also remark that ‖e−|λ2|A(t)φ‖L2  C‖φ‖L2 . Then, it
follows that
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∥∥e−|λ2|Φ(t)∥∥
L∞
∥∥e|λ2|Φ(t) − e|λ2|A(t)∥∥
L∞
∥∥e−|λ2|A(t)φ∥∥
L2
Ct−k
and
∥∥P2(t)∥∥L2 C
∥∥Φ(t)− A(t)∥∥
L∞
∥∥e−|λ2|A(t)φ∥∥
L2
Ct−k.
Hence Lemma 3.3 is proved. 
Now we prove Theorem 1.2.
Proof of Theorem 1.2. We have already proved Part (I) of Theorem 1.2 in Propositions 3.1, 3.2.
It remains to prove Part (II) of Theorem 1.2.
First we show the asymptotic formula (1.8). We note that the asymptotic principal term in
(1.8) is MDe−iλΘuˆ+. Since φ ∈ L2 ∩L∞ and ‖η‖L∞  1/2, it is easy to see that uˆ+ ∈ L2 ∩L∞
and, by a direct calculation,
e−iλA(t,x)φ(x) = e−iλΘ(t,x)uˆ+(x). (3.9)
So we shall estimate u− MDe−iλAφ in place of u −MDe−iλΘ uˆ+. Since
u(t)− MDe−iλAφ
= U(t)v(t) −MDe−iλA(t)φ
= MDF(M − 1)v(t)+MDe−iλΦ(t)(eiλΦ(t)Fv(t)− φ)+MD(e−iλΦ(t) − e−iλA(t))φ,
we have
∥∥u(t)−MDe−iλAφ∥∥
L∞

∥∥MDF(M − 1)v(t)∥∥
L∞ +
∥∥MDe−iλΦ(t)(eiλΦ(t)Fv(t)− φ)∥∥
L∞
+ ∥∥MD(e−iλΦ(t) − e−iλA(t))φ∥∥
L∞
 t−n/2
∥∥F(M − 1)v(t)∥∥
L∞ + t−n/2
∥∥eiλΦ(t)Fv(t)− φ∥∥
L∞
+ t−n/2∥∥(e−iλΦ(t) − e−iλA(t))φ∥∥
L∞
≡ I1(t)+ I2(t)+ I3(t). (3.10)
Here we have noted that ‖e−iλΦ(t)‖L∞ = ‖e−|λ2|Φ(t)‖L∞  1. Lemma 3.3 yields
I3(t) = o
(
t−1/(p−1)
)
, (3.11)
and Proposition 3.1 gives
I2(t)Ct−n/2−β.
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I2(t) = o
(
t−1/(p−1)
)
. (3.12)
As we proved in the estimate (2.12), we see that
I1(t)Ct−n/2−b+σ ,
where b > 0 is the constant satisfying (2.9). We note that b−σ > b− (1+2/n)σ > 0, and hence
if p is sufficiently close to 1+2/n, then b−σ > 1/(p−1)−n/2 or equivalently −n/2−b+σ <
−1/(p − 1). Therefore
I1(t) = o
(
t−1/(p−1)
)
. (3.13)
By the estimates (3.10)–(3.13), we have
∥∥u(t) −MDe−iλAφ∥∥
L∞ = o
(
t−1/(p−1)
)
. (3.14)
Thus the asymptotic formula (1.8) follows from (3.9) and (3.14).
Next we prove the asymptotic formula (1.9). According to the equality (3.9), it is sufficient to
estimate u− U(t)F−1(e−iλAφ) in L2. The following holds:
∥∥u(t)−U(t)F−1(e−iλA(t)φ)∥∥
L2
= ∥∥FU(−t)u(t)− e−iλA(t)φ∥∥
L2
= ∥∥Fv(t)− e−iλA(t)φ∥∥
L2

∥∥Fv(t)− e−iλΦ(t)φ∥∥
L2 +
∥∥(e−iλΦ(t) − e−iλA(t))φ∥∥
L2

∥∥eiλΦ(t)Fv(t)− φ∥∥
L2 +
∥∥(e−iλΦ(t) − e−iλA(t))φ∥∥
L2
≡ I4(t)+ I5(t). (3.15)
In the same way as in the proof of the estimate (3.12) together with Proposition 3.1, we obtain
I4(t) = o
(
t−(1/(p−1)−n/2)
)
. (3.16)
Also, by Lemma 3.3, we have
I5(t) Ct−k,
where k > 0 is the constant appearing in the estimate (3.8). If we choose p sufficiently close to
1 + 2/n so that k > 1/(p − 1)− n/2, then
I5(t) = o
(
t−(1/(p−1)−n/2)
)
. (3.17)
The estimates (3.15)–(3.17) imply
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L2 = o
(
t−(1/(p−1)−n/2)
)
.
Thus, by the identity (3.9), we have the asymptotic formula (1.9).
Finally we prove (1.10). The unitarity of U(t) and F gives
∥∥U(t)e−iλΘ(t,−i∇)u+∥∥L2 =
∥∥e−iλΘ(t)uˆ+∥∥L2 =
∥∥e−|λ2|Θ(t)uˆ+∥∥L2 .
Note that the estimate
∣∣e−|λ2|Θ(t,x)uˆ+(x)∣∣=
(
1 + 2|λ2|(p − 1)
2 − n(p − 1)
∣∣uˆ+(x)∣∣p−1t1−n(p−1)/2
)−1/(p−1)∣∣uˆ+(x)∣∣
 C
∣∣uˆ+(x)∣∣.
Then C|uˆ+(x)| is regarded as a dominating function of |e−|λ2|Θ(t,x)uˆ+(x)|, and we have
lim
t→∞
∥∥e−|λ2|Θ(t)uˆ+∥∥L2 = 0
by Lebesgue’s dominated convergence theorem. Therefore
lim
t→∞
∥∥U(t)e−iλΘ(t,−i∇)u+∥∥L2 = 0. (3.18)
By (3.18) and the asymptotic formula (1.9), we have (1.10). This completes the proof of Theo-
rem 1.2. 
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