Abstract. Short term unpredictability is discovered numerically for high Reynolds number fluid flows under periodic boundary conditions. Furthermore, the abundance of the short term unpredictability is also discovered. These discoveries support our theory that fully developed turbulence is constantly driven by such short term unpredictability.
Introduction
Turbulence as an open problem has two aspects: turbulence engineering and turbulence physics [10] . Turbulence engineering deals with how to describe turbulence in engineering. Turbulence physics deals with the physical mechanism of turbulence. In pursuit of understanding of turbulence physics, recently we proposed the theory that fully developed turbulence is caused by short term unpredictability due to rough dependence upon initial data, while (often) transient turbulence at moderate Reynolds number is caused by chaos (long term unpredictability) [11] . The main goal of this article is to demonstrate the short term unpredictability via numerical simulations. According to our analytical theory [11] , perturbations in turbulence can amplify in time according to e σ √ Re √ t+σ1t where σ 1 = √ 2e 2 σ and σ depends only on the base solutions on which the perturbations are introduced. When the time is small, the first term in the exponent dominates, and this term can cause the amplification to be superfast when the Reynolds number is large. By the time t ∼ Re, the two terms in the exponent are about equal. After the time t ∼ Re, the second term dominates, and this term is the classical Liapunov exponent that causes chaos (long term unpredictability). Thus the time t ∼ Re is the temporal separation point between short term unpredictability and long term unpredictability. When the Reynolds number is large, long before the separation point t ∼ Re, the first term in the exponent already amplifies the perturbation to substantial size, and the second term does not get a chance to act. Thus fully developed turbulence is dominated by such short term unpredictability. When the Reynolds number is moderate, both terms in the exponent have a chance to dominate, and the corresponding (often) transient turbulence is dominated by chaos in long term.
Long term unpredictability has been well understood. The main feature of chaos is long term unpredictability led by sensitive dependence on initial data. On the other hand, short term unpredictability is led by rough dependence on initial data. If the solutions are non-differentiable in their initial data, as in the case of Euler equations of fluids [3] , then any small initial perturbation will be amplified to order O(1) instantly. Such a short term unpredictability is very different from the long term unpredictability of chaos. Such a short term unpredictability is closer to total randomness than the long term unpredictability of chaos. Nevertheless, such a short term unpredictability is still not total randomness, for instance the solutions of Euler equations of fluids are still continuous in their initial data. Such a short term unpredictability leads to a peculiar process that is very close to a random process but still constrained. When the Reynolds number is moderate, dynamics of Navier-Stokes equations is quite far away from that of Euler equations. Turbulence at such a stage is often transient, and bears clear resemblance to finite dimensional chaos [15] [6] . One can name such turbulence as chaos in Navier-stokes equations. Such turbulent solutions are differentiable in their initial data (at least during the known time interval of existence), and the derivatives of the solutions in initial data have moderate norms. When the Reynolds number is very high, dynamics of Navier-Stokes equations is getting closer to that of Euler equations. High Reynolds number turbulence is fully developed, and has no resemblance to finite dimensional chaos. Such turbulent solutions are still differentiable in their initial data (at least during the known time interval of existence), but the derivatives of the solutions in initial data have huge norms in the order of e σ √ Re √ t+σ1t mentioned above which represent the growth rate of the perturbations. Thus initial perturbations are amplified super fast even in short time. We believe that this causes the abrupt nature in the development of high Reynolds number turbulence. Since perturbations constantly exist, there are constantly such super fast amplifications of perturbations which lead to the persistence nature of high Reynolds number turbulence (so-called fully developed turbulence) in contrast to the transient nature of moderate Reynolds number turbulence.
In terms of phase space dynamics of dynamical systems, when the Reynolds number is very high, fully developed turbulence is not the result of a strange attractor, rather a result of super fast amplifications of ever present perturbations. Strange attractor is a long time object, while the development of such violent turbulence is of short time. Such fully developed turbulence is maintained by constantly super fast perturbation amplifications. When the Reynolds number is set to infinity, the perturbation amplification rate is infinity. So the dynamics of Euler equations is very close to a random process. In contrast, chaos in finite dimensional conservative systems often manifests itself as the so-called stochastic layers. Dynamics inside the stochastic layers has the long term sensitive dependence on initial data. When the Reynolds number is moderate, viscous diffusive term in Navier-Stokes equations is stronger, perturbation amplification rate is moderate. At this stage, turbulence is basically chaos in Navier-Stokes equations [15] [6] . In some cases, strange attractor can be observed [15] .
The article is organized as follows: In section 2, we briefly review Liapunov exponent and chaos. In section 3, we briefly review analytical results on rough dependence. In section 4, we are going to shed new light on the classical hydrodynamic instability theory from a new perspective. In section 5, 2D numerical demonstration on rough dependence is presented. In section 6, 3D numerical demonstration on rough dependence is presented. Section 7 is the conclusion.
Chaos -sensitive dependence on initial data
There are many ways to characterize chaos, and one necessary ingredient of every characterization is "sensitive dependence on initial data". For solutions that exhibit sensitive dependence on initial data, their initial small perturbations are usually amplified exponentially (with an exponent named Liapunov exponent), and it takes time for the perturbations to accumulate to substantial amount (say order O(1) relative to the small initial perturbations). If ǫ is the initial small perturbation, and σ is the Liapunov exponent, then the time for the perturbation to reach order
The Liapunov exponent σ is a long term object defined by
where δu 0 is the initial perturbation, and is certain norm. Positive Liapunov exponent usually is a good indicator of chaos (even though the matter can be tricky sometimes [9] ). In the phase space of the dynamics, when the Liapunov exponent is positive, initially nearby orbits diverge exponentially with the exponential rate being the Liapunov exponent. If these orbits are bounded in the phase space, then it is intuitively natural to expect the dynamics being chaotic.
There are of course other ways for solutions of deterministic systems to be "irregular" than that of chaotic solutions. Next we will describe another way: rough dependence on initial data.
High Reynolds number turbulence -rough dependence on initial data
Turbulent motion of fluids is quite accurately modeled by the so-called NavierStokes equations. The phase space of the dynamics of Navier-Stokes equations has to be infinite dimensional. The well known such a phase space is the Sobolev space of divergence free fields,
) which contains functions that are square-integrable and so are their derivatives up to n-th order. When n > One can define a solution map inside the phase space by mapping the initial condition to the solution's value at time t. The solution map for Euler equations (d = 2, 3) is continuous, but nowhere uniformly continuous, and more importantly nowhere differentiable [3] . Then it is natural to expect that the norm of the derivative of the solution map for Navier-Stokes equations approaches infinity everywhere as the Reynolds number approaches infinity. Under Euler dynamics, any small perturbation of the initial condition can potentially reach substantial amount instantly. It is natural to expect that under high Reynolds number Navier-Stokes dynamics, small perturbation of the initial condition can potentially reach substantial amount in a very short time (the larger Reynolds number, the shorter). We call this phenomenon "rough dependence on initial data". Such rough dependence on initial data naturally leads to the violent fully developed turbulence as observed in experiments. One can try to estimate the size of the derivative of the solution map for Navier-Stokes equations. The Navier-Stokes equations are given by
where u is the d-dimensional fluid velocity (d = 2, 3), p is the fluid pressure, and Re is the Reynolds number. Setting the Reynolds number to infinity Re = ∞, the Navier-Stokes equations (3.1) reduces to the Euler equations
, there is a neighborhood B and a short time T > 0, such that for any v ∈ B there exists a unique solution to the Navier-Stokes equations (3.1)
; as Re → ∞, this solution converges to that of the Euler equations (3.3) in the same space. For any t ∈ [0, T ], let S t be the solution map:
i.e. the solution map maps the initial condition to the solution's value at time t. The solution map is continuous for both Navier-Stokes equations (3.1) and Euler equations (3.3) [4] [5] . A recent result of Inci [3] shows that for Euler equations (3.3) the solution map is nowhere differentiable. Even though the derivative of the solution map for Navier-Stokes equations (3.1) exists, it is natural to conjecture that the norm of the derivative of the solution map approaches infinity everywhere as the Reynolds number approaches infinity. The following upper bound was obtained in [11] .
where δu(0) is any initial perturbation of u(0), and
The above bound also applies to spatially periodic domain T d in stead of R d . The main aim of this article is to numerically demonstrate that in fully developed turbulence, perturbations amplify according to the growth rate given by the right hand side of (3.6).
Classical hydrodynamic instability -directional derivative
Classical hydrodynamic instability theory mainly focuses on the so-called linear instability of steady fluid flows. We can think that the linear instability theory is based on Taylor expansion of the solution map for Navier-Stokes equations (3.1). Let u * be the steady flow (a fixed point in the phase space), v 0 be its initial perturbation, and u * + v(t) be the solution to the Navier-Stokes equations (3.1) with the initial condition u * + v 0 . According to Taylor expansion,
where dv(t) is the first differential in u * + v 0 of the solution map at the steady flow u * , similarly for d 2 v(t) etc.. Under the Euler dynamics, this expansion fails since the first differential does not exist [3] . Under the Navier-Stokes dynamics, this expansion is valid, and the first differential satisfies the differential form
where dp is the pressure differential. The linear instability refers to the instability of the differential form (4.1). In most cases studied, the steady flow u * depends on only one spatial variable y (the so-called channel flow). This permits the following type solutions to the differential form,
where (x, y, z) are the spatial coordinates, σ is a complex parameter, and (k 1 5. 2D numerical simulations on rough dependence on initial data 5.1. A fundamental problem in the numerical simulations. First we numerically simulate an explicit example [12] to test the numerical performance. Consider the 2D Navier-Stokes equations 
Re t sin[n(x 2 − σt)], u 2 = σ, where 1 2 < γ ≤ 1, and σ is a real parameter. By varying σ, we get a variation direction of the initial condition, du 1 (0) = 0, du 2 (0) = dσ, which leads to the variation of the solution (du 1 (t), du 2 (t)). Let
then one has the analytical result [12] :
This lower bound is obtained by keeping only the fastest growing mode given by
Notice that as t → 0 + , the time derivative of the lower bound approaches positive infinity due to the fractional power of t. That is, the lower bound curve is tangent to the vertical axis at t = 0. As t → 0 + , the fastest growing mode (5.4) n → +∞. Thus a numerical simulation will never capture the fastest growing mode as t → 0 + no matter how many Fourier modes are kept in the numerical simulation. This demonstrates a fundamental problem in numerical simulations. When we numerically simulate the quantity Λ Λ0 (5.3), we obtained the solid curve in Figure  2 . Notice that as t → 0 + , the numerical solid curve gets below the dash lower bound curve (violating the lower bound nature). The numerical solid curve has a finite time derivation at t = 0, and does not capture the infinite derivative nature at t = 0.
Fixed base solution and different perturbations.
We will numerically simulate the 2D Navier-Stokes equations under periodic boundary condition (5.1). For the base solution, we choose the initial condition
Starting from this initial condition, we solve (5.1) numerically to generate the base solution. The perturbation du based upon a base solution u solves the linearized 2D Navier-Stokes equations,
under the same periodic boundary condition as in (5.1). Since (5.6) is linear, we can choose single Fourier modes for the initial conditions of the perturbations, .3) on the norm of the directional derivative of a family of explicit solutions, where γ = 0.6 and σ = 27.5 are chosen. The solid curve represents the numerical simulation on the norm of the directional derivative of the same family of explicit solutions. One can see clearly that near t = 0, the rigorous lower bound is violated. In particular, the dash curve has infinite derivative at t = 0, while the solid curve has finite derivative.
where the time step for the numerical simulation is ∆t = 0.0005. We use the notation that
Then the norm of the derivative of the solution map at the base solution u(t) is given by Notice that for any fixed t, the supremum is taken with respect to all initial perturbation du(0). If one initial perturbation leads to a perturbation that is near the supremum for some t, it may not be near the supremum for other t. The norm of the derivative DS t (u(0)) has an upper bound given by (3.6). The growth of the perturbation in Figure 2 realizes the nature of the square root of time in the exponent of (3.6). The nature of the square root of the Reynolds number in the exponent of (3.6) is not realized by the particular perturbation since the viscous effect is negligible in both cases Re = 1000 and Re = 100000. We believe that the nature of the square root of the Reynolds number in the exponent of (3.6) can only be realized by all the perturbations. For any particular perturbation, the viscous effect is negligible when the Reynolds number is relatively large. Increasing the wave number (k 1 , k 2 ), the perturbation's growth rate decreases as shown in Figures 3 -4 . When the wave number of the initial perturbation is larger, the viscous effect is more significant. Our conclusion is that the super fast growth (rough dependence) is abundant among perturbations in the sense that generic perturbations contain all Fourier modes, and low Fourier modes display the super fast growth. Next we shall study the abundance of the super fast growth among base solutions, that is, whether or not there are abundant base solutions of which the perturbations have super fast growth. .7), and the Reynolds number Re = 1000. Then we simulate different base solutions with initial conditions of the form,
For different choices of (k 1 , k 2 ), the super fast growths are shown in Figures 5-6 . As the wave numbers (k 1 , k 2 ) of the base solutions decrease, the super fast growth rates of the perturbation decrease. Together with the result of last subsection, we conclude that higher wave number base solutions and lower wave number perturbations correspond to faster super fast growth of the perturbations. Numerical simulations on other base solutions also show super fast growth of the perturbations. Thus super fast growth of the perturbations (rough dependence) is also abundant among base solutions. One can then envision that when the Reynolds number is large, the super fast growth of the ever present perturbations will cause the abrupt development of turbulence, and is the mechanism that maintains the persistence of turbulence (the so called fully developed turbulence).
3D numerical simulations on rough dependence on initial data
In this section, we numerically simulate the 3D Navier-Stokes equations (3.1) and the corresponding perturbation equations (the same form with (5. 
and the initial condition for the perturbation in the form
6.1. Fixed base solution and different perturbations. In (6.1)-(6.2), we choose bations of different modes where Λ(t) is defined in (5.9). We arrive at the same conclusion as in 2D, that is, lower wave number perturbations have faster super fast growth, and such super fast growth is abundant among perturbations. tion under different base solutions with initial conditions of the form (6.1), where Λ(t) is defined in (5.9). We arrive at the same conclusion as in 2D, that is, the perturbation of higher mode base solutions has faster super fast growth, and such super fast growth is abundant among base solutions.
Conclusion
Through numerical simulations, we demonstrated the super fast growth of perturbations (rough dependence upon initial data) in high Reynolds number fluid flows. We also showed the abundance of such super fast growth among perturbations and base solutions in support of our theory that fully developed turbulence is caused and maintained by such super fast growth of perturbations.
