Abstract OBJECTIVES: HTA bodies increasingly require accurate survival estimates to provide reliable recommendations. It is argued that access to individual patient data (IPD) can improve their accuracy. This poster aims to assess to what degree extracting IPD from published Kaplan-Meier (KM) curves helps improve extrapolated survival estimates. Some methods currently used for HTA submissions fit a survival curve directly to a published KM curve, but does this lack accuracy? METHODS: Two methods used to extract the IPD from KM curves reviewed in this poster were proposed by Guyot et al [3] and Hoyle and Henley [5] which are compared against the standard least squares method. Comparisons are made for two scenarios: 1) when numbers at risk are available at different time points throughout the KM curve and 2) when numbers at risk are only available at the start. RESULTS: The three methods resulted in the log-normal distribution providing the best fit, with all containing the true mean and median within their confidence intervals (CIs). However, the Hoyle and Henley method estimates a mean marginally closer to the true mean than the other methods in both scenarios. When many numbers at risk are provided, the Hoyle and Henley method gives narrower CIs. Both extraction methods slightly outperform the least squares method. The three methods give median estimates and resulting CIs that are statistically equivalent to that of the IPD, except for the Guyot method when numbers at risk are not available. CONCLUSIONS: Extraction methods give marginally better results than the Least Squares method. However, these results may not be applicable to other case studies. In addition, the extra time taken to run extraction methods may not account for the small improvement in accuracy of results.
Introduction
The time horizon for cost-effectiveness analyses that use survival data needs to be long enough to capture differences in outcomes between interventions [1] . NICE recommend a lifetime horizon [2] . However, clinical trials are often limited in their follow-up time, meaning survival data is rarely complete.Thus, extrapolation methods are required.
In an idealistic environment, survival curves would be applied to IPD to achieve the greatest accuracy of results possible. However, clinical trials often do not publish IPD. Such trials will however report a Kaplan-Meier (KM) curve, created using the IPD. Statistics taken from KM curves are often not enough for performing meta-analyses and cost-effectiveness analysis. This means that acquisition of an estimate of the IPD from KM curves is important and possible.
Methods
Methods of survival extrapolation used in HTA submissions were analysed. One regularly used method fits the survival curve to the digitized KM points by minimising the sum of squared differences between the expected and actual survival probabilities (called the least squares method) [5] . However, this method can fail to capture the true uncertainty of survival estimates.Two other methods occasionally used in HTA submissions were chosen for further assessment. The data in this example does not apply to a particular case study, instead it is fabricated and therefore does not use specific units of time. The fabricated data is referred to as the true IPD.
Hoyle and Henley Method
The first method was proposed by Hoyle and Henley in 2011. Hoyle and Henley looked at previous works by Parmar et al [8] and Tierney et al [9] and considered two cases: where they have access to the number of patients at risk at various time intervals and where they do not.
When numbers at risk are available, digitzation software should be used to take readings from the curve at one-quarter, half, and three-quarter intervals between the given numbers at risk, assuming censoring occurs at a constant rate.
When numbers at risk are not available (except at time point 0) Hoyle and Henley recommend an approach similar to that by Tierney et al. In this scenario strong assumptions must be made, most notably that the number of events and censorships in each time interval must be estimated by assuming censorship only when the event has not occurred at the calendar cut-off time.
Guyot et al Method
The second method was proposed by Guyot et al in 2012. This method improves on previous work by making use of all reported information to help identify the censoring pattern [3] . This method is unique because it uses an iterative numerical approach to solve the inverted KM equations [3] . Guyot et al considered 4 different scenarios for the extraction of IPD: When all information is reported, when numbers at risk are not reported (except at time point 0), when the total number of events is not reported, when neither numbers at risk nor the total number of events are reported. For consistency in comparisons, this poster focuses on the scenarios that can also be analysed via the Hoyle and Henley method. This method also requires the assumption that censoring happens at a constant rate in each time interval.
Results

Assessing the best fitting distributions
The choice of distributional function has a significant impact on the extrapolation of survival results. The Akaike Information Criterion (AIC) can be used to choose the best fitting distribution, where the lowest score means the best fit. AIC results can be seen in Table 1 : Best fitting distributions, assessed by AIC HH = Hoyle and Henley method, G = Guyot method, NaR = numbers at Risk are known at various time points throughout the KM analysis, UNaR = numbers at risk are given at time point 0 only In all cases the log-normal distribution provides the best fit, as measured by the AIC. AIC is not applied to the Least squares method because in the majority of HTA submissions using this method, a visual examination of the best fitting distribution was applied [7] . This opens analysis up to bias, however this study aims to be consistent with the methods applied in practice.
Assessing the number of events
The next area of assessment is the estimated number of events and censorships. Whilst this is not as important as the choice of distribution or the mean and median it is still worth noting, as often the assumptions used in a method provide a skewed number of events to censorships. This can be important as censorships can happen for any reason, whereas an event suggests an individual has reached the event of interest. The percentage of events and censorships for each scenario can be seen in It is clear to see that the Hoyle and Henley method, in both cases, predicts the percent of events and censorships more accurately than the Guyot method. It is worth noting however, that the percentage of events and censorships has less impact on cost-effectiveness results than the median and mean.
Assessing the statistics -Mean and Median
The mean and median are directly reported in cost-effectiveness analysis and as such will have a significant impact on decisions made by HTA bodies. The mean and median results for the scenarios assessed are presented in It is clear that when numbers at risk are not available then the estimate of the mean is further away from the mean of the true IPD than when they are available.
The two extraction methods give better estimates of the mean than the least squares method, plus they have narrower CIs suggesting that extracting the IPD increases the accuracy of cost-effectiveness results. Although, the CIs of all methods cross with those of the true IPD meaning there is no statistical difference between results.
It is hard to choose which extraction method performs best. The Hoyle and Henley method with numbers at risk is 0.12 below the true mean, whilst the Guyot method with numbers at risk is 0.194 above the true mean. In addition, the Hoyle and Henley method has a narrower CI. When numbers at risk are not reported, the Hoyle and Henley method is 0.595 above the true mean and the Guyot method is 1.751 above the true mean, although the CI for the Guyot method is far narrower in this instance. However, because of the skewed nature of survival data, the median is considered a better estimator of the central location of the data than the mean [4] . Therefore, the accuracy of the estimated median is arguably more important than that of the mean.
The median in all scenarios, besides the Guyot method without numbers at risk, is identical, suggesting the Hoyle and Henley method and the least squares method perform better. However, the Guyot method without numbers at risk gives narrower CIs. Also, the least squares method performed equally well in estimating the median and saves time in calculation. Consequently, extracting the IPD is not necessary in this case.
Overall, the Hoyle and Henley method performs slightly better than the Guyot method, although there are benefits and drawbacks to both methods. It is worth recognising that all the methods discussed gave CIs which included the values from the true IPD, however the Least squares method gave larger CIs than the two extraction methods, meaning there is a larger degree of uncertainty in the results.
Discussion
To improve the accuracy of survival estimates and give more informative cost-effectiveness results, it is recommended that sponsors of trials use the IPD to estimate the underlying survival distribution, or report the numbers at risk at as many time points as possible with published KM curves. When selecting an underlying survival distribution, the process and justification of selection should be explicitly stated [6] .
When faced with low levels of information in the published KM curve results can be poor and reverting to least squares or regression methods could give better results as well as saving time.
The results discussed in this poster apply solely to this example and should not be seen as the answer to whether extraction of IPD is necessary in all survival examples.
