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RESUME 
La communication cooperative permet a des terminaux ayant une seule antenne de benefi-
cier de la diversite spatiale en collaborant avec d'autres usagers afin de creer un reseau 
d'antennes virtuel. En effet, les usagers ayant une seule antenne partagent leurs antennes 
grace a la cooperation afin de se rapprocher des performances des systemes MISO {Mul-
tiple Input Single Output) ou MIMO (Multiple Input Multiple Output) dans le cas de 
plusieurs antennes a la destination. 
Une technique prometteuse de cooperation s'appelle coded cooperation ou codage coope-
ratif. Comme son nom l'indique, cette technique integre la cooperation dans le codage de 
canal demontrant ainsi beaucoup de flexibilite et de grands gains de performances. Ce-
pendant, le degre de cooperation optimal entre usagers varie en fonction des conditions 
du canal et il n'existe aucune expression analytique qui indique le degre de cooperation 
optimal requis pour une realisation du canal. De plus, le codage cooperatif a un debit fixe 
puisque le relais transmet toujours pour son partenaire. En consequence, cette technique 
n'utilise pas judicieusement les degres de liberie du canal, surtout a haut rapport signal 
a bruit (SNR). 
Afin de trouver le degre de cooperation optimal, on propose un protocole adaptatif base 
sur les retransmissions incrementales avec les codes convolutionnels de taux variables et 
compatibles connus sous le nom de codes RCPC. En employant un lien de retour sous la 
forme de signaux ACK/NACK du partenaire, chaque usager decroit incrementalement 
son taux de codage dans la premiere phase de cooperation afin d'augmenter ses chances 
d'etre decode correctement par le relais et done de beneficier de la diversite spatiale, tout 
en preservant le plus de ressources possible pour relayer 1'information de son partenaire. 
Afin d'ameliorer le debit fixe du codage cooperatif, on propose un lien de retour sous 
Vll 
la forme de signaux ACK/NACK du partenaire et de la destination. Cette approche 
nous permet d'optimiser la taille des frames qu'un usager transmet dans les premiere 
et deuxieme phases de cooperation. En consequence, notre protocole adaptatif maximise 
le debit de chaque usager et minimise les erreurs causees par le canal. 
Les resultats de nos simulations demontrent les gains de performances signiflcatifs et la 
flexibilite de nos protocoles pour des canaux reciproques et non reciproques entre usa-
gers. De plus, les resultats des simulations montrent que nos protocoles offrent une per-
formance (erreur et debit) superieure au codage cooperatif avec un degre de cooperation 
fixe pour differentes conditions du canal. 
Vl l l 
ABSTRACT 
Cooperative communication enables single antenna terminals to benefit from spatial di-
versity by partnering with other users to create a virtual transmit antenna array. Indeed, 
users with one antenna share their antennas in order to mimic the performances of MISO 
or MIMO systems (if we assume that the destination has several antennas). 
A promising form of cooperation is called coded cooperation which integrates coope-
ration with channel coding, showing great performance gains and great flexibility. Ho-
wever, the optimal degree of cooperation between the users changes with the channel 
conditions and there is no known analytical expression providing the optimal degree of 
cooperation for a given channel realization. Furthermore, coded cooperation has a fixed 
throughput since the relay always transmits for its partner. As a consequence, this tech-
nique doesn't efficiently use the degrees of freedom of the channel, specially at high 
values of signal to noise ratios (SNR). 
In order to find the optimal degree of cooperation, we propose an adaptive protocol based 
on incremental retransmissions using Rate Compatible Punctured Convolutional Codes 
(RCPC). By employing an ACK/NACK feedback channel from the partner, each user 
incrementally decreases its coding rate in the first cooperation phase in order to increase 
its chances of being correctly decoded by the partner, and thus benefit from spatial diver-
sity, while preserving as much ressources as possible to relay its partner's information. 
In order to improve the fixed throughput of coded cooperation, we employ an ACK/NACK 
feedback channel from the partner and the destination. Our approach optimizes the 
frames size transmitted by each user in the first and second cooperation phases. As a 
consequence, our adaptive protocol maximizes the throughput of each user and mini-
mizes the errors caused by the channel. 
IX 
Simulation results show the great gains and flexibility of our protocols for both reciprocal 
and non reciprocal interuser channels. Furthermore, the simulation results show that our 
adaptive protocols outperform for all channel conditions coded cooperation with a fixed 
degree of cooperation. 
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INTRODUCTION 
Les prochaines generations de systemes de communication sans-fil devront augmenter 
les debits de transmission et assurer une meilleure qualite de service (QoS) afin de satis-
faire les exigences croissantes des usagers. Dans une communication sans-fil, le signal 
est affecte par les evanouissements a petite echelle causes par les interferences construc-
tives et destructives des composantes multi-trajets a la reception et par les evanouisse-
ments a grande echelle causes par les obstacles et l'attenuation du signal avec la distance. 
Afin de combattre les evanouissements profonds, la diversite de transmission permet de 
transmettre l'information dans des canaux subissant des evanouissements independants, 
ce qui permet a la reception d'effectuer une meilleure decision sur le symbole trans-
mis. L'utilisation de plusieurs antennes de transmissions et de techniques de codage 
spatio-temporel montrent des gains substantiels (Alamouti, 1998) en comparaison a des 
systemes sans diversite. 
Cependant, les terminaux dans un reseau sans-fil ne peuvent pas toujours supporter plu-
sieurs antennes en raison de contraintes de taille physique, de puissance, de materiel 
ou de cout (Nosratinia, 2004). Afin de repondre a ces limitations, une nouvelle tech-
nique connue sous le nom de la communication cooperative permet a des usagers ayant 
une seule antenne de partager leurs antennes afin de creer un reseau d'antennes vir-
tuel et done de profiter de la diversite spatiale. L'approche de base de la communica-
tion cooperative est pour un relais de detecter dans un premier temps le signal de son 
partenaire et de retransmettre dans un deuxieme temps le signal de son partenaire. En 
consequence, la destination recoit le signal d'un usager par deux canaux d'evanouisse-
ments independants. 
Les protocoles de cooperation tels que Amplify and Forward (AAF) (Laneman, 2001) et 
Decode and Forward (DAF) (Sendonaris, 2003) sont bases sur un codage de repetition, 
2 
c'est-a-dire que le relais retransmet simplement le meme message ou une version am-
plifiee du message de son partenaire. Afin d'utiliser les degres de liberte plus judicieu-
sement, Hunter et Nosratinia ont propose un protocole intitule Coded Cooperation qui 
integre le codage de canal dans le cooperation. La litterature (Hunter, 2004; Hunter, 
2006a) montre que le codage cooperatif surpasse les protocoles bases sur la repetition 
grace a sa flexibilite. En effet, en variant son taux de codage et en variant done le degre 
de cooperation du relais, le codage cooperatif a la capacite de s'adapter aux conditions 
des canaux. 
Malgre les avantages du codage cooperatif, aucune expression analytique ne permet de 
determiner le degre de cooperation optimal en fonction de la qualite des canaux. De 
plus, aucune methode n'existe dans la litterature pour adapter le degre de cooperation 
des usagers aux conditions des canaux. Le codage cooperatif peut aussi produire des 
comportements asymetriques pour chaque usager, c'est-a-dire que pour deux usagers 
cooperant, seul un usager profitera de la diversite spatiale. Finalement, le protocole 
presente dans (Hunter, 2004; Hunter, 2006a) n'utilise pas de facon optimale les degres 
de liberte puisque le relais transmet toujours pour son partenaire. En consequence, le 
codage cooperatif a un debit fixe. 
Objectifs et Contributions du Memoire : 
Afin de repondre aux limitations du codage cooperatif, on presente dans ce memoire 
deux nouveaux protocoles qui permettent d'adapter le degre de cooperation des usagers 
aux conditions des canaux et de maximiser le debit de chaque usager. 
Notez qu'afin d'avoir une comparaison equitable avec (Hunter, 2004; Hunter, 2006a), on 
ne considere qu'un seul relais. 
On propose dans le chapitre 4 un protocole inspire par les systemes ARQ/FEC a redon-
dance incremental e avec les codes RCPC. On suppose un lien de retour du relais (vers 
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le transmetteur) sous la forme de signaux ACK/NACK. Notre protocole permet d'adap-
ter les taux de codage et done les degres de cooperation des usagers aux conditions des 
canaux. De plus, notre approche supprime les comportements asymetriques des usagers 
qui degradent les performances. En adaptant son taux de codage, chaque usager aug-
mente sa probability d'etre decode correctement par le relais et maximise le nombre de 
bits de parite qu'il peut envoyer pour son partenaire (Alazem, 2008a). 
Les resultats de nos simulations demontrent que notre protocole denomme Adaptive 
Coded Cooperation , depasse les performances du codage cooperatif avec un degre de 
cooperation fixe pour toutes les conditions des canaux. 
On propose dans le chapitre 5 un protocole qui permet d'optimiser simultanement le 
debit et les performances de chaque usager. L'approche utilisee est similaire a celle 
presentee dans le chapitre 4 sauf qu'on considere un lien de retour de la destination et 
du relais. Notre protocole permet d'optimiser la taille des mots de codes transmis dans 
les premiere et deuxieme phases de cooperation . En adaptant de facon incremental la 
taille du mot de code transmis dans la premiere phase de cooperation, chaque usager aug-
mente ses chances d'etre decode correctement par la destination ou le relais et maximise 
le nombre de bits de parite qu'il peut envoyer pour son partenaire. En supposant un lien 
de retour sous la forme de signaux ACK/NACK en provenance de la destination, chaque 
usager minimise le nombre de bits de parite qu'il envoie pour son partenaire (ou pour 
lui meme dans le cas de la non-cooperation) dans la deuxieme phase de cooperation. 
En consequence, en adaptant la taille des mots de code transmis dans les premiere et 
deuxieme phases de cooperation , notre protocole maximise le debit et minimise les 
erreurs causees par le canal (Alazem, 2008b). 
Les resultats de nos simulations montrent que notre protocole adaptatif depasse toujours 
les performances du codage cooperatif avec un degre de cooperation fixe et augmente 
substantiellement le debit de chaque usager. De plus, les simulations montrent que notre 
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protocole produit des performances presque similaires pour les cas de canal inter-usager 
reciproque et non-reciproque. 
Organisation du Memoire: 
Le memoire est organise selon cinq chapitres. On presente dans le chapitre 1 les diffe-
rents modules qui forment un systeme de communication et on presente les differents 
defis de la communication sans-fil. Finalement, on met en evidence dans ce chapitre 
l'importance de la diversite lors de la communication sans-fil, surtout lorsque le canal 
est plat en frequence (pas de diversite frequentielle) et varie lentement (pas de diversite 
temporelle). On presente dans le chapitre 2 la notion de communication cooperative. On 
y presente et compare les differents protocoles d'une communication cooperative, no-
tamment amplify andfoi-ward, decode and forward et le codage cooperatif. Le chapitre 
3 etudie en detail une mis en oeuvre du codage cooperatif en utilisant les codes convolu-
tionnels RCPC. On presente dans ce chapitre des simulations qui confirment les resultats 
publies dans (Hunter, 2004; Hunter, 2006a). Le chapitre 4 presente un nouveau proto-
cole qui permet d'adapter le degre de cooperation de chaque usager aux conditions des 
canaux. Le chapitre 5 presente une technique permettant d'ameliorer le debit et les per-
formances du protocol presente dans le chapitre 4. Finalement, la conclusion synthetise 




LES DEFIS DU SANS-FIL ET L'IMPORTANCE DE LA DIVERSITE 
On presente dans ce chapitre les notions de base d'un systeme de communication sans-
fil. On analyse dans un premier temps les differents modules constituant la chaine de 
transmission d'un systeme de communication. On s'interesse dans un deuxieme temps 
aux defis du canal sans fil, plus particulierement au canal de Rayleigh qui a des mau-
vaises performances compare au canal AWGN. En effet, on verra que la probability 
d'erreur d'un canal de Rayleigh a une decroissance inversement proportionnelle a haut 
SNR alors que le canal AWGN decroit exponentiellement avec le SNR. On presentera 
dans la derniere partie la notion de diversite et on mettra en evidence son importance 
dans les communications sans-fil. 
1.1 Les elements d'un systeme de communication 
La figure 1.1 montre le schema type d'un systeme de communication. Nous pouvons 
















FIG. 1.1 Les elements de base d'un systeme de communication 
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- Texte : texte brut (unformatted text ou plain text), texte mis en forme (formatted text) 
ou hypertexte qui permet de creer des liens entre plusieurs documents. 
- Image : numerisee. 
- Video : representation analogique ou numerique. 
- Audio : representation analogique ou numerique. 
- Binaire : source de donnees generates. 
Dans un systeme de communication numerique, le message produit par la source est 
convertit en une sequence binaire. Idealement, on desire obtenir la meilleure representa-
tion de cette information : c'est-a-dire representer le message de sortie de la source avec 
le moins de bits possibles afin de minimiser la quantite d'information a transmettre sur 
le canal. En d'autres termes, le role du codage de source est de representer le plus effica-
cement possible la source d'information en minimisant la redondance dans le message 
de sortie de la source. La procedure qui permet de convertir efficacement la sortie d'une 
source analogique ou numerique en une sequence binaire est appelee encodage de source 
ou compression. Certains algorithmes de compression sont generaux et peuvent etre uti-
lises pour tous les types de source ( par exemple, codes de Huffman et codes LZ) et 
d'autres sont specifiques a des types de sources precis (par exemple, MP3 pour l'audio, 
JPEG pour les images, MPEG pour la video) (Frigon, 2007; Proakis, 2001). 
On appelle la sequence binaire a la sortie de l'encodeur de source la sequence d'in-
formation qu'on fait passer par l'encodeur de canal (Proakis, 2001). Contrairement au 
codage de source, le codage de canal permet d'introduire de la redondance structuree 
afm de proteger l'information contre les erreurs introduites par le canal de transmission. 
En effet, le signal transmis sur le canal est degrade en raison de l'attenuation et de la 
distorsion. Les principales sources de distorsion sont le bruit, les interferences, le delai 
et la distortion dues aux reflexions du signal (pour le cas de communication sans-fil). En 
consequence, la redondance creee par le codeur de canal permet d'augmenter la fiabilite 
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du signal recu. Un exemple trivial d'encodage est la repetition, ou chaque symbole dans 
la sequence d'information est repete m fois, m > 1. Une forme plus sophistiquee de 
codage est de regrouper les bits emis par la source en blocs de k bits et de transformer 
chaque blocs de k bits en mots de code de longueur n symboles codes (Haccoun, 2007a; 
Proakis, 2001). La redondance creee par l'encodeur est mesuree par n/k, et on appelle 
taux de codage le quotient k/n ou k represente le nombre de bits d'informations et n le 
nombre de symboles codes dans un mot de code . 
La sequence binaire a la sortie du codeur de canal passe par le modulateur qui convertit 
les bits en signaux analogiques qui seront transmis sur le medium de transmission du 
canal. Notez qu'un bit n'est qu'une representation logique d'une information et que le 
role de la modulation est de fournir une representation physique a un bit logique. On 
distingue trois types de modulation (Frigon, 2007; Proakis, 2001): 
- Modulation en bande de base : les bits sont representes par des impulsions electriques 
de voltage qui ont un spectre de frequences centrees sur 0. Ce type de modulation est 
utilise dans les paires torsadees par exemple. 
- Modulation en bande passante : La representation en bande de base est multipliee 
par un signal sinusoidal qu'on appelle porteuse, qui permet de representer les signaux 
autour de la frequence de la porteuse. Ce type de modulation est utilise dans les paires 
torsadees, les cables coaxiaux et les systemes radio. 
- Modulation par impulsions : Un bit est represente par la presence ou l'absence d'une 
impulsion. Ce type de modulation est utilise dans les paires torsadees, les systemes 
optiques, les systemes radio et l'infrarouge. 
Le canal de communication est le medium physique utilise afin de transmettre le signal 
du transmetteur au recepteur. On peut classifier les mediums de transmission en deux 
categories (Frigon, 2007; Proakis, 2001): 
- Guides : les ondes ou impulsions sont transmises dans un milieu confine (cable coaxial 
fibre optique, paire torsadee). 
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- Non-guides : les ondes ou impulsions sont transmises dans l'espace libre (atmosphere, 
espace) entre antennes. 
On s'interesse dans notre memoire a la communication sans-fil, et plus particulierement a 
la communication radio. Le canal de transmission radio transmet des ondes electromagne-
tiques dans l'air. Ces systemes represented beaucoup d'interet car ils ne necessitent pas 
d'installations de cables et peuvent penetrer les murs. On verra dans la prochaine section 
que la performance des systemes radio depend de plusieurs facteurs lies a l'environ-
nement : attenuation et ombrage, composantes multi-trajets causees par des reflexions 
(multi-path) et les interferences causees par les autres usagers. Une certitude est que pour 
n'importe quel canal de transmission, la qualite du signal recu est degradee aleatoirement 
par plusieurs mecanismes possibles tels que le bruit provenant d'interferences dues aux 
autres communications utilisant le meme canal de transmission, le bruit thermique du 
aux composants electroniques ou meme le bruit cause par des phenomenes tels que les 
orages. 
A la reception, le demodulateur reconvertit le signal physique corrompu par le bruit du 
canal en une sequence d'estimation de symboles transmis. Cette sequence passe ensuite 
par le decodeur de canal qui tente de reconstruire la sequence d'information originate 
en tenant en compte le code utilise par l'encodeur de canal. Une excellente mesure de 
performance qu'on utilise de facon universelle, et done aussi dans notre memoire, est la 
probabilite d'erreur moyenne par bit qui est une mesure de performance de la combinai-
son du demodulateur et du decodeur (Proakis, 2001). Finalement, le role du decodeur de 
source est d'utiliser la sequence d'information decodee afin de recreer la source d'infor-
mation en tenant en compte de la methode d'encodage de source utilisee. 
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1.2 Causes generates de la degradation du signal dans un canal de communication 
sans-fil 
On s'interesse dans cette partie aux principals sources de distorsions dans un canal de 
communication sans-fil, notamment les evanouissements, le bruit et les interferences. 
Une caracteristique du canal sans-fil est la variation de la qualite du canal en fonction du 
temps et de la frequence. Le canal de propagation varie a deux echelles de grandeur qui 
sont modelisees separement par (Tse, 2005; Frigon, 2008) : 
- Les evanouissements a grande echelle (large scale fading) qui sont de l'ordre de gran-
deur de la taille de la cellule et sont habituellement independants de la frequence. 
- Les evanouissements a petite echelle (small scale fading) qui sont de l'ordre de gran-
deur de la longueur d'onde et dependent de la frequence. 
1.2.1 Evanouissements a grande echelle 
Les causes majeures des evanouissements a grande echelle ou macroscopiques sont 
l'effet d'ombrage des batiments ou de l'environnement et l'attenuation du signal a la 
reception en fonction de la distance. Dans l'espace libre ou lorsque la communication 
entre le transmetteur et le recepteur se fait en ligne directe (par exemple les communica-
tions par satellites), le modele de Friis peut etre utilise (Rappaport, 1996) 
Pr{d) = i^m (11) 
ou Pt et Pr sont les puissances au transmetteur et au recepteur, Gt et Gr sont les gains 
d'antenne au transmetteur et au recepteur, A la longueur d'onde, d la distance de separa-
tion entre le transmetteur et le recepteur (m) et L est le facteur de perte du systeme. On 
note dans ce modele que la puissance recue decroit avec 1/d2. Cependant, la commu-
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FIG. 1.2 Schema montrant la propagation multi-chemins 
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1.2, plusieurs copies du signal arrivent a la destination avec des delais et des amplitudes 
differentes. En consequence, avec les reflexions et les obstacles, le signal est attenue plus 
rapidement que dans l'espace libre. Un modele simple mais tres pratique souvent utilise 
dans la planification est le modele log-distance ou la puissance s'attenue comme \jdn 
ou n depend de l'environnement (Rappaport, 1996) 
PL(d)=TL(d0)(^r. (1.2) 
«o 
TLdB{d) = TLdB(do) + Wnlog(^-) (1.3) 
«o 
ou n est l'exposant d'attenuation, d0 est la distance de reference et PL(d0) est l'attenua-
tion moyenne mesuree a la distance do. L'exposant d'attenuation n depend de l'environ-
nement. En effet, pour un milieu urbain on choisit n compris entre 2.7 et 3.5 (Rappaport, 
1996). 
En realite, la modelisation des evanouissements macroscopiques devient rapidement tres 
complexe et plusieurs modeles existent dans la litterature. Pour plus d'informations sur le 
sujet, le lecteur peut se referer a (Rappaport, 1996) qui decrit aussi le modele d'ombrage 
log-normal avec une attenuation supplementaire aleatoire et les modeles de Okumura, 
Hata, etc... 
Les constantes de temps et d'espaces associees avec ces evanouissements sont tres lon-
gues, de l'ordre de plusieurs secondes ou minutes, de centaines de metres et de cen-
taines de MHz (Frigon, 2008; Tse, 2005). En consequence, l'etude des evanouissements 
a grande echelle est importante pour la planification des cellules mais moins dans le 
design des systemes de communications sans-fil (Frigon, 2008; Tse, 2005). 
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1.2.2 Evanouissements a petite echelle 
Les evanouissements a petite echelle correspondent aux fluctuations rapides du signal et 
sont causes par les interferences constructives et destructives au recepteur creees par les 
signaux provenant de plusieurs reflexions. En efifet, chaque version du signal recu a une 
amplitude, une phase et un delai differents. En consequence, la combinaison de ces che-
mins au recepteur aura un effet sur la qualite du signal recu. Les signaux provenant de 
plusieurs reflexions qui se combinent constructivement ou destructivement au recepteur 
creent ce qu'on appelle des evanouissements multi-trajet ou multipath fading. Les va-
riations dans l'amplitude du signal se produisent pour des deplacements de l'ordre de 
grandeur de la longueur d'onde, environ 0.33 m a 900 MHz ou 12 ms a 100 Km/hr a 900 
MHz (Frigon, 2008; Tse, 2005). Les evanouissements a petite echelle creent de larges 
fluctuations autour d'une moyenne determinee par les evanouissements a grande echelle 
et sont le facteur principal qui influence le design des systemes de communication sans-
fil (Frigon, 2008; Tse, 2005). 
1.2.2.1 L'effet Doppler 
L'efifet Doppler est cree lorsque l'emetteur et/ou le recepteur sont en mouvement ou 
lorsqu'il y a une reflexion sur une surface en mouvement (Parera, 2007; Tse, 2005). On 
definit le deplacement de frequence Doppler du trajet i par 
Dl = fcTi(t) = fc
V-cosdi (1.4) 
ou v est la vitesse du mobile et 6t est Tangle du multi-trajet i par rapport a la direction 
du mouvement. En posant 
fm = fc- (1-5) 
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on obtient 
Di = fmcosBl (1.6) 
ou fm correspond a la frequence maximale du deplacement de frequence de Doppler 
correspondant a #, = 0. On voit que le decoulement de Doppler est une fonction de la 
vitesse du mobile, de Tangle cree par le multi-trajet avec la direction du mouvement et 
de la frequence du signal transmis (done de la longueur d'onde du signal transmis). Si on 
suppose que fc est la frequence du signal transmis a la base, le signal recu par le mobile 
aura alors une frequence instantanee /« donnee par 
ou Ac est la longueur d'onde du signal transmis. 
1.2.3 Le bruit 
Une autre cause importante de la degradation du signal transmis est le bruit. En ef-
fet, le bruit est present dans les systemes de communications (guides ou non-guides) 
et son effet peut etre diminue en augmentant la puissance de transmission ou en utili-
sant des techniques de codage. Les sources principales de bruit dans les communica-
tions sans-fil sont les interferences causees par les autres usagers (par exemple dans les 
systemes CDMA) et le bruit thermique cause par les composantes et les materiaux uti-
lises pour 1'implementation du systeme de communication (par exemple les resistances). 
On modelise souvent le bruit par un bruit blanc Gaussien qui est un processus aleatoire 
ayant un spectre de densite de puissance constant (Haccoun, 2007b; Proakis, 2001). On 
a done pour n'importe quelle frequence / et pour n'importe quelle interval de temps T 
Sx(f) = K (1.8) 
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et 
RX(T) = K6(T) (1.9) 
ou Sx{f) est le spectre de densite de puissance et RX{T) est la fonction de correlation 
de la variable aleatoire X Gaussienne de moyenne nulle et de variance N0/2. L'equation 
(1.9) implique que E[X(t)X(t + T)] = 0 pour r ^ 0. En consequence, il n'y a pas de 
correlation entre deux valeurs X{ti) etX(t2), ce qui est tres utile en telecommunications 
puisque cela signifie que le bruit affecte chaque symbole du message transmis independa-
mment. Cependant, on peut noter de Pequation (1.9) que pour r = 0, la puissance qua-
dratique moyenne est infinie. Ce modele n'est done pas realiste car il suppose une puis-
sance infinie pour le bruit. Cependant, ce modele est valide si la largeur de bande du 
systeme est plus petite que celle du bruit, ce qui sera le cas dans notre etude. Dans la 
suite de notre memoire, on considere pour le modele en bande de base un bruit AWGN, 
e'est-a-dire blanc, de moyenne nulle, de variance N0, circulaire, symetrique et Gaus-
sien. En effet, il s'agit du modele ZMCSCG (Zero Mean Circularly Symmetric Complex 
Gaussian) ou une variable Z — X + jY est ZMCSCG si X et Y sont des variables 
aleatoires Gaussiennes reelles, independantes, de moyennes nulles et de meme variance 
(Tse, 2005). 
Pour le modele en bande de base discret variant dans le temps, on a done 
w[m] ~N(0,N0/2)+jN(0,N0/2) ~CAA(0,7V0). (1.10) 
tel que w[m] soit un bruit gaussien blanc, de moyenne nulle, circulaires et symetriques a 
l'instant m. 
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1.3 La selectivity et la classification des canaux 
On cherche a expliquer dans cette section les facteurs qui permettent de classifier les 
canaux a evanouissements. En effet, les canaux a evanouissements sont classes en quatre 
categories : 
- Flat Fast Fading (canal plat en frequence qui varie vite dans le temps) 
- Flat Slow Fading (canal plat en frequence qui varie lentement dans le temps) 
- Frequency Selective Fast Fading (canal selectif en frequence qui varie vite dans le 
temps) 
- Frequency Selective Slow Fading (canal selectif en frequence qui varie lentement dans 
le temps) 
1.3.1 Etalement Doppler 
Nous avons vu dans la partie precedente que les evanouissements causes par les refle-
xions, et le mouvement de l'emetteur et/ou du recepteur peuvent changer la frequence 
du signal. En effet, ce phenomene est connu sous le nom de l'effet Doppler. La nouvelle 
frequence / du signal estbornee par: / c - / m o x < / < fc+fmax, ou fmax est la frequence 
Doppler et ou fc est la frequence du signal transmis (Parera, 2007; Tse, 2005). De cet 
effet Doppler, on definit un parametre important Tc, qu'on appelle temps de coherence. 
On definit l'etalement Doppler du multi-trajet i par (Tse, 2005) 
Ds = maxijfc | r- (t) - Tj(t) | (1.11) 
ou Tj' (t) est defini par (1.4). Le temps de coherence Tc nous permet de mesurer la vitesse 
avec laquelle le canal change dans le temps. Supposons que la duree d'un signal a trans-
mettre soit T. Si T S> Tc, on dit que le canal est a evanouissements selectifs en temps 
(fast fading), sinon on parlera d'un canal qui varie lentement ou les evanouissements 
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sont plats (slow fading). Dans le cas d'un canal qui varie rapidement dans le temps (fast 
fading), les symboles d'un mot de code peuvent etre transmis sur plusieurs periodes 
de coherence. En consequence, les symboles d'un mot de code subissent des canaux 
independants. Dans le cas ou le canal varie lentement dans le temps (slow fading), tous 
les symboles d'un mot de code sont transmis sur une periode largement inferieure a 
la periode de coherence. En consequence, les symboles d'un mot de code subissent le 
meme canal (Frigon, 2008). En general, il est difficile de definir le temps de coherence. 
Une bonne approximation est donnee par (Tse, 2005) 
Tc = ^ = ~^ = - (1.12) 
Ds fcv v 
1.3.2 Etalement des retards 
Pour un environnement multi-chemins, le recepteur recoit plusieurs versions du signal 
avec des delais et des amplitudes differentes. On definit la valeur efficace ou rms de 
l'etalement de retard d'un canal par (Rappaport, 1996) 
Trms = ^ - T 2 (1.13) 
tel que 
V- \ a- I2 T" 
^ = ^ : ' ,2' 0.14) 
Hi I Oj |2 
ou di et Ti sont le gain et le delai associes au trajet i. L'etalement des retards cause 
des evanouissements qui varient dans le domaine frequentiel et on definit la bande de 
coherence par (Rappaport, 1996): 
Wc = ^ - (1.15) 
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Si on considere deux signaux de frequences f\ et fi qui se propagent dans un milieu 
riche en reflexions, c'est-a-dire un canal multi chemins, les evanouissements a chaque 
frequence deviennent moins correles, c'est-a-dire plus independants, lorsque l'ecart \jx — 
f21 augmente. La bande de coherence Wc donne une borne de cet ecart a partir duquel 
les evanouissements a chaque frequence sont consideres comme independants. Si un 
signal a une largeur de bande W <C Wc alors la reponse frequentielle ne change pas 
significativement dans la bande du signal. On dit alors que le canal est plat en frequence 
(flat fading channel), c'est-a-dire que le canal a un seul tap. Par contre, si un signal a une 
largeur de bande W > Wc alors la reponse frequentielle change significativement dans 
la bande du signal. On dit alors que le canal est selectif en frequence (frequency selective 
channel) c'est-a-dire que le canal a plusieurs taps. 
Cependant, il est possible de decomposer n'importe quel signal de largeur de bande 
W > Wc, en V signaux de largeur de bande W0, tels que W0 < Wc et W = VW0. Cette 
technique connue sous le nom de OFDM (Orthogonal Frequency Division Multiplexing) 
permet de ramener un canal selectif en frequence en N canaux paralleles a bande etroite, 
done plats en frequences. En consequence, il est toujours possible de se ramener a un 
canal plat en frequence (flat fading). 
1.4 Modelisation statistique 
1.4.1 Le canal Gaussien 
Le canal Gaussien est utilise dans le cas de communications en ligne directe entre 
l'emetteur et le recepteur. Un exemple de ce type de communication est la communica-
tion satellite ou les systemes de controle sans-fil qui utilisent des liens de transmissions 
infrarouge (television, systemes de son, etc.). 
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Le modele en bande de base discret variant dans le temps est donne par 
y[m] = x[m] + w[rn\ (1-16) 
tel que x[m] est le symbole transmis a l'instant m et w[m] est le bruit AWGN qui est une 
variable aleatoire ZMCCSG de variance N0. 
1.4.2 Le canal a evanouissements de Rayleigh 
Dans ce type de canal, on considere un milieu riche en reflexions. En consequence, 
le recepteur recoit differentes versions du signal transmis avec des gains et des delais 
differents. Le modele complet en bande de base discret variant dans le temps est donne 
par 
y[m] = ^ hi[m]x[m — 1} + w[m] (1-17) 
i 
ou hi est le gain complexe du lieme tap du canal discret. 
Dans le cas special d'un canal avec un seul tap, c'est-a-dire plat en frequence (flat fa-
ding), on peut ecrire 
y[m] = /i[m]x[ra] + w[m] (1-18) 
On a vu dans la section precedente qu'on peut toujours se ramener a un canal plat en 
frequence grace a la technique de decomposition en bandes de frequence (OFDM). En 
consequence, on se concentre dans notre memoire sur le canal plat en frequence. 
Pour le modele de Rayleigh , on suppose qu'il y a un grand nombre de multi-trajets 
independants qui contribuent a un tap. Chaque multi-trajet a une phase uniformement 
distribute entre 0 et 2TT (car la distance d'un multi-trajet est beaucoup plus grande que 
la longueur d'onde) (Frigon, 2008; Tse, 2005). A partir du theoreme central limite on 
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obtient que 
ht[m] = N(0, af/2) + mo, af/2) ~ CAf(0, of) (1.19) 
ou erf = E{h*[m]hi[m]}. 
L'enveloppe du signal recu a une fonction de repartition qui suit la loi de Rayleigh : 
2 T T2 
f(x) = -exp(--)u(x) (1.20) 
ou Q, est la puissance moyenne recue et u{x) est la fonction echelon unitaire (pour x > 0, 
«(IE) = 1 et pour x < 0, •u(x) = 0). 
Dans le cas ou il existe un trajet en ligne direct (LOS :line-of-sight) en plus des multiples 
reflexions, on a: 
hlW = \\jf^ia^e + y Z7TICAA(0'af) (L21) 
ou U est le facteur de Rice representant la fraction de l'energie entre le LOS et les 
reflexions, et 9 est une variable aleatoire uniformement distribute entre 0 et 2TT. 
La fonction de repartition de l'enveloppe suit une loi de Rice exprimee par : 
^ = ^ n J/o(2xy '-)u(x) (1.22) 
ou Jo est la fonction de Bessel de premiere espece, d'ordre zero (Paulraj, 2003): 
1 r2* 
Io(x) = — / exp(x cos 8)d9 (1-23) 
Z7T JO 
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1.5 La diversite 
Les mauvaises performances d'un canal de Rayleigh sont dues a la probability elevee 
d'avoir un evanouissement profond. Afin de combattre les evanouissements profonds 
et d'augmenter la fiabilite du systeme, les techniques de diversite permettent de rece-
voir plusieurs copies de l'information ayant subies des trajets avec des evanouissements 
independants. En consequence, si un des trajets n'est pas en evanouissement profond, 
l'information est recue correctement. La diversite est indispensable pour assurer une 
communication fiable surtout pour les communications sans-fil. On verra que la diver-
site peut etre exploitee selon plusieurs dimensions : temps, frequence et espace. 
1.5.1 Comparaison entre les performances d'un canal AWGN et d'un canal de 
Rayleigh 
Afin d'avoir une idee des mauvaises performances d'un canal sans-fil de type flat fading, 
on compare les performances d'un canal AWGN a un canal de Rayleigh. 
Pour une modulation BPSK, c'est-a-dire lorsque le symbole transmis est donne par x = 
+a ou x = —a, la probability d'erreur d'un canal Gaussien est donnee par (Tse, 2005) 
pe = Q[-JL=\ =Q{V2SNR) (1.24) 
tel que SNR = a2/N0. 
Pour simplifier la notation, on ne fera plus figurer l'instant m de l'equation (1.16). Done 
pour un canal AWGN, le signal regu est y = x + w, avec w ~ CAf(0, N0). 
Pour un canal de Rayleigh plat on a : y = hx + w tel que h ~ CN{Q, 1) (en supposant 







FIG. 1.3 Comparaison entre les performances d'erreur d'un canal AWGN avec une 
modulation BPSK et un canal Rayleigh avec une modulation BPSK et une detection 
coherente. 
lation BPSK avec une connaissance des statistiques du canal au recepteur, c'est-a-dire 
avec une detection coherente, on peut prendre une decision sur x en utilisant la statis-
tique suffisante : r = 1Z{(h/ | h \)*y} =\h\x + woxxw~ M(0, N0/2). La probabilite 
d'erreur qu'on moyenne sur le gain aleatoire h est donnee par (Tse, 2005): 
(1.25) 
La figure 1.3 compare les performances d'un canal AWGN et un canal de Rayleigh en 
supposant une modulation BPSK et une detection coherente. On remarque que la pro-
babilite d'erreur d'un canal AWGN decroit exponentiellement avec le SNR alors que la 
probabilite d'erreur d'un canal de Rayleigh a une decroissance inversement proportion-
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nelle au SNR. En effet, on remarque que la probability d'erreur ne change pas beaucoup 
(surtout a haut SNR) en augmentant la puissance, alors qu'elle decroit tres vite et tend 
asymptotiquement vers 0 pour un canal AWGN. 
On peut demontrer qu'a haut SNR, les erreurs de transmissions sont dues le plus sou-
vent aux evanouissements profonds et non pas au bruit AWGN. Dans (Tse, 2005), la 
probability d'un evanouissement profond est donnee par Pjevanouissement profondjra 
1/SNR. Le point fondamental a retenir est que les erreurs typiques se produisent parce 
que le canal est dans un evanouissement profond plutot que parce que le bruit est eleve. 
1.5.2 L'effet de la diversite sur les performances 
Le probleme fondamental du canal de Rayleigh est que la performance depend d'un seul 
trajet. En effet, si le canal est en evanouissement profond, le recepteur recevra le mes-
sage avec un taux d'erreur eleve. Une maniere tres efficace de combattre les effets des 
evanouissements est d'utiliser le concept de la diversite. Le principe de la diversite re-
pose sur la reception de plusieurs copies de 1'information ayant traversees des chemins 
avec des evanouissement independants. En consequence, si un des trajets n'est pas en 
evanouissement profond, 1'information sera recue avec une grande probability correcte-
ment (Frigon, 2008; Tse, 2005). 
Differentes formes de diversite permettent d'obtenir des copies independantes du signal: 
- Temporelle : Cette forme de diversite est souvent associee a l'entrelacement et au 
codage de canal. En effet, entrelacer les symboles d'un mot de code sur differentes 
periodes de coherence temporel permet d'obtenir des evanouissements independants. 
Cependant, les contraintes de temps pour un trop grand temps de coherence peuvent 
empecher la diversite temporelle. 
- Frequentielle : Les symboles sont transmis sur plusieurs frequences afin d'obtenir des 
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evanouissements independants. Noter que le canal doit etre selectif en frequence pour 
extraire la diversite frequentielle. 
- Spatiale : L'utilisation de plusieurs antennes au transmetteur et/ou recepteur permet 
d'obtenir des trajets avec des evanouissements independants. Noter que les antennes 
doivent etre suffisamment separees afin de creer des trajets d'evanouissements indepen-
dants et done d'obtenir la diversite. La distance requise entre les antennes depend de 
l'environnement et de la longueur d'onde du signal transmis. 
- Macro-diversite : Cette forme de diversite peut etre exploitee lorsque le signal d'un 
mobile est recu par plusieurs stations de base ou pour des reseaux cooperatifs. 
La technique la plus simple pour obtenir la diversite est d'utiliser un code de repetition, 
e'est-a-dire de transmettre le meme symbole par des chemins d'evanouissements inde-
pendants. En forme vectorielle, on peut ecrire : 
y = hx + w (1.26) 
tel que y = [yx, ...,yz]* sont les signaux recus par les L branches de diversite (L co-
pies du signal ayant traverse L canaux independants), h — [hi,...,/IL]* sont les gains 
d'evanouissements independants et w = [w\,..., WL]1 represente le bruit associe a chaque 
canal. Noter qu'on peut supposer que les coefficients h sont independants si on suppose 
que le mot de code transmis est passe par un entrelaceur ou qu'il existe plusieurs an-
tennes au recepteur qui sont suffisamment separees. 
En supposant une detection coherente, la structure du recepteur est un filtre adapte qu'on 
appelle maximal ratio combiner (MRC). Le filtre MRC effectue une ponderation du 
signal recu par chaque branche en proportion a la puissance du signal dans chacune des 
branches et aligne les phases des signaux dans la sommation afin de maximiser le SNR 
de sortie (Tse, 2005). La variable de decision qui permet d'estimer le symbole transmis 
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x est donnee par : 
r = Y.Kyi = *Jl\h\2+Y,h>i (1-27) 
i—\ i=l i=l 
Noter que le filtre MRC maximise le SNR de sortie. En effet, le SNR de sortie est egal a 
la somme des SNR des branches de diversite individuelles. 
La probability d'erreur moyenne (moyenne sur les statistiques de h) est donnee par (Tse, 
2005) 
tel que \i = J ™ . On remarque en analysant les courbes des performances d'erreurs 
de la figure 1.4 que les courbes ont une pente de — L au lieu d'avoir une pente de -1. En 
effet, la probabilite d'erreur a haut SNR est donnee par (Tse, 2005): 
""c""iidiw (L29) 
Noter que l'exposant — L du SNR represente L branches de diversite. En repetant l'infor-
mation sur differentes branches ou differents canaux d'evanouissements independants, 
la probabilite d'erreur se comporte a haut SNR comme 
pe « CSNR~
L (1.30) 
ou C est une constante qu'on peut augmenter en utilisant par exemple des techniques de 
codage. 
1.6 Les systemes SIMO, MISO et MIMO 
Malgre la diversite maximale atteinte par la repetition, cette technique de transmission 
n'utilise pas judicieusement les degres de liberie puisqu'un meme symbole est transmis 
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FIG. 1.4 Probability d'erreur moyenne en fonction du SNR pour differentes valeurs L de 
branches de diversite 
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dans lesquelles des informations independantes peuvent etre transmises. Pour un signal 
continu x(t) de largeur de bande W et de duree 1 seconde, on peut transmettre W sym-
boles independants (W echantillons par seconde) (Tse, 2005; Frigon, 2008). On dira 
done que le signal x(t) &W degres de liberie par seconde. Notez que le signal recu a 
aussi une largeur de bande W (si on neglige l'effet Doppler) et a aussi W degres de 
liberte par seconde. Du point de vue d'un canal, le nombre de dimensions du signal 
recu indique le nombre de signaux differents qui peuvent etre detectes au recepteur. En 
consequence, le nombre de degres de liberte d'un canal est definit comme le nombre de 
dimensions du signal recu (Tse, 2005; Frigon, 2008). 
La diversite spatiale permet d'utiliser plusieurs antennes au transmetteur et/ou au rece-
pteur aim d'obtenir des trajets avec des evanouissements independants. On distingue les 
trois systemes suivants pour creer de la diversite spatiale : 
- SIMO : Ce systeme est compose d'une antenne de transmission et de plusieurs an-
tennes de reception. On parle done de diversite a la reception. Ce systeme aboutit 
a la meme diversite que la diversite temporelle avec un codage de repetition sauf 
qu'on profile en plus d'un gain de puissance. La puissance du signal recu augmente 
lineairement avec L; doubler par exemple L aboutit done a un gain de puissance de 3 
dB. Pour 1 antenne de transmission et nr antennes de reception, la diversite maximale 
qu'on peut atteindre est egale a nr. 
- MISO : Ce systeme est compose de plusieurs antennes de transmission et d'une an-
tenne de reception. Ce genre de systeme presente un defi car il est impossible d'ex-
traire un gain de diversite en transmettant le meme symbole au meme moment par 
les deux antennes. En effet, les signaux au recepteur ne s'ajoutent pas d'une maniere 
coherente au recepteur contrairement au filtre MRC. Cependant, si on suppose que 
les statistiques du canal sont connues au transmetteur, on peut envoyer le vecteur 
x — x-^- ce qui maximise le SNR en alignant le signal transmis avec le canal, e'est 
ce qu'on appelle transmit beamforming (Frigon, 2008; Tse, 2005). En consequence, 
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le probleme se reduit au meme probleme scalaire de la diversite de reception. 
Dans le cas ou les statistiques du canal ne sont pas connues au transmetteur, on peut 
utiliser un code de repetition temporel, c'est-a-dire qu'on peut transmettre un symbole 
par chaque antenne a des instants differents. Cette technique de transmission donne le 
gain de diversite maximal mais est inefficace car elle n'utilise pas judicieusement les 
degres de liberte du canal. En effet, a chaque instant, seulement une antenne est active 
et le meme symbole est transmis par les L antennes pendant L symboles de temps. 
L'utilisation de codage de canal avec cette technique de transmission offre un gain de 
codage en plus d'un gain de diversite ce qui ameliore le coefficient C dans 1'equation 
(1.30). 
Afin d'exploiter plus judicieusement les degres de liberte du canal, les codes spatio-
temporels ont ete concus. Une technique tres efficace et tres simple est le codage 
d'Alamouti (Alamouti, 1998) qui atteint le gain de diversite maximal et qui double 
le taux de transmission du codage par repetition (deux symboles differents trans-
mis sur deux intervalles de temps contre un symbole transmis sur deux intervalles 
de temps pour le codage de repetition). Beaucoup d'autres travaux de recherche ont 
ete effectuees pour determiner des codes spatio-temporels. On classifie aujourd'hui 
les codes spatio-temporels en STBC (Space-Time Block Coding) qui utilise des codes 
en blocs et qui sont simples (exemple le code d'Alamouti) et en STTC (Space-Time 
Trellis Coding) qui utilise la structure du codeur convolutionnel, qui est plus complexe 
que le STBC mais presente des meilleures performances (Tarokh, 1998). 
Noter que pour nt antennes de transmission et pour une antenne de reception, le gain 
de diversite maximal est de nt. 
- MIMO : Ce systeme est compose de plusieurs antennes de transmission et de plusieurs 
antennes de reception. Pour nt antennes de transmissions et nr antennes de reception, 
il y a nt.nr trajets possibles, et done un gain de diversite maximal de nt.nr peut etre 
obtenu. En plus du gain de diversite, les systemes MIMO offrent ce qu'on appelle 
un gain de multiplexage obtenu grace aux multi-trajets et aux signaux arrivant de 
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plusieurs directions. Par exemple pour un systeme MIMO 2x2, le codage de repetition 
permet d'atteindre un gain de diversite maximal de 4 avec un gain de multiplexage de 
1/2 (par seconde par Hz) puisque le meme symbole est transmis en deux periodes de 
temps. En appliquant le codage d'Alamouti, on obtient le gain de diversite maximal 
de 4 avec un gain de multiplexage de 1 (par seconde par Hz) puisque deux symboles 
differents (ou non correles) sont transmis en deux periodes de temps (Alamouti, 1998). 
En effet, le codage d'Alamouti est superieur a la repetition puisque les deux antennes 
transmettent dans chaque periode de temps alors que pour la repetition juste une seule 
antenne est active par periode de temps. 
Pour un systeme MIMO nt par nr, on appellera le gain de multiplexage maximal le 
nombre de degres de liberte dans le systeme, egal a min(ni,nr). En effet, un systeme 
MIMO permet de creer des canaux virtuels, de transmission paralleles, et, a haut SNR, le 
debit de transmission de bout-en-bout augmente lineairement avec le nombre d'antennes 
comme l'indique l'equation suivante (Tse, 2005) : 
QAIff nmin 
C « min(nt,nr)log( ) + £ E[log()$)] (1.31) 
L'equation (1.31) donne une approximation de la capacite ergodique a haut SNR ou les 
A, represented les valeurs singulieres de la matrice de canal H. En analysant l'equation 
(1.31), on remarque que la vitesse de transmission augmente lineairement a haut SNR 
avec mm(nt,nr) qui est le nombre de degres de liberte du systeme. 
En consequence, un systeme MIMO ameliore la fiabilite d'un lien et augmente le debit 
sans puissance ou bande passante additionnelle. 
Noter qu'il existe un compromis fondamehtal entre le gain de diversite et le gain de 
multiplexage, c'est-a-dire qu'il n'est pas possible de maximiser les deux gains simul-
tanement. Par exemple, le codage d'Alamouti atteint le gain de diversite maximal mais 
utilise la moitie des degres de liberte pour le cas d'un systeme 2 x 2. La technique V-
BLAST (Tse, 2005) permet de transmettre des symboles independants des differentes 
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TAB. 1.1 Comparaison entre le gain de diversite et des degres de liberte du canal avec 















antennes et dans le temps. Cette technique est basee sur le multiplexage spatial puisque 
des informations independantes sont multiplexees dans l'espace. En effet, cette tech-
nique exploite tous les degres de liberte et transmet done plus de bits independants que 
le codage d'Alamouti. Pour un systeme MIMO 2 x 2 , quatre symboles differents sont 
transmis en deux periodes de temps, done un gain de multiplexage maximal de 2 est 
atteint (par seconde par Hz) avec un gain de diversite de 1 (Tse, 2005). 
En supposant un systeme MIMO nt par nr et un canal d'evanouissement de Rayleigh 
(i.i.d.), le compromis est exprime par la fonction en morceau donne par (Tse, 2005) 
d(r)* = (r, (nt — r)(nr — r)),r = o, ...,min(nt,nr). (1-32) 
tel que d(r)* est le gain de diversite et r est le gain de multiplexage. En effet, pour 
un gain de multiplexage r, r antennes de transmission et r antennes de receptions sont 
utilisees pour le multiplexage et les antennes restantes sont disponibles pour la diversite. 
Le tableau 1.1 compare le gain de diversite et de multiplexage du canal avec diverses 
techniques de transmissions pour un systeme MIMO 2 x 2 (Frigon, 2008; Tse, 2005). 
Pour plus d'information sur le compromis entre la diversite et le multiplexage, on invite 
le lecteur a se referer a Particle pionnier (Zheng, 1998). 
30 
1.7 Conclusion 
On a presente dans ce chapitre les differents modules qui composent un systeme de 
communications et on s'est interesse specifiquement aux differents defis lors d'une com-
munication sans-fil. La conclusion importante qu'on peut tirer est que la communication 
sans-fil pour un canal plat et qui varie lentement n'est pas fiable. En effet, on a vu que les 
performances d'un canal de Rayleigh sont largement deteriorees en comparaison avec un 
canal AWGN, surtout a haut SNR. Cette degradation dans les performances a haut SNR 
est due aux evanouissements profonds et non pas au bruit. 
Afin de combattre les evanouissements profonds, la diversite permet de transmettre l'in-
formation par differents canaux d'evanouissements independants ce qui ameliore nette-
ment les performances. 
Afin d'utiliser les degres de liberte judicieusement, les systemes MIMO permettent d'ex-
ploiter grace aux codes spatio-temporels les degres de liberies spatiales et temporels. 
Les benefices des systemes MIMO sont tellement importants que certaines techniques 
de transmission comme le codage d'Alamouti sont devenues des standards du sans-fil. 
De plus, les systemes MIMO ont recemment ete introduits dans la norme de plusieurs 
systemes commerciaux et seront utilises dans la plupart des systemes a haut debit dans 
le futur : 802.11 (WiFi), 802.16 (WiMAX) et LTE. 
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CHAPITRE 2 
LES RESEAUX COOPERATIFS 
On presente dans ce chapitre les notions de bases et les differents protocoles qui per-
mettent de creer de la diversite spatiale grace a la communication cooperative . En effet, 
la diversite de transmission necessite plus d'une antenne au transmetteur. Cependant, 
beaucoup d'appareils sans-fil ont des contraintes de taille physique, de materiel et de 
puissance et ne peuvent done pas supporter plus d'une seule antenne. Afin de resoudre 
ce probleme, la communication cooperative permet aux usagers ayant une seule antenne 
de partager leurs antennes dans un reseau sans-fil afin de creer un reseau d'antennes 
virtuelle et done de beneficier de la diversite spatiale. 
2.1 Les motivations d'un reseau cooperatif 
On a vu dans le chapitre precedent les avantages des systemes MIMO qui se refletent en 
une meilleure qualite de service et des plus grandes vitesses de transmissions. En effet, 
les benefices des systemes MIMO sont tellement importants que certaines techniques de 
diversite de transmission comme le codage d'Alamouti (Alamouti, 1998) sont devenues 
des standards du sans-fil. Bien que la diversite de transmission ait beaucoup d'avantages, 
il n'est pas toujours possible d'equiper les terminaux de plusieurs antennes. Dans le cas 
d'une station de base dans un reseau cellulaire, la diversite est clairement avantageuse 
car on n'a pas de contraintes de puissance ou de taille physique. Cependant, les usagers 
dans un reseau ne peuvent pas toujours etre equipes de plusieurs antennes. Une des 
premieres raisons auxquelles on peut penser est le probleme de taille physique. En effet, 
afin de pouvoir profiter du gain de diversite, il faut que les antennes soient separees dans 
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un appareil d'au moins A/2 ou A est la longueur d'onde du signal (Tse, 2005). Notez 
que pour le cas de stations de base, la separation d'antennes est entre 12 a 18 A (Tse, 
2005). Si on prend par exemple un systeme WCDMA avec une frequence micro-onde de 
2 GHz, la longueur d'onde est de A = 15 cm, il n'est done pas possible d'integrer plus 
d'une antenne sur un cellulaire. D'autres limitations auxquelles on peut penser sont les 
contraintes de puissance et de materiel. Si on prend l'exemple d'un reseau de capteurs 
(sensor network), certains noeuds ont la taille d'un grain de sable. En consequence, les 
contraintes de puissance, de materiel, et de taille physique deviennent tres importantes. 
Un autre probleme auquel on peut penser est celui du prix. En effet, avoir plus d'une 
antenne sur un appareil necessite plus de materiel et plus de traitement ce qui rend les 
appareils plus chers. Notez qu'afin de commercialiser un produit a grande echelle, il est 
important que le prix soit raisonnable. En consequence, l'ajout de plusieurs antennes sur 
des appareils risque d'augmenter significativement le prix des appareils, ce qui pourrait 
rendre leur commercialisation difficile. Une autre limitation du MIMO est le manque de 
connectivity cause par exemple par l'ombrage, ou l'attenuation du signal est trop elevee 
pour atteindre la destination. 
Afin de repondre aux limitations des systemes MIMO, une nouvelle classe de technique 
connue sous le nom de communication cooperative permet a des mobiles ayant une seule 
antenne de s'approcher des performances des systemes MIMO grace a la cooperation. 
L'idee de base de la communication cooperative est pour des usagers ayant une seule 
antenne de partager leurs antennes dans un reseau afin de creer un reseau d'antennes 
virtuelles. Cette technique permet done aux usagers de beneficier de la diversite spatiale 
en transmettant des signaux de differents endroits geographiques (macro-diversite). En 
consequence, chaque signal est transmis dans un canal d'evanouissement independant 
ce qui permet une meilleure detection au recepteur. La figure 2.1 montre l'idee de base 
de la cooperation entre usagers. Chaque usager est equipe d'une seule antenne et ne peut 





Usager1 Usager 2 
FIG. 2.1 L'idee de base de la cooperation 
usager (usager 2 dans la figure 2.1) de detecter la transmission de l'usager 1 et de relayer 
son information vers la destination. Puisque les chemins vers la station de base des deux 
usagers sont independants, de la diversite spatiale est produite. 
Les recents developpements dans le domaine de la communication cooperative sup-
posent que chaque usager dans un reseau sans-fil est a la fois une source d'information 
et un relais (figure 2.2). Certains pourraient supposer que la cooperation represente un 
sacrifice pour chaque usager, car chaque usager consomme sa puissance et utilise sa lar-
geur de bande pour relayer l'information de son partenaire. Cependant, un gain de diver-
site est cree, ce qui permet d'atteindre les memes performances que la non cooperation 
avec moins de puissance. De plus, un usager ayant un mauvais canal aurait besoin de 
plusieurs transmissions avant que son message soit recu correctement par la destina-
tion. En consequence, ses depenses de puissance deviennent elevees avec diminution de 
son debit. Les articles pionniers dans la communication cooperative (Sendonaris, 2003; 
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FIG. 2.2 Communication cooperative ou chaque usager est a la fois source et relais 
deux usagers a long terme . 
2.2 Modelisation du systeme 
2.2.1 Transmission orthogonale half-duplex 
Dans ce chapitre et le reste du memoire, on considere un canal plat en frequence qui varie 
lentement (flat and slow fading) avec du bruit AWGN. Afin d'eviter les problemes d'in-
terferences au recepteur, on divise la largeur de bande en canaux orthogonaux (frequen-
tiels ou temporels) et on assigne ces canaux aux usagers. En consequence, chaque usager 
transmet dans son propre canal orthogonal a tous les autres. 
Pour n'importe quel protocole de cooperation, les usagers doivent etre capables de traiter 
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S : nombre d'utilisations du canal 
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FIG. 2.3 Comparaison entre une transmission orthogonale directe et une transmission 
orthogonale cooperative 
les signaux qu'ils recoivent des partenaires. Cependant, les limitations technologiques ne 
permettent pas aux usagers d'operer en full duplex, c'est-a-dire de transmettre et de rece-
voir en meme temps et sur la meme bande frequence. En effet, a cause des attenuations 
severes causees par les evanouissements, le signal transmis est typiquement 100 a 150 
dB au dessus du signal recu (Laneman, 2001). De plus, le niveau d'isolation des cou-
pleurs n'est pas assez eleve pour proteger le signal recu (faible) du signal transmis. En 
consequence, on considere une operation half duplex. La figure 2.3 inspiree de (Lane-
man, 2001) compare l'allocation des canaux en supposant une division orthogonale du 
canal dans le temps, entre une transmission directe non cooperative et une transmission 
orthogonale cooperative. Noter que cette allocation s'applique pour les cas ou le relais 
transmet le meme nombre de symboles que son partenaire. La figure 2.3 considere deux 
usagers Ul et U2 qui transmettent a une destination commune. Notez que la transmis-
sion de l'information se fait en deux intervalles de temps. Dans le premier intervalle, la 
destination recoit S/2 symboles pour l'usager 1 (Ul) et dans le deuxieme intervalle, la 
destination re?oit S/2 symboles pour l'usager 2 (U2). Lorsque les usagers ne cooperent 
pas, chaque usager transmet ses propres S/2 symboles. Dans le cas cooperatif, l'usager 
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transmet dans la premiere phase de cooperation 5/4 symboles pour lui-meme a la desti-
nation (qui sont aussi recus par le relais) et le relais lui transmet dans la deuxieme phase 
de cooperation 5/4 symboles. En consequence, la destination recoit 5 symboles apres 
les deux intervalles de temps (5/2 symboles pour l'usager 1 et 5/2 symboles pour l'usa-
ger 2). Noter que chaque intervalle de temps est compose de deux phases de cooperation, 
la premiere phase ou l'usager transmet son information et la deuxieme phase ou le relais 
transmet l'information de son partenaire (figure 2.3). On appelle done 5 le nombre d'uti-
lisations du canal apres les deux intervalles de temps ou le nombre de symboles recu a 
la destination apres les deux intervalles de temps. 
2.2.2 Modelisation du canal 
On presente dans cette section le modele de base d'un reseau cooperatif en supposant 
qu'un usager s £ {1,2} coopere a l'aide d'un relais r £ {1,2} pour transmettre vers la 
destination d = 3 (par exemple la station de base) au temps m. On suppose aussi que le 
relais repete la meme information de son partenaire a la destination. 
On presente ci-dessous le modele discret en bande de base en supposant 5 utilisations 
du canal, e'est a dire que la destination recoit 5 symboles apres les deux intervalles de 
temps. Pour une transmission directe, chaque usager transmet 5/2 symboles pour lui 
meme, on a done 
ySyd{m] = hs4[m\xs[m] + wd[m] (2.1) 
tel que ys,d[m] est le message recu a la destination a l'instant m (transmis par la source), 
xs[m] le message transmis par la source a l'instant m, hS)d le gain complexe du canal 
entre la source et la destination, et wd[m) est le bruit AWGN a l'instant m. Noter que 
1'equation (2.1) qui decrit un lien direct est semblable a 1'equation (1.18) du chapitre 
1. Pour les instants m = l , . . . ,5/2, usager 1 (s — 1 ) transmet vers la destination 
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et usager 2 (5 = 2) transmet son information pour les instants m = 5/2 + 1,..., S. 
On remarque qu'en considerant une transmission orthogonale, chaque usager utilise la 
moitie des degres de liberies du canal. 
Pour le cas de la cooperation, on modelise le canal durant la premiere phase de cooperation 
par 
ys,r [m] = hs,r [m}xs [m] + wr [m] (2.2) 
ya,d[m] = hs,d[m]xs[n] + wd[m] (2.3) 
tel que s — 1, r = 2, yS:d[m] et ys,r[m] sont les messages recus a la destination et au 
relais (usager 2) transmis par la source (usager 1), xs[m] le signal de la source (usager 
l ) e t m = l , . . . ,5/4. 
Dans la deuxieme phase de cooperation, le relais transmet son estimation de 1'informa-
tion de son partenaire. On a done 
yr,d\m] = hr4[m}xs[m] + wd[m] (2.4) 
tel que s = 1, r = 2, yr,d[n] est le message recu par la destination et envoye par le 
relais (usager 2), xs [m] le signal estime par le relais (provenant de la source) et m = 
S/4 + 1,..., 5/2. Notez que lorsque le relais devient une source (deuxieme intervalle de 
temps), la procedure est la meme sauf qu'on echange les roles de la source et du relais. 
Notez que les coefficients hij (i € {s, r} et j € {r, d}) capturent les effets des evanouisse-
ments a grande et petite echelle et sont modelises par l'equation (1.19). De plus, Wj[n] 
est represente par l'equation (1.10) et represente le bruit et les interferences au recepteur 
j a 1'instant m. 
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2.3 Les protocoles cooperatifs 
Les premieres idees derriere la communication cooperative peuvent etre retracees aux 
travaux de van der Meulen (Van der Meulen, 1971) et Cover et El Gamal (Cover, 1979) 
qui ont etabli des bornes sur la capacite d'un usager qui transmet a la destination avec 
l'aide d'un relais. Le modele de base consistait d'un reseau de trois nceuds : un usager, 
un relais et la destination, qui partagent tous la meme largeur de bande, ou chaque usager 
transmet dans son propre canal orthogonal(par exemple en TDMA). Sans rentrer dans 
les details, la conclusion importante a retenir est qu'un usager atteint les plus hauts taux 
de transmission lorsque le canal source-relais est de haute qualite. 
Malgre 1'importance des travaux de van der Meulen , Cover et El Gamal, les scenarios 
de communication cooperative analyses dans la litterature recente different des etudes 
presentees dans (Van der Meulen, 1971; Cover, 1979). En effet, la premiere grande 
difference est que les premiers travaux (Van der Meulen, 1971; Cover, 1979) etudient 
la capacite d'un canal AWGN alors que les developpements recents sont motives par le 
concept de diversite pour un canal a evanouissements (Nosratinia, 2004). La deuxieme 
grande difference est que les travaux de (Van der Meulen, 1971; Cover, 1979) considerent 
que la fonction du relais est uniquement d'aider un usager a transmettre son information 
a la destination. Par contre, pour les etudes recentes, on considere que les ressources du 
systeme sont fixes et que chaque usager est a la fois une source d'information et un relais 
pour son partenaire. 
On presente ci-dessous les protocoles cooperatifs de base. 
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bits decodes au relais (usager 2) 
Signal analogue' 
Signal analogue 
bits codes usager 1 
FIG. 2.4 Decode and forward 
2.3.1 Decode and forward (DAF) 
Ce protocole est le plus proche des idees de base (Van der Meulen, 1971; Cover, 1979) 
d'un reseau a trois noeuds. Pour DAF, chaque usager essaie de detecter et decoder les 
symboles de son partenaire, puis retransmet une estimation de l'information de son par-
tenaire vers la destination. Idealement, le relais reproduit et retransmet exactement la 
meme information que son partenaire (figure 2.4). Les equations (2.2) a (2.4) decrivent 
ce protocole. La source transmet son information xs[m] pour les instants m = 0,..., 5/4 
(premiere phase de cooperation). Durant cette phase, le relais detecte et decode ysr[m]. 
Dans la deuxieme phase de cooperation, c'est-a-dire pour les instants m = 5/4 + 
1,..., 5/2, le relais reencode l'information et transmet son estimation du signal provenant 
du partenaire a la destination. 
xr [TO] = xs[m — 5/4] (2.5) 
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tel que xs est le symbole estime au relais provenant de la source. 
Noter que DAF est base sur un codage de repetition pour obtenir la diversite puisque 
le relais retransmet le meme signal que son partenaire (ou une estimation). Les signaux 
transmis par l'usager et le relais sont combines a la destination afin d'extraire la diver-
site (par exemple en utilisant du MRC si on suppose que les statistiques du canal sont 
connues a la destination). 
Malgre les avantages de cette technique, plusieurs inconvenients sont a souligner. En 
effet, il est possible que le relais ne detecte pas correctement son partenaire et peut done 
nuire a la detection des bits a la station de base. De plus, la station de base a besoin 
de connaitre la probabilite d'erreur du canal inter-usager afin d'effectuer un decodage 
optimal (Nosratinia, 2004). (Laneman, 2001) montre que la probabilite de perte (outage) 
de DAF est proportionnelle a 1/SNR a haut SNR. En consequence, DAF a un gain de 
diversite d'ordre 1 a haut SNR. Ce resultat peut etre explique par le fait que le lien 
source-relais limite les performances. 
2.3.2 Amplify and forward (AAF) 
La technique AAF a ete introduite par Laneman (Laneman, 2001; Laneman, 2003). Cette 
technique a connu beaucoup de succes dans la communaute scientifique grace a sa sim-
plicite et son efficacite. Dans cette methode, chaque usager recoit le signal de son par-
tenaire, affecte par les evanouissements et le bruit. Comme le nom l'indique, chaque 
usager amplifie ce qu'il recoit et le retransmet a la station de base. La station de base 
combine les deux signaux qu'elle recoit de l'usager et du relais et produit une decision 
finale sur chaque bit transmis (figure 2.5). 
La source transmet son information xs[m] pour les instants m = 1, ...,5/4. Pendant cet 
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bits codes usager 1 
FIG. 2.5 Amplify and forward 
intervalle, le relais detecte ySiT.[m] tel que 
ys,r[m] = hs,r[m]xs[m] + wr[m] (2.6) 
et transmet 
xr[m] = Pya,r[m-S/4\ (2.7) 
tel que ys,r est le message re9u au relais provenant de la source, m = 8/4 + 1,.... 5/2 et 
/3 etant le facteur d'amplification au relais. Afin de respecter les contraintes de puissance, 
le relais doit respecter la contrainte (Laneman, 2001) 
£{P2\yrs\2] = P2(\K,A2P + a2) < P (2.8) 




au relais) et 0%. est la variance du bruit au relais. On a done 
L'equation (2.9) assure que le relais ne transmettra pas un signal ayant une puissance 
superieure a la puissance du signal transmis par la source. 
Notez que le coefficient d'amplification (3 depend du coefficient d'evanouissement entre 
la source et le relais. De plus, cette methode utilise un codage de repetition puisque 
le relais repete une version amplifiee du signal de son partenaire. La station de base 
combine les deux signaux pour n — 1,..., 7V/2 en utilisant par exemple du MRC. Malgre 
le fait que le relais amplifie son propre bruit, la station de base recoit deux copies du 
signal ayant subi des canaux d'evanouissements independants. (Laneman, 2001) montre 
que la probability de perte (outage) de AAF est proportionnelle a 1/SNR2 a haut SNR. 
En consequence, AAF offre un gain de diversite d'ordre 2 a haut SNR, ce qui est le gain 
de diversite maximal pour le cas de deux usagers. 
Malgre les avantages de AAF, quelques limitations sont a souligner. Premierement, 
comme l'indique l'equation (2.9), la station de base doit connaitre les statistiques du 
canal inter-usager afin de decoder d'une maniere optimale. Deuxiemement, l'echantillo-
nnage, 1'amplification et la retransmission de valeurs analogues plutot que numeriques 
est assez difficile avec la technologie numerique d'aujourd'hui (Nosratinia, 2004). 
2.3.3 Relayage de selection 
Afin d'eviter la propagation d'erreurs au relais, Laneman (Laneman, 2001) propose un 
protocole adaptatif ou le relais transmet uniquement lorsque le canal inter-usager est 
favorable. En effet, lorsque le SNR instantane du canal inter-usager est de haute qua-
lite, le relais decode (ou amplifie dans le cas de AAF) le message de son partenaire 
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et le retransmet a la destination. Par contre, si le SNR instantane du canal inter-usager 
est faible, l'usager retoume a la non cooperation et envoi son information sous forme 
de repetition ou en utilisant une autre technique de codage plus puissante. Puisque les 
recepteurs peuvent estimer les coefficients d'evanouissement hs>r, les terminaux peuvent 
decider de cooperer ou pas en fonction de / i s r . A noter que chaque terminal decide 
independamment de cooperer ou non selon la qualite du signal recu du partenaire. Ceci 
peut done creer des situations asymetriques ou un usager beneficie de la cooperation et 
l'autre non. 
En effet, si | /z5>r |
2 est plus petit qu'un seuil fixe, la source continue sa transmission a 
la destination sous forme de repetition ou en utilisant un code plus puissant. Cependant, 
si | /is>r |
2 est superieur a un seuil fixe, le relais retransmet ce qu'il recoit de la source 
en utilisant les techniques DAF ou AAF. Notez qu'une autre maniere d'implementer le 
relayage de selection est d'utiliser un code CRC qui permet au relais de detecter les 
erreurs dues au canal. Pour un code CRC de 16 bits, la probability que le relais detecte 
correctement les erreurs est de 0.99998. Pour plus de details sur les codes CRC, on refere 
le lecteur a (Wicker, 1995; Haccoun, 2007a). En consequence, si le code CRC indique 
des erreurs lors du decodage, le relais ne transmet rien pour son partenaire, et l'usager 
retourne done a la non cooperation. Par contre, si le code CRC indique qu'il n'y a pas 
d'erreurs lors du decodage, le relais transmet pour son partenaire. 
(Laneman, 2001) montre que la probability de perte (outage) du relayage de selection est 
proportionnelle a 1/SNR2 a haut SNR. En consequence, le relayage de selection offre 
un gain de diversite d'ordre 2 a haut SNR, ce qui est le gain de diversite maximal pour 
le cas de deux usagers. 
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2.3.4 Codage cooperatif 
Le codage cooperatif est une technique de communication cooperative qui a ete intro-
duite par Hunter et Nosratinia (Hunter, 2004; Hunter, 2006a). La technique proposee est 
inspiree de DAF et du relayage de selection, puisque l'usager incorpore un code CRC 
dans son message d'information et utilise un codage de canal afin d'avoir simultanement 
un gain de codage et un gain de diversite. Cependant, la difference majeure entre le co-
dage cooperatif et DAF est que le codage cooperatif n'est pas base sur un codage de 
repetition. En effet, chaque usager partage son mot de code en deux parties de taille va-
riable, et transmet une partie par son lien ascendant et l'autre partie par le lien ascendant 
du relais. La taille de chaque partie du code peut etre variee afin de s'adapter aux condi-
tions des canaux. On voit clairement la flexibilite du codage cooperatif, qui a la capacite 
de s'adapter aux conditions des canaux et d'utiliser plus judicieusement les degres de 
liberte du canal. On presente dans le chapitre suivant une description detaillee du codage 
cooperatif en utilisant les codes RCPC. 
L'analyse faite dans (Hunter, 2006b) montre que le codage cooperatif a une probability 
de perte proportionnelle a 1/SNR2 a haut SNR. En consequence, le codage cooperatif 
offre un gain de diversite d'ordre 2 a haut SNR, ce qui est le gain de diversite maximal 
pour le cas de deux usagers. Cependant, il offre un meilleur gain de codage que les 
techniques precedentes. 
2.3.5 Relayage incremental 
Les protocoles presentes jusqu'a maintenant considerent que le relais (dans le cas de la 
cooperation) transmet toujours pour son partenaire. Cette approche n'utilise pas judi-
cieusement les degres de liberte, surtout a haut SNR. En effet, si le canal entre source 
et destination est de bonne qualite, la cooperation n'est pas necessaire. Afin de resoudre 
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ce probleme, Laneman (Laneman, 2001) propose un lien de retour ou feedback sous la 
forme de signaux ACK/NACK de la destination indiquant le succes ou l'echec d'une 
transmission directe. Dans le cas ou la destination decode correctement la transmission 
directe de l'usager, aucune retransmission n'est necessaire. Cependant, dans le cas ou la 
destination est incapable de decoder le message directe de la source, le relais retransmet 
afin d'exploiter la diversite spatiale. De plus, dans le cas ou la destination demande une 
retransmission et le relais est incapable de decoder son partenaire, l'usager retransmet 
son information par son lien direct. 
Laneman (Laneman, 2001) montre que cette methode augmente substantiellement l'ef-
ficacite spectrale car le relais ne retransmet que tres rarement. (Laneman, 2001) montre 
que la probability de perte (outage) de cette methode est proportionnelle a 1/SNR2 a 
haut SNR. En consequence, le relayage incremental offre un gain de diversite d'ordre 2 
a haut SNR, ce qui est le gain de diversite maximal pour le cas de deux usagers. 
2.4 Conclusion 
On a presente dans ce chapitre le concept de la communication cooperative qui permet 
a des usagers ayant une seule antenne de partager leurs antennes afin de creer un reseau 
d'antennes virtuelles et done de profiter de la diversite spatiale. 
On s'interesse dans la suite du memoire au codage cooperatif qui integre le codage de 
canal dans la cooperation. Malgre la superiority et la flexibilite de cette technique par 




LE CODAGE COOPERATIF EN UTILISANT LES CODES RCPC 
On a vu dans le chapitre precedent diverses techniques qui permettent aux utilisateurs de 
beneficier de la diversite spatiale grace a la cooperation. Les protocoles presentes etaient 
bases sur la repetition puisque le relais repete ou envoie le meme nombre de symboles 
a la station de base que son partenaire. Dans le cas de AAF, on atteint une diversite 
de 2 a haut SNR. Cependant, la station de base doit connaitre les statistiques du canal 
inter-usager afm de combiner les deux transmissions d'une facon optimale. De plus, la 
technique devient inefficace lorsque le canal inter-usager et les liens ascendants sont a 
faibles SNR. Dans le cas de DAF, la station de base doit connaitre la probability d'er-
reur du canal inter-usager pour decoder d'une maniere optimale (Nosratinia, 2004). De 
meme, dans le cas ou le relais est incapable de decoder correctement, les performances 
peuvent etre pires que sans cooperation comme on le verra dans ce chapitre. De plus, 
DAF et AAF sont bases sur un code de repetition, ils n'utilisent done pas judicieusement 
la largeur de bande et les degres de liberte. Malgre les gains de la repetition a faible SNR, 
ces techniques deviennent inefficaces a haut SNR. 
Hunter et Nosratinia ont propose une nouvelle technique appellee Codage Cooperatif 
qui integre le codage de canal dans la cooperation. Les symboles d'un mot de code sont 
distribues et transmis par les antennes de chaque usager afin d'atteindre une meilleure 
diversite. En effet, au lieu de repeter, le relais envoie des bits de parties pour son par-
tenaire. Le mot de code d'un usager est partage en deux (la taille des mots de code 
apres la partition n'est pas forcement egale), ou une partie est transmise par l'antenne 
de l'usager et la deuxieme partie par l'antenne du relais. Une maniere facile et tres ef-
ficace de partitionner le mot de code d'un usager est d'utiliser la perforation des codes 
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convolutionnels ou RCPC. L'utilisation du codage de canal dans la cooperation permet 
beaucoup de fiexibilite par rapport aux protocoles bases sur la repetition. En effet, les 
usagers peuvent varier leur taux de codage afin de s'adapter aux conditions du canal. Le 
codage cooperatif incorpore aussi un code CRC afin d'eviter la propagation d'erreurs 
qui degrade les performances, surtout lorsque le canal inter-usager est a faible SNR. 
On revoit dans la partie 3.1 les caracteristiques des codes RCPC qu'on utilise pour 
implementer le codage cooperatif. De meme, on mettra en evidence les applications pos-
sibles des codes RCPC qu'on utilisera dans les chapitres suivants. La partie 3.2 decrit 
une implementation du codage cooperatif en utilisant les codes RCPC et le modele du 
systeme. La partie 3.3 decrit les resultats numeriques qu'on a obtenus par simulations 
(en utilisant le logiciel Matlab) montrant les gains impressionnants du codage cooperatif 
et qui confirment les resultats publies dans la litterature (Hunter, 2004; Hunter, 2006a). 
La partie 3.4 conclut le chapitre. 
3.1 Les codes RCPC et leurs applications 
3.1.1 Description des codes RCPC 
Les codes RCPC (Hagenauer, 1988; Kallel, 1992; Haccoun, 1989) sont des codes convo-
lutionnels avec un faible taux de codage 1/V qu'on perfore periodiquement (avec une 
periode P) afin d'obtenir une famille de codes avec un taux de codage plus eleve P/(P+ 
I) ou I peut etre varie entre 1 et (V — 1)P. En consequence, le taux de codage varie entre 
P/(P 4-1) et 1/V. Les caracteristiques et les restrictions sur les patrons de perforation 
permettent aux bits codes d'un taux de codage eleve d'etre partages et utilises par un 
taux de codage plus faible. Cette caracteristique permet aux codes RCPC d'etre utilises 
comme des codes incrementaux dans les systemes ARQ/FEC. En effet, lorsque la des-
tination n'arrive pas a decoder un message transmis avec un taux de codage eleve, le 
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transmetteur transmet des bits de parites additionnels afin de diminuer le taux de codage 
et done d'augmenter le pouvoir de correction du code. L'elegance de cette technique 
repose sur le fait qu'on ne retransmet pas le message en entier en cas d'erreur. En effet, 
on retransmet uniquement des bits de parites additionnels ce qui ameliore nettement le 
debit du systeme. La communication entre la destination et le transmetteur se fait par 
le biais de signaux ACK/NACK, ou un signal ACK indiquerait le succes d'une trans-
mission (done pas de retransmissions necessaires) et un signal NACK, indiquerait la 
presence d'erreurs lors du decodage et la necessite de bits de parite supplementaires. Le 
nombre de bits de parite dans les retransmissions peut varier et depend des matrices de 
perforations utilisees. Ann de comprendre comment les bits codes d'un taux de codage 
eleve sont utilises par un taux de codage plus faible, on presente un exemple inspire de 
(Hagenauer, 1988). 
Soit un code convolutionnel avec un taux de codage R — 1/2 qu'on perfore periodique-
ment avec une periode P = 4. On a P = 4 et V = 2, done les differents taux de codage 
qu'on peut atteindre sont 4/5,4/6,4/7 et 4/8. Les patrons de perforations sont decrits 
par les quatre matrices V x P ci-dessous : 
Un zero dans la matrice de perforation correspond a un symbole code qu'on perfore et 
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done qu'on ne transmet pas. Notez que la premiere ligne de la matrice de perforation 
correspond a la perforation de la sortie du premier generateur et la deuxieme ligne cor-
respond a la perforation de la sortie du deuxieme generateur. II est important de noter que 
plus on perfore (plus on a de zeros dans la matrice de perforation) et plus on augmente 
la vitesse de transmission. Cependant, le compromis est qu'on diminue le pouvoir de 
correction du code et done on devient plus susceptible aux erreurs causees par le canal. 
La matrice F4 ne contient pas de zeros et correspond done au plus faible taux de codage 
qu'on appelle le taux de codage mere. La matrice P\ correspond au plus haut taux de 
codage dans cet exemple egal a 4/5. Si le taux de codage 4/5 n'est pas assez puissant 
pour corriger les erreurs causees par le canal, un taux de codage plus faible peut etre 
utilise (4/6, 4/7 ou 4 /8) en transmettant seulement les bits perfores. Dans cet exemple, 
le nombre maximum de retransmissions possibles est egal a 3. 
3.1.2 Resultats numeriques 
Afin de montrer les avantages des codes RCPC, on implemente le protocole decrit prece-
demment en utilisant une famille de codes RCPC avec une memoire M = 4 (done un 
codeur ayant une longueur de contrainte de 5 ou un registre de decalage de 5 cellules), 
periode de perforation P = 8, matrice generatrice G=[23 35 27 33] (en base octale) 
et taux de codage mere 1/4 publiee par Hagenauer (Hagenauer, 1988). De raeme, on 
suppose un message a la source de K — 128 bits incluant un code CRC afin de detecter 
les erreurs a la destination. Nous supposons un canal de Rayleigh plat, quasi-statique 
(les statistiques du canal ne changent pas durant les retransmissions), et on suppose que 
la destination connait les statistiques du canal. De plus, on considere une modulation 
BPSK et on mesure la qualite du canal par le SNR moyen recu qu'on peut exprimer par 
SNRavr = £/N (on normalise les gains du canal pour avoir JE[|/I?-|] = 1) ou £ est 
l'energie transmise par bit et N est l'energie du bruit par temps de bit. 
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On utilise la definition normalisee du debit: (Hagenauer, 1988) 
T = 
P + L 
(3.1) 
ou lav est le nombre moyen de symboles codes dans une periode de perforation P. 
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1 0 1 0 1 0 1 0 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 0 1 1 1 0 
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1 1 1 1 1 1 1 1 ̂  
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 / 
Les matrices P\ a P13 correspondent respectivement aux taux de codage 8/9, 4/5, 2/3, 
4/7, 1/2, 4/9, 4/10, 4/11, 1/3, 4/13, 2/7, 4/15, 1/4. Done le nombre maximal de retrans-
missions possibles dans cet exemple est 12. De merae, lors d'une retransmission, un 
usager transmet K/Ri - K/Ri-i bits de parites ou Ri est le nouveau taux de codage 
atteint par l'usager et i varie entre 2 et 13. 
La figure 3.1 montre le debit de l'usager en fonction du SNR moyen a la destination. 
On remarque que le debit est une fonction croissante. En effet, plus le SNR est eleve et 
moins on a besoin de bits de parites et done plus notre vitesse de transmission est elevee. 
On remarque que pour un SNR eleve, le debit atteint 8/9 qui est le plus grand taux de 
codage qu'on utilise. Par contre, lorsque le SNR=0 dB, le debit est egal a environ 0.5327. 
Cette figure nous permet done de conclure qu'il n'est pas toujours necessaire d'utiliser 
le taux de codage mere pour avoir une transmission sans erreur. En effet, par un simple 
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FlG. 3.1 Debit normalise en supposant un taux de codage mere egal a 1/4 
transmission. 
3.2 Codage cooperatif 
On presente dans cette section une implementation du codage cooperatif en utilisant les 
codes RCPC. D'autres implementations ont aussi ete proposees en utilisant les codes 
Turbo (Janani, 2004). 
3.2.1 Modele et description du systeme 
On considere deux usagers qui sont equipes d'une seule antenne qui cooperent afin de 
creer de la diversite spatiale. De plus, chaque usager opere en deux modes : Source 
ou Relais comme 1'indique la figure 3.2. Chaque message a la source est augmente 
par un code CRC afin d'eviter la propagation d'erreurs par le relais. Le message aug-
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BS : Station de base 
• MESSAGE U1 (Usager 1) 
1> MESSAGE U2 (Usager 2) 
— > MESSAGE DE U2 TRANSMIS PAR U1 
— • MESSAGE DE U1 TRANSMIS PAR U2 
FIG. 3.2 Deux usagers qui cooperent ou chaque usager est source et relais 
mente est encode par un codeur convolutionnel ce qui resulte en N symboles codes. En 
consequence, le taux de codage est de R = K/N. La transmission des N symboles codes 
de chaque usager se fait en deux phases qu'on appelle les deux phases de cooperation. 
De meme, on considere qu'il n'y a pas d'interference dans la transmission des usagers, 
c'est-a-dire que chaque usager transmet dans son propre canal orthogonal ce qui permet 
a la destination de detecter separement les transmissions. 
Dans la premiere phase de cooperation, chaque usager perfore son mot de code de N 
symboles en un mot de codes de Ni symboles selon une matrice de perforation (on sup-
pose qu'on perfore N2 = N — JVi symboles). Les JVi symboles codes qui en resultent 
represented un mot de code valide mais avec un pouvoir de correction plus faible. 
Chaque usager transmet son mot de code perfore de Ari symboles a la destination. On 
appelle la transmission des JVi symboles codes des usagers 1 et 2 la premiere phase 
de cooperation qu'on denote temps 1 dans la figure 3.3. Le relais detecte la transmis-
sion de son partenaire, decode sa transmission et calcule les N2 symboles codes qui 
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FIG. 3.3 Codage Cooperatif 
ont ete perfores dans le premier intervalle de cooperation. Dans la deuxieme phase de 
cooperation, chaque usager transmet les 7V2 symboles perfores pour son partenaire. On 
denote la deuxieme phase de cooperation par temps 2 dans la figure 3.3. En consequence, 
le mot de code de N symboles de chaque usager est partitionne en deux, et chaque partie 
est transmise par un canal independant. Les N\ et N2 symboles codes sont recombines 
a la station de base (notee BS) selon la matrice de perforation utilisee et la qualite des 
canaux. Dans le cas ou le relais est incapable de decoder le message de son partenaire 
(determine a l'aide du CRC), il transmet ses propres N2 bits de parites (figure 3.3) . En 
consequence, chaque usager transmet toujours N = Nx + Ar2 apres les deux phases de 
cooperation. 
Sans feedback entre les usagers, 4 cas peuvent se produire : 
Cas 1 : Les deux usagers arrivent a se decoder 
Dans ce cas, chaque usager transmet 7V2 symboles codes pour son partenaire. En conse-
quence, la destination recoit Ni symboles codes directement de l'usager et N2 symboles 
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codes du relais. 
Cas 2 : Aucun des usagers n 'arrivent a decoder son partenaire 
Dans ce cas, chaque usager retourne a la non cooperation et transmet ses propres bits de 
parites. Chaque usager transmet alors N = A^ 4- N2 pour lui meme et la destination ne 
recoit que des symboles en provenance de l'usager. 
Cas 3 : Usager 1 decode usager 2 mais usager 2 est incapable de decoder usager 1 
Dans ce cas, l'usager 2 est en avantage et l'usager 1 est en desavantage. En effet, dans 
le deuxieme intervalle de cooperation, chaque usager transmet N2 symboles codes pour 
l'usager 2. Les deux mots de codes identiques transmis pour l'usager 2 dans la deuxieme 
phase de cooperation sont combines de facon optimale avec du MRC au BS. L'usa-
ger 1 ne transmet que son mot de code perfore de JVi bits codes (mot de code valide 
mais avec un pouvoir de correction affaibli) dans la premiere phase de cooperation. En 
consequence, l'usager 2 est en grand avantage car c'est le seul qui beneficie de la diver-
site spatiale et l'usager 1 est en grand desavantage. 
Cas 4 : Usager 2 decode usager J mais usager 1 est incapable de decoder usager 2 
Identique au cas 3 en inversant les roles des usagers 1 et 2. 
Sans feedback entre les utilisateurs, les cas 3 et 4 peuvent se produire ce qui avantage un 
usager et desavantage l'autre. Nos simulations et les resultats publies par (Hunter, 2004) 
montrent que les cas 3 et 4 ne se produisent presque jamais lorsque le canal inter-usager 
est reciproque (par exemple en TDMA). Par contre, lorsque le canal inter-usager est non 
reciproque (par exemple en FDMA ), les cas 3 et 4 se produisent avec des probabilites 
non negligeables ce qui a des consequences facheuses sur les performances comme on 
le verra dans la prochaine section. 
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On considere que les canaux dans le systeme sont tous mutuellement independants et 
sont affectes par un canal de Rayleigh plat et quasi-statique, c'est-a-dire, le gain de 
chaque canal change apres que la destination recoit N symboles codes pour chaque usa-
ger. On suppose que la sortie de l'encodeur RCPC est modulee par une modulation 
BPSK et on considere que les recepteurs connaissent les statistiques du canal (CSI). En 
consequence, le signal transmis par l'usager i € {1,2} et recu par l'usager j G {0,1,2} 
(j=0 correspond a la destination) au temps n peut etre modelise par : 
ViAM - \hi}j\\J£ibi[m] + Wj[m] (3.2) 
ou £i est l'energie transmise par bit code par l'utilisateur i, bi[m] £ {—1, +1} est le bit 
code module par une modulation BPSK a l'instant m, \hij\ represente l'amplitude du 
coefficient d'evanouissement entre i et j , et Wj represente le bruit thermique et d'autres 
sources d'interferences a la reception. Les gains du canal sont modelises par hiyj ~ 
C7V(0,1) (en supposant qu'on normalise les gains du canal pour avoir £[|/i|j|] = 1) et 
le bruit est modelise par Wj ~ A/"(0, Nj/2) ou Nj est l'energie du bruit par temps de bit 
au recepteur j . Lorsque les canaux entre usagers sont reciproques (i.e TDD), on a hitj = 
hjti. Lorsque les canaux entre utilisateurs sont non-reciproques (i.e FDD) on considere 
que hij et hjti sont mutuellement independants. La qualite du canal est mesuree par son 
SNR recu moyen qu'on peut exprimer par SNRavr = £i/Nj. 
On definit le degre de cooperation de chaque usager par N2/N. Le degre de cooperation 
d'un usager depend du nombre de bits codes qu'on perfore et done des matrices de 
perforations. Supposons que le taux de codage mere est R et le taux de codage dans 
la premiere phase de cooperation est R-± = K/Ni tel que K soit le nombre de bits 
d'information a la source et Ni soit le nombre de bits codes dans la premiere phase de 
cooperation. On a : 
a = N2/N = 1 - R/Rx (3.3) 
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tel que a soit le degre de cooperation. Notez que (3.3) exprime le degre de cooperation 
en fonction du taux de codage dans la premiere phase de cooperation. De plus, le taux de 
codage dans la premiere phase de cooperation depend de la matrice de perforation. Si on 
suppose une matrice de perforation P ayant c colonnes et qui contient v 1, alors le taux 
de codage dans la premiere phase de cooperation est c/v = K/N\ (Haccoun, 2007a; 
Haccoun, 1989). La matrice de perforation P (ci-dessous) contient 8 colonnes (c = 8) et 
seize 1 (v = 16), done R\ = 8/16 = 1/2, ce qui correspond a un degre de cooperation 
de 50% d'apres (3.3). 
/ 1 1 1 1 1 1 1 1 ̂  
1 1 1 1 1 1 1 1 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
Afin de mieux comprendre le fonctionnement du codage cooperatif, on presente l'exem-
ple suivant. On suppose un message de source K = 8 bits, une matrice generatrice 
G=[23 35 27 33], un taux de codage R = 1/4 et done un mot de code de TV = 32 bits 
codes. On considere la matrice de perforation : 
/ 1 1 1 1 1 1 1 1 N* 
1 1 1 1 1 1 1 1 
0 0 0 0 0 0 0 0 
y O O O O O O O O 
P = 
J 
qui resulte en un taux de codage egal a 1/2 (degre de cooperation de 50 %). On conserve 
les memes hypotheses qu'auparavant et on considere un usager (usager 1) qui transmet 
au BS a l'aide d'un relais (usager 2). Dans la premiere phase de cooperation, le mot 
de code de l'usager 1 est perfore ce qui resulte en un mot de code de A^ = 16 bits. 
On suppose que le relais decode sans erreur les Nx bits codes transmis par l'usager. En 
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consequence, il transmet N2 = iV — Ni = 16 bits de parites. Cette procedure peut etre 
realisee en considerant la matrice de perforation complementaire au relais : 
^ o o o o o o o o ^ 
0 0 0 0 0 0 0 0 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
Les deux mots de codes de Ni = N2 = 16 bits codes sont concatenes a la destination en 
tenant compte de la matrice de perforation P et de la qualite des canaux. 
Le signal transmis par l'usager (i = 1) et recu par la destination (j = 0) est modelise par 
(dans le cas general) 
yi,o [m] = hifi[m]y Sihlm] + wlfi[m (3.4) 
ou m = 1,.., N\ et wito ~ A^(0, a 10 J 
Le signal transmis par le relais (i = 2) et re?u par la destination (j = 0) est modelise par 
(dans le cas general) 
J/2,0 H = h2,Q{m]J £2h[m] + w2fi[m (3.5) 
ou m = Ni + 1,.., N et w2fi ~ J\f(0, a; 20; 
Connaissant les statistiques des liens ascendants, la destination pondere, similairement 
au MRC (se referer a l'equation (1.27)) , les signaux recus par : h*lQ[r]/a\0 pour les 
instants r = l,...,Ni (signal transmis par l'usager) et ^2o[*]/cr2o P o u r ^es instants s = 
Ni + 1,...,N (signal transmis par le relais). Noter que les coefficients h*w[r\la\Q et 
^2o[s]/a2o permettent d'amplifier le gain de diversite. 
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On a done : 
our = 1,.., iVi 
J/1,0M - yi,o[r] x h*w[r}/a' 10 (3.6) 
2/2,o M = 2/2,o[«] x ^20 [*]/<* 20 (3.7) 
ous = Ni + 1,..,N 
yio[r] et y2o[s] sont ensuite concatenes a la destination selon la matrice de perforation 
afin de reformer le mot de code de N symboles qu'on decode (decodage de Viterbi par 
exemple) pour retrouver le message emis par la source de K bits. 
3.2.2 Resultats numeriques 
On a simule le codage cooperatif en utilisant une famille de codes RCPC avec une 
memoire M=A, periode de perforation P=8, matrice generatrice G=[23 35 27 33] et 
taux de codage mere R=\/4 publiee par Hagenauer (Hagenauer, 1988) et utilisee par 
(Hunter, 2004; Hunter, 2006a). De plus, on suppose que chaque usager a un message de 
K=128 bits a la source incluant un code CRC de 16 bits donne par 15935 (en notation 
hexadecimal). Done apres les deux phases de cooperation, chaque utilisateur transmet 
N = 4 x 128 = 512 bits codes. On considere dans nos simulations deux matrices de 
perforations Piet P2 qui correspondent respectivement a un taux de codage 1/2 et 1/3, 
done a 50% et 25% de degres de cooperations. 
Pi = 
^ I I I I I I I I N 
1 1 1 1 1 1 1 1 
0 0 0 0 0 0 0 0 
0 0 0 0 0 0 0 0 
61 
0 5 10 15 20 
SNR Recu Moyen a la Station de Base (liens ascendants egaux)(dB) 
FIG. 3.4 Comparaison entre 50% et 25% pour un canal inter-usager reciproque parfait 
supposant des liens ascendants egaux 
/ i i i i i i i i \ 
1 1 1 1 1 1 1 1 
1 1 1 1 1 1 1 1 
y o o o o o o o o y 
Noter que 50% represente un taux eleve de cooperation puisque le relais envoie la moitie 
des bits codes pour son partenaire et 25% correspond a un degre de cooperation faible 
puisque le relais envoie le quart des bits codes pour son partenaire. 
Po = 
3.2.2.1 Canal inter-usager reciproque 
La figure 3.4 montre une comparaison entre 50% et 25% de cooperation avec un usager 
qui ne coopere pas (il envoie done tous ses bits codes) en supposant un canal parfait 
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SNR Recu Moyen a la Station de Base (liens ascendants egaux)(dB) 
FIG. 3.5 Performance de 50% pour differents SNR du canal inter-usager en supposant 
un canal reciproque et des liens ascendants egaux 
reciproque entre les usagers. Un canal parfait signifie que le relais decode toujours cor-
rectement son partenaire. Pour le cas de 50% de cooperation, le relais envoie toujours 
dans le deuxieme intervalle de cooperation 7V2 = N — JV"i — 256 bits codes et dans le 
cas de 25% de cooperation N2 = N — N\ = 128 bits codes. On remarque que 50% de 
cooperation fournit toujours des meilleures performances que 25% lorsque le canal est 
parfait entre les usagers. En effet le gain peut atteindre 2 dB. On voit aussi que le gain 
entre 50% et pas de cooperation est drastique, un gain qui peut atteindre les 12.5 dB ! 
Ceci est principalement du a la diversite fournie par le codage cooperatif. 
La figure 3.5 montre les performances de 50% de cooperation pour diverses valeurs du 
canal inter-usager. On remarque que les performances des usagers deviennent meilleures 
lorsque le canal inter-usager devient meilleur. De plus, on remarque que meme lorsque 
le canal inter-usager est a 0 dB, les performances sont meilleures que la non-cooperation 
pour toutes les valeurs du SNR du lien ascendant (un gain qui peut atteindre 3 dB a haut 
SNR). 11 est important de noter que la courbe cooperation parfaite represente une borne 
sur les performances, c'est-a-dire qu'on ne pourra jamais depasser les performances 
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FIG. 3.6 Comparaison entre 50% et 25% en supposant un canal inter-usager reciproque 
de 0 dB et des liens ascendants egaux. 
refletees par cette courbe car 50% est le degre de cooperation optimal lorsque le canal 
inter-usager est parfait (Hunter, 2004). Encore une fois, on remarque le gain de diversite 
drastique par rapport a la non cooperation. 
La figure 3.6 compare les performances de 50% et 25% de cooperation pour un ca-
nal inter-usager reciproque de 0 dB (canal de faible qualite) et des liens ascendants 
egaux. On remarque que contrairement au cas ou lorsque le canal est parfait, 25% de 
cooperation a des meilleurs performances que 50% pour toutes les valeurs du SNR du 
lien ascendant (un gain qui atteint 1.5 dB a haut SNR). Ce resultat montre que lorsque 
le canal inter-usager est faible, moins de cooperation est favorable, et done l'usager doit 
transmettre plus de bits codes par son lien ascendant que par le lien ascendant du relais. 
La figure 3.7 est un exemple qui demontre la superiority du codage cooperatif aux proto-
coles bases sur la repetition. On fixe le canal inter-usager a 10 dB (canal reciproque) et 
on compare les performances de 50% et 25% de cooperation. On remarque que lorsque 
le lien ascendant a un SNR qui varie entre 0 a 10 dB, e'est-a-dire le lien ascendant est 
64 
0 5 10 15 20 
SNR Recu Moyen a la Station de Base (liens ascendants egaux)(dB) 
FIG. 3.7 Comparaison entre 50% et 25% en supposant un canal inter-usager reciproque 
de 10 dB et des liens ascendants egaux. 
plus faible que le canal inter-usager, 50% (haut degre de cooperation) a des meilleures 
performances que 25% (faible degre de cooperation), un gain qui atteint 1 dB environ. 
Par contre, lorsque le SNR du lien ascendant est entre 10 et 20 dB, c'est-a-dire le lien 
ascendant est plus fort que le canal inter-usager, le cas de 25% de cooperation a des 
meilleures performances que 50% ( un gain qui atteint 1.5 dB environ). Cette figure 
montre done que lorsque le canal inter-usager est fort (par rapport au lien ascendant), la 
cooperation est favorisee. Par contre, lorsque le canal inter-usager est faible ( par rap-
port au lien ascendant), moins de cooperation est souhaitable. Cette figure montre alors 
la flexibilite du codage cooperatif et sa capacite de changer son taux de codage dans la 
premiere phase de cooperation afin d'adapter les degres de cooperation aux conditions 
des canaux. On peut aussi conclure que le degre de cooperation optimal varie en fonction 
de la qualite du canal ascendant et du canal inter-usager. 
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FIG. 3.8 Performances de 50% en supposant un canal inter-usager de 10 dB et des liens 
ascendants asymetriques 
3.2.2.2 Liens ascendants asymetriques 
On considere dans cette partie que les liens ascendants des usagers sont asymetriques 
(i.e. differents SNR recus). La figure 3.8 montre la performance des deux usagers lorsque 
le canal inter-usager est reciproque egal a 10 dB et lorsque les liens ascendants sont 
asymetriques. On fixe le canal de 1'usager 1 a 20 dB (done l'usager 1 a un tres bon 
canal) et on varie le SNR du lien ascendant de l'usager 2 entre 0 et 20 dB. On remarque 
que les performances de l'usager 2 augmentent substantiellement en cooperant avec un 
usager qui a un excellent canal. En effet, les gains de l'usager 2 atteignent environ 11 
dB. Ce resultat n'est pas surprenant puisque l'usager 2 coopere avec un usager ayant un 
tres bon canal. Par contre, ce qui est moins intuitif est que les performances de l'usager 
1 s'ameliorent aussi en cooperant avec un usager ayant un moins bon canal. En effet, 
lorsque l'usager 1 ne coopere pas, sa probability d'erreur est d'environ 10"3 pour un 
SNR=20dB. Par contre, la probability d'erreur est d'environ 4.10-4 lorsque l'usager 1 
coopere avec l'usager 2 ayant un SNR=0 dB (lien ascendant de l'usager 2). On peut 
conclure alors que les usagers beneficient toujours de la cooperation meme lorsque les 
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SNR Recu Moyen a la Station de Base (liens ascendants egaux)(dB) 
FIG. 3.9 Comparaison entre des canaux reciproques et non-reciproques pour 50% de 
cooperation en supposant des liens ascendants egaux 
canaux sont asymetriques en raison du gain en diversite. II est important de noter que si 
le lien ascendant de l'usager 2 etait tres faible (par exemple -20 dB), les performances 
de l'usager 1 se degradront et seront pire que dans le cas de non cooperation. 
3.2.2.3 Canal inter-usager non reciproque 
On considere dans cette section que les canaux entre les usagers sont mutuellement 
independants (done un canal inter-usager non reciproque), e'est-a-dire h^ ^- hjt. La 
figure 3.9 montre la degradation dans les performances lorsque le canal inter-usager est 
non-reciproques. En effet, lorsque le canal inter-usager est a 10 dB, on remarque qu'on 
atteint jusqu'a 2.5 dB de degradation. Cette degradation peut etre expliquee par le com-
portement asymetrique que les usagers peuvent avoir lorsque le canal inter-usager est 
non reciproque. En effet, lorsque le canal inter-usager est non reciproque, la probabilite 
d'avoir les cas 3 et 4 ou un utilisateur est en desavantage augmente (Hunter, 2004), ce qui 
explique la degradation dans les performances. La figure 3.10 compare les performances 
de 25% de cooperation lorsque le canal inter-usager est reciproque et non-reciproque. 
On remarque que contrairement a la figure 3.9 avec 50% de cooperation, la degradation 
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FIG. 3.10 Comparaison entre des canaux reciproques et non-reciproques pour 25% de 
cooperation en supposant des liens ascendants egaux 
est legere entre les deux. Ce resultat peut etre explique par le faible degre de cooperation 
qui augmente la taille du mot de code transmis dans la premiere phase de cooperation 
(grand Ni) et qui augmente done la probabilite d'etre decode correctement par le par-
tenaire. On peut conclure alors qu'un plus faible degre de cooperation (done plus faible 
taux de codage dans la premiere phase de cooperation) diminue la probabilite de com-
portements asymetriques par les usagers et done rapproche les performances lorsque le 
canal inter-usager est reciproque et non reciproque. 
3.2.2.4 Comparaison entre le codage cooperatif et amplify and forward 
Nous avons vu dans le chapitre 3 que AAF qui est base sur la repetition offre une 
diversite de 2 a haut SNR. Afin de comparer d'une maniere judicieuse les deux pro-
tocoles, on simule une version codee de amplify and forward. On utilise un code de 
taux 1/4 qu'on perfore en utilisant la matrice Pi ce qui resulte en un code de taux 1/2. 
Chaque usager transmet dans la premiere phase de cooperation avec un taux de co-
dage 1/2 et son partenaire amplifie et transmet ce qu'il recoit dans la deuxieme phase 
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FIG. 3.11 Comparaison entre 25% codage cooperatif et AAF pour un canal inter-usager 
reciproque de 0 dB et des liens ascendants egaux 
de cooperation. En consequence, le taux de codage atteint par repetition apres les deux 
phases de cooperations est de 1/4. Cette approche nous permet de comparer AAF et le 
codage cooperatif qui a un taux de codage R = 1/4 apres les deux phases de cooperation. 
La figure 3.11 compare 25% codage cooperatif avec une version codee de AAF lorsque 
le canal inter-usager est de 0 dB et les liens ascendants sont egaux. On remarque que 
le codage cooperatif depasse les performances de AAF pour toutes les valeurs du SNR 
du lien ascendant. Notez qu'on a choisi un degre de cooperation faible (puisque le canal 
inter-usager est faible) afin de maximiser les performances. En effet, on observe un gain 
qui peut atteindre les 2.8 dB environ par rapport a AAF. 
De plus, on remarque que AAF a des pires performances que la non cooperation 3.11 
lorsque le lien ascendant est a faible SNR. Ce resultat peut etre explique par l'ampli-
fication du bruit qui est deja eleve (SNR inter-usager egal a 0 dB ) par le relais. En 
consequence, la destination ignore la branche (lien ascendant) du relais a faible SNR et 
done l'usager aurait eu plus de bits de parites sans cooperation (code 1/4 contre 1/2). 
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3.3 Conclusion 
On a etudie dans ce chapitre une implementation du codage cooperatif en utilisant les 
codes RCPC. Nos simulations confirment les resultats qui ont ete publies par (Hunter, 
2004; Hunter, 2006a). En effet, le codage cooperatif a des gains importants par rapport a 
la non cooperation meme lorsque le canal inter-usager est de mauvaise qualite et lorsque 
les liens ascendants sont asymetriques (SNR des liens ascendants ne sont pas egaux). De 
plus, onavu que le codage cooperatif offre beaucoup de flexibilite puisque les usagers 
peuvent changer leur degre de cooperation afin de s'adapter aux conditions des canaux. 
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CHAPITRE 4 
OPTIMISATION DU DEGRE DE COOPERATION DU CODAGE 
COOPERATIF 
Malgre les grands avantages du codage cooperatif, aucune expression ne nous permet 
d'obtenir le degre de cooperation optimal qui varie en fonction de la qualite des liens 
ascendants et du canal inter-usager. En effet, meme si on connait les statistiques du ca-
nal au transmetteur, on ne peut pas garantir des performances optimales car le degre de 
cooperation optimal est inconnu. De plus, aucun algorithme n'existe dans la litterature 
afin d'adapter le taux de codage des usagers dans la premiere phase de cooperation et 
done d'adapter le degre de cooperation des usagers aux conditions des canaux. II est 
important de noter qu'il existe un compromis entre les longueurs iVi et N2 du mot de 
code, e'est-a-dire entre la taille des sequences transmises dans les premiere et deuxieme 
phases de cooperation. En effet, augmenter la taille de Ni (moins de perforation) aug-
mente la probability d'etre decode correctement par le relais mais diminue le nombre 
de bits de parite qu'un usager peut transmettre pour son partenaire. Augmenter la pro-
babilite d'etre decode correctement par son partenaire augmente les chances de l'usager 
de beneficier de la diversite spatiale mais diminue les ressources que l'usager peut of-
frir a son partenaire lorsqu'il devient relais permettant ainsi d'augmenter la diversite. II 
est done important de trouver le taux de codage dans la premiere phase de cooperation 
qui optimise le compromis entre les longueurs Ni et JV2. De plus, le protocole presente 
par (Hunter, 2004; Hunter, 2006a) peut mener a des comportements asymetriques entre 
les usagers, e'est-a-dire que pour deux usagers en cooperation, seulement un beneficie 
de la cooperation. En consequence, un usager est en grand avantage et l'autre est en 
desavantage. 
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On propose dans ce chapitre une approche heuristique basee sur les techniques de re-
transmissions incrementales avec les codes RCPC afin d'adapter et optimiser le degre 
de cooperation des usagers aux conditions des canaux. En utilisant un feedback sous la 
forme de signaux ACK/NACK du relais, chaque usager augmente de facon iterative la 
longueur de son mot de code dans la premiere phase de cooperation (N{) jusqu'a l'ob-
tention d'un decodage reussi au relais. Cette approche nous permet done de minimiser 
TVi, la taille du mot de code dans la premiere phase de cooperation, et de maximiser N2, 
le nombre de bits de parite que chaque usager transmet pour son partenaire. 
Les resultats de nos simulations sont presentes et montrent que notre approche offre tou-
jours des meilleurs performances qu'avec un degre de cooperation fixe. Les ameliorations 
observes varient de 2 a 4 dB en fonction de la qualite des canaux. 
On demontre dans la section 4.1 que 50% est le degre de cooperation optimal lorsque le 
canal inter-usager est parfait. Dans la section 4.2 on decrit le modele de notre systeme. 
Dans 4.3 on donne une description de notre protocole qu'on appelle Adaptive Coded Co-
operation ou Codage Cooperatif Adaptatif. La partie 4.4 presente les resultats numeriques 
et des comparaisons entre notre protocole et le codage cooperatif. La partie 4.5 conclut 
le chapitre. 
4.1 Degre de cooperation optimal 
Nous avons vu dans le chapitre precedent que le degre de cooperation optimal change 
avec chaque nouvelle realisation du canal. Jusqu'a present, aucune expression nous per-
met de connaitre le degre de cooperation optimal en fonction de la qualite des liens 
ascendants et du canal inter-usager. En effet, ce probleme reste un probleme ouvert pour 
les chercheurs. Cependant un resultat interessant peut etre deduit en analysant la proba-
bility d'erreur par pair PEP lorsqu'on est dans le cas ou les deux usagers se decodent 
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toujours correctement. Dans sa these de doctorat Hunter publie (Hunter, 2004) que la 
probability d'avoir d bits codes en erreur a la destination est: 
p < " > £ i<dbtf'irk? <41) 
ou di et d2 sont les portions de bits codes en erreur transmis par les canaux des usagers 1 
et 2, respectivement (noter que d = di + d2 est le nombre total de bits codes en erreur). 
De plus, r1 0 et T2o represented les SNR moyens des liens ascendants. Si on suppose 
que les liens ascendants sont egaux et pour un SNR moyen eleve, on peut simplifier 4.1 
pour avoir 
En consequence, P(d) atteint son minimum lorsque d1d2 est maximum, ce qui se produit 
lorsque d\ — d2 = d/2. 
Les simulations montrent qu'en general la relation entre d\ et Ni, et d2 et N2 n'est pas 
lineaire. Cependant dans Particle (Hunter, 2003), Hunter et Nosratinia supposent que 
dijd2 ~ Ni/N2 en raison de la forte correlation entre di/d2 et Ni/N2. En consequence, 
lorsque les usagers cooperent toujours, la PEP est minimisee pour N\ = N2 — N/2. 
On conclut done que lorsque les usagers cooperent toujours, e'est a dire lorsque le canal 
inter-usager est parfait, le degre de cooperation optimal est de 50%. 
4.2 Modele et description du systeme 
On considere toujours deux usagers qu'on appelle usager 1 et usager 2 qui cooperent 
arm de transmettre vers une destination commune qu'on appelle station de base (BS). 
On conserve les memes hypotheses que pour le codage cooperatif decrit dans le chapitre 
precedent et on presente dans cette section des hypotheses supplementaires qui permet-
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tront a notre protocole de surpasser les performances du codage cooperatif. 
Le nombre de bits codes Nt qu'un usager transmet pour lui meme et le nombre de bits 
de parite qu'il transmet pour son partenaire sont determines par le taux de codage de 
chaque usager dans la premiere phase de cooperation qu'on adapte a la qualite du canal 
inter-usager grace a un feedback sous la forme de signaux ACK/NACK du partenaire. 
Chaque usager transmet Ni — K/R* bits codes pour lui-meme dans la premiere phase 
de cooperation ou K est le nombre de bits d'informations a la source et R* est le taux 
de codage optimise dans la premiere phase de cooperation et N2 = N — N1 bits codes 
pour son partenaire dans la deuxieme phase de cooperation. Noter que chaque usager 
transmet toujours apres les deux phases de cooperation N = Nx + N2 bits codes. On 
suppose aussi que le lien de retour entre les usagers est parfait, c'est-a-dire le canal ne 
corrompra jamais les messages ACK/NACK. Les differents taux de codage qu'un usager 
peut atteindre dans la premiere phase de cooperation sont donnes par 
ou P correspond a la periode de perforation du code mere de taux R = 1/V (done 1 bit 
d'information correspond a V bits codes), Ik correspond au nombre de bits codes dans 
chaque periode de perforation et k — 1,2 • • •, kmax etant le nombre de transmissions. 
Noter que pour k = kmax, le plus faible taux de codage est atteint, done Rk(n) = 1/V. 
4.3 Codage cooperatif adaptatif 
Un compromis peut etre observe entre reduire le taux de codage dans la premiere phase 
de cooperation (ce qui augmente la taille de TVi) et le nombre de bits de parite ./V2 qu'un 
usager peut transmettre pour son partenaire. En effet, augmenter la taille de JVi augmente 
la probability d'etre decode correctement par le relais et done de beneficier de la diversite 
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spatiale mais diminue le nombre de bits de parite qu'un usager peut transmettre pour son 
partenaire par ce canal different pour creer de la diversite. II est done important de trouver 
le meilleur taux de codage dans la premiere phase de cooperation, celui qui optimise le 
compromis entre Ari et N2. 
Notre protocole est inspire par l'idee des redondances incrementales dans les systemes 
ARQ/FEC avec les codes RCPC (Hagenauer, 1988; Kallel, 1992; Haccoun, 1989). On 
suppose que le taux de codage mere est de 1/V (V > 2) et on suppose que chaque usager 
transmet sa premiere trame avec un taux de codage Ri = 2/V ce qui est equivalent a 
un degre de cooperation de 50% puisque Ni = N2 = KV/2 (K etant le nombre de 
bits d'informations a la source). On choisit de commencer la transmission avec un taux 
de codage de 2/V car il a ete demontre que le degre de cooperation optimal est de 
50% lorsque le canal inter-usager est parfait. Lorsque le canal inter-usager se degrade, 
un mot de code avec un plus grand pouvoir de correction est alors necessaire dans la 
premiere phase de cooperation afin de s'assurer que le relais decode son partenaire sans 
erreur. Notez qu'augmenter le pouvoir de correction du mot de code dans la premiere 
phase de cooperation (augmenter N{) est equivalent a diminuer le taux de codage dans 
la premiere phase de cooperation et done de diminuer le degre de cooperation. Apres 
avoir recu le message du partenaire, le relais decode le message (decodage de Viterbi) 
et verifie le code CRC pour des erreurs. Si le message est decode sans erreur, le relais 
informe son partenaire via un signal ACK qu'aucune retransmission n'est necessaire. 
Dans le cas d'erreurs, le relais transmet un signal NACK a son partenaire indiquant que 
des bits de parite supplementaires sont necessaires. L'usager reduit alors son taux de 
codage dans la premiere phase de cooperation en transmettant K(lk — lk-\)/P bits de 
parite (bits perfores qui n'ont pas encore ete transmis) ou P/(P + Ik) est le nouveau 
taux de codage dans la premiere phase de cooperation. La valeur de k est augmentee 
a chaque fois qu'une retransmission est demandee avec k — 2,3 • • •, kmax. Un usager 
continue a transmettre ses bits perfores jusqu'a ce qu'il recoive un signal ACK du relais 
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ou lorsqu'il atteint le plus faible taux de codage (taux de codage mere), c'est-a-dire pour 
k = kmax. On decrit maintenant les differents scenarios qui peuvent se produire dans 
notre protocole. 
On suppose que l'usager 1 recoit un signal ACK dans la premiere phase de cooperation 
avec un taux de codage Rcl et l'usager 2 recoit un signal ACK dans la premiere phase 
de cooperation avec un taux de codage Rc2. 
Trois sous-cas peuvent se produire dans le cas ou les deux usagers cooperent. 
Rcl = Rc2 
Dans ce cas, les deux usagers ont le meme taux de codage dans la premiere phase de 
cooperation lorsqu'ils recoivent un signal ACK de leur partenaire. En consequence, 
chaque usager transmet N — K/Rci = N — K/RC2 bits de parite pour son partenaire. 
Rci < Rc2 
L'usager 1 peut transmettre N — K/Rc\ bits de parite pour l'usager 2 et l'usager 2 peut 
transmettre N — K/Rc2 bits de parite pour l'usager 1 ou N — K/Rc2 > N — K/Rci. II est 
clair que l'usager 1 a un avantage sur l'usager 2, puisque l'usager 2 peut transmettre plus 
de bits de parite pour son partenaire que l'usager 1. Afin que notre systeme soit equitable 
pour les deux usagers, l'usager 2 transmet ses propres bits de parite supplementaires 
jusqu'a ce que son taux de codage dans la premiere phase de cooperation atteigne 
Rc2 — Rci- Chaque usager transmet alors le meme nombre de bits de parite pour son 
partenaire, c'est a dire Af — K/Rc\ = N — K/Rc2. 
Rcl > Rc2 
Identique qu'au cas precedent sauf qu'on inverse les roles de l'usager 1 et l'usager 2. 
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D'autre part, les usagers ne cooperent plus lorsqu'au moins un usager atteint son plus 
faible taux de codage. En consequence, chaque usager transmet N = KV bits codes 
pour lui meme et aucun des usagers ne beneficient de la diversite spatiale. 
II est clair que le protocole propose est equitable puisque les usagers ont des comporte-
ments symetriques. De meme, les cas 3 et 4 ou seulement un usager est avantage sont 
elimines. II est important de noter que les usagers ne cooperent pas uniquement lorsque 
le canal inter-usager rentre dans un evanouissement profond. 
La figure 4.1 montre une comparaison entre notre protocole et le codage cooperatif 
avec un degre de cooperation fixe en supposant une transmission en TDMA (c'est a 
dire que la transmission des usagers est separee dans le temps). Pour le cas du codage 
cooperatif fixe, la figure 4.1 montre que chaque usager transmet dans la premiere phase 
de cooperation un mot de code de taille fixe (N\ bits codes). Apres avoir decode les Ni 
bits codes de son partenaire, un usager transmet N% bits codes pour son partenaire dans 
la deuxieme phase de cooperation. Pour le cas du codage cooperatif adaptatif, la figure 
4.1 montre que chaque usager transmet dans la premiere phase de cooperation un mot 
de code de taille variable {N\ bits codes). En effet, la taille de N\ est adaptee au canal 
inter-usager grace aux signaux ACK et NACK du partenaire. Apres avoir adapte la taille 
de Ni dans la premiere phase de cooperation, chaque usager transmet les N2 bits codes 
de son partenaire dans la deuxieme phase de cooperation. 
4.4 Resultats numeriques 
On considere les memes hypotheses que pour le codage cooperatif presente dans le cha-
pitre precedent arm d'avoir une comparaison equitable avec notre protocole. On uti-
lise une famille de codes RCPC avec une memoire M = 4, periode de perforation 
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FlG. 4.1 Comparaison entre le codage cooperatif avec un degre de cooperation fixe et le 
codage cooperatif adaptatif en supposant un systeme TDMA 
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On considere 9 matrices de perforations qui resultent en 9 taux de codage different 
dans la premiere phase de cooperation donnes dans le tableau 4.1. A noter que dans 
notre exemple, a chaque fois que le relais demande une retransmission, l'usager trans-
met K/Ru — K/Rk-i = 32 bits de parite (ses bits perfores) pour k = 2,3 • • •, 9 et 
h = 8 + 2(/c — 1). Par exemple, lorsque l'usager recoit un NACK du relais apres sa 
premiere transmission (Ri=l/2), il envoie 32 de ses bits perfores ce qui baisse son taux 
de codage de 1/2 a 4/9. Le nombre maximal de retransmissions dans notre exemple est 
de 8. On compare les performances de notre protocole avec 50% et 25% de cooperation, 
ou 50% represente un haut degre de cooperation (Ri=l/2) et 25% represente un faible 
degre de cooperation (i?5=l/3). 
4.4.1 Canal inter-usager reciproque 
La figure 4.2 illustre le BER de notre protocole en supposant un canal inter-usager 
reciproque de 0 dB. On remarque que notre protocole offre un gain qui peut atteindre les 
6 dB sur la non-cooperation et est plus proche des performances de 25% de cooperation 
tout en fournissant un gain qui peut atteindre les 2 dB. Ce resultat peut etre explique 
par le fait que pour un mauvais canal inter-usager, un plus faible taux de codage dans la 
premiere phase de cooperation augmente la probability d'etre decode correctement par le 
relais et done augmente les chances de l'usager de profiter de la diversite spatiale. La fi-
gure 4.3 montre le BER de notre protocole en supposant un canal inter-usager reciproque 
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SNR Refu Moyen a la Station de Base (liens ascendants egaux)(dB) 
FIG. 4.2 Comparaison entre le codage cooperatif adaptatif et le codage cooperatif avec 
un degre de cooperation fixe en supposant un canal inter-usager reciproque de 0 dB et 
des liens ascendants egaux 
10 
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- Codage cooperatif adaptatif 
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-25% codage cooperatif 
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FIG. 4.3 Comparaison entre le codage cooperatif adaptatif et le codage cooperatif avec 
un degre de cooperation fixe en supposant un canal inter-usager reciproque de 10 dB et 










0 5 10 15 20 
SNR Re9U Moyen a la Station de Base (liens ascendants egaux)(dB) 
FIG. 4.4 Comparaison entre le codage cooperatif adaptatif et le codage cooperatif avec 
un degre de cooperation fixe en supposant un canal inter-usager reciproque de 20 dB et 
des liens ascendants egaux 
de 10 dB. On remarque que lorsque le SNR moyen du lien ascendant est entre 0 et 10 dB, 
les performances de notre protocole sont plus proches de 50% cooperation tout en ayant 
un gain qui peut atteindre 2 dB. Par contre lorsque le SNR moyen du lien ascendant est 
compris entre 10 et 20 dB, notre protocole est plus proche de 25% tout en fournissant un 
gain qui peut atteindre les 2 dB. De plus, on remarque un gain qui peut atteindre les 12 dB 
par rapport a la non-cooperation. La figure 4.3 illustre un exemple parfait de la flexibilite 
de notre protocole et sa capacite a s'adapter aux conditions des canaux. En effet, lorsque 
le canal inter-usager est fort (compare au lien ascendant), plus de cooperation est favo-
rable et notre protocole tend (tout en ayant de meilleurs performances) vers le codage 
cooperatif avec un degre de cooperation eleve. Par contre, lorsque le canal inter-usager 
est faible (compare au lien ascendant), moins de cooperation est desirable et notre pro-
tocole tend (tout en ayant de meilleurs performances) vers le codage cooperatif avec un 
degre de cooperation faible. La figure 4.4 montre le BER de notre protocole en supposant 
un canal reciproque inter-usager de 20 dB. On note que les performances de notre proto-
cole sont legerement superieures aux performances de 50% de cooperation. Ce resultat 
- Sans cooperation 
- Codage cooperatif adaptatif 
- 50% cooperation 
-25% cooperation 
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TAB. 4.2 Probabilites des taux de codage dans la premiere phase de cooperation en 



















































n'est pas surprenant car pour un canal inter-usager parfait, 50% de cooperation produit 
des performances optimales. Puisque un canal de 20 dB est considere comme un canal 
d'excellente qualite, notre protocole tend vers les performances de 50% de cooperation. 
Le tableau 4.2 presente les probabilites (moyenne sur toutes les valeurs du SNR du 
lien ascendant) des taux de codage dans la premiere phase de cooperation en suppo-
sant un canal inter-usager reciproque et des liens ascendants egaux. On remarque que 
lorsque le canal-inter-usager devient meilleur, la probabilite d'avoir un taux de codage 
1/2 dans la premiere phase de cooperation s'ameliore nettement. En effet, les simula-
tions montrent que lorsque le canal inter-usager s'ameliore, un degre de cooperation de 
50% devient favorable. De plus, on remarque que lorsque le canal inter-usager est a 0 
dB, c'est a dire tres faible, la probabilite d'atteindre le code mere 1/4 est d'environ 25%. 
En consequence, la probabilite de non cooperation est d'environ 25% lorsque le canal 
inter-usager est a 0 dB. II est important de noter que la probabilite de non cooperation 
est negligeable lorsque le canal inter usager est a egal a 10 et 20 dB. 
4.4.2 Liens ascendants asymetriques 
On suppose maintenant que les liens ascendants sont asymetriques. On fixe le SNR du 
lien ascendant de 1'usager 1 a 20 dB et on varie le SNR du lien ascendant de l'usager 
2 entre 0 a 20 dB. La figure 4.5 montre la superiorite de notre protocole adaptif meme 
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FIG. 4.5 Comparaison entre le codage cooperatif adaptatif et le codage cooperatif avec 
un degre de cooperation fixe en supposant un canal inter-usager reciproque de 10 dB et 
des liens ascendants asymetriques 
2 peut atteindre un gain de 4 dB par rapport a 50% de codage cooperatif. On observe 
aussi une tres forte amelioration de 1'usager 1 pour toutes les valeurs du SNR du lien 
ascendant de l'usager 2. La figure 4.5 met en evidence l'importance de s'adapter aux 
conditions des canaux meme lorsque les liens ascendants sont asymetriques. En effet, 
pour chaque realisation du canal le degre de cooperation optimal change, les usagers 
doivent done s'adapter aux changements des conditions des canaux pour optimiser leurs 
performances. 
4.4.3 Canal inter-usager non reciproque 
On considere maintenant que le canal inter-usager est non-reciproque, e'est-a-dire que 
les canaux sont independants h^ ^ h^. 
La figure 4.6 illustre le BER de notre protocole en supposant un canal-inter usager non 
reciproque de 10 dB. On constate que pour un faible SNR du lien ascendant (com-
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FIG. 4.6 Comparaison entre le codage cooperatif adaptatif et le codage cooperatif avec 
un degre de cooperation fixe en supposant un canal inter-usager non reciproque de 10 
dB et des liens ascendants egaux 
dis que pour des valeurs moyennes et elevees du SNR notre protocole tend vers 25% 
de cooperation. On peut conclure en analysant la figure 4.6 que les performances de 
notre protocole sont plutot plus proches de 25% de cooperation, done un faible degre 
de cooperation. La raison principale est qu'un faible taux de codage dans la premiere 
phase de cooperation diminue la probability d'avoir des comportements asymetriques 
des usagers ce qui degrade les performances (les cas 3 et 4). 
4.5 Conclusion 
Nous avons presente dans ce chapitre un nouveau protocole qui nous permet d'optimi-
ser le degre de cooperation du codage cooperatif pour chaque realisation du canal. Notre 
protocole est base sur un feedback (lien de retour) sous la forme de signaux ACK/NACK 
entre les usagers. Le protocole presente est tres flexible et fournit une mefhode simple 
pour optimiser les performances des usagers. En effet, l'approche heuristique qu'on a 
utilise nous a permis de trouver le taux de codage maximal dans la premiere phase 
^ S ^ _ ^ - ^ . ^ 
... . . ^S^a^ . "".-o*,, 
^ • • x ^ ' S t e . * • * » 
- e -Sans cooperation 
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de cooperation permettant aux usagers de maximiser le nombre de bits de parite qu'ils 
peuvent envoyer pour leur partenaire dans la deuxieme phase de cooperation. De plus, 
notre protocole elimine les cas 3 et 4 ou les usagers ont des comportements asymetriques. 
En consequence, avec notre protocole, les usagers ont toujours le meme comportement. 
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CHAPITRE 5 
OPTIMISATION DU DEBIT ET DES PERFORMANCES D'ERREUR DU 
CODAGE COOPERATIF 
On a presente dans le chapitre precedent une technique basee sur les retransmissions 
incrementales et qui nous permet d'adapter le degre de cooperation des usagers aux 
conditions des canaux. Malgre les grands gains et la flexibilite de notre protocole, le 
relais transmet toujours tous les bits de parite de son partenaire et le debit (c'est-a-dire 
la vitesse de transmission) est toujours constant et egal au taux de codage mere. Cette 
approche n'utilise pas judicieusement les degres de libertes du systeme, surtout a haut 
SNR. En effet, lorsque le lien ascendant a un SNR eleve, le relais n'a pas besoin (la 
plupart du temps) d'envoyer de bits de parite pour son partenaire. 
Afin de maximiser le debit et de minimiser le taux d'erreurs, on propose d'etendre les 
idees presentees dans le chapitre precedent en considerant un lien de retour entre la 
station de base (ou la destination) et les usagers. En consequence, afin d'optimiser les 
performances, on considere un lien de retour entre les usagers qui nous permet de mini-
miser la taille de JVi et un lien de retour entre la station de base et les usagers qui nous 
permet de minimiser la taille de JV2. 
Dans (Tarasak, 2005), les auteurs utilisent des concepts similaires a ceux presentees 
par Hagenauer (Hagenauer, 1988) en utilisant un relais. En effet, lorsque la destination 
est incapable de decoder le mot de code perfore d'un usager, le relais transmet les bits 
de parite supplementaires (i.e. les bits codes perfores) afin d'augmenter le pouvoir de 
correction du code. 
Cependant, le protocole presente dans (Tarasak, 2005) ne s'applique que lorsque le canal 
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inter-usager est reciproque. De plus, l'approche decrite n'optimise ni les performances ni 
le debit du au manque de feedback entre les usagers. On propose done dans ce chapitre 
d'optimiser la taille des trames (N\ et iV2) transmises dans les premiere et deuxieme 
phases de cooperation. En adaptant la taille de Ni (comme on l'a decrit dans le cha-
pitre precedent) dans la premiere phase de cooperation, l'usager augmente sa probability 
d'etre decode correctement par son partenaire ou la destination et ainsi de beneficier 
de la diversite, tout en maximisant le nombre de bits de parite qu'il peut transmettre 
pour son partenaire. En utilisant un feedback sous la forme de signaux ACK/NACK 
de la destination, chaque usager minimise le nombre de bits de parite qu'il transmet a 
son partenaire (ou lui meme dans le cas de la non cooperation) dans la deuxieme phase 
de cooperation. En consequence, ajouter un lien de retour de la destination permet aux 
usagers d'ameliorer leur debit et done d'augmenter leur vitesse de transmission. 
Les resultats de nos simulations demontrent une amelioration importante du debit com-
paree au codage cooperatif avec un debit fixe. De plus, les resultats demontrent que notre 
protocole possede des performances presque similaires lorsque les usagers ont un canal 
inter-usager reciproque et non reciproque. A noter que dans le cas du codage cooperatif, 
la difference de performances entre un canal inter-usager reciproque et non reciproque 
pouvait atteindre les 2.5 dB. 
On decrit dans la section 5.1 le modele de notre systeme. Dans la section 5.2 on donne 
une description de 1'algorithme qui nous permet d'optimiser le debit et les performances. 
La section 5.3 presente les resultats numeriques et des comparaisons entre notre proto-
cole et le codage cooperatif avec un degre de cooperation fixe. La partie 5.4 conclut le 
chapitre. 
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5.1 Modele et description du systeme 
Les hypotheses decrites dans les deux chapitres precedents sont conservees afin d'etablir 
une comparaison equitable. De plus, le nombre de bits codes qu'un usager transmet pour 
lui meme et le nombre de bits codes qu'il transmet pour son partenaire sont adaptes 
aux conditions des canaux a l'aide d'un feedback sous la forme de signaux ACK/NACK 
transmis par la destination et le relais. 
Chaque usager transmet dans les deux phases de cooperation un nombre total de N£ + 
N% < N bits codes, ou Nf est le nombre de bits codes optimise qu'un usager trans-
met pour lui meme dans la premiere phase de cooperation et N% est le nombre de bits 
codes optimise qu'un usager transmet pour son partenaire dans la deuxieme phase de 
cooperation (ou pour lui meme dans le cas de la non cooperation). A noter que le nombre 
maximal de bits qu'un usager peut transmettre apres les deux phases de cooperation est 
N = K x V bits codes ou 1/V est le taux de codage mere et K est le nombre de bits d'in-
formations a la source. Dans le cas du codage cooperatif fixe et dans notre approche dans 
le chapitre precedent, le taux de codage apres les deux phases de cooperation etait fixe et 
toujours egal au code mere 1/V, done le nombre de bits codes transmis par chaque usa-
ger etait fixe k N — K xV bits codes. Notre objectif dans ce chapitre est de minimiser 
N tout en optimisant le debit et les performances d'erreur. 
On suppose un lien de retour parfait entre les usagers et entre la destination et les usagers. 
Les differents taux de codage que les usagers peuvent atteindre apres les deux phases de 
cooperation sont 
ou P est la peri ode de perforation du taux de codage mere 1/V et Ik est le nombre total 
de bits codes (de parite) dans chaque periode de perforation ou k — 1,2 • • •, kmax est 
le nombre de transmissions. Noter que pour k = kmax, on atteint le plus faible taux 
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de codage, done le taux de codage mere. On utilise la definition du debit normalisee 
(Hagenauer, 1988) 
pour l'usager i € {1,2} ou lav est le nombre moyen de bits codes (de parite) dans une 
periode de perforation P. II est important de noter que (5.2) represente le taux de codage 
(en moyenne) de chaque usager apres les deux phases de cooperation ("taux de codage 
effectif"). 
5.2 Optimization des performances et du debit 
On a vu dans le chapitre precedent qu'il existe un compromis entre baisser le taux de 
codage dans la premiere phase de cooperation, ce qui augmente iVi, et le nombre de 
bits de parite N2 qu'un usager peut transmettre pour son partenaire. Le but de notre 
protocole dans ce chapitre est de trouver le nombre de bits codes N\ minimal dans la 
premiere phase de cooperation, assurant que le relais ou la station de base decode le 
message de l'usager sans erreur et puisse ainsi fournir de la diversite a l'usager. En 
minimisant Ni, l'usager maximise alors les ressources disponibles pour le relayage. De 
plus, le protocole cherche a maximiser le debit en minimisant le nombre de bits de parite 
qu'un usager transmet pour son partenaire dans la deuxieme phase de cooperation. Dans 
le cas ou la station de base decode un usager correctement dans la premiere phase de 
cooperation, le relais ne transmet alors aucun bit de parite dans la deuxieme phase de 
cooperation. 
On conserve les memes hypotheses presentees dans le chapitre precedent. On suppose 
un taux de codage mere de 1/V (V > 2) et on suppose que chaque usager transmet sa 
premiere trame dans la premiere phase de cooperation avec un taux de codage R\ — 2/V 
ce qui resulte en un degre de cooperation de 50% (TVi = N2 = KV/2). Apres avoir recu 
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le message de l'usager, le relais et la destination decodent le message et verifient le code 
CRC pour detecter la presence d'erreurs. Si aucune erreur n'est detectee a la destina-
tion, la station de base informe l'usager qu'aucune retransmission n'est necessaire. 11 
est important de noter que l'usager ignore les signaux ACK/NACK du relais lorsqu'il 
est decode correctement par la station de base. En d'autres mots, le relayage n'est pas 
necessaire lorsque la station de base decode l'usager correctement. Dans le cas ou le re-
lais et la station de base sont incapables de decoder correctement le message de l'usager, 
ils informent l'usager via un signal NACK que des bits de parite supplementaires sont 
necessaires afin d'augmenter le pouvoir de correction du code. En consequence, l'usa-
ger baisse son taux de codage dans la premiere phase de cooperation en transmettant 
K(lk — h-i)/P bits de parite et P/(P + Ik) devient son nouveau taux de codage dans 
la premiere phase de cooperation. La valeur de k, est augmentee a chaque fois qu'une 
retransmission est demandee ou k = 2,3 • • •, kmax. A Noter que chaque usager continue 
a transmettre des bits de parite pour lui meme dans la premiere phase de cooperation 
afin d'augmenter le pouvoir de correction de son mot de code jusqu'a ce qu'il obtienne 
un signal ACK du relais ou de la BS. Dans le cas ou l'usager recoit un signal ACK des 
deux, l'usager ignore le signal ACK du relais car son message a ete decode sans erreur 
auBS. 
On suppose que l'usager 1 recoit un signal ACK de son partenaire ou de la BS avec 
un taux de codage RA et que l'usager 2 recoit un signal ACK de son partenaire ou 
de la BS avec un taux de codage Rc2. En consequence, Rci est le taux de codage de 
la premiere phase de cooperation de l'usager i. Chaque usager transmet alors de facon 
incremental les bits de parite de son partenaire (ou les siens dans le cas de la non 
cooperation) dans la deuxieme phase de cooperation jusqu'a la reception d'un ACK de la 
BS afin de maximiser le debit. Un usager transmet tous les bits de parite de son partenaire 
(ou les siens) lorsque la station de base est incapable de decoder son message et k = 
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TAB. 5.1 La combinaisondes signaux ACK/NACK* de la BS et durelais qui produisent 
les cas 1 a 9 

























avec un degre de cooperation fixe. En effet, la figure 5.1 montre que notre protocole 
augmente d'une facon iterative la taille de Ni dans la premiere phase de cooperation 
grace aux signaux ACK/NACK provenant de la station de base et du relais. Apres avoir 
adapte la taille de Nx dans la premiere phase de cooperation, la figure 5.1 montre que 
chaque usager transmet d'une facon incremental les N2 bits codes de son partenaire 
jusqu'a l'obtention d'un signal ACK de la station de base. 
Apres chaque transmission, un usager attend un signal ACK/NACK de la BS et du re-
lais. On denote par NACK* la situation ou l'accuse de reception final est recu par 
l'usager. Puisqu'il y a deux usagers qui cooperent, 16 cas peuvent se produire a la fin de 
la premiere phase de cooperation. Par exemple, l'usager 1 recoit un ACK de la BS et un 
NACK* du relais et l'usager 2 recoit un ACK de la BS et un ACK du relais. En realite, 
un usager ignore le signal ACK/NACK du relais lorsqu'il est decode correctement par la 
BS. En consequence notre protocole peut etre caracterise par seulement les 9 cas decrits 
ci-dessous. 
Le tableau 5.1 montre les differentes combinaisons des signaux ACKJNACK* de la BS 
et du relais qui produisent les 9 cas analyses ci-dessous. Pour i e {1,2}, Afs et N?s 
correspondent respectivement aux signaux ACK et NACK* de la BS a l'usager i. De 
plus, Af et Nf- correspondent respectivement aux signaux ACK et NACK* du relais a 
l'usager i. A noter que les signaux ACKJNACK* du tableau 5.1 ne correspondent pas a 
la reponse de la BS et du relais a chaque iteration mais represented l'accuse de reception 
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final transmis par chacun. 
Cas 1 : La destination decode I 'usager 1 etl 'usager 2 correctement 
Aucun relayage n'est necessaire. Le debit de chaque usager est egal au taux de codage 
de chaque usager dans la premiere phase de cooperation, c'est a dire T, = Rci pour 
i e { i , 2 } . 
Cas 2 : Usager 1 et usager 2 atteignent leur plus faible taux de codage sans recevoir 
un signal ACK de la BS ou du relais 
Le debit de chaque usager est egal a 1/V (taux de codage mere) et le message de chaque 
usager est accepte en erreur. 
Cas 3 : Usager 1 recoit un signal ACK du relais (et N ACK* de la BS) et usager 2 
atteint son plus faible taux de codage sans recevoir un signal ACK de la BS ou du relais. 
Le message de l'usager 2 est accepte en erreur et T2 = 1/V. L'usager 1 ne coopere pas 
et transmet ses propres bits de parite de facon incrementale. 
Cas 4 : Usager 2 recoit un signal ACK du relais (et NACK* de la BS) et usager 1 
atteint son plus faible taux de codage sans recevoir un signal ACK de la BS ou du relais. 
Identique au cas 3 sauf que les roles de l'usager 1 et l'usager 2 sont inverses. 
Cas 5 : Usager J est decode correctement de la BS et usager 2 atteint son plus faible 
taux de codage sans recevoir un signal ACK de la BS ou du relais 
Le message de l'usager 2 est accepte en erreur et Ti — 1/V. De plus, le debit de l'usager 
1 est egal au debit de la premiere phase de cooperation, done T\ — Rc\. 
Cas 6 : Usager 2 est decode correctement de la BS et usager 1 atteint son plus faible 
taux de codage sans recevoir un signal ACK de la BS ou du relais 
93 
Identique au cas 5 sauf qu'on inverse les roles de l'usager 1 et l'usager 2. 
Les cas 1 a 6 ont decrit des scenarios non cooperatifs. On decrit ci-dessous les cas ou 
au moins un usager coopere. On suppose que Rci et R& ^ 1/V. Dans le cas ou Rci 
ou RC2 — 1/V , les deux usagers retournent a la non cooperation et si un des usagers 
a un taux de codage Ri ^ 1/V, alors il transmet ses propres bits de parite de facon 
incrementale. 
Cas 7 : Usager 1 decode correctement de la BS et usager 2 decode correctement du 
relais (NACK* de la BS) 
Le debit de l'usager 1 est egal au taux de codage de la premiere phase de cooperation, 
done 7\ = Rc\. De plus, l'usager 1 est au service de l'usager 2, e'est a dire qu'il transmet 
ses bits de parite de facon incrementale. 
Trois sous cas peuvent se produire : 
Rci = ^c2 ou Rc\ > RC2 : 
L'usager 1 peut supporter tous les bits de parite de l'usager 2 et peut transmettre de facon 
incrementale jusqu'a iV - K/Rc2 bits. 
Rcl < Rc2 '• 
L'usager 1 ne peut pas supporter tous les bits de parite de l'usager 2. L'usager 1 peut 
transmettre de facon incrementale jusqu'a iV — K/Rcl bits de parite pour l'usager 2. 
Si la destination (BS) n'arrive toujours pas a decoder le message de l'usager 2 apres 
que l'usager 1 lui ait transmis TV — KjRc\ bits de parite, l'usager 2 transmet ses bits de 
parite manquants de facon incrementale. En effet, l'usager 2 peut alors transmettre de 
facon incrementale pour lui meme jusqu'a K/Rci — K/Rc2 bits de parite. 
Cas 8 : Usager 2 decode correctement de la BS et usager 1 decode correctement du 
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relais (N ACK" de la BS) 
Identique au cas 7 sauf qu'on inverse les roles de l'usager 1 et l'usager 2. 
Cas 9 : Usager 1 decode correctement du relais (usager 2) et usager 2 decode cor-
rectement du relais (usager 1) (les deux usagers recoivent NACK* de la BS) 
Ce cas represente une cooperation totale des usagers, c'est-a-dire, chaque usager est a la 
fois source et relais. Trois sous cas peuvent se produire. 
Rci — Rc2 '• 
Chaque usager peut transmettre de facon incrementale jusqu'a N—K/Rci = N—K/Rc2 
bits pour son partenaire. 
Rci > RC2 : 
L'usager 1 peut supporter tous les bits de parite de l'usager 2, c'est-a-dire l'usager 1 
peut transmettre de facon incrementale jusqu'a N — K/Rc2 bits de parite pour l'usager 
2. Cependant, l'usager 2 ne peut pas supporter tous les bits de parite de l'usager 1. En 
effet, l'usager 2 peut transmettre de facon incrementale jusqu'a N — K/Rc2 bits de parite 
pour son partenaire (usager 1). Si la destination (BS) n'arrive toujours pas a decoder le 
message de l'usager 1 apres que l'usager 2 lui ait transmis N - K/Rc2 bits de parite, 
l'usager 1 transmet ses bits de parite manquants de facon incrementale. En effet, l'usager 
1 peut transmettre de facon incrementale pour lui meme jusqu'a K/Rc2 — KjRA bits de 
parite. 
Rc\ < Rc2 : 
L'usager 1 ne peut pas supporter tous les bits de parite de son partenaire (l'usager 2). En 
effet, l'usager 1 peut transmettre de facon incrementale jusqu'a N — K/Rcl bits de parite 
pour son partenaire. Si la destination (BS) n'arrive toujours pas a decoder le message de 
l'usager 2 apres que l'usager 1 lui ait transmis TV — K/Rci bits de parite, l'usager 2 
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transmet de facon incrementale ses bits de parite manquants . En effet, l'usager 2 peut 
transmettre de facon incrementale pour lui meme jusqu'a K/Rcl — K/Rc2 bits de parite. 
L'usager 2 peut transmettre de facon incrementale tous les bits de parite de son parte-
naire, c'est-a-dire jusqu'a N — K/RA bits de parite pour l'usager 1. 
Afin d'expliquer plus clairement le fonctionnement de notre protocole, un exemple nume-
rique est presente ci-apres. 
On suppose qu'on est dans le cas 9 et que Rci — 1/2 et Rc2 — 1/3, done Rci > Rc2. 
On suppose un message a la source de K = 128 bits et un taux de codage mere R = 1/4 
(N = 512). En consequence, 256 bits codes de l'usager 1 peuvent encore etre transmis et 
128 bits codes pour l'usager 2. On voit clairement que l'usager 1 peut transmettre toutes 
les bits de parite de l'usager 2 (128 bits de parite). Cependant, l'usager 2 ne peut pas 
supporter toutes les bits de parite de l'usager 1. En effet, il peut seulement transmettre 
jusqu'a N — K/Rc2 = 128 bits de parite. Si la destination n'arrive toujours pas a decoder 
le message de l'usager 1, ce dernier transmettra de facon incrementale ses bits de parite 
manquantes, c'est-a-dire jusqu'a K/Rc2 - K/Rcl — 128 bits codes. 
On voit clairement que notre protocole est equitable pour les deux usagers et qu'un 
usager n'est jamais en desavantage en cooperant puisque les deux usagers ont 1'occasion 
de transmettre leur mot de code en entier. De plus, notre protocole optimise les tailles 
des mots de code transmis dans les premiere et deuxieme phases de cooperation afin 
d'optimiser les performances d'erreur et le debit de chaque usager. 
5.3 Resultats numeriques 
On conserve les memes hypotheses que le chapitre precedent. De meme on considere 9 
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FIG. 5.2 Debit normalise en supposant un canal inter-usager reciproque et des liens 
ascendants egaux. 
tableau 4.1. En consequence, les differentes valeurs de debit qu'un usager peut atteindre 
sont donnees par {1/2,4/9,4/10,4/11, 1/3,4/13,2/7,4/15,1/4}. II est important de noter 
que pour notre exemple, a chaque fois que la destination ou le relais demande une re-
transmission, l'usager transmet K/Rj. — K/Rk^i — 32 bits de parite pour k — 2,3 • • •, 9 
et lk = 8 + 2(k — 1). De meme, le nombre maximal de retransmissions est egal a 8. 
5.3.1 Analyse de debit 
La figure 5.2 montre le debit moyen normalise lorsque le canal inter-usager est reciproque 
et lorsque les liens ascendants sont egaux. A noter que puisque les liens ascendants sont 
egaux, les deux usagers ont le meme debit et les memes performances. On remarque 
que le debit est une fonction croissante du SNR du lien ascendant. De plus, on remarque 
que le debit converge vers 0.5 a haut SNR, ce qui est le taux de codage de la premiere 
transmission dans la premiere phase de cooperation. Ce resultat indique que lorsque le 
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lien ascendant est fort, moins de bits de parite sont necessaires et done les transmissions 
sont plus rapides. De plus, on remarque que le gain du debit decroit lorsque le canal 
inter-usager devient meilleur. En effet, les courbes de debit lorsque le SNR du canal in-
ter usager est de 10 dB, 20 dB et parfait sont presque les memes. D'autre part, lorsque 
le SNR du canal inter-usager est de 0 dB et le lien ascendant est de 0 dB, on a un debit 
d'environ 0.41 contre un debit fixe de 0.25 pour le codage cooperatif. En effet, pour 
toutes les qualites des canaux, le codage cooperatif a un throughout fixe, egal a son taux 
de codage mere. 
Une remarque importante qu'on peut faire e'est qu'il n'y a pas une grande difference 
entre le debit d'un usager qui ne coopere pas et un usager qui coopere. En effet, il semble 
que le codage de canal soit suffisant pour combattre et corriger la majorite des erreurs 
dues au canal. Cependant, lorsque le canal rentre dans un evanouissement profond, la 
diversite devient alors indispensable, et dependre d'un seul trajet degrade fortement les 
performances d'erreur comme on le verra dans les figures qui suivent. Notez que si on 
tenait compte du debit apres toutes les retransmissions (done le taux de codage devient 
plus faible que le taux de codage mere) pour obtenir une trame valide a la destination, 
on aurait observe une plus grande difference en debit entre un systeme non cooperatif et 
un systeme cooperatif. 
La figure 5.3 montre le debit moyen lorsque le canal inter-usager est non reciproque et 
lorsque les liens ascendants sont symetriques. On remarque que les courbes obtenues 
dans les figures 5.2 et 5.3 sont presque identiques. 
La figure 5.4 montre le debit moyen des usagers 1 et 2 en supposant un canal inter-
usager reciproque et en supposant que le lien ascendant de l'usager 1 est fixe a 20 dB et 
que le SNR du lien ascendant de l'usager 2 varie entre 0 a 20 dB. On remarque que le 
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ascendants asymetriques. 
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dans la premiere phase de cooperation, pour toutes les valeurs du SNR du canal inter-
usager. En effet, ce resultat n'est pas surprenant puisque le canal de l'usager 1 est tres 
bon, en consequence, peu de bits de parite sont necessaires. D'autre part, on remarque 
que le debit moyen de l'usager 2 s'ameliore significativement en cooperant avec un usa-
ger ayant un tres bon canal. En comparant les figures 5.4 et 5.2, on voit que le gain du 
debit est beaucoup plus important dans le cas asymetrique. Par exemple lorsque le canal 
inter-usager est de 0 dB et le lien ascendant est de 0 dB, l'usager 2 a un debit de 0.402 
lorsqu'il ne coopere pas. Dans le cas ou les liens sont symetriques, le debit est de 0.414 
et pour le cas asymetrique de 0.421. De plus on remarque que la difference de gains de 
debit lorsque le canal inter-usager devient meilleur est plus grande pour le cas de liens 
asymetriques. Ce resultat peut etre explique par le fait qu'en cooperant avec un usager 
ayant un tres bon canal, l'usager 2 augmente sa vitesse de transmission. Finalement, plus 
le canal inter-usager est meilleur, et plus l'usager 2 augmente ses chances de profiter du 
bon canal de son partenaire et done d'augmenter sa vitesse de transmission. 
5.3.2 Canal inter-usager reciproque 
On constate que lorsque le canal inter-usager est reciproque, les performances d'erreur 
sont presque les memes que celles du chapitre 4. 
La figure 5.5 montre les performances de notre protocole pour differentes valeurs du 
SNR du canal inter-usager (reciproque) et en supposant des liens ascendants egaux. On 
voit clairement que les performances de notre systeme s'ameliorent lorsque le SNR du 
canal inter-usager augmente. Un point interessant a noter est le grand gain dans les per-
formances lorsque le canal inter-usager devient meilleur. Par contre, on remarque que le 
gain n'est pas aussi important pour le debit comme l'indique la figure 5.2. En effet, on 
remarque que la difference du debit entre la non cooperation et la cooperation parfaite 
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FIG. 5.5 Performance de notre protocole pour differents SNR du canal inter-usager en 
supposant un canal reciproque et des liens ascendants egaux 
(canal inter-usager parfait) n'est pas si grande. Ce resultat peut etre explique par le fait 
que la non cooperation avec un taux de codage 1/2 suffira dans la majorite des cas pour 
que la destination decode le message de l'usager sans erreur. Cependant, lorsque le ca-
nal rentre dans un evanouissement profond, avoir un taux de codage 1/2 ou 1/4 (taux de 
codage mere) va toujours resulter sans cooperation en un grand nombre d'erreurs lors 
du decodage si on depend d'un seul canal. En consequence, la figure 5.5 nous montre 
l'importance de la diversite meme si la figure 5.2 montre que la cooperation n'a pas un 
gain drastique sur le debit par rapport a la non cooperation. 
Les figures 5.6, 5.7 and 5.8 illustrent la superiorite de notre protocole par rapport au co-
dage cooperatif avec un degre de cooperation fixe. En effet, lorsque le canal inter-usager 
est de 0 dB, notre protocole tend vers 50% tout en gardant un gain qui peut atteindre 
les 1.7 dB. Pour un canal inter-usager de 10 dB, notre protocole tend vers 50% lorsque 
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FIG. 5.6 Comparaison entre notre protocole et le codage cooperatif en supposant un 
canal inter-usager reciproque de 0 dB et des liens ascendants egaux 
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FlG. 5.7 Comparaison entre notre protocole et le codage cooperatif en supposant un 
canal inter-usager reciproque de 10 dB et des liens ascendants egaux 
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FIG. 5.8 Comparaison entre notre protocole et le codage cooperatif en supposant un 
canal inter-usager reciproque de 20 dB et des liens ascendants egaux 
entre 10 et 20 dB. Notez que notre protocole depasse 50% et 25% avec un gain qui peut 
atteindre 1.8 dB. Lorsque le canal inter-usager est egal a 20 dB, notre protocole a des 
performances tres proches a 50% de cooperation, tout en maintenant un petit gain. 
On remarque dans cette partie que notre nouveau protocole a des performances d'erreur 
qui sont similaires a celles du chapitre 4 lorsque le canal inter-usager est reciproque. En 
effet, le protocole assure les memes performances d'erreur que le protocole du chapitre 
4 et augmente considerablement le debit. 
5.3.3 Canal inter-usager non reciproque 
La figure 5.9 montre les gains de notre protocole lorsque le canal inter-usager est non 
reciproque. Encore une fois, on voit que notre protocole est superieur a celui du codage 
cooperatif avec un degre de cooperation fixe. On remarque que les performances de notre 
protocole tendent plutot vers les performances de 25% tout en maintenant un gain qui 
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FIG. 5.9 Comparaison entre notre protocole et le codage cooperatif en supposant un 
canal inter-usager non-reciproque de 10 dB et des liens ascendants egaux 
peut atteindre les 2.2 dB. Ce resultat n'est pas surprenant, puisque qu'un faible degre de 
cooperation diminue la probabilite de comportements asymetriques des usagers ce qui 
degrade les performances. 
La figure 5.10 illustre la difference entre les performances des protocoles des chapitres 4 
et 5 lorsque le canal inter-usager est non reciproque. On remarque que contrairement a la 
section 5.3.2 ou le canal inter-usager est reciproque, il y a une difference non negligeable 
dans les performances. On presente l'exemple suivant afin d'expliquer ce resultat. Sup-
posons deux usagers U1 et U2 qui cooperent et qui communiquent avec la meme station 
de base. De plus, supposons que Ul a un tres bon canal vers la station de base mais un 
mauvais canal vers son partenaire (usager 2). En appliquant le protocole du chapitre 4, 
l'usager 1 va atteindre son plus faible taux de codage sans avoir obtenu de ACK de son 
partenaire. En consequence, les deux usagers ne cooperent pas et l'usager 2 transmet 
tous ses bits de parite par son lien ascendant. Cependant, en applicant le protocole du 
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FIG. 5.10 Comparaison entre les protocoles du chapitre 4 et 5 pour divers canaux inter-
usagers non reciproques et des liens ascendants egaux 
(probablement des sa premiere transmission, avec un taux de codage 1/2) et offre done 
beaucoup de ressources pour relayer Pinformation de son partenaire. En consequence, 
U2 profitera d'un gain de diversite. 
5.3.4 Liens ascendants asymetriques 
La figure 5.11 montre les performances de notre protocole lorsque le canal inter-usager 
est reciproque a 10 dB et lorsque les liens ascendants sont asymetriques. On fixe le SNR 
du lien ascendant de l'usager 1 a 20 dB et on varie le SNR du lien ascendant de l'usager 
2 entre 0 et 20 dB. On remarque que la performance des deux usagers s'ameliore avec la 
cooperation. En effet, la performance des deux usagers peut s'ameliorer de plus de 4 dB 
par rapport a un taux fixe de 50% de cooperation. 
On remarque que les resultats de performances presentes jusqu'a present sont tres simi-
laires aux resultats presentes dans le chapitre precedent (surtout lorsque le canal inter-
- 0 dB inter-usager, adaptatif (chap 4) 
- 0 dB inter-usager, adaptatif (chap 5) 
-10 dB inter-usager, adaptatif (chap 4) 
-10 dB inter-usager, adaptatif (chap 5) 
- 20 dB inter-usager, adaptatif (chap 4) 
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FIG. 5.11 Comparaison entre notre protocole et le codage cooperatif en supposant un 
canal inter-usager reciproque de 10 dB et des liens ascendants asymetriques 
usager est reciproque) . Cependant, notre nouveau protocole est superieur au protocole 
du chapitre precedent puisqu'on atteint presque les memes performances d'erreur tout 
en augmentant substantiellement les vitesses de transmission. En effet, lorsque le lien 
ascendant est tres bon, le message est decode presque deux fois plus rapidement. De 
plus, les performances d'erreur sont meilleures que les performances d'erreur lorsque le 
canal inter-usager est non reciproque. 
5.3.5 Comparaison des performances d'erreur lorsque le canal inter-usager est 
reciproque et non reciproque 
Nous avons vu dans le chapitre 3 que les performances d'erreur du codage cooperatif se 
degradent lorsque le canal inter-usager est non reciproque. En effet, on a remarque qu'un 
plus faible degre de cooperation diminue la difference dans les performances entre un 
canal inter-usager reciproque et non reciproque. 
On s'interesse dans cette partie a etudier les differences dans les performances entre un 
usager 1 sans coop 
—if— 50% coop usager 1 
—*— coop adaptatif usager 1 
'«' 50% coop usager 2 
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FIG. 5.12 Comparaison des performances de notre protocol lorsque le canal inter-usager 
est reciproque et non reciproque (0 dB) et en supposant des liens ascendants egaux. 
canal reciproque et non reciproque en appliquant notre protocole adaptatif. Les figures 
5.12 a 5.14 montrent une comparaison des performances de notre protocole lorsque le 
canal inter-usager est reciproque et non reciproque. On remarque que les performances 
lorsque le canal inter-usager est reciproque et non reciproque sont presque similaires. Ce 
resultat est tres interessant et puissant car il signifie que notre protocole contrairement au 
codage cooperatif fixe offre presque les memes performances pour des canaux en TDD 
et FDD. 
Par exemple, la figure 5.12 montre que lorsque le canal inter-usager est de 0 dB et qu'on 
utilise 50% de cooperation, la difference de performances entre un canal reciproque et 
non reciproque est presque constante, egale a 1.5 dB. On peut noter que notre protocole 
offre des performances qui sont superieurs dans les deux cas et presque identiques. Ces 
resultats peuvent etre expliques par le fait qu'un haut degre de cooperation augmente la 
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FIG. 5.13 Comparaison des performances de notre protocole lorsque le canal inter-
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FIG. 5.14 Comparaison des performances de notre protocole lorsque le canal inter-
usager est reciproque et non reciproque (20 dB) et en supposant des liens ascendants 
egaux. 
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protocole optimise la taille des trames qu'on transmet dans les premiere et deuxieme 
phases de cooperation pour que chaque usager atteigne simultanement le meilleur debit 
et la meilleure performance possible. En effet, notre protocole ne desavantage jamais un 
usager, et dans le pire des cas un usager ne coopere pas et transmet ses propres bits de 
parite. 
5.3.6 Analyse des probability des taux de transmission 
Les tableaux 5.2, 5.4 et 5.6 montrent les probabilites des differents taux de codage pour 
un canal inter-usager reciproque et des liens ascendants egaux. Le tableau 5.2 montre la 
probabilite des taux de codage lorsque le lien ascendant est a 0 dB. On remarque que 
pour toutes les valeurs du SNR du canal inter-usager, la probabilite du taux de codage 
Ri = 1/2 est d'environ 50%. On peut conclure que meme lorsque le lien ascendant 
est mauvais, la probabilite qu'un usager soit decode correctement des sa premiere trans-
mission, i.e avec un taux de codage 1/2, est d'environ 50%. Le tableau 5.3 montre les 
probabilites des cas 1 a 9 lorsque le lien ascendant est a 0 dB. On remarque que la 
probabilite des cas 7 a 9, ou au moins un usager coopere, augmente lorsque le canal 
inter-usager devient meilleur. En effet, lorsque le canal inter-usager est a 20 dB, on voit 
que la probabilite qu'au moins un usager coopere est d'environ 75%. 
Le tableau 5.4 montre les probabilites des taux de codage lorsque le lien ascendant est 
a 10 dB. On remarque que la probabilite qu'un usager soit decode correctement par la 
destination avec un taux de codage 1/2 est d'environ 93%, pour toutes les valeurs du 
SNR du canal inter-usager. Ce resultat est confirme en analysant les probabilites des cas 
1 a 9 lorsque le lien ascendant est a 10 dB. On remarque que la probabilite du cas 1 est 
d'environ 90% (les deux usagers recoivent ACK de la BS sans cooperation), pour un 
SNR=10 dB du canal inter-usager. On peut done conclure que lorsque les liens ascen-
dants s'ameliorent, la probabilite que les usagers cooperent baisse substantiellement. 
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TAB. 5.2 Probabilites des taux de codage pour un canal inter-usager reciproque et des 



















































TAB. 5.3 Probabilites des cas 1 a 9 pour un canal inter-usager reciproque et des liens 








































TAB. 5.4 Probabilites des taux de codage pour un canal inter-usager reciproque et des 



















































TAB. 5.5 Probabilites des cas 1 a 9 pour un canal inter-usager reciproque et des liens 











































TAB. 5.6 Probabilites des taux de codage pour un canal inter-usager reciproque et des 



















































TAB. 5.7 Probabilites des cas 1 a 9 pour un canal inter-usager reciproque et des liens 



































Les tableaux 5.6 et 5.7 confirment notre conclusion. En effet, lorsque le lien ascendant 
est a 20 dB, c'est-a-dire les liens ascendants sont d'une excellente qualite, la probabilite 
que le taux de codage soit 1/2 est d'environ 99% (pour toutes les valeurs du SNR du 
canal inter-usager) et la probabilite du cas 1 est d'environ 98% (pour toutes les valeurs 
du SNR du canal inter-usager). 
L'analyse des tableaux 5.2 a 5.7 nous permet de cone lure que dans la majorite des cas, un 
usager n'a pas besoin de cooperer afin d'etre decode correctement par la destination. Ce-
pendant, lorsque le canal rentre dans un evanouissement profond, la cooperation devient 
indispensable. 
5.4 Conclusion 
Nous avons presente dans ce chapitre une extension du codage cooperatif adaptatif en 
considerant un feedback sous la forme de signaux ACK/NACK en provenance de la 
destination et du partenaire. Notre approche nous permet d'optimiser simultanement les 
performances et le debit de chaque usager. En effet, en adaptant la taille des trames Ni 
et N2 dans les premiere et deuxieme phases de cooperation, chaque usager minimise son 
I l l 
taux d'erreurs et augmente sa vitesse de transmission. De plus, notre protocole minimise 
la grande difference dans les performances entre un canal inter-usager reciproque et 
non reciproque due a un degre de cooperation inadequat. A noter que notre protocole est 




Nous avons presente dans ce memoire differents protocoles qui permettent a des usagers 
ayant une seule antenne de cooperer avec d'autres usagers afin de creer de la diversite 
spatiale et d'atteindre les performances des systemes MISO ou MIMO (Cf. chapitre 2). 
Plus particulierement, on s'est interesse a l'utilisation de techniques de codage de canal 
dans la cooperation d'usagers dans un reseau de telecommunications sans-fil. 
Nous avons etudie dans le chapitre 3 une technique introduite par Hunter et Nosrati-
nia (Nosratinia, 2004; Hunter, 2004; Hunter, 2006a) intitulee "codage cooperatif", qui 
integre le codage de canal dans la cooperation. Nous avons presente dans le chapitre 
3 une implementation du codage cooperatif en utilisant les codes RCPC et nos simu-
lations ont confirme les resultats qui ont ete publies dans la litterature. On a mis en 
evidence l'importance de cette technique mais aussi ses limitations. En effet, on a vu 
que malgre les grands gains du codage cooperatif, aucune expression et aucun algo-
rithme nous permet d'obtenir le degre de cooperation optimal qui change avec chaque 
nouvelle realisation du canal. De plus, le manque de feedback entre les usagers conduit 
a des scenarios ou un usager est largement avantage et l'autre usager est grandement 
desavantage. Le comportement asymetrique des usagers degrade les performances et 
prend plus d'ampleur lorsque le canal inter-usager est non reciproque. 
Afin de repondre aux limitations du codage cooperatif, on a presente dans le chapitre 
4 une nouvelle technique qu'on a appele le "codage cooperatif adaptatif" qui permet 
aux usagers d'optimiser leur degre de cooperation et de supprimer le comportement 
asymetrique des usagers. Notre approche heuristique est basee sur les techniques de re-
transmissions incrementales avec les codes RCPC. En effet, en considerant un lien de 
retour du partenaire, chaque usager augmente iterativement la taille de son mot de code 
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perfore dans la premiere phase de cooperation arm de s'assurer que son partenaire le 
decode correctement tout en maximisant le nombre de bit de parite qu'il peut envoyer 
pour son partenaire dans la deuxieme phase de cooperation . Notre approche nous a per-
mis d'adapter le degre de cooperation de chaque usager aux conditions du canal. De 
plus, les simulations montrent que notre approche produit toujours des meilleures per-
formances que le codage cooperatif avec un degre de cooperation fixe. Pour un resume 
de nos resultats se referer a (Alazem, 2008a). 
On presente dans le chapitre 5 une nouvelle technique qui est une extension du protocole 
presente dans le chapitre 4. En effet, on cherche a optimiser simultanement le debit et 
les performances d'erreur de chaque usager. Le manque de feedback de la destination 
aboutit a un debit qui est fixe, egal au taux de codage mere puisque le relais transmet 
toujours tous les bits de parite de son partenaire (ou ses propres bits de parite dans le cas 
de la non cooperation). Afin d'augmenter les vitesses de transmission et d'utiliser plus 
judicieusement les degres de liberte, on considere un feedback sous la forme de signaux 
ACK/NACK de la destination et du partenaire. De plus, au lieu de transmettre tous les 
bits de parite dans une seule trame dans la deuxieme phase de cooperation, chaque usa-
ger transmet les bits de parite de facon incremental afin de minimiser N2 et done de 
maximiser le debit. Les resultats des simulations montrent que notre approche adapta-
tive a toujours de meilleures performances que le codage cooperatif avec un degre de 
cooperation fixe. De plus, le debit est ameliore significativement. En effet, pour une va-
leur elevee du SNR du lien ascendant, les vitesses de transmission sont presque doublees. 
De meme, notre protocole minimise la difference dans les performances lorsque le canal 
inter-usager est reciproque et non reciproque. Cette difference dans les performances est 
due a un degre de cooperation inadequat et peut atteindre les 2.5 dB . Finalement, on re-
marque que le protocole du chapitre 5 offre de meilleures performances d'erreur que le 
protocole du chapitre 4 (surtout lorsque le canal inter-usager est non reciproque) a cause 
du lien de retour de la station de base et du partenaire. Pour un resume de nos resultats, 
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se referer a (Alazem, 2008b). 
II est important de noter que nos protocoles permettent de s'approcher du degre de 
cooperation ideal et des meilleures performances d'une maniere heuristique, mais la 
question demeure : notre approche est-elle optimale ? 
On peut conclure que nos protocoles adaptatifs offrent des performances superieures a 
celles de DAF et AAF qui son bases sur la repetition, et sur le codage cooperatif qui est 
incapable d'adapter le degre de cooperation des usagers aux conditions des canaux et 
qui a de plus un debit fixe. 
Ce memoire met en evidence la puissance des reseaux cooperatifs qui demeure un su-
jet de recherche actuel. En effet, le premier article important qui analyse la diversite 
spatiale dans un reseau cooperatif est paru en 2003 par Sendonaris, Erkip et Aazhang 
(Sendonaris, 2003). Depuis, la communaute scientifique s'est beaucoup interessee aux 
reseaux cooperatifs a tel point que certains chercheurs affirment meme que les reseaux 
cooperatifs pourraient revolutionner le monde du sans-fil comme le MIMO l'a deja fait. 
En effet, le premier article important sur le MIMO est paru en 1996 par Foschini (Fo-
schini, 1996) et recemment, le MIMO a ete introduit dans plusieurs systemes commer-
ciaux et sera utilise dans la plupart des systemes a haut debit dans le futur : 802.11 
(WiFi), 802.16 (WiMAX) et LTE 4G. 
Travaux Futurs 
Malgre les grands avantages des reseaux cooperatifs, plusieurs problemes restent a resou-
dre. L'analyse faite jusqu'a present etait basee sur des scenarios simplifies. En effet, le 
probleme se complique rapidement lorsqu'on considere plusieurs relais ayant des canaux 
asymetriques. La selection optimale des usagers cooperant reste un probleme ouvert et 
devient complexe en considerant des scenarios decentralises. 
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Un probleme important qu'on peut etudier est la recherche de famille de codes et de 
matrices de perforations qui aboutiront a des performances optimales dans un reseau 
de telecommunications cooperatif sans-fil. En effet, la famille de code RCPC (Hage-
nauer, 1988) qu'on a utilise a ete concue pour un lien direct (pas de cooperation) et pour 
un canal AWGN alors que les recents developpements sont motives par le concept de 
diversite pour un canal d'evanouissement. De plus, rien nous assure que les matrices 
de perforations qu'on a utilise soient optimales. A noter que des matrices de perfora-
tions optimales ont ete publiees pour un grand nombre de codes dans (Haccoun, 1989) 
pour un canal AWGN. Une extension de ces travaux pour les reseaux cooperatifs serait 
interessante. 
Un autre probleme tres interessant qui necessite d'etre etudier est le probleme de l'inci-
tation a la cooperation. En effet, comment peut-on motiver un usager a cooperer surtout 
lorsqu'il a un tres bon canal vers la station de base ? Pour des applications militaires ou 
dans le cas de catastrophes naturelles, chaque terminal dans le reseau a un objectif en 
commun et la cooperation permet aux terminaux d'atteindre cet objectif plus efficace-
ment. Cependant, dans des applications commerciales, les usagers sont independants et 
egoi'stes, c'est-a-dire qu'un usager consomme ses ressources uniquement pour maximi-
ser ses performances. Afin de stimuler la cooperation parmi des usagers egoi'stes, on peut 
inciter les usagers a cooperer en utilisant un systeme de recompenses economiques. En 
effet, on peut imaginer un systeme de credits pour recompenser les relais. L'objectif se-
rait done de trouver l'equilibre qui permet de satisfaire tous les usagers et de maximiser 
les profits de la station de base ou du point d'acces. 
Les approches traditionnelles utilisees dans les telecommunications ne suffiront pas pour 
resoudre ces problemes. En effet, plusieurs techniques et nouvelles approches devront 
etre considerees comme des techniques d'optimisation et l'application de la theorie des 
jeux ou les "joueurs" seront les usagers et la station de base (ou le point d'acces). 
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