Abstract. Whenever a model builder models large scale linear programming problems (LPP),inclusion of structural redundancies in constraints due to inadvert ency is common. Redundancy may occur in the formulation phase because of bad source data or to avoid the risk of omitting some relevant constraints while modelling a problem. The presence of redundant constraints is common situation that occurs in large LP formulation. These embedded redundant constraints when present in the model can play havoc with LP solution procedures and greatly increase solution effort. In 2001, Ilya Ioslovich suggested an approach to identify the redundant constraints in LPP with help of one of the constraint. This constraint is said to be most restrictive constraint. The most restrictive constraint is identified after solving m sub LP problems. It takes lot of computational effort.In this paper a new approach was proposed for reducing time and more data manipulation by selecting a restrictive constraint in linear programming problems to identify the redundant constraints. The proposed algorithm is implemented using computer programming language C. The computational results are presented and analyzed with various size of large scale and netlib problems.
INTRODUCTION
The general linear programming problem was formulated as follows LP: Max Z = CX Subject to AX ≤ b, (1) 0 ≤ X ≤ U Where X is an n x 1 vector of variables. A is an m x n matrix [a ij ] with 1 x n row vectors A i ,i = 1,2,3,...,m, b an m x 1 vector, C an 1 x n vector and 0 an n x 1 vector of zeros. U is an n x 1 vector.
Many Researchers [1] [2] and [4] [5] [6] [7] [8] [9] [10] [11] [12] [13] [14] [15] [16] [17] have proposed different methods to identify the redundancies in linear programming problems.
Caron R. J. [7] proposed a degenerate extreme point strategy for active set algorithms which classify linear constraints as either redundant or necessary. The kth inequality is redundant if and only if problem LP k has an optimal solution x * with a k T x * ≤ b k , where LP k is given by LP k : maximize a k T x, Subject to x Є R i This method will take more computational effort to identify the redundant constraints. To identify the redundant constraints, the left-hand side of each constraint is optimized subject to the remaining constraints. The optimal objective functional value is compared with the right hand side value of corresponding constraints to decide if it is redundant or not. In this method the objective function of the original LPP is not considered.
Ilya Ioslovich [11] suggested an approach to identify the redundant constraints in the system of equation (1) by using a constraint instead of using all the remaining (m-1) constraints. This constraint is said to be most restrictive constraint. In this approach the most restrictive constraint A l x ≤ b l , ݈ ൌ arg min ܼ selected from the constraint set. Where Z i is the optimal value of LP i . Where LP i is
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In the Ioslovich [11] approach the most restrictive constraint has been chosen by using the optimal values Z i , i = 1,2,3,...,m. Hence this approach consumes more number of computational efforts and time. To reduce the time and computational effort this paper suggests a new approach to select a restrictive constraint. Which is presented in the section2. The section 3 illustrates the new approach with some numerical examples. The efficiency of the introduced approach is reported through various sizes of LP problems in the section 4. Section 5 concludes the paper.
Proposed Approach
In this section, a new approach is suggested to select the most restrictive constraint. The steps of the proposed approach are as follows. Let us consider the following problem
Step:1 Express each constraint with the following form by dividing each constraint by the corresponding right hand side value.
Step:2 Compute ܵ ൌ ∑ หܽ పఫ തതതതห ୀଵ for each iЄI, I= {1,2,3,...,m}
Step:3 Select a most restrictive constraint corresponding to l. Where ݈ ൌ arg max ሺܵ ሻ,
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Numerical Examples
This section describes the two approaches for identifying most restrictive constraint in LP problems.
Example 1:
Consider the following LPP Maximize Z = 40x 1 + 100x 2 Subject to 10x 1 + 5x 2 ≤ 250 2x 1 + 5x 2 ≤ 100 2x 1 
Here ‫ܥ‬ ൌ ሺ 40 100ሻ 10 5
Step 2: S 1 = 0.06 S 2 = 0.07 S 3 = 0.06 Step 3:
݈ ൌ arg max ሺܵ ሻ, i = 1, 2, 3. ݈ ൌ 2(2 nd constraint is restrictive)
Step 4: Step 3:
݈ ൌ arg max ሺܵ ሻ, i = 1, 2, 3,4 ݈ ൌ 1(1 st constraint is restrictive)
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Step 4: 
Here ‫ܥ‬ ൌ ሺ 5 6 3ሻ Identification of redundant constraints
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Step 2: S 1 = 0.26 S 2 = 0.125 S 3 = 0.533 S 4 = 0.4285 S 5 = 0.3 S 6 = 0.35
Step 3:
݈ ൌ arg max ሺܵ ሻ, i = 1, 2, 3,…,6 ݈ ൌ 3(3 rd constraint is restrictive)
, constraints 2,3,4,6,7 are redundant.
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Computational Experience
The comparative results of the proposed approach with Ioslovich approach for identifying the redundant constraints in LPP are presented in the following tables. The tables 1 and 2 show the required computational efforts of the largescale and netlib problems respectively. The computational time is presented in table 1 and 2 are microseconds and milliseconds for Proposed and Ioslovich methods respectively. Number of multiplications and divisions (Mult/Div) also presented in table 1 and 2. Both these approaches identify the same constraint as redundant. However, the proposed method takes very less computational effort and time compared to the Ioslovich approach [11] to identify the redundant constraints in linear programming problems. 
CONCLUSION
In this paper, a new approach is proposed to identify the redundant constraint with the help of restrictive constraint and compared with Ioslovich approach. The proposed approach takes less time consumption and minimum number of computational efforts in comparison with the Ioslovich approach.
