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SELF-RECIPROCAL FUNCTIONS, POWERS OF THE
RIEMANN ZETA FUNCTION AND MODULAR-TYPE
TRANSFORMATIONS
ATUL DIXIT AND VICTOR H. MOLL
Abstract. The classical transformation of Jacobi’s theta function ad-
mits a simple proof by producing an integral representation that yields
this invariance apparent. This idea seems to have first appeared in the
work of S. Ramanujan. Several examples of this idea have been pro-
duced by Koshlyakov, Ferrar, Guinand, Ramanujan and others. A uni-
fying procedure to analyze these examples and natural generalizations
is presented.
1. Introduction
In his approach to the theory of elliptic functions, C. G. J. Jacobi [17]
introduced his classical theta function
(1.1) ϑ3(x, ω) =
∞∑
n=−∞
e2piinx+piin
2ω
and three other similar functions ϑ1, ϑ2, ϑ4. These are entire functions of
x ∈ C, so they cannot be doubly-periodic, but every elliptic function can be
written in terms of them. The transformations of the so-called null-values
ϑ′1(0, ω), ϑj(0, ω) for 2 ≤ j ≤ 4 under the modular group PSL(2,Z) are of
intrinsic interest. Jacobi proved that the transformation of ϑ3(0, it) for Re
t > 0, yields the pretty identity
(1.2)
∞∑
n=−∞
e−pin
2t =
1√
t
∞∑
n=−∞
e−pin
2/t.
The reader will find details in [24, Chapter 3]. This identity may be written
in a more symmetric form as
(1.3)
√
α
(
1
2α
−
∞∑
n=1
e−piα
2n2
)
=
√
β
(
1
2β
−
∞∑
n=1
e−piβ
2n2
)
,
with α, β > 0 and αβ = 1. These type of identities are called modular-type
transformations. A procedure to establish the identity (1.3) is to produce an
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integral representation of one of the sides that is invariant under α→ 1/α.
To see this, define
(1.4) Ξ(t) = ξ
(
1
2 + it
)
,
where ξ is the Riemann ξ-function
(1.5) ξ(s) = 12s(s− 1)pi−s/2Γ
(
s
2
)
ζ(s),
with
(1.6) Γ(s) =
∫ ∞
0
ts−1e−t dt and ζ(s) =
∞∑
n=1
1
ns
,
the gamma and Riemann zeta function, respectively. The definition of Γ(s)
in (1.6) is valid for Re s > 0 and that for ζ(s) is valid for Re s > 1. These
functions are then extended to C by meromorphic continuation, with poles
at s = 0, −1, −2, . . . for Γ(s), and at s = 1 for ζ(s). The integral evaluation
[29, p. 36]
(1.7)
2
pi
∫ ∞
0
Ξ(t/2)
1 + t2
cos(12 t logα) dt =
√
α
(
1
2α
−
∞∑
n=1
e−piα
2n2
)
and the obvious invariance of the left-hand side under α→ 1/α gives (1.3).
The goal of this paper is to study, in a unified manner, a variety of integrals
of the form
(1.8) I(f, z;α) =
∫ ∞
0
f
(
z, t2
)
Ξ
(
t−iz
2
)
Ξ
(
t+iz
2
)
cos
(
1
2t log α
)
dt,
where f(z, t) is an even function of t of the form
(1.9) f(z, t) = φ(z, it)φ(z,−it),
with φ analytic as a function of t ∈ R and z ∈ C. The integral (1.8) extends
(1.10) I(f ;α) =
∫ ∞
0
f
(
t
2
)
Ξ
(
t
2
)
cos
(
1
2t log α
)
dt,
with
(1.11) f(t) = ϕ(it)ϕ(−it),
and ϕ is analytic in t. Particular examples of this latter integral were studied
by Ramanujan, Hardy, Koshlyakov and Ferrar (see also [33, p. 35]), whereas
Ramanujan [31] was the first person to study an integral of the type in (1.8).
It is clear that (1.8) and (1.10) are invariant under α→ 1/α. An alternative
expression (series or integral) of I(f, α) then yields identities similar to (1.3).
These are called modular-type transformations. It is easy to extend these
identities by analytic continuation to α, β ∈ Ω ⊂ C, with R ⊂ Ω. The
classical example in (1.3) corresponds to taking f(t) = 1/(1+4t2) in (1.10).
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The identities obtained here have the form
(1.12)
F (z, α) = F (z, β) =
∫ ∞
0
f
(
z, t2
)
Ξ
(
t−iz
2
)
Ξ
(
t+iz
2
)
cos
(
1
2t logα
)
dt,
for a suitably chosen function f . The parameters α and β are positive and
satisfy αβ = 1. Naturally, if the identity
(1.13) F (z, α) =
∫ ∞
0
G(z, t) cos
(
1
2t log α
)
dt,
has been established, it follows immediately that F (z, α) = F (z, β).
Section 2 introduces a technique for studying integrals in (1.10) through
an example containing K0(x), the modified Bessel function of order 0. Sec-
tion 3 describes an example found in Ramanujan’s work and links it to
another of his integrals. This illustrates the fundamental idea of this paper.
In Section 4, some classical formulas are generalized by the introduction of
a new parameter z. This section states the results with the proofs presented
in Section 5. Generalizations of some results of Koshlyakov, particularly
dealing with his function Ω(x) (see (6.1) below), are stated in Section 6.
Section 7 discusses advantages of our methods over those of A.P. Guinand
and C. Nasim. Finally, the last section describes future directions of the
work discussed here.
2. An illustrative example
This section presents a general technique to evaluate integrals of the type
(1.10). This is illustrated with an example established by N. S. Koshlyakov
[18]. The proof given here follows [6] and [11].
The function
(2.1) f(t) =
4Ξ(t)
(14 + t
2)2
admits a factorization in the form (1.11) with
(2.2) ϕ(s) =
2
√
ξ
(
1
2 − s
)
(
1
2 + s
) (
1
2 − s
) .
It is known [33, p. 35] that
(2.3)∫ ∞
0
f
(
t
2
)
Ξ
(
t
2
)
cos
(
1
2t log α
)
dt =
1
i
√
y
∫ 1
2+i∞
1
2−i∞
ϕ
(
s− 12
)
ϕ
(
1
2 − s
)
ξ(s)αs ds
Using (2.1) and (2.2), this yields
(2.4)
∫ ∞
0
64Ξ2
(
t
2
)
cos(12t log α)
(1 + t2)2
dt =
1
i
√
y
∫ 1
2+i∞
1
2−i∞
Γ2
(
s
2
)
ζ2(s)
(α
pi
)s
ds.
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To evaluate the contour integral on the right-hand side, square the functional
equation for ζ(s)
(2.5) pi−s/2Γ
(s
2
)
ζ(s) = pi−(1−s)/2Γ
(
1− s
2
)
ζ(1− s),
and recall the Dirichlet series
(2.6) ζ2(s) =
∞∑
n=1
d(n)
ns
,
where d(n) is the number of divisors of n; see [1, page 229]. The expansion
(2.6) is valid for Re s > 1, so it is necessary to move the line of integration
in (2.4) to Re s = 1+ δ, for some δ > 0. This process captures a pole of the
integrand at s = 1, with residue
(2.7) lim
s→1
d
ds
(
(s− 1)2
(α
pi
)s
Γ2
(s
2
)
ζ2(s)
)
= α
(
γ − log
(
4pi
α
))
,
where γ = −Γ′(1) is the Euler’s constant. Then∫ 1+δ+i∞
1+δ−i∞
Γ2
(s
2
)
ζ2(s)
( y
pi
)s
ds =
∞∑
m=1
d(m)
∫ 1+δ+i∞
1+δ−i∞
Γ2
(s
2
)(pim
y
)−s
ds.
The integral on the right-hand side appears in [28, p.115, formula 11.1]
(2.8)
1
2pii
∫ c+i∞
c−i∞
2s−2a−sΓ
(s
2
− ν
2
)
Γ
(s
2
+
ν
2
)
x−s ds = Kν(ax),
valid for Re s > ± Re ν and a > 0. Here Kν(w) is the modified Bessel
function of order ν, defined by [12, p. 928, formula 8.485]
(2.9) Kν(w) =
pi
2
(I−ν(w)− Iν(w))
sinpiν
where [12, p. 911, formula 8.406, nos. 1-2]
(2.10) Iν(w) =
{
e−
pi
2
νiJν(e
pii
2 w) if −pi < arg w ≤ pi2 ,
e
3
2
piνiJν(e
− 3
2
piiw) if pi2 < arg w ≤ pi,
and [12, p. 910, formula 8.402]
(2.11) Jν(w) :=
(w
2
)ν ∞∑
n=0
(−w2/4)n
Γ(ν + 1 + n)n!
is the Bessel function of the first kind. The result is an integral of type
(1.10), stated here for ν = 0.
Theorem 2.1. Let d(n) be the number of divisors of n ∈ N, γ the Euler
constant and K0(w) the modified Bessel function of order 0. Then, for
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α, β > 0, αβ = 1,
(2.12)
−32
pi
∫ ∞
0
(
Ξ
(
t
2
))2
(1 + t2)2
cos(12t log α) dt =
√
α
(
γ − log(4piα)
α
− 4
∞∑
n=1
d(n)K0(2pinα)
)
=
√
β
(
γ − log(4piβ)
β
− 4
∞∑
n=1
d(n)K0(2pinβ)
)
.
3. An example from Ramanujan
The success of the method described in Section 2 depends on the appro-
priate choice of the function ϕ(t) in (1.11) and the ability to evaluate, or
at least transform, the resulting integral I(f ;α). This section presents a
second example that illustrates this point of view.
Take
(3.1) ϕ(t) = Γ
(
2t− 1
4
)
and
(3.2) f(t) = Γ
(
2it− 1
4
)
Γ
(−2it− 1
4
)
=
∣∣∣∣Γ
(
2it− 1
4
)∣∣∣∣
2
,
in view of Γ(z) = Γ(z). The integral (1.10) becomes
I(f ;α) =
∫ ∞
0
∣∣∣∣Γ
(
it− 1
4
)∣∣∣∣
2
Ξ
(
t
2
)
cos
(
1
2
t logα
)
dt(3.3)
=
∫ ∞
0
Γ
(
it− 1
4
)
Γ
(−it− 1
4
)
Ξ
(
t
2
)
cos
(
1
2
t log α
)
dt.
The functional equation Γ(z + 1) = zΓ(z), with z = (it− 1)/4, now gives a
new representation of (3.3):
(3.4) I(f ;α) = 16
∫ ∞
0
Γ
(
3 + it
4
)
Γ
(
3− it
4
)
Ξ
(
t
2
)
1 + t2
cos
(
1
2
t logα
)
dt.
This integral was transformed by S. Ramanujan [31, Equation (13)].
Theorem 3.1 (Ramanujan). The identity
(3.5)
∫ ∞
0
Γ
(
3 + it
4
)
Γ
(
3− it
4
)
Ξ
(
t
2
)
1 + t2
cos
(
1
2
t logα
)
dt =
pi5/2α3/2
∫ ∞
0
xe−piα
2x2
(
1
2pix
− 1
e2pix − 1
)
dx
holds for α > 0.
This evaluation generates a modular-type transformation, which naturally
leads to a beautiful identity among definite integrals.
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Corollary 3.2. Let α, β > 0 with αβ = 1. Then
α3/2
∫ ∞
0
xe−piα
2x2
(
1
2pix
− 1
e2pix − 1
)
dx =
β3/2
∫ ∞
0
xe−piβ
2x2
(
1
2pix
− 1
e2pix − 1
)
dx.
Note 3.3. Koshlyakov example (2.12) is obtained by squaring Ξ(t/2)/(1 +
t2), which is part of the integrand in (1.7) appearing in the proof of the
classical theta function identity. Thus is it natural to consider the integral
(3.6)
∫ ∞
0
Γ
(
3 + it
4
)
Γ
(
3− it
4
)(
Ξ
(
t
2
)
1 + t2
)2
cos
(
1
2t log α
)
dt
as a variation of (3.5). Up to a constant factor, this may be expressed as
(3.7)
∫ ∞
0
Γ
(−1 + it
4
)
Γ
(−1− it
4
)
Ξ2
(
t
2
)
1 + t2
cos
(
1
2t logα
)
dt,
which is exactly the integral presented by S. Ramanujan at the end of his
paper [31, Equation (22)]. Thus the idea of squaring the functional equation
of ζ(s) to produce new transformations is implicit in the work of Ramanujan,
much before Koshlyakov. In his Lost Notebook [32], Ramanujan gives the
following beautiful modular-type transformation resulting from this integral.
Theorem 3.4. Let
(3.8) λ(x) = ψ(x) +
1
2x
− log x,
where
(3.9) ψ(x) =
Γ′(x)
Γ(x)
= −γ −
∞∑
m=0
(
1
m+ x
− 1
m+ 1
)
is the logarithmic derivative of the Gamma function. If α and β are positive
numbers such that αβ = 1, then
√
α
(
γ − log(2piα)
2α
+
∞∑
k=1
λ(kα)
)
=
√
β
(
γ − log(2piβ)
2β
+
∞∑
k=1
λ(kβ)
)
= − 1
pi3/2
∫ ∞
0
∣∣∣∣Γ
(−1 + it
4
)∣∣∣∣
2
Ξ2
(
t
2
)
cos
(
1
2t log α
)
dt
1 + t2
.
4. Some parametric generalizations. Statements of the results
This section contains several new modular-type transformations. The
results are stated in this section with their proofs postponed to Section 5.
There are (at least) two approaches towards obtaining these transforma-
tions. One is presented in Theorems 5.3 and 5.5 and the corollaries follow-
ing them. The other method involves the evaluation of integrals involving
the Riemann Ξ-function, illustrated by (4.1) below. Given a modular-type
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transformation, the use of Parseval’s identity (5.4) produces an integral in-
volving the Riemann Ξ-function. Conversely, having a representation for
an aforementioned integral involving the Riemann Ξ-function, obtained by
residue calculus and Mellin transforms, the obvious invariance of these in-
tegrals under α 7→ 1/α, provides a modular-type transformation. Examples
of these two methods are presented in the proofs of the main results.
Implicit in both methods is the idea of squaring the functional equation
of ζ(s). In the second method, this is reflected in the term Ξ
(
t
2
)
/(1 +
t2), present in the integrands. This is generalized by the inclusion a new
parameter z.
In his work related to (3.7), Ramanujan [31] considered the generalization
(4.1)
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
× Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
cos(12 t logα) dt
(t2 + (z + 1)2
of (3.7). He provided alternative integral representations valid in different
regions in the complex plane. Modular-type transformations for the above
integral, which involve the Hurwitz zeta function, appear in [7, 8]. It should
be mentioned here that Ramanujan had not only discovered Koshlyakov’s
formula (2.12) about 10 years before, but had also generalized it. Details
appear in [3]. The generalization presented below, was later rediscovered
by A. P. Guinand [14] and is rephrased in a symmetric form in the theorem
below.
Theorem 4.1. Let Kν(s) denote the modified Bessel function of order ν
and let σs(n) =
∑
d|n
ds. For −1 < Re z < 1 define
(4.2) ω(z, α) =
(α
pi
)z/2
Γ
(z
2
)
ζ(z).
Then, if α, β > 0 with αβ = 1,
(4.3)
1√
α
(
ω(z, α) + ω(−z, α)− 4α
∞∑
n=1
σ−z(n)nz/2Kz/2(2npiα)
)
=
1√
β
(
ω(z, β) + ω(−z, β) − 4β
∞∑
n=1
σ−z(n)nz/2Kz/2(2npiβ)
)
.
Note 4.2. The symmetry in α and β suggests the existence of an integral
involving the Riemann Ξ-function similar to (4.1), which generalizes that
giving rise to Koshlyakov’s formula (2.12). This integral, found in [8], is
(4.4) − 32
pi
∫ ∞
0
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
cos
(
1
2t log α
)
dt
(t2 + (z + 1)2)(t2 + (z − 1)2) .
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The term Ξ2(t/2)/(1 + t2)2 in (2.12), which resulted from squaring part of
the integrand in (1.7), is now generalized to
Ξ
(
t+iz
2
)
Ξ
(
t−iz
2
)
(t2 + (z + 1)2)(t2 + (z − 1)2)
in (4.4). The integral in (4.1) can also be rewritten to contain the above
expression. To the best of our knowledge, (4.4) is the only other integral
of this type, besides Ramanujan’s (4.1), that has been studied up to now.
Several new integrals of this type are presented next.
Note 4.3. As mentioned above, Koshlyakov made use of the idea of squaring
the functional equation for ζ(s) in order to obtain some new transformations
through the existing ones. These include Hardy’s formula [15], rephrased in
a compact form given by Koshlyakov [22, Equations (14), (20)]:
√
α
∫ ∞
0
e−piα
2x2 (ψ(x+ 1)− log x) dx =
√
β
∫ ∞
0
e−piβ
2x2 (ψ(x+ 1)− log x) dx
(4.5)
= 2
∫ ∞
0
Ξ(t/2)
1 + t2
cos
(
1
2 t logα
)
cosh 12pit
dt.
Koshlyakov [22, Equations (36), (40)] squared the term Ξ(t/2)/(1+ t2) in
the integral on the extreme right above and obtained the following result1.
Theorem 4.4. Define
(4.6) Λ(x) =
pi2
6
+ γ2 − 2γ1 +2γ log x+ 1
2
log2 x+
∞∑
n=1
d(n)
(
1
x+ n
− 1
n
)
,
where γ1 is the Stieltjes constant defined by
γ1 = lim
m→∞
(
m∑
k=1
log k
k
− (logm)
2
2
)
.
Then, for α, β > 0, αβ = 1,
√
α
∫ ∞
0
K0(2piαx)Λ(x) dx =
√
β
∫ ∞
0
K0(2piβx)Λ(x) dx
= 8
∫ ∞
0
(
Ξ
(
t
2
))2
(1 + t2)2
cos
(
1
2t logα
)
cosh
(
1
2pit
) dt.(4.7)
In his work, Koshlyakov did not consider one variable generalizations of
the type in (4.1) and (4.4) of any of his formulas. The next result presents
a generalization of (4.7) where Ξ2(t/2)/(1 + t2)2 is generalized to
Ξ
(
t+iz
2
)
Ξ
(
t−iz
2
)
(t2 + (z + 1)2)(t2 + (z − 1)2) .
1In equation (40) in Koshlyakov’s paper, there is a minus sign missing in front on the
right-hand side.
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Furthermore, the reciprocal of cosh 12pit is replaced by a product of four
gamma functions.
Theorem 4.5. Assume −1 < Re z < 1 and let γ, γ1 and Kν(z) be as before.
Define
(4.8)
Λ(x, z) = xz/2Γ(1 + z)
{
x−z
−z ζ(1− z) + (2γ + log x+ ψ(1 + z))ζ(1 + z)
+ζ ′(1 + z) +
∞∑
n=1
σ−z(n)
(
nz
(n+ x)z+1
− 1
n
)}
.
Then, for α, β > 0 and αβ = 1,
(4.9)
√
α
∫ ∞
0
Kz/2(2piαx)Λ(x, z)dx =
√
β
∫ ∞
0
Kz/2(2piβx)Λ(x, z)dx
=
2z+2
pi2
∫ ∞
0
Γ
(
z + 3 + it
4
)
Γ
(
z + 3− it
4
)
Γ
(
z + 1 + it
4
)
Γ
(
z + 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
cos
(
1
2t log α
)
dt
(t2 + (z + 1)2)(t2 + (z − 1)2) .
Theorem 4.6. Assume −1 < Re z < 1. Let
(4.10) µ(x, z) =
Γ(1 + z)ζ(1 + z)x−1−z/2
(2pi)2+z
and define
(4.11) Φ(x, z) = 2
∞∑
n=1
σ−z(n)nz/2Kz(4pi
√
nx)− µ(x, z) − µ(x,−z).
Then, for α, β > 0 and αβ = 1,
(4.12)
√
α3
∫ ∞
0
xKz/2(2piαx)Φ(x, z)dx =
√
β3
∫ ∞
0
xKz/2(2piβx)Φ(x, z)dx
=
2
pi4
∫ ∞
0
Γ
(
z + 3 + it
4
)
Γ
(
z + 3− it
4
)
Γ
(−z + 3 + it
4
)
× Γ
(−z + 3− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
cos
(
1
2t log α
)
dt
(t2 + (z + 1)2)(t2 + (z − 1)2) .
The series
∑∞
n=1 σ−z(n)n
z
2Kz(4pi
√
nx), along with some of its special
cases, is treated at length in [5]. The special case z = 0 of the above
theorem is interesting enough to be singled out.
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Corollary 4.7. Let α, β > 0 and αβ = 1. Then
(4.13)
√
α3
∫ ∞
0
xK0(2piαx)
(
2
∞∑
n=1
d(n)K0(4pi
√
nx) +
log(4pi2x)
4pi2x
)
dx =
=
√
β3
∫ ∞
0
xK0(2piβx)
(
2
∞∑
n=1
d(n)K0(4pi
√
nx) +
log(4pi2x)
4pi2x
)
dx
=
1
128pi4
∫ ∞
0
Γ2
(−1− it
4
)
Γ2
(−1 + it
4
)
Ξ2
(
t
2
)
cos
(
1
2t log α
)
dt.
Using Vorono¨ı’s identity [34, Equations (5), (6)]
(4.14)
2
∞∑
n=1
d(n)K0(4pi
√
nx) =
a
pi2
∞∑
n=1
d(n) log(x/n)
x2 − n2 −
γ
2
−
(
1
4
+
1
4pi2x
)
log x− log 2pi
2pi2x
,
the above transformation is written in an equivalent different form. It should
be pointed out that these identities also appear in Ramanujan’s Lost Note-
book [32, p. 254] (see also [3, Equation (4.1)]).
This is now rephrased into yet another form. This provides an interesting
modular-type transformation between two double integrals as shown below.
Theorem 4.8. Let Jν(x) denote the Bessel function of the first kind of
order ν. For α, β > 0, αβ = 1, we have
√
α
∫ ∞
0
∫ ∞
0
y
(y2 + t2)3/2
(
J0(2αy) +
4pit
e2pit − 1
(
1
e2piαy − 1 −
1
2piαy
))
dy dt
=
√
β
∫ ∞
0
∫ ∞
0
y
(y2 + t2)3/2
(
J0(2βy) +
4pit
e2pit − 1
(
1
e2piβy − 1 −
1
2piβy
))
dy dt
=
1
8pi2
∫ ∞
0
Γ2
(−1− it
4
)
Γ2
(−1 + it
4
)
Ξ2
(
t
2
)
cos
(
1
2
t logα
)
dt.
(4.15)
An identity of the same type as (3.5) was established by W. L. Ferrar
[11], written below in the form provided in [9]. For α, β > 0, αβ = 1, we
have:
(4.16)
√
α
∫ ∞
0
e−piα
2x2
( ∞∑
n=1
K0(2pinx)− 1
4x
)
dx
=
√
β
∫ ∞
0
e−piβ
2x2
( ∞∑
n=1
K0(2pinx)− 1
4x
)
dx
=
−1
2pi3/2
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ
(
t
2
)
cos(12t log α) dt
1 + t2
.
The next theorem gives a generalization of Ferrar’s result (4.16).
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Theorem 4.9. Assume −1 < Re z < 1 and define
(4.17)
F(x, z) = xz/2Γ
(
1 + z
2
)([
3γ + 2 log x+ ψ
(
1
2(1 + z)
)]
ζ(1 + z) + 2ζ ′(1 + z)
)
−√pi Γ
(z
2
)
ζ(1−z)x−z/2+2xz/2Γ
(
1 + z
2
) ∞∑
n=1
σ−z(n)

 nz
(x2 + n2)
1+z
2
− 1
n

 .
Then, for α, β > 0, αβ = 1,
(4.18)
√
α
∫ ∞
0
Kz/2(2piαx)F(x, z)dx =
√
β
∫ ∞
0
Kz/2(2piβx)F(x, z)dx
=
8
pi
∫ ∞
0
Γ
(
z + 1 + it
4
)
Γ
(
z + 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
× cos(
1
2 t log α)dt
(t2 + (z + 1)2)(t2 + (z − 1)2) .
Note 4.10. The special value z = 0 gives the identity
√
α
∫ ∞
0
K0(2piαx)F(x, 0)dx =
√
β
∫ ∞
0
K0(2piβx)F(x, 0)dx
=
8
pi
∫ ∞
0
Γ
(
1 + it
4
)
Γ
(
1− it
4
)
Ξ2 (t/2)
(1 + t2)2
cos(12t log α) dt,
where the function F(x, 0) has the explicit form
F(x, 0) =
pi2
24
+
γ2
2
− γ log 2 + log
2 2
4
− γ1 + γ log x(4.19)
+
log x
4
log
(x
4
)
+
1
2
∞∑
n=1
d(n)
(
1√
n2 + x2
− 1
n
)
,
and where γ, γ1 and d(n) are as before.
5. Proofs
The Mellin transform
(5.1) F (s) := M[f ; s] =
∫ ∞
0
xs−1f(x)dx
is defined for a locally integrable function f . The existence of F depends on
the asymptotic behavior of f at x = 0 and ∞. In detail, if
(5.2) f(x) =
{
O(x−a−ε) as x→ 0+,
O(x−b+ε) as x→ +∞,
where ε > 0 and a < b, then F (s) is an analytic function in the strip
a < Re s < b. The properties of the Mellin transform used here include the
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inversion formula
(5.3) f(x) =
1
2pii
∫ c+i∞
c−i∞
x−sF (s)ds
and Parseval’s identity
(5.4)
∫ ∞
0
f(x)g(x)dx =
1
2pii
∫ c+i∞
c−i∞
F (1 − s)G(s)ds,
where the vertical line Re s = c lies in the common strip of analyticity of
the Mellin transforms F (1− s) and G(s). See [29, p. 83] for the conditions
on the validity of this formula. A variant of this identity is
(5.5)
∫ ∞
0
f(t)g
(x
t
) dt
t
=
1
2pii
∫ c+i∞
c−i∞
x−sF (s)G(s)ds.
For more details, see pages 79− 83 in [29].
The basic idea in the first method employs self-reciprocal functions. These
are functions that are reproduced after integration against a kernel. The key
formulas required here are the remarkable identities derived by Koshlyakov
[23] for −12 < ν <
1
2 :
(5.6)
∫ ∞
0
Kν(t)
(
cos(νpi)M2ν(2
√
xt)− sin(νpi)J2ν(2
√
xt)
)
dt = Kν(x),
and
(5.7)
∫ ∞
0
tKν(t)
(
sin(νpi)J2ν(2
√
xt)− cos(νpi)L2ν(2
√
xt)
)
dt = xKν(x),
where
(5.8) Mν(x) =
2
pi
Kν(x)− Yν(x) and Lν(x) = − 2
pi
Kν(x)− Yν(x)
are the functions introduced by G. H. Hardy. It is easy to see that the above
identities actually hold for −−12 < Re ν < 12 .
Lemma 5.1. Assume ±Re z2 < Re s < 34 and y > 0. Then
(5.9)
∫ ∞
0
xs−1
(
cos
(
1
2piz
)
Mz(4pi
√
xy)− sin (12piz) Jz(4pi√xy)) dx
=
1
22spi1+2sys
Γ
(
s− z
2
)
Γ
(
s+
z
2
) (
cos
(
1
2piz
)
+ cos(pis)
)
.
Proof. The Mellin transform of the modified Bessel function Kz(x), given
in (2.8), is
(5.10)
∫ ∞
0
xs−1Kz(ax)dx = 2s−2a−sΓ
(
s− z
2
)
Γ
(
s+ z
2
)
for Re s > ±Re z and a > 0. This yields
(5.11)
∫ ∞
0
xs−1
2
pi
Kz(4pi
√
xy)dx = 2−2spi−1−2sy−sΓ
(
s− z
2
)
Γ
(
s+
z
2
)
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for Re s > ± Re (z2) and y > 0.
The Bessel function of the second kind Yz(x), satisfies [28, p. 93, formula
10.2]∫ ∞
0
xs−1Yz(ax)dx = − 1
pi
2s−1a−s cos
(
pi
2 (s− z)
)
Γ
(
s− z
2
)
Γ
(
s+ z
2
)
,
for ± Re z < Re s < 32 , which produces∫ ∞
0
xs−1Yz(4pi
√
xy)dx = −pi−1−2s2−2sy−s cos (pis− 12piz)Γ(s− z2
)
Γ
(
s+
z
2
)
,
for ±Re z2 < Re s < 34 . Thus for ±Re z2 < Re s < 34 ,∫ ∞
0
xs−1 cos
(
1
2piz
)
Mz(4pi
√
xy)dx
= 2−2spi−1−2sy−sΓ
(
s− z
2
)
Γ
(
s+
z
2
)
cos
(
1
2piz
) (
1 + cos
(
pis− 12piz
))
.
Similarly, using [28, p. 93, formula 10.1],
(5.12)
∫ ∞
0
xs−1Jz(ax) dx =
1
2
(a
2
)−s Γ ( s+z2 )
Γ
(
1 + z−s2
)
for −Re z < Re s < 32 , yields∫ ∞
0
xs−1Jz(4pi
√
xy)dx = 2−2spi−2sy−s
Γ
(
s+ z2
)
Γ
(
1− s+ z2
)
for −Re z2 < Re s < 34 . Combining these evaluations completes the proof.

Similar arguments prove the next result.
Lemma 5.2. Assume ±Re z2 < Re s < 34 and y > 0. Then
(5.13)
∫ ∞
0
xs−1
(
sin
(
1
2piz
)
Jz(4pi
√
xy)− cos (12piz)Lz(4pi√xy)) dx
=
1
22spi1+2sys
Γ
(
s− z
2
)
Γ
(
s+
z
2
) (
cos
(
1
2piz
)− cos(pis)) .
The next statement shows how to produce functions self-reciprocal with
respect to the kernel (5.15).
Theorem 5.3. Assume ±Re z2 < c = Re s < 1± Re z2 . Define f(x, z) by
(5.14) f(x, z) =
1
2pii
∫ c+i∞
c−i∞
x−sF (s, z)ζ(1− s− z/2)ζ(1 − s+ z/2) ds,
where F (s, z) is a function satisfying F (s, z) = F (1− s, z) and is such that
the above integral converges. Then f is self-reciprocal (as a function of x)
with respect to the kernel
(5.15) 2pi
(
cos
(
1
2piz
)
Mz(4pi
√
xy)− sin (12piz) Jz(4pi√xy)) ,
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that is,
(5.16)
f(y, z) = 2pi
∫ ∞
0
f(x, z)
[
cos
(
1
2piz
)
Mz(4pi
√
xy)− sin (12piz) Jz(4pi√xy)] dx.
Proof. Apply Parseval’s identity (5.4) to the product of the functions f(x, z)
and g(x, z) = 2pi
[
cos
(
1
2piz
)
Mz(4pi
√
xy)− sin (12piz) Jz(4pi√xy)], with z a
parameter. Lemma 5.1 gives the identity
2pi
∫ ∞
0
f(x, z)
[
cos
(
1
2piz
)
Mz(4pi
√
xy)− sin (12piz) Jz(4pi√xy)] dx =
1
2pii
∫
C
F (s, z)ζ
(
s− z
2
)
ζ
(
s+
z
2
)
21−2spi−2sy−s
× Γ
(
s− z
2
)
Γ
(
s+
z
2
) [
cos
(
1
2piz
)
+ cos(pis)
]
ds,
where C is the line Re s = c and ± Re z2 < c < min
{
3
4 , 1± Re z2
}
. Now use
the functional equation for the Riemann zeta function (2.5) in the form
(5.17) ζ(s) = 2spis−1Γ(1− s)ζ(1− s) sin (12pis)
to simplify the line integral and produce
2pi
∫ ∞
0
f(x, z)
[
cos
(
1
2piz
)
Mz(4pi
√
xy)− sin (12piz) Jz(4pi√xy)] dx =
1
2pii
∫
C
F (s, z)ζ
(
1− s− z
2
)
ζ
(
1− s+ z
2
)
y−sds.
This last line is f(y, z) and the result has been established. 
Corollary 5.4. Let f(x, z) be as in the previous theorem. Then, if α, β > 0
and αβ = 1 and −1 < Re z < 1,
(5.18)
√
α
∫ ∞
0
Kz/2(2piαx)f(x, z)dx =
√
β
∫ ∞
0
Kz/2(2piβx)f(x, z)dx.
Proof. The identity (5.6) produces
(5.19)
K z
2
(2piαx) =
2pi
α
∫ ∞
0
K z
2
(
2piy
α
)(
cos
(piz
2
)
Mz(4pi
√
yx)− sin
(piz
2
)
J2ν(4pi
√
yx)
)
dy.
Thus, ∫ ∞
0
K z
2
(2piαx)f(x, z) dx =
2pi
α
∫ ∞
0
K z
2
(
2piy
α
)∫ ∞
0
f(x, z)
(
cos
(piz
2
)
Mz(4pi
√
yx)− sin
(piz
2
)
J2ν(4pi
√
yx)
)
dx dy,
where the interchange of the order of integration can be easily justified. Now
apply (5.16) and use the fact αβ = 1, to deduce (5.18). 
The next statement admits a similar proof as the previous theorem.
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Theorem 5.5. Assume ±Re z2 < c = Re s < 1± Re z2 . Define f(x, z) by
(5.20)
f(x, z) =
1
2pii
∫ c+i∞
c−i∞
F (s, z)
(2pi)2s
Γ
(
s− z
2
)
Γ
(
s+
z
2
)
ζ
(
s− z
2
)
ζ
(
s+
z
2
)
x−s ds,
where F (s, z) is a function satisfying F (s, z) = F (1− s, z) and is such that
the above integral converges. Then f is self-reciprocal (as a function of x)
with respect to the kernel
(5.21) 2pi
(
sin
(
1
2piz
)
Jz(4pi
√
xy)− cos (12piz)Lz(4pi√xy)) ,
that is,
(5.22)
f(y, z) = 2pi
∫ ∞
0
f(x, z)
[
sin
(
1
2piz
)
Jz(4pi
√
xy)− cos (12piz)Lz(4pi√xy)] dx.
Corollary 5.6. Let f(x, z) be as in the previous theorem. Then, if α, β > 0
and αβ = 1 and −1 < Re z < 1,
(5.23)
√
α3
∫ ∞
0
xKz/2(2piαx)f(x, z)dx =
√
β3
∫ ∞
0
xKz/2(2piβx)f(x, z)dx.
Proof. The proof of similar to that of Corollary 5.4, so details are omitted.

The proofs of the theorems stated in Section 4 are given now. In the
proofs below, the convergence of the integrals involving the gamma function
can be easily proved using Stirling’s formula for Γ(s), s = σ+it, in a vertical
strip α ≤ σ ≤ β given by
(5.24) |Γ(σ + it)| = (2pi)12 |t|σ−12 e−12pi|t|
(
1 +O
(
1
|t|
))
as |t| → ∞. The vanishing of the integrals which involve gamma function
along the horizontal segments of a contour as the height T → ∞ is also
established using (5.24).
The interchange of the order of summation and integration, or of the
order of integration in the case of double integrals, is permissible because of
absolute convergence of the series and integrals involved.
Proof of Theorem 4.6. Take F (s, z) ≡ 1 in Theorem 5.5. The conclusion
requires the evaluation of
(5.25) f(x, z) =
1
2pii
∫ c+i∞
c−i∞
(
4pi2x
)−s
× Γ
(
s− z
2
)
Γ
(
s+
z
2
)
ζ
(
s− z
2
)
ζ
(
s+
z
2
)
ds
for ±Re z2 < c = Re s < 1± Re z2 . It will be shown next that
(5.26) f(x, z) = Φ(x, z),
using the notation of Theorem 4.6.
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This computation begins by using the expansion
(5.27) ζ
(
s− z
2
)
ζ
(
s+
z
2
)
=
∞∑
n=1
σ−z(n)
ns−z/2
valid for Re s > 1±Re z2 . See [33, p. 8, equation 1.3.1]. Thus, in order to use
(5.27) in (5.25), it is required to shift the line of integration to the vertical
line λ = Re s > 1 ± Re z2 . This shift captures two poles of the integrand
at s = 1 + z/2 and s = 1 − z/2. Since the contributions of the horizontal
segments at Im s = ±T vanish as T →∞, the residue theorem gives
f(x, z) =
∞∑
n=1
σ−z(n)nz/2
1
2pii
∫ λ+i∞
λ−i∞
Γ
(
s− z
2
)
Γ
(
s+
z
2
)
(4pi2nx)−sds
− lim
s→1+z/2
(
s− z
2
− 1
)
ζ
(
s− z
2
)
ζ
(
s+
z
2
)
Γ
(
s− z
2
)
Γ
(
s+
z
2
)
(4pi2x)−s
− lim
s→1−z/2
(
s+
z
2
− 1
)
ζ
(
s− z
2
)
ζ
(
s+
z
2
)
Γ
(
s− z
2
)
Γ
(
s+
z
2
)
(4pi2x)−s.
The line integral above is evaluated using (5.10) that gives
(5.28)
1
2pii
∫ λ+i∞
λ−i∞
Γ
(
s− z
2
)
Γ
(
s+
z
2
)
(4pi2nx)−sds = 2Kz(4pi
√
nx).
Then the residues at the poles are computed using
(5.29) lim
s→1
(s− 1)ζ(s) = 1,
that gives
f(x, z) = 2
∞∑
n=1
σ−z(n)nz/2Kz(4pi
√
nx)
− Γ(1 + z)ζ(1 + z)x
−1−z/2
(2pi)2+z
− Γ(1− z)ζ(1− z)x
−1+z/2
(2pi)2−z
.
This shows f(x, z) = Φ(x, z). Corollary (5.6) now establishes the first equal-
ity in (4.12).
The equality between the extreme left and right sides of (4.12) is es-
tablihsed next. The invariance of the latter under α → 1/α then easily
establishes the other equality, thus giving another proof of the transforma-
tion.
The proof begins by replacing s by s+1, a by 2piα and z by z/2 in (5.10)
to obtain
(5.30)
1
2pii
∫ c+i∞
c−i∞
2s−1(2piα)−s−1Γ
(
s+ 1
2
− z
4
)
Γ
(
s+ 1
2
+
z
4
)
x−sds
= xKz/2(2piαx)
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for Re s > −1± Re z2 . Then (5.4), (5.25) and (5.30) give
(5.31)
√
α3
∫ ∞
0
xKz/2(2piαx)Φ(x, z)dx =
√
α3
2pii
∫ c+i∞
c−i∞
[
(piα)s−2
4
Γ
(
1− s
2
− z
4
)
Γ
(
1− s
2
+
z
4
)]
× 1
(2pi)2s
Γ
(
s− z
2
)
Γ
(
s+
z
2
)
ζ
(
s− z
2
)
ζ
(
s+
z
2
)
ds,
for ±Re z2 < c = Re s < 1± Re z2 . Now use the relation
(5.32) Γ(s)Γ
(
s+ 12
)
=
√
pi
22s−1
Γ(2s)
to express each of Γ(s± z/2) as a product of two gamma factors and obtain
(5.33)
√
α3
∫ ∞
0
xKz/2(2piαx)Φ(x, z)dx =
1
32pi4i
√
α
∫ c+i∞
c−i∞
Γ
(
1− s
2
− z
4
)
Γ
(
1− s
2
+
z
4
)
Γ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)
× Γ
(
s
2
− z
4
+
1
2
)
Γ
(
s
2
+
z
4
+
1
2
)
ζ
(
s− z
2
)
ζ
(
s+
z
2
)(pi
α
)−s
ds.
The integrand is now expressed in terms of the Riemann ξ-function (1.5)
with c = 12 and −1 < Re z < 1. This yields
(5.34)
√
α3
∫ ∞
0
xKz/2(2piαx)Φ(x, z)dx =
1
128pi4i
√
α
∫ 1
2+i∞
1
2−i∞
Γ
(
−s
2
− z
4
)
Γ
(
−s
2
+
z
4
)
Γ
(
s
2
− z
4
− 1
2
)
× Γ
(
s
2
+
z
4
− 1
2
)
ξ
(
s− z
2
)
ξ
(
s+
z
2
)
αsds.
The last step is to use the identity 2
(5.35)
∫ ∞
0
f
(
z,
t
2
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
cos
(
1
2 t logα
)
dt =
1
i
√
α
∫ 1
2+i∞
1
2−i∞
φ
(
z, s− 12
)
φ
(
z, 12 − s
)
ξ
(
s− z
2
)
ξ
(
s+
z
2
)
αsds,
established in [8], with f(z, t) = φ(z, it)φ(z,−it), to rewrite the integral on
the right side of (5.34). Taking
(5.36) φ(z, s) =
1
8
√
2pi2
Γ
(
−s
2
+
z
4
− 1
4
)
Γ
(
−s
2
− z
4
− 1
4
)
2There is a typo in the identity in [8]. One of the Ξ-functions should have (t − iz)/2
as its argument.
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produces
(5.37)
√
α3
∫ ∞
0
xKz/2(2piαx)Φ(x, z)dx =
1
128pi4
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Γ
(−z − 1 + it
4
)
× Γ
(−z − 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
cos
(
1
2t log α
)
dt.
Finally, the integrand on the right side can be simplified, using Γ(u+ 1) =
uΓ(u), to the form given in (4.12). This completes the proof.
Proof of Theorem 4.8. In view of Corollary 4.7, it suffices to show that
(5.38)
√
α3
∫ ∞
0
xK0(2piαx)
(
2
∞∑
n=1
d(n)K0(4pi
√
nx) +
log(4pi2x)
4pi2x
)
dx
=
√
α
16pi2
∫ ∞
0
∫ ∞
0
y
(y2 + t2)3/2
(
J0(2αy) +
4pit
e2pit − 1
(
1
e2piαy − 1 −
1
2piαy
))
dy dt.
The proof begins with an auxiliary result.
Lemma 5.7. For α, t > 0, we have
∫ ∞
0
xK0(2piαx)
e2pix/t − 1 dx =
t
8piα
− t
2
2
∫ ∞
0
xJ0(2pitαx) (ψ(x+ 1)− log x) dx.
(5.39)
Proof. Let z = 0 in (5.30) to see that for λ = Re s > −1,
(5.40) xK0(2piαx) =
1
2pii
∫ λ+i∞
λ−i∞
2s−1(2piα)−s−1Γ2
(
s+ 1
2
)
x−s ds.
It is well-known that for Re s > 1,
(5.41)
∫ ∞
0
ys−1
ey − 1 dy = Γ(s)ζ(s).
Let y = 2pix/t with t > 0 to obtain
(5.42)
1
2pii
∫ λ′+i∞
λ′−i∞
Γ(s)ζ(s)
(
2pix
t
)−s
ds =
1
e2pix/t − 1 ,
for λ′ = Re s > 1. Using (5.40), (5.42) and Parseval’s identity (5.4), for
−1 < c = Re s < 0, give∫ ∞
0
xK0(2piαx)
e2pix/t − 1 dx
=
1
2pii
∫ c+i∞
c−i∞
(
t
2pi
)1−s
Γ(1− s)ζ(1− s)2s−1(2piα)−s−1Γ2
(
s+ 1
2
)
ds.
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Now use the functional equation (5.17) and a variant of the reflection formula
for the gamma function, namely,
(5.43) Γ
(
1
2
+ w
)
Γ
(
1
2
− w
)
=
pi
cos piw
, w − 12 /∈ Z,
in the above equation and simplify to deduce that
(5.44)
∫ ∞
0
xK0(2piαx)
e2pix/t − 1 dx =
t
8piiα
∫ c+i∞
c−i∞
Γ
(
1+s
2
)
Γ
(
1−s
2
) ζ(s)
sinpis
(tpiα)−s ds.
Next, shift the line of integration from Re s = c, −1 < c < 0, to Re s = c′,
0 < c′ < 1/2 and apply the residue theorem by considering a rectangular
contour. In doing so, one needs to consider the contribution from the pole
of order 1 at s = 0. Noting that the integrals along the horizontal segments
of the contour tend to zero as the height tends to ∞, gives
(5.45)
∫ ∞
0
xK0(2piαx)
e2pix/t − 1 dx
=
t
4α
{
1
2pii
∫ c′+i∞
c′−i∞
Γ
(
1+s
2
)
Γ
(
1−s
2
) ζ(s)
sinpis
(tpiα)−s ds− lim
s→0
s
Γ
(
1+s
2
)
Γ
(
1−s
2
) ζ(s)
sinpis
(tpiα)−s
}
=
t
4α
(
1
2pii
∫ c′+i∞
c′−i∞
Γ
(
1+s
2
)
Γ
(
1−s
2
) ζ(s)
sinpis
(tpiα)−s ds+
1
2pi
)
.
To evaluate the above integral, first use (5.12) with z = 0, a = 2 and s
replaced by s+ 1 so that for −1 < d = Re s < 12 ,
(5.46)
1
2pii
∫ d+i∞
d−i∞
Γ
(
1+s
2
)
Γ
(
1−s
2
)x−s ds = 2xJ0(2x).
The next steps employs a formula of Kloosterman [33, p. 24-25, equations
(2.9.1), (2.9.2)], for 0 < d′ = Re s < 1,
(5.47)
ζ(s)
sinpis
= − 1
pi
∫ ∞
0
(ψ(x+ 1)− log x) x−s dx.
Replacing x by 1/x in the above formula, produces
(5.48)
1
2pii
∫ d′+i∞
d′−i∞
ζ(s)
sinpis
x−s ds = − 1
pix
(
ψ
(
1
x
+ 1
)
+ log x
)
,
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for 0 < d′ = Re s < 1. Since (5.46) and (5.48) are both valid in the region
0 < Re s < 12 , using (5.5), it follows that
1
2pii
∫ c′+i∞
c′−i∞
Γ
(
1+s
2
)
Γ
(
1−s
2
) ζ(s)
sinpis
(tpiα)−s ds
=
−1
pi2tα
∫ ∞
0
2xJ0(2x)
(
ψ
( x
pitα
+ 1
)
− log x
pitα
)
dx.(5.49)
Now let x→ pitαx and substitute in (5.45) to obtain (5.39). 
A proof of (5.38) is presented next.
Proof. Let
(5.50)
H(α) :=
√
α3
∫ ∞
0
xK0(2piαx)
(
2
∞∑
n=1
d(n)K0(4pi
√
nx) +
log(4pi2x)
4pi2x
)
dx.
Page 254 in the Lost Notebook [32] (see also equation (4.1) in [3]) gives
(5.51)
∫ ∞
0
dt
t(e2pit − 1)(e2pix/t − 1) = 2
∞∑
n=1
d(n)K0
(
4pi
√
nx
)
.
Hence
H(α) =
√
α3
{
log(4pi2)
4pi2
∫ ∞
0
K0(2piαx) dx +
1
4pi2
∫ ∞
0
K0(2piαx) log x dx
+
∫ ∞
0
xK0(2piαx) dx
∫ ∞
0
dt
t(e2pit − 1)(e2pix/t − 1)
}
.(5.52)
Now formula 6.511.12 in [12] gives
(5.53)
∫ ∞
0
K0(2piαx) dx =
1
4α
,
and formula 2.16.20.1 on page 365 of [30] states that for |Rew| > Re ν and
real m > 0,
(5.54)
∫ ∞
0
xw−1Kν(mx) log x dx =
2w−3
mw
Γ
(
w + ν
2
)
Γ
(
w − ν
2
)
{
ψ
(
w + ν
2
)
+ ψ
(
w − ν
2
)
− 2 log
(m
2
)}
.
Then (5.53) and the above formula with w = 1, ν = 0 andm = 2piα converts
(5.52) to
H(α) =
√
α3
{
log(4pi2)
16pi2α
− 1
4pi2
(
γ + log(4piα)
4α
)
+
∫ ∞
0
dt
t(e2pit − 1)
∫ ∞
0
xK0(2piαx)
e2pix/t − 1 dx
}
=
√
α
16pi2
{
−
(
γ − log
(pi
α
))
+ 16pi2α
∫ ∞
0
dt
t(e2pit − 1)
∫ ∞
0
xK0(2piαx)
e2pix/t − 1 dx
}
.
(5.55)
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Lemma 5.7 along with the integral representation [2, equation 3.5]
(5.56) γ − log
(pi
α
)
=
∫ ∞
0
(
2pi
e2pit − 1 −
e−2αt
t
)
dt
is used in (5.55) to obtain
H(α) =
√
α
16pi2
{∫ ∞
0
(
e−2αt
t
− 2pi
e2pit − 1
)
dt
+
∫ ∞
0
dt
t(e2pit − 1)
(
2pit− 8pi2αt2
∫ ∞
0
xJ0(2pitαx) (ψ(x+ 1)− log x) dx
)}
=
√
α
16pi2
∫ ∞
0
(
e−2αt
t
− 8pi
2αt
e2pit − 1
∫ ∞
0
xJ0(2pitαx) (ψ(x+ 1)− log x) dx
)
dt.
(5.57)
The standard formulas
(5.58) 2pi
∫ ∞
0
(
1
e2piy − 1 −
1
2piy
)
e−2pixy dy = log x− ψ(x+ 1),
which can be obtained from [12, p. 360, 3.427.7] and [12, p. 702, 6.623.2]
(5.59)
∫ ∞
0
e−axJν(bx)xν+1 dx =
2a(2b)νΓ
(
ν + 32
)
√
pi(a2 + b2)ν+
3
2
,
for Re ν > −1 and Re a > | Im b|. Substitute (5.58) on the extreme right
of (5.57), and then use (5.59) with ν = 0, a = 2piy and b = 2pitα in the
resulting equation to see (after simplification) that
H(α) =
√
α
16pi2
∫ ∞
0
(
e−2αt
t
+
4piαt
e2pit − 1
∫ ∞
0
y
(y2 + (αt)2)3/2
(
1
e2piy − 1 −
1
2piy
)
dy
)
dt
=
√
α
16pi2
∫ ∞
0
(
e−2αt
t
+
4pit
e2pit − 1
∫ ∞
0
y
(y2 + t2)3/2
(
1
e2piαy − 1 −
1
2piαy
)
dy
)
dt
(5.60)
Finally, use [12, p. 675, 6.554.4]
(5.61)
∫ ∞
0
yJ0(2αy)
(y2 + t2)3/2
dy =
e−2αt
t
, for α, t > 0,
on the extreme right of (5.60) to prove (5.38). 
Proof of Theorem 4.5. The first proof uses Theorem 5.3 with F (s, z) =
Γ (s+ z/2) Γ(1− s+ z/2). This requires the evaluation of
(5.62) f(x, z) =
1
2pii
∫ c+i∞
c−i∞
Γ
(
s+
z
2
)
Γ
(
1− s+ z
2
)
× ζ
(
1− s− z
2
)
ζ
(
1− s+ z
2
)
x−sds
for ±Re z2 < c = Re s < 1± Re z2 .
22 ATUL DIXIT AND VICTOR H. MOLL
First assume c = Re s > 1± Re z2 . Denote the right-hand side of (5.62)
by I(x, z). The change of variables s = 1− w, gives
(5.63) I(x,w) =
1
2pii
∫ λ+i∞
λ−i∞
H(x,w, z)dw,
where λ = Rew < ±Re z2 and
(5.64) H(x,w, z) = Γ
(
w +
z
2
)
Γ
(
1− w + z
2
)
ζ
(
w − z
2
)
ζ
(
w +
z
2
)
xw−1.
The line of integration is now shifted from Rew = λ < ±Re z2 to Rew =
λ′ > 1 ± Re z2 . These two lines are closed to form the rectangular contour
with sides (λ−iT, λ′−iT ), (λ′−iT, λ′+iT ), (λ′+iT, λ+iT ), (λ+iT, λ−iT ),
where T > 0. This shift encounters poles at w = −z/2, 1+ z/2 and 1− z/2
of orders 1, 2 and 1, respectively. The residue theorem gives
(5.65)
∫ λ+iT
λ−iT
H(x,w, z)dw =
[∫ λ′−iT
λ−iT
+
∫ λ′+iT
λ′−iT
+
∫ λ+iT
λ′+iT
]
H(x,w, z)dw
− 2pii [R(−z/2) +R(1 + z/2) +R(1− z/2)]
where R(a) denotes the residue at the pole a. It is easy to see that the
integrals along the horizontal segments tend to 0 as T →∞. Therefore
(5.66)
∫ λ+i∞
λ−i∞
H(x,w, z)dw =
∫ λ′+i∞
λ′−i∞
H(x,w, z)dw
− 2pii [R(−z/2) +R(1 + z/2) +R(1− z/2)] .
The line integral is evaluated using (5.27) to obtain
(5.67)
∫ λ′+i∞
λ′−i∞
H(x,w, z)dw =
1
x
∞∑
n=1
σ−z(n)nz/2
∫ λ′+i∞
λ′−i∞
Γ
(
w +
z
2
)
Γ
(
1− w + z
2
)(n
x
)−w
dw,
for Re (w ± z/2) > 1. Now, for 0 < w0 = Rew < Re z,
(5.68)
1
2pii
∫ w0+i∞
w0−i∞
Γ(w)Γ(z − w)
Γ(z)
x−wdw =
1
(1 + x)z
,
which, upon replacement of w by w + z2 and z by 1 + z, gives
(5.69)
1
2pii
∫ d+i∞
d−i∞
Γ
(
w +
z
2
)
Γ
(
1− w + z
2
)
x−w dw =
x
z
2Γ(1 + z)
(1 + x)1+z
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for −Re z2 < d = Rew < 1 + Re z2 . Another application of the residue
theorem leads to
(5.70)
1
2pii
∫ d+i∞
d−i∞
Γ
(
w +
z
2
)
Γ
(
1− w + z
2
)
x−wdw =
Γ(1 + z)
[
xz/2
(1 + x)1+z
− x−1−z/2
]
for d = Rew > 1 + Re z2 . Then (5.67) and (5.70) give
(5.71)
1
2pii
∫ λ′+i∞
λ′−i∞
H(x,w, z)dw = xz/2Γ(1 + z)
∞∑
n=1
σ−z(n)
(
nz
(n+ x)z+1
− 1
n
)
,
and (5.66) gives
(5.72)
1
2pii
∫ λ+i∞
λ−i∞
H(x,w, z)dw = xz/2Γ(1 + z)
∞∑
n=1
σ−z(n)
(
nz
(n+ x)z+1
− 1
n
)
−R(−z/2) −R(1 + z/2) −R(1− z/2).
The computation of the residues at the poles yields the values
(5.73)
R(−z/2) = −12Γ(1 + z)ζ(−z)x−1−z/2
R(1 + z/2) = −xz/2Γ(1 + z) [(2γ + log x+ ψ(1 + z))ζ(1 + z) + ζ ′(1 + z)]
R(1− z/2) = x−z/2Γ(z)ζ(1− z).
For example,
R(−z/2) = lim
w→− z2
H(x,w, z)
= lim
w→− z2
(
w +
z
2
)
Γ
(
w +
z
2
)
Γ
(
1− w + z
2
)
ζ
(
w − z
2
)
ζ
(
w +
z
2
)
xw−1
= lim
w→− z2
Γ
(
w +
z
2
+ 1
)
Γ
(
1− w + z
2
)
ζ
(
w − z
2
)
ζ
(
w +
z
2
)
xw−1
= −1
2
Γ(1 + z)ζ(−z)x−z/2−1,
using Γ(1) = 1 and ζ(0) = −1/2.
Now (4.8), (5.63), (5.72) and (5.73) give for c = Re s > 1± Re z2 ,
(5.74) I(x, z) = Λ(x, z) +
1
2
Γ(1 + z)ζ(−z)x−1− z2 .
Finally, if ± Re z2 < c = Re s < 1± Re z2 , the residue theorem again
produces
(5.75) I(x, z) = Λ(x, z).
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Then, (5.62) implies f(x, z) = Λ(x, z). Corollary 5.4 now establishes the
first equality in (4.9).
Second proof: An alternative proof of the first equality begins with the
integral on the right-hand side of (4.9) written in the form
(5.76) I(z;α) =
∫ ∞
0
Γ
(
z − 1 + it
4
)
Γ
(
z − 1− it
4
)
Γ
(
z + 1 + it
4
)
× Γ
(
z + 1− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
cos(12 t logα)
(z + 1)2 + t2
dt.
Let
(5.77)
f(z, t) =
1
(z + 1)2 + 4t2
Γ
(
z − 1
4
+
it
2
)
Γ
(
z − 1
4
− it
2
)
Γ
(
z + 1
4
+
it
2
)
Γ
(
z + 1
4
− it
2
)
that admits a factorization of the type (1.9) with
(5.78) φ(z, s) =
1
1 + z + 2s
Γ
(
z − 1
4
+
s
2
)
Γ
(
z + 1
4
+
s
2
)
.
Using (5.35),
I(z, α) =
1
i
√
α
∫ 1
2+i∞
1
2−i∞
1
(z + 2s)(z + 2− 2s)
×Γ
(
z
4
+
s− 1
2
)
Γ
(z
4
+
s
2
)
Γ
(z
4
− s
2
)
Γ
(
z
4
+
1− s
2
)
×1
2
(
s− z
2
)(
s− z
2
− 1
)
pi−(s−z/2)/2Γ
(s
2
− z
4
)
ζ
(
s− z
2
)
×1
2
(
s+
z
2
)(
s+
z
2
− 1
)
pi−(s+z/2)/2Γ
(s
2
+
z
4
)
ζ
(
s+
z
2
)
αs ds.
Simplifying the integrand, this is written as
(5.79) I(z, α) =
pi
2z+1i
√
α
∫ 1
2+i∞
1
2−i∞
G(α, s, z)ds,
with
(5.80) G(α, s, z) = Γ
(
s+
z
2
)
Γ
(z
2
− s+ 1
)
Γ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)
× ζ
(
s− z
2
)
ζ
(
s+
z
2
)(pi
α
)−s
.
To evaluate this last integral one employs (5.27). As before, this requires
to move the line of integration from Re s = 12 to Re s =
3
2 . In this shift, one
encounters a simple pole at s = 1 − z/2 and a double pole at s = 1 + z/2.
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The residue theorem produces
(5.81)∫ 1
2+i∞
1
2−i∞
G(α, s, z)ds =
∫ 3
2+i∞
3
2−i∞
G(α, s, z)ds−2pii (R(1− z/2) +R(1 + z/2)) ,
where R(a) is the residue of G(α, s, z) at the pole s = a. A direct computa-
tion shows that
(5.82) R(1− z/2) = 1
z
α1−z/2pi−z/2Γ
(z
2
)
Γ(z + 1)ζ(z)
and
R(1 + z/2) = − α
1+z/2
2pi
1
2 (z+1)
Γ
(
z + 1
2
)
Γ(z + 1)
(5.83)
× [(3γ − 2 log(2pi/α) + ψ (12(z + 1))+ 2ψ(z + 1)) ζ(z + 1) + 2ζ ′(z + 1)] .
The expansion (5.27) gives
∫ 3
2+i∞
3
2−i∞
G(α, s, z)ds =
∞∑
n=1
σ−z(n)nz/2
∫ 3
2+i∞
3
2−i∞
Γ
(
s+
z
2
)
Γ
(z
2
− s+ 1
)
Γ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)(pin
α
)−s
ds.
In order to evaluate the integral on the right-hand side, one would like to
use (5.5) with
(5.84)
F (s) = Γ
(
s+
z
2
)
Γ
(z
2
− s+ 1
)
and G(s) = Γ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)
.
Now (5.10) yields
(5.85)
1
2pii
∫ c+i∞
c−i∞
Γ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)
x−sds = 4Kz/2(2x),
for c = Re s > ±Re z/2 and this is true when c = 32 . However, (5.69) (with
w replaced by s) holds only for − Re z2 < d = Re s < 1+ Re z2 , which is not
satisfied when Re s = 32 and −1 < Re z < 1. Thus, the line of integration
has to be moved from Re s = 32 to Re s =
1
2 . This process captures a pole
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at s = 1 + z2 and the residue theorem yields
∫ 3
2+i∞
3
2−i∞
Γ
(
s+
z
2
)
Γ
(z
2
− s+ 1
)
Γ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)(pin
α
)−s
ds
=
∫ 1
2+i∞
1
2−i∞
Γ
(
s+
z
2
)
Γ
(z
2
− s+ 1
)
Γ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)(pin
α
)−s
ds
− 2piiΓ(z + 1)Γ
(
z + 1
2
)
α1+z/2
pi
z+1
2 n1+
z
2
.
Now (5.5), (5.69), (5.84) and (5.85) yield
(5.86)
∫ 1
2+i∞
1
2−i∞
Γ
(
s+
z
2
)
Γ
(z
2
− s+ 1
)
Γ
(s
2
− z
4
)
Γ
(s
2
+
z
4
)(pin
α
)−s
ds
= 4Γ(z + 1)
∫ ∞
0
xz/2Kz/2
(
2pinx
α
)
(1 + x)z+1
dx
and so this leads to
(5.87)
∫ 3
2+i∞
3
2−i∞
G(α, s, z)ds =
8piiΓ(z + 1)
∫ ∞
0
xz/2Kz/2
(
2pix
α
) ∞∑
n=1
σ−z(n)
(
nz
(n+ x)z+1
− 1
n
)
,
where we used the integral representation
Γ
(
z + 1
2
)
α1+
z
2
pi
z+1
2 n1+
z
2
= 4
∫ ∞
0
xz/2K z
2
(
2pinx
α
)
dx
has been used. Using (5.81), the integral (5.79) now becomes
(5.88) I(z, α) =
pi2
2z
√
α
{
−
(
R
(
1− z
2
)
+R
(
1 +
z
2
))
+4Γ(z + 1)
∫ ∞
0
xz/2Kz/2
(
2pix
α
) ∞∑
n=1
σ−z(n)
(
nz
(n+ x)z+1
− 1
n
)}
.
The next step in the proof is to obtain an integral representation for the
sum of the residues in the form∫ ∞
0
xz/2Kz/2(2piαx)λ(x, z)dx
for an appropriate function λ(x, z).
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The choice w = 1 + z/2, ν = z/2 and m = 2pi/α in (5.54) gives
(5.89)
∫ ∞
0
4xz/2Kz/2
(
2pix
α
)
log x dx =
α1+z/2
2pi
z+1
2
Γ
(
z + 1
2
)[
−γ − 2 log
(
2pi
α
)
+ ψ
(
z + 1
2
)]
.
Now (5.10) produces
(5.90)
∫ ∞
0
4xz/2Kz/2
(
2pix
α
)
x−z
−z ζ(1−z)dx = −
1
z
pi−z/2α1−z/2Γ
(z
2
)
ζ(z),
and also
(5.91)
∫ ∞
0
4xz/2Kz/2
(
2pix
α
)[
(2γ + ψ(z + 1)) ζ(z + 1) + ζ ′(z + 1)
]
dx
=
α1+z/2
pi
z+1
2
Γ
(
z + 1
2
)[
(2γ + ψ(z + 1)) ζ(z + 1) + ζ ′(z + 1)
]
.
Now (5.82), (5.83), (5.89), (5.90) and (5.91) yield
(5.92) R(1− z
2
) +R(1 +
z
2
)
= −Γ(z+1)
∫ ∞
0
4x
z
2K z
2
(
2pix
α
){
x−z
−z ζ(1−z)+(2γ+log x+ψ(z+1))ζ(z+1)+ζ
′(z+1)
}
dx.
Substituting (5.92) in (5.88) gives the equality between the extreme left and
right sides of (4.9), and the invariance of the right side under α → 1/α
establishes the other as well.
Proof of Theorem 4.9. Since the proof of Theorem 4.9 is similar to that
of Theorems 4.5 and 4.6, a brief outline is presented. Let
(5.93) F (s, z) = Γ
(s
2
+
z
4
)
Γ
(
1
2
− s
2
+
z
4
)
,
apply Theorem 5.3 to find by means of contour integration that f(x, z) =
F(x, z), as in (4.17). Then as before, Corollary 5.4 gives the transformation
in (4.18). Also, starting from the integral on the extreme right of (4.18),
converting it into a complex integral using (5.35), and then using the residue
theorem and Mellin transforms, one finds this integral to be equal to one of
the two sides of the transformation in (4.18). The transformation itself is
then obtained by replacing α by β in this integral involving the Riemann Ξ
function.
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6. A generalization of a series of Koshlyakov
Koshlyakov [18] considered the function
(6.1) Ω(x) = 2
∞∑
n=1
d(n)
[
K0
(
4pieipi/4
√
nx
)
+K0
(
4pie−ipi/4
√
nx
)]
and used it to give a short and clever proof of the Vorono¨ı summation
formula. In [18, Equation 5], he established the identity
(6.2) Ω(x) = −γ − 1
2
log x− 1
4pix
+
x
pi
∞∑
n=1
d(n)
x2 + n2
.
The reader will find in [10] how to establish (6.2) using (4.14). Koshlyakov
[20, Equation (6)], [22, Equations (21), (27)] showed that
√
α
∫ ∞
0
e−2piαx
(
Ω(x) +
1
4pix
)
dx =
√
β
∫ ∞
0
e−2piβx
(
Ω(x) +
1
4pix
)
dx
=
1
2pi5/2
∫ ∞
0
∣∣∣∣Ξ
(
1
2
t
)
Γ
(−1 + it
4
)∣∣∣∣
2 cos
(
1
2t log α
)
1 + t2
dt.(6.3)
See [10] for the proof of the equivalence of the formula in Theorem 3.4 and
(6.3) without appealing to the integral involving the Riemann Ξ-function in
the identities. Koshlyakov [19, Equations (8), (24)], [21, Equation (15)] also
found another transformation involving Ω(x), namely,
√
α3
∫ ∞
0
xJ0(2piαx)
(
Ω(x) +
1
4pix
)
dx =
√
β3
∫ ∞
0
xJ0(2piβx)
(
Ω(x) +
1
4pix
)
dx
=
1
64pi5
∫ ∞
0
∣∣∣∣Γ2
(−1 + it
4
)∣∣∣∣
2
Ξ2
(
t
2
)
cosh
(
1
2
pit
)
cos
(
1
2t logα
)
dt.
(6.4)
A new generalization of Ω(x), defined by
(6.5)
Ω(x, z) = 2
∞∑
n=1
σ−z(n)nz/2
(
epiiz/4Kz(4pie
pii/4√nx) + e−piiz/4Kz(4pie−pii/4
√
nx)
)
,
is considered next. It is clear that Ω(x, 0) = Ω(x). The inverse Mellin
transform
(6.6) Ω(x, z) =
1
2pii
∫ c+i∞
c−i∞
ζ(1− s+ z2 )ζ(1− s− z2 )
2 cos
(
1
2pi
(
s+ z2
)) x−sds
is validd for c = Re s > 1± Re z2 . The special case z = 0 was given by
Koshlyakov [21, Equation (11)] and the details for deriving the general case
are similar to this special case.
The function Ω(x, z) plays an important role in deriving a simpler proof
of the generalization of the Vorono¨ı summation formula. See [4] for details.
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Proposition 6.1. For z /∈ Z, the function Ω(x, z) is given by
(6.7)
Ω(x, z) = −Γ(z)ζ(z)
(2pi
√
x)z
+
xz/2−1
2pi
ζ(z)− x
z/2
2
ζ(z + 1) +
xz/2+1
pi
∞∑
n=1
σ−z(n)
n2 + x2
.
Actually, the above result is also true for z = 0 (in the limiting sense) in
view of (6.2) and the fact that Ω(x, z) is continuous at z = 0.
The result in the proposition can be directly derived from the next the-
orem of H. Cohen [5]. Simply take k = 1 and replace x by ix and then by
−ix and add the results.
Theorem 6.2 (H. Cohen). Let z 6∈ Z be such that Re z ≥ 0. For any integer
k ≥ ⌊12(Re z + 1)⌋,
8pixz/2
∞∑
n=1
σ−z(n)nz/2Kz(4pi
√
nx) = A(z, x)ζ(z) +B(z, x)ζ(z + 1)
+
2
sin(piz/2)

 ∑
1≤j≤k
ζ(2j)ζ(2j − z)x2j−1 + x2k+1
∞∑
n=1
σ−z(n)
nz−2k − xz−2k
n2 − x2

 ,
where
A(z, x) =
xz−1
sin(piz/2)
− Γ(z)
(2pi)z−1
and B(z, x) =
2
x
Γ(z + 1)
(2pi)z+1
− pix
z
cos(piz/2)
.
A generalization of (6.3) is stated next.
Theorem 6.3. Assume −1 < Re z < 1. Then for α, β > 0, αβ = 1,
α(z+1)/2
∫ ∞
0
e−2piαxxz/2
(
Ω(x, z) − 1
2pi
ζ(z)xz/2−1
)
dx
= β(z+1)/2
∫ ∞
0
e−2piβxxz/2
(
Ω(x, z)− 1
2pi
ζ(z)xz/2−1
)
dx
=
8
pi(z+5)/2
∫ ∞
0
Γ
(
z + 3 + it
4
)
Γ
(
z + 3− it
4
)
Ξ
(
t+ iz
2
)
Ξ
(
t− iz
2
)
× cos(
1
2t log α) dt
(t2 + (z + 1)2)(t2 + (z − 1)2) .
Proof. The theorem is proven first for 0 < Re z < 1 and later extend it
to −1 < Re z < 1 by analytic continuation. Using (5.35) with φ(z, s) =
1
2s+z+1Γ
(
z−1
4 +
s
2
)
and the reflection and the duplication formulas for the
gamma function, the integral on the extreme right above (say M(z, α)) can
be written as
M(z, α) :=
√
pi
21+
z
2 i
√
α
∫ 1
2+i∞
1
2−i∞
Γ
(
1− s+ z
2
) ζ (1− s+ z2) ζ (1− s− z2)
2 cos
(
1
2pi
(
s+ z2
)) ( 1
2piα
)−s
ds.
(6.8)
30 ATUL DIXIT AND VICTOR H. MOLL
To use (5.5), one needs to evaluate the inverse Mellin transforms of the
two functions, namely ζ
(
1− s+ z2
)
ζ
(
1− s− z2
)
/
(
2 cos
(
1
2pi
(
s+ z2
)))
and
Γ
(
1− s+ z2
)
in a common region which includes the vertical line Re s = 12 .
For c = Re s < 1 ± Re ( z2), using (6.6) and invoking the residue theorem
results in
1
2pii
∫ c+i∞
c−i∞
ζ
(
1− s+ z2
)
ζ
(
1− s− z2
)
2 cos
(
1
2pi
(
s+ z2
)) x−s ds = Ω(x, z)− ζ(z)
2pi
x
z
2
−1.(6.9)
Also for c = Re s < 1+ Re
(
z
2
)
,
(6.10)
1
2pii
∫ c+i∞
c−i∞
Γ
(
1− s+ z
2
)
x−s ds = e−
1
xx−1−
z
2 .
Since 0 < Re z < 1, shifting the line of integration to c = Re s < 1−Re (z2)
does not introduce a pole. Therefore the above formula is valid for c =
Re s < 1± Re ( z2). Also, the choice c = 12 is valid since 0 < Re z < 1. Thus
employing (5.5), gives∫ 1
2+i∞
1
2−i∞
Γ
(
1− s+ z
2
) ζ (1− s+ z2) ζ (1− s− z2)
2 cos
(
1
2pi
(
s+ z2
)) ( 1
2piα
)−s
ds
= 2pii
∫ ∞
0
e−2piαx(2piαx)1+
z
2
(
Ω(x, z)− ζ(z)
2pi
x
z
2
−1
)
dx
x
.(6.11)
Therefore (6.8) and (6.11) establish the equality between the extreme left
and right sides of Theorem 6.3. Now using (5.24) and known bounds on the
Riemann zeta function, it is easy to see that M(z, α) is analytic in −1 < Re
z < 1. Similarly, using Proposition 6.1, it is easy to see that the extreme
left side of Theorem 6.3 is analytic in −1 < Re z < 1. Thus by analytic
continuation, the equality holds for −1 < Re z < 1. Now, as usual, replace
α by β in the established identity and use the relation αβ = 1 to obtain the
second equality in Theorem 6.3. 
A generalization of (6.4) is stated next.
Theorem 6.4. Assume −1 < Re z < 1. Then for α, β > 0, αβ = 1,
√
α3
∫ ∞
0
xJz/2(2piαx)
(
Ω(x, z)− 1
2pi
ζ(z)xz/2−1
)
dx
=
√
β3
∫ ∞
0
xJz/2(2piβx)
(
Ω(x, z) − 1
2pi
ζ(z)xz/2−1
)
dx
=
8
pi3
∫ ∞
0
Γ
(
z+3+it
4
)
Γ
(
z+3−it
4
)
Γ
(
z+1+it
4
)
Γ
(
z+1−it
4
)Ξ( t− iz
2
)
Ξ
(
t+ iz
2
)
× cos(
1
2t log α) dt
(t2 + (z + 1)2)(t2 + (z − 1)2) .
Proof. The proof is based on the Mellin transform (5.12), the inverse Mellin
transform (6.9) and (5.4). Details are omitted. 
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Note 6.5. The integral on the right-hand side of Theorem 6.3 appears in
S. Ramanujan [31, Equation (20)] and in [8, Theorem 1.5], where alternate
representations for this integral have been given. Comparing the represen-
tation derived here with these, lead to the following identity:
(6.12) α(z+1)/2
∫ ∞
0
e−2piαxxz/2
(
Ω(x, z)− 1
2pi
ζ(z)xz/2−1
)
dx
=
1
(2pi)z+1
∫ ∞
0
xz
(
1
ex
√
α − 1 −
1
x
√
α
)(
1
ex/
√
α − 1 −
1
x/
√
α
)
dx
= α(z+1)/2
Γ(z + 1)
(2pi)z+1
[ ∞∑
n=1
(
ζ(z + 1, nα) − (nα)
−z
z
− (nα)
−z−1
2
)
− ζ(z + 1)
2αz+1
− ζ(z)
αz
]
,
where ζ(z, x) is the Hurwitz zeta function.
7. Related work of Guinand and of Nasim
The work presented here is related to results of Guinand and Nasim.
These are presented next. Guinand [13, Theorem 6] (see also [14, Equation
(1)] obtained the following summation formula involving σs(n):
∞∑
n=1
σ−s(n)n
s
2 f(n)− ζ(1 + s)
∫ ∞
0
x
s
2 f(x) dx− ζ(1− s)
∫ ∞
0
x−
s
2 f(x) dx
=
∞∑
n=1
σ−s(n)n
s
2 g(n)− ζ(1 + s)
∫ ∞
0
x
s
2 g(x) dx − ζ(1− s)
∫ ∞
0
x−
s
2 g(x) dx.
(7.1)
Here f(x) satisfies appropriate conditions (see [13] for details) and g(x) is
the transform of f(x) with respect to the Fourier kernel
(7.2) − 2pi sin (12pis) Js(4pi√x)− cos (12pis) (2piYs(4pi√x)− 4Ks(4pi√x)) .
Note that up to a constant factor, the above kernel is the same as the one
used in (5.6). C. Nasim [25, 26, 27] also derived transformation formulas
similar to (7.1).
As an application of (7.1), note that for z fixed and −1 < Re z < 1,
one obtains (4.3) by taking f(x) = K z
2
(2piαx), and then using (5.6) with
ν = z/2 and (5.17). This is the simplest example of (7.1), since here f(x) =
g(x). The disadvantage of (7.1) is the difficulty in obtaining other explicit
examples. Note that Guinand [14] does not give any particular example of
(7.1)3. The production of a function g requires the explicit evaluation of the
integral∫ ∞
0
f(y)
(−2pi sin (12pis) Js(4pi√xy)− cos (12pis) (2piYs(4pi√xy)− 4Ks(4pi√xy))) dy.
3Guinand’s proof of (4.3) is different from the one given above.
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Instead, considering transformations between two integrals, as done here,
one can construct a variety of explicit examples. These are shown in Theo-
rems 4.5, 4.6 and 4.9. Also in order to explicitly find a transformation using
(7.1), one has to start with a proper f . A priori, it is hard to conceive of an
f which would lead to an elegant transformation. The advantage in our case
is that the results are obtained by considering known transformation formu-
las in the literature. Thus, one does not have to begin with an unnatural
choice of f .
8. Future developments
The results presented here deal with modular-type transformations which
result from squaring the functional equation of ζ(s), or equivalently, those,
whose associated integrals involving the Riemann Ξ-functions have Ξ
2(t/2)
(1+t2)2
in their integrand. These can be extended by taking higher powers of the
functional equation, or equivalently, by taking Ξ
m(t/2)
(1+t2)m in the integrand of
the associated integrals. The consequences of this extension are discussed
in a particular example.
In view of Hardy’s result (4.5) and Koshlyakov’s result (2.12), it is also
possible to evaluate the integral∫ ∞
0
(
Ξ(t/2)
(1 + t2)
)m cos (12t log α)
cosh
(
1
2pit
) dt,
and obtain the corresponding modular-type transformation. Note that when
m = 1, the transformation involves the series
−ψ(x+ 1)− γ =
∞∑
n=1
(
1
x+ n
− 1
n
)
and when m = 2, the series
∞∑
n=1
d(n)
(
1
x+ n
− 1
n
)
.
Thus for m > 2, the transformation would involve the series
∞∑
n=1
dm(n)
(
1
x+ n
− 1
n
)
,
where dm(n) denotes the number of ways of expressing n as a product of m
factors in which an expression with the same factors but in a different order
is counted as different. The Dirichlet series for dm(n) is given by
(8.1) ζm(s) =
∞∑
n=1
dm(n)
ns
.
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The series
∑∞
n=1 dm(n)
(
1
x+n − 1n
)
as well as the residues associated with it
come from evaluating the integral
(8.2)
1
2pii
∫ 3
2
+i∞
3
2
−i∞
pi
sinpis
ζm(1− s)x−s ds.
Let f be the function against which the above expression is integrated in or-
der to obtain the transformation. In the case m = 1, f(x) = e−piα
2x2 whose
Mellin transform is 12pi
−s/2α−sΓ
(
s
2
)
, and when m = 2, f(x) = K0(2piαx)
whose Mellin transform is 14pi
−sα−sΓ2
(
s
2
)
. Thus, for m > 2, the Mellin
transform of f should be a multiple of Γm
(
s
2
)
. These general transforma-
tions will be discussed in a future publication.
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