Abstract. Permutation modules are fundamental in the representation theory of symmetric groups S n and their corresponding Iwahori-Hecke algebras H = H (S n ). We find an explicit combinatorial basis for the annihilator of a permutation module in the "integral" case -showing that it is a cell ideal in G.E. Murphy's cell structure of H . The same result holds whenever H is semisimple, but may fail in the non-semisimple case.
Introduction
Let R be a commutative ring with 1 and fix an invertible element q ∈ R. The representation theory of symmetric groups S n and the corresponding Iwahori-Hecke algebras H R,q = H R,q (S n ) starts with the transitive permutation modules M (i) the coefficient ring is the ring R = Z[v, v −1 ] of "Laurent polynomials," where v is an indeterminate and q = v 2 ; (ii) the coefficient ring is a field R such that H R,q is semisimple.
The result is essentially the same in both cases; (i) is obtained in Theorem 7.3 by a refinement of an argument of Härterich [8] , and (ii) is obtained in Theorem 5.2. It turns out that in these cases the annihilator of M λ R is a cell ideal with respect to Murphy's cellular basis of H R,q . The result does not necessarily hold in case H R,q is not semisimple; see Example 7.4 .
In case v = 1 the algebra H R,q is isomorphic to the group algebra RS n of the symmetric group S n ; so by specializing v to 1 we obtain corresponding results on annihilators of permutation modules for symmetric groups. Specifically, we obtain a description of Ann RSn M λ R in case (i) R = Z, or (ii) R is a field such that RS n is semisimple.
Theorem 5.2 is easily derived from a lemma of [8] along with properties of cellular bases. To prove Theorem 7.3 we exploit Schur-Weyl duality between H and the quantized enveloping algebra U(gl n ). This gives an "integral" embedding between certain permutation modules which seems to be new; see Lemma 6.4 for the precise statement. This result, which may be of some interest in its own right, is the key step in the proof of Theorem 7.3.
Symmetric groups and tableaux
We denote by S S the symmetric group consisting of all bijections of a given set S; in particular we set S n = S {1, ..., n} . We adopt the convention that elements of S n act on the right of their arguments, so that compositions of permutations are read from left to right. In other words, if σ, τ ∈ S n , then i(στ ) = (iσ)τ , for any i ∈ {1, . . . , n}.
We write λ n to indicate that λ is a composition of n, meaning that λ is an infinite sequence (λ 1 , λ 2 , . . . ) of nonnegative integers such that λ i = n. The individual λ i are the parts of λ, and the largest index ℓ such that λ j = 0 for all j > ℓ is the length, or number of parts, of λ. Zeros at the end of λ are usually omitted. Any composition λ may be sorted into a unique partition λ + , in which the parts are in non-strict descending order. We write λ ⊢ n to indicate that λ is a partition of n. When λ ⊢ n, we denote by λ ′ the transposed partition, whose Young diagram is obtained from the Young diagram of λ by writing its rows as columns.
Recall that compositions are partially ordered by dominance: given λ, µ n, one writes λ µ (λ dominates µ) if i j λ i i j µ i for all j, and one writes λ ⊲ µ (λ strictly dominates µ) if λ µ and the inequality i j λ i i j µ i is strict for at least one j. The notations µ λ, µ ⊳ λ are respectively equivalent to λ µ, λ ⊲ µ. Furthermore, we note that the dominance relation reverses when taking transposes:
if and only if λ µ for λ, µ ⊢ n. Let λ n. A λ-tableau t is a numbering of the boxes in the Young diagram of λ by the numbers 1, . . . , n such that each number appears just once. One says that t is row-standard if the numbers in each row are increasing read from left to right, and standard if t is row-standard and the numbers in each column are increasing read from top to bottom.
The group S n acts naturally on the set of tableaux, on the right, as permutations of the numbering.
Murphy's bases of the Hecke algebra
Recall the definition of S n as a Coxeter group: it is the group given by the generators s 1 , . . . , s n−1 subject to the relations (S1) s
We may (and will) identify the generator s i with the transposition interchanging i, i + 1 and fixing all other elements of {1, . . . , n}. Every element of S n is expressible (in many ways) as a product of the form w = s i 1 · · · s i k . Let ℓ(w), the length of w, be the minimum value of k in all such expressions. Any expression of the form
Let R be any commutative ring with 1, and fix an invertible element q of R. The Iwahori-Hecke algebra, H R,q = H R,q (S n ) is the associative R-algebra with 1 given by generators T 1 , T 2 , . . . , T n−1 satisfying the relations (H1) (
In order to simplify notation, we shall henceforth write H R instead of H R,q , letting q be understood.
Remark 3.1. Some authors use a different, but equivalent, quadratic relation in place of (H1):
and extending the scalars to include q 1 2 , one can see that this version is isomorphic to the one defined above. The results of this paper hold for the alternative version of H R , although many of the specific formulas are somewhat different. If w = s i 1 · · · s i k is a reduced expression for w ∈ S n , one defines
In particular, T id = 1 and T s i = T i . The element T w is well defined independently of the choice of reduced expression for w and satisfies
The elements T w , for w ∈ S n , form an R-basis of H R ; in particular H R is free as an R-module. The generator T i = T s i is invertible in H R , with
for all i = 1, . . . , n − 1. It follows that any T w is invertible, with 
for w ∈ S n , extended to H R by linearity. Then * and † are commuting anti-involutions of R-algebras. The map ♯ is the composite of * and †; thus ♯ is an involution of R-algebras.
We denote the image of any h ∈ H R under the maps * , †, and ♯ by h * , h † , and h ♯ respectively. We now recall some results of Murphy [12, 13] , which provide two cellular bases of H R . Let λ n, and let t λ be the tableau of shape λ in which the numbers 1, . . . , n have been inserted in the boxes in order from left to right along the rows. Let S λ be the row stabilizer of t λ . Then
is a Young subgroup of S n . Define elements
Given a tableau t of shape λ, for λ n, let d(t) be the unique element of S n such that t = t λ d(t). Given any pair s, t of row-standard λ-tableaux, following Murphy we set
. Since x λ and y λ are invariant under * , it follows that (8) x for any pair s, t of row-standard λ-tableaux. For any λ ⊢ n let Tab(λ) be the set of standard λ-tableaux, and set
It follows from the first equality in (8) 
we have
where r h (t, u) ∈ R is independent of s.
Note that by applying * the equality in the theorem may be written in the equivalent form
This is used, for instance, in proving that H R [⊲λ] and H R [ λ] are two-sided ideals of H R .
Remark 3.4.
(a) The basis in part (a) of the theorem is a cellular basis in the sense of [6] . This follows from the first equality in (8) and part (b) of the theorem.
(b) For the sake of completeness, we mention that the theorem remains true if one replaces x st by y st throughout. Thus
is another cellular basis of H R . We will not need this fact in the paper. (c) By applying the involution ♯ to any cellular basis of H R , we obtain another cellular basis. Thus
For λ ⊢ n, following [6] we let C R (λ) be the free R-module with basis {c t : t ∈ Tab(λ)}. We define an action of H R on C R (λ) by the rule
r h (t, u)c u for any t ∈ Tab(λ). The element r h (t, u) ∈ R is determined as in part (b) of Theorem 3.3. The H R -modules C R (λ) are known as cell modules in the terminology of [6] . Note that for any given fixed s ∈ Tab(λ), the right H R -module C R (λ) is isomorphic with the submodule of
spanned by the set of all right cosets of the form
Murphy has identified the cell modules for H R with respect to the cellular basis of Theorem 3.3. In [13, Theorem 5.3] he proves:
Here S λ,R is the linear dual Hom R (S λ R , R) of the Specht module S λ R . The module S λ R , which is a q-analogue of the corresponding Specht module for the symmetric group S n , was introduced in [1, §4] . Although we need only generic properties of Specht modules associated to their interpretation as cell modules, some readers may prefer an explicit construction. One approach is to define S λ R as the following right ideal of H R :
where the element w λ is the unique element of S n such that t λ w λ = t λ . Here t λ is the tableau of shape λ in which the numbers 1, . . . , n have been inserted in the boxes in order from top to bottom in the columns.
Permutation modules
In [1] , [2] , Dipper and James studied the right ideals M λ R := x λ H R , for λ n, noting that they are q-analogues of the classical permutation modules (see [9] ) for symmetric groups. They also studied the right ideals M λ R := y λ H R ; these are q-analogues of the signed permutation modules for symmetric groups. We wish to study the annihilators of these H R -modules.
By [2, (2.1)], there exist elements r λ , r
in the usual way, by letting N ♯ = N and twisting the original H R -action by the automorphism ♯. On the other hand, if N is a right ideal of H R then N ♯ = {n ♯ : n ∈ N} is another right ideal of H R . Thus, in the case when N is a right ideal, the notation N ♯ has two meanings. However, the reader can easily check that the two possible interpretations lead to isomorphic right H R -modules. From (12) , it follows immediately that as right H R -modules we have an isomorphism
for any λ n. Thus, any description of Ann H R M λ R will give immediately a description of Ann H R M λ R , simply by applying the involution ♯. So we focus on obtaining a description of the former.
Let H R (λ) be the subalgebra of H R generated by all the T i except T λ 1 , T λ 1 +λ 2 , . . . , T λ 1 +···+λ k where λ = (λ 1 , λ 2 , . . . , λ k ) has length k. By [11, Corollary 1.14], there are two one-dimensional representations 1 H R and ε H R of H R defined on basis elements by (14) 1
for any w ∈ S n . These are known as the trivial and sign representations, respectively; by abuse of notation we denote the corresponding right H R -modules by the same symbols. As right H R -modules, we have isomorphisms
thus justifying the terminology "permutation" and "signed permutation" for these modules. Let λ n. For typographical reasons, we denote by x λt the element x st with s = t λ . Thus x λt = x λ T d(t) , for any row-standard tableau t of shape λ. We will need the following result of Dipper and James, which gives a basis of M λ R and determines the action of H R on basis elements.
Suppose t is row-standard of shape λ, and set u = ts i . Let row t (j) be the row index of j in t. Then
R , where λ + is the unique partition in the S n -orbit of λ. Thus, when considering the annihilator of M λ R , it is enough to restrict our attention to the case in which λ ⊢ n.
The annihilator in the semisimple case
We will require a preparatory lemma of Härterich. To formulate it, we need to extend the dominance order on compositions to the set of row-standard tableaux, as follows. Let t be a row-standard λ-tableau, where λ n. For any j n denote by t ↓j the row-standard tableau that results from throwing away all boxes of t containing a number bigger than j. Let [t ↓j ] be the corresponding composition of j (the composition defining the shape of t ↓j ). Given row-standard tableaux s and t with the same number n of boxes, define
′ denotes the transposed tableau of t, obtained from t by writing its rows as columns. The dominance order on tableaux extends naturally to pairs of tableaux, by defining:
(16) (s, t) (u, w) iff s u and t w.
For a set P of partitions of n, set H R [P ] = s,t Rx st , where the sum is taken over the set of pairs s, t ∈ Tab(µ), for µ ∈ P . If P is closed with respect to (i.e., ν ⊢ n, µ ∈ P , and ν µ implies ν ∈ P ), then H R [P ] is a two sided ideal of H R . For λ ⊢ n, the set P = {µ ⊢ n : µ λ ′ } is closed with respect to , so H R [ λ ′ ] is a two-sided ideal of H R . Thus
is also a two-sided ideal of H R . We remark that these ideals are free as R-modules and have R-rank
This follows from the cellular axioms and the various identifications made above.
The following result is a variant of [8, Lemma 3] . 
or, equivalently,
But the remark at the end of the paragraph preceding Lemma 5.1 gives the equality
and applying the equivalence between the two conditions µ ′ λ ′ and µ λ, we conclude that
Finally, Lemma 5.1 gives the opposite inequality, thus proving the result. (1) q = 1 and q is a primitive eth root of 1, where e n; (2) q = 1 and the characteristic of R is n.
In case H R is not semisimple, the inclusion of Lemma 5.1 may be strict (see Example 7.4).
Tensor space

Henceforth we will work over the ring
where v is an indeterminate, with quotient field Q(v). We set q = v 2 and consider the Hecke algebra H A over the ring A, defined by the generators and relations as in §3. For any commutative ring R with a chosen invertible element v we set q = v 2 in R. Then
where R is regarded as an A-algebra by means of the ring homomorphism A → R sending v ∈ A to v ∈ R. The isomorphism in (17) is determined by sending 1 ⊗ T i → T i for all i = 1, . . . , n − 1. Moreover, we have
for any λ n, and any R. Our goal is to determine the annihilator of the integral permutation module M λ A . We will need the Drinfeld-Jimbo quantized enveloping algebra corresponding to the Lie algebra gl m for m 2. Let Y be the free abelian group with basis H 1 , . . . , H m . Let ε 1 , . . . , ε m ∈ X := Y * be the corresponding dual basis; ε i is given by ε i (H j ) := δ i,j for j = 1, . . . , m. For i = 1, . . . , m − 1 let α i ∈ X be given by α i := ε i − ε i+1 . Define a partial order on X by λ µ if and only if µ − λ ∈ i Nα i .
Define an associative algebra U = U(gl n ) (with 1) over Q(v) by the generators
where
The subalgebra of U generated by all the E i , F i , K i (for i = 1, . . . , m − 1) is denoted by U(sl m ); this is the quantized enveloping algebra corresponding to the Lie algebra sl m .
In the remainder of this section all tensor products will be over Q(v) unless specified otherwise. There exist unique algebra maps ∆ : U → U ⊗ U (where U ⊗ U is regarded as an algebra in the usual way) and
for any i = 1, . . . , m−1, and h ∈ Y . The map ∆ defines a comultiplication and the map ǫ a counit which together define a coalgebra structure on U. (Actually, there is a well defined antipode S : U → U opp which together with ∆, ǫ give U a Hopf algebra structure, but we shall not need it.) The map ∆ induces a map ∆ (n) : U → U ⊗n defined as the composite
The map ∆ (n) is used to put a U-module structure on the nth tensor power of a given U-module.
Set V = Q(v) m with canonical basis {e 1 , . . . , e m }. Define a left action of U on V by
This action makes V into a U-module, and by applying ∆ (n) one makes the tensor power V ⊗n into a U-module as well.
Let I(m, n) be the set of all finite sequences i = (i 1 , . . . , i n ) where each i j ∈ {1, . . . , m}. Set (20)
in terms of this notation {e i : i ∈ I(m, n)} is a basis for V ⊗n . Let U 0 be the subalgebra of U generated by the v h for h ∈ Y . Since
for all h ∈ Y , the vectors e i are weight vectors (of weight λ) for the action of U 0 . Here λ = λ 1 ε 1 + · · · + λ m ε m ∈ X where each λ k = the number of j such that i j = k. It follows that
where (V ⊗n ) λ is the Q(v)-span of all e i of weight λ. The algebra U has q-analogues of the standard root vectors in gl m , defined as follows. For a positive root α = ε i − ε j for 1 i < j m, if j − i = 1 then set E i,j = E i and E j,i = F i . If j − i > 1, we assume by induction that E i+1,j and E j,i+1 have already been defined, and set (following Jimbo [10, Proposition 1], Xi [14, Section 5.6 
We note the following results.
Lemma 6.1. For 1 i < j m the triple {E i,j , K i,j , E j,i } generates a subalgebra of U isomorphic with U(sl 2 ).
Proof. Set E = E i,j , K = K i,j , and F = E j,i for i < j. We need only show that E, K, and F satisfy the defining relations for U(sl 2 ):
(a)
In the case j − i = 1, (a) follows from (U1) and (U2) while (b) is immediate from (U3). Assume j − i > 1, and assume that (a) and (b) hold for E ′ = E i+1,j , K ′ = K i−1,j , and F ′ = E j,i+1 in place of E, K, and F respectively. Then, using 23 and the equality K = K i K ′ , we have
which proves the first relation in (a). The second relation in (a) and relation (b) are proved by similar calculations.
The following result was observed in [5, Lemma 4.2] although in a slightly different context. We adapt the argument from [5] to our situation.
Lemma 6.2. Let µ ∈ X, and set µ = k µ k ε k . Assume µ k ≥ 0 for k = 1, . . . , m. Suppose that i < j and µ i − µ j > 0. Then the action of
Proof. It is clear that the action of E j,i gives a linear map from (V ⊗n ) µ into (V ⊗n ) µ−ε i +ε j , so we need only to prove that the map is injective. Set
By induction on r, one proves easily that
for any positive integer r. Fix some 0 = u ∈ (V ⊗n ) µ and choose r so that E r u = 0 but E s u = 0 for any s < r. This is possible since E acts locally nilpotently on any finite-dimensional U-module. Then
But a calculation in U(sl 2 ) shows that
and it follows that E r F u = r−1
Consider the action of S n (on the right) on V ⊗n by place permutation:
for w ∈ S n , u 1 , . . . , u n ∈ V . Note that S n acts (on the right) on the set I(m, n), by the rule
. . , i n ), w ∈ S n . With this notation, the action of S n on the basis elements e i of V ⊗n is given by e i w = e i·w . We now define a right action of H = H Q(v) on V ⊗n on basis elements by
for any i ∈ I(m, n), and any k = 1, . . . , n − 1. Notice that when v = 1 this is the same as the place permutation action of S n . One may check that the actions of H and U on V ⊗n commute; this goes back to [10] . The commutativity of the two actions means that a weight space (V ⊗n ) λ is a right H -module, for any λ ∈ X.
Lemma 6.3. Let λ n, and assume m ℓ(λ). Identify λ = (λ 1 , . . . , λ m ) with the element
Proof. (See [3, §2] or [7, §1] .) Any i ∈ I(m, n) determines a unique rowstandard tableau t(i), in which j appears in row k whenever i j = k, for j = 1, . . . , n. For example,
Let λ n and let ℓ(λ) ≤ m. Define a map φ :
where i ∈ I(m, n) indexes a simple tensor e i of weight λ, and N is the number of pairs s < s ′ such that i s < i s ′ . The map φ gives the desired isomorphism.
The next result does not seem to have been previously observed in the literature. By specializing v to 1 it gives in particular embeddings of permutation modules for QS n . Proof. It suffices to prove the lemma for the case λ ⊲ µ and λ, µ are adjacent in the dominance order. In this case, the Young diagram of λ is obtained from that of µ by raising one box from the j th to the i th row, where i < j. This implies the statement in general, since whenever λ ⊲ µ, one gets from µ to λ by a finite succession of such box-raising operations. Now, for λ ⊲ µ and λ, µ adjacent, we have λ = µ + ε i − ε j , and the result follows from Lemmas 6.2 and 6.3. , using a refinement of an argument of [8] . The following result will be crucial in the proof of Theorem 7.3.
Proof. This is an immediate consequence of Lemma 6.4, since the restriction of an injective map is injective.
Next, we will need a result of Murphy. Let a, b ∈ H A , and let (a, b) denote the coefficient of T 1 in the expression ab * = w∈Sn c w T w , where c w ∈ A. Then ( , ) is a non-degenerate, symmetric bilinear form on H A . This bilinear form satisfies the properties . Let s and t be row-standard µ-tableaux and let u,w ∈ Tab(λ), where µ n and λ ⊢ n. Then:
The following result is an "integral" version of Theorem 5.2.
Proof. By Lemma 5.1, we have already the containment
A , so we have only to prove the reverse containment. Let
where a st ∈ A. It suffices to prove that a st = 0 for all s and t of some shape µ λ ′ .
Suppose not. By Lemma 5.1 we have (s,t)∈Φ a st x A . Thus, it follows that
So, by the definition of the bilinear form, we have
By Lemma 7.2(a), all the terms in the last sum are zero unless (s unless (s, t) (s 0 , t 0 ) . By the minimality assumption, a st = 0 for all pairs (s, t) strictly less dominant than (s 0 , t 0 ). Thus, the sum
, and by our assumption and Lemma 7.2(b) this term is nonzero. This is a contradiction. This contradiction establishes the desired opposite inclusion, and proves the theorem. 
Applications
We give some consequences of Theorem 7.3. As above, we work over A = Z[v, v −1 ] in this section. First we note the following consequence of the main results. Remark 8.1. As already noted in Section 3, we obtain the following result immediately by applying the involution ♯ to the equalities in Theorems 5.2 and 7.3:
provided H R is semisimple over a field R, or R = A. 
Proof. Recall that M λ
A has a basis given by all x λ T d(t) as t ranges over the set of row-standard tableaux of shape λ. Now, any a ∈ H A acting as zero on 
