The group method of data handling technique (GMDH) and Box-Jenkins methods are two wellknown time series forecasting of mathematical modeling. In this paper, we introduce a hybrid modeling which combines the GMDH method with the Box-Jenkins method to model time series data. The Box-Jenkins method was used to determine the useful input variables of GMDH method and then the GMDH method which works as time series forecasting. The lynx series contains the number of lynx trapped per year is used in this study to demonstrate the effectiveness of the forecasting model. The results found by the proposed GMDH were compared with the results of Box-Jenkins and artificial neural network (ANN) models. The comparison of modeling results shows that the GMDH model perform better than two other models based on terms of mean absolute error (MAE) and root mean square error (RMSE). It also indicates that GMDH provides a promising technique in time series forecasting.
Introduction
The most comprehensive of all popular and widely known statistical models which have been utilized in the last four decades for time series forecasting are Box-Jenkins method. However, the Box-Jenkins model is only a class of linear model and thus it can only capture linear feature of data time series [1] , but many time series are often full of nonlinearity and chaotic.
More advanced nonlinear methods such as neural networks have been frequently applied in nonlinear time series modeling and chaotic time series modeling in recent years [2, 3, 4, 5, 6, 7] . ANN provides an attractive alternative tool for both forecasting researchers and has shown their nonlinear modeling capability in data time series forecasting.
One sub-model of ANN is a group method of data handling (GMDH) algorithm was first developed by [8] . This model has been successfully used to deal with uncertainty, linear or nonlinearity of systems in a wide range of disciplines such as engineering, science, economy, medical diagnostics, signal processing and control systems [9, 10, 11] .
Improving forecasting especially time series forecasting accuracy is an important yet often difficult task facing many decision makers in a wide range of areas. Combining several models or using hybrid models can be an effective way to improve forecasting performance. There have been several studies suggesting hybrid models such as combining the ARIMA and ANN model [1, 12, 13, 14] , the GMDH and ANN model [14] , GMDH and differential evolution [15] , GMDH and LSSVM [16] . More recently, a new class of neural network combining ANN model with Box-Jenkins (BJ) approach was explored for modeling time series [17, 18, 19, 20] . The BJ approach was used to determine the most important variables as input nodes in the input layer and ANN were explored for modeling time series data. Their results showed that the hybrid model can be an effective way to improving predictions achieved when the variables of input layer of ANN is chosen based on BJ approach rather than on traditional methods.
In this paper, a new hybrid GMDH-type algorithm is proposed by combining the GMDH model with the BJ approach to model time series data. The BJ approach is used to generate the most useful variables as input nodes in the input layer of data from under study time series. Then, a GMDH model is used to model the generated data by Box-Jenkins model and to predict the future of time series. To verify the application of this approach, the Canadian lynx data sets are used in this study.
Forecasting Methodology
This section presents the ARIMA, ANN and GMDH models used for modeling time series. The choice of these models in this study was because these methods have been widely and successfully used in time series forecasting.
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Box-Jenkins Approach
The Box-Jenkins method that was introduced by [21] has been one of the most popular approaches to the analysis of the time series and prediction. The general ARIMA models are represented by the following way: 
The Neural Network Forecasting Model
The artificial neural networks (ANN) that serve as flexible computational frameworks have been extensively studied and gained much popularity in many areas applications as well as in science, psychology and engineering. The ANN with single hidden layer feed-forward network is the most widely used and suitable for modeling and forecasting in time series. In a feed-forward ANN, the neurons are usually arranged in layers. The first layer is the input layer where the data are introduced to the network, the second layer is the hidden layer where data are processed and the last layer is the output layer where the results of given input are produced. The structure of a feed-forward ANN is shown in Fig. 1 . 
are connection weights, f and g are hidden and output layer activation functions, respectively. [22] . Several optimization algorithms can be used to train the ANN. Among the several training algorithms available, back-propagation has been the most popular and most widely used [23] . In a back-propagation network, the weights and bias values are initially chosen as random numbers and then fixed by the results of a training process. The goal of training algorithm is to minimize the global error.
The Group Method of Data Handling
The GMDH method was originally formulated to solve for higher order regression polynomials especially for solving modeling and classification problem. General connection between inputs and output variables can be expressed by a complicated polynomial series in the form of the Volterra series, known as the Kolmogorov-Gabor polynomial [8] : 
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to predict the output. The input variables are set to ) ,..., are determined using the least square method. The framework of the design procedure of the GMDH consists of the following steps.
Step 1: Select input variables
where M is the total number of input. The data are separated into training and testing data sets. The training data set is used to construct a GMDH model and the testing data set is used to evaluate the estimated GMDH model.
in the training data set for all independent variables and choose a PD of the GMDH. Conventional GMDH is developed using the polynomial 
as PD. In this study, a PD structure, namely radial basis function (RBF) using the polynomial function is proposed in construct the GMDH. The radial basis function (RBF) model is used in the form 
Step 3: Estimate the coefficient of the PD. The vectors of coefficients of the PDs are determined using the least square method.
Step 4: Determine new input variables for the next layer. There are several specific selection criteria to identify the input variables for the next layer. In our study, we used two criteria. The first criteria, the single best neuron out of these L neurons, ' z identified according to the value of mean square error (MSE) of testing dataset such that
where T n is the number of testing data set. If the smallest value of MSE of ' z less than threshold, then terminated, otherwise set the new input variables ) ' , ,..., , , 
where k is the total number of the retained new input variables.
Step 5 : Check the stopping criterion. The lowest value of selection criteria using GMDH model at each layer obtained during this iteration is compared with the smallest value obtained at the previous one. If an improvement is achieved, one goes back and repeats step 1 to 5, otherwise the iterations terminate and a realization of the network has been completed. Once the final layer has been determined, only the one node characterized by the best performance is selected as the output node. The remaining nodes in that layer are discarded. And finally, the GMDH model is obtained.
Time series prediction by ANN and GMDH
A classical method, for time series forecasting problem, the number of input nodes of nonlinear such as the ANN or GMDH model is equal to the number of lagged variables ) ,..., , ( 
However, currently there is no suggested systematic way to determine the optimum number of lagged p. The other method to determine the number of nodes in the input layer is based on the Box-Jenkins model. Unlike the previous method where the number of lagged p is chosen either in an ad hoc basis or from traditional methods, the lagged variables obtained from the BoxJenkins analysis are the most important variables to be used as input nodes in the input layer of the ANN or GMDH model. 
where f is a nonlinear function determined by the ANN and GMDH.
Empirical Results
In this section, we illustrate the hybrid GMDH-type algorithm and show its performance for forecasting the Canadian lynx data. The lynx series contains the number of lynx trapped per year in the Mackenzie River district of Northern Canada. The data set has 114 observations, corresponding to the period of 1821 to 1934. It has also been extensively analyzed in the time series literature with a focus on the nonlinear modeling. This lynx data are one of the most frequently used time series. The data are plotted in Fig. 2 , which shows a periodicity of approximately 10 years. It indicates that the series is stationary in the mean but not be stationary in variance. The lynx series was studied by many researchers and the first time series analysis was carried out by [24] and then recently by [25] Kajitani et al. (2005) who fit an AR(2) model to the logged data. [26] , [1] , and [20] found the best-fitted model is AR(12) model. The authors use R-package to formulate the Box-Jenkins technique. Using the Box-Jenkins technique on the Lynx time series, two models, AR(2) and AR(12) were considered and statistical results are compared in the following Table 1 based on mean squared error (MSE), Akaike Information Criterion (AIC) and Schwardz Information Criterion (SIC). We used log with base 10, which makes the lynx data more symmetrical. Note: The data in boldface means the best statistical results. Table 1 shows that the lowest MSE, AIC and SIC statistics of 0.0179, -1.7072 and -1.6550, respectively were observed for AR (2) . Hence, according to their performances indices, AR (2) is selected for appropriate ARIMA model for Lynx series. The AR(2) that we identified takes the following form
In designing the ANN and GMDH models, one must determine the following variables: the number of input nodes and the number of layers. The selection of the number of input corresponds to the number of variables play important roles for many successful applications of ANN and GMDH models.
To make the ANN and GMDH models simple and reduce some computational burden, only the lagged variables obtained from the Box-Jenkins are used as input layers. In this study, based on Box-Jenkins methodology in linear modeling from Eq. 11, a time series is considered as nonlinear function of several past observations as follows ) , ( The ANN model was implemented with software package neural network toolbox using MATLAB The hidden nodes use the hyperbolic tangent sigmoid transfer function and the output layer uses the linear function because the prediction performance is the best when these transfer functions are used. The network was trained for 5000 epochs using the conjugate gradient descent back-propagation algorithm with a learning rate of 0.001 and a momentum coefficient of 0.9. The optimal number of neuron in the hidden layer was identified using several practical guidelines. These includes using I/2 [27] , 2I [28] and 2I+1 [29] , where I is the number of input. In this study, a trial and error method is performed to optimize the number of neurons in the hidden layer. The best neural networks architecture for lynx series found consists of 2 inputs, 5 hidden and 1 output neurons (2x5x1).
The GMDH model works by building successive layers with complex connections that are created by using second-order polynomial and exponential function. The first layer created is made by computing regressions of the input variables. The second layer is created by computing regressions of the output value. Only the best are chosen at each layer and this process continues until a pre-specified selection criterion is found. The optimal number of neuron in the hidden layer of GMDH model was identified using a trial and error procedure by varying the number of hidden neurons from 1 to 10 for each model. The best fit model structure is for each model is determined according to criteria of performance index (MSE). Table 2 shows the performance results of the ARIMA, ANN and GMDH approach based on mean squared error (MSE), mean absolute error (MAE) and correlation coefficients (R 2 ). From Table 2 , considering the MSE, MAE and R 2 being regarded here as a performance indicator, the experimental results clearly demonstrate that the GMDH outperforms the other models. Fig. 3 shows the actual and forecasted values respectively. Table 3 shows the performance of our proposed model and other models studied in the previous literature. To measure forecasting performance, MSE and MAE are employed as performance indicator. The experiment results show that our proposed model offers encouraging advantages and has good performance. 
Conclusion
One of the major developments in ANN over the last decade is the model combining or hybrid models. In this paper we proposed a hybrid GMDH model that combines the time series BoxJenkins model and the GMDH model to forecast time series data. The GMDH model in conjunction with Box-Jenkins approach has been demonstrated to model the lynx data. The BoxJenkins approach is applied to propose a new hybrid method for improving the performance of the GMDH to time series forecasting. The empirical results indicate the proposed method yields better results than other methods. This approach presents a superior and reliable alternative to ANN, ARIMA and hybrid models studied by other researchers. 
