This paper is concerned with the blow-up phenomena of solutions to the Cauchy problem in nonautonomous nonlinear one-dimensional thermoelastic models obeying both Fourier's law of heat flux and the theory due to Gurtin and Pipkin. Moreover some previously related results have been extended.
Introduction
In this paper we study the blow-up phenomena of solutions in a finite time to the following Cauchy problem with a nonautonomous forcing term and a thermal memory: Here by u = u(x, t) and θ = θ(x, t) we denote the displacement and the temperature difference, respectively. The function g = g(t) is the relaxation kernel and the sign * denotes the convolution product, i.e., g * y(·, t) = In recent more than 20 years, there have been a lot of works on local well-posedness, global well-posedness in time and asymptotic behaviour of solutions to some initial boundary value problems in thermoelasticity (see [1, [4] [5] [6] [7] [8] [9] [11] [12] [13] 15, 19, 20, [23] [24] [25] [26] [27] [28] [29] [30] [31] [32] [33] [34] [35] ). Dafermos [4] proved on the existence, differentiability and asymptotic stability of solutions to the system of linear thermoelasticity. Rivera [28] established the decay rate of energy in one-dimensional linear thermoelasticity obeying Fourier's law without memory effect. Concerning the nonlinear one-dimensional thermoelastic model obeying Fourier's law without thermal memory, Slemrod [31] proved the global existence and asymptotic stability of small solutions with Neumann-Dirichlet or Dirichlet-Neumann boundary conditions. Racke and Shibata [26] proved the global existence and polynomial decay of small smooth solutions with Dirichlet-Dirichlet boundary conditions, and later on for this type of boundary conditions, Racke et al. [27] established the exponential stability of small global smooth solutions. Rivera and Qin [29] established the global existence and exponential stability of small solutions to a nonlinear one-dimensional thermoelastic models with thermal memory obeying Fourier's law subject to Dirichlet boundary conditions at the endpoints. Zhang and Zuazua [33] proved the decay of solutions of multi-dimensional thermoelasticity of type III. Zheng and Shen [34, 35] established the global existence of solutions to a class of hyperbolic-parabolic coupled systems including nonlinear thermoelastic equations.
For a model of linear non-Fourier thermoelastic bar, that is, the heat flux takes the form q(t) = −K 0 θ x (x, t) − ∞ 0 µ(s) t t −s θ x (x, τ ) dτ ds (K 0 > 0 constant), Giorgi and Naso [9] proved the exponential stability of C 0 -semigroup associated with the corresponding system. When the heat flux q(t) = −k * θ x (k = k(t) is a kernel), which obeys the theory due to Gurtin and Piphin [10] (see also [2, 3] ), Fatori and Rivera [7] proved the energy decay for a linear hyperbolic thermoelastic system. Rivera and Qin [30] established the global existence and exponential stability for a nonlinear hyperbolic thermoelastic system.
Concerning the nonexistence results in related literatures, we refer to the works by Messaoudi [24] and Kirane, Kouachi and Tatar [16, 17] for one-dimensional case and Racke [25] for three-dimensional case. In [17] , the authors established the blow-up of weak solutions in L 2 (R) to Eqs. (1.1)-(1.2) where the kernel term g * θ xx disappear and κ > 0. It should be noted that the method used in [17] depends heavily on a lemma (see Lemma 2.2) due to Kalantarov and Ladyzhenskaya [14] , which is in fact a compact version of the concavity method of Levine [18, 21, 22] .
To the authors' knowledge, there is no any blow-up results on nonlinear models when the heat flux obeys the Gurtin and Pipkin's law [10] mentioned above. The aim of this paper is to establish the blow-up results for a nonlinear one-dimensional thermoelastic system with a nonautonomous forcing term and a thermal memory when the heat flux obeys both Fourier's law and Gurtin and Pipkin's law and hence the results in [17] have been extended.
We organise the rest of this paper as follows: we deal with two cases in Sections 2 and 3 where the relaxation functions take the forms of (2.1) and (3.1), respectively, and the results of α = 0 are also established.
Throughout this paper, we assume that for any fixed t > 0, f (t, u) is the Fréchet derivative of some functional F (t, u) such that
Main results-Case I
In this section, we suppose that there exists a constant α > 0 such that
is a positive definite kernel. First we should note that there indeed exists a functiong(t) to satisfy (2.1). To this end, we need the following lemma (see [32] ). In fact, if we take g(t) ∈ C 1 [0, +∞) verifying
2) with δ > 0, γ > 0 and c 0 0 being constants and define
Thus when 0 < α < δ, we easily obtain
i.e.,
By virtue of (2.2), (2.4) and integration by parts, we infer
Inserting (2.5) into (2.6) and (2.7) gives that for 0 < α < min[γ 0 , δ],
Thus picking α so small that
then we readily get from (2.8),
, which together with Lemma 2.1 implies thatg(t) is a strongly positive definite kernel verifying (2.1).
In order to prove our results, we need the following lemma due to Kalantarov and Ladyzhenskaya [14] which was also proved in [17, 18, 21] .
is a positive function verifying for all t 0, the inequality
9)
where γ > 0 and C 1 , C 2 0 are constants. Then it holds that
12)
where
The energy for the system (1. 
withF (t, v) = e 2αt F (t, e −αt v). Our main idea is that we only prove the solution to the problem (2.19)-(2.21) blows up in a finite time, which also implies the blow-up of solutions of problem (1.1)-(1.3). The following lemmas concern the results onẼ(t) Ẽ (0) 0 when we assume thatẼ(0) 0. 
(ii) when d + |p − bα| > 0 and κ 0, there exists a constant 2 > 0 such that 27) verifying that for any u ∈ R and t > 0,
Proof. An easy computation from (2.18) yields 
For case (i), we infer from (2.23) that
which with (2.22) further implies
Consequently,
That is,Ẽ For case (ii), we deduce from (2.32) that for any 3 > 0,
In what follows, we shall show that the conditions (2.24)-(2.27) in case (ii) verify the following inequalities:
First, (2.24) is just (2.35). Second, we know from (2.24)-(2.27) that 2 > m − α and now choose 3 > 0 to verify (2.37), then substitution for 3 > 0 in (2.36) implies
Noting that for 0 m α or m > 3α/2,
We obtain from (2.24) and (2.25) that 2 verifies for 0 m α or m > 3α/2,
which further gives (2.38) and (2.36).
Noting that
which, again give (2.38) and (2.36). Similarly, (2.27) satisfies that for m = 3α/2,
which implies (2.38) and (2.36). Now inserting (2.30) into (2.35) gives
Thus it follows from (2.34)-(2.37), (2.43) and (2.1) that 
Proof. First of all, note that (2.30) and (2.45) yield
By virtue of (2.32), we easily get
It is not hard to find that (2.44) and (2.45) verify We put
where β 0 and t 0 > 0 are to be determined later on.
In the next lemma, we shall show that Ψ (t) verifies the assumptions of Lemma 2.2 by choosing suitable β 0, t 0 > 0 and initial data (u 0 , u 1 , θ 0 ).
Lemma 2.5. We suppose that for any t 0,Ẽ(t)
Ẽ (0) 0 and initial data 
56)
and initial data satisfy
, then there exists a constant γ such that (2.55) and (2.56) hold
and initial data satisfy (2.62) and (2.63) with
or there are constants δ 2 > δ
and initial data satisfy (2.68)-(2.71). Moreover, δ 2 and γ in the cases of
Then for β > 0 small enough and suitable t 0 > 0 or β = 0, there exist constants C 1 0 and C 2 0 such that (2.9)-(2.13) or (2.9), (2.14)-(2.16) hold.
Proof. An easy computation yields
and
By the Cauchy inequality and the Hölder inequality, we derive from (2.45),
which, together with (2.75) and (2.76), yields
Inserting (2.19) into (2.77), integrating by parts and recalling that
we have
When (I) holds, noting that (1 + 2γ )c − 1 0 for 1 = b 2 /8aγ > 0, we get from (2.78),
IfẼ(0) < 0, we pick β > 0 and t 0 > 0 in (2.79) so small that
which with (2.57) gives (2.9)-(2.13) with C 1 = 0, C 2 = 4γ α 2 and γ 1 = 2γ α, γ 2 = −2γ α. IfẼ(0) = 0, then we take β = 0 in (2.79) and can use (2.58) to derive (2.9)-(2.13) with C 1 = 0, C 2 = 4γ α 2 and γ 1 = 2γ α, γ 2 = −2γ α.
When (II)(a) holds, we choose β to verify (2.80) to get from (2.78) for
(2.81) IfẼ(0) < 0, we may pick β > 0 and t 0 > 0 in (2.81) so small that 0 < β −2Ẽ(0),
with γ 2 in (2.59). Then (2.9)-(2.13) follow from (2.59) and (2.81) with C 1 = (m − 2α)/2 0, C 2 = 4γ (m − α)α > 0. IfẼ(0) = 0, then we take β = 0 in (2.81) and can derive (2.9)-(2.13) from (2.60) with
When (II)(b) holds, noting that for any δ 2 > 0,
we derive from (2.78) that
Obviously, (2.61) amounts to
Next we show that if we pick
85) then δ 2 will satisfy
In fact, if we note that
are the roots of (2.86) where the equality holds with γ − (δ 2 ) < 0. Moreover, using
we easily deduce that
which along with (2.86) imply that 
IfẼ(0) < 0, then we can choose β > 0 and t 0 > 0 so small that
90)
Thus (2.9)-(2.13) follow from (2.62) and (2.89)-(2.91) with
. If E(0) = 0, then we pick β = 0 and can derive (2.9)-(2.13) from (2.89) and (2.63) with
When (c)(1) holds, similarly to (2.83), we easily derive
First, note that (2.65) yields
Second, similarly to case II(b), we choose
and assumptions in (c) (1) and (2.87) and (2.88) also lead to (2.85) and (2.86). IfẼ(0) < 0, then we choose β > 0 and t 0 > 0 so small that (2.90) and (2.91) hold. If E(0) = 0, we take β = 0 and (2.9)-(2.13) follow from (2.62) and (2.63).
When (c)(2)(a) holds, similarly to (2.83), we have
We know from (2.87) and (2.88) that when 0 < δ 2 δ 
IfẼ(0) < 0, then we choose β > 0 and t 0 > 0 so small that (2.90) and
hold. Thus (2.9)-(2.13) follow from (2.66), (2.67) and (2.94). IfẼ(0) = 0, we take β = 0 and can derive (2.9), (2.14)-(2.16) from (2.70), (2.71) and (2.96). When (c)(2)(b) holds, the assumptions in (c)(2)(b) also satisfy (2.95), (2.85) and (2.86). The rest proof is similar to that of case (c)(2)(a). The proof is now complete. 2
Now we are in a position to state one main result in this paper. Now we study the problem (1.1)-(1.3), that is, the case of α = 0. To this end, we summarise assumptions in Lemmas 2.3-2.5 which are satisfied by α = 0.
Lemma 2.6. We assume that E(0) 0, and g(t) is a positive definite kernel. Then if one of the following assumptions holds:
(1) when α = m = p = d = 0 and κ 0, it holds that for any u ∈ R and t > 0, 
Lemma 2.7. We suppose that g(t) is a positive definite kernel and for any t 0, E(t) E(0) 0 and initial data
u 0 ∈ H 2 (R), u 1 ∈ H 1 (R), θ 0 ∈ H 1 (R),(2.
107)
and one of the following assumptions holds:
109)
and initial data satisfy 
Proof. The conclusions follow from (2.54)-(2.58) in (I) and (2.59) and (2.60) in (II) of Lemma 2.5. The proof is complete. 2
Based on Lemmas 2.6 and 2.7, we easily prove the following result. 
Main results-Case II
is a positive definite kernel. Indeed there exists a kernelĝ(t) verifying (3.1). For example, if we take g(t) = e −λt with λ > α, then we can easily compute by integrating by parts,
Thus it follows from Lemma 2.1 thatĝ(t) = e −αt g(t) = e −(λ+α)t is a strongly positive definite kernel verifying (3.1). Corresponding to (3.1), we introducê
Thenv andŵ satisfy the system
withf (t, v) = e −αt f (t, e αtv ). The corresponding energy iŝ
The following lemmas concern the results onÊ(t) Ê (0) 0 when we suppose that (i) when κ 0, and there exists a constant 2 > 0 such that
such that
(ii) when κ > 0, and there exist a constantˆ 2 such that
Proof. A direct computation from (3.8) giveŝ
which along with (1.4) yields
Thus we use (3.4), (3.5), (3.7) and (3.15) to get
If (i) holds, then we infer from (3.16),
In what follows, we prove that conditions (3.9) and (3.10) verify the following inequalities:
Clearly, (3.10) and (3.14) give (3.18) . Second, pick 3 > 0 to satisfy (3.20) , that is, substitution for 3 in (3.19) implies
Then sincê
we infer from (3.9) and (3.23), 
or, by (3.1),
If (ii) holds, noting that +∞ −∞v xŵ dx = − +∞ −∞vŵ x dx, we derive from (3.16) and (3.7),
We will prove that (3.11) and (3.12) verify
In fact, (3.12) and (3.14) imply (3.27) and (3.11) implies (3.28) and (3.29) . Hence similar to case (i) we can derive (3.13) from (3.26)-(3.29). The proof is now complete. 2
We definê 30) whereβ 0 andt 0 > 0 are to be determined later on. In the next lemma, we will show that Ψ (t) verifies assumptions of Lemma 2.2 by picking appropriateβ 0,t 0 > 0 and initial datum (u 0 , u 1 , θ 0 ).
Lemma 3.2.
We assume that for any t 0,Ê(t)
and one of the following assumptions holds: (3.33) and initial data satisfy 35) with γ 1 = 0, γ 2 = −2C 1 and
and 2 > 0 such that
with A 0 = ( 1 + b 2 /ac − 1)/2, and initial data satisfy
with
Proof. Similarly to (2.75)-(2.78), we havê
If (i) holds, then noting that
we derivê which can be implied by assumption (3.32). Clearly, (3.33) implieŝ
Thus it follows from (3.48)-(3.51) that Proof. Noting that when α = 0,Ê(t) = E(t), ∀t 0, we easily obtain the result. The proof is complete. 
