Abstract. We introduce a family of weighted BMO spaces in the Bergman metric on the unit ball of C n and use them to characterize complex functions f such that the big Hankel operators H f and Hf are both bounded or compact from a weighted Bergman space into a weighted Lesbegue space with possibly different exponents and different weights. As a consequence, when the symbol function f is holomorphic, we characterize bounded and compact Hankel operators Hf between weighted Bergman spaces. In particular, this resolves two questions left open in [7, 12] .
Introduction
Let B n be the open unit ball in C n and dv the usual Lebesgue volume measure on B n , normalized so that the volume of B n is one. Given a parameter α > −1 we write
where c α is a positive constant such that v α (B n ) = 1.
Denote by H(B n ) the space of holomorphic functions on B n . For 0 < p < ∞ the weighted Bergman space A (1 − w, z ) n+1+α .
The orthogonal projection P α :
α is an integral operator given by
The (big) Hankel operator H β f with symbol f is defined by H β f g = (I − P β )(f g). We are interested in the mapping properties of H β f between different Lebesgue spaces.
Hankel operators are closely related to Toeplitz operators and have been extensively studied by many authors in recent decades. For analytic f , Axler [3] first characterized the boundedness and compactness of Hf on the unweighted Bergman space of the unit disk. Later on, Axler's result was generalized in [1, 2] to weighted Bergman spaces of the unit ball in C n . For general symbol functions, Zhu [15] first established the connection between size estimates of Hankel operators and the mean oscillation of the symbols in the Bergman metric. This idea was further investigated in a series of papers [5] , [6] , and [4] in the context of bounded symmetric domains, and in [8, 9] in the context of strongly pseudo convex domains.
The main purpose of this paper is to characterize real-valued functions f ∈ L are bounded or compact between the above spaces. As a consequence, we will characterize holomorphic symbols f ∈ A Most previous results of this type are for bounded and compact Hankel operators from A p α to L p α . When f is holomorphic, Janson [7] and Wallstén [12] characterized bounded and compact Hankel operators between weighted Bergman spaces (in the Hilbert space case) with different weights on the unit disk and the unit ball, respectively. Our results generalize theirs and solve two cases left open by them.
In the following, the notation A B means that there is a positive constant C such that A ≤ CB, and the notation A ≍ B means that both A B and B A hold.
Preliminaries and auxiliary results
In this section we collect some preliminary results that are needed for the proof of the main theorems. We begin with notation for the rest of the paper. For any two points z = (z 1 , . . . , z n ) and w = (w 1 , . . . , w n ) in C n , we write z, w = z 1w1 + · · · + z nwn , and |z| = z, z = |z 1 | 2 + · · · + |z n | 2 . For any a ∈ B n with a = 0 we denote by ϕ a (z) the Möbius transformation on B n that interchanges the points 0 and a. It is known that ϕ a (z) = a − P a (z) − s a Q a (z) 1 − z, a , z ∈ B n , where s a = 1 − |a| 2 , P a is the orthogonal projection from C n onto the one dimensional subspace [a] generated by a, and Q a is the orthogonal projection from C n onto the orthogonal complement of [a] . When a = 0, ϕ a (z) = −z. It is known that ϕ a satisfies the following properties:
For z, w ∈ B n , the distance between z and w induced by the Bergman metric is given by
For z ∈ B n and r > 0, the Bergman metric ball at z is given by D(z, r) = w ∈ B n : β(z, w) < r .
We refer to [17] for more information about automorphisms and the Bergman metric on B n . A sequence {a k } of points in B n is called a separated sequence (in the Bergman metric) if there exists a positive constant δ > 0 such that β(a i , a j ) > δ for any i = j. The following result is Theorem 2.23 in [17] .
Lemma 2.1. There exists a positive integer N such that for any 0 < r < 1 we can find a sequence {a k } in B n with the following properties:
Any sequence {a k } satisfying the conditions of the above lemma will be called an r-lattice in the Bergman metric. Obviously any r-lattice is separated. The following integral estimate is well known and can be found in [17 
We also need a well-known variant of the previous lemma.
Lemma 2.3. Let {z k } be a separated sequence in B n and let n < t < s. Then
Lemma 2.3 above can be deduced from Lemma 2.2 after noticing that, if a sequence {z k } is separated, then there is a constant r > 0 such that the Bergman metric balls D(z k , r) are pairwise disjoint. The following result is from [13] .
Lemma 2.4. Given real numbers b and c, consider the integral operator on B n defined by
Let 1 < p ≤ q < ∞, α > −1, β > −1, and
We show that, under the same conditions, with an extra (unbounded) factor β(z, w) in the integrand, the modified operator is still bounded from L p α to L q β . Thus we consider the operator
Proposition 2.5. Let b and c be real numbers. Let 1 < p ≤ q < ∞, α > −1, β > −1, and
It follows from (2.1) that
The desired result then follows from the previous lemma.
In a similar manner, the following version of Lemma 2.2 can be obtained. The proof is left to the interested reader. Lemma 2.6. Let t > −1, s > 0, and d > 0. There is a positive constant C such that
The rest of this section is devoted to the proof of Theorem 2.8, which can be interpreted as some sort of tangential maximum principle. We begin with the following elementary fact.
Lemma 2.7. Suppose F and G are holomorphic functions on B 2 . If
2)
where θ k are arbitrary real numbers and u is arbitrary from the unit disk
Proof. Suppose
Then we have
for all u ∈ D and all real θ 1 and θ 2 . By the uniqueness of Fourier coefficients on the torus, we must have a kl = b kl for all k and l. This shows that F = G on B 2 .
For n > 1, f ∈ H(B n ), and z ∈ B n − {0} we will write
⊥ and call it the complex tangential gradient of f at z.
Proof. We will first prove the case n = 2. In this case, the condition
is equivalent to
where u ∈ D and θ k are arbitrary real numbers. Since
we see that |z| → for all u ∈ D. Multiply the above equation by u/ √ 2, we conclude that
By Lemma 2.7, we see that the condition in (2.3) implies that the identity in (2.4) must hold for all z = (z 1 , z 2 ) in the unit ball. Write
and assume that the identity in (2.4) holds for all z = (z 1 , z 2 ) ∈ B 2 . Then
This gives ia ij = ja ij for all i and j, which implies that a ij = 0 whenever i = j. Writing a j = a jj , we obtain
In this case, we have
Consider the case in which
where u ∈ D is arbitrary and 0 < θ < π/4 is fixed. Then
Let |u| → 1 − and apply the classical maximum principle on the unit disk, we must have a j = 0 for all j ≥ 1, namely, f is constant. This completes the proof of the theorem in the case n = 2.
Next let us assume that n ≥ 3 and |∇ t f (z)| → 0 as |z| → 1 − for some f ∈ H(B n ). We want to show that f is constant. For any z = (z 1 , z 2 , z 3 , · · · , z n ) ∈ B n , the vector (z 2 , −z 1 , 0, · · · , 0) is perpendicular to z. Therefore,
We proceed to show that this implies that f is independent of the first two variables. Fix z = (z 1 , z 2 , z 3 , · · · , z n ) ∈ B n (we specifically mention that it is OK if some of the z k are 0) and write
where 0 < r ≤ 1. Consider the function
where w = (w 1 , w 2 ) ∈ B 2 . It is clear that |w| → 1 − if and only if
So we also have
By the n = 2 case that we have already proved, g must be constant. If we choose w ∈ B 2 such that rw k = z k for k = 1, 2. Then
Repeat the argument for the first and kth variable, where k ≥ 3, and let k run from 3 to n. The result is
Since z = (z 1 , · · · , z n ) ∈ B n is arbitrary, we have shown that f is constant.
For f ∈ H(B n ) we write
and call |∇f (z)| the complex gradient of f at z. As a consequence of Theorem 2.8, we obtain the following maximum principle in terms of the invariant gradient ∇f (z) = ∇(f • ϕ z )(0).
Proof. This follows from [17, Theorem 7 .22] and Theorem 2.8.
A family of weighted BMO spaces
Let γ ∈ R. For any positive radius r and every exponent p with 1 ≤ p < ∞, the space BMO p r,γ consists of those functions f ∈ L p loc (B n ) (the space of locally L p integrable functions on B n ) such that
where
is the p-mean oscillation of f at z in the Bergman metric. Here
is the averaging function of f and dv σ (z) = (1 − |z| 2 ) σ dv(z). At first glance, the function MO p,r (f ) seems to depend on the real parameter σ, but the weight factor (1 − |z| 2 ) σ in dv σ is essentially canceled out by the extra factor (1 − |z|
As a consequence, the space BMO p r,γ is actually independent of the weight parameter σ. In particular, this independence on σ is a consequence of the following lemma.
, and r > 0. Then f ∈ BMO p r,γ if and only if there exists some constant C > 0 such that for any z ∈ B n , there is a constant λ z satisfying
and λ z = f r (z). Conversely, if (3.1) is satisfied, then by the triangle inequality for the L p -norm, MO p,r (f )(z) is less than or equal to
By Hölder's inequality,
The function ω r (f )(z) is called the oscillation of f at the point z in the Bergman metric. For any r > 0 and γ ∈ R, let BO r,γ denote the space of continuous functions f on B n such that
Lemma 3.2. Let r > 0, γ ∈ R, and f be a continuous function on
for all z and w in B n .
Proof. Assume that f ∈ BO r,γ . If β(z, w) ≤ r, the result is clear, because then |1 − z, w | ≍ 1 − |z| ≍ 1 − |w|. Fix any z, w ∈ B n with β(z, w) > r. Let λ(t), 0 ≤ t ≤ 1, be the geodesic in the Bergman metric from z to w. Let N = [β(z, w)/r] + 1 and t i = i/N, 0 ≤ i ≤ N, where [x] denotes the largest integer less than or equal to x.
Therefore,
If γ ≥ 0, it follows from the obvious inequality
If γ < 0, the result is proved in the same way once the inequality
is established. To prove this, simply note that the Möbius transformation ϕ z sends the geodesic joining z and w to the geodesic joining 0 and ϕ z (w). This gives
Developing this inequality using (2.1), we get
Interchanging the roles of z and w, we get (3.2).
The converse implication is obvious.
A consequence of the above lemma is that the space BO r,γ is independent of the choice of r. So we will simply write BO γ = BO 1,γ and
Let 0 < p < ∞, γ ∈ R, and r > 0. We say that f ∈ BA
We proceed to show that the space BA p r,γ is also independent of r. For σ > −1 and c > 0 the generalized Berezin transform B c,σ (ϕ) of a function ϕ ∈ L 1 (B n , dv σ ) is defined as
In the case when c = n+ 1 + σ, this coincides with the ordinary Berezin transform
The following conditions are equivalent:
for some (or all) r > 0. Since
it follows that (i) and (ii) are equivalent.
Since
This proves that (iii) implies (ii).
To finish the proof, let {a j } be an r-lattice. Then
By the estimate in (2.20) on page 63 of [17] , we have
Since σ > −1 + γq, or n + 1 + σ − γq > n, an application of Lemma 2.3 shows that condition (ii) implies (iii).
As a consequence of the previous result, we see that the space BA p r,γ is independent of the choice of r. Thus we will simply call it BA p γ .
The proof is elementary and we omit the details here.
Proof. That (c) implies (d) is obvious, and the implication (d) ⇒ (a)
is a consequence of Lemma 3.1 and the inequality
which follows from the well-known facts that
for all z ∈ B n and w ∈ D(z, r).
The proof of (a) ⇒ (b) can be done as in [16, Theorem 5] . Indeed, since r is arbitrary, it suffices to show that
Given f ∈ BMO p 2r,γ and points z, w ∈ B n with β(z, w) ≤ r, we have
, and since D(z, r) and D(w, r) are both contained in D(z, 2r), it follows from Hölder's inequality that the two integral summands above are both bounded by constant times (1 − |z|
. This together with Lemma 3.4
proves that f r belongs to BO r,γ = BO γ . On the other hand, we can prove that the function g = f − f r is in BA p γ whenever f ∈ BMO p 2r,γ . In fact, it is rather easy to see that f ∈ BMO p 2r,γ implies that f ∈ BMO p r,γ . By the triangle inequality for L p integrals,
Since f r ∈ BO r,γ and f ∈ BMO p r,γ , we deduce that g belongs to BA p γ . To show that (b) implies (c), first observe that it follows from Lemma 2.2 that the integral appearing in part (c) is dominated by
and by Hölder's inequality, we have | f r (z)| p ≤ |f | p r (z). Thus Lemma 3.3 shows that f ∈ BA p γ implies condition (c). On the other hand, if f ∈ BO γ , we write
and use Lemma 3.2 and the triangle inequality to obtain
and
(1 − |z|) −γ , γ < 0.
In both cases, the integral estimates in Lemmas 2.2 and 2.6 show that (c) holds if f ∈ BO γ . This shows that condition (b) implies (c) and completes the proof of the theorem.
One of the consequences of the above result is that the space BMO p r,γ is also independent of r. So from now on it will simply be denoted by BMO
Note that the complex gradient ∇f (z) can be replaced by the radial derivative Rf (z). We will simply obtain equivalent norms. When α > 1/2, a description can also be obtained using the invariant gradient
and this quantity defines an equivalent norm in B α . Note that when n = 1, this is true for all α ≥ 0, because in this case we actually have ∇f (z) = (1 − |z| 2 )f ′ (z). When 0 < α < 1, the Bloch type space B α coincides (with equivalent norms) with the holomorphic Lipschitz space Λ 1−α = Λ 1−α (B n ) consisting of all holomorphic functions f in B n such that
Note that when α = 0, the space B α consists of holomorphic functions f with bounded partial derivatives. Equivalently, B 0 consists of all holomorphic functions f such that
This space is not what is usually called the Lipschitz space Λ 1 . We refer to [17, Chapter 7] for all these properties of Bloch and Lipschitz type spaces.
Proposition 3.6. Let γ ∈ R, 1 ≤ p < ∞, and f ∈ H(B n ). Then f ∈ BMO p γ if and only if
Proof. We will show that condition (d) of Theorem 3.5 is satisfied with λ z = f (z) if f γ, * < ∞. To this end, let σ > max(−1, −1 + pγ) and c > max(0, −γp). By [11, Lemma 7] and Lemma 2.2, we have
To prove the other implication, we use the inequality
which appears on page 182 of [17] . By the triangle inequality for
Applying Lemma 2.24 of [17] to the function g(w) = f (w) − f r (z) and the point z, we find a constant C such that 
Proof. Parts (a) and (b) are consequence of Proposition 3.6, the remarks preceding it, and Corollary 2.9. Part (c) is just a restatement of Proposition 3.6.
According to [17 In the next theorem we record some characterizations obtained for Bloch type spaces, which are of some independent interest. 
There is a constant C > 0 such that
(v) For some (or all) η > max(−1, −1 + γp) and for each c > max(0, −2γp) we have
Proof. In the proof of Proposition 3.6, we proved the implications (i)⇒(v)⇒(ii)⇒(i). The other equivalences are obtained from Theorem 3.5 and Lemma 3.1.
When γ = 0, the equivalences of (i)-(iv) in Theorem 3.8 is just [17, Theorem 5.22] , and the equivalence with (v) appears in [10] .
Bounded Hankel operators
The main result of this section is the following result, which characterizes bounded Hankel operators induced by real-valued symbols between weighted Bergman spaces.
β , and We are going to prove Theorem 4.1 with a series of lemmas and propositions. For t ≥ 0 let
Also, for f ∈ L q β and z ∈ B n , we consider the function MO β,q,t f defined by
where, for z ∈ B n , the function g z (that depends on f and t) is given by
with the function h t z defined by
Clearly, h t z p,α = 1. When t = 0, it is easily seen that g z (z) = B β f (z) is the Berezin transform of f at the point z. Also, since h t z (w) never vanishes on B n , the function g z is holomorphic on B n . Lemma 4.2. Let 1 < p ≤ q < ∞ and α, β > −1. Let γ be as in Theorem 4.1 and t ≥ 0 such that
It follows that MO β,q,t f (z) q is comparable to
This shows that, if MO β,q,t f ∈ L ∞ (B n ), the condition in Lemma 3.1 is satisfied with λ z = g z (z), so f ∈ BMO q γ .
The following result gives the necessity in Theorem 4.1. It generalizes, in several directions, Proposition 8.19 in [18] , where the method of proof is based on Hilbert space techniques. A different method was used in [16] to deal with the case α = β and p = q. Our method here is more flexible and allows us to obtain the result in much more generality. 
Proof. By the triangle inequality and the definition of Hankel operators, we have
For any g ∈ A 1 β (B n ) it is easy to check that
This together with the boundedness of P β+t on L q β yields
Finally,
This proves the result with constant
Note that the proposition above does not require p ≤ q. The next two propositions, which require the condition p ≤ q, will establish the sufficiency of Theorem 4.1. 
The result then follows from Lemma 3.3.
We note that the proof of the previous proposition also works for 1 = p < q < ∞. In order to show that H β f is bounded if f ∈ BO γ with γ < 0, we need the following result.
β , the reproducing formula yields P β P s (gf ) = P s (gf ). Thus
, so we obtain the desired inequality with C = 1 + P β . Proposition 4.6. Let 1 < p ≤ q < ∞, α > −1, β > −1, and
Proof. We first consider the case γ ≥ 0. For g ∈ H ∞ , which is dense in A p α , we have
By Lemma 3.2,
and split the inner integral in two parts, I 1,1 (g) over |w| ≤ |z| and I 1,2 (g) over |w| > |z|. Since
for |w| ≤ |z|, we have
where S b,c is the integral operator appearing in Theorem 2.4 with b = β and c = n + 1 + β. Notice that β − qγ > −1 is equivalent to
which is automatically satisfied since p ≤ q. Applying Theorem 2.4, we obtain I 1,1 (g) g q p,α , provided 1 + α < p(1 + b) and c ≤ n + 1 + b + λ. Since b = β and
the condition c ≤ n + 1 + b + λ is satisfied with equality. It remains to check that the condition
is satisfied. Since γ ≥ 0 and q ≥ p, we have
This gives α ≤ β, so(4.2) holds since p > 1. Similarly, we have
with b = β − γ, c = n + 1 + β, and λ = γ. We want to apply Theorem 2.4 to estimate I 1,2 (g). In this case, the condition c ≤ n + 1 + b + λ in Theorem 2.4 holds with equality. The other condition in Theorem 2.4 is α + 1 < p(1 + β − γ), which is equivalent to
If q ′ is the conjugate exponent of q, the above condition is equivalent to 
can be proved in a similar manner, using Proposition 2.5 instead of Theorem 2.4. The proof of the case γ ≥ 0 is now complete.
If γ < 0 and g ∈ H ∞ , we use Lemma 4.5, with s ≥ β big enough so that p(s + γ + 1) > α + 1, to obtain
Therefore, As an immediate consequence of Theorem 4.1 and Proposition 3.6, we obtain the following result that characterizes the boundedness of Hankel operators with conjugate holomorphic symbols.
(1) For n = 1 we have In the case q = p = 2, this recovers the results of Janson and Wallstén [7, 12] , where the case γ = −1 for n = 1 and the case γ = −1/2 for n > 1 were left open. Thus we have resolved these open cases.
Weighted VMO spaces
Let γ ∈ R. For any positive radius r and every exponent p with 1 ≤ p < ∞, the space V MO (
The following result shows that V A p r,γ does not depend on r.
The following are equivalent:
holds for all σ > max(−1, −1 + γq) and all c > max(0, −γq).
Proof. By the corresponding little-oh result of Theorem 50 in [14] , we know that (i) is equivalent to
for some (or all) r > 0. The equivalence of (i) and (ii) is a consequence of this result and the fact that
That (iii) implies (ii) follows from the fact that
which has been shown in the proof of Lemma 3.3.
It remains to prove that (ii) implies (iii). Let f ∈ V A q r,γ . By definition, we have
For 0 < s < 1 let
Let ε be an arbitrary positive number. By (ii), and then by Lemma 2.2, there exists an s > 0 such that
Since |1 − z, w | (1 − |w| 2 ), we obtain
Hence, we can find a δ ∈ (0, 1) such that I 1 (s) ε whenever 1 − δ < |z| < 1. Combining the above two inequalities for I 1 (s) and I 2 (s) we deduce for 1 − δ < |z| < 1 that
Therefore, lim 
Thus we obtain
which is the same as
This proves (ii) implies (iii) and completes the proof of the lemma.
The next result shows that V O r,γ does not depend on r.
Proof. If r 1 > r 2 , the result is obvious. So we assume that r 1 < r 2 and fix z ∈ B n . It follows from the continuity of f on B n that
and we can find w ∈ D(z, r 2 ) such that
Let λ = λ(t), 0 ≤ t ≤ 1, be the geodesic in the Bergman metric from z to w. Then λ lies entirely in D(z, r 2 ). As in the proof of Lemma 3.2, we let N = [r 2 /r 1 ] + 2 and t i = i/N, 0 ≤ i ≤ N, where [x] denotes the largest integer less than or equal to x.
Because z i is in the closure of D(z, r 2 ), there exists a constant K > 0, independent of i, such that 1
Since f ∈ V O r 1 ,γ , we know that
But |z i | → 1 as |z| → 1. So for any ε > 0 there exists δ > 0 such that
Because of Lemmas 5.1 and 5.2, we can denote V A 
(c) For some (or all) σ > max(−1, −1 + γp) and for each c ≥ max(n + 1 + σ, n + 1 + σ − 2γ), we have
(d) For some ( or all) σ > max(−1, −1 + γp) and for each c ≥ max(n + 1 + σ, n + 1 + σ − 2γ), there is a function λ z such that
(e) For some (or all) σ > −1 there is a function λ z such that
Proof. That (c) implies (d) is obvious. That (d) implies (e) follows from the simple inequality
An easy modification of the proof of Lemma 3.1 shows that (e) implies (a). That (a) implies (b) follows easily from the proof of (a) implying (b) in Theorem 3.5. Thus we only need to prove that (b) implies (c). Suppose that (b) holds. As in the proof of Theorem 3.5, from Lemma 5.1 it is not difficult to see that (c) is satisfied for f ∈ V A p γ . Now, for f ∈ V O γ , it is obvious that f ∈ BO γ . Set
Making the change of variables w = ϕ z (ζ), we obtain
In the case γ ≥ 0, it follows from the proof of Theorem 3.5 and the invariance of the Bergman metric that 
for γ ≥ 0 and all z ∈ B n . If γ < 0, it follows from the proof of Theorem 3.5 again that
Since c ≥ n + 1 + σ − 2γp, we also have
for all z ∈ B n , where G(ζ) = (β(ζ, 0) + 1) p is in L 1 (B n , dv α ). Fix any ζ ∈ B n and let t = β(ζ, 0). Since β(ϕ z (ζ), z) = β(ζ, 0) = t and f ∈ V O γ , we get
On the other hand, we have
which tends to zero as |z| → 1, because f ∈ V O γ and (5.6). Since c ≥ n + 1 + σ, we also have
Thus in all cases, due to (5.4) and (5.5), we can apply Lebesgue's Dominated Convergence Theorem (bearing in mind the expression for I(z) given in (5.2)) to obtain I(z) → 0 as |z| → 1 − , which is (c). This completes the proof of the theorem.
Since condition (b) in the theorem above is independent of r, we see that the space V MO p γ,r is actually independent of r. Thus we will simply use the notation V MO 2 ) α−1 | ∇f (z)| belongs to C 0 (B n ). Again, we refer to [17, Chapter 7] for all these facts. With minor modifications in the proof of Proposition 3.6 together with Corollary 2.9 we obtain the following result. 
Compact Hankel operators
In this section we prove the following characterization of compact Hankel operators between weighted Bergman spaces.
Theorem 6.1. Let 1 < p ≤ q < ∞, α, β > −1, f ∈ L q β , and γ = n + 1 + β q − n + 1 + α p .
We will be done if we can prove that lim n→∞ H δ f g n q,β = 0 for some δ ≥ β.
Since β > −1, we can find some η > 0 satisfying β − η max(q, q ′ ) > −1. We then choose some δ ≥ β large enough so that c = ηq + δ − β satisfies c ≥ n + 1 + σ + max(0, −2γq), with σ = β − ηq. In fact, this is the same as δ ≥ n + 1 + 2β + max(0, −2γq) − 2ηq.
So the choice δ = n + 1 + 2β + max(0, −2γq) works. Let ε > 0 be arbitrary. Since V O γ ⊂ V MO for all t 1 < |w| < 1. Fix r > 0. By the definition of V O γ , there exists t 2 , 0 < t 2 < 1, such that ω r (f )(w) < ε(1 − |w| 2 ) −γ , |w| > t 2 .
We have Let t = max(t 1 , t 2 ) and split the inner integral above in two parts: one for |w| ≤ t and the other for |w| > t. The integral on |w| ≤ t can be made as small as we want because of the uniform convergence to zero on compact subsets of g n . For the other, we will use our assumption f ∈ V O γ . Since which is easily seen to be equivalent to
By the proof of Proposition 4.6, we have
where q ′ is the conjugate exponent of q. Since β ≤ δ, we see that (6.2) is indeed true. Therefore, by Theorem 2.4, we have
It remains to deal with 
