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1. Introduction. The following testing problems relating the parameters of 
a p-variate normal distribution are considered. 
(a) 
(b) 
Hypothesis: L = L0 , a known position definite matrix. 
Alternative: L ¢ Lo• 
Hypothesis: L = cr2 I , p 
Alternative: L ¢ cr2I. p 
where cr2 is unknown and I stands for p 
the p X p identity matrix. 
{c) Hypothesis: L = L0 , a known p.d. matrix, 
a known vector. 
Alternative: L ¢ LO and/or µ ~ µ0 • 
It has been shown that the likelihood ratio test is unbiased for the problems 
{b) and (c) but not for the problem {a); however, the "modified" likelihood 
ratio test for the problem (a) is not only unbiased but its power function has 
the usual monot.onicity property. The above result for the problem (b) was 
first found by Gleser (4] using a different method; Cohen (2] obtained similar 
results for a more general version of {b). 
It is further shown that the likelihood ratio test for testing the 
equality of the covariance matrices of two p-variate normal distributions 
i.s biased when the sample sizes are unequal. 
All the above results are known to be true when p = 1. For simplicity, 
only the canonical forms of the above problems are considered. 
2. ~ of ~ hzyothesis L = I • p The following lemmas will be used to 
prove the main result. These lemmas are stated without proofs (which are 
fairly easy). 
Lemma 2.1: For S > O, r > O, the region 
Sr etr{-S/2) ~ k 
is equivalent to the region s1 s S s s2 where 
--
... 
-
-
Lemma 2.2: Let S be a random variable such that the distribution of S/cr2 
is x2 with m degrees of freedom. For r > O, let 
~(cr2 ) = P[Sr etr(-S/2) ~ k; cr2 ]. 
Then 
dS(a2) 
d(cr2 ) 
according as 
> 
< 
~ 
m 
0 
Corollary 2.2.1: If in Lermna 2.2, 2r = m then ~(cr2 ) monotonically deqreases 
as jcr2 - lj increases. 
The critical regions of the likelihood ratio.test and the modified 
likelihood ratio test for the hypothesis 
a random sample of size N from N (µ ,I:) p 
w: fslN/ 2 etr(-S/2) s k 
and 
w*: IS Jn/2 etr (-S/2) s k* 
I: = I p against 
are given by 
I: '= I p based on 
respectively, where n = N-1 and S = [Sij] is distributed according to the 
Wishart distribution W(I:;n,p). 
Theorem 2.1: (i) The likelihood ratio test for the problem (a) is biased. 
(ii) The power function of the modified likelihood ratio test for the problem 
(a) involves the parameters only through the characteristic roots of I: and 
the power increases as the absolute deviation of each such characteristic root 
from 1 increases. 
Proof: (i) It is known that the probability of w depends on the parameters 
only through the characteristic roots of I:. So, without any loss of generality, 
we shall take I: to be a diagonal matrix 
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Note that 
lslm etr(-S/2) = 
1m/fi m -skk Moreover, I S 'i K=/:k, Skk e tr ( ~) , (k = 1, ••• ,p) are mutually independent. 
The distribution of jsjm/fi s:k is free from 61 s and 1/ k=l Skk is distributed 
It follows from Lelllllla 2.2 that there exists a constant 
and 
* 0 p such that 
PrsN/2 etr(-S /2) < P[SN/2 etr(-s /2} PP PP = 
~ *] ~ C • 6 u p' p p PP PP 
irrespective of the value of C p chosen. The desired result will follow if we 
evaluate the probability integral over w 
the other variates and 
first with respect to 
jsjN/2/fi SN/2. 
/ k=l kk 
s 
PP 
fixing 
(ii) This follows from the facts noted in the proof of (i} and Corollary 2.2.1. 
3. Unbiasedness of~ likelihood ratio~ 12!:~ sphericity. 
Theorem 3.1: For testing the hypothesis against the alternatives 
K: L ~ cr2 I the likelihood ratio test based on a random sample of size N p 
from N (µ,L) is unbiased. p 
Proof: The critical region of the likelihood ratio test is given by 
w: I s I ( tr ( s) r p s; k 
where S 1' W(L; n,p). Since the power of the above test involves the parameters 
only through the characteristic root of L, we shall assume L to be a 
diagonal matrix. Note that 
p 
isl 
TI skk 
fsl [tr(s)rp k=l = . 
fi 8kk 
(tr(s)t 
k=l 
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The factors in the right-hand side of the above are independently distributed 
and the distribution of the first factor is free from any parameter. The 
unbiasedness of the likelihood ratio test now follows from the result of 
Brown [l J. 
4. Unbiasedness .2£. ~ likelihood ratio ~ .!2! µ, = 0 .!!!£ E = I • p 
Theorem 4.1: The likelihood ratio test for the hypothesis H: µ, = 0, E = I p 
against the alternatives K: not H, based on a random sample of size N 
from N/µ, ,I;) is unbiased. 
Proof: The critical region of the likelihood ratio test is given by 
w: I s.lN/2 etr[-(s t Nix~ )/2] ~ k 
where X is the sample mean vector and S/N is the sample covariance 
matrix. We shall show the unbiasedness by using the following two inequalities. 
(i) 
(ii) 
P(wfµ, = 0, E =I) > P(wfµ = O,E) for any p.d. matrix E ~I. p p 
P(wfµ, = O, E) > P(wfµ,, E) for any µ, ~ O. 
To prove the inequality (i) we shall assume, without loss of generality, 
that E is diagonal. Let 
A = ( a ij] = s + NXX•. 
Note that 
KmrJ lsfN/2 etr(-A/2) I IN/2 = [ A etr(-A/2)]. 
When µ, = O, the distribution of the first factor in above is free from any 
parameter and it is independent of the second factor. The inequality (i) 
now follows from Lennna 2.2 and the fact that Af'l W(E;N,p). The second 
inequality follows from the results of Das Gupta, Anderson and Mudholkar [3]. 
- 4 -
-I 
1111111 
.. 
-
5. Equality E!,~ covariance matrices E!.!!!2 p-variate normal distributions. 
Theorem 5.1: The likelihood ratio test for the hypothesis H: Ll = L2 against 
the alternatives K: Ll ~ L2 based on random samples of sizes N1 and N2 
(N1 ~ N2) from Np(µ 1,~1) and Np(µ 2 ,L2 ), respectively, is biased. 
First we prove the following lemma. 
Lennna 5.1: Let Y be a random variable such that 6Y (6 > 0) is distributed 
according to the F-distribution with degrees of freedom n1 - 1 and n2 - 1 
(n1 < n2). Let 
n n +n 
~(6) = P[Y 1/(1 + Y) l 2 ~ kfo]. 
Then tliere exists a constant A(< 1) independent of k such that 
~(6) > ~(1) 
for all 6 lying between A and 1. 
~: If n1 > n2 , the same result holds with A> 1. 
Proof: The region 
n n +n 
y 1/(1 + Y) 1 2 ~ k 
is equivalent to y2 ~ Y ~ y1 where 
Then 
~(6) 
where B is a numerical constant. Differentiating with respect to 6, we get 
~ I ( 0) = 
n -3 
....1_ 
Bo 2 
n1-1 n1-l 
2 2 
yl Y2 _______ '!"" ______ _ 
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Thus 
where 
S'(6) ~ 0 according as 
< n -1 
G;)+ ~ 
"A = 
> 
< 
(
1 + 
1 + 
n - 1 1 
Note that "A< 1. It follows now that there exist 60 such that 
SI ( 6) > < 0 
according as 
.. 
6 
where 60 < 1. Since 
log (1 + "Ax) - A log (1 + x) 
is an increasing function of x, we find 
S'("A) < o. 
Thus 60 ~A< 1. Therefore 
S(6) > S(l) 
for all 6 lying between A and 1. 
Proof .2f Theorem.2.d: The critical region of the likelihood ratio test is 
given by 
k, 
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where s1/N1 and s2/N2 are the maximum likelihood estimates of E1 and 
E2 , respectively. For considering the power of this test we may assume, 
without any loss of generality, that E1 = r, a diagonal matrix, and 
E2 = Ip. In particular, let 
r = diag {6, 1, 1, ••• ,1}. 
Let s
1 
= [s __ (l)], 
l.J 
s2 = [s .. <2)]. Then l.J 
= 
N (S(l)) 1 
11 
(S(l) + 
11 
.. z. 
It is easy to see that under the above structure of r the distribution of 
Z is free from all the parameters and it is independent of the first factor 
in the above., The desired result now follows from Lemma 5.1. 
Remark: For p = 1, the result in Section 5 was shown by Brown [1]. It is 
hoped that the likelihood ratio test for E1 = E2 is unbiased when N1 = N2 ; 
similar result known to be true when p = 1. It has not been possible at 
this time to prove this using the above technique. It seems that this may 
be proved if one can show that the LRT for the hypothesis µ1 = µ2 , a1 = a2 
based on random samples from N(µ 1,a1
2 ) and N(µ 2 ,a2
2 ) is unbiased. It 
may be mentioned that the desired result may be obtained by using Pitman's 
[5] technique. This will be communicated later. 
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