Abstract. In wireless sensor networks (WSNs), topology control techniques allow the network nodes to reduce their transmission power while preserving the network connectivity. In this paper, we present a reinforcement-learningbased communication range control (RL-CRC) algorithm to adaptively adjust the communication range at each sensor node while ensuring the network connectivity in dynamic WSNs. In the proposed RL-CRC, the reinforcement learning is exploited to discover neighbors with low interference, and the network topology is effectively obtained in presence of interference. The simulation results show that RL-CRC reduces energy consumption significantly compared to the conventional schemes while maintaining almost the same average communication range.
Introduction
In wireless sensor networks (WSNs), the process of data gathering normally involves multi-hop communication from sensors to the sink node and, thus, nodes have to discover their neighbors to create a topology which aims to ensure the network coverage and connectivity [1] . Because the topology control can affect the connectivity and lifetime of network, it is highly needed to improve energy utilization for prolonging network lifetime and to reduce interference between nodes by considering the network link characteristics.
The k-connected network is the network that is still connected after we remove (k -1) nodes. If the node degree is the order of (log n), where n is the total number of nodes in a network, the network is connected with high probability [2] . Therefore, many algorithms have been used to achieve the desired node degree in which the network connectivity is obtained with high probability [3] [4] .
In dynamic WSNs, the machine learning becomes a new solution for optimizing resource utilization and minimizing the energy consumption of sensor nodes [5] .
2
Communication Range Control
Network Model
The system model for topology control consists of two main phases: topology construction and topology learning. Given a network n nodes, the network topology is controlled by an algorithm at each node to ensure the network connectivity. In the first phase, the system will generate a random topology. Each node broadcasts the HELLO message with the maximum communication range Rmax and, then, it collects the information of its neighbors. In the second phase, the sensor nodes run the reinforcement learning algorithm to construct an optimal topology with low communication range and high connectivity.
Reinforcement Learning for Communication Range Control
In our proposed RL-CRC, the network connectivity in a WSN is established as follows: The agents of the reinforcement learning (RL) are the nodes which carry out the task to establish the network connectivity. The state of environment (S) of each agent (node i) is given by set Ni of its neighbors so that S = {k1, k2, …, kmax}, where kmax is the maximum desired node degree. At each state s  S, a node performs an action (a) which changes the communication range of the node. The agent performs
where Kmax is the desired node degree, Rmax is the maximum communication range of node i, and k and r are weighting coefficients of the node degree and the communication range, respectively.
Q-Learning
In our reinforcement learning, the RL agent evaluates the temporal difference, updates the Q-value and selects the next action according to the -greedy method [7] . The action space A(s) for a given state s is specified to be a subset of A. In the communication range control strategy based on the Q-learning, a node is assumed to use the -greedy method to choose its communication range, where the communication range with the maximum Q-value taken in the state st is chosen with a high probability (1 -t) while other communication ranges are taken with an equal low probability. Q-learning methods applies the -greedy action selection, where  = 0.1 as in [7] . By considering the maximum Q-value at state s for all the possible actions A(s), the probability (s, a) to choose action a is represented as varies from 50 to 90 nodes. In the Q-learning algorithm, we choose the learning constant γ = 0.5, and the weighting coefficients k and r in reward functions are 0.5 and 0.5, respectively. The simulation has been iterated 40 times for each scenario.
Simulation Results and Discussion
In this paper, energy expended ratio (EER) is calculated as the ratio of average communication range to the maximum communication range, and it should be as small as possible. Fig. 3 shows EER for different topology control schemes. RL-CRC achieves the lowest EER compared to FTC and LTRT as well as no topology control. Fig. 4 shows that the node degree is ensured at Kmax even when the number of nodes increases from 50 to 90. As a result, RL-CRC can achieve the desired node degree in any type of node deployment in the network. As expected, in comparison to no topology control (denoted 'NONE' in the graphs), the network with topology control algorithms can reduce the node degree remarkably as shown in the figure. The average node degree of RL-CRC is nearly close to that of FTC but it is better than that of LTRT.
Conclusion
In this paper, we have proposed a reinforcement-learning-based communication range control algorithm to energy-efficiently solve the connectivity problem in WSNs. The proposed RL-CRC can achieve the desired node degree and shorten the average communication range in a WSN, which reduces the wasted energy while ensuring the network connectivity. The performance improvement has been shown quantitatively in our simulation results. As a future work, we are going to exploit the mobility of nodes and devise a more resilient topology control protocol with neither degrading performance nor incurring control overhead.
