ABSTRACT. The multivariate model, where not only parameters of the mean value of the observation matrix, but also some other parameters occur in constraints, is considered in the paper. Some basic inference is presented under the condition that the covariance matrix is either unknown, or partially unknown, or known.
Introduction
The multivariate regression model, where not only parameters of the mean value matrix but also other parameters are involved in the constraints (constraints of the type II) is dealt with.
As a motivation example the following problem can serve. A group of points on the Earth surface is a basis for an investigation of the recent crustal movement. At different times t 1 , . . . , t m , positions of points are estimated, e.g. by navigation satellites (GPS). After m measurements, i = 1, . . . , m, estimated coordinates of the investigated points are at our disposal. If they are on the same Earth block, they must satisfy some constraints because their relative position are not changed. If they are not on the same block, then in the constraints some new parameters occur. These new parameters characterize unknown shifts among different blocks.
The aim of the paper is to contribute to the theory of such models. * n,k 1 ) = k 1 < n, r(G * 1,(q,k 1 ) , G * 2,(q,k 2 ) ) = q < k 1 + k 2 , r(G * 2,(q,k 2 ) ) = k 2 < q. Thus it is useful to state some results from the theory of univariate regular linear models with constraints of the type II.
In the following text the notation from [6] is used, i.e. if A is an m × n matrix, then A − is an n × m matrix with the property AA − A = A. If N is an n × n positive semidefinite matrix, then A . P r o o f. Two equalities must be valid (cf. [6] ).
The equality (i) is easy to be proved. The relationships
must be taken into account in order to prove (ii).
ÓÖÓÐÐ ÖÝ 2.2º In the regular univariate linear model with constraints II the
BLUEs of the parameters β 1 and β 2 can be expressed with respect to Lemma 2.1 (cf. also, e.g. [2] )
ÓÖÓÐÐ ÖÝ 2.3º Using the model (2) in relationships from Corollary 2.2 we have in the model (2) and (1), respectively,
.
Estimation of parameters of Σ
The matrix Σ can be either known, or known partially, or it is fully unknown. Three typical situations occur. The matrix is of the form Σ = σ 2 V, where V is m × m p.d. known matrix and σ 2 ∈ (0, ∞) is an unknown parameter. The other
. . , V p , are given m×m symmetric matrices and
, ϑ an open set. The last possibility is that Σ is fully unknown.
Let the residual matrix Y − X B 1 be denoted as v II . With respect to Corollary 2.3
Obviously
(the matrices v and B 1 are uncorrelated).
i.e. the rows of the matrix K U are independent and they have the common covariance matrix Σ. Therefore
Since M (U) ⊂ M (W) with probability 1, U W + U = U W − U for any g-inverse of the matrix W.
ÓÖÓÐÐ ÖÝ 3.2º It is valid that
is an idempotent matrix, thus the identity matrix is also its g-inverse and
The last equality is implied by the relationship
then the estimator of σ 2 , which is unbiased and with the minimum variance, iŝ
thus the expression in the statement is only a transcription of the well known formula from the theory of linear univariate modelŝ
If Y is not normally distributed, thenσ 
If the matrix S
is regular, then 
In the case of normality of the observation vector Y
In the multivariate model it means
Now it is obvious how to finish the proof.
More about MINQUE cf. [7] .
Confidence regions
The normality of the observation matrix Y is assumed in this section. An estimator
Corollary 2.3). If Σ is given, the determination of the (1 − α)-confidence interval for Φ(·, ··) is elementary.
If Σ = σ 2 V, where V is a given p.d. m × m matrix and σ 2 is an unknown parameter, it is sufficient to take into account Lemma 3.3, i.e. the (
2 )-quantile of the Student distribution with m(n + q − k 1 − k 2 ) degrees of freedom,σ II is given by Lemma 3.3 and
If the matrix Σ is a priori unknown, its estimator 
then the estimator of Σ, i.e.
can be used for a determination of confidence region and the confidence level is at least 1 − α − ε, where 1 − α is a level under the known matrix Σ. 
occurs with sufficiently large probability, 
If t is sufficiently large, then regarding the Chebyshev inequality
When Σ is given, the (1 − α)-confidence interval for the function Tr(AB 1 ) is
Small changes of the entries of the matrix Σ imply small changes of the boundaries of the interval. Let the matrix of changes δΣ satisfy the inequality
where ε > 0 is a sufficiently small number chosen in advance. Then
Let c > 0, δΣ = cU and at the same time
If t is sufficiently large, then |σ i,j − σ i,j | is smaller than t (σ i,i σ j,j + σ 2 i,j )/f and thus the condition (3) implies the validity of the statement.
, then sometimes, under some condition, the confidence region can be determined in a similar way as in Theorem 4.1. 
. , Tr(UV p U)] and the other notations be the same as in
Theorem 4.1. Then ⎧ ⎨ ⎩ ϑ : ∀{i = 1, . . . , p}|ϑ i −θ i | ≤ p γ 2S −1 Σ −1 0 f i,i ⎫ ⎬ ⎭ ⊂ ϑ : ϑ = ϑ 0 + δϑ, f 2 δϑ S Σ −1 0 δϑ ≤ f 2 κ 2 [Tr(UΣ 0 )] 2 u A S −1 Σ −1 0 u A =⇒ P Tr(AB 1 ) ∈ Tr(A B 1 ) − χ 2 1 (1 − α) Tr(U Σ), Tr(A B 1 ) + χ 2 1 (1 − α) Tr(U Σ) ≥ 1 − α − ε. Here Σ = p i=1θ i V i , ϑf 2 δϑ S Σ −1 0 δϑ ≤ f 2 κ 2 [Tr(UΣ)] 2 u A S −1 Σ −1 0 u A .
CONFIDENCE REGIONS IN A MULTIVARIATE REGRESSION MODEL
If |u A δϑ| ≤ κ Tr(UΣ), then
With respect to the Bonferroni rule (cf. [1, p. 492] ) and the Chebyshev inequality
and thus the statement is proved.
Remark 4.3º A verification of the inequality
can serve as a basis for a preliminary decision, whether Σ can be used instead of the Σ in a construction of the confidence interval for the function Tr(AB 1 ). It follows from the following consideration.
Even the set δϑ :
is included into the set
also the set (6) covers the actual value ϑ * of the parameter ϑ for sufficiently large p/γ with practical certainty. Thus (5) implies the validity of |u A δϑ| ≤ κ Tr(UΣ) with certainty.
In [4] the problem how large should be the value t (= p γ ) in some situations is solved. It was found out that t = 3 can be sufficiently large. Thus it seems that the condition (5) can be sometimes too rigorous in practice.
Until now scalar functions of the parameter matrix 
and the vector (A ⊗ b ) vec( B 1 ) and the matrix
are stochastically independent, the Hotelling theorem (cf. [5] ) can be used, i.e.
, where χ 
the random vector A B 1 b and the random variable b Σb are stochastically independent and r A( 
and it is assumed that Σ is known. The confidence region can be obtained in a standard way as a set
In an analogous way as in the preceding part of this section, the expression for E Φ (1 − α) can be investigated when Σ is either unknown, or partially unknown. The case Σ is unknown will be investigated only.
Ä ÑÑ 4.6º Let
the random variable η(δΣ), for sufficiently small δΣ, can be expressed as 
