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Abstract
In this work we consider the problem of approximating the statistics of a given Quantity
of Interest (QoI) that depends on the solution of a linear elliptic PDE defined over a
random domain parameterized by N random variables. The elliptic problem is remapped
on to a corresponding PDE with a fixed deterministic domain. We show that the solution
can be analytically extended to a well defined region in CN with respect to the random
variables. A sparse grid stochastic collocation method is then used to compute the mean
and standard deviation of the QoI. Finally, convergence rates for the mean and variance
of the QoI are derived and compared to those obtained in numerical experiments.
Keywords: Uncertainty Quantification, Stochastic Collocation, Stochastic PDEs,
Finite Elements, Complex Analysis, Smolyak Sparse Grids
1. Introduction
In many physical processes the practicing engineer or scientist encounters the problem
of optimal design under uncertainty of the underlying domain. For example, in graphine
sheet nano fabrication the exact geometries of the designed patterns (e.g. nano pores)
are not easy to control due to uncertainties. If there is no quantitative understanding
in the involved domain uncertainty such a design may be carried out by trial and error.
However, in order to accelerate the design cycle, it is essential to quantify the influence of
this uncertainty on Quantities of Interest, for example, the sheet stress of the graphene
sheet. Other examples include lithographic process introduced in semi-conductor design
[1].
Collocation and perturbation approaches have been suggested in the past as an ap-
proach to quantify the statistics of the QoI with random domains [1–5]. The colloca-
tion approaches proposed in [2–4] work well for large amplitude domain perturbations
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although suffer from the curse of dimensionality. Moreover, these works lack error es-
timates of the QoI with respect to the number of sparse grid points. On the other
hand, the perturbations approaches introduced in [1, 5] are efficient for small domains
perturbation.
In this paper we give a rigorous convergence analysis of the collocation approach
based on isotropic Smolyak grids. This consists of an analysis of the regularity of the
solution with respect to the parameters describing the domain perturbation. In this
respect we show that the solution can be analytically extended to a well defined region
in CN with respect to the random variables. Moreover, we derive error estimates both
in the “energy norm” as well as on functionals of the solution (Quantity of Interest) for
Clenshaw Curtis abscissas that can be easily generalized to a larger class of sparse grids.
The outline of the paper is the following: In Section 2 we set up the mathematical
problem and reformulate the random domain elliptic PDE problem onto a determinis-
tic domain with random matrix coefficients. We assume that the random boundary is
parameterized by N random variables. In Section 3 we show that the solution can be an-
alytically extended into a well defined region in CN . Theorem 7 is the main result of this
paper. In Section 4 we setup the stochastic collocation problem and summarize several
known sparse grid approaches that are used to approximate the mean and variance of the
QoI. In Section 5 we assume that the random domain is truncated to Ns 6 N random
variables. We derive error estimates for the mean and variance of the QoI with respect
to the finite element, sparse grid and truncation approximations. Finally, in section 7
numerical examples are presented.
2. Setup and problem formulation
Let Ω be the set of outcomes from the complete probability space (Ω,F ,P), where F
is a sigma algebra of events and P is a probability measure. Define LqP (Ω), q ∈ [1,∞], as
the space of random variables such that
LqP (Ω) :=
{
v |
∫
Ω
|v(ω)|q dP <∞
}
and L∞P (Ω) := {v | ess sup
ω∈Ω
|v(ω)| <∞},
where v : Ω→ R be a measurable random variable.
Suppose D(ω) ⊂ Rd is an open bounded domain with Lipschitz boundary ∂D(ω) pa-
rameterized with respect to a stochastic parameter ω ∈ Ω. The strong form of the prob-
lem we consider in this work is: given sufficiently smooth regularity on f(·, ω), a(·, ω) :
D(ω)→ Rd, find u(·, ω) : D(ω)→ R such that almost surely
−∇ · (a(x, ω)∇u(x, ω)) = f(x, ω), x ∈ D(ω),
u = 0 on ∂D(ω).
Now, assume the diffusion coefficient satisfies the following assumption.
Assumption 1. There exist constants amin and amax such that
0 < amin 6 a(x, ω) 6 amax <∞ for a.e. x ∈ D(ω), ω ∈ Ω,
where
amin := ess inf
x∈D(ω),ω∈Ω
a(x, ω) and amax := ess sup
x∈D(ω),ω∈Ω
a(x, ω).
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We now state the weak formulation as:
Problem 1. Find u(·, ω) ∈ H10 (D(ω)) s.t.∫
D(ω)
a(x, ω)∇u(x, ω) · ∇v(x) dx =
∫
D(ω)
f(x, ω)v(x) dx ∀v ∈ H10 (D(ω)) a.s. in Ω,
(1)
where f(·, ω) ∈ L2(D(ω)) for a.e. ω ∈ Ω.
Under Assumption 1 the weak formulation has a unique solution up to a zero-measure
set in Ω.
2.1. Reformulation onto a fixed Domain
Now, assume that given any ω ∈ Ω the domain D(ω) can be mapped to a open
and bounded reference domain U ⊂ Rd with Lipschitz boundary through a random
map F (ω) : U → D(ω), where we assume that F (ω) is one-to-one and the determinant
of the Jacobian |∂F (·, ω)| ∈ L∞(U) almost surely. Furthermore, we assume that |∂F |
is uniformly greater than zero almost surely. We will, however, make the following
equivalent assumption.
Assumption 2. Suppose that the map F (ω) : U → D(ω) is one-to-one a.s. and that
there exist constants Fmin and Fmax such that
0 < Fmin 6 σmin(∂F (ω)) and σmax(∂F (ω)) 6 Fmax <∞
almost everywhere in U and almost surely in Ω. We have denoted by σmin(∂F (ω))
(and σmax(∂F (ω))) the minimum (respectively maximum) singular value of the Jacobian
∂F (ω).
In the rest of the paper we shall drop repeating a.s. in Ω and a.e. in U unless disam-
biguation is needed. Moreover, for any random function v(ω) : D(ω)→ R, we denote by
vˆ = v ◦ F the random function vˆ(·, ω) = v(F (·, ω), ω) : U → R.
Problem 1 can be reformulated with respect to the fixed reference domain U . From
the chain rule we have that for any v ∈ C1(D(ω))
∇v = ∂F−T∇(v ◦ F ). (2)
Remark 1. Note that we refer to ∇v : D(ω) → Rd as the gradient of v on D(ω) and
∇vˆ : U → Rd, with vˆ = v ◦ F , as the gradient of vˆ on U . Therefore the notation
∇(v ◦ F ) : U → Rd refers to the gradient of vˆ on U .
Now let us recall the chain rule for Sobolev spaces (see Theorem 3.35 in [6]): Let
U , D ⊂ Rn and T : U → D be invertible. Suppose that T and T−1 have continuous,
bounded derivatives of order less or equal to j. Then if k ∈ W j,p(D), p > 1, we have
v = k ◦ T ∈W j,p(U) and the derivatives of v are given by the chain rule.
Thus by the chain rule on Sobolev spaces for any v ∈ H1(D(ω)) we have that ∇v =
∂F−T∇(v ◦ F ), where v ◦ F ∈ H1(U). By a change of variables, the weak form can now
be posed as:
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Problem 2. Find uˆ(·, ω) ∈ H10 (U) s.t.
B(ω; uˆ(·, ω), v) = l(ω; v), ∀v ∈ H10 (U), (3)
where for any v, s ∈ H10 (U)
B(ω; s, v) :=
∫
U
(a ◦ F )(·, ω)(∇s)TC−1(·, ω)∇v|∂F (·, ω)|,
l(ω; v) :=
∫
U
(f ◦ F )(·, ω)v |∂F (·, ω)|,
(f ◦ F )(·, ω) ∈ L2(U) and C(·, ω) = ∂FT (·, ω)∂F (·, ω) almost surely. We now recover
u(·, ω) : D(ω)→ H10 (ω) as u = uˆ ◦ F−1.
Note that under this notation uˆ(·, ω) can be written as u(·, ω) ◦ F (·, ω) or shortly as
u ◦ F , which is the notation used in the rest of the paper. Note that we can also use the
notation (u ◦ F )(·, ω).
The following lemmas give the conditions under which Problem 2 is well posed.
Lemma 1. Under Assumptions 2 we have that
i) L2(D(ω)) and L2(U) are isomorphic.
ii) H1(D(ω)) and H1(U) are isomorphic.
Moreover, ∀v ∈ H1(D(ω))
‖∇v‖L2(D(ω)) 6 Fd/2maxF−1min‖∇(v ◦ F )‖L2(U). (4)
Proof. i) is immediate. Now, from 2 and the chain rule on Sobolev spaces we obtain
that ∀v ∈ H10 (D(ω)) the inequality (4) is satisfied. We can similarly obtain a bound for
the converse. It follows that H1(D(ω)) and H1(U) are isomorphic.
Lemma 2. Given that Assumptions 1 and 2 are satisfied then there exists a.s. a unique
solution to Problem 2, which coincides with the solution to Problem 1, and
‖∇u‖L2(D(ω)) 6
F
3d/2+2
max
aminF
d+1
min
‖f ◦ F‖L2(U)CP (U)
where CP (U) is the Poincare´ constant of the reference domain U .
Proof. From Assumption 2 we have that
|∂F | =
√
|C| =
√
Πdi=1λ(C) = Π
d
i=1σi(∂F ).
therefore Fdmin 6 |∂F | 6 Fdmax. Furthermore, from Assumption 2 we have that
λmin((a ◦ F )C−1|∂F |) > aminFdminλmin(C−1) = aminFdminF−2max > 0,
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and
λmax((a ◦ F )C−1|∂F |) 6 amaxFdmaxλmax(C−1) = amaxFdmaxF−2min <∞.
Thus Problem 2 is uniformly continuous and coercive. Furthermore, since f ◦ F ∈
L2(U) then from the Lax-Milgram theorem there exists a.s. a unique solution. The
equivalence between Problems 1 and 2 is an immediate consequence of the chain rule
and the isomorphism between H10 (U) and H
1
0 (D(ω)) (Lemma 1).
From the Cauchy-Schwartz inequality we obtain
λmin((a ◦ F )C−1|∂F |)‖∇(u ◦ F )‖2L2(U) 6 |B(ω;u ◦ F, u ◦ F )| = |l(ω;u ◦ F )|
6
∫
U
|f ◦ F ||u ◦ F ||∂F |
6 ‖f ◦ F‖L2(U)‖u ◦ F‖L2(U)Fdmax.
From the Poincare´ inequality (‖u ◦ F‖L2(U) 6 CP (U)‖∇(u ◦ F )‖L2(U)) we obtain
‖∇(u ◦ F )‖L2(U) 6
‖f ◦ F‖L2(U)CP (U)Fdmax
aminFdminF
−2
max
.
Now, from equation (4) it follows that ∀v ∈ H10 (D(ω))
‖∇u‖L2(D(ω)) 6
F
3/2d+2
max
aminF
d+1
min
‖f ◦ F‖L2(U)CP (U).
Remark 2. For many practical applications the non-zero Dirichlet boundary value prob-
lem is more interesting. We can easily extend the stochastic domain problem to non-zero
Dirichlet boundary conditions.
Suppose we have the following boundary value problem: Given f(·, ω), a(·, ω) : D(ω)→
Rd and g(·, ω) : ∂D(ω)→ Rd find u(·, ω) : D(ω)→ Rd such that almost surely
−∇ · (a(x, ω)∇u(x, ω)) = f(x, ω), x ∈ D(ω),
u = g on ∂D(ω).
Since U is bounded and Lipschitz there exists a bounded linear operator T : H1/2(∂U)→
H1(U) such that ∀g˜ ∈ H1/2(∂U) we have that w˜ := T g˜ ∈ H1(U) satisfies wˆ|U = g˜
almost surely. The weak formulation can now be posed as ([7] chapter 6, p297):
Problem 3. Given that f ◦ F ∈ L2(U) find uˆ(·, ω) ∈ H10 (U) s.t.
B(ω; uˆ, v) = l˜(ω; v), ∀v ∈ H10 (U)
almost surely, where l˜(ω; v) :=
∫
U
(f ◦ F )(·, ω)|∂F (·, ω)|v − L(wˆ(·, ω), v), gˆ := g ◦ F ,
wˆ := T (gˆ),
L(wˆ(·, ω), v) :=
∫
U
(a ◦ F )(·, ω)(∇(wˆ(·, ω))TC−1(·, ω)|∂F (·, ω)|∇v,
and wˆ(·, ω)|∂U = gˆ(·, ω). This homogeneous boundary value problem can be remapped to
D(ω) as u˜(·, ω) := (uˆ ◦ F−1)(·, ω), thus we can rewrite uˆ(·, ω) = (u˜ ◦ F )(·, ω).
The solution u(·, ω) ∈ H1(D(ω)) for the non-zero Dirichlet boundary value problem is
obtained as u(·, ω) = u˜(·, ω) + wˆ ◦ F−1(·, ω).
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2.1.1. Quantity of Interest and the Adjoint problem
In practice we are interested in computing the statistics of a Quantity of Interest
(QoI) over the stochastic domain or a subdomain of it. We consider QoI of the form
Q(u) :=
∫
D˜
q(x)u(x, ω) dx (5)
with q ∈ L2(D˜) over the region D˜ ⊂ D(ω) for any ω ∈ Ω. Moreover, we assume that
∃δ > 0 such that dist(D˜,D(ω)) < δ ∀ω ∈ Ω and F |D˜ = I on D˜ (i.e. there is no
deformation of the domain on D˜).
In this paper we restrict our attention to the computation of the mean E[Q] and
variance V ar[Q] := E[Q2] − E[Q]2 given that the domain deformation is parameterized
by a stochastic random vector.
We first assume that Q : H10 (U) → R is a bounded linear functional. The influence
function can be computed as:
Problem 4. Find ϕ ∈ H10 (U) such that ∀v ∈ H10 (U)
B(ω; v, ϕ) = Q(v) (6)
a.s. in Ω.
We can now pick a particular T such that wˆ = T (gˆ) vanishes inside D˜. Therefore,
we have that
Q(u) = Q(u˜+ wˆ ◦ F−1) = Q(u˜),
and thus
Q(u˜) =
∫
D˜
q(x)u˜(x, ω) dx =
∫
D˜
q ◦ F (x)u˜ ◦ F (x, ω) dx = Q(u˜ ◦ F ) = B(ω; u˜ ◦ F, ϕ).
2.2. Domain Parameterization
Let Y := [Y1, . . . , YN ] be a N valued random vector measurable in (Ω,F ,P) taking
values on Γ := Γ1 × · · · × ΓN ⊂ RN and B(Γ) be the Borel σ−algebra.
Define the induced measure µY on (Γ,B(Γ)) as µY := P(Y −1(A)) for all A ∈ B(Γ).
Assuming that the induced measure is absolutely continuous with respect to the Lebesgue
measure defined on Γ, then there exists a density function ρ(y) : Γ→ [0,+∞) such that
for any event A ∈ B(Γ)
P(Y ∈ A) := P(Y −1(A)) =
∫
A
ρ(y) dy.
Now, for any measurable function Y ∈ L1P (Γ) we let the expected value be defined as
E[Y ] =
∫
Γ
yρ(y) dy.
Further, we define the following spaces:
Lqρ(Γ) :=
{
v |
∫
Ω
|v(y)|q ρ(y)dy <∞
}
and L∞ρ (Γ) :=
{
v | ess sup
y∈Γ
|v(y)| <∞
}
.
The mapping F (·, ω) : U → D(ω) can be parameterized in many forms. In this paper we
restrict our attention to the following class of mappings:
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F (ω)
U
D˜
D(ω)
Figure 1: Cartoon example of stochastic domain realization from a reference domain. Note that the non
stochastic area D˜ is contained in the interior of D(ω). Note that this figure is modified from the TikZ
tex code from Smooth map of manifolds and smooth spaces by Andrew Stacey.
Assumption 3. The map F (ω) : U → D(ω) has the form
F (x, ω) := x+ e(x, ω)vˆ(x)
a.s. in Ω, with vˆ : U → Rd, vˆ := [vˆ1, . . . , vˆd]T , vˆi ∈ C1(U) for i = 1, . . . , d, and
e(·, ω) : U → D(ω). Assume that the map F (ω) : U → D(ω) is one-to-one almost surely.
We next assume the stochastic perturbation e(x, ω) with the following parameteriza-
tion:
e(x, ω) :=
N∑
l=1
√
µlbl(x)Yl(ω). (7)
Denote Y := [Y1, . . . , YN ], and for n = 1, . . . , N let Γn ≡ Yn(Ω) and E[Yn] = 0. Further-
more denote Γ :=
∏N
n=1 Γn, and ρ(y) : Γ→ R+ as the joint probability density of Y . In
addition, we make the following assumptions:
Assumption 4.
1) n = 1, . . . , N , Γn ≡ [−1, 1].
2) b1, . . . , bN ∈ W 1,∞(U).
3) ‖bl‖L∞(U) = 1 for l = 1, 2, . . .N .
4) µl are monotonically decreasing for l = 1, 2, . . .N .
Note that the parameterization of equation (7) may arise from a truncated Karhunen
Loeve (KL) expansion of mean square random fields. However, in general KL expan-
sion eigenfunctions bl belong to L
2(U), but can be extended to L∞(U) or even higher
regularity if the covariance function satisfies certain regularity properties (see [8] details).
7
3. Analyticity
The analytic extension of the solution of Problem 3, with respect to the images of
the stochastic variables, provides us a form to bound the approximation error of the
collocation scheme. In this section we analyze the analyticity of the solution assuming a
stochastic domain but with deterministic f .
From the stochastic model formulated in Section 2 the Jacobian ∂F is written as
∂F (x, ω) = I +
N∑
l=1
Bl(x)
√
µlYl(ω) (8)
with
Bl(x) := bl(x)∂vˆ(x) +


∂bl(x)
∂x1
vˆ1(x)
∂bl(x)
∂x2
vˆ1(x) . . .
∂bl(x)
∂xd
vˆ1(x)
∂bl(x)
∂x1
vˆ2(x)
∂bl(x)
∂x2
vˆ2(x) . . .
∂bl(x)
∂xd
vˆ2(x)
...
...
...
...
∂bl(x)
∂x1
vˆd(x)
∂bl(x)
∂x2
vˆd(x) . . .
∂bl(x)
∂xd
vˆd(x)

 ,
where ∂vˆ is the Jacobian of vˆ(x).
Assumption 5.
a) a ◦ F and gˆ are only a function of x ∈ U and independent of ω ∈ Ω.
b) There exists 0 < δ˜ < 1 such that
∑N
l=1 ‖Bl(x)‖2
√
µl 6 1− δ˜, ∀x ∈ U .
Remark 3. Assumption 5 a) restricts a(x, ω) (and gˆ(x, ω)) to be a constant along the
direction vˆ(x). This assumption simplifies the presentation of this section. However,
Assumption 5 a) is still useful for many practical problems. For example, in layered
materials the width or geometry of each layer is stochastic, but the diffusion coefficient for
each layer is known. This example can be found in semi-conductor design [1]. Moreover,
this assumption allows the diffusion coefficient to be non constant along the non stochastic
directions.
We now extend the mapping ∂F (x,y) = I+R(x,y), with R(x,y) :=
∑N
l=1
√
µlBl(x)yl,
to the complex plane. First, for any 0 < β < δ˜ define the following region in CN :
Θβ :=
{
z ∈ CN ; z = y +w, y ∈ [−1, 1]N ,
N∑
l=1
sup
x∈U
‖Bl(x)‖2√µl|wl| 6 β
}
, (9)
where w := [w1, . . . , wN ] ∈ CN .
Assumption 6. Assume that f : Rd → R can be analytically extended in Cd. Further-
more assume that the analytic extension Re(f ◦F )(·, z), Im(f ◦F )(·, z) ∈ L2(U) ∀z ∈ Θβ.
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Note that in the rest of the section for sake of simplicity we shall refer to R(x,y) or
R(x, z) as R(y) or R(z) and similarly for F (x,y) unless emphasis is needed. We shall
now prove several lemmas that will be useful to prove the main results (Theorem 7).
Note that we apply many singular value inequalities and properties to prove Lemmas
5, 6 and parts of section 5, that can be found in [9]. We recall some of the most commonly
used. If A,B ∈ Cn,n then
1. σmax(A+B) 6 σmax(A) + σmax(B).
2. σmin(A+B) > σmin(A)− σmax(B).
3. σmax(AB) 6 σmax(A)σmax(B).
4. σmin(AB) > σmin(A)σmin(B).
In addition, if A,B are Hermitian then
1. λmax(A+B) 6 λmax(A) + λmax(B) (Lidskii inequality).
2. λmin(A+B) > λmin(A) + λmin(B) (Dual Lidskii inequality).
Lemma 3. Under Assumption 5 we have that ∀y ∈ [−1, 1]N and x ∈ U
i) σmax(∂F (y)) 6 2− δ˜,
ii) σmin(∂F (y)) > δ˜,
iii) (2− δ˜)d > det(∂F (y)) > δ˜d.
Proof. i) ‖∂F (y)‖2 6 1 + supx∈U
∑N
l=1 ‖Bl(x)‖2
√
µl 6 2− δ˜.
ii) σmax(∂F (y) − I) = ‖
∑N
l=1 Bl(x)
√
µlyl‖2 6 1 − δ˜ ⇒ σmin(∂F (y)) = σmin(I +
∂F (y)− I) > σmin(I)− σmax(∂F (y)− I) > 1− (1 − δ˜) = δ˜.
iii) The result follows from the following fact: If A ∈ Cd×d we have that σmin(A) 6
|λl(A)| 6 σmax(A) for all l = 1, . . . , d (see [9]).
Lemma 4. Let 0 < β < δ˜ log 2d+log 2 and α = 2 − exp( dβδ˜−β ) > 0 then ∀z ∈ Θβ and ∀x ∈ U
we have that det(∂F (z)) is analytic and
i) |det(∂F (z))| > δ˜dα,
ii) |det(∂F (z))| 6 (2− δ˜)d(2− α),
iii) Re det(∂F (z)) > δ˜dα, | Im det(∂F (z))| 6 (2 − δ˜)d(1− α).
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Proof. For all z ∈ Θβ we have that
∂F (x, z) = I +
N∑
l=1
Bl(x)
√
µlyl +
N∑
l=1
Bl(x)
√
µlwl = I +R(y) +R(w)
and let Q(y,w) = I + ∂F (y)−1R(w) so that ∂F (z) = ∂F (y)Q(y,w).
We now study det(Q(y,w)) for all z ∈ Θβ by using the following identity [10]: If
A ∈ Cd×d and σmax(A) < 1 then
det(I +A) = 1 +
∞∑
k=1
1
k!

− ∞∑
j=1
(−1)j
j
tr(Aj)

k .
It follows that
|det(Q(y,w)) − 1| 6
∞∑
k=1
1
k!

 ∞∑
j=1
1
j
|tr((∂F (y)−1R(w))j)|

k
6
∞∑
k=1
1
k!

 ∞∑
j=1
1
j
d∑
l=1
|λl(∂F (y)−1R(w))|j

k
6
∞∑
k=1
1
k!

 ∞∑
j=1
1
j
dσ−jmin(∂F (y))σ
j
max(R(w))

k
6
∞∑
k=1
1
k!

 ∞∑
j=1
d(β/δ˜)j

k
(From Lemma 3)
=
∞∑
k=1
1
k!
(
d(β/δ˜)
1− β/δ˜
)k
= exp
(
dβ
δ˜ − β
)
− 1,
and |det(Q(y,w))| 6 exp
(
dβ
δ˜−β
)
.
Now, it follows that if β < δ˜ log 2d+log 2 then
i) |det(Q(y,w))| > 1− |det(Q(y,w)) − 1| > 2− exp
(
dβ
δ˜−β
)
= α > 0,
ii) Re det(Q(y,w)) > 1− |det(Q(y,w)) − 1| > α > 0,
iii) | Im det(Q(y,w))| 6 |det(Q(y,w)) − 1| 6 1− α.
Finally we have that det(∂F (z)) = det(∂F (y))det(Q(y,w)). It is easy now to see that
det(∂F (z)) is analytic ∀z ∈ Θβ since det(∂F (z)) is a finite polynomial of z. The rest of
the result follows by applying Lemma 3.
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Lemma 5. Let G(z) := (a ◦ F )det(∂F (z))∂F−1(z)∂F−T (z) and suppose
0 < β < min
{
δ˜ log (2− γ)
d+ log (2− γ) ,
√
1 + δ˜2/2− 1
}
, (10)
where γ := 2δ˜
2+(2−δ˜)d
δ˜d+(2−δ˜)d then ∀x ∈ U we have that ReG(z) is positive definite ∀z ∈ Θβ and
(a) λmin(ReG(z)
−1) > B(δ˜, β, d, amax) > 0, where
B(δ˜, β, d, amax) :=
δ˜d+1α(δ˜ − 2β)− 2β(2 + (β − δ˜))(1 − α)(2 − δ˜)d
amax(2− δ˜)2d(2− α)2
.
(b) λmax(ReG(z)
−1) 6 D(δ˜, β, d, amin) <∞, where
D(δ˜, β, d, amin) :=
1
aminδ˜2dα2
[
(2− δ˜)d(2− α)(2 − δ˜ + β)2
+2(1− δ˜)d(2− α)β(2 + (β − δ˜))
]
.
(c) σmax(ImG(z)
−1) 6 C(δ˜, β, d, amin) <∞, where
C(δ˜, β, d, amin) :=
1
aminδ˜2dα2
[
(2− δ˜)d(2− α)2β(2 + (β − δ˜))
+(2− δ˜)d(1− α)(((2 − δ˜) + β)2 + β2)
]
.
Proof. (a) To simplify the proof we use the property that if ReG−1(z) is positive
definite then ReG(z) is positive definite (From (b) in [11]) , but first we derive bounds
for Re ∂F (z)T ∂F (z) and Im ∂F (z)T ∂F (z). Now, ∀x ∈ U and ∀z ∈ Θβ we have that
Re ∂F (z)T ∂F (z) = Re[(I +R(y) +R(w))T (I +R(y) +R(w))]
= (I +R(y) +Rr(w))
T (I +R(y) +Rr(w))−Ri(w)TRi(w),
where R(w) = Rr(w) + iRi(w). By applying the dual Lidskii inequality (if A,B ∈ Cd×d
are Hermitian then λmin(A+B) > λmin(A) + λmin(B)) we obtain
λmin(Re ∂F (z)
T ∂F (z)) > λmin((I +R(y) +Rr(w))
T (I +R(y) +Rr(w)))
− λmax(Ri(w)TRi(w))
= σ2min(I +R(y) +Rr(w))− σ2max(Ri(w))
> (σmin(I +R(y))− σmax(Rr(w)))2 − σ2max(Ri(w))
> (δ˜ − β)2 − β2.
(11)
It follows that if β < δ˜/2 then ∀x ∈ U and ∀z ∈ Θβ
λmin(Re ∂F (z)
T ∂F (z)) > δ˜(δ˜ − 2β) > 0.
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and is positive definite. We see that ∀x ∈ U and ∀z ∈ Θβ,
max
i=1,...,d
|λi(Im ∂F (z)T ∂F (z))| 6 σmax(Ri(w)T (I +R(y) + Rr(w))
+ (I +R(y) +Rr(w))
TRi(w))
6 2σmax(Ri(w))σmax(I +R(y) +Rr(w))
6 2β(2 + (β − δ˜)).
(12)
We now have that ∀x ∈ U and ∀z ∈ Θβ
λmin((a ◦ F )−1 Re(ξ−1(z)∂F (z)T ∂F (z))) > 1
amax|ξ(z)|2 λmin(ξR(z)ReF (z)
T ∂F (z)
+ ξI(z) ImF (z)
T ∂F (z))
>
1
amax|ξ(z)|2 (ξR(z)λmin(Re ∂F (z)
T ∂F (z))
− |ξI(z)|| max
i=1,...,d
λi(Im ∂F (z)
T ∂F (z))|),
(13)
where ξ(z) := ξR(z) + iξI(z) = det(I + R(z)). From Lemma 5 ∀x ∈ U and ∀z ∈ Θβ we
have that |ξ(z)|−1 > (2− δ˜)−d(2− α)−1 > 0 whenever z ∈ Θβ and thus
max
i=1,...,d
|λi(Im ∂F (z)T∂F (z))| 6 max
i=1,...,d
|λi(Ri(w)T (I +R(y) +Rr(w))
+ (I +R(y) +Rr(w))
TRi(w))|
6 2β(2 + (β − δ˜)).
(14)
From Lemma 3 (iii) if β < δ˜ log γd+log γ , γ :=
2δ˜d+(2−δ˜)d
δ˜d+(2−δ˜)d , then ξR(z) > |ξI(z)|, ∀z ∈ Θβ
and ∀z ∈ Θβ. From inequalities (11) and (12) we have that if β <
√
1 + δ˜2/2 − 1 then
∀x ∈ U and ∀z ∈ Θβ
λmin(Re ∂F (z)
T ∂F (z)) > max
i=1,...,d
|λi(Im ∂F (z)T ∂F (z))|
and λmin(ReG(z)
−1) > B (δ˜, β, d, amax) > 0, where
B(δ˜, β, d, amax) :=
δ˜d+1α(δ˜ − 2β)− 2β(2 + (β − δ˜))(1 − α)(2 − δ˜)d
amax(2− δ˜)2d(2 − α)2
.
From London’s Lemma [11] it follows that ReG(z) is positive definite ∀z ∈ Θβ.
(b) By applying the Lidskii inequality (If A,B ∈ Cd×d are Hermitian then λmax(A+
B) 6 λmax(A) + λmax(B)) we have that ∀x ∈ U and ∀z ∈ Θβ
λmax(Re ∂F (z)
T ∂F (z)) 6 λmax((I +R(y) +Rr(w))
T (I +R(y) +Rr(w)))
− λmin(Ri(w)TRi(w))
= σ2max(I +R(y) +Rr(w)) − σ2min(Ri(w))
6 (σmax(I +R(y)) + σmax(Rr(w)))
2
6 (2 − δ˜ + β)2.
(15)
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From inequalities (15) and (14), and Lemmas 3 and 4, we obtain ∀x ∈ U and ∀z ∈ Θβ
λmax(ReG(z)
−1) 6
|ξR(z)|λmax(Re ∂F (z)T ∂F (z)) + |ξI(z)||maxi |λi(Im ∂F (z)T ∂F (z))|
amin|ξ(z)|2
6 D(δ˜, β, d, amin) <∞,
where
D(δ˜, β, d, amin) :=
1
aminδ˜2dα2
[
(2 − δ˜)d(2− α)(2 − δ˜ + β)2
+2(2− δ˜)d(1− α)β(2 + (β − δ˜))
]
.
(c) Similarly, ∀x ∈ U and ∀z ∈ Θβ , we can bound
σmax(Im ∂F (z)
T ∂F (z)) 6 σmax(Ri(w)
T (I +R(y) +Rr(w))
+ (I +R(y) +Rr(w))
TRi(w))
6 2σmax(Ri(w))σmax(I +R(y) +Rr(w))
6 2β(2 + (β − δ˜)).
(16)
and
σmax(Re ∂F (z)
T ∂F (z)) 6 σmax((I +R(y) +Rr(w))
T (I +R(y) +Rr(w)))
+ σmax(Ri(w)
TRi(w))
= σ2max(I +R(y) +Rr(w)) + σ
2
max(Ri(w))
6 (σmax(I +R(y)) + σmax(Rr(w)))
2 + σ2max(Ri(w))
6 ((2 − δ˜) + β)2 + β2.
(17)
From inequalities (16) and (17), and Lemmas 3 and 4 we obtain ∀x ∈ U and ∀z ∈ Θβ
σmax(ImG(z)
−1) 6
σmax(ξR(z) Im ∂F (z)
T ∂F (z)− ξI(z)Re ∂F (z)T ∂F (z))
amin|ξ(z)|2
6
|ξR(z)|σmax(Im ∂F (z)T ∂F (z)) + |ξI(z)|σmax(Re ∂F (z)T∂F (z))
amin|ξ(z)|2
6 C(δ˜, β, d, amin) <∞,
where
C(δ˜, β, d, amin) :=
1
aminδ˜2dα2
[
(2 − δ˜)d(2− α)2β(2 + (β − δ˜))
+(2− δ˜)d(1 − α)(((2 − δ˜) + β)2 + β2)
]
.
Lemma 6. For all z ∈ Θβ and x ∈ U
λmin(ReG(z)) > ε(δ˜, β, d, amax, amin)> 0,
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where
ε(δ˜, β, d, amax, amin) :=
1(
1 +
(
C(δ˜,β,d,amin)
B(δ˜,β,d,amax)
)2)
D(δ˜, β, d, amin)
. (18)
Proof. From Lemma 5 ReG(z) is positive definite ∀x ∈ U and ∀z ∈ Θβ , where β
satisfies (10). It follows from the Lemma in [11] that G(z) = Q(I + iΛ)Q∗, where Q
is a non-singular matrix, Λ := diag(α1, . . . , αd) and α1, . . . , αd are real. Since G(z) is
symmetric then ReG(z) = (1/2)(G(z) + G(z)∗) and it is simple to see that ReG(z) =
QQ∗. Note that in [11], the real part of a generic complex matrix A (i.e. (1/2)(A+A∗))
is not in general ReA.
We need now to show that ∀x ∈ U and ∀z ∈ Θβ λmin(ReG(z)) = σ2min(Q) > ε > 0,
with ε defined in equation (18). Applying (b) in [11] we have that
G(z)−1 = (DQ−1)∗(I − iΛ)DQ−1,
where D := diag((1 + α21)
−1/2, . . . , (1 + α2d)
−1/2) = (I + Λ2)−1/2. It follows that
ReG(z)−1 = (DQ−1)∗DQ−1 ∀x ∈ U and ∀z ∈ Θβ ,
λmax(ReG(z)
−1) = σ2max(DQ
−1) > σ2min(D)σ
2
max(Q
−1) = σ2min(D)σ
−2
min(Q),
and therefore
σ2min(Q) >
σ2min(D)
λmax(ReG(z)−1)
=
σmin((I + Λ
2)−1)
λmax(ReG(z)−1)
>
(1 + σ2max(Λ))
−1
λmax(ReG(z)−1)
.
Now, ImG(z)−1 = (DQ−1)∗(−Λ)DQ−1 and ∀x ∈ U and ∀z ∈ Θβ
σmax(ImG(z)
−1) > σ2min(DQ
−1)σmax(Λ).
Since ReG(z)−1 = (DQ−1)∗DQ−1 then ∀x ∈ U and ∀z ∈ Θβ λmin(ReG(z)−1) =
σ2min(DQ
−1) and
A(δ˜, β, d, amax, amin) :=
σmax(ImG(z)
−1)
λmin(ReG(z)−1)
> σmax(Λ).
It follows that ∀x ∈ U and ∀z ∈ Θβ
λmin(ReG(z)) >
1
(1 +A2)|λmax(ReG(z)−1)| . (19)
From Lemma 5 (a) we have that λmin(ReG(z)
−1) > B(δ˜, β, d, amax) > 0. From Lemma
5 (c) we have that σmax(ImG(z)
−1) 6 C(δ˜, β, d, amin) < ∞. This implies σmax(Λ) 6
A(δ˜, β, d, amax, amin) <∞. Finally from Lemma 5 (b) λmax(ReG(z)−1) 6 D(δ˜, β, d, amin)
<∞. We conclude that ∀x ∈ U and ∀z ∈ Θβ
λmin(ReG(z)) > ε(δ˜, β, d, amax, amin) > 0.
We are now ready to prove the main result of this section.
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Theorem 7. Let 0 < δ˜ < 1 then the solution u˜ ◦ F : Γ → H10 (U) of Problem 3 can be
extended holomorphically in Θβ ⊂ CN (see equation (9)) if
β < min
{
δ˜
log (2 − γ)
d+ log (2− γ) ,
√
1 + δ˜2/2− 1
}
,
where γ := 2δ˜
2+(2−δ˜)d
δ˜d+(2−δ˜)d .
Proof. The strategy for this proof is to show that the function (u˜ ◦ F )(·,y) can be
extended on Θβ and is analytic in each variable separately. Then apply Hartog’s Theo-
rem (Chap1, p32, [12]) and Osgood’s Lemma (Chap 1, p 2, [13]) to show that such an
extension is analytic in Θβ.
For n = 1, . . . , N consider the map Ψ(y) : Γ→ H10 (U) where
Ψ(y) := (u˜ ◦ F )(y),
for any arbitrary points y ∈ Γ. Furthermore, consider the extension of y → z, where
z ∈ CN .
Since β < δ˜ the series
∂F−1(z) = (I +R(z))−1 = I +
∞∑
k=1
R(z)k
is convergent ∀z ∈ Θβ. It follows that each entry of ∂F (z)−1 is analytic in Θβ. From
Lemma 4 it follows that the entries of G(z) are analytic on Θβ.
Let Ψ¯(z) := [ΨR(z), ΨI(z)]
T , with ΨR(z) := Re Ψ(z) and ΨI(z) := Im Ψ(z), be
the solution (in the weak sense) of the problem
−∇ · Gˆ(z)∇Ψ¯(z) = fˆ(z), (20)
where
Gˆ(z) :=
(
GR(z) −GI(z)
GI(z) GR(z)
)
, fˆ :=
(
f˜R(z)
f˜I(z)
)
,
GR(z) := Re(G(z)), GI(z) := Im(G(z)), f˜R(z) := Re f˜(z) and f˜I = Im f˜(z). Note that
f˜(z) refers to extension of the right hand side of the weak formulation i.e. l˜(z; v) for all
v ∈ H10 (U). Thus f˜R(z) := Re{(f ◦ F )(·, z)|∂F (z)| +∇ · (a ◦ F )C−1(z)|∂F (z)|∇wˆ} and
similarly for f˜I(z).
The system of equations (20) has a unique solution. Indeed, from Lemma 6 we have
that λmin(GR(z)) > 0 ∀z ∈ Θβ ∀x ∈ U . Since GI(z) is symmetric, it follows that G(z)
is positive definite ∀x ∈ U , hence the well posedness of problem (20) by Lax-Milgram.
Moreover, the solution Ψ(z) coincides with (u˜ ◦F )(y), y ∈ Γ, when z ∈ Γ, therefore it is
a complex continuation of u˜ ◦ F on Θβ.
To show that Ψ(z) : Θβ → H10 (U) is holomorphic on Θβ we focus on the nth variable
zn, n = 1, . . . , N , which we write as zn = s + iw, s, w ∈ R, and show that the Cauchy-
Riemann conditions are satisfied. But first we have to show that the derivatives ∂sΨ and
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∂wΨ exist. Now, differentiating (20) with respect to s = Re zn and w = Im zn we obtain
− (∇ ·GR∇∂sΨR(z) −∇ ·GI∇∂sΨI(z)) = ∇ · ∂sGR∇ΨR(z) −∇ · ∂sGI∇ΨI(z)
+ ∂sf˜R(z),
−(∇ ·GI∇∂sΨR(z) +∇ ·GR∇∂sΨI(z)) = ∇ · ∂sGI∇ΨR(z) +∇ · ∂sGR∇ΨI(z)
+ ∂sf˜I(z),
−(∇ ·GR∇∂wΨR(z)−∇ ·GI∇∂wΨI(z)) = ∇ · ∂wGR∇ΨR(z) −∇ · ∂wGI∇ΨI(z)
+ ∂wf˜R(z),
−(∇ ·GI∇∂wΨR(z) +∇ ·GR∇∂wΨI(z)) = ∇ · ∂wGI∇ΨR(z) +∇ · ∂wGR∇ΨI(z)
+ ∂wf˜I(z). (21)
Note that to avoid clutter in the equations we refer to GR(z) as GR and GI(z) as GI .
By the Lax-Milgram theorem the derivatives ∂sΨ(z) and ∂wΨ(z) exist and have a unique
solution whenever z ∈ Θβ. The second step is now to show that the Cauchy-Riemann
conditions are satisfied.
Let P (z) := ∂sΨR(z) − ∂wΨI(z) and Q(z) := ∂wΨR(z) + ∂sΨI(z). To show analyt-
icity we have to show that P (z) = 0 and Q(z) = 0 for all z ∈ Θβ. By taking linear
combinations of equations (21) we obtain
−∇ · (GR∇P −GI∇Q) = ∇ · ((∂sGR − ∂wGI)∇ΨR − (∂wGR + ∂sGI)∇ΨI)
+ ∂sf˜R − ∂wf˜I ,
−∇ · (GI∇P +GR∇Q) = ∇ · ((∂wGR + ∂sGI)∇ΨR − (∂sGR − ∂wGI)∇ΨI)
+ ∂sf˜I + ∂wf˜R. (22)
We now need to show that G(z) and f˜(z) satisfy the Riemann-Cauchy conditions so that
the right hand side becomes zero.
From Assumption 5 we have that (f ◦ F )(z) is analytic on Θβ thus l˜(z; v) is holo-
morphic on Θβ. Now, recall that G(z) is analytic if z ∈ Θβ. Thus equations (22) have a
unique solution P (z) = Q(z) = 0 for all z ∈ Θβ
From Hartog’s Theorem it follows that Ψ(z) is continuous on Θβ . From Osgood’s
Lemma it follows that Ψ(z) is holomorphic on Θβ .
Corollary 8. The following estimate holds for all z ∈ Θβ:
‖∇((u˜ ◦ F )(·, z))‖L2(U) 6
E((f ◦ F )(z), wˆ, amax, δ˜, α, d, CP (U))
ε(δ˜, β, d, amax, amin)
, (23)
where
E((f ◦ F )(z), wˆ, amax, δ˜, α, d, CP (U)) := (2 − α)
( ‖∇wˆ‖L2(U)
a−1max(2− δ˜)−dδ˜2
+ CP (U)‖(f ◦ F )(z)‖L2(U)
)
and ε(δ˜, β, d, amax, amin) is defined in Lemmas 5 and 6.
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Proof. We formally multiply (20) by Ψ¯(z)T and integrate over U to obtain∫
U
(∇ΨR(z))TGR(z)∇ΨR(z)+ (∇ΨI(z))TGR(z)∇ΨI(z) =
∫
U
ΨR(z)f˜R(z)+ΨI(z)f˜I(z).
From Lemma 3, Lemma 4 and the Poincare´ inequality we have that
|
∫
U
ΨR(z)f˜R(z) + ΨI(z)f˜I(z)| 6 |
∫
U
Re{Ψ(z)∗f˜(z)}| 6
∫
U
|(∇wˆ)TG(z)∇Ψ(z)∗|
+
∫
U
|Ψ(z)∗(f ◦ F )(z)|∂F (z)||
6
‖∇wˆ‖L2(U)‖∇Ψ(z)‖L2(U)
a−1max(2− δ˜)−d(2 − α)−1δ˜2
+ (2 − δ˜)CP (U)‖∇Ψ(z)‖L2(U)‖(f ◦ F )(z)‖L2(U).
It follows that
‖∇Ψ(z)‖L2(U)min
x∈U
{λmin(GR(z))} 6 E((f ◦ F )(z), wˆ, amax, δ˜, α, d).
From Lemma 6 the result follows.
Remark 4. We can relax the restrictions on f from Assumption 6 for Theorem 7. For
example, suppose that the Nq valued random vector q takes values on Γq := Γ˜1×· · ·×Γ˜Nq
(with the probability density ρ˜(q)). Assume that the random vector q is independent from
y and write f as
f(·,q) =
Nf∑
j=1
y˜j(q)b˜j(·),
where for j = 1, . . . , Nf , y˜j ∈ L∞ρ˜ (Γq) and b˜j : Rd → R. We now have stochastic
contributions from the coefficients y˜j(q). Since b˜j is defined on R
d we can remap onto
the reference domain and obtain
(f ◦ F )(·,y,q) =
Nf∑
j=1
y˜j(q)(b˜j ◦ F )(·,y).
Now, assume that for j = 1, . . . , Nf , b˜j can be analytically extended in C
d . Furthermore,
for j = 1, . . . , Nf the extensions Re(b˜j ◦ F )(·, z), Im(b˜j ◦ F )(·, z) ∈ L2(U) ∀z ∈ Θβ. This
implies that we can holomorphically extend (b˜j ◦ F )(y) into Θβ. Now, suppose that the
coefficients y˜j(q) can be analytically extended into C
Nq . It follows that (f ◦ F )(·,y,q)
can be analytically extended in Θβ × CNq .
Using a similar proof strategy (and linearity of the elliptic operator) as in Theorem 7,
we can show that (u˜ ◦F )(·,y,q) can be analytically extended along each separate dimen-
sion in Θβ × CNq . By using Hartog’s Theorem and Osgood’s Lemma we can conclude
that (u˜ ◦ F )(·,y,q) can be analytically extended in Θβ × CNq .
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4. Stochastic Collocation
We seek to efficiently approximate the mean and variance of the QoI of the form (5).
More specifically we seek a numerical approximation to the exact moments of the QoI
in a finite dimensional subspace Vp,h based on a tensor product structure, where the
following hold:
• Hh(U) ⊂ H10 (U) is a standard finite element space of dimension Nh, which contains
continuous piecewise polynomials defined on regular triangulations Th that have a
maximum mesh spacing parameter h > 0.
• Pp(Γ) ⊂ L2ρ(Γ) is the span of tensor product polynomials of degree at most
p = (p1, . . . , pN ); i.e., Pp(Γ) =
⊗N
n=1 Ppn(Γn) with
Ppn(Γn) = span(ymn , m = 0, . . . , pn), n = 1, . . . , N.
Hence the dimension of Pp is Np =
∏N
n=1(pn + 1).
• uh : Γ → Hh(U) is the semidiscrete approximation that is obtained by projecting
the solution of (3) onto the subspace Hh(U), for each y ∈ Γ, i.e.,
∫
U
(a ◦ F )(·,y)[∇uh(y)]TC−1(y)∇vh|∂F |(y)| dx =
∫
U
(f ◦ F )(·,y)vh|∂F |(y)| dx
− L(wˆ, vh)
(24)
∀vh ∈ Hh(U) and for a.e. y ∈ Γ. Denote pih : H10 (U) → Hh(U) as the finite
element operator s.t. if u ∈ H10 (U) then uh := pihu and
‖u− pihu‖H10 (U) 6 Cpi minv∈Hh(U) ‖u− v‖H10 (U) 6 h
rC(r, u). (25)
The constant r ∈ N will depend on the regularity of u and the polynomial order of
the finite element space Hh. Denote CΓ(r) := supy∈ΓC(r, u(y)).
• Similarly, ϕh := pihϕ is the semi-discrete approximation of the influence function.
For each y ∈ Γ, i.e.,∫
U
(a ◦ F )(·,y)[∇vh(y)]TC−1(y)∇ϕh dx = Q(vh) ∀vh ∈ Hh(U). (26)
Remark 5. Note that for the sake of simplicity we ignore quadrature errors and assume
that the integrals (24) and (26) are computed exactly.
The next step consists in collocating Qh(uh(y)) with respect to Γ. To this end, we first
introduce an auxiliary probability density function ρˆ : Γ → R+ that can be seen as the
joint probability of N independent random variables; i.e., it factorizes as
ρˆ(y) =
N∏
n=1
ρˆn(yn) ∀y ∈ Γ, and is such that
∥∥∥∥ρρˆ
∥∥∥∥
L∞(Γ)
<∞. (27)
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For each dimension n = 1, . . . , N , let yn,kn , 1 6 kn 6 pn + 1, be the pn + 1 roots
of the orthogonal polynomial qpn+1 with respect to the weight ρˆn, which then satisfies∫
Γn
qpn+1(y)v(y)ρˆn(y)dy = 0 for all v ∈ Ppn(Γn).
Standard choices for ρˆ, such as constant, Gaussian, etc., lead to the well-known roots
of the polynomial qpn+1, which are tabulated to full accuracy and do not need to be
computed. Note, that for the case of Clenshaw-Curtis abscissas the collocation points
are chosen as extrema of Chebyshev polynomials.
To any vector of indexes [k1, . . . , kN ] we associate the global index
k = k1 + p1(k2 − 1) + p1p2(k3 − 1) + · · ·
and we denote by yk the point yk = [y1,k1 , y2,k2 , . . . , yN,kN ] ∈ Γ. We also introduce, for
each n = 1, 2, . . . , N , the Lagrange basis {ln,j}pn+1j=1 of the space Ppn ,
ln,j ∈ Ppn(Γn), ln,j(yn,k) = δ˜jk, j, k = 1, . . . , pn + 1,
where δ˜jk is the Kronecker symbol, and we set lk(y) =
∏N
n=1 ln,kn(yn). Now, let Ip :
C0(Γ) → Pp(Γ), such that
Ipv(y) =
Np∑
k=1
v(yk)lk(y) ∀v ∈ C0(Γ).
Thus for any y ∈ Γ we can write the Lagrange approximation of the QoI (Qh(y)):
Qh,p(y) := IpB(y;uh(y), ϕh(y)).
Remark 6. For any continuous function g : Γ → R we introduce the Gauss quadrature
formula Epρˆ[g] approximating the integral
∫
Γ g(y)ρˆ(y) dy as
E
p
ρˆ[g] =
Np∑
k=1
ωkg(yk), ωk =
N∏
n=1
ωkn , ωkn =
∫
Γn
l2kn(y)ρˆn(y) dy. (28)
In the case ρ/ρˆ is a smooth function we can use directly (28) to approximate the mean
value or the variance of Qh as
Eh[Qh] := E
p
ρˆ
[
ρ
ρˆ
Qh,p
]
, and varh(Qh) := E
p
ρˆ
[
ρ
ρˆ
Q2h,p
]
− Epρˆ
[
ρ
ρˆ
Qh,p
]2
.
Otherwise, E[Qh] and varh(Qh) should be computed with a suitable quadrature formula
that takes into account eventual discontinuities or singularities of ρ/ρˆ. However, to
simplify the error analysis presentation in Section 5, we shall assume that the quadrature
scheme for the expectation to be exact.
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4.1. Sparse Grid Approximation
Recall that the dimension of Pp increases as
∏N
n=1(pn+1). This has the consequence
that even for a relatively small dimension N the accurate computation of the mean and
variance of the QoI with a tensor product grid becomes intractable. However, if the
stochastic integral is highly regular with respect to the random variables, the application
of Smolyak sparse grids is well suited. We present here a generalization of the classical
Smolyak construction (see e.g. [14, 15]) to build a multivariate polynomial approximation
on a sparse grid. See [16] for details.
Let Im(i)n : C0(Γn) → Pm(i)−1(Γn) be the 1D interpolant as previously introduced.
Here i > 1 denotes the level of approximation and m(i) the number of collocation points
used to build the interpolation at level i, with the requirement that m(1) = 1 and
m(i) < m(i + 1) for i > 1. In addition, let m(0) = 0 and Im(0)n = 0. Further, we
introduce the difference operators
∆m(i)n := Im(i)n − Im(i−1)n .
Given an integer w > 0 called the approximation level and a multi-index i = (i1, . . . , iN)
∈ NN+ , we introduce a function g : NN+ → N strictly increasing in each argument and
define a sparse grid approximation of Qh
Sm,gw [Qh] =
∑
i∈NN+ :g(i)6w
N⊗
n=1
∆m(in)n (Qh) (29)
or equivalently written as
Sm,gw [Qh] =
∑
i∈NN+ :g(i)6w
c(i)
N⊗
n=1
Im(in)n (Qh), with c(i) =
∑
j∈{0,1}N :
g(i+j)6w
(−1)|j|. (30)
From the previous expression, we see that the sparse grid approximation is obtained
as a linear combination of full tensor product interpolations. However, the constraint
g(i) 6 w in (30) is typically chosen so as to forbid the use of tensor grids of high degree
in all directions at the same time.
Let m(i) = (m(i1), . . . ,m(iN )) and consider the set of polynomial multi-degrees
Λm,g(w) = {p ∈ NN , g(m−1(p+ 1)) 6 w}.
Denote by PΛm,g(w)(Γ) the corresponding multivariate polynomial space spanned by the
monomials with multi-degree in Λm,g(w), i.e.
PΛm,g(w)(Γ) = span
{
N∏
n=1
ypnn , with p ∈ Λm,g(w)
}
.
The following result proved in [16], states that the sparse approximation formula Sm,gw
is exact in PΛm,g(w)(Γ):
Proposition 1.
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a) For any f ∈ C0(Γ;V ), we have Sm,gw [f ] ∈ PΛm,g(w) ⊗ V .
b) Moreover, Sm,gw [v] = v, ∀v ∈ PΛm,g(w) ⊗ V .
Here V denotes a Banach space defined on U and
C0(Γ;V ) := {v : Γ→ V is continuous on Γ and max
y∈Γ
‖v(y)‖V <∞}.
We recall that the most typical choice of m and g is given by (see [14, 15])
m(i) =
{
1, for i = 1
2i−1 + 1, for i > 1
and g(i) =
N∑
n=1
(in − 1).
This choice of m, combined with the choice of Clenshaw-Curtis interpolation points
(extrema of Chebyshev polynomials) leads to nested sequences of one dimensional inter-
polation formulas and a sparse grid with a highly reduced number of points compared to
the corresponding tensor grid. In Table 1 different choices of g(i) are given (see [16]).
Approx. space sparse grid: m, g polynomial space: Λ(w)
Tensor Product m(i) = i {p ∈ NN : maxn pn 6 w}
Product (TP) g(i) = maxn(in − 1) 6 w
Total m(i) = i {p ∈ NN : ∑n pn 6 w}
Degree (TD) g(i) =
∑
n(in − 1) 6 w
Hyperbolic m(i) = i {p ∈ NN : ∏n(pn + 1) 6 w + 1}
Cross (HC) g(i) =
∏
n(in) 6 w + 1
Smolyak (SM) m(i) =
{
2i−1 + 1, i > 1
1, i = 1
{p ∈ NN : ∑n f(pn) 6 w}
g(i) =
∑
n(in − 1) 6 w f(p) =


0, p = 0
1, p = 1
⌈log2(p)⌉, p > 2
Table 1: Sparse approximation formulas and corresponding set of polynomial multi-degrees used for
approximation.
It is also straightforward to build related anisotropic sparse approximation formulas
by making the function g to act differently on the input random variables yn. Anisotropic
sparse stochastic collocation [17] combines the advantages of isotropic sparse collocation
with those of anisotropic full tensor product collocation. Note that in [18], the authors
show convergence of sparse grid approximations for en elliptic PDE with random coeffi-
cients with infinite dimensions i.e. N =∞.
The mean term E[Qh] is approximated as
E[Sm,gw Qh] = Eρˆ[Sm,gw Qh
ρ
ρˆ
], (31)
where v ∈ L1ρ(Γ)
Eρˆ[v] :=
∫
Γ
vρˆ(y) dy
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and similarly the variance var[Q] is approximated as
varh[Qh] = E[(Sm,gw [Qh])2]− E[Sm,gw [Qh]]2 = Eρˆ[(Sm,gw [Qh])2
ρ
ρˆ
]− Eρˆ[Sm,gw [Qh]
ρ
ρˆ
]2.
(32)
5. Error Analysis
In this section we derive error estimates of the mean and variance with respect to (i)
the finite element approximation, (ii) the sparse grid approximation and (iii) truncating
the stochastic model to the first Ns dimensions, again under Assumption 5 that a ◦ F
and gˆ do not depend on ω ∈ Ω, and f is deterministic.
For notational simplicity we split the Jacobian as follows
∂F (x, ω) = I +
Ns∑
l=1
Bl(x)
√
µlYl(ω) +
N∑
l=Ns+1
Bl(x)
√
µlYl(ω). (33)
Furthermore, let Γs := [−1, 1]Ns, Γf := [−1, 1]N−Ns, then the domain Γ = Γs × Γf .
We now refer to Q(ys) as Q(y) restricted to the stochastic domain Γs (i.e. µl = 0 for
l = Ns + 1, . . . , N in eqn (33)). A similar notation is used for the solution u(ys) as the
restriction to Γs of u(y), as well as for G(ys). It is clear also that Q(ys,yf ) = Q(y) and
G(ys,yf ) = G(y) for all y ∈ Γs × Γf , ys ∈ Γs, and yf ∈ Γf .
Now that we have established notation, we are interested in deriving estimates for the
variance ( |var[Q(ys,yf )]−var[Sm,gw [Qh(ys)]]| ) and mean (|E [Q(ys,yf )]−E [Sm,gw [Qh(ys)]] |)
errors. First observe that
|var[Q(ys,yf )]− var[Sm,gw [Qh(ys)]]| 6|var[Q(ys,yf )]− var[Q(ys)]|
+ |var[Q(ys)]− var[Qh(ys)]|
+ |var[Qh(ys)]− var[Sm,gw [Qh(ys)]]|.
Let us analyze the first term. By applying the Cauchy-Schwartz and Jensen’s inequality
we have that
E
[
Q(ys,yf )
2 −Q(ys)2
]
6 ‖Q(ys,yf )−Q(ys)‖L2ρ(Γ)‖Q(ys,yf ) +Q(ys)‖L2ρ(Γ),
or
E
[
Q(ys,yf )
2 −Q(ys)2
]
6 ‖Q(ys,yf )−Q(ys)‖L1ρ(Γ)‖Q(ys,yf ) +Q(ys)‖L∞ρ (Γ),
and
|E [Q(ys,yf )]2 − E [Q(ys)]2 | = |E [Q(ys,yf )−Q(ys)]E [Q(ys,yf ) +Q(ys)] |
6 ‖Q(ys,yf )−Q(ys)‖L1ρ(Γ)‖Q(ys,yf ) +Q(ys)‖L1ρ(Γ)
6 ‖Q(ys,yf )−Q(ys)‖L2ρ(Γ)‖Q(ys,yf ) +Q(ys)‖L2ρ(Γ).
Therefore
|var[Q(ys,yf )]− var[Q(ys)]| 6 CT ‖Q(ys,yf )−Q(ys)‖L2ρ(Γ)
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for some positive constant CT ∈ R+. It is not hard to show that |var[Q(ys, yf )] −
var[Sm,gw [Qh(ys)]]| and |E [Q(ys,yf )]− E [Sm,gw [Qh(ys)]]| are less or equal to
CT ‖Q(ys,yf )−Q(ys)‖L2ρ(Γ)︸ ︷︷ ︸
Truncation (I)
+ CFE ‖Q(ys)−Qh(ys)‖L1ρ(Γs)︸ ︷︷ ︸
Finite Element (II)
+CSG ‖Qh(ys)− Sm,gw [Qh(ys)]‖L2ρ(Γs)︸ ︷︷ ︸
Sparse Grid (III)
,
for some positive constants CT , CFE and CSG. We now study the error contributions
from (I), (II) and (III).
5.1. Truncation Error (I)
Given that Q : H10 (U)→ R is a bounded linear functional then for any realization of
ϕ(ys,yf ) we have that
|Q(ys,yf )−Q(ys)| = |B(ys,yf ;ϕ(ys,yf ), u˜(ys,yf )− u˜(ys))|
6 amaxF
d
maxF
−2
min‖ϕ(ys,yf )‖H10 (U)‖u˜(ys,yf )− u˜(ys)‖H10 (U),
where we have denoted by u˜(ys) = (u˜◦F )(·,ys) and similarly u˜(ys,yf ) = (u˜◦F )(·,ys,yf ).
Following a similar argument as the proof from Lemma 2 we have that
‖ϕ(ys,yf )‖H10 (U) 6
‖q‖L2(D˜)CP (U)Fd+2max
aminFdmin
a.s., where q is defined in section 2.1.1. Thus
‖Q(ys,yf )−Q(ys)‖L2ρ(Γ) 6 CTR‖u˜(ys,yf )− u˜(ys)‖L2(Γ;H10 (U)),
where CTR := amaxa
−1
minF
2d+2
max F
−d−2
min ‖q‖L2(U˜)CP (U). We now seek control on the error
term e := ‖u˜(ys,yf ) − u˜(ys)‖L2ρ(Γ;H10 (U)). First we establish some notation and def-
initions. From Section 3 we have shown that the solution u˜ ◦ F of Problem 3 varies
continuously with respect to y ∈ Γ. More precisely, recall that if V is a Banach space
defined on U and
C0(Γ;V ) := {v : Γ→ V is continuous on Γ and max
y∈Γ
‖v(y)‖V <∞},
then u ∈ C0(Γ, H10 (U)). Furthermore, let
L2ρ(Γ;V ) := {v : Γ→ V is strongly measurable and
∫
Γ
‖v‖2V ρ(y) dy <∞}.
From Theorem 7 we have that u˜◦F ∈ C0(Γ;H10 (U)) ⊂ L2ρ(Γ;H10 (U)), thus u˜◦F satisfies
the following variational problem
A(u˜ ◦ F, v) := E[B(ys,yf ; u˜ ◦ F, v)] = E[l˜(ys,yf ; v)] ∀v ∈ L2ρ(Γ;H10 (U)).
The following lemma will be useful in deriving error estimates.
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Lemma 9. For all w, v ∈ L2ρ(Γ;H10 (U)) we have that
|A(w, v)| 6 amaxFdmaxF−2min‖w‖L2ρ(Γ;H10 (U))‖v‖L2ρ(Γ;H10 (U)).
Proof.
|A(w, v)| 6 sup
y∈Γ
λmax(G(y))E
[∫
U
|∇w||∇v|
]
6 amaxF
d
maxF
−2
minE[‖∇w‖L2(U)‖∇v‖L2(U)]
6 amaxF
d
maxF
−2
min‖w‖L2ρ(Γ;H10 (U))‖v‖L2ρ(Γ;H10 (U)).
We can now derive the truncation error (I).
Theorem 10. Let u˜ be the solution to the linear Problem 3 that satisfies Assumptions
1, 2, 3, 4 and 5. Furthermore, assume that ‖(f ◦F )(y)‖W 1,∞(U) is bounded uniformly in
Γ then
‖u˜(ys,yf )− u˜(ys)‖L2ρ(Γ;H10 (U)) 6 C1BT + C2CT,
where BT := supx∈U
∑N
i=Ns+1
√
µi‖Bi(x)‖, CT :=
∑N
i=Ns+1
√
µi‖bi(x)‖L∞(U),
C1 := C
(
CP (U)F
d−1
maxF
−2
mind‖f ◦ F (ys,yf )‖L2(Γ;L2(U))
+ amaxH(Fmax,Fmin, δ˜, d)‖wˆ‖L2(Γ;H10 (U))
+ amaxH(Fmax,Fmin, δ˜, d)‖u˜(ys,yf )‖L2ρ(Γ;H10 (U))
)
,
C2 := C‖vˆ‖L∞(U)FdmaxCP (U)‖f‖L∞(Γ;W 1,∞(U))‖χU‖L2(U),
G := ∪ω∈ΩD(ω), C := CP (U)
2
aminFdminF
−2
max
, and H(Fmax,Fmin, δ˜, d) := F
d−1
maxF
−3
min(Fmax(2 +
F
−1
min(1− δ˜)) + F−1mind).
Proof. We follow a similar strategy as in [8, 19] to compute the bounds for the trun-
cation of the stochastic variables to Γs. Consider the solution to Problem 3 u˜(ys) ∈
C0(Γs;H
1
0 (U)) ⊂ L2ρ(Γ;H10 (U)), where the matrix of coefficients G(ys) depends only on
the variables Y1, . . . , YNs ,
E[B(ys; u˜(ys), v)] = E[l˜(ys; v)] ∀v ∈ L2ρ(Γs;H10 (U)).
Furthermore the variational form is still valid ∀v ∈ L2ρ(Γ;H10 (U)) i.e.
ANs(u˜(ys), v) := E [B(ys; u˜(ys), v)] = E
[
l˜(ys; v)
]
∀v ∈ L2ρ(Γ;H10 (U)).
Now, Observe that ∀v ∈ L2ρ(Γ;H10 (U)) we have that
ANs(v, v) > inf
ys∈Γs
λmin(G(ys))E[‖∇v‖2L2(U)]
> aminF
d
minF
−2
maxE[‖∇v‖2L2(U)]
> aminF
d
minF
−2
maxCP (U)
−2‖v‖2L2ρ(Γ;H10 (U)).
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By adapting the proof from Strang’s Lemma and applying Lemma 9 we have that for all
v ∈ L2ρ(Γ;H10 (U))
‖u˜(ys)− v‖2L2ρ(Γ;H10 (U)) 6 C(ANs(u˜(ys)− v, u˜(ys)− v)±A(u˜(y) − v, u˜(ys)− v))
6 C(amaxFdmaxF−2min‖u˜(y) − v‖L2ρ(Γ;H10 (U))‖u˜(ys)− v‖L2ρ(Γ;H10 (U))
+ |A(v, u˜(ys)− v)−ANs(v, u˜(ys)− v)|
+|E
[
l˜(ys; u˜(ys)− v)− l˜(ys,yf ; u˜(ys)− v)
]
|).
Now, pick v = u˜(ys,yf ), thus
‖u˜(ys,yf )− u˜(ys)‖L2ρ(Γ;H10 (U)) 6 C(B1 + B2),
where
B1 := sup
w∈L2ρ(Γ;H10 (U))
|A(u˜(ys,yf ), w) −ANs(u˜(ys,yf ), w)|
‖w‖L2ρ(Γ;H10 (U))
6 ‖u˜(ys,yf )‖L2ρ(Γ;H10 (U)) sup
x∈U,y∈Γ
‖G(ys,yf )−G(ys)‖,
and
B2 := sup
w∈L2ρ(Γ;H10 (U))
‖w‖−1
L2ρ(Γ;H
1
0 (U))
|E
[
l˜(ys; u˜(ys)− w)− l˜(ys,yf ; u˜(ys)− w)
]
|.
Bound for B1: For notational simplicity we rewrite (8) as
∂F (ys,yf ) = I +A
s
Ns(ys) +A
f
Nf
(yf )
for some set of matrices AsNs , A
f
Nf
∈ Rd×d × U × Γ. With a slight abuse of notation
we refer to ∂F (ys) as ∂F (ys) := I + A
s
Ns
(ys). Note that Fmin 6 σmin(∂F (ys,yf )) ⇒
Fmin 6 σmin(∂F (ys)) and σmin(∂F (ys,yf )) 6 Fmax ⇒ σmin(∂F (ys)) 6 Fmax.
We now estimate the term ‖G(ys,yf )−G(ys)‖. Denoting J(ys,yf ) := |∂F (ys,yf )|
∂F (ys,yf )
−1∂F (ys,yf )−T and similarly for J(ys) we have
‖G(ys,yf )−G(ys)‖ 6 amax‖J(ys,yf )− J(ys)‖. (34)
Now, ∀x ∈ U and ∀y ∈ Γ
‖J(ys,yf )− J(ys)‖= ‖J(ys,yf )− J(ys)± |∂F (ys,yf )|∂F (ys)−1∂F (ys)−T ‖
6 |∂F (ys,yf )|‖∂F (ys,yf )−1∂F (ys,yf )−T − ∂F (ys)−1∂F (ys)−T ‖
+
∣∣|∂F (ys,yf )| − |∂F (ys)|∣∣‖∂F (ys)−1∂F (ys)−T ‖
6 F
d
max‖∂F (ys,yf )−1∂F (ys,yf )−T − ∂F (ys)−1∂F (ys)−T ‖
+ F−2min
∣∣|∂F (ys,yf )| − |∂F (ys)|∣∣.
(35)
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Applying the matrix identity (A − BD−1C)−1 = A−1 + A−1B(D − CA−1B)−1CA−1
where A = I +AsNs(ys), B = −A
f
Nf
(yf ) and C = D = I we obtain
∂F (ys,yf )
−1 = ∂F (ys)−1 + E(ys,yf ),
where
E(ys,yf ) := −∂F (ys)−1AfNf (yf )(I + ∂F (ys)−1A
f
Nf
(yf ))
−1∂F (ys)−1
= −∂F (ys)−1AfNf (yf )∂F (ys,yf )−1,
then
∂F (ys,yf )
−1∂F (ys,yf )−T − ∂F (ys)−1∂F (ys)−T = E(ys,yf )E(ys,yf )T
+ ∂F (ys)
−1E(ys,yf )T
+ E(ys,yf )∂F (ys)
−T .
Now, ∀x ∈ U and ∀y ∈ Γ
‖E(ys,yf )‖ 6 F−2min
N∑
i=Ns+1
√
µi‖Bi(x)‖.
It follows that ∀x ∈ U and ∀y ∈ Γ
‖∂F (ys,yf )−1∂F (ys,yf )−T − ∂F (ys)−1∂F (ys)−T ‖ 6 BTF−3min(2 + F−1min(1 − δ˜)). (36)
From Theorem 2.12 in [20] (A,E ∈ Cd×d then |det(A+ E) − det(A)| 6 d‖E‖max{‖A‖,
‖A+ E‖}d−1) we obtain ∀x ∈ U and ∀y ∈ Γ∣∣|∂F (ys,yf )| − |∂F (ys)|∣∣ 6 Fd−1maxF−2minBTd. (37)
Combining equations (35), (36) and (37) we obtain
sup
x∈U,y∈Γ
‖J(ys,yf )− J(ys)‖ 6 BTH(Fmax,Fmin, δ˜, d).
Thus,
B1 6 amaxBTH(Fmax,Fmin, δ˜, d)‖u˜(ys,yf )‖L2ρ(Γ;H10 (U)).
Bound for B2:
B2 6 sup
w∈L2ρ(Γ;H10 (U))
‖w‖−1
L2ρ(Γ;H
1
0 (U))
|E
[ ∫
U
(f ◦ F (ys)|∂F (ys)|
− f ◦ F (ys,yf )|∂F (ys,yf )|)w
+
∫
U
(∇wˆ)T (G(ys)−G(ys,yf ))∇w
]
|
6 sup
w∈L2ρ(Γ;H10 (U))
‖w‖−1
L2ρ(Γ;H
1
0 (U))
E
[ ∫
U
|(f ◦ F (ys)− f ◦ F (ys,yf ))|∂F (ys)|w|
+ |f ◦ F (ys,yf )(|∂F (ys)| − |∂F (ys,yf )|)w|
+ |(∇wˆ)T (G(ys)−G(ys,yf ))∇w|
]
.
(38)
26
Now we have that
sup
w∈L2ρ(Γ;H10 (U))
‖w‖−1
L2ρ(Γ;H
1
0 (U))
E
[ ∫
U
|(f ◦ F (ys)− f ◦ F (ys,yf ))|∂F (ys)|w|
]
6 sup
w∈L2ρ(Γ;H10 (U))
‖w‖−1
L2ρ(Γ;H
1
0 (U))
E
[
max
x∈U
|∂F (ys)|‖f ◦ F (ys)− f ◦ F (ys,yf )‖L2(U)‖w‖L2(U)
]
6 sup
w∈L2ρ(Γ;H10 (U))
‖w‖−1
L2ρ(Γ;H
1
0 (U))
F
d
maxE
[
‖f ◦ F (ys)− f ◦ F (ys,yf )‖L2(U)
CP (U)‖w‖H10 (U)
]
6 F
d
maxCP (U)E
[
‖f(·,y)‖W 1,∞(G)‖F (ys)− F (ys,yf )‖L2(U)
]
6 F
d
maxCP (U)‖f‖L∞(Γ;W 1,∞(G))‖χU‖L2(U) sup
y∈Γ,x∈Γ
|F (ys)− F (ys,yf )|,
(39)
where χU is the characteristic function defined on U . Note that ∀x ∈ U and ∀y ∈ Γ
sup
w∈L2ρ(Γ;H10 (U))
‖w‖−1
L2ρ(Γ;H
1
0 (U))
E
[ ∫
U
|f ◦ F (ys,yf )(|∂F (ys)| − |∂F (ys,yf )|)w|
]
6 sup
w∈L2ρ(Γ;H10 (U))
‖w‖−1
L2ρ(Γ;H
1
0 (U))
E
[ ∫
U
‖f ◦ F (ys,yf )‖L2(U)‖w‖L2(U)
]
sup
y∈Γ,x∈U
||∂F (ys)| − |∂F (ys,yf )||
6 CP (U)‖f ◦ F (ys,yf )‖L2(Γ;L2(U)) sup
y∈Γ,x∈U
||∂F (ys)| − |∂F (ys,yf )||,
(40)
and
sup
w∈L2ρ(Γ;H10 (U))
‖w‖−1
L2ρ(Γ;H
1
0 (U)
E
[
(∇wˆ)T (G(ys)−G(ys,yf ))∇w
]
6 ‖wˆ‖L2(Γ;H10 (U)) sup
y∈Γ,x∈U
‖G(y) −G(ys)‖.
(41)
Substituting (34), (37), (39), (40), and (41) in (38) we obtain
B2 6 BT
(
CP (U)F
d−1
maxF
−2
mind‖f ◦ F (ys,yf )‖L2(Γ;L2(U))
+ amaxH(Fmax,Fmin, δ˜, d)‖wˆ‖L2(Γ;H10 (U))
)
+ CT‖vˆ‖L∞(U)FdmaxCP (U)‖f‖L∞(Γ;W 1,∞(G))‖χU‖L2(U).
The result follows.
5.2. Finite Element Error (II)
The second quantity controls the convergence with respect to the mesh size h. This
will be determined by the polynomial order of the finite element subspace Hh(U) ⊂
H10 (U) and the regularity of the solution u. From (25) we obtain the following bound:
‖u˜(ys)− uh(ys)‖L2ρ(Γs;H10 (U)) 6 CΓs(r)h
r
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for some constant r ∈ N and CΓs(r) :=
∫
Γs
C(r, u˜(ys))ρ(ys)dys. The constant r depends
on the polynomial degree of the finite element basis and the regularity properties of the
solution u (which is dependent on the regularity of f , the diffusion coefficient a and the
mapping F ). Similarly the error for the influence function is characterized as
‖ϕ(ys)− ϕh(ys)‖L2ρ(Γs;H10 (U)) 6 DΓs(r)h
r ,
where DΓs(r) :=
∫
Γs
C(r, ϕ(ys))ρ(y)dy. Following duality arguments we obtain
E [|Q(u˜(ys)− uh(ys))|] 6 amaxFdmaxF−2minCΓs(r)DΓs (r)h2r . (42)
5.3. Sparse Grid Error (III)
In this section we shall not enumerate all the convergence rates that depend on the
formulas from Table 1, but refer the reader to the appropriate citations. However, we
will only explicitly derive the convergence rates for the isotropic Smolyak sparse grid.
Given the bounded linear functional Q we have that
‖Q(uh(ys))−Q(Sm,gw [uh(ys)])‖L2ρ(Γs) 6 amaxFdmaxF−2min‖e‖L2ρ(Γs;H10 (U)),
where e := uh(ys) − Sm,gw [uh(ys)]. However, as noted in Section 4.1, the sparse grid is
computed with respect to the auxiliary density function ρˆ, thus
‖e‖L2ρ(Γs;H10 (U)) 6
∥∥∥∥ρρˆ
∥∥∥∥
L∞(Γs)
‖e‖L2ρˆ(Γs;H10 (U)).
The error term ‖e‖L2ρˆ(Γs;H10 (U)) is controlled by the number of collocation knots η (or
work), the choice of the approximation formulas (m(i), g(i)) from Table 1, and the region
of analyticity of Θβ ⊂ CNs . From Theorem 7 the solution u˜(ys) admits an extension in
CNs i.e. ys → zs ∈ CNs and u˜(zs) ∈ C0(Θβ;H10 (U)). All the results proved in Section
3 can be obtained also for the semi-discrete solution uh(ys) which admits an analytic
extension in the same region Θβ and uh(zs) ∈ C0(Θβ ;Hh(U)).
In [17, 21] the authors derive error estimates for isotropic and anisotropic Smolyak
sparse grids with Clenshaw-Curtis and Gaussian abscissas where ‖e‖L2ρˆ(Γs;H10 (U)) exhibit
algebraic or subexponential convergence with respect to the number of collocation knots
η (See Theorems 3.10, 3.11, 3.18 and 3.19 in [21] for more details). However, for these
estimates to be valid the solution u has to admit and extension on a polyellipse in CNs ,
Eσ1,...,σNs := ΠNsi=1En,σn , where
En,σn =
{
z ∈ C; Re(z) = e
σn + e−σn
2
cos(θ), Im(z) =
eσn − e−σn
2
sin(θ), θ ∈ [0, 2pi)
}
,
and σn > 0. For an isotropic sparse grid the overall asymptotic subexponential decay
rate σˆ will be dominated by the smallest σn i.e.
σˆ ≡ min
n=1,...,Ns
σn.
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Then the goal is to choose the largest σˆ such that Eσ1,...,σNs ⊂ Θβ . First, recall from
Section 3 that
Θβ :=
{
z ∈ CN ; z = y +w, y ∈ [−1, 1]Ns ,
Ns∑
l=1
sup
x∈U
‖Bl(x)‖2√µl|wl| 6 β
}
.
We can now form the set Σ ⊂ CNs such that Σ ⊂ Θβ, where Σ := Σ1 × · · · × ΣNs and
Σn :=
{
z ∈ C; z = y +w, y ∈ [−1, 1], |wn| 6 τn := β
1− δ˜
}
.
for n = 1, . . . , Ns. The polyellipse Eσ1,...,σn can now be embedded in Σ by choosing
σ1 = σ2 = · · · = σNs = σˆ = log (
√
τ2Ns + 1 + τNs) > 0.
From Theorem 3.11 [21], given a sufficiently large η for a nested CC sparse grid we
obtain the following estimate
‖e‖L2ρˆ(Γs;H10 (U)) 6 Q(σ, δ
∗, Ns)ηµ3(σ,δ
∗,Ns) exp
(
− Nsσ
21/Ns
ηµ2(Ns)
)
, (43)
where
Q(σ, δ∗, Ns) := C1(σ, δ
∗)
exp(σδ∗C˜2(σ))
max{1, C1(σ, δ∗)}Ns
|1− C1(σ, δ∗)| ,
σ = σˆ/2, µ2(Ns) =
log(2)
Ns(1+log(2Ns))
and µ3(σ, δ
∗, Ns, ) =
σδ∗C˜2(σ)
1+log (2Ns)
. The constants
C1(σ, δ
∗), C˜2(σ) and δ∗ are defined in [21] equations (3.11) and (3.12).
6. Complexity and Tolerance
In this section we derive the total work W needed such that |var[Q(ys, yf )] −
var[Sm,gw [Qh(ys)]]| and |E[Q(ys,yf )] −E[Sm,gw [Qh(ys)]]| for the isotropic CC sparse grid
are less than or equal to a given tolerance parameter tol ∈ R+.
Let Nh be the number of degrees of freedom to solve the semi-discrete approximation
uh ∈ Hh(U) ⊂ H10 (U). We assume that the complexity for solving for uh is O(N qh),
where the constant q > 1 reflects the optimality of the finite element solver. The cost of
solving the approximation of the influence function ϕh ∈ Hh(U) is also O(N qh). Thus for
any ys ∈ Γs, the cost for computing Qh(ys) := B(ys;uh(ys), ϕh(ys)) is O(N qh).
Let Sm,gw be the sparse grid operator characterized bym(i) and g(i). Furthermore, let
η(Ns,m, g, w,Θβ) be the number of the sparse grid knots. The total work for computing
the variance E[(Sm,gw [Qh(ys)])2]− E[Sm,gw [Qh(ys)]]2 and the mean term E[Sm,gw [Qh(ys)]]
with respect to a given user tolerance is
WTotal(tol) = D1N
q
h(tol)η(tol)
for some constant D1 > 0. We now separate the analysis into three parts:
(a) Truncation: From the truncation estimate derived in section 5.1 we seek ‖Q(ys,
yf )−Q(ys)‖L2ρ(Γ) 6 tol3CT with respect to the decay of µi. First, make the assumption
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that BT = supx∈U
∑N
i=Ns+1
√
µi‖Bi(x)‖2 6 CDN−ls for some uniformly bounded
CD > 0. Furthermore, assume that ‖bi(x)‖L∞(U) 6 DD supx∈U ‖Bi(x)‖2 for i =
1, . . .N whereDD > 0 is uniformly bounded, thus CT = supx∈U
∑N
i=Ns+1
√
µi‖bi(x)‖2
6 CDDDN
−l
s . It follows that ‖Q(ys, yf )−Q(ys)‖L2ρ(Γ) 6 tol3CT if
BT 6 CDN
−l
s 6 D2tol
for some constant D2 > 0. Finally, we have that
Ns(tol) >
⌈(
D2tol
CD
)−1/l⌉
.
(b) Finite Element: From Section 5.2 if
h(tol) 6
(
tol
3CFEaminFdminF
−2
maxCΓs(r)DΓs(r)
)1/2r
then ‖Q(ys)−Qh(ys)‖L2ρ(Γ;H10 (U)) 6 tol3CFE . Assuming that Nh grows as O(h−d) then
Nh(tol) >
⌈
D3
(
tol
3CFEaminFdminF
−2
maxCΓs(r)DΓs(r)
)−d/2r⌉
for some constant D3 > 0.
(c) Sparse Grid: Following the same strategy as in [21] (equation (3.39)), to simplify
the bound (43) choose δ∗ = (e log (2)− 1)/C˜2(σ) and C˜2(σ). Thus ‖e‖L2ρˆ(Γs;H10 (U)) 6
tol
3CSGCT
∥∥∥ρρˆ∥∥∥−1
L∞(Γs)
if
η(tol) >


(
3‖ρ/ρˆ‖L∞(Γs)CSGCTCFFNs exp(σ(β, δ˜))
tol
) 1+log(2Ns)
σ


where CF =
C1(σ,δ
∗)
|1−C1(σ,δ∗)| and F = max{1, C1(σ, δ∗)}.
Combining (a), (b) and (c) we obtain that for a given user error tolerance tol the total
work is
WTotal(tol) = D1N
q
h(tol,D3)η(δ˜, β,Ns(tol), ‖ρ/ρˆ‖L∞(Γs))
= O

(‖ρ/ρˆ‖L∞(Γs)FCtol−1/l
tol
)σ−1(1+l−1(log 2C−log tol)) .
for some C > 0.
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7. Numerical Results
We test our method on a square domain. Suppose the reference domain is set U =
(0, 1)× (0, 1) and stochastically deforms according to the following rule:
F (x1, x2) = (x1, x2) + e(x1, ω)(0, x2 − 0.5) if x2 > 0.5
F (x1, x2) = (x1, x2) if 0 6 x2 6 0.5
for some positive constant c > 0. In other words we deform only the upper half of
the domain and fix the bottom half. We set the Dirichlet boundary conditions to
zero everywhere except at the upper border to u˜(x1, x2)|∂U = g(x1), where g(x1) :=
exp
(
−1
1−4(x1−0.5)2
)
(See Figure 2). This implies that the value at the upper boundary
does not change with boundary perturbation but the solution does become stochastic
with respect to the domain perturbation. Consider a QoI defined on the bottom half of
the reference domain, which is not deformed, as
Q(u) :=
∫
(0,1)
∫
(0,1/2)
g(x1)g(2x2)u˜(x1, x2, ω) dx1dx2.
We now show a numerical example with linear decay on the gradient of the deformation,
i.e. the gradient terms
√
µn supx∈U ‖Bn(x)‖ decay linearly as n−1.
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Figure 2: Stochastic deformation of a square domain. (left) Reference square domain with Dirichlet
boundary conditions. (right) Vertical deformation from stochastic model.
Numerical Experiment 1: For this numerical experiment we compute the QoI with
a multi-linear Clenshaw-Curtis sparse grid [22, 23]. The parameters of the experiments
are as follows:
(a) a(x) = 1 for all x ∈ U .
(b) Stochastic Model. We split e(x1, ω) into large and small perturbations as e(x1, ω) :=
eS(x1, ω) + eF (x1, ω), where
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Figure 3: Collocation results (Clenshaw-Curtis multi-linear sparse grid) for Ns = 2, . . . , 6 with linear
decay. (a) Mean error with respect to the reference solution. Observe that the convergence rate decays
subexponentially until truncation saturation is reached. (b) Variance error with respect to reference
solution. For this case we also observe that the convergence rate is faster than polynomial.
eS(x1, ω) := cY1(ω)
(√
piL
2
)1/2
+ c
∑Ns
n=2
√
µnϕn(x1)Yn(ω);
eF (x1, ω) := c
∑N
n=Ns+1
√
µnϕn(x1)Yn(ω).
(c) Linear decay
√
µn :=
(
√
piL)1/2
n , n ∈ N,
ϕn(x1) :=

 n
−1sin
(
⌊n/2⌋pix1
Lp
)
if n is even
n−1cos
(
⌊n/2⌋pix1
Lp
)
if n is odd
.
Thus for n > 1 we have that
Bn =
[
0 0
c(x2 − 0.5)∂x1ϕn(x1) 0
]
.
This implies that supx∈U σmax(Bl(x)) is bounded by a constant and we obtain linear
decay on the gradient of the deformation.
(d) {Yn}Nn=1 are independent uniform distributed in (−
√
3,
√
3).
(e) L = 1/2, LP = 1, c = 0.1533, N = 15.
(f) 257× 257 triangular mesh.
(g) E[Qh] and var[Qh], are computed with a Clenshaw-Curtis isotropic sparse grid (Sparse
Grid Toolbox V5.1, [22, 23]).
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Figure 4: Truncation Error with respect to the number of dimensions. (a) Mean error. (b) Variance
error. In both cases the decay appears faster than linear, which is faster than the predicted convergence
rate.
(h) The reference solutions var[Qh(uref )] and E[Qh(uref)] are computed with a multi-
linear adaptive Sparse Grid (≈ 30, 000 knots) [24] with a 257× 257 mesh for N = 15
dimensions.
(i) The QoI is normalized by the reference solution Q(U).
In Figure 3 we show the results of the matlab code for the truncated dimensions
Ns = 2, . . . , 6 and compare the results with respect to a N = 15 dimensional adaptive
sparse grid method collocation with ≈ 30, 000 collocation points [24]. The computed
mean value is 1.0152 and variance is 0.0293 (0.17 std).
In Figure 3 (a) and (b) the normalized mean and variance errors are shown for Ns =
2, . . . , 6. For (a) notice the subexponential decay from the sparse grid approximation
until the truncation error and/or finite element error starts to dominate. In (b) the
variance error decay is actually subexponential despite the use of a multi-linear sparse
grid, whose performance is less than higher order Lagrange polynomial sparse grid shown
in the second numerical experiment.
We now analyze the decay of the truncation error. For Ns = 2, . . . , 5 we compute the
mean and variance error as in (g). However, for Ns = 6, . . . , 11 a dimension adaptive
sparse grid with 15,000 to 30,000 sparse grid points is used instead to compute the mean
and variance. This should be enough to make the error contribution from the sparse grid
error very small compared to the truncation error. The reference solution for the mean
and variance is computed as in part (h).
In Figure 4 we plot the truncation error for (a) the mean and (b) the variance with
respect to the number of dimensions. We observe that we obtain a convergence rate that
appears faster than the linear decay of the gradient of the stochastic deformation. This
indicates we can further improve the convergence rate of the truncation estimate.
Numerical Experiment 2: For this numerical experiment we compute the QoI
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with a higher order Lagrange polynomial sparse grid with Chebyshev Gauss-Lobatto
abscissas [22, 23]. For this experiment we show the convergence rates for the variance
and sparse grid error only. The setup for the numerical experiment is changed as follows:
(a) Since the convergence is much faster than the multi-linear sparse grid we increase
the mesh size to a 1024× 1024 triangular mesh.
(b) var[Qh] is computed for Ns = 2, . . . , 5 with the Chebyshev Gauss-Lobatto abscissas.
(c) As a comparison var[Qh] is also computed for Ns = 2, . . . , 5 with the dimension
adaptive multi-linear sparse grid with 15,000 to 20,000 adaptive nodes.
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Figure 5: Collocation results for higher order Lagrange polynomial sparse grid with Chebyshev Gauss-
Lobatto abscissas. Due to the higher order Lagrange interpolants the convergence is significantly faster
compared to the multi-linear sparse grid in Figure 3
In Figure 5 the results for |V ar[Q(u)]−V ar[Sm,gw [Q(u)]]| forNs = 2, . . . , 5 are plotted.
Due to the higher order Lagrange interpolants the convergence is significantly faster
compared to the multi-linear sparse grid in Figure 3. Note that we did not do a direct
comparison with |V ar[Q(uref )] − V ar[Sm,gw [Q(uh)]]| as the convergence rate was are so
fast that the Truncation error was reached by the second level of the sparse grid (w = 2).
8. Conclusions
In this paper we give a rigorous convergence analysis of the stochastic collocation
approach based on isotropic Smolyak grids for the approximation of an elliptic PDE
defined on a random domain. This consists of an analysis of the regularity of the solution
with respect to the parameters describing the domain perturbation. Moreover, we derive
error estimates both in the “energy norm” as well as on functionals of the solution
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(Quantity of Interest) for Clenshaw Curtis abscissas that can be easily generalized to a
larger class of sparse grids.
We show that for a linear elliptic partial differential equation with a random domain
the solution can be analytically extended to a well defined region Θβ embedded in C
N
with respect to the random variables. This analysis leads to a provable subexponential
convergence rate of the QoI computed with an isotropic Clenshaw-Curtis sparse grid.
We show that the size of this region, and the rate of convergence, is directly related to
the decay of the gradient of the stochastic deformation.
As our numerical experiments demonstrate, we are able to solve the mean and variance
of the QoI with moderate deformations of the domain (leading to a coefficient of variation
of the QoI of ≈ 0.17). This is a clear advantage over the perturbation approaches that
are restricted to small deviations. In addition, the numerical experiments confirm the
subexponential rate predicted from the error estimates.
This approach is well suited for a moderate number of stochastic variables but be-
comes impractical for large problems. However, we can easily extend this approach to
anisotropic sparse grids [17].
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