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COVERING CLASSES AND UNISERIAL MODULES
ALBERTO FACCHINI, ZAHRA NAZEMIAN, AND PAVEL PRˇI´HODA
Abstract. We apply minimal weakly generating sets to study the existence
of Add(UR)-covers for a uniserial module UR. If UR is a uniserial right module
over a ring R, then S ∶= End(UR) has at most two maximal (right, left, two-
sided) ideals: one is the set I of all endomorphisms that are not injective, and
the other is the set K of all endomorphisms of UR that are not surjective.
We prove that if UR is either finitely generated, or artinian, or I ⊂ K, then
the class Add(UR) is covering if and only if it is closed under direct limit.
Moreover, we study endomorphism rings of artinian uniserial modules giving
several examples.
1. Introduction
For a right module MR over a ring R with identity, let Add(MR) denote the
class of all right R-modules that are isomorphic to a direct summand of a direct
sum M
(I)
R of copies of MR. The class Add(MR) is a precovering class for every
module MR, because it suffices to take, as an Add(MR)-precover of a module AR,
the canonical mappingM (Hom(MR,AR)) → AR, (mf)f ↦ ∑f f(mf). If a precovering
class is closed under direct limit, then it is covering. That is, every module A has
an Add(MR)-cover. It is not known whether the converse holds (this is called the
limit conjecture or Enochs’ conjecture).
Assume thatMR is finitely generated and Add(MR) consists only of modules iso-
morphic to direct sums of copies ofM , e.g., S ∶= End(MR) local [7, Corollary 2.55].
If AR is an arbitrary R-module, the problem of determining whether AR has an
Add(MR)-cover is determined by the structure of the S-module Hom(MR,AR).
Indeed, it is easy to see that every generating set X of Hom(MR,AR) defines a pre-
cover fX ∶M
(X)
R → AR, (mx)x ↦ ∑x x(mx) and that, essentially, every Add(MR)-
precover of AR arises in this way. Moreover, fX is a cover if and only if { g ∈
End(M (X)R ) ∣ fXg = fX } ⊆ J(End(M
(X)
R )). Verifying this condition for a given
generating set X can be difficult, and sometimes it is convenient to consider the
weaker condition that X is a minimal generating set, because if fX is a cover,
then X is a minimal generating set for the right S-module Hom(MR,AR). So,
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if Hom(MR,AR)S has no minimal generating set, then AR does not have an
Add(MR)-cover. Modules with or without a minimal generating set have been
studied in the literature, for example, modules over Dedekind domains with mini-
mal generating sets were characterized in [4]. When MR is not finitely generated,
we must also consider minimal weakly generating sets of Hom(MR,AR)S . We in-
troduce this notion in Section 2.
In order to illustrate the use of minimal generating sets, let us show how it is pos-
sible to prove a very particular instance of [2, Theorem 4.4]. Consider MR finitely
presented with local endomorphism ring S and suppose J(S) not T -nilpotent, that
is, there exists a sequence
M
f1
→M
f2
→M
f3
→ ⋯
with f1, f2, ⋅ ⋅ ⋅ ∈ J(S) such that the direct limit L of the sequence is non-zero. Since
M is finitely presented, every element of Hom(MR, LR) factors through a colimit
injection, and Hom(MR, LR) = Hom(MR, LR)J(S) follows. By [4, Lemma 3.1],
Hom(MR, LR)S has no minimal generating set and hence LR does not have an
Add(MR)-cover.
Conversely, assume that MR is a finitely presented module with local endomor-
phism ring S whose Jacobson radical J(S) is T -nilpotent. Let X be a subset of
Hom(MR,AR) whose image in Hom(MR,AR)S/Hom(MR,AR)J(S) is a free gen-
erating set over S/J(S). Then it is possible to prove that X is a minimal generating
set for Hom(MR,AR)S . Moreover, { g ∈ End(M
(X)
R ) ∣ fXg = fX } ⊆ J(End(M
(X)
R ))
because J(S) is T -nilpotent [13, Theorem 1]. So in this case Add(MR) is covering.
In this work, we study when Add(UR)-covers exist (or do not exist) for a unis-
erial module UR. The class Add(UR) for a uniserial module UR was completely
determined by the third author in [10]. The class Add(UR) is either trivial, that
is, all its elements are isomorphic to U
(X)
R for some suitable set X , or there ex-
ists a uniserial module VR such that every element of the class is isomorphic to
U
(X)
R ⊕ V
(Y )
R for suitable index sets X and Y .
Unluckily, knowing Hom(UR,AR)S is usually not sufficient to determine the
existence of Add(UR)-cover of AR. We prove that AR does not have an Add(UR)-
cover when AR is either a factor of U , or a union of submodules isomorphic to U ,
or a product of copies of U provided U satisfies some additional conditions.
A related problem we consider in this paper is whether it is true that, for a unis-
erial module UR, Add(UR) is covering if and only if it is closed under direct limit.
We verify Enochs’ conjecture in three cases: UR finitely generated, UR artinian,
and I ⊂ K, that is, every surjective endomorphism of UR is an automorphism of
UR but there exists an injective endomorphism of UR that is not an automorphism.
See Sections 3 and 5.
Examples of uniserial modules U for which the class Add(U) is covering are given
by the uniserial modules U for which every family of modules {Ui ∣ i ∈ I } (Ui = U
for every i ∈ I) is locally T -nilpotent (Section 2). In the case of artinian uniserial
modules, there is a pair of ordinal numbers that completely characterizes a number
of properties of U , for example when every family of modules {Ui ∣ i ∈ I} (Ui = U)
is locally T -nilpotent, or when U is self small. See Section 4. In Section 6, some
examples of artinian uniserial modules and their endomorphism rings are given.
In the whole paper, UR denotes a uniserial right R-module and S = End(UR) is
its endomorphism ring.
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2. Preliminaries. Weakly generating sets.
For any uniserialR-module UR ≠ 0, the endomorphism ring S ∶= End(UR) exactly
has either one or two maximal (right, left, two-sided) ideals [6]. More precisely, S
always contains the two completely prime ideals I ∶= { f ∈ S ∣ f non-monic} and
K ∶= { f ∈ S ∣ f non-epi}. If I and K are comparable, then S is local and its
maximal ideal is the larger between I and K. In this case, we say that UR is of
type 1. If I and K are not comparable, that is, if I ⊈ K and K ⊈ I, then I and K
are the two maximal (right, left, two-sided) ideals of S. In this case, we say that
UR is of type 2. When UR is artinian uniserial, then S is always local with maximal
ideal I.
Recall that a family of modules {Mi ∣ i ∈ I} is said to be locally semi-T -nilpotent
if, for each sequence of non-isomorphismsMi1
f1
Ð→Mi2
f2
Ð→Mi3
f3
Ð→ ⋯ with pairwise
different indices (in)n∈N from I, and each element x ∈Mi1 , there existsm =m(x) ∈ N
such that fmfm−1 . . . f1(x) = 0 [3]. If the same condition is also satisfied when we
allow repetitions in the sequence of indices { in ∣ n ∈ N} involved, then the family
{Mi ∣ i ∈ I } is said to be locally T -nilpotent. In most cases in this paper, all the
modules {Mi ∣ i ∈ I } in the family will be equal to a unique moduleM , in which case
there is no difference between being locally T -nilpotent or locally semi-T -nilpotent.
Also, for any infinite set I, the family {Mi ∣ i ∈ I }, whereMi =M for every i ∈ I, is
locally T -nilpotent if and only if the family {Mn ∣ n ∈ N}, where Mn =M for every
n ∈ N, is locally T -nilpotent.
If U is a finitely presented uniserial module, then the class Add(U) is covering if
and only if Add(U) is closed under direct limit [2, Theorem 4.4]. From the result in
[3], we get a class of uniserial modules U for which Add(U) is covering and closed
under direct limit:
Lemma 2.1. Let U be a uniserial module for which the family {Ui ∣ i ∈ I}, with
Ui = U for all i ≥ 1, is locally T -nilpotent. Then:
(1) End(U) is local with maximal ideal I, the set of all endomorphisms of U that
are not monic.
(2) Add(U) is covering.
(3) Add(U) is closed under direct limit.
Proof. (1) If End(U) is not local with maximal ideal I, then there exists f ∶U → U
monic but not epi. Then the sequence U
f
Ð→ U
f
Ð→ U
f
Ð→ ⋯ shows that the family
is not locally T -nilpotent. This proves that every monic is epi, that is, I is the
maximal ideal of S.
(2) follows from [2, Propositions 4.2 and 4.1].
(3) Set M ∶= ⊕∞i=1Ui, where Ui = U . Then M satisfies Condition 2, and so 3,
of [3, Theorem 1.1]. Thus, by [3, Theorem 1.4], Add(M), and hence Add(U), are
closed under direct limit. 
Let NR and MR be two R-modules. A family { sx ∣ x ∈ X } of elements of
S = End(NR) is said to be summable if, for every n ∈ NR, sx(n) ≠ 0 only for finitely
many x ∈X . Thus a family { sx ∣ x ∈X } of elements of S = End(NR) determines a
morphism ϕ∶NR → NXR , and the family { sx ∣ x ∈ X } is summable if and only if the
image of ϕ is contained in N
(X)
R . We say that X ⊆ Hom(N,M) weakly generates
Hom(N,M) if any element g ∈ Hom(N,M) can be written as ∑x∈X xsx for some
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summable family { sx ∣ x ∈ X } of elements in S (in this case we say that g is
weakly generated by X). Also, we say that X is a minimal weakly generating set
for Hom(N,M) if no element x of X can be weakly generated by X ∖ {x}.
Clearly, ifX generates Hom(N,M), then it weakly generates Hom(N,M). More-
over, if X ⊆ Y and X weakly generates Hom(N,M), then Y weakly generates
Hom(N,M) too. We say that Add(N) is trivial if every module in Add(N) is
isomorphic to a direct sum of copies of N [10]. For instance, Add(U) is trivial for
every uniserial module U of type 1 [7, Theorem 2.52].
Theorem 2.2. Let M and N be two right R-modules.
(1) If Add(N) is trivial and X is a weakly generating set for Hom(N,M), then
the map f ∶N (X) →M which sends (nx)x∈X to ∑x∈X x(nx) is an Add(N)-precover
of M .
(2) If f ∶N (X) → M is an Add(N)-precover for M and the mappings ix∶N →
N (X), x ∈ X, are the canonical embeddings, then {fix∶N →M ∣ x ∈ X} is a weakly
generating set for Hom(N,M).
(3) If f ∶N (X) →M is an Add(N)-cover, then {fix∶N →M ∣ x ∈X} is a minimal
weakly generating set of Hom(N,M).
Proof. (1) Let Y be an index set with a homomorphism h∶N (Y ) → M. For each
y ∈ Y , write hιy ∶N →M in the form ∑x∈X xgx,y, where the elements gx,y ∈ S form
a summable family. So for each y there is a map hy ∶Ny = N → N (X) such that
hy(n) = (gx,y(n))x∈X . By the universal property of direct sum for N (Y ), there
exists a homomorphism β∶N (Y ) → N (X) such that βιy = hy for every y ∈ Y . Then
it is easy to check that fβ = h, hence f is an Add(N)-precover of M .
(2) If g∶N → M , then there exists h∶N → N (X) such that fh = g. Consider
the canonical projections px∶N
(X) → N , x ∈ X , and note that {pxh ∣ x ∈ X } is a
summable family of End(N). Moreover, g(n) = ∑x∈X fixpxh(n) for every n ∈ N ,
so g =∑x∈X(fix)(pxh).
(3) Set Y ∶= X ∖ {x} and assume fix = ∑y∈Y fiygy, where { gy ∣ y ∈ Y } is a
summable family in End(N). Define ϕ∶N (X) →N (X) such that ϕix = ∑y∈Y iygy and
ϕiy = iy, for every y ∈ Y . Then ϕ is neither a monomorphism nor an epimorphism
but fϕ = f , which is a contradiction. 
Remark 2.3. Recall that a module NR is said to be self-small if for every setX and
every morphism ϕ∶NR → N
(X)
R there exists a finite subset F ofX such that ϕ(NR) ⊆
N
(F )
R . When the class Add(N) is trivial and N is self-small (for example, N finitely
generated or, more generally, small), then any Add(N)-precover of a module M is
of the form f ∶N (X) → M , where X is a generating set of Hom(NR,MR) and f
is defined as in Theorem 2.2(1). To see this, notice that if Add(N) is trivial,
then any Add(N)-precover of M is of the form g∶N (I) → M . Therefore consider
the homomorphisms gi∶N → M, i ∈ I, given by gi ∶= gιi. Then {gi ∣ i ∈ I} is a
generating set for Hom(N,M). Indeed, let h∶N → M be such that h /∈ ∑i∈I giS.
Since N is self-small, h does not not factor through g, which is impossible if g is an
Add(N)-precover of M .
Therefore Theorem 2.2(2) implies:
Corollary 2.4. Suppose N self-small and Add(N) trivial. If a module M has
an Add(N)-cover, then the S-module Hom(N,M) has a minimal generating set.
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In particular, if Add(N) is covering, then for every module MR the S-module
Hom(NR,MR) has a minimal generating set.
Lemma 2.5. Let UR be a self-small uniserial right R-module with Add(U) cover-
ing. If S = End(UR) is a left chain domain, then S is a division ring and Add(U)
is closed under direct limit.
Proof. If Add(U) is covering, then the right S-module M = Hom(U,U I) = SI has
a minimal generating set for every index set I. Let X be a minimal generating set
forMS . Let us show that X is a free generating set forMS . If not, then there exist
s1, . . . , sn ∈ S and x1, . . . , xn ∈ X such that x1s1 + ⋯ + xnsn = 0 and the elements
xisi are non-zero. Since S is left chain, we can assume that si = s
′
is1 for every
i > 1. Now since S is a domain and M = SI is torsion-free, we see that x1 would be
generated by the other elements in X , which is a contradiction. So any product of
copies of S is a free right S-module. By [5, Theorem 3.3], S is right perfect and,
by Lemma 2.1, Add(U) is closed under direct limit. 
Let UR be a uniserial module over an arbitrarily fixed ring R. For every right
R-module NR, define a group topology on the abelian additive group Hom(UR,NR)
taking as a basis of neighbourhoods of 0 the subgroups Hu ∶= { f ∈ Hom(UR,NR) ∣
f(u) = 0} of Hom(UR,NR), where u ranges in U . This topology on Hom(UR,NR)
is usually called the finite topology. Notice that the subgroups Hu (u ∈ U) are
linearly ordered by set inclusion. It is easy to check that:
Lemma 2.6. For every right R-module NR, Hom(UR,NR) is a complete Hausdorff
topological group.
In particular, for NR = UR, we get a group topology on the ring S = End(UR).
Now SUR is a bimodule and Hu = l.annS(u) is a left ideal of S for every u ∈ U ,
so that the finite topology turns out to be a left linear topology on S. (In the
special case of UR artinian, all the subgroups Hu are S-submodules of the right
S-module Hom(UR,NR), but we will not need this further hypothesis UR artinian
in the following.)
Lemma 2.7. For every right R-module NR, Hom(SUR,NR)S is a topological right
module over the left linearly topological ring S.
Proof. We must show that the three axioms NM 3-NM 5 in [11, page 144] hold.
Let Hu (u ∈ U) be the subgroups of Hom(UR,NR) and H ′u (u ∈ U) be the left ideals
in S. Then NM 3 holds, because for each f ∈ Hom(UR,NR) and each Hu, we get
that H ′u has the property that fH
′
u ⊆ Hu. NM 4 holds, because for each Hu and
each s ∈ S, we have that Hsu is such that Hsus ⊆Hu. Finally, NM 5 holds, because,
for each Hu (u ∈ U), we have H0H
′
u ⊆Hu. 
Trivially, if the right S-module MS ∶= Hom(UR,NR) has a minimal weakly gen-
erating set X and M ′S = ∑x∈X xS is the S-submodule of MS generated by X , then
MS is the completion of its topological submodule M
′
S with the induced topology
and X is a minimal generating set for M ′S . (To prove that M
′
S is dense in MS, fix
f ∈MS and u ∈ U . One must show that (f +Hu) ∩M ′S ≠ ∅. Now f = ∑x∈X xsx for
some summable family of elements of S. Hence there exists a finite subset F of X
such that sx(u) = 0 for every x ∈X ∖F . Then ∑x∈X∖F xsx ∈ Hu.)
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Notice that a family X ⊆ S is summable if and only if the set X ∖U is finite for
every neighourhood U of 0 in S. Moreover, we have the following proposition, easy
to prove. It improves Lemma 2.1.
Proposition 2.8. The following conditions are equivalent for a uniserial module
UR with endomorphism ring S:
(1) The family {Ui ∣ i ≥ 1}, with Ui = U for all i ≥ 1, is locally T -nilpotent.
(2) The ring S is local with maximal ideal I, the set of all endomorphisms of U
that are not monic, and, for every strictly descending chain Ss1 ⊃ Ss2 ⊃ Ss3 ⊃ . . .
of principal left ideals of S, the family { si ∣ n ≥ 1} is summable.
Lemma 2.9. Let MR,NR be right R-modules, and S ∶= End(NR). If
Hom(NR,MR)S is non-zero and has a minimal weakly generating set as an S-
module, then Hom(NR,MR)S has a maximal submodule.
Proof. Suppose that Hom(NR,MR)S ≠ 0 has a minimal weakly generating set X .
From Hom(NR,MR) ≠ 0, we get that X ≠ ∅. Fix x ∈ X . Then the set of all
elements of Hom(NR,MR)S weakly generated by X ∖ {x} is a submodule H of
Hom(NR,MR)S , which is proper, because x ∉ H . Hence Hom(NR,MR)S/H is a
non-zero cyclic right S-module. Thus Hom(NR,MR)S/H has a maximal submod-
ule, so Hom(NR,MR)S has a maximal submodule. 
The following elementary lemma is necessary for the sequel.
Lemma 2.10. Let S be a local ring, and M be its maximal ideal. Then a module
SA has a maximal submodule if and only if MA ≠ A.
Proof. If MA ≠ A, then A/MA is a non-zero left vector space over the division
ring S/M, hence has a maximal submodule. Conversely, if SA has a maximal
submodule A′, then A/A′ is a simple left S-module, hence is a module over S/M,
so MA ≤ A′ ≠ A. 
If U1 and U2 are uniserial modules, we say that U1 and U2 are in the same
epigeny class if there are epimorphisms f ∶ U1 → U2 and g ∶ U2 → U1. In this case
we write [U1]e = [U2]e. Recall that for a uniserial module U , Ue is the union of the
kernels of all epimorphisms in S = End(U). Note that if Ue is non-zero and V is a
submodule of U , then [U]e = [U/V ]e if and only if V < Ue. In particular, U and
U/Ue are not in the same epigeny class. In fact, if g∶U/V → U is an epimorphism,
Ue ≤ V , h∶U → U is an epimorphism with non-zero kernel, and pi∶U → U/Ue is
the canonical projection, then hgpi∶U → U would be an epimorphism with kernel
properly containing Ue, which is a contradiction.
Note that if N ≤ N ′ are submodules of U such that N = ker(fN) and N
′ =
ker(fN ′) for suitable epimorphisms fN , fN ′ ∈ S, then the map fN,N ′ ∈ S, defined
by fN,N ′(u) = fN ′(x) if u = fN(x), is the unique map with the property that
fN,N ′fN = fN ′ .
Set T ∶= {N ≤ U ∣ N = ker(fN) for some epimorphism fN ∈ S}. Then we have a
direct system (UN)N∈T , where UN = U and, for N ≤ N
′, we have fN,N ′ ∶UN → UN ′ .
Then the direct limit of the system is U/Ue.
Theorem 2.11. Let U be of type 1 (that is, suppose S local). If Add(U) is covering,
then either Ue = 0 or Ue = U .
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Proof. Suppose Add(U) covering and 0 ≠ Ue < U . Then Hom(U,U/Ue) contains
a non-zero epimorphism, p say. The kernel of every epimorphism g∶U → U/Ue
contains Ue. Otherwise, if ker(g) ⊊ Ue, then [U]e = [U/ker(g)]e = [U/Ue]e,
which is contradiction. It follows that every epimorphism of Hom(U,U/Ue) is in
Hom(U,U/Ue)f , where f ∈ End(U) is an arbitrary epimorphism.
Note that every element of Hom(U,U/Ue) is a sum of at most two epimorphisms.
Indeed, if h∶U → U/Ue is not onto, then h = p+(h−p), where p and h−p are onto. It
follows that Hom(U,U/Ue) = Hom(U,U/Ue)I (since I contains an epimorphism).
So Hom(U,U/Ue) does not have a maximal submodule, and consequently U/Ue
does not have an Add(U)-cover. 
3. Finitely generated uniserial modules and modules of type 1 with
I ⊂K
Note that a uniserial module U has a maximal submodule if and only if U is
finitely generated (= cyclic).
Proposition 3.1. Let UR be a finitely generated uniserial module with maximal
submodule M . Assume that S is local with maximal ideal K, the set of all non-epi
endomorphisms of UR. If J is an infinite set of cardinality ∣J ∣ ≥ ∣U ∣, and the module
N = (U/M)(J) has an Add(U)-cover, then {Ui ∣ i ≥ 1} with Ui = U for every i ≥ 1
is locally T -nilpotent. Therefore Add(U) is covering and closed under direct limit.
Proof. Since S is local, Add(U) is trivial, and therefore the Add(U)-cover of N
is of form U (X) for some index set X . Let ϕ∶U (X) → N be the Add(U)-cover
of N . Since there is an epimorphism p∶U (J) → N , we see that ϕ must be an
epimorphism. So X can not be finite. If {Ui ∣ i ≥ 1} is not locally T -nilpotent,
then {Ux ∣ x ∈ X } is not locally T -nilpotent. By [12, Theorem 1.1], there exists
h ∈ End(U (X)) such that pixhiy is inK for any x, y ∈X , but h is not in J(End(U
(X))
(here iy is the embedding of U onto the y-th component of U
(X) and pix is the
canonical projection from U (X) to Ux). There exists h
′ ∈ End(U (X)) such that
1−h′h is not invertible. Since U is finitely generated, for each y there exist finitely
many t1, . . . , tn ∈ X such that Image(hiy) ≤ ∑
n
m=1 itm(U). Therefore, for each x,
pixh
′hiy = ∑
n
m=1 pixh
′itmpitmhiy, and so pixh
′hiy ∈K. Set k ∶= h
′h. Since U is finitely
generated, we have Hom(U,N) ≅ Hom(U,U/M)(J), and since Hom(U,U/M)K = 0,
we get that Hom(U,N)K = 0. Therefore ϕkix = ∑y∈X ϕiypiykix = 0. So ϕ(1−k) = ϕ
and 1−k is not invertible, which is a contradiction. Now the rest of the proposition
follows from Lemma 2.1. 
Lemma 3.2. If U is a non-zero finitely generated uniserial module and its endo-
morphism ring is not local, then Add(U) is not a covering class.
Proof. Let N be the maximal submodule of U . Suppose that U/N has an Add(U)-
cover. If Add(U) is not trivial, then there exists a uniserial non-quasismall module
V such that every element of Add(U) is of form U (X)⊕V (Y ) [10]. A non-quasismall
uniserial module is not finitely generated, so Hom(V,U/N) is zero. Therefore, in
both cases Add(U) trivial or non-trivial, the Add(U)-cover of U/N is of form
ϕ∶U (X) → U/N for a suitable index set X . The endomorphism S has two maximal
ideals I and K and I +K = S. So 1 = i + k for some i ∈ I and k ∈ K. For every
x ∈ X , let ix denote the canonical mapping from U to U
(X). Consider the map
h∶U (X) → U (X) such that h(ix(u)) = ix(i(u)) for every u ∈ U and every x ∈ X .
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Since Hom(U,U/N)K = 0, we see that ϕix = ϕixi, that is ϕh = ϕ. But h is not a
monomorphism, because i is not, and this is a contradiction. 
We are ready for the first two of the main results of this paper: Corollary 3.3
and Theorem 3.4.
Corollary 3.3. Let UR be a finitely generated uniserial module. If Add(U) is
covering, then it is closed under direct limit.
Proof. By Lemma 3.2, the uniserial module UR is of type 1. Therefore either every
monic endomorphism of UR is an isomorphism or every onto endomorphism of UR
is an isomorphism. In both cases, we can apply [10, Theorem 1.1(i)], getting that
Add(U) is trivial. Let M be the maximal submodule of U . If Ue ≠ 0, then there
exists an epimorphism f ∈ S that is not monic. Let us show that Hom(U,U/M) =
Hom(U,U/M)f . If g ∈ Hom(U,U/M) is non-zero, then ker(g) =M . In particular,
ker(f) ⊆ ker(g) and, since f is onto, there exists a g̃ ∈ Hom(U,U/M) such that
g = g̃f ∈ Hom(U,U/M)f . Therefore Hom(U,U/M) = Hom(U,U/M)I, where I is
the maximal ideal of End(U), that is, by Lemma 2.10, Hom(U,U/M) is without
maximal submodules, and so without minimal generating set, which contradicts
the assumption that Add(U) is covering (Remark 2.3). So Ue = 0, and thus we can
apply Proposition 3.1. In particular, Add(U) is closed under direct limit. 
Theorem 3.4. Let U be a uniserial module of type 1 such that S = End(U) contains
a monomorphism which is not onto. Then there exists a uniserial module V without
an Add(U)-cover.
Proof. We claim there exists a limit ordinal β and a direct system (Uα)α<β such
that
1. Each module Uα is isomorphic to U .
2. For each γ < α < β the homomorphism fα,γ ∶Uγ → Uα is injective and not
surjective.
3. If α is limit and α < β, then Uα is a direct limit of the system (Uγ)γ<α.
4. The direct limit of the system (Uα)α<β is not isomorphic to U .
The construction of the direct system begins with U0 ∶= U . If Uα and fγ,δ∶Uδ →
Uγ have been defined for every δ < γ < α, set Uα+1 ∶= U , fα+1,γ ∶= ffγ for every γ < α
and fα+1,α = f , where f ∈ Hom(Uα, Uα+1) is injective and not surjective. Assume
that α is limit and the system (Uγ)γ<α has been defined. If the direct limit of this
system is not isomorphic to U , set β ∶= α and conclude. Otherwise, (Uα, (fα,γ)γ<α)
is defined by the direct limit of the system (Uγ)γ<α.
Notice that each Uα contains a chain of proper submodules of length α, so the
construction must terminate.
Let V be the direct limit of the constructed system. Then V is a uniserial module
which is not isomorphic to U , so Add(U) is not closed under direct limit. On the
other hand, V is a union of an infinite chain of submodules isomorphic to U .
Thus it is enough to show that Hom(U,V ) does not contain a minimal weakly
generating set. Assume that X is a minimal weakly generating set. First observe
that X must contain a monomorphism: Let f ∈ Hom(U,V ) be a monomorphism
and assume f = ∑x∈X xsx for some summable family indexed in X . Let u ≠ 0 be
an element of U . Then there exists a finite set Xu ⊆X such that sx(u) = 0 for any
x ∈X∖Xu. Then f = ∑x∈Xu xsx+g, where g = ∑x∈X∖Xu xsx is not a monomorphism.
Since f is a monomorphism, there exists x ∈ Xu which is a monomorphism.
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Moreover, U and V are not isomorphic and Hom(U,V ) contains a monomor-
phism, so that there is no epimorphism in Hom(U,V ). Observe that if f, g ∈
Hom(U,V ) are monomorphisms, then fS ⊆ gS or gS ⊆ fS. Indeed, let U
pig
← X
pif
→ U
be a pullback of U
g
→ V
f
← U . That is fpif = gpig ∶X → V . Then pif , pig are monomor-
phisms. If f(U) ⊆ g(U), then pif is onto and f = gpig(pif)
−1 ∈ gS. If g(U) ⊆ f(U),
then pig is onto and g = fpif(pig)
−1 ∈ fS. On the other hand, V is a union of
submodules isomorphic to U , hence also V = ⋃x∈X x(U). Then X contains three
elements x1, x2, x3 such that x1 is a monomorphism and x1(U) ⊂ x2(U) ⊂ x3(U).
For i = 2,3, let yi ∈ {xi, x1 + xi} be a monomorphism. Note that yi(U) = xi(U),
and so y2 ∈ y3S. It follows that x2 ∈ x1S + x3S, thus X is not minimal. 
4. The general case of artinian uniserial modules
In this section, U will always be a non-zero artinian uniserial module. Therefore
there exists an ordinal number α such that the chain of submodules of U is 0 <
U1 < ⋅ ⋅ ⋅ < Uα = U . In this case, we will say that U is of length α + 1. Clearly,
U is finitely generated if and only if α is a successor, because in this case U has
a maximal submodule. The case of a finitely generated module U was studied in
Corollary 3.3. Therefore, we will now consider the case of α a limit ordinal.
We will show that the behavior of the artinian uniserial module UR is mainly
described, for our aims, by two ordinal numbers: the ordinal α (=the ordinal
number such that UR is of length α + 1, that is, the lattice of submodules of UR is
0 = U0 < U1 < ⋅ ⋅ ⋅ < Uα = UR) and the ordinal β, defined by β ∶=min{γ ∣ γ ≤ α, Uγ =
kerf for some f ∈ S, kerf ≠ 0}. Thus we have a pair (α,β) of ordinal numbers
attached to any artinian uniserial module UR. We have that:
(1) β ≤ α.
(2) UR is finitely generated if and only if UR is cyclic, if and only if the ordinal
α is not a limit ordinal, if and only if cf(α) = 1, where cf(α) denotes the cofinality
of α.
(3) UR is countably generated if and only if cf(α) ≤ ℵ0. In particular, if cf(α) > ℵ0
or cf(α) = 1, then UR is small.
(4) The following conditions are equivalent:
(a) βω ≥ α.
(b) For any set I, the family (Ui)i∈I , where Ui = UR for every i ∈ I, is locally
T -nilpotent.
Moreover, if any of these two equivalent conditions holds, then Add(U) is a covering
class.
Proof. (a)⇒ (b). Suppose βω ≥ α. Let x be a non-zero element of U = Uα. Then
xR = Uτ for some non-limit ordinal τ ≤ α and βω is a limit ordinal. Therefore
τ < βω. It follows that there is a finite ordinal n such that τ ≤ βn. Let n be the
smallest such finite ordinal, so that β(n−1) < τ ≤ βn. Let us prove by induction on t
that ft . . . f1(Uβt) = 0 for every t = 1,2, . . . , n−1 and every sequence f1, f2, f3, . . . of
non-isomorphisms in End(UR). We have that f1(Uβ) = 0 because Uβ is contained in
the kernel of all non-isomorphisms U → U . Assume ft . . . f2(Uβ(t−1)) = 0. It suffices
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to prove that f1(Uβt) ⊆ Uβ(t−1). Let Uδ be the kernel of f1, so that δ ≥ β. By the
correspondence theorem for submodules, there is a one-to-one correspondence
A ∶= {Uε ∣ δ ≤ ε ≤ α} ↔ B ∶= {Uϑ ∣ ϑ ≤ α, Uϑ ⊆ f1(U) }
X ∈ A ↦ f1(X) ∈ B
f−11 (Y ) ↤ Y ∈ B
Uδ+ϑ ↤ Uϑ ∈ B.
Assume Uβ(t−1) ⊆ f1(U). Then Uβ(t−1) ∈ B corresponds to Uδ+β(t−1) ⊇ Uβ+β(t−1) ⊇
Uβt. Thus f1(Uβt) ⊆ Uβ(t−1). This concludes the proof by induction on t. In
particular, we get, for t = n − 1, that fn . . . f2(Uβ(n−1)) = 0. Similarly, the one-to-
one correspondence above shows that f1(Uτ) ⊆ Uβ(n−1). Thus fn . . . f1(Uτ) = 0, i.e.,
fn . . . f1(x) = 0.
(b)⇒ (a). Suppose βω < α. Let f be an endomorphism of UR with ker(f) = Uβ.
Consider the sequence U
f
→ U
f
→ U
f
→ ⋯. Let x be a generator of the cyclic module
Uβω+1 ⊆ Uα. Let us show that f
n(x) ≠ 0 for every n ≥ 1. It suffices to show that
ker(fn) = Uβn for every n ≥ 1. We prove this by induction on n. The case n = 1
holds trivially. Suppose Uβ(n−1) = ker(f
n−1). By the correspondence theorem for
submodules, there is a one-to-one correspondence {Uε ∣ β ≤ ε ≤ α} ↔ {Uϑ ∣ ϑ ≤
α, Uϑ ⊆ f(U) }. Note that if f(U) ⊆ Uβ(n−1), then α ≤ β+β(n−1) = βn, which is not
possible. Hence Uβ(n−1) ⊆ f(U), so that ker(f
n) = f−1(ker(fn−1)) = f−1(Uβ(n−1)) =
Uβ+β(n−1) = Uβn.
Finally, if any of these two equivalent conditions holds, the class Add(U) is
covering by Lemma 2.1. 
As a consequence of (4), when α = ω, the class Add(UR) is always covering.
(5) S is division ring if and only if α = β.
(6) Assume that the ordinal α is additively indecomposable, i.e., of the form ωγ
for some ordinal γ. Then every non-zero endomorphism of UR is surjective and S
is a left chain domain.
Proof. An ordinal number α is an additively indecomposable ordinal, that is, β,β′ <
α implies β + β′ < α, if and only if α = ωγ for some ordinal γ. It follows that every
non-zero endomorphism of U is surjective (because (1) non-zero endomorphism
means with a kernel Uβ , where β < α, and (2) the first isomorphism theorem
says that β + β′ = α, where Uβ′ is the image of the endomorphism, so we must
have β′ = α, i.e., the morphism is surjective.) As the composite mapping of two
surjective mappings is a surjective mapping, we get that S is a domain. We will
now show that S is a left chain ring. Take any two non-zero endomorphisms ϕ,ψ
of U. Then ϕ,ψ are both surjective, and without loss of generality we can suppose
that kerϕ ⊆ kerψ. Since ϕ is onto there exists τ ∈ S such that ψ = τϕ, i.e.,
ψ ∈ Sϕ. 
(7) The Jacobson radical J(S) is nilpotent if and only if βn ≥ α for some finite
ordinal n.
As we have just seen, the pair of ordinal numbers (α,β) allows us to describe
some properties of the artinian uniserial module UR and its endomorphism ring S.
We now refine this idea.
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It is easily seen that, for every fixed ordinal α, the set α + 1 of all ordinals ≤ α
is a monoid with respect to the operation ⊕∶ (α + 1) × (α + 1) → α + 1 defined, for
every γ, δ ≤ α, by γ⊕δ ∶=min{γ+δ,α}. The ordinal 0 is the identity of the monoid.
The ordinal α is a zero element of the monoid. The monoid (α + 1,⊕) is a left
cancellative monoid with zero, in the sense that γ ⊕ δ = γ ⊕ δ′ ≠ α implies δ = δ′.
There is a monoid antihomomorphism κ∶S → α + 1 that associates to every f ∈ S
the ordinal γ ≤ α such that ker(f) = Uγ . (Recall that the submodules of UR are
0 = U0 < U1 < ⋅ ⋅ ⋅ < Uα.) We extend the definition of κ to all homomorphisms
with domain U . If f ∈ Hom(U,V ), where V is an arbitrary R-module, we define
κ(f) = β if ker(f) = Uβ. It is now easy to see that κ is a monoid antihomomorphism
(Lemma 4.1).
Lemma 4.1. Let f ∶UR → VR and f ′∶VR → WR be morphisms between artinian
uniserial right R-modules UR, VR,WR. If ker(f) = Uβ and ker(f
′) = Vβ′ , then
ker(f ′ ○ f) = Uβ⊕β′
Proof. Trivially, ker(f ′ ○ f) = f−1(ker(f ′)) = f−1(Vβ′). By the correspondence
theorem for submodules, the morphism f induces a one-to-one correspondence
A ∶= {Uε ∣ β ≤ ε ≤ α} ↔ B ∶= {Vϑ ∣ ϑ ≤ α′, Vϑ ⊆ f(U) }
X ∈ A ↦ f(X) ∈ B
f−1(Y ) ↤ Y ∈ B
Uβ⊕ϑ ↤ Vϑ ∈ B.
If f(U) ⊆ ker(f ′), then α ≤ β + β′. Therefore ker(f ′ ○ f) = Uα = Uβ⊕β′ . If ker(f
′) ⊆
f(U), the inverse image via f of ker(f ′) = Vβ′ is Uβ⊕β′ . 
As κ∶S → α + 1 is a monoid antihomomorphism, its image κ(S) is a submonoid
with zero of the monoid (α + 1,⊕). The cardinal β considered in the first part of
this section is exactly β = min(κ(S) ∖ {0}). It is in this sense that considering the
submonoid κ(S) of (α + 1,⊕) is a refinement of the idea of considering the pair
(α,β).
Notice that the antihomomorphism κ∶S → α + 1 determines not only the kernel
of any f ∈ S (ker(f) = Uκ(f)), but also the image of f , because f(UR) = Uγ , where
γ is the unique ordinal such that κ(f)+ γ = α. Moreover, κ(f) determines suitable
factorizations of f , as the next lemma shows.
Lemma 4.2. Let f ∶UR → VR and f ′∶UR → WR be morphisms between artinian
uniserial right R-modules UR, VR,WR. Then κ(f) ≤ κ(f
′) if and only if f ′ = g○f ∣Vγ
for some morphism g∶Vγ →W . Here f ∣Vγ ∶U → Vγ denotes the corestriction of f to
the image Vγ of f .
Lemma 4.3. Let f ∶UR → VR be an Add(UR)-precover, where UR is artinian unis-
erial. Then κ(f) =min{κ(g) ∣ g ∈ Hom(UR, VR) }.
Proof. If f ∶UR → VR is an Add(UR)-precover, then every morphism
g ∈ Hom(UR, VR) factors through f , i.e., g = fs for some s ∈ S. By Lemma 4.1
κ(g) = κ(s)⊕ κ(f), so κ(f) ≤ κ(g). 
Proposition 4.4. Let κ(S) be the submonoid of α + 1 associated to the endomor-
phism ring S, so that κ(S) ≅ ϑ + 1 as an ordered set for some ordinal θ ≤ α. Then
U is not self-small if and only if κ(S ∖ {0}) is cofinal in α and cf(ϑ) = ℵ0.
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Proof. Suppose κ(S∖{0}) cofinal in α and cf(ϑ) = ℵ0. Then ⋃0≠f∈S ker(f) = UR and
there exists a countable family of elements fi, i ∈ N, of S ∖ {0} such that for every
f ∈ J(S) ∖ {0} there exists i ∈ N with ker(f) ⊆ ker(fi). Hence ⋃i∈N ker(fi) = UR.
Therefore it is possible to extract from the sequence fi a subsequence fin , n ∈ N,
with ker(fi1) ⊂ ker(fi2) ⊂ ker(fi3) ⊂ ⋯. Then the morphism (fin)n∈N∶U → U
(N)
shows that U is not self-small.
Conversely, suppose that U is not self-small. Then there exists a morphism
U → U (I) that shows that U is not self-small, I an infinite set. Without loss of
generality, I = N. Let f = (fn)n∈N∶U → U (N) be such a morphism, so that, for
every x ∈ UR, fn(x) = 0 for almost all n ∈ N, and fn ≠ 0 for all n ∈ N. Then
{ker(fn) ∣ n ∈ N} is cofinal in UR = ⋃n∈N ker(fn). Therefore cf(ϑ) ≤ ℵ0 and
κ(S ∖ {0}) is cofinal in α. Suppose cf(ϑ) < ℵ0. Then cf(ϑ) = 1, i.e., ϑ is a non-
limit ordinal, that is, κ(S ∖ {0}) has a greatest element. Hence there exists f ∈ S,
f ≠ 0, such that ker(f) ⊇ ker(g) for every g ∈ S, g ≠ 0. If x ∈ U ∖ ker(f), then
UR ⊃ ker(f) ⊇ ⋃n∈N ker(fn), a contradiction. This proves that cf(ϑ) = ℵ0. 
Theorem 4.5. Let U be a uniserial artinian right R-module of length ω + 1. Then
U is self-small if and only if S = End(U) is a division ring.
Proof. Let U be a uniserial artinian self-small right R-module of length ω + 1. We
can apply Proposition 4.4 to the module UR. In this specific case, we have that
α = ω, so that κ(S ∖ {0}) is a submonoid of the additive monoid N. All non-zero
additive submonoids of N are infinite. Thus we have that either κ(S ∖ {0}) = 0 or
κ(S ∖ {0}) is cofinal in N. If κ(S ∖ {0}) = 0, then all non-zero endomorphisms in S
are monic, hence isomorphisms, so S is a division ring in this case. If κ(S ∖ {0}) is
cofinal in N, then ϑ = ω in the notation of Proposition 4.4, hence cf(ϑ) = ℵ0, so U
is not self-small by Proposition 4.4, a contradiction. This proves that S = End(U)
is a division ring.
Conversely, suppose S a division ring. Fix any morphism (fi)i∈I ∶U → U (I). For
any non-zero x ∈ U , we have that fi(x) = 0 for almost all i. But x ≠ 0 and fi(x) = 0
implies fi = 0, because all non-zero elements of S are automorphisms of U . Hence
fi = 0 for almost all i ∈ I. This proves that U is self-small. 
5. The case K ⊂ I
Throughout this section, UR is a uniserial R-module and S ∶= End(UR). We
assume that K ⊂ I ⊂ S, i.e., every monomorphism in S is onto and there exists an
epimorphism in S which is not monic. Moreover, we assume that the set {kerf ∣
f ∈ J(S) } has a least element. This least kernel will be denoted by V . Observe that
if f ∈ S, then f(V ) = 0 is equivalent to f ∈ J(S). Note that every uniserial artinian
module U with Ue ≠ 0 satisfies our assumptions.
Lemma 5.1. In the notation introduced above, the following statements hold.
(1) There exists an epimorphism ϕ ∈ S such that V = kerϕ. In particular,
J(S) = Sϕ.
(2) V is a fully invariant submodule of U
(3) Let ϕ ∈ S be an epimorphism with kernel V and Vi ∶= kerϕ
i. Then Vi is a
fully invariant submodule of U for every i ∈ N.
(4) If f ∈ S satisfies 0 ≠ kerf ⊊ Vω ∶= ∑i∈N Vi, then kerf = Vi for some i ∈ N.
(5) The family (Ui)i≥1, where Ui = U, i ∈ N, is locally T -nilpotent if and only
Vω = U .
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Proof. (1) Clearly, there exist f ∈ S such that kerf = V and an epimorphism
g ∈ J(S). Observe that kerg contains V . If f is onto, then ϕ can be f . If ker g = V ,
ϕ can be g. If f is not onto and kerg ≠ V , set ϕ ∶= f + g. The last statement in (1)
follows from the homomorphism theorem.
(2) Let f ∈ S be a morphism with kernel V . Assume there exist g ∈ S and v ∈ V
such that g(v) /∈ V . Then fg ∈ J(S) but fg(v) ≠ 0. So fg is an element of J(S)
having its kernel strictly contained in V . This is not possible.
(3) Let g ∈ S be such that g(v) /∈ Vi for some v ∈ Vi. That is, ϕ
ig(v) ≠ 0. Note
that ϕg ∈ J(S) and, by (1), J(S) = Sϕ. Applying this rule i times, we get that
ϕig = g′ϕi for some g′ ∈ S. Evaluating both sides on v we get a contradiction
0 ≠ ϕig(v) = g′ϕi(v) = 0.
(4) As before, let f be a non-zero element of J(S) and ϕ ∈ S be an epimorphism
with kernel V . By (1), there exists f1 ∈ S such that f = f1ϕ. If f1 is not monic,
we can write f1 = f2ϕ for some f2 ∈ S. Hence f = f2ϕ
2. Repeating this process,
we find f1, f2, . . . such that f = fkϕ
k for each k. Since the kernel of f is strictly
contained in Vω , this process has to stop. That is, for some t ∈ N we have f = ftϕ
t,
where ft is a monomorphism. Then, obviously, kerf = Vt.
(5) If Vω ≠ U , consider the sequence
U
ϕ
→ U
ϕ
→ U
ϕ
→⋯,
where ϕ is an epimorphism with kernel V . If Vω ≠ U , this sequence shows that the
family considered is not locally T -nilpotent.
Conversely, fix a sequence of non-isomorphisms
U
f1
→ U
f2
→ U
f3
→ ⋯
By (1), we can write fi = giϕ for some gi ∈ S. Then for every n ∈ N there exists
hn such that fn⋯f2f1 = hnϕ
n. So fn⋯f1(Vn) = 0 for every n. Since U = ⋃n≥1 Vn,
the family of modules considered is locally T -nilpotent.

Remark 5.2. Notice that the modules Vi, i ∈ N, and Vω were defined via the
endomorphism ϕ ∈ S. But there exists another description of these submodules
which is independent of ϕ. Namely, Vi = {u ∈ U ∣ f(u) = 0 for every f ∈ J
i }.
The module Vω is a fully invariant submodule of U contained in Ue. In general,
Vω ≠ Ue. As an example, consider the artinian module of length ω
2 + 1 having all
its non-zero factors isomorphic presented in [8].
Lemma 5.3. Assume that A is an R-module such that the S-module Hom(UR,AR)
has a minimal weakly generating set X. Then X satisfies the following independence
property: If { sx ∣ x ∈ X } is a summable family of S such that ∑x∈X xsx = 0. Then
sx(Vω) = 0 for every x ∈X.
Proof. Let ϕ ∈ S be an epimorphism with kernel V . Assume that ∑x∈X xsx = 0 and
sx(Vω) ≠ 0 for some x ∈ X . Let x
′ ∈ X be such that kersx′ = min{kersx ∣ x ∈ X}.
Note that 0 ≠ ker sx′ (since X is minimal) and kersx′ = Vi for some i ∈ N by Lemma
5.1(4). Then for every x ∈ X there exists tx ∈ S such that sx = txϕ
i. The family
{ tx ∣ x ∈X } is also summable and 0 = (∑x∈X xtx)ϕ
i. But ϕ is onto, so ∑x∈X xtx = 0.
As tx′ is a monomorphism, we get a contradiction to the minimality of X . 
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Now, in the notation of Lemma 5.3, we want to define a map pix∶Hom(UR,AR)→
T ∶= HomR(Vω , Vω) for each x ∈ X . Note that T has a canonical right S-module
structure, because Vω is a fully invariant submodule of U : for every t ∈ T and s ∈ S
define ts ∶= ts∣Vω .
If f ∈ Hom(UR,AR), express f as f = ∑x∈X xsx, where { sx ∣ x ∈ X } is a
summable family of S. Now set pix(f) ∶= sx∣Vω . By Lemma 5.3, pix is well defined,
and it is easy to verify that pix is a homomorphism of S-modules. Note that, for
every f ∈ HomR(U,A), the family {pix(f) ∣ x ∈ X } is summable. If Vω ≠ U , almost
all the morphisms in this family are zero, because sx∣Vω = 0 whenever sx(u) = 0 for
some u ∈ U ∖ Vω .
The following result is similar to results by S. U. Chase in [5]. We keep the
notations of all this section. In particular, T ∶= HomR(Vω, Vω).
Theorem 5.4. Set X0 ∶= {x ∈ X ∣ pix ≠ 0}. Assume U ≠ Vω. Then HomR(U,A) is
not isomorphic to any module of the form ∏i∈I Ni, where
(a) I is of infinite cardinality ∣I ∣ ≥ ∣T ∣.
(b) Njϕ
n ≠ Njϕ
n+1 for every n ∈ N0, every j ∈ I and every epimorphism ϕ ∈ S
with kernel V .
Proof. Assume HomR(U,A) = M = ∏i∈I Ni. We start with a sequence I = I0 ⊃
I1 ⊃ I2 ⊃ . . . such that all the subsets In have cardinality ∣I ∣ and ⋂n∈N0 In = ∅. Set
Mn ∶=∏j∈In Nj. We will view Mn canonically as a submodule of M .
Now consider the following construction. Start with an element m0 ∈M ∖Mϕ.
Note that there exists an index i0 ∈ X0 such that pii0(m0) is a monomorphism.
On the other hand, there exists a finite set F0 ⊆ X0 such that pix(m0) = 0 every
x ∈X0 ∖ F0.
Using the cardinality argument by Chase (namely, there are two elements of
M1ϕ having different classes in the group M1ϕ/M1ϕ
2 and the same image under
pix for every x ∈ F0, because F0 is finite and M1ϕ/M1ϕ
2 has at least 2∣T ∣ elements),
we get that there exists m1 ∈M1ϕ ∖M1ϕ
2 such that pix(m1) = 0 for every x ∈ F0.
Since m1 ∈ Mϕ and m1 /∈ Mϕ
2, there exists i1 ∈ X0 such that pii1(m1) has kernel
V1. Of course i1 /∈ F0, in particular i1 ≠ i0. Also, there exists a finite set F1 ⊆ X0
such that pix(m1) = 0 for every x ∈X ∖F1.
It is now clear how to continue. At the n-th step, define mn ∈Mnϕ
n ∖Mnϕ
n+1
such that pix(mn) = 0 for every x ∈ F0 ∪ F1 ∪ ⋅ ⋅ ⋅ ∪ Fn−1. Then there exists in ∈ X0
such that piin(mn) has kernel Vn. Note that in /∈ {i0, . . . , in−1}. Moreover, there
exists a finite set Fn ⊆X0 such that pix(mn) = 0 for every x ∈X0 ∖Fn.
In the end we get a sequence of elements m0,m1,m2, . . . , where mn ∈ Mn. In
M = ∏i∈I Ni we can define m ∶= ∑n∈Nmn because ⋂n∈N0 In = ∅. We claim that,
for every n ∈ N, piin(m) has kernel Vn. Consider un ∶= ∑i>nmi and note that
un ∈ Mϕ
n+1. Then m = m1 +m2 + ⋯ +mn−1 +mn + un. Since in /∈ F0 ∪ ⋯ ∪ Fn−1,
we have piin(m1 +⋯ +mn−1) = 0. By our construction, piin(mn) has kernel Vn and
piin(un) is in Tϕ
n+1, so its kernel strictly contains Vn. Hence the morphism piin(m)
has kernel Vn.
Now it is easy to conclude. Write m = ∑x∈X xsx, where { sx ∣ x ∈ X } is a
summable family in S. Notice that sx∣Vω = pix(m). We know that sin has kernel
Vn. So, if u ∈ U ∖ Vω, we get that sin(u) ≠ 0 for every n ∈ N. This contradicts the
summability. 
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Theorem 5.5. Under the hypotheses in this section on U , one has that Add(U)
is covering if and only if it is closed under direct limit.
Proof. Let Add(U) be covering. By Lemma 2.1, it is enough to show that the
family (Ui)i≥1, where Ui = U for every i ∈ N, is locally T -nilpotent. Assume the
contrary. By Lemma 5.1(5), U ≠ Vω . In Theorem 5.4, apply A = U
I , where I is
sufficiently large. Then HomR(U,U
I) ≃ SI , and Sϕn ≠ Sϕn+1 for every n ∈ N.
Therefore U I has not an Add(U)-cover. 
Let U be an artinian uniserial module. Let α+1 be the length of U (α an ordinal
number), so that the chain of submodules of U is 0 < U1 < ⋅ ⋅ ⋅ < Uα = U . If U ≠ 0 is a
uniserial artinian module of length α+ 1, and β ∶=min{γ ∣ γ ≤ α, Uγ = ker f,kerf ≠
0, f ∈ S}, then U is not isomorphic to any proper factor if and only if β +α > α. In
fact, if U is isomorphic to a proper factor U/V , then there is an endomorphism f
of U , surjective and with kernel V . Hence, if V = Uγ , then γ +α = α. But β ≤ γ, so
β +α ≤ α. Conversely, if we don’t have β +α > α, then clearly β +α = α. Hence if g
is the endomorphism of U with kernel Uβ, then g is surjective, hence U/Uβ ≅ U .
We can finally state the third of the main results of this paper:
Theorem 5.6. If U is a uniserial artinian module, then Add(U) is covering if and
only if it is closed under direct limit.
Proof. Let U be an artinian uniserial module of length α + 1. As we have said
above, we can assume that α is limit (if α is successor, then U is finitely generated
and we are done). By Theorem 2.11, Add(U) covering implies that either Ue = 0
or Ue = U . We claim that Ue ≠ 0. Otherwise, by the above remark, β +α > α. As α
is limit, this is impossible. Therefore Ue ≠ 0 and we can apply Theorem 5.5. 
6. Examples
In view of Theorem 5.6, in this section we give some examples of artinian unis-
erial modules describing their endomorphism ring. For every ordinal α, there exist
artinian uniserial modules of length α + 1 [9, Example 3].
Now let R and T be any two rings and TUR be a T -R-bimodule. Let L(TU)
be the lattice of all submodules of the left T -module TU and L(RR) be the lattice
of all right ideals of R. There is a mapping α∶ L(TU) → L(RR), defined, for every
X ∈ L(TU), by α(X) = r.annR(X) = { r ∈ R ∣ xr = 0 for every x ∈ X }. This
mapping α is inclusion reversing, that is, X ⊆ Y implies α(X) ⊇ α(Y ).
Let Lc(TU) be the partially ordered subset of L(TU) consisting of all cyclic
submodules Tu of the left T -module TU , and let α∣c∶ Lc(TU) → L(RR) be the
restriction of α to Lc(TU).
Lemma 6.1. If the module UR is injective and T ∶= End(UR), then the mapping
α∣c∶ Lc(TU) → L(RR) is injective. Moreover, for every X,Y ∈ Lc(TU), X ⊆ Y if
and only if α(X) ⊇ α(Y ).
Proof. Let us first prove that, for every X,Y ∈ Lc(TU), α(X) ⊇ α(Y ) implies
X ⊆ Y . If X,Y ∈ Lc(TU), then X = Tu and Y = Tv for suitable u, v ∈ TUR.
Now α(X) ⊇ α(Y ), i.e., r.annR(X) = r.annR(Tu) = r.annR(u) ⊇ r.annR(Y ) =
r.annR(Tv) = r.annR(v). Since r.ann(u) ⊇ r.ann(v), there is the canonical pro-
jection RR/r.ann(v)→ RR/r.ann(u), which is a right R-module morphism. Hence
there is a right R-module morphism vR → uR, v ↦ u, which extends to the injective
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right R-module UR → UR, so that there is a right R-module morphism t∶UR → UR
with t(v) = u, i.e., an element t ∈ T with tv = u. Therefore X = Tu = T tv ⊆ Tv = Y .
As far as the injectivity of α∣c is concerned, suppose X,Y ∈ Lc(TU) and α(X) =
α(Y ). Then α(X) ⊇ α(Y ) and α(X) ⊆ α(Y ), so that X ⊆ Y and X ⊇ Y . Therefore
X = Y and α∣c is an injective mapping. 
From the next proposition to the end of Remark 6.6, we will consider the case of
a right noetherian right chain ring R and UR an injective R-module. In the next
proposition, we will prove that U turns out to be an artinian uniserial left module
over its endomorphism ring T ∶= End(UR). Since R is a right noetherian right
chain ring, its right ideals form a well ordered descending chain R = I0 ⊃ I1 ⊃ I2 ⊃
⋅ ⋅ ⋅ ⊃ Iα = 0. This notation will be kept until the end of Remark 6.6.
Proposition 6.2. Let R be a right noetherian right chain ring, UR be an injective
module and T ∶= End(UR). Then TU is an artinian uniserial left T -module.
Proof. By the previous Lemma, Lc(TU) is order antiisomorphic to a partially or-
dered subset of L(RR). Now L(RR) is a linearly ordered noetherian set, so that
Lc(TU) is a linearly ordered artinian set. From this, it follows that TU is uniserial
artinian [7, Theorem 10.20]. 
In the proof of the previous Proposition, notice that if L(TU) is isomorphic to
an ordinal α, then Lc(TU) consists of all ordinals β < α that are not limit ordinals
or are 0.
Proposition 6.3. Let R be a right noetherian right chain ring, UR be the injective
module of the unique simple right R-module and T ∶= End(UR). Then the artinian
linearly ordered set L(TU) is antiisomorphic to the noetherian linearly ordered set
L(RR).
Proof. Consider the order reversing mapping α∶ L(TU)→ L(RR) and its restriction
α∣c∶ Lc(TU) → L(RR). The image of α∣c consists of all right ideals I ∈ L(RR) such
that RR/I has a non-zero socle (equivalently, an essential socle, because RR/I is
uniserial). These are the right ideals I ∈ L(RR) that have an immediate successor
in L(RR). If L(RR) is order antiisomorphic to an ordinal α, then α∣cLc(TU)
corresponds to the set of all ordinals β < α that are not limit ordinals or are 0.
Hence α∶ L(TU) → L(RR)op is an increasing mapping between two well-ordered
sets which induces an antiisomorphism between the elements with an immediate
predecessor. Thus α∶ L(TU)→ L(RR)op is an isomorphism of well-ordered sets. 
Proposition 6.4. Let R be a right noetherian right chain ring with a non-zero
right socle, that is, let R be a ring with L(RR) antiisomorphic to α + 1 for some
non-limit ordinal α. Let UR be the injective envelope of the unique simple right
R-module, T ∶= End(UR) and S ∶= End(TU). Then S is canonically isomorphic to
R, that is, every left T -module endomorphism of TU is given by right multiplication
by a unique element of R.
Proof. Since RR has an essential simple socle, we have that UR = E(RR), the
injective envelope of RR. As a consequence, TU is a cyclic left T -module, generated
by 1R. Hence every left T -module endomorphism f of TU is completely determined
by the image (1R)f of 1R, which is an element of U . Assume by contradiction that
(1R)f ∉ RR. Since UR is the minimal injective cogenerator in Mod-R, there exists
a morphism t′∶UR/RR → UR that maps the non-zero element (1R)f +RR of UR/RR
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to a non-zero element of UR. Hence there exists an endomorphism t∶UR → UR such
that t(1R) = 0 and t((1R)f) ≠ 0. Thus 0 ≠ t(1R)f = (t(1R))f = (0)f = 0, which is
a contradiction. The contradiction shows that (1R)f ∈ RR. Set r ∶= (1R)f . Then
(x)f = xr for every x ∈ TU , because every element x ∈ TU is of the form t
′1R for
some t′ ∈ T . The element r ∈ R is unique, because the minimal injective cogenerator
UR is faithful. 
Proposition 6.5. Let R be a right noetherian right chain ring with a zero right
socle, that is, let R be a ring with L(RR) antiisomorphic to α + 1 for some limit
ordinal α via the antiisomorphism γ < α ↦ Iγ . Let UR be the injective envelope
of the unique simple right R-module, T ∶= End(UR) and S ∶= End(TU). Then S
is canonically isomorphic to lim
←Ð
R/Iγ+1, the completion of R in the topology on R
with basis of neighborwoods of 0 the ideals Iγ+1, where γ + 1 ranges in the set of
non-limit ordinals γ + 1 ≤ α.
Proof. We know that TU is a uniserial artinian T -module (Proposition 6.2). Its
T -submodules are in one-to-one correspondence with the right ideals of R. In
correspondence to the ideals Iγ+1, there are the cyclic T -submodules l.annU(Iγ+1)
of TU , and TU = ⋃γ+1 l.annU(Iγ+1). Hence
S = EndT (⋃
γ+1
l.annU(Iγ+1), TU) ≅ lim
←Ð
Hom(T l.annU(Iγ+1), TU).
Any T -module morphism T l.annU(Iγ+1) → TU induces an order preserving map-
ping of L(annU(Iγ+1)) ≅ γ +1→ L(TU) ≅ α+1. It follows that any T -module mor-
phism T l.annU(Iγ+1)→ TU has its image contained in T l.annU(Iγ+1), that is, every
T l.annU(Iγ+1) is a fully invariant left T -submodule of TU . This proves that every
T l.annU(Iγ+1) is a right submodule of US . Thus S ≅ lim
←Ð
End(T l.annU(Iγ+1)). Now
l.annU(Iγ+1) is the minimal injective cogenerator for the category Mod-R/Iγ+1, and
R/Iγ+1 is a right noetherian right chain ring with a non-zero right socle. Therefore
End(T l.annU(Iγ+1)) ≅ R/Iγ+1 by the previous proposition. 
Remark 6.6. If α is a non-limit ordinal, the topology on R with basis of neigh-
borwoods of 0 the ideals Iγ+1, where γ + 1 ranges in the set of non-limit ordinals
γ + 1 ≤ α, is the discrete topology. Hence, in this case also, we have that S is
canonically isomorphic to lim
←Ð
R/Iγ+1, the completion of R in the topology on R
with basis of neighborwoods of 0 the ideals Iγ+1, where γ + 1 ranges in the set of
non-limit ordinals γ + 1 ≤ α.
Remark 6.7. For any right noetherian right chain ring R, TU turns out to be
uniserial. The ideals Iγ+1 are the annihilators of the cyclic T -submodules of TU .
Therefore the topology on the completion S = lim
←Ð
R/Iγ+1 coincides with the finite
topology on S = Hom(TU, TU).
Now we pass to study the endomorphism ring S of any artinian uniserial module
UR over an arbitrary ring R.
Theorem 6.8. Let UR be a non-zero artinian uniserial module. Then S ∶= End(UR)
is a local ring, its maximal ideal is J(S) = { f ∈ S ∣ f(soc(UR)) = 0}, and SU is a
Σ-pure-injective left S-module.
Proof. Every injective endomorphism of an artinian module UR is an automor-
phism. Therefore the set of all endomorphisms of UR that are not invertible in
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S ∶= End(UR) consists of all endomorphisms of UR with non-zero kernel. Since
UR is artinian, the smallest non-zero submodule of UR is soc(UR). Hence the set
of all endomorphisms of UR that are not invertible in S ∶= End(UR) is { f ∈ S ∣
f(soc(UR)) = 0}. This is clearly a two-sided ideal of S. Hence it is the Jacobson
radical of the local ring S. Finally, the left S-module SU is Σ-pure-injective by [14,
Ex. 2.2]. 
As we mentioned in Section 4, if UR is an artinian uniserial module, then L(UR) ≅
α + 1 for some ordinal α. Let
U0 = 0 < U1 = soc(UR) < U2 < ⋅ ⋅ ⋅ < Uα = UR
be all the submodules of UR. Here U1 = soc(UR) is a simple right R-module. More
generally, Uβ+1/Uβ = soc(UR/Uβ) is a simple rightR-module for every ordinal β < α.
All the submodules Uβ of UR are fully invariant submodules of UR, i.e., all the
submodules Uβ of UR are submodules of the left module SU . Thus L(UR) ⊆ L(SU).
The ordinal α is not a limit ordinal if and only if UR is cyclic, if and only if
UR ≅ RR/I for some right ideal I of R. In this case, S ≅ EI/I, where EI ⊆ R is the
idealizer of I.
Lemma 6.9. For every finite ordinal n < α, the left S-module Un+1/Un is semisim-
ple, that is, Un+1/Un is a left vector space over the division ring S/J(S). In par-
ticular, SUω = Ssocω(UR) is a semiartinian left S-module.
Proof. In order to prove that Un+1/Un is semisimple as a left S-module, it suffices
to show that J(S)(Un+1/Un) = 0, that is, that J(S)Un+1 ⊆ Un. Equivalently, it is
sufficient to prove that if f is an endomorphism of UR whose kernel contains U1,
then f maps Un+1 into Un. This is trivial. 
Proposition 6.10. If UR is a uniserial artinian right R-module such that any
non-zero element of S is surjective, for example if L(UR) ≅ ω + 1, then S is a left
noetherian left chain ring.
Proof. Since UR is uniserial, any two non-zero principal left ideals of S are com-
parable [1, Proposition 1.2(b)]. Hence S is a left chain ring. Suppose S not
left noetherian. Then there is a strictly ascending chain I0 ⊂ I1 ⊂ I2 ⊂ . . . of
left ideals of S. But S is left chain, so that there is a strictly ascending chain
Sf0 ⊂ Sf1 ⊂ Sf2 ⊂ . . . of principal left ideals of S. By [1, Proposition 1.2(b)]
again, the chain ker(f0) ⊃ ker(f1) ⊃ ker(f2) ⊃ . . . of submodules of UR is strictly
descending. But L(UR) ≅ α implies UR artinian, a contradiction. 
We conclude with an example of a uniserial artinian module of length ω2 + 1
whose endomorphism ring S is a chain domain.
Example 6.11. Let Zp be the localization of Z at a maximal ideal (p), p a fixed
prime number. Let A ∶= Q(N) =⊕n≥0Qan be a vector space of countable dimension
with basis {an ∣ n ≥ 0} over the field of fractions Q of Zp. Thus A is a Zp-module
containing B ∶= Zpa0 as a cyclic Zp-submodule. Our uniserial module will be
U ∶= A/B, as follows. Let R be the subring of EndZp(U) consisting of all the
endomorphisms of UZp induced by the endomorphisms f ∈ EndZp(A) such that
f(a0) ∈ B and f(an) ∈ ⊕
n
i=0Qai for all n ≥ 1. Then RU is a uniserial module of
length ω2 + 1.
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To see that RU is uniserial, take u, v ∈ U non-zero. For every non-zero u ∈ U ,
write u in the form u = ∑n≥0 qnan + B with the coefficients qn ∈ Q almost all
zero, and let δ(u) be the greatest of the indices n ≥ 0 with qn ≠ 0. Without loss
of generality, we can suppose δ(u) ≥ δ(v). Let us prove that Ru ⊇ Rv, that is,
that v ∈ Ru. Assume that δ(u) ≥ 1. The canonical projection of A onto its direct
summand Qaδ(u) multiplied by q
−1
δ(u) is an endomorphism of A that maps ∑n≥0 qnan
to aδ(u). Hence this endomorphism of A induces an endomorphism of UZp , which
is an element r ∈ R such that ru = aδ(u) +B. Now δ(u) ≥ δ(v) implies that v can be
written in the form v = ∑
δ(u)
n=0 q
′
nan +B. Hence, for every n = 0,1,2, . . . , δ(u), there
is an endomorphism of the vector space A that sends aδ(u) to q
′
nan and all the other
elements ai with i ≠ δ(u) to 0. This endomorphism of A induces an endomorphism
of UZp , which is an element rn ∈ R such that rnaδ(u) +B = q
′
nan+B. It follows that
(∑n rnr)u = ∑n q
′
nan + B = v, as desired. Finally, if δ(u) = 0, then δ(v) = 0, so u
and v are in the uniserial Zp-module Qa0/Zpa0. But Zp is contained in the center
of R, so that clearly either Ru ⊇ Rv or Rv ⊇ Ru.
The properR-submodules of RU are the subgroups Un of the Pru¨fer groupQa0/B
with pn elements (n ≥ 0), and the R-submodules Uω+n ∶=⊕
n
i=0Qai/B (n ≥ 0). Notice
that the first ω composition factors Un+1/Un of UR are all cyclic groups of order
p as abelian groups, and are all isomorphic simple left R-modules. The second
ω composition factors Uω+n+1/Uω+n of UR are all pair-wise non-isomorphic simple
left R-modules, though they are all isomorphic, as abelian groups, to Q. Thus
endomorphisms of RU are only multiplications by elements of Zp, which is in the
center of EndZp(U). It follows that End(RU) ≅ Zp.
We conclude with an example of artinian uniserial module of length ω + 2.
Example 6.12. Consider the abelian group U ∶= Q ⊕ Z(p∞), and let R be the
endomorphism ring of the abelian group U . Then RU is a left R-module. Every
element (q, x) ∈ Q⊕Z(p∞) with q ≠ 0 generates RU . It follows that the submodules
of RU are the subgroup annU(p
n), for n ≥ 0, Z(p∞) and U . Thus RU is a uniserial
artinian module, its lattice of submodules is isomorphic to ω + 2. Multiplication by
pn is an epi endomorphism of RU with kernel annU(p
n). Hence Ue = Z(p
∞).
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