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This document contains a description of physics entirely based on a geometric presentation :
all of the theory is described giving only a pseudo-riemannian manifold pM , gq of dimension
n ą 5 for which the g tensor is, in studied domains, almost everywhere of signature(-,-,+,. . .,+).
No object is added to this space-time, no general principle is supposed. The properties we impose
to some domains of pM , gq are only simple geometric constraints, essentially based on the
concept of “curvature”. These geometric properties allow to define, depending on considered
cases, some objects (frequently depicted by tensors) that are similar to the classical physics ones,
they are however built here only from the g tensor. The links between these objects, coming
from their natural definitions, give, applying standard theorems from the pseudo-riemannian
geometry, all equations governing physical phenomenons usually described by classical theories,
including general relativity and quantum physics. The purely geometric approach introduced
hear on quantum phenomena is profoundly different from the standard one. Neither Lagrangian
or Hamiltonian is used. This document ends with a presentation of our approach of complex
quantum phenomena usually studied by quantum field theory.
2Résumé
Ce texte propose une description de la physique fondée entièrement sur une présentation
géométrique : toute la théorie est décrite à partir de la simple donnée d’une variété pseudo-
riemannienne pM , gq de dimension n ą 5 pour laquelle le tenseur g est, dans les domaines
étudiés, presque partout de signature p´,´,`, . . . ,`q. Aucun objet n’est ajouté à cet espace-
temps, aucun principe général n’est supposé. Les propriétés particulières que l’on impose à cer-
tains domaines de pM , gq sont de simples conditions géométriques essentiellement basées sur
la notion de courbure. Ces propriétés géométriques permettent de définir, suivant les cas consi-
dérés, des objets (souvent représentés par des tenseurs) qui s’apparentent à ceux de la physique
classique mais qui, ici, ne sont construits qu’à partir du tenseur g. Les liens de dépendance entre
ces objets, qui viennent de leurs définitions naturelles, permettent d’obtenir, par la seule applica-
tion de théorèmes standard de géométrie pseudo-riemannienne, toutes les équations qui gèrent
la description des phénomènes physiques habituellement décrits par les théories classiques, y
compris la théorie de la relativité générale et la physique quantique. Aucun lagrangien ou ha-
miltonien n’est utilisé. Les domaines de l’espace- temps pM , gq que l’on étudie sont localement
difféomorphes àΘˆK où Θ est un ouvert de R4 et K est une variété compacte. Le premier signe
négatif de la signature de g est relatif à Θ, le second signe négatif (correspondant à une autre
notion de « temps ») est relatif à K et celui-ci est un ingrédient essentiel dans la description de
l’électromagnétisme.
Deux types différents d’approximations permettent de retrouver les équations habituelles de
la physique :
-Un premier type d’approximations consiste à négliger certains phénomènes liés à la variété
compacte K et ceci permet de retrouver les équations de la physique non quantique (la relativité
générale incluant l’électromagnétisme).
-Un deuxième type d’approximations consiste à supposer que le tenseur g est « lié » à la
métrique de Minkovski sur Θ, mais dans ce cas on tient compte précisément des caractéristiques
de la variété compacte K. On retrouve alors en particulier les résultats qualitatifs et quantita-
tifs habituellement obtenus par la physique quantique classique, ceci sans utiliser la moindre
axiomatique de cette dernière. Le regard purement géométrique proposé ici sur les phénomènes
quantiques est profondément différent de celui des théories standard.
Ce texte se termine par une présentation de la manière dont on aborde, avec la théorie pré-
sentée ici, l’étude des phénomènes quantiques complexes traités par la théorie quantique des
champs.
3Avant-propos
Ce que je vais présenter ici peut être considéré comme le prolongement de ce qui a été écrit
dans les manuscrits [4], [5] et [6] puis dans l’article [7]. Cependant, la présentation sera telle
qu’il n’est pas nécessaire de consulter ceux-ci pour la lecture de ce papier.
Cette théorie a été élaborée avec la participation amicale de :
´ Stéphane Collion : Docteur d’Université en Mathématiques, agrégé de Mathématiques,
commandant de bord à Air-France.
´ Marie Dellinger : Docteur d’Université et agrégée de Mathématiques, professeur en
classe préparatoire à l’ENCPB.
´ Zoé Faget : Docteur d’Université en Mathématiques, Docteur d’Université en Informa-
tique, Maître de conférences à l’Université de Poitiers, détachée en CPGE.
´ Emmanuel Humbert : Docteur d’Université et agrégé de Mathématiques, professeur et
directeur de thèses de l’Université de Tours.
´ Benoît Vaugon : Mathématicien, Physicien, Docteur en informatique de
l’ENSTA-ParisTech.
´ Claude Vaugon : Professeur agrégée de Mathématiques au lycée Jean de La Fontaine de
Château-Thierry.
4Introduction
Ce papier commence par un exposé rapide des considérations qui nous ont amenées à la
théorie qui va être présentée ici. Elles sont liées au regard (personnel) porté sur la physique du
siècle dernier que je résume en trois étapes caractéristiques qui concernent ce que l’on appelle
communément la « physique classique » (non quantique).
1ère étape
L’espace-temps est modélisé par R ˆ R3 (ou mieux par un espace affine), R pour le temps
considéré comme absolu, R3 pour l’espace que l’on suppose muni du produit scalaire euclidien.
Dans cet espace existent des « objets physiques » que l’on modélise par des « courbes » de l’es-
pace (pour des particules par exemple), des champs de tenseurs : fonctions, champs de vecteurs,
formes différentielles, etc. (pour des « fluides », des champs électriques et magnétiques, des
fonctions densité de masse ou de charge électrique, par exemples). On considère que ces objets
physiques n’ont aucune influence sur les notions de temps et de distance données d’une manière
absolue dans R ˆ R3. Ces objets sont régis par des lois et respectent certains principes. Ces
lois sont écrites relativement à des observateurs particuliers de l’espace-temps que l’on qualifie
souvent d’« observateurs galiléens ». On peut citer : les lois de Newton pour la gravitation, les
lois de Maxwell pour l’électromagnétisme. Les principes admis sont : l’invariance des lois lors
des changements d’observateurs galiléens, l’homogénéité et l’isotropie de l’espace. Ce modèle
est mis en défaut essentiellement par la constatation expérimentale de la constance absolue de
la vitesse de la lumière et le fait que les équations de Maxwell ne sont pas invariantes lors des
changements d’observateurs galiléens. Ce qui amène à la deuxième étape.
2ème étape (la théorie de la relativité restreinte)
L’espace-temps est modélisé par R4 (ou mieux un espace affine) qui est maintenant muni
d’une forme quadratique de Lorentz : qpt, x, y, zq “ ´c2t2` x2`y2`z2. Les notions d’espace et
de temps sont alors intimement liées (le temps n’est plus absolu). Ce modèle rend parfaitement
cohérent le fait que la vitesse de la lumière soit une constante absolue. Les objets physiques sont
modélisés comme on l’a présenté dans la première étape et il n’ont toujours aucune influence
sur les notions de temps et de distance données par la forme quadratique de Lorentz. Les lois
de Maxwell respectent maintenant le nouveau principe d’invariance par transformations de Lo-
rentz (qui remplacent les transformations de Galilée). Cependant, les lois de Newton, servant à
décrire les phénomènes gravitationnels, deviennent totalement inadaptées à ce nouvel espace-
temps (muni de la forme quadratique de Lorentz). L’idée fondamentale qui résout le problème
est dans la troisième étape.
3ème étape (la théorie de la relativité générale)
L’espace-temps est maintenant modélisé par une variété M de dimension 4 munie d’un
tenseur lorentzien g dont la signature, en chaque point de M , est p´,`,`,`q. Autrement dit,
l’espace tangent en chaque point de M est muni d’une forme quadratique de Lorentz. Les objets
physiques sont encore représentés par des champs de tenseurs définis sur la variété M . À chaque
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est un champ de formes quadratiques.
La loi fondamentale de la physique est donnée par l’équation d’Einstein qui stipule que le
tenseur d’énergie-impulsion, qui caractérise les objets se trouvant dans un domaine de la variété,
est égal à la courbure d’Einstein (pour un bon choix « d’unités »). Il y a donc maintenant un
lien étroit entre la notion d’espace-temps et les objets physiques eux-mêmes. L’électromagné-
tisme s’introduit très naturellement dans cet espace-temps et l’« objet » qui le caractérise est
une 2-forme différentielle F à laquelle on associe son tenseur d’énergie-impulsion. La 2-forme
différentielle F est supposée vérifier les « lois de Maxwell » dont les opérateurs différentiels
s’expriment maintenant à partir du tenseur lorentzien g.
Cette représentation de la physique fonctionne très bien pour ce qui concerne la gravitation
et l’électromagnétisme (en négligeant les effets quantiques). Elle permet en particulier de dé-
crire des phénomènes inattendus, représentés par des « singularités » de l’espace-temps, que
sont le big-bang, les trous noirs, etc. Bien entendu, les modèles présentés dans la première
et la deuxième étape apparaissent alors comme des approximations de domaines particuliers
de la théorie de la relativité générale. On pourra remarquer que dans cette théorie, aucun
« principe » ne subsiste, l’homogénéité et l’isotropie ou plus généralement l’invariance
sous l’action de certains groupes d’isométries que l’on suppose parfois, ne sont que des ap-
proximations qui permettent de faire des calculs approchés mais ne sont évidemment pas
des principes généraux.
Dans les 3 étapes que je viens de décrire, les « lois de la physique » sont données par des
équations différentielles qui lient les objets que l’on a choisis de faire intervenir dans l’espace-
temps. Un autre point de vue consiste à utiliser le principe lagrangien : au lieu de donner
axiomatiquement les lois de la physique sous forme d’équations différentielles, on donne, pour
un domaine de l’espace-temps contenant des objets physiques, une action qui va caractériser le
comportement de ces objets. L’action est une application à valeurs réelles dont les « variables »
sont les objets considérés. L’« axiome » consiste alors à dire que certains de ces objets forment
un point stationnaire de l’action (la minimisent , par exemple). Mathématiquement, cela se tra-
duit par le fait que ces objets vérifient des équations différentielles (celles qu’on aurait pu se
donner comme axiomes). En résumé, au lieu de donner directement les équations différentielles,
on préfère se donner une « action » à partir de laquelle on déduira les équations. Un intérêt de
ce point de vue est que, souvent, l’expression de l’« action » est plus « esthétique », voire plus
« intuitive » que les équations différentielles elles-mêmes (bien que dans de nombreux cas, his-
toriquement, on ait d’abord trouvé les équations avant de deviner l’action). Cependant, la notion
de « lagrangien » a d’autres avantages : elle permet parfois de simplifier considérablement la
présentation des calculs dans certains problèmes physiques, mais l’importance accordée actuel-
lement à la notion de lagrangien (et à son détournement en hamiltonien) est essentiellement due
au fait que cette notion est indispensable dans l’axiomatique des théories physiques qui traitent
des phénomènes qui ne sont pas décrits par la « physique classique » et que je nommerai les
« phénomènes quantiques ». Dans les théories qui tentent de décrire les phénomènes quantiques,
je classerai : la mécanique quantique classique, la théorie quantique des champs, la théorie des
cordes, etc. Ces théories se sont développées (disons depuis un siècle) parallèlement aux théories
de la physique classique que j’ai présentées dans les étapes 2 et 3. Les procédures utilisées pour
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classique. Si l’on part très souvent là aussi d’une « action » liée aux objets physiques étudiés,
l’axiomatique utilisée est très éloignée de celle de la physique classique : on ne cherche plus
des « points stationnaires » à l’action, mais on décrit des processus qui permettent, à partir de
l’action (modifiée), d’obtenir des densités de probabilités pour les grandeurs caractéristiques de
ces objets. En fait, ces théories ont fait l’objet de travaux considérables ces dernières décennies
et ne peuvent certainement pas être résumées en quelques lignes. Une description plus précise
n’aurait pour nous que peu d’intérêt car c’est avec un tout autre point de vue que nous allons
décrire les phénomènes quantiques. Ce point de vue pourra être considéré plutôt comme un pro-
longement de la théorie de la relativité générale, cependant, de nombreux points communs avec
la théorie quantique des champs apparaîtront naturellement que le lecteur familier avec cette
théorie pourra remarquer.
Dans toute la physique que l’on va présenter dans ce papier, la notion de lagrangien-hamiltonien
sera complètement abandonnée. Elle sera, en quelque sorte, remplacée par la notion de « type
géométrique » conceptuellement profondément différente.
Ce que je vais écrire maintenant peut être considéré comme l’étape qui suit celles que j’ai
commencées à présenter et l’on peut, pour le moment, ne pas tenir compte de ce que j’ai dit sur
les phénomènes quantiques.
4ème étape
L’espace-temps est modélisé par une variété M de dimension n ą 5, munie d’un tenseur
pseudo-riemannien g défini presque partout sur M (un commentaire sur ce choix est proposé
dans l’annexe 3.10). Aucun objet physique n’est « ajouté » dans cet espace-temps. Les « ob-
jets physiques » étudiés, qui correspondent aux notions habituelles, ne sont que des caractéris-
tiques de la géométrie de la variété pseudo-riemannienne pM , gq. Aucune loi, aucun principe
n’est postulé. Les équations liant les objets physiques (que l’on définit uniquement à partir de la
géométrie de pM , gq) ne sont que des résultats donnés par des théorèmes mathématiques stan-
dard sur les variétés pseudo-riemanniennes (souvent des conséquences des identités de Bianchi
dans le cas de la physique « non-quantique »). La variété pseudo-riemannienne pM , gq est donc
supposée être « totalement anarchique ». Faire de la physique dans cet « espace-temps totalement
anarchique » se résume à constater que certains domaines ont des caractéristiques géométriques
particulières. Ces caractéristiques particulières permettent de définir des « objets » (qui n’ont de
sens que dans ce type de domaine) et les équations liant ces objets sont alors des conséquences
mathématiques de leurs définitions.
Donnons un premier exemple simple pour préciser ce que l’on vient de dire. Sur cet exemple,
le lecteur peut considérer que pM , gq est l’espace-temps habituel de la relativité générale pour
lequel dimM “ 4 et g est de signature p´,`,`,`q, bien que cela ne sera plus le cas en-
suite. Supposons qu’en chaque point d’un domaine D de M , la courbure d’Einstein (considérée
comme un endomorphisme de l’espace tangent) admette une valeur propre négative dont l’es-
pace propre est de dimension 1 et de genre temps. Supposons de plus qu’elle s’annule sur le
sous-espace g-orthogonal à cet espace propre. On peut alors définir, sans ambiguïtés, sur ce
domaine :
— Une fonction µ : D Ñ R qui, à chaque point de D , fait correspondre la valeur absolue
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— Un champ de vecteurs X, qui en chaque point de D , est le vecteur unitaire (c.a.d qui
vérifie gpX, Xq “ -1) dans l’orientation en temps, de l’espace propre de dimension 1.
Un tel couple pD , gq sera appelé un domaine de type « fluide sans pression » car, si l’on réutilise
le langage de la physique habituel, la fonction µ sera, par définition, la fonction densité d’éner-
gie du fluide. Le flot du champ de vecteur X sera le flot du fluide. Le choix de la nullité de la
courbure d’Einstein sur le sous-espace g-orthogonal à l’espace propre traduira la nullité de la
pression.
Le lecteur peut alors vérifier (après quelques calculs) que la seule application de la seconde
identité de Bianchi sur la courbure d’Einstein, redonne les équations standard de la relativité
générale sur les fluides sans pression, qui apparaissent donc bien ici comme une simple consé-
quence mathématique des définitions données. (Bien entendu, cet exemple sera repris plus loin
dans un cadre plus général).
Voici un second exemple qui décrit un ingrédient essentiel dans la description de certains
phénomènes quantiques. Ici, la dimension de M est nécessairement ą 5 et la signature de g par-
ticulière : on dira qu’un domaine D de pM , gq est de type « métrique oscillante dans un potentiel
neutre » si la métrique pseudo-riemannienne g est conforme à une métrique g0 (c’est à dire de
la forme g “ f g0 où f : D Ñ R`) et est de plus à courbure scalaire constante égale à celle
de g0. La métrique pseudo-riemannienne g0 est une métrique « de référence », c’est celle avec
laquelle sont effectuées les mesures, elle sera choisie de telle sorte que, restreinte à l’« espace
apparent » (de dimension 4), ce soit la métrique de Minkovski (bien que l’on puisse généraliser
cet état de fait). Ce domaine (légèrement modifié par des « singularités ») représentera ce que
l’on appelle dans le langage habituel des « particules dans le vide ». Contrairement au premier
exemple, il est difficile au premier abord de voir le lien existant entre un tel domaine pD , gq et
la notion habituelle de particules, et effectivement la théorie que l’on va présenter va s’éloigner
clairement des théories quantiques standard sur les particules.
Tout ceci sera bien sûr détaillé dans le chapitre 2 de ce papier où l’on montrera en parti-
culier qu’avec ce nouveau « regard », on retrouve bien la description qualitative et quantitative
des expériences de la physique quantique classique en obtenant des équations de type « Klein-
Gordon » qui donneront en approximation les équations de Schrödinger standard qui décrivent
le comportement des particules dans le vide ou dans un potentiel.
La physique telle que je vais la présenter va donc être ramenée à la recherche de domaines
de l’espace-temps qui seront de type (géométrique) « humainement intéressant ».
Comme je l’ai déjà dit, un type sur un domaine est une condition géométrique supposée
sur ce domaine (je viens d’en donner deux exemples). Il sera « humainement intéressant » s’il
est « suffisamment déterministe ». Cette dernière notion peut être définie mathématiquement
de la manière suivante (elle mériterait des définitions biens plus précises que celle que je vais
donner, mais ce n’est pas l’objet de ce papier (voir l’annexe 3.11)) : un domaine typé pΩ, gq
est « suffisamment déterministe » si la connaissance de certaines grandeurs géométriques sur un
sous-domaine Ω1 de Ω entraîne la connaissance de ces mêmes grandeurs sur tout Ω.
En géométrie pseudo-riemannienne, les résultats qui permettent d’obtenir des propriétés de
ce genre sont appelés des théorèmes de rigidité. En pratique, cela revient à montrer que les
conditions géométriques qui définissent le type donnent des équations sur les grandeurs géomé-
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sont les données de ces grandeurs sur Ω1). Il ne faut pas oublier que pΩ, gq contient la notion
habituelle de « temps » et que de tels résultats de rigidité veulent dire, dans le langage commun,
que des conditions initiales identiques sur les grandeurs donnent toujours la même évolution
dans le temps de ces grandeurs, ce qui justifie le caractère « humainement intéressant » de ces
domaines typés.
Il est important de noter que les domaines typés que je vais définir ne sont en général que
des approximations. Si l’on reprend le premier exemple, on peut considérer qu’il n’existe pas
en réalité de domaines qui sont exactement de type « fluide sans pression » mais que, dans cer-
taines circonstances, ces domaines constituent une bonne approximation (utilisée par exemple
à très grande échelle pour décrire l’expansion de l’univers dans un domaine de l’espace-temps
contenant un singularité de type « big-bang »). Le second exemple, qui définit un domaine de
type « métrique oscillante » peut lui aussi, bien sûr, être considéré comme une approximation
(le domaine Ω de cet exemple peut éventuellement être vu comme un sous-domaine du premier
exemple, mais dans ce cas, le tenseur pseudo-riemannien choisi correspond à une « approxima-
tion locale » totalement différente de l’« approximation globale » du premier exemple).
En fait, les domaines typés que je vais définir se séparent naturellement en deux classes qui
proviennent du fait que les expériences se séparent en deux catégories distinctes (à ce sujet on
pourra aussi lire l’annexe 3.12) :
— Celles dont lesmesures des grandeurs concernées ne modifient en rien (ou n’ont qu’une
influence négligeable sur) leur déroulement. Ces expériences sont communément dé-
crites par la physique classique.
— Celles dont les mesures modifient fondamentalement le déroulement de l’expérience.
Dans ce cas, la description de l’expérience est plus délicate car elle doit inclure le pro-
cessus de mesure lui-même. J’utiliserai la terminologie « phénomène quantique » lorsque
l’on s’intéressera à ce type d’expérience dans le chapitre 2.
Les domaines typés qui vont correspondre à la première catégorie et décrire la « physique
classique » vont souvent être définis à partir de la courbure d’Einstein : pRicc ´ 1
2
S gq où Ricc
est la courbure de Ricci, S la courbure scalaire et g le tenseur pseudo-riemannien. Ceci est
très naturel car la seconde identité de Bianchi dit simplement que la divergence de la courbure
d’Einstein est nulle. Lorsque cette propriété de divergence nulle pourra se « transmettre » à un
champ de vecteurs défini canoniquement à partir de la courbure d’Einstein (pour un choix de
domaine typé), le théorème de Stokes donnera une loi de conservation pour la grandeur liée
au flux de ce champ de vecteurs, et ceci est une caractéristique importante qui permettra de
considérer que ce domaine typé est suffisamment déterministe. C’est à cause de cette simple
propriété de nullité de la divergence de la courbure d’Einstein que cette dernière apparaîtra plus
naturellement que la courbure de Ricci dans les définitions des domaines typés présentés dans le
chapitre 1.
Pour les domaines typés qui vont correspondre à la seconde catégorie, nous verrons qu’il sera
important de connaître précisément le tenseur pseudo-riemannien g lui-même (et pas seulement
la courbure d’Einstein par exemple). On se limitera (pour le moment) aux domaines typés dont
la détermination du tenseur g se ramène à la résolution d’équations différentielles linéaires (pour
le chapitre 2), ce qui sera suffisant pour faire le lien avec les équations de Klein-Gordon ou de
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Pour ces mêmes domaines typés, qui correspondent à la seconde catégorie et décrivent les
phénomènes quantiques, va intervenir le sous-ensemble de l’espace-temps M sur lequel le ten-
seur pseudo-riemannien g n’est pas défini. Les parties de ce sous-ensemble (qui seront des sous-
variétés de M de dimension ă n et donc de mesure nulle) seront appelées des singularités du
tenseur g. (Il ne faudra pas confondre ces singularités de g avec les « singularités » qui corres-
pondent aux notions de « big-bang », de « trous noirs », etc., qui elles, ne sont pas considérées
comme des parties de M ).
Aucune loi ne va gérer ces singularités de g (l’espace temps est totalement « anarchique »),
ce sont elles qui vont donner « l’indéterminisme » dans les phénomènes quantiques (en re-
vanche, l’espace-temps au voisinage de ces singularités aura souvent une description précise liée
au « type » considéré). Elles introduiront des propriétés de « localisation » pour les domaines
correspondant à la notion de « particules ».
La variété M représentant l’espace-temps va être de « grande dimension » (n probablement
ě 10). Les domaines typés « suffisamment déterministes » qui vont permettre de retrouver en
particulier les résultats habituels de la physique, seront localement difféomorphes à Θ ˆ S 1 ˆ
W où Θ est un ouvert de R4, S 1 est le cercle et W est une variété compacte. Nous verrons,
de plus, que les phénomènes de « spin » pourront être décrits précisément si l’on décompose
W sous la forme S 3 ˆ V où S 3 est la sphère standard de dimension 3. Le tenseur pseudo-
riemannien g aura presque partout une signature p´,`,`,`,´,`, ¨ ¨ ¨ ,`q ce qui donnera une
notion de temps « double » liée aux deux signes p´q (placés arbitrairement en première et
cinquième position). Dans de nombreux cas, (et lorsque g est transporté localement sur Θ ˆ
S 1 ˆW) ce temps double sera paramétré par pt, uq P R ˆ S 1, « t » pourra s’assimiler au temps
habituel et « u » sera une notion de temps tout à fait nouvelle. Nous verrons que toutes les
notions liées à l’électromagnétisme viendront de cette nouvelle notion de temps paramétré par
u P S 1 (considéré ici comme la cinquième dimension) et ceci que ce soit pour les domaines
typés correspondant à la physique classique ou ceux décrivant les phénomènes quantiques. Dans
les « phénomènes quantiques », la notion de masse sera introduite comme une fréquence liée
à la notion de temps habituelle t P R, et la notion de charge électrique comme une fréquence
liée à la nouvelle notion de temps u P S 1 (ce qui obligera la charge électrique à être un multiple
entier d’une charge élémentaire). C’est ce choix qui permettra de retrouver, en approximation,
les résultats de la physique quantique standard obtenus à partir des équations de Schrödinger
qui décrivent le comportement des « particules dans un potentiel ». Le fait que la signature de
g ait exactement deux signes p´q s’imposera dans cette étude (chapitre 2, section 2.14). Les
dimensions au delà de 5 (qui, localement, concernent W , donc) seront indispensables pour les
phénomènes quantiques (mais elles seront aussi très importantes dans le chapitre 1 (section 1.4),
en particulier pour les domaines de type « potentiel »).
En fait, les choix de « dimension » et de « signature » s’imposent petit à petit suivant l’avan-
cée des recherches en partant d’une présentation entièrement « géométrique » de la physique :
dans la catégorie « physique classique » présentée au chapitre 1 , la dimension 4 de l’espace-
temps aurait suffit pour les domaines typés représentant les fluides sans électromagnétisme (il
n’y aurait eu rien de bien nouveau). Pour l’électromagnétisme (non quantique) il s’est avéré né-
cessaire, avec notre regard sur la physique, que la dimension de l’espace-temps soit au moins 5.
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Ce point à été détaillé dans [7], mais dans cet article, la cinquième dimension avait été choisie
« de genre espace », alors qu’elle est maintenant de « genre temps ». Si l’on en était resté là, ce
choix de signature n’aurait pas eu techniquement une grande importance (seuls quelques signes
liés à la notions de charge électrique changent dans les équations obtenues). C’est dans la des-
cription des domaines de type potentiel et surtout dans l’étude des phénomènes quantiques que
s’est imposé la signature de g et que la dimension de l’espace-temps a due être augmentée.
Avec le regard que l’on porte ici sur la physique, l’étude des notions qui, dans le langage
habituel, correspondent aux « particules et leurs interactions », va être fondée essentiellement
sur la théorie spectrale relative à la variété compacte (S 1 ˆW, g|S 1ˆW). Celle-ci est difficile
et est déterminée par la forme précise de pW, g|Wq. Nous nous arrêterons dans ce papier à la
décomposition deW sous la formeW “ S 3ˆV où S 3 est la sphère standard de dimension 3, ce
qui permettra de décrire les phénomènes liés à la notion de « spin » et, en particulier, d’aborder
les phénomènes d’« intrication quantique » et du « moment magnétique anomal » de l’électron.
Quels que soient les domaines typés étudiés dans le chapitre 1 ou 2, la dimension de l’espace-
temps sera considérée toujours égale au même n (même si dans certains cas, des dimensions
seront « négligées », mais ceci avec une définition mathématique précise bien sûr). On aura
donc en particulier une présentation parfaitement unitaire de la « physique classique » et
des « phénomènes quantiques ».
Un résumé de la théorie présentée dans ce papier est donné dans l’annexe 3.12 et peut aider
tout au long de la lecture.
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Notations utilisées
Pour certaines notations, j’ai essayé de reprendre celles de [2] qui sont parfois différentes
des notations que l’on avait utilisées dans [4], [5] et [6].
Soit pM , gq une variété pseudo-riemannienne. On note :
Riccg : la courbure de Ricci de g
S g : la courbure scalaire de g
Eing :“ Riccg ´ 12S gg : la courbure d’Einstein de g
G :“ 2Eing : deux fois la courbure d’Einstein (cela simplifiera
les formules dans de nombreuses situations)
D : la dérivé covariante associée à g, et lorsque T est
un champ de tenseur sur M de coordonnées T p jq
pkq
,




— Lorsque X est un champ de vecteurs sur M , on note DX la dérivée covariante suivant ce
champ de vecteurs.
— Lorsque f : M Ñ R est une fonction, ∇g f ou parfois ÝÝÝÑgrad f désigne le gradient de f
(p∇g f q j “ gi jBi f ).
— ∇g¨ X désigne la divergence du champ de vecteurs X (∇g¨ X “ ∇iXi).
— Plus généralement, ∇g¨T désigne la divergence du champ de tenseurs T (relative au
premier indice). Exemple : p∇g¨Tq j “ ∇iT i j si T P bp˚˚qM .
— Lorsque T est un tenseur totalement covariant (de coordonnées Ti jk...) et g est une forme
bilinéaire symétrique non dégénérée sur un espace vectoriel E, sa version contravariante
(par g) est notée T 7.
— Lorsque T est totalement contravariant (T i jk...), sa version covariante (par g) est notée
T 5.
— Dans le cas particulier où B est une forme bilinéaire (de coordonnées Bi j) on note
eB
l’endomorphisme de E associé à B (par g) (de coordonnées Bi j “ gikBk j).
— La convention d’Einstein sur les sommations est utilisée tout au long de ce papier.
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Préliminaire mathématique
Dans tout ce qui suit, l’univers est représenté par un variété différentielle M de dimension
n ą 4 munie d’un tenseur pseudo-riemannien g (défini sauf sur une partie de mesure nulle).
Le tenseur g sera, dans les domaines étudiés ici, de signature p´,`,`,`,´,`, . . . ,`q presque
partout.
Les atlas d’observation
Les variétés que l’on va considérer vont être localement difféomorphes à un produit Θ ˆ K
oùΘ est un ouvert de Rp et K une variété compacte. Il va s’avérer être simplificateur d’introduire
un langage qui tient compte de cette spécificité. On va donc commencer par établir une liste de
définitions qui va préciser la terminologie utilisée tout au long de ce papier. La partie A de ce
préliminaire ne va traiter que de la structure différentielle, la partie B concernera la structure
pseudo-riemannienne de la variété.
A. On considère une variété M de dimension n et de classe Ck où k est suffisamment grand pour
ne poser aucun problème concernant les objets définis ensuite.
Définition 1. Soit K une variété compacte, Θ un ouvert de Rp etV un ouvert de M .
- Un Ck-difféomorphisme ϕ : VÑ Θˆ K sera appelé un difféomorphisme d’observation.
-Un couple pV, ϕq, où ϕ : VÑ Θˆ K est un difféomorphisme d’observation, sera appelé
une carte sur M à valeurs dans Θˆ K
Définition 2. Soient D un ouvert de M et K une variété compacte.
Un K-atlas d’observation sur D est une famille de cartes pVi, ϕiqiPI sur D à valeurs dans ΘˆK





2. @pi, jq P I2,@x P ViXV j ϕ-1i ptx1i uˆKq “ ϕ-1j ptx1juˆKq où x1i désigne la composante
de ϕipxq sur Θi.
La condition 2 est importante, elle permettra de définir sans ambiguïté, en chaque point x de
D , une sous-variété difféomorphe à K (relative à la donnée d’un atlas d’observation).
Proposition 1. Soient D une variété de dimension n et K une variété compacte de dimension m.
Il y a équivalence entre les deux assertions suivantes :
1. Il existe un K-atlas d’observation sur D .
2. Il existe une variété B de dimension pn´ mq et une submersion π : D Ñ B telles que le
triplet pD , B, πq soit un fibré de fibre type K.
(La démonstration est laissée au lecteur).
Remarque 1. La compacité de K n’est pas nécessaire pour obtenir cette proposition mais elle
garantit le fait que la variété B, construite à partir de l’hypothèse 1, ait une topologie séparée.
Si K n’est pas compacte, il suffit de supposer de plus dans la condition 2 que les ϕ-1i ptx1i u ˆ Kq
sont des parties fermées dans D (elles le sont dansVi) pour que la topologie de B soit séparée.
13
Cette proposition montre que ce qui va suivre pourrait être présenté dans le langage des
« fibrés », mais je pense que ce choix ne serait pas très naturel dans la mesure où les « bases » des
fibrés n’interviendraient pas (ces dernières n’auraient d’intérêt que dans des cas très particuliers).
La présentation choisie, en termes d’« atlas d’observation » permet de généraliser très sim-
plement les définitions précédentes de la manière suivante. On suppose que la variété K “
K1 ˆ K2 où K1 et K2 sont compactes (le lecteur adaptera ce qui va suivre au cas où K “
K1 ˆ K2 ˆ ...ˆ Kl).
Définition 3. Un K1-atlas d’observation sur D est une famille de cartes pVi, ϕiqiPI sur D à





2. @pi, jq P I2,@x P Vi XV j ϕ1i ptx1i u ˆ K1 ˆ tx3i u “ ϕ1jptx1ju ˆ K1 ˆ tx3ju où x3i est la
composante de ϕipxq sur K2.
Définition 4. Lorsque K1 est une variété orientée, on dira que le K1-atlas d’observation
conserve l’orientation de K1 si : @pi, jq P I2,@x P Vi XV j, l’orientation sur la sous-variété
ϕ-1i ptx1i u ˆ K1 ˆ tx3i uq transportée de celle de K1 par ϕi, est la même que celle transportée par
ϕ j.
Bien entendu, on écrit les mêmes définitions pour K2.
Définition 5. Un K1-K2-atlas d’observation sur D est à la fois un K1-atlas d’observation et un
K2-atlas d’observation sur D .
B. On considère maintenant une variété pseudo-riemannienne pM , gq de dimension n et de
classe Ck. Dans toute la suite de ce papier, les domaines D de M seront localement difféo-
morphes à Θ ˆ K où Θ est un ouvert de R4 et K “ S 1 ˆ W , S 1 désigne le cercle standard
orienté etW une variété compacte. On reprend donc les notations de la partie A précédente avec
K1 “ S 1 et K2 “ W .
SoitD un domaine deM etA un S 1-W-atlas d’observation surD qui conserve l’orientation
de S 1. En chaque point x de D , la sous-variété de dimension 1 notée S 1x (difféomorphe à S
1) est
alors définie en posant :
S 1x “ ϕ-1i ptx1i u ˆ S 1 ˆ tx3i uq
où pVi, ϕiq est un difféomorphisme d’observation en x de l’atlas A et en remarquant que S 1x
ne dépend pas du choix de ce difféomorphisme d’observation. La sous-variété S 1x est, de plus,
orientée sans ambiguïté.
On définit de même la sous-variété de dimension n ´ 5 notée Wx (difféomorphe à W) en
posant :
Wx “ ϕ-1i ptx1i u ˆ tx2i u ˆWq
On remarquera que x1 P S 1x ô S 1x1 “ S 1x et x1 P Wx ô Wx1 “ Wx.
L’espace tangent TxpDq se décompose de manière unique sous la forme :
Hx k pTxpS 1xq ‘ TxpWxqq
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où Hx désigne le sous-espace de dimension 4 g-orthogonal à TxpS 1xq ‘ TxpWxq
(TxpS 1xq n’est pas supposé g-orthogonal à TxpWxq).
Dans la suite Hx sera appelé l’espace vectoriel apparent en x (relatif à l’atlas d’observa-
tion).
Le champ d’espaces Hx n’a aucune raison d’être intégrable, autrement dit, il n’y a aucune
raison que par un point x0 de D , passe une sous-variété de dimension 4 telle que les espaces
tangents en tout point soient des Hx.
Définition 6. Un g-atlas d’observation sur D est un S 1-W-atlas d’observation sur D qui
conserve l’orientation de S 1 et qui vérifie de plus les propriétés suivantes relatives au tenseur
pseudo-riemannien g :
1. @x P D :
— g|Hx est de signature p´,`,`,`q
— g|TxpS 1xq est de signature p´q
— g|TxpWxq est de signature p`, . . . ,`q
2. @pi, jq P I2,@x P Vi X V j ϕ˚i p
B




Bt qϕ jpxq sont de genre temps et






Bt qϕ jpxqq ă 0). Ici,
p BBt qϕipxq désigne le vecteur tangent en ϕipxq associé au système de coordonnées stan-
dard pt, x, y, zq de Θi Ă R4 pϕi : Vi Ñ Θi ˆ S 1 ˆWq.
La condition 2 permet de définir une orientation en temps « classique » de chaque espace
apparent Hx (qui varie différentiablement en x).
Les définitions suivantes utilisent le processus classique qui introduit la notion d’atlas « com-
plet » (ou « saturé »).
Définition 7. Deux g-atlas d’observation sur D sont équivalents si leur réunion est encore un
g-atlas d’observation.
Définition 8. Soit A un g-atlas d’observation sur D , le complété (ou le saturé) de A est le
g-atlas d’observation formé de la réunion de tous les g-atlas équivalents à A .
Définition 9. Un g-atlas d’observation sur D est complet (ou saturé) s’il est égal à son com-
plété.
Les domaines typés que l’on va définir par la suite vont être des triplets pD , g,A q où D est
un domaine deM , g un tenseur pseudo-riemannien surD etA un g-atlas d’observation complet
sur D . Les « types » de ces domaines seront précisés par la donnée de conditions géométriques
imposées sur pD , gq. Le choix du g-atlas d’observation complet définira l’ensemble des « ob-
servateurs » que l’on s’autorise pour les mesures des grandeurs définies par le domaine typé (un
« observateur » est mathématiquement défini par un difféomorphisme d’observation). Comme
l’atlas sera complet, il laissera un grand choix de changements d’observateurs. Par exemple,
si pV, ϕq est une carte de cet atlas complet A et si σ1 : Θ Ñ Θ1 Ă R4, σ2 : S 1 Ñ S 1,
σ3 : W Ñ W sont trois difféomorphismes, alors pV, σ1ˆσ2ˆσ3 ˝ϕq est une carte de ce même
atlas (sous réserve tout de même que les « orientations définies » soient conservées).
Chapitre 1
La physique non quantique
1.1 Les domaines de type « fluide » ou « potentiel »
Comme on vient de le préciser dans le « préliminaire mathématique », un domaine de type
« fluide » ou « potentiel » est en premier lieu un triplet pD , g,A q où D est un domaine de
M , g un tenseur pseudo-riemannien et A un g-atlas d’observation complet sur D . On rappelle
qu’en chaque point x de D l’espace tangent TxpDq se décompose sous la forme HxkpTxpS 1xq‘
TxpWxqq. L’espace Hx (de dimension 4) est l’espace apparent au point x. La sous-variété S 1x
est difféomorphe au cercle, orientée et de genre temps. La variété Wx (de dimension n ´ 5) est
compacte et de genre espace.
Sur D , on définit le champ de vecteurs Y en prenant pour chaque x de D l’unique vecteur
tangent à S 1x, dans l’orientation et tel que gxpYx, Yxq “ ´1. Ce champ de vecteurs sera un
objet fondamental de l’électromagnétisme dans D .
1.2 Les domaines de type « fluide » définis à partir de la courbure
d’Einstein
La condition géométrique naturelle imposée sur le domaine pour que celui-ci soit de type
« fluide » sera une condition donnée sur le tenseur G :“ 2Eing qui va permettre de définir
canoniquement un champ de vecteurs X0 sur D de genre temps et tel que @x P D , X0x P Hx.
Ce champ de vecteurs sera appelé le champ de vecteurs apparent du fluide et le flot associé le
flot apparent du fluide.
Cette condition permettra aussi de définir canoniquement deux fonctions µ et ρ : D Ñ R
qui représenteront respectivement la densité d’énergie et la densité de charge électrique du
fluide. La deuxième identité de Bianchi (∇g¨G “ 0) permettra alors d’obtenir facilement les
lois de conservation ainsi que les équations d’évolution habituelles, ceci pour une large classe
de fluides. Cette condition géométrique est la première posée dans la définition 10. La deuxième
condition pourra être interprétée comme le fait que l’on « néglige » les effets quantiques sur
l’électromagnétisme (mais ceci n’apparaîtra clairement qu’à la lecture complète de ce papier). Le
lemme suivant montre que cette deuxième condition n’est que l’« approximation » qui consiste à
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moyenniser a priori la métrique pseudo-riemannienne g sur les cercles S 1x définis précédemment
et par là même « négliger » les variations de g sur ces cercles. Bien sûr, cette deuxième condition
sera abandonnée dans le chapitre 2 car ce sont justement les « variations » de g sur les « petites
variétés compactes » qui permettent de décrire les phénomènes quantiques.
Lemme 1. On considère le champ de vecteurs Y tangent aux cercles S 1x et normalisés par
gpY, Yq “ ´1 défini précédemment. On note σ le groupe à 1 paramètre de difféomorphismes
associé à Y. On définit la métrique pseudo-riemannienne « moyennisée » g en posant :






où lx est la « longueur » du cercle S
1
x relative à g (gx ne dépend pas du choix de t0 car σxp.q est
périodique de période lx).
Alors, gpY, Yq “ ´1 et, @s P R, σ˚psqg “ g. Autrement dit, Y est un champ de Killing pour
g.



















Définition 10. Un domaine de type « fluide » est un triplet pD , g,A q pour lequel les deux
conditions suivantes sont réalisées :
1. @x P D eG|Hx admet un espace propre E´µ de dimension 1, de genre temps et de valeur
propre ´µ ă 0 (de sorte que µ ą 0). (Ici, eG|Hx est l’endomorphisme de Hx défini
par : @X P Hx eG|HxpXq “ prHx eGpXq).
2. Le champ de vecteurs Y est un champ de Killing, autrement dit, les difféomorphismes
locaux engendrés par le champ Y sont des g-isométries (voir le lemme 1).
Remarque 2. Lorsque la condition 1 est vérifiée pour une métrique g, elle reste vérifiée pour
toute métrique d’un « voisinage » de g et son seul objectif est, comme on l’a déjà précisé, de
permettre de définir canoniquement le champ de vecteurs X0 et les deux fonctions µ et ρ. Ceci
est fondamentalement différent du principe axiomatique lagrangien car ce dernier est caractérisé
par la donnée axiomatique précise « d’égalités » qui définissent le lagrangien. On rappelle que
la condition 2 a pour seul objectif de « négliger » les « effets quantiques » liés à l’électromagné-
tisme.
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1.2.1 Les objets physiques définis canoniquement dans un domaine de type « fluide »
1. Le champ de vecteurs Y (déjà présenté) défini @x P D comme l’unique vecteur tangent
en x à S 1x, dans l’orientation, et tel que gpYx, Yxq “ ´1.
— La 1-forme associée Y5 (où Y5i :“ gi jY j).
— La 2-forme différentielle caractérisant l’électromagnétisme notée classiquement F
est définie ici par F “ dpY5q.
2. Le champ de vecteurs X0 (déjà présenté) défini @x P D comme l’unique vecteur X0x de
l’espace propre E´µ Ă Hx, dans l’orientation, et tel que gpX0x, X0xq “ ´1 (on remarque
que, compte tenu de la signature de g|Hx , cet espace propre de genre temps est unique
(cf. annexe 3.1)). Le champ de vecteurs X0 sera appelé le champ de vecteurs apparent
du fluide et le flot associé, le flot apparent du fluide.
3. La fonction µ : D Ñ R` définie @x P D par µpxq “ µx où ´µx est la valeur propre
associée à l’espace propre E´µx . Cette fonction est la fonction densité d’énergie du
fluide.
4. La fonction ρ : D Ñ R définie @x P D par ρpxq “ GxpX0xq. Cette fonction est la
fonction densité de charge électrique du fluide.
5. Le champ de vecteurs X :“ X0 ` ρ
µ
Y , de genre temps, est le champ de vecteurs du
fluide (X0 n’était que le champ apparent du fluide) et le flot associé, le flot du fluide.
(Évidemment, X “ X0 si la densité de charge ρ est nulle).
6. Quel que soit x P D , l’espace temporel Tx, de dimension 2, est le sous-espace vecto-
riel de TxpDq engendré par X0x et Yx. Le champ de plans T est intégrable puisque la
condition 2 imposée sur les domaines de type « fluide » a pour conséquence le fait que
rX0 Ys “ 0 (cf. annexe 3.1). On définit donc le tube temporel τx comme la sous-variété
intégrale passant par x de ce champ de plans. Le tube temporel τx est une sous-variété de
dimension 2 totalement de genre temps au sens où tous ses vecteurs tangents sont de
genre temps. Ces « tubes » peuvent être interprétés comme la généralisation des lignes
de flot du fluide. Ils sont orientés par « l’orientation » donnée pour X0 et Y .
7. Compte tenu des définitions précédentes, @x P D , le tenseurGx « restreint » à Tx s’écrit :
G|Tx “ µpxqX5b X5`σpxqY5b Y5 où σ : D Ñ R est une fonction régulière. Le champ
de formes bilinéaires P “ G ´ G|Tx sera appelé la pression du fluide (elle vérifie en
particulier : PpX0, X0q “ PpX0, Yq “ PpY, Yq “ PpX, Xq “ 0). Le champ de tenseurs G
s’écrit donc sous la forme :
G = µX5 b X5 ` σY5 ˆ Y5 ` P
= µX50 b X50 ` ρpX50 b Y5 ` Y5 b X50q ` pσ `
ρ2
µ
qY5 b Y5 ` P
La pression apparente PAx est la pression P restreinte à l’espace apparent Hx, autrement
dit, par définition : @pZ, Z1q P H2x PAxpZ, Z1q “ PxpZ, Z1q,
@Z P TxpDq @Z1 P TxpS 1xq ‘ TxpWxq PAxpZ, Z1q “ 0 et PAxpZ, X0q “ 0.
La pression cachée est définie par PCx :“ Px ´ PAx. Le champ de tenseurs G s’écrit
donc aussi sous la forme : G “ µX5 b X5 ` σY5 b Y5 ` PA ` PC .
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Les objets que l’on vient de définir ne l’ont été qu’à partir de la géométrie du type
choisi, c’est à dire du seul tenseur pseudo-riemannien g surD . Ils ne sont pas indépendants
entre eux. Les liens de dépendance sont donnés par les seules propriétés mathématiques des
variétés pseudo-riemanniennes (en particulier la deuxième identité de Bianchi). Comme on
va le vérifier, ces liens de dépendance ne sont autres que les « lois de la physique » sur les
fluides qui redonnent en particulier celles de la relativité générale standard. Ici, aucune loi,
aucun principe n’est ajouté. Les équations que l’on va écrire sont des conclusions obligées
des définitions que l’on vient de donner.
1.2.2 Les équations générales sur les fluides
Théorème 1. Dans un domaine de type « fluide », les égalités suivantes sont vérifiées :
1. (générique de la conservation de l’énergie)
∇g¨ pµXq “ ∇g¨ pµX0q “ gpX0,∇g¨ Pq
soit, en coordonnées :




q “ µgpY,∇g¨ Pq ´ ρgpX0,∇g¨ Pq
et :
gpY,∇g¨ Pq “ ∇g¨ ePpYq
2. (générique de la conservation de la charge électrique)
∇g¨ pρXq “ ∇g¨ pρX0q “ ∇g¨ pePpYqq “ gpY,∇g¨ Pq
soit, en coordonnées :
∇ipρXiq “ ∇ipρXi0q “ Y j∇iPi j
(Remarque : ePpYq “ ePCpYq).
3. (équations de mouvement)
(a)
µDxX “ ´∇g¨ P´ gpX0,∇g¨ PqX
soit, en coordonnées :
µXi∇iX
j “ ´∇iPi j ´ X0 j∇iPi jX j
.
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(b)
µDX0X0 “ ρeFpX0q ´ prTKp∇g¨ Pq
4. (générique de la deuxième équation de Maxwell, la première est évidente puisque
F :“ dpY5q)
∇g¨ F “ ρX0 ` 12pFi jF
i jqY ´ ePpYq
soit en coordonnées :
∇iF
i j “ ρX j0 `
1
2
pFklFklqY j ´ Pi jYi
La démonstration de ce théorème s’obtient rapidement en utilisant les propriétés standard
des variétés pseudo-riemanniennes (en particulier la deuxième identité de Bianchi) et est donnée
dans l’annexe 3.1.
Les équations données par le théorème 1 généralisent les équations obtenues en relativité
générale standard sur les fluides. Elles ne sont pas « suffisamment déterministes » (trop d’incon-
nues par rapport au nombre d’équations) et ne sont utiles sous cette forme que pour l’étude de
comportements globaux sur les fluides. Pour être utilisées de manière plus précise, il est néces-
saire d’imposer des conditions supplémentaires à la géométrie du type de fluide donnée. Ceci
doit, bien sûr, être considéré comme des choix « d’approximation » différents suivant les cas
considérés (voir l’annexe 3.11 sur les « approximations »).
1.2.3 Les fluides particuliers
Les conditions géométriques particulières que l’on va poser maintenant ont pour but de re-
trouver la forme exacte des équations connues sur les fluides en relativité générale standard
évidemment écrites en dimension 4. Comme, pour nous, les équations sont écrites en dimension
n, c’est en « projection » sur les espaces apparents Hx que la comparaison devra être faite. En
fait, l’objectif est plutôt de montrer que les fluides considérés en relativité générale standard sont
des cas particuliers de ceux que l’on vient de définir et on verra plus loin que des exemples de
« fluides » et de « potentiels » spécifiques à la dimension n ą 4 sont particulièrement intéres-
sants. (Pour des précisions sur le lien entre le modèle mathématique et la « réalité » on pourra
lire l’annexe 3.12).
Définition 11.
1. Un domaine de type « fluide parfait » est un domaine de type « fluide » pour lequel
ePpYq “ 0 (en fait, ePpYq “ ePcpYq où Pc est la pression cachée (defs. 1.4.1))
2. Un domaine de type « fluide parfait isentropique » est un domaine de type « fluide
parfait » pour lequel, en chaque point x de D , le tenseur de pression Px est proportionnel
au tenseur pgx´gx|Txq (aucune direction « d’espace » n’est privilégiée), autrement dit :
P “ p˜pg` X50 b X50 ` Y5 b Y5q
où p˜ : D Ñ R sera appelée la fonction pression.
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3. Un domaine de type fluide vraiment-parfait » (ou de type « poussière »), éventuellement
chargé électriquement, est un domaine de type « fluide parfait » pour lequel ∇g¨ P “ 0.
Lorsque l’on considère un domaine de type « fluide vraiment-parfait sans électroma-
gnétisme » on suppose de plus que ρ “ 0 et F “ 0.
Remarque 3. Dans les définitions que l’on vient de donner, les hypothèses de nullité des tenseurs
ePpYq et ∇g¨ P peuvent être remplacés par le fait que ces tenseurs sont « négligeables » par
rapport à ceux qui interviennent dans les équations qui vont suivre, en précisant, bien sûr, la
notion de « négligeabilité ».
La proposition qui suit ne fait que transposer le théorème précédent aux cas particuliers de
fluides que l’on vient de définir.
Proposition 2.
1. Dans un domaine de type « fluide parfait » les égalités suivantes sont vérifiées :
(a) (générique de la conservation de l’énergie)
∇g¨ pµXq “ ∇g¨ pµX0q “ gpX0,∇g¨ Pq
soit, en coordonnées :






q “ ´ρgpX0,∇g¨ Pq
(b) (conservation de la charge électrique)
∇g¨ pρXq “ ∇g¨ pρX0q “ 0
soit, en coordonnées :
∇ipρXiq “ ∇ipρXi0q “ 0
(c) (équation de mouvement)
µDxX “ ´∇g¨ P´ gpX0,∇g¨ PqX
soit, en coordonnées :
µXi∇iX
j “ ´∇iPi j ´ X0 j∇iPi jX j
.
qui s’écrit aussi sous la forme :
µDX0X0 “ ρ2FpX0q ´ ∇g¨ P ´ gpX0,∇g¨ PqX0
CHAPITRE 1. LA PHYSIQUE NON QUANTIQUE 21
(d) (générique de la deuxième équation de Maxwell)
∇g¨ F “ ρX0 ` 12pFi jF
i jqY
soit en coordonnées :
∇iF




(en particulier : @x P D prHxp∇g¨ Fq “ ρX0x)
(Ces propriétés sont des conséquences immédiates du théorème 1).
2. Dans un domaine de type « fluide parfait isentropique » les égalités suivantes sont véri-
fiées :
(a) (générique de la conservation de l’énergie)






q “ ρ p˜∇g¨ X0
(b) (conservation de la charge électrique)
∇g¨ pρXq “ ∇g¨ pρX0q “ 0
(c) (équation de mouvement)
pµ` p˜qDX0X0 “ ρeFpX0q ´ ∇g p˜´ X0pp˜qX0
On retrouve ici exactement les équations obtenues en relativité générale standard
pour les fluides chargés isentropiques (on peut voir par exemple [8]).
(La démonstration de ces propriétés s’obtient rapidement après avoir vérifié que
∇g¨ P “ ∇g p˜` X0pp˜qX0` p˜p∇g¨ X0qX0` p˜DX0X0 puis gpX0,∇g¨ Pq “ ´ p˜∇g¨ X0)
3. Dans un domaine de type « fluide vraiment-parfait » les égalités suivantes sont vérifiées :
(a) (conservation de l’énergie)







(b) (conservation de la charge électrique)
∇g¨ pρXq “ ∇g¨ pρX0q “ 0
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(c) (équation de mouvement)
DXX “ 0
ce qui s’écrit aussi :
µDX0X0 “ ρeFpX0q
Dans ce cas X est un champ géodésique, que le fluide soit chargé électriquement
ou non. (Bien entendu, si la densité de charge électrique ρ est nulle X “ X0 est aussi
un champ géodésique).
Remarque 4. Dans « l’équation de mouvement » que l’on vient de donner, pDX0X0qx et eFpX0qx
sont g-orthogonaux à Yx mais pas nécessairement àWx. Si l’on veut garantir le fait que pDX0X0qx
et eFpX0qx appartiennent à l’espace apparent Hx on peut poser la condition supplémentaire (*)
suivante :
(*) les sous-variétés Wx sont parallèles le long des cercles géodésiques S
1
x. Précisément :
@x P D @z P TxpWxq @x1 P S 1x, le transporté parallèle de Z en x1 le long du cercle géodésique
S 1x est tangent àW
1
x.
On vérifie alors rapidement que, sous cette condition :
@x P D eFpX0qx P Hx.
Cette condition (*) sera vérifiée dans les exemples que l’on présentera ensuite.
1.3 Les domaines de type « potentiel » définis à partir de la cour-
bure d’Einstein
Définition 12. Un domaine de « type potentiel » est un triplet pD , g,A q qui vérifie les propriétés
suivantes :
1. @x P D Gx|Hx “ 0 et prHx eGpYq “ 0
2. Le champ Y est un champ de Killing. (Voir le lemme 1 et sa présentation).
Ces domaines de type « potentiel » apparaissent donc comme des domaines de type « fluide »
pour lesquels la densité d’énergie, la densité de charge électrique ainsi que la pression apparente
PA sont nulles. On remarquera d’autre part qu’il n’y a plus de champs de vecteurs canoniquement
définis comme l’étaient X0 et X pour les fluides. Seuls subsistent, comme objets canoniques,
ceux qui définissent l’électromagnétisme, c’est à dire le champ Y et la 2-forme F. Le tenseur G
s’assimile alors à la pression cachée Pc qui vérifie donc ∇¨ Pc “ 0.
Le théorème 2 suivant s’obtient immédiatement en utilisant la démonstration de la partie 4
du théorème 1 sur les équations de Maxwell.
Théorème 2. Dans un domaine de type potentiel donné par la définition 12 l’égalité suivante
est vérifiée :
(Seconde équation de Maxwell, la première est évidente puisque F :“ dY5)
∇g¨ F “ 12pFi jF
i jqY ´ eGpYq
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En particulier (puisque prHx
eGpYq “ 0) :
prHx∇g¨ F “ O
Les domaines de type « potentiel » sont en pratique très importants car la connaissance de
leurs géodésiques donne, en approximation, les courbes des « objets élémentaires » (chargés
électriquement ou non) « placés » dans ces potentiels lorsque l’on considère que l’incidence de
ces objets est négligeable sur la géométrie du type « potentiel ». En effet, si l’on introduit un objet
élémentaire dans un domaine de type « potentiel », celui ci peut alors être considéré comme un
domaine de type « fluide vraiment-parfait » dans la partie où la densité d’énergie n’est pas nulle,
celle-ci étant de plus très « localisée en espace ». Si l’on considère qu’en dehors de ce domaine
très localisé, la géométrie du domaine de type « potentiel » n’est pas modifiée, alors le champ X
du fluide (défini lorsque µ ‰ 0) est un champ géodésique d’après la proposition 2 (2.3.c). Les
courbes du flot du fluide déterminé par X, qui donnent la trajectoire de l’objet élémentaire, sont




au quotient de la charge électrique par la masse de l’objet élémentaire considéré puisque celui-
ci est « restreint en espace ». Ce principe est classique en relativité générale standard pour les
objets élémentaires non chargés électriquement et est utilisé, par exemple, pour déterminer la
trajectoire des planètes dans un domaine de Schwarzschild, la déviation de la lumière, etc. Ce qui
est remarquable c’est que ce principe s’applique aussi maintenant pour les objets élémentaires
chargés électriquement, mais nécessairement dans un espace de dimension n ě 5. Dans ce cas
la trajectoire apparente est déterminée par le champ « apparent » X0 (non géodésique), lui même
déduit du champ géodésique X. Bien sûr, X “ X0 lorsque la charge électrique est nulle.
Des exemples précis de calculs seront présentés à la fin de la section suivante.
Remarque 5. Lorsqu’un domaine pD , gq est isométrique à un domaine de la forme pD 1ˆV, g1ˆ
gVq où V est une variété compacte de dimension k et g1 ˆ gV est une métrique produit, on peut
définir sur le couple pD 1, g1q (pour lequel dimD 1 “ n ´ k) les notions de « type fluide » ou de
« type potentiel » d’une manière identique à ce qui a été fait sur pD , gq. Si les « objets » définis à
partir de la courbure de Ricci donnent des notions très proches que ce soit sur pD , gq ou pD 1, g1q
puisque g1ˆgV est une métrique produit, il n’en est plus de même pour celles définies à partir du
tenseur d’Einstein (ou de G) car la courbure scalaire de gV intervient de manière importante et
S g est différente de S g1 lorsque S gV n’est pas nulle (S g “ S g1 ` S gV ). Or, c’est essentiellement à
partir du tenseur d’Einstein que nous avons défini les notions importantes. Il se peut par exemple
que pD 1, g1q, de dimension n ´ k, soit de type fluide alors que pD , gq ne le soit pas, ou bien
que pD 1, g1q soit de type fluide sans pression et que pD , gq soit de type fluide avec pression (ou
réciproquement), etc. De plus, les objets définis sur les « fluides » sont différents considérés
sur pD , gq ou sur pD 1, g1q. Il peut donc être avantageux, dans le cas très particulier pour lequel
pD , gq est isométrique à pD 1 ˆ V, g1 ˆ gVq, d’utiliser les « fluides » ou les « potentiels » définis
sur pD 1, g1q plutôt que sur pD , gq. Il faudra, bien sûr, dans ce cas préciser qu’il s’agit des fluides
ou des potentiels définis sur pD 1, g1q dont les caractéristiques sont éventuellement différentes de
celles données par pD , gq. Bien entendu, les théorèmes obtenus précédemment s’appliquent à
pD 1, g1q de dimension n´ k aussi bien qu’à pD , gq de dimension n.
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1.4 Exemples de domaines de type potentiel et de type « fluide »
donnés par le tenseur pseudo-riemannien g lui même
Les égalités données par le théorème 1 sur les fluides sont écrites à l’aide du tenseur pseudo-
riemannien g. Deux égalités qui ont la même écriture peuvent décrire des fluides dont le com-
portement est très différent si les tenseurs pseudo-riemanniens sous-jacents sont différents. En
fait, le théorème 1, écrit sans précisions sur le tenseur g, ne peut s’appliquer qu’à des études
« globales » sur les fluides. Lorsque l’on souhaite décrire des comportements précis, il est im-
portant de savoir définir des domaines de type « fluide » ou de type « potentiel » à partir du
tenseur pseudo-riemannien g. Ce processus est, bien sûr, utilisé en relativité générale standard
et les domaines considérés sont souvent présentés sous la dénomination de « solutions exactes
de l’équation d’Einstein ». On peut citer : les solutions de Schwarzschild-Kruskal, de Reissner-
Nordström, de Kerr, de Lemaître, etc. Dans tous les cas, g est donné explicitement.
Tous les exemples de domaines de type « fluide » ou de type « potentiel » donnés en di-
mension 4 ou en dimension 5, introduits dans [4] ou [5] peuvent être immédiatement traduits
dans le cadre que nous présentons ici en dimension n. Il suffit pour cela de définir les domaines
de dimension n qui sont localement isométriques à pΩ ˆ K, g ˆ gKq où pΩ, gq est le domaine
considéré en dimension 4 ou 5 et pK, gKq est une variété riemannienne compacte. La variété
compacte K est de la forme K “ S 1 ˆW et la métrique gK a pour signature p´,`,`, . . . ,`q si
la dimension de Ω est 4.
Évidemment ces constructions n’ont mathématiquement pas d’intérêt, elles consistent uni-
quement à tout ramener en dimension n sans modifier les propriétés géométriques locales.
Les exemples que l’on va présenter maintenant sont tout à fait nouveaux et n’ont de sens que
lorsque n ą 5 et la signature de la métrique g est de la forme p´,`,`,`,´,`, . . . ,`q. Ils don-
neront en particulier, avec une grande simplicité , une très bonne approximation des domaines de
la physique classique qui ne contiennent que des potentiels électromagnétiques et newtoniens.
Ce sont ces domaines que l’on réutilisera plus loin dans l’étude des phénomènes quantiques.
Avant de présenter les exemples de domaines de type « potentiel » on commence par préciser
quelques notations et donner quelques définitions. Celles-ci seront utilisées tout au long de ce
papier.
1.4.1 Quelques notations et définitions
1. Le cercle S 1pδq de rayon δ est défini en posant S 1pδq “ R{2πδ,
ce qui, en utilisant la surjection Π : RÑ 2πδ, donne canoniquement :
une origine P sur S 1pδq (P :“ Πp0q),
une orientation (celle de R transportée par Π),
une coordonnée u Ps0 2πδr pour Πpuq P S 1pδq ´ tPu,
une métrique gS 1pδq (celle de R quotientée par Π).
2. Soit Θ un ouvert de R4 et C “ Θˆ S 1pδq ˆW où W est une variété compacte (qui sera
ensuite souvent décomposée sous la forme S 3pρq ˆ V et pS 3pρq, gS 3pρqq sera la sphère
riemannienne standard de dimension 3)
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C sera appelée une cellule type.
3. Un système de coordonnées standard sur C sera noté : pt, x1, x2, x3, u,wq
où pt, x1, x2, x3q P Θ Ă R4, u P S 1pδq et w “ pw1, . . . ,wkq sont les coordonnées
déterminées par le choix d’une carte sur W . Le couple pt, uq des coordonnées du temps
« double » sera parfois noté px0, x4q.
Les éléments de S 1pδq seront notés « u » (de coordonnée standard « u »). Les éléments
deW seront notés « w » (de coordonnées standard « pw1, . . . ,wkq »).
4. Une métrique de référence sur la cellule C (qui deviendra ensuite une métrique de
potentiel neutre) est une métrique pseudo-riemannienne g0 qui s’écrit sous la forme :
g0 “ gΘ ˆ p´gS 1pδqq ˆ gW
où gΘ est la métrique de Minkovski sur Θ Ă R4, gS 1pδq la métrique riemanniennne
standard sur S 1pδq et gW une métrique riemannienne sur W .
La métrique g0 s’écrit, dans un système de coordonnées standard :
g0 “ ´dt2 `
3ÿ
k“1




Elle correspond aux choix des « unités géométriques » puisque les coefficients de « dt2 »
et « du2 » sont (´1) et ceux de pdxkq2 sont p`1q.
Remarque 6. Comme « variété » la cellule type aurait pu être définie plus simplement en prenant
S 1p1q au lieu de S 1pδq puisque à difféomorphisme près, les rayons n’ont pas d’importance. Mais







idw j pour obtenir un résultat identique. Dans ce cas, les unités de « temps » sur
R et sur S 1p1q auraient été différentes. Le choix précisé dans ce paragraphe m’a paru préférable.
La notion de constante physique fondamentale
Beaucoup de domaines pD , gq qui s’avèrent importants ont une métrique g exprimée à par-
tir de la métrique de référence g0. les constantes fondamentales sont donc choisies comme des
caractéristiques de cette métrique de référence g0 :
- Le choix de la métrique de Minkovski pour g|Θ détermine la vitesse de la lumière (c=1 en unité
géométrique).
-Le rayon δ du cercle S 1pδq détermine la charge électrique élémentaire (cf.chapitre 2 section
2.6).
-Certaines caractéristiques dimensionnelles de la variété compacte pW, g|Wq déterminent la constante
de stucture fine α » 1{137 (cf.chapitre 2 section 2.21).
-etc.
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1.4.2 Les métriques représentant les potentiels
On considère une carte pV , ζq de l’atlas d’observation pour laquelle la cellule type C est de
la forme Θˆ S 1 ˆW .
Les métriques représentant les potentiels seront définies, pour simplifier,
sur C “ Θ ˆ S 1 ˆ W , autrement dit on notera g la métrique transportée par ζ de celle
définie sur V Ă M .
A- les métriques représentant les potentiels neutres
Définition 13. Une métrique pseudo-riemannienne g0 définie sur une cellule type C “ Θ ˆ
S 1 ˆW représente un potentiel neutre si elle s’écrit sous la forme d’une métrique produit :
g0 “ gΘ ˆ p´gS 1pδqq ˆ gW
où : gΘ est la métrique de Minkovski habituelle sur Θ Ă R4.
gS 1pδq est la métrique standard du cercle S
1 de rayon δ.
gW est une métrique riemannienne sur la variété compacte W telle que la courbure scalaire
S gW soit constante, (S g0 est alors égale à cette même constante).
Les différents potentiels « neutres » sont donc, pour le moment, liés aux différents choix pos-
sibles des variétés riemanniennes compactes pW, gWq à courbure scalaire constante ainsi qu’aux
rayons δ du cercle S 1.
La signature de g0 est en tout point : p´,`,`,`,´, . . . ,`q. Le choix de la métrique de
Minkovski gΘ sur Θ est dû au fait que l’on ne cherche , pour le moment, qu’à retrouver les
résultats standard des théories quantiques (présentés dans le chapitre 2).
Comme on le verra, la métrique g0 sera considérée, lors de la description d’expériences
précises, comme la métrique de l’observateur qui fait les mesures. Un choix de g0 différent
serait possible, pour caractériser par exemple une « déformation » de l’espace-temps dans le-
quel l’observateur fait les mesures, mais ceci compliquerait évidemment fortement les calculs.
C’est essentiellement gΘ, c’est à dire la métrique de Minkovski sur Θ, qui sera utilisée comme
métrique de l’observateur qui fait les mesures.
Remarque 7. La métrique gW pourra être différente suivant les domaines d’espace-temps que
l’on considérera (mais toujours à courbure scalaire constante), ceci sera important dans le cha-
pitre 2 sur les phénomènes quantiques puisque, comme on le verra, la notion de « masse »
dépendra de la courbure scalaire de pW, gWq.
Remarque 8. Le choix de gΘ comme métrique de Minkovski permet d’avoir la propriété sui-
vante : Si Λ : R4 Ą Θ Ñ Θ1 Ă R4 est une transformation de Poincaré standard, alors :
σ˚g0 “ g0 lorsque σ :“ Λ ˆ IS 1ˆW où IS 1ˆW est l’application « identité » de S 1 ˆ W .
Autrement dit, la notion de « potentiel neutre » est invariante par changement d’observateurs
qui correspondent aux changements de cartes associés aux transformations de Poincaré. Dans
la suite de ce papier certaines notions importantes n’auront pas cette propriété d’invariance par
transformations de Poincaré, ce seront des notions liées à des systèmes de coordonnées par-
ticuliers représentant des « observateurs ». Il est à noter que la propriété « d’invariance par
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transformations de Poincaré sur Θ » est, certe, intéressante lorsque elle est vérifiée, mais n’a
pas une grande importance conceptuelle dans le cadre de la théorie présentée ici. À ce sujet, on
rappelle que, dans le cadre de la relativité générale standard, les propriétés « d’invariance par
transformations de Poincaré » n’apparaissent que dans des cas très particuliers à la suite de cer-
taines approximations et ne peuvent donc être considérées comme des principes fondamentaux
(alors qu’en théorie quantique des champs ce principe est considéré comme fondamental).
B- Les métriques représentant les potentiels « actifs »
Si l’on se donne un potentiel neutre g0 sur une cellule type C , toute autre métrique g sur
C s’écrit évidemment sous la forme g “ g0 ` h où h est un champ de formes bilinéaires
symétriques. Le champ h peut être considéré comme un champ d’endomorphismes sur C , rela-
tivement à g0, noté
eh, (en coordonnées, ehij “ giko hk j).
L’hypothèse fondamentale que l’on va poser sur les métriques qui vont représenter les
potentiels va être la NILPOTENCE du champ d’endomorphismes eh (cf. def. 14). Cette hy-
pothèse va permettre, par des calculs simples, de retrouver en particulier de nombreux résultats
obtenus par la physique classique et quantique standard qui décrivent avec une bonne précision
les résultats expérimentaux. Techniquement, la nilpotence de eh permet d’effectuer des calculs
exacts (sans approximations), en particulier de « l’inverse » du tenseur métrique g et du déter-
minant de celui-ci noté |g| (cf.proposition 3 et expression (1.2)). Ceci dit, cette hypothèse de
nilpotence peut être considérée comme une approximation (qui consiste à négliger les termes
de l’expression (1.2) à partir d’un certain rang) et elle sera abandonnée dans la section 2.21
lorsqu’il s’agira d’étudier le « moment magnétique anomal de l’électron », conséquence d’un
résultat expérimental d’une très grande précision.
Il est clair que eh est un champ d’endomorphismes symétriques relativement à g0 (cf.annexe
3.2). Si la signature de g0 était de la forme p`,`, . . . ,`q, les endomorphismes eh seraient dia-
gonalisables en tout point x de C et ne pourraient donc être nilpotents qu’en étant identiquement
nuls. Ceci n’est plus le cas si la signature de g contient des signes (´) et des signes (`).
L’étude qui va suivre va en fait montrer que le signe (´) placé en première position dans la
signature de g0 (qui correspond à celui de la métrique de Minkovski standard) permet l’existence
de champs d’endomorphismes nilpotents eh non nuls dont les métriques correspondantes g “
g0 ` h seront en particulier celles qui donneront les potentiels newtoniens.
Le signe (´) placé en cinquième position (qui correspond au cercle S 1pδq) permet l’exis-
tence d’autres champs d’endomorphismes nilpotents non nuls dont les métriques correspon-
dantes seront en particulier celles qui donneront les potentiels électromagnétiques.
Remarque 9. La propriété de nilpotence de eh dans la décomposition de g sous la forme g0 ` h
va permettre d’exhiber des domaines intéressants de types autres que « potentiels » comme, par
exemple, celui présenté dans la section 1.8.
Nous verrons qu’aux potentiels newtoniens (et même à des potentiels un peu plus généraux)
sont attachés, de par leurs définitions mêmes, naturellement deux objets :
-Une fonction v : C Ñ R appelée la « fonction potentiel », et un champ de vecteurs de genre
lumière X1 (cf proposition 4).
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De même, à un potentiel électromagnétique seront attachés naturellement deux objets :
-Un champ de vecteurs Υ appelé le « champ de vecteurs potentiel électromagnétique » (et on
va retrouver là le potentiel déjà défini à partir du champ de vecteurs Y), et un champ de vecteurs
de genre lumière X2 (cf proposition 5).
Dans les deux cas, ces deux objets caractériseront complètement h.
Les potentiels seront qualifiés « d’actifs » si h ‰ 0. On pourra remarquer que, pour une
métrique g0 représentant un potentiel neutre, les composantes sur Θ des images des géodésiques
sont des droites. Ce ne sera plus le cas pour les potentiels actifs que l’on va présenter, ceci après
avoir précisé toutes ces notions et donné quelques propriétés générales.
Définition 14. Un champ d’endomorphismes eh est nilpotent d’indice p P N si, quel que soit
x P C , quel que soit q ě p, l’endomorphisme eh de TxpC q vérifie (ehxqq “ 0 et s’il
existe x P C tel que pehxqp´1 ‰ 0
Définition 15. Une métrique pseudo-riemannienne g définie sur une cellule type C “ Θ ˆ
S 1pδq ˆ W représente un potentiel actif si elle s’écrit sous la forme g “ g0 ` h où g0 est
une métrique représentant un potentiel neutre et le champ d’endomorphismes eh (relatif à g0)
est nilpotent d’indice p ě 2.
Les propriétés énoncées dans la proposition suivante sont des conséquences rapides de la
symétrie de h et de la nilpotence de eh. Elles sont démontrées dans l’annexe 3.2.
Proposition 3. Lorsque g “ g0 ` h et que eh est nilpotent on a les propriétés suivantes :
1. @x P C , eh est un endomorphisme symétrique pour g0, autrement dit,
@X et Y P TxpC q, g0pehxpXq, Yq “ g0pX, ehxpYqq.
2. @q P N˚, @x P C , tracepehxqq “ 0.
3. quelle que soit la base de TxpC q, detpgi jpxqq “ detpg0 i jpxqq.
La propriété 3. est très importante et a en particulier pour conséquence le fait que l’élément
de volume η relatif à g (η “
b
detpgi jqdx0 ^ ¨ ¨ ¨ ^ dxn´1) est le même que celui relatif à g0.
Ce résultat sera très simplificateur dans l’étude des phénomènes quantiques qui fait intervenir
les potentiels « actifs ».
Le lemme suivant, dont la démonstration, très simple, est présentée dans l’annexe 3.2, est une
conséquence du choix de la signature de g0 et de la nilpotence de
eh. Il apparaît ici l’importance
du fait que la signature de g0 soit exactement de la forme p´,`,`,`,´,`, . . . ,`q, ceci sera
encore plus fondamental dans l’étude des phénomènes quantiques.
Lemme 2. Soit Y le champ de vecteurs unitaires de genre temps caractérisant l’électromagné-
tisme déjà présenté, ici « transporté sur la cellule C ».
Soit X0 un champ de vecteurs unitaires de genre temps g0-orthogonal à Y (il en existe une
infinité compte tenu de la signature de g0).
Alors, quel que soit x P C l’endomorphisme ehx est nul sur l’espace g0-orthogonal à
l’espace engendré au point x par les 2p champs de vecteurs :
Y, ehpYq, . . . , ehp´1pYq, X0, ehpX0q, . . . , ehp´1pX0q.
Le champ d’endomorphismes eh est donc entièrement déterminé par ses valeurs sur ces 2p
champs de vecteurs (qui, en général, ne sont pas indépendants).
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La remarque suivante va justifier la définition qui va suivre.
Remarque 10. La 1-forme différentielle qui caractérise l’électromagnétisme a été définie dans le
cadre général par Y5 où « 5 » est relatif à la métrique g. Dans le cas d’un potentiel « actif » où
g “ g0 ` h, le champ de vecteurs associé à Y5 par g0 (par g ce serait évidemment Y lui même)
n’est autre que Y ` ehpYq, ceci puisque gi jY j “ g0i jY j ` hi jY j et alors gki0 gi jY j “ Yk ` ehkjY j.
De plus, F :“ dpY5q “ dpgi jY jq “ dphi jY jq puisque dpg0 i jY jq “ 0.
Le potentiel électromagnétique est donc complètement caractérisé par le champ de vecteurs
ehpYq que nous noterons par la suite Υ. Nous donnons alors la définition suivante :
Définition 16. Un potentiel actif est sans électromagnétisme si le champ de vecteurs Υ :“
ehpYq “ 0.
Nous allons nous intéresser maintenant aux cas particuliers de domaines de type « poten-
tiel » qui vont permettre de retrouver, entre autre, tous les résultats standard qui décrivent le
comportement « d’objets élémentaires », chargés électriquement ou non, dans ce que l’on ap-
pelle communément un « potentiel newtonien » ou un « potentiel électromagnétique ». Notons
que ce sont exactement ces mêmes domaines que l’on réutilisera dans la description des phé-
nomènes quantiques au chapitre 2. Les indices de nilpotence correspondants aux deux cas
présentés seront p “ 2 et p “ 3. Bien sûr, comme la dimension de M est n, l’indice de nil-
potence maximum de eh est n ´ 1. L’indice de nilpotence est donc limité par la dimension de
la variété compacte W . Le choix de « petits » indices de nilpotence pourra donc être interprété
comme le fait que l’on néglige certains effets liés, par exemple, à une variété compacte V2 dans
une décomposition de W de la forme W “ V1 ˆ V2.
a- Les potentiels actifs d’indice 2 sans électromagnétisme (en particulier les potentiels
newtoniens).
La métrique g définie sur la cellule C “ ΘˆS 1pδqˆW est de la forme g “ g0`h où g0 est
la métrique d’un potentiel neutre et le champ d’endomorphismes eh (relatif à g0) est nilpotent
d’indice 2.
Comme l’on suppose que ce potentiel est sans électromagnétisme (cf def. 16), on pose Υ :“
ehpYq “ 0.
D’après le lemme 2, h est alors entièrement déterminé par ses valeurs sur Y , X0,
ehpX0q où
X0 est un champ de vecteurs de genre temps, dans l’orientation en temps , g0-orthogonal à Y ,
normalisé par g0pX0, X0q “ ´1. Ce champ peut être considéré comme un champ « d’observa-
tion ».
Comme le potentiel est « actif », h est supposé non nul. D’autre part, il est facile de vérifier
que : ehx “ 0 ðñ ehxpX0q “ 0. En effet, si ehxpX0q “ 0, comme par hypothèse ehxpYq “ 0
et eh2xpX0q “ 0, le lemme 2 montre que ehx “ 0. On en déduit en particulier que la fonction
g0pehpX0q, X0q n’est pas identiquement nulle.
On donne alors la définition suivante :
Définition 17. La fonction non nulle v “ ´1
2
g0pehpX0q, X0q est appelée la fonction potentiel
vue par X0 du domaine potentiel actif considéré. (Le coefficient ´12 est mis dans le seul but de
retrouver ensuite la notion standard de potentiel newtonien).
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Proposition 4. Si g “ g0 ` h est la métrique représentant un potentiel actif d’indice 2 sans
électromagnétisme, alors il existe, sur la partie de C où la fonction v est non nulle, un unique
champ de vecteurs X1 qui vérifie :
h “ ´2vX51 b X51 et g0pX1, X0q “ 1
On a de plus les propriétés suivantes :
g0pX1, X1q “ 0 (X1 est de genre lumière pour g0) et g0pX1, Yq “ 0.
(On rappelle que X51 est la 1-forme associée à X1 par g0).
On a donc :
g “ g0 ´ 2vX51 b X51
Démonstration : On commence par vérifier que :
g0pehpX0q, X0qeh “ ehpX0q b pehpX0qq5
Cela s’obtient facilement en remarquant que, puisque eh2 “ 0, le deuxième membre de
cette égalité est nilpotent d’indice ď 2, puis en montrant que l’égalité est vraie appliquée sur Y ,
X0 et
ehpX0q et donc vraie partout d’après le lemme 2.
On pose donc, sur la partie où v est non nulle :
X1 :“ ´ 12v
ehpX0q
Alors :
g0pX1, Yq “ ´ 12vg0pX0,
ehpYqq “ 0
g0pX1, X0q “ ´ 12vg0pX0,
ehpX0qq “ 1
Et :
´2veh “ p2vq2X1 b X51
D’où :
eh “ ´2vX1 b X51
L’unicité de X1 est acquise par le fait que les égalités
eh “ ´2vX1 b X51 et g0pX1, X0q “ 1
permettent d’écrire à elles seules :
ehpX0q “ ´2vX1 d’où X1 “ ´ 12v
ehpX0q.
L’égalité g0pX1, X1q “ 0 est immédiatement vérifiée.
Remarque 11. La fonction potentiel v et le champ X1 dépendent du choix du champ d’observa-
tion X0.
Comme on le verra lors du calcul de la courbure de Ricci de ce type de potentiel (cf pro-
position 6), les hypothèses données dans la définition 12 d’un domaine de type potentiel défini
à partir de la courbure d’Einstein, pourront être vérifiées si ∆g0v “ 0 (voir aussi la remarque 5
pour l’influence de la courbure scalaire). On donne donc la définition suivante :
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Définition 18. Un domaine de type « potentiel newtonien » est un domaine de type potentiel
actif d’indice 2 sans électromagnétisme tel que la fonction potentiel v vérifie ∆g0v “ 0.
b- les potentiels électromagnétiques.
La métrique g définie sur la cellule C “ ΘˆS 1pδqˆW est de la forme g “ g0`h où g0 est
la métrique d’un potentiel neutre et le champ d’endomorphismes eh (relatif à g0) est nilpotent
d’indice 2 ou 3.
Le fait que ce potentiel est « électromagnétique » est essentiellement caractérisé par la pro-
priété imposée : ehpYq ‰ 0 (cf. def. 16). On supposera cependant que g0pehpYq, Yq :“ hpY, Yq “
0 de sorte que le champ de vecteurs associé par g0 à Y
5 (où ici 5 est relatif à g) est la somme
g0-orthogonale de Y et
ehpYq (cf remarque 10). (On laisse le soin au lecteur de vérifier que, là
encore, cette hypothèse peut s’interpréter comme le fait que l’on « néglige » les effets quantiques
sur l’électromagnétisme).
Pour préciser que ce potentiel n’est qu’électromagnétique et n’a pas de composante newto-
nienne, on supposera qu’il existe un champ de vecteurs X0 de genre temps tel que
eh2pX0q “ 0
et g0pehpX0q, X0q “ 0 (hypothèses plus faibles que ehpX0q “ 0, la première égalité est toujours
vraie dans le cas de nilpotence 2).
Le lecteur pourra faire la comparaison avec la définition du potentiel actif sans électroma-
gnétisme et remarquer que les rôles de Y et X0 sont transposés (ils sont tous les deux de genre
temps mais pour les signes « ´ » de la signature de g0 différents), on s’autorise de plus ici à
ce que la nilpotence soit d’indice 3. Une différence essentielle apparaît néanmoins due au fait
que le champ Y est parfaitement déterminé (compte tenu de la définition des atlas d’observation)
alors que X0 ne l’est pas et que son choix est considéré comme celui d’un champ d’observation.
Dans le cas d’un potentiel électromagnétique que l’on définit ici, les objets qui vont caractériser
h ne dépendent pas du choix de X0 (grâce à l’hypothèse
eh2pX0q “ 0).
Comme on l’a déjà précisé, on note Υ :“ ehpYq.
L’analogue de la proposition 4 s’écrit de la manière suivante :
Proposition 5. Si g “ g0`h est la métrique représentant un potentiel électromagnétique, alors
il existe, sur la partie de C où Υ n’est pas nul, un unique champ de vecteurs X2 tel que :
h “ Υ5 b X52 ` X52 b Υ5
(où l’on rappelle que « 5 » dans X52 et Υ5 est relatif à g0).
Ce champ de vecteurs a les propriétés suivantes :
g0pX2, X2q “ 0 (X2 est de genre lumière pour g0), g0pX2, Yq “ 1 et g0pX2,Υq “ 0.
On a donc :
g “ g0 ` Υ5 b X52 ` X52 b Υ5
Démonstration L’unicité de X52 dans la décomposition Υ
5 b X52 ` X52 b Υ5, lorsque Υ n’est
pas nul, est une simple propriété tensorielle due au fait que h est symétrique de rang 2.
On montre l’existence d’une telle décomposition en considérant deux cas :
1. On suppose que g0pΥx,Υxq :“ g0pehxpYxq, ehxpYxqq ‰ 0.
(L’indice de nilpotence de ehx est ici 3).
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On commence par vérifier que, au point x (omis dans l’écriture des lignes qui suivent) :
eh “ 1
g0pΥ,Υq pΥb p
eh2pYqq5 ` peh2pYqq b Υ5q (1.1)
D’après le lemme 2, eh s’annule sur l’espace g0-orthogonal à : Y ,
ehpYq, eh2pYq, X0,
ehpX0q. Il est donc rapide de vérifier que le deuxième membre de 1.1 s’annule aussi sur
cet espace.
Pour montrer 1.1, il ne reste donc plus qu’à vérifier que l’égalité a lieu lorsque chaque
membre est appliqué successivement à Y , ehpYq, eh2pYq, X0, ehpX0q, ce qui ne pose
aucune difficulté en utilisant le fait que eh est g0-symétrique,
eh3 “ 0, hpY, Yq “ 0,
eh2pX0q “ 0 et après avoir montré que :
ehpX0q “ phpY, X0q{g0pΥ,Υqqeh2pYq
Ce dernier point s’obtient avec la même méthode en considérant les formes linéaires as-
sociées à chacun des deux membres et en utilisant le fait que hpX0, X0q :“ g0pehpX0, X0q “
0.
La décomposition souhaitée est alors obtenue par 1.1 en posant :
X2 :“ pg0pΥ,Υqq´1eh2pYq
Il est alors immédiat de vérifier que g0pX2, X2q “ 0, g0pX2, Yq “ 1 et g0pX2,Υq “ 0.
2. On suppose que g0pΥx,Υxq “ 0 et ehxpYq ‰ 0, autrement dit ehxpYq est de genre
lumière (c’est le cas si l’indice de nilpotence est 2).
Alors, aux points x considérés (omis dans l’écriture des lignes qui suivent) :
hpX0, Yq :“ g0pehpX0q, Yq ‰ 0
(en particulier hpX0q ‰ 0)
En effet, on a :
0 “ g0pehpYq, Yq “ g0pehpYq, ehpYqq “ g0pehpYq, eh2pYqq “ g0pehpYq, ehpX0qq
Si g0pehpX0q, Yq “ g0pX0, ehpYq était nul, la forme linéaire g0-associée à ehpYq serait
nulle d’après le lemme 2, ce qui est contraire à l’hypothèse.
On vérifie alors que :
eh “ phpX0, Yqq´1pehpYq b pehpX0qq5 ` ehpX0q b pehpYqq5q
Ceci en utilisant la même procédure que dans le premier cas.
La décomposition souhaitée est obtenue en posant :
X2 “ phpX0, Yqq´1ehpX0q
Il est alors immédiat de vérifier que : g0pX2, X2q “ 0, g0pX2, Yq “ 1 et g0pX2,Υq “ 0.
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Remarque 12. Un potentiel actif, de métrique g, a été défini (pour simplifier) sur une cellule
type C “ Θ ˆ S 1pδq ˆ W , mais lorsque pV , ζq est la carte de l’atlas d’observation telle que
ζpV q “ C , g n’est autre que l’image ζ˚pgM q de la métrique riemannienne définie sur M .
Suite à la remarque 8, lorsque pV 1, ζ1q est une autre carte de l’atlas d’observation telle que
ζ1pV 1q “ C 1 ˆ S 1pδq ˆ W , lorsque σ :“ ζ ˝ ζ1´1 : C 1 Ñ C est une isométrie de la forme
Λ ˆ IS 1ˆW et Λ : Θ1 Ñ Θ est une transformation de Poincaré standard, la métrique g1 “
pζ1´1q˚pgq “ σ˚g, définie sur Θ1 ˆ S 1pδq ˆW , s’écrit sous la forme g0 ` σ˚h.
Dans le cadre d’un potentiel actif sans électromagnétisme, la fonction potentiel v1 vue par
σ´1˚ X0, « lue » dans pV 1, ζ1q, est donc égale à v ˝ σ et X11 “ σ´1˚ X1.
Dans le cadre d’un potentiel électromagnétique Υ1 “ σ´1˚ Υ et X12 “ σ´1˚ X2.
1.5 Les géodésiques des domaines de type « potentiel »
La détermination des géodésiques sera effectuée de manière habituelle en commençant par
calculer les symboles de Christoffel des métriques correspondantes dans un système de coor-
données standard de la cellule type considérée.
Le calcul des symboles de Christoffel demande celui de l’inverse de la matrice pgq dans le
système de coordonnées choisi. L’hypothèse de p-nilpotence de eh permet d’obtenir rapidement
la matrice pgq´1 dont les termes sont conventionnellement notés gi j. En effet, comme g “ g0`h,
pg0q´1pgq “ I ` pehq et, puisque ehp “ 0, l’inverse de la matrice I ` pehq n’est autre que :
I ´ pehq ` pehq2 ` ¨ ¨ ¨ ` p´1qp´1pehqp´1
. Alors, pgq´1pg0q “ I ´ pehq ` ¨ ¨ ¨ ` p´1qp´1pehqp´1, donc :
gi j “ gi j0 ´ hi j ` hikhk j ` ¨ ¨ ¨ ` p´1qp´1hik1h
k1
k2
. . . hkp´1 j. (1.2)
Attention, ici phi jq n’est pas l’inverse de la matrice (hi j) (qui en général n’est pas inversible)
mais est définie, on le rappelle, par hi j “ gik0 g jl0 hkl. Par contre pgi jq est bien l’inverse de la ma-
trice pgi jq (et n’est pas gik0 g jl0 gkl).
En particulier, si p “ 2 :
gi j “ gi j0 ´ hi j. (1.3)
Si p “ 3 :
gi j “ gi j0 ´ hi j ` hikhk j. (1.4)
1.5.1 Les géodésiques d’un domaine de type potentiel sans électromagnétisme
La cellule type est de la forme C “ ΘˆW où ici le cercle S 1pδq est considéré être un facteur
de la variété compacte W , celui-ci n’intervenant pas lorsqu’il n’y a pas d’électromagnétisme.
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L’ouvert Θ Ă R4 sera de la forme Θ “ I ˆ U où I est un intervalle de R et U un
ouvert de R3. Cette décomposition est justifiée par le fait que les domaines de type potentiel sans
électromagnétisme, définis dans la proposition 4, ne sont pas « Poincaré-invariants » lorsque l’on
choisit X0 “ BBt lié au système de coordonnées standard.
D’après la proposition 4, la métrique pseudo-riemannienne g s’écrit :
g “ g0 ´ 2vX51 b X51 où g0 “ gΘ ˆ gW
X1 est un champ de vecteurs (associé à X0) qui vérifie :
g0pX1, X1q “ 0, g0pX1, Yq “ 0, g0pX1, X0q “ 1
Dans le but de retrouver précisément les résultats sur les géodésiques qui décrivent les mouve-
ments classiques d’un objet élémentaire dans un potentiel sans électromagnétisme, nous pose-
rons l’hypothèse (HN) suivante.
Hypothèse HN :
1. La fonction potentiel v est définie sur U .
2. Le champ de vecteurs X1 est défini sur I ˆW et est un champ de Killing.
(La fonction v et le champ X1 peuvent être naturellement considérés comme définis sur C : v ne
dépend que des variables de U et X1 est tangent à I ˆW)
Il serait intéressant d’étudier les modifications apportées aux géodésiques que l’on va décrire
lorsque l’on ne suppose plus l’hypothèse HN , en particulier dans le cas où la fonction potentiel
est de la forme v “ ´m
r
(cf section 1.7) et d’estimer les perturbations sur les coniques habi-
tuelles.
Calcul des symboles de Christoffel
Dans un système de coordonnées standard de la cellule C , on note :
Γki j (resp Γ˜
k
i jq les symboles de Christoffel de g (resp g0).
On note T ki j les coordonnées du tenseur (Γ
j
i j ´ Γ˜ki jq.
On a, lorsque g “ g0 ` h :
T ki j “
1
2
gklp∇ih jl ` ∇ jhil ´ ∇lhi jq (1.5)
où les ∇i sont relatifs à g0.
(Ce résultat se montre facilement en prenant un système de coordonnées normales pour g0).
Ici h “ ´2vX1 b X1.
Dans la suite de ce calcul, X1 sera noté simplement X pour simplifier l’écriture.
On a : gkl “ gkl0 ` 2vXkXl
Et : ∇ jphilq “ ´2∇ jpvXiXlq “ ´2pp∇ jvqXiXl ` vpXi∇ jXl ` Xl∇iX jqq
Alors, en développant 1.5 et en utilisant le fait que X1 est un champ de Killing
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(c.a.d ∇iX j ` ∇ jXi “ 0), on obtient :
T ki j “ ´pgkl0 ` 2vXkXlqpp∇ jvqXiXl ` p∇ivqX jXl ´ p∇lvqXiX j ` 2vpXi∇ jXl ` X j∇iXlqq
Comme Xpvq “ 0 et XlXl “ 0 :
T ki j “ ´Xkpp∇ jvqXi ` p∇ivqX jq ` p∇kvqXiX j ´ 2vpXi∇ jXk ` X j∇iXkq (1.6)
Et on rappelle que :
Γki j “ Γ˜ki j ` T ki j.
On en déduit, puisque XkXk “ 0 (donc Xk∇iXk “ 0q et Xpvq “ 0 :
XkΓ
k
i j “ XkΓ˜ki j
Mais, ∇iX j “ BiX j ´ XkΓ˜ki j
Il s’en suit, comme ∇iX j ` ∇ jXi “ 0 :
2XkΓ˜
k







pBiX j ` B jXiq (1.7)
Détermination des géodésiques importantes
On considère une géodésique x : R Ą I Ñ C .
@s P I xpsq “ px0psq, x1psq, . . . , xn´1psqq.
Pour k de 0 à n´ 1 et @s P I :
xk
2




psq “ 0 (1.8)
Avec 1.7 on en déduit :
Xkpxpsqq x









k1 “ K où K est une constante
(on ne précise plus, ici et dans la suite, l’indice de paramétrage s)
On s’intéresse maintenant aux composantes de la géodésique sur « l’espace apparent » U .
Pour k de 1 à 3, Xk “ 0 et Γ˜ki j “ 0, alors, d’après 1.6 :
Γki j “ p∇kvqXiX j (où ici ∇kv “ Bkv).
L’équation des géodésiques donne alors :
Pour k de 1 à 3, xk
2 “ ´p∇kvqXiX jxi1x j1 “ ´K2∇kv.
Un changement de paramétrage affine de la géodésique permet de choisir K “ 1 (on ne
s’intéressera pas aux géodésiques particulières pour lesquelles K “ 0).
On obtient finalement :
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Bx3 qxpsq “ ´p∇px1 ,x2 ,x3qvqxpsq
Ce qui n’est rien d’autre que l’équation de Poisson en physique classique lorsque v est le
potentiel newtonien et px1psq, x2psq, x3psqq représente la trajectoire d’un point matériel dans un
tel potentiel,mais ceci en considérant que s est le paramètre de temps qui, ici, ne correspond
pas à x0 “ t. Le paramètre s peut être interprété comme le temps propre associé à l’image de la
géodésique correspondante.
Remarquons que si l’on suppose le module de la « vitesse », associée à une géodésique,
très petit par rapport à la vitesse de la lumière, c’est à dire si @k ‰ 0 xk1psq “ ˝p1q (x0
correspond à la variable de temps), alors x0






k1psq puisque X0 “ 1 et de plus
ÿ
k‰0
X2k “ 1. Ceci signifie que, dans ce cas,
le paramètre « s » est très proche du temps « x0 » donné par le système de coordonnées, ce qui
correspond à l’approximation non relativiste habituelle.
Remarque 13. On peut vérifier que, dans le cadre des dernières hypothèses posées
gpÝÑv psq,ÝÑv psqq “ g0pÝÑv psq,ÝÑv psqq ` hpÝÑv psq,ÝÑv psqq (où ÝÑv désigne le vecteur tangent à la
géodésique), qui est nécessairement une constante C0, sera très proche de ´1 si l’on suppose
que le potentiel v “ ˝p1q. On aurait pu choisir le paramétrage de la géodésique de sorte que
C0 “ ´1 (normalisation classique), c’est alors la constante K qui aurait été éventuellement
différente de 1 tout en étant très proche.
1.5.2 Les géodésiques d’un domaine de type potentiel électromagnétique
La cellule type est de la forme C “ Θˆ S 1pδq ˆW (ici le cercle S 1pδq est important).
On considère le champ de vecteurs Υ “ ehpYq qui définit le potentiel électromagnétique
et le champ de vecteurs X2 donné par la proposition 5. D’après celle-ci, la métrique pseudo-
riemannienne s’écrit :
g “ g0 ` Υ5 b X52 ` X52 b Υ5 où g0 “ gΘ ˆ p´gS 1q ˆ gW .
X2 est un champ de vecteurs qui vérifie :
g0pX2, X2q “ 0, g0pX2, Yq “ 1, g0pX2,Υq “ 0.
Dans le but de retrouver précisément les résultats sur les géodésiques qui décrivent les mou-
vements classiques d’un objet élémentaire chargé électriquement dans un champ électroma-
gnétique, nous supposerons l’hypothèse HE suivante que l’on pourra comparer à l’hypothèse
HN du domaine précédemment étudié.
Hypothèse HE :
1. a- Le champ de vecteurs Υ est défini sur Θ
2. b- Le champ de vecteurs X2 est défini sur S
1pδq ˆW et est un champ de Killing.
(Les champs Υ et X2 peuvent être naturellement considérés comme définis sur C : Υ est tangent
à Θ et ne dépend que des variables de Θ, X2 est tangent à S
1pδq ˆ W et ne dépend que des
variables de S 1pδq ˆW).
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Calcul des symboles de Christoffel
On repart de l’expression 1.5 donnée dans l’étude précédente.
Ici h “ Υ5 b X52 ` X52 b Υ5.
Dans la suite de ce calcul X2 sera noté X pour simplifier l’écriture.
On a : gkl “ gkl0 ´ hkl ` hkmhlm, c’est à dire :
gkl “ gkl0 ´ pΥkXl ` ΥlXkq ` pΥkXm ` ΥmXkqpΥmXl ` ΥlXmq
D’où, puisque XmXm “ 0 et XmΥm “ 0 :
gkl “ gkl0 ´ pΥkXl ` ΥlXkq ` pΥmΥmqXkXl
Alors :
T ki j “
1
2
pgkl0 ´ pΥkXl ` ΥlXkq ` pΥmΥmqXkXlqp∇ jhil ` ∇ih jl ´ ∇lhi jq
En développant et en utilisant le fait que ∇iX j ` ∇ jXi “ 0, on obtient :
p˚q :“ p∇ jhil ` ∇ih jl ´ ∇lhi jq “ XiF jl ` X jFil ` 2pΥi∇ jXl ` Υ j∇iXlq ` Xlp∇ jΥi ` ∇iΥ jq
où l’on a noté Fi j “ ∇iΥ j´∇ jΥi “ BiΥ j´B jΥi les composantes de la 2-forme différentielle
F :“ dY5 “ dΥ5.
Remarquons que, d’après l’hypothèse (HE), X
lF jl “ 0.
Alors, puisque XlXl “ 0 (donc Xl∇iXl “ 0) :
Xlp˚q “ 0
D’où, puisque ΥlXl “ 0 :
T ki j “
1
2
pXiF kj ` X jF ki q ` Υi∇ jXk ` Υ j∇iXk ` Xkp∇ jΥi ` ∇iΥ j ´ Υlp˚qq (1.9)
Il s’en suit :
XkT
k




i j “ XkΓ˜ki j
Puis, comme pour le potentiel sans électromagnétisme, on en déduit ici aussi :
2XkΓ˜
k







pBiX j ` B jXiq (1.10)
Détermination des géodésiques importantes
On considère une géodésique x : R Ą I Ñ C .
@s P I xpsq “ px0psq, x1psq, . . . , xn´1psqq.
Pour k de 0 à n´ 1 et @s P I :
xk
2




psq “ 0 (1.11)
Avec 1.10 on en déduit :
Xkpxpsqq x
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D’où :
Xkx
k1 “ K où K est une constante
(on ne précise plus, ici et dans la suite, l’indice de paramétrage s)
On s’intéresse maintenant aux quatre premières composantes de la géodésique qui corres-
pondent à l’espace-temps « classique » Θ.
D’après 1.9 et puisque Γki j “ Γ˜ki j ` T ki j,




pXiF kj ` X jF ki q









Pour k de 0 à 3 :
xk
2 ` KF ki xi
1 “ 0 (1.12)
On paramètre classiquement la géodésique de sorte que gpx1psq, x1psqq “ ´1 et que
x1psq|TxpsqpΘq soit dans l’orientation en temps donnée par x0.
On note ÝÑv psq “ px01psq, x11psq, x21psq, x31psqq le vecteur formé des quatre premières com-
posantes du vecteur x1psq tangent à la géodésique.
L’équation 1.12 s’écrit alors puisque F ki “ ´Fk i :ÝÑv 1psq “ KeFxpsqpÝÑv qpsq
où eF est le champ d’endomorphismes associé à F relativement à g0.
On retrouve l’expression classique (de la relativité restreinte) qui donne l’équation de
mouvement d’une particule demassem et de charge électrique q dans un champ électroma-
gnétique F lorsque l’on à posé K “ q
m
et lorsque s représente effectivement le temps propre
de la particule ( voir, par exemple, [2] (17-61) p.554). Le résultat disant que le mouvement
d’un objet élémentaire est décrit par les géodésiques est connu en relativité générale mais
uniquement dans le cadre de la gravitation. On vient de montrer ici que, pour nous, ce
résultat est encore valable dans le cadre de l’électromagnétisme.
Ce que l’on vient d’écrire n’est qu’une vérification, sur cet exemple, du principe de calcul
du mouvement d’un objet élémentaire chargé électriquement dans un potentiel dont on a parlé
dans la section 1.3.
Ici K “ q
m
“ Xkxk1 est une caractéristique de la géodésique sur la variété compacte S 1pδqˆ
W puisque Xk “ 0 pour k de 0 à 3.
Remarque 14. Comme le paramétrage de la géodésique est choisi de sorte que gpx1psq, x1psqq “
´1 et puisque gi j “ g0i j ` ΥiX j ` XiΥ j on a :







psq ` 2KΥipxpsqq xi1psq
Si l’on suppose que pour i de 0 à 3 : KΥi “ ˝p1q et que, pour k ‰ 0 : xk1psq “ ˝p1q (ce
qui dit en particulier que la « vitesse » déterminée par la géodésique est très petite par rapport
à la vitesse de la lumière) alors x0
1psq “ 1 ` ˝p1q (compte tenu du choix du paramétrage dans
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l’orientation en temps relatif à x0) et le paramètre « s » est très proche du « temps x0 » donné
par le système de coordonnées, ce qui correspond à l’approximation non relativiste habituelle.
1.6 La courbure de Ricci, la courbure scalaire et différentes pro-
priétés des domaines de type potentiel
1.6.1 Les potentiels actifs sans électromagnétisme d’indice 2
On rappelle que, d’après la proposition 4, g “ g0 ´ 2vX51 b X51 où v est la fonction
potentiel et X1 vérifie :
g0pX1, X1q “ 0, g0pX1, Yq “ 0, g0pX1, X0q “ 1.
On suppose de plus ici, comme lors de l’étude des géodésiques (cf. 1.5.1), que l’hypothèse
HN est vérifiée, et, pour ne pas faire intervenir des termes liés à Dg0X1 dans les résultats qui vont
suivre, on supposera que Dg0X1 “ 0, ce qui est une hypothèse plus forte que le fait que X1 soit
un champ de Killing. Ces hypothèses peuvent être interprétées comme le fait que l’on néglige
certains effets quantiques concernant le champ X1.
On obtient alors le résultat suivant .
Proposition 6.
1. R7iccg “ R
7
iccg0
´ p∆g0vqX1 b X1 (ici ∆g0 :“ ´∇k∇k)
où Riccg0 est entièrement déterminé par Riccg0W puisque Riccg0Θ “ 0.
2. S g “ S g0 ` 2vRiccg0 pX1, X1q
où S g0 “ S g0W .
3. X1 est aussi de genre lumière pour la métrique g et DgX1 “ 0.
4. DgY “ 0, en particulier Y est un champ de Killing et un champ géodésique pour la
métrique g (ceci est évidemment vrai pour la métrique g0).
La démonstration de cette proposition est détaillée dans l’annexe 3.3.
Remarque 15. Si Riccg0 pX1, X1q “ 0, la courbure scalaire S g reste égale à celle du potentiel
neutre S g0 . Ceci est le cas, par exemple, lorsqueW est une variété riemannienne produit V1ˆV2
où (V2, gV2) est une variété d’Einstein et lorsque X1 est tangent à V2 (on peut avoir dimV1 “ 0).
En effet, on a alors Riccg0 pX1, X1q “ Cteg0pX1, X1q “ 0.
En fait, dans les expériences « standard » la fonction potentiel v est en général ! 1 ( en unités
géométriques). Compte tenu de la normalisation de X1 par g0pX1, X0q “ 1, on peut écrire dans
ce cas : |2vRiccg0 pX1, X1q| ! |S g0 | et S g reste très proche de S g0 qui est constante par définition.
1.6.2 Les potentiels électromagnétiques
D’après la proposition 5 : g “ g0 ` Υ5 b X52 ` X52 b Υ5
où le champ de vecteurs Υ est le potentiel électromagnétique et X2 vérifie :
g0pX2, X2q “ 0, g0pX2, Yq “ 1, g0pX2,Υq “ 0.
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On suppose de plus ici, comme pour l’étude des géodésiques (cf. 1.5.2), que l’hypothèse HE
est vérifiée, ou bien, pour anticiper sur la section 2.15 où l’on tient compte des effets de « spin »,
que l’hypothèse H1E suivante est vérifiée.
Hypothèse H1E
1. Le champ de vecteurs Υ est défini sur Θˆ S 3pρq.
2. Le champ de vecteurs X2 est défini sur S
1pδq ˆ V .
Ceci lorsque la cellule type est de la forme C “ Θˆ S 1pδq ˆ S 3pρq ˆ V
(cf. section 2.15).
Que ce soit sous l’hypothèse HE ou H
1
E, on supposera de plus, comme pour la proposition 6
avec le champ X1, que Dg0X2 “ 0.
Proposition 7. On note F la 2-forme différentielle de l’électromagnétisme : F “ dpY5gq “
dpΥ5q.





p f pX2 b X2q ´ p∇g0 ¨ Fq b X2 ´ X2 b p∇g0 ¨ Fqq




0 FklFi j et ∇g0 ¨ F est le champ de vecteurs divergence de F
relative à g0 (∇g0 ¨ F a pour composantes ∇ipgik0 F jkq).
2. S g “ S g0 ` pΥkΥkqRiccg0 pX2, X2q.
3. X2 est aussi de genre lumière pour g et DgX2 “ 0.
4. Y est un champ de Killing et un champ géodésique pour g (ceci est évidemment vrai pour
g0).
La démonstration de cette proposition est détaillée dans l’annexe 3.4.
Remarque 16. Si Riccg0 pX2, X2q “ 0, la courbure scalaire S g reste égale à celle du potentiel
neutre g0 (cf remarque 15). Là encore, dans les expériences « standard », |pΥkΥkqRiccg0 pX2, X2q| !|S g0 | et S g reste donc très proche de S g0 .
1.7 Remarques sur le domaine de type « potentiel newtonien »
La cellule type considérée ici est de la forme C “ ΘˆW avec Θ “ I ˆU Ă R4.
La métrique pseudo-riemannienne g vérifie, d’après la proposition 4, g “ g0 ´ 2vX51 b X51
et l’on choisit ici X0 “ BBt lié au système de coordonnées standard de la cellule C . On suppose
de plus que l’hypothèse utilisée pour la proposition 6 est encore valide.
Ce domaine mériterait une étude plus approfondie que celle que l’on va présenter dans cette
section, en particulier lorsque la fonction |v| n’est pas ! 1 (c.a.d lorsque « l’approximation
newtonienne » n’est plus valable). On se bornera à faire quelques remarques élémentaires.
Regardons par exemple le cas pour lequel , dans le système de coordonnées standard,
v “ ´m
r
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Le domaine considéré est alors à « symétrie sphérique en espace » pour les coordonnées habi-
tuelles px1, x2, x3q de U (mais il ne faut pas oublier que les autres « dimensions » sont fonda-
mentales).
On a ici ∆v “ 0 (def. 18) et on a vu que (cf paragraphe 1.5.1), pour la métrique g “
g0 ` 2mr X
5
1 b X51 les géodésiques xpsq “ px0psq, . . . , xn´1psq q vérifient (du moins celles qui nous
intéressent) : px1psq, x2psq, x3psqq2 “ p´∇vqxpsq “ mr´2xpsq.
On en déduit, comme en physique newtonienne standard, que les composantes sur U de
ces géodésiques ont pour images des coniques dont « O » est un foyer et que les lois de Kepler
restent valables,mais en considérant le paramètre « s » et non le temps « x0 “ t » du système
de coordonnées, « s » pouvant être très différent de « t » si la fonction |v| n’est pas ! 1.
Puisque gp BBt ,
B
Bt q “ ´1 `
2m
r




Bx0 ) est de genre temps si
r ą 2m, de genre lumière si r “ 2m et de genre espace si 0 ă r ă 2m. La distance
« critique » est ici 2m qui correspond exactement au rayon de Schwarzschild et ceci suggère de
comparer ce domaine de type « potentiel newtonien » que l’on vient d’étudier à un domaine de
type « Schwarzschild » dont la cellule type sera définie comme le couple pC , gS q pour lequel
C “ Θ ˆ W où Θ “ R ˆ R3˚ et gS est la métrique produit : gS :“ gSΘ ˆ gW pour
laquelle gSΘ désigne la métrique classique de Schwarzschild qui s’écrit, pour les coordonnées
pt, r, ϕ, φq sur Rˆs2m `8rˆS 2 „ Rˆ R3˚ :
gSΘpt, r, ϕ, φq “ p´1`
2m
r
qdt2 ` p1´ 2m
r
q´1dr2 ` r2pdϕ2 ` sin2 ϕdφ2q
Bien entendu, il n’y a mathématiquement aucun intérêt à faire le produit de gSΘ par gW , il s’agit
simplement de ramener le domaine classique de Schwarzschild de dimension 4 aux domaines
que l’on a étudiés ici en dimension n. (on peut aussi considérer plus généralement le domaine
de Schwarzschild « étendu » pour 0 ă r ă 2m).
Comparons alors quelques propriétés du type (1) : « potentiel newtonien » à celles du type
(2) : « Schwarzschild » que l’on vient de définir.
1. Les deux courbures de Ricci : Riccg et RiccgS sont identiques, toutes les deux égales à
Riccg0 déterminée par Riccg0W puisque Riccg0Θ “ 0 (cf proposition 6).
2. Pour r " 2m, d’après la proposition 4, les composantes des géodésiques sur Θ du type
(1) que l’on a décrites et celles de genre temps du type (2) redonnent avec une très bonne
précision, les trajectoires d’un objet élémentaire autour d’une « masse » m à symétrie
sphérique sur « l’espace U », calculées avec la physique newtonienne standard.
On remarquera aussi que le coefficient p´1` 2m
r
q de « dt2 » du tenseur g du type (1) est le même




les variétés compactes sans toucher à U , alors que pour le type (2) le potentiel perturbe U sans
toucher à W .
Ces deux types apparaissent donc comme deux cas particuliers « extrêmes » et l’on peut
sans doute décrire une famille de types « potentiels newtoniens » pour lesquels le potentiel
« perturbe » à la fois U et W et tels que les propriétés 1. et 2. soient conservées. Ces domaines
pourront avoir des propriétés différentes lorsque r n’est pas " 2m.
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1.8 Un exemple de domaine de type « fluide statique vraiment par-
fait »
Ce domaine statique sera sans électromagnétisme et la pression apparente sera nulle (mais
pas la pression cachée).
L’intérêt de présenter un tel exemple est essentiellement lié au fait qu’un tel domaine ne peut
exister dans le cadre de la relativité générale standard. La possibilité de son existence ici est due
à la pression « cachée » (qui, évidemment, n’a pas de sens lorsque dimM “ 4)
Pour la simplicité des calculs qui vont suivre, nous ne présenterons qu’un cas très particulier.
Le domaine de type « fluide » considéré est un triplet pD , g˜,A q (cf. définition 10) où pD , g˜q
est isométrique à pC , gq défini de la manière suivante :
C “ Z ˆW où Z “ Θˆ S 1pǫq et Θ “ I ˆU Ă R4
W “ S 1pδq ˆ V où V est une variété compacte, mais ici cette décomposition deW ne sera
pas utilisée car le domaine est supposé sans électromagnétisme et le cercle « habituel » S 1pδq
n’intervient pas .
(Le cercle S 1pǫq dans la décomposition de Z a été introduit uniquement pour simplifier les
calculs qui vont suivre).
La cellule type C est munie du système de coordonnées standard pt, x1, x2, x3, v,wq (la
coordonnée v est ici celle de S 1pǫq).
La métrique g est de la forme g “ gZ ˆ gW , la signature de gW est p´,`, . . . ,`q.
La métrique gZ est de la forme gZ “ g10 ` βb X51 ` X51 b β
où g10 “ gΘˆgS 1pǫq (gΘ étant la métrique de Minkovski et gS 1pǫq la métrique riemannienne
standard sur S 1pǫq).
β est une 1-forme différentielle définie sur U : β “ adx1`bdx2` cdx3 où a, b, c : U Ñ R
sont trois fonctions régulières.
X1 est le champ de vecteurs défini sur Z tel que X
5
1 “ dt ` dv (où 5 est relatif à g10).
(a, b, c et X1 peuvent, bien sûr, être considérés définis sur la cellule C )
Dans le système de coordonnées standard, les composantes de g ne dépendent pas de « t »,
c’est en ce sens que le domaine est qualifié de statique.
Le tenseur g est à rapprocher de celui d’un domaine de type « potentiel électromagnétique »
à la différence (fondamentale) que X51 “ dt`dv remplace X52 “ du`dv qui aurait donné exacte-
ment un exemple de potentiel électromagnétique (ici u est la coordonnée de S 1pδq). Comme les
fonctions considérées sont indépendantes de « t », on peut utiliser les résultats obtenus pour un
domaine de type « potentiel électromagnétique » où pΥ0,Υ1,Υ2,Υ3q devient p0, a, b, cq. Les
rôles de « t » et de « u » sont transposés par le choix de X1 à la place de X2. En fait, un logiciel
de calcul donne rapidement le résultat suivant :
On note pA, B,Cq :“ rotpa, b, cq c’est à dire A “ p BbBx3 ´
Bc





C “ p BaBx2 ´
Bb
Bx1 q.
On note pA,B,Cq :“ rotpA, B,Cq “ rotrotpa, b, cq.
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On obtient pour la matrice pRiccgZ q de la courbure de Ricci de la métrique gZ relative au







pA2 ` B2 ` C2q A B C pA2 ` B2 `C2q
A 0 0 0 A
B 0 0 0 B
C 0 0 0 C
pA2 ` B2 ` C2q A B C pA2 ` B2 `C2q
˛
‹‹‹‹‚
Et pour la courbure scalaire : S gZ “ 0
Comme g est une métrique produit g :“ gZ ˆ gW , la courbure de Ricci de g est maintenant
déterminée par la connaissance de la courbure de Ricci de gW . De plus S g “ S gZ ` S gW “ S gW .
On suppose maintenant que la courbure scalaire S gW est nulle (cette hypothèse est simplifi-
catrice pour le type de fluide présenté ici mais on peut s’en passer (cf. remarque 5), le tenseur G
vérifie alors G “ 2Riccg .
Pour obtenir un fluide « vraiment parfait » on impose les conditions supplémentaires sui-
vantes :
pA,B,Cq “ rotrotpa, b, cq “ 0 et µ :“ A2 ` B2 ` C2 ‰ 0.
Alors GgZ “ µX51 b X51 où µ “ |rotpa, b, cq|2 “ A2 ` B2 ` C2 ą 0.






´1 a b c 0
a 1 0 0 a
b 0 1 0 b
c 0 0 1 c
0 a b c 1
˛
‹‹‹‹‚
Quel que soit x P C , l’espace apparent Hx est de dimension 4. Il est facile de vérifier que

















Bv forment en chaque point x une base gZ-orthonormée de Hx.
Comme GpX0, X0q “ µ et GpXi, X jq “ 0 lorsque pi, jq ‰ p0, 0q, la matrice de GHx dans





µ 0 0 0
0 0 0 0
0 0 0 0
0 0 0 0
˛
‹‹‚
D’après les définitions données (cf. 1.4.1), le champ X0 “ BBt est le champ apparent du
fluide (ici X0 “ X est aussi le champ du fluide) et µ la fonction densité d’énergie.
La pression apparente PA est nulle, la pression cachée Pc est la pression P elle même et
P “ G ´ µX50 b X50.
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On vérifie alors que ∇g¨ P “ 0 :
il suffit pour cela , comme ∇g¨G “ 0, de vérifier que ∇g¨ pµX50 b X50q “ 0, c’est à dire que
∇ipµT i jq “ 0 où X0 b X0 :“ T i jBiB j avec T 00 “ 1 et T i j “ 0 si pi, jq ‰ p0, 0q.
On a :
∇ipµT i jq “ BipµT i jq`µpT l jΓiil`T ilΓ jilq “ µpT 0 jΓii0`Γ
j
00q puisque BipµT i jq “ B0pµT 00q “
B0µ “ 0 (µ ne dépend pas de t).
Γ
j




gilpBigl0 ` B0gli ´ Blgi0q “ 12g
ilpBigl0 ´ Blgi0q “ 0 car gil est symétrique en pi, lq
et pBigl0 ´ Blgi0q antisymétrique.
Le domaine pC , g,A q est donc bien un domaine de type « fluide vraiment parfait » (la
vérification des conditions restantes est très rapide), sa pression apparente est nulle et le champ
de vecteurs du fluide X0 “ X “ BBt est un champ géodésique (pour g et g0).
Les domaines de type « potentiel » que l’on a présentés, pour lesquels le tenseur pseudo-
riemannien g est donné explicitement, vont être particulièrement importants dans l’étude des
phénomènes quantiques que l’on va aborder maintenant, mais ce ne seront pas les géodésiques




Dans la continuité de ce qui a été fait dans le premier chapitre, nous allons définir maintenant
les domaines typés de l’espace-temps pM , gq qui vont représenter ce que, classiquement, on
appelle « des particules dans un potentiel ». Comme le regard que l’on porte sur ces notions est
fondamentalement différent de celui de la physique quantique standard, le terme « particule »
ne sera plus adapté et nous n’y ferons parfois référence que pour faire le lien entre ce que nous
allons présenter et les théories classiques.
La différence essentielle entre les domaines que l’on va définir et ceux présentés dans le pre-
mier chapitre va être due au fait que les variations du tenseur pseudo-riemannien g (transporté
sur une cellule C “ Θ ˆ S 1 ˆ W), relatives à la variété compacte S 1 ˆ W , vont devenir les
éléments essentiels de la description des« phénomènes quantiques ». En particulier on ne consi-
dérera plus que le champ de vecteurs Y tangents aux cercles S 1x est un champ de Killing. Si l’on
avait tenu compte précisément dans le premier chapitre de ces éventuelles variations de g sur
S 1 ˆ W , de nombreux termes supplémentaires seraient apparus dans les équations et auraient
rendus celles-ci « ingérables », dans le langage de la physique standard cela aurait signifié que
les équations auraient rendu compte à la fois des phénomènes « classiques » et « quantiques ».
Les approximations que l’on va faire en définissant les types géométriques qui décrivent correc-
tement les « phénomènes quantiques » vont permettre d’obtenir des équations « utilisables »,
mais vont être de « nature » différente de celles utilisées dans le premier chapitre.
Pour que le lecteur ait une idée claire de la structure de ce deuxième chapitre, on commence
par une présentation exhaustive de ce qui va suivre :
Les domaines typés pD , gq que l’on va définir auront pour métriques pseudo-riemanniennes
des métriques g construites à partir d’une métrique de référence g0 qui sera celle d’un potentiel
neutre que l’on a déjà définie dans le chapitre précédent. Cette métrique g0, transportée sur une
cellule (C “ Θ ˆ S 1pδq ˆ W), pourra être considérée comme associée à un observateur qui
fait les mesures. Le fait que, par définition, g0|Θ est la métrique de Minkovski précise « l’ap-
proximation choisie ». Nous pourrions utiliser pour g0|Θ une métrique qui tient compte d’une
éventuelle déformation de l’espace-temps Θ lié à l’observateur, mais ceci compliquerait évidem-
ment sérieusement les choses et nous nous contenterons pour le moment de retrouver les résultats
standard de la physique quantique en considérant que g0|Θ est la métrique de Minkovski.
Le type géométrique fondamental qui va décrire tous les phénomènes quantiques sera
simplement un domaine pD , gq « à courbure scalaire constante et conforme à un potentiel ».
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Autrement dit, le tenseur pseudo-riemannien g sera de la forme f gP où gP est une métrique
de potentiel tel que défini dans le premier chapitre (à partir de g0), f sera une fonction réelle
positive, et la courbure scalaire de g sera constante, égale à celle de gP (elle même égale à celle
de g0).
La fonction f deviendra alors l’objet important de ces domaines et il sera simplificateur de
considérer la fonction a :“ f 4{n´2 (où n “ dimM ) car la définition même du type géométrique
choisi donne une équation différentielle « en a » plus simple que l’équation équivalente écrite
« en f ». Il va s’avérer que la partie « non linéaire » de l’équation différentielle « en a » va
traduire, en langage de physique classique (qui ne sera plus adapté ici) « l’interaction des parti-
cules entre elles » dans le domaine considéré. Comme l’essentiel de ce que nous allons étudier va
être consacré aux phénomènes qui « négligent » les interactions des particules entre elles, c’est
une approximation linéaire de l’équation générale que nous allons utiliser (du moins jusqu’à
la section 2.18). Les domaines pour lesquels nous considérerons cette approximation linéaire
seront appelés des domaines à métrique oscillante car le simple fait que la métrique f gP reste
à courbure scalaire constante va entraîner dans la plupart des cas de fortes oscillations pour la
fonction f .
Ce sont les caractéristiques de la fonction f (et donc de la fonction a) imposées par le type
géométrique choisi qui redonneront les notions standard de masse, charge électrique, spin, etc.
Les équations linéaires obtenues seront donc des conclusions obligées de la définition
du type géométrique fondamental choisi (et de l’approximation linéaire). Aucune loi, au-
cun principe ne sera ajouté. Ces équations linéaires seront de type « Klein- Gordon »
(différentes suivant les potentiels considérés). Les équations de Schrödinger utilisées en
physique quantique standard (non relativiste) apparaîtront comme des « approximations
naturelles » (que nous préciserons) des équations de « Klein-Gordon » obtenues. Ceci mon-
trera par la suite que l’on retrouve en particulier les résultats qualitatifs et quantitatifs des
expériences génériques de la physique quantique classique (diffraction, fentes de Young,
déviation par un potentiel, expérience de Stern- Gerlach, intrication quantique, etc.).
En fait, les domaines de type « métrique oscillante » ne vont pas suffire pour décrire com-
plètement la notion de « particules dans un potentiel » et donc les expériences précédemment
évoquées. Il manquera à cette étape une notion de « localisation » (qui, par exemple, précisera
la notion « d’impact » sur un écran). Il sera nécessaire de définir plus précisément des domaines
typés qui s’apparenteront aux domaines « particules dans un potentiel » de la physique standard.
Pour cela il sera suffisant « d’ajouter » dans un domaine pD , gq « à courbure scalaire constante
conforme à un potentiel » un sous ensemble S de D de mesure nulle (cf.section 2.13). Les
composantes connexes de S seront appelées les singularités élémentaires de D . En fait ce
sous ensemble pourra être considéré comme celui où le tenseur g n’est pas défini, mais ce point
de vue demande aussi à préciser le comportement de g au voisinage de S . Ce dernier point ne
sera pas utile pour l’étude des phénomènes quantiques présentés dans ce papier mais devra être
développé pour l’étude de phénomènes plus complexes. Le lecteur pourra donc se contenter de
considérer les singularités élémentaires comme de simples parties connexes présentes dans D .
Aucune loi ne sera donnée sur le « comportement » de ces singularités et l’on supposera seule-
ment que celles-ci sont « équiprobablement réparties » relativement à la métrique g (mais pas
g0), ceci pour les sous-variétés de genre espace de dimension maximale pn ´ 2q dans le cadre
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des expériences concernées.
Il ne faudra pas considérer qu’une singularité élémentaire « seule » représente une « parti-
cule » au sens habituel. Le bon point de vue est plutôt le suivant :
Une singularité dans un domaine de type « métrique oscillante » dont les caractéristiques
de la fonction f p“ apn´2q{4q correspondent à celles d’un électron pourra être apparentée à
la notion standard d’électron. Si les caractéristiques de la fonction f correspondent à celles
d’un photon, la singularité dans ce domaine sera apparentée à la notion standard de photon.
Lorsque la singularité sera dans un domaine de type « potentiel » (pour lequel f “ Cte) elle sera
« indécelable », etc.
Ce point de vue est fondamentalement différent de tous ceux des théories quantiques (ou
non quantiques) standard : les caractéristiques (masse, charge électrique, spin, etc.) seront celles
de la métrique oscillante du voisinage dans lequel se trouve la singularité. Ces considérations
ont pour conséquence le fait que la « dynamique des particules dans un potentiel » sera com-
plètement gérée par la métrique oscillante. L’étude de celle-ci sera la partie « déterministe »
de la description des phénomènes physiques considérés puisque les équations différentielles dé-
duites n’auront qu’une solution pour des « conditions aux limites » bien précisées. La partie
« aléatoire » sera celle liée à l’ensemble S des singularités élémentaires dont la probabilité de
présence dans un domaine donnera, par définition, celle de la « position » des particules.
Pour clarifier ce que l’on vient de dire on reprend ces mêmes notions dans le cadre d’une
expérience simple exprimée dans le langage classique de la physique :
Des particules lancées avec un vecteur vitesse connu pénètrent dans une boîte dans laquelle
on a fait le vide et où existe éventuellement un potentiel. Les particules laissent des « impacts »
sur un écran situé sur la face opposée à l’orifice d’entrée des particules. Cette expérience se place
donc dans un domaine D d’espace-temps où, en dehors du domaine intérieur à la boîte (noté DB)
pendant le « temps » de l’expérience, la métrique sera supposée être celle d’un potentiel neutre
g0 (en dimension n avec deux signes moins dans la signature). Le domaine (D ´DB, g0) pourra
être considéré comme le domaine d’un observateur qui fait des mesures liées à l’expérience
(mesure de la position des impacts sur l’écran par exemple). Ces mesures seront nécessairement
faites relativement à la métrique g0 de l’observateur. Par exemple, la mesure de la position des
impacts sur l’écran sera faite par « transparence » sur la face extérieure de l’écran où la métrique
est effectivement g0, ou bien, après l’expérience, en démontant la boîte et là encore la mesure de
la trace des impacts sera faite avec la métrique g0 (en fait c’est surtout g0|Θ qui est utilisée, au-
trement dit la métrique de Minkovski). Il est impossible qu’un observateur fasse une quelconque
mesure à l’intérieur de la boîte pendant l’expérience car l’introduction d’un « objet physique »
dans celle-ci perturberait nécessairement complètement l’expérience. Avec le « regard » que l’on
présente ici, ceci veut simplement dire que la présence d’un autre objet : « métrique oscillante
avec singularités, par exemple » dans la boîte, change complètement les équations et l’étude
devient alors celle d’un autre domaine de l’espace-temps.
Le domaine pDB, gq représentant l’intérieur de la boîte pendant le temps de l’expérience sera
donc de type « particules dans un potentiel ». La fonction a :“ f pn´2q{4 de la métrique conforme
à gP correspondant à la métrique oscillante de ce type de« particules » vérifiera une équation
différentielle linéaire (exprimée à partir de la métrique g0). La précision suffisante sur la solution
viendra des conditions « aux limites » du domaine DB. Une des conditions est, bien sûr, celle
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qui précise que les particules pénètrent dans la boîte avec un vecteur vitesse donné. Pour ceci il
faut en fait introduire un troisième domaine D 1 Ă D ´DB où est défini rigoureusement un type
« particules dans un potentiel neutre se déplaçant à une vitesse v dans une direction donnée » qui
sera un cas particulier du type « particules dans un potentiel ». Ce type particulier sera important
car il servira de « condition initiale » pour de nombreuses expériences. Les autres « conditions
aux limites » traduiront le fait qu’il n’y a pas de réflexions des particules sur le bord intérieur de
la boîte, etc. Les problèmes posés par les conditions aux limites seront les mêmes que ceux qui
se posent en physique quantique classique avec la fonction d’état. La métrique oscillante sera
donc suffisamment déterminée. Par contre, comme on l’a déjà dit , les « singularités » ne seront
qu’« équiprobablement réparties » relativement à la métrique g.
Pour visualiser l’expérience, le lecteur peut imaginer que l’intérieur de la boîte est « élas-
tique » (ainsi que l’écran que l’on considérera ayant une épaisseur). Pendant la préparation de
l’expérience la métrique est partout g0. Pendant l’expérience, lors de l’impact des particules sur
l’écran, la métrique effective est la métrique oscillante g qui est « g0 perturbée par le change-
ment de métrique conforme, c’est à dire f g0 ». L’écran est « déformé » relativement à g0. La
position des singularités (et donc des impacts sur l’écran) est équiprobable sur l’écran déformé
(la métrique effective est g). Lors de la mesure, après l’expérience, la métrique est g0 (l’écran
a sa forme initiale), la position des impacts n’est plus équiprobable sur l’écran et l’on voit bien
que la loi de probabilité sur la position des impacts (pour g0) est complètement déterminée par
la « déformation » de l’espace-temps à l’intérieur de la boîte lors des impacts, c’est à dire par
la métrique oscillante g, et on devine le lien étroit entre « l’élément de volume » pour g et la
« densité de probabilité de présence » des singularités dans l’élément de volume pour g0.
En fait, tout ce que l’on vient de décrire se passe dans un domaine de dimension n ą 5 que
l’on peut considérer être Θ ˆ W où Θ est un ouvert de R4 et W une variété compacte, et les
métriques considérées ont une signature p´,`,`,`,´,`, ¨ ¨ ¨ ,`q.
Θ peut être vu comme l’espace-temps standard et W comme les « petites dimensions » supplé-
mentaires (dont une de genre temps). La notion même de « boîte » dans un tel espace demande
à être définie, mais ceci ne pose pas de problèmes puisque il suffit de la définir classiquement
dans Θ puis de faire le produit cartésien avec W . La boîte est ici considérée uniquement comme
un bord de domaine. Tous les tenseurs et les opérateurs différentiels qui interviennent dans la
description de cette expérience dépendent, entre autre, des « variables des petites dimensions
supplémentaires ». Ceci est fondamental et c’est ce qui distingue , comme on l’a déjà dit, la
description des phénomènes quantiques de ceux décrits dans le premier chapitre.
Remarque 17. Plus généralement, un domaine pD , g,S q de type « particules dans un potentiel »
pourra être considéré de la forme ppD0Ymk“1Dkq, g,S q où la métrique g|D0 “ g|P est la métrique
du potentiel seul et les gk :“ g|Dk sont des métriques oscillantes telles qu’on les a précisées
(D0 et les Dk sont supposés connexes et S définit les singularités). En langage simpifié un tel
domaine est constitué de m « bulles » de métriques oscillantes (les pDk, gkq) dans un domaine de
type potentiel. Attention, une bulle ne s’apparente pas à une particule et une bulle peut contenir
de nombreuses singularités. Lorsque les métriques oscillantes de chaque bulle pDk, gkq sont
du même type (ce qui est souvent le cas dans le cadre des expériences standard), l’étude du
phénomène physique (par exemple la répartition probabiliste des impacts sur un écran) se fait
sur un seul des domaines pDk, gkq car le résultat (probabiliste) est le même pour chaque bulle.
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La classification des métriques oscillantes (qui devient donc l’équivalent de la classification
des particules en physique classique) se ramènera à des choix de termes particuliers dans la dé-
composition spectrale de la fonction a relative au dalembertien de la variété compacte (W, gW ).
Les notions habituellement appelées « interaction » (entre particules ou (et) avec des poten-
tiels) gérées classiquement par des choix de lagrangiens-hamiltoniens puis par une procédure de
« quantification », seront gérées ici uniquement par l’axiomatique très simple que l’on a déjà
précisée (domaine à courbure scalaire constante conforme à un potentiel) et par le choix des
termes de la décomposition spectrale. Aucune loi, aucun principe ne sera ajouté. L’étude de
la décomposition spectrale d’une fonction définie sur (W, gW) est complexe et est évidemment
complètement liée à la précision de la donnée de (W, gW). Nous présenterons ici essentiellement
l’étude des interactions de particules avec un potentiel (autrement dit, les résultats donnés par
l’approximation linéaire), celle-ci incluant la notion de « spin » et donc naturellement la descrip-
tion d’expériences de type « Stern -Gerlach ». Les phénomènes particuliers qui font intervenir la
notion de spin que sont « l’intrication quantique » et le « moment magnétique anomal de l’élec-
tron » sont traités dans les sections 2.20 et 2.21. La description des phénomènes quantiques
plus complexes (abordée actuellement par la théorie quantique des champs) sera succinctement
présentée dans la section 2.22.
Passons maintenant aux énoncés précis des définitions, des résultats obtenus et de leurs
démonstrations.
2.2 Le « type géométrique » fondamental
Le type géométrique que l’on va définir maintenant va permettre l’étude complète de ce que
l’on appelle classiquement des « particules dans un potentiel ». La seule application de sa défi-
nition va suffire pour retrouver les résultats standard de la physique quantique sur le sujet. Nous
n’irons pas plus loin pour cette étude dans ce papier, mais ce « domaine géométrique » permettra
aussi d’aborder les phénomènes traités actuellement par la théorie quantique des champs (que
nous noterons « T.Q.C » par la suite) et ceci avec une très grande simplicité de l’axiomatique.
Précisons pour le lecteur familier avec la T.Q.C, que les définitions qui vont suivre sont plu-
tôt apparentées à la notion de « champs » de la T.Q.C. Les « quanta » de ces champs seront
apparentés aux « singularités » définies dans la section 2.13.
Les potentiels que l’on va considérer sont ceux que l’on a définis en (1.4.2). Ils seront à cour-
bure scalaire constante. La métrique pseudo-riemannienne g d’un domaine D qui va caractériser
le « type géométrique » fondamental va être définie par deux propriétés :
1. la métrique g sera conforme à une métrique de potentiel gP, autrement dit elle sera de la
forme f gP où f est une fonction réelle positive ou nulle.
2. La courbure scalaire S g sera conservée égale à S g0 (donc constante).
On rappelle qu’une transformation conforme d’une métrique pseudo-riemannienne g est une
transformation qui ne privilégie aucune direction (que ce soit d’espace ou de temps), elle consiste
à multiplier, en chaque point x de M , la forme quadratique gx de l’espace tangent TxpM q par
un réel f pxq ě 0.
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Il s’avère simplificateur, lors d’un changement de métrique conforme f gP, d’écrire f sous
la forme |a|4{n´2 (où n “ dimM ) car l’équation différentielle en « a », déduite des propriétés
précédentes, a une forme plus simple que celle écrite en « f ».
La définition précise du domaine géométrique qui, pour nous, va décrire tous les « phéno-
mènes quantiques » est donc la suivante.
Définition 19. Un domaine à courbure scalaire constante, conforme à un potentiel est un
domaine D de M qui vérifie les deux propriétés suivantes :
1. Quel que soit x P D il existe une carte (V , ϕ) en x du g-atlas d’observation, il existe
une fonction régulière a : ϕpV q “ C “ Θ ˆ S 1 ˆW Ñ R telles que ϕ : pV , gM q Ñ
pC , |a|4{n´2gPq soit une isométrie.
Ici gP est une métrique représentant un potentiel.
2. La courbure scalaire S gM est égale à S gP (et est donc une constante égale à S g0 pour
les potentiels considérés).
La condition 2. de cette définition est en fait une condition de normalisation de la fonction
a du changement de métrique conforme. Multiplier a par une constante positive λ fait que la
courbure scalaire S g1 , où g
1 “ |a|4{n´2gP, est multipliée par λ´4{n´2. On aurait pu choisir une
autre forme de normalisation qui laisse S g1 constante mais différente de S gP . La condition 2.
m’a paru le choix le plus simple. L’importance du choix de la normalisation apparaîtra dans la
section 2.14.
Remarque 18. Cette remarque est à mettre en parallèle avec la remarque 5 du premier chapitre.
On peut définir une classe plus large de domaines « à courbure scalaire constante conforme à un
potentiel » lorsque la cellule type C de la définition 19 est de la forme C “ Θˆ S 1 ˆ V1 ˆ V2
et les potentiels sont définis par une métrique produit gP “ g1P ˆ gV2 où g1P est une métrique
de potentiel sur C 1 “ Θ ˆ S 1 ˆ V1, ceci en considérant des transformations conformes de g1P
et non de gP. Précisément, la condition 1. de la définition 19 est remplacée par : Quel que soit
x P D il existe une carte (V , ϕ) en x du g-atlas d’observation, il existe une fonction régulière
a : C 1 “ ΘˆS 1ˆV1 Ñ R telles que ϕ : pV , gM q Ñ pC , p|a|4{n´2g1PqˆgV2q soit une isométrie.
Remarquons qu’avec cette définition, certaines « directions d’espace » sont privilégiées. Bien
sûr, tous les résultats que l’on va obtenir à partir de la définition 19 pourront s’appliquer à cette
nouvelle définition en considérant que la variété est de dimension pn ´ dimV2q. Le fait que
|a|4{n´2g1P ˆ gV2 soit une métrique produit est ensuite simple à gérer. Cependant, la courbure
scalaire S gP est différente de S g1P si S V2 est ­“ 0, (puisque S gP “ S g1P`S V2), et ceci pourra avoir
de l’importance car nous verrons par la suite que la notion de « masse » sera influencée par la
courbure scalaire (def 24). Étendre la définition 19 comme on vient de le présenter permettra
donc plus de possibilités liées à la notion de masse.
2.3 L’équation fondamentale d’un domaine « à courbure scalaire
constante, conforme à un potentiel »
On sait que la loi de transformation de la courbure scalaire, lors d’un changement de mé-
trique conforme g1 “ |a|4{n´2g, est donnée par l’équation de Yamabe :
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4pn ´ 1q
n´ 2 lga` S ga “ S g1 |a|
4{n´2a (2.1)
où S g (resp S g1) désigne la courbure scalaire relative à g (resp g
1) et lg :“ ´∇gi∇gi est le
dalembertien (des géomètres) relatif à g.
Ici la fonction a peut changer de signe. Sur l’ensemble où a s’annule la courbure relative à
g1 n’est pas définie. Sur cet ensemble l’équation 2.1 se réduit à 0 “ 0.
Compte tenu de la définition 19, l’équation fondamentale vérifiée par la fonction a, pour un
domaine « à courbure scalaire constante, conforme à un potentiel », est donc la suivante :
4pn´ 1q
n´ 2 lgPa` S gPa “ S gP |a|
4{n´2a (2.2)
où S gP est en fait S g0 qui est constante compte tenu des potentiels considérés.
Lorsque S gP ­“ 0, cette équation est non linéaire, ce qui rend son utilisation très délicate,
cependant nous allons voir que dans de nombreux cas correspondant à des expériences clas-
siques, la fonction a sera ! 1 (relativement à la normalisation donnée dans la définition 19-2.).
L’équation 2.2 pourra alors être « approchée » par l’équation où le second membre est nul. Ceci
est précisé dans la section suivante.
2.4 L’approximation linéaire
Les domaines de type « métrique oscillante dans un potentiel »
Nous nous intéressons maintenant aux domaines « à courbure scalaire constante, conforme
à un potentiel » pour lesquels les solutions de l’équation fondamentale 2.2 sont « très proches »
des solutions de l’équation linéaire associée :
4pn ´ 1q
n´ 2 lgPa` S g0a “ 0
ceci pour des conditions aux limites du domaine précisées (fondamentales pour la validité de
cette approximation). Nous verrons plus loin (section 2.14) que cette approximation correspond
aux expériences pour lesquelles, dans le langage classique, on néglige l’interaction des particules
entres elles (mais pas avec le potentiel bien sûr). Le fait que la fonction a reste ! 1 sera la
traduction d’une « faible densité de particules » dans l’expérience considérée. La non linéarité de
l’équation 2.2 fait que, lorsque a ! 1, le terme S gP |a|4{n´2 peut être « absorbé » par le terme S gP
du premier membre de l’équation en ne le modifiant que très peu. Bien sûr, ce simple fait n’est
pas suffisant mathématiquement pour que les solutions de l’équation linéaire soient « proches »
de celles de l’équation 2.2, les choses doivent être précisées. (L’annexe 3.5 présente un exemple
très simple d’approximation de solutions d’une équation non linéaire par celles d’une équation
linéaire associée, dans l’esprit de ce que l’on vient de présenter, qui peut aider à comprendre le
processus).
Nous donnons la définition suivante.
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Définition 20. Un domaine de type métrique oscillante dans un potentiel est un domaine « à
courbure scalaire constante, conforme à un potentiel » pour lequel la condition 2. de la définition
19 est remplacée par le fait que la fonction a vérifie :
lgPa` S a “ 0 (2.3)
où l’on a posé S “ 4pn ´ 1q
n´ 2 S g0
L’équation 2.3 devient donc l’équation fondamentale d’un domaine de type « métrique
oscillante dans un potentiel ».
la terminologie « métrique oscillante » est justifiée par le fait que dans la plupart des cas,
comme nous le verrons plus loin, la simple utilisation de la définition 20 impose à la fonction
a : C “ Θ ˆ S 1 ˆ W Ñ R d’avoir de « fortes oscillations en t P R » et éventuellement en
u P S 1. La fréquence des oscillations en « t P R » sera liée à la notion de « masse », celle des
oscillations en u P S 1 à la notion de « charge électrique » (defs 22 et 24).
La partie essentielle de ce deuxième chapitre a pour objectif le fait de retrouver les résultats
de la physique quantique classique qui décrivent les expériences standard (diffraction, fentes de
Young, influence des potentiels, expérience de Stern-Gerlach, intrication quantique, etc.). Pour
ces résultats, les interactions des particules entre elles sont négligées (on peut les considérer
« une par une » hormis pour les phénomènes d’« intrication quantique ») et c’est donc l’équation
2.3 que nous allons utiliser.
Remarque 19. L’équation fondamentale 2.3 peut être considérée comme l’approximation li-
néaire d’une équation plus générale que 2.2. Il n’est à priori pas nécessaire dans la définition 19
de supposer que le changement de métrique conforme conserve la courbure scalaire de gP (ni
même la laisse constante). Il suffit, pour la validité de 2.3, de borner S g1 , où g
1 “ |a|4{n´2gP, ceci
pour normaliser la fonction a. Le fait de conserver la constance de la courbure scalaire n’aura
d’intérêt que pour faire le parallèle avec certaines études présentées en T.Q.C, mais celles-ci ne
seront pas abordées ici.
2.5 Classification des métriques oscillantes
Comme on l’a déjà dit, « un domaine à courbure scalaire constante, conforme à un potentiel »
est caractérisé par deux « objets » :
1. Le potentiel donné par : gP “ g0 ` h (cf. 1.4.2).
2. La fonction a : C “ Θˆ S 1pδq ˆW Ñ R.
Quel que soit x P Θ, la fonction axp.q : C “ S 1pδq ˆ W Ñ R, donnée par axpu, vq :“
apx, u, vq, est définie sur la variété pseudo-riemannienne compacte S 1pδq ˆW . Elle admet donc
une décomposition spectrale relative au dalembertien lg0S1pδqˆW . En fait, compte tenu de la si-
gnature p´,`,`, . . . ,`q de g0|S 1pδqˆW , il sera préférable de considérer indépendamment les
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décompositions spectrales de apx,uqp.q : W Ñ R et de apx,wqp.q : S 1pδq Ñ R relatives aux la-
placiens riemanniens de pW, g|Wq et de pS 1pδq, g0|S 1pδqq. Ceci sera précisé dans le paragraphe
suivant.
Le principe de décomposition que l’on va utiliser est le même que celui qui consiste à dé-
composer des « sons » périodiques en « sons purs », ce qui se traduit mathématiquement par la
décomposition en série de Fourier des fonctions périodiques définies sur R. Les fonctions pé-
riodiques définies sur R s’identifient aux fonctions définies sur un cercle S 1 et celui-ci est une
variété compacte. La « compacité » est fondamentale pour la validité d’une théorie spectrale
« discrète ». L’obtention de grandeurs « discrètes » dans la théorie qui va suivre, qui justifie
le terme « quantique », va venir de la compacité de la variété S 1pδq ˆ W dans la cellule type.
Bien entendu, la décomposition spectrale que l’on va utiliser est bien plus complexe que celle
où la variété est réduite à un cercle. La classification des métriques oscillantes que l’on va dé-
duire de la décomposition spectrale s’apparente à la classification des « particules » des théories
physiques standard.
On commence par rappeler quelques résultats de théorie spectrale qui concernent les va-
riétés riemanniennes compactes. Pour nous, ces résultats concerneront les variétés pW, g0|Wq et
pS 1pδq, g0|S 1pδqq.
2.5.1 Rappels de quelques résultats de théorie spectrale sur les variétés rieman-
niennes compactes
Théorème spectral : on considère une variété riemannienne compacte pV, gq et l’opérateur
laplacien (des géomètres) associé : ∆ :“ ´∇i∇i.
1. Les valeurs propres du laplacien ∆ forment une suite croissante de réels positifs qui tend
vers `8 :
0 “ λ0 ă λ1 ă λ2 ă ¨ ¨ ¨ ă λn ă . . .
2. Pour chaque valeur propre λi, l’espace propre correspondant Eλi est de dimension finie
et, quels que soient i ‰ j, Eλi et Eλ j sont orthogonaux pour le produit scalaire standard
de L2pV, gq.
(dim E0 “ 1, E0 étant l’ensemble des fonctions constantes sur V)
3. La somme algébrique des espaces propres Eλi est dense dans C
8pVq muni de la
topologie uniforme. En particulier l’espace de Hilbert L2pV, gq admet une base hil-
bertienne de fonctions propres.
La proposition suivante, simple à montrer, concerne le « dalembertien » sur une variété
pseudo-riemannienne produit.
Proposition 8. On considère k variétés riemanniennes compactes pVi, giq.
Sur la variété produit V “ V1 ˆ ...ˆ Vk on définit le tenseur pseudo-riemannien :
g “ p´g1q ˆ p´g2q ˆ . . . p´gpq ˆ pgp`1q ¨ ¨ ¨ ˆ pgkq.
Le dalembertien associé est défini par l “ ´∇i∇i. (Si p “ 0, l “ ∆).
Soient Eλ1 , .., Eλk des espaces propres respectivement associés aux laplaciens des
pV1, g1q, . . . , pVk, gkq.
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Alors l’ensemble F constitué des « sommes finies de produits » f1 f2 . . . fk, où les fi P Eλi , est
un sous-espace vectoriel de l’espace propre Eλ relatif au dalembertien l de la variété pseudo-
riemannienne pV, gq associé à la valeur propre λ “ ´λ1 ¨ ¨ ¨ ´ λp ` λp`1 ` ¨ ¨ ¨ ` λk.
(Les fonctions fi sont ici considérées définies de V dans R, l’abus de notation utilisé consiste
à confondre fi : Vi Ñ R et fi ˝ pi : V Ñ R (où pi : V Ñ Vi est la projection canonique), cet
abus sera fréquent par la suite).
Autrement dit, F s’identifie canoniquement au produit tensoriel Eλ1 b ¨ ¨ ¨ b Eλk que l’on
considérera comme un sous-espace vectoriel de l’espace propre Eλ.
Remarque 20. On peut montrer que si λ est une valeur propre du dalembertien de pV, gq et s’il
existe un unique k-uplet pλ1, . . . , λkq de valeurs propres des pVi, giq tel que λ “ ´λ1 ¨ ¨ ¨ ´ λp `
λp`1 ` ¨ ¨ ¨ ` λk, alors l’espace propre Eλ est exactement Eλ1 b ¨ ¨ ¨ b Eλk . On prendra garde
d’autre part au fait que, lorsque la variété pseudo-riemannienne pV, gq n’est pas riemannienne, il
peut exister des espaces propres relatifs au dalembertien qui sont de dimension infinie.
La variété V que l’on considère ici est S 1pδq ˆW et la métrique pseudo-riemannienne g0|V
est la métrique produit pg0|S 1pδq ˆ g|Wq de signature p´,`, ..,`q. La fonction a : C “ Θ ˆ
S 1pδq ˆW Ñ R, qui précise la métrique oscillante, vérifie donc les propriétés suivantes d’après
le théorème spectral :




ϕipx,uqαip.q où pαiq est une base hilbertienne orthonormée de
fonctions propres de pW, gq.
2. Quel que soit i P N˚, quel que soit x P Θ, la fonction ϕi,xp.q : S 1pδq Ñ R admet la




ζ1,i, jpxq cosp2π ju{δq ` ζ2,i, jpxq sinp2π ju{δq.
Classer les métriques oscillantes va consister à ne prendre que certains termes de la décom-
position spectrale de la fonction a. Ceci va permettre, entre autre, de définir des constantes ca-
ractéristiques pour chaque métrique oscillante élémentaire choisie. Ces constantes vont donner
les notions de « masse », de « charge électrique », de « spin », etc., associées à la métrique os-
cillante élémentaire considérée, ce qui correspondra ensuite, lorsque l’on aura précisé la notion
de « singularités » (section 2.13), aux notions standard liées aux « particules ».
Le choix de la définition que l’on va présenter maintenant est essentiellement guidé par le
fait que l’on souhaite retrouver les « classifications standard » sur les particules, il tient compte
du fait que, vue la signature de g, S 1pδq ne joue pas le même rôle que W .
2.5.2 Les métriques oscillantes élémentaires
Les métriques oscillantes élémentaires peuvent être vues comme les « sons purs » dans la
décomposition d’un « son périodique ».
On considère un espace propre du dalembertien lg0S1pδqˆW de la forme
Eλ,µ :“ ES 1pδqpλq b EWpµq.
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Définition 21. Un domaine de type métrique oscillante élémentaire dans un potentiel associée
à Eλ,µ est un domaine de type métrique oscillante dans un potentiel (définition 20) pour lequel
la fonction a : C Ñ R vérifie : quel que soit x P Θ,
apxqp.q P Eλ,µ
.
Si λ ą 0, l’espace propre ES 1pδqpλq est de dimension 2.
Il est de dimension 1 lorsque λ “ 0.
On choisit souvent les bases naturelles :
1. pα1, α2q si λ ą 0, où α1puq :“ cosp
?
λ uq et α2puq :“ sinp
?
λ uq.
2. pα1 “ 1q lorsque λ “ 0.
(On identifiera ensuite ES 1pδqpλq à  si λ ‰ 0 et ES 1pδqp0q à R).
Si l’on choisit une base pβ1, . . . , βkq de EWpµq (L2W -orthonormée, par exemple), la fonction
a vérifie alors :




pϕ1,ipxq α1 ` ϕ2,ipxq α2q βi (2.4)
Lorsque les bases des espaces propres sont précisées, la fonction a est entièrement déterminée
par les 2k fonctions ϕ1,i et ϕ2,i (k fonctions réelles si λ “ 0).
Nous verrons dans la section 2.7 que, par des principes naturels d’approximations, nous
pourrons limiter le nombre des fonctions ϕ1,i et ϕ2,i qui déterminent la fonction a dans la dé-
composition 2.4 et ainsi affiner la classification des métriques oscillantes élémentaires. Avant
cela nous présentons les premières caractéristiques importantes des métriques oscillantes élé-
mentaires.
2.6 Les constantes associées à une métrique oscillante élémentaire
On introduit ici en particulier la notion de charge électrique et de masse d’une métrique
oscillante élémentaire. Bien sûr, la terminologie est choisie pour que ces notions correspondent
ensuite exactement à celles de la physique standard.
D’après la définition 21 la fonction a : C Ñ R qui caractérise la métrique oscillante élé-
mentaire associée à Eλ,µ vérifie :
@x P Θ axp.q P Eλ,µ :“ ES 1pδqpλq b EWpµq
Les constantes importantes que l’on va définir ne sont autres que celles construites à
partir des valeurs propres λ et µ de Eλ,µ. Elles seront donc invariantes par changement de
cartes de l’atlas d’observation qui proviennent des transformations de Poincaré, car celles-ci
« laissent fixe », par définition, la variété compacte S 1pδq ˆW donc l’espace propre Eλ,µ.
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La charge électrique absolue
Une base naturelle de l’espace propre ES 1pδqpλq, que l’on a utilisée dans la décomposition
2.5 de axp.q, est donnée par :
pα1, α2q si λ ą 0 (où α1puq “ cosp
?
λuqet α2puq “ sinp
?
λuq)
et par (α1 “ 1) lorsque λ “ 0.
Définition 22. La fréquence de charge électrique de la métrique oscillante élémentaire asso-




Pour retrouver la notion standard de « charge électrique » exprimée dans les unités S.I, on
donne la définition suivante :
Définition 23. La charge électrique absolue de la métrique oscillante élémentaire associée à
Eλ,µ est la constante q
` :“ ~Q` où ~ est la constante de Planck.
La définition de la charge électrique relative (positive ou négative) sera présentée plus loin
dans un cadre plus restrictif de métriques oscillantes (def. 31).
La constante de Planck n’apparaît ici que comme un facteur qui ramène une fréquence (ex-
primée en unité géométrique) à une unité S.I de charge électrique.
À ce sujet on rappelle que, en « unités géométriques », une masse est une « longueur », une
charge électrique est une « longueur », la constante de Planck est « le carré d’une longueur »,
une fréquence est l’« inverse d’une longueur », etc.
La masse
La justification de la terminologie « masse » (ainsi que celle de « charge électrique ») ap-
paraîtra clairement plus loin lors de la traduction de l’équation fondamentale 2.3 sous la forme
d’équations de Klein-Gordon puis de Schrödinger ( thms. 3 et 4). La définition donnée ici est
spécifique aux métriques oscillantes élémentaires, une extension à un cadre plus général pourra
être envisagée dans le cadre d’études plus complexes mais ne sera que très succinctement abor-
dée dans ce papier (cf.section 2.22).
Définition 24. La fréquence de masse de la métrique oscillante élémentaire associée à à Eλ,µ ,
est la constante positive ou nulle M qui vérifie :
M2 “ S ` µ´ λ
où S :“ n´ 2
4pn ´ 1qS g0 , S g0 étant la courbure scalaire constante de la métrique g0 (et des
métriques gP associées aux potentiels).
La fréquence de masse n’est évidemment définie ici que dans le cas où S ` µ´ λ est positif
ou nul (les cas pour lesquels S ` µ ´ λ est négatif seront étudiés lorsque la notion de « durée
de vie » interviendra, mais ce sujet ne sera que succinctement abordé dans ce papier (cf. section
2.22)).
Pour retrouver la notion de « masse » exprimée dans les unités S.I, on donne la définition
suivante.
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Définition 25. La masse de la métrique oscillante élémentaire associée à Eλ,µ est la constante
m :“ ~c´1M où c est la célérité de la lumière.
On remarquera que la courbure scalaire S g0 intervient dans la définition de la masse en se
rajoutant à la valeur propre µ´ λ, ceci pour retrouver, comme on l’a déjà dit, la notion standard
de masse de la physique classique. Mais nous verrons (section 2.17) que ce fait peut être lié à la
notion de « champ de Higgs », (la courbure scalaire, lorsqu’elle est ą 0 « donne » de la masse à
des métriques oscillantes pour lesquelles µ´ λ est ă 0).
Remarque 21. De par sa définition, la fréquence de charge électrique est un multiple entier de
δ´1 où δ est le rayon du cercle S 1pδq. La charge électrique absolue q` est donc un multiple
entier d’une charge élémentaire. Par contre, la masse d’une telle métrique oscillante possède
un ensemble de valeurs possibles bien plus complexe. (Bien que celui-ci soit discret pour une
variété (S 1pδq ˆW, g0|S 1pδqˆWq) fixée).
Lorsque la variété compacte W est décomposée sous la forme d’un produit V1 ˆ ¨ ¨ ¨ ˆ
Vk, les valeurs propres des espaces propres EVkpµkq sont des caractéristiques de la métrique
oscillante qui peuvent s’avérer importantes. Ce sera le cas pour la décompositionW “ S 3pρqˆV
pour laquelle les espaces propres ES 3pρqpγq donneront la classification en terme de « spin » des
métriques oscillantes élémentaires. Ceci sera détaillé dans la section 2.15.
2.7 Affinement de la classification des métriques oscillantes
Les métriques oscillantes élémentaires d’ordre 1 et 2 dans un
potentiel
La précision des résultats obtenus lors de l’étude des métriques oscillantes élémentaires est,
bien sûr, liée à la précision donnée sur la variété riemannienne compacte pW, gWq. Le choix
de celle-ci se précise petit à petit guidé par la volonté de décrire le plus finement possible les
résultats expérimentaux. Pour pouvoir écrire des théorèmes suffisamment précis il est nécessaire
de savoir « négliger » la « partie » encore inconnue de la variété pW, gWq.
Pour retrouver les résultats de la physique quantique standard qui ne tiennent pas compte de
la notion de spin, nous « négligerons » (avec une définition précise (def. 26)) les « effets quan-
tiques » liés à la variété « entière » pW, gWq et seuls les « effets quantiques » liés à pS 1pδq, g0S1 q
seront considérés.
Les métriques oscillantes élémentaires correspondant à cette situation seront dites « d’ordre 1 »
(def. 27-1.) et nous verrons qu’il suffira alors d’utiliser seulement deux fonctions réelles (donc
une fonction complexe) pour déterminer complètement l’équation que vérifie la fonction a.
Pour retrouver les résultats qui tiennent compte de la notion de spin, nous considérerons que
la variété pW, gWq se décompose sous la forme :
pW, gWq “ pS 3pρq ˆ V, g0S3 ˆ gVq
où pS 3pρq, g0S3 q est la sphère riemannienne standard de dimension 3 et de rayon ρ. Une descrip-
tion précise de cette situation pourra être faite à condition de « négliger » les effets quantiques
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liés à pV, gVq et de ne considérer que ceux liés à pS 1pδq ˆ S 3pρq, g0S1ˆS3 q.
Les métriques oscillantes élémentaires correspondant à cette situation seront dites « d’ordre 2 »
(def. 27-2.). Le nombre de fonctions réelles qui suffira à la détermination de l’équation vérifiée
par la fonction a sera ici limité par la dimension des espaces propres du laplacien sur la sphère
pS 3pρq, g0S3 q.
Une description de plus en plus « fine » des effets quantiques pourra être poursuivie en
continuant de préciser les propriétés de la variété pW, gWq. Cette précision ne s’obtiendra pas
nécessairement en décomposant la variété V sous forme de produit, mais si cela est le cas, nous
définirons les métriques oscillantes élémentaires d’ordre k ą 2.
La définition 26 qui va suivre permet de préciser ce que l’on vient de présenter, c’est à dire la
manière dont on « néglige » certains « effets quantiques » liés à la variété pW, gWq. Elle concerne
les métriques représentant les potentiels et elle s’applique dans le cadre général pour lequel
la variété compacte pW, gWq se décompose sous la forme pV1, gV1q ˆ pV2, gV2q. Les métriques
oscillantes d’ordre 1 dont on vient de parler (précisées dans la définition 27-1.) sont celles pour
lesquelles V1 est réduite à un singleton (sans intérêt) et V2 “ W .
Les métriques oscillantes d’ordre 2 (précisées dans la définition 27-2.) sont celles pour lesquelles
V1 “ S 3pρq (et V2 est noté V).
On considère une cellule type C “ ΘˆS 1pδqˆW avecW “ V1ˆV2 où V1 et V2 sont deux
variétés riemanniennes compactes (V1 pouvant être éventuellement de dimension 0).
Soient :
- g0 une métrique de potentiel neutre sur C : g0 “ gΘ ˆ p´gS 1pδqq ˆ gV1 ˆ gV2 .
- gP une métrique représentant un potentiel actif : gP “ g0 ` h (sous-section 1.4.2).
- EV2pµ2q un espace propre du laplacien sur la variété pV2, gV2q associé à la valeur propre µ2.
Définition 26. Un potentiel (de métrique gP) est neutre sur EV2pµ2q si :
quelles que soient les fonctions ϕ : Θˆ S 1pδq ˆ V1 Ñ R et β P EV2pµ2q :
lgPpϕβq “ plgPϕ` µ2ϕqβ (2.5)
(ϕ et β peuvent être considérées définies sur C )
Évidemment, l’égalité 2.5 est toujours vérifiée pour la métrique g0, celle-ci étant une mé-
trique « produit ». Elle l’est aussi pour toute métrique de potentiel gP si µ2 “ 0. Cette définition
traduit le fait que la métrique gP n’a pas plus d’influence sur l’espace propre EV2pµ2q que n’en a
la métrique g0 (ou du moins que la différence d’influence est négligeable).
Si l’on considère un domaine de type « métrique oscillante élémentaire associée a Eλ,µ
dans un potentiel » (def. 26), pour lequel W “ V1 ˆ V2 et Eλ,µ “ ES 1pδqpλq b EV1pµ1q b
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où les βi forment une base de EV2pµ2q et les fonctions ϕi : Θˆ S 1pδq ˆ V1 Ñ R vérifient :
@x P Θ, ϕixp.q P ES 1pδqpλq b EV1pµ1q (EV1pµ1q “ R si dim V1 “ 0).







ϕiβi “ 0 (2.7)
Lorsque la métrique gP est neutre sur EV2pµ2q, l’équation 2.7 est équivalente, d’après 2.5,
aux k équations identiques :
lgPpϕiq ` pµ2 ` S qϕi “ 0
Pour la détermination de la fonction a, on est donc ramené lorsque gP est neutre sur EV2pµ2q, à
l’étude d’une seule équation de la forme :
lgPpϕq ` pµ2 ` S qϕ “ 0 (2.8)
où ici la fonction ϕ est définie sur Θ ˆ S 1pδq ˆ V1. Ceci est particulièrement simplificateur
si k1 :“ dimV1 “ 1, ce qui est le cas lorsque gP “ g0 puisque g0 est neutre sur W suivant
la définition 26, mais ce sera aussi le cas pour les potentiels actifs d’ordre 1 comme on va le
préciser dans le paragraphe suivant.
Les potentiels que l’on va considérer dans la suite sont essentiellement les potentiels actifs
« sans électromagnétisme » et « électromagnétiques » (sous-section 1.4.2).
Comme on l’a déjà annoncé, les résultats expérimentaux qui concernent les potentiels élec-
tromagnétiques seront correctement décrits (effet de « spin » compris) lorsque la cellule type se
décompose sous la forme suivante :
C “ Θˆ S 1pδq ˆ S 3pρq ˆ V (2.9)
où S 3pρq est la sphère riemannienne standard de dimension 3 et de rayon ρ.
Lorsque l’on négligera les effets de « spin », on supposera que le potentiel électroma-
gnétique gP est neutre sur ES 3pρqˆVpµq (auquel cas la décomposition W “ S 3pρq ˆ V est
inutile). Ceci pour un domaine de type « métrique oscillante élémentaire associée à Eλ,µ “
ES 1pδq ˆ ES 3ˆVpµq » (def. 21).
Lorsque l’on tiendra compte des effets de « spin », on supposera que le potentiel gP est
neutre seulement sur EVpµ2q. (Dans le premier cas on pourra considérer que l’on a « moyennisé »
à priori le potentiel gP du second cas sur S
3pρq).
Quant aux potentiels sans « électromagnétisme », ils seront souvent considérés neutres sur
ES 3ˆVpµq.
Les potentiels actifs « sans électromagnétisme » et « électromagnétiques » ont été dé-
crits précisément par les propositions 4 et 5. La proposition suivante, dont la démonstration
(très simple) est donnée dans l’annexe 3.6, précise des conditions qui rendent ces potentiels
« neutres » sur EV2pµq lorsque la cellule est de la forme C “ Θˆ S 1pδq ˆ V1 ˆ V2.
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Proposition 9.
1. Si, pour un potentiel actif sans électromagnétisme (proposition 4), le champ de vecteurs
X1 s’annule sur EV2pµ2q (c.a.d si @β P EV2pµ2q, X1pβq “ 0), alors ce potentiel est
neutre sur EV2pµ2q.
2. Si, pour un potentiel électromagnétique (proposition 5), les deux champs de vecteurs Υ
et X2 s’annulent sur EV2pµ2q, alors ce potentiel est neutre sur EV2pµ2q.
Les considérations précédentes amènent donc à affiner la classification des métriques os-
cillantes élémentaires. On donne dans le paragraphe suivant la définition précise des métriques
oscillantes élémentaires d’ordre 1 et 2.
Les métriques oscillantes élémentaires d’ordre 1 et 2 dans un potentiel
La cellule type considérée est C “ Θ ˆ S 1pδq ˆ W et W est décomposée sous la forme
W “ S 3pρq ˆ V pour l’ordre 2.
Une métrique de potentiel neutre est de la forme :
g0 “ gΘ ˆ p´gS 1pδqq ˆ gW et gW “ gS 3pρq ˆ gV pour l’ordre 2.
Définition 27.
1. Un domaine de type métrique oscillante élémentaire d’ordre 1 dans un potentiel est un
domaine de type métrique oscillante dans un potentiel (def. 20) pour lequel la fonction
a : C Ñ R est de la forme :
a “ ϕβ où β P EWpµq et ϕ : Θˆ S 1pδq Ñ R vérifie :
@x P Θ, ϕxp.q P ES 1pδqpλq.
De plus, le potentiel est neutre sur EWpµq.
2. Un domaine de type métrique oscillante élémentaire d’ordre 2 dans un potentiel est un
domaine de type métrique oscillante dans un potentiel (def 20) pour lequel la fonction
a : C Ñ R est de la forme :
a “ φβ où β P EVpµq et φ : Θˆ S 1pδq ˆ S 3pρq Ñ R vérifie :
@x P Θ, φxp.q P ES 1pδqpλq b ES 3pρqpγq.
De plus, le potentiel est neutre sur EVpνq.
Que ce soit pour l’ordre 1 ou 2, cette définition correspond à la définition 21 lorsque l’on
a pris pour la fonction a un seul des termes de la décomposition 2.6. (On rappelle que ceci est
justifié par le fait que la contrainte sur les potentiels donne des équations identiques de la forme
2.8 pour chacun des termes de la somme 2.6) .
Remarque 22. On aurait pu définir les métriques oscillantes « d’ordre 0 » dans le cas particulier
où λ “ 0 alors qu’on les a classées dans celles d’ordre 1.
Puisque ES 1pδqp0q s’identifie naturellement à R et ES 1pδqpλq à C lorsque λ ą 0 (comme on
le précisera dans la section 2.10), la fonction ϕ de la définition précédente s’identifie à une
fonction réelle définie sur Θ lorsque λ “ 0 et à une fonction complexe si λ ą 0. De même,
comme ES 1pδqpλq b ES 3pρqpγq s’identifie au complexifié ES 3pρqpγq, la fonction ϕ d’une métrique
oscillante élémentaire d’ordre 2 s’identifie à une fonction à valeurs dans ES 3pρqpγq définie sur Θ.
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Comme on l’a déjà précisé, le processus peut éventuellement être poursuivi pour définir des
métriques oscillantes d’ordre k ą 2 correspondant à des décompositions plus fines de W que
celle de la forme S 3pρq ˆ V , mais ceci ne sera pas abordé dans ce papier.
Remarque 23. Le lecteur familier avec la T.Q.C pourra commencer à faire le parallèle suivant
avec la théorie présentée ici :
1. Les métriques oscillantes élémentaires d’ordre 0 s’apparentent aux champs scalaires
réels de la T.Q.C, celles d’ordre 1 aux champs scalaires complexes, celles d’ordre 2
aux champs spinoriels, etc.
2. Les quanta des « champs » de la T.Q.C s’apparenteront aux singularités présentées dans
la section 2.13.
3. L’espace de Fock d’un « système de particules » est remplacé par l’espace des fonctions
régulières {a : C “ Θˆ S 1pδq ˆW Ñ R}.
4. Aucun lagrangien, hamiltonien et processus de « quantification » ne sera ici utilisé. Tout
sera « géré » par la seule équation fondamentale 2.2 qui n’est qu’une simple conséquence
du type géométrique choisi.
5. La description précise des expériences que l’on déduira de la théorie présentée ici sera
profondément différente de celle donnée en physique quantique classique et en T.Q.C.
Elle sera essentiellement liée à la « déformation » de l’espace-temps M dont l’interpré-
tation ne pourra être précisée qu’après la section 2.14.
2.8 Des exemples importants de métriques oscillantes élémentaires
dans un potentiel neutre
Les exemples (très) particuliers de métriques oscillantes que l’on va décrire dans cette sec-
tion sont ceux qui, en langage de physique classique , représentent les « flots de particules » se
déplaçant à une vitesse constante ÝÑv (donc nécessairement dans un potentiel neutre et dans le
cadre de l’approximation linéaire ). Ils vont permettre , par exemple, d’écrire précisément des
« conditions aux limites » pour la description d’expériences dont le principe est basé sur « l’en-
voi de particules »lancées à une vitesse ÝÑv dans un système physique. Ces exemples vont aussi
permettre d’introduire naturellement la notion de charge électrique relative et ceci sera ensuite
étendu à une classe de métriques oscillantes bien plus générale (section 2.9). Nous commençons
par considérer le cas des métriques oscillantes élémentaires d’ordre 1 (def. 27), l’extension au
cas plus général des métriques oscillantes élémentaires associées à Eλ,µ (def. 21) ne pose pas de
difficultés et sera présentée en fin de cette section.
2.8.1 Les métriques oscillantes élémentaires homogènes d’ordre 1 dans un poten-
tiel neutre
D’après la définition 27, la fonction a qui caractérise une métrique oscillante élémentaire
d’ordre 1 dans un potentiel est de la forme a “ ϕβ où β P EWpµq et ϕ : Θˆ S 1pδq Ñ R vérifie :
@x P Θ ϕxp.q P ES 1pδq.
CHAPITRE 2. LES PHÉNOMÈNES QUANTIQUES 62
On suppose que cette métrique oscillante est « homogène-stationnaire », ce que l’on traduit
en disant que la fonction a ne dépend pas des variables d’espace px1, x2, x3q de Θ.
Cette propriété n’est évidemment pas invariante par les transformations de Poincaré sur Θ,
le mot « stationnaire » est relatif au choix de la carte de l’atlas d’observation.
La fonction ϕ est alors de la forme :
ϕpt, uq “ ϕ1ptq cospQ`uq ` ϕ2ptq sinpQ`uq
où l’on a posé t “ x0, u “ x4 et Q` :“
?
λ est la fréquence de charge électrique (def. 22).
L’équation fondamentale 2.3 s’écrit ici :
lg0a` S a “ 0
où S “ n´ 2




B2{pBxkq2 ` B2{Bu2 ` ∆g0W






`uq ` pS ` µ´ pQ`q2qϕ “ 0







puisque M2 “ S ` µ´ pQ`q2
Autrement dit, les métriques oscillantes qui vérifient les propriétés précédentes ont leurs
fonctions a (vues dans la carte de l’atlas d’observation) qui sont de la forme :
a “ βppA1 cospMtq ` A2 sinpMtqq cospQ`uq ` pB1 cospMtq ` B2 sinpMtqq sinpQ`uqq
où A1, A2, B1, B2 sont des constantes.
Ce qui s’écrit, après transformations :
a “ βpC1 cospMt` Q`uq `C2 sinpMt` Q`uqq ` βpC3 cospMt´ Q`uq `C4 sinpMt´Q`uqq
où C1 “ 1{2pA1 ´ B2q,C2 “ 1{2pA2 ` B1q,C3 “ 1{2pA1 ` B2q,C4 “ 1{2pA2 ´ B1q
Les fonctions a s’écrivent donc sous la forme a` ` a´ avec :
a` “ βpC1 cospMt ` Q`uq ` C2 sinpMt` Q`uqq
a´ “ βpC3 cospMt ´ Q`uq ` C4 sinpMt´ Q`uqq
Et l’on remarquera qu’il n’y a pas d’ambiguïté pour la définition de a` et a´ à condition que M
soit non nul.
Si l’on pose Q “ Q` pour a` et Q “ ´Q` pour a´, les fonctions a` et a´ s’écrivent sous
la même forme :
βpC cospMt` Quq ` C1 sinpMt` Quqq
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La constante Q définira, sur cet exemple très particulier, la charge électrique relative de la
métrique oscillante, positive pour a`, négative pour a´, et ceci n’est bien défini que si M ą 0.
(On peut lier a` et a´ à la notion de « particule » et « antiparticule »)
On donne donc la définition suivante :
Définition 28. Un domaine de type métrique oscillante élémentaire homogène-stationnaire
pour pV, ζq, d’ordre 1, est un domaine V de type « métrique oscillante élémentaire d’ordre 1
dans un potentiel neutre » pour lequel , dans la carte pV, ζq la fonction a est de la forme :
a “ ϕβ où β P EWpµq et ϕ : Θˆ S 1pδq Ñ R vérifie :
ϕpt, x1, x2, x3, uq “ C cospMt` Quq ` C1 sinpMt` Quq
(et ne dépend donc pas de x1, x2, x3).
(Ici Q est la charge électrique relative et peut être positive ou négative).
Pour définir une métrique oscillante élémentaire homogène qui se déplace à une vitesse
constante ÝÑv relativement à une carte (V’,ζ1) de l’atlas d’observation, il suffit naturellement
de considérer une transformation de Poincaré :^ : Θ Ñ Θ1 qui correspond à un observateur lié
à Θ1 se déplaçant à une vitesse ´ÝÑv relativement à Θ. On définit alors la g0-isométrie
σ : C “ Θ ˆ S 1pδq ˆ W Ñ C 1 “ Θ1 ˆ S 1pδq ˆ W en posant σ “ ^ ˆ Id où Id désigne
l’application identité sur S 1pδq ˆW .
On laisse le soin au lecteur de vérifier que la fonction a ˝ σ, qui correspond à la fonction de
la métrique oscillante « vue » dans la carte (V’,ζ1), lorsque a est celle « vue » dans pV, ζq, est
de la forme a ˝ σ “ ϕ1β où β P EWpµq et













(Ici l’espace tangent en un point quelconque de Ω est canoniquement identifié à R3 lorsque
I ˆ Ω “ Θ Ă R4).
La constante M1 ą 0 est appelée la masse relativiste vue dans la carte (V’,ζ1). Le fait que, par
définition, lgoa ` S a “ 0 montre que M “ p1 ´ |ÝÑv |2q1{2M1 où M est la masse (au repos)
déjà définie.
On donne donc la définition suivante :
Définition 29. Une métrique oscillante élémentaire homogène (d’ordre 1) dans un potentiel
neutre a une vitesse de propagation constante ÝÑv relative à une carte pV, ζq de l’atlas d’obser-
vation si la fonction a “ ϕβ correspondante est telle que :









le vecteur vitesse est alors ÝÑv “ p1{M1qpλ1, λ2, λ3q P R3.
Lorsque ÝÑv “ 0 on retrouve évidemment la définition 28.
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2.8.2 Le cas plus général des métriques oscillantes élémentaires associées à Eλ,µ
Si l’on choisit une base pβ1, . . . , βkq de EWpµq, la fonction a représentant une telle métrique




pϕ1,ipxq cospQ`uq ` ϕ2,ipxq sinpQ`uqq βipwq
Chaque terme de cette somme peut être considéré comme étant la fonction ai d’une métrique
oscillante élémentaire d’ordre 1.
Définition 30. Un domaine de type métrique oscillante élémentaire associée à Eλ,µ est homo-
gène stationnaire pour une carte pV, ζq si @i de 1à k, les fonctions ai correspondent à celles
données dans la définition 28, toutes avec la même valeur de Q. (Lorsque Q “
?
λ “ Q`, la
charge électrique relative est positive, Lorsque Q “ ´
?
λ “ ´Q` elle est négative).
On généralise de même la définition 29.
Ces définitions ne dépendent évidemment pas du choix de la base pβ1, . . . , βkq.
2.9 La charge électrique relative
On étend ici la notion de charge électrique relative, que l’on a introduite dans la sous-section
précédente, au cadre plus général des métriques oscillantes élémentaires associées à Eλ,µ (def
21) pour lesquelles la notion de charge électrique absolue a été précisée dans les définitions 22
et 23. On rappelle qu’ici la cellule type est C “ Θ ˆ S 1pδq ˆ W , les fonctions a : C Ñ R
vérifient : @x P Θ axp.q P Eλ,µ.
Définition 31. Un domaine de type métrique oscillante élémentaire associée à Eλ,µ dans un
potentiel a une charge électrique (relative) bien définie si Q` “ 0, ou si le champ de vecteurs







est un champ de vecteurs de genre temps qui est de plus :
1. Soit partout dans l’orientation en temps de Θ.
2. Soit partout opposé à l’orientation en temps de Θ.
Dans le premier cas, la fréquence de charge relative Q est définie par Q`, dans le second cas
par ´Q`.
(On définit comme précédemment la charge électrique q en posant q “ ~Q)
Dans l’intégrale 2.10, la fonction
Ba
Bu : C Ñ R n’est autre que la fonction Ypaq où Y est
le champ de vecteurs qui définit l’électromagnétisme, et le champ
ÝÝÑ
gradg0Θa est le champ de
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vecteurs tangents à Θ défini par :
ÝÝÑ
gradg0Θa :“ pB0aqB0 ´
3ÿ
k“1
pBkaqBk où B0 :“ BBx0 “
B
Bt et Bk :“
B
Bxk .
De par sa définition « intrinsèque », la charge électrique relative est invariante par les trans-
formations de Poincaré sur Θ qui conservent l’orientation en temps.
On laisse le soin au lecteur de vérifier que la charge électrique relative donnée par la défini-
tion 31 correspond à celle donnée dans le cadre particulier des métriques oscillantes homogènes
(defs. 29 et 30) et que, lorsque M “ 0, le champ de vecteurs défini par 2.10 est de genre espace
ou de genre lumière. (La charge électrique relative n’est donc pas bien définie dans ce cas).
2.10 Les fonctions canoniques associées aux métriques oscillantes
élémentaires d’ordre 1 et 2
On rappelle que la cellule type considérée pour ces métriques oscillantes est C “ Θ ˆ
S 1pδq ˆW et que W est décomposée sous la forme W “ S 3pρq ˆ V pour l’ordre 2.
Une métrique de potentiel neutre est de la forme g0 “ gΘˆp´gS 1pδqqˆgW où gW “ gS 3pρqˆgV
pour l’ordre 2.
D’après la définition 27, la fonction a qui caractérise la métrique oscillante vérifie pour
l’ordre 1 :
a “ ϕβ
où β P ES 3ˆVpµq et ϕ : Θˆ S 1 Ñ R vérifie : @x P Θ, ϕxp.q P Es1pδqpλq.
On a donc : @px, uq P Θˆ S 1pδq,
ϕxpuq “ ϕ1pxq cospQ`uq ` ϕ2pxq sinpQ`uq. (2.11)
Et pour l’ordre 2 :
a “ φβ
où β P EVpνq et φ : Θˆ S 1pδq ˆ S 3pρq Ñ R vérifie :
@x P Θ, φxp.q P ES 1pδqpλq b ES 3pρqpνq.
On a donc : @px, u, sq P Θˆ S 1pδq ˆ S 3pρq,
φxpu, sq “ φ1,xpsq cospQ`uq ` φ2,xpsq sinpQ`uq. (2.12)
Nous allons définir les fonctions canoniques à partir des fonctions ϕ et φ précédentes. Ces
fonctions contiendront toutes les informations essentielles de la fonction a et seront plus simples
à manipuler que cette dernière. Elles auront comme autre intérêt d’être définies sur « l’espace
apparent » Θ Ă R4 et pourront donc être comparées aux fonctions qui interviennent dans les
théories quantiques standard.
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Définition 32.
1. On considère un domaine de type « métrique oscillante élémentaire d’ordre 1 dans un
potentiel ».
La fonction canonique associée à ce domaine est la fonction complexe ac : Θ Ñ C
donnée, lorsque Q` ‰ 0, par acpxq :“ ϕ1pxq ` iϕ2pxq
où ϕ1 et ϕ2 sont définies par 2.11,
et donnée simplement par ac “ ϕ1 si Q` “ 0 (c’est, dans ce dernier cas, une fonction
réelle).
2. On considère un domaine de type « métrique oscillante élémentaire
d’ordre 2 dans un potentiel ».
La fonction canonique associée à ce domaine est la fonction
ac : ΘÑ ECS 3pρqpγq
donnée, lorsque Q` ‰ 0, par acpxq :“ φ1,x ` iφ2,x P ES 3pρqpγq ` iES 3pρqpγq
(où EC
S 3pρq
pγq est le « complexifié » Cb ES 3pρqpγq “ ES 3pρqpγq ` iES 3pρqpγq et φ1,x et
φ2,x sont définies par 2.12),
et donnée simplement par acpxq :“ φ1,x si Q` “ 0.
On peut, bien sûr, étendre cette définition aux métriques oscillantes élémentaires d’ordre
k ą 2 lorsque la variété compacte V est décomposée en produit.
En fait, les fonctions canoniques ac sont directement liées à l’existence des isomorphismes
canoniques suivants que nous utiliserons lors des démonstrations :
On considère les espaces propres ES 1pδqpλq. Pour les valeurs propres λ ‰ 0 tous ces espaces





λuq » exprimées dans le système de coordonnées standard de S 1pδq orientée (cf. 1.2.1).
Lorsque λ ‰ 0, l’isomorphisme canonique Cλ : ES 1pδqpλq Ñ C est défini par :
CλpA cosp
?
λp.qq ` B sinp
?
λp.qq :“ A` iB (2.13)
Dans le cas des métriques oscillantes d’ordre 1, la fonction canonique ac vérifie donc :
@x P Θ, acpxq “ Cλpϕxp.qq.
L’isomorphisme Cλ induit alors naturellement un isomorphisme :
Cλ,γ : ES 1pδqpλq b ES 3pδqpγq Ñ ECS 3pρqpγq (2.14)
Et dans le cas des métriques oscillantes d’ordre 2, la fonction canonique ac vérifie :
@x P Θ, acpxq “ Cλ,γpφxp.qq.
On montre alors rapidement que, pour l’ordre 1 ou 2 :
a “ Repβe´iQ`uacq (2.15)
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2.11 Les équations de Klein-Gordon (pour différents potentiels) ob-
tenues comme simples conséquences de la définition du « type
géométrique »
Le résultat important de cette section est énoncé dans le théorème 3 qui va suivre. Il concerne
les métriques oscillantes élémentaires d’ordre 1 dans un potentiel. En fait, celles d’ordre 2, qui
tiennent compte de la notion de « spin », se traitent de manière identique, mais pour la clarté de
l’exposé nous ne présenterons ce cas que dans la section 2.15.
Les équations obtenues ne sont que des traductions de l’équation fondamentale lgPa` S a “ 0
vérifiée dans un domaine de type« métrique oscillante élémentaire dans un potentiel ».
On commence par rappeler et préciser ce que sont les domaines de type « potentiel » que
l’on va utiliser et que l’on a déjà étudiés (cf. 1.4.2 et 1.5) :
On considère une carte pU, ζq de l’atlas d’observation telle que ζpUq soit la cellule type C “
Θ ˆ S 1pδq ˆW dont les coordonnées seront notées px, u,wq avec x “ pt, x1, x2, x3q P Θ Ă R4,
les coordonnées de « genre temps » x0 et x4 sont ici notées t et u.
1. le potentiel neutre
La métrique est g0 “ gΘ ˆ p´gS 1pδqq ˆ gW où gΘ est la métrique de Minkovski sur
Θ Ă R4, gS 1pδq est la métrique standard de S 1pδq, gW est une métrique riemannienne
sur la variété compacte W à courbure scalaire constante.
2. Le potentiel actif sans électromagnétisme
La métrique est, comme on l’a vu (cf. 1.4.2), de la forme g “ g0` h où, en chaque point
P, l’endomorphisme ehP est nilpotent d’indice 2. On a (proposition 4) :
h “ ´2vX51 b X51, g0pX1,
B
Bt q “ 1, g0pX1, Yq “ 0, g0pX1, X1q “ 0.
Ici v est la fonction potentiel et X0 a été choisi égal à
B
Bt qui est lié à la carte de l’atlas
d’observation.
On suppose que l’hypothèse HN posée pour l’étude des géodésiques (cf. 1.5.1) est vé-
rifiée (avec Dg0X1 “ 0), que S g “ S g0 (voir la remarque 15) et que la métrique g
est neutre sur EWpµq (def. 26) lorsque la métrique oscillante considérée est associée à
Eλ,µ :“ ES 1pλq b EWpµq.
Ces derniers points sont récapitulés dans l’hypothèse H1,N suivante :
(a) SP “ S g0 .
(b) La fonction potentiel v est définie surU lorsque Θ “ I ˆU Ă Rˆ R3.
(c) Le champ de vecteurs X1 est défini sur IˆW , Dg0X1 “ 0 et X1 s’annule sur EWpµq.
3. le potentiel électromagnétique
La métrique est, comme on l’a vu (cf. 1.4.2), de la forme g “ g0` h où, en chaque point
P, l’endomorphisme ehP est nilpotent d’indice 2 ou 3. On a (proposition 5) :
h “ Υ5 b X52 ` X52 b Υ5, g0pX2, Yq “ 1, g0pX2,Υq “ 0, g0pX2, X2q “ 0.
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on suppose que l’hypothèse HE posée pour l’étude des géodésiques (cf. 1.5.1) est vérifiée
(avec Dg0X2 “ 0), que S g “ S g0 (voir la remarque 16) et que la métrique g est neutre
sur EWpµq (def. 26).
Ces derniers points sont récapitulés dans l’hypothèse H1,E suivante :
(a) SP “ S g0 .
(b) Le champ de vecteurs Υ est défini sur Θ.
(c) Le champ de vecteurs X2 est défini sur S
1pδq ˆW , Dg0pX2q “ 0 et X2 s’annule sur
EWpµq.
Les hypothèses H1,N et H1,E peuvent être vues comme des « approximations » qui traduisent
le fait que l’on néglige certains effets quantiques relatifs à la variété compacte W . Ne pas suppo-
ser ces hypothèses apporterait des termes perturbatifs supplémentaires dans les équations don-
nées par le théorème 3. Il peut être intéressant d’étudier ces perturbations, cependant le problème
est plus délicat qu’il n’y parait au premier abord car, si l’on approfondit les détails de la démons-
tration du théorème 3, on s’aperçoit que le fait d’avoir choisi l’approximation linéaire (section
2.3) impose des contraintes sur les potentiels (réalisées en particulier par les hypothèses H1,N
et H1,E). Supprimer totalement les hypothèses H1,N et H1,E obligerait donc à utiliser l’équa-
tion fondamentale 2.2 et non son approximation linéaire 2.3, ce qui rend l’étude beaucoup plus
difficile.
Théorème 3. On considère un domaine de type « métrique oscillante élémentaire d’ordre 1
dans un potentiel » (def. 27).
Alors, dans les 3 cas de potentiels considérés, la fonction canonique ac vérifie les équations
« de Klein-Gordon » suivantes :
1. Dans un potentiel neutre.
lΘac ` M2ac “ 0 (2.16)






pBxkq2 et M est la fréquence de masse de la métrique oscillante.
2. Dans un potentiel sans électromagnétisme sous l’hypothèse H1,N .
lΘac ` M2ac ´ 2v B
2ac
pBtq2 “ 0 (2.17)
où v est la fonction potentiel (def. 17)
3. Dans un potentiel électromagnétique sous l’hypothèse H1,E .
3ÿ
j“0
ε jpi BBx j ` Q
`Υ jq2ac ` M2ac “ 0 (2.18)
où ε j “ g0 j j c.a.d : ε0 “ ´1 et ε1 “ ε2 “ ε3 “ `1.
(Le carré d’un opérateur différentiel se comprend, bien sûr, comme le composé par lui
même).
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La démonstration de ce théorème est détaillée dans l’annexe (3.7).
Remarque 24. Les équations 2.16 et 2.18 sont invariantes par les changements de cartes qui
proviennent des transformations de Poincaré. Ce n’est pas le cas pour l’équation 2.17 car le
« champ d’observation » X0 a été choisi égal à
B
pBtq lié a une carte de l’atlas d’observation, et
celui-ci n’est pas invariant par les transformations de Poincaré.
Il est important de noter que les équations données par ce théorème sont des conclu-
sions obligées de la seule définition d’un domaine « à courbure scalaire constante, conforme
à un potentiel » dans le cadre de l’approximation linéaire. Aucune loi, aucun principe n’a
été ajouté pour obtenir ces équations.
Remarque sur l’équation de Dirac.
Les équations de type Klein-Gordon données par le théorème 3 sont de la forme Dpacq “ 0
où D est un opérateur différentiel d’ordre 2. Dans un potentiel neutre, D “ lΘ`M2. L’équation
de Dirac est obtenue en « factorisant » l’opérateur différentiel D en deux opérateurs différentiels
d’ordre 1. Le fait d’avoir des opérateurs différentiels d’ordre 1 est fondamental en physique
quantique standard, essentiellement pour rendre cohérent l’axiomatique probabiliste de cette
dernière. Ceci n’est pas du tout le cas pour la théorie que nous présentons ici comme on le pré-
cisera dans la section 2.14. Nous n’avons donc aucun intérêt, d’un point de vue conceptuel, à
introduire des équations d’ordre 1 et ce sont les équations du théorème 3 qui resteront fonda-
mentales.
Cependant, d’un point de vue simplement « calculatoire » il peut être utile, dans l’étude des
solutions des équations de Klein-Gordon, de décomposer l’opérateur différentiel d’ordre 2 en
« composé » d’opérateurs d’ordre 1. Ceci permet d’introduire simplement la notion d’« expo-
nentielle d’opérateur » et fournit un outil puissant (très utilisé en T.Q.C) qui peut être intéressant
même pour nous.
Ceci dit, nous n’avons pas encore assez d’éléments à la fin de cette section pour donner
l’interprétation physique des résultats du théorème 3 qui permet d’expliquer et de décrire com-
plètement les expériences étudiées habituellement par la physique quantique standard, il faudra
pour cela attendre la fin de la section 2.14.
Les équations données par le théorème 3 sont, bien sûr, valides lorsque M “ 0, bien que
dans ce cas la charge électrique relative ne soit en général pas définie (mais elle n’intervient pas
dans ces équations). Les métriques oscillantes « à masse nulle » ont en fait des caractéristiques
physiques très différentes de celles « à masse strictement positive ». La section 2.16 précisera
les choses et considérera aussi les métriques oscillantes « à masse nulle » d’ordre 2.
Lorsque M est strictement positive, la section suivante va montrer que le théorème 3 redonne
en approximation les équations de Schrödinger de la physique quantique standard sur la fonction
d’état qui permettent l’étude du comportement « des particules dans un potentiel ». Le lien
entre « la fonction d’état » que l’on va définir ici et celle de la physique quantique habituelle
n’apparaîtra que plus loin.
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2.12 La fonction d’état d’un domaine de type « métrique oscillante
dans un potentiel »
Les équations de Schrödinger retrouvées comme approxima-
tions des équations de Klein-Gordon
La fonction d’état va être définie à partir de la fonction canonique ac (def. 32) mais elle
ne prendra de sens que dans le cadre des métriques oscillantes élémentaires pour lesquelles
la charge électrique est bien définie (def 31), en particulier la masse sera supposée strictement
positive. Les équations que l’on va obtenir ne seront donc valides que dans un cadre plus restreint
que celui supposé dans le théorème 3.
La terminologie « fonction d’état » a été choisie car les équations vérifiées par celle-ci vont
être très proches des équations de Schrödinger (dans différents potentiels) qui concernent la
« fonction d’état » de la physique quantique classique. Cependant, l’interprétation des résultats
« probabilistes » liés à la fonction d’état (ainsi qu’à la fonction canonique ac) sera fondamenta-
lement différente et sera précisée dans la section 2.14.
Définition 33. On considère un domaine de type « métrique oscillante élémentaire dans un
potentiel » dont la masse m est strictement positive et la charge q bien définie (def. 31).
La fonction d’état associée à la fonction a qui caractérise la métrique oscillante (vue dans
une carte de l’atlas d’observation) est la fonction :
Ψ : ΘÑ C pour l’ordre 1,
Ψ : ΘÑ EC
S 3pρq
pγq pour l’ordre 2,
qui vérifie :
Ψ “ eiMtac si la charge électrique est positive,
Ψ “ eiMtac si la charge électrique est négative.
où ici le conjugué ac est défini dans C pour l’ordre 1 et dans E
C
S 3pρqpγq pour l’ordre 2.
(Si la charge électrique est nulle, ces deux égalités sont identiques : Ψ “ eiMtϕ, puisque
alors ac “ ac “ ϕ).
On remarque que, d’après 2.15 :
a “ βpRepΨe´ipMt`Quqqq “ βpΨ1 cospMt ` Quq ` Ψ2 sinpMt` Quqq (2.19)
où Ψ “ Ψ1 ` iΨ2.
Remarque 25. L’idée qui amène à la définition de la fonction d’état que l’on vient de don-
ner est de « factoriser » dans la fonction a qui caractérise la métrique oscillante, le maximum
« d’oscillations » en t. En effet, comme on l’a vu, la métrique pseudo-riemannienne g d’une
métrique oscillante élémentaire vérifie une forme d’« équation des ondes » et la fréquence de
cette « onde » est justement la fréquence de masse M. En écrivant ac “ e´iMtΨ on cherche à ce
que les variations de Ψ en t soient les plus faibles possibles, ceci en factorisant ac par e
iMt qui
ne fait intervenir que la constante fondamentale M. Cela ne prend vraiment de sens que lorsque
la métrique oscillante considérée est « proche » d’une métrique oscillante homogène (def. 30)
(lorsque celle-ci est stationnaire on montre facilement que Ψ ne dépend plus de t), ce qui est le
cas dans la description des expériences génériques de la physique quantique standard.
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Remarque 26. Le module de Ψ est égal à celui de ac. En physique quantique standard cela
signifie que la « densité de probabilité de présence d’une particule » est aussi donnée par |ac|.
Cette égalité sera de même importante pour nous lors de « l’interprétation probabiliste » donnée
dans la section 2.14.
Le théorème qui suit n’est qu’une simple réécriture du théorème 3 lorsque l’on a remplacé
la fonction canonique ac par la fonction Ψ donnée dans la définition 33 (on se restreint ici aux
métriques oscillantes élémentaires d’ordre 1, celles d’ordre 2 seront étudiées dans la section
2.15) . La vérification des équations obtenues est laissée au lecteur.
Théorème 4. Sous les mêmes hypothèses que celles du théorème 3 et lorsque la charge élec-
trique est bien définie, la fonction d’état Ψ vérifie les équations suivantes :
1. Dans un potentiel neutre.
2iM
BΨ
Bt “ ∆Ψ `
B2Ψ
Bt2 (2.20)




pBxkq2 q et M la fréquence de masse.
2. Dans un potentiel actif sans électromagnétisme.
2iM
BΨ
Bt “ ∆Ψ ` 2vM





où v est la fonction potentiel.






ε jpi BBx j ` QΥ
jq2Ψ ´ 2MQΥ0Ψ (2.22)
où ε j “ g0 j j c.a.d : ε0 “ ´1 et ε1 “ ε2 “ ε3 “ `1,
Υ est le potentiel électromagnétique, Q la fréquence de charge électrique relative.
Remarque 27. Comme cela a déjà été précisé dans la remarque 24 qui concerne les équations
de Klein-Gordon, les équations 2.20 et 2.22 sont invariantes par les changements de cartes qui
proviennent des transformations de Poincaré et ce n’est pas le cas pour l’équation 2.21. Bien
entendu, aucune de ces équations ne sera invariante lorsque l’on aura supprimé les termes « né-
gligeables » pour retrouver les équations de Schrödinger classiques.
Il est intéressant de réécrire les équations obtenues dans le théorème 4 en revenant aux unités
plus habituelles dans lesquelles sont écrites les équations de Schrödinger standard. Le « temps »
que l’on a noté t dans le système d’unités géométriques sera noté τ dans le système S.I, et le
« temps » u sera noté u1 . La masse m (en kg) et la charge électrique (en C) sont définis, on
l’a vu, à partir de la fréquence de masse M et de la fréquence de charge électrique Q par :
m :“ ~c´1M et q :“ ~Q.
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Si l’on introduit la τ-fréquence de masse (en s´1 ) et la τ-fréquence de charge électrique Q1
(en s´1) en posant M1 :“ cM et Q1 :“ cQ, les égalités précédentes s’écrivent :
mc2 “ ~M1 et qc “ ~Q1 (2.23)
De même, il est naturel d’introduire le potentiel newtonien v1 (en m2s´2) en posant v1 :“ c2v
(où v ă 1 est sans unité) et le potentiel électrique φ :“ cΥ0 “ ´cΥ0 puisque c’est « Υ0 dt » qui
intervient dans la définition de la 1-forme pehpYqq5q.
Les équations 2.20, 2.21, 2.22 obtenues par le théorème 4 s’écrivent alors, lorsque l’on note



































Υkq2Ψ ` qφΨ ´ 1
2mc2
pqφ´ i~ BBτ q
2Ψ (2.26)
Le lecteur remarquera que, lorsque l’on a retiré le dernier terme du deuxième membre, les
trois équations obtenues sont identiques aux équations de Schrödinger classiques relatives à la
fonction d’état d’une particule dans un potentiel. La différence essentielle est le fait que les
équations différentielles du théorème 4 sont d’ordre 2 en t.
Le dernier terme des équation 2.24, 2.25, 2.26 écrites dans le système S.I a pour coefficient
1
c2
, ce qui laisse supposer qu’il pourra être facilement « négligé » pour redonner les équations de
Schrödinger standard. Ce point doit évidemment être précisé et ceci est l’objet de la sous-section
suivante.
2.12.1 Les ε-approximations
Il s’agit ici de donner les conditions mathématiques qui permettent de justifier les approxima-
tions qui ramènent les équations données par le théorème 4 aux équations de Schrödinger clas-
siques correspondantes. Les conditions sont classées en deux catégories : les ε-approximations
pour la fonction d’état et les ε-approximations pour les potentiels.
Pour la clarté de ce qui va suivre, on commence par écrire ce que l’on a appelé « les équations
de Schrödinger classiques » puis on précise leurs différences avec les équations 2.20, 2.21, 2.22,
obtenues dans le théorème 4.
Les équations de Schrödinger classiques
1. Dans un potentiel neutre.
2iM
BΨ
Bt “ ∆Ψ (2.27)
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2. Dans un potentiel actif sans électromagnétisme.
2iM
BΨ
Bt “ ∆Ψ ` 2vM
2Ψ (2.28)






pi BBxk ` QΥ
kq2Ψ ´ 2MQΥ0Ψ (2.29)












Les ε-approximations pour la fonction d’état
l’idée intuitive est que ces approximations seront valides lorsque les vitesses mises en jeu
seront très petites par rapport à la vitesse de la lumière. Dans le cadre des métriques oscillantes
élémentaires, la notion de vitesse n’a été précisée que pour les métriques oscillantes homogènes
dans un potentiel neutre (def. 29). On commence donc, sur cet exemple, à calculer la fonction
d’état Ψ pour déterminer les liens qui existent entre les dérivées de Ψ , Ψ elle même et la vitesse
de propagation relative à une carte pU, ζq de l’atlas d’observation.
La fonction a associée à une métrique oscillante homogène dans un potentiel neutre est, par
définition, de la forme a “ ϕβ où :













Le vecteur vitesse ÝÑv a pour composantes 1
M1
pλ1, λ2, λ3q. M1 est la fréquence de masse
relativiste et est liée à M par : M “
b
1´ |ÝÑv |2M1.
Un simple calcul montre que :
ϕpt, pxkq, uq “ pC cosα` C1 sinαq cospQuq ` pC1 cosα´ C sinαq sinpQuq





On en déduit que la fonction canonique associée (def. 32) est, si Q ą 0 :




et est égale au conjugué si Q ă 0.
La fonction d’état Ψ (def. 33) vérifie donc (quel que soit le signe de Q) :
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Alors :
|Ψ |2 “ C2 ` C12, |BΨBt | “ pM
1 ´ Mq|Ψ |, |B
2Ψ
Bt2 | “ pM
1 ´ Mq|BΨBt |
“ pM1 ´ Mq2|Ψ |, |▽x1 ,x2,x3Ψ |2 “ p
3ÿ
k“1
λ2kq|Ψ | “ |∆x1 ,x2 ,x3Ψ |.





1 ´ M “ pp1 ´ |ÝÑv |2q´1{2 ´ 1qM “ p1{2|ÝÑv |2 `
˝p|ÝÑv |2qqM, on en déduit :
|BΨBt | “ p1{2|
ÝÑv |2 ` ˝|ÝÑv |2qM|Ψ |, |B
2Ψ
Bt2 | “ p1{4|
ÝÑv |4 ` ˝|ÝÑv |4qM2|Ψ | (2.31)
L’idée est alors de considérer que les métriques oscillantes élémentaires (pour lesquelles la no-
tion de vitesse n’a pas été définie) qui vont intervenir dans les expériences pour lesquelles les
approximations que l’on va préciser sont valides (diffraction, fentes de Young, expérience de
Stern-Gerlach, intrication quantique, etc.) ne sont que de « faibles perturbations » de métriques
oscillantes homogènes. Les relations 2.31 ainsi que les termes donnés par 2.30 inspirent donc la
définition suivante.
Définition 34. On considère un domaine de type « métrique oscillante élémentaire d’ordre 1
dans un potentiel » pour lequel la fonction d’état associée, relative à une carte de l’atlas d’ob-
servation, est notée Ψ .
On dira que Ψ vérifie les ε- approximations si :







où, sur Θ :
1. |µ| ă 1 et |µ1| ă 1
2. Il existe deux constantes C1 et C2 telles que : quel que soit k de 0 à 3,
| BµBxk | ă C1 et |
Bµ1
Bxk | ă C2
Dans les unités géométriques, C1 et C2 sont des inverses de longueur, leurs choix est précisé
dans les lignes qui suivent.
Si l’on utilise le fait que
B2Ψ
Bt2 “ ε
4M2µ1Ψ , l’équation 2.20 s’écrit :
2iM
BΨ
Bt “ ∆Ψ ` ε
4M2µ11Ψ ` iε4M2µ12Ψ
où l’on a posé µ1 “ µ11 ` iµ12.
Le terme ε4µ11 apparaît donc exactement comme le potentiel newtonien 2v de l’équation 2.28
et le terme ε4M2µ12 comme un des termes du potentiel magnétique Q
BΥk
Bxk de l’équation 2.29.
L’équation 2.20 correspond alors à une équation de Schrödinger classique avec un potentiel
newtonien et un potentiel magnétique.
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Si ε ! 1 et C1, C2 sont suffisamment petits relativement aux constantes caractéristiques de
l’expérience étudiée, ces potentiels peuvent être considérés comme négligeables, et la solution
Ψ de 2.20 très proche de celle donnée par 2.27 (pour des conditions aux limites précisées).
Ce principe de comparaison entre les solutions peut être appliqué sans difficultés aux équa-
tions 2.21 et 2.22 en utilisant de plus le fait que
BΨ
Bt “ ε
2MµΨ et les contraintes que l’on va
imposer maintenant aux potentiels.
Remarque 28. La solution d’une équation de Schrödinger « avec potentiels actifs » dépend des
« dérivées » de ces potentiels, c’est pour ceci que l’on a posé la deuxième condition sur les
dérivées de µ et µ1.
Les valeurs de ε que l’on choisit ainsi que les constantes C1 etC2 pour rendre les termes 2.13
négligeables, dépendent de l’expérience considérée. (Un potentiel peut avoir un effet négligeable
sur les résultats d’une expérience si le temps de celle-ci est court, mais ne plus l’avoir pour ce
même type d’expérience sur un temps « long »).
Les ε-approximations pour les potentiels
Comme on le verra dans la section 2.14, il faudra, pour retrouver l’interprétation probabi-
liste de la fonction d’état Ψ , que les éléments de volume relatifs aux métriques des potentiels,
restreintes aux « sous-variétés d’espace », soient proches de ceux de la métrique g0, elle même
restreinte à ces sous-variétés. Ceci se traduit par le fait que, dans le système de coordonnées stan-
dard, le déterminant de la matrice MgPr est proche de celui de Mg0r lorsque gPr est la métrique
« restreinte à la sous-variété de genre espace » du potentiel. La métrique gP du potentiel est en
général de la forme gP “ g0`h. Dans les exemples de potentiels que l’on a donnés, detMgPr est
proche de detMg0r si, dans le système de coordonnées standard : |hi j| ! 1, ce qui s’écrit pour le
potentiel actif sans électromagnétisme : |v| ! 1 et pour le potentiel électromagnétique : |Υk| ! 1
pour k de 0 à 3.
D’autre part, si l’on regarde les équations de Schrödinger 2.11 et 2.12, les termes « compa-




, vM2, Q2Υ21,2,3, MQΥ0. (2.33)
De même, d’après l’expression 3. de 2.13, Q
BΥ0
Bt est comparable à Q
2Υ20.
Si l’on considère valides les ε-approximations sur Ψ données par 2.32, il est naturel, pour que
les termes de l’expression 2.33 soient tous du même ordre en ε, de donner la définition suivante.
Définition 35. On considère un domaine de type « métrique oscillante élémentaire d’ordre 1
dans un potentiel » pour lequel la fonction d’état associée, relative à une carte de l’atlas d’ob-
servation, est notée Ψ .
On dira que les potentiels vérifient les ε-approximations si il existe un réel 0 ă ε ă 1 tel
que les suites d’inégalités 1. et 2. suivantes soient vérifiées :
1. |v| ă ε2, |QΥ0| ă Mε2, |QΥ1,2,3| ă Mε.
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2. |QBΥ0Bt | ă M
2ε4, il existe une constante C telle que, pour k de 0 à 3 : |Q B
2Υ0
BxkBt | ă
CM2ε4, dont le choix est basé sur le même principe que celui utilisé pour les constantes
C1 et C2 de la définition 34.
Les trois inégalités de la partie 1. de cette définition sont suffisantes pour estimer la différence
entre les éléments de volume relatifs aux métriques gP etgo restreintes aux « sous-variétés de
genre espace » définies rigoureusement dans la section suivante.
Les inégalités données dans les définitions 34 et 35 permettent de montrer, lorsque ε ! 1 et
les constantes C1,C2 sont bien choisies, que les termes 2.13 apparaissent dans les équations 2.20,
2.21, 2.22 exactement comme des termes de potentiel standard dans les équations de Schrödinger
et que ceux-ci sont « négligeables ».
Dans la suite, nous dirons simplement qu’un domaine de type « métrique oscillante élémen-
taire d’ordre 1 dans un potentiel » vérifie les ε-approximations si les inégalités données dans
les définition 34 et 35 sont vérifiées avec ε ! 1.
L’utilisation rigoureuse des ε-approximations.
On considère une expérience pour laquelle le domaine d’espace-temps est de type « métrique
oscillante élémentaire d’ordre 1 dans un potentiel ».
On suppose que les potentiels vérifient les ε-approximations (def. 35) avec ε ! 1 (ceci est
une donnée de l’expérience) et que, pour des conditions aux limites données, l’équation 2.20 ou
2.21 ou 2.22 admet une unique solution Ψ (cette équation est d’ordre 2 en t). Si l’on constate
que Ψ vérifie les ε-approximations (def. 34) avec ε ! 1, alors les considérations exposées précé-
demment permettent de dire que Ψ est très proche de la solution Ψ 1 de l’équation de Schrödinger
correspondante 2.10 ou 2.11 ou 2.12 pour des conditions aux limites compatibles avec les pré-
cédentes et qui assurent l’unicité de Ψ 1 (l’équation de Schrödinger est d’ordre 1 en t).
Le procédé d’utilisation des ε-approximations que l’on vient de présenter est en fait pure-
ment théorique car, en pratique, la détermination exacte de Ψ est, hormis les cas triviaux, très
difficile à obtenir. L’objectif principal de cette section était en fait de montrer que la description
des expériences qui, avec notre « regard » sur la physique, utilise les équations du théorème 4,
vont bien donner la même description que celle obtenue par la physique quantique classique.
2.13 Les singularités
Il s’avère nécessaire, pour décrire complètement les expériences qui, classiquement, utilisent
la notion de « particules », d’introduire une notion de « localisation » pour les domaines de
type « métrique oscillante ». Cette localisation correspond expérimentalement aux phénomènes
« d’impacts » sur un écran, de « traces » dans une chambre à bulles, à dérive, à fils, etc.
Nous commençons dans la première partie de cette section, par définir les objets « simples »
(les singularités) qui suffisent à décrire qualitativement et quantitativement les résultats des ex-
périences classiques de la physique quantique (particules dans un potentiel, diffraction, fentes
de Young, expériences de type Stern-Gerlach, intrication quantique, etc.). Comme ce texte n’ira
pas plus loin dans la théorie qui suffit à cette description, le lecteur pourra se contenter de la
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première partie de cette section et passer directement à la section suivante. Cependant, dans le
but d’étudier ensuite des phénomènes beaucoup plus délicats que sont, par exemple, ce que l’on
appelle classiquement « les interactions de particules entre elles » nous allons, dans la deuxième
partie de cette section, donner un point de vue plus précis sur la notion de singularité. Actuelle-
ment, la description de ces derniers phénomènes est abordée par la T.Q.C. Le parallèle entre la
théorie présentée ici et la T.Q.C a été succinctement présenté dans la remarque 23.
2.13.1 Les singularités vues « simplement »
On considère un domaine (D , g) représentant un certain type géométrique (un domaine à
courbure scalaire constante conforme à un potentiel, par exemple) pour lequel la signature de g
est partout p´,`,`,`,´,`, . . . ,`q.
Définition 36. Un triplet pD , g,S q, où S est une partie non vide et de mesure nulle de D , sera
appelé un domaine avec singularités. L’ensemble S sera appelé la partie singulière de D .
Définition 37. On considère un domaine avec singularités pD , g,S q et H une sous-variété de
genre espace de dimension n´ 2 (dimension maximale donc).
Les parties connexes de H XS seront appelées les singularités élémentaires de H .
Il est tentant de dire que les singularités élémentaires de H ne sont autres que les « parti-
cules » (au sens classique) qui se trouvent dans H . Cependant, aucune loi ne sera donnée sur le
comportement de ces singularités élémentaires et l’on supposera seulement que la répartition de
celles-ci dans H est aléatoire relativement à la métrique g, cette notion sera bien sûr précisée
dans la section suivante.
Remarquons de plus que les grandeurs caractéristiques habituellement associées aux « par-
ticules » (masse, charge électrique, spin, impulsion, etc.) sont pour nous, comme on l’a déjà dit,
des caractéristiques de la métrique g du domaine D (qui sera en général du type « métrique
oscillante dans un potentiel ») et ne sont absolument pas associées aux « singularités ». Ceci est
profondément différent des points de vue des autres théories physiques actuelles.
Il est à noter que les singularités élémentaires ne sont pas nécessairement des points de
H mais seulement des parties connexes dont le diamètre de chacune est parfaitement défini
relativement à gH qui est, en chaque point de H , un produit scalaire puisque celui-ci est de
genre espace.
La notion de singularité que l’on vient de présenter a été introduite par la donnée d’un « objet
ajouté » (la partie singulière S ) à la structure de la variété pseudo-riemannienne pD , gq. Il est
cependant concevable que cette partie singulière soit simplement une caractéristique du tenseur
pseudo-riemannien se trouvant dans D , noté maintenant gS , et que celui-ci ne soit pas défini
sur la partie S de D . Le tenseur pseudo-riemannien gS serait alors « très proche » du tenseur
g donné dans la définition 36, sauf sur un voisinage de la partie S pour lequel la connaissance
du comportement asymptotique de gS (relatif à g) permettrait d’aborder précisément l’étude
de certains « phénomènes d’interaction ». Ce point de vue est justifié dans le paragraphe sui-
vant. On y montre que les domaines de type « métrique oscillante » peuvent être très proches
des domaines de type « fluide » présentés dans la section 1.2 et que des « effondrements » de
parties de ces domaines en singularités peuvent être justifiés par des calculs analogues à ceux
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utilisés en relativité générale standard qui décrivent « l’effondrement » de certains domaines de
type « fluide » en singularités (trous noirs par exemple). Le tenseur gS peut alors être considéré
comme le résultat de « l’évolution » du tenseur g représentant une « métrique oscillante » après
certains « effondrements locaux » (le mot « évolution » demande à être précisé). La partie singu-
lière S de D présentée dans la définition 36 est alors la partie sur laquelle le tenseur g (devenu
gS ) n’est plus défini.
2.13.2 Les singularités vues comme des effondrements de métriques oscillantes
Considérons un domaine de type « métrique oscillante homogène dans un potentiel neutre »
ayant une vitesse de propagation constante (def. 29). La fonction a est de la forme a “ ϕβ où




k `C1q et β P EWpµq (on suppose ici pour simplifier que Q` “ 0).
On s’intéresse au cas particulier pour lequel β “ Cte qui correspond à un domaine de type
« métrique oscillante » associé à la notion de « champ de Higgs » comme on le verra dans la
section 2.17.
La métrique pseudo-riemannienne g est donc de la forme g “ |ϕ|4{n´2g0.
D’après l’équation fondamentale d’une métrique oscillante : lg0ϕ` Sϕ “ 0.
On a donc : p
3ÿ
k“1




La proposition suivante permet de faire le lien entre des domaines de type « métrique oscil-
lante » et de type « fluide », elle se démontre simplement en partant de l’expression standard de
la courbure de Ricci lors d’un changement conforme de la métrique g “ |a| 4n´2g0 : sur l’ouvert
où a ne s’annule pas,
Ri jpgq “ Ri jpg0q ` 2nn´ 2a
´2∇ia∇ ja´ 2a´1∇i∇ ja´ 2n´ 2a
´2p∇ia∇ia` a∇i∇iaqg0i j
où les dérivées covariantes ∇i sont relatives à g0.
Proposition 10. Pour le domaine de type « métrique oscillante » que l’on vient de présenter, la
courbure de Ricci vérifie :
1. Si S :“ n´ 2
4pn ´ 1qS g0 ą 0 :
R7iccpgq “ R7iccpg0q ` Sα1X0 b X0 ` Sα2g0
où α1 :“ 2p nn ´ 2 tan
2 z` 1q et α2 :“ 2n´ 2ptan
2 z´ 1q





X0 “ S´1{2pM1Bt ´
3ÿ
k“1
λkBkq et g0pX0, X0q “ 0
2. Si S g0 “ 0 :
R7iccpgq “ R7iccpg0q ` Sα1X b X
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où X “ M1Bt ´
3ÿ
k“1
λkBk et g0pX, Xq “ gpX, Xq “ 0.
De plus, DgX “ 0, en particulier X est un champ géodésique pour g.
On remarque que, lorsque S ą 0, la courbure de Ricci se met sous la forme :
R7iccpgq “ α11X10 b X10 ´ Sα12Y b Y ` Sα12pY b Y ` X10 b X10 ` gq ` R7iccpg0q
où l’on a posé X10 “ pcos2{n´2 zqX0.
Alors, gpX10, X10q “ ´1, R7iccpg0qpX10, X10q “ 0, (on a aussi gpY, Yq “ ´1).
Comme S g “ 0 puisque lg0ϕ` Sϕ “ 0, le tenseur G vérifie G “ 2Riccpgq.
Le domaine est alors de type « fluide » d’après la définition 10. La fonction densité d’éner-
gie est Sα11, elle est positive. Le champ de vecteurs apparent du fluide est X
1
0 (ici non géodésique).
La pression apparente est Sα12pY b Y ` X10 b X10 ` gq. La pression cachée est Riccpg0q.
Lorsque S “ 0, le domaine est de type « fluide lumière » puisque gpX, Xq “ 0 et dans ce
cas X est un champ géodésique. Ce dernier domaine est comparable à celui de type « potentiel
actif sans électromagnétisme » présenté en 1.4.2 pour lequel R7iccpgq “ p∆g0vqX1bX1`R7iccpg0q
où v est la fonction potentiel, X1 est de genre lumière et DgX1 “ 0. On remarquera cependant
que le champ de vecteurs X1 était tangent à I ˆW alors que le champ X est tangent à l’espace
« apparent » Θ.
Les phénomènes d’effondrement d’un fluide massique en une singularité (un trou noir par
exemple) sont décrits en relativité générale classique. Ils peuvent se voir mathématiquement
comme une conséquence du théorème de Raychaudhuri qui dit que, sous certaines hypothèses,
« l’expansion Θ » d’un champ de vecteurs géodésique X caractérisant le fluide, tend vers ´8 en
un temps fini. Nous allons voir que ce même phénomène se décrit simplement (même en grande
dimension) pour tout champ géodésique X de genre lumière, lorsque la courbure de Ricci du
domaine considéré est de la forme R7iccpgq “ αX b X ` P avec RiccpX, Xq ě 0, ce qui est
le cas pour les métriques oscillantes que l’on vient de décrire ou pour un potentiel actif sans
électromagnétisme.
On considère les caractéristiques classiques d’un champ de vecteurs géodésique X que sont :
l’expansion Θ, la vorticité ω, la déformation σ dont on ne rappelle pas les définitions ici.
Le théorème de Raychaudhuri, en dimension n et pour une signature de g de la forme
p´,`,`,`,´, . . . ,`q, dit que : si β est une géodésique de genre lumière paramétrée par s,
telle que 9βpsq “ Xβpsq, alors l’égalité suivante est vérifiée :







On en déduit facilement la proposition suivante :
Proposition 11. On suppose que la vorticité ω du champ X est nulle et que, pour une valeur s0
du paramètre : Θβps0q ă 0.
Alors il existe s1 vérifiant s0 ă s1 ď s0 ` pn ´ 2q|Θpβps0q|´1 tel que l’expansion Θβpsq tende
vers ´8 lorsque s converge vers s1 par valeurs inférieures.
Démonstration : Comme R7iccpgq “ αX b X ` R7iccpg0q et que X est de genre lumière,
RiccpgqpXβpsq, pXβpsqq “ 0 puisque Riccpg0qpX, Xq “ 0. Alors, comme la vorticité est nulle, le
théorème de Raychaudhuri montre que :





Lorsque Θβpsq ‰ 0 on a : pΘ´1pβpsqq1s ě
1









est croissante en s et est négative pour s “ s0, Θ´1βpsq converge vers 0 lorsque
s converge vers s1 ď s0 ` pn´ 2q|Θpβps0q|´1.
La proposition que l’on vient de montrer décrit, sous la condition de nullité de la vorti-
cité, un éventuel « effondrement » en une singularité des géodésiques engendrées par le champ
X, ceci pour une valeur finie du paramètre s, sous la condition que l’expansion Θ prenne des
valeurs négatives. En fait, l’égalité 2.34 montre que ce phénomène peut avoir lieu sous des hy-
pothèses bien plus faibles, et il n’est pas nécessaire de supposer la nullité de la vorticité ou de
RiccpX, Xq puisque seule l’inégalité pΘβpsqq1s ď
´1
n´ 2Θ
2pβpsq est utilisée. Cela laisse supposer
que le phénomène « d’effondrement » d’une métrique oscillante en une singularité a lieu pour
des métriques oscillantes bien plus générales que celles dont R7iccpgq est de la forme αXbX`P.
La démonstration de la proposition 11 montre que c’est le fait que l’expansion Θ soit négative
en un certain domaine qui « provoque » le phénomène d’effondrement. Il est très concevable que
seule une partie de la métrique oscillante s’effondre en une singularité et que l’on obtienne alors
un domaine « métrique oscillante avec singularités ».
Des précisions sur le comportement asymptotique de la métrique g au voisinage d’une sin-
gularité n’aura d’importance que pour l’étude de phénomènes plus complexes. Pour les phé-
nomènes physiques décrits dans ce papier jusqu’à la section 2.22, seule la « localisation » des
singularités (aléatoire relativement à g) sera utilisée. Ceci est le sujet de la section suivante.
2.14 La partie probabiliste
Dans l’axiomatique que l’on a choisie pour représenter l’espace- temps, les singularités (cf.
section précédente) vont être considérées n’être régies par aucun principe ou aucune loi. Le fait
que, dans les expériences génériques de la physique quantique (diffraction, fentes de Young,. . .,
etc.) les singularités n’apparaissent pas équiprobablement réparties sur « l’écran » (on consi-
dère que ce sont les singularités qui laissent des traces sur l’écran) n’est pas dû à des lois qui
régiraient ces singularités, mais seulement à la déformation de la métrique pseudo- rie-
mannienne g dans la partie de l’espace-temps où elles se trouvent, relative à la métrique g0
utilisée lors de la mesure des résultats de l’expérience. Ce sont bien des résultats probabilistes
que l’on va obtenir pour décrire les résultats de ces expériences et, sous certaines approxima-
tions, ces résultats seront identiques à ceux de la physique quantique standard, ceci sans avoir
recours à la moindre procédure ou axiomatique de cette dernière.
On considère un domaine avec singularités pD , g,S q (def. 36).
Le fait qu’aucune loi ne régisse les singularités de D est traduit mathématiquement de
la manière suivante :
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Toute sous-variété H de D de genre espace et de dimension n´ 2 (de dimension maximale
donc) vérifie les deux propriétés suivantes :
1. SiH2 Ă H1 sont deux parties deH de volumes finis relatifs à la métrique riemannienne
gH .
Si « ς » est une singularité élémentaire dans H1 (def. 25), alors la probabilité qu’elle
soit dans H2 est :
p “ volgH pH2q { volgH pH1q (2.35)
Autrement dit, la densité de probabilité de présence de la singularité « ς » dans H2
est la densité uniforme donnée par la pn ´ 2q-forme différentielle sur H1 définie par
σ “ pvolgH pH1qq´1dvgH où dvgH désigne classiquement la pn´ 2q-forme de volume
riemannienne sur pH , gH q.
(Lorsque pv1, . . . , vn´2q est un système de coordonnées sur H , la forme de volume
s’écrit : dvgH “
a
detgH dv
1 . . . dvn´2 où detgH est le déterminant de la matrice de
gH dans le système de coordonnées).
2. Si ς1, . . . , ςN sont N singularités élémentaires dans H1, alors la probabilité que k d’entre







où p “ volgH pH2q { volgH pH1q et q “ 1´ p
Autrement dit, la loi de probabilité associée est une loi binomiale. Ceci traduit le fait que
la présence d’une singularité élémentaire dans H n’a pas d’influence sur la présence des
autres.
On remarquera que les propriétés 1. et 2. ne sont pas liées au choix d’une carte du g-atlas d’ob-
servation.
Les propriétés 1. et 2. sont exactement celles qui correspondent à l’expérience consistant
à lancer aléatoirement des objets ponctuels sur une surface H1 et à regarder les probabilités
d’arrivée de ces objets sur une surface H2 Ă H1 (mais pour nous, bien sûr, H2 et H1 sont de
dimension n´ 2 et la métrique est gH1 ).
C’est essentiellement la propriété 1 qui sera utilisée, la propriété 2 ne servira que lorsque l’on
introduira la notion de « densité de singularités ».
En fait, il sera suffisant de considérer que les propriétés 1 et 2 sont valides uniquement dans les
domaines d’espace-temps qui correspondent aux expériences concernées.
On considère maintenant une carte de l’atlas d’observation pour laquelle la cellule type
pC , gq est celle d’une métrique oscillante dans un potentiel (def. 20) : C “ Θ ˆ S 1pδq ˆ W et
g “ |a| 4n´2gP. (Θ sera supposé de la forme I ˆU Ă Rˆ R3).
On « fixe » pt, uq P Rˆ S 1pδq (temps « double »).
Soient H2pt,uq Ă H1pt,uq Ă C de la forme :
H2pt,uq “ ttu ˆ ωˆ tuu ˆW Ă C
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H1pt,uq “ ttu ˆ Ωˆ tuu ˆW Ă C
où ω Ă Ω Ă R3 sont deux domaines de R3.
Pour visualiser les choses, le lecteur pourra supposer que Ω Ă R3 est un domaine repré-
sentant un écran (avec une épaisseur) et ω un sous- domaine de cet écran lors d’une expérience
standard qui consiste à étudier la répartition des impacts de « particules » sur l’écran, lorsque
celles-ci sont envoyées au travers d’un potentiel P.
H2pt,uq et H1pt,uq sont des sous-variétés de genre espace de dimension n ´ 2 pour les deux
métriques g et g0.
D’après 2.35, lorsque « ς » est une singularité élémentaire dans H1pt,uq , la probabilité qu’elle


































On remarquera ici l’importance de la signature de g qui compte deux signes «´ » et pn´2q
signes « ` », car c’est ce fait qui permet d’obtenir l’exposant « 2 » sur la fonction a puisque
la dimension de H1 est alors égale à pn ´ 2q et par conséquent :
c
detp|a| 4n´2 gPH1pt,uq q “
a2
b
detpgPH1pt,uq q. (l’exposant « 2 » sur la fonction a est particulièrement important pour la
suite).
On suppose maintenant que la métrique gP est « suffisamment » proche de g0, autrement dit











Une estimation de l’erreur dans « l’égalité » » précédente peut être faite en utilisant les défi-
nitions précises des ε-approximations sur les potentiels (def. 35), mais ce n’est pas à cela que
nous nous intéressons ici.
Examinons maintenant le cas d’une métrique oscillante élémentaire d’ordre 1 (def. 27) pour
laquelle, par définition :
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a “ ϕβ où ϕ : Θˆ S 1pδqq Ñ R vérifie : ϕ “ ϕ1 cospQ`uq ` ϕ2 sinpQ`uq
Ici ϕ1 et ϕ2 sont deux fonctions réelles définies sur Θ et β P EWpµq.
On rappelle que la fonction canonique ac est définie par ac “ ϕ1 ` iϕ2.
(Le cas des métriques oscillantes élémentaires d’ordre 2 se traite d’une manière similaire
mais ne sera présenté, pour la clarté de l’exposé, que dans la section concernant le « spin ». Le
processus se généralise en fait sans difficultés à l’ordre k ą 2 suivant la décomposition deW en
produit de variétés compactes).














où l’intégrale de β2 sur W se simplifie.




pϕ21pt,x,uq cos2pQ`uq ` ϕ22pt,x,uq sin2pQ`uq`




Dans le cas particulier où Q` “ 0, la fonction canonique ac n’est autre que la fonction ϕ1.
« L’égalité » précédente s’écrit alors :

















Lorsque Q` est strictement positif, il est intéressant de considérer les « moyennes » sur le
« temps » u P S 1pδq, ce qui revient à supposer que les variations en u de ppt,uq donné en 2.40 ne
sont pas perceptibles en pratique.
On suppose donc que, pour un observateur « lié » au système de coordonnées standard de
la cellule C , la densité de probabilité de présence d’une singularité ς dans H2ptq :“ ttu ˆ ω ˆ
S 1pδq ˆ W est uniforme relativement au temps u P S 1pδq, ce que l’on traduit de la manière
suivante :
Lorsque, pour t P R, « ς » est une singularité élémentaire dans H1ptq :“ ttuˆΩˆS 1pδqˆW ,












Dans le cas d’une métrique oscillante élémentaire d’ordre 1 et avec les mêmes approximations
que celles décrites précédemment, 2.41 devient (en partant de 2.40) :














sin2pQ`uqdu “ πδ etż
S 1pδq

















Bien entendu, une singularité ς dans H1ptq (resp. H2ptq) est vue « en pratique » dans Ω (resp.
ω) au temps t par l’observateur lié au système de coordonnées.
Les probabilités données par les égalités 2.36 s’étendent aussi au cas « moyennisé sur
S 1pδq » et on laisse au lecteur la formulation précise du résultat.
Considérons le cas particulier où la métrique oscillante élémentaire a une charge électrique
bien définie (def. 31). La fonction d’état Ψ est alors elle même bien définie (def. 33) et on a








On retrouve ici un des axiomes principaux de la physique quantique classique à la diffé-
rence cependant que le dénominateur
ż
Ω
|Ψ |2pt,xqdxi peut dépendre de « t ». Ce fait ne pose aucun
problème conceptuel dans la physique présentée ici contrairement à la physique quantique stan-
dard, et on rappelle qu’une « singularité » n’est pas du tout une notion équivalente à celle de
« particule » (cf. l’introduction du chapitre 2).
Si l’on suppose la validité des ε-approximations, on a vu que la fonction d’état Ψ vérifie
(en approximation) les équations classiques de Schrödinger qui sont de la forme i
BΨ
Bt “ HpΨq




|Ψ |2q { Bt “ 0 et qu’alors
ż
Ω
|Ψ |2 ne dépend pas de « t ». On peut alors,
comme en physique quantique standard, normaliser la fonction d’état Ψ pour que
ż
Ω
|Ψ |2 “ 1
et l’on retrouve exactement avec 2.43 l’axiome standard considéré. Ce procédé n’est valable que
lorsque Ψ vérifie une équation du type « Schrödinger » (d’ordre 1 en t) et ne fonctionne pas pour
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une équation « complète » de type « Klein-Gordon » qui est d’ordre 2 en t, mais, comme on l’a
déjà dit, ceci ne pose aucun problème conceptuel pour la physique présentée ici.
L’axiome important de la physique quantique donné par 2.43 « normalisé » n’est pour nous
qu’une conséquence du fait qu’aucune loi ne régit les singularités sur M ce qui se traduit mathé-
matiquement par 2.35 et 2.36 et, dans le cas des métriques oscillantes dans un potentiel, donne
2.38. La probabilité donnée par 2.38 dépend des potentiels, ce qui, en pratique, complique sé-
rieusement les choses, mais, dans le cadre des ε-approximations, la dépendance vis à vis de ces
potentiels est négligeable et l’on retrouve donc, pour les expériences étudiées par la physique
quantique standard, des résultats identiques.
2.14.1 La notion de « densité de singularités »
La notion introduite dans cette sous-section n’est en fait pas vraiment indispensable pour la
description des expériences de la physique quantique standard, mais elle deviendra utile dans
l’étude de phénomènes quantiques décrits actuellement par la T.Q.C. Cette notion de « densité
de singularités » va permettre, entre autre, d’aborder quantitativement le problème qui consiste
à déterminer le seuil à partir duquel l’équation fondamentale linéaire 2.3 est une bonne approxi-
mation de l’équation fondamentale non linéaire 2.2.
On considère, comme précédemment, une sous-variété H (d’un domaine D) de genre es-
pace et de dimension n ´ 2. Lorsque le nombre de singularités élémentaires dans H est « suf-
fisamment grand » on traduit le fait qu’aucune loi ne régisse les singularités de D ( plus pré-
cisément, l’équiprobabilité de présence des singularités dans H relativement à gH ) en posant
l’hypothèse suivante :
Il existe une constante D (la densité) telle que, quels que soient N P N et un domaine
HN Ă H Ă D qui contient N singularités élémentaires, on ait :
Np1` εpNqq “ DvgHN (2.44)
où vgHN désigne le volume relatif à la métrique riemannienne gH du domaine HN , et lim εpNq “
0 lorsque N tend vers l’infini.
On considère une suite de domaines pHNqNąN0 telle que vgHN converge (fictivement) vers
l’infini avec N, et H1 un sous-domaine des HN .
D’après 2.36, lorsque ς1, . . . , ςN sont les N singularités élémentaires dans HN , la probabilité







où p “ v1{vN , q “ 1´ p lorsque l’on a posé vN :“ vgHN .
Alors, en utilisant la relation 2.44, on en déduit que :
ppN, kq “ N!
k!pN ´ kq! pv1{vNq




lorsque N tend vers l’infini.
On peut donc considérer que, lorsqu’il y a un grand nombre de singularités élémentaires
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Lorsque pC , gq est une cellule de type « métrique oscillante dans un potentiel » pour la-
quelle g “ |a| 4n´2gP, et lorsque l’on admet les ε-approximations telles que gH ptq soit « proche »
de |a| 4n´2 g0H ptq comme précédemment, la relation 2.45 montre que, à l’instant « t » pour un
observateur lié à un système de coordonnées standard de C , la probabilité que celui-ci trouve k




(En fait, ces singularités sont « vues » dans ω lorsque H1ptq “ ttu ˆ ωˆ S 1pδq ˆW)




Tout se passe donc comme si la densité de singularités élémentaires vue par l’observateur
lié au système de coordonnées (qui fait les mesures avec g0) était donnée par la fonction Da
2.
Si l’on suppose que la fonction a2 est suffisamment petite devant la constante 1 pour que
l’équation linéaire 2.3 vérifiée par la fonction a soit une bonne approximation de l’équation 2.2,
ceci n’est plus nécessairement le cas pour la fonction pλaq2 où λ est une constante « suffisamment
grande », bien que la fonction λa vérifie encore l’équation linéaire 2.3. D’après les résultats
précédents ceci dit simplement que, lorsque la densité de singularités devient grande (elle grandit
en λ2q, l’équation linéaire cesse d’être une bonne approximation et on ne peut plus négliger la
partie non linéaire de l’équation 2.2. Cela correspond à l’interprétation de la physique classique
qui dit que, lorsque la densité des particules devient grande, on ne peut plus négliger l’interaction
des particules entre elles, mais il faut bien comprendre qu’avec le regard que l’on porte ici sur
la physique, on ne suppose aucune forme d’interaction entre les singularités, c’est seulement
la métrique oscillante, par l’intermédiaire de la fonction a, qui tient compte de ce phénomène.
Bien entendu, la densité effective des singularités qui apparaît lors d’une expérience dépend des
conditions initiales (ou aux limites) de cette expérience.
Remarque 29. Dans le cadre d’un domaine de type « particules dans un potentiel » présenté
dans la remarque 17 de l’introduction du chapitre 2, la notion de « densité de singularités » que
l’on vient de présenter s’applique à chaque « bulle » pDk, gkq pour lesquelles les singularités
sont « repérables » car ces domaines portent les caractéristiques de métriques oscillantes cor-
respondantes (masse, charge électrique, spin, etc). Par contre les singularités du domaine D0 ne
sont pas nécessairement repérables car la métrique gP est celle d’un potentiel. Il s’en suit que
la notion de « densité de singularités repérables » dans le domaine D entier est aussi lié à la
« densité de bulles » dans D .
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2.15 Le spin
La description des résultats expérimentaux liés aux phénomènes de « spin », traités habi-
tuellement par la physique quantique standard, s’avère être naturelle pour nous si l’on considère
que, dans la cellule type de la forme C “ Θˆ S 1pδqˆW , la variété compacte W est une variété
« produit » de la forme S 3pρq ˆ V où S 3pρq est la sphère standard de dimension 3, de rayon ρ,
munie (pour décrire les métriques de référence g0) de la métrique riemannienne standard gS 3pρq
induite par la métrique euclidienne de R4.
l’étude de pS 3pρq, g0|S 3pρqq et en particulier celle des espaces propres du laplacien est très
importante pour nous et est précisée dans l’annexe 3.8. On en rappelle les points essentiels dans
les deux sous-sections qui suivent.
2.15.1 Les valeurs propres et les espaces propres du laplacien sur la sphère S 3pρq
ainsi que ceux liés à la fibration de Hopf
Les espaces propres ES 3pρqpγpq du laplacien des géomètres (∆ :“ ´▽i▽i) ont pour valeurs
propres :
γp “ ρ´2ppp` 2q p P N
On les classera suivant les valeurs croissantes des γp en les notant :
E0, E1, . . . , Ep, . . . (2.46)
En fait, p{2 correspondra à « l’indice de spin » de la physique quantique standard.
Il est important de noter que, lorsque p est pair, chaque espace propre Ep contient un sous
espace vectoriel E1p qui s’identifie à l’espace propre ES 2pρ{2qpγpq du laplacien de la sphère stan-
dard S 2 de rayon ρ{2 (Annexe 3.8).
Les indices impairs de Ep correspondent aux espaces propres liés uniquement à S
3 alors
que les indices pairs sont liés aux espaces propres de S 2. Il est intéressant de noter que, si p est
pair, les fonctions propres β P Ep sont invariantes par l’isométrie « antipodale » σ de S 3pρq
(β ˝ σ “ β), et changent de signe (β ˝ σ “ ´β) si p est impair.
2.15.2 Trois champs de vecteurs qui parallélisent S 3 et les endomorphismes des
espaces propres qui leurs sont canoniquement associés
La sphère S 3 est une variété parallélisable ( seules les sphères S 1, S 3, S 15 le sont).
On définit classiquement S 3pρq en posant :




Soient L1, L2, L3 les trois champs de vecteurs définis sur R
4 par :
L1 “ x3B1 ` x4B2 ´ x1B3 ´ x2B4
L2 “ ´x4B1 ` x3B2 ´ x2B3 ` x1B4
L3 “ x2B1 ´ x1B2 ´ x4B3 ` x3B4 (2.47)
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où on a noté Bi pour BBxi .
En chaque point x “ px1, x2, x3, x4q ces trois champs de vecteurs sont orthogonaux au vec-
teur radial x1B1` x2B2` x3B3` x4B4 et sont orthogonaux entre eux ( ce sont, en quelque sorte, les
plus « simples » que l’on puisse écrire dans le système de coordonnées et qui ont ces propriétés).
On note Lk|S 3 les trois champs de vecteurs sur S 3pρq « restrictions » des Lk. En chaque point
x P S 3pρq les trois vecteurs Lk|S 3 forment une base (orthogonale) de l’espace tangent TxpS 3pρqq.
(S 3 est donc bien parallélisable).
L1, L2, L3 définissent naturellement (comme opérateurs différentiels) trois endomorphismes
de C8pR4q puisque @ f P C8pR4q Lkp f q P C8pR4q.
De même, L1|S 3 , L2|S 3 , L3|S 3 définissent, par restriction, trois endomorphismes deC8pS 3pρqq.
La proposition suivante est fondamentale pour la suite. Sa démonstration est donnée dans
l’annexe 3.8.4.
Proposition 12. Les espaces propres ES 3pρqpγq notés Ep (p P N) précisés en 2.46 ainsi que les
espaces E1q (q P 2N) sont stables par chacun des trois endomorphismes définis par Lk|S 3 .
Ce résultat permet de donner la définition suivante :
Définition 38. Pour chaque Ep (resp. E1q), les trois endomorphismes notés S 1, S 2, S 3 (sans faire
référence à p ou à q) définis par Lk|S 3 restreints à Ep (resp. E1q) seront appelés les endomor-
phismes canoniques des espaces propres de S 3pρq.
Comme on l’a déjà vu (prop. 8), les espaces propres du dalembertien sur S 1pδq ˆ S 3pρq
relatifs à la métrique pseudo-riemannienne p´g0|S 1qˆpg0|S 3q s’identifient aux ES 1pλqbES 3pγpq.
Les valeurs propres correspondantes sont
pγp ´ λq où γp “ ρ´2ppp` 2q et λ “ Q`2.
Lorsque λ ‰ 0, l’espace propre ES 1pλq s’identifie à C par l’isomorphisme Cλ (cf. 2.13)
et ES 1pλq b ES 3pγpq à C b Ep (cf. 2.14) qui n’est autre que le complexifié de Ep que l’on a
noté ECp .
Pour chaque Ep (resp. E
1
q) les trois endomorphismes S k (def. 38) s’étendent naturellement
sur les complexifiés ECp (resp. E
1C
q ) en posant :
@pϕ1 ` iϕ2q P Ep ` iEp “ ECp S Ck pϕ1 ` iϕ2q :“ S kpϕ1q ` iS kpϕ2q
Cependant, uniquement dans le but de retrouver exactement les endomorphismes qui inter-
viennent en physique quantique standard pour les phénomènes liés au spin, on donne la définition
suivante où l’on introduit le coefficient « ´ i2 ».
Définition 39. Pour chaque Ep (resp E
1





par : Sˆ k “ ´ i2S Ck seront appelés les endomorphismes canoniques des espaces propres com-
plexifiés de S 3pρq.
(Note : dans la version de ce papier, les définitions des Sˆ k et de la constante gyromagnétique
présentée ensuite, diffèrent des versions précédentes par la multiplication d’une constante, ceci
pour qu’elles correspondent maintenant exactement à celles de la physique quantique classique,
il s’en suit que dans quelques équations certains coefficients diffèrent de ceux des versions pré-
cédentes)
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Le lecteur pourra vérifier que les trois endomorphismes Sˆ 1, Sˆ 2, Sˆ 3 ont les propriétés suivantes
qui ne sont autres que celles vérifiées par les observables de moment cinétique (au facteur ~
près) en physique quantique classique :
Sˆ 2Sˆ 3 ´ Sˆ 3Sˆ 2 “ iSˆ 1, Sˆ 1Sˆ 3 ´ Sˆ 3Sˆ 1 “ ´iSˆ 2, Sˆ 1Sˆ 2 ´ Sˆ 2Sˆ 1 “ iSˆ 3
2.15.3 Les domaines de type « métrique oscillante avec spin dans un potentiel »
Nous allons ici nous intéresser aux domaines de type « métrique oscillante élémentaire
d’ordre 2 dans un potentiel » (def. 27).
Expérimentalement, les effets physiques particuliers liés à la notion de spin apparaissent dans
les domaines où « l’électromagnétisme » est présent. Nous allons donc étudier principalement
le cas des métriques oscillantes avec spin dans un potentiel électromagnétique.
Pour préciser les choses nous donnons la définition suivante :
Définition 40. Un domaine de type « métrique oscillante élémentaire avec spin dans un po-
tentiel électromagnétique » est un domaine de type « métrique oscillante élémentaire d’ordre 2
(def. 27) pour lequel la métrique pseudo-riemannienne gP du potentiel électromagnétique a la
forme spécifique présentée dans le paragraphe suivant.
Forme spécifique du potentiel électromagnétique gP
On rappelle que la cellule C est de la forme C “ Θ ˆ S 1pδq ˆ S 3pρq ˆ V , et d’après la
proposition 5, gP “ g0 ` sympΥ5 b X5q.
Lors de l’étude des métriques oscillantes élémentaires d’ordre 1, Υ avait été choisi comme
un champ de vecteurs défini sur Θ (autrement dit, défini sur C mais tangent à Θ et ne dépendant
que des variables de Θ). Ceci peut être interprété comme le fait que l’on négligeait les « effets
quantiques » liés àW (mais pas à S 1pδq).
On considère maintenant que Υ est un champ de vecteurs défini sur Θ ˆ S 3pρq (on néglige
les effets quantiques liés à V mais pas à S 1pδq ˆ S 3pρq).
le champ de vecteurs Υ se décompose naturellement sous la forme Υ “ A ` C où A est la
composante de Υ tangente à Θ et C la composante tangente à S 3pρq.
Le champ de vecteurs A sera considéré comme représentant le potentiel électromagnétique
classique et on supposera qu’il ne dépend que des variables de Θ (ce dernier point est évidem-
ment à interpréter comme une « approximation »). Il s’écrit donc, dans le système de coordon-
nées standard : A “
3ÿ
i“0
AiBi où Bi :“ BBxi .
Le champ de vecteurs C tangent à S 3pρq se décompose sur la base des trois champs de




Il est à noter que, dans les « unités géométriques », les composantes Ck sont des « inverses
de longueur » (puisque les Lk ont des composantes de la forme xkBk) alors que les composantes
A j sont « sans unité ».
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La forme spécifique du potentiel électromagnétique va être essentiellement due au choix
particulier des composantes Ck, définies à partir des composantes A j, que l’on va préciser dans
les lignes qui suivent. Ce choix n’est justifié que par le fait que l’on va retrouver les résultats
standard sur le spin de la physique quantique classique. Il est à noter que l’on conserve le
fait que l’indice de nilpotence est au plus 3, l’hypothèse de nilpotence sera abandonnée dans la
section 2.21, mais nous nous contentons ici de retrouver très simplement les résultats standard.
On pose :




où ̺ est une constante et le coefficient ´ 14 est choisi pour que ̺ corresponde à la constante
gyromagnétique (le facteur de Landé) de la physique quantique standard (̺ “ 2 pour l’électron).
















(̺ est une constante « sans unité » et les Bk ont bien comme « unités » des inverses de
longueur).
Remarque 30. Le champ de vecteurs Υ défini ainsi est lié au choix du système de coordonnées (il
n’est pas invariant par les transformations de Poincaré sur Θ) puisque seul le champ magnétique
intervient dans l’expression de C. On considérera donc dans la suite de cette section que
l’on se place dans un système de coordonnées pour lequel le champ électrique défini par
le potentiel A est nul. On supposera même, pour simplifier, que A0 “ 0 et que A1, A2, A3 ne
dépendent pas du temps « t ». Cette condition de nullité du champ électrique est assez restrictive,
elle n’apparaissait pas dans la section 2.11, mais il est à noter que les résultats expérimentaux liés
à la notion de spin (expérience de Stern-Gerlach, mesure du moment magnétique de l’electron,
etc) peuvent être étudiés théoriquement avec cette restriction (voir aussi la remarque 8 de la
section 1.4.2).
Définition 41. Le réel ̺ sera appelé la constante gyromagnétique du domaine de type « mé-
trique oscillante avec spin dans un potentiel électromagnétique ».
(voir à ce sujet la remarque 32 présentée plus loin).
Remarque 31. L’image du champ de bases orthogonales (L1|S 3 , L2|S 3 , L3|S 3 ) par une isométrie σ
de l’espace euclidien R4 (restreinte à S 3pρq) est encore un champ de bases orthogonales que l’on
peut noter (Lσ1 |S 3 , Lσ2 |S 3 , Lσ3 |S 3). Υ peut en fait être choisi plus généralement de la forme Υ “
A`Cσ où Cσ :“ ´ ̺4
3ÿ
k“1
BkLσk |S 3 . Ceci n’a pas une grande importance dans la mesure où les
résultats finaux sur les mesures de spin « simples » que l’on va obtenir ne feront plus intervenir
S 3pρq précisément, cependant ce fait prendra de l’importance lors de l’étude des phénomènes
d’« intrication quantique » présentés dans la section 2.20.
2.15.4 Les équations
Le résultat important de cette sous-section est énoncé dans le théorème 5 qui va suivre. Le
cas important est essentiellement celui qui concerne le champ électromagnétique.
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On commence par rappeler et préciser quels sont les potentiels utilisés et les hypothèses qui
les concernent :
Dans le cadre du potentiel actif sans électromagnétisme, la cellule considérée est
C “ I ˆU ˆ S 1pδq ˆW et la métrique du potentiel vérifie :
gP “ gO ´ 2vX51 b X51 (prop. 4).
La fonction a s’écrit a “ φβ où φ : I ˆU ˆ S 1pδq Ñ R et β P EWpµq.
On considère l’hypothèse H2,N suivante (à comparer avec l’hypothèse H1,N) (section 2.11) :
1. S gP “ S g0 .
2. v est une fonction définie sur U .
3. X1 est un champ de vecteurs défini sur I ˆW , Dg0X1 “ 0, et X1 s’annule sur EWpµq
(c.a.d @β P EWpµq X1pβq “ 0)
(v et X1 peuvent être considérés définis sur C ).
Dans le cadre du potentiel électromagnétique spécifique présenté dans la section précédente
2.15.3, la cellule considérée est C “ Θˆ S 1pδqˆ S 3pρqˆV et la métrique du potentiel vérifie :
gP “ gO ` sympΥ5 b X52q (prop. 5).
La fonction a s’écrit a “ φβ où φ : Θˆ S 1pδq ˆ S 3pρq Ñ R et β P EVpνq.
On considère l’hypothèse H2,E suivante (à comparer avec l’hypothèse H1,E) (section 2.11) :
1. S gP “ S g0 .
2. Υ est un champ de vecteurs défini sur Θˆ S 3pρq.
3. X2 est un champ de vecteurs défini sur S
1pδq ˆ V , Dg0X2 “ 0, et X2 s’annule sur
EVpνq.
La remarque qui suit les énoncés des hypothèses H1,N et H1,E s’applique ici aux hypothèses H2,N
et H2,E .
Théorème 5. On considère un domaine de type « métrique oscillante élémentaire avec spin
dans un potentiel ». Alors, dans les trois cas de potentiels considérés, la fonction canonique ac
vérifie les équations suivantes :
1. Dans un potentiel neutre.
lΘac ` M2ac “ 0 (2.48)






pBxkq2 et M est la fréquence de masse.
2. Dans un potentiel sans électromagnétisme sous l’hypothèse H2,N .
lΘac ` M2ac ´ 2v B
2ac
pBtq2 “ 0 (2.49)
où v est la fonction potentiel (def. 17)
3. Dans un potentiel électromagnétique sous l’hypothèse H2,E .
3ÿ
j“0
ε jpi BBx j ` Q
`Υ jq2ac ` M2ac ` ̺Q`
3ÿ
k“1
BkSˆ kpacq ` Q`2p̺4q2ρ2|B|2ac “ 0 (2.50)
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où ε j “ g0 j j c.a.d : ε0 “ ´1 et ε1 “ ε2 “ ε3 “ `1, (on rappelle qu’ici





, ρ est le rayon de la sphère S 3pρq,
̺ est la constante gyromagnétique, les Sˆ k sont les isomorphismes canoniques des es-
paces propres complexifiés de S 3pρq (def. 39) et Sˆ kpakq : ΘÑ ECp est définie @x P Θ
par Sˆ kpacqpxq :“ Sˆ kpacpxqq.
La démonstration de ce théorème est détaillée dans l’annexe 3.9.
Les équations 2.48, 2.49, sont identiques à celles « sans spin » du théorème 3, mais ici
la fonction canonique ac est à valeurs dans ECp . Les termes supplémentaires de l’équation
2.50 relatifs à ceux donnés par le théorème 3 traduisent « l’effet de spin » dans le potentiel
électromagnétique.
Lorsque la charge électrique est bien définie, les équations 2.48, 2.49 et 2.50 se traduisent,
via la définition 33, en terme de fonction d’état Ψ . Celles-ci redonnent, en approximation, les
équations de Schrödinger (ou de Pauli) standard. Nous n’écrivons ici que le résultat correspon-
dant au potentiel électromagnétique.
Corollaire 1. Sous les hypothèses du théorème 5, lorsque la charge électrique est bien définie











BkSˆ kpΨq ` Q2p̺4q2ρ2|B|2Ψ (2.51)
Ce résultat s’obtient rapidement en remplaçant ac exprimée en fonction de Ψ (def. 33) dans
l’équation 2.50 et lorsque l’on suppose de plus que Υ0 “ 0 (cf.remarque 30).
Lorsque les ε-approximations (précisées dans le paragraphe suivant) seront valides, le der-
nier terme de l’équation 2.51 pourra être « négligé » (ainsi que le terme en j “ 0 de la sommeÿ
) pour redonner exactement « l’équation de Pauli » de la physique quantique classique.
Remarque 32. compte tenu des définitions données des domaines de type « métrique oscillante
dans un potentiel » pour lesquels la métrique g est de la forme g “ |a|4{n´2gP, il parait naturel de
considérer la fonction a comme « portant » les caractéristiques que l’on attribut aux particules en
physique classique (masse, charge électrique, spin, etc.) et gP comme portant les caractéristiques
du « potentiel seul » dans lequel se trouve les particules. Cependant, cette interprétation est prise
en défaut dans le cas des métriques oscillantes avec spin dans un champ électromagnétique
puisque la constante gyromagnétique ̺ a été introduite dans le potentiel spécifique gP alors
qu’elle est classiquement plutôt associée aux « particules ». En fait, je ne pense pas qu’avec la
vision de la physique présentée ici, il faille séparer les deux « objets » a et gP, le domaine (de
métrique |a|4{n´2gP) doit être considéré comme un « tout ».
La constante ̺ a été ici appelée « constante gyromagnétique » car elle correspond, dans les
équations obtenues, à la constante gyromagnétique des particules de la physique quantique stan-
dard (̺ » 2 dans le cas de l’électron). Une « interprétation » consisterait à poser ̺ “ 2 dans la
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définition de gP et à considérer que les domaines de type « métrique oscillante élémentaire avec
spin 1{2 » correspondent seulement à la notion « d’électrons » (ou de certains autres fermions)
en physique classique. Les domaines décrivant d’autres particules auraient une forme plus com-
plexe pour la fonction a que a “ φβ (qui correspondrait à des particules composées) et ceci se
traduirait « en approximation » par l’équation 2.50 donnée par le théorème 5 mais avec ̺ ‰ 2,
qui serait bien alors une caractéristique de la fonction a et non de la métrique gP.
Le cas particulier du spin 1/2 pour lequel ̺ “ 2








où l’on a posé A0 “ 0 (cf. remarque 30). Les équations (2.50) et (2.51) peuvent alors s’écrire
sous forme factorisée. Pour ceci on remarque que les 3 champs de vecteurs L1, L2, L3, définis par
(2.47) et considérés comme des endomorphismes de C8pR4q, vérifient les propriétés suivantes
lorsqu’ils sont restreints à l’espace des polynômes homogènes sur R4 de degré 1 :
L1L2 “ ´L2L1 “ L3, L1L3 “ ´L3L1 “ ´L2, L2L3 “ ´L3L2 “ L1, L21 “ L22 “ L23 “ ´I
D’autre part, d’après la proposition 18 de la section 3.8, l’espace propre E1 (spin 1/2) est formé
des restrictions à S 3p1q des polynômes homogènes sur R4 de degré 1. Il s’en suit que les 3
endomorphismes de E1 : S 1, S 2, S 3 (cf. définition 38) ainsi que leurs complexifiés, vérifient les
mêmes types de relations que les Lk :
S 1S 2 “ ´S 2S 1 “ S 3, S 1S 3 “ ´S 3S 1 “ ´S 2, S 2S 3 “ ´S 3S 2 “ S 1,
S 21 “ S 22 “ S 23 “ ´I (2.53)
(Attention, ceci n’est plus valable pour les espaces Ep où p ą 1) Les endomorphismes S C1 , S C2 , S C3
peuvent être considérés comme des opérateurs sur l’espace des fonctions C8pΘ Ñ EC1 q en po-
sant, lorsque x P Θ et f P C8pΘ Ñ EC1 q : pS Ck p f qqpxq :“ S Ck p f pxqq. Compte tenu de cette




pi BBxk ` Q
`AkqS Ck qq2ac ´ M2ac ´ Q`
2pρ2 q2|B|2ac ´
B2ac
pBx0q2 “ 0 (2.54)
où le carré d’un opérateur se comprend, bien sûr, comme le composé par lui même.






pi BBxk ` QA








pi BBxk ` QA
kqS Ck qq2 “ ´
3ÿ
k“1
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( On rappelle (cf. définition 39) que Sˆ k “ ´ i2S Ck ).
En revenant aux unités SI comme il a été fait pour le théorème 4 (et en supposant ici que A0 “ 0),




















Lorsque l’on néglige les 2 derniers termes du second membre de cette égalité (les coefficients
font intervenir 1{c2 et ρ2, une évaluation de ρ est présentée dans la section 2.21) cette équation
correspond exactement à l’équation obtenue à partir de l’équation de Schrödinger d’une particule
de masse m dans le vide, ceci lorsque les opérateurs i
B






caractériser la présence du potentiel électromagnétique A. Cela est à mettre en parallèle avec la
théorie de Dirac sur l’électron en physique quantique classique.
L’intérêt de ces factorisations est de faire « disparaître » le champ magnétique B des équations
(2.50) et (2.51) (hormis le terme en |B|2 en général négligeable). Ces équations ne sont cependant
pas invariantes par les transformations de Poincaré sur Θ (voir la remarque 8).
2.15.5 Les ε-approximations
Les ε-approximations pour la fonction d’état
On les pose identiques à celles de la définition 34, mais ici Ψ est à valeurs dans EC
S 3pρq
pγq.
Les ε-approximations pour les potentiels
On reprend les conditions données dans la définition 35 auxquelles on ajoute une condition
sur les champs magnétiques B1, B2, B3 car ceux-ci interviennent dans la définition de gP ainsi
que dans l’équation 2.50 du théorème 5. Les conditions sur (ρBk) sont choisies identiques à celles
posées pour Υ0 puisque ces deux termes interviennent de la même manière dans l’équation 2.50
du théorème 5.
On rappelle que le seul intérêt des ε-approximations (sur la fonction d’état ou sur les po-
tentiels) est de donner des conditions précises qui rendent « négligeables » certains termes des
équations 2.48, 2.49, 2.50. Ces dernières, après la suppression de ces termes négligeables, de-
viennent identiques aux équations obtenues en physique quantique classique.
2.15.6 La probabilité de présence d’une singularité dans un domaine de type
« métrique oscillante élémentaire avec spin dans un potentiel »
Il s’agit de reprendre ici, mais en tenant compte du « spin », ce qui a été exposé dans la
section 2.14. Les modifications sont mineures, elles consistent uniquement à tenir compte de la
présence de la variété compacte S 3pρq et des espaces propres associés ES 3pρqpγq. La fonction
canonique ac associée à la fonction a ainsi que la fonction d’état Ψ sont maintenant à valeurs
dans ES 1pδqpλq b ES 3pρqpγq identifié à ECS 3pρqpγq :“ ECp .
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où α “ α1 ` iα2 et α1 “ α11 ` iα12 P ECS 3pρqpγq
En particulier :
|α|2 :“ xα, αy “
ż
S 3pρq
pα21 ` α22qdvS 3 “ |α1|2L2 ` |α2|2L2 (2.58)
Le fait qu’aucune loi ne régisse les singularités dans un domaine D Ă M a été traduit
mathématiquement dans la section 2.14 par 2.35 et 2.36. On rappelle que, si H2pt,uq Ă H1pt,uq
sont des sous-variétés de genre espace de dimension pn´ 2q, alors, lorsque ς est une singularité









On considère une carte de l’atlas d’observation pour laquelle la cellule type pC , gq est celle
d’une métrique oscillante avec spin dans un potentiel, pour laquelle :
C “ Θˆ S 1pδqˆ S 3pρqˆV (Θ est supposé de la forme IˆU Ă RˆR3) et g “ |a|4{n´2gP.
On « fixe » pt, uq P Rˆ S 1pδq.
Soient H2pt,uq Ă H1pt,uq Ă C de la forme :
H2pt,uq “ ttu ˆ ωˆ tuu ˆ S 3pρq ˆ V
H1pt,uq “ ttu ˆ Ωˆ tuu ˆ S 3pρq ˆ V
avec ω Ă Ω Ă R3
On suppose que les potentiels vérifient les ε-approximations présentées dans le paragraphe
précédent.








où p˚q “ a2pt,uq
b
detg0|H1pt,uqdvg0|UˆS3pρqˆV
Examinons le cas d’une métrique oscillante élémentaire d’ordre 2 pour laquelle, par défini-
tion :
a “ φβ
où φ : Θˆ S 1pδq ˆ S 3pρq Ñ R vérifie : φ “ φ1 cospQ`uq ` φ2 sinpQ`uq,
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φ1 et φ2 sont deux fonctions réelles définies sur Θˆ S 3pρq,
@x P Θ φ1,xp.q et φ2,xp.q P ES 3pρqpγq,
β P EVpνq,
(On rappelle que la fonction canonique ac est ici définie par ac “ φ1 ` iφ2, alors : @x P Θ
ac,xp.q P ECS 3pρqpγq).














où p˚˚q “ cos2pQ`uqφ12pt,xi ,sq ` sin2pQ`uqφ22pt,xi ,sq ` 2 cospQ`uq sinpQ`uqφ1φ2pt,xi ,sq
et pxiq :“ px1, x2, x3q P U Ă R3, dxi :“ dx1dx2dx3.




















ici, |.| est la norme dans ECS 3pρqpγq définie en 2.58.
Lorsque la métrique oscillante élémentaire a une charge électrique bien définie (def. 31) et
compte tenu de la définition de la fonction d’état ψ : ΘÑ EC
S 3pρq








On retrouve ici un résultat standard de la physique quantique classique, à la différence ce-
pendant que le dénominateur
ż
Ω
|ψpt,xiq|2dxi peut dépendre de t (cf. les commentaires à ce sujet
de la section 2.14).
2.15.7 Quelques exemples
Exemple 1 - Le spin 1{2
Par définition, un domaine de type « métrique oscillante élémentaire avec spin dans un po-
tentiel » possède un spin 1{2 lorsque l’espace propre ES 3pρqpγq correspond à l’espace E1 de la
classification donnée en 2.46. Dans ce cas, γ “ 3ρ´2 et dimE1 “ 4.
Une base naturelle de cet espace propre est obtenue en prenant sur S 3pρq les restrictions
pα1, α2, α3, α4q des fonctions coordonnées de R4 (polynômes harmoniques homogènes de de-
gré 1) que l’on notera ici : px1, x2, x3, x4q (cf. annexe 3.8).
Puisque l’indice de spin est demi-entier, on sait que les fonctions propres pα1, α2, α3, α4q ne
proviennent pas de la sphère S 2 par la fibration de Hopf.
On note M1, M2, M3 les matrices de S 1, S 2, S 3 (def. 38) relatives à la base pα1, α2, α3, α4q.
CHAPITRE 2. LES PHÉNOMÈNES QUANTIQUES 97
Ce sont les mêmes que les matrices des opérateurs différentiels L1, L2, L3 relatives à la base
ppx1q, px2q, px3q, px4qq puisque pLkpxlqq|S 3 “ pLk|S 3qpxl|S 3q.





0 0 ´1 0
0 0 0 ´1
1 0 0 0






0 0 0 1
0 0 ´1 0
0 1 0 0






0 ´1 0 0
1 0 0 0
0 0 0 1
0 0 ´1 0
˛
‹‹‚
Les trois matrices Mˆk des endomorphismes Sˆ k de E
C
1 sont donc Mˆk “ ´ i2Mk d’après la
définition (39).
(On peut vérifier que ces trois matrices Mˆk ont les propriétés de commutation des matrices
de Pauli qui ne sont que des cas particuliers des propriétés de commutation des observables de
moment cinétique (au facteur ~ près)).
Sous les hypothèses du corollaire 1, la fonction d’état Ψ vérifie l’équation 2.51. Notons
Ψ 1, Ψ 2, Ψ 3, Ψ 4 les quatre fonctions complexes définies sur Θ, composantes de Ψ dans la base




















4 ´ ̺2Qip´B1Ψ 2 ` B2Ψ 1 ` B3Ψ 3q (2.63)
où pαq est l’opérateur : (
3ÿ
j“0
ε jpi BBx j ` QΥ
jq2 ` p̺4 q2Q2ρ2|B|2) (avec ici Υ0 “ 0).
Il est alors intéressant de définir les quatre fonctions :
ϕ1 :“ 1?
2
pΨ 3 ´ iΨ 4q, ϕ2 :“ 1?
2
pΨ 2 ` iΨ 1q
ϕ3 :“ ´ 1?
2
pΨ 1 ` iΨ 2q, ϕ4 :“ 1?
2










|Ψ j|2 “ |Ψ |2
EC1
.
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Ces quatre fonctions complexes correspondent aux composantes de la fonction Ψ dans la
base de EC1 :
β1 :“ 1?
2





piα2 ´ α1q, β4 :“ ´1?
2
piα3 ` α4q (2.64)







0 1 0 0
1 0 0
0 0 0 1
0 0 1 0
˛




0 ´i 0 0
´i 0 0 0
0 0 0 ´i
0 0 i 0
˛




´1 0 0 0
0 1 0 0
0 0 ´1 0
0 0 0 1
˛
‹‹‚
















4 ´ ̺2Qp´B1ϕ3 ` iB2ϕ3 ´ B3ϕ4q (2.68)
Le couple d’équations (2.65, 2.66) est identique au couple (2.67, 2.68) lorsque ϕ1 devient
ϕ3 et ϕ2 devient ϕ4.
Chacun de ces couples d’équations correspond exactement aux équations de Pauli de
la physique quantique classique lorsque le dernier terme ainsi que celui en j “ 0 (dans la
somme
ÿ
) de l’opérateur (α) sont supprimés. Ceux-ci sont effectivement « négligés » lorsque
les ε-approximations sont valides.
On laisse le soin au lecteur d’interpréter d’ores et déjà les résultats d’une expérience de type
« Stern-Gerlach » pour un spin 1{2, en terme de « déformation de l’espace temps » relatif à g0
précisée par les couples d’équations (2.65, 2.66) et (2.67, 2.68), cependant ceci sera développé
dans la section 2.19 pour permettre d’aborder l’étude des phénomènes d’« intrication quantique »
dans la section 2.20.
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Exemple 2 - Le spin 1
Le spin 1 est associé au domaine pour lequel l’espace propre ES 3pρqpγq correspond à l’espace
classé E2 (cf. 2.46). Dans ce cas γ “ 8ρ´2. On sait que les espaces Eq dont l’indice q est pair,
contiennent un sous-espace E1q qui s’identifie à l’espace propre ES 2pρ{2qpγq de la sphère S 2pρ{2q
(cf. annexe 3.8). Nous pourrions faire la description générale du « spin q », lorsque q est pair,
en considérant les espaces Eq (et non E
1
q), mais nous ne présenterons, comme exemple, que
le cas particulier où la fonction d’état associée à la métrique oscillante vérifie Ψxp.q P E1C2 .
La dimension des espaces E1q est q ` 1, ce qui correspond bien à la dimension considérée en
physique quantique standard pour les « spin entiers ».
Nous choisissons comme base de E12, les restrictions à S
3pρq des trois polynômes P˜k, har-
moniques, homogènes de degré 2, qui s’écrivent sous la forme P˜k “ Pk ˝ π où π : R4 Ñ R3 est
l’application qui définit la fibration de Hopf et les polynômes Pk sont les « fonctions coordon-
nées » de R3 : (y1), (y2), (y3).
On a donc (cf. annexe 3.8) :
P˜1px1, x2, x3, x4q “ x1x3 ` x2x4
P˜2px1, x2, x3, x4q “ x1x4 ´ x2x3
P˜3px1, x2, x3, x4q “ 12px
2
3 ` x24 ´ x21 ´ x22q
On note pβ1, β2, β3q :“ pP˜1|S 3pρq, P˜2|S 3pρq, P˜3|S 3pρqq la base choisie dans E12.
Les matrices M1, M2, M3 de S 1, S 2, S 3 (def. 38) relatives à la base pβ1, β2, β3q sont les
mêmes que les matrices des opérateurs différentiels L1, L2, L3 relatives à la base P˜1, P˜2, P˜3.
Un calcul rapide donne :
M1 “ 2
¨
˝0 0 10 0 0
1 0 0
˛
‚ M2 “ 2
¨
˝0 0 00 0 1
0 ´1 0
˛
‚ M3 “ 2
¨




Les trois matrices Mˆk des endomorphismes Sˆ k de E
1C
2 sont donc Mˆk “ ´ i2Mk.
Sous les hypothèses du corollaire 1, la fonction d’état Ψ vérifie l’équation 2.51. Notons Ψ1,
Ψ2, Ψ3 les trois fonctions complexes définies sur Θ, composantes de Ψ dans la base pβ1, β2, β3q.












3 ` ̺QipB1Ψ 1 ´ B2Ψ 2q
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où pαq est l’opérateur :
3ÿ
j“0
ε jpi BBx j ` QΥ
jq2 ` p̺4q2Q2ρ2|B|2
On laisse, là encore, le soin au lecteur d’interpréter les résultats d’une expérience de type
« Stern-Gerlach » pour un spin 1, en terme de « déformation de l’espace-temps » relatif à g0
précisée par les trois équations précédentes.
2.16 Les métriques oscillantes à masse nulle
La notion de masse a été définie pour les métriques oscillantes élémentaires associées à un
espace propre Eλ,µ (def. 21). la fréquence de masse M est (def. 24) la constante positive ou nullea
S ` µ´ λ où S :“ n´ 2
4pn´ 1qS g0 , S g0 étant la courbure scalaire constante de la métrique g0.
Nous considérons donc dans cette section, le cas pour lequel M “ 0, c’est à dire :
S “ λ´ µ.
On remarquera que, si λ “ 0, cette égalité ne peut être vérifiée que si la courbure scalaire est
négative ou nulle ce qui n’est pas à exclure. (Comme précisé dans la remarque 7 du chapitre 1,
la valeur de la courbure scalaire de pW, gWq peut permettre de réaliser l’égalité S “ λ´ µ).
La fréquence de charge électrique a été définie (def.23) par Q` :“
?
λ, cependant, lorsque
l’on considère que M “ 0, la charge électrique relative n’est en général pas définie (def. 31) et
il en est de même, par conséquent, de la fonction d’état ψ.
La constante Q` (qui peut être nulle) restera une caractéristique importante des métriques
oscillantes à « masse nulle », mais le terme « fréquence de charge électrique » ne sera plus
adapté si l’on veut rester proche du langage de la physique standard.
Les équations vérifiées par la fonction canonique ac d’une métrique oscillante élémen-
taire d’ordre 1 ou 2 à masse nulle ont été données par les théorèmes 3 et 5 où il suffit de
poser M “ 0.
On réécrit ici les équations obtenues pour les métriques oscillantes élémentaires d’ordre 1
à masse nulle (pour celles d’ordre 2 (cf. thm. 5), seul le cas du potentiel électromagnétique est




1. Dans un potentiel neutre.
lΘac “ 0 (2.69)







2. Dans un potentiel actif sans électromagnétisme.
lΘac “ 2v B
2ac
pBtq2 (2.70)
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3. Dans un potentiel électromagnétique.
3ÿ
j“0
ε jpi BBx j ` Q
`Υ jq2ac “ 0 (2.71)
où ε j “ g0 j j
Dans le cas du potentiel neutre, la fonction canonique ac est donc solution de l’équation des
ondes classique. Les ondes électromagnétiques standard seront pour nous des métriques oscil-
lantes à masse nulle particulières.
Les équations 2.70 et 2.71 décrivent l’influence d’un potentiel sur la métrique oscillante
à masse nulle. Qu’une telle influence existe n’est pas surprenant et apparaît déjà en relativité
générale classique où l’on sait que, par exemple, un champ électromagnétique déforme l’espace-
temps par l’intermédiaire de son tenseur d’énergie-impulsion.
Lorsque l’on considère un domaine avec singularités pD , g,S q (def. 37) pour lequel g est
une métrique oscillante élémentaire à masse nulle, la probabilité de présence d’une singularité
dans D a été étudiée dans la section 2.14. Les singularités s’assimileront à des photons dans le
cadre des ondes électromagnétiques standard, à des gravitons dans le cadre des ondes gravita-
tionnelles, etc., mais ceci lorsque nous aurons donné des définitions précises pour les différents
domaines de types « métriques oscillantes à masse nulle » dans lesquels se trouvent ces singu-
larités.
Dans cette section, les métriques oscillantes à masse nulle ont été présentées d’un point de
vue « quantique » (avec notre regard). Cependant, on peut aussi s’intéresser à ces notions en
terme de « fluide de genre lumière », mais alors ce n’est plus le même type d’approximations
que l’on utilise et ceci correspond au premier chapitre de ce papier dans lequel on a exclu les
« phénomènes quantiques » puisque l’on a fait, dès le départ, une moyenne de la métrique g sur
les cercles S 1xpδq (cf. lemme 1).
2.17 Une métrique oscillante « très élémentaire »
Considérons un domaine de type « métrique oscillante élémentaire dans un potentiel neutre
associé à Eλ,µ (def. 21) pour lequel λ “ 0 et µ “ 0. Les fonctions propres intervenant dans
la décomposition spectrale de la fonction a associée sont donc toutes constantes. La fréquence
de charge électrique Q` est nulle, le « spin » est nul, etc. La fonction a se réduit donc à une
fonction réelle définie sur Θ Ă R4 (l’équivalent d’un champ scalaire réel en T.Q.C).
Dans le cadre de l’approximation linéaire, l’équation fondamentale 2.3 s’écrit :
lgPa` S a “ 0 où S “
n´ 2







En supposant que S g0 est strictement positive, la fréquence de masse n’est autre que :
M “ p n´ 2
4pn ´ 1qS g0q
1{2.
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Cette métrique oscillante a donc la forme la plus simple possible que l’on puisse écrire dans
un potentiel neutre et sa masse ne dépend que de la courbure scalaire du potentiel neutre.
On avait déjà remarqué, lors de la définition de la masse (def. 25), qu’une courbure scalaire
strictement positive du potentiel neutre « donne » de la masse à des métriques oscillantes élé-
mentaires associées à Eλ,µ pour lesquelles µ ´ λ est strictement négatif (lorsque S ` µ ´ λ est
positif).
Il me parait naturel de faire le lien entre cette métrique oscillante élémentaire et le champ
de Higgs présenté en T.Q.C. On peut considérer que les singularités dans un tel domaine cor-
respondent aux bosons de Higgs, cependant il est probable que ces singularités associées à ce
domaine précis soient « indécelables ». Les expériences qui permettent de déceler effectivement
la présence de bosons de Higgs ne rentrent certainement pas dans le cadre de la métrique oscil-
lante que l’on vient de présenter mais décrivent des phénomènes d’interaction complexes pour
lesquels la notion de « masse » n’a plus le sens qu’on lui a donnée jusqu’à présent et la notion
de « durée de vie » devient importante. Ces derniers points sont succinctement abordés dans la
section 2.22.
2.18 Grandeurs et mesures
Cette section est conceptuellement très importante, on y précise la notion de « mesure
de grandeurs » qui s’avère être fondamentale pour la description des phénomènes quantiques
puisque, pour ceux-ci, les « appareils de mesure » font nécessairement partie intégrante du sys-
tème physique étudié (lire à ce sujet l’annexe 3.12).
En physique quantique standard, la notion de mesure est introduite directement dans l’axioma-
tique (ce qui, par une certaine forme d’imprécision, finit par poser certains problèmes concep-
tuels).
Dans la théorie présentée dans ce papier, le point de vue est très différent puisque la notion
de « mesure d’une grandeur » est introduite en donnant seulement une définition précise de ce
qu’est un « appareil de mesure idéalisé » pour cette grandeur. Les grandeurs considérées ne
seront que des caractéristiques des métriques oscillantes (et éventuellement des mesures de po-
sition pour des singularités) et ne seront en aucun cas des grandeurs associées à des « objets
macroscopiques » (le chat de Schrödinger par exemple).
Il est important de remarquer que, dans tout ce que nous avons présenté dans ce papier, la
notion d’impulsion n’est pas intervenue, alors que cette notion est fondamentale dans toutes les
théories physiques standard. Dans le chapitre sur les phénomènes quantiques la seule notion de
mesure que nous ayons considérée jusqu’à présent est celle de position et celle-ci n’a été définie
que pour les singularités (cf. 2.13). Ceci est suffisant pour décrire qualitativement et quantitati-
vement toutes les expériences standard de la physique quantique (diffraction, fentes de Young,
déviations par un potentiel, expérience de Stern-Gerlach, intrication quantique, etc.). Il va s’agir
maintenant d’aborder des phénomènes plus complexes (traités actuellement par la T.Q.C). Il n’y
a aucune raison, à priori, avec le regard que l’on porte ici sur la physique, d’introduire des no-
tions d’impulsion, d’énergie, etc. Cependant, dans le but de « garder le contact » avec les théories
physiques standard de manière à pouvoir comparer nos résultats théoriques avec les leurs, nous
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allons introduire dans cette section la notion de grandeurs telles que l’impulsion, l’énergie, etc.,
qui seront associées aux métriques conformes à un potentiel (et non à des singularités) puis,
ensuite, la notion d’instrument de mesure de ces grandeurs. Nous retrouverons en particulier
dans cette étude des inégalités analogues aux relations d’incertitudes de la physique quantique
standard, mais pour nous, celles-ci n’auront conceptuellement pas la même importance.
Il est à noter que la notion de vitesse (qui permet d’introduire la notion d’impulsion) n’a été
définie que dans le cas très particulier des métriques oscillantes homogènes (cf. 2.8), ceci servira
néanmoins de base à ce que nous allons introduire.
Dans tout ce qui concerne cette section la cellule type est de la forme C “ Θ ˆ S 1pδq ˆW
où Θ “ I ˆ Ω Ă Rˆ R3 et la métrique de référence est g0 “ gΘ ˆ p´gS 1pδqq ˆ gW .
2.18.1 Un exemple
Avant de préciser dans un cadre général les définitions relatives à la notion de mesure, nous
commençons par considérer le cas particulier d’un domaine de type « métrique oscillante d’ordre
1 dans un potentiel neutre » qui servira d’exemple de référence dans cette section.




ϕ j où ,@ j de 1 à p, ϕ j : Θˆ S 1pδq Ñ R vérifie :









C j et C
1
j sont ici des constantes, β P EWpµq, Q est la charge électrique relative.
D’après la définition 29 chaque fonction a j :“ βϕ j correspond à une métrique oscillante
élémentaire homogène d’ordre 1 et le vecteur vitesse de cette métrique oscillante est donné par :
ÝÑv j “ p1{M jqpλ j1, λ j2, λ j3q.
L’impulsion correspondante est alors naturellement définie par :ÝÑ
λ j :“ M jÝÑv j “ pλ j1, λ j2, λ j3q.
M j est la (fréquence de) masse « relativiste », elle est liée à la masse « au repos » M0 (que
l’on considère ne pas dépendre de j sur cet exemple) par (cf.2.8) :
M0 “ p1´ |ÝÑv j |2q1{2M j.
Il est facile de vérifier que lg0a`S a “ 0 puisque M20 “ S `µ´Q2. La métrique oscillante
donnée par g “ |a|4{n´2g0 est donc bien élémentaire d’ordre 1 dans un potentiel neutre.




pC j ` iC1jqe´ipM j t´
ř3
k“1 λ jk x
kq lorsque Q ą 0, et est égale au conjugué lorsque
Q ă 0.








Dans le langage « classique », l’étude du domaine que l’on vient de décrire (lorsque l’on
considère que la fonction d’état Ψ est celle de la physique quantique standard) est traduite de la
manière suivante :
CHAPITRE 2. LES PHÉNOMÈNES QUANTIQUES 104
Soit une particule de masse m et de charge électrique q dans un domaine Ω Ă R3 telle que la
fonction d’état Ψ soit celle que l’on vient de préciser. Alors, d’après les principes de la physique
quantique classique (délicats dans ce cas car Ψ n’est pas normalisable), on peut conclure que,
lors d’une mesure de l’impulsion de la particule à un instant t0, la probabilité d’obtenir ÝÑq j “
pλ j1, λ j2, λ j3q est pC j2 ` C1j2q{
pÿ
j“1
pC j2 ` C1j2q.
Pour nous, le processus va être fondamentalement différent et nous allons avoir recours à une
définition précise de la notion de grandeurs puis à celle d’instruments de mesure de ces gran-
deurs qui, utilisées en particulier sur l’exemple précédent, redonneront des résultats analogues
à ceux de la physique quantique standard. Bien que les définitions partent des mêmes principes,
nous présenterons dans deux sous-sections différentes les notions de grandeurs liées à l’espace
apparent Θ et celles liées aux variétés compactes de la cellule type C . La non-compacité de
l’espace apparent demandera une présentation plus élaborée que celle qui concerne les variétés
compactes.
2.18.2 Les grandeurs liées à l’espace apparent I ˆΩ Ă Rˆ R3 et leurs mesures
Comme les fonctions réelles définies sur Rp que nous allons considérer n’appartiendront pas
nécessairement à L2pRpq, nous introduisons la définition suivante où l’on note BL le cube dans
Rp dont les coordonnées des sommets sont p˘L{2, ...,˘L{2q.
Définition 42. Une famille p fiqiPG de fonctions réelles continues sur Rp est B-orthonormée si :




f 2i Ñ 1 quand L tend vers l’infini.









fi f j sera parfois noté ă fi, f j ąBL . Le choix du facteur « 2 » permettra de simplifier
certains coefficients dans les calculs qui vont suivre, essentiellement lorsque les fonctions fi
seront des fonctions trigonométriques.
La notion de grandeur que l’on introduit maintenant n’aura d’intérêt que liée à la notion
d’instrument de mesure que l’on définira ensuite.
Définition 43. On considère l’espace apparent I ˆ Ω Ă Rˆ R3.
Une grandeur définie sur Ω Ă R3 (resp. I Ă R) est une famille phiqiPG de fonctions C8
définies sur R3 (resp. R) à valeurs dans Rm telle que la réunion des m familles composantes
ph1,iqiPG, ..., phm,iqiPG forme une famille B-orthonormée (déf. 42).
Remarque 33. Dans les exemples qui vont suivre m sera égal à 2 et dans ce cas nous pourrions
dire que les fonctions hi sont à valeurs dans C plutôt que dans R
2. L’introduction de C permet
effectivement de simplifier certains calculs dans les cas particuliers des domaines pour lesquels
la fonction canonique (cf.2.10) est définie. Cependant les définitions qui vont suivre s’appliquent
dans un cadre plus général.
Les deux exemples fondamentaux sont les suivants.
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Exemple 1
La grandeur impulsion est définie par la famille phÝÑq qÝÑq PG
où G “ R3˚ et @ÝÑq “ pq1, q2, q3q P G hÝÑq : R3 Ñ R2 vérifie :










La grandeur énergie est définie par la famille pheqePG où G “ R˚
et, @e P G he : RÑ R2 vérifie : @t P R heptq “ pcospetq, sinpetqq.
Remarque 34. Habituellement, la dénomination de la grandeur considérée est plutôt donnée
aux éléments de l’ensemble des indices G : on parlera de l’impulsion ÝÑq “ pq1, q2, q3q ou de
l’énergie e.
On notera que l’ensemble R3 qui correspond à la grandeur impulsion représente l’espace
tangent à Ω en chacun de ses points (qui s’identifie canoniquement à R3 relativement au choix
de la cellule type).
Pour préciser maintenant le lien entre la notion de mesure d’une grandeur associée à un
domaine de type « métrique conforme à un potentiel » et la réalité physique, nous présentons
sous forme de définitions la notion d’instrument de mesure d’une grandeur. Ces définitions
ne concernent pour l’instant que les grandeurs que l’on vient de présenter associées à l’espace
apparent, mais elles s’adapteront sans difficultés aux grandeurs associées aux variétés compactes
que l’on précisera ensuite.
On considère un domaine de type « métrique conforme à un potentiel » de cellule type
pC , gq où C “ I ˆ Ω ˆ S 1pδq ˆ W et g “ |a|4{n´2gP, gP étant une métrique de potentiel
(ce domaine peut être en particulier un domaine « à courbure scalaire constante » (def.19) ou de
type « métrique oscillante » (def.20)).
Soit une grandeur phiqiPG (def.43) associée à ce domaine. Les trois caractéristiques
importantes d’un instrument de mesure de cette grandeur, dont la définition va suivre, sont
les suivantes.
1. Son spectre qui, par définition, est une sous-famille finie de la famille phiqiPG, c’est à
dire une famille phiqiPS p où S p est une partie finie de G.
2. Son domaine de mesure BL qui est un cube de R
3 dont les coordonnées des sommets
sont p˘L{2,˘L{2,˘L{2q et est donc de volume euclidien L3. Pour simplifier, et sans
restreindre la généralité, on supposera que 0 P Ω et que , pour L suffisamment petit, BL Ă
Ω, ce qui peut toujours s’obtenir par une « translation » des coordonnées px1, x2, x3q dans
la cellule type.
3. Sa durée de mesure T qui correspondra au temps, relatif à l’observateur associé à la
cellule type, pour effectuer la mesure.
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Définition 44. Un instrument de mesure de la grandeur phiqiPG définie sur Ω Ă R3 (def.43)
dont les caractéristiques sont S p, BL et T , est un système physique qui a les propriétés sui-
vantes :
1. À partir d’un instant t0 P I, il transforme le « sous-domaine » pCBL , gq de pC , gq en un
« domaine » pC 1, g1q pour lesquels :
(a) CBL “ I ˆ BL ˆ S 1pδq ˆW
(b) C 1 “st0, t0 ` T rˆp
ď
iPS p
Biq ˆ S 1pδq ˆW
où st0, t0 ` T rĂ I et les Bi sont des cubes de R3 disjoints 2 à 2 (ou du moins qui ont
leurs intersections 2 à 2 de mesure nulle) chacun isométrique à BL.





ă a, hil ąBL phil ˝ σiq
Ici σi désigne l’isométrie entre Bi et BL (hil ˝ σi peut être considérée définie sur






2. Pour chaque i P S p, l’instrument de mesure estime le nombre moyen de singularités
élémentaires se trouvant dansBi pendant le temps pt, uq Pst0, t0 ` T rˆS 1pδq. (Lorsque
nipt, uq désigne le nombre de singularités élémentaires se trouvant au temps pt, uq dans






On peut résumer succinctement les propriétés demandées à un tel instrument de mesure en disant
que celui-ci « sépare en espace » les « composantes » qui nous intéressent de la métrique sur
laquelle on effectue les mesures, puis analyse le domaine créé (« séparé en espace ») en comptant
les singularités élémentaires qui s’y trouvent. Un exemple de tel instrument de mesure est donné
par un prisme qui décompose la lumière constituée de p impulsions distinctes de même direction
en la répartissant sur p domaines (arc en ciel). Dans ce cas les métriques oscillantes considérées
sont à masse nulle (cf. section.2.16).
Lorsque la grandeur phiqiPG est définie sur I P R, la définition d’un instrument de mesure de
cette grandeur est analogue à la définition 44 précédente, seule la condition 1.pcq est différente.
Définition 45. Un instrument de mesure de la grandeur phiqiPG définie sur I P R (def.43) dont
les caractéristiques sont S p, BL et T , est un système physique qui a les propriétés suivantes :
1. À partir d’un instant t0 P I, il transforme le « sous-domaine » pCBL , gq de pC , gq en un
« domaine » pC 1, g1q pour lesquels :
(a) Idem définition 44
(b) Idem définition 44
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Ici CL :“st0, t0 ` T rˆBL ˆ S 1pδq ˆ W et on rappelle que, dans le cadre de cette
définition, hi est une fonction définie sur R.σi est l’isométrie entre Bi et BL prolongée
naturellement par « l’identité » entre Ci et CL.
2. Idem définition 44
Il est important de remarquer que les instruments de mesure que l’on vient de présenter
mesurent des grandeurs relatives à la métrique conforme à un potentiel mais n’ont aucun lien
avec les singularités se trouvant dans l’espace temps « avant » la mesure.
Exemples de mesures d’impulsion et d’énergie
On reprend l’exemple de la métrique oscillante élémentaire d’ordre 1 présenté au début de
cette section :




ϕ j où ,@ j de 1 à p, ϕ j : Θˆ S 1pδq Ñ R vérifie :









C j et C
1
j sont ici des constantes, β P EWpµq, Q est la charge électrique relative.
1. Considérons une mesure de l’impulsion effectuée sur cette métrique oscillante à l’aide
de l’instrument de mesure décrit dans la définition 44.
Comme nous allons le voir, les conditions essentielles pour que l’instrument de mesure
« sépare correctement en espace » chacun des βϕ j sont les suivantes :
@ j ‰ j1 P t1..pu L|ÝÑλ j ´ÝÑλ j1 | ąą 1 et L|ÝÑλ j | ąą 1 (2.72)
où |ÝÑλ j | :“ supp|λ j1 |, |λ j2 |, |λ j3 |q et L est la longueur des côtés du cube qui définit le
domaine de mesure.
Le fait que @ j P t1..pu L|ÝÑλ j | ąą 1 permet d’écrire le résultat suivant :
@ j P t1..pu, @ÝÑq P S p
ă ϕ j, h1ÝÑq ąBL h1ÝÑq ` ă ϕ j, h2ÝÑq ąBL h2ÝÑq » ϕ j si L|
ÝÑ
λ j ´ÝÑq | ăă 1 (2.73)
ă ϕ j, h1ÝÑq ąBL h1ÝÑq ` ă ϕ j, h2ÝÑq ąBL h2ÝÑq » 0 si L|
ÝÑ
λ j ´ÝÑq | ąą 1 (2.74)
où |ÝÑλ j ´ÝÑq | :“ supp|λ j1 ´ q1|, |λ j2 ´ q2|, |λ j3 ´ q3|q.
Ceci s’obtient en utilisant des égalités de la forme suivante ici écrites pour simplifier en
« dimension 1 » (alors qu’elles sont en « dimension 3 ») : @λ P R, @q P R













pλ´qq si λ ‰ q
“ 1` 1
Lλ















pλ´ qq » 0 si L|λ´ q| ąą 1
On déduit de 2.72 2.73 et 2.74 que : @ j P t1..pu @ÝÑq P S p
ă a, h1ÝÑq ąBL h1ÝÑq BL` ă a, h2ÝÑq ąBL h2ÝÑq BL » βϕ jCL si L|
ÝÑ
λ j ´ÝÑq | ăă 1
» 0 si L|ÝÑλ j ´ÝÑq | ąą 1
Alors (def.44) le domaine pC 1, g1q créé par l’instrument de mesure est tel que g1 “
|a1|4{n´2g0 où la fonction a1 vérifie les propriétés suivantes : pour chaque j P t1..pu
a1
C 1ÝÑq
» βϕ j ˝ σÝÑq si ÝÑq P S p vérifie L|
ÝÑ
λ j ´ÝÑq | ăă 1
» 0 si ÝÑq P S p vérifie L|ÝÑλ j ´ÝÑq | ąą 1
où C 1ÝÑq :“st0, t0 ` T rˆBÝÑq ˆ S
1pδq ˆW .
Ceci signifie que la fonction a1 est » 0 sur les domaines C 1ÝÑq lorsque ÝÑq est « éloigné »
de tous les
ÝÑ
λ j (c.a.d. lorsque L|ÝÑλ j ´ ÝÑq | ąą 1) et que a1 est « très proche » d’une
fonction représentant une métrique oscillante élémentaire homogène sur C 1ÝÑq lorsque
ÝÑq
est « très proche » d’un
ÝÑ
λ j (c.a.d. lorsque L|ÝÑλ j ´ÝÑq | ăă 1).
On suppose maintenant que le spectre est suffisamment « riche » pour que l’on puisse
choisir pour chaque j P t1..pu, un ÝÑq j P S p tel que L|ÝÑλ j ´ ÝÑq j | ăă 1 (bien entendu,
ce choix fait que l’on ne va décrire qu’un résultat partiel relativement aux données de
l’instrument de mesure).
On peut alors écrire : @ j P t1..pu
a1
C 1ÝÑq j
» βϕ j ˝ σÝÑq j









et pC 1ÝÑq j , |a
1|4{n´2g0q est isométrique à pCL, |βϕ j|4{n´2g0q.
On en déduit, d’après les résultats de la section 2.14 que, si à un instant t Pst0, t0`T r une
singularité élémentaire « ς » se trouve dans
pď
j“1
H jptq oùH jptq :“ ttuˆBÝÑq jˆS
1pδqˆW ,
alors la probabilité qu’elle soit dans un H jptq est pC j2 ` C1j2q{
pÿ
j“1
pC j2 ` C1j2q puisque
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les BÝÑq j sont disjoints 2 à 2 (ou du moins ont leurs intersections 2 à 2 de mesure nulle).
Cette probabilité ne dépend pas de t.
Ce résultat est comparable à celui donné par la physique quantique standard (précisé en
2.18.1). Cependant l’interprétation liée à la physique que nous présentons est, comme
on vient de le voir, profondément différente. Il est en particulier important de remarquer
que les singularités élémentaires que l’on observe dans les H jptq et dont on connaît la
probabilité de présence, n’ont rien à voir avec les singularités se trouvant dans le domaine
I ˆ Ωˆ S 1pδq ˆW pour t ă t0 c’est à dire avant la mesure.
Comparaison entre les conditions 2.72 et la relation d’incertitude « position-impulsion »
Comme on l’a déjà précisé, l’impulsion
ÝÑ
λ j est donnée par
ÝÑ
λ j “ M jÝÑv j où M j est la
fréquence de masse et ÝÑv j “ pv1, v2, v3q est la vitesse à laquelle se déplace la métrique
oscillante élémentaire homogène. Dans le système d’unités SI on a M j “ m jc{~ où m j
est la masse (en kg) (def.25) et ÝÑv j “ pv1, v2, v3q (en ms´1) est donnée par ÝÑv j “ cÝÑv j .
Les conditions 2.72 s’écrivent donc aussi, lorsque l’on note l’impulsion « standard »
ÝÑp j “ m jÝÑv j “ m0p1´ |ÝÑv j |2{c2q1{2
ÝÑv j :
@ j ‰ j1 P t1..pu L|ÝÑp j ´ÝÑp j1 | ąą ~ et L|ÝÑp j| ąą ~ (2.75)
L’inégalité L|ÝÑp j ´ ÝÑp j1 | ąą ~ est à rapprocher de la relation d’incertitude classique en
physique quantique qui lie les mesures de position et d’impulsion d’une particule. L’in-
terprétation des inégalités 2.75 est néanmoins assez différente. Rappelons que la notion
de mesure de position est, pour nous, définie pour les singularités élémentaires alors
que celle de mesure d’impulsion que l’on vient de présenter concerne les métriques
conformes à un potentiel, la relation d’incertitude de la physique quantique standard
perd donc, pour nous, tout son sens. Les inégalités 2.75 disent simplement que si l’on
mesure des impulsions à l’aide de l’instrument de mesure (def.44) et que l’on souhaite
que celui-ci « sépare correctement en espace » la métrique initiale en métrique oscil-
lantes élémentaire homogènes (pour lesquelles la notion d’impulsion est naturellement
définie), alors le domaine de mesure BL doit être suffisamment « grand » relativement
aux impulsions considérées (l’inégalité L|ÝÑp j| ąą ~ précise que l’on ne peut mesurer,
sans les critères que l’on vient de préciser, une impulsion « trop petite »).
2. Considérons maintenant une mesure de l’énergie effectuée sur cette même métrique
oscillante à l’aide de l’instrument de mesure décrit dans la définition 45.
La condition essentielle pour que l’instrument de mesure « sépare correctement en es-
pace » chacun des βϕ j est la suivante :
@ j ‰ j1 P t1..pu TpM j ´ M j1q ąą 1 et TM j ąą 1 (2.76)
Des calculs analogues (plus rapides ici) à ceux de la partie précédente montrent que :
@ j P t1..pu @e P S p










aCLh2edtqph2eqst0 ,t0`T r » βϕ jCl
si T |M j ´ e| ăă 1
(On rappelle que heptq “ ph1eptq, h2eptqq “ pcospetq, sinpetqq)
Alors (def.45) le domaine pC 1, g1q créé par l’instrument de mesure est tel que g1 “
|a1|4{n´2g0 où la fonction a1 vérifie les propriétés suivantes : pour chaque j P t1..pu
a1
C 1e
» βϕ j ˝ σe si e P S p vérifie T |M j ´ e| ăă 1
» 0 si e P S p vérifie T |M j ´ e| ąą 1
où σe désigne l’isométrie entre Be et BL et C
1
e :“st0, t0 ` T rˆBe ˆ S 1pδq ˆW .
Ceci signifie que la fonction a1 est » 0 sur les domaines C 1e lorsque e est « éloigné » de
tous les M j (c.a.d. lorsque T |M j ´ e| ąą 1) et que a1 est « très proche » d’une fonction
représentant une métrique oscillante élémentaire homogène sur C 1e lorsque e est « très
proche » d’un M j (c.a.d. lorsque T |M j ´ e| ăă 1).
On suppose maintenant que le spectre est suffisamment « riche » pour que l’on puisse
choisir pour chaque j P t1..pu, un e j P S p tel que T |M j ´ e j| ăă 1 (bien entendu,
ce choix fait que l’on ne va décrire qu’un résultat partiel relativement aux données de
l’instrument de mesure).
On peut alors écrire : @ j P t1..pu
a1
C 1e j
» βϕ j ˝ σe j









et pC 1e j , |a1|4{n´2g0q est isométrique à pCL, |βϕ j|4{n´2g0q.
On en déduit, d’après les résultats de la section 2.14 que, si à un instant t Pst0, t0`T r une
singularité élémentaire « ς » se trouve dans
pď
j“1
H jptq oùH jptq :“ ttuˆBe jˆS 1pδqˆW ,
alors la probabilité qu’elle soit dans un H jptq est pC j2 ` C1j2q{
pÿ
j“1
pC j2 ` C1j2q puisque
les Be j sont disjoints 2 à 2 (ou du moins ont leurs intersections 2 à 2 de mesure nulle).
Cette probabilité ne dépend pas de t.
Là encore ce résultat est comparable à celui que donne la physique quantique standard.
Comparaison entre les conditions 2.76 et la relation d’incertitude « temps-énergie »
Les conditions 2.76 écrites dans les unités SI deviennent :
@ j ‰ j1 P t1..pu T |m jc2 ´ m j1c2| ąą ~ et Tm jc2 ąą ~ (2.77)
où T (en s) est défini par cT “ T et puisque M j “ m jc{~.
L’inégalité T |m jc2 ´ m j1c2| ąą ~ est à rapprocher de la relation d’incertitude temps-
énergie de la physique quantique classique bien que, tout comme celle position-impulsion
l’interprétation en soit, pour nous, assez différente. (Il est à noter que les conditions 2.76
ne font pas intervenir la « dimension » de BL qui, ici, a peu d’importance).
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2.18.3 Les grandeurs liées aux variétés compactes de la cellule type et leurs me-
sures
La cellule type considérée est de la forme C “ I ˆ Ω ˆ V1 ˆ V2 où V1 et V2 sont deux
variétés compactes. Nous nous intéressons aux « grandeurs » définies sur V1.
Les définitions de grandeurs, instruments de mesure de ces grandeurs que l’on va préciser,
partent des mêmes principes que l’on a utilisés pour les grandeurs définies sur l’espace apparent,
mais maintenant la compacité de V1 (qui permet d’utiliser le théorème spectral (section2.5))
simplifie grandement les choses.
On considère un espace propre EV1pµq du laplacien ∆gV1 . Sur celui-ci est défini naturellement
le produit scalaire suivant :




Définition 46. Une grandeur définie sur EV1pµq est une famille phiqiPG de fonctions défi-
nies sur V1 à valeurs dans R
m (m ě 1) telle que la réunion des m familles composantes
ph1,iqiPG, ..., phm,iqiPG forme une famille orthonormée (pour le produit scalaire 2.78) de fonctions
propres appartenant à EV1pµq.
D’après le théorème spectral cette famille est finie.
Là encore, la dénomination de la grandeur (grandeur spin par exemple) sera souvent affectée
à l’élément i de G.
Définition 47. Un instrument de mesure de la grandeur phiqiPG définie sur V1 dont les trois
caractéristiques sont S p, BL et T est un système physique qui a les propriétés suivantes :
1. À partir d’un instant t0 P I, il transforme le « sous-domaine » pCBL , gq de pC , gq en un
« domaine » pC 1, g1q pour lesquels :
(a) CBL “ I ˆ BL ˆ V1 ˆ V2
(b) C 1 “st0, t0 ` T rˆp
ď
iPS p
Biq ˆ V1 ˆ V2
où st0, t0 ` T rĂ I et les Bi sont des cubes de R3 disjoints 2 à 2 (ou du moins qui ont
leurs intersections 2 à 2 de mesure nulle) chacun isométrique à BL.





pă aCBL , hil ą hilq ˝ σi
Ici σi désigne l’isométrie entre Bi et BL étendue naturellement par « l’identité » en
une isométrie entre Ci et CBL .
2. Pour chaque i P S p, l’instrument de mesure estime le nombre moyen de singularités
élémentaires se trouvant dansBi pendant le temps pt, uq Pst0, t0 ` T rˆS 1pδq. (Lorsque
nipt, uq désigne le nombre de singularités élémentaires se trouvant au temps pt, uq dans
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Bien entendu, les instruments de mesure décrits par les définitions 44, 45 et 47 sont « idéa-
lisés ». En réalité les mesures des grandeurs que l’on a citées dans cette section et qui inter-
viennent dans les phénomènes quantiques, sont délicates. On peut considérer qu’une chambre à
bulles (à fils ou à dérive) est une « association » d’instruments de mesure tels qu’on les a définis
(mais très imparfaits).
Les instruments de mesure (fictifs) que l’on a décrits dans cette section sont basés, comme on
l’a vu, sur une « séparation en espace » des différentes « composantes » de la métrique conforme
à un potentiel considérée. D’autres types d’instruments de mesure (réels) sont cependant utilisés
et certains sont basés sur la provocation de phénomènes de résonance (résonance magnétique
par exemple) et donnent souvent des résultats très précis. Ils ne peuvent s’assimiler à ceux que
l’on a présentés ici.
La section suivante est consacrée à un exemple important de mesure de grandeur liée aux
variétés compactes : La mesure de spin. L’étude en est détaillée car c’est avec cette notion que
sera présenté le phénomène d’« intrication quantique » dans la section 2.20.
2.19 Mesure de spin
2.19.1 Faisceau de métrique oscillante et « état de spin »
De nombreuses expériences sont basées sur l’envoi de « faisceaux de particules ». Cette
notion, exprimée dans le langage de la physique classique, se traduit pour nous par celle de
« faisceaux de métriques oscillantes ».
Les métriques oscillantes considérées sont les métriques oscillantes élémentaires homogènes
se déplaçant à une vitesse ÝÑv dans un potentiel neutre, définies dans la section 2.8. Ce sont celles
pour lesquelles la notion de vitesse (et d’impulsion) est bien définie. Nous nous limitons ici
aux métriques oscillantes d’ordre 2 avec spin 1/2 (cf.2.15.7) mais la généralisation ne pose pas
de difficultés. On rappelle (def.29 et généralisation 2.8.2) que, pour une métrique élémentaire
homogène d’ordre 2 et de spin 1/2 définie sur la cellule C “ ΘˆS 1pδqˆS 3pρqˆV , la métrique












k ` Quqqαl (2.79)
où pα1, α2, α3, α4q est une base orthonormée de l’espace propre ES 3pρqpγq (que l’on peut aussi
considérer comme une base de EC
S 3pρq
pγq), β P EVpνq, ÝÑv “ 1{M1pλ1, λ2, λ3q et M1 “
p1´ |ÝÑv |2q´1{2M.
La fonction a vérifie l’équation fondamentale 2.3 : lg0a` S a “ 0.
La fonction canonique associée : ac : ΘÑ ECS 3pρqpγq et la fonction d’état Ψ : ΘÑ ECS 3pρqpγq
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quel que soit Q.
Le terme « faisceau » précise le fait que les métriques oscillantes considérées sont définies
sur un « tube » de la cellule C “ Θ ˆ S 1pδq ˆ S 3pρq ˆ V où Θ “ I ˆ U Ă R ˆ R3. Les
coordonnées canoniques de U seront notées plus conventionnellement px, y, zq. On considère
par exemple le « tube » Tpr1, y1, y2q :“ Dpr1qˆqy1, y2pˆS 1pδq ˆ S 3pρq ˆ V Ă U ˆ S 1pδq ˆ
S 3pρq ˆ V où Dpr1q est le disque de rayon euclidien r1 centré en O dans le plan pÝÑx ,ÝÑz q et
qy1, y2p est un intervalle de l’axe ÝÑy . On a choisi ici ÝÑy comme axe du tube, le disque Dpr1q lui
étant perpendiculaire. Bien entendu, on étendra, si besoin est, cette définition à un tube d’axe
quelconque.
On donne alors la définition suivante.
Définition 48. Un domaine de type faisceau de métrique oscillante dans un potentiel neutre,
de spin 1/2, de rayon r1 et d’axe ÝÑy est un domaine pC , gq où g “ |a|4{n´2g0 et la fonction
a : C Ñ R (supposée régulière) vérifie :




k est remplacé par (λy) pour
préciser que la vitesse ÝÑv a pour direction ÝÑy .
2. a{C´pIˆTpr2qq “ Cte où 0 ď Cte ď 1 et r2 “ r1 ` ε.
(ε est en général choisi ă r1 et ne sert qu’à permettre la régularité de la fonction (a) sur
C ).
(La condition 2. n’a pas une grande importance pour la suite, elle signifie que dans le do-
maine considéré, la métrique sera approximativement celle d’un potentiel neutre).
Il est simplificateur pour la suite d’introduire la notion d’« état de spin » d’une métrique
oscillante homogène dans un potentiel neutre, on donne donc la définition suivante.
Définition 49. L’état de spin d’une métrique oscillante homogène d’ordre 2 avec spin 1/2 est




př4l“1 |Cl ` iC1l|2q1{2
(2.82)
Bien entendu, cette définition s’étend sans difficultés à des « spin » autres que 1/2.
2.19.2 L’appareil de Stern-Gerlach idéalisé
La mesure de spin
Le principe de l’expérience de Stern-Gerlach (Figure 2.1), décrit en langage classique, est le
suivant :
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Figure 2.1 – L’appareil de Stern-Gerlach
On envoie des particules (voire des atomes) avec une vitesse bien définie dans une zone où
règne un champ magnétique inhomogène dirigé suivant une direction orthogonale à la vitesse
initiale des particules. on mesure la déviation éventuelle des particules par ce gradient de champ
magnétique en regardant les impacts sur un écran orthogonal à la direction du jet de particules.
Le champ magnétique
ÝÑ
B est nul sur le domaine pour lequel y Pqy1, y2pYqy3, y4p ,il est di-
rigé dans une direction orthogonale à ÝÑy et a un gradient non nul sur le domaine pour lequel
y Pqy2, y3p.
Pour nous, en terme de métrique oscillante, l’expérience de Stern-Gerlach se présente de la ma-
nière suivante :
On considère la cellule C “qt1, t2pˆωˆS 1ˆS 3ˆV où ω est la réunion d’un tube T1pr1, y1, y2q
d’axe ÝÑy de rayon r1 (sur lequel ÝÑB “ 0), d’un tube T2pr2, y2, y3q (sur lequel ÝÑB ‰ 0) avec
r2 ą r1, d’un tube T3pr2, y3, y4q (sur lequel ÝÑB “ 0).
La métrique g “ |a|4{n´2gP définie sur la cellule C est celle d’une métrique oscillante élémen-
taire d’ordre 2, que l’on supposera de spin 1/2. Sa fonction d’état est notée ϕ.
La cellule Cy1,y2 “qt1, t2pˆT1pr1, y1, y2q ˆ S 1 ˆ S 3 ˆ V munie de la métrique |a|4{n´2g0 définit








L’état de spin associé (def.49) est ζ “
4ÿ
l“1
pCl` iC1lqαl. L’égalité (2.83) constitue donc une forme
de « condition initiale » pour la fonction ϕ.
D’après le corollaire 1 de la section 2.15.4, la fonction d’état ϕ est solution de l’équation
2.51. On choisit la base orthonormée pβ1, β2, β3, β4q de ECS 3pρqpγq pour laquelle les quatre com-
posantes de ϕ vérifient les équations (2.65) (2.66) (2.67) (2.68).
Comme nous ne nous intéressons qu’à l’« effet de spin », nous allons négliger, dans l’opé-
rateur différentiel pαq, les termes qui ont le coefficient Q, ce qui, en langage de la physique
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classique, revient à dire que nous ne nous intéressons qu’aux déviations liées au spin et non aux
éventuelles déviations liées à la charge électrique dans le potentiel électromagnétique.
Compte tenu du fait que la composante pB2q du champ électromagnétique est ici nulle, les
















4 ´ ̺2QpB1ϕ3 ` B3ϕ4q
Les deux premières équations sont identiques aux deux dernières lorsque ϕ1 devient ϕ3 et
ϕ2 devient ϕ4.
La fonction d’état ϕ peut être considérée comme la somme de deux fonctions d’état ϕ1 et
ϕ2 correspondant à la superposition de deux métriques oscillantes, la première fonction d’état
ayant pϕ1, ϕ2, 0, 0q pour composantes dans la base pβ1, β2, β3, β4q et la deuxième p0, 0, ϕ3, ϕ4q.
En physique classique ceci correspond à l’envoi de deux particules de même masse et charge
électrique, mais éventuellement avec un état de spin différent. Le résultat de la mesure de l’ap-
pareil de Stern-Gerlach donne, lorsqu’un impact a lieu sur l’écran, la probabilité que celui-ci
soit dans un des deux domaines disjoints de l’écran (pour le spin 1/2). Ce résultat sera facile-
ment obtenu pour la superposition des deux métriques oscillantes si l’on sait l’obtenir pour celle
correspondant à la fonction d’état ϕ1 car les calculs sont identiques pour ϕ2. En effet, ceci est la
conséquence des deux faits suivants :
1. EC1 :“ ECS 3pρqpγq “ E1C1 ‘ E2C1 où E1C1 est le sous-espace vectoriel engendré par β1 et β2
et E2C1 celui engendré par β3 et β4




1 compte tenu de la forme de
leurs matrices dans la base des βk donnée en 2.15.7.
On introduit alors la terminologie suivante :
Définition 50. L’espace E1C1 est appelé l’espace propre restreint (Il est de dimension complexe
2 et correspond à l’espace des états de spin 1/2 de la physique quantique standard).




1, Sˆ 12, Sˆ 13 sont appelés les endo-
morphismes canoniques restreints.
Les matrices dans la base pβ1, β2q des endomorphismes canoniques restreints Sˆ 11 et Sˆ 13 (les
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On a, bien entendu, les mêmes résultats si l’on considère E2C1 et Sˆ
2
1, Sˆ 23.
Dans la suite de cette section nous considérerons donc que les fonctions d’état sont à
valeurs dans l’espace propre restreint E1C1 . Les états de spin (def.49) des métriques oscil-
lantes homogènes d’ordre 2 avec spin 1/2 qui vont intervenir seront alors des éléments de
E1C1 .
Sur la cellule Cy2,y3 de l’appareil de Stern-Gerlach idéalisé, le champ magnétique est de la
forme
ÝÑ
B “ BÝÑs où ÝÑs est un vecteur unitaire dans le plan pÝÑx ,ÝÑz q et B est une fonction
non constante dépendant d’une variable réelle notée s “ pcos θqz ` psin θqx et l’on supposera
BB
Bs ą 0 pour qu’il n’y ait pas d’ambiguïté sur le sens de
ÝÑs . L’angle θ est précisé dans la
définition suivante.
Définition 51. On appelle angle de mesure de l’appareil de Stern-Gerlach, l’angle θ Pq´ π, πq
donné par cos θ “ pÝÑs {ÝÑk q, sin θ “ pÝÑs {ÝÑi q où ÝÑi et ÝÑk sont les vecteurs unitaires des axes





B “ Bpcos θÝÑk `sin θÝÑi q et les deux composantes de
ϕ1 (considérée maintenant à valeurs dans E1C1 ) dans la base pβ1, β2q : pϕ1, ϕ2q, vérifient, compte








2 ´ ̺2QBppsin θqϕ1 ` pcos θqϕ2q (2.85)
On définit l’endomorphisme Sˆ θ de E
1C
1 en posant :
Sˆ θ :“ psin θqSˆ 11 ` pcos θqSˆ 13 (2.86)
Celui-ci a pour matrice relative à la base pβ1, β2q :
Mˆθ “
ˆ´ cos θ sin θ
sin θ cos θ
˙




1 ´ ̺2QBSˆ θpϕ1q
On vérifie facilement que le couple suivant :
β11 :“ pcos θ{2qβ1 ´ psin θ{2qβ2 , β12 :“ psin θ{2qβ1 ` pcos θ{2qβ2 (2.87)
forme une base de vecteurs propres de Sˆ θ, orthonormée dans E
1C
1 , ceci pour les valeurs propres
respectives p´1q et p`1q.
La matrice de rotation Rθ{2 suivante :
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Rθ{2 “
ˆ
cos θ{2 ´ sin θ{2
sin θ{2 cos θ{2
˙





On en déduit que les deux composantes ϕ11 et ϕ12 de ϕ1 dans cette base, vérifient les deux équa-








12 ` ̺2QBϕ12 (2.89)
Chacune de ces équations est identique à celle qui permet de décrire, en physique quantique
classique, la répartition des impacts sur l’écran lorsque les « particules » sont sous l’influence
d’un potentiel qui ici est donné par la fonction ´ ̺2QB pour l’équation 2.88 et par la fonction
` ̺2QB pour l’équation 2.89. On peut considérer que ̺2QB (resp. ´ ̺2QB) représente un potentiel









ce qui, en physique classique, « dévie » les particules dans un sens suivant la direction ÝÑs pour
l’équation 2.88 et dans l’autre sens pour l’équation 2.89.
Nous ne détaillons pas cette étude ici, mais donnons les résultats qualitatifs dans la proposition
suivante (sans démonstration) :
Proposition 13. Dans un domaine pour lequel y3 ă y ă y4 (c’est à dire après la sortie de
champ magnétique
ÝÑ
B ), la fonction (a) caractéristique de la métrique g “ |a|4{n´2g0, est ap-
proximativement nulle en dehors de deux domaines disjoints D1 “qt1, t2pˆω1ˆ S 1ˆ S 3ˆ V et
D2 “qt1, t2pˆω2ˆ S 1ˆ S 3ˆV où ω1 et ω2 sont deux « tubes » disjoints inclus dans la partie
limité par y3 et y4 (fig.2.1). Les deux « taches d’impacts » sur l’écran, classiques pour le spin
1/2, sont limitées par l’intersection de ces deux tubes avec l’écran. Les axes des tubes ω1 et ω2,





1|qt1 ,t2pˆω1 , on peut l’assimiler à celle d’un faisceau de métrique oscillante d’axeÝÑy 1 (def.48). Il en est de même pour la fonction d’état de la métrique oscillante restreinte à D2 .
L’étude de ce phénomène est identique à celle faite par la physique quantique standard
puisque, si l’on utilise les ε-approximations, les équations (2.88) et (2.89) se ramènent à celles
vérifiées par la fonction d’état de cette dernière. De plus, l’analyse probabiliste faite en terme
de « singularités » pour nous, donne des résultats qui correspondent aussi à ceux de la physique
quantique standard comme on l’a vu dans la section 2.14. Les résultats précis sont donnés dans
la proposition 14 qui va suivre dans le cadre d’un appareil de Stern-Gerlach idéalisé. Dans ce
but, nous continuons l’étude de la manière suivante :
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Sur le domaine pour lequel y Pqy1, y2p (fig.2.1), la fonction d’état ϕ1 est celle du faisceau de
métrique oscillante homogène se déplaçant à une vitesse ÝÑv “ λÝÑj où λ est positif et ÝÑj est le
vecteur unitaire de l’axe ÝÑy . Restreinte à ce domaine on la notera ϕ10.
D’après 2.83 et puisque l’on considère la restriction à E1C1 , la fonction ϕ
1
0 s’écrit sous la
forme :
ϕ10 “ e´ippM
1´Mqt´λyqpz1β1 ` z2β2q (2.90)
où z1 et z2 P C
D’après la définition 2.80, l’état de spin du faisceau entrant dans l’appareil de Stern-Gerlach
est z1β1 ` z2β2.
Si l’on considère la fonction ǫ : ΘÑ C définie par :
ǫ :“ e´ippM1´Mqt´λyq (2.91)
alors, sur le domaine où y Pqy1, y2p, les deux composantes de ϕ10 dans la base pβ1, β2q, que l’on
notera ϕ10 et ϕ
2
0, s’écrivent :
ϕ10 “ z1ǫ ϕ20 “ z2ǫ
Les composantes de ϕ10 dans la base pβ11, β12q précisée en 2.87 (et sur le domaine où y Pqy1, y2p)
sont donc :
ϕ10
1 “ ppcos θ{2qz1 ´ psin θ{2qz2qǫ (2.92)
ϕ10
2 “ ppsin θ{2qz1 ` pcos θ{2qz2qǫ (2.93)
Elles sont, bien sûr, solutions des équations 2.88 et 2.89 dans le domaine où y Pqy1, y2p puisque
le champ magnétique
ÝÑ
B y est nul. On peut les considérer comme des « conditions initiales » qui
déterminent ϕ11 et ϕ12 sur le domaine « entier », en particulier celui où y Pqy3, y4p qui donne la
« mesure de spin ».
Pour obtenir un résultat précis sur cette « mesure de spin » par l’appareil de Stern-Gerlach, nous
précisons maintenant les données sur le champ magnétique
ÝÑ
B dans le domaine où y Pqy2, y3p.
On a déjà supposé que
ÝÑ
B “ BÝÑs où B dépend de la variable s “ pcos θqz ` psin θqx. Nous
supposerons maintenant que B est une fonction impaire (on peut, par exemple, considérer que,
par une approximation linéaire, B “ pBBBs p0qqs. Comme, sous cette condition, Bp0q “ 0, le
champ
ÝÑ
B est nul sur l’axeÝÑy et ceci peut être vu comme un moyen de négliger les « déviations »
(en langage de physique classique) autres que celles liées au « spin ». Bien entendu,
BB
Bs p0q ‰ 0.
le choix d’imparité de la fonction B va permettre d’utiliser la propriété suivante :
B ˝ σ “ ´B
où σ désigne l’isométrie de R3 définie par σpx, y, zq “ p´x, y,´zq.
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Proposition 14. On suppose que la condition suivante est réalisée :
Le domaine où y Pqy1, y2p (fig.2.1) est un domaine de type « faisceau de métrique oscillante
dans un potentiel neutre de spin 1/2 et d’axe ÝÑy » (def.48), son état de spin est ζ “ z1β1 ` z2β2
(def.49) où pβ1, β2q est la base de E1C1 dans laquelle les équations 2.84 et 2.85 sont vérifiées.
L’angle de mesure de l’appareil de Stern-Gerlach (def.51) est noté θ.
Alors :
Si à un instant t Pqt1, t2p, ς est une singularité élémentaire dans H ptq :“ ttu ˆ pω1 Y ω2q ˆ
S 1ˆ S 3ˆV, où ω1 et ω2 sont précisés dans la proposition (13), la probabilité pour que celle-ci
soit dans H1ptq :“ ttu ˆ ω1 ˆ S 1 ˆ S 3 ˆ V est :




(Bien entendu, la probabilité pour que celle-ci soit dans H2ptq :“ ttu ˆω2ˆ S 1ˆ S 3ˆV est :









fonction d’état et donc à la valeur propre (´1) (resp.(`1)) de l’endomorphisme Sˆ θ défini par
l’égalité (2.86).
La probabilité donnée par (2.94) s’écrit donc aussi de la manière suivante :
p1ptq “ |xζ, ζ11y|2 (2.95)
où x, y désigne le produit hermitien de l’espace propre restreint E1C1 (def.50),
ζ est l’état de spin du faisceau de métrique oscillante défini sur le domaine pour lequel
y Pqy1, y2p, ζ11 :“ pcos θ{2qβ1 ´ psin θ{2qβ2 est le vecteur propre de Sˆ θ défini par l’égalité
(2.86).
Les résultats donnés par cette proposition concordent bien avec les résultats de la physique
quantique standard (et avec les résultats expérimentaux).
Démonstration : d’après la condition initiale imposée, la restriction de la fonction d’état ϕ1
au domaine pour lequel y Pqy1, y2p s’écrit : ϕ10 “ ϕ110 β11 ` ϕ120 β12 où ϕ110 et ϕ120 vérifient (2.92) et
(2.93) et β11, β
1
2 sont définis par les égalités (2.87).
Notons Ψ : Θ Ą ω Ñ C la solution de l’équation (2.88) qui vérifie Ψ “ ǫ sur le domaine pour
lequel y Pqy1, y2p, où ǫ est définie par (2.91). Alors, puisque ǫ ˝ σ “ ǫ et B ˝ σ “ ´B,
Ψ ˝ σ est solution de l’équation (2.89) et Ψ ˝ σ “ ǫ sur le domaine pour lequel y Pqy1, y2p. De
plus, ω1 “ σpω2q où ω1 et ω2 sont les deux tubes disjoints intervenant dans la proposition 13.
De la linéarité des équations on déduit que :
ϕ11 “ ppcos θ{2qz1 ´ psin θ{2qz2qΨ et ϕ12 “ ppsin θ{2qz1 ` pcos θ{2qz2qpΨ ˝ σq.
D’après la section 2.14 et son extension dans 2.15.6, si, à un instant t, une singularité élé-
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Alors,
p1ptq “ |pcos θ{2qz1 ´ psin θ{2qz2|
2








Ce qui termine la démonstration de l’égalité (2.94) puisque :
|pcos θ{2qz1 ´ psin θ{2qz2|2 ` |psin θ{2qz1 ` pcos θ{2qz2|2 “ |z1|2 ` |z2|2
L’égalité (2.95) en découle immédiatement puisque :
xζ, ζ11y “ xz1β1 ` z2β2, pcos θ{2qβ1 ´ psin θ{2qβ2y “ pcos θ{2qz1 ´ psin θ{2qz2
Cas particulier où il existe θ1 Pq ´ π, πq tel que l’état de spin soit un vecteur propre de
l’endomorphisme Sˆ θ1
.
Définition 52. L’angle θ1 Pq ´ π, πq tel que l’état de spin ζ est un vecteur propre de Sˆ θ1 est
appelé l’angle de l’état de spin.
L’état de spin est alors noté ζθ1 .
Notons Eθ1p´1q et Eθ1p`1q les espaces propres de l’endomorphisme Sˆ θ1 relatifs aux valeurs
propres p´1q et p`1q. Les vecteurs propres de norme 1 pour x, y dans Eθ1p´1q sont tous de la
forme : ζθ1,k “ eikppcos θ1{2qβ1 ´ psin θ1{2qβ2q où k P R.
Alors :
ζKθ1,k “ ζθ1´π,k “ eikppsin θ1{2qβ1 ` pcos θ1{2qβ2q (2.96)
est un vecteur propre de Eθ1p`1q.
Définition 53. ζKθ1,k donné par l’égalité 2.96 est appelé l’orthogonal canonique de ζθ1,k.
(Tout autre orthogonal de norme 1 de ζθ1 ,k est de la forme e
ik1ζKθ1,k où k
1 P R).
Dans le cas où l’état de spin du faisceau de métrique oscillante est de la forme ζθ1 ,k, la proposition
14 a une conclusion dont l’écriture est très simple, précisée dans le corollaire suivant.
Corollaire 2. Sous les hypothèses de la proposition 14 et lorsque l’état de spin ζ a la forme
ζθ1 ,k P Eθ1p´1q définie précédemment, alors la probabilité p1ptq donnée par (2.94) s’écrit :




En effet, d’après (2.95) :
p1ptq “ |xeikppcos θ1{2qβ1 ´ psin θ1{2qβ2, pcos θ{2qβ1 ´ psin θ{2qβ2y|2
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2.19.3 L’appareil de Stern-Gerlach idéalisé vu comme appareil de mesure corres-
pondant à la définition (47)
On précise ici la correspondance entre un instrument de mesure basé sur l’expérience de Stern-
Gerlach et la notion d’« instrument de mesure » donnée par la définition (47) de la section 2.18.
On se limite au « spin 1/2 », bien que la généralisation ne pose pas de difficultés conceptuelles.
L’angle de mesure de l’appareil de Stern-Gerlach idéalisé (def.51) est noté θ.
Les premières notions sont les suivantes :
Le cube BL introduit dans 1(a) de la définition (47) est un cube contenu dans le domaine
qy1, y2pˆDpr1q de l’appareil de Stern-Gerlach (fig.2.1).
On note βθ,´1 un vecteur propre normalisé de l’endomorphisme Sˆ θ défini par l’égalité (2.86)
relatif à la valeur propre (-1) et βθ,`1 son orthogonal canonique (def.53) (alors relatif à la valeur
propre (+1)).
La « grandeur spin » correspondant à la définition (46) est la famille phiqiPG de fonctions définies
sur S 1pδq ˆ S 3pρq à valeurs dans R2 où G (ici égal au spectre S p) est l’ensemble à deux élé-
ments que l’on notera t´1,`1u. Les fonctions h´1 et h`1 : S 1pδq ˆ S 3pρq Ñ R2 sont définies
par :
h´1 :“ pη1βθ,´1, η2βθ,´1q, h`1 :“ pη1βθ,`1, η2βθ,`1q
où pη1, η2q est la base orthonormée de ES 1pδqpλq donnée par :
η1puq “
?
2 cospQuq et η2puq “
?
2 sinpQuq.
Les deux cubes B´1 et B`1 introduits dans 1(b) de la définition (47) sont deux cubes tels que
B´1 Ă ω1 et B`1 Ă ω2 où ω1 et ω2 sont définis dans la proposition 13. On les considérera
isométriques à BL par σ´1 et σ`1.
Le faisceau de métrique oscillante « entrant » dans l’appareil de Stern-Gerlach (def.48), sur
lequel on effectue la mesure de spin, a pour métrique g “ |a|4{n´2g0 où la fonction (a) est de la




pCk cospM1t ´ λy` Quq ` C1k sinpM1t ´ λy` Quqqαk
Les fonctions α1 et α2 qui forment une base orthonormée de E
1C
1 sont choisies telles que
α1 “ βθ,´1 et α2 “ βθ,`1.
Les fonctions a´1 et a`1 définies dans 1(c) de la définition (47) sont alors :
a´1 “ β?
2




ppC2 cospM1t ´ λyq ` C12 sinpM1t ´ λyqqη1
`pC12 cospM1t´λyq´C2 sinpM1t´λyqqη2qβθ,`1˝σ`1
Il s’en suit que les fonctions canoniques associées sont :
a´1,c “ zθ,´1e´ipM1t´λyq (2.98)
CHAPITRE 2. LES PHÉNOMÈNES QUANTIQUES 122
a`1,c “ zθ,`1e´ipM1t´λyq (2.99)
où zθ,´1 :“ 1?
2




Comme exposé dans la proposition 13, la fonction canonique a´1,c (resp. a`1,c) correspon-
dant à la métrique oscillante dans le domaine où ω1 Ă B´1 (resp.ω2 Ă B`1) est celle donnée
par (2.98) (resp.(2.99)). On en déduit donc que : si, à un instant t, une singularité ς « est vue »




Ce résultat correspond bien à celui obtenu dans la proposition 14. En effet, d’après (2.87) :
βθ,´1 “ β11 “ pcos θ{2qβ1 ´ psin θ{2qβ2 et βθ,`1 “ β12 “ psin θ{2qβ1 ` pcos θ{2qβ2
Alors :
zθ,´1 “ pcos θ{2qz1 ´ psin θ{2qz2 et zθ,`1 “ psin θ{2qz1 ` pcos θ{2qz2
(On a ici, pour simplifier, considéré une singularité ς à un instant t donné, et non un nombre
moyen de singularités pendant le temps pt, uq Pqt0, t0 ` TpˆS 1pδq comme présenté en 2 de la
définition (47)).





























Figure 2.2 – Le double appareil de Stern-Gerlach
2.20 L’intrication quantique
Cette section est consacrée à l’étude d’un phénomène physique qui est décrit correctement
avec l’axiomatique de la physique quantique classique mais qui ne peut l’être dans le cadre
d’une théorie des particules plus classique, quelles que soient les caractéristiques qu’on leurs
donne. L’observation effective de ce phénomène a été un des arguments qui a privilégié la théo-
rie quantique au détriment de théories éventuelles plus classiques. Le lecteur pourra obtenir plus
de précisions sur ce sujet en consultant les ouvrages spécialisés de mécanique quantique (par
exemple [3]). Nous allons cependant montrer que ce phénomène peut être décrit correctement
dans le cadre de la théorie présentée dans ce papier.
Pour la clarté de l’exposé, nous nous concentrerons, dans toute cette section, sur l’expérience
suivante décrite en langage « classique » : Dans le domaine du tube présenté dans la figure 2.2
pour lequel y Pqy1G , y1Bp, sont « créées » deux particules PG et PD, chacune de spin 1/2. PG est
lancée vers un appareil de Stern-Gerlach (cf.section 2.19) situé à gauche, PD vers un appareil
situé de Stern-Gerlach situé à droite. Ces appareils mesurent le spin des particules et sont consti-




B G pour celui de gauche,
ÝÑ
B D pour celui de droite)
inhomogène mais approximativement formé de vecteurs parallèles dont la direction peut être
choisie quelconque dans le plan (ÝÑx ,ÝÑz ), puis d’un écran E (EG et ED).
Chacune des particules, après avoir traversé le champ magnétique
ÝÑ
B de l’appareil correspon-
dant, marque son impact sur l’écran E. Le spin des particules étant « 1/2 », les impacts n’ont
lieu que sur deux zones distinctes de chaque écran concerné, ce qui donne la mesure de spin
(binaire) de la particule.
On notera p`1Gq, p´1Gq (resp.p`1Dq,p´1Dq) les deux mesures possibles pour la particule PG
(resp.PD).
On s’intéresse à la probabilité d’obtenir des couples de mesures simultanées : p`1G ,`1Dq,
p`1G ,´1Dq, p´1G ,`1Dq, p´1G ,´1Dq, et ceci suivant l’orientation de ÝÑB G relative à ÝÑB D. Ex-
périmentalement, c’est une étude statistique qui est réalisée, on effectue plusieurs fois une expé-
rience identique à celle que l’on vient de décrire.
Le fait remarquable, déduit de l’expérience, est que le résultat statistique obtenu sur les 4 valeurs
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possibles des « couples de mesures » que l’on vient d’écrire, ne peut s’expliquer que si la me-
sure du spin d’une particule a une influence sur la mesure du spin de l’autre. Ceci exclut
toute interprétation en terme de « deux particules indépendantes » au sens classique.
On résume dans les lignes qui suivent les arguments qui permettent d’arriver à cette conclusion.





B D précisées, à la valeur moyenne du produit des résultats de mesure
(p`1q ou p´1q) des appareils de Stern-Gerlach situés à gauche et à droite. On a nécessairement
|EpÝÑB G,ÝÑB Dq| ď 1.














On définit la quantité :




B Dq ´ EpÝÑB 1G,ÝÑB
1
Dq (2.100)
(On somme trois des valeurs et on soustrait la quatrième).
On montre alors que, pour toute « théorie à variables cachées locale », dont la définition est
précisée par exemple dans [3], l’inégalité suivante, appelée « inégalité de Bell », est vérifiée (il
existe plusieurs inégalités de Bell de ce type) :
|S | ď 2 (2.101)
L’axiomatique de la physique quantique classique (qui ne correspond pas à une théorie à va-
riables cachées locale) donne, pour l’expérience que l’on vient de décrire et avec un bon choix












D, le résultat théorique |S | “ 2
?
2 qui est en
contradiction avec l’inégalité de Bell (2.101).
L’expérience, effectuée à Orsay [1] par A.Aspect, P.Grangier et G.Roger (que l’on notera par
la suite A,G,R), obtient un résultat pour lequel |S | est très proche de 2
?
2 (la petite différence
avec cette valeur est justifiée par les caractéristiques des appareils utilisés).
Cette expérience utilise des paires de photons émises par une cascade atomique d’atomes de
calcium provoquée par des rayons lasers, ce ne sont donc pas des « spin 1/2 » que l’on a mesurés
mais des « polarités », cependant la transposition de la théorie d’une notion à l’autre ne pose pas
de difficultés et donne des résultats identiques.
On commence par rappeler rapidement les principes de la mécanique quantique standard qui
permettent d’obtenir les résultats sus-cités. L’analyse du phénomène avec le point de vue de
notre théorie sera présentée dans la sous-section 2.20.2, ce sera là le point essentiel de la section
2.20.
2.20.1 L’expérience de type A,G,R [1] vue par la physique quantique standard
Les données axiomatiques de la physique quantique standard que l’on va utiliser sont les
suivantes :
1. L’espace des états de spin 1/2 d’une particule est un espace de Hilbert pE, x, yq de dimen-
sion complexe 2 que l’on pourra assimiler à C2 muni du produit hermitien standard.
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2. Les trois observables de spin Sˆ 1, Sˆ 2, Sˆ 3 liées aux directions ÝÑx , ÝÑy , ÝÑz , sont des endo-
















(Le coefficient ℏ{2 qui apparaît habituellement, où ℏ est la constante de Planck, a été ici
supprimé sans qu’il n’y ait de conséquences sur les phénomènes étudiés ici).
Plus généralement, l’observable de spin SˆÝÑu liée a une direction ÝÑu “ sin θ cos φ
ÝÑ
i `
sin θ sin φ
ÝÑ
j ` cosθÝÑk a pour matrice :
MˆÝÑu “
ˆ
cos θ sin θe´iφ
sin θeiφ ´ cos θ
˙
On remarquera que les valeurs propres de SˆÝÑu sont p´1q et p`1q.
3. La probabilité d’obtenir p´1q (resp.p`1q) pour la mesure de spin liée à la direction ÝÑu
d’une particule dont l’état de spin normalisé est ξ P E est donnée par :
p “ |xξÝÑu , ξy|2
où ξÝÑu est un vecteur propre normalisé de l’endomorphisme SˆÝÑu pour la valeur propre
p´1q (resp.p`1q).
4. Pour une paire de particules pP1, P2q, l’espace des états de spin est : E b E. Comme
la dimension de E est 2 pour le spin 1/2, tout élément de E b E se met sous la forme
Ψ “ ξ1 b ξ2 ` ξ3 b ξ4. Ψ est au maximum de rang 2, c’est dans cette situation
qu’apparaît la notion d’« états intriqués ».
5. Pour une paire de particules pP1, P2q dont la fonction d’état normalisée Ψ P E b E,
lorsque l’on effectue une mesure de spin sur la particule P1 liée à la direction ÝÑu 1 et
une mesure de spin sur la particule P2 liée à la direction ÝÑu 2, la probabilité d’obtenir
p´1,´1q (resp.p´1,`1q, p`1,´1q, p`1,`1q) est :
p “ |xξÝÑu 1 b ξÝÑu 2 ,ΨyEbE|
2
où ξÝÑu 1 est un vecteur propre normalisé de SˆÝÑu 1 pour la valeur propre p´1q (resp. p`1q)
et ξÝÑu 2 un vecteur propre normalisé de SˆÝÑu 2 pour la valeur propre p´1q (resp. p`1q).
6. Si, pour une paire pP1, P2q de particules de spin 1/2 dont la fonction d’état normalisée est




|xξÝÑu 1 b ξk,Ψy|
2
où ξÝÑu 1 est un vecteur propre normalisé de SˆÝÑu 1 pour la valeur propre p´1q (resp.p`1q)
et pξ1, ξ2q est une base orthonormée de E (le résultat ne dépend pas du choix de la base).
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Remarque 35. Le lecteur fera le parallèle entre l’espace des états donné en 1. (et les observables
de spin données en 2.) avec l’espace propre restreint (et les endomorphismes restreints) donnés
par la définition 50. Il est important de remarquer que les premiers sont des données axioma-
tiques abstraites de la physique quantique classique alors que ceux définis dans le cadre de notre
théorie sont des données précises définies à partir de la géométrie de S 3 qui est un des éléments
de l’espace-temps de dimension n.
Dans le cadre de l’expérience du type « A,G,R [1] » la fonction d’état normalisée de la paire
de particules pP1, P2q est supposée être de la forme : Ψ “ 12pξb ξ` ξ
Kb ξKq et est de rang 2.
Ici ξ est de norme 1 dans E et ξK, bien choisi, vérifie xξK, ξy “ 0.
Lorsque l’on applique l’axiome 5., la probabilité d’obtenir p´1,´1q
(resp.p´1,`1q, p`1,´1q, p`1,`1q) comme mesure de spin de pP1, P2q liée aux directions
pÝÑu 1,ÝÑu 2q est :
p “ |xξÝÑu 1 b ξyxξÝÑu 2 b ξy ` xξÝÑu 1 b ξ
KyxξÝÑu 2 b ξ
Ky|2
où ξÝÑu 1 (resp.ξÝÑu 2) est un vecteur propre normalisé de SˆÝÑu 1 (resp.SˆÝÑu 2) pour la valeur proprep´1q (resp.p`1q).
Ceci permet de calculer la fonction de corrélation Ep., .q pour deux directionsÝÑu 1 etÝÑu 11 relatives
à P1 et deux directions ÝÑu 2 etÝÑu 12 relatives à P2 puis de calculer la grandeur S définie par (2.100).
On vérifie ensuite, par des bons choix des directions de mesure ÝÑu 1, ÝÑu 11, ÝÑu 2, ÝÑu 12, que |S | ą 2,
ce qui contredit l’inégalité de Bell (2.101).
Remarque 36. En physique quantique classique, le fait que, dans un système physique, il existe
un nombre précis de particules est une notion bien définie. L’espace des états est alors axioma-
tiquement donné par le produit tensoriel des espaces des états de chaque type de particule. Dans
le cadre de notre théorie, les choses sont profondément différentes, seules les métriques oscil-
lantes sont parfaitement définies. Les singularités (cf. section 2.13) qui, lors d’une mesure (cf.
section 2.18), donnent l’équivalent de la présence de particules en physique quantique classique,
ne sont gérées que par le principe d’équiprobabilité relative à la métrique g (cf. section 2.14) et
seule une « estimation probabiliste » a un sens pour nous. Cela fait qu’il est difficile d’établir
un parallèle mathématique entre l’axiomatique de la physique quantique classique (qui traite de
plusieurs particules en utilisant la notion de produit tensoriel) et les procédés de calculs liés à
notre théorie. Ceci apparaîtra clairement dans la sous-section suivante.
2.20.2 L’intrication quantique décrite par notre théorie
Pour la clarté de l’exposé qui va suivre, nous commençons par préciser, sous forme de défi-
nitions, les notions que nous allons utiliser.
Définition 54. Une métrique oscillante double est une métrique oscillante d’ordre 2 dans
un potentiel électromagnétique, de métrique g “ |a| 4n´2 gP, elle est définie sur le domaine
déterminé par le « double appareil de Stern-Gerlach » décrit par la figure 2.2. Sur le do-





n´2 gPG ). Le domaine pour lequel y Pqy1D, y2Dp (resp.y Pqy1G , y2Gp) est celui
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d’un faisceau de métrique oscillante dans un potentiel neutre de spin 1/2 d’axe ÝÑy de vitesse ÝÑv
de même sens que ÝÑy (resp.´ÝÑy ).
Les notions introduites dans les définitions suivantes sont essentielles dans la description du
phénomène d’« intrication quantique ». Nous n’utiliserons qu’un cas particulier de la définition
(55) qui va suivre, celle-ci sera utile pour une étude plus générale des phénomènes d’intrication.
Le cas particulier que nous allons utiliser ici sera présenté dans la définition (56).
On considère une métrique oscillante élémentaire d’ordre 2 dans un potentiel électromagnétique
g “ |a| 4n´2 gP, ainsi qu’un isomorphisme σ de l’espace Eλ,γ :“ ES 1pδq b ES 3pγq. Cet espace
sera considéré comme espace vectoriel réel de dimension 8 pour lequel on prendra comme base
pνi jq i P t1, 2u j P t1, 2, 3, 4u où ν1 jpu, sq :“ pcos uqα jpsq , ν2 jpu, sq :“ psin uqα jpsq.
(Ici pα1, α2, α3, α4q est la base de ES 3pγq définie en 2.15.7 exemple 1).
La fonction a est de la forme φβ (def. 27) où φ : Θˆ S 1pδq ˆ S 3pγq Ñ R s’écrit :




Notons φσ : Θˆ S 1pδq ˆ S 3pγq Ñ R la fonction définie par :
@x P Θ, φσxp.q “
ÿ
i, j
φi jpxqσpνi jqp.q et aσ :“ φσβ
Définition 55. La σ-transformée de la métrique g “ |a| 4n´2 gP est la métrique gσ “ |aσ|
4
n´2gP.
Bien entendu, gσ est encore une métrique élémentaire d’ordre 2 avec spin 1/2.
Nous nous limitons maintenant au cas particulier d’une métrique oscillante homogène d’ordre
2 avec spin 1/2 qui sera, dans la suite, la restriction au domaine pour lequel y Pqy1D, y2Dp
(resp.y Pqy1G , y2Gp) d’une métrique oscillante double (def.54). Nous ne considérons que le cas où





défini par l’égalité (2.86).
Soit θT Pq´π,`πq et g “ |a|
4
n´2g0 une métrique oscillante homogène d’ordre 2 avec spin
1/2 dont l’état de spin est de la forme ζθ,k “ eikppcos θ{2qβ1 ` psin θ{2qβ2q.
Définition 56. La θT -transformée de la métrique oscillante g, notée gθT , est la σ-transformée
de g (def.55) pour laquelle l’état de spin est : ζθ´θT ,k “ eikppcos
θ´ θT
2
qβ1 ´ psin θ´ θT2 qβ2q.
Les θT -transformations sont donc celles qui provoquent une rotation d’angle θT {2 de
l’état de spin (Le lecteur pourra expliciter les isomorphismes σ (en fait, des rotations) de
ES 1pλq b ES 3pγq qui correspondent à ces θT -transformations).
La dernière notion que l’on introduit est celle de « métriques oscillantes successives », elle
traduit en terme de métrique oscillante ce qu’en langage de physique classique on appellerait
« flots de particules successifs », les particules pouvant être de nature différente suivant les
intervalles de temps considérés.
On considère donc un intervalle de temps qt1, tmq décomposé en intervalles successifs I1, I2 . . . Im
où Ik :“qtk, tk`1q.
Un domaine de la forme C “qt1, tmq ˆ Ω ˆ S 1pδq ˆ S 3pρq ˆ V se décompose comme réunion
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disjointe des sous-domaines : Ck :“ Ik ˆ Ωˆ S 1pδq ˆ S 3pρq ˆ V .
On donne la définition suivante :
Définition 57. Un domaine de type «métriques oscillantes successives » est un domaine pC , gq
où C “ Ymk“1Cm est présenté dans les lignes précédentes. Pour les indices pairs (k “ 2l)
(par exemple), la métrique g|Ck est celle d’une métrique oscillante qui s’écrit |ak|
4
n´2 gP. Pour
les indices impairs (k “ 2l ` 1) la métrique g|Ck est de la forme ckgP où ck est une constante
positive ou nulle.
Cette notion de « métriques oscillantes successives » est, bien sûr, idéalisée. Dans la suite
les constantes ck pourront être considérées ăă 1 (lorsque ck “ 0 la métrique est dégénérée).
Analyse de l’expérience de type A,G,R [1] en terme de métriques oscillantes
L’appareil considéré est le double appareil de Stern-Gerlach décrit par la figure 2.2. Nous
faisons référence à l’expérience [1], bien qu’ici ce soit la mesure de spin qui intervienne et non
la mesure de polarité de photons, ceci car nous n’avons pas développé, dans ce papier, cette
dernière notion, propre, pour nous, aux métriques oscillantes à masse nulle (cf.2.16).
En physique quantique standard, l’état de polarisation de la paire de photons émise par une
« cascade atomique » d’atomes de calcium dans le domaine où y Pqy1G , y1Dp est supposé être
l’état intriqué suivant (cf.figure 2.2) :
1
2
pξ b ξ ` ξK b ξKq (2.102)




pξ1 b ξ2 ` ξK1 b ξK2 q (2.103)
En terme demétrique oscillante d’ordre 2 avec spin 1/2, ceci est remplacé par la donnée
présentée dans le paragraphe qui suit.
Les métriques oscillantes doubles successives (def.54 et def.57) créées dans le domaine où
y Pqy1G , y1Dp
Ces métriques oscillantes seront définies par la succession de métriques oscillantes doubles
qui pourront être de deux types différents, ces types étant équiprobablement répartis sur les
intervalles de temps concernés. Nous commençons par donner les précisions suivantes :
L’intervalle de temps total de l’expérience I “qt1, tmp est décomposé sous la forme I “ Ym´1k“1 Im.
On note Cyi,y j le sous-domaine de C “ I ˆ ωˆ S 1 ˆ S 3 ˆ V pour lequel y Pqyi, y jp.







suivantes (G et D font référence à la partie gauche et droite de l’appareil décrit par la figure
2.2) :
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1. aG1 : Cy4G ,y1G Ñ R est telle que gG1 :“ |aG1 |
4
n´2gP soit une métrique oscillante élémentaire
d’ordre 2 avec spin 1/2, sa restriction à Cy2G ,y1G est un faisceau de métrique oscillante
(def. 48) dont l’état de spin a pour angle θG1 et est noté γθG1 (def. 52), sa vitesse
ÝÑv G1 a un
sens opposé àÝÑy .
2. aD1 : Cy1D,y4D Ñ R a les mêmes propriétés que aG1 , l’état de spin de la restriction de
gD1 à Cy1D ,y2D est noté γθD1 , sa vitesse est
ÝÑv D1 “ ´ÝÑv G1 (on suppose que |ÝÑv G1 | “ |ÝÑv G1 |
dans le seul but de simplifier les conditions sur les dimensions de l’appareil en vue de la
simultanéité des mesures en G et D).
3. aG2 : Cy4G ,y1G Ñ R a les mêmes propriétés que aG1 mais l’état de spin γθG2 de la restriction
de gG2 à Cy2G ,y1G est l’orthogonal canonique γ
K
θG1
de γθG1 (def. 53).
4. aD2 : Cy1D,y4D Ñ R a les mêmes propriétés que aD1 mais l’état de spin γθD2 de la restriction





Bien que les notions soient fondamentalement différentes, le lecteur pourra faire le parallèle
entre les conditions que l’on vient de poser sur les états de spin des métriques associées aux
quatre fonctions précédentes et l’état de polarisation (2.103) donné en physique quantique clas-
sique.
Les métriques oscillantes effectives qui vont permettre d’obtenir des résultats identiques à ceux
de la physique quantique classique sont précisées dans les lignes qui suivent.
On note C kyi,y j le sous domaine de Cyi,y j pour lequel t P Ik.
Pour un indice k “ 2l ` 1, la métrique sur C est de la forme g “ ckgP où ck est une constante
positive ou nulle.
Pour un indice k “ 2l la métrique est une métrique oscillante double (def. 54), c’est équipro-
bablement l’une des deux métriques suivantes :
1. gθT1 : la θT1-transformée (def.56) de la métrique g “ |a1|
4
n´2 gP où la fonction a1 res-
treinte à C 2ly4G ,y1G est a
G
1 et restreinte à C
2l
y1D ,y4D est a
D
1 .
2. gθT2 : la θT2-transformée de la métrique g “ |a2|
4
n´2 gP où la fonction a2 restreinte à
C
2l
y4G ,y1G est a
G





Voici quelques exemples pour les choix de θT1 et θT2 qui donnent les résultats (identiques à ceux
de la mécanique quantique standard) énoncés dans la proposition 15 qui suivra. Un commentaire
sur ces choix est donné après la présentation des exemples.
On note θG l’angle de mesure de l’appareil de Stern-Gerlach situé à gauche et θD celui de l’ap-
pareil situé à droite (Figure 2.2).
Exemple 1 : θT1 “ θG ´ θG1 et θT2 “ θG ´ θG2 .
(Ici la partie gauche de l’appareil est privilégiée mais on peut symétriquement privilégier la
partie droite en posant θT1 “ θD ´ θD1 et θT2 “ θD ´ θD2 ).
La dissymétrie gauche-droite de l’exemple 1 peut sembler injustifiée mais on remarquera que,
dans l’expérience (A,G,P [1]), une dissymétrie est imposée puisque l’on sélectionne par leurs
fréquences les photons partant vers la gauche et ceux partant vers la droite.
L’exemple qui suit a une symétrie gauche-droite.
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Exemple 2 : Il y a équiprobabilité entre les quatre possibilités suivantes :
θT1 “ θG ´ θG1 , θT1 “ θD ´ θD1 , θT2 “ θG ´ θG2 , θT2 “ θD ´ θD2 .
Mais on peut concevoir d’autres exemples comme celui pour lequel :
|θT1 | “ minp|θG ´ θG1 |, |θD ´ θD1 |q et |θT2 | “ minp|θG ´ θG2 |, |θD ´ θD2 |q.
En fait,un choix de θT1 et θT2 ne pourra être précisé que par une étude du phénomène de
« création » des métriques oscillantes doubles (étude de la cascade atomique d’atomes de cal-
cium par exemple), mais ce papier n’aborde pas encore ce sujet complexe. D’autre part, il est
possible que les hypothèses que l’on a posées pour caractériser les métriques oscillantes doubles
successives soient notablement modifiées par la suite. L’intérêt de cette section est principa-
lement de montrer que les phénomènes d’« intrication » étudiés par la mécanique quantique
classique peuvent être décrits qualitativement et quantitativement dans le cadre de notre théorie.
(On peut résumer brièvement le processus en disant que, systématiquement, une « rotation »
dans S 1pδq ˆ S 3pρq de la métrique oscillante double g “ |a1|
4
n´2gP fait coïncider : soit l’angle
de l’état de spin lié à aG1 avec l’angle de mesure θG, soit l’angle de l’état de spin lié à a
D
1 avec
l’angle de mesure θD).
Il peut paraître surprenant, au premier abord, que les choix de θT1 et θT2 donnés dans les
exemples précédents et qui permettent d’obtenir les résultats de la proposition 15, dépendent des




B D. Ces champs sont,
en effet, situés à une g0|Θ-distance du domaine de « création » des métriques oscillantes qui peut
être importante.
Cependant, il ne faut pas oublier que toutes les notions introduites sur le spin (ou éventuel-
lement la polarité) ne concernent que la variété compacte S 1pδq ˆ S 3pρq et que celle-ci ap-
paraît dans le produit cartésien avec l’espace apparent Θ (les objets liés à la notion de spin
ne sont pas « inclus » dans l’espace apparent). Ceci change profondément des habitudes
acquises en physique classique pour laquelle une procédure similaire n’est pas adaptable.
D’autre part, on pourra remarquer que, pendant les intervalles de temps I2l`1 (immédiate-
ment avant la création d’une métrique oscillante double) la métrique g est de la forme cgP
et, si la constante c est ăă 1, la distance effective, qui est la g|Θ-distance, peut être aussi
petite qu’on le souhaite relativement à la g0|Θ-distance, cette dernière étant celle mesurée
par un observateur extérieur au domaine de l’expérience .
« Le lien fantôme », dont parlait ironiquement A.Einstein au sujet de deux particules intriquées,
a comme support, dans le cadre de notre théorie, la variété compacte S 1pδq ˆ S 3pρq.
Le résultat important de cette section est le suivant :
Proposition 15. On considère l’appareil décrit par la figure 2.2.
On note θG (resp. θD) l’angle de mesure (def.51) de l’appareil de Stern-Gerlach situé à gauche
(resp. à droite).
Les métriques oscillantes doubles sont celles décrites dans le chapitre précédent et on se place
dans le cadre d’un des exemples que l’on vient de présenter.
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On note ω1G et ω2G (resp. ω1D et ω2D) les deux domaines de R
3 présentés dans les propositions
13 et 14 pour l’appareil de Stern-Gerlach situé à gauche (resp. à droite).
On suppose qu’à un instant t Pqt1, t2p, un couple de singularités élémentaires pςG, ςDq est tel
que ςG P ω1G Y ω2G et ςD P ω1D Y ω2D.
On note p`,`q la situation pour laquelle ςG P ω1G et ςD P ω1D, p`,´q celle pour laquelle
ςG P ω1G et ςD P ω2D, de même pour p´,`q et p´,´q.
Alors :
1. Les probabilités d’obtenir p`,`q, p`,´q, p´,`q, p´,´q sont les suivantes :
pp`,`q “ pp´,´q “ 1
2
cos2
pθG ´ θDq ´ pθG1 ´ θD1 q
2
(2.104)
pp`,´q “ pp´,`q “ 1
2
sin2









1 ) définie dans le
chapitre précédent.
Ces probabilités peuvent aussi s’écrire comme suit :
pp`,`q “ pp´,´q “ 1
2
|xγθG , γθG1 yxγθD , γθD1 y ` xγθG , γ
K
θG1
yxγθD , γKθD1 y|
2 (2.106)
pp`,´q “ pp´,`q “ 1
2










où γθG (resp. γθD) est le vecteur propre de Sˆ θG (resp. Sˆ θD) défini par (2.86), γθG1 (resp.
γθD1





“ γθG2 (resp. γ
K
θD1
“ γθD2 ) est
l’orthogonal canonique de γθG1 (resp. γθD1 ) (def.53).
2. Si l’on note p`qG (resp. p`qD) la situation pour laquelle ςG P ω1G (resp. ςD P ω1D) et
p´qG (resp. p´qD) celle pour laquelle ςG P ω2G (resp. ςD P ω2D), alors :
les probabilités d’obtenir les situations p`qG et p´qG (indépendemment des situations
p`qD et p´qD) sont égales à 12 . De même pour celles d’obtenir les situations p`qD etp´qD.
On a ici obtenu des résultats identiques à ceux qu’obtient la mécanique quantique classique
en partant de l’état « intriqué » donné par (2.103).
Dans le cas particulier qui correspond à l’expérience du type A,G,R [1], l’état de spin de la
paire de particules est donnée, en mécanique quantique classique, par (2.102). Pour nous, cette
hypothèse se traduit, dans la proposition 15, par le fait que θG1 “ θD1 .
Il s’en suit que :
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La fonction de corrélation EθG ,θD :“ pp`,`q ` pp´,´q ´ pp`,´q ´ pp´,`q vérifie donc :






“ cospθG ´ θDq.
Si l’on choisit comme angles de mesure :


















La quantité S :“ E0,π{4`E0,´π{4`Eπ{2,π{4´Eπ{2,´π{4 vaut alors 2
?
2 ce qui contredit l’in-
égalité de Bell et correspond au résultat expérimental [1]. Ceci montre que la théorie présentée
ici ne s’apparente pas à une théorie à variables cachées locale.
Démonstration de la proposition 15
On considère l’exemple 1, les autres exemples se traitent de la même manière.
1. On suppose qu’au temps t P I2l de la mesure, la métrique oscillante double est gθT1 .
La proposition 14 montre que la probabilité pour que ςG soit vue dans ω1G est :
cos2
pθG ´ θG1 q ´ pθG ´ θG1 q
2
“ 1 et la probabilité qu’elle soit vue dans ω2G est nulle.
la probabilité pour que ςG soit vue dans ω1D est : cos
2 pθG ´ θG1 q ´ pθD ´ θD1 q
2
et la pro-
babilité qu’elle soit vue dans ω2D est : sin
2 pθG ´ θG1 q ´ pθD ´ θD1 q
2
. La probabilité d’ob-
tenir la situation p`,`q est donc : cos2 pθ
D ´ θD1 q ´ pθG ´ θG1 q
2
, celle d’obtenir p`,´q
est : sin2
pθD ´ θD1 q ´ pθG ´ θG1 q
2
, les probabilités d’obtenir p´,`q et p´,´q sont nulles.
2. On suppose qu’au temps t P I2l de la mesure, la métrique oscillante double est gθT2 .
La proposition 14 montre ici que la probabilité pour que ςG soit vue dans ω1G est :
cos2
pθG ´ θG1 q ´ pθG ´ θG2 q
2
“ 0 puisque θG2 est l’angle de l’orthogonal canonique γKθG1
et vérifie donc d’après (2.96) : θG2 “ θG1 ´ π. La probabilité pour que ςG soit vue dans
ω2G est alors égale à 1.
La probabilité pour que ςD soit vue dans ω1D est :
cos2
pθD ´ θD1 q ´ pθG ´ θG2 q
2
“ sin2 pθ
D ´ θD1 q ´ pθG ´ θG1 q
2
et la probabilité pour qu’elle
soit vue dans ω2D est : cos
2 pθD ´ θD1 q ´ pθG ´ θG1 q
2
.
Les probabilités d’obtenir les situations p`,`q et p`,´q sont donc nulles, la proba-
bilité d’obtenir p´,`q est : sin2 pθ
D ´ θD1 q ´ pθG ´ θG1 q
2
, celle d’obtenir p´,´q est :
cos2
pθD ´ θD1 q ´ pθG ´ θG1 q
2
.
Puisque, par hypothèse, les situations présentées sont les seules possibles et sont équiprobables,
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on en déduit que les égalités (2.104) et (2.105) sont vérifiées.



















qβ1 ` pcos θ12 qβ2qqe
ikG1
où kG et kG1 sont des réels.
De même pour γθD , γ
K
θD




La partie 2. de la proposition 15 est une conséquence rapide de la symétrie des données.
2.21 Extention des domaines de type potentiel
La constante de structure fine
Le moment magnétique anomal de l’electron
Comme annoncé dans la section1.4 nous allons maintenant abandonner certaines hypothèses
simplificatrices que l’on a supposées lors de la présentation des domaines de type potentiel.
On rappelle que l’hypothèse fondamentale donnée en 1.4.2 précisait que le champ d’endomor-
phismes eh est nilpotent. Cette hypothèse permettait de simplifier considérablement les calculs
liés à la courbure dans la mesure où « l’inverse » g´1 du tenseur métrique s’obtenait alors rapi-
dement (cf. expression (1.2)), et il en était de même pour son déterminant noté |g| (lié au choix
d’un système de coordonnées), ces deux objets étant ceux qui, techniquement, compliquent for-
tement tous les calculs. Les résultats obtenus sous cette hypothèse (par exemple les théorèmes
3 et 5) montrent que celle-ci constitue une bonne approximation relative à de nombreux résul-
tats expérimentaux, ils sont très proches de ceux obtenus par la physique quantique classique.
Cependant certains résultats expérimentaux d’une grande précision comme, par exemple, la me-
sure du moment magnétique de l’électron, suggèrent de modifier les définitions des domaines de
type potentiel en les affinant et en ne supposant plus nécessairement l’hypothèse de nilpotence.
L’objectif de ces modifications est de décrire correctement les résultats extrèmement précis qui
ne sont abordés actuellement que par la TQC.
Les nouvelles hypothèses que nous allons proposer pour une notion plus fine de « domaine de
type potentiel électromagnétique » sont, bien sûr, inspirées par celle choisie en 1.4.2. C’est le
choix du champ de vecteurs X2 (cf. proposition 5) qui sera différent. Celui-ci ne vérifiera plus
nécessairement les propriétés de la proposition 5 puisque le champ eh ne sera plus supposé nil-
potent.
Le nouveau champ X2 sera encore défini sur S
1pδq ˆW , autrement dit ne dépendra pas des va-
riables de Θ, et l’on rappelle que g0|S 1ˆW a pour signature p´,`, . . . ,`q. En fait, le choix de X2
que nous allons présenter maintenant est un choix qui permet de décrire correctement les résul-
tats expérimentaux très précis sur la mesure du moment magnétique de l’électron (ou d’autres
fermions) mais il sera sans doute nécessaire de le modifier pour l’étude d’autres phénomènes
subtils liés à l’électromagnétisme.
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La nouvelle forme spécifique du potentiel électromagnétique
Comme précédemment, la cellule C est de la forme C “ ΘˆS 1pδqˆS 3pρqˆV (cf.section
2.15.3) mais ici on supposera que V “ S 1prqˆZ et g0|V “ g|S 1prqˆg|Z où g|S 1prq est la métrique
riemannienne standard du cercle S 1prq de rayon r et g|Z une métrique riemannienne sur Z. (Ce
choix de de V qui introduit le cercle S 1prq va permettre d’obtenir les résultats souhaités sur le
moment magnétique de l’électron. Ce choix est artificiel mais c’est celui qui donne les calculs
les plus simples. D’autres possibilités sont évidemment envisageables (cf.la remarque 37 qui
suivra).
La métrique gP du potentiel électromagnétique est encore de la même forme que celle donnée
par la proposition 5 (ici X remplace X2) :
gP “ g0 ` sympΥ5 b X5q (2.108)
où (cf.section 2.15.3) :




puisque l’on suppose ici que ̺ “ 2 (ce qui correspond, en théorie standard, au cas de l’électron
(ou d’autres fermions) de spin 1{2).





où les champs de vecteurs Xk sont définis sur S
1pδq ˆ S 1prq et sont de genre temps (et non de
genre lumière comme l’était X2), autrement dit ils vérifient g0|S 1pδqˆS 1prqpXk, Xkq “ ´1.
Les champs de vecteurs Xk sont supposés être des champs de vecteurs représentant des fluides
définis sur S 1pδq ˆ S 1prq et l’on pourra faire le parallèle avec la notion de fluide défini sur
R ˆ R en théorie de la relativité standard, mais il faut prendre garde ici au fait que le « temps
u » est défini sur la variété compacte S 1pδq. Ceci impose que la vitesse vk d’un point du fluide
(représenté par Xk) relative aux coordonnées standard de S
1pδq ˆ S 1prq est un multiple entier
de r{δ : vk “ pkr{δ où pk P . En effet, les coordonnées pu, rpuqq d’un point du fluide doivent
vérifier rpu ` 2πδq “ rpuq.
Les champs Xk s’écrivent :
Xk “ c1kδu ` c2kδr
et les composantes c1k et c2k seront supposées constantes avec c
2
1k ´ c22k “ 1 puisque les Xk sont
de genre temps.
La vitesse vk “ c2k{c1k peut être positive ou négative (on rappelle que S 1pδq et S 1prq ont une
orientation canonique (cf. section 1.4.1)).
On déduit en particulier :
c1k “ ˘p1´ v2kq´1{2 et c2k “ ˘vkp1´ v2kq´1{2
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Alors :
Xk “ εkp1´ p2kpr{δq2q´1{2Bu ` pkpr{δqp1 ´ p2kpr{δq2q´1{2Br (2.110)
où pk P  (les champs Xk sont : soit dans l’orientation en temps de S 1pδq soit dans l’orientation
inverse) et εk “ ˘1 suivant que c1k “ ˘p1´ v2kq´1{2.
Bien entendu, on pourra considérer que les champs de vecteurs Xk sont définis sur la cellule C
mais qu’ils ne dépendent que des variables de S 1pδq ˆ S 1prq et que, quel que soit x P C , les
Xkpxq sont des vecteurs du sous-espace TxpS 1pδq ˆ S 1prqq de TxpC q.
On peut alors écrire : g0pXk, Xkq “ ´1 et, pour la métrique gP du potentiel électromagnétique :
gP “ g0 `
mÿ
k“1
sympΥ5 b X5kq “ g0 ` sympΥ5 b X5q (2.111)
Le champ X “
mÿ
k“1
Xk va avoir beaucoup plus d’importance que n’en avait le champ X2 donné
par la proposition 5. Comme la métrique gP ne va pas caractériser uniquement le champ élec-
tromagnétique donné par Υ, nous dirons par la suite que gP est la métrique du X-potentiel
électromagnétique.
Ce choix de gP va permettre, en explicitant les champs Xk, de retrouver les résultats très précis
sur la mesure du moment magnétique de l’électron (et d’autres fermions).
Le type géométrique proposé pour représenter ce qui, en théorie quantique standard, correspond
à « des électrons dans un champ magnétique » est donc présenté par la définition suivante.
Définition 58. Un domaine de type « fermions dans un champ électromagnétique » est un
domaine de type « métrique oscillante élémentaire d’ordre 2 » (définition 27) pour lequel la
métrique pseudo-riemannienne gP du potentiel X-électromagnétique est donnée par (2.108) où
Υ vérifie (2.109). La métrique g est de la forme : |a|4{n´2gP avec a “ φβ où β P EVpµq et la
fonction φ : Θ ˆ S 1pδq ˆ S 3pρq Ñ R est telle que, quel que soit x P Θ, φxp.q P ES 1pδqpλq b E1.
De plus, le potentiel gP est neutre sur V.
Remarque 37. Un choix intéressant et différent de celui que l’on a présenté consiste à ne pas
introduire le cercle S 1prq mais à considérer que la sphère S 3pρq joue le rôle que l’on a attribué
à S 1prq dans les lignes précédentes, en particulier le champ X est alors défini sur S 1pδq ˆ S 3pρq
ce qui ne modifie que peu les définitions données dans la mesure où S 3pρq est une variété paral-
lélisable (comme l’est S 1prq) et il suffit dans les relations (2.110) de remplacer « r » par « ρ ».
Cependant, certains termes supplémentaires apportés dans les équations obtenues s’avèrent dif-
ficiles à estimer bien que l’on puisse montrer, sous des hypothèses raisonnables, qu’ils restent
négligeables comment le sont ceux liés au choix de S 1prq. Choisir S 3pρq en place de S 1prq aurait
pour intérêt de ne pas introduire une nouvelle variété compacte qui compose W , mais, d’autre
part, le choix de S 1prq donne plus de possibilités quant à la construction de métriques oscillantes
intéressantes (on rappelle que « ρ » intervient dans la définition de la fréquence de masse des
métriques oscillantes, « r » est alors une constante indépendante de « ρ »).
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Interprétation physique- Le parallèle avec la TQC
-Dans la définition 58, la fonction a est caractéristique de fait que l’on représente des électrons
ou d’autres fermions (le spin considéré est 1/2).
-La métrique gP du potentiel X-électromagnétique caractérise le champ électromagnétisme par
Υ et fait intervenir la « nouvelle donnée » X définie sur S 1pδq ˆ S 1prq. Chaque champ Xk qui
compose X peut être comparé à un champ de la TQC (ici défini sur S 1pδq ˆ S 1prq et non sur Θ)
dont les quantas correspondent à des particules « virtuelles » introduites par les diagrammes de
Feynmann.
Le champ X est donc, pour nous, une donnée importante. Sa détermination précise ne pourra être
faite avec le seul objectif de retrouver les résultats expérimentaux sur la mesure de moments ma-
gnétiques puisque nous allons voir que des choix différents de X permettent d’obtenir de mêmes
résultats précis. En fait, il est probable que la suite de l’étude des phénomènes physiques abordés
actuellement par la TQC amène à modifier profondément le choix de gP donné par (2.108).
La précision de la correspondance du résultat obtenu par la TQC avec le résultat expérimental
est spectaculaire et est un élément essentiel du succès de la TQC bien que l’obtention du résul-
tat théorique soit d’une grande complexité technique et nécessite, entre autre, l’utilisation des
procédures de renormalisations difficiles à justifier mathématiquement. Les calculs nécessaires
à l’obtention de ce même résultat avec la théorie géométrique présentée ici sont incomparable-
ment plus simples que ceux utilisés en TQC, cependant, le côté spectaculaire du résultat de la
TQC était dû au fait que les résultats théoriques (obtenus avec une théorie déjà précise) ont
précédé l’obtention du résultat expérimental. Pour la théorie présentée ici, un choix des Xk, qui
permet d’obtenir un résultat d’une grande précision, est décidé à partir du résultat expérimental
ce qui, bien entendu, est moins spectaculaire. Néanmoins, le lecteur pourra remarquer que les
« objets mathématiques », qui caractérisent pour nous la situation physique étudiée, sont tout à
fait comparables à ceux de la TQC comme on l’a précisé dans les lignes précédentes (voir aussi
la remarque 38 qui suivra). D’autre part, une constante fondamentale apparaît naturellement
dans la théorie présentée ici, caractéristique de la variété compacte W , c’est la constante r{δ,
évidemment sans dimension, qui intervient dans la relation (2.110). Comme on le verra dans les
lignes qui vont suivre, le carré de cette constante correspond (au produit près par une constante
universelle de la forme π{m où m P N) à la constante de structure fine α » 1{137. Celle-ci
prend donc pour nous un sens physique très précis. Compte tenu de l’importance conceptuelle
de ces notions, on donne la définition suivante (voir aussi la section 1.4.1 pour les précisions sur
la notion de « constantes physiques » dans le cadre de notre théorie).
Définition 59. La constante de structure, notée Ξ, est le quotient du rayon du cercle S 1prq
par le rayon du cercle S 1pδq, caractéristiques de la cellule type pC , g0q précisée en début de
section :
Ξ “ r{δ
(Si l’on choisissait S 3pρq en place de S 1prq (voir la remarque 37) on poserait Ξ “ ρ{δ).
Remarque 38. Si le seul objectif de la modification des définitions des domaines de type potentiel
électromagnétique était d’obtenir théoriquement une valeur très proche de la valeur expérimen-
tale du moment magnétique de l’électron, il serait bien plus simple de garder la forme spécifique
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de potentiel électromagnétique présenté dans la section 2.15.3 et de considérer que, dans celle-ci,
la constante ̺ n’est pas exactement égale à 2 mais à une valeur déduite du résultat expérimental.
Il est à noter qu’alors la factorisation dans l’équation (2.54) présentée dans la section 2.15.4
n’est plus possible et ce dernier point est à mettre en parallèle avec le fait qu’en théorie quan-
tique standard la théorie de Dirac sur l’électron impose ̺ “ 2. En fait, le résultat spectaculaire
de la TQC sur ce sujet est la description précise (particulièrement difficile à obtenir) d’un lien
existant entre la constante de structure fine α et la constante gyromagnétique obtenue expéri-
mentalement. C’est l’existence d’un tel lien que l’on retrouve dans la théorie présentée ici par
l’introduction du champ de vecteurs X.
L’équation fondamentale du domaine de type « électrons (ou autres fermions) dans un
champ électromagnétique »
Dans le cadre des hypothèses simplificatrices de la section 2.15, où le champ X2 remplace X,
l’équation fondamentale est donnée par (2.50) (avec ̺ “ 2 puisque le spin considéré est 1/2) :
3ÿ
j“0
ε jpi BBx j ` Q
`Υ jq2ac ` M2ac ` 2Q`
3ÿ
k“1
BkSˆ kpacq ` Q`2pρ{2q2|B|2ac “ 0. (2.112)
la différence entre différents fermions est faite par le choix de la fréquence de masse M.
Nous supposerons dans la suite que la fréquence de charge Q` est la fréquence minimum
non nulle : Q` “ 1{δ et que celle-ci correspond aux domaines de type « électrons ».
La nouvelle équation fondamentale est donnée par la proposition suivante, c’est une simple
conséquence du type géométrique choisi, elle s’exprime comme une petite perturbation de l’équa-
tion (2.112).
Proposition 16. On considère un domaine de type « fermions dans un champ électromagné-
tique » (définition 58). On ne suppose plus ici l’hypothèse H2E du théorème 5 mais on considère
que Υ0 “ A0 “ 0 et que Υ1,Υ2,Υ3 ne dépendent pas de « t » (le champ électromagnétique
défini par pA0, A1, A2, A3q est purement magnétique).
Alors la fonction canonique ac (définition 32) vérifie l’équation suivante :
3ÿ
j“0
ε jpi BBx j ` Q








2pρ{2q2|B|2ac ` p˚q “ 0 (2.113)




εkp1´ p2kΞ2q´1{2q est lié au choix des Xk (relation (2.110)).
Démonstration. Nous ne détaillons pas ici la démonstration puisqu’il s’agit de reprendre celle
du théorème 5 partie 3, présentée dans la section 3.9, mais nous évaluons les termes supplé-
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remplacement de X2. Ceux-ci sont très difficilles à donner en détail car ils proviennent des nou-
velles expressions, maintenant complexes, de la courbure scalaire, du déterminant et de « l’in-
verse » du tenseur gP. L’« inverse » de ce tenseur peut en fait être calculé sans grandes dif-




εkp1´ p2kΞ2q´1{2q qui dépend du choix de X et qui est l’élément essentiel de cette section.
Remarque 39. « l’inverse g´1 de la métrique peut être calculé comme limite d’une série :
gi j “ gi j0 ` hi j ` ¨ ¨ ¨ ` p´1qphik1h
k1
k2
. . . hkp j ` . . .




“ gi j0 ` aXpΥiX j ` XiΥ jq ` bXXiX j ` cXΥiΥ j (2.114)
où :
aX “ ´p1` XiΥiq{p1` XiΥiq2 ´ pXiXiqpΥiΥiq
bX “ ΥiΥi{p1` XiΥiq2 ´ pXiXiqpΥiΥiq
cX “ XiXi{p1` XiΥiq2 ´ pXiXiqpΥiΥiq
Ce résultat s’obtient facilement, on peut vérifier par exemple que gi j
P
gP jk “ δik.






BkSˆ kpacq de l’équation (2.113) provient du
calcul des termes |gP|´1{2B4p|gP|1{2X4ΥiBiφq et |gP|´1{2Bip|gP|1{2X4ΥiB4φq (cf. annexe 3.9).











εkp1 ´ p2kΞ2q´1{2 et il s’en suit que le coefficient 2 qui intervenait dans l’équation
« simplifiée » 2.113 est maintenant 2p
mÿ
k“1
εkp1´ p2kΞ2q´1{2q qui correspond au facteur de Landé
de la physique quantique classique.
Nous supposons maintenant que le résultat théorique qui traduit l’expérience de mesure du mo-
ment magnétique a pour « facteur de Landé » le coefficient 2p
mÿ
k“1
εkp1 ´ p2kΞ2q´1{2q. Cette






BkSˆ kpacq est le terme prépondérant
dans lequel intervient le champ magnétique B, les autres termes que sont Q`
2pρ{2q2|B|2ac et
ceux qui interviennent éventuellement dans p˚q n’auront qu’une influence négligeable relative-
ment à l’ordre de précision obtenu pour la valeur du facteur de Landé. Ceci ne sera vérifié que
sous certaines conditions précisées dans les deux paragraphes suivants.
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Les ordres de grandeur de quelques constantes fondamentales
-Le rayon δ du cercle S 1pδq détermine les fréquences de charge possibles (cf. définition 22).
La plus petite fréquence de charge non nulle possible est alors 1{δ. On considère que celle-ci
correspond à la fréquence de charge de l’électron que l’on note Qe (Qe “ 1{δ).
Alors (cf. définition 23) δ “ 1{Qe “ ~{|e|
où e est la charge électrique (en Coulomb) de l’électron.
Ce qui donne : δ » 6, 24149 10´16m et Qe » 1, 51927 1015m´1
-De même (cf. définition 24) la fréquence de masse de l’électron est Me “ mec{~ où me est la
masse de l’électron (en kg).
Ce qui donne : Me » 2, 58961 1018m´1
Il s’en suit : Qe{Me » 5, 86679 102
-Une estimation du rayon r de S 1prq est liée aux choix du champ de vecteurs X. Dans les deux
exemples présentés ensuite, on obtient r2 “ 2αδ2{π (premier exemple) ou bien r2 “ αδ2{8π
(deuxième exemple) où α désigne la constante de structure fine : α » 1{137. Il est alors raison-
nable de considérer que r est de l’ordre de 10´17m.
Une estimation du rayon ρ de S 3pρq est actuellement plus difficile à obtenir mais il n’est pas
déraisonnable de considérer qu’elle est de l’ordre de celle de r (voir aussi la remarque 37) c’est
à dire 10´17m.
Les ordres de grandeur des termes perturbateurs
Compte tenu des ordres de grandeur donnés dans le paragraphe précédant, le coefficient
Q`2e pρ{2q|B|2 est de l’ordre de 10´29M2 si B est de l’ordre de 1 Tesla. Il est alors absorbé par
M2 qui provient du terme M2ac de l’équation (2.113).
Le calcul de la courbure scalaire S gP (du même type que pour la proposition7) fait apparaître le
terme ∆gPpΥiΥiqac. Comme ΥiΥi “ |A|2 ` pρ{2q2|B|2 on supposera que ∆gPpΥiΥiq ăă M2 de
sorte qu’il n’ait qu’une influence négligeable. Il est à noter que ces perturbations peuvent être
interprétées comme une modification infime de la fréquence de masse M.
D’autres termes perturbateurs, provenant de la différence entre le déterminant de gP et celui de
g0, apparaissent aussi mais peuvent être considérés comme négligeables sous des hypothèses
raisonnables concernant les expériences de mesure.
Deux exemples pour le choix du champ de vecteurs X
exemple 1
On choisit X “ p1´Ξ2q´1{2Bu`Ξp1´Ξ2q´1{2Br ce qui correspond à m “ 1, ε1 “ 1 et p1 “ 1
(cf. (2.110), autrement dit, l’unique fluide de genre temps considéré sur S 1pδq ˆ S 1prq a pour
vitesse v “ r{δ “ Ξ.
Alors la composante sur S 1pδq est X4 “ p1 ´ Ξ2q´1{2 “ 1 ` 1
2
Ξ2 ` ˝pΞ2q ce qui suggère,
compte tenu des résultats exprimentaux et de ceux donnés par la TQC de poser Ξ2 “ α{π où
α » 1{137 est la constante de structure fine standard.
Ce choix détermine la valeur du rayon r de S 1prq puisque r2 “ 2αδ2{π avec δ “ Q´1 “ ~{|e|
où e est la charge électrique de l’électron (système SI).
Cet exemple donne un premier terme, dans le développement limité du facteur de Landé, iden-
tique à celui de la TQC mais s’éloigne du résultat expérimental à l’ordre 10´5.
exemple 2
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On choisit X tel que la composante sur S 1pδq soit X4 “
63ÿ
k“1
εkp1 ´ p2kΞ2q´1{2 où εk “ 1 et
pk “ 1 pour k de 0 à 32, ε33 “ ´1 et p33 “ 2, εk “ 1 et pk “ 0 pour k de 34 à 63.
Ξ est maintenant choisi tel que Ξ2 “ α{16π (différent de l’exemple 1). Ce choix donne
r2 “ αδ2{8π pour une estimation du rayon r (le quart du rayon correspondant à l’exemple 1).




εkp1´ p2kΞ2q´1{2 “ 2X4 » 2p1, 001159633q
Le résultat expérimental étant : 2p1, 001159652q au même ordre.
Bien entendu, ces deux exemples sont très artificiels et il est facile de montrer que plusieurs
choix de X peuvent donner un résultat aussi proche que l’on souhaite du résultat expérimental.
Comme on l’a déjà dit, un « bon choix » de X (si l’on en reste à une expression de gP de la forme
donnée en (2.108)) sera obtenu s’il permet aussi de décrire bien d’autres phénomènes physiques
abordés actuellement par la TQC.
Le but de cette section était surtout de montrer que la théorie physique présentée dans ce papier
permet de traiter précisément, en termes géométriques, les phénomènes subtils que seule la TQC
aborde actuellement.
2.22 Quelques remarques sur la description à venir de phénomènes
plus complexes
Dans le deuxième chapitre de ce papier nous nous sommes limités à l’étude des phénomènes
physiques qui interviennent dans les expériences génériques de la mécanique quantique standard
(diffraction, fentes de Young, déviations par un potentiel, expérience de Stern-Gerlach, intrica-
tion quantique, etc.). Avec le regard que l’on porte ici sur la physique nous n’avons considéré
que les domaines de type « métrique oscillante dans un potentiel » (en restant dans le cadre de
l’approximation linéaire (cf.section 2.4) et les singularités élémentaires (cf.section 2.13) n’ont
eues qu’un rôle secondaire en n’intervenant que lors de « mesures » (mesures de position ou
autre (cf.section2.18)). Les phénomènes plus complexes auxquels nous souhaitons nous inté-
resser maintenant sont ceux qui, dans le langage de la physique standard , font intervenir les
« interactions » des particules entre elles.
Les deux faits suivants vont être remis en cause :
1. Le fait d’avoir utilisé l’approximation linéaire et donc l’équation 2.3 (alors que l’équation
qui tient compte d’une forme d’interaction entre les particules est l’équation non linéaire
2.2)
2. Le fait d’avoir considéré que les singularités n’ont qu’une influence négligeable sur les
métriques oscillantes.
Nous allons présenter très succinctement dans ce qui suit quelques éléments d’étude dans les-
quels les deux faits précédents ne sont plus nécessairement considérés, ceci en décrivant des
exemples très particuliers dans le seul but de montrer les difficultés auxquelles nous allons être
confrontés.
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2.22.1 Où l’on abandonne l’approximation linéaire mais on continue à négliger
l’influence éventuelle des singularités sur les équations qui régissent les
métriques conformes à un potentiel
On décrit une expérience qui, dans le langage de la physique standard correspond à l’envoie
de deux flots de particules lancées à des vitesses opposées de module λ et qui se rencontrent à
l’instant t “ 0 sur la surface d’équation x1 “ 0.
Pour cela on considère deux domaines de R4 notés Θ1 et Θ2 définis par :
Θ1 “ tpt, xq P R4 {t ă t0 ă 0, x1 ă λt ă 0, px1, x2q P ω Ă R2u
Θ1 “ tpt, xq P R4 {t ă t0 ă 0, x1 ą ´λt ą 0, px1, x2q P ω Ă R2u
On suppose que le domaine C1 :“ Θ1ˆS 1pδqˆS 3pρqˆV est un domaine de type métrique
à courbure scalaire constante conforme à g0 (def.19) dont la métrique g1 “ |a1|4{n´2g0 est telle





où pαiq est une base hilbertienne orthonormée de fonctions propres de pS 1pδq ˆ S 3pρq ˆ V, g0q.
On suppose que cette décomposition spectrale a un terme principal qui représente une mé-
trique oscillante élémentaire homogène se déplaçant à une vitesse ~v suivant l’axe des x1 et de
module |~v| “ λ, les autres termes de la décomposition spectrale (les « harmoniques ») étant
négligeables relativement au terme principal (il est à noter qu’une fonction a1 correspondant à
une métrique oscillante élémentaire homogène ne peut pas vérifier l’équation non-linéaire 2.2
puisque une solution d’une telle équation contient nécessairement une infinité de termes non
nuls dans la décomposition).
On suppose que le domaine C2 :“ Θ2 ˆ S 1pδq ˆ S 3pρq ˆ V vérifie les mêmes propriétés
avec g2 “ |a2|4{n´2g0 , la vitesse correspondant au terme principal étant égale à ´~v (on ne
suppose pas nécessairement que le terme principal représente une métrique oscillante du même
type que celle définie sur C1). La vitesse ~v est choisie de sorte que la « rencontre » des deux
métriques oscillantes ait lieu pour t “ 0. La métrique est supposée proche de g0 sur le domaine
Ct0 ´ pC1 Y C2q où Ct0 :“ tt ă t0u ˆ R3 ˆ S 1pδq ˆ S 3pρq ˆ V .
Il s’agit alors de déterminer la fonction a (ou du moins d’avoir des informations sur celle-ci)
définie sur C “ R4 ˆ S 1pδq ˆ S 3pρq ˆ V , correspondant à une métrique à courbure scalaire
constante telle que g “ |a|4{n´2g0 (c’est à dire qui vérifie l’équation 2.2 avec gP “ g0) celle-
ci étant égale à la fonction que l’on a précisée sur Ct0 . Ce dernier point est la « condition aux
limites » imposée à la solution de l’équation 2.2. (En fait, il est possible qu’il faille utiliser une
expression plus complexe pour la métrique g que celle de la forme g “ |a|4{n´2g0)
La difficulté technique de cette étude est considérable et on se limitera sans doute à éva-
luer les termes principaux de la décomposition spectrale de la fonction a. Ces termes pourront
représenter des métriques oscillantes de types différents de ceux intervenant dans la condition
aux limites pour t ă t0. Il est concevable qu’apparaissent des termes représentant des métriques
oscillantes « à durée de vie limitée » que l’on présentera plus loin dans cette section. On pourra
aussi se limiter à l’évaluation de la fonction a uniquement pour de grandes valeurs du temps t
(étude à comparer avec celle de la matrice de diffusion en TQC).
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2.22.2 Les singularités et leurs influences
Jusqu’à présent nous n’avons pas donné d’expressions précises de métriques au voisinage de
singularités (cf.section 2.13) car ceci n’était pas nécessaire dans le cadre des phénomènes que
nous avons étudiés. Le comportement des métriques au voisinage des singularités va devenir un
ingrédient important dans la description précise des notions qui, dans le langage de la physique
standard, concernent les « particules composées », « les noyaux d’atomes », « les atomes »,
etc. Bien entendu, pour nous, ces notions resteront dans le cadre de la théorie déjà présentée en
terme de « déformation de l’espace-temps de dimension n » et plus précisément, dans l’étude de
domaines particuliers de type « métrique à courbure scalaire constante conforme à un potentiel »,
mais des résultats précis ne pourront être obtenus qu’avec une description suffisamment détaillée
du comportement asymptotique de la métrique au voisinage d’une singularité.
Des exemples de comportements asymptotiques respectant les critères géométriques impo-
sés ont été présentés dans le manuscrit [5], ceci pour des singularités de « dimensions » (relatives
aux sous-variétés correspondantes) différentes. Nous nous restreindrons ici à la présentation de
quelques exemples « naïfs » dans le seul but d’initier une étude plus approfondie.
La cellule type considérée est de la forme C “ I ˆΩˆW oùW “ S 1pδq ˆ S 3pρq ˆ V . On





Considérons une métrique à courbure scalaire constante conforme à un potentiel neutre g “
|a|4{n´2g0 où la fonction a est de la forme suivante :
a “ c
r
a1 ` a2 (2.115)
où c est une constante.
On suppose que les métriques |a1|4{n´2g0 et |a2|4{n´2g0 sont celles de métriques oscillantes
élémentaires (def. 21) et vérifient donc lg0ai ` S ai “ 0. Lorsque la fonction a1 ne dépend pas





q “ 0, que lg0a ` S a “ 0 sur
C ´ S où S “ I ˆ t0u ˆW .
Pour pt, uq P IˆS 1pδq la singularité Spt, uq est donc de la forme Spt, uq “ ttuˆt0uˆtuuˆ
S 3pρq ˆ V .
La fonction a est donc ici celle d’une métrique oscillante avec une singularité (stationnaire
en 0 P Ω).
On suppose que les fonctions a1 et a2 sont du même ordre de grandeur. Comme exemple,
et pour faire le lien avec la physique standard, on suppose que la métrique oscillante g :“
|a|4{n´2g0 est celle associée à un proton (stationnaire). En dehors d’un domaine très proche de
la singularité on a a » a2. La fonction a2 est donc celle qui caractérise la métrique oscillante
« proton ». Lorsque l’on « néglige » la singularité, c’est la fonction a2 qui porte, comme on l’a
vu, les caractéristiques importantes : masse, charge électrique, spin, etc. et que l’on utilise dans
la description des expériences standard (diffraction, etc.). La métrique g1 :“ |cr a1|
4{n´2g0 ne
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devient prépondérante que lorsque
c
r
ą 1, de sorte que la fonction a2 devient négligeable devant
c
r
a1. la fonction a1 peut donc être considérée comme celle qui décrit la constitution interne du
proton. La décomposition spectrale de la fonction a1 peut éventuellement faire intervenir dans
ses termes prépondérants la notion de « quark » et il est probable que des grandeurs caractéris-
tiques importantes proviennent de la variété compacte V dans la décomposition de W sous la
forme S 1pδqˆ S 3pρqˆV (il se peut que le groupe SUp3q soit naturellement associé à V comme
SUp1q était associé à S 1pδq (difféomorphe) et SUp2q à S 3pρq). Il est à noter que la métrique g1
s’écrit sous la forme g1 :“ |ca1|4{n´2g10 où g10 :“
1
r4{n´2
g0 et que g
1
0 est une métrique « inver-
sée » par rapport à g0 (lorsque n “ 6, la métrique g10 “
1
r
g0 est, sur R
3˚, celle qui correspond à
l’inversion ϕ : R3˚ Ñ R3˚ définie par ϕpxq “ x
r2
où x “ px1, x2, x3q et l’on a ϕ˚g0 “ g10).
Nous avons, sur cet exemple, utilisé l’approximation linéaire puisque les fonctions considé-
rées sont solutions de l’équation 2.3. Lorsque les fonctions a1 et a2 sont ăă 1 et cr est ă 1 ceci
peut être considéré comme une bonne approximation du cas général qui utilise l’équation 2.2,
cependant, ce n’est plus le cas lorsque
c
r
ąą 1, c’est à dire dans la description de la constitution
interne du proton.
Remarque 40. On peut éventuellement considérer que le terme
c
r
a1 dans l’expression de la
fonction a qui décrit la singularité provient d’un « effondrement » d’une métrique oscillante
caractérisée par la fonction a2, mais ceci n’est que pure spéculation.
Exemple 2 (description naïve d’un atome)
Sur la cellule C on considère la métrique à courbure scalaire constante, conforme à un
potentiel g :“ |a|4{n´2g0 où la fonction a est de la forme suivante :
a “ c
r
pε cospλ1rqa1 ` sinpλ2rqa2q ` a3 (2.116)
où c, λ1, λ2 sont des constantes.
On impose les conditions suivantes :
Les fonctions a1, a2 et a3 ne dépendent pas des variables x
1, x2, x3 de Ω, ce qui rend les cal-
culs très simples (et donne en particulier une symétrie sphérique à la fonction a). Les fonctions
a1 et a2 vérifient lg0a1 “ k1a1 et lg0a2 “ k2a2 (et ne sont donc pas directement associées à des
métriques oscillantes élémentaires).
La métrique |a3|4{n´2g0 est celle d’une métrique oscillante élémentaire (et porte donc les
caractéristiques importantes : masse, charge électrique, spin, etc., comme dans l’exemple précé-
dant). Elle vérifie l’équation 2.3.
Les constantes sont choisies de sorte que cλ2 ă ε ăă 1, les fonctions a1, a2 et a3 sont
supposées « du même ordre de grandeur » et sont ăă 1.
On en déduit :
- lorsque r ăă cε, les termes en a2 et a3 sont négligeables devant le terme cεr cospλ1rqa1.
-lorsque cε ă r ăă c, les termes en a1 et a3 sont négligeables devant le terme cr sinpλ2qa2.
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sinpλ2rqq (∆ des géo-
mètres), lorsque k1 ` λ21 ` S “ k2 ` λ22 ` S “ 0 la fonction a vérifie lg0a ` S a “ 0 et est
donc celle d’une métrique oscillante avec singularité (stationnaire), tout comme dans le premier
exemple, mais ici la singularité est plus complexe. Le terme
cε
r
cospλ1rqa1 caractérise le noyau
d’un atome (prédominant pour r ăă cε). Le terme cε
r
sinpλ2rqa2 caractérise le domaine élec-
tronique de l’atome (prédominant pour cε ă r ăă c). Le terme a3 caractérise la « métrique
oscillante » de l’atome lorsque l’on néglige la singularité.
La fonction sinpλ2rq précise la « répartition en couches » du domaine électronique de l’atome,
la fonction cospλ1rq celle de la structure du noyau de l’atome.
Bien entendu, l’exemple de l’atome que l’on vient de présenter est très « naïf », en particulier,
la symétrie sphérique surΩ pour la fonction a que l’on a supposée est très restrictive, de plus, tout
comme dans l’exemple précédent, nous nous sommes placés dans le cadre de l’approximation
linéaire (mais ceci a permis de donner des « formules explicites »). L’utilisation de l’équation
non-linéaire 2.2 modifiera certainement profondément les choses, du moins au voisinage des
singularités, autrement dit dans l’étude de la structure du noyau de l’atome.
Chocs de particules
Les métriques oscillantes avec singularités que l’on a décrites dans les deux exemples pré-
cédents, pour lesquels la fonction a vérifiait l’équation 2.2 où 2.3, ont une singularité « station-
naire » sur Ω relativement à la cellule type C “ ΘˆW où W “ S 1pδq ˆ S 3pρq ˆ V .
On considère une transformation de Poincaré « étendue » σ : C 1 Ñ C où C 1 “ Θ1 ˆW qui
provient d’une transformation de Poincaré standard Λ : Θ1 Ñ Θ (cf.remarque8). En utilisant la
fonction a ˝ σ sur C 1 le domaine de type « métrique oscillante avec une singularité stationnaire
relativement à C devient un domaine de type « métrique oscillante avec une singularité se dépla-
çant à une vitesse ~v relativement à C 1 si l’on a choisi la transformation de Poincaré Λ qui traduit
le fait qu’un observateur associé à C 1 se déplace à une vitesse ´~v relativement à un observateur
associé à C .
On reprend maintenant l’expérience décrite au début de cette section (cf.2.22.1). On consi-
dère les deux domaines C1 et C2 sur lesquels les métriques sont respectivement g1 “ |a1|4{n´2g0
et g2 “ |a2|4{n´2g0, mais on prend maintenant pour a1 et a2 des fonctions associées à des mé-
triques oscillantes avec une singularité se déplaçant à une vitesse ~v (respectivement ´~v) suivant
l’axe des x1 et de module |~v| “ λ. Ce choix de « position » des singularités dans R3 (non né-
cessairement sur un même axe) est une donnée importante. Ceci constitue les conditions aux
limites de l’expérience considérée, qui, en langage de la physique classique, correspond à un
« choc » de particules. On peut considérer par exemple que la fonction a1 caractérise un proton
(cf. exemple 1) se déplaçant à une vitesse ~v et que la fonction a2 caractérise un anti-proton (pour
lequel, en particulier, Q devient ´Q) se déplaçant à une vitesse ´~v.
Il s’agit, pour nous, d’étudier la fonction a définie sur C correspondant à une métrique à
courbure scalaire constante (qui vérifie donc l’équation non-linéaire 2.2 avec peut être gP “ g0)
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telle que les conditions aux limites soient celles que l’on vient de préciser. La difficulté de cette
étude est encore supérieure à celle présentée en 2.22.1 compte tenu de la complexité des mé-
triques avec singularités qui interviennent. Il est, là encore, concevable que dans la décomposi-
tion spectrale de la fonction a apparaissent des « termes principaux » représentant des métriques
oscillantes qui n’existent pas dans les conditions aux limites (création de particules) et que cer-
tains termes aient une « durée de vie » limitée. Ces dernières notions sont présentées dans la
sous-section suivante.
2.22.3 Durée de vie, création, annihilation
On commence par la remarque suivante : Sur une cellule type C “ Θ ˆ S 1pδq ˆ V , on
considère la métrique g “ |a|4{n´2g0 où, pour t ą 0 et lorsque K est une constante positive :
a “ e´Kta0 (2.117)
On suppose que la fonction a0 définie sur C ne dépend pas de la variable t et vérifie
lg0a0 “ νa0 (on peut prendre, par exemple, a0 “ Cβ cospQu´
3ÿ
k“1
xkq où β P EVpµq auquel cas
ν “ ´Q2 `
3ÿ
k“1
xk ` µ). Alors lg0a` S a “ pK2 ` ν` S qa.
Lorsque K2 ` ν` S “ 0, la fonction a définie par 2.117 vérifie la même équation que celle
correspondant à une métrique oscillante élémentaire.
Les caractéristiques importantes de cette métrique oscillante sont les constantes Q et µ (µ
pouvant se décomposer et introduire la notion de spin par exemple). La constante K apparaît
comme une caractéristique analogue à la fréquence de masse (bien qu’ici, le terme « fréquence »
ne soit plus adapté) mais avec un signe opposé.
On rappelle que la fréquence de masse M ą 0 a été définie (def.24) par M2 “ µ ` S ´ Q2
pour les métriques oscillantes élémentaires car elle correspond exactement à la notion habituelle
de masse comme le montrent les équations données par les théorèmes 3 et 4. Mais ces théorèmes
n’ont de sens que pour des métriques oscillantes pour lesquelles la fréquence de masse est bien
définie et ne concernent pas des métriques de la forme g “ |a|4{n´2g0 où la fonction a vérifie
2.117. Ces métriques (de « pseudo-masse » K) peuvent éventuellement apparaître par l’intermé-
diaire de termes importants dans la décomposition spectrale de fonctions solutions de l’équation
2.2 qui décrivent les résultats d’expériences du type de celles que l’on vient de présenter (ren-
contre de métriques oscillantes, chocs de particules, etc.).
Notons que, si un instrument de mesure crée un domaine C “st0, t0 ` T rˆB ˆ S 1pδq ˆW
(cf.section 2.18) tel que la métrique soit de la forme g “ |a|4{n´2g0 où a “ Ce´Ktβ cospQu ´
3ÿ
k“1
xkq, la probabilité qu’une singularité se trouve à un instant t dans Ht “ ttuˆBˆW (après une
« moyenne » sur u P S 1pδq) est de la forme C2e´2Kt. Ceci décrit un phénomène d’annihilation
de la « pseudo métrique oscillante » (dont les constantes caractéristiques sont Q et µ) pour
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laquelle la durée de vie moyenne est 1{2K. (Remarquons qu’il n’y a aucune raison de supposer
que K2 ` ν` S “ 0 car e´Kta0 n’est qu’un terme particulier d’une décomposition spectrale).
Par analogie, on peut considérer les métriques de la forme g “ |a|4{n´2g0 où, pour t ą 0,
a “ p1´ e´Ktqa0, ce qui décrit un phénomène de création de « pseudo métrique oscillante ».
Bien sûr, les exemples de « pseudo métriques oscillantes » que l’on vient de présenter sont
très particuliers et on peut définir, dans un cadre plus général, des « pseudo métriques oscil-





3.1 Démonstration du théorème 1
1. On montre qu’un espace propre E de l’endomorphisme eG|Hx qui est de dimension
1 et de genre temps, est nécessairement unique dans Hx.
Supposons que X0 et X
1
0 soient deux vecteurs propres de genre temps de
eG|Hx , de valeurs
propres respectives λ et λ1. On a :
GxpX0, X10q “ λgpX0, X10q
GxpX10, X0q “ λ1gpX10, X0q
d’où λ “ λ1 car, d’après la signature de g|Hx , nécessairement gpX0, X10q ‰ 0.
X10 est donc un vecteur propre pour la valeur propre λ. Comme l’espace propre est de
dimension 1, X10 est proportionnel à X0.
2. Notons pσsqsPR le groupe à 1 paramètre de difféomorphismes du champ Y . On montre
que le champ X0, les fonctions µ et ρ sont invariantes par σs.
Par définition, @s P R, σs˚pYq “ Y .
D’autre part, @x P D , @Z P TxpWxq,
σs˚xpZq P TσspxqpS 1σspxqq ‘ TσspxqpWσspxqq.
Ce point peut être vérifié, par exemple, en considérant la matrice jacobienne de σs˚
relative à une carte de l’atlas d’observation choisie en x.
Il s’en suit que @s P R,
σs˚pTxpS 1xq ‘ TxpWxqq “ TσspxqpS 1σspxqq ‘ TσspxqpWσspxqq.
(Le fait que les σs soient des isoméries n’a pas été utilisé pour obtenir cette égalité).
Comme les σx sont des isométries, on en déduit que :
@s P R, σs˚pHxq “ Hσspxq.
Compte tenu de l’unicité de l’espace propre montrée en 1., on a :
@s P R, @x P D , σsxpX0xq “ ˘X0σspxq .
On considère maintenant une carte de l’atlas d’observation pV , ϕq en x.
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@x1 P V , gpX01x , ϕ˚p
B
Bt qq ă 0 d’après l’orientation choisie, donc : @s P R,
(*) gpX0σspxq , ϕ˚p
B
Bt qq “ ˘gpσsxpX0x , ϕ
˚p BBt qq ă 0
Mais pour s “ 0 σs “ Id et gppX0x , ϕ˚p
B
Bt qq ă 0.
Par continuité en « s » de gpσsxpX0x , ϕ˚p
B
Bt qq qui ne s’annule pas, on en déduit que le
signe dans (*) est nécessairement « ` ». Alors, @s P R, @x P D , σsxpX0xq “ X0σsx .
PuisqueG, Y , X0 sont invariants par les g-isométries σs, on déduit maintenant facilement
que les fonctions µ et ρ le sont aussi, autrement dit : Ypµq “ Ypρq “ 0.
3. Les résultats que l’on vient d’obtenir permettent d ’écrire les égalités suivantes :
(a) DYX0 “ DX0Y , ceci puisque le champ X0 est invariant par les isométries σs et donc :
LYX0 “ DYX0 ´ DX0Y “ 0. On en déduit aussi, puisque la torsion est nulle, que
rX0 Ys “ 0.
(b) (i) DYY “ 0
(ii) ∇¨Y “ 0
(iii) eFpX0q “ ´2DYX0
En effet : Y est un champ de Killing, donc ∇iY j “ ´∇ jYi, en particulier ∇iY i “
∇¨Y “ 0.
Comme Y iYi “ ´1, 0 “ ∇ jpY iYiq “ 2Y i∇ jYi “ ´2Y i∇iY j.
De plus :
Fi j “ ∇iY j ´ ∇ jYi “ 2∇iY j “ ´2∇ jYi (3.1)
Autrement dit eFpX0q “ ´2DX0Y “ ´2DYX0 d’après (a).
4. Démonstration du 1. du théorème 1.
Gi j “ µXiX j ` σY iY j ` Pi j “ µXi0X j0 ` ρpXi0Y j ` Y iX j0q ` pσ` ρ2{µqY iY j ` Pi j.
Alors, d’après la seconde identité de Bianchi :
∇iG
i j “ X j0∇ipµXi0q ` µXi0∇iX
j
0 ` ∇ipρpXi0Y j ` Y iX
j
0qq ` ∇iPi j
“ X j∇ipµXiq ` µXi∇iX j ` ∇iPi j “ 0 (3.2)
car ∇ippσ ` ρ2{µqY iY jq “ ∇ipσY iY jq “ 0, en effet :
σ et σ ` ρ2{µ sont des fonctions invariantes par les σs du groupe à un paramètre de
difféomorphismes associé à Y , donc Ypσ` ρ2{µq “ 0, alors :
∇ippσ` ρ2{µqY iY jq “ Ypσ` ρ2{µqY j ` pσ` ρ2{µqpY i∇iY j ` Y j∇iY iq “ 0
d’après (i) et (ii).
D’après 3.2 et puisque X0 j∇iX
j
0 “ 0 car X0 jX j0 “ ´1, on peut écrire :
X0 j∇iG
i j “ ´∇ipµXi0q ` X0 j∇ipρpXi0Y j ` Y iX j0qq ` X0 j∇iPi j “ 0.
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Mais X0 j∇ipρpXi0Y j`Y iX j0qq “ 0, ce dernier point s’obtenant facilement en développant
et en utilisant 2., 3.(a), (i), (ii), le fait que Xi0X0i “ Y iYi “ ´1 et XioYi “ 0.
Alors :
∇ipµXi0q “ X0 j∇iPi j (3.3)
ce qui est le premier résultat cherché puisque de plus :
∇ipµXiq “ ∇ipµXi0q ` ∇ipρY iq “ ∇ipµXi0q.
D’autre part, en réutilisant 3.2 :
X j∇iG
i j “ X jX j∇ipµXiq ` µXiX j∇iX j ` X j∇iPi j “ 0
mais X jX j “ ´p1` ρ2{µ2q, alors X j∇iX j “ 12∇ipX
jX jq “ ´ρ{µ∇ipρ{µq.
On peut donc écrire :
ρXi∇ipρ{µq “ ´p1` ρ2{µ2q∇ipµXiq ` X j∇iPi j
et d’après 3.3 :
ρXi∇ipρ{µq “ ´p1` ρ2{µ2qX0 j∇iPi j ` X0 j∇iPi j ` pρ{µqY j∇iPi j
“ ´pρ2{µ2qX0 j∇iPi j ` pρ{µqY j∇iPi j
ce qui donne le deuxième résultat cherché.
5. Démonstration du 2. du théorème 1.
D’après 3.2 : Y j∇ipρpXi0Y j ` Y iX j0qq ` Y j∇iPi j “ 0 puisque Y jX j0 “ 0.
Mais : Y j∇ipρpXi0Y j ` Y iX j0qq “ ´∇ipρXi0q ` Y jY i∇ipρX j0q d’après (i) et (ii).
De plus :
Y jY
i∇ipρX j0q “ ρY jY i∇iX j0 “ ρY jXi0∇iY j “ 0 d’après 3.(a) et puisque Y j∇iY j “ 0
On obtient donc :
∇ipρXi0q “ Y j∇iPi j.
Ce qui est le premier résultat cherché sachant que :
∇ipρXiq “ ∇ipρXi0 ` pρ2{µqY iq “ ∇ipρXi0q d’après 2. et (ii).
D’autre part :
∇ipPi jY jq “ Y j∇iPi j ` Pi j∇iY j.
Mais Pi j∇iY j “ 12P
i jFi j “ 0 car P est symétrique et F antisymétrique.
Alors ∇ipPi jY jq “ Y j∇iPi j autrement dit : ∇¨ pePpYqq “ gpY,∇¨ Pq.
6. Démonstration du 3. du théorème 1.
D’après 3.2 µXi∇iX
j “ ´∇iPi j ´ X j∇ipµXiq
C’est à dire :
µDXX “ ´∇¨ P ´ gpX0,∇¨ PqX puisque d’après 1., ∇ipµXiq “ gpX0,∇¨ Pq.
Ce qui montre 3.(a).
D’autre part :
DXX “ DX0`pρ{µqYpX0 ` pρ{µqYq “ DX0X0 ` DX0ppρ{µqYq ` pρ{µqDYX0
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“ DX0X0` 2pρ{µqDYX0` X0pρ{µqY puisque DX0Y “ DYX0, Ypρ{µq “ 0, DYY “ 0.
Comme Xpρ{µq “ X0pρ{µq “ 1
µ
gpY,∇¨ Pq ´ pρ{µ2qgpX0,∇¨ Pq
on en déduit :
µDX0X0 “ µDXX ´ 2ρDYX0 ´ µX0pρ{µqY , puis :
µDX0X0 “ ´∇¨ P´ gpX0,∇¨ PqX ´ 2ρDYX0 ´ gpY,∇¨ PqY ` pρ{µqgpX0,∇¨ PqY
“ ´∇¨ P` ρeFpX0q ´ gpX0,∇¨ PqX0 ´ gpY,∇¨ PqY
“ ρeFpX0q ´ prTKp∇¨ Pq
Ce qui montre 3.(b).
7. Démonstration du 4. du théorème 1.
D’après 3.1 ∇iF
i j “ ´2∇i∇ jY i.
Mais :
∇i∇




puisque d’après (ii) : ∇iY
i “ 0.
On en déduit :
∇iF
i j “ ´2R jkYk.
D’autre part, par définition : 2R jk “ G
j
k ` S gδ
j
k
(où S g est la courbure scalaire et δ
j
k les symboles de Krönecker)








k “ 0 :
G jkY




On obtient donc :
∇iF
i j “ ρX j0 ` pσ ` ρ2{µ´ S gqY j ´ P jkYk.
Alors d’après 3.1 :
2Y j∇i∇
jY i “ ´Y j∇iFi j “ σ`ρ2{µ´S g puisque PpY, Yq “ P jkYkY j “ 0, Y jY j “ ´1,
X j0Y j “ 0.
Comme Y j∇ jY
i “ 0, on peut écrire :
0 “ ∇ipY j∇ jY iq “ p∇iY jqp∇ jY iq ` Y j∇i∇ jY i “ ´14Fi jF
i j ` Y j∇i∇ jY i.
Donc : σ` ρ2{µ´ S g “ 12Fi jF
i j et finalement :
∇iF
i j “ ρX j0 `
1
2
pFi jFi jqY j ´ P jkYk.
Ce qui montre 4.
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3.2 Démonstration des propriétés 1, 2 et 3 sur les métriques repré-
sentant un potentiel actif (paragraphe 1.4.2 B.) et du lemme 2
1. Démonstration des propriétés 1. 2. 3.
(a) Symétrie de ehx.
g0pehxpXq, Yq “ g0i jhikXkY j “ h jkXkY j “ hk jXkY j “ g0kihijY jXk “ g0pX, ehxpYqq.
(b) Lorsque un endomorphisme est nilpotent, il existe toujours une base dans laquelle sa
matrice est triangulaire strictement supérieure, donc à trace nulle. C’est le cas, quel
que soit q P N˚, pour pehxqq.
(c) En chaque x P C :
pg0q´1B pgqB “ pg0q´1B pg0qB ` pehqB “ I ` pehqB
où p qB signifie « la matrice de » dans la base B.
Dans une base B où la matrice de ehx est triangulaire strictement supérieure on a :
detpg0q´1B detpgqB “ detpI ` pehxqBq “ 1
donc detpgqB “ detpg0qB.




2. Démonstration du lemme 2
Pour x P C , notons A le sous-espace vectoriel de TxpC q engendré par Y et X0 et B le
sous-espace vectoriel engendré par pY, ehpYq, . . . , ehp´1pYq, X0, . . . , ehp´1pX0qq. La mé-
trique g0 est non dégénérée par hypothèse puisque de signature p´,`,`,`,´,`, . . . ,`q.
Comme Y et X0 sont de genre temps et g0-orthogonaux, g0|A est de signature p´,´q.
g0|AK est donc de signature p`,`, . . . ,`q et est un produit scalaire.
Puisque BK Ă AK, g0|BK est encore un produit scalaire. Comme pehqp “ 0, B est
stable par eh et, puisque eh est g0-symétrique, B
K est aussi stable par eh.
eh|BK est un endomorphisme de BK g0|BK-symétrique et, comme g0|BK est un produit
scalaire, eh|BK est diagonalisable donc identiquement nul puisque nilpotent.
On a donc montré que eh|BK “ 0 . Comme TxpC q “ B‘ BK car BK et (donc) B sont
g0-réguliers, le lemme 2 est démontré.
CHAPITRE 3. ANNEXES 152
3.3 Démonstration de la proposition 6
On reprend ici les notations utilisées lors de la détermination des géodésiques dans la section
1.5.1.
Dans un système de coordonnées standard de la cellule C , on note :
Γki j (resp. Γ˜
k
i jq les symboles de Christoffel de g (resp. g0).
On note T ki j les coordonnées du tenseur (Γ
j
i j ´ Γ˜ki jq.
On a, lorsque g “ g0 ` h :
T ki j “
1
2
gklp∇ih jl ` ∇ jhil ´ ∇lhi jq (3.5)
où les ∇i sont relatifs à g0.
De plus, lorsque l’on note Ri j (resp. R˜i j) la courbure de Ricci de g (resp. g0), on montre
facilement que :
Ri j “ R˜i j ` ∇kT ki j ´ T kliT lk j (3.6)
Ici h “ ´2vX1 b X1 et, dans la suite des calculs de cette démonstration, X1 sera noté X
pour simplifier l’écriture.
L’expression de T ki j a été donnée par 1.6 mais elle se simplifie ici grâce à l’hypothèse DX “ 0
plus forte que le fait que X soit un champ de Killing, on obtient :
T ki j “ ´pXiXk∇ jv` X jXk∇iv´ XiX j∇kvq (3.7)
où l’on a utilisé aussi les propriétés : XkXk “ 0 et Xpvq “ 0.
1. Calcul de Ri j.
Avec 3.7 on obtient :
T kliT
l
k j “ 0 et ∇kT ki j “ ´pXiXk∇k∇ jv` X jXk∇k∇iv´ XiX j∇k∇kvq
D’où, puisque Xpvq “ 0 :
∇kT
k
i j “ ´p∆g0vqXiX j (où ∆g0 :“ ´∇k∇k).
Ce qui donne finalement pour la courbure de Ricci d’aéprès 3.6 :
Ri j “ R˜i j ´ p∆g0vqXiX j.
2. Calcul de S g.
S g “ gi jRi j “ pgi j0 ` 2vXiX jqpR˜i j ´ p∆g0vqXiX jq.
Soit, en développant et puisque XkXk “ 0 :
S g “ S g0 ` 2vRiccg0 pX1, X1q.
3. gpX1, X1q “ gi jXiX j “ pgi j0 ` 2vXiX jqXiX j “ 0.
D’autre part :
∇g,iX
j “ BiX j ` Γ jilXl “ ∇iX j ` T jilXl “ T jilXl.
Et en utilisant 3.7 :
∇g,iX
j “ 0.
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4. ∇g,iY










gm j0 pBig0km ` Bkg0im ´ Bmg0ikqYk.
Mais Y4 “ 1 et Yk “ 0 pour k ‰ 4, donc, compte tenu de la définition de g0 :
∇iY
j “ 0.






3.4 Démonstration de la proposition 7
On repart des expressions 3.5 et 3.6 données dans la section précédente.
Ici h “ Υ5 b X52 ` X52 b Υ5 et, dans la suite des calculs de cette démonstration, X2 sera
noté simplement X pour simplifier l’écriture.
Calcul de T ki j.
T ki j “
1
2
pgkl0 ´ hkl ` hkmhlmqp˚q (3.8)
où l’on a noté :
p˚q “ ∇ jpΥiXl ` ΥlXiq ` ∇ipΥ jXl ` ΥlX jq ´ ∇lpΥiX j ` Υ jXiq
On a, puisque DX “ 0 :
p˚q “ Xlp∇ jΥi ` ∇iΥ jq ` Xip∇ jΥl ´ ∇lΥ jq ` X jp∇iΥl ´ ∇lΥiq.
C’est à dire, puisque F “ dΥ5 :
p˚q “ Xlp∇ jΥi ` ∇iΥ jq ` XiF jl ` X jFil
Alors :
gkl0 p˚q “ Xkp∇ jΥi ` ∇iΥ jq ` XiF kj ` X jF ki .
∇ jΥi “ B jΥi ´ Γ˜li jΥl “ B jΥi ´
1
2
glm0 pBig0 jm ` B jg0im ´ Bmg0i jqΥl.
On en déduit que ∇ jΥi ne dépend pas des variables deΘ sous l’hypothèse HE et des variables
de Θ ˆ S 3pρq sous l’hypothèse H1E. Il en est de même en particulier pour Fi j et on en déduit
XlFil “ 0.
Comme de plus XlXl “ 0, on a :
hklp˚q “ pΥkXl ` ΥlXkqp˚q “ ΥlXkpXiF jl ` X jFilq.
Et :
hkmhlmp˚q “ ΥmΥmXkXlp˚q “ 0.
Alors, d’après 3.8 :
2T ki j “ Xkp∇ jΥi ` ∇iΥ jq ` XiF kj ` X jF ki ´ ΥlXkpXiF jl ` X jFilq (3.9)
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1. Calcul de Ri j.
D’après la dépendance par rapport aux variables déduite des lignes précédentes, on a :







pXi∇kF kj ` X j∇kF ki q.
D’autre part, d’après 3.9, en développant et en utilisant les propriétés déjà citées :
4T kliT
l
k j “ F kl F lk XiX j.
D’où :
Ri j “ R˜i j ` 12pXi∇kF
k





k XiX j (3.10)
Ce qui donne le résultat 1. de la proposition 7 puisque F kj “ ´Fk j.
2. Calcul de S g.
S g “ gi jRi j “ pgi j0 ´ hi j ` hikhk jqRi j.
D’après 3.10 et les propriétés déjà utilisées :
gi j0 Ri j “ S g0 .
D’autre part, puisque g0 est une métrique produit et d’après les hypothèses HE et H
1
E :
hi jRi j “ pΥiX j ` Υ jXiqRi j “ 2R˜i jΥiX j “ 0.
hikh
k jRi j “ ΥkΥkRi jXiX j “ ΥkΥkR˜i jXiX j.
Finalement :
S g “ S g0 ` pΥkΥkqRiccg0 pX2, X2q.
3. gpX2, X2q “ gi jXiX j “ pgi j0 ´ ΥiX j ´ Υ jXi ` ΥkΥkXiX jqXiX j “ 0.
D’autre part :
∇g,iX
j “ BiX j ` Γ jilXl “ ∇iX j ` T
j
ilX
l “ T jilXl.
Et en utilisant 3.9 et les propriétés déjà citées : ∇g,iX
j “ 0.
4. Se déduit rapidement du lemme suivant qui donne un résultat plus général.
Lemme 4. On considère une cellule type C “ Θ ˆ S 1pδq ˆ W avec un système de
coordonnées px0, x1, . . . , xn´1q. Soit g le tenseur métrique transporté sur C du tenseur
gM et Y le champ de vecteurs défini comme précédemment (Y
i “ 0 quel que soit i ‰ 4,
Y4 “ 1). Alors :
Y est un champ de Killing si et seulement si, dans le système de coordonnées, B4gi j “ 0
quels que soient iet j (autrement dit, les termes de la matrice pgi jq ne dépendent pas de
x4).
Démonstration du lemme.
Y est un champ de Killing si et seulement si ∇iY j ` ∇ jYi “ 0. On a :
∇iY j “ BiY j ´ Γki jYk.
Alors :
∇iY j ` ∇ jYi “ BiY j ` B jYi ´ 2Γki jYk
CHAPITRE 3. ANNEXES 155
Dans le système de coordonnées choisi, Y j “ gi jY i “ g4 j donc :
∇iY j ` ∇ jYi “ Bipg4 jq ` B jpg4iq ´ 2Γki jg4k, mais :
Γki jg4 j “
1
2
δl4pBig jl ` B jgil ´ Blgi jq “
1
2
pBig4 j ` B jg4i ´ B4gi jq.
Alors :
∇iY j ` ∇ jYi “ B4gi j
d’où le résultat.
3.5 Un exemple très simple d’approximation des solutions d’une
équation non linéaire par celles d’une équation linéaire
Le seul intérêt de l’exemple que l’on va présenter est d’aider à comprendre le processus
d’approximation des solutions de l’équation fondamentale 2.2 par les solutions de l’équation
linéaire 2.3 associée aux domaines de type « métrique oscillante dans un potentiel ».
Sur l’intervalle r0 1s Ă R, on considère l’équation différentielle :
p˚q y1 ´ y “ y2
(L’équation p˚q est ici d’ordre 1 pour que les calculs soient très simples, l’équation 2.2 est bien
sûr d’ordre 2).
La solution de cette équation différentielle qui vérifie la condition « au bord » yp0q “ ε




On considère l’équation linéaire associée :
p˚˚q y1 ´ y “ 0
la solution y1 de cette équation qui vérifie la même condition « au bord » y1p0q “ ε est :
y1ptq “ εet
Comme on le voit, lorsque ε ! 1, cette solution est « très proche » de celle de p˚q puisque
y1ptq{yptq “ 1` εp1´ etq et ´2 ă p1´ etq ă 0 car on a limité t à l’intervalle r0 1s.
3.6 Démonstration de la proposition 9
1. Soient ϕ : Θˆ S 1pδq ˆ V1 Ñ R et β P EV2pµ2q.
lgPpϕβq “ ´∇i∇ipϕβq “ β lgPpϕq ` ϕ lgPpβq ´ 2∇iϕ∇iβ
où les ∇i sont relatifs à gP.
∇iϕ∇iβ “ gi jP∇ jϕ∇iβ “ g
i j
0 ∇ jϕ∇iβ` 2vXi1X
j
1∇ jϕ∇iβ “ 0
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2 Bip|g0| 12 gi jPB jβq (3.11)
puisque |gP| “ |g0|.
Mais gi j
P
B jβ “ gi j0 B jβ` 2vXi1X j1B jβ “ gi j0 B jβ.
Alors :
lgPβ “ lg0β “ µ2β.
Finalement :
lgPpϕβq “ plgPpϕq ` µ2ϕqβ.
2. Ici ∇iϕ∇iβ “ gi j0 ∇ jϕ∇iβ´ pΥiX
j
2 ` Υ jXi2q∇ jϕ∇iβ` ΥkΥkXi2X
j
2∇ jϕ∇iβ
mais, compte tenu des hypothèses :
Υi∇iβ “ Υpβq “ 0 et Xi2∇iβ “ X2pβq “ 0 (3.12)
d’où :
pΥiX j2 ` Υ jXi2q∇ jϕ∇iβ “ 0.





B jβ “ gi j0 B jβ´ pΥiX
j
2 ` Υ jXi2qB jβ` ΥkΥkXi2X
j
2B jβ “ g
i j
0 B jβ.
D’où, d’après 3.11 et 3.12 :
lgPβ “ lg0β “ µ2β.
Finalement :
lgPpϕβq “ plgPpϕq ` µ2ϕqβ.
3.7 Démonstration du théorème 3
1. Dans un potentiel neutre.
La fonction a vérifie : a “ ϕβ où ϕ : Θˆ S 1pδq Ñ R et β P EWpµq.
On sait que : lg0a` S a “ 0 où S “
n´ 2
4pn ´ 1qS g0 .
Alors :

















c’est à dire :
CHAPITRE 3. ANNEXES 157
lΘϕ` M2ϕ “ 0.
Alors, quel que soit x P Θ, CλpplΘϕ` M2ϕqxp.qq “ 0
où Cλ est l’isomorphisme défini dans la section 2.10.
Comme CλpplΘϕqxp.qq “ lΘpCλpϕxp.qqq “ lΘac on en déduit :
lΘac ` M2ac “ 0.
2. Dans un potentiel sans électromagnétisme.
La cellule type est C “ Θ ˆ S 1pδq ˆW où Θ “ I ˆU Ă R ˆ R3, a “ ϕβ avec
ϕ : Θˆ S 1pδq Ñ R et β P EWpµq, mais maintenant :
lgPa` S a “ 0 où gP “ g0 ` h et h “ ´2vX1 b X1.
(Dans les calculs qui suivent gP sera noté g pour simplifier l’écriture).
Dans un système de coordonnées standard de la cellule C “ Θˆ S 1pδq ˆW , on a :
lga “ ´|g|´ 12 Bipgi j|g| 12 B jaq où |g| :“ detg “ detg0 (cf 1.4.2)
et gi j “ gi j0 ` 2vXiX j.
Alors :
lga “ lg0a´ 2|g|´
1
2 Bipv|g| 12XiX jB jaq.
D’après les hypothèses de théorème : X1 “ X2 “ X3 “ 0 et v ne dépend que des
variables x1, x2, x3.
Donc :
|g|´ 12 Bipv|g| 12XiX jB jaq “ v|g|´ 12 Bip|g| 12XiXpaqq.
Mais :
|g|´ 12 Bip|g| 12XiXpaqq “ |g|´ 12 pBip|g| 12XiqqXpaq ` XiBipXpaqq
“ p∇¨ XqXpaq ` XpXpaqq.
De plus, comme Xpβq “ 0, X est tangent à RˆW et X0 “ ´1 on en déduit :
Xpaq “ βXpϕq ` ϕXpβq “ ´βBϕBt et XpXpaqq “ β
B2ϕ
Bt2 .
Alors, puisque DX “ 0 :
|g|´ 12 Bipv|g| 12XiX jB jaq “ βpB
2ϕ
Bt2 ´ p∇¨ Xq
Bϕ
Bt q “ β
B2ϕ
Bt2 .
D’où, comme lg0a` S a “ βplΘϕ` M2ϕq (de même que dans 1.) :
0 “ lga` S a “ βplΘϕ` M2ϕ´ 2vB
2ϕ
Bt2 q.
En prenant l’image par l’isomorphisme Cλ, on obtient l’équation 2.17.
3. Dans un potentiel électromagnétique.
La fonction a vérifie encore : a “ ϕβ où ϕ : Θˆ S 1pδq Ñ R et β P EWpµq.
On a :
lgPa` S a “ 0 où gP “ g0 ` h et h “ Υ5 b X52 ` X52 b Υ5 (3.13)
(Dans les calculs qui suivent gP sera noté g pour simplifier l’écriture, Υ sera noté A et
correspond au champ de vecteurs « potentiel électromagnétique » défini sur Θ et X2 sera
noté simplement X).
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Le champ de vecteurs A est tangent à Θ et ne dépend que des variables de Θ.
Dans un système de coordonnées standard de la cellule C “ Θˆ S 1pδq ˆW , on a :
lga “ ´|g|´ 12 Bipgi j|g| 12 B jaq où |g| :“ detg “ detg0
et gi j “ gi j0 ´ hi j ` hikhk j avec hi j “ AiX j ` A jXi.
Compte tenu des hypothèses :
(i) Ai “ 0 si i ą 3, X j “ 0 si j ă 4 et X4 “ ´1 puisque g0pX2, Yq “ 1
Alors :
lga` S a “ lg0a` S a` p˚q ` p˚˚q (3.14)
où p˚q :“ |g0|´ 12 Bip|g0| 12 hi jB jaq et p˚˚q :“ ´|g0|´ 12 Bip|g0| 12 hikhk jB jaq.
Comme g0 est une métrique « produit » sur Θˆ S 1pδq ˆW on a (cf. 1. et 2.) :
lg0a` S a “ βplΘϕ` M2ϕq (3.15)
(a) Étude de (*).
p˚q “ p˚1q ` p˚2q où p˚1q :“ |g0|´ 12 Bip|g0| 12 hi jϕB jβq
et p˚2q :“ |g0|´ 12 Bip|g0| 12 hi jβB jϕq.
p˚1q “ |g0|´ 12 pBip|g0| 12AiX jϕB jβq ` B jp|g0| 12AiX jϕBiβqq “ 0
car X jB jβ “ 0 et AiBiβ “ 0 d’après (i) puisque Biβ “ 0 si i ď 4.
D’autre part :
p˚2q :“ p˚21q ` p˚22q où p˚21q “ |g0|´
1
2 Bip|g0| 12AiX jβB jϕq
et p˚22q “ |g0|´
1
2 B jp|g0| 12AiX jβBiϕq.
p˚21q “ ´|g0|´
1
2 Bip|g0| 12AiβB4ϕq puisque B jϕ “ 0 si j ą 4 et X4 “ ´1
(B4ϕ :“ BϕBu ).
Alors, comme Ai “ 0 pour i ě 4 :
p˚21q “ ´βp|g0|´
1
2 pBip|g0| 12AiqqB4ϕ` AiBiB4ϕq
“ ´βpp∇g0 ¨ AqB4ϕ` ApB4ϕqq.
D’autre part, puisque X4 “ ´1 :
p˚22q “ ´|g0|´
1
2 B4p|g0| 12 βApϕqq `
ÿ
ją4
|g0|´ 12 B jp|g0| 12X jβApϕqq.
Mais, puisque |g0|, β, et les Ai ne dépendent pas de x4 “ u :
p˚22q “ ´βApB4ϕq.
Finalement :
p˚q “ p˚1q ` p˚21q ` p˚22q “ ´βpp∇g0 ¨ AqB4ϕ` 2ApB4ϕqq (3.16)
(b) Étude de p˚˚q.
p˚˚q “ ´|g0|´ 12 Bip|g0| 12 hikhk jB jaq
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“ ´|g0|´ 12 Bip|g0| 12 pAiXk ` AkXiqpAkX j ` A jXkqB jaq
Alors, puisque AkXk “ 0 et XkXk “ 0 :
p˚˚q “ ´|g0|´ 12 Bip|g0| 12XiX jAkAkB jpϕβqq
Mais, comme AkA
k ne dépend pas des variables de S 1 ˆW :
p˚˚q “ ´AkAk|g0|´ 12 pBip|g0| 12XiX jβB jϕq ` Bip|g0| 12XiX jϕB jβqq.
Comme X jB jϕ “ ´B4ϕ puisque B jϕ “ 0 pour j ą 4 et Xpβq “ 0, on obtient :
p˚˚q “ AkAk|g0|´ 12 Bip|g0| 12XiβB4ϕq.
En considérant i “ 4 puis i ą 4, on trouve :






Ce que l’on peut écrire :
p˚˚q “ ´AkAkpβB24ϕ´ p∇g0 ¨ pβXqqB4ϕq.
Et, puisque ∇g0 ¨ pβXqq “ Xpβq ` β∇g0 ¨ X “ 0 :
p˚˚q “ ´AkAkβB24ϕ (3.17)
(c) Fin de la démonstration de 3.
D’après 3.13, 3.14, 3.15, 3.16 et 3.17 on a :
0 “ lga` S a “ plΘϕ` M2ϕ´ p∇g0 ¨ AqB4ϕ´ 2ApB4ϕq ´ AkAkB24ϕqβ.




ε jp BBx j ` A
j B
Buq
2ϕ` M2ϕ “ 0 (3.18)
où ε0 “ ´1, ε1 “ ε2 “ ε3 “ 1, BBu “ B4.
Pour obtenir l’équation en ac donnée dans le théorème il suffit de composer les deux
membres de l’équation 3.18 par l’isomorphisme Cλ. On vérifie facilement que :




Bu2 qxp.qq “ ´pQ
`q2acpxq.
L’équation obtenue est alors :
3ÿ
j“0
ε jpi BBx j ` Q
`A jq2ac ` M2ac “ 0.
3.8 La sphère S 3, la fibration de Hopf, les espaces propres du lapla-
cien riemannien
3.8.1 La fibration de Hopf
On considère l’application Π˜ : R4 “ C2 Ñ R3 définie par :
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Π˜px1, x2, x3, x4q :“ px1x3 ` x2x4, x1x4 ´ x2x3, 12px
2
3 ` x24 ´ x21 ´ x22qq (3.19)
Qui s’écrit aussi, en posant z1 “ x1 ` ix2 et z2 “ x3 ` ix4 :
Π˜pz1, z2q “ pRepz¯1z2q, Impz¯1z2q, 12p|z2|
2 ´ |z1|2q
On note :













Il est facile de vérifier que : Π˜pS 3p1qq “ S 2p1
2
q
On considère alors le diagramme commutatif suivant :






où i1 et i2 sont les injections canoniques et Π la restriction de Π˜ à pS 3p1q, S 2p12qq.
On munit S 3p1q de sa métrique riemannienne canonique par la métrique euclidienne de R4
et de même pour S 2p1
2
q par la métrique euclidienne de R3.
On vérifie alors que, quel que soit le point P de S 2p1
2
q, Π´1tPu est un grand cercle de
S 3p1q.
Π : S 3p1q Ñ S 2p1
2
q est appelée une « fibration de Hopf ».
Remarque 41. On a imposé ici, par la définition de Π˜, le fait que l’image de la sphère S 3 de
rayon 1 soit la sphère S 2 de rayon
1
2
. En multipliant Π˜ par un réel positif on peut « jouer » sur
les rayons des sphères comme on le souhaite. Le choix donné par 3.19 est justifié par le fait que
l’application :
Π : pS 3p1q, gS 3p1qq Ñ pS 2p
1
2
q, gS 2p 12 qq
est alors une submersion riemannienne, ce qui permettra de montrer la proposition 17 qui va
suivre.
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La fibration de Hopf peut aussi être introduite de la manière suivante : le groupe SOp2q,
que l’on identifie au groupe des complexes de module 1 prα Ø eiαq opère naturellement sur
R4 “ C2 comme groupe d’isométries en posant :
@rα P SOp2q rα ‚ pz1, z2q :“ eiαpz1, z2q.
Il est facile de vérifier que, sous cette opération, les orbites sous SOp2q sont exactement
les grands cercles Π´1tPu de la fibration de Hopf définie précédemment. La variété quotient
S 3p1q{SOp2q est alors difféomorphe à S 2p1
2
q par le diagramme commutatif suivant :

















où Π1 est la submersion riemannienne canonique associée au quotient S 3p1q{SOp2q lorsque
g1 est la métrique sur S 3p1q{SOp2q « quotientée » de gS 3p1q. L’application f est évidemment un
difféomorphisme et on peut montrer que c’est en fait une isométrie de pS 3p1q{SOp2q, g1q dans
pS 2p1
2
q, gS 2p 12 qq.
La fibration de Hopf correspond donc aussi à :
Π1 : S 3p1q Ñ S 3p1q{SOp2q „ S 2p1
2
q.
Proposition 17. Quelle que soit l’application ϕ : S 2p1
2
q Ñ R de classe C2 :
∆S 3p1qpϕ ˝ Πq “ p∆S 2p 12 qϕq ˝ Π
où ∆S 3p1q et ∆S 2p 12 q désignent les laplaciens riemanniens standard définis sur les sphères




Ce résultat est fondamentalement lié au fait que l’image réciproque par Π de chaque point
de S 2p1
2
q est un grand cercle de S 3p1q, autrement dit la fonction v : S 2p1
2
q Ñ R définie par v :“
volgS3p1qpΠ´1tPuq est une fonction constante égale à 2π, et que, de plus, Π est une submersion
riemannienne. On s’y prend de la manière suivante :
Puisque Π est une submersion riemanniennne, on sait que :





ϕ ˝ Π “
ż
S 2p 12 q
ϕv “ 2π
ż
S 2p 12 q
ϕ et (3.20)
p∇S 2ϕ∇S 2φq ˝ Π “ ∇S 3pϕ ˝ Πq∇S 3pφ ˝Πq (3.21)
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Quelle que soit ϕ P C2pS 2p1
2
qq, ϕ ˝ Π est invariante par l’opération de SOp2q sur S 3p1q
définie précédemment, et il en est de même pour la fonction ∆s3pϕ ˝ Πq. Celle-ci « passe au
quotient » et il existe donc une fonction h : S 2p1
2
q Ñ R telle que ∆s3pϕ ˝ Πq “ h ˝ Π.
Il s’agit alors de montrer que h “ ∆S 2ϕ :





S 2p 12 q
p∆S 2ϕqφ = 2π
ż
S 2p 12 q
∇S 2ϕ∇S 2φ “
ż
S 3p1q












pφ ˝Πq∆s3pϕ ˝ Πq “
ż
S 3p1q
phφq ˝Π “ 2π
ż
S 2p 12 q
hφ
Et l’on en déduit bien : ∆S 2ϕ “ h
Cette proposition permet de faire un lien important entre les espaces propres relatifs au
laplacien ∆S 2p 12 q et ceux relatifs au laplacien ∆S 3p1q. Ceci est présenté dans le paragraphe qui
suit.




q, gS 2p 12 qq
On commence par rappeler le résultat connu sur les espaces propres de pS np1q, gS np1qq où
gS np1q désigne la métrique riemannienne standard sur S
np1q.
Proposition 18.
1. Les valeurs propres du laplacien (des géomètres) de pS np1q, gS np1qq sont données par la
suite pγkqkPN où γk “ kpk ` n´ 1q.
2. Les espaces propres Ek correspondants sont formés des restrictions à S
np1q des poly-
nômes homogènes harmoniques de Rn`1 de degré k.
On en déduit rapidement que les valeurs propres de ∆S npρq sont données par la suite pγkpρqqkPN
où γkpρqq “ ρ´2kpk ` n´ 1q.
Les valeurs propres de ∆S 3p1q sont donc : γk “ kpk ` 2qq pour k P N et celles de ∆S 2p 12 q :
γ1l “ 4lpl ` 1q pour l P N, autrement dit γ1l “ 2lp2l ` 2q.
D’autre part, la proposition 17 montre que si ϕ est une fonction propre sur S 2p1
2
q pour la
valeur propre γ1l alors ϕ ˝ Π est une fonction propre sur S 3p1q pour la même valeur propre
γ1l “ 2lp2l ` 2q.





tϕ ˝ Π { ϕ P F2lu est un sous-espace vectoriel de l’espace propre Eγ1l et F2l est naturellement
isomorphe à E12l.
CHAPITRE 3. ANNEXES 163
Chaque espace propre E12l de S
2p1
2
q s’identifie donc, par la fibration de Hopf, à un sous
espace vectoriel de l’espace propre d’indice pair E2l de S
3p1q qui correspond à la valeur
propre 2lp2l ` 2q.
3.8.3 Démonstration du fait que, quel que soit k de 1 à 3, ∇S 3 .LkS3 “ 0 lorsque les
LkS3 sont les trois champs de vecteurs qui parallélisent S
3
(Nous utilisons ici, la notation plus simple LkS3 en remplacement de Lk|S 3).
Il est immédiat de vérifier que, pour la métrique euclidienne ξ de R4,
∇ξ.Lk “ 0.
On considère, en un point x de S 3, les quatre vecteurs orthogonaux 2 à 2 : L1x , L2x , L3x ,Nx
où Nx est le vecteur normal à S
3pρq : Nx “ x1B1 ` ¨ ¨ ¨ ` x4B4.
On a, pour chaque k (en omettant d’écrire le point x en indice) :
0 “ ∇ξ.Lk “ ξpL1,DL1Lkq ` ξpL2,DL2Lkq ` ξpL3,DL3Lkq ` ξpN,DNLkq
où D désigne la connexion euclidienne de R4.
Mais ξpN,DNLkq “ ξpDNN, Lkq “ 0 car DNN “ N comme on le vérifie rapidement.
De plus ξpLi,DLiLkq “ ξpLi, D˜LiLkq où D˜ est la connexion euclidienne de R4 induite sur
S 3, ceci car D˜LiLk est la projection orthogonale sur TxpS 3pρqq de DLiLk.
On en déduit :
0 “ ξpL1, D˜L1Lkq ` ξpL2, D˜L2Lkq ` ξpL3, D˜L3Lkq “ ∇S 3 .LkS3 .
3.8.4 Démonstration de la proposition 12 de la section 2.15
Stabilité des espaces propres Ep par l’opération des trois champs de vecteurs X1, X2, X3
D’après la proposition 18 les fonctions propres du laplacien qui constituent l’espace propre
Ep sont les restrictions à S
3pρq des polynômes harmoniques homogènes de degré p définis sur
R4.
Il s’agit donc de montrer que si P est un tel polynôme alors, quel que soit k de 1 à 3, XkpPq est
encore un polynôme harmonique homogène de même degré p, ceci puisque Xk|S 3pρqpP|S 3pρqq “
pXkpPqq|S 3pρq.
Compte tenu de l’expression des Xk, il est clair que les XkpPq sont homogènes de degré p.
La difficulté est de montrer que XkpPq est harmonique sachant que P l’est.
Pour cela on développe ∆pXkpPqq :“
4ÿ
i“1
Bi2pXkpPqq où Bi :“ BBxi .
Si k “ 1, X1pPq “ ´x2B1P` x1B2P` x4B3P´ x3B4P.
Comme B2i pxlBmPq “ 2δliBiBmP` xlB2i BmP, on a :
4ÿ
i“1
B2i pxlBmq “ xl
4ÿ
i“1




B2i BmP “ Bm∆P “ 0.
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On en déduit :
∆pX1pPqq “ 2p´B2B1P` B1B2P` B4B3P´ B3B4Pq “ 0.
On vérifie de même que ∆pXkpPqq “ 0 pour k “ 2 et 3.
Ce qui montre la stabilité de Ep par l’opération des trois champs de vecteurs X1, X2, X3.
Stabilité des espaces E1q par l’opération des trois champs de vecteurs X1, X2, X3
On considère l’application Π : R4 Ñ R3 qui définit la fibration de Hopf donnée par :
Πpx1, x2, x3, x4q “ px1x3 ` x2x4, x1x4 ´ x2x3, 1{2ppx3q2 ` px4q2 ´ px1q2 ´ px2q2qq
:“ py1, y2, y3q.
Les fonctions propres de E1q (q pair) sont les restrictions à S
3pρq des polynômes harmoniques
homogènes de degré q définis sur R4 de la forme P˜ “ P ˝Π où P est un polynôme harmonique
homogène de degré q{2 défini sur R3.
Il s’agit donc de montrer que, lorsque P˜ est de la forme précédente, pour k de 1 à 3, XkpP˜q
est de la forme Q ˝Π où Q est un polynôme harmonique homogène de degré q{2 défini sur R3.
(On sait déjà, d’après le paragraphe précédent, que XkpP˜q est harmonique homogène de degré
q).
Pour cela, on développe XkpP˜q :











“ p BPBy1 ˝ Πqx
3 ` p BPBy2 ˝ Πqx
4 ` p BPBy3 ˝ Πqp´x
1q
De même :
B2pP˜q “ p BPBy1 ˝Πqx
4 ` p BPBy2 ˝Πqp´x
3q ` p BPBy3 ˝ Πqp´x
2q
B3pP˜q “ p BPBy1 ˝Πqx
1 ` p BPBy2 ˝Πqp´x
2q ` p BPBy3 ˝ Πqpx
3q
B4pP˜q “ p BPBy1 ˝Πqx
2 ` p BPBy2 ˝Πqx
1 ` p BPBy3 ˝Πqpx
4q
En regroupant les termes puis en simplifiant on obtient, pour k “ 1 :
X1pP˜q “ 2px1x4 ´ x2x3qp BPBy1 ˝ Πq ´ 2px
1x3 ` x2x4qp BPBy2 ˝ Πq
“ 2py2 BPBy1 ´ y
1 BP
By2 q ˝ Π
il ne reste plus qu’à vérifier que P1 :“ y2 BPBy1 ´ y
1 BP
































On vérifie de même la stabilité par X2 et X3.
Ce qui termine la démonstration de la proposition 12.
3.9 Démonstration du théorème 5
On ne présente ici que la démonstration détaillée de la partie 3. du théorème. La démonstra-
tion des parties 1. et 2. est très proche de celle du théorème 3 donnée dans l’annexe 3.7. La partie
1. n’est évidemment qu’un corollaire de la partie 3. dans laquelle il suffit d’annuler le potentiel
électromagnétique Υ. En fait, le schéma de la démonstration de la partie 3. que l’on va présenter
est le même que celui de la partie 3. du théorème 3, seuls quelques termes apparaissent en plus
liés à « l’effet de spin ».
Démonstration du 3. du théorème 5 : « dans un potentiel électromagnétique ».
La fonction a vérifie : a “ φβ où φ : Θˆ S 1pδq ˆ S 3pρq Ñ R et β P EVpνq.
On a :
lgPa` S a “ 0 où gP “ g0 ` h et h “ Υ5 b X52 ` X52 b Υ5 (3.22)
(Dans les calculs qui suivent gP sera noté g pour simplifier l’écriture et X2 sera noté simple-
ment X).
Dans un système de coordonnées standard de la cellule C “ Θˆ S 1pδq ˆ S 3pρq ˆ V , on a :
lga “ ´|g|´ 12 Bipgi j|g| 12 B jaq où |g| :“ detg “ detg0
et gi j “ gi j0 ´ hi j ` hikhk j avec hi j “ ΥiX j ` Υ jXi.
Compte tenu des hypothèses :
(i) Υi “ 0 si (i “ 4 et i ą 7), X j “ 0 si ( j ă 7 et j ‰ 4) et X4 “ ´1 puisque
g0pX2, Yq “ 1
Alors :
lga` S a “ lg0a` S a` p˚q ` p˚˚q (3.23)
où p˚q :“ |g0|´ 12 Bip|g0| 12 hi jB jaq et p˚˚q :“ ´|g0|´ 12 Bip|g0| 12 hikhk jB jaq.
Comme g0 est une métrique « produit » sur Θˆ S 1pδq ˆ S 3pρq ˆ V on a :
lg0a` S a “ plΘ `lS 1ˆS 3 ` ∆Vqpφβq ` Sφβ
“ βplΘφ` pγ ´ λ` ν` S qφq “ βplΘφ` M2φq (3.24)
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1. Étude de (*).
p˚q “ p˚1q ` p˚2q où p˚1q :“ |g0|´ 12 Bip|g0| 12 hi jφB jβq
et p˚2q :“ |g0|´ 12 Bip|g0| 12 hi jβB jφq.
p˚1q “ |g0|´ 12 pBip|g0| 12ΥiX jφB jβq ` B jp|g0| 12ΥiX jφBiβqq “ 0
car X jB jβ “ 0 d’après l’hypothèse H2,E et ΥiBiβ “ 0 d’après (i) puisque Biβ “ O si
i ď 7.
D’autre part :
p˚2q :“ p˚21q ` p˚22q où p˚21q “ |g0|´
1
2 Bip|g0| 12ΥiX jβB jφq
et p˚22q “ |g0|´
1
2 B jp|g0| 12ΥiX jβBiφq.
p˚21q “ ´|g0|´
1
2 Bip|g0| 12ΥiβB4φq puisque B jφ “ 0 si j ą 7 et X4 “ ´1 (B4φ :“ BφBu ).
Alors, comme Υi “ 0 pour i ą 7 :
p˚21q “ ´βp|g0|´
1
2 pBip|g0| 12ΥiqqB4φ` ΥiBiB4φq
“ ´βpp∇g0 ¨ΥqB4φ` ΥpB4φqq.
D’autre part, puisque X4 “ ´1 :
p˚22q “ ´|g0|´
1
2 B4p|g0| 12 βΥpφqq `
ÿ
ją7
|g0|´ 12 B jp|g0| 12X jβΥpφqq.
Mais, puisque B jpΥpφqq “ 0 si j ą 7 :ÿ
ją7
|g0|´ 12 B jp|g0| 12X jβΥpφqq “ Υpφq∇g0 ¨ pβXq “ 0.
Alors, puisque |g0|, β et les Υi ne dépendent pas de u :
p˚22q “ ´βΥpB4φq.
Finalement :
p˚q “ p˚1q ` p˚21q ` p˚22q “ ´βpp∇g0 ¨ΥqB4φ` 2ΥpB4φqq (3.25)
2. Étude de (**).
p˚˚q “ ´|g0|´ 12 Bip|g0| 12 hikhk jB jaq
“ ´|g0|´ 12 Bip|g0| 12 pΥiXk ` ΥkXiqpΥkX j ` Υ jXkqB jaq
Alors, puisque ΥkXk “ 0 et XkXk “ 0 :
p˚˚q “ ´|g0|´ 12 Bip|g0| 12XiX jΥkΥkB jpφβqq
Mais, comme ΥkΥ
k ne dépend pas des variables de S 1 ˆ V :
p˚˚q “ ´ΥkΥk|g0|´ 12 pBip|g0| 12XiX jβB jφq ` Bip|g0| 12XiX jφB jβqq.
Comme X jB jφ “ ´B4φ puisque B jφ “ 0 pour j ą 7 et Xpβq “ 0, on obtient :
p˚˚q “ ΥkΥk|g0|´ 12 Bip|g0| 12XiβB4φq.
En considérant i “ 4 puis i ą 7, on trouve :






Ce que l’on peut écrire :
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p˚˚q “ ´ΥkΥkpβB24φ´ p∇g0 ¨ pβXqqB4φq.
Et, puisque ∇g0 ¨ pβXqq “ Xpβq ` β∇g0 ¨ X “ 0 :
p˚˚q “ ´ΥkΥkβB24φ (3.26)
3. Fin de la démonstration de 3.
D’après 3.22, 3.23, 3.24, 3.25 et 3.26 on a :
0 “ lga` S a “ plΘφ` M2φ´ p∇g0 ¨ΥqB4φ´ 2ΥpB4φq ´ ΥkΥkB24φqβ.
D’où :
0 “ lΘφ` M2φ´ p∇g0 ¨ΥqB4φ´ 2ΥpB4φq ´ ΥkΥkB24φ (3.27)
(a) Étude du terme : p∇g0 ¨ΥqB4φ` 2ΥpB4φq.
Υ a été choisi sous la forme;











̺ est la constante gyromagnétique.
A est un champ de vecteurs défini sur Θ.
C est un champ de vecteurs tangent à S 3pρq. (A et C sont considérés définis sur
Θˆ S 3pρq).
0n a :
p∇g0 ¨ΥqB4φ` 2ΥpB4φq “
ÿ
iď7
p|g0|´ 12 Bip|g0| 12ΥiqB4φ` 2ΥiBiB4φq.
Ce que l’on peut écrire, puisque Υ4 “ 0, sous la forme :
3ÿ
i“0
p|g0|´ 12 Bip|g0| 12ΥiqB4φ` 2ΥiBiB4φq `
7ÿ
i“5
p|g0|´ 12 Bip|g0| 12ΥiqB4φ` 2ΥiBiB4φq.
D’où :
p∇g0 ¨ΥqB4φ` 2ΥpB4φq “ p∇Θ¨ AqB4φ` 2AB4φ` p∇S 3 ¨CqB4φ` 2CpB4φq.
Mais ∇S 3 ¨C “ ´ ̺4
3ÿ
k“1
Bkp∇S 3LkS3 q “ 0 puisque ∇S 3LkS3 “ 0 (cf. 3.8.3).
Donc :
p∇g0 ¨ΥqB4φ` 2ΥpB4φq “ p∇Θ¨ AqB4φ` 2AB4φ` 2CpB4φq (3.28)
(b) Étude du terme ΥkΥ
kB24φ.
A et C étant g0-orthogonaux on a :
ΥkΥ
k “ AkAk ` CkCk.
Mais, puisque les trois champs de vecteurs L jS3 sont deux à deux g0-orthogonaux et
que g0S3 pL jS3 , L jS3 q “ ρ2 où ρ est le rayon de la sphère S 3pρq, on a :
CkC
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D’où :
ΥkΥ




Finalement l’équation 3.27 s’écrit :
0 “ lΘφ` M2φ´ p∇g0 ¨ AqB4φ´ 2ApB4φq ´ AkAkB24φ´ pαq (3.30)




C’est à dire :
pαq :“ ´ ̺2
3ÿ
k“1




où les S k ont été précisés dans la définition 38.




ε jp BBx j ` A
j B
Buq
2φ` M2φ´ pαq (3.31)
où ε0 “ ´1 ε1 “ ε2 “ ε3 “ 1
Pour obtenir l’équation en ac donnée par le théorème, on considère l’isomorphisme
(cf. 2.10) : Cλ,ν : ES 1pδq b Ep Ñ ECp où Ep “ ES 3pρqpνq
On vérifie facilement que :
Cλ,ν ˝ pplΘφqxp.qq “ plΘacqpxq




Bu2 qxp.qq “ ´Q
`2acpxq
En composant, pour chaque x P Θ, chaque membre de l’équation 3.31 par Cλ,ν, on
obtient l’équation 2.50 du théorème 5 :
3ÿ
j“0
ε jpi BBx j ` Q
`Υ jq2ac ` M2ac ` ̺Q`
3ÿ
k“1
BkSˆ kpacq ` Q`2p̺4q2ρ2|B|2ac “ 0
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3.10 Le choix d’une variété pseudo-riemannienne
1. La structure de variété.
(a) L’ensemble des réels R.
Si nous voulons étudier une application définie sur un ensemble fini et à valeurs
dans un autre ensemble fini, ceux-ci ayant un très grand nombre d’éléments et étant
munis, par exemple, d’une relation d’ordre, nous disposons a priori de très peu de
moyens. Un procédé consiste à « boucher intelligemment les trous » dans ces deux
ensembles en rajoutant des éléments virtuels puis à prolonger l’application sur ces
deux nouveaux ensembles maintenant « continus ». La première étape est traitée
mathématiquement précisément dans la construction de Q puis de R à partir de N.
Cette construction non-triviale (surtout pour passer de Q à R) permet d’introduire
les notions de « limite », de « dérivée », d’« équation différentielle », etc., attachées
aux fonctions définies de R dans R et cela donne une très grande puissance au pro-
cédé d’étude des fonctions, celles-ci pouvant être, si besoin est, restreintes ensuite
aux ensembles finis du problème d’origine. En fait, la construction de R, purement
axiomatique, introduit tout l’outillage de ce que l’on appelle « l’analyse réelle ».
(b) L’espace vectoriel Rn.
La construction de Rn comme ensemble de n-uplets de réels est une trivialité, mais
elle introduit la notion importante de dimension par sa structure naturelle d’espace
vectoriel sur R. La topologie standard de Rn (globale) est « pauvre ». L’analyse dif-
férentielle développée sur R s’étend naturellement sur Rn.
(c) Les variétés topologiques.
Une variété topologique est, par définition, un espace topologique dont tout point
admet un voisinage homéomorphe à Rn. L’intérêt de cette structure est qu’elle garde
les propriétés topologiques locales de Rn mais permet des topologies globales très
variées. Il n’y a pas de structure algébrique canonique sur une variété topologique
contrairement à sur Rn. Ceci est un bon point pour la représentation de l’espace-
temps, la structure algébrique de Rn s’étant avérée trop rigide pour avoir un sens
physique (ce qui a amené à la construction de la relativité générale). Bien entendu,
tous les outils d’analyse liés à la topologie peuvent être utilisés (continuité, etc.),
cependant, l’analyse différentielle sur Rn (qui vient de celle de R), ne s’étend pas
aux variétés topologiques. (On peut, localement, se ramener à Rn par un homéomor-
phisme, mais le calcul différentiel défini comme ceci sur un ouvert de la variété to-
pologique, dépend complètement du choix de l’homéomorphisme et, comme a priori
aucun n’est privilégié, ceci n’a pas d’intérêt). Pour introduire correctement l’analyse
différentielle sur une variété topologique, il est nécessaire de lui donner une structure
supplémentaire par l’intermédiaire d’un « atlas différentiable ».
(d) Les variétés différentielles.
Une variété différentielle est, par définition, un couple formé d’une variété topolo-
gique et d’un « atlas complet » défini sur cette variété (on renvoie le lecteur aux ou-
vrages spécialisés pour une définition précise). Un atlas est un ensemble de « cartes »
(homéomorphismes d’un ouvert de la variété topologique dans un ouvert de Rn) et
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cette notion a un sens physique très important. Le choix d’une carte de cet altas (on
dit aussi : un système de coordonnées) peut être vu comme le choix d’un « observa-
teur » qui traduit ce qui se passe sur un ouvert de la variété en le ramenant sur Rn. Ce
qui est conceptuellement très important, c’est que la donnée d’un atlas complet (dif-
férentiable, de classe Ck, etc.) sur la variété topologique permet de reconstruire une
grande partie de l’analyse différentielle sur cette variété et ceci indépendamment
de tout choix particulier de carte dans l’atlas. Cette reconstruction commence par
celle d’un « espace tangent » en chaque point de la variété, qui est un espace vec-
toriel sur R dont la dimension correspond à la dimension topologique de la variété
(cet espace tangent est construit indépendamment de tout choix particulier de carte
dans l’atlas). À partir de là, tous les « objets » de l’analyse différentielle se redéfi-
nissent sans difficultés : champ de tenseurs, différentielles, etc.). Toutes ces notions
sont telles qu’elles ne dépendent pas d’une carte particulière de l’atlas, autrement dit,
du « regard » d’un observateur sur la variété. En résumé, une variété différentielle
est un espace topologique sur lequel est défini un ensemble (complet) d’observa-
teurs de sorte que l’essentiel des outils de l’analyse connue sur Rn puisse être utilisé.
De plus, toutes les notions de cette analyse ont leurs définitions indépendantes d’un
choix d’observateur. Il n’y a, a priori, aucune structure algébrique sur (l’ensemble
sous-jacent à) la variété, donc aucune notion physiquement artificielle qui s’impose
(comme c’était le cas, par exemple, dans Rn pour les objets que sont : les droites,
les sous-espaces affines, l’origine, etc.), ceci laisse une grande liberté pour introduire
des notions qui, elles, auront un sens physique.
2. La structure de variété pseudo-riemannienne.
Une variété pseudo-riemannienne est un couple formé d’une variété différentielle M et
d’un champ g de formes quadratiques défini sur cette variété. Le champ de formes qua-
dratiques est la donnée, en tout point x de M , d’une forme bilinéaire symétrique gx sur
l’espace tangent en ce point. Nous n’imposons a priori aucune restriction sur la signa-
ture de gx ni même sur le fait qu’elle soit dégénérée ou non. Dans la théorie que nous
présentons dans ce papier, toute la physique est décrite par la seule donnée d’une
variété pseudo-riemannienne. Tous les « objets » habituels sont définis à partir de g.
Le choix d’un champ de formes quadratiques est donc un fait important, il est essentiel-
lement justifié par la facilité qu’il donne à la définition des notions de « distance » et de
« temps », ceci en laissant de grandes possibilités de « manipulations ». Il est évidem-
ment nécessaire qu’une théorie physique finisse par se ramener aux notions standards
de « distance » et de « temps » liées à un observateur. Bien entendu, il ne faudrait pas
hésiter à « essayer » d’autres objets qu’un champ de formes quadratiques si besoin est,
mais, pour le moment, le choix qui a été fait a l’air de convenir parfaitement.
3. En résumé.
Même s’il est concevable que l’« espace-temps » puisse se décrire par un ensemble fini
muni d’une structure (X, Struct), il est probablement beaucoup plus intéressant, dans le
seul but de décrire cette structure, de « plonger » (X, Struct) dans une variété pseudo-
riemannienne (M , g) de manière à pouvoir utiliser toute la puissance de l’analyse ma-
thématique développée dans cette dernière. Je ne suis pas sûr, par ailleurs, qu’il y ait
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beaucoup d’intérêt à préciser un éventuel couple (X, Struct) et son plongement dans
(M , g).
On a donc choisi dans ce papier de représenter l’univers par une variété pseudo-
riemannienne (M , g) de « grande » dimension. Comme il a été précisé dans l’introduc-
tion, cette variété sera considérée « totalement anarchique ». Le lecteur pourra se référer
au chapitre 14 du manuscrit [4] où est précisé ce que l’on entend par « variété totale-
ment anarchique » dans le cas où celle-ci est lorentzienne de dimension 4 (ce qui s’étend
naturellement à notre variété (M , g)). Cette variété est « parsemée » de singularités de
différents types (big-bangs, big-crunchs, trous-noirs, etc.). La singularité « big-bang »
que l’on semble observer (à peu près homogène et isotrope « à grande échelle ») n’est
qu’un détail de cet univers « anarchique ». Ce point de vue est assez différent de ce-
lui couramment admis en cosmologie, bien qu’il ne change rien de fondamental dans
ce domaine. Le point de vue que nous adoptons exclut tout essai de précision dans la
représentation globale de l’univers.
3.11 Déterminisme et approximations
On considère un domaine typé pD , g,A q (voir le préliminaire mathématique) et l’on rappelle
qu’un « type » est la donnée d’une condition géométrique imposée sur pD , gq. Il est naturel de
dire qu’un tel domaine typé est totalement déterministe si la connaissance du tenseur g sur un
sous-domaine D 1 de D détermine complètement g sur D , autrement dit : si un couple pD , g1q
vérifie la même condition géométrique que celle qui donne le type de pD 1, gq et si g1 “ g sur D 1
alors, nécessairement, g “ g1 sur D . Vérifier qu’un domaine typé est totalement déterministe
est en général un problème très complexe que l’on présente souvent sous la dénomination de
« problème de Cauchy ». Le type de problème de Cauchy que l’on vient d’énoncer peut se
généraliser : le domaine D 1 peut être, par exemple, remplacé par une « hypersurface » de D , le
domaine D lui même peut ne pas être imposé a priori, etc. mais ceci demande une présentation
rigoureuse assez longue à expliquer.
Si, mathématiquement, ces problèmes sont intéressants, la difficulté de leurs résolutions
(même dans des cas d’énoncés très simples) liée essentiellement pour nous au fait que la va-
riété M est de grande dimension et est localement difféomorphe à un produit Θ ˆ K (où Θ est
un ouvert de R4 et K une variété compacte) fait que nous n’abordons pas ce point de vue dans ce
papier. Nous nous contentons dans cette annexe de préciser succinctement quelques méthodes
d’approximation qui permettent de rendre les domaines typés que l’on définit « suffisamment
déterministes » pour être humainement intéressants. Ces « méthodes d’approximation » ne sont
autres que celles couramment utilisées en physique standard et ici adaptées aux espaces consi-
dérés. Prenons comme exemple le cas d’un domaine de type « fluide ». Les équations données
par le théorème 1 ne sont certainement pas « suffisamment déterministes ». Les opérateurs dif-
férentiels sont relatifs au tenseur métrique g lui-même. Un cas particulier important pour lequel
ces équations peuvent devenir exploitables est celui où, dans un domaine de coordonnées spéci-
fique Θ ˆ K, le tenseur métrique g s’écrit sous la forme gi j “ g0i j ` hi j où g0 est une métrique
de potentiel neutre telle que g0|Θ est la métrique de Minkovski et les fonctions hi j sont ! 1
(les Bkhi j étant eux aussi contrôlés). Les équations du théorème 1 peuvent alors être réécrites
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en approximation en remplaçant les opérateurs différentiels relatifs à g par ceux relatifs à g0. Il
faut cependant vérifier que les termes supprimés par ce procédé (qui viennent des symboles de
Christoffel) sont biens « négligeables » par rapport aux termes restant. Ceci est encore loin d’être
suffisant pour rendre les équations exploitables en un sens classique, les termes de « pression »
donnent trop d’« inconnues » par rapport au nombre d’équations. Les cas étudiés sont alors ceux
où l’on suppose, par exemple, que ces termes sont nuls (ou négligeables) ce qui correspond au
cas d’un fluide vraiment parfait (définition 11), ou bien, plus généralement, ceux où l’on impose
des équations supplémentaires sur les termes de pression (équations d’état). Si maintenant, on
suppose que les fonctions inconnues restantes ne dépendent pas, dans le système de coordonnées
ΘˆK, des « variables » de K, on retrouve les équations sur les fluides (chargés électriquement ou
non) de la physique classique (c’est ainsi que la physique newtonienne apparaît comme approxi-
mation de la théorie de la relativité générale standard, elle-même approximation de la physique
présentée ici).
Les approximations que l’on vient de décrire, liées au fait que le tenseur métrique est
« proche » d’une métrique de potentiel neutre g0 ont pour principal intérêt celui de montrer que
les équations de la physique classique (qui, elles, sont suffisamment déterministes) se déduisent
bien de celles obtenues dans le théorème 1. Les « approximations » qui consistent à donner
explicitement un tenseur métrique g (« approché ») sur un domaine D sont en fait bien
plus intéressantes, elles permettent des calculs précis dans un cadre général (qui ne suppose
pas nécessairement que g est « proche » d’un g0). Ce sont ces « types approximatifs » que l’on
utilise en relativité générale standard sous la dénomination de « solution exacte de l’équation
d’Einstein » et s’adaptent sans difficultés aux domaines D de la variété M de grande dimen-
sion que l’on considère ici, mais c’est surtout les types « potentiels » que l’on définit en 1.4
qui permettent la description précise de nombreux phénomènes physiques par l’intermédiaire de
leurs géodésiques comme on l’explique en 1.3 et qui redonnent simplement, en approximation,
la physique newtonienne et l’électromagnétisme standard.
C’est, à mon avis, en continuant dans ce sens, par la donnée explicite de « métriques »
g sur des domaines D , que l’on étudiera efficacement des domaines plus complexes de type
« fluide avec pression ou autre » qui concernent le chapitre 1 de ce papier. Le chapitre 2 sur les
phénomènes quantiques ne considère que des domaines typés définis à partir du tenseur g.
Il est important de noter que, techniquement, c’est en imposant des invariances par opéra-
tions de groupes que l’on construit des domaines typés suffisamment simples pour être intéres-
sants. En voici quelques exemples :
— La condition 2 donnée dans la définition 10 d’un domaine de type fluide, qui traduit le
fait que l’on néglige les effets quantiques de l’électromagnétisme, peut s’écrire en disant
que le tenseur métrique g est invariant par le groupe des difféomorphismes engendré par
le champ de vecteurs Y .
— En divers endroits de ce papier, des conditions imposées à des fonctions définies sur une
cellule type C “ Θˆ K1 ˆ ¨ ¨ ¨ ˆ Kl (qui, souvent, servent à définir le tenseur métrique)
sont énoncées en disant que ces fonctions ne dépendent pas des variables de Ki. Ceci
se traduit par le fait que ces fonctions sont invariantes par l’opération d’un groupe qui
opère transitivement sur Ki, ceci peut aussi s’écrire en faisant opérer le groupe sur la
variété M .
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— De nombreux exemples importants de « domaines typés » en relativité générale standard
(que l’on adapte sans difficultés àM comme on l’a déjà vu) sont définis en supposant des
invariances par des groupes classiques. On peut citer : les domaines de Schwarzschild,
de Reissner-Nordström, de Friedmann, invariants par l’opération du groupe SOp3q ainsi
que l’exemple présenté en 1.7, les domaines de Kerr, invariants par SOp2q, etc.
Il serait intéressant de détailler toutes ces méthodes d’approximation bien plus que ne l’on
fait les quelques lignes de cette annexe, mais ceci est laissé en exercice pour le lecteur (exercice
parfois difficile).
3.12 Résumé de la théorie proposée
Quelques précisions sur le lien entre son modèle mathéma-
tique et la « réalité »
Le modèle mathématique que l’on a choisi ici pour représenter la « réalité » est une va-
riété pseudo-riemannienne pM , gq de dimension n ą 5. Dans ce modèle les domaines étudiés
sont représentés par des triplets pD , g,A q où D est un domaine de M et A un g-atlas complet
d’observation (cf. préliminaire mathématique). Quelques éléments qui justifient ce choix ont été
donnés dans l’annexe 3.10. La particularité de la théorie que l’on présente ici est qu’aucun autre
« objet mathématique » que le tenseur g et l’atlas d’observation A n’est introduit dans la va-
riété M , aucune loi, aucun principe, lié à ces objets n’est introduit. Tous les objets du modèle
mathématique qui s’avèrent être importants sont donc définis uniquement à partir des propriétés
locales de M et du tenseur g, autrement dit ce ne sont que des caractéristiques de la géométrie
de la variété pseudo-riemannienne pM , gq. Nous donnerons un peu plus loin des précisions sur
le lien entre certains objets de ce modèle mathématique et les « objets » habituels de la réalité.
Il est, bien entendu, très important de ne pas confondre ce que nous continuerons à appeler « les
objets du modèle mathématique » et « les objets de la réalité ».
Suivant les domaines pD , gq de la variété pM , gq munis d’un atlas complet d’observation A ,
les caractéristiques géométriques sont différentes et les objets mathématiques qui s’avèrent im-
portants ne sont correctement définis à partir de pD , g,A q que lorsque ce triplet a certaines
propriétés particulières. Ces propriétés particulières sont souvent obtenues après des approxima-
tions qui consistent en général à négliger certaines particularités du tenseur g. Les « domaines »
pD , g,A q qui sont intéressants sont ceux qui sont suffisamment déterministes (cette notion à été
précisée dans l’introduction), nous les avons classés en deux catégories dont l’étude correspond
aux deux chapitres de ce papier. Néanmoins, certains domaines intéressants ne peuvent être en-
tièrement situés dans l’une ou l’autre de ces catégories, ils n’ont pas été présentés dans ce papier
mais nous en dirons quelques mots à la fin de cette annexe.
La 1ère catégorie permet de retrouver en particulier les résultats de la physique classique non
quantique, la 2ème catégorie ceux de la physique quantique. Pour préciser ceci il est, bien sûr,
nécessaire d’expliciter les liens entre les objets mathématiques décrits dans la stucture mathé-
matique choisie et ceux de la réalité.
On explicite maintenant les processus utilisés dans ce but (qui diffèrent suivant les deux catégo-
ries).
CHAPITRE 3. ANNEXES 174
1ere catégorie -Pour préciser le lien entre le modèle mathématique et la réalité, une première
méthode consiste à ramener les notions du modèle mathématique introduites dans le 1er cha-
pitre, définies sur une variété de dimension ą 5 (domaines de types fluides et potentiels par
exemple), à des notions définies sur une variété de dimension 4, ceci pour retrouver le point de
vue de la relativité générale standard et donc ensuite faire le lien avec la « réalité ». Cette attitude
est confortée par le fait que, d’après la proposition 1, pD , g,A q peut être considérée comme une
variété fibrée pM , B, πq dont la base B est une variété de dimension 4 et la fibre type une va-
riété compacte K. D’autre part, une manière de négliger les effets quantiques, et qui entre dans
la définition de cette 1ère catégorie de domaines, est de considérer que le tenseur g défini sur
M est invariant par un groupe qui opère transitivement sur K. Ceci permet de définir une mé-
trique quotient g¯ sur la base B, de signature p´,```q en identifiant en particulier pour chaque
x P M , l’espace apparent Hx (cf. préliminaire mathématique) à l’espace tangent TπpxqpBq. Il est
important de remarquer qu’alors les théorèmes 1, 2, et la proposition 2 donnent des résultats sur
les fluides très proches de ceux de la relativité générale standard.
En fait, il est plus simple pour faire le lien avec la réalité de considérer une carte de l’atlas d’ob-
servation A (supposée liée au choix d’un observateur). « L’espace-temps » est alors ramené
par cette carte à une cellule type pΘ ˆ Kq où Θ Ă R4 (sur laquelle le tenseur g transporté par
le difféomorphisme d’observation est encore noté g). Le fait que, pour négliger les effets quan-
tiques, on suppose que g est invariant par l’opération d’un groupe opérant transitivement sur K
se traduit ici par le fait que les objets du modèle mathématique définis sur pΘ ˆ Kq (qui sont
tous construits à partir de g) ne dépendent pas des variables de K et peuvent être considérés
définis sur « l’espace-temps » classique Θ Ă R4, et l’on retrouve donc les notions standard de :
géodésique, fonction densité d’énergie, fonction densité de charge électrique, etc, et l’on notera
que les champs de vecteurs (ou de tenseurs) sont considérés, pour chaque x, à valeurs dans l’es-
pace apparent Hx, identifié à TπpxqpBq, lorsqu’ils sont projetés. C’est avec ce point de vue qu’ont
été donnés les résultats présentés dans les sections 1.5, 1.7 et 1.8. L’espace-temps « vu » par
l’observateur étant Θ Ă R4 le lien avec la réalité est alors obtenu comme en physique classique.
On peut résumer le processus que l’on vient de décrire en disant que les caractéristiques de la
géométrie de pD , g,A q se transportent sur Θ Ă R4 en devenant les objets standard de la phy-
sique classique, et les simples propriétés mathématiques de pD , g,A q donnent les lois de la
physique classique.
2ème catégorie -La propriété fondamentale qui permet de définir cette catégorie est le fait que,
transporté sur Θˆ K par une carte de l’atlas d’observation, le tenseur g est maintenant supposé
dépendre fortement des variables de K. Comme K est une variété compacte, les décompositions
spectrales sur K, associées aux variations du tenseur g, amènent naturellement des définitions de
grandeurs discrètes, caractéristiques de la géométrie des domaines pD , g,A q concernés. Ce sont
ces grandeurs qui permettent de retrouver les notions de la physique quantique standard (masse,
charge électrique, spin, etc). Cependant, le lien avec la réalité est maintenant réalisé d’une ma-
nière différente comparativement aux domaines de la première catégorie, et il n’est évidemment
plus question de « quotienter » le tenseur g de sorte à le « ramener » sur Θ Ă R4 puisque ce
sont justement les variations de g sur K qui sont importantes. Il est nécessaire ici, pour faire le
lien avec la réalité, d’utiliser la notion « d’appareil de mesure » qui est définie précisément dans
la section 2.18 et qui devient donc une notion fondamentale pour cette catégorie de domaines.
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Dans le cadre des domaines classés dans la 1ère catégorie nous n’avons pas précisé les notions
de « mesure » ou « d’appareils de mesure » car celles-ci ne nécessitent aucune originalité (tout
comme en physique classique non quantique) et l’on peut généralement considérer que, dans les
systèmes physiques étudiés de cette 1ère catégorie, les mesures ne « perturbent pas » le système.
Dans le cadre des domaines de la 2ème catégorie, les appareils de mesure sont « parties inté-
grantes » des domaines étudiés lorsque l’on choisit de faire un lien précis avec la réalité.
Une notion importante qui intervient dans l’étude des domaines de cette 2ème catégorie est celle
de singularité que l’on a présentée dans la section 2.13 (alors que cette notion n’intervenait pas
pour les domaines de la 1ère catégorie). Les singularités ne décrivent, en fait, qu’une caractéris-
tique du tenseur g mais il est plus simple, dans un premier temps, de les considérer comme des
parties connexes (les singularités élémentaires (cf. définition 37)) dont la réunion est une partie
de mesure nulle dans D (cf. définitions 36 et 37). C’est le comportement asymptotique particu-
lier de g au voisinage de ces singularités qui permet de les « repérer » dans la composante Θ du
Θ ˆ K de la carte de l’atlas d’observation liée à un observateur (on notera que, pour l’instant,
on ne cherche pas à analyser, dans le cadre de notre théorie, les phénomènes qui permettent de
« repérer » ces singularités dans Θ).
Les instruments de mesure que l’on a théorisés dans la section 2.18 (qui sont nécessaires pour
faire le lien entre le modèle mathématique et la réalité) utilisent fondamentalement la notion de
singularité. On peut résumer très approximativement le fonctionnement théorique des appareils
de mesure en disant qu’ils font une analyse spectrale du tenseur g dans le domaine « mesuré »
pD , gq liée à la grandeur que l’on souhaite mesurer, ceci en créant des domaines « d’espace-
temps » disjoints pDk, gkq où chaque gk représente une composante élémentaire de la décompo-
sition spectrale de g (tout ceci est détaillé dans la section 2.18). Le décompte des singularités
dans chaque Dk permet alors d’obtenir le « coefficient d’intensité » de chaque composante élé-
mentaire de la décomposition spectrale de g dans D (et chaque composante gk est associée à un
type de particule standard). C’est dans cette décomposition spectrale de g par les appareils de
mesure qu’apparaissent les relations d’incertitude « position-impulsion » ou « temps-énergie ».
Le lien avec la réalité est donc finalement obtenu (dans le cadre des domaines de cette 2ème
catégorie) par le repérage des singularités dans les domaines créés par les appareils de mesure.
En pratique (dans la réalité), les instruments de mesure sont « des écrans », « des chambres à
bulles », « à fils », « à dérive », etc. (Préciser le lien entre ces instruments de mesure réels et
ceux décrits dans la section 2.18, qui font partie du modèle mathématique, demande un certain
travail).
Comme il a déjà été précisé dans l’introduction du chapitre 2, il ne faut pas considérer qu’une
singularité élémentaire représente une « particule » au sens habituel. Les seuls cas pour les-
quels on peut faire un lien précis entre les singularités et les « particules standard » sont ceux
pour lesquels les domaines avec singularités pD , g,S q considérés (définition 36) sont tels que
g représente une métrique oscillante élémentaire dont la classification a été présentée dans les
sections 2.5 et 2.7 et permet de retrouver précisément les notions d’électrons, de photons, etc.
Ces domaines particuliers avec singularités sont obtenus, par exemple (d’après ce que l’on vient
de présenter), à la suite de mesures par des appareils.
Il est important de noter que, dans notre modèle mathématique, on ne peut associer aucune no-
tion standard de « particule » à une singularité se trouvant dans un domaine pour lequel g a une
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décomposition spectrale « complexe ». Ceci est fondamentalement différent de tout les points
de vue des théories classiques (quantiques ou non) et on rappelle que, dans la théorie que nous
présentons, la physique est entièrement décrite par la seule géométrie des domaines pD , g,A q,
ce qui n’a rien à voir avec une quelconque « entité » construite à partir de « briques élémen-
taires » associées à la notion de particules dont on cherche à déterminer les lois qui gèrent leurs
comportements.
Dans le modèle mathématique que nous présentons, aucun axiome ne gère les singularités, seule
une loi d’équiprobabilité relative au tenseur g est supposée s’appliquer (cf. section 2.14) dans
le cadre des expériences génériques de la physique quantique (diffraction, fentes de Young, dé-
viations par un potentiel, expérience de Stern-Gerlach, etc) ainsi que dans la conception des
appareils de mesure. (Il est cependant concevable que cette loi d’équiprobabilité puisse ne plus
s’appliquer pour certains domaines de cette 2ème catégorie décrivant des situations complexes
et abordées dans la section 2.22).
La notion de singularité introduite dans notre théorie (qui donne le caractère aléatoire aux résul-
tats de certaines expériences comme le précise les lignes précédentes) n’a certainement pas la
même importance conceptuelle que la notion de particule dans les théories classiques. Le 2ème
chapitre montre que ce sont les métriques oscillantes (cf. définition 20) qui, pour nous, gèrent
l’étude des phénomènes quantiques. Cette étude est « déterministe » au sens où les équations ob-
tenues admettent une unique solution lorsque les conditions aus limites sont supposées connues.
La partie « aléatoire » sur les singularités est alors précisée, lorsque les calculs sont terminés,
par la simple loi d’équiprobabilité.
Notons maintenant que certains domaines intéressants peuvent ne pas entrer dans l’une ou
l’autre des 2 catégories comme, par exemple, des domaines qui, dans le modèle mathématique
que nous proposons, permettent de décrire des phénomènes cohérents avec toutes les mesures
liées à la notion « d’expansion de l’univers ». Si le modèle pD , g,A q considéré est tel que
D “ Θ ˆ K1 ˆ ¨ ¨ ¨ ˆ Kp où Θ de dimension 4 (et peut éventuellement être supposé compact)
est associé à l’espace-temps de la relativité générale standard, il est intéressant de chercher les
« types géométriques » sur pD , g,A q qui imposent une « évolution » sur chaque Ki (expan-
sion, rétraction ou stabilité) et une expansion sur Θ correspondant aux mesures actuelles. Les
« singularités » de type « big-bang », « big-crunch » ou autres, décrites en relativité générale
standard pourront être, dans notre modèle de dimension ą 5 , de nature différente. L’influence
sur l’expansion de Θ de l’évolution des variétés Ki au voisinage d’une « singularité » de type
« big-bang » (par exemple) pourra être considérée comme l’équivalent de l’influence des phéno-
mènes quantiques dans un domaine voisin du « big-bang » en relativité générale standard (qui
amène éventuellement à une expansion « inflationniste »). Bien entendu, ce qui est présenté dans
ces dernières lignes est très impécis et n’a été écrit que pour initier les recherches sur le sujet.
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