Decision process for multiobjective, multi-item production-inventory system via interactive fuzzy satisficing technique  by Mahapatra, N.K. & Maiti, M.
An Intemational Journal 
Available online at www.sciencedirect.com computers &
mathematics 
with applications 
Computers and Mathematics with Applications 49 (2005) 805-821 
www.elsevier.com/locate/camwa 
Decision Process for Multiobjective, 
Multi-Item Production-Inventory 
System via Interactive Fuzzy 
Satisficing Technique 
N. K. MAHAPATRA 
Department  of Mathematics,  Panskura Banamal i  College 
Panskura R. S.--721152, W.B., India 
nirmal_hridoy©yahoo, co. in 
IVY. ~/[AITI* 
Department of Applied Mathematics with Oceanology and Computer Programming 
Vidyasagar University~ Midnapore--721 102, W.B., India 
(Received May 2004; accepted July 2004) 
Abst ract - -Mu l t iob jec t ive  and single-objective inventory models of stochastically deteriorating 
items are developed in which demand is a function of inventory level and selling price of the com- 
modity. Production rate depends upon the quality level of the items produced and unit production 
cost is a function of production rate. Deterioration depends upon both the quality of the item and 
duration of time for storage. The time-related deterioration function follows a two-parameter Weibull 
distribution in time. In these models, results are derived for both without shortages and partially 
backlogged shortages. Here, objectives for profit maximization for each item are separately formulated 
with different goals and compromise solutions of the multiobjective production/inventory problems 
are obtained by goal programming method. The models are illustrated with numerical examples and 
results for different formulations are compared. The results for the models assuming them to be a 
single house integrated business are also obtained using a gradient-based optimization technique and 
compared with those obtained from the respective decentralized models. Taking man-machine inter- 
action into consideration, interactive solutions are derived for one of the said models--multiobjective 
model with shortages using interactive fuzzy satisficing method. Pareto optimum and satisficing 
results are derived for some numerical data. (~) 2005 Elsevier Ltd. All rights reserved. 
Keywords - - Inventory ,  Multiobjective, Modelling, Optimization, Variable production, Stochastic 
deterioration, Variable demand. 
1. INTRODUCTION 
In real life, the demand of a particular type of commodity depends upon many factors, such 
as time, selling price, stock level at the showroom, quality of the item, etc. It is a common 
practice that the higher selling price of an item negates the demand of that item whereas less 
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price has the reverse ffect. Several researchers [1,2] investigated the dependence on pricing for 
nondeteriorating items, whereas authors of [3,4] did the same for deteriorating commodities. 
It is a fact that quality of a commodity plays a big role to stimulate the demand of that item 
in the market. But, in developing countries like Indai, Nepal, Bangladesh, etc., where majority 
of the people live under poverty line, price of an item is the main/sole deciding factor to generate 
the demand for that item. 
Again, according to Levin et al. [5], "it is a common belief that large piles of goods displayed 
in a super market will lead the customers to buy more". For this reason, several authors [6,7] 
have studied inventory models with stock-dependent demand. 
In conventional studies of inventory models, it is normally assumed that the lifetime of an item is 
infinite while in storage. In reality, it is not always true. Due to the poor preservation conditions, 
etc., some portion of items like food grains, vegetables, fruits, drugs, etc., axe damaged or decayed 
due to dryness, spoilage, vaporization, etc., and are not in a condition to satisfy the future demand 
of customers. Some authors [8,9] considered the inventory models for deteriorated/damaged it ms 
assuming deterioration to be constant or linearly dependent on time or stock level. A very few 
scientists have taken deterioration to be stochastically dependent on time. Again, deterioration 
rate of an item also depends upon its physical condition, i.e., it is quality level dependent too. 
An item of high quality will decay much less than the low quality ones. This phenomenon has 
been overlooked by the researchers. Until now, none has related eterioration jointly with quality 
level of the product and duration of storage. 
Again, in classical production-inventory p oblems, the production rate of a machine is assumed 
to be predetermined and inflexible. In reality, production rate gets affected to maintain the quality 
of the items. If the quality of the products is very high, the production suffers. Hence, rate of 
production is inversely related with the quality of the product. This relationship, too, has been 
ignored by most of researchers. 
The production cost per unit item is partly related to the rate of production. If the production 
is more, the wages of the workers and fixed overhead expenditures are spread over more units 
and as a result, average production cost comes down. Hence, unit cost and production rate are 
partly inversely related. The authors of [10] and others have considered production dependent 
unit cost but none has related this with the quality of the commodities. 
In the important market places, space problem is a big hindrance and plays a vital role in 
expanding the business. Taking space limitation as constraints, several workers [11,12] have 
considered multi-item inventory models in crisp and fuzzy environments. The authors of [13] 
formulated a multiobjective, multi-item inventory problem under space and vehicle capacity 
constraints. 
Nowadays, almost every important real world problem involves more than one objective. More 
so than ever before, decision makers find it imperative to evaluate solution alternatives according 
to multiple conflicting objectives. These problems are modelled as multiobjective decision making 
(MODM) problems identifying the types of measures that might be said as "criteria". The 
thrust of these models is to design the "best" alternative by considering the various interactions 
within the objectives and design constraints which best satisfies decision makers (DMs) by way 
of attaining some acceptable vels of a set of some quantifiable objectives. 
Again, in a multiobjective decision making (MODM) problem, DM plays an important role. 
He/she always judges the objectives with respect to prevailing environment. However, considering 
the imprecise nature of the DM's judgments, it is natural to assume that the DM may have fuzzy 
or imprecise goals for each of the objective functions. For a particular objective, DM may fix 
a profit goal as 'about $M' or 'marginally less than $M' and such subjective decisions can 
be mathematically represented by forming corresponding membership functions. In interactive 
linear/nonlineax multiobjective decision making problems, DM has every right to choose the 
suitable membership functions for the objectives to achieve optimum goals. In this way, an 
interaction is established with the DM. The authors of [14] proposed a technique to solve such 
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type of problems. In industry, inventory control is a continuous process and DM interacts and 
changes his/her decision as per the situation/environment. But, until now, none has applied the 
interactive approach to a real life inventory problem. 
In this paper, under limited storage space, multiobjective inventory models for stochastically 
deteriorating items under a single management is formulated. Here, considering the purchasing 
capacities of the people in developing countries, it is assumed that price of a commodity mainly 
determines the volume of demand of that item in the market and hence, demand is influenced 
jointly by seUing price of goods and displayed inventory level. Deterioration depends upon both 
the quality level of the item and time-duration for storage. The time-related function for deterio- 
ration follows a two parameter Weibull distribution in time, t. Production rate changes inversely 
with the quality level of items and the unit production cost is partly inversely dependent upon 
the production rate. Moreover, the set-up cost is also quality dependent and the selling price is 
assumed to be marker over the production cost. It is assumed that the items are produced sepa- 
rately in different production firms under a single ownership and all stored in a single warehouse 
of limited capacity. The profit maximization objectives are derived for each item and hence, mul- 
tiobjective inventory problems are formulated and solved for a compromise solution by recently 
developed goal programming (GP) method. For the models, results are derived for both without 
shortages and partially backlogged shortages. The models are illustrated numerically and the 
best possible solutions from different models are compared. The problems have been solved also 
formulating them as a single objective and the results of single and multiobjective problems are 
compared. 
Following [14], an interactive approach for production-inventory bjectives has been developed 
in general taking man/machine interaction i to consideration and implemented for the one of the 
above-mentioned models with both linear and nonlinear membership functions for the objective 
goals. The interactive model also has been solved using interactive fuzzy satisficing technique 
and illustrated by numerical data. Pareto optimal and satisfieing solutions are presented. 
2. ASSUMPTIONS AND NOTATIONS 
Multiobjective and single objective lot size problems for deteriorating items are developed 
under the following assumptions and notations. 
ASSUMPTIONS. 
(i) The inventory system involves n items. 
(ii) The planning horizon is infinite. 
(iii) Lead time is negligible. 
(iv) There is no repair or replacement of the deteriorated units. 
(v) Deterioration is a function of both quality level and time, where time-related function 
follows a two parameter WeibuI1 distribution, 
Oi (t, qui) =Oli  (qui) 02i (t) , 
(vi) 
where 
r - -5 .  H ~.  1 
Oli (qui) = a~qui ~ and 0~i (t) = a i fl~t p~- , t _> 0. 
¢ t t  
Here, a~ is a positive real constant, a i (> 0) and ~ (> 0) are scale and shape parameters, 
respectively. 
The rate of production is a function of quality level of the product, 
Ki  -¢1~ = aiqui • 
Here, a~ is positive and 0 < ¢1i < 1. 
808 N.K.  MAHAPATRA AND M. MAITI 
(vii) 
(viii) 
The setup cost consists of two parts: one part is constant, Uli and another changes with 
the quality level of the product. Thus, 
~i  ~ ~ l i  "~- 2it lui  • 
Here, uli, u2i are positive and 0 <_ ¢3i <_ 1. 
Unit production cost is a function of production rate as 
--?2 i pi = xi + y iK i , 
where xi, yi are positive and ni (i = 1, 2 , . . . ,  n) are integers. 
(ix) Rate  of  demand is a function of selling price and inventory level as 
f doi+dl iqi(t) ,  fo rq i ( t )>0,  
& / do~, for q~ (t) _< 0, 
(x) 
(xi) 
where dl~ = Ais~ -~' and doi, ei, and Ai are positive. 
Unit selling price depends on per  unit production cost, i.e., si = mipi, where mi(> 1) is 
the mark-up. 
Shortages are allowed and partially backlogged. During the shortage period, the backlog- 
ging rate  is variable and is dependent on the length of the time for subsequent production. 
The longer the delay for next  production is, the number  of  customers who would like to 
accept backlogging at time t will be least. To consider this situation, the backlogging rate  
is defined as 1/(1 + b~(ta~ - t)) when inventory is negatively decreasing, t2~ <_ t < t3~. 
V 
PF 
n 
For i th 
q~(t) 
K~ 
d~ 
qui 
s l  
ci 
h~ 
ui  
&i 
gi 
Hi 
TPI 
t4i 
vi  
bi 
Qli 
Q2i 
PFi 
Notations 
available storage space 
total average profit 
number of items in the inventory system 
item, 
inventory level at any time t 
rate of production 
rate of demand 
quality level of the item 
selling price 
shortage cost per unit per unit time (when it is allowed) 
holding cost per unit per unit time 
setup cost in a time cycle 
total shortage cost in a time cycle 
deteriorated units in a time cycle 
total holding cost in a time cycle 
total production cost in a time cycle 
one time cycle 
space required to store a unit 
backlogging parameter 
maximum inventory level at time t = tli 
maximum shortage level at time t = t3i (when it is allowed) 
total average profit 
REMARK l .  I f  fli = 1, then, the Weibul l  d istr ibut ion reduces to exponent ia l  distr ibution. 
REMARK 2. I f  b~ ---- 0, then, the model  reduces to fully backlogged model .  
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3. MATHEMATICAL  FORMULATION 
3.1. Model  1. (With  Shortages) 
The production starts at time t -- 0. Hence, for the ith item, initially the stock is zero and later, 
reaches maximum inventory level, Ql i  after time, t l l .  During this time, produced units are partly 
exhausted against he demand and deterioration and excess units are stored. Then, after tl i ,  the 
production is stopped, the stock level declines continuously due to demand and deterioration 
and inventory level becomes zero, at time t ~- t2i. Now, shortages are allowed up to maximum 
shortage level, Q2i, at time t = tai. At this instant of time, fresh production starts to meet the 
current demand and to clear the accumulated backlogged shortages partially. The shortages are 
cleared by the time t = t4i (cf. Figure 1). Here, it is assumed that due to the nonavailability of
the items, some customers balkaway. Now, the objective is to find out the optimal values of tli, 
t2i, t3i, and t4i, that maximize the profit over the time period [0, t4i] following the restriction on 
the storage space. 
Inventory 
QH 
~ t 2 i  t3i t4i 
Time 
0 tii ~ /  
Q2i 
Figure 1. The inventory s stem when shortage is allowed. 
If qi(t) be the inventory level of the ith item at time t at the production center, then, the 
differential equations governing the stock status during the period [0, tai] can be written as 
dqi (t) 
-- K i  - ( doi ÷ dliqi (t) ) - Oi (t, q=i) qi (t) , 
dt 
= - (doi + dliqi (t)) - Oi (t, q~i) qi (t) ,  
-do i  
1 + bi (tai - t)' 
=/Ci -doi, 
with boundary condition qi(t) =- O, at t = 0, t2i, t4i. 
Following equations (1)-(4), we get (see Appendix) 
jfo f~ll f t2 i  gi = Oi (t, qui) qi (t) dt + Oi (t, qui) qi (t) dr, J i l l  
{i? i } Hi = hi qi (t) dt + qi (t) dt , J i l l  
(/? i } Shl = ci qi (t) dt + qi (t) dt , i Jr31 
(io? /2") TP~ = p~ K~ dt + K i  dt , i 
1 
PF i  = ~ {si {K i  (tl~ + t4i - t3i) - gi} 
- {g ip i  (tli + t4i - t3i) + Hi + ui + Sh i}} ,  
0 < t <t l i ,  (1) 
t l i  <_ t < t2i, (2) 
t2i <_ t <_ t3i, (3) 
t3i _< t < t4i, (4) 
i=  l ,2 , . . . ,n .  
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3.2. Mode l  la.  Non in tegrated  Management  
Now, the model can be represented asthe following muitiobjective problem, 
maximize { P F1, P F2, . . . , P Fn } , 
n 
subject o E ViQli <_ v;  (due to storage space limitation), 
i=1 
where tli, t2i, t3i, and t4i are related by equations (21) and (24). See Appendix. 
(5) 
3.3. Mode l  lb .  In tegrated Management  
Assuming that the items are dealt with collectively as a single integrated business process, the 
corresponding single objective model is 
n 
maximize PF  = E PFi ,  
(6) Iz 
subject o E viQl i  <_ I1. 
i=l 
3.4. Mode l  2. (Wi thout  Shortages) 
When shortages are not allowed, the inventory model is represented as Figure 2. Here, the 
problem is to find out the optimal values of tli and t2i that maximize the profit over the time 
horizon [0, t2i]. 
Inventory 
Qli 
I* Time 
0 tli t21 
Figure 2. The inventory system when shortage isnot allowed. 
In this case, for the ith item, the differential equations and other expressions are 
dqi (t) = Ki  - (doi + dliqi (t)) - 0i (t, qui) qi (t) ,  0 < t < tli 
dt (7) 
= - (doi + dliqi (t)) - O~ (t, q=i) q~ (t),  tl i <_ t < t2~, 
with boundary condition qi(t) = O, at t = O, t2i, 
f0tll ft2~ gi = 0i (t, q~i) qi (t) dt + 0i (t, qui) qi (t) dt, 
J t l l  
{/? /? } Hi = h~ qi (t) dt + qi (t) dt ,
l i  
fo tll TPi  = p~ K~ dt = K~pitli, 
1 {si {K i t l i  - gi} - {Kipi t l i  + Hi + ui}} i = 1, 2 , . . ,  n. PF i  = ~ , • 
Decision Process 811 
3.5. Model  2a. Nonintegrated Management  
Hence, for a nonintegrated management, the model reduces to a multiobjective maximization 
problem as 
maximize { P F1, P F~, . . . , P F,~ } , 
n 
subject o E v iQ l i  <_ V, (8) 
i= l  
where tli and t2~ are related by equation (21). See Appendix. 
3.6. Model  2b. Integrated Management  
The corresponding single objective model is 
n 
maximize PF  = E PF i ,  
(9) 
n 
subject o E v iQ l i  <_ V. 
i= l  
The multiobjective (Models la and 2a) and single objective (Models lb and 2b) problems 
described by (5),(8) and (6),(9), respectively, are solved through goal programming technique 
and GRG method, respectively, as described in the next section. 
4. MATHEMATICAL  ANALYS IS  
4.1. Single Objective Nonl inear P rogramming (SONLP) Prob lem 
A single objective nonlinear programming problem is defined as 
minimize f (x), 
subject o gj (x) _< 0, j -- 1, 2 . . . .  ,11, 
ht (x) = 0, t = 1, 2 . . . .  ,12, (10) 
.. x T x=[x l ,x2 ,  .,  ~] , 
lo < Xl < up i ----- 1, 2, ., n, X i __ _ X i , • . 
where all or at least any one of f (x ) ,  g (x ) ,  and h(x)  are nonlinear. 
It is solved by generalized reduced gradient (GRG) method which is an extension of the reduced 
gradient method [15]. 
4.2. Mult iobject ive Nonl inear Programming (MONLP)  Prob lem 
A MONLP problem can be stated as 
find x = (Xl, x2,... , Xn) T , 
which minimizes F (x) = (fl (x), f2 (x) , . . . ,  f k  (x) )  T , (11) 
subject o x C X, 
where X is the feasible set of constraints, 
x :g j (x )_a j  ( j=1 ,2 , . . . , l l ) ,  
X = ht (x)  = bt (t = 1,2, . . . , /2),  
x = (x l ,x2 , . . .  ,x,~) T 
The functions f i (x ) ,  g j (x ) ,  and ht (x )  may be linear or nonlinear. Here, the problem in (11) 
is often referred to as a vector minimum problem (VMP). There are several techniques for the 
solution of (11). Here, goal programming method proposed by [16] has been used for this purpose. 
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4.2.1. Solution of MONLP problems 
GOAL PROGRAMMING (GP)  METHOD. A crisp nonlinear goal programming problem can be 
stated in the presence of multiple goals as follows, 
min{/=~(d+)'+(dT,)P} lip , 
subject o fi (x) + d~- - d + = f0~ (i --- 1, 2, . . . ,  k), 
gj (x) _< aj (j = 1,2,...,11), (12) 
ht (x) = bt (t = 1, 2 , . . . ,  Z2), 
d~d +=0, d~- >0, d +>0 ( i - l ,2 , . . . , k ) ,  
and x = (xl, x2, , xn) T 
where foi is the goal of the ith (i ---- 1,2, . . . ,k)  objective function f/(x), d + (d~.) is the over- 
achievement (underachievement) of the ith objective goal foi, such that 
1 
d + = max [0, fi (x) - f0/] = ~ [If0i - f~ (x)t + f~ (x) - re,], 
1 
d i- = max [0, f0~ - f / (x ) ]  = 5 [If0~ - £ (x)[ + f0 / -  f ,  (x)] .  
4.2.2. Solution of inventory models by GP method 
The crisp nonlinear production-inventory p oblems (Models la and 2a) can be solved by goal 
programming method as follows. 
Step 1. Solve the following single-objective problem by using any gradient-based nonlinear pro- 
gramming algorithm. 
Maximize P F1, 
subject o ~ v/Qx/<~ V. 
r=l 
Let the optimal value of PF1 be PF}. Repeat he same process for other objectives PF/, 
i = 2, 3, . . . ,  n. Let the corresponding optimal values are PF~, i = 2, 3, . . . ,  n, respectively. 
Hence, the ideal objective vector is (PF~, PF~,..., PF~). 
Step 2. Formulate the following GP problem using the ideal objective vector obtained in Step 1, 
subject o PF/ (x) + d'[ - d + = PF~ (i = 1, 2, . . . ,  n), (13) 
a 
subject o E viQli ~ V; 
i=1 
aua+~ -- o, a? >_ o, a~ >_ o (i = 1, 2 , . . . ,  n). 
Step 3. Now, solve the above single objective problem described in Step 2 by GRG method and 
obtain a compromise solution. Let the compromise solution of the objective functions are 
(PN~, PF~,..., PF*). Now, we illustrate the models by numerical examples in Section 5. 
4.2.3. Interactive fuzzy satisficing method (IFSM) 
Considering the imprecise nature of the decision maker's (DM) judgments, it is natural to 
assume that the DM may have fuzzy or imprecise goals for each of the objective functions. Let 
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a goal assigned by the DM to an objective is stated as "somewhat larger than A". This type of 
statement can be quantified by eliciting a corresponding membership function. 
To derive the membership function I.tL(x), for each of the objective functions, fr(x) (r = 
1, 2, . . . ,  k), we first calculate individual minimum (fm~n) and individual maximum (fm~x) under 
the given constraints. With the help of individual minimum and individual maximum, the DM 
can select his membership function in a subjective manner by considering the rate of increase of 
membership of satisfaction from different ypes of membership functions (i.e., linear, quadratic, 
exponential, etc.), for each of the objectives. The membership function for each of the objective 
functions, fr(x) (r = 1, 2, . . . ,  k), may be written as 
1, for Lr > fr (x), 
,~  (~) = dr (L (~)), for Lr < L (~) < Ur, 
0, for fr (x) > Dr, 
where Lr and Ur are chosen, such that 
fmln<Lr<__U,.< fm~x. 
dr(L(x)) is a strictly monotone decreasing continuous function of f~(x) which may be linear or 
nonlinear. 
TYPE 1: LINEAR MEMBERSHIP FUNCTION. For each objective function, the corresponding linear 
membership functions are as follows, 
1, for Lr > f~(x), 
#L (x) = 1 f~(x) - Lr for L~ < f~ (x) < U~, 
U, . -L r '  - - 
O, for fr (x) > V~. 
The linear membership function can be determined by asking the DM to specify the two points 
Lr and Ur within f~in and fmax. 
TYPE 2: QUADRATIC MEMBERSHIP FUNCTION. For each objective function, the corresponding 
quadratic membership functions are as follows, 
1, for Lr > fr (x), 
Lr ) 
/zf~(x)= 1 -  \ Ur -L r  , fo rL r<f r (x )<Ur ,  
0, for fr (x) > Or. 
The quadratic membership function can be determined by asking the DM to specify the two 
points L~ and U~ within fmin and fmax. 
TYPE 3: EXPONENTIAL MEMBERSHIP FUNCTION. For each objective function, the correspond- 
ing exponential membership functions are as follows, 
1, 
#f~ (x) = ar [1 - e-~((L(x)-Lr)/(a"-L~))], 
0, 
for Lr > fr (x), 
for Lr <_ fr (x) _< Ur, 
for L (z) > Ur. 
The constants ar (scale parameter, > 1) and ~ir (shape parameter, > 0) can be determined by 
asking the DM to specify the three points Lr, fo.5 and Ur, such that 
fmin ~ Lv ~_f°'5 ~Ur ~_fmax , 
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where fo.5 represents the value of f,.(x), such that the degree of membership function #f~(x) 
is 0.5. 
After determining the different linear/nonlinear membership functions for each of the objective 
functions, to generate a candidate for the satisficing solution which is also Pareto optimal, the 
DM is asked to specify his/her eference l vels of achievement ofthe membership functions, called 
reference membership values. Let/2f~, r = 1,2, . . . ,  k are the reference membership values of the 
DM. Then, following min-max problem is solved to obtain the Pareto optimal solution, 
min max (P'S~ - #ST (x)), x e X, 
x l<r<k 
(14)  
which is equivalent to 
min c~, 
subject o (#]~ -/*1~ (x)) _< c~ 
- (x ) )  _< 
- (x ) )  < 
xcX.  
(r = 1, 2 , . . . ,  k) (if r th objective e Type-l), 
(r = 1,2, . . . ,  k) (if r th objective E Type-2), 
(r = 1, 2 , . . . ,  k) (if r th objective c Type-3), 
(15)  
4.3. P re ference  to DM's  Object ive  Funct ion  
Now, the DM will selects his most important objective function from among the objective 
functions, 
f~ (x) (r = 1 ,2 , . . . ,k ) .  
If it is the pth objective function, problem (11) is reduced to solve the following for c~ = c~* (a* 
being optimal solution of (15)). 
min fp (x), 
subject o (/2f~ - #f~ (x)) _< a* 
- (x)) < 
xEX.  
(r = 1, 2 , . . . ,  k) (if r th objective e Type-l), 
(r = 1, 2 , . . . ,  k) (if r th objective ~ Type-2), 
(r = 1, 2 , . . . ,  k) (if r th objective E Type-3), 
(16) 
4.4. Test for Pareto  Opt ima l i ty  
If x* is an optimal solution to (16), then, x* is a weak Pareto optimal solution to (11) and 
if x* is an unique optimal solution to (16), then, x* is a Pareto optimal solution to (11). Here, 
Pareto optimality test is shown according to [14]. A numerical test of Pareto optimality for x* 
can be performed by solving the following problem, 
k 
max ~ er, 
r= l  
subject o #f~ - er = ~fr (X ) ,  
er >_ O, x E X.  
r = 1,2, . . . ,k ,  
(17) 
Let Y: and g be an optimal solution of (17). If all components of g = 0, then, x* is a Pareto 
optimal solution. If at least one components of g > 0, then, • become a Pareto optimal solution. 
Let this Pareto optimal solution is obtained with a particular set of membership functions for 
the objectives (say, Type 2 for first objective, Type 3 for second objective and so on). If DM is 
not satisfied with the present result, he/she can again repeat he analysis with different set of 
membership functions and their corresponding reference membership values for the objectives. 
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Otherwise, DM is asked to update the current reference membership values #/r, r = 1, 2 , . . . ,  k 
to the new membership values by considering the current values of the membership functions. 
Here, it should be stressed for the DM that any improvement in one membership function can 
be achieved only at the expense of at least one of the other membership functions. This process 
may be continued until DM is satisfied with the result which can be implemented/achieved. This 
gives an interaction with DM and the machine. As illustration, only the nonintegrated model 
with shortages has been solved and presented later in the form of algorithm in Section 5.3. 
5. NUMERICAL  I LLUSTRATIONS 
Here, the multiobjective models (i.e., Models la and 2a) are solved by GP methods and the 
single objective models (i.e., Models lb and 2b) by GRG as described in the earlier section. 
To illustrate the above problems, we consider the following parameters as n = 3, V = 600 
units. Here, the value of p is taken as 2. 
Items 
(~) 
1 
2 
3 
Table 1. Input data table. 
' 61 " ~i ~ qul mi xi Yi ni ~i ~i 
1.55 30 4000 1 0.06 0.5 0.03 0.7 3 8 
1.60 30 5000 1 0.06 0.6 0.03 0.7 3 9 
1.65 30 4000 1 0.06 0.3 0.06 0.7 3 10 
hi 
ai a l l  a2i Ull u21 (in $) ¢1~ ¢s~ v~ cl 
850 180 100 300 50 3.5 0.6 0.7 2 8 
1000 300 100 350 100 3.0 0.5 0.7 3 10 
850 200 100 300 50 3.5 0.5 0.7 5 7 
5.1. Results of Models la  and lb  
Using the above numerical values for different parameters, and taking different set of backlog- 
ging parameters bi, i -- 1,2, 3, the results of the models with partially backlogged shortages are 
obtained. The results of Models la and lb are given in Tables 2 and 3, respectively. 
Table 2. Optimal solutions for the model with shortage via CP method. 
Model Item PF~ (i) bi (in $) tli t2~ t3~ t4i 
M 1 0.40 4211.21 1.031742 1.398952 1.626778 2.239062 
2 0.40 7716.02 2.339466 2.599214 2.7799794 4.536248 
3 0.55 5413.98 0.9726696 1.306870 1.493748 2.010903 
O 1 0.75 4205.67 1.099017 1.490160 1.665577 2.128366 
2 0.75 7729.66 2.137416 2.374743 2.481244 3.403396 
3 0.75 5410.73 1.020766 1.371478 1.549973 2.036988 
N 1 1 4199.27 1.103305 1.495972 1.655342 2.070608 
2 1 7725.27 2.112743 2.347333 2.450211 3.331519 
3 1 5402.39 1.028732 1.382179 1.5418005 1.972360 
L 1 5 4158.85 1.119840 1.518390 1.582513 1.738701 
2 5 7688.99 2.036653 2.262798 2.326127 2.821280 
3 5 5352.36 1.051537 1.412812 1.472200 1.623381 
P 1 10 4145.58 1.118084 1.516009 1.552729 1.640558 
2 10 7673.13 2.047770 2.275149 2.316876 2.630731 
3 10 5336.26 1.047853 1.407864 1,441275 1.525082 
Total 
Profit 
17341.21 
17346.06 
17326.93 
17200.20 
17154.97 
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Table 3. Optimal solutions for integrated model with shortage via GRG method. 
Item PF~ 
(i) bl (in $) ill t21 t3i , t4i 
1 0.40 4222.44 1.169586 1.585832 1.786505 2.328558 
2 0.40 7734.37 2.137953 2.375340 2.487827 3.478099 
3 0.55 5415.47 0.9829427 1.320670 1.519367 2.067591 
1 0.75 4212.76 1.189891 1.613360 1.785365 2.239676 
2 0.75 7728.27 2.110659 2.345018 2.451933 3.377538 
3 0.75 5406.21 0.9834638 1.321370 1.501886 1.994077 
1 1 4206.90 1.194940 1.620205 1.776264 2.183500 
2 1 7723.66 2.083606 2.314962 2.418302 3.303385 
3 1 5397.63 0.9920139 1.332856 1.494364 1.929636 
1 5 4170.27 1.211306 1.642392 1.704656 1.856878 
2 5 7686.10 2.002011 2.224312 2.288122 2.786563 
3 5 5345.63 1.017196 1.366683 1.426975 1.580178 
1 10 4158.25 1.207652 1.637439 1.672998 1.758435 
2 10 7670.07 2.015513 2.239312 2.281364 2.597284 
3 10 5328.56 1.013533 1.361762 1.395739 1.480775 
Total 
Profit 
17372.29 
17347.24 
17328.18 
17202.00 
17156.88 
5.2.  Resu l t s  o f  Mode ls  2a  and  2b  
When shortages are not  allowed, using the above relevant numer ica l  values for different pa- 
rameters ,  we obta in  the results of Models  2a and 2b which are given in Table 4. 
Table 4. Optimal results for the models without shortage. 
Model Item PF* tll t2i 
hod (in $) 
1 4124.92 1.106935 1.500893 
MONLP 2 7645.21 2.099523 2.332645 
(via CP) 
3 5311.42 1.032291 1.386959 
1 4139.80 1.191880 1.616057 
SONLP 2 7642.22 2.074308 2.304633 
(via GRG) 
3 5301.81 0.9975068 1.340234 
Total 
Profit 
17081.55 
17083.82 
5.3. Output of IFSM in Algorithm Form 
We solve the  prob lem in Model  la  for one set of input  data  using IFSM where bl = 0.40, 
b~ = 0.40, b3 -- 0.55. 
(i) DO YOU WANT LIST OF MEMBERSHIP FUNCTIONS? ( YES / NO ): 
--YES 
(ii) LIST OF MEMBERSHIP FUNCTIONS : 
(1) LINEAR 
(2) QUADRATIC 
(3) EXPONENTIAL 
(iii) INPUT MEMBERSHIP FUNCTION TYPE FOR 1 sT OBJECTIVE: 
----1 
(iv) INPUT TWO POINTS (PF °, PF~), SUCH THAT 
~(PF °) = 0 : UNACCEPTABLE LEVEL 
PF~ ---- 1 : TOTALLY DESIRABLE LEVEL 
----2280.34, 234.19 
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(the membership function will be 
0, for 2280.34 > PF1, 
4234.10 - PF1 
~pF1 = 1 4234.19 - 2280.34' for 2280.34 <_ PF1 < 4234.19, 
1, for PF1 > 4234.19). 
(v) INPUT MEMBERSHIP FUNCTION TYPE  FOR 2 ND OBJECTIVE:  
--3 
(vi) INPUT THREE POINTS (PF~, PF °'~, PF~), SUCH THAT 
t~(PF °) = 0 : UNACCEPTABLE LEVEL 
tt (PF~ '5) ---- 0.5 
,u(PF~) = 1 : TOTALLY DESIRABLE LEVEL 
=5991.62, 6400.00, 7760.05 
(the membership function will be 
- -2 .722826 7760'05--  PF2  
~PF2 = 1.069784 1 -- e 7v~o.o5-s001.62 , 
1, 
(vii) INPUT MEMBERSHIP  FUNCTION TYPE  FOR 3 RD OBJECTIVE:  
=3 
(viii) INPUT THREE POINTS (PF °, PF °'5, PF~) SUCH THAT 
tt(PF °) = 0 : UNACCEPTABLE LEVEL 
tt(PF 0"~) = 0.5 
#(PF~ ) = 1 : TOTALLY DESIRABLE LEVEL 
=5048.62, 5150.00, 5445.71 
(the membership function will be {0 [ ] 
.pF3  = 1.103869 1--e-2"368165( 4~4'~'125oPsF'~62 ) , 
for 5991.62 > PF2, 
for 5991.62 < PF2 <_ 7760.05, 
for PF2 > 7760.05). 
for 5048.62 > PF3, 
for 5048.62 g PF3~ 5445.71, 
for PF3> 5445.71). 11 
INITIATE AN INTERACTION WITH ALL THE INITIAL REFERENCE MEMBERSHIP  VALUES ARE 1 
APPROXIMATE SOLUTION TO THE MIN-MAX PROBLEM FOR INITIAL MEMBERSHIP  VALUES 
Table 5. Solution of the min-max problem for the model with shortage via IFSM. 
Item Membership 
1 0.8695708 
2 0.8667956 
3 0.9568307 
P~ 
(in $) t l i  t2i t3~ t4~ 
3979.35 0.7119581 0.9653874 0.9654376 0.9655787 
7071.10 0.0 0.0 0.09488951 0.9330867 
5386.64 2.116179 2.842650 2.848223 2.864399 
PARETO OPT IMAL ITY  TEST 
el = 0.1280024 
e2 = 0.1212215 
e3 = 0.03833502 
Table 6. Pareto optimal solution for the model with shortage. 
Item 
(~) 
1 
2 
3 
Membership 
0.9975732 
0.9880171 
0.9951657 
P~ 
(in $) tl~ t2i t3i t4i 
4229.45 1.315099 1.783104 1.972238 2.484228 
7661.66 1.312208 1.457942 1.627454 3.103559 
5437.29 1.248590 1.677498 1.869849 2.401413 
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(ix) ARE YOU SATISFIED WITH THE CURRENT MEMBERSHIP VALUES OF THE PARETO 
OPTIMAL SOLUTION ?: 
NO 
(x) CONSIDEI=t THE CURRENT MEMBERSHIP VALUES OF THE PARETO OPTIMUM 
SOLUTION. 
THEN INPUT YOUR REFERENCE MEMBERSHIP VALUES FOR EACH OF THE MEMBERSHIP 
FUNCTIONS: 
=0.97, 0.995, 0.965 
(xi) ARE YOU SATISFIED WITH THE CURRENT MEMBERSHIP VALUES OF THE PARETO 
OPTIMAL SOLUTION ? : 
YES 
THE FOLLOWING VALUES ARE YOUR SATISFICING SOLUTION: 
Table 7. Satisficing solution for the model with shortage. 
Item 
(i) 
1 
2 
3 
Membership PF~ tl~ t2~ t31 t4i 
a~ (in $) 
0.9677553 4171.19 0.7404127 1.003967 1.259771 1.943693 
0.9927553 7700.43 2.049208 2.276747 2.482776 4.264587 
0.9627553 5393.54 1.248590 1.677431 1.721106 1.846578 
If you are not satisfied with the present solution, you may start  again from Step (i) or from 
Step (x). 
[ 
6. DISCUSSION 
Here, the single objective models (Models lb  and 2b) are solved by GRG technique. The 
multiobjective models (Models la  and 2a) are solved by GP and GRG techniques. Models la  
and lb  are solved for different set of backlogging parameters taking same set of all other parameter 
values. 
As expected, it is observed from Tables 2-4 that  profits for the single objective models are more 
than those due to corresponding multiobjective models. As usual, models without shortages give 
less profit than the model with shortages. 
Tables 5-7 give the results for the multiobjective model with shortages having interaction of 
DM with system. Here, for the objectives' goals, three types of membership functions, i.e., l inear, 
quadrat ic and exponential functions are available for DM choice. 
7. CONCLUSION 
In this paper, some realistic inventory models are formulated and solved introducing the fol- 
lowing new features for the first time. 
(i) Demand isa function of price and on-hand stock of the item. 
(ii) Unit production and setup cost are quality level dependent. 
(iii) Deterioration is dependent jointly with quality and duration of storage(stochastically). 
(iv) Production cost is dependent onproduction rate, i.e., it is quality level dependent. 
(v) Two newly developed MODM methods are illustrated. 
In this correspondence, w  have proposed an interactive fuzzy satisfieing method by combin- 
ing nonlinear programming technique todeal with the imprecise nature of the DM's judgment 
in multiobjective production-inventory problems. Here, three types of membership functions 
(viz., linear, quadratic, and exponential) re used. Other type of membership functions such as 
hyperbolic, hyperbolic inverse, piecewise linear membership functions, etc., may be considered. 
In interaction scheme, after determining the membership functions, the satisfieing solution of 
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the DM can be achieved efficiently by updating the reference membership values based on the 
current values of the membership functions. Furthermore, by performing the Pareto optimal ity 
test, Pareto opt imal i ty of the generated solution in each iteration is checked and guaranteed. We 
hope that the IFSM method will become one of the efficient tools for man/machine interactive 
fuzzy decision making for multiobjective production-inventory problems. The models have been 
formulated here in probabil ist ic environment taking stochastic deterioration and all other inven- 
tory parameters as deterministic. The models can be extended to include discount, salvage of 
deteriorated quantities, etc. This may also be formulated in fuzzy-stochastic environment taking 
the goal of the profit as fuzzy or some other inventory parameters like inventory cost, quality 
level, etc., as imprecisely defined. 
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APPENDIX  
Solving the differential equation (1) and using the condition, q~(0) = 0, we get 
q~(t )=(K i -do i ){ t - ld l~t  2 
s l  
a~ elidlifl~ (/~i + 3) t~+2 + 
" 1 
a i t~l#3it #~+ _1d2 t 3 
(/~i + I )  (2/3i + I )  
(18) 
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(taking up to second order terms only). Solving the differentia/ equation (2) and using the 
condition, qi(t2i) = O, we get 
,, ,~. ft ,, q, (t) = -aoie" -(dlit+a,\ 011~ z]l e(dl't+o' o,,t~,) dt 
J t l l  
'in ,9 .~t31+1 
= -doi  t - ld l i t2  ~i tJlipib- 1 A2 +3 
z /3i + 1 + 6 ~'1i~ 
" } a, 01,dl,/3i (/3, + 3) t~+2 ~,~" 2a2~1,-i~2÷2~+1 
+ 2 (/3, + 1) (/3, + 2) + 2 (/3, + 1) (2/3, + 1) 
,, 1 a" 202 t ~ '  "{" ,, 1 d2it 2 + ai Olidl it~+ 1 + 2 , li ~ ,  +co, 1 -  (dl i t  +a iO l i tZ ' )  +~
(19) 
where 
Co, = do, e -(d'~t~'+=' o~,t~) t2, - ~dlit2, /3, + 1 6 
aTOlidl,/3, (/3, + 3)t~t +2 '~i~"2D2v1't"if42÷2"i+ i~2  ] 
+ 2 (/3, + 1) (/3, + 2) + (/3, + 1) (2/3, + 1) ~ " 
(20) 
As qi(t) is continuous at t = tl i, i = 1, 2 , . . . ,  n, and q,(tl i) = QI~, we have from (18) and (19), 
a"0 ,9 t/3~+1 ld2 t3 (Ki  -- doi) t l ,  - ld l i t2 ,  - i l i P i  l i  JV -~ l i  1' 
2 /3, +1 
a~'Ol,dl,fl, (~, + 3) t~+2 ~,-"2n2vl,P,a2*2~'+aq, ] 
A 2 (13, + 1) (/3i + 2) + (/3, + 1) (2/3i + 1) 
a"0 a t ~+1 ld2 t3 = -do,  t l ,  - ldlit21i , liMi li -~- ~ li li 
2 /3, + 1 
,~ 0 2 t~2+ /9~+1 ] "0 d - ,,2 2 a~ 1~ 1,P, (/3, + 3) t~t +2 ~, 1,-, ol, 
-{ 2 (/33, + 1) (/3, + 2) + (fl~ + 1) (2/3, + 1) 
,, 14 2 t2 1 _-2n2 ~2fll 
+co, 1 - + + i, + +i + 
(21) 
Either side of equation (21) is equal to QI~. Equation (21) give s the relation between tl, and t2,. 
Solving the differential equation (3) and using the condition, qi(t2i) = O, we get 
1 + bi (t3i - t )  
qi (t) = log i ~ b~. ~3i "Z ~)"  (22) 
Solving the differential equation (4) and using the condition q,(t4i) = 0, we get 
q, (t) = -(K~ -do~)(t4, - t ) .  (23) 
As q,(t) is continuous at t = t3i, i = 1,2,... ,n, and q,(t3i) = Q2i, we have from (22) and (23), 
d°---! log (1 + b, (t3, - t2,)) = (K, - doi) (t4, - t3~). 
bi 
(24) 
Either sides of equation (24) is equM to Q2,. Equation (24) gives the relation among t2,, t3i, and 
Decision Process 821 
t4i. The deteriorated units during (0, t4i ) is 
(a"0 at~i+l d ~"0 off'i+2 ~"2D2 f42+2fli+l i 1 i/~i li li¢~i li~i li _ ~i Vlib'i eli 
g~=(g~-do~)(  -~-~-~ 2(f~ + 2) (f~, + 1)(2fli + 1) 
" d " 
fli + 1 2 (fli + 2) 
,,2 2 2 )~ / 
(~i ~-CQ (2~i -~- 1) ( ~22~I+1 - t2f'+l "~- cOi {C¢'i'Oli (~2~ ~1~ 
,, ,,2 2 
~3i + 1 2 ~1{ ) ~ " 
The inventory carrying cost over the period (0, t4i) is 
H~=hi{(K~-d° i ){  t2~2 dl~t3i 
^"~ ,z ~ .,ill+3 
2 (f~i + 1) (~3i + 2) 
O{'~ai liPiol~ fl~+2 H2 4 li + -litl______~ 
24 (Z ,  + 1) + 2) 
OL" 2D2 f42+2fl~ +2 } i Vli~'i ~li 
(Zi + 1) (2~ + 1) (2f~, + 2) 
-do ,  - - t ,  - t l,) - 
a~ Olidlifli 
- 24 2 (fli + 1) (f~i + 2) 
.2 2 2 
a~ 011/~  2~,+2 
-~ (~i-1-1)(2~i-[-1)(2]~i-[- 2) (t22~'-b2--$1i ) /  nt-Coi{(t2i--tli) 
dli2 (t2~ -t2')  (fl~a:'+1)01i (t2~:+1- t~:+l) + -6-d~i (t~i _tai ) 
-~ °t:'Oiidli(f~i -~- 2-------~ ($2fl~-[-2 - $1fl~t-2) ~- 2 (2~/O~:'20~i-~- 1) ' °2i(+2J31T1 _ t2~iq-i) } . 
The shortage cost over the period (0, t4i) is 
c4do~ Shi = --ig-- {bi(t3i - t2i) - log(1 + bi(tai - t2i))} + c_i (K, - doi)(t4i - t3i) 2. bi 
Total production cost for ith item is 
{fo t~ ft,~ l TPi = p~ K~ dt + ] Ki dt~ = Kipi (tu + t4i - t3~). J ta l  ,1 
