ABSTRACT Motivation: Classification of biological samples by microarrays is a topic of much interest. A number of methods have been proposed and successfully applied to this problem. It has recently been shown that classification by nearest centroids provides an accurate predictor that may outperform much more complicated methods. The "Prediction Analysis of Microarrays" (PAM) approach is one such example, which the authors strongly motivate by its simplicity and intepretability. In this spirit, I seek to assess the performance of classifiers simpler than even PAM. Results: I surprisingly show that the modified t-statistics and shrunken centroids employed by PAM tend to increase misclassification error when compared to their simpler counterparts. Based on these observations, I propose a classification method called "Classification to Nearest Centroids" (ClaNC). ClaNC ranks genes by standard t-statistics, does not shrink centroids, and uses a class-specific gene-selection procedure. Because of these modifications, ClaNC is arguably simpler and easier to interpret than PAM, and it can be viewed as a traditional nearest centroid classifier that uses specially selected genes. I demonstrate that ClaNC error rates tend to be significantly less than those for PAM, for a given number of active genes. Availability: Point-and-click software is freely available at
INTRODUCTION
Gene expression microarrays (Schena et al. 1995) can be used to discriminate between multiple clinical or biological classes. A classifier is built from training data, consisting of expression profiles for samples of known class. Many methods exist for building classifiers, but the overall goal is the same: (i) find characteristics that define each class, and (ii) build a function that compares the expression profile of an unknown sample to each class on the basis of these defining characteristics. The unknown sample is assigned to the class to which it is most similar.
Candidate classifiers are evaluated on the basis of (i) accuracy, (ii) interpretability, and (iii) practicality. High accuracy corresponds to low misclassification error. Interpretability may or may not be important, depending on the application. Often, it is desirable to learn something about the underlying processes at play in addition to classifying accurately. It may be very difficult to characterize the contribution of a single gene to the overall classifier (in turn making it difficult to learn about the biological functionality of that gene) if a complicated method is used. A complicated classifier may then be rejected for a simpler alternative, even if the simpler alternative does not perform as well. Finally, it must be practical to implement the classifier. Because of the resources required to form a microarray, it is desirable to base the classifier on the fewest genes possible.
Linear Discriminant Analysis (LDA) (Mardia et al. 1979 ) is a classical method of prediction that is simple to understand and has been shown to perform well with microarrays (Dudoit et al. 2002 , Lee et al. 2005 . Each class is characterized by its vector of means, or "centroid." An unknown sample is evaluated by computing the scaled distance between its expression profile and each class centroid. The unknown is assigned to the class to which it is nearest. Thus, LDA can be thought of as a "nearest centroid classifier."
To identify the fewest genes necessary for discrimination, a feature-selection step can be added. Note that the goal of this step will depend on the setting. For example, with unlimited resources, we may wish to use all relevant genes in the classifier; although, we may be able to find a subset of genes that classify just as well as (or even better than) the complete set. In other settings, it may be necessary to make tradeoffs between accuracy and practicality.
An obvious way to incorporate feature-selection into LDA is to compute test statistics for each gene that measure that gene's ability to distinguish the classes, rank those statistics, and choose only the top genes from this list to base the classifier on. In early work, Dudoit et al. (2000 Dudoit et al. ( , 2002 used F -statistics for ranking genes. The Prediction Analysis of Microarrays (PAM) method (Tibshirani et al. 2002) uses what are essentially t-statistics. However, instead of the usual t-statistic, PAM adds a "fudge-factor" to each statistic's denominator. This prevents genes with large t-statistics but small mean differences (numerators) from being selected. A further level of complexity is added to PAM by shrinking the class centroids toward their overall mean. Thus, PAM can be thought of as a "nearest shrunken centroid classifier." I present here an alternative LDA-based classifier that I call ClaNC, for Classification to Nearest Centroids. ClaNC (i) does not shrink centroids, (ii) uses unmodified t-statistics to select genes, (iii) carries out class-specific feature selection, and (iv) allows each gene to be active in at most one class. I first individually evaluate the four proposed changes on simulated datasets (Table 1) . Shrinkage, fudge factors, and class-nonspecific gene selection can all increase misclassification error, depending on the situation. The error rates for ClaNC are substantially lower than those for PAM at all considered numbers of active genes. Furthermore, ClaNC error estimates are consistently less variable than their PAM analogs. I then compare PAM and ClaNC on four previously published datasets (Tables 2-5 and Figure 1 ). I again evaluate each of the four proposed changes individually. Overall, shrinkage, fudge factors, and class-nonspecific gene selection tend to increase error in the real examples. There is some evidence that repeat representations of a single gene can also increase error. ClaNC error rates again tend to be smaller than those for PAM. Surprisingly, then, LDA-based classifiers that are even simpler than PAM can perform very well.
I note briefly some of the many other classification methods besides those based on LDA. These include neural networks (Khan et al. 2001) , support vector machines (Ramaswamy et al. 2001) , CART (Breiman et al. 1984) , random forests (Breiman 2001), and methods based on generalized linear models (Zhu and Hastie 2004, Nguyen and Rocke 2004) . LDA-based methods have been shown to perform well when compared to more complicated classifiers (Dudoit et al. 2002 , Lee et al. 2005 . Furthermore, the simplicity of LDA-based methods arguably makes them preferable to more complicated alternatives in settings where interpretation of the classifier is important.
SYSTEM AND METHODS

Linear Discriminant Analysis (LDA)
We would like to classify unknown samples into one of K classes. To build a classifier, we obtain n k training samples per class, k = 1, 2, . . . , K, with m genes on each microarray. For each training sample, we observe class membership Y and expression profile X. For simplicity, I will represent the classes by the numbers 1, 2, . . . , K. Note that each expression profile is a vector of length m. We assume that expression profiles from class k are distributed as N (µ k , Σ), the multivariate normal distribution with mean vector µ k and covariance matrix Σ. Call L (· ; µ k , Σ) the corresponding probability density function. Finally, we agree upon prior probabilities π k that an unknown sample comes from class k, k = 1, 2, . . . , K.
Bayes' Theorem states that the probability that a sample comes from class k, given that sample's expression profile, is proportional to the product of the class density and prior probability:
We call (1) the posterior probability that array x comes from sample k. LDA assigns the sample to the class with the largest posterior probability:ŷ
This can be shown to be the rule that minimizes misclassification error (Mardia et al. 1979) . The innards of the right side of (2) are proportional to
Since the covariance matrix Σ is the same for all classes, only the exponential component of (3) is relevant to classification. We can then rewrite (2) aŝ
Thus, a sample is assigned to the class to which it is nearest, as measured by the metric x − µ 2 − 2 log (π), where
is the square of the Mahalanobis distance between x and µ.
We can further simplify the problem by assuming independence between genes. This allows us to simplify the LDA classification rule (4) tô
Then, in order to select genes that provide the most discriminatory information, we can form test statistics for each gene. For example, Dudoit et al. (2000 Dudoit et al. ( , 2002 use F -statistics to measure the betweenclass sum-of-squares relative to the within-class sum-of-squares:
i = 1, 2, . . . , m. To form a classifier using onlym genes, class centroids are formed with only the genes corresponding to the largest m F -statistics are used. All other genes are discarded.
Prediction Analysis of Microarrays (PAM)
The current standard in LDA-based classification for microarrays is Prediction Analysis of Microarrays (PAM) (Tibshirani et al. 2002) .
Instead of F -statistics, PAM uses the statistics
to select genes, where w k = (1/n k − 1/n) 1/2 makes w k × si equal to the standard error of the numerator, and s0 is a fudge factor intended to guard against very large statistics for very small standard errors; by default, PAM chooses the median of the si's for s0. Without s0, the d ik is just a t-statistic comparing the mean of gene i in class k to the overall mean of gene i. Hence, d ik measures the difference between gene i in class k and gene i in all classes combined. A gene that discriminates one class from the rest will have a statistic of large absolute value. PAM then shrinks the d ik 's toward zero, eliminating the genes that do not provide sufficient discriminatory information.
The shrinkage approach used by PAM is soft-thresholding. For a particular choice of shrinkage parameter ∆, the shrunken statistic is
where "+" means "positive part" (z+ = z if z > 0, 0 otherwise). Thus, all d ik 's less than ∆ are shrunken to zero, and the rest are shrunken to somewhere between zero and their original values. The shrinkage of the remaining statistics toward zero is intended as a "de-noising" step. We can then rewrite (7) with the shrunken statistics to produce corresponding shrunken centroids
where the shrinkage here is of the class centroids toward the overall centroid. Notice that the genes for which all shrunken class statistics di1,di2, . . . ,diK equal zero have shrunken centroid components that equal the corresponding components of the overall centroid. When distances from a new sample to the shrunken class centroids are computed in (5), the components for these inactivated genes are identical for each class. Hence, they do not contribute to the classification and do not need to be measured in a new sample. We call the genes with at least one shrunken centroid component different from the corresponding overall centroid component the active genes and the rest the inactive genes.
A new sample is classified by comparing its expression profile to each shrunken centroid, over them genes that remain active after shrinkage. Distances are assessed as in (5), with the shrunken centroidx ik replacing µ ik and si + s0 replacing σi. Any prior information on class prevalences can be included in π k . One simple choice is π k = n k /n, placing prior weights on each class in proportion to its sample prevalence; another is π k = 1/K, placing equal prior weights on each class.
In a typical application of PAM, the shrinkage parameter ∆ is allowed to vary over a wide range. For each ∆, a classifier is built and its error rate is estimated by cross-validation. The value of ∆ to use in the final classifier is chosen from a plot of ∆ against error rate, where the number of unique active genes corresponding to each ∆ is also displayed. I argue that ∆ does not mean as much as the number of active genes. The decision of how much error to tolerate will be made with cost and convenience in mind, and these are best gauged by the number of active genes.
In short, a PAM classifier selectsm genes by (i) soft thresholding the modified t statistics d k , then (ii) using the chosen, shrunken statistics to update the class centroids. The classifier can be represented by the shrunken centroid components and pooled standard deviations of the active genes, since these are the only components needed in the distance function (5). Each centroid is now of lengthm, with ith component somewhere between that gene's class and overall means. Nothing is known about the distribution of active genes across classes. The selected genes are interpreted as simultaneously distinguishing all classes from each other.
Classification to Nearest Centroids (ClaNC)
Shrinkage and fudge factors are intended to denoise the data, stabilizing the statistics used. While shrinkage has been shown to produce more accurate mean estimates in noisy data (Donoho and Johnstone 1994) , it is not clear that this should translate to increased prediction accuracy. Furthermore, PAM's shrinkage procedure makes the class centroids look more similar to each other. It is unclear why this should be expected to make it easier to distinguish the classes from each other; this issue is discussed further below. For consistency with the preceeding discussion, we can formulate the gene selection process without shrinkage as
where I(·) is the indicator function. The stated justification for fudge factors is that they "guard against the possibility of large (test statistics) arising by chance from genes with low expression values" (Tibshirani et al. 2002) . However, an extreme t-statistic indicates a "significant" mean difference, regardless of whether its numerator is large or small. Mean differences that arise by chance will tend to have small t-statistics. In practice, then, fudge factors may remove from consideration informative genes with small mean differences and thus actually increase error.
Typically, genes are selected in a class-nonspecific manner by applying a common threshold to all test statistics. Suppose that class k0 is more heterogeneous than the others and hence more difficult to characterize; alternatively, k0 may simply have less training samples than the rest of the classes. Then the components of the vector d k 0 will tend to be closer to zero than their counterparts in the other classes, and class-nonspecific selection may not choose any class k0 genes. With this in mind, I consider class-specific selection:
where different thresholds ∆ k are chosen for each class. In practice, there is still a single tuning parameter: the number of active genes per class. I note that a subsequent PAM publication proposed something similar to this (Tibshirani et al. 2003) . Class-specific thresholds were chosen in an adaptive manner by including another scale parameter in the denominator of (7), as in
where the θ k 's are restricted to min(θ k ) = 1. In classes for which prediction error is highest, the scale parameter is decreased to allow more active genes for those classes, and the θ k 's are rescaled so that min(θ k ) = 1. See the comments in the discussion. It is possible that a single gene will have more than one extreme t-statistic. In this case, if we eliminate all but the topm statistics, the number of (unique) active genes is less thanm. It may be that the multiple extreme statistics for a class are redundant, and hence it would be inefficient to include more than one. Furthermore, it may be intuitively appealing for each selected gene to characterize a single class. With this in mind, I consider allowing each gene to be active in at most one class. If a gene has more than one extreme t-statistic, only the largest in absolute value is chosen. The others are set to zero. Note that this does not exclude genes with more than one extreme t-statistic. Such genes will be included in the classifier, but they will only be active in one class.
Combining all of the above, I propose an alternative LDA-based classifier called ClaNC, for Classification to Nearest Centroids. ClaNC (i) does not shrink centroids, (ii) does not use fudge factors, (iii) carries out class-specific gene selection, and (iv) allows each gene to be active in at most one class. Thus, each active gene characterizes exactly one class. Its centroid component for that class equals its class-specific mean. Its centroid components in all other classes equal its overall mean. A ClaNC classifier can be represented by the centroid components and pooled standard deviations of the active genes. Out ofm active genes, there arem/K genes that characterize each class by default. Note, however, that ClaNC allows one to easily choose a different distribution of genes across classes. For example, it is straightforward to form a ClaNC classifier with more thanm/K characteristic genes in one class and less in another. The selected genes are interpreted as uniquely characterizing each class.
The Role of Shrinkage in Classification
As mentioned earlier, the LDA classification rule minimizes misclassification error. This is because the LDA rule equals the Bayes' rule (Mardia et al. 1979 ). For simplicity, assume all genes are independent with variance one, and that each class has equal prior probability. Then the Bayes' rule is to classify a new sample to the class for which
2 is smallest. However, we must estimate the centroids µ k in practice, usingμ k in their place. Suppose x * comes from class k0. Then, expanding the squared distance between x * to class k0 and taking expectations, we have
or the Bayes' rule plus the mean squared error (MSE) of the centroid estimate.
Reducing the MSE ofμ k 0 will bring us closer to the Bayes' rule. According to the Stein Paradox of statistics (Stein 1956 ), we can reduce the MSE ofμ k 0 by shrinking towards 1/m P m i=1μ ik 0 (or any other constant). In our setting, this suggests shrinking each centroid across its m components. Note, however, that PAM shrinks each gene toward its overall mean. In other words, PAM shrinks each gene across its K classes. Thus, while shrinkage could in principle improve prediction accuracy, PAM apparently shrinks in the wrong direction. Furthermore, by shrinking across classes, all class centroids are made more similar to each other. It is unclear why this would be expected to improve classification accuracy. It is true, as one reviewer maintained, that shrinkage can be carried out across classes. However, due to the much higher number of genes than classes, one would expect the greatest gain from shrinking across genes.
Even when shrinking each centroid across genes, it is not necessarily clear that prediction accuracy will be improved. If, for example, all class centroid estimates have their MSE's reduced equally, then there may be no change in the relative relationships of the centroid estimates. Preliminary investigation suggests that this is the case. However, I intend to perform a more thorough investigation of shrinkage for classification in future work.
RESULTS
I first consider three simulated setups, with 35 simulations per setup. There are K = 4 classes, with n k = 30 samples in each class, and m = 5000 genes under consideration. Half of the genes provide no discriminatory information. In the other half, the class means differ randomly from each other. The first simulation allows for "noisy" data, where there is significant heterogeneity between genes. Overall means µi0, i = 1, 2, . . . , m, were generated from the N (0, 1) distribution. Each class mean µ ik , i = 1, 2, . . . , m, k = 1, 2, . . . , K, was the overall mean plus a draw from the U (−1, 1) distribution. Observations were then generated from the N (µ ik , σi) distributions, where the squares of the σi were drawn from the χ 2 3 distibution. The second simulation has one class being easier to distinguish than the rest. Overall means were generated as above. The class means for class one were the overall means plus draws from the U (−2, 2) distribution. Those for the other three classes were the overall means plus draws from the U (−1, 1) distribution. Observations were then generated from the N (µ ik , 1) distributions. The third simulation is similar, now with one class being more difficult to distinguish than the rest. Class one means were overall means plus draws from the U (−1, 1) distributions, while those for the other three classes were the overall means plus draws from the U (−2, 2) distribution.
I compared six classifiers: PAM, PAM without shrinkage (I), PAM without fudge factors (II), PAM with class-specific gene selection (III), PAM with unique features (IV), and ClaNC. The first 15 samples in each class were used for training the classifiers, and the remaining 15 samples were used as test data. For each of 35 simulations within each simulation setup, misclassification error was computed using the 15 test samples. Table 1 shows the average test error over the 35 simulations, together with standard error estimates. In all three simulations, all classifiers considered attain zero error when using all 2500 relevant genes. The most apparent differences occur at low numbers of active genes, and so we only report these. Note that, while ClaNC is formulated in terms of the number of active genes per class, all results are presented in terms of the total number of active genes.
In simulation one, fudge factors increase error. The heterogeneity across genes in variance creates many large t-statistics corresponding to relatively small mean differences. However, an extreme t-statistic indicates a "significant" mean difference, regardless of whether its numerator is large or small. It is not surprising then that fudge factors increase error here, since many informative genes have been excluded. In simulation two, class-nonspecific gene selection increases error. This is because the t-statistics for class one tend to be more extreme than those for the other classes. As a result, more genes are selected that characterize class one than are selected for the other classes, leading to poor classification in the other classes. In simulation three, class-nonspecific selection and shrinkage increase error. This is because the t-statistics for class one tend to be less extreme than those for the other classes. As a result, fewer genes are selected that characterize class one than are selected for the other classes, leading to poor classification in class one. Note finally that the PAM classifiers on these simulations tend to have greater variability than their ClaNC analogs, likely due to the increased simplicity of ClaNC.
I now compare PAM and ClaNC on four previously published cDNA microarray experiments. In each analysis, any missing values were imputed using k nearest neighbors (Troyanskaya et al. 2001 ) with k = 10. I compare the methods on the basis of error rates from five-fold cross-validation. I avoid gene-selection bias by completely rebuilding classifiers to identical specifications in each cross-validation iteration (Ambroise and McLachlan (2002) ). Crossvalidated error rates are nearly unbiased, being slightly conservative (Ambroise and McLachlan (2002) , Hastie et al. (2001) ), and they are thus sufficient for comparing classifiers. Figure 1 and Tables 2-5 compare the performance of PAM and ClaNC on the examples; nominal error rates will change with example, being the expected error for noninformative data. I have listed the top few genes selected by ClaNC in each example in Supplementary Tables 1-4 . There is very good agreement between the genes chosen by ClaNC and those chosen by previously published classifiers.
Small Round Blue Cell Tumors
The first example involves small round blue cell tumors (SRBCT) of childhood (Khan et al. 2001) . Expression measurements were made on 2,307 genes in 83 SRBCT samples. The tumors were classified as Burkitt lymphoma, Ewing sarcoma, neuroblastoma, or rhabdomyosarcoma. There are 11, 29, 18, and 25 samples in each respective class. As seen in Figure 1 and Table 2 , PAM requires 20 genes to drop the cross-validation error below 10%, while ClaNC needs only 8. Note that the PAM misclassification error estimate for 40 active genes (0.05) is slightly lower than that for ClaNC (0.06). However, the differences are not statistically significant. The standard errors are 0.05 and 0.025, respectively, with a two-sample t-test giving a 
Lymphoma
In the second example, expression measurements were made on 4,026 genes in 58 lymphoma patients (Alizadeh et al. 2000) . The tumors were classified as diffuse large B-cell lymphoma and leukemia, follicular lymphoma, and chronic lymphocytic leukemia. There are 42, 6, and 10 samples in each respective class. As seen in Figure  1 and Table 3 , PAM error rates are greater than 10% with even 45 genes. Meanwhile, ClaNC requires only three genes for 10% error. Each of shrinkage, fudge factors, class-nonspecific selection, and repeat representations of a gene increase error in this example.
NCI Cancer Cell Lines
The third example involves the cell lines used in the National Cancer Institute's screen for anti-cancer drugs . Expression measurements were made on 6,830 genes in 60 cell tumors. There are representative cell lines for each of lung cancer, prostate cancer, CNS, colon cancer, leukemia, melanoma, NSCLC, ovarian cancer, renal cancer, and one unknown sample. I filtered out 988 genes for which 20% or more of the tumors had missing values. I also excluded samples from prostate cancer (due to there being only two samples) and the one unknown sample. There are 9, 6, 7, 6, 8, 7, 6 , and 8 samples in each remaining respective class. Classification is more difficult in this example, at least partly due to there being so many classes and few samples per class. PAM requires 80 genes for less than 45% error, while ClaNC needs only 16. The PAM misclassification error estimate for 102 genes (0.30) is less than that for ClaNC (0.35). Again, the differences are not statistically significant. The standard errors are 0.07 and 0.045, respectively, with a two-sample t-test giving a p-value of 0.67. Class-nonspecific selection and shrinkage increase error in this example. There is weak evidence that fudge factors decrease error.
Leukemia
The fourth example involves acute myeloid leukemia (AML) and acute lymphblastic leukemia (ALL) (Golub et al. 1999) . The public version of the training data used in the original analysis include expression measurements on 3,857 genes in 38 leukemia patients. There are 11 and 27 samples in each respective class. PAM requires 20 genes for 5% error, while ClaNC needs only 10. Shrinkage increases error in this example. Fudge factors, class-nonspecific gene selection, and repeat representations of a gene increase error for very small numbers of active genes and decrease error somewhat for larger numbers of active genes.
DISCUSSION
LDA-based methods have been successful in classifying microarrays. Surprisingly, I have found that shrinkage and fudge factors tend to actually increase misclassification error. Also, selecting genes by class appears to offer improvements in performance. Finally, I have suggested the selection of genes that uniquely characterize each class. Based on these observations, I have proposed a new LDA-based classifier called ClaNC. ClaNC does not use shrinkage or fudge factors and hence is very simple. Also, selected genes in a ClaNC classifier are naturally interpreted as uniquely characterizing a single class. I have demonstrated that ClaNC error rates tend to be substantially lower than their PAM counterparts in each of several examples, both simulated and real. Finally, I have provided freely available point-and-click software for ClaNC. Tibshirani et al. (2003) demonstrated that adaptive thresholds sometimes improve PAM performance. Applying the adaptive thresholds to the examples listed above, I found that ClaNC errors are still lower than those for PAM. Furthermore, the adaptive thresholds are not generally available to users, as they are not implemented in the PAM point-and-click software.
Other aspects of LDA-based classification for microarrays could be further investigated. For example, all LDA-based classifiers use univariate statistics to select genes. The top genes from this list will be those that individually best distinguish the classes. However, we would ideally like to select the best collection of genes. It may be inefficient to select genes from the list of t-statistics if some of the top genes act in similar ways. I am currently working on an LDAbased classifier that would choose optimal collections of genes.
