Abstract The convergence of a new general variable metric algorithm based on compositions of averaged operators is established. Applications to monotone operator splitting are presented.
Introduction
Iterations of averaged nonexpansive operators provide a synthetic framework for the analysis of many algorithms in nonlinear analysis, e.g., [3, 4, 7, 9, 18] . We establish the convergence of a new general variable metric algorithm based on compositions of averaged operators. These results are applied to the analysis of the convergence of a new forward-backward algorithm for solving the inclusion 0 ∈ Ax + Bx, (1.1) where A and B are maximally monotone operators on a real Hilbert space. The theory of monotone operators is used in many applied mathematical fields, including optimization [10] , partial differential equations and evolution inclusions [5, 21, 23] , signal processing [13, 17] , and statistics and machine learning [12, 19, 20] . In recent years, variants of the forward-backward algorithm with variable metric have been proposed in [15, 16, 22, 24] , as well as variants involving overrelaxations [18] . The goal of the present paper is to unify these two approaches in the general context of Sorbonne Université, Laboratoire Jacques-Louis Lions, 4 place Jussieu, 75005 Paris, France email: glaudin@ljll.math.upmc.fr iterations of compositions of averaged operators. In turn, this provides new methods to solve the problems studied in [1, 4, 6, 8, 9, 14] . The paper is organized as follows: Section 1.2 presents the background and notation. We establish the proof of the convergence of the general algorithm in Section 1.3. Special cases are provided in Section 1.4. Finally, by recasting these results in certain product spaces, we present and solve a general monotone inclusion in Section 1.5.
Notation and background
Throughout this paper, H , G , and (G i ) 1 i m are real Hilbert spaces. We use · | · to denote the scalar product of a Hilbert space and · for the associated norm. Weak and strong convergence are respectively denoted by ⇀ and →. We denote by B (H , G ) the space of bounded linear operators from H to G , and set B (H ) = B (H , H ) and
where L * denotes the adjoint of L, and Id denotes the identity operator. The Loewner partial ordering on S (H ) is defined by
and we denote by √ U the square root of U ∈ P α (H ). Moreover, for every U ∈ P α (H ), we define a scalar product and a norm by
and we denote this Hilbert space by (H ,U). Let A : H → 2 H be a set-valued operator. We denote by dom A = x ∈ H Ax = ∅ the domain of A, by graA = (x, u) ∈ H × H u ∈ Ax the graph of A, by ran A = u ∈ H (∃ x ∈ H ) u ∈ Ax the range of A, by zer A = x ∈ H 0 ∈ Ax the set of zeros of A, and by A −1 the inverse of A which is the operator with graph (u, 5) and maximally monotone if there exists no monotone operator B : H → 2 H such that gra A ⊂ graB = graA. The parallel sum of A :
Let C be a nonempty subset of H . The interior of C is int C. Finally, the set of summable sequences in [0, +∞[ is denoted by ℓ 1 + (N).
, let D be a nonempty subset of H , let α ∈ ]0, 1], and let T : H → H be an operator. Then T is an α-averaged operator on (H ,U) if 
, and let T be an α-averaged operator on (H ,U). Then the operator R = (1 − 1/α) Id +(1/α)T is nonexpansive on (H ,U).
, let C be a nonempty subset of H , and let (x n ) n∈N be a sequence in H such that
Then (x n ) n∈N is bounded and, for every z ∈ C, ( x n − z W n ) n∈N converges. 
(1.11) Let C be a nonempty subset of H , and let (x n ) n∈N be a sequence in H such that (1.10) is satisfied. Then (x n ) n∈N converges weakly to a point in C if and only if every weak sequential cluster point of (x n ) n∈N is in C.
, and let (W n ) n∈N be a sequence in P α (H ) such that sup n∈N W n < +∞ and (∀n ∈ N) (1 + ν n )W n+1 W n . Furthermore, let C be a subset of H such that int C = ∅ and let (x n ) n∈N be a sequence in H such that
Then (x n ) n∈N converges strongly.
Proposition 3. [15, Proposition 3.4] Let α ∈ ]0, +∞[, let (W n ) n∈N be a sequence in P α (H ) such that sup n∈N W n < +∞, let C be a nonempty closed subset of H , and let (x n ) n∈N be a sequence in H such that
Then (x n ) n∈N converges strongly to a point in C if and only if lim d C (x n ) = 0. 
Main convergence result
We present our main result.
(1.14)
Let ε ∈ ]0, 1[, let m 1 be an integer, and let x 0 ∈ H . For every i ∈ {1, . . . , m} and every n ∈ N, let α i,n ∈ ]0, 1[, let T i,n : H → H be α i,n -averaged on (H ,U −1 n ), let φ n an averageness constant of T 1,n · · · T m,n , let λ n ∈ ]0, φ n [, and let e i,n ∈ H . Iterate for n = 0, 1, . . .
(1.15)
and define
Then the following hold:
(iii) (x n ) n∈N converges weakly to a point in S if and only if every weak sequential cluster point of (x n ) n∈N is in S. In this case, the convergence is strong if int S = ∅. (iv) (x n ) n∈N converges strongly to a point in S if and only if lim d S (x n ) = 0.
Proof. Let n ∈ N and let x ∈ S. Set
and e n = y n − T n x n .
(1.21) Using the nonexpansiveness on (H ,U −1 n ) of the operators (T i,n ) 1 i m , we first derive from (1.21) that
Let us rewrite (1.15) as 23) and set
Then Fix R n = Fix T n and, by Lemmas 1 and 2, R n is nonexpansive on (H ,U −1 n ). Furthermore, (1.23) can be written as
Now set z n = x n + µ n (R n x n − x n ). Since x ∈ Fix R n , we derive from [4, Corollary 2.14] that
Hence, (1.25), (1.14), and (1.27) yield
and, since ∑ k∈N λ k e k U k < +∞, it follows from Lemma 4 that
Moreover, using (1.28) and (1.27) we write 
Note also that
Thus (1.31), the definition of z n , and [4, Corollary 2.14] yield
On the one hand, it follows from (i), (1.30), and (1.16) that
On the other hand, combining (1.33) and (1.35), we obtain
The results follow from (1.39), (1.38), and Proposition 1 for the weak convergence, and Propositions 2 and 3 for the strong convergence. Remark 1. Suppose that (∀n ∈ N) U n = Id and λ n (1 − ε)(1/φ n + ε). Then Theorem 1 reduces to [18, Theorem 3.5] which itself extends [9, Section 3] in the case (∀n ∈ N) λ n 1. As far as we know, it is the first inexact overrelaxed variable metric algorithm based on averaged operators.
Applications to the forward-backward algorithm
A special case of Theorem 1 of interest is the following.
, and let (U n ) n∈N be a sequence in P α (H ) such that
(1.40)
, let e 1,n ∈ H , and let e 2,n ∈ H . In addition, for every n ∈ N, let λ n ∈ ε, ε + 1 − ε φ n , where φ n = α 1,n + α 2,n − 2α 1,n α 2,n 1 − α 1,n α 2,n , (
and iterate x n+1 = x n + λ n T 1,n T 2,n x n + e 2,n + e 1,n − x n .
(1.42)
λ n e 1,n < +∞, and ∑ n∈N λ n e 2,n < +∞.
(1.43) Then the following hold:
(iv) Suppose that every weak sequential cluster point of (x n ) n∈N is in S. Then (x n ) n∈N converges weakly to a point in S, and the convergence is strong if int S = ∅. 
(1.45) However, we derive from the assumptions that 
Remark 2. This corollary is a variable metric version of [18, Corollary 4.1] where
(∀n ∈ N) U n = Id and λ n (1 − ε)(1/φ n + ε).
We recall the definition of a demiregular operator. See [2] for examples of demiregular operators.
Definition 2. [2, Definition 2.3] An operator A :
H → 2 H is demiregular at x ∈ dom A if, for every sequence ((x n , u n )) n∈N in gra A and every u ∈ Ax such that x n ⇀ x and u n → u, we have x n → x.
H be a maximally monotone operator, let β ∈ ]0, +∞[, let γ ∈ ]0, 2β / U ], and let B a β -cocoercive operator. Then the following hold:
Proof. (i): [16, Lemma 3.7] .
(ii): We derive from (1.7) and Lemma 5(iii) that for every x ∈ H and for every
Thus, for every x ∈ H and for every y ∈ H (x − γUBx) − (y − γUBy)
which concludes the proof. Next, we introduce a new variable metric forward-backward splitting algorithm.
, and let (U n ) n∈N be a sequence in P α (H ) such that µ = sup n∈N U n < +∞ and (∀n ∈ N) (1 + η n )U n+1 U n .
(1.50) Let x 0 ∈ H , let A : H → 2 H be maximally monotone, and let B : H → H be β -cocoercive. Furthermore, let (a n ) n∈N and (b n ) n∈N be sequences in H such that ∑ n∈N a n < +∞ and ∑ n∈N b n < +∞. Suppose that zer (A + B) = ∅ and, for every n ∈ N, let
and iterate
Then the following hold: Then (x n ) n∈N converges strongly to a point in zer (A + B).
Proof. We apply Corollary 1. Set (∀n ∈ N) T 1,n = J γ n U n A , T 2,n = Id −γ n U n B, e 1,n = a n , and e 2,n = −γ n U n b n .
(1.53) Then, for every n ∈ N, T 1,n is α 1,n -averaged on (H ,U −1 n ) with α 1,n = 1/2 and T 2,n is α 2,n -averaged on (H ,U −1 n ) with α 2,n = γ n U n /(2β ) by Proposition 4. Moreover, for every n ∈ N,
and, therefore, (1.51) yields
Hence, we derive from (1.54) and (1.55) that (∀n ∈ N) λ n 2 + ε. Consequently, ∑ n∈N λ n e 1,n = (2 + ε) ∑ n∈N a n < +∞ ∑ n∈N λ n e 2,n 2β (2 + ε)µα −1 ∑ n∈N b n < +∞. 
(1.58) (iii): Let (k n ) n∈N be a strictly increasing sequence in N and let y ∈ H be such that x k n ⇀ y. In view of Corollary 1(iv), it remains to show that y ∈ zer (A + B). Set
and let z ∈ zer (A + B). Hence, we derive from (i) that y n − x n → 0. Then y k n ⇀ y and by (ii) Bx n → Bz. Altogether, y k n ⇀ y, v k n ⇀ Bz, y k n − x k n → 0, u k n + v k n → 0, and, for every n ∈ N, u k n ∈ Ay k n and v k n ∈ Bx k n . It therefore follows from [11, Lemma 4.5(ii)] that y ∈ zer (A + B). Using the averaged operators framework allows us to obtain an extended forwardbackward splitting algorithm in Euclidean spaces.
, and let (U n ) n∈N be a sequence in
(1.60)
Let ε ∈ ]0, 1/2[, let A : H → 2 H be a maximally monotone operator, let β ∈ ]0, +∞[, let B a β -cocoercive operator, and let (γ n ) n∈N and (µ n ) n∈N be sequences in [ε, +∞[ such that
Suppose that H is finite-dimensional and that zer (A + B) = ∅. Then (x n ) n∈N converges to a point in zer (A + B).
Proof. Set (∀n ∈ N) T n = Id +µ n (J γ n U n A (Id −γ n U n B) − Id). Remark that, for every n ∈ N, T n is φ n -averaged. Hence we apply Theorem 1 with m = 1 and λ ≡ 1. It follows from Theorem 1(i) and (1.61) that T n x n − x n → 0. Since H is finitedimensional, the claim follows from Theorem 1(iii).
Remark 4. An underrelaxation or an appropriate choice of the metric of the algorithm allows us to exceed the classical bound 2/β for (γ n ) n∈N . For instance, the parameters γ n ≡ 2.99/β , µ n ≡ 1/2, and U n ≡ Id satisfy the assumptions.
A composite monotone inclusion problem
We study the composite monotone inclusion presented in [14] .
H → H be µ-cocoercive, and let m be a strictly positive integer. For every i ∈ {1, . . . , m}, let r i ∈ G i , let B i : G i → 2 G i be maximally monotone, let ν i ∈ ]0, +∞[, let D i : G i → 2 G i be maximally monotone and ν i -strongly monotone, and suppose that 0 = L i ∈ B (H , G i ). The problem is to find x ∈ H such that
the dual problem of which is to find v 1 ∈ G 1 , . . . , v m ∈ G m such that
(1.64)
The following corollary is an overrelaxed version of [16, Corollary 6.2] .
Corollary 2. In Problem 1, suppose that
and set β = min{µ, ν 1 , . . . , ν m }.
(1.66)
x 0 ∈ H , let (a n ) n∈N and (c n ) n∈N be absolutely summable sequences in H , and let (U n ) n∈N be a sequence in P α (H ) such that (∀n ∈ N) U n+1 U n . For every i ∈ {1, . . . , m}, let v i,0 ∈ G i , and let (b i,n ) n∈N and (d i,n ) n∈N be absolutely summable sequences in G i , and let (U i,n ) n∈N be a sequence in P α (G i ) such that (∀n ∈ N) U i,n+1 U i,n . For every n ∈ N, set
suppose that x n = (x n , v 1,n , . . . , v m,n ) y n = (p n , q 1,n , . . . , q m,n ) a n = (a n , b 1,n , . . . , b m,n ) c n = (c n , d 1,n , . . . , d m,n ) d n = (U −1 n a n ,U and b n = ( S + V n ) a n + c n − d n . V −1 n ∈ P 1/ρ (K ). We observe that (1.74) has the structure of the variable metric forward-backward splitting algorithm (1.52) and that all the conditions of Proposition 5 are satisfied. Acknowledgement. The author thanks his Ph.D. advisor P. L. Combettes for his guidance during this work, which is part of his Ph.D. dissertation.
