ABSTRACT. We recount previous development of d-fold doubling of orthogonal polynomial sequences and give new results on rational function coefficients, recurrence formulas, continued fractions, Rodrigues' type formulas, and differential equations, for the general case and, in particular, for the d-fold Hermite orthogonal rational functions.
Introduction.
Orthogonal rational functions and related subjects today are active areas of investigation for researchers around the world, yielding theoretical and applicable results spanning a gamut of interests. Included among these are various techniques and methods of numerical integration. [1, 2, 3, 6, 9, 10, 11, 15] are examples. It was shown in [10] that the transformation given in [12, 13] taking systems of orthogonal polynomials to systems of orthogonal Laurent polynomials applies in a more general context of certain function spaces, leading to a recursive construction of hierarchies of rational function spaces. Consequently, Gaussian quadrature rules of a new kind were obtained, ones in which the number of nodes are doubled and redoubled and the abscissas and weights themselves are given by simple recursive formulas, extending the results in [9, 11] .
It is our goal here to explicate the family of orthogonal rational function sequences that is constructed from the classical Hermite polynomials, although new and recounted theorems are given for the general case of d-fold doubling of orthogonal polynomial sequences that was introduced in [10] . The work in [10] begins with the following very general theorem concerning recursive building of function spaces. The spaces need not be comprised of rational functions and may not be ordered by inclusion. (y) be given by (2.1) and (2.2), respectively. Suppose 
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Then, with reference to the equations (2.3),
m+1 is a real vector space of real, continuous functions on 
ORFS constructions and d-fold
is used to generate strong moment distribution functions from symmetric moment distribution functions. Considering the recursive transformation theorem and the work done in [9, 11, 12 , 13], we now recount those results given in [10] that show how OPS's can be used to construct not only OLPS's, but ORFS's and associated Gaussian quadrature rules.
We restrict our attention here to continuous, non-negative weight functions w(x) on unions of disjoint intervals
on infinite dimensional subspaces P of the space of real rational functions, where P has an ordered orthogonal basis P := {P n (x)} ∞ n=0 , orthogonal with respect to (·, ·). P is called an Orthogonal Rational Function Sequence (ORFS) with respect to (·, ·) on P. If P is the space of real polynomials and the ORFS P is ordered by polynomial degree, P is called an Orthogonal Polynomial Sequence (OPS). If P is the space of real Laurent polynomials with ordered basis
implying the term L-degree, and the ORFS P is ordered by L-degree, P is called an Orthogonal Laurent Polynomial Sequence (OLPS).
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is a linearly independent set of rational functions with the set of poles S
forms a basis for a real vector space of rational functions. For example, B
, the space of real polynomials. By the work in [12, 13], P
is the space of real Laurent polynomials, and hence has basis B (γ,λ) 1
In general, we have the following theorem. . Remark 3.2. We suppress the explicit notational reference to the dependence on the sequence of parameters (γ, λ) at times, hereafter, when the relief from notation is deemed desirable for expositional purposes and there is little loss of clarity.
In the cases d = 0, 1, if we consider B d as an ordered set, with ordering as implied in the definition (3.5), then P d is obtained by applying the Gram-Schmidt process to B d , using (·, ·) d provided by the recursive transformation theorem. However, a close reading of the argument in [10] that B d ⊂ P d reveals that this is not true for d = 2, 3, 4, . . . . Next, we collect some additional facts pertaining to the structure of the ordered orthogonal basis P d of P d before turning our attention to related quadrature rules. The next theorem is an easy consequence of the previous two. 
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The next two results follow by induction arguments on d. 
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We turn our attention now to Gaussian Quadrature. 
Theorem 3.6 (d-Fold Gauss quadrature, proof in [10]). Proceed under the assumptions and notation of Theorem 3.3 and Theorem 3.4.
For k = 1, 2, . . . , 2 d n, set (3.11) w (γ,λ) d,n,k := I (γ,λ) d l (γ,λ) d,n,k (x) w (γ,λ) d (x) dx, where (3.12) l (γ,λ) d,n,k (x) := P (γ,λ) d,2 d n (x) (x − x (γ,λ) d,n,k )P (γ,λ) d,2 d n (x (γ,λ) d,n,k ) .
Then, for every rational function q(x) in the real linear span of
where w 
Theorem 3.8 (d-Fold Gauss quadrature error, proof in [10]). Proceed under the assumptions and notation of Theorems
where
These results concerning d-fold doubling and Gaussian quadrature constituted the successful completion of the main goal of the work in [10] and give a template from which special case studies can begin. As we shall see in the next section, an OPS with support I 0 = (−∞, ∞), like the Hermite polynomials, offers an opportunity for useful refinements of the general d-fold Gauss quadrature presented above. In addition, in any case, taking (γ, λ) to be a constant sequence of parameters leads to simpler descriptions and formulas, as illustrated by the next theorem. Theorem 3.9 also gives some justification in calling P d the d-fold doubling of P 0 and in the use of similar terminology in the more general context of the recursive transformation theorem. 
⊂ · · · if and only if (γ, λ) is a constant sequence.
Remark 3.10. Henceforth, at times we will find it convenient to identify a constant sequence (γ, λ) with the ordered pair of the same name, and vice versa. 
d-Fold Hermite rationals and Hermite-Gauss quadrature.
Let {H n (x)} ∞ n=0 be the sequence of monic Hermite polynomials, orthogonal with respect to
Using the known formula
we write the quadrature (3.3) in the compact form
for f (x) having a continuous (2n)th derivative, and some ν ∈ (−∞, ∞).
We have thus denoted the zeros of H n (x) by h (γ,λ) 0,n,k and the corresponding quadrature weights by H (γ,λ) 0,n,k , for k = 1, 2, . . . , n. Now, let γ and λ be constant positive numbers, and set
given by (3.4), we can then write (3.7g), in this case, as
as an inner product for the space P (3.8) , the zeros, which we denote by h
The corresponding weights, which we denote by H
d n, considering Theorem 3.7, we can write as
The following theorem gives the (2 d n)-Point d-fold
Hermite-Gauss quadrature formula of parameters γ, λ > 0. given in (4.7) and (4.8), respectively,
Examples, comparisons and observations concerning d-Fold HermiteGauss Quadrature are given in [10] , along with the following application to the computation of special functions. Consider the system of differential equations
which might arise in the study by separation and superposition of the wave equation
A solution to (4.11) is
dτ, x > 0, and d-fold Hermite-Gauss quadrature, Theorem 4.1, yields
for any positive integer n with n > m ≥ 0.
In order to see that (4.12) satisfies (4.11), note that
by the substitution u = τ 2 in (4.12). From this last equation, we obtain (4.14)
and, by the integration by parts formula,
The differential equation (4.11) results by combining these last two equations.
From Equation (4.13), we obtain
These expressions for X 0 (x) and X 1 (x) and the formula (4.15) can then be used recursively to find expressions for X m (x), for all other integers m.
Results and observations. We first focus on
, before turning to the Hermite special case. A weaker version of the following inner product relation was used to obtain the error formula, equation (4.10) . The proof, which we omit here, parallels that of Theorem 2.2.8 in [12]. 
In practice, one may require the partial fraction decomposition
d,n (x) in the form given by the definition, (3.6), an algorithm for finding these coefficients is given in Figure 1 .
For
i = n 2 d , n 2 d − 1, n 2 d − 2, . . . , 1, in that order, calculate b (γ,λ) d,n,i,j = lim x→s (γ,λ) d,j x−s (γ,λ) d,j i P (γ,λ) d,n (x)− n 2 d −i−1 k=0 b (γ,λ) d,n, n 2 d −k,j x − s (γ,λ) d,j n 2 d −k , for each j from 1 to 2 d − 1.
For each
Orthogonal rational function sequences, under certain regularity conditions, satisfy three-term recurrence, see [4] . Consider the possibility that P (γ,λ) d satisfies a three-term recurrence of the form P
satisfies a three-term formula, then it satisfies a two-term formula. In fact, each odd indexed function is, by Definition (3.6), given in terms of the preceding even indexed one. However, one observes from the d-fold doubling of zeros theorem (3.4) 
. Hence, we can see that
, and we have the following. 
