Pushdown Automata
A Pushdown Automata, or PDA for short, is simply an NFA equipped with a single stack. As with an NFA, it moves from vertex to vertex as it reads its input, with the additional possibility of also pushing to and popping from its stack as part of a move from one vertex to another. As with an NFA, there may be several viable computation paths. In addition, as with an NFA, to recognize an input string w, a PDA M needs to have a recognizing path from its start vertex to a final vertex that it can traverse on input w.
Recall that a stack is an unbounded store which one can think of as holding the items it stores in a tower (or stack) with new items being placed (written) at the top of the tower and items being read and removed (in one operation) from the top of the tower. The first operation is called a Push and the second a Pop. For example, if we perform the sequence of operations Push(A), Push(B), Pop, Push(C), Pop, Pop, the 3 successive pops will read the items B, C, A. respectively. The successive states of the stack are shown in Figure 1 . Let's see how a stack allows us to recognize the following language L 1 = {a
We start by explaining how to process a string w = a
As the PDA reads the initial string of a's in its input, it pushes a corresponding equal length string of A's onto its stack (one A for each a read). Then, as M reads the b's, it seeks to match them one by one against the A's on the stack (by popping one A for each b it reads). M recognizes its input exactly if the stack becomes empty on reading the last b.
In fact, PDAS are not allowed to use a Stack Empty test. We use a standard technique, which we call $-shielding, to simulate this test. Given a PDA M on which we want to perform Stack Empty tests, we create a new PDA M which is identical to M apart from the following small changes. M uses a new, additional symbol on its stack, which we name $. Then at the very start of the computation, M pushes a $ onto its stack. This will be the only occurrence of $ on its stack. Subsequently, M performs the same steps as M except that when M seeks to perform a Stack Empty test, M pops the stack and then immediately pushes the popped symbol back on its stack. The simulated stack is empty exactly if the popped symbol was a $.
Next, we explain what happens with strings outside the language. We do this by looking at several categories of strings in turn.
a
After the last b is read, there will still be one or more A's on the stack, indicating the input is not in L 1 .
On reading the (i + i)st b, there is an attempt to pop the now empty stack to find a matching A; this attempt fails, and again this indicates the input is not in L 1 .
3. The only other possibility for the input is that it contains the substring ba; as already described, the processing consists of an a-reading phase, followed by a b-reading phase. The a in the substring ba is being encountered in the b-reading phase and once more this input is easily recognized as being outside L 1 .
As with an NFA, we can specify the computation using a directed graph, with the edge labels indicating the actions to be performed when traversing the given edge. To recognize an input w, the PDA needs to be able to follow a path from its start vertex to a final vertex starting with an empty stack, where the path's read labels spell out the input, and the stack operations on the path are consistent with the stack's ongoing contents as the path is traversed.
A PDA M 1 recognizing L 1 is shown in Figure 2 . Because the descriptions of the
vertices are quite long, we have given them the shorter names p 1 -p 4 . These descriptions specify exactly the strings that can be read and the corresponding stack contents to reach the vertex in question. We will verify the correctness of these specifications by looking at what happens on the possible inputs. To do this effectively, we need to divide the strings into appropriate categories. An initial understanding of what M 1 recognizes can be obtained by ignoring what the stack does and viewing the machine as just an NFA (i.e. using the same graph but with just the reads labeling the edges). See Figure 3 for the graph of the NFA N 1 derived from M 1 . The significant point is that if M 1 can reach vertex p on input w using computation path P then so can N 1 (for the same reads label P in both machines). It follows that any string recognized by M 1 is also recognized by N 1 : , p 2 can be reached and its specification is correct. In addition, the edge to p 3 can be traversed without any additional reads or stack operations, and so the specification for p 3 with h = 0 is correct for this input. , M 1 can reach p 3 with the stack holding $ or reach p 4 with an empty stack, as described in (4). From p 3 the only available move is to p 4 , without reading anything further. At p 4 there is no move, so the rest of the input cannot be read, and thus no vertex can be reached on this input. This is a very elaborate description which we certainly don't wish to repeat for each similar PDA. We can describe M 1 's functioning more briefly as follows.
M 1 checks that its input has the form a * b * (i.e. all the a's precede all the b's) using its finite control (i.e. without using the stack). In tandem with this, M 1 uses its $-shielded stack to match the a's against the b's, first pushing the a's on the stack (it is understood that in fact A's are being pushed) and then popping them off, one for one, as the b's are read, confirming that the numbers of a's and b's are equal.
The detailed argument we gave above is understood, but not spelled out. Now we are ready to define a PDA more precisely. As with an NFA, a PDA consists of a directed graph with one vertex, start, designated as the start vertex, and a (possibly empty) subset of vertices designated as the final set, F , of vertices. As before, in drawing the graph, we show final vertices using double circles and indicate the start vertex with a double arrow. Each edge is labeled with the actions the PDA performs on following that edge.
For example, the label on edge e might be: Pop A, read b, Push C, meaning that the PDA pops the stack, reads the next input character, and if the pop returns an A and the read a b, then the PDA can traverse e, which entails it pushing C onto the stack. Some or all of these values may be λ: Pop λ means that no Pop is performed, read λ that no read occurs, and Push λ that no Push happens. To avoid clutter, we usually omit the λ-labeled terms; for example, instead of Pop λ, read λ, Push C, we write Push C. Also, to avoid confusion in the figures, if there are multiple triples of actions that take the PDA from a vertex u to a vertex v, we use multiple edges from u to v, one for each triple.
In sum, a label, which specifies the actions accompanying a move from vertex u to vertex v, has up to three parts.
1. Pop the stack and check that the returned character has a specified value (in our example this is the value A).
2. Read the next character of input and check that it has a specified value (in our example, the value b).
3. Push a specified character onto the stack (in our example, the character C).
From an implementation perspective it may be helpful to think in terms of being able to peek ahead, so that one can see the top item on the stack without actually popping it, and one can see the next input character (or that one is at the end of the input) without actually reading forward.
One further rule is that an empty state may not be popped. A PDA also comes with an input alphabet Σ an a stack alphabet Γ (these are the symbols that can be written on the stack). It is customary for Σ and Γ to be disjoint, in part to avoid confusion. To emphasize this disjointness, we write the characters of Σ using lowercase letters and those of Γ using uppercase letters.
Became the stack contents make it difficult to describe the condition of the PDA after multiple moves, we use the transition function here to describe possible out edges from single vertices only. Accordingly, δ(p, A, b) 
and Pop
We write L(M ) for the language, or set of strings, recognized by M . Next, we show some more examples of languages that can be recognized by PDAs. Figure 4 . The processing by M 2 is similar to that of M 1 . M 2 checks that its input has the form a * cb * using its finite control. In tandem, M 2 uses its $-shielded stack to match the a's against the b's, first pushing the a's on the stack (actually A's are being pushed), then reads the c without touching the stack, and finally pops the a's off, one for one, as the b's are read, confirming that the numbers of a's and b's are equal. Figure 5 . M 3 uses its $-shielded stack to 
}.
PDA M 4 recognizing L 4 is shown in Figure 6 . This is similar to Example 2. The one difference is that the PDA M 4 can decide at any point to step reading w and begin reading w R . Of course there is only one correct switching location, at most, but as M 4 does not know where it is, M 4 considers all possibilities by means of its nondeterminism. 
