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Abstract
We consider the evolution of N fermions interacting through a Coulomb or gravitational
potential in the mean-field limit as governed by the nonlinear Hartree equation with Coulomb
or gravitational interaction. In the limit of large N , in our setting corresponding to the
semiclassical limit, we study the convergence in trace norm towards the classical Vlasov-
Poisson equation for a special class of mixed quasi-free states.
1 Introduction
In this paper we shall focus on the derivation of the three-dimensional Vlasov-Poisson system
∂tf(t, x, v) + v · ∇xf(t, x, v) + E · ∇vf(t, x, v) = 0 ,
E(t, x) =
(
∇ γ|·| ∗ ̺
)
(t, x) , (t, x, v) ∈ R+ × R3 × R3
̺(t, x) =
∫
f(t, x, v) dv ,
(1.1)
from the quantum N -body dynamics in a joint mean-field and semiclassical regime. More precisely,
we will address the semicalssical limit from the mean-field quantum description given by the Hartree
equation towards the Vlasov-Poisson equation. In Eq. (1.1), γ = −1 or γ = 1 if the interaction
is respectively gravitational or Coulombian. The system (1.1) is an effective equation, whose
unknown f : R+ × R3 × R3 → R is a time dependent function on the phase space modelling the
probability density of particles in a plasma under the effect of a self-induced field E, dependent on
the spatial density ̺ : R+ × R3 → R+. From a physical viewpoint, the attractive case (γ = −1)
describes the motion of galaxy clusters under the gravitational field with many applications in
astrophysics. The repulsive case (γ = 1) represents the evolution of charged particles in presence
of their self-consistent electric field and it is used in plasma physics or in semi-conductor devices.
In this context, the self-induced field E(t, x) is a conservative force, hence there exists a real-
valued function of time and space U(t, x) such that E = ∇xU which satisfies the Poisson equation
−∆xU = ̺t. More precisely, Eq. (1.1) can be rewritten as a Vlasov equation coupled with a
Poisson equation, whence the name Vlasov-Poisson system.
Many authors have been investigating the problem of deriving the Vlasov-Poisson system (1.1)
from the many-body quantum dynamics and its understanding is nowadays rather complete, at
least in the case of particles at positive temperature, without statistics or obeying the Bose statis-
tics. The situation is much less clear when dealing with fermions. The aim of this paper is to
provide a better understanding of the derivation of the Vlasov-Poisson system from the dynam-
ics of N particles obeying the Fermi statistics in a coupled mean-field and semiclassical scaling.
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More precisely, it focuses on the vertical arrow of the diagram in (1.9) when the interaction among
particles is given by the Coulombian or by the gravitational potential.
Many-body dynamics. We consider a system of N fermions in dimension d = 3 interacting
through a Coulomb potential (or a gravitational potential). A state of the system is described by
a wave function ψN ∈ L2a(R3N ), the space of square integrable functions which are antisymmetric
in the exchange of particles. This property reflects the Pauli exclusion principle, which states that
two particles cannot occupy the same quantum state.
The Hamiltonian associated with a system of N fermions interacting through a Coulomb or
gravitational potential which acts on L2a(R
3N ) is given by
HN =
N∑
j=1
−∆qj + γ
N∑
i<j
1
|qi − qj | (1.2)
where qj ∈ R3 denotes the position of the j-th particle, the potential energy is positive in the
repulsive case γ = +1, i.e. for the Coulomb potential, and negative γ = −1 in the case of gravita-
tional interaction. We shall focus now on the repulsive case, though the exact same considerations
can be done for the attractive case by changing the sign in front of the potential energy.
Given a quantum state ψN ∈ L2a(R3N ), its time evolution is driven by the N -body Schro¨dinger
equation 
i∂τψN,τ(q1, . . . , qN ) = HNψN,τ (q1, . . . , qN ) ,
ψN,0(q1, . . . , qN ) = ψN (q1, . . . , qN ) .
(1.3)
Though the Cauchy problem (1.3) admits the unique solution ψN,t = e
−itHNψN , the number of
particlesN is typically so large that we cannot extract any useful information out of it. We therefore
look for an effective equation which approximates in a suitable regime the N -body dynamics.
Fermionic mean-field regime. In this paper we are interested in the mean-field regime. To see
how the mean-field scaling arises in this context, we consider an electrically neutral atom made of
N electrons (fermions) and a nucleus fixed at the origin. The associated Hamiltonian is given by
HatomN =
N∑
j=1
[
−∆qj −
N
|qj |
]
+
N∑
i<j
1
|qi − qj | . (1.4)
From Thomas-Fermi theory (see for instance [29, 30]), we know that the N electrons localise at
distance O(N−
1
3 ) from the fixed nucleus. It is therefore natural to scale the position variables by
a factor N−
1
3 . This leads to rewrite the Hamilton operator (1.4) in the scaled variables as
HatomN =
N∑
j=1
[
−N 23∆xj −
N
4
3
|xj |
]
+N
1
3
N∑
i<j
1
|xi − xj | , (1.5)
with xj = N
1
3 qj . We introduce the positive parameter
εN = N
− 13 (1.6)
to rewrite (1.5) as
HatomN = N
4
3
 N∑
j=1
(
−ε2N∆xj −
1
|xj |
)
+
1
N
N∑
i<j
1
|xi − xj |
 . (1.7)
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We now scale the time variable in order to absorb the factor N
4
3 in front of the Hamilton operator,
that is equivalent to look at larger time scales in a new time variable t, and we readily see that
such a space-time scaling leads to the N -body Schro¨dinger equation
iεN∂tψN,t =
 N∑
j=1
(
−ε2N∆xj −
1
|xj |
)
+
1
N
N∑
i<j
1
|xi − xj |
ψN,t (1.8)
where the factor N−1 in front of the interaction is typical of the mean-field regime. We also observe
that such a mean-field scaling comes coupled with a semiclassical limit since εN defined in (1.6)
plays the role of the Plank constant ~. This regime is very different from the bosonic one, in which
the mean-field approximation and the semiclassical limit are not coupled.
For the rest of the paper we will discard the subscript N in εN and denote it simply by ε for the
sake of readibility.
State of art. The first derivation of the Vlasov equation from many-body quantum dynamics
was obtained in the 80s by Narnhofer and Sewell [34] for interaction potentials V ∈ Cω(R3) and
extended to V ∈ C2(R3) by Spohn in [42]. These results establish convergence of the dynamics,
but no information on the rate of convergence is provided. An analogous result has been obtained
in [26] by analysing the dynamics of factored WKB states and combining the mean-field and the
semiclassical limit.
N-body Schro¨dinger Eq. Hartree Eq.
Vlasov Eq.
N→∞
ε→0
N≫1
ε→0 (1.9)
A different approach consists in considering the Hartree equation as a bridge between the N -
body Schro¨dinger dynamics and the Vlasov equation, as pictured in (1.9). The Hartree equation
reads
iε∂t ωN,t =
[−ε2∆+ V ∗ ̺t , ωN,t] (1.10)
where ωN,t is a nonnegative trace class fermionic operator over L
2(R3), and for two operators A
and B the standard notation [A,B] stands for the commutator AB −BA. More precisely, we say
that an operator ωN,t is fermionic if the bound
0 ≤ ωN,t ≤ 1 (1.11)
hold. Notice moreover that if we assume (1.11) at time t = 0, the equation (1.10) propagates such
a bound for positive times.
Looking at the Hartree equation (1.2), one observes that its solution ωN,t is still N dependent
and one expects it to approach a solution to the Vlasov equation as N → ∞. Figure (1.9) above
describes two ways of deriving the Vlasov equation from the many-body dynamics: either one
performs a direct limit N = ε−3 → ∞, or one first observes that for N large but fixed the
many-body Schro¨dinger equation is approximated by the Hartree equation and then performs the
semiclassical limit ε→ 0 recovering the Vlasov equation
∂tWt + v · ∇xWt + (V ∗ ̺t) · ∇vWt = 0 ,
̺t(x) =
∫
Wt(x, v) dv .
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To compare these objects, namely an operator ωN,t on L
2(R3) (solution to the Hartree equation
(1.10)) and a function WN,t defined on the phase space R
3 × R3 (solution to the Vlasov system
(1.1)), we introduce two standard tools in semiclassical analysis: the Wigner transform of an
operator ωN,t defined as
WN,t(x, v) =
( ε
2π
)3 ∫
ωN,t
(
x+ ε
y
2
;x− εy
2
)
e−iv·ydy , (1.12)
and its inverse, known as Weyl quantization, given by
ωN,t(x; y) = N
∫
WN,t
(
x+ y
2
, v
)
eiv·
(x−y)
ε dv . (1.13)
We recall that the Wigner transform of a fermionic operator is not always a probability density
on the phase space, as in general it is not positive. This issue can be fixed by using the Husimi
transform (see [11] for further discussions on this point).
The horizontal line in figure (1.9) in the regime under consideration has been investigated in
[15, 12], where it has been shown that for regular interaction potentials the Hartree equation is a
good approximation for the many-body Schro¨dinger evolution when considering zero temperature
states enjoying a semiclassical structure. More precisely, in [15] the convergence of the Schro¨dinger
dynamics towards a solution of the Hartree equation in the sense of reduced density matrices has
been proved for short times and without a control on the rate of convergence. In [12] the authors
prove that such an approximation holds for time intervals of order one and provide explicit estimates
on the speed of convergence in terms of the number of particles N . This latter has been extended
to positive temperature states in [10] and to fermions with semi-relativistic dispersion relation in
[14]. For singular potentials of the form V (x) = |x|−α, for α ∈ (0, 1], it has been shown in [39, 40]
that the Hartree dynamics is still a good approximation of the many-body one, at least for a very
special class of initial data, namely translation invariant states.
Different regimes have been considered in [5, 6, 7, 8, 19, 35, 37]. More precisely, states confined
in a volume of order O(N) have been studied in [5, 35, 37], while a regime in which the potential
energy is sub-leading with respect to the kinetic one has been considered in [6, 7, 8, 19].
Using (1.12), in [31, 20, 33, 17] the vertical line in figure (1.9) has been investigated. The authors
prove convergence in weak sense towards the solutions of the Vlasov equation. The analysis in
[31, 17] includes the Coulomb potential, but does not provide explicit bounds on the convergence
rate, which are fundamental for applications. Indeed, in all relevant situations, the number of
particles N is large, but finite. An explicit control on the convergence rate therefore allows to
determine how large the system (i.e. the number of particles N) should be in order for the Vlasov
equation to be a meaningful approximation.
The paper [3] was the first of a long list of references in which this aspect has been tackled.
Indeed, in [3] Athanassoulis, Paul, Pezzotti and Pulvirenti obtain the convergence of the Wigner
transform of a solution to the Hartree equation towards a solution to the Vlasov equation in
Hilbert-Schmidt norm with a relative rate N−
2
21 for V ∈ H1(R3). In [37] and [1, 2] an expansion
of the solution of the Hartree equation in powers of ε has been provided.
More recently, in the same spirit of [3], assumptions on the potentials has been relaxed first to inter-
actions V such that ∇V ∈ Lip(R3) [11] and then to inverse power law potentials V (x) = γ|x|−α,
for α ∈ (0, 1/2) and γ = ±1 (cf. [40]). A key ingredient is to consider the problem from the
perspective of the Weyl quantization, instead of the one of the Wigner transform usually adopted
in the previous literature. In the same regime, convergence of minimizers of the N -particle energy
to the mean-field energy has been proven in [18, 28], respectively for zero and positive temperature.
A different approach has been recently proposed by [23] with the introduction of a new pseudo-
distance which is reminiscent of the Monge-Kantorovich distance for probability measures in the
setting of classical mechanics. Under appropriate conditions on the initial states, such a pseudo-
distance metrizes weak convergence. For potentials V such that the force satisfies ∇V ∈ Lip(R3),
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Golse and Paul prove that the Vlasov equation is a good approximation for the Hartree dynamics
when considering a special class of bosonic states, defined through To¨plitz operators in [23] and
they are able to consider projection operators in [24] by introducing the notion of quantum empir-
ical measure. In [25] the convergence result in [23] is proven to be uniform in the Planck constant.
On the same line, [23] has been extended by Lafle`che in [27] to the case of singular interaction
potentials, here included the Coulomb case.
In this paper we are interested in giving a strong notion of convergence of the Hartree dynamics
to the Vlasov-Poisson one for particles obeying the Fermi statistics, exhibiting explicit control on
the convergence rate and thus extending and complementing previous results by [31, 17, 27].
Notations, assumptions and main result. To state precisely the main result of this paper,
we introduce the following notations. For s ∈ N, let Hs(R3 × R3) denote the Hilbert space of
real-valued functions f on the phase space R3 × R3 with finite norm
‖f‖2Hs :=
∑
|β|≤s
∫∫
R3×R3
|∇βf(x, v)|2 dx dv ,
where β is a multi-index and ∇β acts on both x and v. For s,m ∈ N, let Hsm(R3 ×R3) denote the
Sobolev space Hs weighted with (1 + x2 + v2)m and define its associated norm
‖f‖2Hsm :=
∑
|β|≤s
∫∫
R3×R3
(1 + x2 + v2)m|∇βf(x, v)|2 dx dv .
We denote the m-th velocity moment associated to a function f ∈ L1(R3 × R3) by
Mm(f) =
∫∫
R3×R3
|v|mf(x, v) dx dv . (1.14)
Moreover, we denote by ̺|[x,ωN ]| the function associated with the integral kernel of the operator
|[x, ωN ]|
̺|[x,ωN ]|(x) := |[x, ωN ]|(x;x) , for x ∈ R3 . (1.15)
Moreover, throughout the paper we look at the situation in which a smooth solution to the
Vlasov-Poisson equation exists and is unique. This is always the case when the following assump-
tions on the initial datum WN are satisfied:
i) WN ∈ L1 ∩ L∞(R3 × R3) and Mm(WN ) <∞ for all m < m0, with m0 > 6.
ii) For all R, T > 0,
ess sup
y, w
{|∇kWN |(y + vt, w) : |y − x| ≤ R, |w − v| ≤ R}
∈ L∞((0, T )× R3x;L1(R3v) ∩ L2(R3v))
(1.16)
for k = 0, 1, . . . , 5.
iii) There exists C > 0 independent of N such that, for k = 0, . . . , 6, ‖WN‖Hk4 ≤ C .
In the same spirit of [11, 41], the main result of this paper reads
Theorem 1.1. Let ε = εN be defined as in (1.6). Let ωN be a sequence of fermionic operators on
L2(R3), 0 ≤ ωN ≤ 1, with tr ωN = N and with Wigner transform WN satisfying i), ii), iii). Let
ωN,t denote the solution of the time-dependent Hartree equation (1.10) with initial data ωN,0 = ωN
and let W˜N,t be the solution of the Vlasov-Poisson system (1.1) with initial data W˜N,0 =WN . Let
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ω˜N,t denote the Weyl quantization of W˜N,t and assume that there exist a time T > 0, a number
p > 5 and a positive constant C such that
sup
t∈[0,T ]
3∑
i=1
[‖̺|[xi,ω˜N,t]|‖1 + ‖̺|[xi,ω˜N,t‖p] ≤ CNε . (1.17)
Then
tr |ωN,t − ω˜N,t| ≤ CtN ε
[
1 +
4∑
i=1
εi sup
N
‖WN‖Hi+24
]
. (1.18)
where Ct is a constant depending only on the time t and on ‖WN‖H24 .
We comment on the meaning of the Theorem 1.1 above and discuss the assumptions.
• We notice that because of the normalization tr ωN,t = N , Eq. (1.18) proves that ωN,t and
ω˜N,t are close as N is large. Indeed, the trace norm of ωN,t − ω˜N,t is smaller than the trace
of ωN,t and ω˜N,t.
• We observe that assumptions ii) and iii) restrict our analysis to the case of fermionic mixed
states, i.e. equilibrium states at positive temperature. Indeed, at zero temperature the
states of a system at equilibrium can be approximated by Slater determinants, whose Wigner
transforms are in general not smooth. To support this statement, we analyse the following
prototype example. Consider a system of N non interacting fermions in a box Λ of volume
of order one with periodic boundary conditions. This choice makes the system translation
invariant, thus guaranteeing that fermions are uniformly distributed in the box with density
of particles equal to N . We observe that the fact that fermions are not interacting drastically
simplifies the picture. Indeed, in this framework the ground state of the system is exactly a
Slater determinant whose Wigner transform can be computed explicitly:
WN (x, v) =
1
N
1{(x,v)∈Λ×R3 : |v|≤CN1/3} (1.19)
Therefore, in the case of free fermions in a box of order one with periodic boundary conditions,
the Wigner transform of the ground state of the system behaves as the characteristic function
of a set and surely does not satisfy the hypotheses of Theorem 1.1.
If we consider the interacting picture in which fermions interact through a mean-field potential
V and the system is confined by an external potential V ext, then the density of particles is
not equal to N anymore, but one still expects the Wigner transform associated with the
approximation of the ground state of the system to be of the form (1.19), where the uniform
density N is replaced by a local function of x, say ̺TF(x), that is the minimiser of the
Thomas-Fermi energy functional, i.e.
̺TF(x) := argmin
̺∈L1∩L 53
‖̺‖1=N
{
3
5
cTF
∫
̺(x)5/3dx+
∫
V ext(x)̺(x)dx +
1
2
∫∫
V (x− y)̺(x)̺(y)dxdy
}
where cTF is the Thomas-Fermi constant. We therefore conclude that the assumptions of
Theorem 1.1 are expected to hold for states describing systems of N particles in equilibrium
at positive temperature, but do not include pure states, i.e. states at zero temperature (cf.
[11] for details).
• We comment on the assumptions. Hypotheses i) and ii) (for k = 0, 1) where proven in
[32] to guarantee existence, uniqueness and propagation of moments of a solution to the
Vlasov-Poisson system (1.1). Hypotheses ii) (for k = 2, . . . , 5) and iii) are crucial to ensure
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regularity of the solution in H64 . The bounds (1.17) are assumed to hold true at positive
time. This is a severe restriction of our result. The quantity (1.15) has already played a
central role in [12, 39, 40]. We recall that the assumption
‖̺|[x,ωN ]|‖L1 = tr |[x, ωN ]| ≤ CNε (1.20)
is equivalent to ask for initial states enjoying a semiclassical structure. More precisely, the
Hartree equation is expected to be a good approximation for the many-body Schro¨dinger
dynamics if the kernel of the initial data ωN (x; y) is concentrated on the diagonal and decays
when |x− y| ≫ ε. Thus, as pointed out in [12], the kernel of ωN should be of the form
ωN(x; y) ≃ 1
ε3
ϕ
(
x− y
ε
)
̺
(
x+ y
2
)
, (1.21)
where ̺ represents the density of particles in space and ϕ fixes the momentum distribution.
In particular, (1.21) is compatible with (1.20). See Chapter 6 in[13] for a detailed explanation
and Section 5 in [12] for the propagation in time of (1.20) in the case of smooth interaction
potentials.
To deal with the singularity of the Coulomb potential, we need also to control Lp norms
of ̺|[x,ω˜N,t]| for p > 5, that means to require more structure on the operator |[x, ω˜N,t]|. At
the moment, when p > 1, we do not know how to prove that if ‖̺|[x,ω˜N ]|‖Lp ≤ CNε, this
bound is propagated in time by the Vlasov-Poisson evolution. Theorem 1.1 is therefore a
result conditioned to the uniform in time bounds (1.17). Nevertheless, there is one peculiar
situation in which it is possible to verify assumption (1.17) holds true and it will be discussed
in Section 4.
• Theorem 1.1 is stated for the Hartree dynamics, but it is actually true also for the Hartree-
Fock equation 
iε∂t ωN,t =
[−ε2∆+ V ∗ ̺t −Xt , ωN,t] ,
Xt(x; y) =
1
N
V (x− y)ωN (x; y) ,
(1.22)
for in this setting the exchange term turns out to be sub-leading (cf. [12, 39]).
Strategy. We present here the strategy of the proof in an informal way. We proceed as in [11]
by performing a comparison between solutions to the Hartree equation and the Vlasov-Poisson
system at the level of operators. This means to consider the Vlasov-Poisson system in its Weyl
quantized form (see Eq. (2.4)). More precisely, we consider a sequence of fermionic operators
ωN , i.e. operators such that 0 ≤ ωN ≤ 1, and look at their evolution first accordingly to the
Hartree equation and then according to the Weyl quantized Vlasov-Poisson equation. We denote
the solution to the Cauchy problem associated to the Hartree equation with initial data ωN by
ωN,t, whereas the solution of the Weyl quantized Vlasov-Poisson system with initial data ωN is
denoted by ω˜N,t. We recall that such a solution exists and it is unique under the assumptions of
our theorem, due to the result by Lions and Perthame [32] and its extension to signed measure (see
[11] and [40]). We therefore compare ωN,t and ω˜N,t looking for a Gro¨nwall type inequality on the
trace norm of the operator ωN,t − ω˜N,t. The fist difficulty to cope with is a bound on the kinetic
energy associated with the difference ωN,t− ω˜N,t. To overcome this issue, in the same spirit of [11]
we introduce a reference frame through a unitary dynamics. This suffices to tackle the problem
since in this new reference frame the kinetic energy term
[ −ε2∆ , ωN,t − ω˜N,t ]
does not appear anymore (see Lemma 2.1). With respect to [11], where interactions with two
bounded derivatives have been treated, the new difficulty here is to deal with the singularity at
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zero of the Coulomb potential. To face this more fundamental point, we make use of an expression
for the Coulomb potential introduced by Fefferman and de la Llave (see Lemma 2.2). To be more
precise, we employ a smooth version of it (see Eq. (2.10)):
1
|x− y| = C
∫ ∞
0
∫
R3
1
r5
χ(r,z)(x)χ(r,z)(y) dz dr
where χ(r,z)(·) is a smooth function depending on the distance | ·−z| and varying on a scale r. The
most important implication of such a rewriting of the Coulomb potential as an integral over all
possible spheres of radius r ≥ 0 consists in isolating the singularity at zero from all the other terms
appearing in the Gro¨nwall like type inequality (most of them produce errors which are estimated
in Proposition 2.5). Hence, the key idea is to cancel part of the interaction by estimating the trace
norm of the commutator [χ(r,z), ω˜N,t], where χ(r,z) acts as a multiplication operator. In order to
absorb the singularity at r = 0, we need the bound on tr |[χ(r,z), ω˜N,t]| to be sharp in the r variable
(see Lemma 2.4). Such a sharp bound forces us to look at quantities (see Eq. (1.15)) that are
in general not known to be bounded in terms of the assumptions on the initial data. This is the
reason why we need to restrict our analysis to a special class of initial data (see Section 4).
Plan of the paper. In Section 2 we present some preliminary estimates which will be used in
Section 3, where the proof of Theorem 1.1 is presented; we conclude with Section 4, where examples
of initial states verifying the assumptions of Theorem 1.1 are analysed, namely translation invariant
states for the Vlasov-Poisson system and steady states for the attractive Vlasov-Poisson system.
Hence, Theorem 1.1 shows that the Hartree evolution for non translation invariant states and for
non stationary states can be approximated by translation invariant states, or respectively steady
states in the attractive case, of the Vlasov-Poisson system, thus showing that the Hartree dynamics
leaves the state of the system approximately invariant.
2 Auxiliary Lemmas and Propositions
We start by giving a handier expression for the trace norm of the difference of a solution to the
Hartree equation (2.1) and the Weyl transform of the solution to the Vlasov-Poisson system (1.1).
Lemma 2.1. Let ωN be a sequence of fermionic operators on L
2(R3), 0 ≤ ωN ≤ 1, with tr ωN = N
and denote by WN its Wigner transform. For each N ∈ N, let ωN,t be the solution of the time-
dependent Hartree equation with Coulomb interaction
i ε ∂tωN,t =
[
−ε2∆+ 1| · | ∗ ̺t , ωN,t
]
(2.1)
with initial data ωN,0 = ωN and let W˜N,t be the solution of the Vlasov-Poisson system (1.1) with
initial data W˜N,0 = WN . Moreover, let ω˜N,t denote the Weyl quantization of W˜N,t. Then the
following estimate holds true
tr |ωN,t − ω˜N,t| ≤ 1
ε
∫ t
0
tr
∣∣∣∣[ 1| · | ∗ (̺s − ˜̺s), ω˜N,s
]∣∣∣∣ ds+ 1ε
∫ t
0
tr |Bs| ds , (2.2)
where for every t ≥ 0, Bt is the operator associated with the kernel
Bt(x; y) =
[(
1
| · | ∗ ˜̺t
)
(x) −
(
1
| · | ∗ ˜̺t
)
(y)−∇
(
1
| · | ∗ ˜̺t
)(
x+ y
2
)
· (x − y)
]
ω˜N,t(x; y) (2.3)
for all x, y ∈ R3.
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Proof. We perform the Weyl transform of the Vlasov-Poisson system (1.1)
∂tW˜N,t + v · ∇xW˜N,t + E · ∇vW˜N,t = 0 ,
E(t, x) = ∇
(
γ
|·| ∗ ˜̺t) (x) ,
˜̺t(x) = ∫ W˜N,t(x, v) dv ,
and we obtain
i ε ∂tω˜N,t = [−ε2∆ , ω˜N,t] +At (2.4)
where ω˜N,t is the Weyl transform of W˜N,t and At is the operator associated with the kernel
At(x; y) = ∇
(
1
| · | ∗ ˜̺t
)(
x+ y
2
)
· (x− y) ω˜N,t(x; y) .
Since we are interested in finding an expression for the difference of the operators ωN,t and ω˜N,t,
we look for a Gro¨nwall type estimate and compute the quantity iε∂t(ωN,t − ω˜N,t). To cope with
the kinetic terms, we introduce a fictitious unitary dynamics given by the two-parameter group of
unitary transformations U(t; s). Its time evolution is given by
i ε ∂t U(t; s) = hH(t)U(t; s) , (2.5)
where hH = −ε2∆+ 1|·| ∗ ̺t is the Hartree Hamiltonian.
We then conjugate the operator (ωN,t− ω˜N,t) by U(t; s). We observe that such a choice makes
ωN,t play the role of a reference frame, thus we get
i ε ∂t U∗(t; 0) (ωN,t − ω˜N,t)U(t; 0)
= − U∗(t; 0) [hH(t), ωN,t − ω˜N,t]U(t; 0)
+ U∗(t; 0) ([hH(t), ωN,t]− [−ε2∆, ω˜N,t]−At)U(t; 0)
= U∗(t; 0)
([
1
| · | ∗ ̺t, ω˜N,t
]
−At
)
U(t; 0)
= U∗(t; 0)
([
1
| · | ∗ (̺t − ˜̺t), ω˜N,t
]
+Bt
)
U(t; 0)
(2.6)
where Bt denotes the operator with the integral kernel defined in (2.3).
Since at time t = 0 ωN,0 = ω˜N,0 = ωN , integration in time gives
U∗(t; 0) (ωN,t − ω˜N,t)U(t; 0) = 1
iε
∫ t
0
U∗(t; s)
[
1
| · | ∗ (̺s − ˜̺s), ω˜N,s
]
U(t; s) ds
+
1
iε
∫ t
0
U∗(t; s)Bs U(t; s) ds .
(2.7)
Taking the trace norm in (2.7), we obtain
tr |ωN,t − ω˜N,t| ≤ 1
ε
∫ t
0
tr
∣∣∣∣[ 1| · | ∗ (̺s − ˜̺s), ω˜N,s
]∣∣∣∣ ds+ 1ε
∫ t
0
tr |Bs| ds (2.8)
as desired.
We will estimate the two terms in the right-hand side of (2.8) separately, and conclude by
applying Gronwall’s lemma. The key idea is to rewrite the Coulomb interaction as an integral over
all possible spheres of radius r ≥ 0, that is the content of the following Lemma first used in [16]
by Fefferman and de la Llave to prove stability of matter in the relativistic case.
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Lemma 2.2. For every x ∈ R3 and r ≥ 0, let 1{|x−z|≤r} be the characteristic function of the
sphere {z ∈ R3 : |x− z| ≤ r}, then
1
|x− y| =
1
π
∫ ∞
0
∫
R3
1
r5
1{|x−z|≤r} 1{|y−z|≤r} dz dr . (2.9)
The proof follows by direct inspection. Moreover, an elementary modification of the above
Lemma shows that if one replaces the characteristic function 1{|x−y|≤r} with a smooth version of
it, e.g. χ(r,x)(y) := exp(−|x − y|2/r2), Eq. (2.9) is still valid, provided the numerical constant in
front of the integrals is appropriately modified.
From now on, we denote
χ(r,x)(y) := exp(−|x− y|2/r2)
thus (2.9) reads
1
|x− y| =
4
π2
∫ ∞
0
∫
R3
1
r5
χ(r,z)(x)χ(r,z)(y) dz dr . (2.10)
Lemma 2.3. For every x ∈ R3 and r ≥ 0, let χ(r,x)(y) := exp(−|x− y|2/r2). Then
tr
∣∣∣∣[ 1| · | ∗ (̺s − ˜̺s) , ω˜N,s
]∣∣∣∣ ≤ C ∫ ∞
0
1
r5
∫∫
|̺s(y)− ˜̺s(y)|χ(r,z)(y) tr |[χ(r,z) , ω˜N,s]| dz dy dr .
(2.11)
Proof. The identity (2.10) allows to rewrite the convolution on the l.h.s. of (2.11), for every x ∈ R3,
as
1
| · | ∗ (̺s − ˜̺s)(x) = 4π2
∫ ∞
0
∫∫
1
r5
χ(r,y)(x)χ(r,z)(y) (̺s(y)− ˜̺s(y)) dz dy dr .
Therefore, for every x, x′ ∈ R3, we obtain the following expression for the kernel of the commutator
in the l.h.s. of (2.11)[
1
| · | ∗ (̺s − ˜̺s) , ω˜N,s
]
(x;x′)
=
4
π2
∫ ∞
0
∫∫
1
r5
(̺s(y)− ˜̺s(y))χ(r,z)(y) [χ(r,z) , ω˜N,s](x;x′) dz dy dr . (2.12)
Taking the trace norm of the operator associated with the kernels in the above expression, the
bound (2.11) holds.
The following Lemma provides a key estimate to deal with the Coulomb singularity at zero.
The proof can be found in [39], but we report it here for completeness.
Lemma 2.4 (Lemma 3.1 in [39]). Let χ(r,z)(x) := exp(−|x − z|2/r2) and, given T > 0, assume
[xi, ω˜N,t] to be a trace class operator for all t ∈ [0, T ]. Then, for all 0 < δ < 1/2 there exists C > 0
such that the following bound holds point-wise
tr
∣∣[χ(r,z), ω˜N,t]∣∣ ≤ C r 32−3δ 3∑
i=1
‖̺|[xi,ω˜N,t]|‖
1
6+δ
1
(
̺∗|[xi,ω˜N,t]|(z)
) 5
6−δ
, (2.13)
where ̺∗|[xi,ω˜N,t]| denotes the Hardy-Littlewood maximal function of ̺|[xi,ω˜N,t]|, defined by
̺∗|[xi,ω˜N,t]|(z) = sup
B:z∈B
1
|B|
∫
B
̺|[xi,ω˜N,t]|(x) dx (2.14)
where the supremum is taken over all spheres B containing the point z ∈ R3, and ̺|[xi,ω˜N,t]| is
defined in (1.15).
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Proof. We consider the commutator [χ(r,z) , ω˜N,t] and we write it as
[χ(r,z) , ω˜N,t] =
3∑
j=1
Ij + Jj ,
where Ij and Jj are defined as follows
Ij = −
∫ 1
0
χ(r/
√
s,z)(x)
(x− z)j
r2
[xj , ω˜N,t]χ(r/
√
1−s,z)(x) ds
Jj = −
∫ 1
0
χ(r/
√
s,z)(x) [xj , ω˜N,t]
(x− z)j
r2
χ(r/
√
1−s,z)(x) ds
for j = 1, 2, 3. As the two terms can be treat in the same way, we focus on Ij . By assumption,
[xj , ω˜N,t] is a trace class operator and therefore it has a spectral decomposition. Let {fk}k be an
orthonormal system in L2(R3) and {αk}k be the associated eigenvalues, where αk ∈ R for all k.
Then
[xj , ω˜N,t] = i
∑
k
αk| fk〉〈fk | (2.15)
Eq. (2.15) and the definition of trace norm then leads to
tr |Ij | ≤ 1
r
∑
k
|αk|
∫ 1
0
1√
s
tr
∣∣∣∣ ∣∣∣∣χ(r/√s,z)(x)√s|x− z|r fk
〉〈
χ(r/
√
1−s,z)(x) fk
∣∣∣ ∣∣∣∣ ds
≤ 1
r
∫ 1
0
1√
s
(∑
k
|αk|
∥∥∥∥χ(r/√s,z)(x)√s|x− z|r fk
∥∥∥∥2
2
) 1
2
(∑
k
|αk|
∥∥∥χ(r/√1−s,z)(x)fk∥∥∥2
2
) 1
2
where in the last line we used Cauchy-Schwarz inequality.
By using the definition of the kernel of the multiplication operator χ(r/
√
1−s,z)(x) and again the
spectral decomposition (2.15), we get the following bounds: on the one hand we have
∑
k
|αk|
∥∥∥χ(r/√1−s,z)(x) fk∥∥∥2
2
=
∫ 1
0
∫
B(z,
√
r2 log(1/t)/2(1−s))
̺|[xj , ω˜N,t]|(x) dx dt
≤ C r
3
(1− s)3/2 ̺
∗
|[xj,ω˜N,t]|(z) ,
(2.16)
where C is a positive constant, B(z,
√
r2 log(1/t)/2(1− s)) is the ball centred at z with radius√
r2 log(1/t)/2(1− s) and ̺∗|[xj,ω˜N,t]| is the Hardy-Littlewood maximal function of ̺|[xj,ω˜N,t]| de-
fined in (2.14).
On the other hand we have∑
k
|αk|
∥∥∥χ(r/√1−s,z)(x)fk∥∥∥2
2
≤ C
∑
k
|αk| = tr |[xj , ω˜N,t]| = C‖̺|[xj,ω˜N,t]|‖L1 . (2.17)
Interpolating between (2.16) and (2.17), we obtain
∑
k
|αk|
∥∥∥∥χ(r/√s,z)(x)√s|x− z|r fk
∥∥∥∥2
2
≤ C r
3θ‖̺|[xj,ω˜N,t]|‖1−θL1
s
3
2 θ
(
̺∗|[xj,ω˜N,t]|(z)
)θ
that, with the choice θ = 23 − 2δ yields the desired bound.
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Proposition 2.5. Let Bt be the operator associated with the kernel (2.3). Then, there exists a
constant C > 0 depending on ‖W˜N,t‖H24 , ‖ρ˜t‖L1 and ‖∇2ρ˜t‖L∞ such that
tr |Bt| ≤ C N ε2
(
1 +
4∑
k=1
εk‖W˜N,t‖Hk+24
)
. (2.18)
Before giving the proof, we remark that the objects on which the constant C depends on are
bounded by standard regularity theory for the Vlasov-Poisson system (cf. for instance [21]).
Proof. To bound the trace norm of Bt we introduce the identity operator
1 = (1− ε2∆)−1(1 + x2)−1(1 + x2)(1 − ε2∆).
By applying Cauchy-Schwarz inequality we have
tr |Bt| ≤ ‖(1− ε2∆)−1(1 + x2)−1‖HS ‖(1 + x2)(1− ε2∆)Bt‖HS (2.19)
We notice that for some C > 0 the following bound holds
‖(1− ε2∆)−1(1 + x2)−1‖HS ≤ C
√
N
where we have used the explicit form of the kernel of the operator (1 − ε2∆)−1 and the fact that
ε3 = N .
We denote by Ut the convolution of the interaction with the spatial density at time t
Ut :=
1
| · | ∗ ˜̺t. (2.20)
We introduce the notation
B˜ := (1 − ε2∆)Bt
and observe that the kernel of B˜ reads
B˜(x;x′) :=
7∑
j=1
B˜j(x;x
′) (2.21)
where
B˜1(x;x
′)
=N
[
Ut(x)− Ut(x
′)−∇Ut
(
x+ x′
2
)
· (x− x′)
] ∫
W˜N,t
(
x+ x′
2
, v
)
ei v·
(x−x′)
ε dv;
B˜2(x;x
′)
=−Nε2
[
∆Ut(x)−
1
4
∆∇Ut
(
x+ x′
2
)
· (x− x′)−
1
2
∆Ut
(
x+ x′
2
)]∫
W˜N,t
(
x+ x′
2
, v
)
ei v·
(x−x′)
ε dv;
B˜3(x;x
′)
=−
Nε2
4
[
Ut(x)− Ut(x
′)−∇Ut
(
x+ x′
2
)
· (x− x′)
] ∫
(∆1W˜N,t)
(
x+ x′
2
, v
)
ei v·
(x−x′)
ε dv;
B˜4(x;x
′)
= N
[
Ut(x)− Ut(x
′)−∇Ut
(
x+ x′
2
)
· (x− x′)
] ∫
W˜N,t
(
x+ x′
2
, v
)
v2ei v·
(x−x′)
ε dv;
B˜5(x;x
′)
=−
Nε2
2
[
∇Ut(x)−
1
2
∇2Ut
(
x+ x′
2
)
(x− x′)−∇Ut
(
x+ x′
2
)]∫
(∇1W˜N,t)
(
x+ x′
2
, v
)
ei v·
(x−x′)
ε dv;
12
B˜6(x;x
′)
=−Nε
[
∇Ut(x)−
1
2
∇2Ut
(
x+ x′
2
)
(x− x′)−∇Ut
(
x+ x′
2
)]∫
W˜N,t
(
x+ x′
2
, v
)
vei v·
(x−x′)
ε dv;
B˜7(x;x
′)
=−Nε
[
Ut(x)− Ut(x
′)−∇Ut
(
x+ x′
2
)
· (x− x′)
] ∫
(v · ∇1W˜N,t)
(
x+ x′
2
, v
)
ei v·
(x−x′)
ε dv;
where we used the notation ∇1 and ∆1 to indicate derivatives with respect to the first variable.
In order to gain extra powers of ε, we write
Ut(x)− Ut(x′)−∇Ut
(
x+ x′
2
)
· (x − x′)
=
∫ 1
0
dλ
[
∇Ut (λx+ (1 − λ)x′)−∇Ut
(
(x+ x′)
2
)]
· (x− x′)
=
3∑
i,j=1
∫ 1
0
dλ
(
λ− 1
2
)∫ 1
0
dµ ∂i∂jUt
(
µ(λx + (1− λ)x′) + (1− µ) (x + x
′)
2
)
(x− x′)i(x− x′)j .
We notice that Ut defined in (2.20) has a convolution structure. Therefore derivatives of Ut are
equivalent to derivatives of the spatial density ˜̺t. Hence, when integrating out the z variable in
the Fefferman - de la Llave representation formula (2.10), we are left with
Ut(x) − Ut(x′)−∇Ut
(
x+ x′
2
)
· (x− x′)
=
3∑
i,j=1
∫ 1
0
dλ
(
λ− 1
2
)∫ 1
0
dµ
∫ ∞
0
dr
r2
×
∫
dy χ(r,y)
(
µ(λx + (1− λ)x′) + (1 − µ) (x+ x
′)
2
)
∂i∂j ˜̺t(y) (x− x′)i(x− x′)j .
(2.22)
Inserting (2.22) into the definition of B˜1, using twice the identity
(x− x′)
∫
W˜N,t
(
x+ x′
2
, v
)
eiv·
x−x′
ε dv = −iε
∫
∇vW˜N,t
(
x+ x′
2
, v
)
e−iv·
x−x′
ε dv (2.23)
and Young’s inequality, we get
|B˜1(x;x
′)|
≤C N ε2
3∑
i,j=1
∫ 1
0
dλ
∣∣∣∣λ− 12
∣∣∣∣
∫ 1
0
dµ
∣∣∣∣
∫
∞
0
dr
r2∫
dy χ(r,y)(µ(λx+ (1− λ)x
′) + (1− µ)(x+ x′)/2)∂2i,j ˜̺t(y)∫ dv ∂2vi,vj W˜N,t
(
x+ x′
2
, v
)
eiv·
(x−x′)
ε
∣∣∣∣
Therefore, the Hilbert-Schmidt norm of the operator (1 + x2)B˜1, where (1 + x
2) is the multi-
plication operator, can be estimated as follows:
‖(1 + x2)B˜1‖2HS
≤CNε4
∫
dq
∫
dp′
[
1 + q2 + ε2p2
]2 ∣∣∣∣∣∣
3∑
i,j=1
∫ 1
0
dλ
(
λ− 1
2
)∫ 1
0
dµ
∫ ∞
0
dr
r2∫
dy χ(r,y)(q + εµ(λ− 1/2)p)∂2vi,vj ˜̺t(y)∫ dv ∂2vi,vjW˜N,t (q, v) eiv·p∣∣∣∣2
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where we performed the change of variables
q =
x+ x′
2
, p =
x− x′
ε
(2.24)
with Jacobian J = 8 ε3 = 8N .
We fix k > 0 and divide the integral into the two sets
A< := {r ∈ R+ | r ≤ k} and A> := {r ∈ R+ | r > k},
so that
‖(1+x2)B˜1‖2HS
≤CNε4
∫
dq
∫
dp[1 + q2 + ε2p2]2
3∑
i,j=1
∫ 1
0
dλ
∣∣∣∣λ− 12
∣∣∣∣∫ 1
0
dµ
∣∣∣∣∫
A<
dr
r2
∫
dy χ(r,y)(q + εµ(λ− 1/2)p)∂2vi,vj ˜̺t(y)∫ dv ∂2vi,vjW˜N,t (q, v) eiv·p∣∣∣∣2
+CNε4
∫
dq
∫
dp[1 + q2 + ε2p2]2
3∑
i,j=1
∫ 1
0
dλ
∣∣∣∣λ− 12
∣∣∣∣∫ 1
0
dµ
∣∣∣∣∫
A>
dr
r2
∫
dy χ(r,y)(q + εµ(λ− 1/2)p)∂2vi,vj ˜̺t(y)∫ dv ∂2vi,vjW˜N,t (q, v) eiv·p∣∣∣∣2
(2.25)
Denote by A< and A> the first and the second term of the sum on the r.h.s. of (2.25) respectively.
For A< we use Young’s inequality and Ho¨lder’s inequality with conjugated exponents θ = 1 and
θ′ =∞, then we perform the integral in the y variable to extract r3 which cancels the singularity,
thus leading to the bound
A< ≤ CNε4
∫
dq
∫
dv(1 + q2)2|∇2vW˜N,t(q, v)|2 + CNε8
∫
dq
∫
dv |∇4vW˜N,t(q, v)|2 (2.26)
where C depends on ‖∇2 ˜̺t‖L∞ .
For A>, we integrate by parts twice in the y variable and recall that e
−|z−y|2/r2(1 + |z − y|2/r2) is
bounded uniformly in z ∈ R3. Since ˜̺t ∈ L1(R3) we get the bound
A> ≤ CNε4
∫
dq
∫
dv(1 + q2)2|∇2vW˜N,t(q, v)|2 + CNε8
∫
dq
∫
dv |∇4vW˜N,t(q, v)|2 (2.27)
where C depends on ‖˜̺t‖L1.
Whence, considering the two estimates (2.26), (2.27) together, we get
‖(1 + x2)B˜1‖HS ≤ C
√
Nε2‖W˜N,t‖H22 + C
√
Nε4‖W˜N,t‖H4 (2.28)
where C = C(‖˜̺t‖L1 , ‖∇2 ˜̺t‖L∞).
The Hilbert-Schmidt norms ‖(1+x2)B˜3‖HS, ‖(1+x2)B˜4‖HS and ‖(1+x2)B˜7‖HS can be handled
analogously, thus obtaining
‖(1 + x2)B˜3‖HS ≤ C
√
Nε4‖W˜N,t‖H44 + C
√
Nε6‖W˜N,t‖H64 (2.29)
‖(1 + x2)B˜4‖HS ≤ C
√
Nε2‖W˜N,t‖H24 + C
√
Nε4‖W˜N,t‖H44 (2.30)
‖(1 + x2)B˜7‖HS ≤ C
√
Nε3‖W˜N,t‖H23 + C
√
Nε5‖W˜N,t‖H52 (2.31)
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To bound the B˜6 term in which a higher order derivative of Ut appears, we proceed as for B˜1:
we first use (2.22) and then divide the integral in the r variables into two parts, according to the
definition of the sets A< and A>:
|B˜6(x;x′)|
≤C N ε3
∫ 1
0
dλ
∣∣∣∣λ− 12
∣∣∣∣ ∫ 1
0
dµ
∣∣∣∣∫
A<
dr
r2
∫
dy∇χ(r,y)
(
(2λ− 1)µ
2
(x− x′) + (x+ x
′)
2
)
∇2 ˜̺t(y)∫
dv∇2vW˜N,t
(
x+ x′
2
, v
)
eiv·
(x−x′)
ε
∣∣∣∣
+C N ε3
∫ 1
0
dλ
∣∣∣∣λ− 12
∣∣∣∣ ∫ 1
0
dµ
∣∣∣∣∫
A>
dr
r2
∫
dy∇3χ(r,y)
(
(2λ− 1)µ
2
(x− x′) + (x+ x
′)
2
) ˜̺t(y)∫
dv∇2vW˜N,t
(
x+ x′
2
, v
)
eiv·
(x−x′)
ε
∣∣∣∣
(2.32)
where in the second term we have integrated by parts twice in the y variable.
We denote by B˜<6 and B˜
>
6 the operators with kernels defined respectively by the first and
second term in the r.h.s. of (2.32). We consider ‖(1 + x2)B˜<6 ‖HS, perform the change of variables
(2.24) and choose k such that
∫ k
0 r
1−αdr = 1, for some α ∈ (0, 1). Then we can apply Young’s
inequality with measure rα−1dr and we get the bound
‖(1 + x2)B˜<6 ‖2HS ≤ C N ε6
∫
dq
∫
dp[1 + q2 + ε2p2]2
∫ 1
0
dλ
∣∣∣∣λ− 12
∣∣∣∣2 ∫ 1
0
dµ
∫ k
0
dr
r1−α
1
r4+2α∫
dy χ(r,y)(q + εµ(λ− 1/2)p)
|q + εµ(λ− 1/2)p− y|
r∫
dy′χ(r,y′)(q + εµ(λ− 1/2)p)
|q + εµ(λ− 1/2)p− y′|
r∫∫
dv dv′∇2vW˜N,t(q, v)∇2v′W˜N,t(q, v′) ei(v−v
′)·p
≤ C N ε6‖W˜N,t‖2H22 + C N ε
10‖W˜N,t‖2H4
(2.33)
where C depends on ‖∇2 ˜̺t‖L∞ .
For r ∈ A>, we consider ‖(1 + x2)B˜>6 ‖HS. We perform the change of variables (2.24) and recall
that e−|z−y|
2/r2(|z− y|k/rk) ≤ C for every z ∈ R3 and k ∈ N. Since ˜̺s ∈ L1(R3) we get the bound
‖(1 + x2)B˜>6 ‖2HS ≤ C N ε6‖W˜N,t‖2H22 + C N ε
10‖W˜N,t‖2H4 (2.34)
where C depends on ‖˜̺t‖L1.
Thus considering the two terms together we get the desired bound
‖(1 + x2)B˜6‖HS ≤ C
√
Nε3‖W˜N,t‖H22 + C
√
Nε5‖W˜N,t‖H4 (2.35)
where C = C(‖˜̺t‖L1 , ‖∇2 ˜̺t‖L∞).
The norms ‖(1 + x2)B˜j‖HS, j = 2, 5, can be dealt analogously, thus obtaining
‖(1 + x2)B˜2‖HS ≤ C
√
Nε4‖W˜N,t‖H22 + C
√
Nε6‖W˜N,t‖H4 (2.36)
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and
‖(1 + x2)B˜5‖HS ≤ C
√
Nε4‖W˜N,t‖H42 + C
√
Nε6‖W˜N,t‖H6 (2.37)
where C = C(‖˜̺t‖L1 , ‖∇2 ˜̺t‖L∞).
Gathering together all the terms, we get
‖(1 + x2)B˜‖HS
≤ C
√
N
[
ε2‖W˜N,t‖H24 + ε
3‖W˜N,t‖H34 + ε
4‖W˜N,t‖H44 + ε
5‖W˜N,t‖H54 + ε
6‖W˜N,t‖H64
]
(2.38)
3 Proof of Theorem 1.1
From Lemma 2.1 Eq. (2.2) and Proposition 2.5, we know that
tr |ωN,t − ω˜N,t| ≤ 1
ε
∫ t
0
tr
∣∣∣∣[ 1| · | ∗ (̺s − ˜̺s) , ω˜N,s
]∣∣∣∣ ds+ C N ε ∫ t
0
(
1 +
4∑
k=1
εk‖W˜N,s‖Hk+24
)
ds.
(3.1)
We focus on the first term on the r.h.s. of (3.1). Recalling Lemma 2.3 Eq. (2.11), we fix a positive
real number k and we write
tr
∣∣∣∣[ 1| · | ∗ (̺s − ˜̺s) , ω˜N,s
]∣∣∣∣ ≤ C ∫ ∞
0
1
r5
∫∫
|̺s(y)− ˜̺s(y)|χ(r,z)(y) tr |[χ(r,z) , ω˜N,s]| dz dy dr
≤ C
∫ k
0
1
r
7
2+3δ
∫
|̺s(y)− ˜̺s(y)| gr(y) 3∑
i=1
‖̺|[xi,ω˜N,s]|‖
1
6+δ
L1 dy dr
+ C
3∑
i=1
‖̺|[xi,ω˜N,s]|‖L1
∫ ∞
k
1
r6
∫
|̺s(y)− ˜̺s(y)| dy dr
(3.2)
where
gr(y) =
∫
χ(r,z)(y)
(
̺∗|[x,ω˜N,s]|(z)
) 5
6−δ
dz ,
and we used Lemma 2.4 in the second line of equation (3.2) and the bound (2.17) in the last line
of equation (3.2).
We now compute the L∞ norm of gr(y):
‖gr‖L∞ ≤ Cr
3
q ‖̺∗|[x,ω˜N,s]|‖
5
6−δ
L(
5
6
−δ)q′
≤ Cr 3q ‖̺|[x,ω˜N,s]|‖
5
6−δ
L(
5
6
−δ)q′
where q and q′ are conjugated Ho¨lder exponents and we have used the Ls boundedness of the
Hardy-Littlewood maximal operator in the last inequality, for s = (56 − δ)q′ > 1.
To deal with the singularity at zero in the r variable in (3.2), we choose q′ > 6 and q < 6/5.
Hence, there exist a constant Ct,1, depending on time but independent on N , such that
tr
∣∣∣∣[ 1| · | ∗ (̺s − ˜̺s) , ω˜N,s
]∣∣∣∣ ≤ C‖̺s − ˜̺s‖L1 3∑
i=1
(
‖̺|[xi,ω˜N,s]|‖
1
6+δ
L1 ‖̺|[xi,ω˜N,s]|‖
5
6−δ
Lp + ‖̺|[xi,ω˜N,s]|‖L1
)
≤ Ct,1 ε tr |ωN,s − ω˜N,s| ,
(3.3)
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where in the last inequality we used assumption (1.17) with p > 5.
We now analyse the second term on the r.h.s. of (3.1). Using assumptions i), ii) and iii) in
Theorem 1.1 and a trivial adaptation of Appendix A in [41], we can bound the weighted Sobolev
norms ‖W˜N,t‖Hk+24 , for k = 1, . . . , 4, in terms of the initial data WN :
‖W˜N,t‖Hk+24 ≤ Ct‖WN‖Hk+24 , (3.4)
where Ct is a time dependent constant, for t ∈ [0, T ].
Therefore, Eq. (3.3) and Eq. (3.4) leads to the Gro¨nwall type estimate
tr |ωN,t − ω˜N,t| ≤ Ct,1
∫ t
0
tr |ωN,s − ω˜N,s| ds+ Ct,2N ε
∫ t
0
(
1 +
4∑
k=1
εk‖WN‖Hk+24
)
ds ,
where, for every fixed T > 0 and for all t ∈ [0, T ], Ct,1 is proportional to the constant appearing
in assumption (1.17) and Ct,2 depends on t ∈ [0, T ] and on ‖WN‖H24 . Both Ct,1 and Ct,2 are
independent of N . Hence, by Gro¨nwall Lemma, we conclude the proof of (1.18).
4 Translation invariant and steady states of the Vlasov-
Poisson system
In general, for T > 0 fixed, we do not know which hypotheses ωN should satisfy at time t = 0 in
order for the bounds (1.17) to hold for all t ∈ [0, T ]. In this section, we are interested in identifying
a special class of states which satisfy the assumptions of Theorem 1.1.
We start by considering a sequence of fermionic reduced densities ωN which are superpositions
of coherent states
fq,p(x) = ε
− 32 e−ip·x/εG(x− q)
where, for every δ > 0, G is the Gaussian defined as follows
G(x− q) = e
−|x−q|2/2δ2
(2πδ2)
3
4
.
Namely, forM : R3×R3 → R+ probability density such that 0 ≤M(q, p) ≤ 1 for all (q, p) ∈ R3×R3
and
∫∫
M(q, p) dq dp = 1, we define the sequence of fermionic operators
ωN =
∫∫
M(q, p) |f(q,p)〉〈f(q,p)| dq dp , (4.1)
with kernel
ωN (x; y) =
∫∫
R3×R3
M(q, p) f(q,p)(x) f(q,p)(y) dq dp , (4.2)
where in formula (4.2) we used the bra-ket notation.
We notice that, if M ∈ W1,1(R3 × R3), the Sobolev space of functions such that the norm
‖∇M‖L1 is finite, then the sequence ωN defined as in (4.1) satisfies the bound
‖̺|[x,ωN ]|‖L1(R3) = tr |[x, ωN ]| ≤ CNε ,
where C = ‖∇vM‖L1(R3x×R3v). Indeed, consider the kernel of the commutator [x, ωN ]:
[x, ωN ](x; y) =
∫∫
(x− y)M(q, p) f(q,p)(x) f(q,p)(y) dq dp
=
Nε
i
∫∫
∇pM(q, p) f(q,p)(x) f(q,p)(y) dq dp
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thus
[x, ωN ] =
Nε
i
∫∫
∇pM(q, p) |f(q,p)〉〈f(q,p)| dq dp
hence the trace norm is easily bounded as follows
tr |[x, ωN ]| ≤ Nε
∫∫
|∇pM(q, p)| ‖f(q,p)‖2L2(R3) dq dp = Nε‖∇vM‖L1(R3×R3) .
We do expect that, under suitable regularity and integrability assumptions on M , there exists a
finite positive constant C such that ‖̺|[x,ωN ]|‖Lp(R3) ≤ CNε for some p > 5.
Now consider ωN defined in (4.1) and satisfying the bound
‖̺|[x,ωN ]|‖L1 + ‖̺|[x,ωN ]|‖Lp ≤ C Nε , p > 5 (4.3)
to be the initial datum of the Cauchy problem associated with Eq. (2.4). Its evolution is denoted
by ω˜N,t.
In particular, if we choose ω˜N,t to be translation invariant, no matter whether the interaction
is attractive or repulsive, ‖̺|[x,ω˜N,t]|‖Lp = ‖̺|[x,ω˜N,0]|‖Lp = ‖̺|[x,ωN ]|‖Lp .
If we restrict to attractive interactions, then the existence of steady states for the Vlasov-
Poisson system (cf. [9]) allows to enlarge the class of initial data. Indeed, if ω˜N,t is a steady state
for the Weyl transformed Vlasov-Poisson system then, for every fixed T > 0, ω˜N,t automatically
satisfies the bound
‖̺|[x,ω˜N,t]|‖L1 + ‖̺|[x,ω˜N,t]|‖Lp ≤ C Nε , p > 5 (4.4)
for all t ∈ (0, T ], if it does at time t = 0.
Moreover, if ω˜N,t is a steady state for Eq. (2.4) with gravitational interaction, then its Wigner
transform W˜N,t solves the equation
v · ∇xW˜N,t −∇xU · ∇vW˜N,t = 0 ,
−∆xU(t, x) = ˜̺t(x) ,
˜̺t(x) = ∫ W˜N,t(x, v) dv .
(4.5)
One example of states which satisfy (4.5) are functions of the form
W˜N,t(x, v) = Φ ◦H(t, x, v)
where Φ is a smooth function of the local energy
H(t, x, v) =
|v|2
2
− U(t, x) . (4.6)
In particular, choose ωN as in definition (4.1) and assume M to be such that M ∗G, where G is a
normalized Gaussian. Then we can express it as the composition of a smooth compactly supported
function Φ with the regularized local energy
H˜(t, x, v) =
|v|2
2
− (U ∗G)(t, x) . (4.7)
With this choice, ωN is a fermionic operator and M ∗G = Φ ◦ H˜ satisfies Eq. (4.5), that is ω˜N,t is
a steady state for (2.4). Indeed, let us denote M˜t(q, p) =Mt(·, p) ∗G(q) and consider
v · ∇xW˜N,t(x, v) =
1
(2π)3
∫∫∫
Mt(q, p)e
−i(p+v)·y 2
δ2
v · (x− q)G(x− q + εy/2)G(x− q − εy/2) dq dp dy
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and
∇xU(t, x) · ∇vW˜N,t(x, v)
= −
1
(2π)3
∫∫∫
∇pMt(q, p) ·
[
∇
1
| · |
∗
(
̺Mt ∗G
2
)
(x)
]
G
(
x− q + ε
y
2
)
G
(
x− q − ε
y
2
)
e−(v+p)·y dq dp dy
where ̺Mt(x) =
∫
Mt(x, v) dv.
We insert the two above expressions into (4.5) and we obtain
v · ∇xW˜N,t −∇xU · ∇vW˜N,t
=
1
(2π)3
∫∫ [
−v · ∇xM˜t(x, p)−∇x
(
| · |−1 ∗ (̺Mt ∗G
2)
)
(x) · ∇pM˜t(x, p)
]
G
(εy
4
)
e−i(p+v)·y dy dp .
The choice M˜t = Φ◦H˜ guarantees the r.h.s. of the above expression to be equal to zero. Therefore
ω˜N,t is a steady state of the Weyl transformed Vlasov-Poisson system (2.4). Moreover, if we assume
(4.3), the bounds (4.4) are satisfied.
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