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Abstract
We formulate and solve the martingale problem in a nonlinear expectation space. Unlike
the classical work of Stroock and Varadhan (1969) where the linear operator in the associated
PDE is naturally defined from the corresponding diffusion process, the main difficulty in the
nonlinear setting is to identify an appropriate class of nonlinear operators for the associated
fully nonlinear PDEs.
Based on the analysis of the martingale problem, we introduce the notion of weak solution for
stochastic differential equations under nonlinear expectations and obtain an existence theorem
under the Ho¨lder continuity condition of the coefficients. The approach to establish the existence
of weak solutions generalizes the classical Girsanov transformation method in that it no longer
requires the two (probability) measures to be absolutely continuous.
MSC2000 subject classification: 60G40, 60H30, 49J10, 49K10, 93E20.
Key words and phrases : fully nonlinear PDE, nonlinear martingale problem, (conditional)
nonlinear expectation, weak solution to G-SDE.
1 Introduction
1.1 Background
A probability measure and its associated linear expectation is a special case of nonlinear expecta-
tions. A particular nonlinear expectation is the sublinear or G-expectation introduced in [P07a],
defined as the following. Let Ω = C[0,∞) be the space of all real valued continuous functions
(ω(t))t≥0, and let H be the linear space of random variables on Ω. A sublinear expectation Ê is a
functional on H satisfying, for all X,Y ∈ H,
(S1) Monotonicity: Ê[X] ≥ Ê[Y ], if X ≥ Y ;
(S2) Constant preserving: Ê[c] = c, for c ∈ R;
(S3) Sub-additivity: Ê[X + Y ] ≤ Ê[X] + Ê[Y ];
(S4) Positive homogeneity: Ê[aX] = aÊ[X], for a ≥ 0.
The triple (Ω,H, Ê) is called a sublinear expectation space. In a sublinear expectation space, there
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is no longer one-to-one correspondence between the nonlinear expectation and its induced capacity,
unlike the linear expectation and its induced probability measure.
One motivation for developing the G-theory is the theory of risk measure. A coherent risk
measure ρ is first introduced in [ADEH99], which can be associated with a sublinear expectation
Ê via ρ(X) = Ê[−X] for any random variable X. G-theory provides a rigorous mathematical
framework for time-consistent risk measures, which were previously restricted to be static. Sublinear
expectation is also related to model uncertainty. An insightful result in [DHP11] shows that a
sublinear expectation is connected to classical expectation through a class of probability measures
that measure the “size” of uncertainty in the following way: there exists a weakly compact family
P of probability measures on (Ω,B(Ω)) such that Ê[X] = maxP∈P EP [X] for a proper class of
X. Here B(Ω) is the Borel σ-algebra on Ω, and EP [X] is the linear expectation with respect to
P . Consequently, the notion of “quasi-sure” in a sublinear expectation replaces that of “almost-
sure” in a probability space. From this perspective, a sublinear expectation “measures” the model
uncertainty: the bigger the expectation Ê, the more the uncertainty.
The very first building block of G-theory is the G-normal distribution, i.e., a normal distribution
with an uncertain variance written as N(0× [σ2, σ2]). It is characterized by the G-heat equation
∂tu−G(D2u) = 0, u|t=0 = ϕ. (1)
Here, G : R → R is a monotonic sublinear function given by G(γ) = 12 supα∈[σ2,σ2] γα, where
σ2 = −Ê[−X2] and σ2 = Ê[X2]. The G-theory is then developed in a way similar to the classical
probability theory: the notion of G-(in)dependence and a G-central limit theorem are developed.
Especially, in order to define the conditional expectation, a backward recursive procedure is adopted
to first define a pre-expectation, starting from the solution of the G-heat equation with ϕ. This
idea is analogous to defining stochastic processes from a finite-dimensional distribution. Such a
procedure is well-defined once Kolmogorov’s time-consistency theorem or the semi-group property
is established, as shown in [P05]. From here, the G-Brownian motion, G-Itoˆ’s calculus, G-SDEs,
and G-martingale are developed similarly as the classical Itoˆ’s calculus. This is the G-theory in the
spirit of Kolmogorov and Itoˆ.
1.2 The martingale problem with G˜
In this paper, we consider the martingale problem in the spirit of Stroock and Varadhan [SV69],
albeit in a nonlinear expectation space.
Problem formulation The classical martingale problem studies a diffusion process and its distri-
butions with a parabolic PDE with a linear differential operator Lθ and their semi-group properties,
and shows the equivalence of solving the martingale problem to the unique weak solution of an as-
sociated stochastic differential equation with given drift and diffusion coefficients. Moreover, the
probability measure is built along with the underlying random processes and its uniqueness is es-
tablished. Naturally, under a nonlinear expectation, the corresponding martingale problem is to
find a family of nonlinear operators {E˜t}t≥0 on a nonlinear expectation space (Ω,H) such that
ϕ(Xt)−
∫ t
0
G˜(Xθ,Dϕ(Xθ),D
2ϕ(Xθ)) dθ, t ≥ 0 (2)
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is an E˜-martingale for all ϕ ∈ C∞0 (Rd). Here Xt(ω) = ω(t), ω ∈ Ω, G˜ : Rd×Rd× Sd → R is a given
continuous function satisfying certain properties to be specified later, where Sd is the collection of
d× d symmetric matrices with usual order.
Appropriate class for G˜ However, there is a major issue. Unlike the classical martingale
problem where the linear differential operator Lθ is defined naturally as the infinitesimal generator
of a diffusion process with given drift terms bi(·, ·) and diffusion terms aij(·, ·), the specification of
the continuous function G˜ is not so obvious in a nonlinear setting. Given the nonlinear nature of
the PDE, identifying the appropriate class of G˜ is critical for the scope and feasibility of our study.
To study the martingale problem in the nonlinear expectation space, one would need to analyze
the class of fully nonlinear PDEs of the following form
∂tu− G˜(x,Du,D2u) = 0, (t, x) ∈ (0,∞) × Rd. (3)
Assuming that G˜ were chosen so that this fully nonlinear PDE had a unique solution in some
sense, then one could proceed to construct a sequence of conditional expectations E˜t. Now, in order
for such a nonlinear expectation to be consistent with the existing literature in both linear and
sublinear spaces, it would be natural to require that G˜ be monotonic, subadditive, and positive
homogeneous. However, this class of G˜ would appear too restrictive. In this paper, we will show
that an appropriate class of G˜ needs not be sublinear itself. Instead G˜ should be “dominated” by
some sublinear and continuous function G. We call such a condition the “DOM” condition and
define a class D for G˜ (see Section 2.1).
Fully nonlinear PDEs and weak solutions of G-SDEs Once such a class of G˜ is fixed,
then one needs to analyze the associated fully nonlinear PDE. For the pair of G and G˜, there
is a pair of the associated PDEs (P) and (P˜) respectively (see Section 2.2). The specification of
the class D as outlined in Section 2.1 has several implications. First, it ensures the uniqueness of
the solutions for the PDEs. Second, it guarantees that a conditional expectation, i.e., a family of
operators {E˜t}t≥0 can be constructed from the viscosity solution of this PDE, and the constructed
conditional expectation has reasonable properties such as time consistency. Finally, the condition
“DOM” not only allows one to build a piecewise Brownian motion in the G˜ space based on the
G-Brownian motion embedded in the sub-linear expectation space, but also ensures a much simpler
stochastic calculation within the framework of Brownian motion.
Once the martingale problem is solved, it is natural to introduce the notion of weak solution
of G-SDE under the nonlinear expectation and discuss its existence as in the classical probability
theory.
Our work vs. related work The literature on sublinear expectation is growing rapidly (see
[P10a] and references therein). In contrast to the bottom-up approach in G-theory, where the
G-martingale and G-Itoˆ’s calculus are developed on a sublinear expectation space from the basic
G-heat equation, our approach starts with a general class of fully nonlinear PDEs which includes
the G-heat equation as a very special case. These PDEs are state dependent. Consequently, our
analysis on the existence and uniqueness of their solutions not only generalizes existing results
including [P10a] and [FS92], but also leads to the construction of nonlinear expectations that goes
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beyond the sublinear ones in [P10a], [STZ12] and [DHP11]. As a result, random processes, especially
martingales, and the stochastic calculus are all developed under a more general framework.
It is worth mentioning that there are other approaches in addition to ours of constructing non-
linear expectations from PDEs. For example, [STZ12] uses the classical stochastic control approach
of building regular conditional probability when considering a family of backward stochastic differ-
ential equations; and [N13] takes a control approach, where random G-expectations are constructed
based on an optimal control formulation with path-dependent control sets, hence a path-dependent
family of probabilities. All these approaches, however, leads to sublinear expectation spaces (see
also [DHP11]).
Finally, our approach to establish the existence of weak solutions generalizes the classical Gir-
sanov transformation method in that it no longer requires the two (probability) measures to be
absolutely continuous. Instead it is critical that probability measures singular from each other
should be “dominated” by a certain sublinear expectation.
Outline of the paper The paper starts with the discussion of G and G˜ in the class D (Section
2.1) and states some of the key properties of the solutions to the associated PDEs (Section 2.2).
Following the Kolmogorov’s idea, a family of nonlinear operators {E˜t}t≥0 is constructed via solutions
of the PDEs (P˜) and (P) with analysis of their properties (Section 2.3); Section 2.4 finishes the
proof of the martingale problems. Finally, the weak solution of G-SDE is introduced and analyzed
in Section 3. Appendix contains some technical details for stochastic calculus under nonlinear
expectations and proofs on the existence and uniqueness for the PDEs that are associated with the
martingale problem.
2 Martingale problems
2.1 G and G˜
Let us start by defining a class D of functions G˜. G˜ is continuous and“dominated” by a continuous
and sublinear function G.
Definition 1 (Class D) A continuous function G˜ : Rd×Rd×Sd → R is of class D, if there exists
a continuous function G : Rd × Rd × Sd → R such that
• G˜(x, αp, αA) = αG˜(x, p,A) for all x ∈ Rd, α ≥ 0,
• for each x ∈ Rd, (p,A), (p′, A′) ∈ Rd × Sd,
G˜(x, p,A) − G˜(x, p′, A′) ≤ G(x, p − p′, A−A′), (DOM)
with G satisfying
(A). (Subadditivity) G(x, p + p¯, A+ A¯) ≤ G(x, p,A) +G(x, p¯, A¯),
(B). (Positive Homogeneity) G(x, βp, βA) = βG(x, p,A), β ≥ 0,
(C). (Monotonicity) G(x, p,A) ≤ G(x, p,A + A¯),
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(D). (Uniform Lipschitz Continuity) |G(x, p,A) − G(x, p¯, A¯)| ≤ L(|p − p¯| + |A − A¯|), for some
L > 0,
for any x, p, p¯ ∈ Rd, A, A¯, A¯ ∈ Sd, and A¯ ≥ 0.
Example 1 When G satisfies conditions (A) and (B), then by Theorem I.2.1 of [P10a], for each
given x ∈ Rd, there exists a bounded, closed, and convex subset U(x) ⊂ Sd × Rd, such that
G(x, p,A) = sup
(a,b)∈U(x)
{
1
2
tr[aA] + 〈b, p〉
}
.
Since for each given x, there exists a dense subset U0(x) ⊂ U(x), which is countable, also denoted
by
{
(12a(x, i), b(x, j))
}
i,j∈N
, one can rewrite the above expression in the following sublinear form
G(x, p,A) = sup
γ∈Γ
{
1
2
tr[a(x, γ)A] + 〈b(x, γ), p〉
}
, (4)
where Γ is an index set, and a(x, γ) ∈ Sd, b(x, γ) ∈ Rd are bounded. Moreover, when G also
satisfies (C), then a(x, γ) ≥ 0 for any x ∈ Rd and γ ∈ Γ. And there exists σ(x, γ) ∈ Rd×d, such
that a(x, γ) = σ(x, γ)σT (x, γ). With additional condition (D), one can simply write
G(p,A) = sup
(γ,β)∈Γ
{
1
2
tr[γA] + 〈β, p〉
}
(5)
with Γ ⊂ Sd+ × Rd being bounded, convex, and closed.
Of course, such a G is dominated by itself in the sense of (DOM), thus in the class D.
Example 2 Assume G˜ of the form
G˜(x, p,A) = sup
γ∈Γ
inf
λ∈Λ
{
1
2
tr[σ(x, γ, λ)σT (x, γ, λ)A] + 〈b(x, γ, λ), p〉
}
(6)
or
G˜(x, p,A) = inf
γ∈Γ
sup
λ∈Λ
{
1
2
tr[σ(x, γ, λ)σT (x, γ, λ)A] + 〈b(x, γ, λ), p〉
}
. (7)
Here Γ and Λ are compact metric spaces, σ, b ∈ Cb(Rd × Γ × Λ), and σ(·, γ, λ) and b(·, γ, λ) are
uniformly Lipschitz continuous in the following sense
|σ(x, γ, λ) − σ(y, γ, λ)| + |b(x, γ, λ) − b(y, γ, λ)| ≤ L˜|x− y|, for all γ ∈ Γ, λ ∈ Λ,
with L˜ > 0 a constant.
Such form of G˜ is important for stochastic games [BBP97] and is in class D: it is clearly
dominated by G specified by
G(x, p,A) = sup
γ∈Γ,λ∈Λ
{
1
2
tr[σ(x, γ, λ)σT (x, γ, λ)A] + 〈b(x, γ, λ), p〉
}
.
Throughout the paper unless otherwise specified, G and G˜ satisfy the conditions specified in the
definition of class D. And without loss of generality, we assume G is of the form (5) as discussed
in Example 1.
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2.2 PDEs associated with G and G˜
Now we introduce two classes of fully nonlinear PDEs associated with G and G˜ in class D.
State-dependent parabolic PDEs associated with G{
∂tu(t, x)−G(x,Du(t, x),D2u(t, x)) = 0, (t, x) ∈ (0,∞) × Rd,
u(0, x) = ϕ(x), x ∈ Rd. (P)
Fully nonlinear PDEs associated with G˜{
∂tu(t, x) − G˜(x,Du(t, x),D2u(t, x)) = 0, (t, x) ∈ (0,∞) × Rd,
u(0, x) = ϕ(x), x ∈ Rd. (P˜)
Clearly the PDE (P) is a special case of the PDE (P˜).
The conditions specified in class D for G and G˜ are essential to ensure the existence of the
viscosity solutions for PDE (P) and PDE (P˜) and to guarantee that such solutions have nice
properties.
In the following, we will discuss the existence, the uniqueness, and the properties of the solutions
associated with PDEs (P) and (P˜). Note that some results hold under more general conditions for
G and G˜ than those specified in class D. To avoid confusions, all conditions in the theorems and
lemmas are specified for G and G˜.
First, recall the definition of the viscosity solutions for the associated PDEs in (P˜) and (P).
Definition 2 Given a constant T > 0. A viscosity subsolution of the PDE in (P˜) on (0, T )×Rd is
an upper semicontinuous (USC) function u in (0, T )×Rd such that for all (t, x) ∈ (0, T )×Rd, φ ∈
C2((0, T ) × Rd) such that u(t, x) = φ(t, x) and u < φ on (0, T )× Rd \ {(t, x)}, we have
∂tφ(t, x)− G˜(x,Dφ(t, x),D2φ(t, x)) ≤ 0;
likewise, a viscosity supersolution of the PDE in (P˜) on (0, T ) × Rd is a lower semiconitouns
(LSC) function v in (0, T )×Rd such that for all (t, x) ∈ (0, T )×Rd, ψ ∈ C2((0, T )×Rd) such that
v(t, x) = ψ(t, x) and v > ψ on (0, T )× Rd \ {(t, x)}, we have
∂tψ(t, x)− G˜(x,Dψ(t, x),D2ψ(t, x)) ≥ 0.
And a viscosity solution of the PDE in (P˜) on (0, T ) × Rd is a function that is both a viscosity
subsolution and a viscosity supersolution of the PDE in (P˜) on (0, T ) × Rd.
The definition of the viscosity solution to PDE in (P) is similar, with G˜ replaced by G.
Now, note that PDE (P) has been extensively studied, for example, in the literature of portfolio
selections (see for instance [Ph09]). And its comparison theorem can be established with slightly
modified techniques from [FS92].
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Theorem 1 (Comparison theorem for PDE in (P)) Given a continuous function G : Rd ×
R
d × Sd → R, which satisfies conditions (A), (B), (C). Suppose σ, b are uniformly Lipschitz
continuous with respect to x. Let u ∈ USC([0, T ] × Rd) be a viscosity subsolution of the PDE in
(P) and u ∈ LSC([0, T ] × Rd) be a viscosity supersolution of the PDE in (P) on [0, T ] × Rd with
polynomial growth. Then u ≤ u when u|t=0 ≤ u|t=0.
Perron’s existence result of the solution of (P) follows from Appendix C.3 of [P10a].
Theorem 2 (Existence for PDE (P)) Assuming a comparison theorem holds for (P). More-
over, suppose that there is a viscosity subsolution of (P) u and a viscosity supersolution u of (P)
such that u∗|t=0 = u∗|t=0 = ϕ ∈ C(Rd) with polynomial growth. Here u∗ is the upper semicontinu-
ous envelope of u and u∗ is lower semicontinuous envelope of u. Then
w(t, x) = sup{W (t, x);u ≤W ≤ u and W is a viscosity subsolution of (P)},
is a viscosity solution of (P).
In particular, if problem (P) satisfies conditions (A), (B), and (C), and σ, b are bounded and
uniformly Lipschitz continuous, then it has a unique solution.
We next state the comparison theorem for PDE (P˜) which relies on a technical condition (27)
as detailed in the Appendix. We also outline its proof in the Appendix.
Theorem 3 (Comparison theorem for PDE in (P˜)) Suppose both G and G˜ satisfy condition
(27), with their respective corresponding continuous decomposition functions satisfying condition (G).
Suppose G˜ satisfies condition (DOM) and G satisfies conditions (C) and (D). Let u˜ ∈ USC([0, T ]×
R
d) be a subsolution of the PDE in (P˜) and u˜ ∈ LSC([0, T ] × Rd) be a supersolution of the PDE
in (P˜) on (0, T )×Rd and w is a supersolution of the PDE in (P). They all satisfy the polynomial
growth condition. If (u˜− u˜)|t=0 = w|t=0, then u˜− u˜ ≤ w on [0, T ) × Rd.
In particular, u˜ ≤ u˜ on [0, T ) × Rd provided that u˜|t=0 ≤ u˜|t=0.
Moreover, the same proof of Theorem C.3.1 of [P10a] leads to
Theorem 4 (Existence of the solution of (P˜)) Suppose G satisfies conditions (A), (B), (C),
and (D). Assume that both G and G˜ satisfy condition (27), with their respective corresponding
continuous decomposition functions satisfying condition (G). If G˜ satisfies the (DOM) condition,
the relation
G˜(x, αp, αA) − G˜(x, 0, 0) = α[G˜(x, p,A) − G˜(x, 0, 0)] for all α ≥ 0,
and G˜(x, 0, 0) has polynomial growth, then there exists a unique solution for PDE (P˜).
Remark 1 In fact, the positive homogeneity condition and condition (27) are not necessary for
the uniqueness of the solution for PDE (P˜). For instance, take
G˜(x, p,A) = sup
γ∈Γ
{a(γ)A + g(x, p, γ)}, (x, p,A) ∈ R× R× R, (8)
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where Γ is an index set such that a(γ) ≥ 0 is uniformly bounded, and the continuous function g is
dominated by a continuous function h : R× R→ R in the sense of
g(x, p, γ) − g(x, p¯, γ) ≤ h(x, p − p¯), for every γ ∈ Γ.
Suppose g satisfies |g(x, p, γ) − g(y, p, γ)| ≤ Lg(1 + |x| + |y|)|x − y|(1 + |p|), x, y, p ∈ R uniformly
in γ ∈ Γ and Lg > 0 is a constant, and |h(x, p) − h(y, p)| ≤ Lh(1 + |x| + |y|)|x − y|(1 + |p|).
Then this G˜ is dominated by G(x, p,A) = supγ∈Γ{a(γ)A} + h(x, p), yet G˜ does not satisfy the
positive homogeneity condition and condition (27). Nevertheless, the same approach shows that the
comparison still holds.
For G˜ of the forms as in Example 2, we have the following results about the associated PDEs.
Theorem 5 [BBP97] Suppose G˜ is of the form (6). Let u1,−u2 ∈ USC([0, T ] × Rd), u1 and
u2 are subsolution and supersolution to problem (P˜) with initial conditions u1(0, x) = ϕ1(x) and
u2(0, x) = ϕ2(x), respectively. Set w = u1 − u2. Then w is a subsolution to{
∂tw(t, x)−G(x,Dw(t, x),D2w(t, x)) = 0, (t, x) ∈ (0, T ] × Rd,
w(0, x) = ϕ1(x)− ϕ2(x), x ∈ Rd,
(9)
with G(x, p,A) = sup
γ∈Γ,λ∈Λ
{
1
2
tr[σ(x, γ, λ)σT (x, γ, λ)A] + 〈b(x, γ, λ), p〉
}
. Consequently, let u ∈
USC([0, T ]×Rd), v ∈ LSC([0, T ]×Rd) be the subsolution and supersolution to the PDE (P˜), respec-
tively. If both u and v have at most polynomial growth and u(0, x) ≤ v(0, x), then u(t, x) ≤ v(t, x)
in (0, T ]× Rd.
Since our PDE has a simpler form than that in [BBP97] without the jump term, their proof can
be greatly simplified, as illustrated in the Appendix. Similar results and proof hold for PDEs with
G˜ of form (7).
Finally, we discuss the properties of the solutions for the PDEs, when exist. Clearly, from the
definition of class D, one sees
Theorem 6 (Properties of the solutions of PDEs) Let uφ, u˜ϕ ∈ C([0, T ] × Rd) denote the
unique solutions of (P) and (P˜) with polynomial growth, with the boundary conditions φ and ϕ
respectively. Then we have
u˜ϕ+c = u˜ϕ + c,
u˜ϕ − u˜φ ≤ uϕ−φ,
u˜αϕ = αu˜ϕ, α ≥ 0,
where c ∈ R is a constant, and ϕ, φ are continuous functions with polynomial growth.
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2.3 Nonlinear expectations E˜ and E
2.3.1 Construction of E˜ and E from the associated PDEs
Assuming the unique solution u˜ϕ to PDE (P˜), one can define the ‘conditional expectation’ E˜t for
t ∈ [0, T ], T <∞.
The construction starts from the “pre-expectation”. Let Ω = Cx([0,∞);Rd) = {ω(·);ω is a
continuous Rd-valued function on [0,∞) and ω(0) = x}. Fix N > 0, take 0 = t0 ≤ t1 ≤ · · · ≤
tN ≤ T. Take ϕ0 from a proper function space on (Rd)N denoted by C((Rd)N ), and set ξ(ω) =
ϕ0(Xt1 , · · · ,XtN ). Let Tt[ϕ(·)](x) := u(t, x), and for 0 ≤ j ≤ N , define
ϕ1(x1, · · · , xN−1) = TtN−tN−1 [ϕ0(x1, · · · , xN−1, ·)](xN−1),
...
ϕN−j(x1, · · · , xj) = Ttj+1−tj [ϕN−j−1(x1, · · · , xj, ·)](xj),
...
ϕN−1(x1) = Tt2−t1 [ϕN−2(x1, ·)](x1),
ϕN = Tt1 [ϕN−1(·)](x),
where ϕk ∈ C((Rd)N−k), 0 ≤ k ≤ N − 1 and ϕN ∈ R. Then define
E˜t[ξ] = ϕN−j(Xt1 , · · · ,Xtj ), if t = tj , 0 ≤ j ≤ N.
This construction approach is in the spirit of Nisio’s semigroup theory (see [N76a], [N76b], and
[P05]), where nonlinear expectations are constructed from nonlinear Markov chains after establish-
ing a generalized Kolmogorov’s consistency theorem and pre-expectations.
In our case, we denote such an ‘expectation’ by E˜ . Since PDE (P) is a special case of PDE
(P˜), a sublinear expectation E can be similarly defined from the its solution. It is a special case of
E˜ .
Remark 2 1). One can set C((Rd)N ) := Cl.Lip((Rd)N ), where Cl.Lip(Rn) is the space of real valued
continuous functions defined on Rn such that
|ϕ(x)− ϕ(y)| ≤ C(1 + |x|m + |y|m)|x− y|,∀x, y ∈ Rn,
for some C > 0, and m ∈ N depending on ϕ.
Now let ΩT := {ω(· ∧ T );ω ∈ Ω} and H := Lip(ΩT ) = {ϕ(Xt1 , · · · ,XtN );ϕ ∈ Cl.Lip((Rd)N )
for some N ∈ N and 0 ≤ t1 ≤ · · · ≤ tN ≤ T}, and call (Ω,H, E˜) a nonlinear expectation
space. If ξ = ϕ(Xt1 , · · · ,XtN ) with tN ≤ t ∈ [0, T ], we say ξ ∈ Lip(Ωt). It is clear that
Lip(Ωt) ⊂ Lip(ΩT ), t ≤ T .
2). With a sublinear E, for each t ∈ [0, T ], one can extend the space Lip(Ωt) to a Banach space
L1E(Ωt) under the norm ‖ · ‖ := E [| · |] as in [P10a], or see the Appendix, since the nonlinear
expectation E is sublinear. And from now on, we take H = L1E(Ω) := ∪T>0L1E(ΩT ).
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Remark 3 We point out here the above construction procedure for E˜ depends critically on the
homogeneity of the PDE (P˜). Otherwise, the resulting E˜ may not be well defined as seen from the
following example. Consider the following linear nonhomogeneous PDE{
∂tu− ∂2xu = x, (t, x) ∈ (0, T ]× R,
u(0, x) = c, x ∈ R.
The solution is u(t, x) = tx + c. If we were to define E˜ as suggested in the above procedure, and
consider the constant as a function
φ0 : R
2 → {c}; (x1, x2) 7→ φ0(x1, x2).
Then
c = φ0(Xt1 ,Xt2), ∀t1 ≤ t2 ∈ (0, T ].
Now clearly
E˜t1 [c] = Tt2−t1 [φ0(x1, ·)]x1=Xt1 = [(t2 − t1)x1 + c]|x1=Xt1 =: φ1(x1)|x1=Xt1 ,
E˜0[φ1(Xt1)] = t1X0 + (t2 − t1)X0 + c = t2X0 + c.
We would have E˜ [c] = t2X0 + c for any arbitrary t2. Thus the nonlinear expectation is not well
defined.
2.3.2 Properties of nonlinear expectations E˜ and E
Given a nonlinear expectation space (Ω,H, E˜), a stochastic process (ξt)t≥0 is a collection of random
variables on (Ω,H). That is, for each t ≥ 0, ξt ∈ H. Moreover,
Definition 3 (E˜-Martingale) A stochastic process (Mt)t≥0 is called an E˜-martingale if for each
t ∈ [0,∞),Mt ∈ L1E(Ωt), and for each s ∈ [0, t],
E˜s[Mt] =Ms.
Remark 4 In this paper, since E˜ is constructed from the PDEs associated with G˜, sometimes the
E˜-martingale is also referred to G˜-martingale when there is no risk of confusion.
Moreover, the E˜ and E constructed in Section 2.3.1 have the following properties.
Proposition 7 Given a nonlinear expectation space (Ω,H, E˜), let ξ, η ∈ H.
(I) For ϕ ∈ Cl.Lip(R) and s ≤ t
E˜s[ϕ(Xt)] = uϕ(t− s,Xs).
(II) (Monotonicity) If ξ ≤ η,
E˜t[ξ] ≤ E˜t[η].
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(III) (Constant preserving) If ξ ∈ Lip(Ωs), η ∈ Lip(Ωs+h), s, h ≥ 0,
E˜s[ξ + η] = ξ + E˜s[η].
In particular, E˜ [ξ + c] = E˜ [ξ] + c, with c ∈ R a constant.
(IV) (Tower property) For any s, h > 0,
E˜s ◦ E˜s+h = E˜s.
(V) (Domination)
E˜t[ξ]− E˜t[η] ≤ Et[ξ − η].
In addition, we have for the sublinear expectation E,
(VI) (Subadditivity)
Et[ξ + η] ≤ Et[ξ] + Et[η].
(VII) (Positive homogeneity)
If ξ ∈ Lip(Ωs), η ∈ Lip(Ωs+h), s, h ≥ 0,
Es[ξη] = ξ+Es[η] + ξ−Es[−η].
In particular, for any constant λ ≥ 0,
Et[λξ] = λEt[ξ].
Proof. For (I), note that ϕ(Xt) = ϕ(Xt +Xs −Xs) =: ψ(Xs,Xt),
E˜s[ϕ(Xt)] = E˜s[ψ(Xs,Xt)] = Tt−s[ψ(x1, ·)](x1)|x1=Xs = uϕ(t− s, x1)|x1=Xs .
(II) is an implication of the comparison theorem for the PDE in (P˜).
For (III), without loss of generality, assume ξ = ϕ(Xs), η = φ(Xs+h), ϕ, φ ∈ C(Rd). Then
E˜s[ξ + η] = E˜s[ϕ(Xs) + φ(Xs+h)]
=Th[ϕ(y) + φ(·)](y)|y=Xs
=ϕ(Xs) + Th[φ(·)](y)|y=Xs
= ξ + E˜s[η],
where the third equality follows from Theorem 6.
To show (IV), without loss of generality, we assume ξ = ϕ0(Xt1 ,Xt2 ,Xt3), t1 = s, t2 = s+h, t2 ≤
t3 ≤ T, ϕ0 ∈ C((Rd)3). Then
E˜t2 [ξ] = ϕ1(Xt1 ,Xt2) and E˜t1 [ξ] = ϕ2(Xt1), ϕ1 ∈ C((Rd)2), ϕ2 ∈ C(Rd),
from the construction procedure for E˜ . Meanwhile,
E˜t1 [E˜t2 [ξ]] = E˜t1 [ϕ1(Xt1 ,Xt2)] = ϕ¯2(Xt1),
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with ϕ¯2(x) = Tt2−t1 [ϕ1(x, ·)](x) = ϕ2(x), since the PDE (P˜) has a unique solution for a given
appropriate initial condition.
(V) can be derived directly from Theorem 6 and the construction of E˜ , while (VI) is a special
case of (V).
To prove (VII), assume ξ = ϕ(Xs), η = φ(Xs+h), ϕ, φ ∈ C(Rd). Then, by Theorem 6,
Es[ξη] = Es[ϕ(Xs)φ(Xs+h)]
= Th[ϕ(y)φ(·)](y)|y=Xs
= Th[ϕ(y)+φ(·) − ϕ(y)−φ(·)](y)|y=Xs
= {ϕ(y)+Th[φ(·)] + ϕ(y)−Th[−φ(·)](y)}|y=Xs
= ξ+Th[φ(·)]y=Xs + ξ−Th[−φ(·)]y=Xs
= ξ+Es[η] + ξ−Es[−η].
In addition, both E˜ and E enjoy the following property.
Lemma 8 Let ξ, η be two random variables in the sublinear expectation space (Ω,H, E) such that
E [ξ] = −E [−ξ], and E˜ be a nonlinear expectation dominated by E. Then
E˜ [αξ + η] = αE˜ [ξ] + E˜ [η], for ∀α ∈ R.
The following lemma follows easily with the (DOM) condition.
Lemma 9 Given a nonlinear expectation space (Ω,H, E˜) and ξ ∈ H. If {ϕn}∞n=1 ⊂ C(Rd) satisfying
ϕn ↓ 0, then E˜ [ϕn(ξ)] ↓ 0.
2.4 Martingale problem and the solution
Definition 4 (E˜-martingale problem) Given the sample space Ω = C([0,∞);Rd) with the canon-
ical process Z, the E˜-martingale problem is to find a time-consistent nonlinear expectation E˜ defined
on (Ω,H) such that, for each ϕ ∈ C∞0 (Rd),
ϕ(Zt)− ϕ(Z0)−
∫ t
0
G˜(Zθ,Dzϕ(Zθ),D
2
zϕ(Zθ)) dθ
is an E˜-martingale on [0,∞).
Now, we will solve the martingale problem with Zt in the canonical space Ω = Cz([0,∞);R2d)
being the generalized G-Brownian motion in [P10a]. To this end, consider the following Cauchy
problem, which is a special form of PDE (P˜).{
∂tu(t, x, y) − G˜(x, y,Dyu(t, x, y),D2xu(t, x, y)) = 0, (t, x, y) ∈ (0, T ] × Rd × Rd,
u(0, x, y) = ϕ(x, y), (x, y) ∈ Rd ×Rd, (P˜-2)
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where ϕ ∈ C(Rd × Rd) with polynomial growth and G˜ satisfies the continuity condition:
|G˜(z, p,A) − G˜(z¯, p, A)| ≤ C(1 + |A|)(1 + |z|l + |z¯|l)[(1 + |p|)|z − z¯|]α, z ∈ R2d, (10)
for some constants C > 0, l ∈ N, and α ∈ (0, 1].
Clearly the existence and uniqueness of PDE (P˜) imply the existence and uniqueness of PDE
(P˜-2), and both Example 1 and Example 2 satisfy condition (10). Note also the G for the G-
Brownian motion in [P10a] is a special case of the G in the PDE (P).
Theorem 10 (Martingale problem) Take the canonical process (Xt, yt) as the generalized G-
Brownian motion. Then there exists a time consistent nonlinear expectation E˜, together with its
conditional expectatations {E˜t}t≥0, defined on the sublinear expectation space (Ω,H) such that for
0 ≤ s ≤ t ≤ T , and ϕ ∈ C∞0 (Rd × Rd),
E˜s[ϕ(Xt, yt)− ϕ(Xs, ys)−
∫ t
s
G˜
(
Xθ, yθ,Dyϕ(Xθ, yθ),D
2
xϕ(Xθ, yθ)
)
dθ] = 0. (11)
That is,
ϕ(Xt, yt)− ϕ(X0, y0)−
∫ t
0
G˜
(
Xθ, yθ,Dyϕ(Xθ, yθ),D
2
xϕ(Xθ, yθ)
)
dθ
is an E˜-martingale on [0, T ].
To prove Theorem 10, it suffices to prove the following Proposition 11. Indeed the following
identity can be easily established by taking the Itoˆ’s formula for the generalized G-Brownian motion:
ϕ(Xt, yt)− ϕ(Xs, ys) =
∫ t
s
{
〈Dxϕ(Xθ , yθ), dXθ〉+ 〈Dyϕ(Xθ, yθ), dyθ〉+ 1
2
tr[D2xϕ(Xθ, yθ) d〈X〉θ]
}
.
Proposition 11 Let M0 ∈ R, ζ, q ∈ M2E (0, T ;Rd), and η ∈ M2E (0, T ;Sd) be given continuous
processes, and let
Mt =M0 +
∫ t
0
(
ζTθ dXθ + q
T
θ dyθ + tr[ηθ d〈X〉θ]
)− ∫ t
0
G˜(Xθ, yθ, qθ, 2ηθ) dθ, 0 ≤ t ≤ T.
Then M is a G˜-martingale.
We will prove Proposition 11 in several steps.
Step 1. Since X is a symmetric G-Brownian motion, by Lemma 8 and Proposition III.9.1-(iii)
of [P10a], it is also a symmetric G˜-martingale. Thus it suffices to prove that
M¯t =M0 +
∫ t
0
(
qTθ dyθ + tr[ηθ d〈X〉θ]
)− ∫ t
0
G˜(Xθ, yθ, qθ, 2ηθ) dθ, 0 ≤ t ≤ T
is a G˜-martingale.
To this end, we need the following lemma.
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Lemma 12 Let ϕ ∈ Cl.Lip(R2d) be given and assume that f : R2d → R satisfies
|f(z)− f(z¯)| ≤ C(1 + |z|l + |z¯|l)|z − z¯|α,
for some constants C > 0, l ∈ N, and α ∈ (0, 1]. We have
u(t, Zt) = E˜t[ϕ(ZT ) +
∫ T
t
f(Zs)ds], (12)
where u ∈ C([0, T ]× R2d) with polynomial growth is the unique viscosity solution of the problem
∂tu+ G˜(z,Dyu,D
2
xu) + f(x, y) = 0, t ∈ [0, T ), z = (x, y) ∈ R2d,
u(T, x, y) = ϕ(x, y).
(13)
Proof. For a fixed t¯ ∈ [0, T ), we set tni = i(T − t¯)/n, for i = 0, 1, . . . , n, and fn(s, ω) =∑n−1
i=0 f(ω(t
n
i ))1[tni ,tni+1)(s), then denote
uni (t, Zt;Z·) := E˜t[ϕ(ZT ) +
∫ T
t
fn(s, Z·)ds], t ∈ [tni , tni+1).
According to the definition of the conditional expectation E˜t, it is not hard to see that uni (t, z;ω)
solves the following PDEs parameterized by ω
∂tu
n
i (t, z;ω) + G˜(z,Dyu
n
i ,D
2
xu
n
i ) + f(ω(t
n
i )) = 0, t ∈ [tni , tni+1), z ∈ R2d,
uni (t
n
i+1, z;ω) = u
n
i+1(t
n
i+1, z;ω),
for i = n− 1, n− 2, . . . , 1, 0. The terminal condition for unk , k = n− 1, is at tnn = T , unn−1(tnn, z;ω) =
ϕ(z). By the comparison theorem of PDE, backwardly and successively, we can check that
uni (t, z;ω) − u(t, z) ≤ uˆni (t, z;ω), t ∈ [tni , tni+1), z ∈ R2d,
where uˆni (t, z;ω), i = n− 1, n − 2, . . . , 1, 0, solves the PDEs
∂tuˆ
n
i (t, z;ω) +G(Dz uˆ
n
i ,D
2
z uˆ
n
i ) + f(ω(t
n
i ))− f(z) = 0, t ∈ [tni , tni+1), z ∈ R2d,
uˆni (t
n
i+1, z;ω) = uˆ
n
i+1(t
n
i+1, z;ω).
Now, since G(p,A) is a sublinear function which does not depend on z, we claim that
|uˆn0 (t¯, Zt¯;Z·)| ≤ Et¯[
∫ T
t¯
|f(Zs)− fn(s, Z·)|ds]→ 0 in L1E(ΩT ) as n→∞,
from which we have
|u(t¯, Zt¯)− un0 (t¯, Zt¯;Z·)| ≤ |uˆn0 (t¯, Zt¯;Z·)| → 0 as n→∞,
and thus
un0 (t¯, Zt¯;Z·) : = E˜t[ϕ(ZT ) +
∫ T
t
fn(s, Z·)ds]
→ u(t¯, Zt¯) = E˜t[ϕ(ZT ) +
∫ T
t
f(s, Zs)ds].
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Now let us prove the claim. Set
∆ = Et¯[
∫ T
t¯
|f(Zs)− fn(s, Z·)| ds],
then
∆ ≤ Et¯
[∫ T
t¯
n−1∑
i=0
C(1 + |Zs|l + |Ztni |l)|Zs − Ztni |α1[tni ,tni+1)(s) ds
]
,
and
E [∆] ≤ E
[∫ T
t¯
n−1∑
i=0
C(1 + |Zs|l + |Ztni |l)|Zs − Ztni |α1[tni ,tni+1)(s) ds
]
≤ C
n−1∑
i=0
∫ tni+1
tni
E [(1 + |Zs|l + |Ztni |l)|Zs − Ztni |α] ds
≤ C
n−1∑
i=0
∫ tni+1
tni
√
E [(1 + |Zs|l + |Ztni |l)2]E [|Zs − Ztni |2α] ds
≤ C
n−1∑
i=0
∫ tni+1
tni
(s − tni )α ds
≤ C
n−1∑
i=0
(tni+1 − tni )1+α → 0, as n→∞.
And a slight modification of the approach in Chapter V.3 of [P10a] yields the inequality in the
claim.
Step 2: Now, we prove that, for each fixed (η, q) ∈ Lip(Ωs,Sd × Rd), we have the relation, for
0 ≤ s < t ≤ T ,
1
2
〈ηXs,Xs〉+ 〈q, ys〉 = E˜s
[
1
2
〈ηXt,Xt〉+ 〈q, yt〉 −
∫ t
s
G˜(Xθ, yθ, q, η) dθ
]
(14)
or
E˜s
[
1
2
tr[η(〈X〉t − 〈X〉s)] + 〈q, yt − ys〉 −
∫ t
s
G˜(Xθ, yθ, q, η) dθ
]
= 0. (15)
Proof of (15). We can fix (η, q) as constants. According to Lemma 12, the right hand side of (14)
equals u(s,Xs, ys), where u(t, x, y) is the viscosity solution of the following PDE:
∂tu+ G˜(x, y,Dyu,D
2
xu)− G˜(x, y, q, η) = 0, t ∈ [t1, t2), x, y ∈ Rd,
u(t2, x, y) =
1
2
〈ηx, x〉+ 〈q, y〉 .
But it is easy to check that u(t, x, y) ≡ 12 〈ηx, x〉 + 〈p, y〉 is the unique solution of this PDE, from
which we prove the first relation (14). For relation (15), we just need to move the terms of the
right hand side to the left, inside the E˜s. Note by Itoˆ’s formula,
1
2
〈ηXt,Xt〉 − 1
2
〈ηXs,Xs〉 =
∫ t
s
〈ηXθ, dXθ〉+ 1
2
tr[η(〈X〉t − 〈X〉s)]
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and, for each ξ ∈ L1E(ΩT ), we have E˜s[
∫ t
s 2〈ηXθ, dXθ〉 + ξ] = E˜s[−
∫ t
s 2〈ηXθ, dXθ〉 + ξ] = E˜s[ξ], by
Lemma 8.
Step 3: Now we are ready to finish proving Proposition 11.
By the domination inequality, the equality (15) can be extended to the case (ς, η, q) ∈ L2E(Ωs,R×
S
d × Rd). Now for step processes:
ηKt =
K−1∑
j=0
ηj1[sj ,sj+1)(t), q
K
t =
K−1∑
j=0
qj1[sj ,sj+1)(t), s = s1 < · · · < sK = T ,
(ηj , qj) ∈ L2E(Ωsj ,Sd × Rd), ς ∈ L2E(Ωs,R).
We can repeat the equality (15) to prove
E˜s
[
ς +
∫ t
s
tr[ηKr d〈X〉r ] +
∫ t
s
〈qKr , dyr〉 −
∫ t
s
G˜(r, ω, qKr , 2η
K
r )dr
]
= ς, s ≤ t ≤ T.
From the domination of E˜ by E , we then can prove, for (η·, q·) ∈M2E (0, T ;Sd × Rd), and
E˜s
[∫ t
s
tr[ηrd〈X〉r ] +
∫ t
s
〈qr, dyr〉 −
∫ t
s
G˜(ω(s), qr, 2ηr)dr
]
= 0,
from which the proof is complete.
As a corollary of Theorem 10, we have the following result.
Corollary 13 The martingale Theorem 10 holds when ϕ is a polynomial.
Proof. For each given polynomial ϕ, one can find a sequence of functions ϕn ∈ C∞0 (Rd×Rd) such
that |ϕn − ϕ| ↓ 0, |Dyϕn −Dyϕ| ↓ 0, and |D2xϕn −D2xϕ| ↓ 0, then we have∣∣∣∣E˜s[ϕ(Zt)− ϕ(Zs)− ∫ t
s
G˜(Zθ,Dyϕ(Zθ),D
2
xϕ(Zθ)) dθ]
∣∣∣∣
≤
∣∣∣∣E˜s[ϕ(Zt)− ϕ(Zs)− ∫ t
s
G˜(Zθ,Dyϕ(Zθ),D
2
xϕ(Zθ)) dθ]
− E˜s[ϕn(Zt)− ϕn(Zs)−
∫ t
s
G˜(Zθ,Dyϕn(Zθ),D
2
xϕn(Zθ)) dθ]
∣∣∣∣
≤
∣∣∣∣Es[(ϕ(Zt)− ϕn(Zt))− (ϕ(Zs)− ϕn(Zs))
−
∫ t
s
[G˜(Zθ,Dyϕ(Zθ),D
2
xϕ(Zθ))− G˜(Zθ,Dyϕn(Zθ),D2xϕn(Zθ))] dθ]
∣∣∣∣
≤Es[|ϕ(Zt)− ϕn(Zt)|] + Es[|ϕ(Zs)− ϕn(Zs)|]
+
∫ t
s
Es[|G˜(Zθ,Dyϕ(Zθ),D2xϕ(Zθ))− G˜(Zθ,Dyϕn(Zθ),D2xϕn(Zθ))|] dθ
≤Es[|ϕ(Zt)− ϕn(Zt)|] + Es[|ϕ(Zs)− ϕn(Zs)|]
+ L
∫ t
s
Es[|Dyϕ(Zθ)−Dyϕn(Zθ)|+ |D2xϕ(Zθ)−D2xϕn(Zθ)|] dθ.
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Letting n→∞, according to Lemma 9, we see
E˜s[ϕ(Zt)− ϕ(Zs)−
∫ t
s
G˜(Zθ,Dyϕ(Zθ),D
2
xϕ(Zθ)) dθ] = 0.
3 Weak solution of G-SDE
In this section, we will develop a notion of weak solution of general G-SDE, and show the existence
of such weak solutions in comparison with the strong solutions within the existing G-framework.
To this end, the G in this section is from [P10a] which is a special case of the G (with the form (5))
in class D. We will rely on the analysis and results for the martingale problem in the previous
section.
3.1 Weak solution of SDE in G-framework
Consider a d-dimensional G-SDE{
dzt = b(zt)dt+ r(zt)d〈B〉t + σ(zt)dBt, 0 ≤ t ≤ T,
z0 = z, z ∈ Rd,
(16)
where b = (bi)1≤i≤d, r = (r
i
jk)1≤i,j,k≤d, and σ = (σij)1≤i,j≤d, and b
i, rijk, and σij are continuous
functions on Rd, and σ ≥ σ0I for some constant σ0 > 0. Here B is a d-dimensional general-
ized E-Brownian motion introduced in [P10a] (for additional background material, please consult
Appendix).
Definition 5 (Weak solution) A weak solution of G-SDE (16) is a triple ((Ω,H, E˜), z, B), where
i) (Ω,H, E˜) is a nonlinear expectation space,
ii) z is a d-dimensional continuous process on the nonlinear expectation space (Ω,H, E˜), and B is
a d-dimensional E˜-Brownian motion in the sense of [P10a],
iii) the identity
zt = z0 +
∫ t
0
b(zθ) dθ +
∫ t
0
r(zθ) d〈B〉θ +
∫ t
0
σ(zθ) dBθ (17)
holds in the nonlinear expectation space.
3.2 Existence of weak solutions for G-SDE
We will establish the existence result for a random process (zt)t≥0 which is a weak solution of
a G-SDE. For comparison with the existing G-framework, we assume that a random process zt
in a nonlinear expectation space can be decomposed into two parts Xt and yt, with Xt being a
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symmetric martingale and yt with finite variation. This is a generalization of the generalized G-
Brownian motion (Xt, yt). For more about this martingale representation in a nonlinear expectation
space, see for instance [PSZ12]. More specifically, we consider the following 1-dimensional G-SDE:{
dzit = b
i(zt) dt+ r
i
jk(zt) d〈B〉jkt + σij(zt) dBjt , 0 ≤ t ≤ T,
z0 = z ∈ Rd,
(18)
where b : Rd → Rd, r : Rd → L(Rd×d;Rd), and σ : Rd → L(Rd;Rd) are bounded and continu-
ous functions such that the inversed matrix σ−1(z) is also bounded, and they satisfy the Ho¨lder
continuity condition
|b(z)− b(z¯)|+ |r(z)− r(z¯)|+ |σ(z) − σ(z¯)| ≤ L0|z − z¯|α.
We also assume that there exists a sublinear monotone function G¯ : Sd 7→ R, satisfying
G¯(A) ≥ λtr[A], ∀A ∈ Sd (λ > 0),
define
G˜(x, y, p,A) = G¯([2rkij(x+ y)pk + σi′i(x+ y)σj′j(x+ y)A
i′j′ ]di,j=1) + b
i(x+ y)pi,
here we use Einstein convention, namely the repeated indices i, j implies taking sum from 1 to d.
One can see that G˜ satisfies the continuity condition (10).
Lemma 14 For the case
G˜(x, y, p,A) = G¯([2rkij(x+ y)pk + σi′i(x+ y)σj′j(x+ y)A
i′j′ ]di,j=1) + b
i(x+ y)pi,
we denote zt = Xt + yt, where (X·, y·) = ω(·) ∈ Ω is the canonical process. Then, for each
p ∈M2
E¯
(0, T ;Rd) and η ∈M1
E¯
(0, T ;Sd), the process
Np,ηt =
∫ t
0
pTs dzs +
∫ t
0
1
2
tr[ηs d 〈z〉s]−
∫ t
0
[G¯(2r(zs)ps + σ
T (zs)ηsσ(zs)) + p
T
s b(zs)] ds (19)
is a martingale under E˜.
Proof. Since, for each ξ, p, and η∫ t
0
ζTs dXs +
∫ t
0
pTs dys +
∫ t
0
1
2
tr[ηs d 〈X〉s]−
∫ t
0
G˜(Xs, ys, ps, ηs)ds
is a martingale under E˜ and 〈X〉s ≡ 〈z〉s, by taking ζs ≡ ps we obtain that for each p ∈M2E¯ (0, T ;Rd)
and η ∈M1
E¯
(0, T ;Sd), Np,ηt is an E˜-martingale.
Theorem 15 Under the nonlinear expectation E˜ derived from the PDE
∂tu(t, x, y)− G˜(x, y,Dyu,D2xu) = 0, (t, x, y) ∈ (0, T ]× R2d,
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together with the canonical space Ω = Cx,y([0, T ];R
2d), the linear space of d-dimensional random
variables H, the process z· = X· + y· for (X·, y·) ∈ Ω, and
Bit =
∫ t
0
σ−1ij (zs)dz
j
s −
∫ t
0
σ−1ij (zs)b
j(zs)ds−
∫ t
0
σ−1ik (zs)r
k
jl(zs) d 〈B〉jls ,
i = 1, . . . , d, 0 ≤ t ≤ T,
is a weak solution of the G-SDE (18).
Several steps are needed for proving the theorem.
Step 1. For the canonical process (zs)s≥0, we construct the following Itoˆ process:
Bit =
∫ t
0
σ−1ij (zs)dz
j
s −
∫ t
0
σ−1ij (zs)b
j(zs)ds−
∫ t
0
σ−1ik (zs)r
k
jl(zs)d 〈B〉jls . (20)
By Proposition 21, the quadratic variation process of this G-Itoˆ process B is given by
〈B〉ii′t =
∫ t
0
σ−1ij (zs)σ
−1
i′j′(zs)d 〈z〉jj
′
s . (21)
Thus it is clear that
dzs = b(zs)ds+ σ(zs)dBs + r(zs)d 〈B〉s , z0 = z(= x+ y).
It remains to prove that, under E˜ , B is a d-dimensional G¯-Brownian motion. From (21), we rewrite
(20) as
Blt =
∫ t
0
σ−1lj (zs)dz
j
s −
∫ t
0
σ−1lj (zs)b
j(zs)ds (22)
−
∑
i,i′
∫ t
0
σ−1lk (zs)r
k
ii′(zs)σ
−1
ij (zs)σ
−1
i′j′(zs)d 〈z〉jj
′
s .
We need to prove that the G-Itoˆ process defined by
Mt :=
∑
k
∫ t
0
ζks dB
k
s +
1
2
∑
i,i′
∫ t
0
ηii
′
s d 〈B〉ii
′
s −
∫ t
0
G¯(ηs)ds (23)
is an E˜-martingale. Indeed, we have
Mt =
∫ t
0
ζ lsσ
−1
lj (zs)dz
j
s
+
∫ t
0
1
2
ηii
′
s σ
−1
ij (zs)σ
−1
i′j′(zs)−
∑
i,i′
ζ lsσ
−1
lk (zs)r
k
ii′(zs)σ
−1
ij (zs)σ
−1
i′j′(zs)
 d 〈z〉jj′s
−
∫ t
0
[G¯(ηs) + ζ
l
sσ
−1
lj (zs)b
j(zs)]ds = N
p¯,η¯
t ,
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where we set
(p¯s)j = ζ
l
sσ
−1
lj (zs), and
(η¯s)jj′ = σ
−1
ij (zs)η
ii′
s (zs)σ
−1
i′j′(zs)− 2
∑
i,i′
ζ lsσ
−1
lk (zs)r
k
ii′(zs)σ
−1
ij (zs)σ
−1
i′j′(zs).
This, with Lemma 14, shows that {Mt}0≤t≤T defined in (23) is an E˜-martingale.
Step 2. The proof can be completed by applying the following proposition.
Proposition 16 Let (Bt)t≥0 be a d-dimensional G-Itoˆ process defined on sublinear expectation
space (Ω, L1E(Ω), E) and let G¯ be dominated by G such that for each bounded ζ ∈M2E (0, T ;Rd) and
η ∈M2E (0, T ;Sd), ∫ t
0
ζTs dBs +
1
2
∫ t
0
tr[ηsd 〈B〉s]−
∫ t
0
G¯(ηs) ds,
is an E˜-martingale, where G¯ given as before. Then B is a G¯-Brownian motion under E˜.
Corollary 17 We assume the same condition for Bt and G¯ as given in Proposition 16. If for each
ϕ ∈ C2b (Rd), ∫ t
0
〈Dxϕ(Bs), dBs〉+ 1
2
∫ t
0
tr[D2xϕ(Bs) d 〈B〉s]−
∫ t
0
G¯(D2xϕ(Bs))ds,
is an E˜ martingale, then B is also a G¯-Brownian motion under E˜.
Corollary 18 We set d = 1 and assume the same condition for B as in Proposition 16. If there
there two constants σ > σ > 0, such that
(1). B is a symmetric E˜-martingale,
(2). the process {B2t − σ2t} is an E˜-martingale,
(3). the process {σ2t−B2t } is an E˜-martingale.
Then B is a G¯-Brownian motion under E˜ , where G¯ is a sublinear monotone function of the
form
G¯(a) :=
1
2
(σ2a+ − σ2a−), a ∈ R.
Proof. For simple processes ζ, η ∈M2,0E (0, T ) of the form
ζt =
n−1∑
i=0
ζ i1[ti,ti+1)(t), ηt =
n−1∑
i=0
ηi1[ti,ti+1)(t), ζ
i, ηi ∈ Lip(Ωti),
we can check that the process defined by Mt :=
∫ t
0 ζsdBs +
1
2
∫ t
0 ηsd 〈B〉s −
∫ t
0 G¯(ηs)ds is an E˜-
martingale. It is also easy to extend this property to the case of bounded ζ, η ∈ M2E (0, T ). Thus
Proposition 16 can be applied.
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Proof of Proposition 16. For each ϕ(x, x¯) ∈ C3b (R2d), we solve the following PDE, parameter-
ized by x¯ ∈ Rd,
∂tuε(t, x; x¯) + G¯(D
2
xuε(t, x; x¯)) = 0, (24)
defined on t ∈ [0, T + ε)× Rd with terminal condition uε(T + ε, x; x¯) = ϕ(x, x¯). Since G¯ is convex
and G¯(A) ≥ λtr[A], by Krylov [K87], the internal regularity
‖uε‖C1+α/2,2+α([0,T ]×Rd) <∞.
We then can apply G-Itoˆ’s formula to get
M ε,tt¯ := uε(t¯, B
t
t¯ ;Bt)− uε(t, 0;Bt)
=
∫ t¯
t
∂tuε(s,B
t
s;Bt) ds +
∫ t¯
t
〈Dxuε(s,Bts;Bt), dBs〉+
1
2
∫ t¯
t
tr[D2xuε(s,B
t
s;Bt) d 〈B〉s]
=
∫ t¯
t
〈Dxuε(s,Bts;Bt), dBs〉+
1
2
∫ t¯
t
tr[D2xuε(s,B
t
s;Bt) d 〈B〉s]
−
∫ t¯
t
G¯(D2xuε(s,B
t
s;Bt))ds,
where Bts = Bs −Bt, t ≤ s ≤ T .
But, as a condition of Proposition 16, M ε,t is an E˜-martingale. It then follows that
uε(t, 0;Bt) = E˜t[uε(T,BT −Bt;Bt)].
Let u be the viscosity solution of the same PDE (24) defined on [0, T ) × Rd with terminal value
u(T, x; x¯) = ϕ(x, x¯). By using the stability of viscosity solution (Lemma II.6.2 of [FS92]) and the
internal regularity of u, letting ε → 0 in the above identity, we obtain u(t, 0;Bt) = E˜t[u(T,BT −
Bt;Bt)] = E˜t[ϕ(BT −Bt, Bt)]. It follows that
E˜t[ϕ(BT −Bt, Bt)] = E˜t[E¯ [ϕ(
√
T − tξ, x¯)]x¯=Bt ],
where ξ is a G¯-normal distributed random variable. It follows that BT − Bt d=
√
T − tξ and
BT − Bt is independent of Bt. In fact, we can applying the above method to the case ϕ =
ϕ(BT−Bt, Bt1 , · · · , BtN ), for t1 ≤ · · · ≤ tN ≤ t, to prove that, for ϕ(x1, · · · , xN , x) ∈ C3b (Rd×(N+1)),
we have
E˜ [ϕ(Bt1 , · · · , BtN , BT −Bt)] = E˜ [E˜ [ϕ(x1, . . . , xN , BT −Bt)]x1=Bt,··· ,xN=BtN ]
= E˜ [E¯ [ϕ(x1, . . . , xN ,
√
T − tξ)]x1=Bt,··· ,xN=BtN ].
This implies that BT − Bt is also independent of Bt1 , · · · , BtN . It then follows that (Bt)t≥0 is a
G¯-Brownian motion. The proof is complete.
Remark 5 The method to establish the existence of weak solutions of SDE (16) is by and large
a generalization of the classical Girsanov transformation for change of measures. However, the
Girsanov transformation is limited to the transform of two measures that are absolutely continuous,
and even a small change of the diffusion coefficient may cause the singularity between two measures.
In this regard, our method is new and the key is to have a sublinear expectation of E that dominates
a class of probability measures singular from each other.
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4 Appendix
4.1 Related stochastic calculus under nonlinear expectations
We first recall some notions under G-framework mainly from [P10a]. We then develop some new
results under general sublinear expectations.
4.1.1 Review: Itoˆ’s integral with G-Brownian motion in L2E(Ω)
We briefly present some useful results of stochastic calculus under G-expectation. Recall that, since
E is a sublinear expectation defined on (Ω, Lip(ΩT )), thus, for each p ≥ 1, T > 0, we can define a
Banach norm
‖ξ‖Lp
E
= (E [|ξ|p])1/p , ξ ∈ Lip(ΩT ).
The completion of Lip(ΩT ) under this norm is denoted by L
p
E(ΩT ). Both E-expectation and E˜-
expectation, as well as their conditional expectations Et, E˜t are extended in L1E(ΩT ), T ≥ 0 and the
properties obtained in Proposition 7 still hold true for LpE(ΩT ) in the place of Lip(ΩT ). Moreover,
it is proved in [DHP11] that there exists a weakly compact subset PG of probability measures on
the Borel measurable space (Ω,B(Ω)) such that
E [ξ] = sup
P∈PG
∫
Ω
ξ(ω)dP, ξ ∈ L1E(ΩT ),
and, in fact LpE(ΩT ) belongs to the space of B(Ω)-measurable functions
sup
P∈PG
∫
Ω
|ξ(ω)|pdP <∞. (25)
The usual language of P -almost surely is replaced by cG-quasi surely with
cG(A) := sup
P∈PG
P (A), A ∈ B(Ω).
In fact ξ ∈ LpE(Ω) iff ξ ∈ L0(Ω) has cG-quasi continuous modification such that (25) and
lim
N→∞
sup
P∈PG
∫
Ω
|ξ(ω)|p1{|ξ|>N}dP = 0.
We give the definition of G˜-Brownian motion here.
Definition 6 (G˜-Brownian Motion) A d-dimensional process (Bt)t≥0 defined on a sublinear ex-
pectation space (Ω,H, E) is called a G˜-Brownian motion under a given nonlinear expectation E˜
dominated by E, if the following conditions are satisfied:
(i). B0(ω)= 0.
(ii). For each t, s ≥ 0, Bt+s −Bt and Bs are identically distributed and Bt+s −Bt is independent
from (Bt1 , Bt2 , · · · , Btn), for each n ∈ N and 0 ≤ t1 ≤ · · · ≤ tn ≤ t.
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(iii). limt↓0 E [|Bt|3]t−1 = 0.
B is called a symmetric Brownian motion if E˜ [Bt] = E˜ [−Bt] = 0. In the finite dimensional case
nonlinear distribution of B is fully determined by the function: G˜(A) = 12 E˜ [〈AB1, B1〉], defined on
S
d. We often call it a G˜-Brownian motion.
In fact in the main text of the paper we have introduced 2d-dimensional stochastic process
(Xt −X0, yt − y0). They are Brownian motion under E , but in general not under E˜ . Futhermore,
under E , Xt is a symmetric G0-Brownian motion with G0(A) = G(0, A), while yt is not symmetric.
Indeed, for each ϕ ∈ Cb(Rd)
E [ϕ(yt)] = max
v∈Γ1
ϕ(vt),
where Γ1 is a convex subset of R
d such that maxv∈Γ1 〈p, v〉 = g0(p) := G(p, 0), for all p ∈ Rd. A
typical situation of such kind of Brownian motion is the quadratic variation process 〈X〉t of the
above symmetric Brownian motion.
Definition 7 For T ∈ [0,∞), a partition piT of [0, T ] is a finite ordered subset piT = {t0, t1, . . . , tN}
such that 0 = t0 < t1 < · · · < tN = T ,
µ(piT ) := max{|ti+1 − ti|; i = 0, 1, . . . , N − 1}.
We use piNT = {tN0 , tN1 , . . . , tNN} to denote a sequence of partitions of [0, T ] such that lim
N→∞
µ(piNT ) = 0.
Let p ≥ 1 be fixed. We consider the following type of simple processes: for a given partition
piT = {t0, . . . , tN} of [0, T ] we set
ηt(ω) =
N−1∑
k=0
ξk(ω)1[tk,tk+1)(t),
where ξk ∈ LpE(Ωtk), k = 0, 1, 2, . . . , N − 1 are given. The collection of these processes is denoted
by Mp,0E (0, T ).
Definition 8 For an η ∈Mp,0E (0, T ) with ηt(ω) =
∑N−1
k=0 ξk(ω)1[tk ,tk+1)(t), the related integrals are∫ T
0
ηt(ω)dt :=
N−1∑
k=0
ξk(ω)(tk+1 − tk),
∫ T
0
ηt(ω)dXt :=
N−1∑
k=0
ξk(ω)(Xtk+1 −Xtk),
∫ T
0
ηt(ω)dyt :=
N−1∑
k=0
ξk(ω)(ytk+1 − ytk).
Definition 9 For each p ≥ 1, we denote by MpE (0, T ) the completion of Mp,0E (0, T ) under the norm
‖η‖Mp
E
(0,T ) :=
{
E [
∫ T
0
|ηt|pdt]
}1/p
.
It is clear that MpE (0, T ) ⊃ M qE (0, T ) for 1 ≤ p ≤ q. We also use MpE (0, T ;Rd) for all d-
dimensional stochastic processes ηt = (η
1
t , . . . , η
d
t )
T , t ≥ 0 with ηi ∈MpE (0, T ), i = 1, 2, . . . , d.
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4.1.2 G-Itoˆ’s calculus
In the above space, it is easy to check that, for fixed pi ∈ R2d, i = 1, . . . , n, the n-dimensional
process defined by (〈Zt(ω), p1〉 , · · · , 〈Zt(ω), pn〉)t≥0 is also a Brownian motion, particularly Xt+ yt
is a G-Brownian motion under E .
Therefore, the process zt(ω) = Xt(ω) + yt(ω) = ω(t), ω ∈ Ω = C([0,∞),Rd) is a G-Brownian
motion under E , namely (zt)t≥0 is cG-quasi surely continuous process such that the nonlinear
distribution of zt − zs is that of zt−s, and zt − zs is independent from (zs1 , . . . , zsN ) for each
t ≥ s ≥ tsi , i = 1, 2, . . . , N .
It is worth noticing that (zt)t≥0 is also a nonlinear diffusion process under E˜ : for each ti ≥ t ≥ 0,
i = 1, . . . , N , E˜t[ϕ(zt1 , · · · , ztn)] depends only on zt. Such nonlinear Markovian property plays an
important role in this paper.
Proposition 19 If the function G˜ is of the form G˜(x+ y, p,A), then zt = Xt + yt still satisfies a
martingale problem with nonlinear expectation derived from the PDE
∂tu(t, z) + G˜(z,Dzu(t, z),D
2
zu(t, z)) = 0 (t, x) ∈ (0,∞)× Rd.
Proof. In this case the solution of the PDE
∂tu(t, x, y)− G˜(x+ y,Dyu(t, x, y),D2xu(t, x, y)) = 0, u(0, x, y) = ϕ(x+ y)
coincides with u¯(t, x+ y), where u¯(t, z) is the solution to the PDE
∂tu¯(t, z) −G(z,Dz u¯(t, z),D2z u¯(t, z)) = 0, u¯(0, z) = ϕ(z),
(t, z) ∈ (0,∞)× Rd.
Notice that nonlinear expectation E˜ is dominated by the sublinear expectation E , the nonlinear
expectation E˜ can still be defined on the Banach space LpE , p ≥ 1. We give Itoˆ’s formula for a “G-Itoˆ
process”. For simplicity, we first consider the case of the function Φ being sufficiently regular and
consider the general n-dimensional G-Itoˆ’s process
ξt = ξ0 +
∫ t
0
αsds+
∫ t
0
βsdXs +
∫ t
0
ηsd 〈X〉s +
∫ t
0
κsdys, (26)
where ξ0 ∈ Rn, αs ∈ Rn, βs, κs ∈ L(Rd;Rn), and ηs ∈ L(Rd×d;Rn).
Theorem 20 (Itoˆ’s formula) Let Φ be a C2-function on Rn such that ∂2xµxνΦ satisfies the poly-
nomial growth condition for µ, ν = 1, · · · , n. Let αν, βνj, and ηνij , ν = 1, . . . , n, i, j = 1, . . . , d be
bounded processes in M2E (0, T ). Then for each t ≥ s ≥ 0 we have in L2E(Ωt)
Φ(ξt)− Φ(ξs) =
∫ t
s
∂xνΦ(ξθ)dξ
ν
θ +
1
2
∑
i,j
∫ t
s
∂2xµxνΦ(ξθ)β
µi
θ β
νj
θ d 〈X〉ijθ
=
∫ t
s
〈DxΦ(ξθ), dξθ〉+ 1
2
∫ t
s
tr[βTD2xΦ(ξθ)β d 〈X〉θ],
where 〈X〉ij = 〈Xi,Xj〉 .
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We have the following lemma.
Proposition 21
〈ξ〉t ,
(
〈ξ〉ijt
)
=
(∫ t
0
∑
µ,ν
βiµs β
jν
s d 〈Xµ,Xν〉s
)
=
∫ t
0
βs d 〈X〉s βTs .
Proof. Let piNt , N ∈ N, be a sequence of partitions of [0, t]. We denote ξ(N)t =
∑N−1
j=0 ξtNj
1[tj ,tj+1)(t),
then
ξtξ
T
t − ξ0ξT0 =
N−1∑
j=0
(ξtNj+1
ξT
tNj+1
− ξtNj ξ
T
tNj
)
=
∫ t
0
[
ξ
(N)
t dξ
T
t + dξt
(
ξ
(N)
t
)T]
+
N−1∑
j=0
(ξtNj+1
− ξtNj )(ξtNj+1 − ξtNj )
T .
As µ(piNt ) → 0, the first term on the right hand side converges to
∫ t
0
[
ξs dξ
T
s + dξs ξ
T
s
]
in L2E(Ωt),
the second one must be convergent, and we denote its limit by 〈ξ〉t,
〈ξ〉t =ξtξTt − ξ0ξT0 −
∫ t
0
[
ξs dξ
T
s + dξs ξ
T
s
]
But by Theorem 20
ξitξ
j
t − ξi0ξj0 =
∫ t
0
(ξiθ dξ
j
θ + dξ
i
θ ξ
j
θ) +
∑
µ,ν
∫ t
0
βiµs β
jν
s d 〈X〉µνs , 1 ≤ i, j ≤ n.
4.2 Proof of Theorems 3 and 5
Proof of Theorem 3. The proof is based on a key lemma.
Lemma 22 Suppose that each continuous function Gi : [0,∞)×Rd×R×Rd×Sd → R, i = 0, 1, . . . , k
satisfies
λGi(t, x, v, p,A) = G
(1)
i (t, x, v, λp, λA) + λG
(2)
i (t, x, v, p), (27)
for ∀(t, x, v, p,A) ∈ [0,∞)×Rd×R×Rd×Sd, λ ≥ 0, i = 0, 1, . . . , k, where its respective decomposition
functions G
(1)
i and G
(2)
i being continuous and satisfying the following condition
(G). (Condition (G))
|G(t, x, v, p,A)−G(t, y, v, p,A)| ≤ ρ¯G(1 + (T − t)−1 + |x|+ |y|+ |v|)ρG(|x− y|+ |p| · |x− y|),
for each t ∈ [0,∞), v ∈ R, x, y, p ∈ Rd, and A ∈ Sd, where ρG, ρ¯G : [0,∞) → [0,∞) are
continuous functions that satisfy ρG(0) = 0, ρ¯G(0) = 0.
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Moreover, assume that
k∑
i=1
Gi(t, x, vi, pi, Ai) ≤ G0(t, x,
k∑
i=1
vi,
k∑
i=1
pi,
k∑
i=1
Ai),
for each (t, x, vi, pi, Ai) ∈ [0,∞) × Rd × R× Rd × Sd, and that
G0(t, x, v, p,A) ≤ G0(t, x, v, p,A + A¯),
|G0(t, x, u, p,A) −G0(t, x, v, p, A¯)| ≤ L0(|u− v|+ |A− A¯|),
where (t, x, p) ∈ [0,∞)×Rd×Rd, u, v ∈ R, A, A¯, A¯ ∈ Sd with A¯ ≥ 0, and L0 > 0 is a constant. For
each i = 1, . . . , k, let ui ∈ USC([0, T ] ×Rd) be a viscosity subsolution of PDE
∂tu(t, x)−Gi(t, x, u(t, x),Du(t, x),D2u(t, x)) = 0, (t, x) ∈ (0, T ]× Rd,
and let u0 ∈ LSC([0, T ] × Rd) be a viscosity supersolution of PDE
∂tu(t, x) −G0(t, x, u(t, x),Du(t, x),D2u(t, x)) = 0, (t, x) ∈ (0, T ] × Rd,
such that each ui, i = 0, 1, . . . , k is with polynomial growth. Then
k∑
i=1
ui ≤ u0 on (0, T ]×Rd provided
that
k∑
i=1
ui(0, x) ≤ u0(0, x), x ∈ Rd.
Note that the above lemma corrects Theorem C.2.3 of [P10a] where a condition of type (27) was
missing. Now, take G0 = G, G1 = G˜, and define G2(t, x, p,A) = −G˜(t, x,−p,−A). Since G˜ satisfies
condition (DOM), we have
G1(t, x, p1, A1) +G2(t, x, p2, A2) = G˜(t, x, p1, A1)− G˜(t, x,−p2,−A2)
≤ G(t, x, p1 − (−p2), A1 − (−A2))
= G0(t, x, p1 + p2, A1 +A2).
Applying Lemma 22 yields Theorem 3.
Proof of Theorem 5 Let Φ ∈ C2([0, T ] × Rd), and w − Φ achieves its global maximum at
(t0, x0) ∈ (0, T )× Rd. Set
Ψε,δ(t, x, s, y) = u1(t, x) − u2(s, y)− |x− y|
2
ε2
− |t− s|
2
δ2
− Φ(t, x),
where ε, δ > 0. Since (t0, x0) is a strict global maximum point of w − Φ, as the proof for Lemma
3.1 in [CIL92], there exists a sequence (t˜, x˜, s˜, y˜) = (t˜(ε, δ), x˜(ε, δ), s˜(ε, δ), y˜(ε, δ)) such that
• (t˜, x˜, s˜, y˜) is a global maximum point of Ψε,δ in ([0, T ] × B¯R)2;
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• (t˜, x˜), (s˜, y˜)→ (t0, x0) as (ε, δ) → 0;
• |x˜− y˜|
ε2
and
|t˜− s˜|
δ2
are bounded and tend to zero as (ε, δ)→ 0.
According to Theorem 8.3 in [CIL92], there exist X,Y ∈ Sd such that(
2(t˜− s˜)
δ2
+
∂Φ
∂t
(t˜, x˜),
2(x˜− y˜)
ε2
+DΦ(t˜, x˜),X
)
∈ P¯ 2,+BR u1(t˜, x˜),(
2(t˜− s˜)
δ2
,
2(x˜− y˜)
ε2
, Y
)
∈ P¯ 2,−BR u2(s˜, y˜),(
X 0
0 −Y
)
≤ 4
ε2
(
I −I
−I I
)
+
(
D2Φ(t˜, x˜) 0
0 0
)
.
Without loss of generality, assume that (t˜, x˜, s˜, y˜) is a global maximum point of Ψε,δ in ([0, T ]×
R
d)2. Since u1 and u2 are subsolution and supersolution to the PDE (P˜), we have
−2(t˜− s˜)
δ2
− ∂Φ
∂t
(t˜, x˜)− G˜(x˜, 2(x˜− y˜)
ε2
+DΦ(t˜, x˜),X) ≤ 0
and
−2(t˜− s˜)
δ2
− G˜(y˜, 2(x˜− y˜)
ε2
), Y ) ≥ 0.
Therefore
− ∂Φ
∂t
(t˜, x˜)−
[
G˜(x˜,
2(x˜− y˜)
ε2
+DΦ(t˜, x˜),X) − G˜(y˜, 2(x˜− y˜)
ε2
, Y )
]
≤ 0. (28)
Note that
G˜(x˜,
2(x˜− y˜)
ε2
+DΦ(t˜, x˜),X)− G˜(y˜, 2(x˜− y˜)
ε2
, Y )
= sup
Γ
inf
Λ
{
1
2
tr[σ(x˜, γ, λ)σT (x˜, γ, λ)X] +
〈
b(x˜, γ, λ),
2(x˜− y˜)
ε2
+DΦ(t˜, x˜)
〉}
− sup
Γ
inf
Λ
{
1
2
tr[σ(y˜, γ, λ)σT (y˜, γ, λ)Y ] +
〈
b(x˜, γ, λ),
2(x˜− y˜)
ε2
〉}
≤ sup
Γ,Λ
{
1
2
tr[σ(x˜, γ, λ)σT (x˜, γ, λ)X − σ(y˜, γ, λ)σT (y˜, γ, λ)Y ] +
〈
b(x˜, γ, λ)− b(y˜, γ, λ), 2(x˜− y˜)
ε2
〉
+ 〈DΦ(t˜, x˜), b(x˜, γ, λ)〉
}
,
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tr[σ(x˜, γ, λ)σT (x˜, γ, λ)X − σ(y˜, γ, λ)σT (y˜, γ, λ)Y ]
= tr
[(
σ(x˜, γ, λ)σT (x˜, γ, λ) σ(x˜, γ, λ)σT (y˜, γ, λ)
σ(y˜, γ, λ)σT (x˜, γ, λ) σ(y˜, γ, λ)σT (y˜, γ, λ)
)(
X 0
0 −Y
)]
≤ 4
ε2
tr
[(
σ(x˜, γ, λ)σT (x˜, γ, λ) σ(x˜, γ, λ)σT (y˜, γ, λ)
σ(y˜, γ, λ)σT (x˜, γ, λ) σ(y˜, γ, λ)σT (y˜, γ, λ)
)(
I −I
−I I
)]
+ tr[σ(x˜, γ, λ)σT (x˜, γ, λ)D2Φ(t˜, x˜)]
=
4
ε2
tr[(σ(x˜, γ, λ)σT (x˜, γ, λ)− σ(x˜, γ, λ)σT (y˜, γ, λ))(σ(y˜, γ, λ)σT (x˜, γ, λ)− σ(y˜, γ, λ)σT (y˜, γ, λ))]
+ tr[σ(x˜, γ, λ)σT (x˜, γ, λ)D2Φ(t˜, x˜)]
=
4
ε2
tr[(σ(x˜, γ, λ) − σ(y˜, γ, λ))(σT (x˜, γ, λ) − σT (y˜, γ, λ))] + tr[σ(x˜, γ, λ)σT (x˜, γ, λ)D2Φ(t˜, x˜)]
≤ 4L˜2 |x˜− y˜|
2
ε2
+ tr[σ(x˜, γ, λ)σT (x˜, γ, λ)D2Φ(t˜, x˜)],
and 〈
b(x˜, γ, λ)− b(y˜, γ, λ), 2(x˜− y˜)
ε2
〉
≤ L˜ |x˜− y˜|
2
ε2
.
We have
− ∂Φ
∂t
(t˜, x˜)−G(x˜,DΦ(t˜, x˜),D2Φ(t˜, x˜)) ≤ 5L˜ |x˜− y˜|
2
ε2
, (29)
and the right hand side tends to 0 as (ε, δ) → 0.
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