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) in order to make it dimensionless, and
the overall factor of the n sphere volume has been









































Spacetime dimension information now appears only in
the parameter n.









































where prime and dot denote the v and u derivatives re-
spectively.
The evolution equations may be put in a form more







which replaces the scalar eld  by h. The evolution
equations become
_






















































This is the nal form of the equations used for numerical
evolution. At this stage the spacetime parameters n and
 appear only in the dilaton potential V
(n)
.
The numerical scheme uses a v (`space') discretization
to obtain a set of coupled ODEs:
h(u; v)! h
i
(u); (u; v)! 
i
(u): (19)
where i = 0;    ; N species the v grid. Initial data for
these two functions is prescribed on a constant v slice,
from which the functions g(u; v); ~g(u; v) are constructed.
Evolution in the `time' variable u is performed using the
4th. order Runge-Kutta method. The general scheme
is similar to that used in [9], together with some rene-
ments used in [10]. This procedure was also used for the
3 dimensional collapse calculations in [6].
The initial scalar eld conguration (; u = 0) is most
conveniently specied as a function of  rather than r.
(Recall that  / r
n
.) This together with the initial ar-
rangement of the radial points (v; u = 0) xes all other
functions. We used the initial specication (0; v) = v.
Most of our computations are for the initial scalar eld
congurations of the Gaussian form

G











with attention restricted to variations of the amplitude
a. However we also used the \cosh" initial data

G





to study convergence of our code and to test universality
with non-zero .
The initial values of the other functions are determined













where k is the index corresponding to the position of the
origin  = 0. (In the algorithm used, all grid points 0 
i  k 1 correspond to ingoing rays that have reached the
origin and are dropped from the grid). These conditions
are equivalent to r(u; u) = 0, gj
r=0
= g(u; u) = 1, and
guarantee regularity of the metric at r = 0. Notice that





and therefore remain zero at the origin because of Eqn.
(15).
At each u step, a check is made to see if an apparent












whose vanishing signals the formation of an apparent
horizon. For each run of the code with xed amplitude
a, this function is scanned from larger to smaller radial
3values after each Runge-Kutta iteration, and evolution
is terminated if the value of this function reaches 10
 4
.
The corresponding radial coordinate value is recorded as
R
ah
. In the subcritical case, it is expected that all the
radial grid points reach zero without detection of an ap-
parent horizon. This is the signal of pulse reection. The
results (a;R
ah









The code was tested for grid sizes ranging from 2000





, for the two types of initial data used,
as well as the vacuum case of vanishing scalar eld. These
tests established that the code converges.
For most of the runs we used 
0
= 1 and  = 0:3 for
the Gaussian initial data, and b = 5:0, 
0
= 0:5 for the
cosh data. We also varied 
0
in the Gaussian data from
0.1 to 20 to see if there was dependence of  on starting
position of the pulse. This is important to study because
the cosmological constant sets a scale in the problem.
Our results for the two types of data appear in Tables
1 and 2, which list the computed  values for the corre-
sponding (negative) values of the cosmological constant
. The trend is clear:  does not depend on . The
rst value provides a crucial test of our formalism and












Table 2. Computed ranges of  for cosh data.
The ranges of  in Tables 1 and 2 are arrived at by as-
sessing our uncertainty in the determination of the crit-
ical amplitudes a: the a values are determined to lie
within certain domains, and the end points of these do-
mains are used to determine the range of  values. For
example, for  =  20 and cosh data, we nd a* lies in





 in the range indicated in Table 2. Our determination
of the a window gets coarser with increasing , which
leads to the larger error bars on the  values, as indicated
in the tables.















FIG. 1: Logarithmic plot of apparent horizon radius R
ah
ver-
sus initial scalar eld amplitude (a   a

) for  =  5. The
line is the least squares t to the points giving  = 0:3738








x 10−3 ah vs phi










FIG. 2: Typical graphs of the apparent horizon function (23)
and the scalar eld h near black hole formation.
Figure 1 is the ln-ln graph of the apparent horizon
radius vs initial data amplitude, for  =  5. This is rep-
resentative of the type of results from which the critical
exponent ranges in Tables 1 and 2 are deduced.
Figure 2 shows plots of the apparent horizon function
(23) and the scalar eld h. This is typical of the type
of data used to extract horizon radius information at the
supercritical onset of black hole formation. These graphs




) for a supercritical amplitude with  =  5.
We also observed that the dip in the apparent horizon
function oscillates toward and away from the origin as
it approaches the  axis, and appears to be the cause
4of the small oscillations about the least squares t line
in Figure 1. Although these latter oscillations have been
noted in earlier work, it appears that they are the man-
ifestation of the dip oscillations in the apparent horizon
function (23) near criticality. This in turn is connected
with the discrete self-similarity of the scalar eld, which
not surprisingly, is also manifested in the apparent hori-
zon function. Figure 1 contains two complete oscillations,
and may be used to obtain a rough estimate of the echo-
ing period: it gives   3:5. This value is close to the
 = 0 value  = 3:44 computed in earlier work[1, 2, 3].
Thus, both the numbers  and  associated with critical
behaviour appear to be independent of .
It is known, and veried again here, that  is inde-
pendent of initial data proles and parameter values. In
addition we nd that for xed , critical exponents are
independent of characteristic pulse width and starting
location in relation to the  scale.
The  independence is a new and perhaps surprising
feature, given that  sets a scale in the problem.
There are however intuitive arguments that suggest
this result is reasonable: it is known for perfect uid
collapse with equation of state P = k that critical ex-
ponents vary with the parameter k [4], (which is dimen-
sionless in G = c = 1 units). The cosmological constant
is eectively a perfect uid with  =  =  P , for xed
k =  1. Viewed this way,  is an initial data parame-
ter describing the (constant) density prole, in addition
to being a parameter in the equations of motion. Fur-
thermore, had it turned out that  depended on , we
would be presented with the puzzle of explaining why
some scales (eg. pulse width and initial position) are ir-
relevant but the  scale is not. Viewing  as an initial
data parameter provides a natural understanding of the
results.
It is interesting to contrast this state of aairs with
collapse studies of the minimally coupled scalar eld of
mass  , which also has a scale in the problem. Here two
types of critical behaviour are observed at the threshold
of black hole formation, depending on initial pulse width
 in comparison with 
 1
[12]: for  >> 
 1
there is a
mass gap, whereas for  << 
 1
there is no mass gap
and the exponent   0:378 is computed[12].
There are two dierences between  and  worth em-
phasising. The rst is specic to our results, and the
second is general: (i) We nd no evidence of a mass gap
for a range of values of pulse width and initial position in
relation to the cosmological length scale 1=
p
 . In the
absence of a mass gap, the critical exponent is measured
in the limit of small horizon values. In our simulations,
the typical size of the horizon at the onset of black hole





the smallest cosmological length scale that the code can
handle is 1=
p
50  0:14. Under these circumstances, it is
not surprising that the cosmological constant has no ef-
fect. (ii) Unlike ,  appears in the stress-energy tensor
independent of the scalar eld. Therefore it is not unrea-
sonable that  and  give qualitatively dierent results.
For postive  we are so far not able to obtain accu-
rate results for  because of two competing eects in
our procedure: since our grid is evolving, we observe an
outward deSitter expansion of the grid, which connes
the interesting features of the ingoing collapse to an ever
shrinking region near the origin. Nevertheless, on the in-
tuitive ground mentioned above, we expect that the sign
of  will not change our results.
It is known that critical exponents may be computed
via a linear perturbation analysis of the critical solution
[4, 11]. This has so far been done only for  = 0. For
non-zero , it is reasonable to expect that both the crit-
ical solution and its perturbation equation depend on ,
which after all is a parameter in the equations of motion.
It would be useful to see how  drops out of this type of
calculation, yielding a  independent exponent.
In summary, our numerical simulations of massless
scalar eld collapse in spherical symmetry in four dimen-
sions, show that the critical exponent associated with the
collapse is independent of (negative)  values. This re-
sult extends the scope of universality to include the cos-
mological constant, and suggests that including  with
other matter types, such as the perfect uid, will also not
change the critical exponent.
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