This paper presents work on a switched Ethernet network extended to allow for periodic real-time traffic, using earliest deadlinefirst (EDF) scheduling. A scheme of asymmetrically dividing deadlines of real-time channels between the in and outgoing linh toflrom the switch is proposed (ADPS). The scheme is compared with the simpler approach of dividing the deadlines in two (SDPS). The results of several software simulations of setting up RT channels over afull-duplex switched Ethemet network are presented. The simulations show that the ADPS performs better than the SDPS when master-slave communication is assumed over the network,
Introduction
An important trend in the networking community is to involve more switches in the networks (e.g., LAN, Local Area Networks) and a pure switched-based network becomes more and more common. At the same time, the industrial communication community has a strong will to adapt LAN technolo& (e.g. Ethernet) for use in industrial systems. The involvement of switches does not only increase the performance; the possibility to offer real-time services is also improved. Now, when the cost of LAN switches has reached the level where pure switched-based networks have become affordable, the collision possibility in IEEE 802. 3 (Ethemet) networks can be eliminated and methods to support real-time services can be implemented in the switches without changing the underlying widespread protocol standard.
Several protocols to support real-time communication over shared-medium Ethemet have been proposed [I] [2] [3]. However, these protocols' are either changing the Ethernet standard or do not add guaranteed real-time services. Real-time communication over switched Ethernet has also been proposed (called EtheReal) [4] . The goal of the EtheReal project was to build a scaleable real-time Ethernet switch, which support bit rate reservation and guarantee over a switch without any hardware modification of the end-nodes. EtheReal is throughput oriented which means that there is no or limited support for hard real-time communication, it has no explicit support for periodic traffic so it is not suitable for industrial applications. A review of research on real-time guarantees in packetswitched networks is found'in [5].
This paper presents work on a previously proposed full duplex switched Ethernet network with support for hoth,bit 0-7803-S114-9/03/$17.00 02003 IEEE. ' 76 , rate and timing guarantees for periodic traffic [6] :0nly a thin layer is needed between the Ethemet protocols and the TCP/IP suite in the end-stations, The switch is responsible for admission control, while 60th end-stations. and the switch have EDF (Earliest Deadline First) scheduling 171. The deadlines of messages overfhe network are end-to-end based, insofar as it is the maximum time to deliver, from the release time in the source node, to the arrival in the destination.
In this paper, we assume a single switch, with one node connected to each physical port. The messages originating from the source do therefore traverse two links, and we need to provide guarantees for the time to deliver over both links. We approach this problem by dividing the end-toend deadline into two, one for the source to the switch, and one from the switch to the destination. The deadline can he partitioned in a number of ways. The method we choose affects the system. The paper is concerned with analyzing the partitioning of deadlines, and to propose a way that is more suitable for master slave communication, which is a common demand in industrial applications.
The results, and indeed the method in its current form, do not refer to a mixed topology. The network topology'is confined to a star, with one centralized switch connected to one node on each physical port. A full-duplex network is assumed.
The rest of the paper is organized as follows. The network architecture and .real-time traffic handling are presented in Seclion 2. In Section 3, a feasibility analysis is introduced. In section 4, two, deadline partitioning schemes (DPS) are presented: the Symmetric Deadline Partitioning Scheme (SDPS) and the Asymmetric Deadline Partitioning Scheme (ADPS). In Section 5, practical considerations are discussed. In Section 6, a simulation. is presented. The paper is concluded in Section 7. 
Network architecture and traffic handling
We consider an example of a network with full-duplex switched Ethemet. The end-nodes are occasionally referred to as master nodes and slave nodes. This is only to reflect typical industrial networks and is not a system requirement. In other words, the network can he use for arbitrary traffic situations. Both the switch and the.nodes have added software (a thin RT layer) to support guarantees for realtime traffic. All nodes are connected to the switch and master nodes can communicate with slave nodes over logical real-time channels (RT channels), each being a virtual connection betwee: two nodes in thepystem ( Figure   . 
.
where N is the set of nodes in the system and K is the set of channels running on the system at present. The network supporfs dynamic adding of RT channels to guarantee periodic real-time traffic. An RT channel with index i is characterized by:
. {Source, Destination,, P,, C; , d,} ' (2) where P, is the period of data, C, is the amount.of data per period, and d) is the relative deadline,used for the end-to-. Figure 2 is explained below. When an application wants to setup an RT channel, it interacts directly with the RT layer (1). The RT layer then sends a request to the RT channel management software in the switch (2). Outgoing real-time traffic from the end-node uses UDP and is put in a deadline-sorted queue in the RT layer (3). Outgoing nonreal-time traffic from the end-node typically uses TCP and is put in an FCFS-sorted (First Come First Serve) queue in the RT layer (4). In the same way, there are two different output queues for each port on the switch too (5).
When a node wants to establish an RT channel, it sends a request frame (ReqF) with source and destination node MAC and IP addresses and {P,, C,, dJ to the switch. A connection ID to distinguish between several possible connection requests is also added. When receiving a ReqF, the switch will determine if the channel can be added to the system, i.e. whether the real-time guarantees can be upheld. If the switch determines the channel to be acceptable, the ReqF is forwarded to the' destinaiion node, after adding a network unique' ID in the RT channel ID field. The destination node responds with a response frame (ResF) to the switch telling whether the establishment is accepted or not. The switchF will then, after taking notation of the response, take necessary steps towards updating the system. . -
The RT layer in an end-ndde prepares outgoing realtime IP datagrams by changing the IP header before letting the Ethernet layers sending it (see Figure,3 ). The IP source address and the 16 -most significant hits of the IP destination address, 48 bits together, are set to the absolute deadline of the frame. A 48 bit ahsolute. deadline with a resolution of TPam, = ,125 ps, gives a "life time" longer than one thousand years. The 16 least significant bits of the IP destination are set to the RT channel ID for the RT channel to which the frame. belongs. The MAC destination address, is set to a special address that all nodes use for real-time traffic, while the Type of Service (ToS) field is always set to value 255. 'One (or both) of-these fields, can he used to filter out real-time frames for correct service treatment.
The switch exchanges the source and ,destination IP addresses and the MAC destination address of an incoming real-time frame with the correct ones (as stored in the . switch when the RT channel was established) for delivery to the final destination.
Feasibility Analysis
A channel must by definition traverse two physical links, one from the source.to the switch, and one from the switch to the destination (hereafter denoted as upload and download respectively). For a given channel, it is required for the switch to provide guarantees for both the uplink and the downlink part.
Theoretically, there is a gain to be made by dividing the concept of a channel into two pans, upload and download. The reason is that one can then look upon each part of the channel as a periodic task, and the corresponding link would constitute a CPU or processing system (from a scheduling point of view). The capacity, C;, would be the worst-case-execution-time (WCET) for the task. Furthermore, because the system is full duplex, each link would constitute two independent CPUs, one executing the download parts of all channels traversing the link, and the other executing the upload parts (hereafter we will refer to one full duplex link as two links; one upload and one download).
The duty of the download link is then to 'execute' the set of tasks assigned to it, in the order decided by the switch, i.e. to carry out the EDF schedule set forth by the switch. For the upload link the EtherDaemon s o h a r e handles the scheduling, but otherwise the same is @e.
In our system we use EDF as the scheduling algorithm, for both the switch and the end-nodes. Liu and Layland [7] showed the advantage of using EDF, as it is the optimal uniprocessor scheduling algorithm. 
Deadline Partitioning
We have mentioned above the method of looking at the links as processing units, having tasks to perform. This method is devised in the interest of forcing the test of system feasibility, down to the level of successive tests on links.
For this approach to work, we need to derive two supposed tasks from each channel. A pair of supposed tasks for the upload and download part of a channel, T, and T , , is defined as: .
(9) where Source, Destination, Cj and T, are the parameters of the channel I. d,, and dXd are the relative deadlines for the tasks. The only new information in the tasks, compared with the channel, is the relative deadlines. Considering the relative deadlines of the tasks, d, and djd, as the guaranteed worst case time to deliver from the source to the switch, and from the switch to-the destination respectively, we come to the following conclusion.. Creating T,, and Tjd from channel i is accomplished by partitioning the deadline of the channel into 2 parts: d, and djd where (10)
(1 1) The condition (IO) must be upheld, because othenGise the channel as a whole will be. different. If one divides a task into separate smaller tasks, it should follow that if the original task had a deadline, then the sum of the subtasks' deadlines must equal this larger deadline. The condition (1 1) should be upheld because otherwise the partitioning will automatically yield a non-EDF-feasible situation. The deadline cannot he allowed to be~shorter than the capacity because the capacity is the WCET of the supposed tasks. We can also assure ourselves that if d, < 2.C; then the channel cannot, by definition, be EDF-feasible.
Deadline Partitioning Schemes (DPS)
We make the following definition: A Deadline-Partitioning Scheme (DPS) is a Jiinction that maps the deadlines d; of all the channels in the system into two deadlines djw didsuch that the condition (Equation 10) is upheld for each RT channel.
The Domain of the function DPS is thus all the possible system states (Equation 1). The presence of a DPS gives us the freedom to create d,, and djd from every channel i. In fact, the availability of a DPS is not optional, hut the system cannot operate without a' DPS. There are different ways of looking at. DPSs, but the most mathematically satisfying one 1s as a multi-dimensjonal function. The dimension of the function is then
where K is the set of channels in the system state.
We can make the DPS more agreeable as a function, by turning it into a vector field, with the range of its elements fixed between O.and 1. To start out with, the function would not generate scalars, but it would tie dim number of pairs of deadlines, { dju, d j d } .
We now take steps to change this function. 3 . .where Upart, and Dpart, are the factors ofd, to get dju and did respectively. But because of (IO) we conclude that:
Upart,
This means that both Upart, and Dpart,, contain all the information by themselves.pnly one is suf€icient;and thus we have:
Upart is a dim dimensional vector, of elements (0 < .Upart< I ) . The number -of different .possible DPSs is infinite, and i n . this paper two different ones will be examined: Symmetric (SDPS) and Asymmetric (ADPS).
_ ,

DPS Performance Measure
A channel that is requested by the system can fail any of the two constraints posed by the feasibility test. Firstly, if the first constraint test fails, we note that whatever generous deadline the task-set has, it will not affect the outcome. The first constraint is a test of utilization only, and the utilization is invariant of the deadline, which we note from (Equation 4). On the other hand, if it is the second constraint that fails, the choice of another DPS could have made the channel feasible. It is clear that we can note a difference of performance, in the different DPSs we can choose to divide the deadlines. We define an optimal DPS as follows: A DPS is.optima1 i f f it allows for a maximum number of channels to be accepted.
When a task set fails the 'second constraint, it does. so because one or more values of the workload function h(n,t) exceeds the value of t (h(n,t)>t). The test h(n,t) S t tells us if the task set is EDF schedulable but it lacks any levels of magnitude other than the Boolean true or false. In an effort to get a significance measure, that is, a measure of how well the task set passed the second constraint, we do the following definition:
The "workload margin" (wm) for a link is defined as the lowest value of the expression:
where min(dJ is the minimum of the deadlines of the tasks running on the link. The "workload margin" is negative for the links that are not feasible. For links that are feasible it is positive, and gives us the minimum differences between h(n,t) and I. 
Symmetric Deadline Partitioning
In the original paper [ 6 ] , it was proposed to partition the deadline of the channels into two equal parts, i.e. to split it in half. Following the notation introduced above, this would imply that
We define this approach as a Symmetric DPS (SDPS). It is easily seen that condition (IO) is upheld under this function. We can also note that the SDPS only depends on the size(K) of the system state SS. In the view of DPSs as vector fields this means that the SDPS is a vector of size(K) dimension, with each element constant, equal to 0.5. Obviously, as the' SDPS doesn't take into consideration what the system looks like, we should be able to propose a better DPS.
Asymmetric Deadline Partitioning Scheme
With bottlenecks we mean links with a greater number of channels traversing them than other links. We say that bottlenecks have a higher link-load, which we define in the following manner.
The LinkLoad (LL) o f a link is the number of channels traversing it which is the same as the .number of tasks running on the link. The parameters of the channels can also be taken into account when calculating the LL but this is not treated here.
A logical approach in the case of a bottleneck is for the system to partition deadlines of the channels that traverse the bottleneck, so that as much of the deadlines of the channels can he found in the tasks of the bottleneck. Obviously, the SDPS does not do anything to relieve bottlenecks, as the SDPS. as stated above, is invariant of the System State.
The ADPs is a DPS devised to distribute, when possible, the deadline of channels, to where it is most needed, i.e. where the LL is greatest. We define ADPS(SystemSta1e) (ss) as: 
Practical Considerations
So far, we have only discussed DPSs in terms of their performance. .There are other things to consider besides how well the DPS performs, however. We will address three issues: (a) memory and time complexity, (h) the need for node-feedhack, (c) the need for synchronous deadline updating.
The most obvious consideration is the first item (a), computational speed and memory requirements. As we go from SDPS to ADPS we gain in DPS performance, but we lose time for calculating the new elements of the algorithms and we need more memory to keep track of data structures required implementing them (The calculations are, however, only made when a new channel is requested).
The second and third considerations deal with whether the DPS is actually implementable or not. A DPS, as we recall, has full freedom to divide the deadlines of the entire system -in reality the switch may not have this freedom. AAer the DPS has operated on the deadlines, the feasibility test is performed on the tasks we create from the partitioned deadlines. It is the switch that does the actual scheduling of packets for the download links, but for the upload parts, it is the various nodes in the system that performs scheduling. For the SDPS we can note a definite advantage, and that is the following. For .the actual scheduling of packets, the nodes need only to look at the channels relative deadline. They do not need an updated version of a.4, for each channel, because under SDPS, the system always generates the same Upart, namely 0.5. A node can get relative deadlines of all its tasks by multiplying the d, of the corresponding channel with 0.5.
For ADPS, we need to he certain that all nodes actually have the partitioned deadline for each channel that we assume when doing the feasibility test (node-feedhack). We also need to have guarantees that the nodes update their relative deadlines at exactly the same timeslot as the switch (synchronous deadline updating). We cannot have a system where condition (10) does not hold at all times. The following steps describe the operation of adding a channel to the system: 1.
2.
.
4.
.
Create a system state, with the new channel added. Apply DPS to the system state to get deadlines. Test feasibility of all task-sets of the links. Make sure that all nodes are updated with the new deadlines that the DPS provided. Make sure that all nodes update their relative deadlines synchronous with the switch : 6 . Permit traffic over the new channel
No other channel can he tested while the switch software is occupied with any of these steps. The items we want to put emphasis on are step 4 and 5. How do we let the nodes know of the update that they need to do, and how do we synchronize it with the Switch? Because the nodes are assumed to he independent of each other, save for the connection to the switch, the only way of providing :he nodes ofthe update informationwould he to somehow send it over the links.
'
Unfortunately we cannot simply send a frame over the links as soon as we want to update the nodes, as this would destroy the guarantees of all of the other channels. However, we do have the: sync frames that need to be sent every T, , , < ( 3 ) anyway. Depending on how much free space we have in the synchronization frame, a finite number of tasks in the nodes can be updated each T, , , .
To assure that the nodes actually update their upload tasks at the same time as the switch updates its download tasks, a pre-determined time lag of a few time slots should be^ implemented for both the node and the switch, counting from when the node receives the synchronization frame with the updating information. 
Simulation Analysis
-The simulation analysis presented here shows the performance difference between using the EDF scheduling with Symmetric and Asymmetric deadline partitioning in the network. We simulated a network with a single 100 Mbit/s full-duplex Ethemet switch, Mmaster nodes, S slave nodes, and sets of RT channels. Each RT channel is randomly generated with uniformly distributed source (master node) and destination (slave node). As described in Section 3, the feasibility test of a link is done in two steps, the first constrain and the second constrain.
In Figure 4 , the number of accepted channel is showed for a network configuration of 10 master node and 50 slave nodes. To compare the result between symmetric and asymmetric deadline partitioning, in this simulation, every requested channel have the same parameters: C=3, P=100, d=40. The result proved that we get much hener result with asymmetric deadline partitioning. With many requested channels the number of accepted channels is ahout. Periods are randomly generated in a range from 80 to 120, while' deadlines range from 30 to 50. We can see the different result when each master node has responsibility for 3,4 or 5 slave node. In these cases, all the deadline dr and period P, are generate randomly. The acceptance ratio is still better when we use ADPs than DPS.
Conclusions
In this paper, we have presented an'.Ethernet network with support for real-time traffic by EDF scheduling. Two Deadline Partitioning Schemes have been proposed, and an effort to mathematically'model the workings of DPSs has been described. Two DPSs, SDPS and ADPs have been compared. Clearly, As we go from SDPS to ADPs, we gain in DPS performance. The simulation shows ~ that ADPs is especially suitable for a network with a traffic pattern that generates bottlenecks, of which the MasterSlave pattern is the most relevant. --A __-_ i_-j-L-l__-, .
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