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In this paper, the global stability problem for a general discrete Cohen–Grossberg neural
network with finite and infinite delays is investigated. A simple criterion ensuring the
global asymptotical stability is established, by applying the Lyapunov method and graph
theory. Finally, an example showing the effectiveness of the provided criterion is given.
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1. Introduction
In this paper, we consider a general discrete Cohen–Grossberg neural network with finite and infinite delays (DCGNN):
u(i)n+1 = u(i)n − ai

u(i)n

×

bi

u(i)n

−
l
j=1
cijfj

u(j)n

−
l
j=1
dijfj

u(j)n−νij

−
l
j=1
eijfj
 ∞
υ=1
Kij(υ)u
(j)
n−υ

+ Ji

, i ∈ L. (1)
Here l ≥ 2 is the number of neurons in the network; L = {1, 2, . . . , l} is the set of all values of i and j; u(i)n denotes the
state associated with the i-th neuron; ai(u) represents the amplification function; bi(u) is called an appropriately behaved
function; cij, dij, eij denote the synaptic connection weights of unit j to unit i; fi(·) is a measure of response or activation to
its incoming potential; νij means the transmission delay along the axon of unit j to unit i; Kij(x) corresponds to the delay
kernel and Ji is the constant external input.
Over the past decades, substantial attention has been paid to the study of the dynamics of Cohen–Grossberg neural
networks (CGNNs) due to their applications in areas such as signal processing, parallel computing and optimization
problems [1,2]. In general, most applications of CGNNs are built upon the stability of the equilibrium point. Therefore,
the stability for CGNNs is an important topic, and many papers have appeared on this topic (see [1–5] and the references
therein). It is well known that the Lyapunov method plays an important role in the study of the stability for systems. But
it is quite difficult to construct an appropriate Lyapunov function and this is a well known disadvantage of the Lyapunov
method. Therefore, many scholars try combining the Lyapunov method and other methods, e.g. graph theory [6–12] and
linear matrix inequality [13], to give the conditions of stability.
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In this paper, we use a new method on graph theory, introduced in [7], to consider the global stability problem of
DCGNN (1). We give some sufficient conditions for the global asymptotical stability of DCGNN (1). As we will show, the
results established on graph theory are sufficiently general, and easy to check in practice. Finally, an example showing the
effectiveness of the provided criterion is given.
2. Main results
Before presenting our main result, let us first review some notations and a lemma, in which the basic concepts on graph
theory can be found in [7,14]. A directed graph G = (V , E) contains a set V = {1, 2, . . . , n} of vertices and a set E of arcs
(i, j) leading from initial vertex i to terminal vertex j. A subgraph H of G is said to be spanning if H and G have the same
vertex set. A directed graph G is weighted if each arc (j, i) is assigned a positive weight aij. The weightW (H) of a subgraph
H is the product of the weights on all its arcs. A directed pathP in G is a subgraphwith distinct vertices {i1, i2, . . . , im} such
that its set of arcs is {(ik, ik+1) : k = 1, 2, . . . ,m− 1}. If im = i1, we call P a directed cycle. A subgraphQ is unicyclic if it is
a disjoint union of rooted trees whose roots form a directed cycle.
Given a weighted digraph Gwith l vertices, define the weight matrix A = (aij)n×n whose entry aij > 0 equals the weight
of arc(j, i) if it exists, and 0 otherwise. A digraph G is strongly connected if, for any pair of distinct vertices, there exists a
directed path from one to the other. The Laplacian matrix of (G, A) is defined as L = (pij)l×l, where pij = −aij for i ≠ j and
pij =k≠i aik for i = j.
Lemma 1 ([7]). Assume l ≥ 2 and ck denotes the cofactor of the k-th diagonal element of the Laplacian matrix of (G, A). Then
the following identity holds:
l
k,h=1 ckakhFkh(xk, xh) =

Q∈QW (Q)

(k,h)∈E(CQ) Fhk(xh, xk). Here Fkh(xk, xh) is an arbitrary
function,Q is the set of all spanning unicyclic graphs of (G, A), W (Q) is the weight of Q, CQ denotes the directed cycle of Q, and
E(CQ) is the set of arcs in CQ . In particular, if (G, A) is strongly connected, then ck > 0 for 1 ≤ k ≤ l.
In this paper, we assume that the initial values associated with (1) are of the form u(i)j = λij ∈ R, j ∈ {· · · ,−ν,−ν +
1, . . . , 0}, i ∈ L. In order to establish the stability conditions for DCGNN (1), we provide some usual assumptions on ai, bi
and fi, which are used commonly (see [1–3]).
A1: For any i ∈ L, functions ai(x) are locally Lipschitz continuous, and inputs are constants between aimin and aimax, such
that 0 < aimin ≤ ai(x) ≤ aimax.
A2: For any i ∈ L, functions bi(x) and b−1i (x) are locally Lipschitz continuous.
A3: For any i ∈ L, functions fi(x) are Lipschitz continuous with a Lipschitz constant Li.
A4: For any i ∈ L, inputs are constantsMi > 0, such that |fi(x)| ≤ Mi.
The discrete kernels Kij(·)(i, j ∈ L) satisfy the following conditions:
B1: Kij(υ) ∈ [0,∞) and it is bounded for υ ∈ N.
B2:
∞
υ=1 Kij(υ) = 1.
B3: There exists a number η > 1 such that
∞
υ=1 Kij(υ)ηυ <∞.
Let u∗ = (u∗1, u∗2, . . . , u∗l )T be a fixed point of (1) and x(i)n = u(i)n − u∗i . Thus (1) is rewritten as
x(i)n+1 = x(i)n − αi

x(i)n

×

βi

x(i)n

−
l
j=1
cijFj

x(j)n

−
l
j=1
dijFj

x(j)n−νij

−
l
j=1
eijFj
 ∞
υ=1
Kij(υ)x
(j)
n−υ

, i ∈ L, (2)
where αi(x
(i)
n ) = ai(x(i)n + u∗i ), βi(x(i)n ) = bi(x(i)n + u∗i ), Fi(x(i)n ) = fi(x(i)n ) − fi(u∗i ), Fi(x(j)n−νij) = fi(x(j)n−νij) − fi(u∗i ) and
Fi(
∞
υ=1 Kij(υ)x
(j)
n−υ) = fi(
∞
υ=1 Kij(υ)x
(j)
n−υ)− fi(u∗i ). Obviously, X∗ = 0 is a fixed point of (2).
Theorem 1. Let delay kernels Kij(x)(i, j ∈ L) satisfy B1–B3 and Conditions A1–A4 hold. Suppose
C1: There exists γi > 0 such that xβi(x) ≥ γix2 for any x ∈ R and i ∈ L.
C2: l(|cji| + |dji| + |eji|)aimaxLi < aiminγi < 1, i, j ∈ L.
Then the fixed point X∗ = 0 of (2) is globally asymptotically stable.
Proof. We consider functions Vi(x
(i)
n )(i ∈ L) defined by
Vi

x(i)n

=
x(i)n + aimax l
j=1
|dij|Lj
n−1
υ=n−νij
x(j)υ + aimax l
j=1
|eij|Lj
∞
υ=1
Kij(υ)
n−1
r=n−υ
x(j)r .
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Then, it follows from (2) and Condition C1 that
x(i)n+1 =
x(i)n − αix(i)n 

βi

x(i)n

−
l
j=1
cijFj

x(j)n

−
l
j=1
dijFj

x(j)n−νij

−
l
j=1
eijFj
 ∞
υ=1
Kij(υ)x
(j)
n−υ

≤
x(i)n − αix(i)n βix(i)n + aimax l
j=1
|cij|Lj
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|dij|Lj
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j=1
|eij|Lj
 ∞
υ=1
Kij(υ)x
(j)
n−υ

≤

1− aiminγi
x(i)n + aimax l
j=1
|cij|Lj
x(j)n + aimax l
j=1
|dij|Lj
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j=1
|eij|Lj
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υ=1
Kij(υ)
x(j)n−υ , i ∈ L. (3)
By applying (3) and Condition C2, we can calculate the difference∆Vi(x
(i)
n ) = Vi(x(i)n+1)− Vi(x(i)n ) as follows:
∆Vi

x(i)n

=
x(i)n+1+ aimax l
j=1
|dij|Lj
n
υ=n−νij+1
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j=1
|eij|Lj
∞
υ=1
Kij(υ)
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|dij|Lj
n−1
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j=1
|eij|Lj
∞
υ=1
Kij(υ)
n−1
r=n−υ
x(j)r 
≤

1− aiminγi
x(i)n + aimax l
j=1
|cij|Lj
x(j)n + aimax l
j=1
|dij|Lj
x(j)n−νij 
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l
j=1
|eij|Lj
∞
υ=1
Kij(υ)
x(j)n−υ + aimax l
j=1
|dij|Lj
n
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x(j)υ 
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l
j=1
|eij|Lj
∞
υ=1
Kij(υ)
n
r=n−υ+1
x(j)r − x(i)n − aimax l
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|dij|Lj
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x(j)υ 
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j=1
|eij|Lj
∞
υ=1
Kij(υ)
n−1
r=n−υ
x(j)r 
=
l
j=1
aimax

−γia
i
min
laimax
x(i)n + |cij| + |dij| + |eij|Ljx(j)n 
<
l
j=1
aimax
γjajmin
lajmax
x(j)n − γiaiminlaimax
x(i)n .
Let aij = aimax, Fij(x(i)n , x(j)n ) = ( γja
j
min
lajmax
)|x(j)n | − ( γia
i
min
laimax
)|x(i)n | and pi(x(i)n ) = ( γia
i
min
laimax
)|x(i)n |. Then we can obtain
∆Vi

x(i)n

<
l
j=1
aijFij

x(i)n , x
(j)
n

and
Fij

x(i)n , x
(j)
n

= pj

x(j)n

− pi

x(i)n

. (4)
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We are interested in constructing a Lyapunov function for system (2) of the form
V (xn) =
l
i=1
ciVi

x(i)n

,
where ci is the cofactor of the i-th diagonal element of the Laplacian matrix of (G, A). It is not difficult to see that
∆V (xn) =
l
i=1
ci∆Vi

x(i)n

<
l
i=1
ci
l
j=1
aijFij

x(i)n , x
(j)
n

=
l
i,j=1
ciaijFij

x(i)n , x
(j)
n

.
An application of Lemma 1 with weighted digraph (G, A) gives
l
i,j=1
ciaijFij

x(i)n , x
(j)
n

=

Q∈Q
W (Q)

(i,j)∈E(CQ)
Fij

x(i)n , x
(j)
n

. (5)
It follows from (4), (5) and a factW (Q) > 0 that
∆V (xn) <

Q∈Q
W (Q)

(i,j)∈E(CQ)
Fij

x(i)n , x
(j)
n

=

Q∈Q
W (Q)

(i,j)∈E(CQ)

pj

x(j)n

− pi

x(i)n

= 0.
Therefore, V (xn) =li=1 ciVi(x(i)n ) is a Lyapunov function for (2), i.e.∆V (xn) < 0 for all xn ∈ Rl. Then the fixed point X∗ = 0
of (2) is stable. In addition, it is easy to see that
lim
|x(i)n |→∞
Vi

x(i)n

= ∞, i ∈ L.
Hence, the fixed pointX∗ = 0 of (2) is globally asymptotically stable, that is, the fixed pointu∗ of (1) is globally asymptotically
stable. 
By changing the coefficients of (1), we can derive the following corollaries. Firstly, choosing cij = 0, eij = 0 for
i, j = 1, 2, . . . , l, as a special case of system (1), we obtain the following system
u(i)n+1 = u(i)n − ai

u(i)n

bi

u(i)n

−
l
j=1
dijfj

u(j)n−νij

+ Ji

, i ∈ L. (6)
Corollary 1. Suppose that Conditions A1–A4, C1 and l|dji|aimaxLi < aiminγi < 1 (i, j ∈ L) hold. Then there exists a globally
asymptotically stable fixed point u∗ of (6).
Remark 1. Note that (6) is a discrete-time version of the continuous-time CGNNwith finite delays. In [1], for the continuous-
time CGNNaccording to (6), a sufficient condition is provided for the exponential stability of the equilibrium.However, aswe
know, the discrete-time version has the same equilibrium with the continuous-time system and their stability criteria are
similar. Thus, to a great extent, the DCGNN (6) ensures the stability of the continuous-time CGNN only under the additional
condition aiminγi < 1.
Example 1. Consider a 3-dimensional DCGNN with finite delay:u(1)n+1u(2)n+1
u(3)n+1
 =
u(1)nu(2)n
u(3)n
−
2+ sin u(1)n 0 00 20+ cos u(2)n 0
0 0 5+ cos u(3)n

×

0.2 0 0
0 0.04 0
0 0 0.1
u(1)nu(2)n
u(3)n
+ 0.01 0.01 0.010.01 0.01 0.01
0.01 0.01 0.01

S1

u(1)n−1

S2

u(2)n−1

S3

u(3)n−1


 , (7)
where S1, S2 and S3 satisfy A3 and A4 with Li = 1 for i = 1, 2, 3. In the example, a1(u) = 2 + sin u, a2(u) = 20 + cos u,
a3(u) = 5 + cos u, b1(u) = 0.2u, b2(u) = 0.04u, b3(u) = 0.1u, dij = 0.01(i, j = 1, 2, 3). Then it is easy to verify that
Conditions A1–A4 and C1 hold with γ1 = 0.2, γ2 = 0.04 and γ3 = 0.1.
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Fig. 1. An asymptotically stable solution of DCGNN (7).
We now calculate
l|dj1|a1maxL1 = 0.09 < a1minγ1 = 0.2 < 1, j = 1, 2, 3,
l|dj2|a2maxL2 = 0.63 < a2minγ2 = 0.76 < 1, j = 1, 2, 3,
l|dj3|a3maxL3 = 0.18 < a3minγ3 = 0.4 < 1, j = 1, 2, 3.
Therefore, by Corollary 1 the fixed point of (7) is globally asymptotically stable. Moreover, the numerical simulation is
provided in Fig. 1.
Remark 2. The global exponential stability for (6) is investigated by Xiong and Cao in [3] using the Lyapunov method. The
conditions in [3] are as follows:
D1. Conditions A1–A4 and C1 hold.
D2. For every i ∈ L, aimaxL˜i ≤ 1 and Li
m
j=1 a
j
max|dji| < aiminγi, where L˜i is the Lipschitz constant for bi(u).
However, according to the example, L1
l
j=1 a
j
max|dj1| = 0.3 and a1minγ1 = 0.2, i.e. Condition D2 is not satisfied. Thus by the
result in [3] the global exponential stability cannot be ensured.
At last, we choose cij = 0, dij = 0 for any i, j = 1, 2, . . . , l. Then system (1) can be rewritten as
u(i)n+1 = u(i)n − ai

u(i)n

bi

u(i)n

−
l
j=1
eijfj
 ∞
υ=1
Kij(υ)u
(j)
n−υ

+ Ji

, i ∈ L. (8)
Corollary 2. Suppose that Conditions A1–A4, B1–B3, C1 and l|eji|aimaxLi < aiminγi < 1, i, j ∈ L hold. Then there exists a globally
asymptotically stable fixed point u∗ of (8).
Remark 3. It is easy to see that (8) is a discrete-time version of the continuous-time CGNN with infinite delays. In [4], a
criterion is provided for the exponential stability of the equilibrium for the continuous-time CGNN with infinite delays. By
comparison, we see that (8) ensures the stability of the continuous-time CGNN with infinite delays under aiminγi < 1.
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