Interpretation of human written language generally requires high levels of cognitive functionalities, and computers are not originally designed for this task. However, with the rapid development of information technology, computers are proving to be a fundamental tool for the analysis of electronic texts, given the huge quantity of information available. In this paper we present an effort in this direction and propose a novel hierarchical approach for text clustering. The method is based on an immune-inspired algorithm operating in conjunction with a semantic SOM adapted to deal with texts in the Portuguese language. The proposal is successfully applied to two clustering problems, giving rise to an automatic definition of the hierarchical configuration of clusters.
Introduction and Motivation
The necessity of automated ways of analyzing texts is more demanding than ever. The number of documents available in electronic format grows exponentially each year and manually analyzing or organizing such information is becoming prohibitive for most applications. As a consequence, there is a current race for developing text mining tools for effective clustering and classification of electronic text information. The main difficulty associated with automated analysis of documents is that textual information is highly subjective. Although there are many efficient data mining tools available in the literature, converting such information into a rather objective and computer-interpretable codification is far from being straightforward. Invariably, this scenario imposes several limitations to the performance of the analytical tools. On the other hand, while this conversion step is still not entirely satisfactory, there must be an effort to enhance the clustering and classification techniques in order to handle the noisy and incomplete information generated by methods for semantic interpretation. In this paper we propose a novel clustering algorithm for text mining applications, named ARIA (Adaptive Radius Immune Algorithm) [1] . ARIA is an immune-inspired technique originally designed for density-based clustering. In order to enhance the applicability of ARIA to text mining, we adapted it to perform clustering in a hierarchical approach and used an alternative similarity metric, the correlation distance, rather than the usual Euclidean distance. The main advantage of density-based clustering is that it is capable of detecting clusters with arbitrary shapes rather than predefined ones, making it possible to improve the identification of natural groups of documents. An automatic definition of the hierarchical configuration of clusters is highly desired in text mining, for it permits the identification of different levels of similarities between documents, and it organizes the texts into more complex structures and possibly more informative subcategories. In text clustering, few hierarchical methods have been proposed [4, 6, 8, 10] . Furthermore, as we intend to indicate here, the correlation distance metric, which is based on the Pearson correlation coefficient, makes more use of context information than the classic Euclidean distance. The methodology adopted to transform the documents into attribute vectors is the semantic SOM, proposed in [7] . The semantic SOM is interesting for two main reasons. Firstly, rather than using one word per vector attribute, it performs dimensionality reduction by representing more than one word per neuron. Secondly, its vectorial representation can be used to handle some sort of context information of each word as an attempt to capture the subjective information present in the text. The semantic SOM, originally proposed to deal with English language, has been adapted to deal with texts in Portuguese. So, texts in both languages could be analyzed, depending on the choice of the version of the semantic SOM.
Semantic SOM
One of the challenges in text mining is how to properly represent each document in terms of a vector of attributes. In order to create this representation, it was used an implementation suggested in [12] , which is based on [7] . The proposal consists in representing a set of words (symbols) into a vector so that its meaning can be captured by a neural network, in which symbols semantically closer tends to be also closer in the topographic map. However, representing words in a vector is a hard task, for identical words can have totally different meaning according to their context. The workaround of this issue is to tackle not only the symbol itself, but also the symbols on the neighborhood. The methodology adopted consists of five steps:
1. File pre-processing: The words repeated on most documents (common words) are removed as these words do not help to discriminate the subject of the documents. Besides, the suffixes of the words are also removed (stemming) to reduce the number of words;
2. Symbols (words) representation: The Random Projection suggested in [5, 7] was adopted. According to this projection operator, all symbols remaining from the previous step are coded as a vector generated randomly. 
Adaptive Radius Immune Algorithm (ARIA)
Inspired by the natural immunological system, the algorithm interprets the input data set as antigens and generates antibodies (prototypes) capable of efficiently covering (recognizing) the antigenic space. ARIA puts a reduced number of antibodies, relative to the number of antigens, generating a network of prototypes that corresponds to a compact representation of the whole data, which possesses reduced levels of noise and redundancy. Through mechanisms of clonal expansion and network suppression, together with the density information present in the data, ARIA tries to maximally preserve the relevant information from the original representation. It implements an adaptive mechanism, in which the suppression radius of the antibodies is inversely proportional to the local density, thus automatically putting more prototypes on the densest portions of the space. ARIA is a selforganizing and iterative procedure that can be summarized into three main steps [1]:
1. Affinity maturation: the antigens (data points) are presented to the antibodies, which suffer hypermutation in order to better fit the antigens (antigen-antibody interactions);
2. Clonal expansion: those antibodies that are more stimulated are selected to be cloned, and the network grows;
3. Network suppression: the interaction between the antibodies is quantified and if one antibody recognizes another antibody, one of them is removed from the pool of cells (antibody-antibody interactions). This step is controlled by the parameter σ s , which determines the size of the suppression radii of the antibodies;
After the final network is achieved, a tool from graph theory, the Minimum Spanning Tree (MST), is used. The MST is built on the resultant antibody network, and its inconsistent edges are then identified and removed, thus performing the network (data) separation into clusters. In this step, we use a discriminating criterion that takes into account the relative density of points in the space to determine the edges of the tree to be pruned [11] . Figure 3 depicts an example of the compact representation generated by ARIA, together with the resulting MST. Note that ARIA puts more prototypes on the densest regions. The edge of the MST connecting the two clusters must be removed for being considered too long when compared to neighbor edges from both sides.
The hierarchical approach
Hierarchical clustering techniques provide a structured grouping of the input data set, going from all objects being members of the same cluster, to several clusters at the end of the process. The objects within these final clusters have high inter-document similarities. The hierarchical version of ARIA, denoted HARIA, operates similarly to another immune hierarchical approach described in [2] . Firstly, a relative high value of σ s is chosen to perform the first run (ARIA + MST). Generally, at this time the number of clusters is small. A decaying rate, previously set up, is applied to this parameter and for each cluster found a new instance of the algorithm is performed on the portion of data attributed to it. The following steps explain the hierarchical approach performed by HARIA:
1. Parameter definition: define an initial value for σ s (suppression threshold), and set up a decaying rate 0 < α < 1 for this parameter;
2. HARIA learning: run the ARIA learning algorithm with the given parameter;
3. Tree branching: each cluster detected by the MST constructed from the resultant network generates an offspring network in the next level of the tree, i.e., a new branch of the tree. The clusters already detected will indicate the portion of the data set to be attributed to each newly generated branch;
4. Parameters updating: reduce σ s by geometrically decreasing it by the factor α;
5. Offspring network evaluation: run each offspring network with the corresponding attributed portion of the data set;
6. Tree convergence: if the offspring network does not detect a novel cluster, the process is halted for that branch of the tree, and the tree expansion is completed at that branch. Each branch of the tree represents a cluster and a sequence of branches represents the hierarchy inherent to the data mapped into their corresponding clusters. Else, while a given offspring network (branch) of the tree is still capable of identifying more than one cluster, return to Step 4 and the process continues until no new cluster can be identified in any active branch. Figures 4 and 5 depict an illustrative example of the hierarchical procedure. Figure 4 shows a two dimensional dataset, with four clearly visible clusters, one of them is located farthest from the other three. HARIA was applied to this data and the resulting dendrogram is shown in Figure 5 Note that the hierarchical procedure firstly divides the data into two subgroups, putting the three more similar clusters into a same category. For a σ s of 0.015, cluster 1 is then divided into three clusters. Notice that the dendrogram divides into three branches at the same point. Differently from usual hierarchical methods, the hierarchical tree used here is not restricted to be binary, which confers a much more flexible and realistic representation of the data. HARIA still divides the clusters into smaller subgroups, but they do not seem to be much informative for this case.
Similarity Metric
The correlation distance is based on the Pearson Correlation Coefficient, in which similarity of documents is measured in parallel; that is, it accounts for the shape of the static signature (histogram) of the texts, rather than the absolute values of each attribute. In this way, the pattern of variation in the use of words is taken into account, and the Euclidean measure ignores this feature. Also, as Euclidean distance accounts for absolute values, two texts referring to a similar topic but with a significant difference in the number of words will tend to be considered distant from one another, while in correlation distance the impact of such a situation will be minimized. Let T i be the value of attribute i in text T. For two texts A and B, the similarity measure S in a total of N attributes can be computed as follows: The value T offset was chosen zero in all cases. The value of S will range from −1 to 1. In order to work with distances, the following equation was used for the calculation of the distance D between two texts:
5 Computational Experiments
Sport and Cookery
In the first computational experiment we analyzed 52 documents in Portuguese, previously labeled into two categories: one concerning 25 stock car news and the other 27 cookery recipes. This same data set was used in [12] . The experiment is considered relatively simple, given that the two categories are too specific and also comprise very dissimilar topics. The number of remaining symbols after stemming and removal of common words is 1,326, of a total of 12,187 words originally present in the documents. A 20×20 semantic SOM was used, giving an average of 3.3 words per neuron and also document signatures with 400 attributes (one attribute for each neuron). The hierarchical ARIA was applied to this data set and the dendrogram obtained is depicted in Figure 6 . Note that the algorithm was able to correctly detect two largely distinct classes within the texts (clusters 1 and 2), corresponding to exactly the original pre-defined categories. Also, it detected several subcategories within each class. Take for instance, cluster 5. This cluster contains three cookery texts, all of them are recipes of cakes. The same can be observed in cluster 10, which contains two stock car texts; both of them refer to the same pilot, Beto Giorgi, running at the speedway of Brasilia. We compared these results with the performance of a standard self-organizing map. Figure 7 shows the resulting U-matrix of a 20×20 SOM applied to the clustering of the documents. Note that the SOM was capable of mapping the two categories on distinct regions of the space, but the U-matrix [9] does not indicate a clear separation of the texts into two clusters. Also, as the ordinary SOM is not hierarchical, it is not capable of evidencing subcategories within the documents. Figure 7 : U-Matrix of the semantic SOM. Dark areas represent large distances, whereas light regions correspond to small distances among neighboring neurons.
Brazilian Newspaper
The second experiment comprises the analysis of 60 documents divided into three main categories of 20 texts, and each of these contains two subcategories of 10 texts. The documents were taken from the Brazilian newspaper Folha de S.Paulo and the categories chosen correspond to sections of the newspaper: Money, Sport and Informatics. Sports news are labeled S and contain two subclasses, Car Racing (S 1 ) and Soccer (S 2 ). Money reports are labeled M and its subcategories are Oil (M 1 ) and International Commerce (M 2 ). The last class, Informatics, is labeled I and is divided into the subcategories Internet (I 1 ) and Technology (I 2 ). A 30×30 semantic SOM was used for a total of 7,456 remaining words after the preprocessing step, an average of 8.3 words per neuron. The original number of words is 14,861. The results obtained by ARIA are depicted in Figure 8 . Notice that the algorithm firstly separated the dataset into two main clusters: cluster 2, which contains the texts of type M 2 and cluster 1, which contains all other texts. This means that the M 2 documents are considerably different from all other documents in the dataset, and were included in a separate branch of the tree. Note that this hierarchical relationship is different from what should be expected, as M 1 and M 2 were originally taken to be subclasses of the same cluster. However, inspecting the documents it is possible to note that the nature of the M 2 texts is indeed very different from all other texts in the corpus. We observed that the type of information contained in M 2 is strongly devoted to statistics, i.e., the documents are full of numerical information regarding import and export taxes, prices for international and national products and economic rates in general. Although this outcome differs from our initial expectation, it seems to be very consistent with the observed features of the data. The support to this decision is that the texts related to soccer are quite generic. Although the newspaper classified them as soccer, there are news referring to the judicial process of a corrupt referee, the violent attitude of fans and the website of a given soccer team. They do not have a strong tie to link them together. The same happens with the informatics notices. The Federal Police, the sell of a telephone company and the hurricane Katrina, are some of the topics treated in these news. ARIA could not assign these documents to any other cluster, and, as a result, put them together into a larger miscellaneous cluster of generic themes.
To evaluate the consistency of our results, we also applied the K-means clustering to this problem. K-means was run for 2, 3, 5 and 10 as values of K, but the results were very poor for all cases. In all tests, there was one cluster with more than 80% of the texts, while the remaining of the texts were divided into very small clusters. The outcome suggests that the problem analyzed is far from being simple, otherwise a standard technique such as K-means would have obtained a considerable better performance. Additionally to K-means, the well-known single-linkage hierarchical clustering algorithm [3] was applied to the same data set. The results obtained are shown in Figure 9 . The numbers in the x-axis represent the distance between clusters and the numbers in the y-axis denote the leaf clusters. Each leaf cluster is formed by the joining of two documents. Observe in the dendrogram that there is no inherent cluster in the results produced by the technique. Single-linkage was incapable of finding classes in the dataset, although these classes do exist, as HARIA was able to detect them. The problem with this method is that it is not able to identify clusters with arbitrary shape, which seems to be the case for the classes in the Brazilian Newspaper corpus.
Discussion
In this paper we proposed a new method for text clustering based on an immune-inspired algorithm named ARIA. The proposal relies on three main features: 1) density-based clustering; 2) hierarchical clustering; 3) correlation distance. We performed experiments with two datasets, concerning pre-labeled documents in the Portuguese language. The results of the experiments evidenced several interesting characteristics of the functioning of the proposed method, as well as of the intrinsic structure of the documents analyzed. Firstly, the hierarchical organization makes it possible to automatically express different levels of clustering, giving the possibility of observing the results with distinct levels of detail. Furthermore, as the dendrogram depicts the degree of similarity between the clusters, we were able to notice in the second experiment that the texts concerning International Commerce were considerably different from all other documents in the corpus. This motivated the analysis that pointed out these texts as very different in terms of the nature of their information. In the analysis of the journalistic dataset we observed another interesting outcome. The texts related to Informatics and Soccer were clustered together, though their labels are actually very different. In effect, the topics referred to in these reports were quite generic; there was no intrinsic characteristic in their structure making them divisible into natural clusters. Instead, HARIA jointed these texts into a larger cluster of generic documents, which sounds an interesting alternative given the kind of information available. This result is possible because the HARIA clustering procedure is guided by the density distribution of the data. Generic texts correspond to a region of the space with a characteristic density distribution, and this feature makes them a cluster even though their shape in the space may express irregularities. Also for the second experiment, the clusters and the hierarchical structure obtained were considerably different from the categories labeled in the newspaper. However, a careful inspection of the texts showed that the clusters produced by HARIA were consistent with the information contained in the corpus. This dilemma imposes two alternative points of view regarding text mining. Firstly, the information in the documents might be so subjective that it cannot be captured by the mere analysis of triplets of words contained in the texts. This is indeed possible, and for the case analyzed here, classifying the Soccer texts into a separate cluster could only be performed by a highly cognitive system, and machines are still far from that. The second perspective states that instead of only one correct organization, there are many possible acceptable alternative configurations, and each of them will be more or less adequate for a given purpose. If this is the case, the methodology proposed here can be regarded as one of such alternative configurations, which although different from that presented in the newspaper, was indeed useful for disclosing previously undetected characteristics of the texts.
