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Noise as a Boolean algebra of σ-fields. III.
An old question of Jacob Feldman
Boris Tsirelson
Abstract
The noise-type completion C of a noise-type Boolean algebra B
is generally not the same as the closure B˜ of B. As shown in Part I
(Introduction, Theorem 2), C consists of all complemented elements
of B˜. It appears that C = B˜ if and only if B is classical (as defined
in Part II, Sect. 1a), which is the main result of this Part III.
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1
Introduction
According to [1], the noise-type completion C of a noise-type Boolean algebra
B consists of all complemented elements of the closure of B. (The monotonic
closure B˜ and the topological closure Cl(B) are the same, see [1, Sect. 1d, es-
pecially 1d6 and 1d9].) Are there any non-complemented elements in Cl(B)?
That is, whether C = Cl(B), or not? This question was not addressed in [1],
[2].
The definition of a factored probability space, given by J. Feldman [3] in
1971, is equivalent to our “noise-type Boolean algebra” with an additional
requirement: B must be monotonically closed. This is, B = C = Cl(B).
In that framework, Feldman asked a question [3, Problem 1.9]: is every
factored probability space linearizable? His linearizability is equivalent to our
classicality [2, Def. 1a2]. In our terms, Feldman gives a detailed description of
classical noise-type Boolean algebras, and leaves open the question, whether
the equality C = Cl(B) implies classicality, or not.
Theorem 1. Let B be a noise-type Boolean algebra. Denote by C its noise-
type completion, and by Cl(B) its closure. The following two conditions are
equivalent:
(a) C = Cl(B);
(b) B is classical;
(c) supn xn ∈ C for all x1, x2, · · · ∈ B.
This is basically a remake of [4, Sect. 6c/6.3]. The implication (a) =⇒
(c) is trivial: supn xn = limn(x1 ∨ · · · ∨ xn) ∈ Cl(B) = C (but the converse
implication is nontrivial, since in general an element of Cl(B) is not a supre-
mum of elements of B). The implication (b) =⇒ (a), proved in Section 1, is
relatively easy. The implication (c) =⇒ (b), proved in Sections 2 and 3, is
more difficult.
1 The easy direction
1a Preliminaries
Type L2 subspaces of H = L2(Ω,F , P ) are defined in [1, Sect. 1a]. For every
(linear, closed) subspace h ⊂ H , the subspace h˜ = L2
(
σ(h)
)
is the type L2
subspace generated by h. Here σ(h) denotes the σ-field generated by h (that
is, by all elements of h).
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Let h, h1, h2, . . . be subspaces of H , and h˜, h˜1, h˜2, . . . the corresponding
type L2 subspaces; claim:
(1a1) if hn ↑ h then h˜n ↑ h˜ .
Here hn ↑ h means that h1 ⊂ h2 ⊂ . . . and h is the closure of ∪nhn; similarly,
h˜n ↑ h˜ means that h˜1 ⊂ h˜2 ⊂ . . . and h˜ is the closure of ∪nh˜n. The claim
holds since σ(hn) ↑ σ(h) implies L2
(
σ(hn)
)
↑ L2
(
σ(h)
)
(as noted in [1, proof
of 1d2]).
Likewise, σ(hn) ↓ σ(h) implies L2
(
σ(hn)
)
↓ L2
(
σ(h)
)
, but nevertheless,
the relation hn ↓ h (that is, h1 ⊃ h2 ⊃ . . . and h = ∩nhn) does not imply h˜n ↓
h˜. A counterexample: H = L2(0, 2pi), and hn is spanned by the functions
t 7→ eikt for k = n, n+ 1, . . . ; then hn ↓ {0}, however, h˜n = H for all n, since
h˜n contains the function t 7→ eint · e
i(n+k)t = eikt.
Another remark. Let X,X1, X2, . . . and Y, Y1, Y2, . . . are random vari-
ables on a given probability space, and for every n the two random variables
Xn, Yn are independent; claim:
(1a2) if Xn → X, Yn → Y in probability then X, Y are independent.
Proof: if f, g : R → R are bounded continuous functions then E (f(Xn)) →
E (f(X)), E (g(Yn)) → E (g(Y )), E (f(Xn))E (g(Yn)) = E (f(Xn)g(Yn)) →
E (f(X)g(Y )), thus, E (f(X)g(Y )) = E (f(X))E (g(Y )). The same holds for
vector-valued random variables.
1b Reminder
Let B be a noise-type Boolean algebra [1, Def. 2a1] of σ-fields on a probability
space (Ω,F , P ). Recall that
B is a sublattice of a complete lattice Λ ;(1b1)
Λ is endowed with a topology ;(1b2)
xn ↓ x implies xn → x ; also xn ↑ x implies xn → x ; (see [1, 1d2])(1b3)
here x, x1, x2, · · · ∈ Λ, and
xn ↓ x means x1 ≥ x2 ≥ . . . and inf
n
xn = x ,
xn ↑ x means x1 ≤ x2 ≤ . . . and sup
n
xn = x .
Thus,
every monotone sequence of xn ∈ Λ converges in Λ ;(1b4)
every monotone sequence of xn ∈ Cl(B) converges in Cl(B) ;(1b5)
here Cl(B) is the closure of B in Λ.
Recall the noise-type completion C of B;
(1b6) B ⊂ C ⊂ Cl(B) ,
and C is the greatest noise-type Boolean algebra satisfying (1b6). Also,
(1b7) C is the set of all complemented elements of Cl(B) ;
here x ∈ Cl(B) is called complemented, if there exists (necessarily unique)
x′ ∈ Cl(B) (called the complement of x) satisfying x∧ x′ = 0 and x∨ x′ = 1.
Let x, y ∈ Λ be independent and u ≤ x, v ≤ y; claim:
(1b8) if u ∨ v = 1 then u = x, v = y .
This is a simple special case of [1, 1d13].
Recall also σ-fields Fx [1, 1a], projections Qx : H → H [1, 1d], and
the first chaos space H(1) ⊂ H [2, 1a2]. The space H(1) is invariant under
projections Qx for x ∈ Cl(B) (since Qx∨yQzψ = QzQx∨yψ = Qz(Qxψ +
Qyψ) = (Qx +Qy)Qzψ).
1c Proof that (b) implies (a)
We assume that B is classical and prove that C = Cl(B), thus proving the
implication (b) =⇒ (a) of Theorem 1.
We denote by Down(x), for x ∈ Cl(B), the restriction of Qx to H
(1)
(treated as an operator H(1) → H(1)). Clearly, x ≤ y implies Down(x) ≤
Down(y). By [2, (1a3)],
(1c1) Down(x) + Down(x′) = 1l for x ∈ B .
We denote by Q the closure of {Down(x) : x ∈ B} in the strong oper-
ator topology; Q is a closed set of commuting projections on H(1); we have
Down(x) ∈ Q for x ∈ B, and by continuity for x ∈ Cl(B) as well.
Note that q ∈ Q implies 1l − q ∈ Q (since Down(xn) → q implies
Down(x′n)→ 1l− q).
We define Up(q), for q ∈ Q, as x ∈ Λ such that Fx = σ(qH
(1)) (the σ-field
generated by qψ for all ψ ∈ H(1)). Clearly, q1 ≤ q2 implies Up(q1) ≤ Up(q2).
Also,
(1c2) Up(q) ∨Up(1l− q) = 1 for q ∈ Q ,
since qH(1) + (1l− q)H(1) = H(1), and σ(H(1)) = F1 by the classicality.
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1c3 Lemma. Up(q) and Up(1l− q) are independent (for each q ∈ Q).
Proof. We take xn ∈ B such that Down(xn) → q, then Down(x
′
n) → 1l −
q. We have to prove that σ(qH(1)) and σ((1l − q)H(1)) are independent,
that is, two random vectors
(
qψ1, . . . , qψk
)
and
(
(1l− q)ξ1, . . . , (1l− q)ξl
)
are
independent for all k, l and all ψ1, . . . , ψk, ξ1, . . . , ξl ∈ H
(1). It follows by
(1a2) from the similar claim for Down(xn) in place of q.
1c4 Lemma. Up(Down(x)) = x for every x ∈ B.
Proof. Denote q = Down(x), then Down(x′) = 1l − q. We have Up(q) ≤ x
(since qψ = Qxψ is Fx-measurable for ψ ∈ H
(1)); similarly, Up(1l− q) ≤ x′.
By (1c2) and (1b8), Up(q) = x.
1c5 Lemma. If q, q1, q2, · · · ∈ Q satisfy qn ↑ q then Up(qn) ↑ Up(q).
Proof. qnH
(1) ↑ qH(1) implies σ(qnH
(1)) ↑ σ(qH(1)).
1c6 Lemma. If q, q1, q2, · · · ∈ Q satisfy qn ↓ q then Up(qn) ↓ Up(q).
Proof. By (1b4), Up(qn) ↓ x for some x ∈ Λ, x ≥ Up(q). By 1c3, Up(qn)
and Up(1l − qn) are independent; thus, x and Up(1l − qn) are independent
for all n. By 1c5, Up(1l − qn) ↑ Up(1l − q). Therefore x and Up(1l − q) are
independent. By (1c2) and (1b8), Up(q) = x.
Now we are in position to prove that C = Cl(B). By [1, 1d7], every
x ∈ Cl(B) is of the form
x = lim inf
n
xn = sup
n
inf
k
xn+k
for some xn ∈ B. It follows that Down(x) = lim infnDown(xn); by 1c5, 1c6,
Up(Down(x)) = lim infnUp(Down(xn)); using 1c4 we get Up(Down(x)) =
lim infn xn = x.
On the other hand, 1l − Down(x) = lim supn(1l − Down(xn)) =
lim supnDown(x
′
n) by (1c1), thus the element y = Up(1l−Down(x)) satisfies
(by 1c5, 1c6 and 1c4 again) y = lim supnUp(Down(x
′
n)) = lim supn x
′
n ∈
Cl(B).
By 1c3, x and y are independent. By (1c2), x∨y = 1. Therefore, y is the
complement of x in Cl(B), and we conclude that x ∈ C. Thus, C = Cl(B).
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2 The difficult direction: nonspectral
arguments
2a Preliminaries: finite Boolean algebras
Every finite Boolean algebra b has 2n elements, where n is the number of the
atoms a1, . . . , an of b; these atoms are pairwise disjoint, and a1 ∨ · · · ∨ an = 1.
All elements of b are of the form
(2a1) ai1 ∨ · · · ∨ aik , 1 ≤ i1 < · · · < ik ≤ n .
We denote by Atoms(b) the set of all atoms of b, and rewrite (2a1) as
(2a2) ∀x ∈ b x =
∨
a∈Atoms(b),a≤x
a .
Let B be a Boolean algebra, b1, b2 ⊂ B two finite Boolean subalgebras,
and b ⊂ B the Boolean subalgebra generated by b1, b2. Then b is finite. If
a1 ∈ Atoms(b1), a2 ∈ Atoms(b2) and a1 ∧ a2 6= 0 then a1 ∧ a2 ∈ Atoms(b),
and all atoms of b are of this form.
2b A random supremum
In order to effectively use Condition (c) of Theorem 1 we choose an increas-
ing sequence (xn)n, xn ∈ B, whose supremum is unlike to belong to C.
Ultimately it will be proved that supn xn ∈ C only if B is classical.
However, we do not construct (xn)n explicitly. Instead we use probabilis-
tic method: construct a random sequence that has the needed property with
a non-zero probability.
Our noise-type Boolean algebra B consists of sub-σ-fields on a probabil-
ity space (Ω,F , P ). However, randomness of xn does not mean that xn is
a function on Ω. Another probability space, unrelated to (Ω,F , P ), is in-
volved. It may be thought of as the space of sequences (xn)n endowed with
a probability measure described below.
Often, “measure on a Boolean algebra b” stands for an additive function
b → [0,∞). However, the distribution of a random element of b (assuming
that b is finite) is rather a probability measure ν on the set of all elements of
b, that is, an additive function ν : 2b → [0,∞), ν(b) = 1. It boils down to a
function b→ [0,∞), x 7→ ν({x}), such that
∑
x∈b ν({x}) = 1.
Given a finite Boolean algebra b and a number p ∈ (0, 1), we introduce a
probability measure νb,p on the set of elements of b by
(2b1) νb,p({ai1 ∨ · · · ∨ aik}) = p
k(1− p)n−k for 1 ≤ i1 < · · · < ik ≤ n
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(using the notation of (2a1)). That is, each atom is included with probability
p, independently of others.
Given finite Boolean subalgebras b1 ⊂ b2 ⊂ · · · ⊂ B and numbers
p1, p2, · · · ∈ (0, 1), we consider probability measures νn = νbn,pn and their
product, the probability measure ν = ν1 × ν2 × . . . on the set b1 × b2 × . . .
of sequences (xn)n, xn ∈ bn. We note that supn xn ∈ Cl(B) for all such
sequences and ask, whether
(2b2) sup
n
xn ∈ C for ν-almost all sequences (xn)n ,
or not.
2b3 Proposition. If (2b2) holds for all such b1, b2, . . . and p1, p2, . . . then
B is classical.
Condition (c) of Theorem 1 ensures that (2b2) holds always. In order to
prove the implication (c) =⇒ (b) (thus completing the proof of Theorem 1)
it is sufficient to prove Proposition 2b3.
2c The complement and the tail
Let x ∈ Cl(B) be such that xn ↑ x for some xn ∈ B.
2c1 Proposition. The following five conditions on x are equivalent.
(a) x ∈ C;
(b) x ∨ limn x
′
n = 1 for some xn ∈ B satisfying xn ↑ x;
(c) x ∨ limn x
′
n = 1 for all xn ∈ B satisfying xn ↑ x;
(d) limm limn(xm ∨ x
′
n) = 1 for some xn ∈ B satisfying xn ↑ x;
(e) limm limn(xm ∨ x
′
n) = 1 for all xn ∈ B satisfying xn ↑ x.
2c2 Lemma. (supn xn)∧ (infn x
′
n) = 0 for every increasing sequence of xn ∈
B.
Proof. Note that xm ∧ (infn x
′
n) ≤ xm ∧ x
′
m = 0 and use [1, (2a6)].
Proof of Proposition 2c1. (c) =⇒ (b): trivial.
(b) =⇒ (a): by 2c2, x ∧ limn x
′
n = 0, thus, limn x
′
n is the complement of
x; use (1b7).
(a) =⇒ (c): if xn ↑ x then (taking complements in the Boolean algebra
C) x′n ≥ x
′, therefore limn x
′
n ≥ x
′ and x ∨ limn x
′
n ≥ x ∨ x
′ = 1.
We see that (a) ⇐⇒ (b) ⇐⇒ (c); Lemma 2c3 below gives (b) ⇐⇒ (d)
and (c) ⇐⇒ (e).
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2c3 Lemma. For every increasing sequence (xn)n of elements of B,
(
lim
n
xn
)
∨
(
lim
n
x′n
)
= lim
m
lim
n
(xm ∨ x
′
n) .
Proof. Denote for convenience y = limn xn and z = limn x
′
n. We have x
′
n ≤
x′m for n ≥ m. Applying [1, 1d13] to the pairs (xm, x
′
n) ∈ Λxm × Λx′m for
a fixed m and all n ≥ m we get xm ∨ x
′
n → xm ∨ z as n → ∞. Further,
xm ∧ z ≤ xm ∧ x
′
m = 0 for all m; by [1, (2a6)], y ∧ z = 0, and by [1, (2a5)], y
and z are independent. Applying [1, 1d13] (again) to (xm, z) ∈ Λy × Λz we
get xm∨z → y∨z as m→∞. Finally, limm limn(xm∨x
′
n) = limm(xm∨z) =
y ∨ z = (limn xn) ∨ (limn x
′
n).
Given arbitrary (rather than increasing) xn ∈ B, we apply Proposition
2c1 to yn = x1 ∨ · · · ∨ xn, note that yn ↑ supn xn and get
sup
n
xn ∈ C ⇐⇒ lim
m
lim
n
(
x1 ∨ · · · ∨ xm ∨ (x1 ∨ · · · ∨ xn)
′
)
= 1 .
Thus, (2b2) is equivalent to
(2c4)
lim
m
lim
n
(
x1∨· · ·∨xm∨(x1∨· · ·∨xn)
′
)
= 1 for ν-almost all sequences (xn)n ,
and Proposition 2b3 is equivalent to the following.
2c5 Proposition. If (2c4) holds for all b1 ⊂ b2 ⊂ · · · ⊂ B and p1, p2, · · · ∈
(0, 1) then B is classical.
In Sect. 3 we prove Prop. 2c5, thus completing the proof of Theorem 1.
3 The difficult direction: spectral arguments
3a Preliminaries
Let (S,Σ, µ) be a measure space, µ(S) <∞. As usual, we often treat equiva-
lence classes of measurable functions on S as just measurable functions, which
is harmless as long as only countably many equivalence classes are consid-
ered simultaneously. Otherwise, dealing with uncountable sets of equivalence
classes, we must be cautious.
All equivalence classes of measurable functions S → [0, 1] are a com-
plete lattice. Let Z be some set of such classes. If Z is countable then its
supremum, supZ, may be treated naively (as the pointwise supremum of
functions). For an uncountable Z we have supZ = supZ0 for some count-
able Z0 ⊂ Z. In particular, the equality holds whenever Z0 is dense in Z
according to the L1 metric.
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The same holds for functions S → {0, 1} or, equivalently, measurable
sets. Functions S → [0,∞] are also a complete lattice, since [0,∞] can be
transformed into [0, 1] by an increasing bijection.
Another fact. For every increasing sequence of measurable functions fn :
S → [0,∞) there exist n1 < n2 < . . . such that almost every s ∈ S satisfies
one of two incompatible conditions:
(3a1)
either lim
n
fn(s) <∞ ,
or fnk(s) ≥ k for all k large enough
(here “k large enough” means k ≥ k0(s)). Proof (sketch): take nk such that
∑
k
µ
(
{s : fnk < k} ∩ {s : lim
n
fn(s) =∞}
)
<∞ .
All said above holds also for a measure class space (S,Σ,M) (see [2,
Sect. 2a]) in place of the measure space (S,Σ, µ).
3b Classicality via spectrum
We have to prove Prop. 2c5. A similar result [4, Sect. 6c/6.3] in the older
framework (of noises over R) was proved via spectral sets: almost all spec-
tral sets are finite, therefore the noise is classical. In the new framework
(Boolean algebras of σ-fields), spectral sets appear only in special situations
[2, Sects. 2c, 3b], not in general. Nevertheless, in general we can define on the
spectral space S a function K that plays the role of the number of spectral
points, and deduce classicality from almost everywhere finiteness of K.
Recall [2, Sect. 2b]: the spectrum of a noise-type Boolean algebra B is
a measure class space (S,Σ,M) together with an isomorphism α : A →
L∞(S,Σ,M), where A is the commutative von Neumann algebra generated
by the operators Qx (for x ∈ B) on the Hilbert space H = L2(Ω,F , P ).
Recall also Sx: α(Qx) = 1lSx for x ∈ Cl(B).
Claim:
(3b1) xn ↓ x implies Sxn ↓ Sx ; also xn ↑ x implies Sxn ↑ Sx ;
here x, x1, x2, · · · ∈ Cl(B). Proof: let xn ↓ x, then Qxn ↓ Qx by (1b3), thus
α(Qxn) ↓ α(Qx), which means Sxn ↓ Sx; the case xn ↑ x is similar.
The relation limm limn(xm ∨ x
′
n) = 1 treated in Sect. 2c becomes
limm limn Sxm∨x′n = S, that is, ∪m ∩n Sxm∨x′n = S; in other words, almost
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every s ∈ S satisfies ∃m ∀n s ∈ Sxm∨x′n. Accordingly, (2c4) may be rewritten
as follows:
(3b2) for ν-almost all sequences (xn)n , for almost all s ∈ S ,
∃m ∀n s ∈ Sx1∨···∨xm∨(x1∨···∨xn)′ .
Let b ⊂ B be a finite Boolean subalgebra. For every s ∈ S the filter
{x ∈ b : s ∈ Sx} (a kind of rough “spectral filter”, see [2, 2c]), like every
filter on a finite Boolean algebra, is generated by some xb(s) ∈ b:
(3b3) ∀x ∈ b
(
s ∈ Sx ⇐⇒ x ≥ xb(s)
)
.
Like every element of b, xb(s) is the union of some of the atoms of b; the
number of these atoms will be denoted by Kb(s):
Kb(s) = |{a ∈ Atoms(b) : a ≤ xb(s)}| .
For two finite Boolean subalgebras,
if b1 ⊂ b2 then Kb1(·) ≤ Kb2(·) .
Each Kb is an equivalence class (rather than a function), and the set of all
b need not be countable. We take supremum in the complete lattice of all
equivalence classes of measurable functions S → [0,+∞]:
K = sup
b
Kb , K : S → [0,+∞] ,
where b runs over all finite Boolean subalgebras b ⊂ B.
Proposition 2c5 follows immediately from Proposition 3b4 and Theorem
3b5 below.
3b4 Proposition. If (3b2) holds for all b1 ⊂ b2 ⊂ . . . and p1, p2, · · · ∈ (0, 1)
then K(·) <∞ almost everywhere.
3b5 Theorem. If K(·) <∞ almost everywhere then B is classical.
3c Proving Proposition 3b4
We choose p1, p2, · · · ∈ (0, 1) and c1, c2, · · · ∈ {1, 2, 3, . . .} such that
∑
n
pn < 1 ,(3c1)
(1− pn)
cn → 0 as n→∞ .(3c2)
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We also choose finite Boolean subalgebras b1 ⊂ b2 ⊂ · · · ⊂ B such that
Kbn ↑ K.
We define for x ∈ B
Kb(x, s) = |{a ∈ Atoms(b) : a ≤ xb(s) ∧ x}| ,(3c3)
K(x) = sup
b
Kb(x) ;(3c4)
as before, b runs over all finite Boolean subalgebras of B; Kb(x) = Kb(x, ·) is
an equivalence class, and K(x) is the supremum of such equivalence classes.
(Hopefully, the new K(x) will not be confused with the old K(s).)
Claim (additivity):
(3c5) K(x ∨ y) = K(x) +K(y) whenever x ∧ y = 0 .
Proof: Kb(x ∨ y) = Kb(x) +Kb(y) when b ∋ x, y; this restriction on b does
not change the supremum.
Claim:
(3c6) Kbn(x) ↑ K(x)
for every x ∈ B. Proof: K(x) ≥ limnKbn(x) = limn
(
Kbn − Kbn(x
′)
)
≥
K −K(x′) = K(x).
Using (3a1) we can take n1 < n2 < . . . such that for almost every s ∈ S
(3c7)
either K(x, s) <∞ ,
or Kbn
k
(x, s) ≥ ck for all k large enough.
These nk depend on x ∈ B. However, countably many x can be served by a
single sequence (nk)k using the well-known diagonal argument. This way we
ensure (3c7) with a single (nk)k for all x ∈ b1 ∪ b2 ∪ . . . Now we rename bnk
into bk, discard a null set of bad points s ∈ S and get
(3c8)
either K(x, s) <∞ ,
or Kbn(x, s) ≥ cn for all n large enough
for all x ∈ b1∪ b2∪ . . . and s ∈ S; here “n large enough” means n ≥ n0(x, s).
We recall the product measure ν = ν1×ν2× . . . introduced in Sect. 2b on
the product set b1×b2×. . . ; as before, νn = νbn,pn. For notational convenience
we treat the coordinate mapsXn : (b1×b2×. . . , ν)→ bn,Xn(x1, x2, . . . ) = xn,
as independent bn-valued random variables; Xn is distributed νn, that is,
P
(
Xn = x
)
= νn({x}) for x ∈ bn. We introduce bn-valued random variables
Yn = X1 ∨ · · · ∨Xn .
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3c9 Lemma. P
(
K(Y ′n, s) < ∞
)
≤ p1 + · · · + pn for all s ∈ S such that
K(s) =∞ and all n.
Proof. There exists a ∈ Atoms(bn) such thatK(a, s) =∞ (since
∑
aK(a, s) =
K(s) = ∞). We have K(Y ′n, s) < ∞ =⇒ a ≤ Yn =⇒ ∃k ∈
{1, . . . , n} a ≤ Xk, therefore P
(
K(Y ′n, s) < ∞
)
≤
∑n
k=1 P
(
a ≤ Xk
)
=∑n
k=1 pk.
3c10 Lemma. If x ∈ bm and s ∈ S satisfy K(x, s) =∞ then
P
(
∀n > m Xn ∧ x ∧ xbn(s) = 0
)
= 0 .
Proof. For n > m,
P
(
Xn ∧ x ∧ xbn(s) = 0
)
= (1− pn)
Kbn(x,s) ,
since x ∧ xbn(s) contains Kbn(x, s) atoms of bn. By (3c8), Kbn(x, s) ≥ cn for
all n large enough. Thus, P
(
Xn∧x∧xbn(s) = 0
)
≤ (1−pn)
cn → 0 as n→∞
by (3c2).
3c11 Lemma.
P
(
K(Y ′m, s) =∞ and ∀n > m s ∈ SYm∨Y ′n
)
= 0
for all s ∈ S and m.
Proof. By (3b3), s ∈ SYm∨Y ′n ⇐⇒ Ym∨Y
′
n ≥ xbn(s). We have to prove that
P
(
Y ′m = y and ∀n > m Ym ∨ Y
′
n ≥ xbn(s)
)
= 0
for every y ∈ bm satisfying K(y, s) =∞. By 3c10,
P
(
∀n > m Xn ∧ y ∧ xbn(s) = 0
)
= 0 .
It remains to note that y′ ∨ Y ′n ≥ xbn(s) ⇐⇒ (y ∧ Yn)
′ ≥ xbn(s) ⇐⇒
(y ∧ Yn) ∧ xbn(s) = 0 =⇒ y ∧Xn ∧ xbn(s) = 0.
Now we prove Proposition 3b4. Applying (3b2) to b1, b2, . . . and p1, p2, . . .
chosen in Sect. 3c we have
∃m ∀n s ∈ SYm∨Y ′n
almost surely, for almost all s ∈ S. In combination with 3c11 it gives
P
(
∃m K(Y ′m, s) <∞
)
= 1
for almost all s ∈ S. On the other hand, by 3c9 and (3c1),
P
(
∃m K(Y ′m, s) <∞
)
6= 1
for all s ∈ S such that K(s) = ∞. Therefore K(s) < ∞ for almost all s,
which completes the proof of 3b4.
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3d Proving Theorem 3b5
Recall [2, Sect. 2b]: every measurable set E ⊂ S corresponds to a subspace
H(E) ⊂ H by α(PrH(E)) = 1lE . Additivity holds: H(E1 ⊎ E2) = H(E1) ⊕
H(E2); countable additivity also holds.
In particular, consider sets Ek = {s ∈ S : K(s) = k}.
3d1 Proposition. H(E1) = H
(1) (the first chaos space defined by [2, 1a2]).
We define chaos spaces H(k) = H(Ek).
Recall that classicality is defined as the equality σ(H(1)) = F1 [2, 1a2].
3d2 Proposition. σ(H(k)) ⊂ σ(H(1)) for all k = 2, 3, . . .
IfK <∞ almost everywhere then S = ⊎kEk, thus H = ⊕kH
(k), therefore
F1 =
∨
k σ(H
(k)) = σ(H(1)), which means that B is classical. We see that
Theorem 3b5 follows from Propositions 3d1, 3d2.
We denote bx = {0, x, x
′, 1} for x ∈ B.
3d3 Lemma. For every x ∈ B,
{ψ ∈ H : ψ = Qxψ +Qx′ψ} = H
(
{s : Kbx(s) = 1}
)
.
Proof. {s : Kbx(s) = 1} = {s : Kbx(s) ≤ 1} \ {s : Kbx(s) = 0} = (Sx ∪ Sx′) \
S0 = (Sx \ S0)⊎ (Sx′ \ S0) (since Sx ∩ Sx′ = S0), thus H
(
{s : Kbx(s) = 1}
)
=
H(Sx \ S0)⊕H(Sx′ \ S0) = (Hx ⊖H0)⊕ (Hx′ ⊖H0); use [2, 1b6].
3d4 Lemma. Assume that b1, b2 ⊂ B are finite Boolean subalgebras, and
b ⊂ B is the (finite) Boolean subalgebra generated by b1, b2. Then
{s : Kb1(s) ≤ 1} ∩ {s : Kb2(s) ≤ 1} ⊂ {s : Kb(s) ≤ 1} .
Proof. If Kb1(s) ≤ 1, Kb2(s) ≤ 1 and s /∈ S0 then xb1(s) ∈ Atoms(b1),
xb2(s) ∈ Atoms(b2), thus xb(s) ≤ xb1(s)∧xb2(s) ∈ Atoms(b) (recall Sect. 2a),
therefore Kb(s) ≤ 1.
3d5 Lemma.
{s : K(s) ≤ 1} =
⋂
x∈B
{s : Kbx(s) ≤ 1} ;
{s : K(s) = 1} =
⋂
x∈B
{s : Kbx(s) = 1} .
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Proof. Every finite Boolean subalgebra b is generated by four-element Boolean
subalgebras bx for x ∈ b; by 3d4, {s : Kb(s) ≤ 1} ⊃
⋂
x∈b{s : Kbx(s) ≤ 1};
the intersection over all b gives {s : K(s) ≤ 1} ⊃
⋂
x∈B{s : Kbx(s) ≤ 1}.
The converse inclusion being trivial, we get the first equality. The second
equality follows, since the set {s : Kb(s) = 0} is equal to S0, irrespective of
b.
Proof of Proposition 3d1. It follows from the second equality of 3d5 that
H(E1) =
⋂
xH
(
{s : Kbx(s) = 1}
)
. Using 3d3 we get
⋂
x{ψ ∈ H : ψ =
Qxψ+Qx′ψ}, that is, {ψ ∈ H : ∀x ψ = Qxψ+Qx′ψ}. This set contains H
(1)
evidently, and is contained in H(1) by [2, 1b4].
The proof of Proposition 3d2 is postponed to Sect. 3f.
3e More on spectrum and factorization
Let B be a noise-type Boolean algebra of σ-fields on a probability space
(Ω,F , P ), and x ∈ B. Then the set Bx = {u ∈ B : u ≤ x} is also a
Boolean algebra (and a sublattice of B, but not a Boolean subalgebra of B).
Moreover, Bx is a noise-type Boolean algebra of σ-fields on the probability
space (Ω,Fx, P |Fx). Thus, notions introduced for B have their counterparts
for Bx, listed below (up to natural isomorphisms):
H = L2(F) Hx = L2(Fx)
Qy for y ∈ B Qu|Hx for u ∈ Bx
α(A) = L∞(Σ) α(Ax) = L∞(Σx)
H(E) = α−1(1lE)H ⊂ H for E ∈ Σ Hx(E) = α
−1(1lE)Hx ⊂ Hx for E ∈ Σx
H(1) QxH
(1) = H(1) ∩Hx
s 7→ K(s) (Σ-measurable) s 7→ K(x, s) (Σx-measurable)
We have B = Bx × Bx′ (the product of Boolean algebras) up to the
natural isomorphism: Bx × Bx′ ∋ (u, v) 7→ u ∨ v ∈ B, that is, B ∋ y 7→
(y ∧ x, y ∧ x′) ∈ Bx ×Bx′. Also, F = Fx ⊗Fx′ (the σ-field generated by two
independent sub-σ-fields), H = Hx ⊗Hx′, and B(H) = B(Hx)⊗B(Hx′) (the
algebra of all bounded operators). The algebra B(Hx) is naturally embedded
into B(H) by B(Hx) ∋ T 7→ T ⊗ 1l ∈ B(H), that is, (T ⊗ 1l)(fg) = (Tf)g
for f ∈ Hx, g ∈ Hx′. In particular, if T = Qu|Hx for some u ∈ Bx then
T ⊗ 1l = Qu∨x′ (rather than Qu), which motivates the following approach
(dual to the approach via Bx × Bx′).
The set Bx = {w ∈ B : w ≥ x′} is another Boolean algebra, naturally
isomorphic to Bx: Bx ∋ u 7→ u ∨ x
′ ∈ Bx, that is, Bx ∋ w 7→ w ∧ x ∈ Bx.
Accordingly, B = Bx ×Bx
′
up to another natural isomorphism: Bx ×Bx
′
∋
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(w, z) 7→ w ∧ z ∈ B, that is, B ∋ y 7→ (y ∨ x′, y ∨ x) ∈ Bx × Bx
′
. Note that
Qw∧z = QwQz (while generally Qu∨v 6= Qu + Qv − QuQv). Note also that
Ax is generated by {Qy : x ∨ y = 1} = {Qw : w ∈ B
x} [2, Sect. 2b], and
A = Ax⊗Ax′. For E1 ∈ Σx, E2 ∈ Σx′ we have α
−1(1lE1∩E2) = α
−1(1lE11lE2) =
α−1(1lE1)α
−1(1lE2), thus,
(3e1) H(E1 ∩ E2) = Hx(E1)⊗Hx′(E2) for E1 ∈ Σx, E2 ∈ Σx′ .
Results proved for B have their counterparts for Bx. In particular, here
is the counterpart of Proposition 3d1.
3e2 Proposition. Hx
(
{s ∈ S : K(x, s) = 1}
)
= Hx ∩H
(1).
3f Proving Proposition 3d2
3f1 Lemma. {s ∈ S : K(s) = 2} = supx∈B{s ∈ S : K(x, s) = K(x
′, s) = 1}
(the supremum of equivalence classes).
Proof. “⊃” follows from (3c5); it is sufficient to prove that {s ∈ S : K(s) =
2} ⊂ ∪x∈b1∪b2∪...{s ∈ S : K(x, s) = K(x
′, s) = 1} if b1 ⊂ b2 ⊂ . . . satisfy
Kbn ↑ K.
Given s such that K(s) = 2, we take n such that Kbn(s) = 2, that is,
xbn(s) contains exactly two atoms of bn. We choose x ∈ bn that contains
exactly one of these two atoms; then Kbn(x, s) = Kbn(x
′, s) = 1, therefore
K(x, s) = K(x′, s) = 1, since 1 = Kbn(x, s) ≤ K(x, s) = K(s) −K(x
′, s) ≤
2−Kbn(x
′, s) = 1.
Proof of Proposition 3d2 for k = 2. It follows from 3f1 thatH(2) is generated
(as a closed linear subspace of H) by the union, over all x ∈ B, of the
subspaces H
(
{s ∈ S : K(x, s) = K(x′, s) = 1}
)
. In order to get σ(H(2)) ⊂
σ(H(1)) it is sufficient to prove that
(3f2) σ
(
H
(
{s ∈ S : K(x, s) = K(x′, s) = 1}
))
⊂ σ(H(1)) for all x .
By (3e1) and 3e2, H
(
{s ∈ S : K(x, s) = K(x′, s) = 1}
)
= Hx
(
{s ∈ S :
K(x, s) = 1}
)
⊗ Hx′
(
{s ∈ S : K(x′, s) = 1}
)
= (Hx ∩ H
(1)) ⊗ (Hx′ ∩H
(1)),
which implies (3f2).
The proof of Proposition 3d2 for higher k is similar. Lemma 3f1 is gen-
eralized to
{s ∈ S : K(s) = k} = sup
x∈B
{s ∈ S : K(x, s) = k − 1, K(x′, s) = 1} ,
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and (3f2) — to
σ
(
H
(
{s ∈ S : K(x, s) = k − 1, K(x′, s) = 1}
))
⊂ σ(H(k−1) ∪H(1)) .
Thus, σ(H(k)) ⊂ σ(H(k−1) ∪ H(1)). By induction in k, σ(H(k)) ⊂ σ(H(1)),
which completes the proof of Proposition 3d2, Theorem 3b5, Propositions
2c5 and 2b3 and finally, Theorem 1.
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