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Résumé
L’inférence grammaticale désigne le problème qui consiste à découvrir les règles de formation des
phrases d’un langage, c’est-à-dire une grammaire de celui-ci. Dans le modèle d’apprentissage de
Gold, les exemples fournis sont constitués uniquement des phrases appartenant au langage. L’algo-
rithme doit fournir une grammaire qui représente le langage énuméré. Les grammaires catégorielles
sont l’un des nombreux formalismes existants pour représenter des langages. Kanazawa a montré que
certaines sous-classes de ces grammaires sont apprenables, mais ses résultats ne sont pas applicables
directement aux langues naturelles.
Sur le plan théorique, nous proposons de généraliser les résultats de Kanazawa à différents types de
grammaires. Les grammaires combinatoires générales sont un modèle flexible permettant de définir
des systèmes grammaticaux à base de règles de réécriture. Nous démontrons dans ce cadre que cer-
taines classes de langages sont apprenables. Dans un souci de généralité maximale, nos résultats sont
exprimés sous forme de critères sur les règles des systèmes grammaticaux considérés. Ces résultats
sont appliqués à plusieurs formalismes relativement adaptés à la représentation des langues naturelles.
Nous abordons également le problème de la mise en œuvre de l’apprentissage sur des données réelles.
En effet, les algorithmes existants capables d’apprendre des classes de langages intéressantes sont
NP-complets. Afin de contourner cet obstacle, nous proposons un cadre d’apprentissage plus souple,
l’apprentissage partiel : le contexte d’utilisation est modifié dans le but d’obtenir une complexité al-
gorithmique plus réaliste. Nous testons cette approche sur des données de taille moyenne, et obtenons
des résultats relativement encourageants.
Mots-clés : Apprentissage automatique, Inférence grammaticale, Modèle de Gold, Identification à la
limite, Grammaires lexicalisées, Grammaires catégorielles, Langues naturelles.
Abstract
Grammatical inference consists in discovering the rules governing how sentences of a language are
formed, that is a grammar of this language. In Gold’s model of learning, examples given as input are
only sentences belonging to the language. The algorithm must provide a grammar which represents
the enumerated language. Categorial grammars are one of the numerous existing formalisms used to
represent languages. Kanazawa has shown that some subclasses of these grammars are learnable, but
his results do not apply directly to natural languages.
In a theoretical viewpoint, we propose to generalize Kanazawa’s results to different kinds of gram-
mars. General combinatory grammars are a flexible model that permits to define grammatical systems
based on rewriting rules. In this framework, we show that some classes of languages are learnable.
In order to be maximally general, our results are expressed in the form of criteria on the grammati-
cal system rules. These results are applied to several formalisms which are quite well suited for the
representation of natural languages.
We also address the problem of implementing learning algorithms with real data. Indeed, existing
algorithms that are able to learn rich classes of languages are NP-complete. We propose a more
flexible learning framework, called partial learning, to bypass this obstacle: the context in which
learning takes place is modified, in order to obtain a more realistic algorithmic complexity. We test
this approach with some average size data, and obtain quite encouraging results.
Keywords: Automatic learning, Grammatical inference, Gold’s model, Identification in the limit, Lexi-
calized grammars, Categorial grammars, Natural languages.
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E LANGAGE EST L’UNE DES APTITUDES QUI SYMBOLISENT LE MIEUX L’INTELLIGENCE HU-
MAINE. LE PHÉNOMÈNE PAR LEQUEL LES ENFANTS APPRENNENT À PARLER EN EST LA CLÉ
DE VOÛTE. IL ÉTAIT DONC INÉVITABLE QUE L’APPRENTISSAGE DU LANGAGE DEVIENNE L’UNE
DES PROBLÉMATIQUES LES PLUS REPRÉSENTATIVES DE CE QU’ON APPELLE L’INTELLIGENCE AR-
TIFICIELLE. MAIS LA MACHINE EST ENCORE BIEN LOIN DE POUVOIR RIVALISER AVEC L’ESPRIT
HUMAIN DANS CE DOMAINE. DANS LA CONTINUATION DE CERTAINS TRAVAUX DE BUSZKOWSKI ET
KANAZAWA, NOUS ÉTUDIERONS COMMENT L’APPRENTISSAGE AUTOMATIQUE PEUT S’APPLIQUER
AUX LANGUES NATURELLES. CET OBJECTIF COMPORTE UN VOLET THÉORIQUE (QU’EST-CE QUE
LE PROCESSUS D’APPRENTISSAGE, QU’EST-CE QUE LES LANGUES NATURELLES ET COMMENT LES
REPRÉSENTE-T-ON ?) ET UN VOLET PLUS APPLIQUÉ (CONCRÈTEMENT, COMMENT ET JUSQU’OÙ LA
MACHINE PEUT-ELLE APPRENDRE UNE LANGUE ?).
Dès les premiers pas de l’informatique, le traitement du langage humain par la machine a été consi-
déré comme l’un des objectifs essentiels de cette nouvelle science. En effet, la faculté de communiquer
à l’aide d’un langage est certainement l’un des aspects les plus représentatifs de l’intelligence humaine.
Or le langage naturel, même s’il est très complexe, est un objet que l’on peut étudier, formaliser, re-
présenter : autrement dit un objet d’étude scientifique, celui dont traite la linguistique. En tant qu’objet
formel, on peut envisager sa représentation et sa manipulation à l’aide de processus automatiques. C’est
là l’objet de la linguistique computationnelle (au sens large), dont les origines remontent aux années 40,
avec les premiers projets de traduction automatique.
De fait, le terme de linguistique computationnelle (on parle aussi de linguistique informatique) peut
prendre deux sens assez distincts : au sens large, il s’agit de l’ensemble des concepts et techniques
touchant à la représentation et à la manipulation des langues par la machine. Cette définition inclut
la conception et la réalisation concrète d’algorithmes de traitement des langues pour des applications
variées. Le Traitement Automatique du Langage Naturel est le domaine dédié à cette mise en œuvre,
qui peut prendre des formes très éloignées d’une quelconque réalité linguistique, en particulier si les
contraintes techniques ou les résultats le justifient. Mais cette définition inclut également une seconde
notion, qui correspond au second sens que l’on peut donner au terme de linguistique computationnelle :
celle-ci est alors considérée comme une spécialisation informatique de la linguistique, dont l’objet est
l’étude théorique de la langue. Dans cette optique, cette dernière est conçue comme un processus tota-
lement formalisable, à l’aide d’outils issus notamment de théories mathématiques et linguistiques. L’ob-




L’un des aspects les plus étonnants du langage humain est la relative facilité avec laquelle un en-
fant est capable d’acquérir sa langue maternelle, malgré la grande complexité d’une telle tâche. Or la
réalisation d’un tel processus par la machine est un problème extrêmement difficile. Ce problème de
l’apprentissage automatique de grammaires consiste à découvrir les règles de formation des phrases d’un
langage particulier. L’ensemble des travaux que nous présentons a pour objectif l’étude des possibilités
d’applications de l’apprentissage automatique aux langues naturelles. Pour situer plus précisément le
contexte dans lequel s’inscrivent ces travaux, on peut sommairement placer cette étude à l’intersection
de trois grands domaines, tous liés (de près ou de loin) au champ de la linguistique informatique :
• L’inférence Grammaticale (IG). Il s’agit de l’étude formelle du processus d’apprentissage de gram-
maires ou de langages à partir de données. Ce domaine a de nombreuses applications, de la bio-
informatique à la fouille de données. Cependant le cœur de ce domaine réside dans la question
suivante : pour une classe de langages fixée, y a-t-il un moyen de trouver le langage qui correspond
à un ensemble de données fourni ? Bien entendu il y a de nombreux facteurs à prendre en compte,
parmi lesquels la nature des données (phrases, structures complexes, présence ou non d’informa-
tions négatives, etc.), le système formel utilisé pour représenter le fait d’apprendre (c’est-à-dire
quel est le critère de succès ou d’échec de l’apprentissage, éventuellement la marge d’erreur au-
torisée), faisabilité pratique de cet apprentissage, etc. Dans cette étude nous n’utiliserons comme
cadre formel du processus d’apprentissage que le modèle de GOLD d’identification à la limite,
et ne considérons que le cas de données positives. Ce modèle impose de nombreuses contraintes,
mais ne traite pas (a priori) de l’aspect algorithmique de l’apprentissage, et par conséquent n’im-
pose aucune restriction concernant la rapidité du processus. En ce sens, on peut voir les preuves
d’apprenabilité dans ce modèle comme des résultats d’apprenabilité théorique, et non pratique.
• Les grammaires catégorielles et grammaires de dépendances. Ces formalismes grammaticaux sont
conçus pour modéliser les langues naturelles, avec en général la volonté de capturer avec précision
les phénomènes linguistiques qui les caractérisent. Si l’on considère une définition très générale
des grammaires de dépendances, incluant tout formalisme utilisant une relation de dépendance
dans la représentation syntaxique, on peut y inclure les grammaires catégorielles. Néanmoins on
peut aussi restreindre la définition autour de la notion de dépendance, proposée par TESNIÈRE
[107] et développée dans la théorie Sens-Texte élaborée principalement par MEL’ ˇCUK [66]. Du
fait de leur intérêt au niveau de la représentation des langues naturelles, nous appliquerons certains
résultats d’apprenabilité à quelques variantes ou sous-classes des grammaires catégorielles et de
dépendances. D’un point de vue technique, les grammaires catégorielles ont de plus l’avantage
d’avoir certaines propriétés favorables pour l’apprentissage.
• Le Traitement Automatique du Langage Naturel (TALN), et plus spécifiquement l’apprentissage
automatique. Le Traitement Automatique du Langage Naturel a pour objectif de concevoir des
outils informatiques capables de manipuler des langues naturelles : analyse syntaxique et/ou sé-
mantique, génération, extraction d’informations de différentes natures. Dans ce vaste champ de
possibilités, nous nous intéressons plus spécifiquement à ce qui concerne l’apprentissage automa-
tique, c’est-à-dire les moyens de déduire des connaissances à partir de grands volumes de données
en langage naturel. Dans ce cadre, il est possible d’exploiter toute forme de connaissances dont
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on dispose sur la langue utilisée, de manière à obtenir des applications robustes et efficaces. La
dernière partie de nos travaux (sur l’apprentissage partiel) se rattache directement à cet aspect du
Traitement Automatique du Langage Naturel. Plus généralement, il s’agit de la visée à long terme
de l’ensemble de cette étude, à savoir la réalisation concrète d’algorithmes d’apprentissage des
langues, capables de fonctionner sur de gros volumes de données textuelles.
Notre approche se situe donc à l’intersection de plusieurs domaines assez distincts, et parfois antago-
nistes. Dans un sens, elle se rattache à la branche de la linguistique computationnelle visant la représen-
tation formelle des langues (plus précisément dans notre cas l’acquisition des langues) : nous utilisons un
modèle formel du processus d’apprentissage à la fois très strict et relativement fidèle aux caractéristiques
de l’acquisition humaine de la langue. De plus, la pertinence linguistique est le critère principal de choix
des formalismes grammaticaux que nous considérons. Mais notre approche s’inscrit aussi dans l’objectif
de parvenir à de véritables outils de traitement des langues, en l’occurrence des outils d’inférence gram-
maticale. Dans cette perspective, l’adéquation au modèle humain de l’acquisition du langage n’est qu’un
critère secondaire. Par exemple, nous verrons que les techniques d’apprentissage que nous proposons
fonctionnent par généralisations successives du langage, alors qu’il est acquis que l’enfant apprend au
contraire par spécialisation. Ainsi, notre approche se distingue des travaux dont l’objectif est la modé-
lisation de l’acquisition humaine (tels ceux de TELLIER [105]) par la nécessité de parvenir à des outils
informatiques utiles au traitement des langues (notamment au niveau de la nature des données fournies
à l’algorithme). Elle se distingue également de la plupart des travaux liés à l’extraction automatique de
grammaires d’après corpus (tels ceux d’HOCKENMAIER[55] ou de MOOT [71]), au sens où nous uti-
lisons un modèle d’apprentissage théorique contraignant qui constitue une garantie de précision de la
grammaire obtenue (l’apprentissage étant ici entièrement symbolique et ne faisant usage d’aucune forme
d’heuristique ou de traitement statistique). Le modèle de GOLD est avant tout un modèle théorique, et
le critère de convergence sur lequel il repose ne semble pas vraiment approprié pour des applications de
traitement automatique. Pourtant, à la différence de l’apprentissage automatique classique sur corpus, ce
critère donne une direction générale au processus de l’apprentissage : en effet, l’existence d’un objec-
tif (qu’on peut considérer comme idéal) définissant ce que doit être la grammaire apprise diffère de la
simple extraction d’information syntaxique, dans laquelle le résultat est justifié uniquement a posteriori
(selon une évaluation spécifique ou simplement par son utilité). Mais les obstacles à l’application du
modèle de GOLD aux langues naturelles sont nombreux, aussi bien sur le plan théorique que pratique.
En conséquence, nos travaux doivent être vus simplement comme un pas de plus dans cette direction, et
non comme une réponse complète à cette problématique. Soulignons par ailleurs que nous ne prenons en
compte ici que l’aspect strictement syntaxique des langues.
Les applications de l’apprentissage automatique de grammaires du langage naturel sont nombreuses,
si toutefois on admet l’hypothèse quelque peu idéaliste selon laquelle il est possible de construire un
algorithme d’apprentissage “parfait”. Celui-ci serait donc capable de donner une grammaire précise d’un
langage naturel, pourvu qu’on lui fournisse un nombre suffisant de phrases appartenant à celui-ci. Sous
cette hypothèse, la première application (et la plus évidente) est l’analyse syntaxique, elle-même utilisée
sous différentes formes dans de nombreux outils de traitement des langues. On pourrait alors envisager
de construire assez facilement des analyseurs, y compris pour des langues pour lesquelles peu d’études
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linguistiques existent. On peut également penser à coupler l’analyse et l’apprentissage, de façon à mieux
prendre en compte la catégorie syntaxique des mots inconnus de l’analyseur. D’autres applications liées à
l’analyse, telles que la correction orthographique et syntaxique, sont également susceptibles de bénéficier
des apports de l’apprentissage automatique. Si l’on dispose aussi des moyens permettant de gérer l’aspect
sémantique des langues, l’autre grande application de l’apprentissage est la génération (passage du sens
d’un énoncé à sa réalisation dans une langue précise). Celle-ci est elle-même proche du problème de la
traduction automatique, qui est bien sûr une application d’une très grande utilité.
Le modèle de GOLD
L’acquisition du langage par la machine requiert en premier lieu une formalisation du processus
d’apprentissage, afin d’en définir les objectifs et les moyens. Il existe plusieurs modèles répondant à ce
besoin, parmi lesquels le modèle d’Identification à la Limite, plus communément appelé du nom de son
auteur modèle de GOLD. Dans ce modèle, l’apprentissage est réalisé uniquement à partir d’exemples de
phrases appartenant au langage ainsi décrit, à l’instar de l’acquisition humaine de la langue. On dispose
d’une énumération infinie des phrases du langage, dont il faut extraire les points communs de manière à
parvenir à une reconstitution fidèle de ce langage, représenté sous forme d’une grammaire.
Le modèle d’apprentissage proposé par GOLD en 1967 dans [50] est très restrictif, c’est pourquoi
les premiers résultats obtenus avec ce modèle ont été négatifs. Par exemple, GOLD a lui-même démontré
dans son article introductif que la classe des langages réguliers ne peut pas être apprise dans ce modèle.
Mais, après les premiers résultats positifs obtenus au début des années 1980 par ANGLUIN [4], un cer-
tain nombre de travaux ont contribué à montrer l’intérêt et la pertinence de ce modèle : certes les classes
de langages considérées comme les plus simples ne sont pas apprenables, mais il s’avère que certaines
classes relativement riches, transversales aux critères classiques de classement des langages tels la hié-
rarchie de CHOMSKY, le sont. De nombreux outils théoriques sont alors développés pour caractériser
ce qui est apprenable et ce qui ne l’est pas dans le modèle de GOLD, notamment certaines conditions
suffisantes pour l’apprenabilité comme les ensembles révélateurs d’ANGLUIN [5], l’élasticité finie de
WRIGHT [109] [80], la densité finie bornée de SHINOHARA [95]. Cette exploration progressive du mo-
dèle aboutit à des résultats importants au niveau des langages formels : SHINOHARA démontre que, pour
tout entier positif k, la classe des langages générés par des grammaires contextuelles d’au plus k règles
est apprenable.
Dans la continuité de cette évolution, les travaux menés sur le modèle de GOLD portent de plus en
plus sur des formalismes grammaticaux concrets, plutôt que sur des classes de langages définies par
des critères assez abstraits liés à la problématique de l’apprentissage. En 1998, KANAZAWA s’intéresse
ainsi à l’apprenabilité des grammaires catégorielles classiques, souvent appelées grammaires AB. L’al-
gorithme RG, proposé en 1989 par BUSZKOWSKI [27], constitue la base de ses travaux : il s’agit d’un
algorithme d’apprentissage de grammaires AB rigides (limitées à une seule catégorie syntaxique par mot)
à partir de FA-structures (structures complexes plus riches en information que de simples phrases). KA-
NAZAWA démontre d’une part la convergence de l’algorithme (c’est-à-dire sa correction dans le modèle
de GOLD), et en tire d’autre part plusieurs extensions, dont la plus générale est l’apprenabilité des gram-
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maires AB d’au plus k règles (par mot) à partir de simples phrases, pour tout entier k. Il utilise pour cela
différentes techniques de preuve originales, basées sur la propriété d’élasticité finie des langages, dont
il montre les avantages. Il propose également une généralisation de l’algorithme RG à des formalismes
proches des grammaires AB, mais limitée au cas des langages de structures de grammaires rigides.
Les résultats de KANAZAWA constituent le principal point de départ de nos propres travaux : il s’agit
non seulement d’apports significatifs pour l’apprenabilité dans le modèle de GOLD, mais surtout ils
ouvrent la voie vers des applications de ce modèle aux langues naturelles. En effet, si les grammaires AB
en elles-mêmes sont relativement pauvres sur le plan linguistique, la variété des formes de grammaires
catégorielles offre au contraire un cadre pertinent pour la représentation des langues naturelles. Il apparaît
donc naturel de s’interroger sur les extensions éventuelles de l’apprenabilité à des classes de langages
plus riches et proches des grammaires catégorielles.
Formalismes grammaticaux pour les langues naturelles
L’objectif de l’apprentissage étant de fournir une description du langage présenté, la question du
formalisme grammatical est centrale pour les langues naturelles : dans quel “langage” doit-on (ou peut-
on) les exprimer ? Les modèles de grammaires sont nombreux, variés et disposent chacun d’avantages
et d’inconvénients, que ce soit au niveau de la pertinence linguistique, de l’expressivité, de la facilité
d’utilisation par la machine, etc. Plutôt que d’étudier l’apprenabilité de chaque formalisme grammatical
indépendamment des autres, nous essayons dans cette étude d’apporter des réponses aussi générales
que possibles. Toutefois il ne faut pas non plus rechercher un niveau de généralisation trop élevé, car
alors l’application des résultats d’apprenabilité à des formalismes concrets devient plus difficile4. Il est
donc important de trouver une façon de caractériser les classes de langages apprenables à un niveau
intermédiaire, qui permette à la fois d’utiliser les résultats sur des formalismes pour lesquels ils n’ont pas
nécessairement été prévus, et que cette utilisation reste relativement simple et directe.
C’est pourquoi nous proposons d’utiliser un cadre de représentation des formalismes grammaticaux
nommé les grammaires combinatoires générales (GCG). Ce modèle reprend, en l’élargissant, le système
de même nom proposé par KANAZAWA parmi les ouvertures possibles de ses travaux. Dans ce modèle,
un système de grammaires est défini par un ensemble de règles universelles qui contrôlent la façon dont
sont dérivées les phrases. Chaque grammaire d’un tel système est composée de règles locales (plus ou
moins complexes) définissant la base du processus de dérivation, à l’aide de catégories. Bien entendu,
ce modèle permet d’exprimer des formalismes comme les grammaires AB, dont les règles universelles
sont :
4Par exemple, ANGLUIN a démontré qu’une classe de langages est apprenable si et seulement s’il est possible d’énumérer un
ensemble révélateur pour chaque langage de cette classe [5]. Cette caractérisation de l’apprenabilité est évidemment maximale
au niveau des classes de langages qu’elle englobe, puisqu’il s’agit d’une condition équivalente à l’apprenabilité (dans le modèle
de GOLD). Mais l’application de cette condition à un formalisme grammatical particulier est ardue, car le critère n’est pas




(RFA) A/B B → A ;
(RBA) B B\A→ A
}
Ce modèle ne permet de représenter que les formalismes grammaticaux qu’il est possible d’exprimer
sous forme de règles de réécriture. Mais il permet tout de même de représenter des systèmes n’ayant que
peu de rapport avec les grammaires catégorielles. À titre d’illustration, voici une façon de représenter les
expressions régulières à l’aide de règles universelles (avec Ore = { •(2) ; ∗(1) ; ∪(2) } l’ensemble des




A B → A •B ;
ε → A∗ ;
A A∗ → A∗ ;
A → A ∪B ;
A → B ∪A


Une grammaire dans cette famille est constituée d’une unique règle de la forme E ⊲ s, avec E un
type formé avec les opérateurs deOre. Par exemple, { (a∗ • b∗) • (c∪ a))∪ c∗ 7→ s } est une grammaire
de cette famille, représentant le langage décrit par l’expression régulière (a∗b∗(c ∪ a)) ∪ c∗.
Il devient ainsi possible, dans ce contexte, d’exprimer des conditions suffisantes pour l’apprenabilité
sous forme de contraintes que doivent respecter les règles universelles. Ceci permet de vérifier assez
facilement si un formalisme donné remplit un critère d’apprenabilité, dès lors que celui-ci peut être
exprimé dans le modèle des grammaires combinatoires générales.
Aspects théoriques de l’apprentissage des langues naturelles
Naturellement, ce modèle est également choisi pour certaines de ses propriétés favorables à l’ap-
prenabilité, déjà démontrées par KANAZAWA : toute classe de GCG rigides5 est apprenable à partir de
structures dans le modèle de GOLD. Mais celui-ci laissait ouverte la question de l’élasticité finie éven-
tuelle de certaines classes de grammaires combinatoires générales. Cette question est essentielle, car
l’élasticité finie est la propriété qui a permis à KANAZAWA de passer, dans le cas des grammaires AB, de
l’apprenabilité des grammaires rigides à partir de structures à l’apprenabilité des grammaires k-valuées
à partir de phrases simples. Or pour les langues naturelles, les contraintes de rigidité des grammaires
et de nécessité de structures complexes sont doublement rédhibitoires : l’expressivité des grammaires
rigides est clairement insuffisante, et les structures (spécifiques au formalisme) dont l’algorithme d’ap-
prentissage a besoin sont difficilement disponibles en pratique pour des applications sur des volumes de
données importants (ce qui est indispensable dans le cas des langues naturelles).
Dans le cadre des grammaires combinatoires générales, nous cherchons donc à définir des critères
garantissant non seulement l’apprenabilité mais également l’élasticité finie des classes de langages. Cette
5KANAZAWA ne l’a démontré que par rapport à sa définition des GCG, c’est-à-dire uniquement pour des grammaires
algébriques et lexicalisées. Nous verrons que son résultat peut être aisément étendu à une définition plus large.
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recherche plutôt théorique s’inscrit dans l’objectif de découvrir à la fois des moyens d’appliquer l’ap-
prentissage aux langues naturelles, et aussi les frontières qui séparent les classes apprenables des autres.
Dans cette optique, nous étudions également les obstacles à l’apprenabilité et/ou l’élasticité finie, notam-
ment à travers des exemples de classes de langages non apprenables, aussi proches que possible de cette
frontière. Tout au long de cette exploration, nous cherchons à répondre à la question posée en filigrane de
toute cette étude : le modèle de GOLD est-il adapté ou non à l’apprentissage automatique des langues ?
Il faut souligner que l’apprenabilité au sens de GOLD est un concept de l’ordre de la décidabilité : étant
donné un langage parmi une classe fixée et une énumération des phrases de ce langage, est-il possible de
fournir au bout d’un nombre fini d’exemples une grammaire représentant de façon certaine et définitive
ce langage ? C’est la raison pour laquelle il est indispensable de montrer l’apprenabilité d’une classe de
langages avant de tenter de construire un algorithme qui effectue cette tâche : ne pas passer par cette
étape préliminaire serait en quelque sorte comme chercher un algorithme qui résout un problème dont on
ignore s’il est décidable. Dans le même ordre d’idée, il est important de noter qu’un résultat d’apprena-
bilité n’a que peu de sens indépendamment de sa démonstration6 , puisque qu’on doit pouvoir en déduire
une méthode algorithmique d’apprentissage.
Nous proposons dans les chapitres 5 et 6 deux résultats positifs d’apprenabilité pour les grammaires
combinatoires générales, sous forme de critères portant principalement sur les règles universelles uti-
lisées. Ces deux résultats sont obtenus selon des méthodes sensiblement différentes : la première, qui
concerne les grammaires à arguments bornés et est inspirée des travaux de SHINOHARA, est assez
peu contraignante par rapport aux forme de règles universelles mais impose en revanche une limite
sur certaines parties des types définis dans les grammaires. La seconde porte sur les grammaires par
consommation d’arguments. À l’instar des résultats de KANAZAWA, elle ne requiert pas de limitation
particulière sur la forme des grammaires, mais ne s’applique qu’à un nombre réduit de formalismes (du
fait de contraintes plus importantes sur le type de règles universelles). Au niveau des classes de langages
apprenables, ces deux résultats sont transversaux, c’est-à-dire qu’il existe à la fois des classes incluses
dans les deux, et d’autres dans un seul des deux. Nous illustrons leur intérêt à l’aide de quelques ap-
plications à différents formalismes grammaticaux. Ici le terme d’“application” ne doit toutefois pas être
entendu comme la mise en œuvre concrète d’un algorithme sur des données réelles, mais seulement
comme l’instanciation d’une propriété générale à un système de grammaires spécifique.
Aspects pratiques de l’apprentissage des langues naturelles
Dans le cadre du modèle de GOLD, le mécanisme d’apprentissage est entièrement symbolique, c’est-
à-dire qu’il n’y a aucune approximation par rapport aux données fournies : en supposant qu’on dispose
de données “parfaites” (ne comportant aucune erreur par rapport à la grammaire qu’elles sont censées
représenter), le risque d’erreur est réduit à zéro. Cette précision a un prix : le bon fonctionnement de l’al-
gorithme d’apprentissage doit satisfaire des contraintes très fortes. C’est pourquoi le passage à l’échelle
6C’est pourquoi nous donnons tout au long de notre étude (y compris dans la partie bibliographique) des preuves détaillées,
en privilégiant autant que possible une forme algorithmique. Ainsi le lecteur intéressé est-il en mesure de retrouver l’algorithme
d’apprentissage correspondant au résultat démontré.
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des données textuelles réelles est extrêmement difficile pour de nombreuses raisons : d’abord, la com-
plexité algorithmique des méthodes d’apprentissage que l’on peut déduire des preuves d’apprenabilité
est la plupart du temps exponentielle. Ensuite, le principe de l’identification à la limite se marie mal
avec les contraintes du monde réel : en général on ne dispose pas d’une énumération infinie du langage,
et quand bien même ce serait le cas la seule certitude de parvenir à la grammaire cible, sans savoir en
combien de temps, est un peu faible pour de véritables applications. Enfin, la disponibilité des ressources
est un obstacle à différents niveaux : existence de données sous la forme voulue (dans le cas de structures
complexes), et surtout existence de données exemptes de toute “imperfection” par rapport au langage.
Dans la dernière partie nous abordons cette problématique de la mise en œuvre pratique de l’ap-
prentissage de langues naturelles. Comme il s’agit d’un problème très vaste, nous nous intéressons plus
spécifiquement à une partie de celui-ci, à savoir celle qui concerne la nature des données nécessaires en
entrée de l’algorithme. En effet, l’utilisation de structures complexes en entrée apporte une plus grande
quantité d’informations à l’algorithme d’apprentissage, ce qui permet d’en améliorer considérablement
l’efficacité. Mais de telles structures ne sont généralement pas disponibles pour de gros volumes de don-
nées. Nous proposons donc un compromis, basé sur la méthode de KANAZAWA, qui conserve les avan-
tages de l’apprentissage symbolique tout en éliminant cette contrainte sur les structures. En contrepartie,
on considérera qu’une partie de la grammaire est déjà connue, de manière à remplacer l’information
apportée par les structures par celle apportée par la grammaire initiale. Cette hypothèse est relativement
réaliste dans la perspective de l’application aux cas réels, du fait notamment de la lexicalisation totale des
grammaires traitées et de la “loi de ZIPF” qui se vérifie sur les textes en langue naturelle (celle-ci stipule
que l’ensemble des mots les plus fréquents d’un texte est constitué d’une faible proportion de l’ensemble
des mots, et réciproquement). L’inconvénient étant que l’efficacité de l’apprentissage dépend désormais
beaucoup de la grammaire initiale.
Cette approche nommée apprentissage partiel fera l’objet d’un premier prototype dont nous pré-
sentons les résultats. Pour ces essais nous utilisons le lexique des grammaires de liens pour l’anglais.
Cette grammaire a été construite par SLEATOR et TEMPERLEY [106], et offre une description assez pré-
cise et complète (au niveau grammatical) de l’anglais. Pour l’application que nous souhaitons en faire,
les grammaires de liens ont surtout l’avantage d’être totalement lexicalisées et relativement proches des
grammaires catégorielles. Cependant, il est nécessaire d’utiliser un formalisme intermédiaire exprimé
dans le modèle des grammaires combinatoires générales pour répondre aux spécifications de l’algo-
rithme, ce qui engendre certaines limitations par rapport à la grammaire d’origine. L’expérimentation
réalisée tend à montrer que notre approche est pertinente, même si de nombreux problèmes subsistent :
l’efficacité de l’algorithme sur des données de grande taille, le choix de la grammaire cible parmi l’en-
semble des solutions retournées, et surtout le problème de la rigidité des grammaires.
PARTIE I
Langues naturelles et inférence
grammaticale : deux domaines éloignés
CHAPITRE 1
Langages, grammaires
et formalismes pour les
langues naturelles
A
VANT D’ABORDER LA PROBLÉMATIQUE DE L’APPRENTISSAGE DE LANGAGES, IL FAUT BIEN
SÛR SE DONNER LES MOYENS DE LES REPRÉSENTER. LES FORMALISMES GRAMMATICAUX
SONT DES SYSTÈMES METTANT EN RELATION DES LANGAGES AVEC DES DESCRIPTIONS DE CEUX-
CI, NOMMÉES GRAMMAIRES. UNE GRANDE VARIÉTÉ DE FORMALISMES EXISTENT, CHACUN AYANT
DES CARACTÉRISTIQUES SPÉCIFIQUES LE RENDANT PLUS OU MOINS ADAPTÉ À TEL TYPE DE LAN-
GAGES OU TEL TYPE DE TRAITEMENTS. CETTE QUESTION EST FONDAMENTALE POUR LES LANGUES
NATURELLES : LA PERTINENCE LINGUISTIQUE ET LA POSSIBILITÉ DE TRAITEMENT AUTOMATIQUE
VIENNENT ALORS S’AJOUTER AUX CRITÈRES QUI DISTINGUENT CES FORMALISMES.
1.1 Introduction
Dans ce chapitre nous présentons quelques bases indispensables à l’étude des langages en général et
des langues naturelles en particulier. Ce point de départ sert d’une part à définir les langages en général,
concept central dans la problématique spécifique de l’apprentissage développée dans les chapitres sui-
vants, et d’autre part à cerner les particularités des langues naturelles à travers la présentation de quelques
formalismes grammaticaux adaptés à leur représentation.
Nous considérons ici la notion de langage d’un point de vue formel uniquement : un langage est
simplement défini comme un ensemble (potentiellement infini) de phrases, la phrase étant un objet qui
peut prendre différentes formes. La nécessité de représenter formellement des langages nous amènera
à définir les concepts de grammaires et de systèmes de grammaires. Comme nous le verrons dans le
chapitre 2, ces notions sont primordiales pour les problèmes d’inférence grammaticale, parce que le
problème de l’apprentissage ne peut se définir que par rapport à un ensemble de langages et non par
rapport à un langage isolé.
Les formalismes grammaticaux utilisés en Traitement Automatique des Langues sont nombreux et
variés. En conséquence, ceux que nous présentons dans ce chapitre ne donnent qu’un bref aperçu des
possibilités dans ce domaine. En dehors des très classiques grammaires de constituants qui servent de
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référence, nous nous attachons plus particulièrement à la description de formalismes susceptibles de
posséder certaines propriétés favorables à l’apprenabilité, notamment la famille des grammaires catégo-
rielles. Malgré la richesse de ce type de grammaires et les nombreuses variantes existantes, nous nous
concentrerons principalement sur leurs aspects syntaxiques. La syntaxe est en effet le seul niveau de
représentation auquel nous nous intéresserons dans cette étude consacrée à l’inférence grammaticale,
même si bien sûr ni les langues naturelles ni les formalismes considérés ne se réduisent à cet aspect.
Avant d’aborder ces concepts essentiels, nous effectuons quelques rappels concernant des définitions
de base et précisons les notations et la terminologie employées tout au long de cette étude. Dans cette par-
tie nous expliquons notamment les mécanismes concernant les termes (ou types) que sont la substitution
et l’unification. Ces opérations jouent en effet un grand rôle pour les grammaires catégorielles, et nous
les utiliserons beaucoup dans les définitions et démonstrations liées aux algorithmes d’apprentissage.
1.2 Terminologie, définitions et notations
1.2.1 Préliminaires
1.2.1.1 Ensembles, séquences
Un ensemble est une collection finie ou infinie d’objets, sans notion d’ordre ou de nombre d’occur-
rences. Les opérations suivantes sont définies sur les ensembles :
• x ∈ A désigne le fait que l’élément x appartient à l’ensemble A ;
• A∪B désigne l’union des ensembles A et B, c.-à-d. l’ensemble composé des éléments appartenant
à A ou à B ;
• A ∩ B désigne l’intersection des ensembles A et B, c.-à-d. l’ensemble composé des éléments
appartenant à A et à B ;
• A△B désigne la différence symétrique des ensemble A et B, c.-à-d. l’ensemble composé des
éléments appartenant soit à A soit à B, mais pas aux deux ;
• la relation binaire ⊆ désigne l’inclusion : A ⊆ B signifie que tout élément de A est aussi élément
de B (⊂ désigne l’inclusion stricte : A ⊂ B ssi A ⊆ B et A 6= B) ;
• A \B désigne la différence de l’ensemble A par rapport à l’ensemble B, autrement dit l’ensemble
des éléments de A n’appartenant pas à B.
• A × B désigne le produit cartésien de l’ensemble A avec l’ensemble B, c’est-à-dire l’ensemble
constitué de toutes les paires (a, b) avec a ∈ A et b ∈ B. De même le produit cartésien A1×A2×
· · · ×An désigne l’ensemble de tous n-uplets (a1, a2, . . . , an) avec ai ∈ Ai pour tout i.
• |A| est le nombre d’éléments de l’ensemble A ;
• P(A) désigne l’ensemble des parties de A, c.-à-d. l’ensemble constitué de tous les sous-ensembles
(finis ou infinis) de A ;
• ∅ désigne l’ensemble vide .
Un ensemble est noté A = {a1, a2, . . . , an}. Un ensemble A est un sous-ensemble d’un ensemble B
si A ⊆ B, et réciproquement A est un sur-ensemble de B si A ⊇ B. Deux ensembles sont disjoints si
leur intersection est l’ensemble vide.
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Un partitionnement d’un ensemble A est une collection d’ensembles disjoints telle que l’union de
tous ces ensembles est A. Autrement dit, E = {A1, A2, . . . , An} est un partitionnement de A si





Tout ensemble Ai est l’une des partitions du partitionnement E. Soit k un entier : le partitionnement
E = {A1, A2, . . . , An} (avec |E| = n) est un k-partitionnement si n ≤ k.
Une séquence est un ensemble ordonné d’objets (finie ou infinie). Un même objet peut apparaître
plusieurs fois dans une séquence. Une séquence est notée 〈a1, . . . , an〉. La longueur d’une séquence S,
notée |S|, est le nombre d’éléments dans cette séquence. La concaténation de deux séquences S et S′,
notée S • S′, est la séquence composée d’abord de tous les éléments de S puis de tous ceux de S′ :
〈a1, . . . , an〉• 〈b1, . . . , bm〉 = 〈a1, . . . , an, b1, . . . , bm〉. Les chaînes sont des séquences de mots1. Le cas
particulier de la chaîne vide, c’est-à-dire la chaîne de longueur nulle, est noté ε2.
L’ensemble des entiers naturels est noté N = {0, 1, 2, . . .}, et l’ensemble des entiers strictement
positifs est noté N∗ = N \ {0}.
1.2.1.2 Relations
Une relation est un sous-ensemble d’un produit cartésien : R ⊆ A1 × A2 × · · · × An. Pour une
relation binaire R ∈ A × B (sur le produit cartésien de deux ensembles), on note souvent a R b au lieu
de (a, b) ∈ R, avec a ∈ A et b ∈ B. Une relation binaire sur un ensemble A est une relation sur A×A.
Une relation binaire R sur A est dite
• réflexive si a R a pour tout a ∈ A ;
• transitive si a R b et b R c implique a R c pour tout a, b, c ∈ A ;
• symétrique si a R b si et seulement si b R a pour tout a, b ∈ A ;
• antisymétrique si a R b et b R a implique a = b pour tout a, b ∈ A ;
Une relation binaire 4 sur un ensemble A est un ordre partiel si 4 est réflexive, antisymétrique et
transitive.
Une relation binaire ∼ sur un ensemble A est une relation d’équivalence si ∼ est réflexive, symé-
trique et transitive. Si∼ est une relation d’équivalence surA, alors la classe d’équivalence (selon∼) d’un
élément a ∈ A est l’ensemble des b ∈ A tels que b ∼ a. Si A′ et A′′ sont deux classes d’équivalences de
A selon ∼ alors A = A′ ou A et A′ sont disjoints. Par conséquent l’ensemble des classes d’équivalence
de A selon ∼ définit un partitionnement de A. Réciproquement, tout partitionnement de A définit une
relation d’équivalence : si E est un partitionnement de A, alors la relation d’équivalence ∼ définie par ce
partitionnement est définie par a ∼ b si et seulement s’il existe une partition A dans E telle que a ∈ A
et b ∈ A.
1ou de symboles, voir partie 1.2.3.
2On trouve également dans la littérature la notation λ.
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Définition 1.1 (Fermeture réflexive et transitive). La fermeture réflexive et transitive d’une relation bi-
naire R sur un ensemble A est la relation binaire R′ sur A définie inductivement par
• a R′ a pour tout a ∈ A ;
• a R′ b pour tous a, b ∈ A tels que a R b ;
• a R′ c pour tous a, b, c ∈ A tels que a R′ b et b R′ c.
De toute évidence une telle relation est par définition réflexive et transitive.
1.2.2 Substitutions et unification
1.2.2.1 Termes, substitutions
Un terme est la composition d’opérateurs et de variables. Chaque opérateur a une arité fixée, in-
diquant le nombre d’opérandes de l’opérateur. L’arité d’un opérateur peut être nulle : on parle alors de
constante3 .
Définition 1.2 (Terme). SoitO un ensemble d’opérateurs et V un ensemble de variables. L’ensemble des
O-termes sur V est défini inductivement par
• v ∈ V est un O-terme sur V ;
• si f ∈ O est un opérateur d’arité n et si t1, t2 . . . , tn sont n O-termes sur V , alors f(t1, t2 . . . , tn)
est un O-terme sur V .
Notons que le cas des opérateurs d’arité nulle est un cas particulier du second point de cette défini-
tion : tout opérateur d’arité nulle est donc aussi unO-terme. On parle de terme atomique lorsque le terme
n’est pas décomposable (il ne peut donc s’agir que d’une variable ou d’un opérateur d’arité nulle), par
opposition au terme complexe.
Définition 1.3 (Sous-terme). Un terme t est un sous-terme d’un terme t′ si et seulement si t = t′ ou
t′ = f(t1, . . . , tn) et il existe i, 1 ≤ i ≤ n, tel que t est un sous-terme de ti.
On parlera de sous-terme strict si en plus le sous-terme t est différent du terme t′. La taille et la
hauteur d’un terme sont définis de manière classique :
Définition 1.4 (Taille, hauteur). La taille d’un terme t, notée ‖t‖, est définie de la façon suivante :
• si t est atomique (t ∈ V ou t est un opérateur d’arité nulle), alors ‖t‖ = 1 ;




La hauteur d’un terme t, notée h(t), est définie de la façon suivante :
• si t est atomique (t ∈ V ou t est un opérateur d’arité nulle), alors h(t) = 0 ;
• si t = f(t1, . . . , tn) alors h(t) = 1 +max({ h(ti) | 1 ≤ i ≤ n }).
3Il faut souligner ici la distinction entre variables et constantes, d’autant qu’on trouve parfois des conventions différentes
dans la littérature selon l’utilisation qui est faite de la notion de terme. Dans la suite nous considérerons toujours les constantes
comme un cas particulier d’opérateur. La distinction entre variables et opérateurs d’arité nulle est très importante pour les
substitutions, puisque ces deux types d’éléments s’y comportent différemment.
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De même, le nombre d’occurrences d’un terme dans un autre est défini formellement conformément
à ce qu’on en attend :
Définition 1.5 (Nombre d’occurrences). Le nombre d’occurrences d’un terme u dans un terme t, noté
#u(t), est défini de la façon suivante :
• si u = t alors #u(t) = 1 ;
• sinon u 6= t :
– si t est atomique, alors #u(t) = 0 ;




V ar(t) (respectivement V ar({t1, t2, . . . , tn})) est l’ensemble des variables utilisées dans le terme t
(resp. utilisées dans au moins un des termes de l’ensemble {t1, t2, . . . , tn}). La notion de terme sera très
utilisée par la suite. Dans le domaine des grammaires catégorielles, dont ils forment la base, on parlera
de types.
Définition 1.6 (Substitution). Soit O un ensemble d’opérateurs. Soit V et V ′ deux ensembles finis de
variables et Tp(V) (resp. Tp(V ′)) l’ensemble des O-termes sur V (resp. V ′).
Une substitution est une fonction σ : V 7→ Tp(V ′) qui associe à toute variable v ∈ V un terme de
Tp(V ′). Une substitution est généralisée à une fonction σ : Tp(V) 7→ Tp(V ′) de la façon suivante :
• σ(t) = t pour tout opérateur t ∈ O d’arité nulle ;
• σ(f(t1, . . . , tn)) = f(σ(t1), . . . , σ(tn)) pour tout opérateur f ∈ O et tout ensemble de types
t1, . . . , tn ∈ Tp(V).
La composition de deux substitutions σ : V 7→ Tp(V ′) et τ : V ′ 7→ Tp(V ′′) est définie de manière
usuelle par (τ ◦ σ)(x) = τ(σ(x)) pour tout x ∈ V . Cette définition vérifie comme on s’y attend que
(τ ◦ σ)(t) = τ(σ(t)) pour tout t ∈ Tp(V). La substitution identité, qui associe à toute variable v de
l’ensemble de départ la même variable v dans l’ensemble d’arrivée, est notée Id.
Définition 1.7 (Renommage de variables). Un renommage de variables est une substitution telle que
toute variable de l’ensemble d’arrivée a pour antécédent une et une seule variable de l’ensemble de
départ. En d’autre terme, toute substitution bijective est un renommage.
Ainsi on parlera par exemple de grammaires identiques modulo un renommage [de variables], ce qui
signifie qu’il existe une substitution bijective permettant de passer d’une grammaire à l’autre. On verra
dans la suite que de telles grammaires se comportent de façon totalement identiques, c’est pourquoi il est
inutile de prêter attention aux variantes par renommage4.
1.2.2.2 Unification
Définition 1.8 (Substitution plus générale). Une substitution σ1 est dite plus générale qu’une substitution
σ2 s’il existe une substitution τ telle que σ2 = τ ◦ σ1.
4Le terme de “variantes lexicographiques” (alphabetical variants) est souvent utilisé dans la littérature.
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Définition 1.9 (Unifieur). Soit O un ensemble d’opérateurs et t et t′ deux O-termes sur V . Une substi-
tution σ : V 7→ Tp(V ′) est un unifieur pour le couple t, t′ si σ(t) = σ(t′).
Cette définition est étendue à un ensemble de termes A = {t1, . . . , tn} de la manière suivante : σ est
un unifieur pour A si σ(t) = σ(t′) pour tout couple t, t′ ∈ A.
Enfin σ est un unifieur pour une famille d’ensembles de termes A = {A1, . . . , An} si σ est un
unifieur pour tout A ∈ A.
Définition 1.10 (Unifieur le plus général). Étant donné un ensemble de types A (resp. une famille d’en-
semble de types A), σ est l’unifieur le plus général de A (resp. de A) si pour tout unifieur σ′ de A (resp.
de A) σ est plus général que σ′.
La propriété suivante découle directement de cette définition et sera souvent utilisée par la suite : si
σmgu est l’unifieur le plus général de A (resp. A) et que σ est aussi un unifieur de A (resp. A), alors il
existe une substitution τ telle que σ = τ ◦ σmgu.
L’unifieur le plus général d’un ensemble de types A (resp. d’une famille d’ensembles de types A),
noté mgu(A) (resp. mgu(A)), a les deux propriétés remarquables suivantes :
• L’unifieur le plus général est unique (à un renommage de variables près).
• Il existe un unifieur de A (resp. de A) si et seulement si mgu(A) (resp. mgu(A)) existe.
La première propriété est facile à observer : par définition, si σ et σ′ sont chacun un unifieur le plus
général deA alors il existe deux substitutions τ et τ ′ telles que σ = τ ′ ◦σ′ et σ′ = τ ◦σ, ce qui implique
σ = τ ′ ◦ τ ◦ σ (et σ′ = τ ◦ τ ′ ◦ σ′). Il est clair alors que τ ◦ τ ′ = τ ′ ◦ τ = Id, donc τ et τ ′ sont des
renommages et par conséquent σ et σ′ sont identiques modulo un renommage de variables.
La seconde propriété est l’objet d’un théorème de ROBINSON [92] :
Proposition 1.1 (Théorème d’unification). Il existe un algorithme (appelé algorithme d’unification) qui
étant donné deux termes
• renvoie leur plus général unifieur s’il existe un unifieur ;
• retourne un échec dans le cas contraire.
Le lecteur intéressé trouvera une démonstration de cette proposition (ainsi que de nombreuses préci-
sions concernant l’unification) dans [9]. Nous donnons ci-dessous (algorithme 1.2) un algorithme d’uni-
fication très simple tiré de [63]5, fondé sur celui proposé par ROBINSON. Il en existe d’autres versions
beaucoup plus efficaces (notamment de complexité quadratique en utilisant des structures plus appro-
priées, voir [63]).
L’unification sur un ensemble de types ou sur une famille d’ensemble de types s’effectue facilement
à partir de cet algorithme. L’algorithme 1.3 en est une version simple.
5La version que nous proposons précise la partie nommée unifier_substs (algorithme 1.1, nommé compose dans [63]), car
KNIGHT omet dans cet algorithme de détailler les difficultés liées à la propagation des substitutions. En effet, les substitutions
issues de sous-termes différents peuvent définir deux fois la même variable, ou causer une unification infinie lorsqu’elles sont
composées.
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unifier_substs(σ1,σ2)
Soit σmgu = ∅
Pour chaque x tel que {x 7→ t} ∈ (σ1 ∪ σ2) faire
Si ( {x 7→ t1} ∈ σ1 et {x 7→ t2} ∈ σ2) Alors
Si (τ ← MGU(t1,t2) termine avec succès et x n’a aucune occurrence dans
σmgu(τ(t1))) Alors





[Sinon il existe une seule substitution sur x (soit dans σ1 soit dans σ2)]
Si (x a une occurrence dans σmgu(t)) Alors
Échec
Sinon




ALG. 1.1 – Algorithme d’unification de substitutions
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MGU(t1,t2)
Si (t1 ou t2 est une variable) Alors
Soit x cette variable et t l’autre terme
Si (x = t) Alors
Renvoyer ∅
Sinon
Si (x a une occurrence dans t) Alors
Échec
Sinon




Soit t1 = f(x1, . . . , xn) et t2 = g(y1, . . . , ym)
Si (f 6= g ou m 6= n) Alors
Échec
Sinon
Soit σ ← ∅
Pour i de 1 à n faire
Si (τ ← MGU(xi,yi) termine avec succès) Alors








ALG. 1.2 – Algorithme d’unification
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MGU_set(A)
Si (|A| > 1) Alors
Soient t, t′ ∈ A
Si (σ ←MGU(t,t′) termine avec succès) Alors












Soit σmgu = ∅
Soit A = {A1, . . . , An}
Pour i de 1 à n faire
Si (σ ← MGU_set(Ai) termine avec succès et τ ← unifier_substs(σ,σmgu) ter-






ALG. 1.3 – Algorithme d’unification d’une famille d’ensemble de types
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1.2.3 Terminologie
Avant d’aborder les définitions de quelques formalismes grammaticaux il est sans doute utile de
préciser quelques notions très générales ainsi que les choix terminologiques qui les accompagnent.
La notion de langage est au cœur de la problématique de l’apprentissage. Globalement un langage est
un simple ensemble. Il n’y a pas a priori de restriction sur la forme que peuvent prendre les éléments d’un
langage : bien entendu le cas le plus répandu est celui des langages de chaînes, c’est-à-dire celui où les
éléments du langage sont des séquences de mots, les mots étant généralement pris dans un vocabulaire
fixé. On distingue ainsi les phrases du langage (sous-entendu “les phrases correctes appartenant à ce
langage”) des autres séquences de mots. Mais nous étudierons également des cas où les langages ne
sont pas de simples séquences de chaînes, en particulier des langages de structures, ce terme recouvrant
différents niveaux de complexité possibles.
De plus, dans le cadre de la problématique de l’apprentissage de langages, on verra que la notion de
langage isolé ne présente strictement aucun intérêt, c’est pourquoi il sera beaucoup question de classes
de langages : une classe de langages est simplement un ensemble de langages. Il s’agira le plus souvent
d’un ensemble de langages ayant tous une propriété particulière en commun. Notons qu’on trouve parfois
dans la littérature du domaine (par exemple dans [61]) le terme famille de langages plutôt que classe de
langages. On parlera parfois de sous-classe ou de super-classe, qui sont respectivement à une classe de
langages ce que sont un sous-ensemble ou un sur-ensemble à un ensemble.
En théorie des langages formels, le vocabulaire (généralement noté Σ) est souvent nommé alphabet.
L’alphabet est composé de symboles, et dans la plupart des exemples proposés chaque symbole est consti-
tué d’un unique caractère. Dans cette optique, les éléments d’un langage sont donc nommés les mots (il
s’agit en effet de séquences finies de symboles). Cependant, comme nous nous intéressons ici plus parti-
culièrement au langage naturel, nous utiliserons toujours la terminologie vocabulaire/mot/phrase plutôt
que alphabet/symbole/mot (le sens du terme “mot” étant bien sûr différent dans ces deux versions). Il est
clair que cette forme où l’unité de base est le mot est nettement plus appropriée linguistiquement pour
parler de syntaxe des langues naturelles.
1.2.4 Calculabilité, décidabilité et langages
On considère une définition classique de machine de TURING, et on utilise la thèse de CHURCH-
TURING pour définir la notion d’algorithme : un algorithme est une procédure effective pouvant être
représentée par une machine de TURING. Le langage accepté par une machine de TURING est l’ensemble
des mots (entrées) pour lesquels la machine termine dans un état final. Dans certains cas il sera précisé
explicitement6 que l’algorithme termine, ce qui signifie qu’il doit “rendre une réponse” en un temps fini
(ce qui est équivalent à l’existence d’une machine de Turing totale).
Remarque : dans les définitions ci-dessous nous traitons des langages car ceux-ci sont l’objet principal
des présents travaux, mais ces même définitions s’appliquent directement aux ensembles en général.
6Si le contexte permet de le deviner de façon évidente, cela ne sera pas précisé.
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Définition 1.11 (Langages récursivement énumérables). Un langage L sur un univers U est récursive-
ment énumérable (on dit aussi semi-décidable) s’il existe une fonction calculable f : N 7→ U telle que⋃
n∈N
f(n) = L
On dit que f énumère le langage L. L’existence d’une telle fonction est équivalente à l’existence d’une
fonction f ′ telle que pour tout x ∈ U f ′ termine si et seulement si x ∈ L.
Alternativement, on peut dire qu’un langage est récursivement énumérable s’il existe une machine
de TURING qui accepte exactement ce langage, ou encore qu’un langage est récursivement énumérable
s’il existe un algorithme qui termine si et seulement si son entrée x vérifie x ∈ L.
Définition 1.12 (Langages récursifs). Un langage L sur un univers U est récursif (on dit aussi décidable)
s’il existe une fonction calculable f telle que pour tout x ∈ U{
f(x) = 1 si x ∈ L
f(x) = 0 si x /∈ L
Alternativement, un langage est récursif s’il existe un algorithme indiquant si oui ou non x ∈ L et
qui termine pour tout x ∈ L.
Par définition, le problème de l’appartenance au langage (x ∈ L ?) est décidable pour tout langage
récursif. On peut bien sûr montrer qu’il existe des langages non récursifs, mais aussi des langages non
récursivement énumérables7 .
1.3 Formalismes grammaticaux
L’étude formelle de langages nécessite de toute évidence un moyen de décrire des langages, et ce
d’autant plus que les langages présentant un intérêt (typiquement les langues naturelles) ont une structure
qui obéit à des règles particulières. Il est important de souligner qu’il n’est question ici que de syntaxe des
langages, et donc de règles syntaxiques permettant de les représenter. Une grammaire est la description
d’un langage, mais encore faut-il savoir “dans quel langage” est exprimée cette grammaire, autrement
dit comment l’interpréter. Il est donc nécessaire de définir quel est le formalisme grammatical utilisé, sa-
chant que de ce formalisme dépendent l’expressivité (la “variété” des langages représentables sous cette
forme), la pertinence linguistique (la capacité de décrire tout ou partie des langues naturelles et l’éven-
tuelle justification linguistique de cette représentation) et l’utilisabilité des grammaires (décidabilité du
problème de l’appartenance, existence d’algorithmes de traitement efficaces, propriétés éventuelles d’ap-
prenabilité, etc.).
De nombreux formalismes grammaticaux existent, chacun ayant ses avantages et ses inconvénients.
L’objet de nos travaux étant l’étude des propriétés liées à l’apprenabilité dans un cadre aussi général que
possible, nous utiliserons plusieurs de ces formalismes. C’est pourquoi il est utile de se doter d’une notion
7par diagonalisation avec les machines de Turing (par exemple).
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formelle définissant les caractéristiques mininimales d’un tel système, suffisamment générale pour traiter
de n’importe quel formalisme, mais aussi de n’importe quelle forme d’éléments du langage. En effet, la
représentation de phrases du langage naturel peut nécessiter d’inclure des informations de type varié (par
exemple des informations d’ordre sémantique). Il faut par conséquent inclure plus de souplesse que la
stricte définition de langages de chaînes, de manière à permettre la manipulation de structures diverses
(parenthésages de constituants, autres informations syntaxiques ou sémantiques, etc.). C’est pourquoi
un système de grammaires, défini ci-dessous, devra définir à la fois les objets considérés, le type de
grammaires, ainsi que le mécanisme par lequel un ensemble de tels objets est associé à une grammaire.
Définition 1.13 (Système de grammaires). Un système de grammaires est un triplet 〈U ,G,M〉 dans
lequel U est un ensemble d’objets8 , G un ensemble de grammaires et M une fonction qui associe à
chaque grammaire de G un sous-ensemble de U : M(G) est le langage représenté par la grammaire G.
Ainsi les formalismes grammaticaux seront définis par le type d’objets qu’ils manipulent, représen-
tant les phrases du langage (l’univers U ), la forme des grammaires utilisées (G) et surtout la façon de
relier une grammaire à l’ensemble de phrases qu’elle représente, son langage (la fontion M).
1.3.1 Grammaires de constituants
1.3.1.1 Définitions
En théorie des langages formels, le formalisme de référence est sans conteste celui des grammaires de
constituants (phrase structure grammars, aussi appelées grammaires syntagmatiques ou plus simplement
grammaires de CHOMSKY) proposé par CHOMSKY dans [29].
Définition 1.14 (Grammaire de constituants). Une grammaire de constituants est un tuple 〈Σ, N, S, 7→〉,
dans lequel
• Σ est le vocabulaire ;
• N est l’ensemble des symboles non-terminaux ;
• S ∈ N est un symbole non-terminal particulier ;
• 7→ ⊆ (Σ ∪N)+ × (Σ ∪N)∗ est une relation binaire décrivant les règles de la grammaire.
Définition 1.15 (Dérivation). Soit G = 〈Σ, N, S, 7→〉 une grammaire. La relation de dérivation immé-
diate ⇒G (Σ ∪N)+ × (Σ ∪N)∗ est définie par :
α⇒G β si et seulement s’il existe α1, α2, α3, γ ∈ (Σ ∪N)∗ tels que
• α = α1 • α2 • α3 ;
• β = α1 • γ • α3 ;
• et α2 7→ γ.
On définit ensuite la relation de dérivation ⇒∗ comme la fermeture réflexive et transitive de ⇒.
8Le terme générique “objets” est utilisé pour désigner les éléments d’un langage sans s’attacher à la forme précise de ceux-ci
(voir partie 2.2.1.1).
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De manière informelle, une chaîne peut être réécrite si elle contient une sous-séquence correspondant
exactement à la partie gauche d’une des règles de production définies par la relation 7→, et le résultat de
la réécriture est la chaîne de départ dans laquelle cette sous-séquence est remplacée par la partie droite de
la règle. La relation de dérivation ⇒∗ sert à appliquer autant de fois que nécessaire un tel remplacement.
Le langage d’une grammaire G, noté L(G), est alors défini comme l’ensemble des chaînes α ∈ Σ∗
telles que S ⇒∗ α. Une grammaire G est faiblement équivalente à une grammaire G′ si L(G) = L(G′).
Deux grammaires sont dites fortement équivalentes si elles génèrent les mêmes ensembles de structures9
de dérivation (c’est-à-dire que non seulement toute phrase appartenant au langage d’une grammaire ap-
partient aussi au langage de l’autre, mais en plus ces phrases doivent pouvoir être construites avec des
structures de dérivation isomorphes).
1.3.1.2 La hiérarchie de CHOMSKY
Le niveau de complexité des langages est très variable. Les grammaires de constituants offrent
un moyen assez simple de caractériser la complexité des langages, à travers des critères facilement
vérifiables sur les grammaires qui les représentent. La hiérarchie de CHOMSKY décompose les lan-
gages/grammaires en quatre classes, ayant chacune des propriétés très utiles qui font de cette hiérar-
chie une référence à laquelle on mesure souvent les autres formalismes grammaticaux. Voici ces quatre
classes :
Type Nom Conditions
0 Non restreintes Aucune restriction
1 Contextuelles Toute règle est de la forme α 7→ β, avec |α| ≤ |β|.
2 Algébriques Toute règle est de la forme A 7→ α, avec A ∈ N .
3 Rationnelles Toute règle est de la forme A 7→ aB ou A 7→ a, avec A,B ∈ N et a ∈ Σ.
Comme on peut le voir, ces conditions impliquent que la classe des grammaires/langages de type i
est toujours incluse10 dans celle des grammaires/langages de type i − 1. Notons qu’il existe quelques
variantes de ces définitions, notamment à propos de la chaîne vide ε qui est parfois interdite comme
unique élément de la partie droite dès les grammaires de type 111 : ces différences sont peu importantes
dans la mesure où les classes de langages sont équivalentes.
Les grammaires non restreintes ont la propriété suivante : un langage est de type 0 si et seulement s’il
est récursivement énumérable. Pour les grammaires contextuelles, aussi appelées grammaires sensibles
au contexte (context sensitive grammars), on a la propriété que tout langage de type 1 est récursif (mais
la réciproque est fausse en général), et donc que le problème de l’appartenance est décidable pour ces
9Il sera question plus en détail de langages de structures dans le chapitre 4.
10Il s’agit d’ailleurs d’une inclusion stricte.
11À une exception près pour S 7→ ε, qui est toujours autorisé afin de permettre que la chaîne vide appartienne au langage
représenté.
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grammaires12. Les grammaires algébriques, aussi appelées grammaires hors-contexte (context free gram-
mars), sont connues pour être en plus analysables en temps polynomial (voir [97], algorithme d’Earley
[45], CKY [31],[62],[110]).
Les grammaires algébriques sont assez centrales dans la hiérarchie de CHOMSKY, du fait de leur
expressivité souvent suffisante et de leurs propriétés qui les rendent facilement utilisables en pratique.
Elles sont à ce titre très étudiées et très utilisées. Il existe en particulier deux formes normales importantes
pour ces grammaires :
Définition 1.16 (Formes normales des grammaires algébriques).
Une grammaire algébrique G = 〈Σ, N, S, 7→〉 est en forme normale de CHOMSKY si toutes ses
règles sont de la forme A 7→ BC ou A 7→ a, avec A,B,C ∈ N et a ∈ Σ.
Une grammaire algébrique G = 〈Σ, N, S, 7→〉 est en forme normale de GREIBACH si toutes ses
règles sont de la forme A 7→ aA1A2 . . . An, avec A1, A2, . . . , An ∈ N et a ∈ Σ. Si n ≤ 2, la grammaire
est dite en forme normale forte de GREIBACH.
Il est démontré que pour toute grammaire algébrique il existe une grammaire (faiblement) équiva-
lente en forme normale de CHOMSKY et une grammaire (faiblement) équivalente en forme normale de
GREIBACH, et que chacune de ces transformations peut être réalisée en temps polynomial ([29], [51],
[56]). La transformation en forme normale de CHOMSKY est relativement fidèle à la grammaire d’origine
(les arbres ne sont pas strictement isomorphes mais leurs structures sont très proches), mais la transfor-
mation en forme normale de GREIBACH peut donner des dérivations de forme très différente de celles
d’origine.
Les grammaires rationnelles, aussi appelées grammaires régulières, sont la plus petite classe de cette
hiérarchie, et ne décrivent par conséquent que les langages les plus simples. De tels langages peuvent
être décrits à l’aide d’expressions régulières (voir par exemple [56],[11]), en utilisant uniquement les
opérateurs suivants :
• Concaténation : L • L′ = { w • w′ | w ∈ L et w′ ∈ L′ } ;
• Union : L ∪ L′ = { w | w ∈ L ou w ∈ L′ } ;
• Fermeture de Kleene : L∗ = {ε} ∪L∪ { w •w′ | w ∈ L∗ et w′ ∈ L∗ } (en d’autres termes L∗ est
l’ensemble des phrases obtenues par concaténation de n phrases de L, avec n ≥ 0).
À ces opérateurs on ajoute par commodité les deux opérateurs suivants :
• Option : L? = {ε} ∪ L ;
• Fermeture + : L+ = L ∪ { w • w′ | w ∈ L+ et w′ ∈ L+ } = L∗ • L = L∗ \ {ε}.
On utilisera également la notation Li = L • Li−1, avec L0 = {ε}, pour tout i ∈ N.
12Ceci n’est pas difficile à constater d’après la forme des règles : en effet on montre aisément que le nombre de chaînes de
longueur inférieure ou égale à un entier n fixé générées par de telles règles est borné.
CHAPITRE 1 — Langages, grammaires et formalismes pour les langues naturelles 25
1.3.1.3 Les langues naturelles dans la hiérarchie de CHOMSKY
La question de savoir où se situent les langues naturelles dans la hiérarchie de CHOMSKY a été large-
ment étudiée et discutée. La question principale porte sur le fait que la frontière des langages algébriques
soit ou non franchie par les langues naturelles : il est désormais admis que les langues naturelles sont
“presque algébriques”, mais sortent néanmoins légèrement des langages de type 2 et par conséquent ne
sont pas des langages algébriques au sens strict [54]. En effet certains phénomènes linguistiques ne sont
pas représentables par des grammaires algébriques. Voici quelques-uns des principaux points qui illus-
trent les limites des grammaires algébriques pour la représentation de langues naturelles (ces exemples
sont issus principalement de [87]). Nous utilisons ici la notion de dépendance, dont il sera question plus
en détail dans la partie 1.3.3. de manière informelle, il s’agit simplement d’éléments de description de
la structure d’une phrase, qui relient les mots (ou les constituants) de la phrase à l’aide de relations
syntaxiques.
Marie que Jean voit.
Marie que Pierre pense que Jean voit.
Marie que Pierre pense que Paul pense que ... que Jean voit.
Dans ces trois phrases “Marie” est l’objet direct de “voit”, il y a donc une dépendance entre les
deux mots, mais la distance qui les sépare est arbitraire : on parle de dépendances distantes. Ce type de
phrases est acceptable par une grammaire de type 2 (au niveau des chaînes) mais la structure algébrique
engendrée par la dérivation ne permet pas de représenter de façon linguistiquement satisfaisante le lien
entre “Marie” et “voit”.
Les dépendances non projectives (ou croisées) constituent la seconde catégorie de problèmes par
rapport aux grammaires algébriques. De nombreux cas existent, parmi lesquels
• La négation (en français) : “Marie n’aime pas Jean” (constituants discontinus).
• Les clitiques : “Jean en mange un morceau”. Ici “en” est le complément de l’objet “morceau”,
mais en est séparé par le verbe “mange” lui-même lié au sujet “Jean”.
• Accords multiples (multiple agreement) : “Peter, Paul and Mary could achieve marks ten, seven
and eight in Mathematics, Linguistics and English, respectively.” On se trouve ici dans le cas
d’un langage de la forme anbncn avec n > 2, dont il est démontré qu’il n’appartient pas à la classe
des langages algébriques.
Malgré ces inconvénients, les grammaires algébriques fournissent une base relativement complète
pour une représentation imparfaite mais globalement assez satisfaisante des langues naturelles, ou du
moins d’une grande partie de celles-ci. Citons notamment le cas des grammaires de liens (voir partie
1.3.3.4), un formalisme équivalent aux langages algébriques, dont les auteurs se sont servis pour modé-
liser la langue anglaise de façon assez précise.
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1.3.2 Grammaires catégorielles
Les grammaires catégorielles (categorial grammars) recouvrent un ensemble de formalismes gram-
maticaux ayant en commun la notion de catégories, qu’on appelle également types. Le cœur de chaque
forme de grammaire catégorielle est un ensemble d’axiomes (ou de règles universelles), qui régissent
la manière dont les catégories peuvent se combiner entre elles. Dans un tel système, une grammaire
est définie uniquement par un lexique, c’est-à-dire l’association d’un ou plusieurs types à chaque mot
du vocabulaire. On dit que les grammaires sont totalement lexicalisées, car c’est uniquement le lexique
qui contient toutes les caractéristiques de la grammaire (contrairement par exemple aux grammaires de
constituants qui contiennent souvent des règles où n’apparaît aucun mot du vocabulaire Σ).
Historiquement13 les grammaires catégorielles trouvent leur source dans les travaux d’AJDUKIEWICZ,
qui a défini un calcul à base de fractions pour tester la correction de propositions de logique, en lien avec
les langues naturelles [3]. Ces travaux ont laissé dans les grammaires catégorielles classiques, introduites
dans [13], le principe d’un calcul sur des fractions que l’on réduit au fur et à mesure du processus de dé-
rivation. La barre de fraction est restée, mais elle s’est dédoublée pour devenir orientée et ainsi permettre




B → A on est passé à A/B B → A et B B\A → A.
Ces deux règles forment le noyau de tous les systèmes de grammaires catégorielles. Nous présente-
rons ces systèmes dérivés dans les parties 1.3.2.2 et 1.3.2.3. Le lecteur intéressé trouvera de plus amples
détails sur les grammaires catégorielles et les systèmes modernes qui s’y rattachent dans [1], [90].
1.3.2.1 Grammaires AB
Les grammaires catégorielles classiques, nommées aussi grammaires AB, ont été introduites dans
[13]. Ces grammaires sont totalement lexicalisées : cela signifie qu’une grammaire est décrite unique-
ment par son lexique, le lexique étant l’association d’une ou plusieurs catégories à chaque mot du voca-
bulaire. Les règles utilisées dans les dérivations sont donc universelles. Ces règles sont :
A/B, B → A FA (Forward Application)
B, B\A→ A BA (Backward Application)
Les catégories (aussi nommées types) sont des termes utilisant les opérateurs binaires / et\. Intui-
tivement, une expression est de type A/B (resp. B\A) si cette expression est de type A lorsqu’elle est
suivie (resp. précédée) par une expression de type B. Une phrase est correcte s’il est possible d’associer
à chaque mot l’une de ses catégories, de telle sorte que les règles universelles permettent de transformer
cette séquence de catégories en la catégorie spéciale s.
Définition 1.17 (Grammaire AB). Une grammaire AB est un tuple G = 〈Σ, P r, s, ⊲〉, dans lequel
• Σ est le vocabulaire ;
13Voir [28] pour plus de détails sur l’histoire des grammaires catégorielles.
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• Pr est l’ensemble des types primitifs. À partir de cet ensemble on définit l’ensemble des types de
G, noté TpG, comme l’ensemble des OAB-termes sur Pr ; avec OAB = { /,\} ;
• s ∈ Pr est un type primitif particulier désignant les phrases correctes du langage ;
• ⊲ ⊆ Σ × TpG est la relation finie associant à chaque mot du vocabulaire Σ un ou plusieurs types
de TpG.
Remarque : lorsque cela ne présente pas d’ambiguïté, on notera simplement Tp l’ensemble des types
d’une grammaire G.
Intuitivement, les deux règles universelles FA et BA sont des motifs que l’on peut appliquer à une
séquence de types pour effectuer un pas de dérivation. Formellement :
Définition 1.18 (Dérivation). Soit G = 〈Σ, P r, s, ⊲〉 une grammaire AB. La relation de dérivation im-
médiate ⇒G Tp+ × Tp+ est définie par :
α⇒G β si et seulement s’il existe α1, α3 ∈ Tp∗ et X,Y,Z ∈ Tp tels que
• α = α1 • 〈X,Y 〉 • α3 ;
• β = α1 • 〈Z〉 • α3 ;
• et il existe une substitution σ telle que l’une des conditions suivantes est vérifiée :
– σ(A/B) = X, σ(B) = Y et σ(A) = Z ;
– σ(B) = X, σ(B\A) = Y et σ(A) = Z ;
On définit ensuite la relation de dérivation ⇒∗ comme la fermeture réflexive et transitive de ⇒. Le
langage de la grammaire G, noté L(G), est l’ensemble des phrases w1 . . . wn telles que wi ⊲ ti pour tout
i et t1 . . . tn ⇒∗ s.
Exemple 1.1. Soit G la grammaire constituée du lexique suivant :
{ Pierre, Marie, Paul : SN ; aime, déteste : (SN\S)/SN ; qui : (SN\SN)/(SN\S) }.
La phrase « Pierre, qui aime Marie, déteste Paul » appartient au langage de cette grammaire, comme
le montre la dérivation suivante :
SN, (SN\SN)/(SN\S), (SN\S)/SN, SN, (SN\S)/SN, SN
⇒ SN, (SN\SN)/(SN\S), (SN\S)/SN, SN, SN\S
⇒ SN, (SN\SN)/(SN\S), SN\S, SN\S
⇒ SN, SN\SN, SN\S
⇒ SN, SN\S
⇒ S
Une grammaire AB est rigide si chaque mot n’est défini que par une seule catégorie. De même, une
grammaire est dite k-valuée si chaque mot est défini par au plus k catégories.
On peut décrire une dérivation à l’aide d’un arbre de manière classique, en étiquetant les nœuds par
la catégorie du constituant qu’ils représentent. De plus, la forme des règles permet aussi de représenter
un arbre de dérivation en étiquetant les nœuds seulement par l’identifiant de la règle utilisée (FA ou
BA). Une telle structure, dans laquelle les feuilles ne sont étiquetées que par un mot, est appellée FA-
structure (pour Functor-Argument structure). Cette représention est unique pour un arbre de dérivation
donné (voir figure 1.1). En revanche une FA-structure donnée peut représenter un nombre infini d’arbres
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de dérivations : dans la figure 1.1, on peut par exemple remplacer tous les SN par des (X1/X2)/.../Xn


















Figure 1.1 – Arbres de dérivations et FA-structure
Nous nous intéressons particulièrement à cette notion de FA-structure car celle-ci est à la base de
l’algorithme d’apprentissage de grammaires AB défini par Buszkowski [27] puis enrichi par Kanazawa
[60]. Ci-dessous sont définies plus formellement les notions de FA-structures, et de langages de structures
et de chaînes :
Définition 1.19 (FA-structure). Étant donné un vocabulaire Σ, l’ensemble des FA-structures SLΣ est
défini comme le plus petit ensemble tel que
• tout mot w ∈ Σ appartient à SLΣ ;
• pour tout couple T1, T2 ∈ SLΣ, les FA-structures FA(T1, T2) et BA(T1, T2) appartiennent à
SLΣ.
Le produit d’une FA-structure est défini comme la séquence des mots qui apparaissent aux feuilles
de celle-ci, c’est-à-dire la phrase représentée par cette structure.
Définition 1.20 (Instance d’une FA-structure). Soit G une grammaire AB et T une FA-structure. Un
couple (α, t0), où α est une séquence non vide de catégories et t0 une catégorie, est une instance de T
pour G si l’une des conditions suivantes est remplie :
• si T est constituée uniquement d’un mot w, alors α = 〈t0〉 et il existe une règle de G qui associe
la catégorie t0 à w (w ⊲ t0) ;
• si T = FA(T1, T2) (resp. T = BA(T1, T2)), alors il existe deux couples (α1, t1) et (α2, t2),
respectivement instances de T1 et T2, tels que t1t2 →FA t0 (resp. t1t2 →BA t0) et α = α1 • α2.
Intuitivement un couple (α, t) est une instance d’une FA-structure T pour une grammaire donnée si le
fait de “coller” la séquence de types α aux feuilles de la structure et le type t à la racine (et d’étiqueter les
autres nœuds en conséquence) permet d’obtenir un arbre de dérivation partiel correct pour la grammaire.
On peut ainsi définir le langage de structures d’une grammaire G, noté FL(G), comme l’ensemble
des FA-structures telles qu’il existe une instance (α, S) de T pour G. Le langage de chaînes L(G)
de la grammaire G est alors défini comme l’ensemble des chaînes x telles qu’il existe une structure
T ∈ FL(G) dont x est le produit. On vérifie aisément que cette définition est en tout point équivalente à
celle de la définition 1.18.
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La forme des règles laisse deviner que les grammaires AB sont algébriques. Il est en effet démontré
dans [12] que toute grammaire AB est équivalente à une grammaire hors-contexte en forme normale
de CHOMSKY. La transformation proposée est la suivante : l’ensemble des sous-types de tous les types
du lexique est fini. On définit pour chaque sous-type un non-terminal, et pour chaque triplet de sous-
types 〈t, t′, t′′〉 dérivables par une des règles FA ou BA (t, t′ ⇒ t′′) on crée une règle u′′ 7→ uu′,
où u, u′, u′′ sont les non-terminaux correspondant respectivement aux types t, t′, t′′. Pour chaque règle
w ⊲ t on ajoute aussi une règle u 7→ w (avec u le non-terminal correspondant au type t), de sorte que
la grammaire algébrique ainsi construite a exactement le même langage que la grammaire AB d’origine.
Il est également démontré dans [12] que toute grammaire hors-contexte (n’acceptant pas le mot vide ε)
peut être convertie en grammaire AB14, ce qui implique que la classe des langages des grammaires AB
est exactement la classe des langages algébriques.
1.3.2.2 Grammaires de LAMBEK
On peut expliquer les développements ultérieurs des grammaires catégorielles de deux façons, toutes
deux ayant pour but de pallier les limitations des grammaires AB (notamment en termes d’expressivité
et de représentation pour les langues naturelles). Dans la première explication, ces limitations conduisent
à l’ajout de règles supplémentaires aux règles universelles FA et BA dans le but de mieux représenter
la complexité des langues naturelles. Dans la seconde explication, les règles universelles FA et BA sont
réinterprétées en tant qu’axiomes d’un système logique, ce qui conduit à compléter le système de façon
à le rendre plus cohérent mathématiquement. Dans les deux cas, le point de départ des extensions des
grammaires catégorielles classiques est le travail de LAMBEK, initialement développé dans [64].
Le calcul de LAMBEK est un système logique dans lequel les règles universelles des grammaires
AB sont vues comme les deux formes (orientées) du modus ponens, c’est-à-dire une élimination de
l’implication : A/B B → A correspond à Γ ⊢ (B ⇐ A), ∆ ⊢ B  Γ∆ ⊢ A. Cet aspect logique est
accentué par l’ajout des deux règles d’introduction de l’implication, correspondant à ΓA ⊢ B  Γ ⊢










Remarque : Il existe plusieurs façons de présenter le calcul de LAMBEK. Nous donnons ici une version
simple qui ne tient pas compte du produit. Les aspects logique de ce système font l’objet de nombreux
travaux, en particulier du fait de ses connexions étroites avec la logique linéaire [49]. Il existe plusieurs
variantes de ce calcul, et celui-ci permet une gestion très fine de la sémantique (voir [70], [26]).
La définition d’une grammaire de LAMBEK est en tout point identique à celle d’une grammaire
AB. Le langage d’une telle grammaire est défini comme l’ensemble des phrases w1 . . . wn telles que
14On retrouve cette équivalence en utilisant la forme normale de GREIBACH.
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wi ⊲ ti pour tout i et t1 . . . tn ⊢ s. Les extensions apportées par les grammaires de LAMBEK offrent une
bien meilleure représentation des langues naturelles que les grammaires catégorielles classiques, notam-
ment en permettant de représenter de façon satisfaisante certains phénomènes linguistiques, comme en
témoigne l’exemple suivant.
Exemple 1.2. Soit G la grammaire constituée du lexique suivant :
{ Pierre, Marie, Paul : SN ; aime, déteste : (SN\S)/SN ; que : (SN\SN)/(S/SN) }.
La phrase « Paul, que Pierre déteste, aime Marie » appartient au langage de cette grammaire, comme




(SN\S)/SN ⊢ (SN\S)/SN SN ⊢ SN
ID
(SN\S)/SN SN ⊢ SN\S
/e
SN (SN\S)/SN SN ⊢ S
\e
SN (SN\S)/SN ⊢ S/SN
/i
(SN\SN)/(S/SN) SN (SN\S)/SN ⊢ SN\SN
/e
SN (SN\SN)/(S/SN) SN (SN\S)/SN ⊢ SN
\e
(SN\S)/SN ⊢ (SN\S)/SN SN ⊢ SN
(SN\S)/SN SN ⊢ SN\S
/e
SN (SN\SN)/(S/SN) SN (SN\S)/SN (SN\S)/SN SN ⊢ S
\e
PENTUS a démontré que la classe des langages (de chaînes) des grammaires de LAMBEK est exacte-
ment celle des langages algébriques [85], et par conséquent est équivalente aussi à celles des grammaires
AB. Ce résultat ne contredit pas le fait que la représentation des langues naturelles soit linguistiquement
meilleure avec les grammaires de LAMBEK qu’avec les grammaires AB, car les structures représentant
les preuves dans le calcul de LAMBEK peuvent être plus complexes, et donc mieux rendre compte des
phénomènes linguistiques décrits. En revanche les grammaires de LAMBEK présentent un inconvénient
majeur, démontré également par PENTUS : l’analyse syntaxique (autrement dit la question de savoir si
x ∈ L(G)) est un problème NP-complet [86]. Ceci pose bien entendu un problème sérieux quant à
d’éventuelles applications pratiques de ce système sur de gros volumes de données.
Afin de mieux répondre aux besoins de la modélisation des langues naturelles, le calcul logique de
LAMBEK a évolué ensuite notamment vers les logiques multimodales. Ces systèmes, introduits indépen-
damment dans [69], [79] et [53], sont capables de rendre compte de façon très précise de phénomènes
linguistiques complexes. MOORTGAT donne dans [70] une synthèse assez complète de ce type de sys-
tèmes. Cependant nous n’étudierons pas de manière approfondie cette partie pourtant très riche du monde
des grammaires catégorielles parce que la base logique de ces formalismes grammaticaux en fait des sys-
tèmes assez éloignés des systèmes à base de règles réécriture “simples”, pour lesquels l’apprenabilité est
moins difficile à obtenir.
Un autre aspect extrêmement important des grammaires catégorielles “modernes” réside dans une
gestion très fine de la sémantique. En fait les grammaires catégorielles permettent de dériver en pa-
rallèle la sémantique et la syntaxe, précisément à l’aide d’une interprétation en termes de logique des
connecteurs (Principe de compositionnalité). Basé sur les travaux de MONTAGUE [67], cet aspect des
grammaires catégorielles leur donne une légitimité linguistique pour la représentantion et l’étude des
langues naturelles. Malgré son intérêt évident, nous n’aborderons pas ce sujet par la suite car les travaux
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que nous présentons sont concentrés sur l’acquisition purement syntaxique15 .
1.3.2.3 Grammaires Catégorielles Combinatoires (STEEDMAN)
Les grammaires catégorielles combinatoires (Combinatory Categorial Grammars, CCG), proposées
par STEEDMAN ([102], [103], [104]), sont une autre voie de développement des grammaires catégorielles
classiques. Le principe de ce modèle est de définir des règles universelles en adéquation avec la réalité
linguistique, mais sans passer nécessairement aux modèles logiques. Les règles ainsi ajoutées sont donc
sous la forme de règles de réécriture, telles celles des grammaires AB. On retrouve en partie dans ces
règles certaines propriétés du calcul de LAMBEK, du fait de leur pertinence linguistique. De même, la
compositionnalité syntaxe/sémantique est un élément central de ce modèle. Voici les règles principales
des grammaires catégorielles combinatoires :
Forward Application X/Y Y → X
Backward Application Y Y \X → X
Forward Composition X/Y Y/Z → X/Z
Backward Composition Z\Y Y \X → Z\X
Forward Type Raising X → Y/(X\Y )
Backward Type Raising X → (Y/X)\Y
Remarque : La notation A\B n’a pas la même signification dans le cadre des grammaires catégorielles
combinatoires et dans celui des grammaires catégorielles classiques : dans le premier cas la règle d’ap-
plication arrière est traditionnellement écrite B A\B → A, autrement dit le type “à consommer”
(l’argument) dans A\B est B et non A. Ceci dans le but que pour les deux opérateurs / et\le premier
type soit toujours le type principal et le second l’argument, tandis que la notation des grammaires ca-
tégorielles classiques est basée sur la similarité avec les fractions (l’argument y est “sous” l’opérateur
/ ou\). Afin d’éviter les confusions nous utiliserons toujours la notation des grammaires catégorielles
classiques, y compris dans cette partie. Ce choix a bien entendu pour inconvénient d’inverser la notation
habituelle des grammaires catégorielles combinatoires.
Les grammaires catégorielles combinatoires sont plus orientées vers les applications informatiques
que les grammaires multimodales, dont la complexité algorithmique est importante. En particulier de
nombreux travaux ont été réalisés dans ce modèle sur la construction ou l’acquisition de corpus et l’ana-
lyse robuste (notamment [55]). Dans la problématique de l’apprenabilité, ce modèle présente l’avantage
d’être plus proche des grammaires AB au niveau de son fonctionnement (règles de réécriture et struc-
tures de dérivation semblables). Or on verra que les grammaires AB ont certaines propriétés positives
pour l’apprentissage, et qu’elles sont donc plus susceptibles d’être adaptables aux grammaires catégo-
rielles combinatoires.
15Il sera néanmoins question dans le chapitre 3 de certains travaux sur l’acquisition de grammaires catégorielles à partir
d’informations d’ordre sémantique (notamment [43]).
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1.3.3 Grammaires de dépendances
La phrase est un ensemble organisé dont les éléments constituants sont les mots. Tout mot qui
fait partie d’une phrase cesse par lui-même d’être isolé comme dans le dictionnaire. Entre
lui et ses voisins, l’esprit aperçoit des connexions, dont l’ensemble forme la charpente de la
phrase. [...] Les connexions structurales établissent entre les mots des rapports de dépen-
dance. (TESNIÈRE [107])
D’un point de vue linguistique, la description de la structure d’une phrase en termes de dépendances
est pertinente. En effet, l’un des aspects les plus importants et les plus visibles du discours humain est
le degré d’organisation très élevé des énoncés. [...] Les mots d’un énoncé sont reliés entre eux par des
dépendances : un mot peut ou doit dépendre d’un autre pour sa position dans la phrase et sa forme
grammaticale. ([66], p.2-3).
MEL’ ˇCUK donne la définition suivante de la dépendance linguistique [66] :
Définition 1.21. La dépendance est une relation non symétrique, de même type que l’implication : l’un
des éléments “présuppose” en quelque sorte l’autre, mais l’inverse n’est (en général) pas vrai. La dépen-
dance est notée par une flèche : w1 → w2 signifie que w2 dépend de w1. w1 est appelé le gouverneur de
w2 ; on parle aussi de la tête de la dépendance.
1.3.3.1 Les différents types de dépendances
MEL’ ˇCUK distingue quatre niveaux de représentation d’une phrase : sémantique, syntaxique, mor-
phologique et phonologique. Pour exprimer formellement la structure d’une phrase sur les trois pre-
miers niveaux de représentation, il propose des graphes étiquetés de la manière suivante : les noeuds
représentent des unités linguistiques du niveau correspondant, et les arcs représentent les relations (de
dépendance) entre ces unités. On distingue donc trois catégories majeures de dépendances linguistiques :
Dépendances sémantiques : La signification d’une phrase peut être représentée à l’aide du formalisme
du calcul des prédicats. On dit alors que l’argument d’un prédicat dépend sémantiquement de son
prédicat.
Exemple 1.3. Si on considère le prédicat à trois arguments envoyer(Envoyeur, Objet, Receveur),





Figure 1.2 – Dépendance sémantique
Dépendances morphologiques : Un mot w2 dépend morphologiquement d’un autre mot w1 dans une
phrase donnée si au moins une des “catégories grammaticales” de w2 est déterminée par w1. Un
exemple simple de dépendance morphologique est l’accord singulier/pluriel entre un nom et son
déterminant. Ce type de dépendance est très variable selon la langue.
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Dépendances syntaxiques : La structure syntaxique d’une phrase est d’une certaine manière un in-
termédiaire entre sa structure sémantique (signification, ou contenu de la phrase) et sa structure
morphologique (forme de la phrase). Cette structure intermédiaire permet de décrire l’organisa-
tion de la phrase. MEL’ ˇCUK explique que ce statut intermédiaire rend la notion de structure syn-
taxique plus difficile à définir, et met en garde contre le risque de confusion avec les deux autres
types de structures à cause de cette difficulté. Mais cet aspect intermédiaire rend aussi la structure
syntaxique plus intéressante à étudier, puisqu’elle est plus riche en “information” que la structure
morphologique, sans avoir la trop grande complexité de la structure sémantique. Beaucoup de tra-
vaux sur les grammaires de dépendances utilisent ce niveau syntaxique (parfois implicitement), et
c’est aussi sur celui-ci que nous travaillons.
1.3.3.2 Les dépendances syntaxiques [66]
Les dépendances syntaxiques ont été utilisées pour parler de la structure des phrases depuis l’an-
tiquité. On retrouve cette notion aussi bien chez les grammairiens arabes du 8ème siècle que dans des
livres de grammaire allemands du 19ème. Mais la représentation en constituants (ou “phrase structure”)
est apparue au début du 20ème, alors que l’approche avec dépendances syntaxiques n’a été formellement
présentée qu’en 1959 par TESNIÈRE [107]. Comme la classification de Chomsky est basée sur cette ap-
proche en constituants, l’approche avec dépendances n’est devenue populaire qu’au début des années
1980.
MEL’ ˇCUK précise que, malgré son caractère intermédiaire entre les structures sémantique et mor-
phologique et la difficulté à la définir, la structure syntaxique ne doit pas être vue comme une abstraction
linguistique, sans rapport avec la réalité psychologique. Il pense au contraire que cette structure est un
“modèle raisonnable de ce qui se produit dans le cerveau du locuteur”.
MEL’ ˇCUK propose des critères linguistiques permettant de déterminer s’il y a une dépendance syn-
taxique entre deux mots w1 et w2 d’une phrase, et si oui quel est son sens (lequel des deux mots est le
gouverneur de la dépendance) et quel est le type de cette dépendance. Nous ne détaillons pas ici ces cri-
tères ; l’exemple ci-dessous illustre sur un cas particulier le type de raisonnement que propose MEL’ ˇCUK
sur les dépendances syntaxiques.
Exemple 1.4. Il est d’usage dans les grammaires catégorielles de considérer que dans une expression
Déterminant + Nom, le gouverneur doit être le déterminant (ce qui se traduit par un type SN/N pour
le déterminant). MEL’ ˇCUK affirme au contraire que la dépendance entre un nom et son déterminant doit
être gouvernée par le nom, principalement pour les raisons suivantes :
• La valence syntaxique passive (c’est-à-dire l’ensemble des fonctions grammaticales que peut
prendre l’expression) d’une expression comme the dog est celle du nom dog et non celle de l’ar-
ticle the. Par exemple, si l’expression the dog est employée comme sujet, on voit bien que le rôle
de sujet est plus celui de dog que celui de the. En effet, le verbe s’accorde avec le nom et pas avec
le déterminant : the dogs are barking est correct en anglais, alors que the dogs is barking ne l’est
pas.
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• Il est nécessaire de refléter le parallélisme dans le comportement syntaxique d’expressions telles
que the dog, this dog et Alan’s dog : si on considère que le déterminant gouverne l’expression,
alors on doit aussi accepter dans ces deux derniers cas que this et Alan’s soient la tête de dog.
1.3.3.3 Grammaires catégorielles de dépendances
Si l’on considère une interprétation étendue de la définition des grammaires de dépendances, les
grammaires catégorielles peuvent être vues comme une forme de grammaires de dépendances. En effet,
les opérateurs / et\sont orientés : lors d’une étape de dérivation A/B B → A (resp. B B\A → A), le
constituant de type B dépend du constituant de type A/B (resp. B\A). On peut aussi ramener les dépen-
dances au niveau des mots en descendant par induction dans le sous-arbre de chaque constituant : chaque
constituant a une unique tête, donc lorsqu’un constituant dépend d’un autre il existe une dépendance
depuis la tête du second jusqu’à la tête du premier16.
DIKOVSKY propose un modèle de grammaires de dépendances basé sur le même fonctionnement que
les grammaires catégorielles. Ce système nommé grammaires catégorielles de dépendances est présenté
dans [40] et [41]. Sa particularité réside dans la gestion de dépendances distantes à l’aide de catégories
“libres”, mais potentiellement contraintes par un ancrage particulier.
C représente un ensemble fini de catégories élémentaires. Chaque catégorie élémentaire peut être ité-
rée et devenir optionnelle. C∗ =df {X∗ | X ∈ C}, C+ =df {X+ | X ∈ C}, C? =df {X? | X ∈ C},
représentent respectivement les ensembles de catégories itératives, répétitives et optionnelles. Cω =df
C
∗ ∪ C+ ∪ C?. Toutes les catégories contenues dans Cω sont neutres. Par ailleurs des catégories pola-
risées sont définies, avec l’une des quatre polarités orientées suivantes : gauche et droite positive տ,ր
et gauche et droite négative ց,ւ . Pour chaque polarité v, il y a une unique polarité “duale” v˘ : տ˘ =
ւ, ւ˘ = տ, ր˘ =ց, ց˘ =ր . Intuitivement, les catégories positives peuvent être vues comme des
valences des dépendances distantes sortant du gouverneur, et les catégories négatives comme celles des
dépendances distantes entrant dans les mots subordonnés. Elles correspondent donc respectivement aux
débuts et aux fins des dépendances distantes. Par exemple, la valence positive տwh_upon_obj marque
le début de la dépendance distante wh_upon_obj d’un verbe transitif qui gouverne le syntagme WH
déplacé à gauche gouverné par la préposition ‘UPON’, tandis que la fin de cette dépendance est marquée
par la valence négative duale ւ wh_upon_obj de cette préposition (cf. upon what dependency theory
we rely).
րC,տC,ցC et ւC représentent les ensembles correspondant aux catégories de dépendances
distantes polarisées. Par exemple, րC = {(ր C) | C ∈ C} est l’ensemble des catégories positives
à droite. V +(C) =ր C ∪ տ C est l’ensemble des catégories de dépendances distantes positives,
V −(C) =ցC ∪ ւC est l’ensemble des négatives.
Dans l’utilisation des dépendances distantes, il est parfois nécessaire d’exprimer certaines contraintes
sur la position du mot subordonné : s’il doit être le premier (dernier) mot de la phrase, du constituant,
etc., ou s’il doit immédiatement précéder (suivre) un certain mot. Par exemple, en français, la catégorie
négative ւ clit−dobj d’un clitique objet direct doit être ancrée au verbe auxiliaire ou à un verbe en
16Le lien entre grammaires de dépendances et grammaires catégorielles est étudié plus en détail dans [74].
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forme non-analytique. Dans ce but nous distinguons dans l’ensemble des catégories de dépendances
distantes négatives le sous-ensemble Anc(C) ⊆ V −(C) des catégories négatives ancrées des autres
catégories appelées libres.
Définition 1.22. L’ensemble Cat(C) des catégories de structures de dépendances (SD) est le plus
petit ensemble vérifiant les conditions :
1. C ∪ V −(C) ⊂ Cat(C).
2. Pour C ∈ Cat(C), A1 ∈ Cω ∪ տC, A2 ∈ Cω ∪ րC, et B ∈ Anc(C), les catégories [A1\C],
[C/A2], [B\C] et [C/B] appartiennent aussi à Cat(C).
Nous supposons que tous les constructeurs \, /, \ , / sont associatifs. Ainsi toute catégorie d’une SD
α peut être présentée sous la forme
α = [Lk lk . . . L1 l1 C r1 R1 . . . rm Rm],
où li et rj sont respectivement des constructeurs gauches et droits. Par exemple,
[(ւclit−dobj)\ subj\S/auxPP ]
est l’une des catégories d’un verbe auxiliaire, qui le définit comme le mot d’appui pour un clitique objet
direct, nécessite une dépendance locale à gauche pour le sujet et une dépendance locale à droite auxPP
pour un participe passé subordonné.
Définition 1.23. Une grammaire catégorielle de dépendances (GCD) est un système G = (W,C,
S, δ), où W est un ensemble fini de mots, C un ensemble fini de catégories élémentaires contenant la
catégorie racine S, et δ - le lexique - est une substitution finie sur W telle que δ(a) ⊂ Cat(C) pour
tout mot a ∈W.
Nous étendons maintenant à de nouveaux types les définitions de langage de chaînes et de structures
générés par une GCD. La partie centrale de cette définition porte sur les règles qui régissent l’utilisation
des valences de dépendances polarisées. L’idée qui sous-tend ces règles est qu’il faut, pour établir une
dépendance distante entre deux mots de valences duales, que ces deux valences soit chargées. Les va-
lences positives et libres sont chargées par définition. Les valences ancrées sont initiallement déchargées.
Dès que la position correcte du mot ancré subordonné est identifiée, sa valence devient chargée et donc
disponible pour le gouverneur de la dépendance. Dans le but de distinguer les valences chargées des
valences déchargées, nous utilisons pour chaque valence de dépendance vC une unique copie chargée
#(vC).
Le langage de chaînes et le langage de structures générés par une GCD sont définis à l’aide d’une
relation de prouvabilité ⊢ sur les séquences de catégories. Nous supposerons que toute occurrence d’une
catégorie Γ1CΓ2 correspond à une structure de dépendances D de catégorie C . r(D) représente la racine
de D. Dans la suite ⊢ n’est définie que pour les constructeurs gauches. Les règles pour les constructeurs
droits sont symétriques.
Définition 1.24. Relation de prouvabilité ⊢: 17
Règle de dépendances locales :
17⊢ définit aussi une relation sur les couples (D,Γ) où D est explicité à chaque règle.
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L. Γ1C[C\α]Γ2 ⊢ Γ1αΓ2. Si C est la catégorie de D1 et [C\α] est celle de D2, alors α devient la





∗\α]Γ2 ⊢ Γ1[C∗\α]Γ2. SiC est la catégorie de D1 et [C∗\α] est celle de D2, alors [C∗\α]




+\α]Γ2 ⊢ Γ1[C∗\α]Γ2. Si C est la catégorie de D1 et [C+\α] est celle de D2, alors




?\α]Γ2 ⊢ Γ1αΓ2. Si C est la catégorie de D1 et [C?\α] est celle de D2, alors α dans la
conséquence devient la catégorie de la nouvelle SD : D1 ∪D2 ∪ {r(D1)
C
←− r(D2)}.
Ω. Γ1[C\α]Γ2 ⊢ Γ1αΓ2 pour tout C ∈ C∗ ∪C? 18.
Règle des dépendances ancrées :
A. Γ1C[C\α]Γ2 ⊢ Γ1#(C)αΓ2 pour C ∈ Anc(C).
Règle des dépendances distantes :
D. Γ1#(ւ C)Γ2[(տ C)\α]Γ3 ⊢ Γ1Γ2αΓ3. La règle s’applique s’il n’y a aucune occurrence des
catégories ւC et տC dans Γ2. Si ւC est la catégorie de D1 et [(տC)\α] est celle de D2, alors α
devient la catégorie de la nouvelle SD : D1 ∪ D2 ∪ {r(D1)
C
←− r(D2)}.
⊢∗ est définie comme la fermeture réflexive et transitive de ⊢ .
Définition 1.25. Une SD D est associé par une GCD G = (W,C, S, δ) à une phrase w (noté G(D,w))
si D est défini comme une SD de catégorie S dans une preuve (D∅,Γ) ⊢∗ (D,S) où D∅ désigne la SD
initiale sans arête et Γ ∈ δ(w).
Le langage de structures généré par G est l’ensemble des SD : ∆(G) = {D | ∃w ∈W+ G(D,w)}.
Le langage de chaînes généré par G est l’ensemble des phrases : L(G) = {w ∈W+ | ∃D G(D,w)}.
1.3.3.4 Grammaires de liens
Les grammaires de liens (link grammars) sont définies par Sleator et Temperley dans [98]. Il s’agit
d’un formalisme relativement simple, qui permet néanmoins de représenter de manière précise un lan-
gage naturel. Les auteurs ont ainsi modélisé la langue anglaise dans ce formalisme, de manière à gérer
la plupart des aspects grammaticaux de cette langue. Ils ont aussi réalisé un analyseur syntaxique basé
sur ce modèle [106]. Dans notre perspective de l’apprentissage basé sur les grammaires de type gram-
maires catégorielles, le travail de Sleator et Temperley est particulièrement intéressant pour les raisons
suivantes, aussi bien théoriques que pratiques :
• de manière générale, la simplicité du modèle des grammaires de liens offre des possibilités très
intéressantes d’adaptation à différents objectifs, tout en ayant une capacité de représentation du
langage assez robuste ;
• il existe un rapport assez étroit entre les grammaires de liens et les grammaires catégorielles clas-
siques : ces deux formalismes sont totalement lexicalisés, et fondés sur une notion de dépendance ;
18 Les SD restent inchangées lorsque le contraire n’est pas spécifié.
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• il est possible d’exprimer le modèle des grammaires de liens à l’aide d’un petit ensemble de règles
basées sur l’unification. Ce point est essentiel pour notre utilisation de ce modèle dans le cadre de
l’apprentissage partiel.
Le principe général des grammaires de liens est qu’une phrase est correcte s’il est possible d’établir
des liens entre les mots, selon les contraintes imposées par les définitions des mots dans le lexique. Ces
liens représentent les relations syntaxiques entre les mots. Une grammaire de liens est définie par un
vocabulaire, un ensemble de connecteurs et une relation qui met en correspondance chaque mot avec
un ensemble de types. Un type est un couple de listes ordonnées de connecteurs. Une phrase donnée
appartient au langage décrit par la grammaire de liens s’il est possible de dessiner tous ses liens au
dessus des mots de manière à satisfaire les critères suivants :
Planarité : Les liens (dessinés au dessus des mots) ne se croisent pas19.
Connectivité : Il existe un chemin (de liens) entre tout couple de mots de la phrase.
Ordre : Pour chaque mot w de la phrase, il existe un type qui lui est associé dans le lexique tel que ce
type est saturé. Un type d = d([L1,..,Ll], [R1,..,Rr]) est saturé si pour tout connecteur
Li (resp. Ri) il existe un lien étiqueté par le nom du connecteur venant de gauche (resp. de droite)
vers w, et pour tout couple de connecteurs Li, Lj (resp. Ri, Rj) si i < j alors le mot connecté par
Li (resp. Ri) est plus proche de w que celui connecté par Lj (resp. Rj).20
Exclusion : Deux liens ne peuvent pas relier le même couple de mots.
Ces critères sont appelés les méta-règles des grammaires de liens. Les auteurs montrent dans [98]
que la classe de langages des grammaires de liens est équivalente à celle des grammaires hors-contexte.
Exemple 1.5. Avec le lexique suivant, la phrase ci-dessous est correcte :
a,the ⊲ d([],[D])




the cat chased a snake
Figure 1.3 – Dérivation avec les grammaires de liens
19Formellement : s’il existe deux liens l et l′ entre deux couples de mots (wi, wj) et (wi′ , wj′) (où wk est le keme mot de la
phrase), alors l’une des inégalités suivantes est vérifiée : i < j ≤ i′ < j′ ou i′ < j′ ≤ i < j.
20Remarque : dans la définition originale la liste de connecteurs à droite est notée [Rr,...,R1]. Nous choisissons ici
d’inverser l’ordre pour maintenir la cohérence avec la notation cons(c,L)/nil présentée dans la partie 4.3.4.
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1.4 Conclusion
Dans ce chapitre nous n’avons fait qu’esquisser quelques-uns des principaux formalismes gramma-
ticaux adaptés aux langues naturelles. Nous en avons omis de nombreux autres, parmi lesquels on peut
citer notamment les grammaires d’arbres adjoints (TAG) [58], les grammaires minimalistes [101], les
LFG, HPSG [24], [89], etc. Ces omissions volontaires sont liées à la nature de notre objectif dans cette
étude : nous ne recherchons pas l’exhaustivité ni même la meilleure façon de représenter et/ou traiter des
langues naturelles en général. Notre objectif étant l’utilisation de formalismes grammaticaux (adaptés
aux langues naturelles) dans le cadre de l’apprentissage automatique, l’éventail des modèles traités se
réduit à ceux présentant des prédispositions pour cette tâche.
Or nous verrons dans le chapitre 2 que le point de vue de l’apprenabilité est très restrictif sur les
classes de langages. Celles-ci doivent en effet respecter des propriétés contraignantes, ce qui rend as-
sez difficile la découverte de classes de langages apprenables qui soient à la fois exprimées dans un
formalisme adéquat pour les langues naturelles, et suffisamment expressives par rapport à celles-ci. Les
grammaires catégorielles classiques ont été le premier système grammatical étudié avec succès dans cette
perspective. Nous reviendrons plus en détail dans le chapitre 3 sur les résultats obtenus par KANAZAWA
[60] à ce niveau. Néanmoins les grammaires catégorielles classiques sont relativement pauvres pour re-
présenter les langues naturelles, d’où l’intérêt de chercher à étendre ces bons résultats à des formalismes
plus riches.
C’est la raison pour laquelle les formalismes grammaticaux que nous présentons restent relativement
proches des grammaires catégorielles (au sens large) : nous espérons avec ceux-ci pouvoir tirer profit des
résultats obtenus par KANAZAWA, en nous inspirant notamment de sa méthode pour les grammaires AB.
Plus précisément, les formalismes dont nous traitons possèdent certains points communs susceptibles
d’être favorables à leur apprenabilité :
• la lexicalisation des grammaires semble un avantage important pour l’apprentissage. Nous verrons
toutefois qu’il ne s’agit nullement d’une condition nécessaire.
• la possibilité de contrôler les dérivations à l’aide de règles de réécriture, éventuellement avec des
substitutions de variables : c’est typiquement le cas des grammaires AB définies par deux règles
universelles, applicables par substitution de types aux variables de la règle. Le rôle de l’unification
est d’une importance particulière dans la méthode d’apprentissage développée par KANAZAWA.
Afin de factoriser autant que possible ces ressemblances et d’atteindre un niveau de généralisation
élevé, nous proposerons dans le chapitre 4 un modèle de représentation des formalismes grammaticaux,
basé sur celui introduit par KANAZAWA dans [60]. Ce modèle reprend le contrôle des dérivations par des
règles de réécriture universelles, tout en étendant la définition des grammaires de façon à autoriser une
souplesse maximale. Comme les résultats d’apprenabilité que nous présenterons ensuite seront exprimés
à travers ce modèle, la possibilité d’exprimer les formalismes définis dans le présent chapitre sous cette






E MODÈLE D’IDENTIFICATION À LA LIMITE, AUSSI APPELÉ DU NOM DE SON AUTEUR MO-
DÈLE DE GOLD, EST L’UNE DES PRINCIPALES REPRÉSENTATIONS FORMELLES DU PROCES-
SUS D’APPRENTISSAGE. LA PREMIÈRE DÉFINITION EN EST DONNÉE PAR GOLD DANS [50]. L’AU-
TEUR LUI-MÊME EST D’ABORD PESSIMISTE QUANT À L’INTÉRÊT DE CE MODÈLE, À CAUSE DE L’AP-
PARENTE IMPOSSIBILITÉ D’Y OBTENIR DES RÉSULTATS POSITIFS POUR DES CLASSES DE LANGAGES
“INTÉRESSANTES”. PLUS TARD, LES RÉSULTATS POSITIFS D’ANGLUIN AVEC CE MODÈLE MONTRE-
RONT SA PERTINENCE. LE MODÈLE SERA ENSUITE ÉTUDIÉ PLUS EN DÉTAIL : AINSI, PLUSIEURS
AUTRES RÉSULTATS ENCOURAGEANTS VIENDRONT SOUTENIR L’IDÉE QUE L’IDENTIFICATION À LA
LIMITE CONSTITUE BIEN UN CADRE THÉORIQUE ADAPTÉ À LA REPRÉSENTATION DU PROCESSUS
D’APPRENTISSAGE, EN PARTICULIER CELUI DES LANGAGES, VOIRE DES LANGUES NATURELLES.
2.1 Introduction
L’inférence grammaticale désigne la problématique qui consiste à apprendre des langages à partir
de données. Mais qu’entend-on par apprentissage, langages et données ? Tout cadre formel pour ce
problème doit donc avant tout répondre aux questions essentielles suivantes, qui justement différencieront
les modèles d’inférence grammaticale (et leurs éventuelles applications) :
• Quelle est la nature des données dont on dispose ? Le cas le plus simple est sans doute celui de
chaînes composées à partir d’un alphabet fini, mais il peut aussi s’agir d’arbres, de termes, de
graphes ou de tout autre type de structures. On peut aussi à ce niveau s’interroger sur la quantité,
la qualité, la complétude des données. Cette question est de plus étroitement liée à la question du
type de langages considérés, ainsi qu’à la faisabilité du problème en termes d’applications.
• Quel est le type de langages considéré, et comment les langages sont-ils représentés ? Quelles
restrictions impose-t-on aux langages pour pouvoir répondre au problème, sans pour autant le
vider de tout intérêt ? On ne peut bien entendu pas dissocier l’apprentissage de langages de celui
de grammaires, ces dernières étant indispensables pour décrire les langages. Ici grammaire doit
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être pris au sens le plus large, à savoir moyen de représentation d’un langage. On peut étudier
l’apprentissage de langages dans un contexte très général sans préciser aucune contrainte (ou très
peu) sur la relation qui unit grammaires et langages, ou au contraire s’intéresser à une forme
spécifique, comme par exemple des automates ou l’un des nombreux formalismes grammaticaux
adaptés au langage naturel.
• Quelle est la nature du processus d’inférence, et qu’en attend-on ? Le processus peut être fini ou
non. La solution peut être unique, ou au contraire multiple. Le processus peut être totalement auto-
matique ou semi-automatique, auquel cas il est nécessaire qu’un humain le guide. Ceci peut alors
prendre différentes formes : correction d’erreurs, réponse à des questions, etc. Il faut aussi définir
un critère de succès du processus : obtention d’une grammaire très précise ou d’une approxima-
tion, limites éventuelles sur le temps, nombre d’essais autorisés ou complexité algorithmique du
processus.
L’inférence grammaticale peut donc prendre des formes diverses, selon les caractéristiques du pro-
blème étudié. En tant que domaine de recherche, l’inférence grammaticale est ainsi liée à de nombreux
autres domaines : apprentissage automatique, théorie des langages formels, traitement automatique du
langage naturel, reconnaissance de motifs et bioinformatique. Une part importante des travaux porte uni-
quement sur les langages réguliers, ou des sous-classes de ceux-ci (voir [44]). DE LA HIGUERA [39]
distingue les cinq sous-domaines suivants, qui font l’objet de recherches en inférence grammaticale :
• L’inférence inductive est définie de manière très générale comme l’identification d’une fonction à
partir des valeurs de celle-ci. ANGLUIN et SMITH soulignent la différence entre inférence inductive
et apprentissage :
“Il est important de ne pas confondre inférence inductive et apprentissage, même si l’in-
duction peut être utilisée en apprentissage. Selon le dictionnaire Webster “apprendre”
consiste à acquérir de la connaissance, de la compréhension, de l’instruction ou de l’ex-
périence”, ou plus généralement “devenir capable de”. En comparaison, “l’induction”
est définie comme “l’acte, le processus ou le résultat d’une étape de raisonnement de la
partie vers le tout, du particulier au général, ou de l’individuel à l’universel”. [8]
L’inférence grammaticale par induction peut être vue elle-même comme une instance de l’infé-
rence inductive, dans laquelle les phrases du langage sont les parties (valeurs de la fonction) qui
doivent être généralisées sous forme d’une grammaire représentant le langage complet (la fonc-
tion à trouver). L’inférence inductive peut être considérée comme le cadre le plus large dans lequel
l’inférence grammaticale peut avoir lieu. Le modèle de référence dans ce contexte est le modèle
défini par GOLD dans [50], dont nous détaillons les caractéristiques dans ce chapitre et sur lequel
sont basés tous les résultats que nous proposons.
• L’inférence polynomiale. L’efficacité étant une question essentielle de tout problème algorith-
mique, un grand nombre de travaux portent sur l’existence (ou l’inexistence) d’algorithmes d’ap-
prentissage de complexité polynomiale. Cette question est bien entendu liée au modèle choisi,
et amène elle-même à la définition de modèles d’apprentissages spécifiques (par exemple [38]).
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Comme l’inférence est un problème généralement très complexe, l’apprenabilité en temps poly-
nomial ne s’applique qu’à des classes de langages très restreintes (sous-classes de langages régu-
liers/automates déterministes).
• L’apprentissage actif concerne l’ajout dans le processus d’apprentissage de la possibilité d’effec-
tuer des requêtes à un oracle. Différents types de requêtes sont envisageables (voir [6], [7]). Cette
aide à l’apprentissage permet d’élargir le champ des langages apprenables de manière significative.
Le nombre de requêtes apparaît dans ce cadre en tant que paramètre supplémentaire du processus,
qu’il convient de minimiser.
• Le modèle PAC1 proposé par Valiant dans [108] est utilisé comme modèle d’apprentissage sta-
tistique. Dans ce cas, le fait qu’il ne soit pas nécessaire d’obtenir un résultat exact est supposé
faciliter l’apprentissage. Cependant peu de résultats positifs ont été obtenus en inférence gramma-
ticale [39].
• Le modèle PAC simplifié est (comme son nom l’indique) une simplification du modèle PAC de
Valiant, qui a notamment pour avantage de permettre l’apprentissage des automates déterministes
([84]).
La mise en œuvre d’une forme d’apprentissage par la machine suppose en premier lieu que le concept
d’apprentissage lui-même soit défini de manière formelle. Cette formalisation est l’objet de l’article de
référence de GOLD (publié en 1967), [50]. Celui-ci y propose plusieurs versions du modèle, qui ont
toutes en commun de définir comme critère de succès (c’est-à-dire d’apprenabilité) l’identification à la
limite2.
Le principe de l’identification à la limite est la convergence : à partir d’une séquence infinie d’élé-
ments qui caractérisent le langage à deviner, l’apprenant émet des hypothèses. Ces hypothèses prennent
la forme d’une grammaire, censée correspondre au langage observé jusqu’alors par l’apprenant. Comme
l’énumération est infinie, l’apprenant répond lui aussi sous forme d’une séquence infinie de grammaires
hypothèses. Finalement, l’apprentissage est réussi si, à partir d’un certain point, l’apprenant émet tou-
jours la même hypothèse (convergence), et que celle-ci correspond bien au langage attendu. Le fait que
l’apprenant ignorera toujours s’il a atteint ou non la solution est un aspect important de ce formalisme.
GOLD en donne la justification d’ordre linguistique suivante : “une personne ne sait jamais si elle parle
correctement un langage : il y a toujours la possibilité qu’elle découvre que sa grammaire comporte une
erreur. Mais on peut garantir qu’un enfant peut apprendre une langue naturelle.” [50].
Dans [50], GOLD propose en fait plusieurs modèles d’apprentissage, ou plus exactement plusieurs
versions du modèle d’identification à la limite. Ces versions se distinguent principalement par la méthode
de présentation de l’information d’une part, et la relation de dénomination des langages d’autre part.
1Probably Approximately Correct.
2On peut noter cependant que Gold n’a pas introduit ce concept (il cite notamment lui-même [2]). Selon COSTA FLORÊNCIO
[35], le premier travail formel dans cette direction serait celui de Moore [68].
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Il y a deux méthodes de présentation : la présentation par texte, avec laquelle l’apprenant ne dispose
que des exemples positifs, c’est-à-dire les éléments du langage uniquement. Avec la seconde méthode
de présentation, dite présentation complète ou présentation par informateur, l’apprenant dispose à la
fois des exemples positifs et négatifs. Cela signifie que chaque exemple donné est accompagné d’une
information indiquant si celui-ci appartient au langage décrit ou non. Cette forme d’apprentissage est
très peu utilisée pour plusieurs raisons :
• Il est communément admis dans la communauté linguistique que les enfants acquièrent le langage
quasiment uniquement à partir d’exemples positifs (voir par exemple [88], [65]). En particulier
l’enfant utilise très peu les éventuelles corrections indiquées par son entourage. Ce point constitue
un argument pour n’utiliser que la présentation par texte si l’on souhaite modéliser (ou approcher)
l’acquisition de la langue par l’enfant.
• GOLD démontre qu’il est possible d’apprendre des classes de langages très larges par présentation
complète : si l’ensemble des langages récursifs n’est pas apprenable même dans ce cas, la classe
des langages primitifs récursifs (qui contient notamment tous les langages contextuels) l’est. Ceci
peut être vu comme un argument contre l’apprentissage par présentation complète, au sens où cet
apprentissage semble “trop facile”. Le fait qu’une classe de langages aussi complexe soit appre-
nable de manière triviale semble en effet indiquer que le modèle est inadapté.
• Enfin, si l’on souhaite que le modèle d’apprentissage puisse avoir un minimum d’applications
dans le monde réel, il est clair que la présentation complète est un obstacle de taille : il est en effet
difficilement envisageable en pratique d’obtenir des données négatives (et a fortiori les données
négatives complètes) pour un langage.
Pour toutes ces raisons, le modèle de GOLD est souvent assimilé à sa version “présentation par texte”.
De même, tous les résultats que nous proposons par la suite sont aussi obtenus dans ce cadre.
La relation de dénomination des langages est le moyen d’associer un “nom” à un langage. Typique-
ment ces “noms de langages” sont des grammaires, ce que note GOLD dans son article. Deux types de
relation sont considérées, le testeur et le générateur. Un testeur est un algorithme qui répond au pro-
blème de l’appartenance d’un objet au langage, tandis qu’un générateur est un algorithme qui énumère
l’ensemble des phrases du langage. Un testeur existe si et seulement si le langage est récursif, et un
générateur existe si et seulement si le langage est récursivement énumérable. Ainsi cette caractéristique
dépend totalement de la classe de langages considérée, et n’a par conséquent aucune incidence sur la
définition du modèle lui-même. On verra néanmoins dans ce chapitre (partie 2.3.2) que la restriction aux
langages récursifs facilite grandement la caractérisation de langages apprenables.
La principale difficulté de l’apprentissage à partir d’exemples positifs est la surgénéralisation. La
surgénéralisation est l’erreur qui consiste à trop généraliser (extrapoler) à partir des données fournies,
comme l’indique SAKAKIBARA dans [93] : “Le problème est d’éviter la surgénéralisation, ce qui signi-
fie inférer un langage qui est un sur-ensemble strict du langage inconnu.” Par exemple, on peut supposer
que la séquence 3, 5, 7, x décrit l’ensemble des nombres impairs supérieurs à 2, et en déduire que x aura
pour valeur 9. Mais s’il s’avère que x est 11, la séquence représentant en fait les nombres premiers
strictement supérieurs à 2, alors il y a eu surgénéralisation : l’ensemble des nombres représenté est un
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sous-ensemble (strict) de l’ensemble qu’on a proposé. Comme on ne dispose que d’exemples positifs,
il n’y aura jamais de contre-exemple dans la séquence permettant de corriger l’erreur. Bien entendu, la
généralisation est indispensable dans le processus d’apprentissage. En effet, une méthode d’apprentis-
sage “trop prudente” qui ne généraliserait jamais ne ferait pas véritablement un apprentissage, au sens
d’une découverte de quelque chose de nouveau : il s’agirait simplement d’une sorte de compilation des
exemples proposés. Surtout, il est évident qu’une telle méthode serait incapable d’identifier un langage
infini.
Sauf cas particuliers, la généralisation doit donc bien être utilisée au cours de l’apprentissage. La
question qui se pose d’un point de vue algorithmique est : quand faut-il généraliser ? (ou quand faut-il
ne pas généraliser, selon ce qu’on considère comme étant l’action par défaut). Mais avant de se poser
cette question, il faut s’assurer qu’il est possible de savoir quand généraliser, car lorsqu’on ne dispose
pas d’exemples négatifs on n’a aucun indice sur la position de la frontière du langage à deviner. C’est
précisément ce point qui pose problème au départ avec l’identification à la limite à partir d’exemples
positifs : GOLD constate immédiatement après avoir défini son modèle que même les classes de langages
qu’on croyait simples (les langages réguliers, voir exemple 2.2) ne sont pas apprenables, parce qu’on ne
peut pas savoir quand [ne pas] généraliser.
La caractérisation de classes de langages apprenables passera donc d’abord par l’étude des cas où
cette question peut être résolue. C’est seulement au début des années 1980 qu’ANGLUIN apporte au
modèle de GOLD ses premiers résultats positifs : dans [5], elle propose de “considérer le cas parti-
culier d’inférence à partir d’exemples positifs qui évite la surgénéralisation [et donne] des conditions
suffisantes pour cela.” Le critère proposé par ANGLUIN, basé sur les ensembles révélateurs, a donné
lieu à de nombreuses utilisations ou extensions démontrant finalement la richesse du modèle de GOLD.
L’une des propriétés dérivées de ce premier résultat positif est l’élasticité finie proposée par WRIGHT,
elle-même réutilisée avec succès par SHINOHARA dans la propriété de densité finie bornée.
Ce chapitre propose un panorama du modèle de GOLD, à travers les définitions et principaux résultats
“d’apprenabilité générale” dans ce modèle, c’est-à-dire les résultats qui ne relèvent pas d’un formalisme
particulier. Tous les théorèmes et propositions sont accompagnés de leur démonstration de manière à
fournir au lecteur une vision complète de chaque résultat, notamment du point de vue algorithmique. On
utilisera en effet beaucoup certaines propriétés, comme l’élasticité finie, pour démontrer qu’une classe
de langages est apprenable : les démonstration de la partie 2.4.1 décrivent un algorithme “universel”
d’apprentissage pour les classes possédant cette propriété.
2.2 Définition et conséquences immédiates
2.2.1 Terminologie
2.2.1.1 Langages et objets
Dans la littérature du domaine, la définition du langage est fréquemment réduite à un ensemble de
phrases, chaque phrase étant une simple séquence finie de mots du vocabulaire. C’est notamment le
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cas dans [50], [5] et [61] : un langage y est défini comme un sous-ensemble de l’ensemble de toutes les
séquences finies d’éléments d’un vocabulaire fixé. Néanmoins, il apparaît judicieux de ne pas se contenter
d’un telle définition pour plusieurs raisons : d’une part, certains travaux ultérieurs (notamment celui de
KANAZAWA [60]) montreront que l’utilisation, dans le modèle de GOLD, de structures plus complexes
que les phrases est tout aussi cohérente et surtout très utile. D’autre part, sur le plan linguistique, on peut
envisager différents niveaux de représentation de la phrase, plus ou moins riches en informations.
Il n’y a donc aucune raison de limiter le modèle d’apprentissage à cette description naïve du langage.
C’est pourquoi nous utiliserons dans cette partie le terme abstrait objets pour désigner les éléments d’un
langage, quelle qu’en soit la forme. Selon les cas, ces objets pourront désigner de simples séquences
de mots (phrases), mais aussi des structures spécifiques plus ou moins complexes (voir partie 3.2). Les
langages sont donc simplement définis comme des ensembles (potentiellement infinis) d’objets. En pra-
tique, on imposera souvent aux langages la contrainte supplémentaire d’être récursifs (ce qui sera précisé
explicitement dans ce chapitre).
2.2.1.2 Apprenant et apprenabilité
Tous les ensembles dont il est question ci-dessous peuvent être infinis, sauf précision contraire expli-
cite. Par analogie avec l’apprentissage humain, on parlera d’apprenant3 pour désigner le “mécanisme”
dont la tâche est de fournir une représentation grammaticale d’un langage décrit seulement par les objets
qui le composent. Dans le cas de l’apprentissage par la machine, l’apprenant est une fonction d’appren-
tissage, et si cette fonction est calculable on parle aussi d’algorithme d’apprentissage (voir définition
ci-dessous).
Une classe de langages est un ensemble de langages fixé, parfois aussi appelé famille de langages
(par exemple dans [61]). Généralement il s’agit d’un ensemble de langages partageant une propriété par-
ticulière. Dans la suite on utilisera beaucoup les termes apprenable et apprenabilité : l’apprenabilité
d’une classe de langages désigne son aptitude à être apprise selon la définition 2.1 ci-dessous. On trouve
aussi dans la littérature différents termes désignant le caractère apprenable d’une classe de langages :
inférable, identifiable [à la limite] ou acquiérable (le terme acquisition fait cependant plus souvent réfé-
rence à l’apprentissage humain du langage).
2.2.2 Définition
Rappelons d’abord qu’un système de grammaires est spécifié par un triplet 〈U ,G,M〉, dans lequel
U est un ensemble d’objets, G un ensemble de grammaires et M une fonction qui associe à chaque
grammaire de G un sous-ensemble de U (définition 1.13).
Dans un système de grammaires 〈U ,G,M〉, une fonction d’apprentissage est une fonction partielle
φ qui associe à des séquences finies non-vides d’objets de U des grammaire de G :
3En anglais learner.




Uk 7→ G ,
où Uk désigne l’ensemble des séquences d’éléments de U de longueur k.
Dans le modèle de GOLD [50], une séquence infinie d’objets est présentée à l’apprenant, qui doit alors
“deviner” le langage ainsi énuméré. À chaque nouvel exemple, l’apprenant doit proposer une hypothèse
sous forme d’une grammaire. Il y a convergence si au bout d’un nombre fini d’exemples l’hypothèse de
l’apprenant n’est plus modifiée. Si de plus cette dernière grammaire correspond au langage correct, alors
l’apprentissage est réalisé avec succès. Ce critère de succès est décrit formellement dans la définition
suivante :
Définition 2.1 (Identification à la limite). Soit 〈U ,G,M〉 un système de grammaires, φ une fonction
d’apprentissage et L ⊆ U un langage. Soit 〈a0, a1, a2, . . .〉 une séquence infinie d’objets de U , telle que
a ∈ { ai | i ∈ N } si et seulement si a ∈ L4.
φ converge vers G s’il existe n ∈ N tel que pour tout i ≥ n Gi = φ(〈a1, a2, . . . , ai〉) est définie et
Gi = G.
φ apprend un langage L si, pour toute énumération de L, φ converge vers une grammaire G telle que
M(G) = L.
Une classe de langages L ⊆ P(U) est dite apprenable s’il existe une fonction d’apprentissage φ telle
que φ apprend L pour tout langage L ∈ L.
On voit dans cette définition que la séquence d’exemples a quelques caractéristiques notables :
• Elle ne contient que des exemples positifs, c’est-à-dire des éléments du langage. La fonction d’ap-
prentissage n’a donc aucune information extérieure au langage, ce qui constitue la principale dif-
ficulté de cette forme d’apprentissage.
• La séquence d’exemples est supposée ne comporter aucune erreur5.
• La séquence d’exemples est une énumération du langage : tous les objets du langage doivent
obligatoirement y apparaître. Ceci est possible y compris pour les langages infinis, parce que la
séquence d’exemples est infinie.
• Les exemples peuvent apparaître dans un ordre quelconque dans la séquence, et éventuellement
plusieurs fois (ce qui permet notamment d’énumérer indéfiniment un langage fini). Le modèle
n’impose pas que la fonction d’apprentissage donne le même résultat pour deux séquences diffé-
rentes contenant un même ensemble d’exemples.
• La séquence n’est pas vide, ce qui suppose que le langage non plus. On s’intéressera uniquement
aux langages non vides, le langage vide ne présentant strictement aucun intérêt à apprendre6 .
Dans ce modèle, la convergence d’une fonction d’apprentissage n’a d’intérêt que si elle s’applique
à un ensemble de langages, et non à un seul langage. En effet, d’après la définition ci-dessus, on voit
4Cette séquence est donc une énumération de L.
5Ce qui limite les applications potentielles : ce modèle est par définition inadapté aux données bruitées.
6Si nécessaire, le langage vide peut aisément faire l’objet d’un cas particulier, reconnaissable précisément à son énumération
vide.
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bien que ce dernier cas est trivial : il existe toujours une fonction capable d’apprendre un seul langage,
puisqu’il suffit qu’elle soit définie de manière à toujours renvoyer la même grammaire (une grammaire
du langage en question). Intuitivement, plus la classe de langages est grande, plus il est difficile de
reconnaître un langage précis dans cette classe.
2.2.2.1 Apprenabilité des classes de grammaires
On parlera parfois dans la suite de l’apprenabilité de classes de grammaires : il s’agit d’une sim-
plification pour parler des classes de langages correspondant aux grammaires de cette classe. Dans le
système de grammaires 〈U ,G,M〉, une classe de grammaires G0 ⊆ G est dite apprenable si et seulement
si la classe de langages
L = { L ⊆ U | il existe une grammaire G ∈ G0 telle que M(G) = L }
est apprenable.
Lorsqu’on s’intéresse à l’apprenabilité de grammaires, il ne faut pas oublier que le succès de l’ap-
prentissage est défini comme la convergence vers une grammaire représentant le langage correct. Sauf
cas particulier, il peut y avoir plusieurs grammaires ayant le même langage dans une classe G0. Par
conséquent l’apprenabilité de G0 ne permet pas d’affirmer que pour toute grammaire G ∈ G0 et toute
énumération du langage de celle-ci la fonction d’apprentissage converge vers G.
2.2.2.2 Apprentissage effectif / non effectif
Le fait qu’une fonction d’apprentissage ne soit pas nécessairement une fonction totale signifie que
l’apprenant n’est pas “obligé de répondre” à chaque étape de l’énumération. Cependant il est évident
qu’il ne peut y avoir convergence si la fonction d’apprentissage ne répond jamais. La fonction d’appren-
tissage peut même ne pas être calculable (autrement dit la fonction est non récursive), on parle alors
d’apprenabilité non effective :
Définition 2.2 (Apprenabilité effective). Une classe de langages L est non effectivement apprenable s’il
existe une fonction d’apprentissage qui apprend L. Une classe de langages L n’est pas non effectivement
apprenable s’il n’existe pas de telle fonction.
Une classe de langages L est (effectivement) apprenable s’il existe une fonction calculable d’appren-
tissage qui apprend L. Une classe de langages L n’est pas effectivement apprenable s’il n’existe pas de
telle fonction.
On voit bien ici que l’apprenabilité effective implique l’apprenabilité non effective. Par la suite
on s’intéressera uniquement à l’apprentissage effectif7, bien que les résultats négatifs d’apprenabilité
présentés soient en fait des résultats négatifs d’apprenabilité non effective (c’est-à-dire que dans ce
cas il n’existe aucune fonction d’apprentissage, pas seulement de fonction d’apprentissage calculable).
7Lorsque cela ne présente pas d’ambiguité, nous parlerons donc simplement d’apprenabilité au lieu d’apprenabilité effec-
tive.Voir les travaux d’OSHERSON, STOB et WEINSTEIN [83] sur l’apprenabilité non effective.
CHAPITRE 2 — Inférence grammaticale : le modèle de Gold 47
Lorsque la fonction d’apprentissage est calculable on parle aussi d’algorithme d’apprentissage. L’en-
semble de toutes les classes de langages effectivement apprenables est généralement noté TxtEx dans la
littérature.
2.2.2.3 Apprentissage par énumération
L’apprentissage par énumération est une méthode générale qui consiste à faire une recherche systé-
matique dans l’ensemble des grammaires possibles, jusqu’à en trouver une qui engendre les exemples
vus jusqu’alors et la renvoyer comme hypothèse. Cette méthode ne permet de réaliser l’apprentissage
correct dans le modèle de GOLD que si les conditions suivantes sont remplies :
• Il existe un moyen d’énumérer l’ensemble des grammaires correpondant aux langages possibles.
• Il existe un moyen de vérifier qu’un objet appartient au langage d’une grammaire proposée comme
hypothèse.
• Pour toute hypothèse fausse proposée (c’est-à-dire ne correspondant pas exactement au langage
à deviner), il y a dans la suite de la séquence d’objets un ensemble fini d’objets qui montre cette
erreur.
L’erreur qui consiste seulement pour la grammaire hypothèse à ne pas générer tout le langage est aisé-
ment repérable, puisqu’un objet appartenant au langage cible mais pas à celui de la grammaire apparaîtra
tôt ou tard dans la séquence. Mais la dernière condition doit surtout servir à éviter la surgénéralisation,
c’est-à-dire le fait que le langage de la grammaire hypothèse soit un sur-ensemble strict du langage cible.
Il faut par conséquent éviter de proposer un langage qui soit un sur-ensemble strict du langage cible. Ceci
est possible par exemple si l’énumération peut être faite selon un ordre qui garantit que si une grammaire
G′ apparaît après G, alors le langage de G′ n’est pas inclus strictement dans celui de G.
L’énumération n’est pas une méthode d’apprentissage universelle, parce qu’il existe des classes de
langages apprenables qui ne sont pas apprenables par énumération. COSTA FLORÊNCIO donne l’exemple
suivant [35] :
Exemple 2.1 (Classe de langages apprenable mais non apprenable par énumération). Soit le système de
grammaires 〈N,N, f〉, où f est une fonction qui à tout n ∈ N associe le langage Ln = {n, n + 1, n +
2, . . .} (les grammaires sont de simples indices).
Soit L la classe constituée de tous les Ln : L = { Ln | n ∈ N }.
Il existe une fonction φ qui apprend L : pour toute séquence finie d’éléments de N, φ renvoie le
minimum parmi ces nombres.
Mais L n’est pas apprenable par énumération, parce qu’une énumération des grammaires par ordre
croissant provoquerait une surgénéralisation, tandis qu’une énumération par ordre décroissant est claire-
ment impossible.
On parle néanmoins parfois d’algorithme d’apprentissage universel pour désigner un algorithme qui
effectue une telle forme de recherche systématique, par opposition aux algorithmes utilisant des proprié-
tés spécifiques de la classe de langages pour générer une hypothèse seulement à partir des exemples. Il
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s’agit là d’un abus de langage, puisque la classe de tous les langages apprenables n’est pas uniformément
apprenable (voir la partie 2.4.1).
2.2.3 Conséquences immédiates
Dans cette partie nous proposons de décrire les propriétés qui découlent directement de la définition
du modèle. La plupart de ces propriétés ont été découvertes par GOLD. La première propriété ci-dessous
est triviale :
Proposition 2.1. Soit L une classe de langage apprenable. Pour toute classe de langages L′ telle que
L′ ⊆ L, L′ est aussi apprenable.
Par contraposée, si une classe n’est pas apprenable alors toute classe qui la contient (super-classe) ne
l’est pas non plus.
2.2.3.1 Point limite
Cette définition de l’identification à la limite a d’importantes conséquences immédiates, démontrées
par GOLD dans [50]. La première est un résultat positif pour les langages finis.
Proposition 2.2 (GOLD). La classe des langages de cardinalité finie est apprenable.
Il suffit dans ce cas que l’apprenant ajoute un par un les exemples présentés à la grammaire hypothèse.
Comme le langage est fini et que tous ses éléments sont présents dans la séquence d’exemples, la fonction
d’apprentissage converge dès que le langage a été énuméré en totalité8.
En revanche la seconde conséquence de la définition du modèle est un résultat négatif : toute classe
de langages contenant tous les langages finis et au moins un langage infini n’est pas apprenable. Il s’agit
en fait d’une conséquence du théorème plus général concernant l’existence d’un point limite9 :
Théorème 2.1 (Point limite). Un langage L∞ ∈ L est un point limite pour une classe de langages L s’il
existe une séquence infinie 〈L0, L1, L2, . . .〉 de langages dans L telle que




Si la classe de langages L a un point limite, alors L n’est pas apprenable.
On peut grossièrement résumer la preuve de ce théorème de la manière suivante : supposons qu’il
existe une fonction d’aprentissage qui apprend L et qu’on lui présente des éléments du langage L1, puis
des éléments du langage L2, et ainsi de suite à l’infini. A chaque étape n, la fonction d’apprentissage doit
choisir entre le langage Ln et le langage L∞ et ne dispose d’aucun indice pour cela : si elle choisit Ln
(méthode prudente), elle n’atteindra jamais L∞, donc ne converge pas vers le bon langage dans le cas
8La manière de construire une telle grammaire dépend de la relation qui relie les grammaires aux langages. Dans le cas des
langages récursifs, on peut voir cette propriété comme une conséquence évidente de l’élasticité finie (voir proposition 2.3).
9Le terme point limite étant dû à KAPUR [61].
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d’une énumération de L∞. A l’inverse, si à l’étape n la fonction renvoie comme hypothèse le langage
L∞ (généralisation), alors elle ne peut pas apprendre Ln. Par conséquent il est impossible d’apprendre
une classe contenant un tel ensemble de langages.
Un point limite est en fait un cas particulier de point d’accumulation (voir définition 2.5). On peut
donc se baser sur la démonstration de la proposition 2.6 pour obtenir une preuve formelle du théorème
du point limite.
Exemple 2.2 (Point limite pour les langages réguliers). Pour tout n ≥ 1 on définit Ln = { xi | i ≤ n }
comme le langage des chaînes de x de longueur inférieure ou égale à n, avec x ∈ Σ. Soit L∞ = x∗ le
langage de toutes les chaînes de x, et L une classe de langages contenant tous les Ln (n ∈ N) ainsi que
L∞.
On voit que Ln+1 = Ln ∪ {xn+1} pour tout n, donc Ln ⊂ Ln+1. De plus tout langage Ln est inclus
(strictement) dans L∞, qui est par conséquent un point limite pour L. Donc L n’est pas apprenable.
Les langages { Ln | n ∈ N } et L∞ définis dans l’exemple ci-dessus sont tous réguliers, ce qui
amène à un corollaire important du théorème 2.1 : ces langages étant réguliers, toutes les classes de la
hiérarchie de CHOMSKY les contiennent, et ne sont par conséquent pas apprenables. Le fait que même la
classe la plus simple de la hiérarchie de CHOMSKY, celle des langages réguliers, ne soit pas apprenable
dans le modèle de GOLD a longtemps constitué un obstacle majeur au développement du modèle. Le
modèle d’identification à la limite à partir d’exemples positifs était alors considéré comme inadapté, car
trop contraignant. GOLD lui-même notait : “Cependant, les résultats présentés dans la dernière section
montrent que seule la classe de langages la plus triviale considérée10 est apprenable à partir d’exemples
positifs[..].”
Il est souvent question dans la littérature du domaine de classes de langages triviales (ou non triviales)
à apprendre. Étant donné les principales caractéristiques du modèle de GOLD vues ci-dessus, on peut
considérer de manière informelle qu’une classe de langages est non triviale (pour l’apprentissage) si
elle comporte au moins un nombre infinis de langages, dont certains sont infinis. Il est clair que si ces
conditions ne sont pas remplies la classe est apprenable11 , et accessoirement ne présente pas grand intérêt
du point de vue de sa structure.
2.3 Caractérisation des classes de langages apprenables
L’étude de l’apprenabilité dans le modèle de GOLD peut bien sûr être faite au cas par cas, en ob-
servant un système de grammaires particulier pour y découvrir un algorithme d’apprentissage, ou au
contraire une propriété qui montre la non apprenabilité (comme un point limite). Il est cependant plus
avantageux de rechercher les propriétés intrinsèques du modèle qui rendent possible ou impossible l’ap-
prentissage, aussi bien pour des raisons pratiques (appliquer un théorème général est plus rapide que de
10Il s’agit de la classe des langages de cardinalité finie.
11Le fait qu’une classe ne contenant qu’un nombre fini de langages est apprenable peut être vu comme une conséquence de
l’élasticité finie (voir proposition 2.3).
50 CHAPITRE 2 — Inférence grammaticale : le modèle de Gold
le démontrer entièrement sur plusieurs cas particuliers), que théoriques (comprendre les mécanismes du
modèle indépendamment d’une de ses instances particulières).
La recherche de caractéristiques qui distinguent les classes de langages apprenables des non appre-
nables a donc été le principal objet des travaux sur le modèle de GOLD. On s’intéresse surtout à dégager
des conditions nécessaires et/ou suffisantes qui garantissent l’apprenabilité.
2.3.1 Séquences de verrouillage
BLUM et BLUM montrent une première propriété12 des langages apprenables dans [20], à savoir
l’existence dans toute énumération d’un tel langage d’une séquence de verrouillage.
Proposition 2.3 (Séquence de verrouillage). Si L est un langage tel qu’il existe une fonction d’apprentis-
sage φ qui converge vers L pour toute énumération de L, alors il existe une séquence finie 〈a0, . . . , an〉
telle que
• {a0, . . . , an} ⊆ L,
• et pour toute séquence finie 〈b0, . . . , bm〉 telle que {b0, . . . , bm} ⊆ L on a φ(〈a0, . . . , an〉) =
φ(〈a0, . . . , an, b0, . . . , bm〉).
Une telle séquence est appelée une séquence de verrouillage de L pour φ.
Démonstration. Supposons qu’il n’existe pas de séquence de verrouillage : pour toute séquence finie
〈a0, . . . , an〉 telle que {a0, . . . , an} ⊆ L il existe une séquence finie 〈b0, . . . , bm〉 telle que
φ(〈a0, . . . , an〉) 6= φ(〈a0, . . . , an, b0, . . . , bm〉).
Soit 〈si〉i∈N une énumération infinie de L. On construit par induction une seconde séquence infinie
〈ui〉i∈N qui énumère L, pour laquelle φ ne converge pas (ce qui constitue une contradiction) :
• Étape 0. Soit u0 = s0, et l’indice i0 est initialisé à 0.
• Étape n + 1. Les objets u0, . . . , uin ont été définis dans les étapes précédentes. Par construction
{u0, . . . , uin} ⊆ L, donc d’après notre hypothèse il existe une séquence 〈b0, . . . , bm〉 telle que
bj ∈ L pour tout j et φ(〈u0, . . . , uin〉) 6= φ(〈u0, . . . , uin , b0, . . . , bm〉). Soit uin+1+j = bj pour
tout 0 ≤ j ≤ m, et uin+m+2 = sn+2. L’indice in+1 est fixé à in +m+ 2.
La séquence 〈ui〉i∈N est une énumération de L puisque par construction L = {si|i ∈ N} ⊆
{ui|i ∈ N} ⊆ L. Or φ ne peut converger sur cette séquence car pour tout n φ(〈u0, . . . , uin〉) 6=
φ(〈u0, . . . , uin+1−1〉).
Remarque : Si 〈a0, . . . , an〉 est une séquence de verrouillage de L pour φ, alors toute séquence finie
〈a0, . . . , an, b0, . . . , bm〉 d’éléments de L l’est aussi.
Corollaire 2.1 (BLUM et BLUM). Soit φ une fonction qui apprend la classe de langages L ⊆ P(U)
dans le système de grammaires 〈U ,G,M〉. Pour tout L ∈ L, il existe une séquence de verrouillage
〈a0, . . . , an〉 de L pour φ telle que M(φ(〈a0, . . . , an〉)) = L.
12La formulation de la preuve de la proposition 2.3 proposée ci-dessous est tirée de [60].
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Démonstration. φ apprend L, donc φ converge pour toute énumération de L. D’après la proposition 2.3,
il existe une séquence de verrouillage 〈a0, . . . , an〉 de L pour φ. Soit 〈bi〉i∈N une énumération infinie
de L telle que ai = bi pour tout i ≤ n : cette énumération de L existe puisque {a0, . . . , an} ⊆ L. Se-
lon la propriété des séquences de verrouillage (proposition 2.3), pour tout i ≥ n : φ(〈b0, . . . , bi〉) =
φ(〈a0, . . . , an〉). Comme φ apprend L et que L ∈ L, φ converge vers une grammaire G telle que
M(G) = L, par conséquent M(φ(〈a0, . . . , an〉)) = L.
L’existence d’une séquence de verrouillage dans une énumération est donc une condition nécessaire
pour la convergence de la fonction d’apprentissage vers le langage correct. Cette condition a pour incon-
vénient de porter sur les énumérations des langages, ce qui la rend relativement difficile à utiliser.
2.3.2 Ensembles révélateurs (théorème d’ANGLUIN)
Dans le cadre de l’apprentissage à partir d’exemples positifs, on a vu que le principal obstacle à
franchir est d’éviter la surgénéralisation. Les résultats présentés ci-dessous vont dans le sens d’une re-
cherche de conditions qui garantissent la possibilité de ne pas faire de surgénéralisation. La première
étape de cette recherche a été accomplie par ANGLUIN, à travers ce qu’elle nomme les ensembles révé-
lateurs (tell-tale sets, [5]). Elle obtient, à l’aide de son théorème présenté ci-dessous, le premier résultat
important d’apprenabilité sur les langages de motifs (pattern languages) [4].
On peut décrire sommairement le principe des ensembles révélateurs de la façon suivante : il faut
que chaque langage dans la classe ait une sorte de “signature” qui le distingue de tous les langages dont
il est un sur-ensemble strict. Ainsi, lorsque cette signature apparaît dans la séquence d’exemples, on peut
proposer le langage en question sans risque de surgénéralisation.
2.3.2.1 Définitions
Définition 2.3 (Ensemble révélateur (ANGLUIN)). Soit L une classe de langages. Un ensemble fini non
vide13 d’objets D est un ensemble révélateur du langage L ∈ L si D ⊆ L et pour tout langage L′ ∈ L :
L′ ⊂ L⇒ D * L′
Il est utile de noter que si T est un ensemble révélateur de L, alors tout ensemble fini T ′ tel que
T ⊆ T ′ ⊆ L est aussi un ensemble révélateur de L.
Proposition 2.4. Soit φ une fonction qui apprend la classe de langages L. Si 〈a0, . . . , an〉 est une sé-
quence de verrouillage du langage L ∈ L pour φ, alors {a0, . . . , an} est un ensemble révélateur de L
dans L.
Démonstration. (Par l’absurde) Supposons que {a0, . . . , an} ne soit pas un ensemble révélateur de L.
Alors il existe un langage L′ ∈ L tel que {a0, . . . , an} ⊆ L′ ⊂ L. Soit 〈bi〉i∈N une énumération infinie
13La définition d’origine n’impose pas cette contrainte. Elle est cependant naturelle dans la mesure où on s’intéresse ici à
des langages non vides. En effet, il existe toujours un ensemble révélateur D non vide si l’ensemble vide est révélateur de L,
puisqu’alors il n’existe aucun L′ ⊂ L. On peut donc prendre n’importe quel x ∈ L comme unique élément de D.
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de L′ telle que ai = bi pour tout i ≤ n (cette énumération existe, puisque {a0, . . . , an} ⊆ L′). Comme
{a0, . . . , an} est une séquence de verrouillage de L pour φ, d’après la proposition 2.3 φ(〈b0, . . . bi〉) =
L 6= L′ pour tout i ≥ n. Or L′ ∈ L et 〈bi〉i∈N est une énumération de L′, donc φ n’apprend pas la classe
L, ce qui constitue une contradiction.
Le théorème central d’ANGLUIN présenté ci-dessous s’applique seulement à des familles indexées
de langages récursifs14 . Cette restriction reste très raisonnable : elle impose simplement d’une part que
la classe de langages soit récursivement énumérable, et d’autre part que les langages soient récursifs (en
d’autres termes que le problème de l’appartenance soit décidable). Nous proposons une définition de
“famille indexée” utilisant l’énumérabilité des grammaires représentant les langages (comme dans [60],
[35]), plutôt que l’énumérabilité des langages eux-mêmes (comme c’est le cas dans la définition d’origine
[5], les grammaires étant alors de simples indices). Les deux versions sont équivalentes. Rappelons aussi
qu’on ne s’intéresse ici qu’aux langages non vides.
Définition 2.4 (Famille indexée de langages). Soit 〈U ,G,M〉 un système de grammaires et G0 ⊂ G un
ensemble récursivement énumérable de grammaires.
La classe de langages L = {L =M(G) |G ∈ G0 } est une famille indexée de langages récursifs s’il
existe une fonction calculable f : G × U 7→ {0, 1} telle que f(G,x) = 1 si x ∈ M(G) et f(G,x) = 0
sinon, pour tout G ∈ G0 et tout x ∈ U .
2.3.2.2 Algorithmes d’énumération d’un ensemble fini
Le théorème central d’ANGLUIN, présenté ci-dessous, repose sur l’existence d’un algorithme (calcu-
lable) d’énumération d’un ensemble fini. Comme on peut le constater dans la preuve du théorème, il n’est
pas nécessaire15 que cet algorithme “signale la fin de l’énumération” (formulation utilisée par KAPUR
dans [61]). Dans [37], DE JONGH et KANAZAWA en donnent une version plus formelle : l’existence de
cet algorithme qui n’a pas besoin de signaler la fin de l’énumération équivaut à l’existence d’une fonc-
tion récursive à la limite, c’est-à-dire une fonction partielle ϕ : N 7→ N telle qu’il existe une fonction
récursive totale F : N2 7→ N telle que ϕ(x) ≃ lim
n→∞
F (x, n) (avec lim
n→∞
f(x, n) définie et égale à x si et
seulement si ∃m∀n ≥ m, f(n) ≃ x). On voit que la classe des fonctions récursives partielles est incluse
dans celle des fonctions récursives à la limite. Voir [37] pour plus de détails.
Nous proposons ici de considérer qu’un algorithme d’énumération d’un ensemble fini est un algo-
rithme prenant en entrée un indice n ∈ N et écrivant en sortie les n premiers éléments de l’énumération.
Afin de garantir à la fois que l’algorithme termine et que les valeurs en sortie sont définies quel que soit
n ∈ N, l’algorithme pourra renvoyer des éléments déjà sortis de l’ensemble fini. Cet algorithme effectue
donc simplement une énumération infinie d’un ensemble fini, avec pour contrainte de toujours prendre le
même ordre d’énumération : si pour un n donné le ième élément est x, alors le ième élément est toujours
x quel que soit n ≥ m.
14On parlera simplement de “famille indexée”.
15Cela est même impossible pour obtenir l’équivalence de ce théorème.
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2.3.2.3 Théorème d’ANGLUIN
Théorème 2.2 (ANGLUIN). Soit L ⊆ P(U) une famille indexée de langages récursifs dans le système
de grammaires 〈U ,G,M〉 :
L = {M(G) |G ∈ {G0, G1, G2, . . .} }
Il existe une fonction φ qui apprend L si et seulement s’il existe un algorithme calculable qui, pour
tout indice I tel que LI =M(GI) ∈ L énumère récursivement un ensemble révélateur DI de LI .
Démonstration. ⇒. Supposons qu’il existe une fonction φ qui apprend L. L est une famille indexée de
langages récursifs, donc étant donné un indice I il est possible d’énumérer le langage LI = M(Gi), et
aussi d’énumérer l’ensemble des séquences du langage. L’algorithme 2.1 effectue une recherche systé-
matique d’une séquence de verrouillage de LI , en utilisant la fonction EnumSequenceLangage(L, n)
qui renvoie la nème séquence de L.
EnumRevelateur(I ,n)
i← 0
S ← EnumSequenceLangage(GI , i)
R← S
j ← 0
Soit x un élément arbitraire de M(GI)
Tant que ( vrai) faire
S′ ← EnumSequenceLangage(GI , j)
Si (φ(S) = φ(S • S′)) Alors
j ← j + 1




S ← EnumSequenceLangage(GI , i)
R← R • S
Fin Si
Si (R contient plus de n éléments) Alors
Renvoyer les n premiers éléments de la séquence R
Fin Si
Fin Tant Que
ALG. 2.1 – Énumération d’un ensemble révélateur à partir d’une fonction d’apprentissage
D’après la proposition 2.3, une séquence de verrouillage de LI pour φ existe, donc il existe un i pour
lequel S = EnumSequenceLangage(GI , i) est une séquence de verrouillage. Ce i sera nécessairement
atteint, pour n suffisamment grand.
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À partir de cette étape, la condition φ(S) = φ(S•S′) sera toujours vraie (par définition de la séquence
de verrouillage) donc l’algorithme bouclera jusqu’à ce que le nombre de x ajoutés à R soit suffisant pour
que R contienne plus de n éléments (les x sont ajoutés uniquement pour compléter la séquence jusqu’à
n). Ainsi, quel que soit n, le nombre d’éléments distincts dans R est borné (autrement dit la fonction
énumère bien un ensemble fini). Les éléments de la dernière séquence S forment un ensemble révélateur
(d’après la proposition 2.4). Par conséquent R, la sortie de la fonction, est composée d’éléments de LI
contenant un ensemble révélateur, ce qui constitue bien un ensemble révélateur de LI pour φ.
⇐. Supposons qu’il existe un algorithme EnumRevel(I, n) qui, pour tout LI ∈ L énumère récur-
sivement un ensemble révélateur DI de LI . Alors l’algorithme 2.2 apprend16 la classe L.
φ(〈a0, . . . , an〉)
i← 0
E ← EnumRevel(i, n)
Tant que (i ≤ n et non({a0, . . . , an} ⊆ M(Gi) et E ⊆ {a0, . . . , an})) faire
i← i+ 1
E ← EnumRevel(i, n)
Fin Tant Que
Renvoyer Gi
ALG. 2.2 – Apprentissage d’une famille indexée à partir de l’ensemble révélateur
Soit L ∈ L et 〈ai〉i∈N une énumération de L. Dans la suite on note Li le langage M(Gi) (pour tout
i). Soit m le plus petit entier tel que Lm = L. Soit N le plus petit entier tel que
i. pour tout i < m tel que Lm \ Li 6= ∅, il existe x ∈ Lm \ Li tel que x ∈ {a0, . . . , aN},
ii. pour tout i < m tel que Lm ⊂ Li, EnumRevel(i,N) contient un ensemble révélateur complet de
Li,
iii. EnumRevel(m,N) ⊆ {a0, . . . , aN}, et
iv. N ≥ m.
Soit n ≥ N . Montrons que pour tout i < m la condition du Tant que est vraie, donc la boucle
continue. i ≤ n car i < m ≤ N ≤ n (iv). Si Lm \ Li 6= ∅, alors il existe x /∈ Li tel que x ∈
{a0, . . . , an} (i), donc la condition est vraie. Sinon, si Lm ⊂ Li, alors E = EnumRevel(i, n) contient
un ensemble révélateur complet Di de Li (ii), donc d’après la définition 2.3 Di ⊆ E * Lm, ce qui
implique E * {a0, . . . , an}. On montre ensuite que si i = m la condition du Tant que est fausse :
{a0, . . . , an} ⊆ M(Gm), et E = EnumRevel(m,n) ⊆ {a0, . . . an} (iii). Ainsi dans tous les cas la
boucle continue tant que i < m, et s’arrête lorsque i = m. Par conséquent φ renvoie toujours Gm telle
que L =M(Gm), pour tout n ≥ N , pour toute énumération de L et pour tout L ∈ L.
16Dans la version simple proposée ici, on ne cherche pas à renvoyer une grammaire consistante avec les données (avant le
point de convergence bien sûr). En particulier, si c’est la condition i ≤ n qui n’est plus vérifiée la grammaire Gi est renvoyée
arbitrairement : cette grammaire a de grandes chances de ne pas correspondre au langage énuméré.
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La nécessité de l’existence d’un algorithme énumérateur des ensembles révélateurs est un aspect très
important du théorème d’ANGLUIN ci-dessus. En effet, la simple existence d’un ensemble révélateur
pour chaque langage de la classe n’est pas une condition suffisante pour que la classe de langages soit
apprenable [5] (Celle-ci est en fait une condition nécessaire et suffisante pour l’apprenabilité non effective
[83]). KAPUR proposera une condition plus forte basée sur les ensembles de test (décrite dans la partie
2.4.1).
2.3.3 Points d’accumulation
Le théorème d’ANGLUIN donne une caractérisation des classes de langages apprenables en termes
d’existence d’un algorithme d’énumération. KAPUR propose une seconde équivalence, basée sur les
caractéristiques structurelles des classes de langages [61] :
Définition 2.5 (Point d’accumulation). Soit L une classe de langages. Un langage L ∈ L est un point
d’accumulation s’il existe une séquence infinie d’ensembles 〈Si〉i∈N telle que




Si = L et
iii. pour tout i, il existe L′ ∈ L tel que Si ⊆ L′ et L′ ⊂ L.
Remarque : La définition du point d’accumulation fournie par KAPUR dans [61] stipule que les en-
sembles Si doivent être finis. Les deux définitions sont équivalentes : Si une séquence 〈Si〉i∈N d’en-
sembles finis existe, il est évident que cette séquence est correcte aussi sans contrainte sur les en-
sembles. Si une séquence 〈Si〉i∈N d’ensembles (potentiellement infinis) existe, on montre qu’il existe
une séquence 〈S′i〉i∈N d’ensembles finis qui remplit les conditions. Soit 〈ai〉i∈N une énumération de
L, et Ai = {a0, . . . , ai} l’ensemble (fini) des i premiers éléments de cette énumération. On définit
S′i = Si∩Ai. Clairement, Si ⊆ Si+1 implique que Si∩Ai ⊆ Si+1∩Ai+1 (i). De même, si Si ⊆ L′ ⊂ L
alors S′i = Si ∩Ai ⊆ L′ ⊂ L (ii). Pour tout x ∈ L, il existe Si et Aj tels que x ∈ Si et x ∈ Aj . Si i ≤ j,
alors x ∈ Sj ∩ Aj = S′j car Si ⊆ Sj . Sinon (i > j), x ∈ Si ∩ Ai = S′i car Aj ⊆ Ai. Par conséquent L





Proposition 2.5. Tout point limite est un point d’accumulation.
Démonstration. Soit L1 ⊂ L2 ⊂ . . . une séquence infinie de langages telle que l’union de tous les Li
est L, avec {L,L1, L2, . . .} ⊆ L. L est un point limite de L (définition 2.1). Il suffit de prendre Si = Li
pour tout i pour montrer que L est aussi un point d’accumulation.
Proposition 2.6 (KAPUR). Soit L une classe de langages. Un langage L ∈ L a un ensemble révélateur
si et seulement si L n’est pas un point d’accumulation.
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Démonstration. ⇒. Supposons que L est un point d’accumulation : il existe une séquence infinie 〈Si〉i∈N
vérifiant les conditions de la définition 2.5. Quel que soit D un sous-ensemble fini de L, il existe n ∈ N
tel que D ⊆ Sn, car Si ⊆ Si+1 pour tout i, et l’union de tous les Si est L. Or d’après la condition (iii) il
existe L′ ∈ L tel que D ⊆ Sn ⊆ L′ ⊂ L, donc D n’est pas un ensemble révélateur de L.
⇐. Supposons que L n’a pas d’ensemble révélateur. L est donc infini, sinon L serait son propre
ensemble révélateur. Soit 〈ai〉i∈N une énumération de L, et soit Si = {a0, . . . , ai} pour tout i. On a bien
Si ⊆ Si+1 (condition (i)) et l’union de tous les Si est L (condition (ii)). Comme L n’a pas d’ensemble
révélateur, pour tout D ⊆ L fini, il existe L′ ∈ L tel que L′ ⊂ L et D ⊆ L′. Tous les Si sont finis, donc
pour tout i il existe L′ ∈ L tel que Si ⊆ L′ et L′ ⊂ L (condition (iii)). Par conséquent L est un point
d’accumulation.
L’existence d’un point limite est une condition suffisante pour la non apprenabilité (non effective). La
condition du point d’accumulation est plus forte : son existence est une condition nécessaire et suffisante
à la non apprenabilité (non effective).
Le corollaire ci-dessous résume les principaux résultats présentés dans cette partie.
Corollaire 2.2 (Récapitulatif). Avec L une famille indexée de langages récursifs :
La classe L est apprenable
m (déf. 2.1)
Il existe une fonction φ qui apprend la classe L
m (prop. 2.2)
∀L ∈ L il est possible d’énumérer un ensemble
révélateur de L
⇓
Tout langage L ∈ L a un ensemble révélateur
m (prop. 2.6)
Aucun langage L ∈ L n’est un point
d’accumulation pour L
⇓ (prop. 2.5)
Aucun langage L ∈ L n’est un point limite pour
L
Il existe un point limite L ∈ L
⇓ (prop. 2.5)
Il existe un point d’accumulation L ∈ L
m (prop. 2.6)
∃L ∈ L qui n’a pas d’ensemble révélateur
⇓
∃L ∈ L tel qu’il est impossible d’énumérer un
ensemble révélateur de L
m (prop. 2.2)
Il n’existe pas de fonction φ qui apprend la
classe L
m (déf. 2.1)
La classe L n’est pas apprenable
2.4 L’élasticité finie
WRIGHT propose une condition suffisante nommée l’élasticité finie pour l’apprenabilité d’une classe
de langages. Ce critère est introduit dans [109], puis corrigé par MOTOKI, SHINOHARA et WRIGHT dans
[80] (car la définition d’origine contenait une erreur).
Définition 2.6 (Élasticité infinie (WRIGHT)). Dans un système de grammaires 〈U ,G,M〉, une classe de
langages L ⊆ P(U) a la propriété d’élasticité infinie s’il existe une séquence infinie 〈ai〉i∈N d’objets
dans U et une séquence infinie 〈Li〉i∈N∗ de langages dans L tels que pour tout i ∈ N∗
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ai /∈ Li
et
{a0, . . . , ai−1} ⊆ Li
Définition 2.7 (Élasticité finie (WRIGHT)). Une classe de langages L a la propriété d’élasticité finie si
elle n’a pas l’élasticité infinie.
Proposition 2.7 (WRIGHT). Si L a l’élasticité finie, alors tout langage L de L a un ensemble révélateur.
Démonstration. Supposons qu’il existe un langage L ∈ L qui n’a pas d’ensemble révélateur. On construit
inductivement les séquences 〈a0, a1, . . .〉 et 〈L1, L2, . . .〉 :
• i = 0. Soit a0 ∈ L.
• i > 0. L n’a pas d’ensemble révélateur et {a0, . . . , ai−1} est un ensemble fini, donc il existe un
langage Li ∈ L tel que Li ⊂ L et {a0, . . . , ai−1} ⊆ Li. Comme Li ⊂ L, il existe un ai ∈ L tel
que ai /∈ Li.
L’existence des deux séquences 〈a0, a1, . . .〉 et 〈L1, L2, . . .〉 démontre l’élasticité infinie de L.
Cette proposition a pour conséquence l’apprenabilité non effective de toute classe de langages pos-
sédant l’élasticité finie, mais KAPUR montre dans [61] qu’une telle classe est de plus (effectivement)
apprenable (voir la démonstration - et l’algorithme - dans la partie 2.4.1 ci-dessous). L’élasticité finie
est une propriété structurelle des classes de langages (relativement) facile à démontrer, comparée au cri-
tère d’ANGLUIN d’énumération des ensembles révélateurs. C’est l’une des raisons pour lesquelles elle
est souvent utilisée pour montrer l’apprenabilité. L’élasticité finie a de plus certaines propriétés remar-
quables (et utiles).
Une première propriété assez évidente de l’élasticité finie est que l’ensemble des classes de langages
ayant cette propriété est fermée sous union. Ce n’est pas le cas pour l’ensemble des classes de langages
apprenables, comme cela est démontré dans [48].
Proposition 2.8. Si L1 et L2 sont deux classes de langages ayant l’élasticité finie, alors la classe L =
L1 ∪ L2 a l’élasticité finie.
Démonstration. Supposons queL a l’élasticité infinie. Alors il existe une séquence d’objets 〈a0, a1, a2, . . .〉
et une séquence de langages 〈L1, L2, . . .〉 telles que {a0, . . . , ai−1} ⊆ Li et ai /∈ Li pour tout i > 0. Pour
tout i, Li appartient à L1 ou L2, donc il existe x ∈ {1, 2} et une séquence infinie d’indices i1, i2, . . . telle
que pour tout j > 0 Lij ∈ Lx. Par hypothèse on a {ai1 , ai2 , . . . , aij−1} ⊆ {a0, a1, . . . , aij−1} ⊆ Lij et
aij /∈ Lij , donc Lx) a l’élasticité infinie (avec x ∈ {1, 2}.
Nous présentons ci-dessous deux propriétés importantes de l’élasticité finie, découvertes par KAPUR
et KANAZAWA.
2.4.1 Classes de langages uniformément apprenables
KAPUR étudie dans [61] la question de l’existence d’un algorithme d’apprentissage capable d’ap-
prendre de la même manière différentes classes de langages. Un ensemble de classes de langages est
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dit uniformément apprenable s’il existe un algorithme capable d’apprendre n’importe quel langage de
n’importe quelle classe de cet ensemble.
KAPUR démontre d’abord que l’ensemble des classes apprenables n’est pas uniformément appre-
nable. Autrement dit, on ne peut concevoir une fonction d’apprentissage totalement universelle qui s’ap-
pliquerait à toute classe de langages apprenable. En revanche, il montre que certains ensembles de classes
sont uniformément apprenables. C’est notamment le cas des classes de langages ayant l’élasticité finie.
Les ensembles de test définis par KAPUR sont comparables aux ensembles révélateurs d’ANGLUIN :
Définition 2.8 (Ensemble de test). Soit L une classe de langages. Un ensemble fini d’objets D est un
ensemble de test du langage L ∈ L si pour tout langage L′ ∈ L :
L * L′ ⇒ D ∩ (L△L′) 6= ∅.
Remarque : tout sur-ensemble d’un ensemble de test est aussi un ensemble de test.
Proposition 2.9. Si D est un ensemble de test de L dans L, alors D ∩ L est un ensemble révélateur de
L dans L.
Démonstration. Soit D un ensemble de test de L. Si L′ est un langage de L tel que L′ ⊂ L, alors
L * L′, donc D ∩ (L△L′) 6= ∅. Ainsi il existe x ∈ D tel que x ∈ L \ L′ ou x ∈ L′ \ L. Or L′ ⊂ L,
donc L′ \ L = ∅, d’où x ∈ L \ L′. Ainsi il existe x ∈ D ∩ L tel que x /∈ L′, donc D ∩ L * L′.
La proposition 2.9 indique non seulement que si un ensemble de test existe alors un ensemble ré-
vélateur existe aussi, mais surtout le moyen de construire l’ensemble révélateur à partir de l’ensemble
de test. En effet il suffit de calculer D ∩ L, c’est-à-dire restreindre D, ensemble fini, aux éléments qui
appartiennent à L.
La proposition suivante est l’équivalent de la proposition 2.6, relative à l’existence d’un point d’ac-
cumulation, pour les ensembles de test.
Proposition 2.10 (KAPUR). Soit L une classe de langages dans le système de grammaires 〈U ,G,M〉.
Un langage L ∈ L n’a pas d’ensemble de test si et seulement s’il existe une séquence infinie d’ensembles
〈Si〉i∈N telle que




Si = U et
iii. pour tout i, il existe L′ ∈ L tel que Si ∩ (L△L′) = ∅ et L * L′.
Démonstration. ⇒. Supposons que L n’a pas d’ensemble de test. L est donc infini, sinon L serait son
propre ensemble de test (car L ∩ (L△L′) = L ∩ ((L \ L′) ∪ (L′ \ L)) = L \ L′, et il est évident que
si L * L′ alors L \ L′ 6= ∅). Soit 〈ai〉i∈N une énumération de l’univers U , et soit Si = {a0, . . . , ai}
pour tout i. On a bien Si ⊆ Si+1 (i) et l’union de tous les Si est U (ii). Comme L n’a pas d’ensemble de
test, pour tout D fini il existe L′ ∈ L tel que L * L′ et D ∩ (L△L′) = ∅. Or tous les Si sont finis par
construction, donc la dernière condition (iii) est remplie.
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⇐. Supposons qu’il existe une séquence 〈Si〉i∈N vérifiant ces conditions. Quel que soit D un sous-
ensemble fini de U , il existe n ∈ N tel que D ⊆ Sn, car Si ⊆ Si+1 pour tout i, et l’union de tous les
Si est U . Or d’après la condition (iii) il existe L′ ∈ L tel que Sn ∩ (L△L′) = ∅, donc D n’est pas un
ensemble de test de L.
Proposition 2.11. Soit L une classe de langages dans le système de grammaires 〈U ,G,M〉. Si L a
l’élasticité finie, alors tout langage L ∈ L a un ensemble de test dans L.
Démonstration. Supposons qu’il existe un langage L dans L qui n’a pas d’ensemble de test. D’après la
proposition 2.10, il existe une séquence 〈Si〉i∈N telle que




Si = U et
iii. pour tout i, il existe Li ∈ L tel que Si ∩ (L△Li) = ∅ et L * Li.
On montre d’abord qu’il existe une séquence d’indices i1, i2, i3 . . . telle que pour tout j L∩Sij ⊆ Lij
et L ∩ Sij+1 * Lij : soit i1 le plus petit indice tel que Si1 n’est pas vide. Pour tout j il existe Lij tel que
Sij ∩ (L△Lij ) = ∅, avec L * Lij . L ∩ Sij ⊆ Lij , car Sij ∩ (L△Lij) = ∅. De plus L * Lij implique
qu’il existe x ∈ L \ Lij , donc comme x est dans L△Lij il faut que x n’appartienne pas à Sij pour que
Sij ∩ (L△Lij ) = ∅. Mais du fait que l’union de tous les Si est U , il existe nécessairement un Si′ , i′ > ij ,
tel que x ∈ Si′ . Soit ij+1 = i′ : On a x ∈ Sij+1 ∩ L et x /∈ Lij , donc L ∩ Sij+1 * Lij .
À partir de cette séquence d’indices on peut montrer que L a l’élasticité infinie : pour tout j on a
L∩Sij ⊆ Lij et L∩Sij+1 * Lij , donc il existe aj ∈ L∩ (Sij+1 \Sij) tel que aj /∈ Lij . Pour tout k < j,
Sik+1 ⊆ Sij donc ak ∈ L ∩ (Sik+1 \ Sik) ⊆ L ∩ Sij ⊆ Lij , d’où {a0, . . . , aj−1} ⊆ Lij .
Proposition 2.12 (KAPUR). Soit L ⊆ P(U) une famille indexée de langages récursifs dans le système
de grammaires 〈U ,G,M〉 : L = {M(G) |G ∈ {G0, G1, G2, . . .} }.
Si tout langage L ∈ L a un ensemble de test dans L, alors pour tout indice I il existe une procédure
qui énumère un ensemble de test de LI =M(GI).
Démonstration. L’algorithme 2.3 renvoie les n premiers éléments d’une énumération d’un ensemble de
test pour LI (on note Li =M(Gi) pour tout i).
Pour tout langage Lk tel que LI * Lk, il existe un j suffisamment grand pour que {a1, . . . aj} * Lk.
La condition D∩(LI△Lk) = ∅ est testée en vérifiant simplement que, pour tout x ∈ D, soit x appartient
à la fois à LI et Lk, soit x n’appartient à aucun des deux langages. Si cette condition est remplie, D
n’est pas encore un ensemble de test pour LI , c’est pourquoi on y ajoute les prochains éléments de
l’énumération de U . Par hypothèse un ensemble de test de LI existe, donc il existe un i suffisamment
grand pour que D contienne tous les éléments de cet ensemble de test. À chaque tour de boucle l’élément
e1 est ajouté arbitrairement à D, de manière à pouvoir compléter la séquence une fois que l’ensemble de
test est complet.
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EnumTest(GI , n)
Soit 〈e1, e2, . . .〉 une énumération de U
i← 1
D ← 〈e1〉
Soit 〈a1, a2, . . .〉 une énumération de LI
j ← 1
Tant que ( vrai) faire
Si (D contient plus de n éléments) Alors
Renvoyer les n premiers éléments de la séquence D
Fin Si
Pour k de 1 à j faire
Si ({a1, . . . , aj} * Lk) Alors
Tant que (D ∩ (LI△Lk) = ∅) faire
i← i+ 1




j ← j + 1
D ← D • 〈e1〉
Fin Tant Que
ALG. 2.3 – Énumération d’un ensemble de test
CHAPITRE 2 — Inférence grammaticale : le modèle de Gold 61
Comme on peut facilement passer d’un ensemble de test D à un ensemble révélateur (d’après la
proposition 2.9), les propositions 2.11 et 2.12 suffisent à construire un algorithme d’apprentissage pour
toute classe de langages ayant l’élasticité finie. KAPUR va plus loin en proposant une nouvelle condition
équivalente à l’apprenabilité (effective), basée sur les ensembles de tests.
Proposition 2.13 (KAPUR). Soit L ⊆ P(U) une famille indexée de langages récursifs dans le système
de grammaires 〈U ,G,M〉 : L = {M(G) |G ∈ {G0, G1, G2, . . .} }.
Il existe une fonction φ qui apprend L si et seulement s’il existe un algorithme qui, pour tout langage
LI =M(GI) ∈ L, énumère récursivement une famille indexée LI ⊆ L telle que
• Tout langage L′ ∈ L tel que L′ ⊆ LI appartient à LI , et
• LI a un ensemble de test dans LI .
Démonstration. ⇒. Supposons qu’une fonction d’apprentissage existe. D’après la proposition 2.2, il
existe un algorithme EnumRevel qui énumère un ensemble révélateur de Li pour tout Li ∈ L. L’algo-




Tant que ( vrai) faire
Si (F contient plus de n éléments) Alors
Renvoyer les n premiers éléments de F
Fin Si
j ← 1
Pour j de 1 à i faire
Si (EnumRevel(I, i) *M(Gj)) Alors
F ← F • 〈Gj〉
Sinon





ALG. 2.4 – Énumération d’une sous-famille à partir de l’ensemble révélateur
Soit D = { x = EnumRevel(I, i) | i ∈ N } est un ensemble révélateur de LI , donc pour i
suffisamment grand tout langage Lj ⊂ LI est tel que EnumRevel(I, i) *M(Gj). Par conséquent tout
L′ ∈ L tel que L′ ⊆ LI appartient à LI . De plus D constitue un ensemble de test de LI dans LI , car
D ⊆ LI mais pour tout Lj ∈ LI D * Lj , d’où D ∩ (LI△Lj) 6= ∅.
⇐. Supposons qu’il existe un algorithme qui, pour tout langage LI ∈ L, énumère récursivement
une famille indexée LI telle que tout L′ ∈ L tel que L′ ⊆ LI appartient à LI , et LI a un ensemble
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de test dans LI . D’après la proposition 2.12, il existe un algorithme EnumTest(I, n) qui énumère un
tel ensemble D. En utilisant le fait que D ∩ LI est un ensemble révélateur de LI (proposition 2.9), on
construit l’algorithme 2.5 qui énumère cet ensemble.
EnumRevelateur(GI ,n)
Soit ai le ième élément de EnumTest(I, i) pour tout i.
Soit x = ai, avec i le plus petit entier tel que ai ∈ LI .
D ← 〈〉
Pour i de 1 à n faire
Si (ai ∈ LI ) Alors
D ← D • 〈ai〉
Sinon




ALG. 2.5 – Énumération d’un ensemble révélateur à partir d’un ensemble de test
Tout L′ ∈ L tel que L′ ⊆ LI appartient à LI , donc l’ensemble révélateur de LI dans LI ainsi
énuméré est aussi un ensemble révélateur de LI dans L. D’après la proposition 2.2, une fonction d’ap-
prentissage de L existe.
Cette condition nécessaire et suffisante pour l’apprenabilité proposée par KAPUR est une extension
précieuse du théorème d’ANGLUIN. Rappelons que la condition d’ANGLUIN repose sur l’existence d’un
ensemble révélateur pour chaque langage de la classe, mais qu’il faut aussi montrer l’existence d’un
algorithme qui énumère les ensembles révélateurs. Or même lorsque l’existence d’un tel algorithme est
démontrée, il n’y a pas de stratégie générale de construction de cet algorithme. Le théorème 2.13 montre
non seulement que la seule existence des ensemble de tests suffit pour l’apprenabilité, mais donne aussi
l’algorithme qui apprend uniformément la classe de langages. L’énumérabilité d’une sous-famille sert à
rendre la condition à la fois nécessaire et suffisante, ainsi le théorème permet d’inclure toutes les classes
de langages apprenables.
D’après la proposition 2.11, toute classe de langages ayant l’élasticité finie admet un ensemble de
test pour chacun de ses langages. Ainsi l’élasticité finie correspond au cas particulier du théorème de
KAPUR dans lequel la classe LI à énumérer peut simplement être la classe L elle-même (il s’agit d’une
famille indexée, qui peut par définition être énumérée par un algorithme).
Corollaire 2.3. Si la classe de langages L a l’élasticité finie, alors L est apprenable.
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2.4.2 Relation finiment valuée
L’élasticité finie présente aussi des propriétés utiles pour démontrer l’apprenabilité de classes de
langages non triviales. La première de ces propriétés est démontrée par WRIGHT dans [109] : si deux
classes de langages L etL′ ont toutes les deux l’élasticité finie, alors la classe {L∪L′ |L ∈ L et L′ ∈ L′}
a aussi l’élasticité finie. KANAZAWA donne dans [59] une version beaucoup plus riche de ce théorème.
Sa généralisation repose sur l’utilisation d’une relation finiment valuée.
Définition 2.9 (Relation finiment valuée). Soient A et B deux ensembles. Une relation binaire R sur
A×B est finiment valuée si et seulement si pour tout a ∈ A il n’existe qu’un nombre fini de b ∈ B tels
que a R b.
Remarque : Cette définition n’est pas symétrique : si R est une relation finiment valuée sur A×B, une
relation R′ sur B ×A telle que b R′ a si et seulement si a R b n’est pas nécessairement finiment valuée.
Définition 2.10 (Image inverse d’un langage). Si L est un langage sur U et R une relation sur U ′ × U ,
l’image inverse de L par rapport à R est le langage R−1[L] = { a ∈ U ′ | ∃b ∈ L tel que a R b }.
Proposition 2.14 (KANAZAWA). Soient U et U ′ deux ensembles d’objets, et L une classe de langages
définie sur U qui a l’élasticité finie.
S’il existe une relation R ⊆ U ′×U finiment valuée, alors la classe de langages L′ = {R−1[L] |L ∈
L } a aussi l’élasticité finie.
Démonstration. Supposons que L′ = { R−1[L] | L ∈ L } a l’élasticité infinie : il existe une séquence
d’objets de U ′ 〈ai〉i∈N et une séquence de langages de L′ 〈L′i〉i∈N∗ tels que pour tout i {a0, . . . , ai−1} ⊆
L′i et ai /∈ L
′
i. Pour tout i > 0 il existe un langage Li ∈ L tel que L′i = R−1[Li].
Pour tout i ≥ 0 on définit l’ensemble de séquences
Ei = { 〈b0, . . . , bi〉 | ∀j, 0 ≤ j ≤ i, aj R bj et ∃n tel que {b0, . . . , bi} ⊆ Ln }.
Cet ensemble n’est pas vide, puisque pour tout k > i {a0, . . . , ai} ⊆ L′k = { a ∈ U ′ | ∃b ∈
Lk tel que a R b }. De plus Ei et Ej sont disjoints si i 6= j (car la longueur des séquences dans Ei





est infini.E forme un arbre, en prenant le nœud 〈b0, . . . , bi〉 ∈ Ei comme père du nœud 〈b0, . . . , bi, bi+1〉 ∈
Ei+1, pour toute séquence 〈b0, . . . , bi, bi+1〉 ∈ Ei+1 (la racine est la séquence vide). Comme R est une
relation finiment valuée, il ne peut y avoir qu’un nombre fini de bi tels que ai R bi, donc il n’y a qu’un
nombre fini de bi+1 dans Ei+1 qui peuvent être ajoutés à une séquence 〈b0, . . . , bi〉 fixée. Ainsi chaque
nœud dans l’arbre E ne peut avoir qu’un nombre fini de fils. Mais comme E est infini, il y a nécessai-
rement une branche infinie dans E (lemme de König). Soit 〈b0〉, 〈b0, b1〉, 〈b0, b1, b2〉, . . . les nœuds de
cette branche infinie. bi /∈ Li, car ai /∈ L′i implique qu’il n’existe aucun b dans Li tel que ai R b.
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Soit f(n) la fonction définie par {b0, . . . , bn} ⊆ Lf(n) et pour tout j < f(n), {b0, . . . , bn} * Lj
(autrement dit, f(n) est le plus petit entier tel que {b0, . . . , bn} ⊆ Lf(n)). On observe que n < f(n), car
bn /∈ Ln. Pour tout n ∈ N, on définit inductivement la fonction g par{
g(0) = 0
g(n) = f(g(n − 1)) , ∀n > 0
g(n) = f(g(n − 1)) > g(n − 1), donc g est strictement croissante, d’où {bg(0), bg(1), . . . , bg(n−1)} ⊆
{b0, b1, . . . , bg(n−1)}. Or {b0, b1, . . . , bg(n−1)} ⊆ Lf(g(n−1)) = Lg(n), on obtient par conséquent les deux
séquences infinies 〈bg(n)〉n∈N et 〈Lg(n)〉n∈N∗ telles que pour tout n > 0 {bg(0), . . . , bg(n−1)} ⊆ Lg(n) et
bg(n) /∈ Lg(n) (car bi /∈ Li pour tout i).
Ce théorème s’avère très utile pour démontrer l’élasticité finie d’une classe dans le cas où il existe une
classe “voisine” pour laquelle l’élasticité finie est déjà prouvée. Il est ainsi possible d’étendre l’élasticité
finie à une classe plus complexe, dès lors qu’une relation finiment valuée peut être établie entre les univers
de définition des deux classes telle que la classe “cible” est entièrement contenue dans l’image inverse
de la classe “source” par cette relation. Cette méthode est comparable à la réduction d’un problème à un
autre, utilisée par exemple pour montrer la NP-complétude du problème.
Le théorème de WRIGHT est alors un cas particulier assez simple de la proposition 2.14, comme le
montre KANAZAWA :
Exemple 2.3 (L1 et L2 ont l’élasticité finie ⇒ { L1 ∪ L2 | L1 ∈ L1 et L2 ∈ L2 } a l’élasticité finie).
Soit L1 et L2 deux classes de langages sur U1 et U2 (respectivement) ayant l’élastiticté finie. Soit x1
et x2 deux symboles qui n’apparaissent ni dans U1 ni dans U2. Pour tout couple de langages, on définit
l’opération ⊎ par L1 ⊎ L2 = { bx1 | b ∈ L1 } ∪ { bx2 | b ∈ L2 }.
On montre par contraposée que la classe { L1 ⊎ L2 | L1 ∈ L1 et L2 ∈ L2 } a l’élasticité finie.
Supposons que ce ne soit pas le cas. Alors il existe une séquence infinie d’objets 〈a0, a1, . . .〉 et deux
séquences infinies de langages 〈L11, L12, . . .〉 et 〈L21, L22, . . .〉 telles que pour tout i > 0 {a0, . . . , ai−1} ⊆
L1i ⊎ L
2




i . Tout ai est de la forme bx1 ou bx2, donc il existe k ∈ {1, 2} tel qu’il y a




⊎L2ij donc bij /∈ L
k
ij
. De plus comme {ai0 , ai1 , . . . , aij−1} ⊆ {a0, a1 . . . , aij−1} ⊆ L1ij⊎L
2
ij
on a {bi0 , bi1 , . . . , bij−1} ⊆ L
k
ij
. On obtient donc deux séquences qui montrent l’élasticité infinie de Lk.
Soit R la relation finiment valuée définie de telle sorte que b R a si et seulement si a = bx1 ou a =
bx2. Soit L = {R−1[L1⊎L2] |L1 ∈ L1 et L2 ∈ L2 }. On voit que L = {L1∪L2 |L1 ∈ L1 et L2 ∈ L2}.
D’après le théorème 2.14, L a l’élasticité finie.
2.5 La densité finie bornée (SHINOHARA)
Les résultats présentés jusqu’ici sont des critères très généraux d’apprenabilité, fondés (quasiment)
uniquement sur des propriétés des langages. Bien sûr, ces résultats sont applicables à des systèmes de
grammaires concrets. Néanmoins il s’agit de résultats relativement abstraits, qui ne sont liés à aucune
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formalisme particulier. SHINOHARA propose dans [95], [94], [10], [96] de descendre au niveau des
grammaires pour étudier l’apprenabilité, tout en conservant un assez haut niveau de généralité.
Dans [95], SHINOHARA définit la notion de cadre de définition de concepts (concept defining fran-
mework) dans les termes suivants : il s’agit d’un triplet 〈U,E,M〉, dans lequel U est l’univers (ensemble
des objets), E est l’ensemble des expressions et M une correspondance sémantique. Un concept est un
sous-ensemble R ⊆ U , et un système formel est un ensemble fini Γ ⊆ E. Une correspondance séman-
tique est une relation M associant des concepts à des systèmes formels : lorsque M(Γ) = R on dit que
le système formel Γ définit le concept R.
Pour reprendre notre terminologie, un cadre de définition de concepts est un système de grammaires
〈U ,G,M〉 dans lequel l’ensemble des grammaires G n’est constitué que d’ensembles finis d’expressions
prises dans l’ensemble E. Afin de conserver une homogénéité des notations, nous présentons ci-dessous
les résultats de SHINOHARA avec nos propres notations. Il faut toutefois garder à l’esprit que les gram-
maires considérées ne sont que des ensembles d’expressions. Ceci autorise entre autres l’utilisation de la
relation ⊆ ou de |G| sur ce type de grammaires.
Définition 2.11 (Monotonie). La correspondance sémantique M est monotone si G ⊆ G′ implique
M(G) ⊆M(G′).
Définition 2.12 (Grammaire réduite). Soit 〈U ,G,M〉 un système de grammaires.
Une grammaire G ∈ G est réduite par rapport à un ensemble D ⊆ U si D ⊆ M(G) mais D *
M(G′) pour toute grammaire G′ ∈ G telle que G′ ⊂ G.
Définition 2.13 (Densité finie bornée). Un système de grammaires 〈U ,G,M〉 a la densité finie bornée17
si M est monotone et l’ensemble
{M(G) | G est réduite par rapport à D et |G| ≤ n }
est fini pour tout ensemble fini D ⊆ U et tout n ≥ 0.
Théorème 2.3. Soit 〈U ,G,M〉 un système de grammaire et Ln = {M(G) ∈ G | |G| ≤ n } pour tout
n ∈ N.
Si 〈U ,G,M〉 a la densité finie bornée, alors la classe Ln a l’élasticité finie pour tout n ∈ N.
La démonstration de ce théorème sera donnée dans le chapitre 5 (théorème 5.1) (dans une version gé-
néralisée). Bien entendu, le fait que toute classe Ln a l’élasticité finie implique que celle-ci est apprenable
(selon le corollaire 2.3).
17Nous reprenons dans ce document la traduction française densité finie bornée pour bounded finite thickness proposée par
BÉCHET et FORET dans [16].
66 CHAPITRE 2 — Inférence grammaticale : le modèle de Gold
Malgré son apparence relativement simple, ce résultat de SHINOHARA s’avère un outil très puissant
pour démontrer l’apprenabilité de classes de langages qui n’ont rien de trivial. SHINOHARA en propose
plusieurs applications dans [95] : sur les systèmes formels élémentaires, les grammaires contextuelles et
certaines formes de programmes Prolog. Les systèmes formels élémentaires et les programmes Prolog
ne présentent pas ou peu d’intérêt pour la représentation des langues naturelles, nous illustrerons donc
ci-dessous le théorème 2.3 à l’aide du résultat très important de SHINOHARA sur les langages contextuels
(voir partie 1.3.1).
Proposition 2.15. Soit D ⊆ Σ∗ un ensemble fini de phrases sur un vocabulaire Σ.
Si G est une grammaire contextuelle réduite par rapport à D, alors pour toute règle A1 . . . An 7→
B1 . . . Bm dans G on a n ≤ m ≤ max({ |x| | x ∈ D }).
Démonstration. Soit G une grammaire réduite par rapport à D et x ∈ D.
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Ainsi nj+1 = k+m+(nj−k−n) = nj+m−n. Or G est contextuelle donc par définition n ≤ m,
ce qui a pour conséquence que nj+1 ≥ nj . Ceci étant valable pour tout 1 ≤ j ≤ p, on obtient que
nj ≤ np = |x| pour tout j. Il est clair que toute règle A1 . . . An 7→ B1 . . . Bm utilisée dans la dérivation
vérifie n ≤ m ≤ nj pour un certain j, donc n ≤ m ≤ |x|.
Par conséquent, toute règle A1 . . . An 7→ B1 . . . Bm utilisée dans une dérivation d’un élément x de
D vérifie n ≤ m ≤ max({ |x| | x ∈ D }). Supposons que G contient une règle R qui n’est utilisée
dans aucune de ces dérivations : dans ce cas G n’est pas réduite par rapport à D, puisque la grammaire
G′ = G \ {R} vérifie à la fois D ⊆ L(G′) et G′ ⊂ G. Donc G ne contient bien que des règles vérifiant
n ≤ m ≤ max({ |x| | x ∈ D }).
Proposition 2.16. Soit G l’ensemble des grammaires contextuelles.
Le système de grammaires 〈Σ∗,G, L〉 a la densité finie bornée.
Démonstration. Clairement la relation L associant à toute grammaire son langage est monotone. Soit
D ⊆ Σ∗, k ∈ N et G ∈ G une grammaire contextuelle réduite par rapport à D telle que |G| ≤ k. Selon
la proposition 2.15, toute règle A1 . . . An 7→ B1 . . . Bm dans G vérifie n ≤ m ≤ max({ |x| | x ∈ D }),
donc la longueur d’une telle règle est bornée par l = 2 ×max({ |x| | x ∈ D }). De plus G ne contient
pas plus de n règles, donc la taille globale de G est bornée par n× l.
Ainsi, si l’on ne tient pas compte des variantes par renommage des symboles non terminaux, le
nombre de grammaires différentes de taille inférieure ou égale à n× l est borné. Or toute variante G′ par
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renommage des symboles non terminaux d’une grammaire G vérifie L(G) = L(G′), donc cela implique
que l’ensemble
{ L(G) | G est réduite par rapport à D et |G| ≤ k }
est fini, pour tout D ⊆ Σ∗ et tout k ≥ 0.
Corollaire 2.4. Pour tout k ∈ N, la classe
{ L(G) | G est une grammaire contextuelle d’au plus k règles }
a l’élasticité finie (et est donc apprenable).
Démonstration. Simple application du théorème 2.3 (et du corollaire 2.3).
2.6 Conclusion
2.6.1 Application(s) aux langues naturelles ?
Le modèle de GOLD est un cadre formel possible du processus de l’apprentissage. Mais est-il per-
tinent de l’utiliser pour représenter l’acquisition de langues naturelles ? Tout d’abord, ce modèle théo-
rique semble répondre relativement bien à ce qu’on en attend intuitivement : l’apprenant est face à une
séquence infinie d’exemples du langage, et fait évoluer sa conception de ce langage en fonction des
exemples vus. L’apprenant n’est jamais informé du fait qu’il a atteint le langage cible, mais le mo-
dèle garantit (dans le cas d’une classe apprenable) qu’il est possible de l’atteindre avec un nombre fini
d’exemples. De plus, certaines caractéristiques du modèle sont en accord avec les observations linguis-
tiques sur l’acquistion du langage par l’enfant : l’enfant apprend sa langue maternelle en utilisant unique-
ment les exemples positifs dont il dispose (les phrases du langage prononcées par son entourage) [88],
[65]. Enfin, le résultat de SHINOHARA [95] sur l’apprenabilité des langages définis par des grammaires
contextuelles d’au plus k règles constitue sans doute l’un des points positifs les plus importants du mo-
dèle : si l’on suppose qu’il est possible de représenter tout langage naturel sous forme d’une grammaire
contextuelle finie, alors selon ce résultat la classe des langues naturelles est apprenable dans le modèle
de GOLD, puisqu’il existe un nombre k suffisamment grand pour représenter l’ensemble des langues
naturelles sous forme de grammaires contextuelles.
Même si la définition du modèle décrit l’apprenant sous la forme d’une fonction mathématique, il
n’y a aucune contradiction à considérer ce modèle du point de vue de l’apprentissage humain. Cet aspect
est d’ailleurs l’une des motivations de GOLD, qui étudie dans [50] les implications de ses résultats par
rapport aux études sur l’acquisition du langage par l’enfant. Son modèle est assez largement connu et
utilisé (ou critiqué) en sciences cognitives, comme en témoigne par exemple l’article de JOHNSON [57],
dans lequel différentes interprétations du théorème 2.1 sont discutées.
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Néanmoins, il ne faut pas prêter à ce modèle plus de qualités qu’il n’en a. Par exemple, l’infinité de
la séquence d’exemples positifs ne doit pas être confondue avec l’aspect dynamique des langues : dans le
modèle de GOLD, le postulat de base est que le langage existe dans la classe étudiée, et est par conséquent
fixé, même si on ne sait pas encore le représenter, dès le premier exemple. En particulier, il est possible
qu’un mot n’apparaisse que “très tard” dans la séquence de phrases, mais l’ensemble du vocabulaire est
fixé dès le départ (sans quoi la notion de convergence n’aurait aucun sens). Un autre aspect important
pour les langues naturelles sur lequel le modèle reste très abstrait est la représentation des langages. On
peut en effet noter que les éléments de base dans cette définition de l’apprenabilité sont les objets du
langage, compris comme étant de simples éléments d’un ensemble. Or dans le cas d’un langage naturel,
les objets sont des phrases (éventuellement enrichies d’informations sur leur structure), ce qui signifie
que le modèle n’impose aucune contrainte sur (par exemple) la décomposition en mots ou la sémantique.
Dans un sens il s’agit bien sûr d’un avantage, puisque cela laisse toute liberté sur le choix du formalisme
utilisé, mais cela montre aussi que le modèle n’est pas exclusivement conçu pour les langues naturelles.
On peut distinguer deux directions relativement distinctes dans l’application du modèle de GOLD aux
langues naturelles. La première direction travaille sur l’hypothèse que ce modèle est une représentation
théorique fiable du processus d’acquisition du langage par l’enfant. Dans ce cadre, l’objectif consiste
principalement à valider ou invalider des hypothèses sur le mode d’apprentissage de l’enfant, notamment
en simulant cette acquisition par la machine. Par exemple, DUDAU-SOFRONIE et TELLIER [43] [42]
adaptent les résultats de Kanazawa sur les grammaires catégorielles de manière à prendre en compte
des informations d’ordre sémantique dans les exemples, conformément à ce dont dispose un enfant dans
son environnement. La seconde direction, à laquelle se rattache notre approche, vise à faire mettre en
pratique l’apprentissage par la machine, dans l’objectif d’en tirer des informations (idéalement, une
grammaire précise et exhaustive) potentiellement utilisables à d’autres tâches. Ce passage de la théorie
à la pratique pose les problèmes complexes de l’existence / l’obtention de données correctes comme
séquence d’exemples (avec pour corollaire la question de la nature des données - voir la partie 7.2.1) et
évidemment de l’efficacité des algorithmes.
Dans les deux cas, il faut que l’apprenabilité de la classe de langages considérée soit démontrée avant
d’envisager la construction d’un algorithme d’apprentissage : vouloir établir un tel algorithme sans pas-
ser par cette première étape serait en quelque sorte comme tenter de réaliser un algorithme pour résoudre
un problème dont on ignore s’il est décidable. Cette recherche de l’apprenabilité est fortement liée au
formalisme grammatical utilisé, puisqu’il est souvent nécessaire de restreindre la classe de langages en
fonction de critères propres à ce formalisme (comme dans le cas des grammaires contextuelles dont le
nombre de règles est borné). Mais si la preuve d’apprenabilité formelle induit souvent un algorithme
convergent, elle ne garantit pas en revanche l’efficacité de celui-ci18 . La mise à l’échelle est donc certai-
nement le principal obstacle à l’utilisation du modèle de GOLD en traitement automatique des langues,
puisque la plupart des algorithmes “intéressants” dans ce cadre sont de complexité exponentielle.
18Dans le cas de l’apprenabilité non effective, celle-ci n’est même pas une condition suffisante à la simple existence d’un
algorithme d’apprentissage.
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2.6.2 De la théorie à la pratique ?
En 1983, ANGLUIN concluait son état de l’art du domaine de l’inférence inductive [8] par les re-
marques suivantes :
“Le problème ouvert le plus important n’est sans doute pas une quelconque question technique
spécifique, mais le fossé entre les résultats abstraits et concrets. Il serait malheureux que les
résutats théoriques se soient multipliés en vain, tandis que les résultats appliqués n’aient eu
que peu ou aucun impact au-delà de leur domaine restreint. [...]
En dépit de ces problèmes, nous pensons que les questions de base en inférence inductive sont
suffisamment intéressantes et importantes pour que de bons travaux continuent de les éclaircir,
et les générations futures riront bien de notre ignorance actuelle.” [8]
Plus de vingt ans plus tard, il est vrai qu’un certain nombre de travaux brillants ont largement contri-
bué à une meilleure compréhension des mécanismes mis en jeu dans le modèle de GOLD, avec des
conséquences importantes sur les possibilités théoriques d’apprentissage dans ce cadre. Mais le fossé
entre ces résultats théoriques et les aspects applicatifs de l’apprentissage est loin d’avoir été comblé.
Dans un sens, le modèle de GOLD a fait ses preuves en tant que système formel représentant le pro-
cessus d’apprentissage. En effet, contrairement aux premières impressions, les résultats négatifs obtenus
dès le départ montrent seulement que le modèle n’est pas trivial, au sens où il ne permet pas d’apprendre
“n’importe quoi”. Les résultats positifs obtenus par la suite démontrent que le modèle est finalement
relativement équilibré, puisqu’il permet d’apprendre (de manière non évidente) des classes de langages
très riches. Le fait que la frontière entre langages apprenables et non apprenables ne corresponde pas
à la hiérarchie traditionnelle définie par CHOMSKY importe peu. Du point de vue cognitif, le modèle
ne présente pas de contradiction avec l’acquisition humaine du langage. KAPUR indique que “Plutôt
que de considérer le paradigme de Gold comme totalement inapproprié, [nous soutenons] l’idée que le
modèle comporte une flexibilité adéquate pour représenter certains aspects de l’acquisition de langues
naturelles.” [61].
En revanche, le modèle de GOLD demeure avant tout un modèle théorique, non appliqué, et on pour-
rait même douter qu’il soit applicable en général. L’existence d’algorithmes dits universels d’apprentis-
sage dans ce modèle ne peut que servir de preuve de la décidabilité du problème, car ces algorithmes
d’énumération sont de toute évidence totalement impraticables19 . Il ne faut cependant pas conclure trop
vite à l’inadéquation du modèle, puisque le problème de l’inférence grammaticale en lui-même, quelle
que soit la définition qu’on en prend, est extrêmement complexe. Nous verrons dans les prochains cha-
pitres les conséquences sur des formalismes grammaticaux précis de ce fossé entre apprenabilité théo-
rique et pratique, et les problèmes que cela pose pour l’apprentissage appliqué aux langues naturelles.
19C’est la raison pour laquelle nous avons adopté un point de vue plutôt algorithmique tout au long de ce chapitre. Nous
entendons souligner ainsi combien la notion d’apprenabilité est éloignée des applications pratiques : la plupart des résultats
d’apprenabilité (par exemple ceux basés sur l’élasticité finie) assurent seulement l’existence d’une méthode d’apprentissage






USQU’À LA FIN DES ANNÉES 1990, IL N’Y A QUASIMENT AUCUN LIEN ENTRE LE MODÈLE
D’APPRENTISSAGE DÉFINI PAR GOLD ET LES FORMALISMES GRAMMATICAUX ADAPTÉS
AUX LANGUES NATURELLES. KANAZAWA RÉALISE CETTE JONCTION DANS [60], EN DÉMONTRANT
TOUTE UNE SÉRIE DE RÉSULTATS CONCERNANT LES GRAMMAIRES CATÉGORIELLES CLASSIQUES.
DU POINT DE VUE DE LA REPRÉSENTATION DES LANGUES NATURELLES IL S’AGIT D’UNE AVAN-
CÉE MODESTE, PUISQUE LES GRAMMAIRES AB SONT TRÈS LIMITÉES. MAIS LES TRAVAUX DE
KANAZAWA SONT UN PREMIER PAS CONCRET POUR LE MODÈLE DE GOLD EN DIRECTION DES
GRAMMAIRES CATÉGORIELLES, POTENTIELLEMENT RICHES EN TERMES DE REPRÉSENTATION DES
LANGUES. DE PLUS, KANAZAWA DÉPLOIE CERTAINES TECHNIQUES NOUVELLES D’EXPLORATION
DE L’APPRENABILITÉ DES LANGAGES, AUSSI BIEN AU NIVEAU THÉORIQUE QU’ALGORITHMIQUE.
SON TRAVAIL OUVRE AINSI DE NOMBREUSES PERSPECTIVES D’APPLICATION DU MODÈLE DE GOLD
AUX LANGUES NATURELLES.
3.1 Introduction
Après des débuts assez peu prometteurs, le modèle proposé par GOLD dans [50] s’est finalement vu
adopté comme représentation riche et pertinente du processus d’apprentissage, grâce à différents résul-
tats positifs obtenus suite aux travaux d’ANGLUIN (décrits dans le chapitre 2). Cependant, ces résultats
restent très éloignés de la problématique de l’apprentissage automatique des langues naturelles : ils sont
pour la plupart exprimés en termes de propriétés formelles des langages considérés, à un niveau d’abs-
traction élevé qui en rend difficile l’application à des formalismes grammaticaux concrets. De ce point de
vue, le plus appliqué de ces travaux est sans doute celui de SHINOHARA, qui montre dans [95] l’appre-
nabilité des grammaires contextuelles d’au plus k règles. Si l’expressivité de ces dernières est suffisante
pour les langues naturelles, leur intérêt linguistique au niveau de la représentation des langues est tout de
même limité.
En 1998, KANAZAWA revisite dans [60] l’algorithme d’apprentissage de grammaires AB rigides (à
partir de structures) proposé par BUSZKOWSKI dans [27], et en tire de nombreuses conséquences pour
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l’apprenabilité des grammaires AB dans le modèle de GOLD. Les apports de KANAZAWA sont multiples :
du point de vue de l’inférence grammaticale, il montre de nouveaux résultats positifs et développe pour
cela de nouvelles techniques de preuve. Mais surtout, ses résultats sont les premiers pour le modèle de
GOLD à traiter d’un formalisme grammatical présentant de bonnes prédispositions à la représentation
des langues naturelles, à savoir les grammaires catégorielles. C’est la raison pour laquelle son travail
constitue une partie très importante de la base des travaux présentés dans les chapitres qui suivront.
Dans ce chapitre, nous présentons principalement ces résultats obtenus par KANAZAWA avec les
grammaires AB. Nous commencerons par présenter l’algorithme RG de BUSZKOWSKI, dont le prin-
cipe de fonctionnement est essentiel, aussi bien pour d’autres algorithmes qui en sont des variantes pour
d’autres classes de grammaires, que pour montrer l’apprenabilité de ces classes. Nous donnons bien sûr
aussi la preuve de convergence issue de [60] pour cet algorithme. Ensuite viendront les résultats d’élas-
ticité finie pour certaines sous-classes des grammaires AB, qui constituent le cœur des contributions de
KANAZAWA. Dans la dernière partie nous présentons les principales conséquences obtenues à partir du
cas des grammaires AB pour quelques autres formes de grammaires catégorielles. Ceci concerne notam-
ment une généralisation à ce que KANAZAWA nomme les grammaires combinatoires générales, dont on
verra tout l’intérêt dans les prochains chapitres.
3.2 Apprentissage de grammaires AB rigides à partir de structures
L’algorithme RG (pour Rigid Grammars), proposé par Buszkowski [27], apprend la classe des gram-
maires AB rigides à partir de FA-structures (au sens du modèle de Gold).
3.2.1 Algorithme
L’algorithme RG comporte deux étapes. La première consiste à construire une grammaire générale
à partir de la séquence de FA-structures fournies comme exemples :
Soit D = 〈T1, .., Tn〉 la séquence de FA-structures en entrée.
1. Étiquetage d’une structure Ti :
(a) la racine de Ti est étiquetée par le type S (le type primitif qui caractérise les phrases cor-
rectes) ;
(b) en allant de la racine vers les feuilles, les fils de chaque nœud t sont étiquetés de la manière
suivante : une nouvelle variable x est créée, avec laquelle le nœud argument est étiqueté.
L’autre nœud est étiqueté t/x ou x\t selon qu’il s’agit d’un nœud FA ou BA. Le nœud
argument est celui de la branche droite s’il s’agit d’un nœud FA, gauche si c’est un nœud
BA.
2. Soit 〈P1..Pn〉 l’ensemble des arbres de dérivation construits par étiquetage des FA-structures
〈T1..Tn〉. Pour chaque arbre Pi et chaque feuille de cet arbre, une règle w 7→ t est créée, où w
est le mot correspondant à cette feuille et t le type obtenu après étiquetage pour cette feuille. La
grammaire ainsi obtenue est la grammaire générale GF (D).
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De fait, la phase d’étiquetage se résume à rassembler toutes les contraintes données par les exemples
dans une grammaire unique. Par construction, chaque FA-structure de l’ensemble donné en entrée appar-
tient au langage de structures de cette grammaire (et par conséquent le produit de la structure appartient
au langage de chaînes de la grammaire).
Mais comme chaque occurence d’un mot dans un exemple se traduit par l’ajout d’une nouvelle règle,
il est évident que cette seule étape ne permet pas d’apprendre le langage décrit, puisque la taille de
la grammaire augmente indéfiniment. C’est la raison pour laquelle la seconde étape d’unification doit
transformer GF (D) en une grammaire rigide :
1. Pour chaque mot w défini dans GF (D), soit Aw l’ensemble des types associés au mot w. SoitA la
famille composée de tous les ensembles Aw. Soit σu l’unifieur le plus général (MGU) de A (voir
partie 1.2.2.2).
2. On définit la grammaire RG(D) par RG(D) = σu[GF (D)] : par définition, toute règle w 7→ t de
GF (D) est remplacée par w 7→ σu(t) dans RG(D). Comme tous les types d’un même mot ont
été unifiés, la grammaire obtenue est rigide (par exemple, si GF (D) contenait des règles w ⊲ t1 et
w ⊲ t2, par définition de σu on a σu(t1) = σu(t2)).
Kanazawa donne dans [60] une preuve de convergence pour cet algorithme (résumée ci-après dans la
partie 3.2.3), démontrant ainsi que les langages de FA-structures de grammaires AB rigides sont appre-
nables (ce qu’on simplifie dans la littérature du domaine en “les grammaires AB rigides sont apprenables
à partir de structures”).
Cet algorithme a quelques qualités intéressantes : il est tout d’abord efficace, puisque sa complexité
algorithmique (en fonction de la taille des exemples) est seulement quadratique1 . Il peut être utilisé de
manière incrémentale, ainsi il n’est pas nécessaire de recalculer la grammaire à partir de l’ensemble des
phrases à chaque nouvel exemple. Enfin il produit une unique grammaire solution (la plus générale) quel
que soit l’ensemble d’exemples proposés.
Dans la mesure où les FA-structures se résument à un parenthésage en constituants enrichi d’une
information d’orientation (qu’on peut assimiler au sens d’une dépendance entre constituants), elles sont
un intermédiaire assez équilibré entre les simples chaînes (phrases) du langage et leurs arbres de déri-
vation complets. L’ajout de ces informations structurelles pour l’apprentissage est généralement justifié
par le fait que l’enfant acquérant un langage dispose dans son environnement “d’informations complé-
mentaires” qui l’aident dans son apprentissage. Étant donné l’extrême précision des FA-structures par
rapport à la grammaire, il est cependant discutable de considérer que l’enfant a à sa disposition de telles
informations.
1Il ne faut pas confondre la complexité de l’algorithme d’apprentissage et la complexité de l’apprentissage en lui-même :
la complexité de l’algorithme est le nombre de calculs élémentaires (au sens classique, c’est-à-dire dans une représentation
raisonnable telle qu’une machine de Turing) nécessaire pour calculer la grammaire, en fonction de la taille de l’ensemble
d’exemples (on choisit un critère de taille raisonnable, typiquement la somme du nombre de mots de chaque phrase). Mais la
grammaire ainsi calculée n’est pas nécessairement la grammaire cible, puisque le modèle ne donne aucun moyen de prédire
le nombre d’exemples nécessaires pour l’atteindre. Par conséquent on peut imaginer des cas où il faut un nombre exponentiel
d’exemples (en fonction de la taille du vocabulaire par exemple) pour réaliser l’apprentissage : la complexité du processus
global d’apprentissage n’est pas calculable a priori (sauf cas particuliers).
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3.2.2 Exemple
On considère l’ensemble D de FA-structures représentées (après étiquetage des nœuds) sur la figure


























(X6\X5)/X7 X7/X8 X8 (X5\S)/X9 X9
Paul Pierre








déteste 7→ (X1\S)/X2, (X5\S)/X9
qui 7→ (X6\X5)/X7
Le calcul du MGU unifie les types suivants :


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3.2.3 Preuve de convergence de l’algorithme RG
KANAZAWA démontre dans [60] que l’algorithme RG converge, c’est-à-dire que pour toute gram-
maire AB rigide G et toute énumération de FA-structures appartenant au langage de cette grammaire,
il existe une étape dans l’énumération à partir de laquelle l’algorithme renvoie toujours une grammaire
G′ telle que FL(G′) = FL(G). Nous donnons ci-dessous les grandes lignes de cette démonstration (on
donnera dans la partie 4.4 la version généralisée de cette démontration, avec plus de détails).
Définition 3.1 (Substitution sur une grammaire). Étant donné une grammaire AB G, la grammaire σ[G]
est définie par w ⊲σ[G] σ(t) si et seulement si w ⊲G t.
Proposition 3.1 (Buszkowski et Penn). Si σ[G1] ⊆ G2 alors FL(G1) ⊆ FL(G2).
Démonstration. Cas particulier de la proposition 4.11 (p. 112).
Définition 3.2 (Substitution fidèle). Une substitution σ est fidèle à une grammaire G = 〈Σ, P r, ⊲〉 si
pour tout w ∈ Σ tel que w ⊲ t1 et w ⊲ t2, si t1 6= t2 alors σ(t1) 6= σ(t2).
Définition 3.3 (⊑). Soit ⊑ la relation binaire sur les grammaires définie par G ⊑ G′ si et seulement s’il
existe une substitution σ telle que
• σ est fidèle à G ;
• σ[G] ⊆ G′.





Proposition 3.2. Si G1 ⊑ G2 alors ‖G1‖ ≤ ‖G2‖.
Démonstration. Cas particulier de la proposition 4.15 (p. 114).
Corollaire 3.1. L’ensemble {G′ |G′ ⊑ G } est fini (aux renommages près2).
Démonstration. Cas particulier de la proposition 4.2 (p. 114).
Proposition 3.3. Quel que soit D un ensemble fini de FA-structures, D ⊆ FL(GF (D)).
Démonstration. Par construction, l’étiquetage d’une FA-structure T vérifie les contraintes données par
les règles FA et BA, donc est conforme à la FA-structure. La grammaire GF (D) étant simplement consti-
tuée des types ainsi créés, il est clair que la structure obtenue par étiquetage est un arbre de dérivation
pour la grammaire GF (D) et que cet arbre est une instance de T , donc D ⊆ FL(GF (D)).
Proposition 3.4. Soit G une grammaire AB et D un ensemble fini de FA-structures.
D ⊆ FL(G) si et seulement s’il existe une substitution σ telle que σ[GF (D)] ⊆ G.
2C’est-à-dire si on ne distingue pas G1 et G2 lorsque G1 ⊑ G2 et G2 ⊑ G1.
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Démonstration.
⇒. Soit D = {T1, . . . , Tn}. Pour tout i, Ti ∈ FL(G) donc il existe une instance Pi de Ti pour
G. Par construction, il existe une substitution σi telle que Pi = σi[P ′i ], avec P ′i l’instance de Ti pour
GF (D) (voir démonstration détaillée de l’existence d’une telle substitution dans la proposition 4.18,
dont le cas présent est un cas particulier). Autrement dit à tout nœud étiqueté x dans P ′i correspond un
nœud étiqueté σi(x) dans Pi. Soit σ la substitution définie comme l’union de tous les σi : σ existe car les
ensembles de variables créés dans l’algorithme GF (D) sont disjoint pour chaque FA-structure Ti. Ainsi
par définition à toute règle w⊲t dans GF (D) correspond une règle w⊲σ(t) dans G, ce qui implique que
σ[GF (D)] ⊆ G.
⇐. σ[GF (D)] ⊆ G donc FL(GF (D)) ⊆ FL(G) selon la proposition 3.1. Or D ⊆ FL(GF (D))
d’après la proposition 3.3, donc D ⊆ FL(G).
Proposition 3.5. Soit G une grammaire AB rigide et D un ensemble fini de FA-structures.
D ⊆ FL(G) si et seulement si RG(D) existe et RG(D) ⊑ G.
Démonstration.
⇒. D’après la proposition 3.4, il existe une substitution σ telle que σ[GF (D)] ⊆ G. Or G est rigide,
donc σ[GF (D)] l’est aussi. Par conséquent σ est un unifieur de la famille d’ensembles A = {Aw | w ∈
Σ }, avec Aw = { t | (w ⊲ t) ∈ GF (D) }. L’existence d’un unifieur pour A garantit l’existence du
plus général unifieur σmgu de cette famille (proposition 1.1). Ainsi RG(D) = σmgu[GF (D)] existe, et
par définition du MGU il existe une substitution τ telle que σ = τ ◦ σmgu. On a donc τ [RG(D)] =
τ [σmgu[GF (D)]] = σ[GF (D)]. Or σ[GF (D)] ⊆ G, donc τ [RG(D)] ⊆ G. τ est fidèle puisque RG(D)
est une grammaire rigide, donc RG(D) ⊑ G.
⇐. Par définition RG(D) ⊑ G implique qu’il existe une substitution σ telle que σ[RG(D)] ⊆ G.
Or RG(D) = σmgu[GF (D)] (par définition), donc σ[σmgu[GF (D)] ⊆ G. D’après la proposition 3.4
l’existence d’une telle substitution (σ ◦ σmgu) implique que D ⊆ FL(G).
Proposition 3.6. Soit G une grammaire AB rigide, et D1,D2 deux ensembles finis de FA-structures.
Si D1 ⊆ D2 ⊆ FL(G) alors RG(D1) et RG(D2) existent, et RG(D1) ⊑ RG(D2) ⊑ G.
Démonstration. Il découle de la proposition 3.5 que RG(D1) et RG(D2) existent, et que RG(D1) ⊑ G
et RG(D2) ⊑ G. RG(D2) ⊑ RG(D2) car ⊑ est réflexive, donc selon la proposition 3.5 (utilisée ici
dans l’autre sens) on a D2 ⊆ FL(RG(D2)). Comme D1 ⊆ D2 ⊆ FL(RG(D2)), on obtient que
RG(D1) ⊑ RG(D2) en appliquant encore une fois la proposition 3.5.
Théorème 3.1. L’algorithme RG apprend la classe des langages de grammaires AB rigides à partir de
structures.
Démonstration. Soit {T1, T2, . . .} une énumération de FL(G), et soit Di = {T1, T2, . . . , Ti} pour tout
i ∈ N. Par hypothèse, Di ⊆ Di+1 ⊆ FL(G) pour tout i ∈ N. D’après la proposition 3.6, ceci implique
que RG(Di) et RG(Di+1) existent, et que RG(Di) ⊑ RG(Di+1) ⊑ G. Or il n’y a qu’un nombre fini
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de grammaires G′ différentes telles que G′ ⊑ G (par le corollaire 3.1), c’est pourquoi RG converge
nécessairement sur la séquence 〈Ti〉i∈N vers une grammaire Gn : il existe n ∈ N tel que RG(Di) = Gn
pour tout i ≥ n. Ainsi FL(G) = { Ti | i ∈ N } ⊆ FL(Gn), car Di ⊆ FL(RG(Di)) = FL(Gn) pour
tout i ≥ n (par la proposition 3.5, utilisée avec RG(Di) ⊑ RG(Di)). Comme Gn = RG(Dn) ⊑ G,
on a aussi FL(Gn) ⊆ FL(G) d’après la proposition 4.11. Par conséquent on a FL(Gn) ⊆ FL(G) et
FL(G) ⊆ FL(Gn), d’où FL(Gn) = FL(G).
On a donc montré que pour toute grammaire AB rigide G et toute énumération 〈T1, T2, . . .〉 de
FL(G), il existe un entier n ∈ N tel que FL(RG({T1, T2, . . . , Ti})) = FL(G) pour tout entier i ≥ n.
En d’autres termes l’algorithme RG apprend la classe des langages de grammaires AB rigides à partir de
structures.
3.2.4 Discussion
KANAZAWA a donc démontré à partir de l’algorithme RG de BUSZKOWSKI que non seulement
la classe des langages de FA-structures des grammaires AB est apprenable, mais aussi qu’il existe un
algorithme incrémental efficace (de complexité algorithmique polynomiale) pour mener à bien cet ap-
prentissage. Dans la mesure où les grammaires AB sont un formalisme grammatical qui constitue la base
de systèmes relativement adaptés aux langues naturelles, ce résultat représente un premier pas notable
dans la direction de l’apprentissage automatique des langues naturelles.
Cependant ce résultat a plusieurs limitations très fortes : d’une part, les grammaires AB en tant que
telles ne sont pas un formalisme suffisant pour les langues naturelles. Il sera donc nécessaire d’étudier si
la méthode utilisée dans ce cas est extensible à des formalismes plus pertinents, permettant de gérer avec
plus de finesse les subtilités des langues naturelles. D’autre part, même si l’on considère les grammaires
AB comme un formalisme d’un certain intérêt pour les langues naturelles, ce résultat comporte deux
limites qui en réduisent considérablement l’intérêt : le fait que des FA-structures soient nécessaires en
entrée et non de simples phrases, et le fait que seules les grammaires rigides puissent être prises en
compte.
La question du type d’entrées de l’algorithme d’apprentissage peut être analysée de deux points de
vues distincts. Si l’on considère que l’objectif de l’algorithme est de modéliser l’acquisition humaine du
langage, la présence d’informations supplémentaires par rapport à la simple phrase peut être justifiée :
l’enfant qui apprend sa langue dispose effectivement d’un ensemble d’éléments extérieurs à la phrase
elle-même, dont on peut supposer qu’ils lui sont utiles (même au niveau de la décomposition syntaxique
de la phrase). Cependant la forme prise par cette information au niveau des FA-structures est contestable :
le parenthésage en constituants sans ambiguité est déjà un élément d’une (trop ?) grande précision, quant
à l’étiquetage des nœuds en FA/BA, interprétable comme l’orientation d’une dépendance entre consti-
tuants, il s’agit d’une information extrêmement spécifique aux grammaires AB, et on peut donc douter
de la pertinence d’une telle information sur un plan linguistique. Le problème est différent si l’on consi-
dère que l’algorithme doit être un outil pratique utile pour découvrir automatiquement la syntaxe des
langues : la question qui se pose alors est celle de l’existence de ressources aussi spécifiques que des FA-
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structures de grammaires AB sur des volumes de données suffisamment vastes pour décrire une langue.
Or là encore la réponse est négative : non seulement il existe très peu de données formalisées en termes de
grammaires AB, mais encore moins avec des FA-structures. Et ce d’autant plus que que les FA-structures
sont liées très fortement à la forme de la grammaire à laquelle elles appartiennent (ce qui est par ailleurs
le principe même de l’algorithme RG). Ainsi la création d’un corpus de FA-structures sur une langue
donnée présuppose une connaissance très précise de la grammaire AB sous-jacente, ce qui ôte en grande
partie l’intérêt de “ré-apprendre” une telle grammaire.
Le problème de la restriction aux grammaire rigides est également quasiment rédhibitoire lorsqu’on
s’intéresse aux langues naturelles. En effet, rappelons que cette limitation interdit à tout mot du vocabu-
laire de se voir attribuer plusieurs types syntaxiques différents. On voit tout de suite le problème que cela
pose pour les homonymes. Par exemple, un mot tel que “montre” qui peut être aussi bien un verbe qu’un
nom commun, ne peut se contenter d’une seule catégorie syntaxique : si c’était le cas, cela signifierait
que les verbes et les noms se comportent syntaxiquement tous de manière identique, ce qui n’est clai-
rement pas raisonnable. Le problème est plus grave encore pour les mots grammaticaux (déterminants,
pronoms, prépositions, etc.) : ces mots peuvent très souvent être utilisés de différentes façons dans la
phrase, correspondant chacune à une catégorie syntaxique différente. Par conséquent il semble très peu
probable que les langues naturelles soient modélisables à l’aide de grammaires AB rigides, même de
manière approximative.
3.3 Grammaires AB et élasticité finie
Le principal apport de KANAZAWA dans [60] est sans doute la démonstration de l’élasticité finie
des langages de FA-structures de grammaires AB rigides, et les conséquences qui en découlent quant
à l’apprenabilité des grammaires k-valuées d’une part et des langages de chaînes d’autre part. Outre
l’intérêt du résultat en lui-même, KANAZAWA proposait en quelque sorte à l’aide de son théorème sur
la relation finiment valuée (voir proposition 2.14) une nouvelle méthode de preuve d’apprenabilité par
extension de l’élasticité finie. Cette méthode a été depuis largement réutilisée, et nous en ferons nous-
même usage dans les prochains chapitres.
3.3.1 Élasticité finie des langages de structures rigides
Nous donnons dans cette partie un aperçu de la démonstration fournie par KANAZAWA de l’élasticité
finie des langages de FA-structures des grammaires AB rigides. Les bases nécessaires à cette démonstra-
tion occupant quasiment tout un chapitre de [60], nous ne donnons pas les preuves complètes de tous les
lemmes utilisés, mais seulement de la principale proposition (lemme clé 5.56 dans [60], p. 76). Toutefois
on trouvera tous les éléments de preuve manquants dans le chapitre 6, qui contient une démonstration
complète de l’élasticité finie d’une classe de langages englobant celle des grammaires AB, basée sur
celle de KANAZAWA mais plus complexe.
Nous synthétisons ci-dessous quelques définitions utilisées par KANAZAWA. Les concepts ci-dessous
seront généralisés et détaillés dans le chapitre 6.
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Définition 3.5.
• Une grammaire G ne contient pas de type inutile si pour tout type t ∈ STLex(G) il existe un
arbre de dérivation complet (de racine s) pour G tel que t est l’un des nœuds de cet arbre3.
• Lex(G) = { t ∈ Tp | w ⊲G t }.
• STLex(G) = { t ∈ Tp | il existe t′ ∈ Lex(G) tel que t est un sous-type de t′ }.
• V ar(G) = { t ∈ STLex(G) | t ∈ Pr et t 6= s }.
• head(t) est la fonction définie inductivement par head(t) = t si t est un type primitif et head(A/B) =
head(B\A) = head(A) sinon.
• Heads(G) = { head(t) | t ∈ Lex(G) }.
• args∗(t) est la fonction définie inductivement par args∗(t) = ∅ si t est primitif et args∗(A/B) =
args∗(B\A) = args∗(A) ∪ {B}.
• Deux grammaires sont dites équivalentes, ce qui est noté G ≡ G′, si elles sont identiques modulo
un renommage de variables.
Proposition 3.7. Si G ne contient pas de types inutiles alors Heads(G) = V ar(G) ∪ {s}.
Proposition 3.8. Soit σ une substitution. Si u, t, t′ sont des types tels que t = σ(u) et t′ ∈ args∗(t),
alors (au moins) une des deux conditions suivantes est vérifiée :
• il existe u′ ∈ args∗(u) tel que σ(u′) = t′ ;
• ou t′ ∈ args∗(σ(head(u))).
Démonstration. Voir la démonstration de la proposition 6.7 (p. 165), très similaire.
Proposition 3.9. S’il existe x ∈ Heads(G) et y ∈ STLex(G) tels que y ∈ args∗(t) pour tout t ∈
Lex(G) tel que head(t) = x, alors tout arbre de dérivation de racine x pour G contient strictement un
sous-arbre de racine y.
Démonstration. La forme des règles FA et BA indique clairement que tous les arguments de t doivent
être “consommés” pour obtenir le type head(t).
Proposition 3.10. Soient G et G′ deux grammaires AB rigides sans types inutiles.
Si σ[G] = G′ et |Heads(G)| = |Heads(G′)| alors σ est un renommage.
Démonstration. Soit {x1, . . . , xn} = Heads(G) \ {s}, et soit zi = head(σ(xi)) pour tout i. Notons
que Heads(G′) = {z1, . . . , zn}, avec zi 6= zj pour tout i 6= j, car |Heads(G)| = |Heads(G′)|. Nous
allons montrer par l’absurde que σ(xi) = zi pour tout i, 1 ≤ i ≤ n. Pour cela nous commençons par
montrer que s’il existe j, 1 ≤ j ≤ n, tel que σ(xj) 6= zj alors il existe aussi k, 1 ≤ k ≤ n et k 6= j tel
que σ(xk) 6= zk et zk dépend de zj , c’est-à-dire que tout arbre de dérivation dont la racine est zk contient
nécessairement un sous-arbre de dérivation dont la racine est zj .
Supposons que zj 6= σ(xj). Par définition zj 6= zi pour tout i 6= j, autrement dit zj 6= head(σ(xi))
et donc zj 6= σ(xi) pour tout i 6= j puisque zj est primitif. Ainsi zj 6= σ(xi) pour tout i, 1 ≤ i ≤ n.
3Il s’agit ici d’une définition légèrement simplifiée par rapport à celle de [60].
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G′ ne contient pas de type inutile, donc il existe un arbre de dérivation complet contenant un sous-arbre
dont la racine est zj . zj 6= s (sinon |Heads(G′)| < |Heads(G)|), par conséquent il existe t ∈ Lex(G′)
tel que zj ∈ args∗(t). Soit zk = head(t) : zj 6= σ(xi) pour tout i, donc zj ∈ args∗(σ(xk)) d’après le
lemme 3.8. Ainsi σ(xk) n’est pas un type primitif, donc zk 6= σ(xk). De plus zk 6= zi pour tout i 6= k,
donc tout type t′ ∈ Lex(G′) tel que head(t′) = zk vérifie zj ∈ args∗(t′), ce qui signifie que zk dépend
de zj (selon le lemme 3.9).
Par conséquent l’hypothèse qu’il existe un j, 1 ≤ j ≤ n, tel que σ(xj) 6= zj entraîne le fait
qu’il existe une séquence infinie zj1, zj2 , . . . telle que zji+1 dépend de zji . Or |Heads(G′)| ≤ |Σ|,
donc il existe nécessairement k et k′ tels que zjk = zj′k , c’est-à-dire qu’il existe un type primitif dans
Heads(G′) qui dépend de lui-même. Par hypothèse G′ ne contient pas de types inutiles, donc ceci est
une contradiction.
Ainsi σ(xi) = zi pour tout i (1 ≤ i ≤ n), donc tout type primitif de Heads(G) est transformé en
type primitif par σ. Comme |Heads(G)| = |Heads(G′)|, cela implique que σ est un simple renommage
de variables.
Corollaire 3.2. Il n’existe pas de séquence infinie 〈Gi〉i∈N de grammaires AB rigides sans types inutiles
sur un vocabulaire Σ telle que Gi ⊑ Gi+1 et Gi 6≡ Gi+1 pour tout i ∈ N.
Démonstration. D’après le lemme 3.7, |V ar(G)| < |Heads(G)|, or |Heads(G)| ≤ |Σ| pour toute
grammaire AB rigide sans types inutiles. De plus σ[Gi] = Gi+1 avec |Heads(Gi)| = |Heads(Gi+1)|
implique Gi ≡ Gi+1 selon la proposition 3.10, donc toute séquence G′1, . . . , G′n de grammaires AB
rigides sans types inutiles telles que σ[G′i] = G′i+1 et G′i 6≡ G′i+1 vérifie n ≤ |Σ|.
Ainsi dans toute séquence G′′1 , . . . , G′′m de grammaires AB rigides sans types inutiles telles que






i+1 il ne peut y avoir au plus que n grammaires consécutives telles que
σ[G′′i ] = G
′′
i+1. De plus |G′′i | ≤ |Σ| puisque les grammaires sont rigides, et |G′′i | < |G′′i+1| si σ[G′′i ] ⊂
G′′i+1, donc une telle séquence de grammaires vérifie m ≤ |Σ|2. Par conséquent Il n’existe pas de sé-
quence infinie 〈Gi〉i∈N de grammaires AB rigides sans types inutiles sur un vocabulaire Σ telle que
Gi ⊑ Gi+1 et Gi 6≡ Gi+1 pour tout i ∈ N.
Remarque : La borne |Σ|2 que nous proposons dans cette démonstration n’est pas optimale : en fait
KANAZAWA a montré dans [60] qu’une telle séquence de grammaires a pour longueur maximum |Σ|.
Cette simplification de la démonstration n’a pas d’incidence sur l’élasticité finie de la classe de langages,
dont la preuve est l’objectif de cette partie.
Proposition 3.11 (KANAZAWA).
La classe des langages de FA-structures des grammaires AB rigides a l’élasticité finie.
Démonstration. Supposons qu’il existe une séquence infinie de FA-structures T0, T1, T2, . . . et une sé-
quence infinie de grammaires AB rigides G1, G2, . . . telles que
{T0, . . . , Ti−1} ⊆ FL(Gi) et Ti /∈ FL(Gi) pour tout i > 0.
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D’après la proposition 3.5, si {T0, . . . , Ti−1} ⊆ FL(Gi) alors RG({T0, . . . , Ti−1}) existe et on a
RG({T0, . . . , Ti−1}) ⊑ Gi pour tout i > 0. De même la proposition 3.5 implique que pour tout i Ti /∈
RG({T0, . . . , Ti−1}), d’où le fait que RG({T0, . . . , Ti−1}) 6≡ RG({T0, . . . , Ti}). Or comme la pro-
position 3.6 donne RG({T0, . . . , Ti−1}) ⊑ RG({T0, . . . , Ti}), on obtient que RG({T0, . . . , Ti−1}) <
RG({T0, . . . , Ti}) pour tout i > 0. Par conséquent il existe une séquence infinie de grammaires AB
rigides G′1, G′2, . . . sans types inutiles4 , avec G′i = RG({T0, . . . , Ti−1}) pour tout i > 0, telle que
G′i < G
′
i+1 : ceci contredit le corollaire 3.2, donc la classe des langages de FA-structures des gram-
maires AB rigides a l’élasticité finie.
3.3.2 Extension de l’élasticité finie aux langages de chaînes de grammaires AB k-valuées
L’intérêt de la propriété d’élasticité finie sur les langages de FA-structures des grammaires AB rigides
réside dans l’extention qu’en a faite KANAZAWA aux grammaires k-valuées d’une part et aux langages
de chaînes d’autre part.
3.3.2.1 Élasticité finie des langages de structures des grammaires AB k-valuées
Afin d’utiliser la proposition 2.14, KANAZAWA définit une relation finiment valuée entre les lan-
gages (de FA-structures) des grammaires AB rigides et k-valuées sur un vocabulaire Σ. Dans la suite on




{w1, . . . , wk},
où tous les wi sont distincts. Comme on peut le voir Σ′ est un vocabulaire comportant k × |Σ| mots
différents, chaque mot w de Σ pouvant être associé à k copies de w dans Σ′.
Soit ≺ un ordre total sur les types : pour toute grammaire k-valuée G et tout t ∈ Lex(G), soit
f(w, i) = t avec t le ième type de l’ensemble {t′|w ⊲G t′} ordonné selon ≺. Soit rc(G) la grammaire
rigide sur Σ′ définie par
wi ⊲rc(G) f(w, i) pour tout w ∈ Σ et tout i, 1 ≤ i ≤ k.
On note que la fonction rc est bijective. Soit amb : FLΣ′ 7→ FLΣ la fonction définie par :
• amb(wi) = w pour tout w ∈ Σ ;
• amb(fa(T, T ′)) = fa(amb(T ), amb(T ′)) pour toutes FA-structures T et T ′ sur Σ′ ;
• amb(ba(T, T ′)) = ba(amb(T ), amb(T ′)) pour toutes FA-structures T et T ′ sur Σ′ ;
amb est classiquement étendue aux ensembles de FA-structures de la manière suivantes : amb[D] =
{ amb(T ) | T ∈ D }. Par définition, on a FL(G) = amb[FL(rc(G))] pour toute grammaire k-valuée
G.
4RG(D) ne contient pas de types inutiles par construction. Nous ne donnons pas de détail sur ce point dans ce chapitre
mais dans le chapitre 6, pour la version généralisée.
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Proposition 3.12. La classe des langages de FA-structures des grammaires AB k-valuées a l’élasticité
finie.
Démonstration. Selon la proposition 3.11, la classe { FL(G) | G est une grammaire rigide sur Σ′ } a
l’élasticité finie. Ainsi la classe { FL(rc(G)) |G est une grammaire k-valuée sur Σ } a aussi l’élasticité
finie puisqu’il s’agit d’un sous-ensemble de la première classe. Il est clair que la relation amb entre FLΣ′
et FLΣ est finiment valuée, donc selon la proposition 2.14 la classe
{ amb[FL(rc(G))] |G est une grammaire k-valuée sur Σ }
a également l’élasticité finie. Cette classe est identique à la classe
{ FL(G) |G est une grammaire k-valuée sur Σ },
ce qui signifie que la classe des langages de FA-structures des grammaires AB k-valuées a l’élasticité
finie.
La différence entre le cas des grammaires rigides et celui des grammaires k-valuées ne se situe donc
pas au niveau de l’apprenabilité théorique, mais au niveau de la réalisation pratique d’un tel apprentis-
sage. En effet l’algorithme proposé par KANAZAWA dans ce cas consiste simplement à calculer toutes les
possibilités d’unifier ou non un type donné avec l’un ou l’autre des k types possibles du mot. Il s’agit en
fait de calculer tous les k-partitionnements possibles au lieu d’un unique MGU (voir la partie 4.4.4 pour
un algorithme généralisé utilisant cette technique), dont le nombre est bien entendu exponentiel. COSTA
FLORÊNCIO montrera ensuite que ce problème est NP-difficile [33]), ce qui signifie que l’algorithme
exponentiel de KANAZAWA ne peut pas être amélioré de façon significative.
3.3.2.2 Élasticité finie des langages de chaînes des grammaires AB k-valuées
Proposition 3.13. La classe des langages de chaînes des grammaires AB k-valuées a l’élasticité finie.
Démonstration. Soit Gk l’ensemble des grammaires AB k-valuées. Rappelons que par définition L(G) =
{ prod(T ) | T ∈ FL(G) } (où prod(T ) est le produit de la FA-structure T ). Soit R la relation définie
sur Σ∗ × FL par x R T si et seulement si x ∈ prod(T ) (autrement dit x est la phrase représentée
par la FA-structure T ) : on remarque que pour toute grammaire G R−1[FL(G)] = { x ∈ Σ∗ | ∃T ∈
FL(G) tel que x ∈ prod(T ) } = L(G). Soit G ∈ Gk une R-grammaire k-bornée. Pour tout x appar-
tenant à L(G) le nombre de FA-structures T telles que x ∈ prod(T ) est borné : en effet, si |x| = n,
une telle structure contient n feuilles et n − 1 nœuds de règles FA/BA. La relation R est donc finiment
valuée, or d’après la proposition 3.12 pour tout k ≥ 0 la classe { FL(G) | G ∈ Gk } a l’élasticité finie.
Par conséquent, d’après la proposition 2.14, la classe { L(G) |G ∈ Gk } a aussi l’élasticité finie.
Étant donné une phrase de taille n, il n’existe qu’un nombre fini de FA-structures qui peuvent
lui correspondre : il y a “seulement” (2n+2)!(n+1)!(n+2)! parenthésages possibles (nombres de Catalan), et le
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nombre d’étiquetages possibles des nœuds par FA/BA est de 2n−1. L’algorithme proposé par KANA-
ZAWA consiste simplement à calculer toutes les grammaires possibles en fonction de toutes les FA-
structures possibles, ce qui est bien sûr de complexité exponentielle. COSTA FLORÊNCIO montrera en-
suite dans [34] qu’il s’agit encore dans ce cas d’un problème NP-difficile. De plus, au niveau algorith-
mique, cette extension pose le problème de la recherche d’une grammaire minimale parmi l’ensemble de
celles qui sont compatibles (voir [60]) : celui-ci est encore source d’inefficacité.
3.3.3 Discussion
Finalement dans ces deux cas l’extension à des classes de langages plus riches mène inévitablement
à un problème d’efficacité, quasiment insoluble pour des applications réelles. Ceci illustre le fait que,
même si l’élasticité finie est un critère très puissant pour démontrer l’apprenabilité « théorique » d’une
classe de langages complexe à partir d’un cas simple, son utilisation ne préserve pas les propriétés algo-
rithmiques du cas de base. Il est utile de noter que le problème des structures est très lié à la première
partie de l’algorithme (construction de la grammaire générale), tandis que le problème de la rigidité des
grammaires est lié à la seconde partie (l’unification). En fait il s’avère impossible de réaliser la première
partie de l’algorithme en temps polynomial sans les FA-structures complètes, et de la même manière le
déterminisme de la seconde partie est basé sur la rigidité des grammaires.
Sur le plan théorique il s’agit d’un résultat relativement intéressant pour les langues naturelles, mais
la mise en pratique est évidemment impossible. NICOLAS a implémenté et testé l’algorithme de KANA-
ZAWA pour ce cas, et obtient par exemple 126775 grammaires solutions en fixant seulement la valeur
2 à k, pour de petits exemples [81]. Le fait que l’algorithme ne soit plus déterministe ajoute encore la
complication de choisir une grammaire parmi toutes les solutions, de manière à satisfaire la définition
du modèle de Gold (une seule grammaire en sortie). KANAZAWA décrit les différents aspects de ce pro-
blème de la recherche d’une grammaire minimale dans l’ensemble de solutions, qui passe encore une
fois par un algorithme exponentiel.
3.4 Autres résultats d’apprenabilité pour les grammaires catégorielles
À la suite des résultats d’apprenabilité positifs obtenus par KANAZAWA pour les grammaires caté-
gorielles classiques, plusieurs travaux ont naturellement cherché à étendre ces résultats dans le champ
des grammaires catégorielles. Cela inclut différents types d’études, en particulier sur les grammaires de
LAMBEK, sur des formes différentes de données en entrée pour les grammaires AB, ainsi que différentes
formes de généralisation.
3.4.1 Résultats d’apprenabilité sur des formalismes proches des grammaires AB
Comme on l’a vu dans la partie 1.3.2.2, les grammaires de LAMBEK sont une extension naturelle
des grammaires AB présentant de nombreux avantages au niveau linguistique, notamment pour la re-
présentation de la sémantique des phrases. Les questions relatives à l’apprenabilité des grammaires de
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LAMBEK sont donc d’une grande importance dans la perspective de l’application du modèle de GOLD
aux langues naturelles.
BONATO a proposé dans [21] un algorithme d’apprentissage des grammaires de LAMBEK rigides
à partir de “phrases structurées”. Dans [23], BONATO et RETORÉ reprennent ce résultat et l’étendent
aux grammaires minimalistes. Cet algorithme est basé sur l’algorithme RG de Buszkowski, et la preuve
de convergence dans le modèle de GOLD qui l’accompagne est inspirée de celle de KANAZAWA. Les
données fournies en entrée à l’algorithme sont des arbres de preuve incomplets dont les nœuds sont
étiquetés par les noms des règles applicables dans le calcul de LAMBEK, à l’instar des FA-structures
pour l’algorithme RG. La complexité de l’algorithme est également polynomiale. Ce résultat positif est
donc une extension fidèle de celui de BUSZKOWSKI et KANAZAWA pour le cas des grammaires AB
rigides apprenables à partir de FA-structures.
Cependant les grammaires de LAMBEK ne possèdent pas les propriétés adéquates des grammaires
AB pour l’élasticité finie. En fait la comparaison en termes d’apprenabilité avec les grammaires AB
s’arrête au cas de l’apprentissage de grammaires rigides avec des structures : de nombreux résultats
négatifs obtenus par LE NIR et FORET le prouvent [46],[47],[82]. En particulier, les grammaires de
LAMBEK rigides classiques (non-associatives) ne sont pas apprenables à partir de chaînes. LE NIR et
FORET [82] exhibent en effet le point limite suivant :
Exemple 3.1. Soient p et q des types primitifs et Ai le type défini pour tout i ≥ 0 par Ai = s si i = 0 et
Ai = (Ai/(p/p))/(q/q) sinon.
Gi = { a ⊲ p/p ; b ⊲ q/q ; c ⊲ Ai }
G∗ = { a ⊲ p/p ; b ⊲ p/p ; c ⊲ s/(p/p) }
On peut montrer que L(Gi) = c(b∗a∗)i, donc L(Gi) ⊂ L(Gi+1). De plus⋃
i≥0
L(Gi) = L(G∗) = c(b
∗a∗)∗ = c{a, b}∗,
par conséquent cette séquence de grammaires de LAMBEK rigides décrit un point limite, ce qui im-
plique que les grammaires de LAMBEK rigides ne sont pas apprenables à partir de chaînes (voir théorème
2.1).
Les résultats de KANAZAWA, ainsi que les possibilités d’extension de la méthode d’apprentissage
utilisée, ont donné lieu par la suite à de nombreux autres travaux. Dans le cadre des grammaires AB,
DUDAU-SOFRONIE et TELLIER[100] [43] [42] adaptent les résultats de KANAZAWA sur les grammaires
catégorielles de manière à prendre en compte des informations d’ordre sémantique dans les exemples,
conformément à ce dont dispose un enfant dans son environnement. Dans le cadre plus large de l’in-
férence grammaticale, BESOMBES et MARION ont étudié l’utilisation d’algorithmes efficaces de type
RG pour l’apprentissage de langages d’arbres réversibles et quelques applications [17] [19], dont cer-
taines à des classes particulières de grammaires AB [18]. On peut également rattacher à cette branche
de travaux issus de celui de KANAZAWA le résultat de BÉCHET sur l’apprenabilité des grammaires de
liens k-valuées [14]. On retrouve en effet dans ce résultat un algorithme efficace pour le cas des gram-
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maires rigides apprises à partir de structures, et une extension via l’élasticité finie au cas des grammaires
k-valuées à partir de chaînes.
3.4.2 Généralisation : les grammaires combinatoires générales de KANAZAWA
Comme le souligne KANAZAWA dans le dernier chapitre de [60], on peut constater en observant les
différents résultats qu’il a obtenus que le formalisme spécifique des grammaires AB n’y joue pas un rôle
crucial. Il démontre en effet que l’algorithme RG peut être assez facilement adapté de façon à traiter de
systèmes différents des grammaires AB, pourvu qu’ils soient à base de règles universelles applicables par
substitution et qu’on y dispose de structures analogues aux FA-structures. En fait KANAZAWA présente
cette partie de ces travaux comme une simple extension en direction des grammaires catégorielles com-
binatoires de STEEDMAN (voir la partie 1.3.2.3), mais nous verrons que l’on peut en envisager beaucoup
d’autres applications.
Nous reprenons ici brièvement cette partie des travaux de KANAZAWA, ainsi que les extensions
qui en sont faites. Comme ceux-ci constitueront la base d’une grande partie des extensions que nous
proposerons dans les chapitres suivants, nous présentons ici seulement le principe de cette généralisation.
3.4.2.1 Cas des grammaires rigides à partir de structures (KANAZAWA)
Soit O un ensemble d’opérateurs, Pr un ensemble de variables et Tp l’ensemble des O-termes sur
Pr. UneO-grammaire sur un vocabulaire Σ est constituée de l’association d’un ou plusieurs types de Tp
à chaque mot de Σ. La notion de grammaire rigide (resp. k-valuée) s’applique directement à ce nouveau
modèle. De même pour tout ce qui concerne les substitutions, notamment la relation ⊑. Une O-règle R
est une expression de la forme A1 . . . An → A0, avec pour tout i Ai unO-terme sur un ensemble fixé de
variables V ar(R).
Soit R un ensemble de O-règles : une R-structure est un arbre sur Σ tel que chaque nœud interne
est étiqueté par l’une des règles R ∈ R et chaque nœud est étiqueté par un mot du vocabulaire Σ. Un
arbre de dérivation est uneR-structure dont les nœuds sont en plus étiquetés par des types, vérifiant pour
chaque nœud N étiqueté par uneO-règle R = A1 . . . An → A0 et un type t0, avec n types fils t1, . . . , tn
(dans l’ordre), qu’il existe une substitution σ sur V ar(R) telle que σ(Ai) = ti pour tout i ≥ 0. Notons
que les grammaires AB sont bien sûr un exemple de formalisme représentable dans ce système.
L’algorithme d’apprentissage proposé par KANAZAWA reprend les principes de RG, en généralisant
la partie “étiquetage” de la façon suivante : pour chaque structure T en entrée,
1. associer une variable distincte vN à chaque nœud N de T et le type spécial s à la racine ;
2. pour chaque nœud N de T étiqueté par une règle A1 . . . An → A0, soit τN un renommage
de V ar(R) (l’ensemble d’arrivée de τN est constitué de variables “fraîches”) : associer xN1 =
τN (A1), . . . , xNn = τN (An) aux nœuds fils de N et xN = τN (A0) à N ;
3. À chaque nœud sont donc associés deux types vN et xN : soit A la famille d’ensembles composée
de toutes les paires (vN , xN ) correspondant aux nœuds de T . Soit σ = MGU(A) : on calcule
ainsi un type unique pour chaque nœud qui vérifie les contraintes imposées par les règles.
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4. Collecter les types σ(vN ) pour chaque nœud feuille N de T , et associer ce type au mot w ∈ Σ
correspondant à cette feuille dans la grammaire GF (D).
Remarque : La seconde étape de l’algorithme, à savoir l’unification des types d’un même mot qui permet
d’obtenir une grammaire rigide, est identique à celle utilisée dans le cas des grammaires AB. Une version
généralisée de cet algorithme d’apprentissage de façon plus détaillée est présentée dans la partie 4.4.2.
Dans [60], KANAZAWA prouve la convergence de cet algorithme, pour n’importe quel ensemble de
règles universelles R. Nous verrons dans le chapitre 4 qu’on peut même encore étendre cette généralisa-
tion à des grammaires non algébriques (à condition évidemment d’utiliser des R-structures adéquates),
mais aussi à des grammaires pas nécessairement totalement lexicalisées. En revanche, il est primordial de
noter que l’existence de cet algorithme n’implique rien quant à l’éventuelle élasticité finie de la classe des
R-grammaires rigides, ni à l’apprenabilité des R-grammaires k-valuées ou apprises à partir de chaînes.
3.4.2.2 GCG et élasticité finie (COSTA FLORÊNCIO)
Finalement, pour les grammaires combinatoires générales, KANAZAWA laisse ouverte la question
de savoir si tel ou tel ensemble de règles universelles permet d’obtenir l’élasticité finie de la classe de
langages concernée (particulièrement parmi les règles des grammaires combinatoires générales, puisque
c’était la raison de la généralisation qu’il proposait). Or on a vu dans le cas des grammaires AB que grâce
à l’élasticité finie on obtenait des résultats positifs d’apprenabilité beaucoup plus intéressants. En effet,
la restriction de l’apprenabilité des grammaires combinatoires générales aux grammaires rigides à partir
de R-structures est une limitation très contraignante pour les langues naturelles (comme pour les gram-
maires AB, voir partie 3.2.4). C’est pourquoi cette question est d’un intérêt certain pour l’apprenabilité
de classes de langages utiles, dans des formalismes différents des grammaires AB. COSTA FLORÊNCIO
a proposé dans [32] une approche aboutissant à des conditions suffisantes sur les règles universelles pour
l’élasticité finie. Il faut avant tout souligner que cette question n’a rien de trivial, puisqu’on trouve faci-
lement des classes de grammaires combinatoires générales rigides qui n’ont pas l’élasticité finie, comme
en témoigne l’exemple ci-dessous tiré de [35] :
Exemple 3.2. Soit R l’ensemble formé des deux règles suivantes :
X/X X/X → X
X Y/(X/X) → Y
On montre que la classe des langages de chaînes des grammaires rigides utilisant ces règles n’est pas
apprenable (donc n’a pas l’élasticité finie), en exhibant un point limite (voir théorème 2.1).
Soit Gi la grammaire { a : X/X ; b : Y/Y ; c : Ai },
avec A0 = s et Ai = (Ai−1/(Y/Y ))/(X/X) si i > 0.
G∗ = { a : X/X ; b : X/X ; c : s/(X/X) }. On peut montrer que L(Gi) = c(a∗|b∗)i, donc
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le langage L(G∗) est par conséquent un point limite pour cette classe.
Dans [32], COSTA FLORÊNCIO apporte des conditions suffisantes pour qu’un système de grammaires
combinatoires générales utilisant un ensemble de règles R ait l’élasticité finie. L’approche qu’il propose
est basée sur la réduction au cas des grammaires AB, à travers l’utilisation du théorème de KANAZAWA
sur l’extension de l’élasticité finie entre classes de langages par une relation finiment valuée (voir pro-
position 2.14). Concrètement, le principe est le suivant : afin de replacer la classe de langages étudiée
dans un cadre quasiment identique à celui des grammaires AB, une transformation des règles univer-
selles R vers des règles de type AB est définie. Il faut donc aussi transformer les grammaires décrites
dans le système de règles R en grammaires équivalentes dans ce nouveau système de règles. Bien sûr il
est nécessaire que la grammaire résultant de cette transformation soit de taille finie, d’où l’existence de
contraintes sur les règles universelles de départ (en plus des contraintes de forme liées aux grammaires
AB, notamment le fait que les règles doivent être binaires). On obtient donc une classe de langages
exprimée dans un système “de type AB”, pour laquelle il existe une relation finiment valuée avec la
classe des grammaires AB k-valuées. Cette dernière ayant l’élasticité finie, l’application du théorème
de KANAZAWA (proposition 2.14) donne l’élasiticité finie de la classe de grammaires rigides exprimée
dans le système intermédiaire. Comme dans le cas des grammaires AB, de l’élasticité finie de la classe
des langages de structures des grammaires rigides découle celle de la classe des langages chaînes des
grammaires k-valuée.
Il est toutefois judicieux de noter que la transformation des grammaires depuis le système de départ
(règlesR) dans le système intermédiaire “de type AB” ne garantit nullement l’existence d’une éventuelle
borne k sur le nombre de règles de la classe concernée, ce qui signifie que l’apprenabilité des grammaires
k-valuées dans ce cas ne peut être interprétée que dans ce système intermédiaire. Le chapitre 6 sera
consacré à montrer l’élasticité finie de classes de grammaires combinatoires générales selon de nouveaux
critères sur les règles. Nous y proposerons notamment une comparaison avec l’approche de COSTA
FLORÊNCIO dans la partie 6.6.
3.5 Conclusion
KANAZAWA a établi plusieurs résultats très importants pour l’apprenabilité des grammaires catégo-
rielles dans [60] :
1. L’existence et la convergence de l’algorithme RG proposé auparavant par BUSZKOWSKI pour
l’apprentissage des grammaires AB rigides à partir de FA-structures (théorème 3.1) ;
2. Le théorème permettant l’extension de l’élasticité finie d’une classe de langages à une autre,
pourvu qu’il existe entre elles une relation finiment valuée (proposition 2.14) ;
3. L’élasticité finie de la classe des langages de FA-structures des grammaires AB rigides (proposition
3.11) ;
4. L’élasticité finie de la classe des langages de chaînes des grammaires AB k-valuées (proposition
3.13) ;
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5. L’existence et la convergence d’un algorithme d’apprentissage de grammaires combinatoires gé-
nérales rigides à partir de R-structures, pour tout ensemble de O-règles R (partie 3.4.2).
Mais si tous ces résultats sont bien des résultats positifs d’apprenabilité dans le modèle de GOLD au
sens strict, ils ne sont pas pour autant à mettre tous sur un même plan. En effet, tant du point de vue
des langues naturelles que du point de vue de l’inférence grammaticale, la dichotomie entre les points 1
et 4 de l’énumération ci-dessus est cruciale. Dans le premier cas, il existe un algorithme efficace mais
l’expressivité de la classe de langages est très réduite et l’apprentissage nécessite des informations très
précises en entrée. Tandis que dans le second cas, à l’inverse, l’expressivité est assez conséquente et
l’apprentissage se contente de l’information la plus basique, mais il n’existe pas (et ne peut pas exis-
ter) d’algorithme efficace. Ce fossé entre apprenabilité théorique et apprenabilité pratique est sans aucun
doute la plus grande difficulté à laquelle on se trouve confronté dans la problématique de l’apprentissage
des langues naturelles : même si cela n’est pas trivial, globalement on peut atteindre des résultats théo-
riques d’apprenabilité relativement satisfaisants. En revanche, la mise en pratique de ces résultats pour
les langues naturelles demeure un obstacle majeur. Nous proposerons dans le chapitre 7 une méthode qui
répond partiellement à cet aspect du problème.
Du point de vue de la généralisation de ce type de résultats à d’autre formalismes, le point 5 constitue
une ouverture très intéressante. En effet, il illustre le fait que la méthode d’apprentissage élaborée à
partir de l’algorithme RG n’est pas propre aux grammaires AB, mais est potentiellement extensible à
d’autres formes de grammaires. Cette méthode repose sur certaines propriétés relativement simples des
grammaires combinatoires générales : schématiquement, les dérivations fonctionnent par substitutions
de types sur un ensemble fixé de règles universelles, ce qui engendre des caractéristiques notables pour
l’inclusion des grammaires par rapport à celle des langages. Nous verrons d’ailleurs dans le chapitre 4 que
l’apprenabilité des langages de structures des GCG rigides ne se limite pas aux grammaires algébriques
et lexicalisées. En revanche, de même que nous avons souligné la distinction entre l’apprenabilité des
langages de FA-structures des grammaires AB rigides et celle des langages de chaînes des grammaires
AB k-valuées, notons que ce résultat est limité aux langages de structures rigides. En effet, contrairement
au cas des grammaires AB, l’élasticité finie des langages de structures rigides des GCG en général n’est
pas vérifiée. Nous étudierons dans les chapitres 5 et 6 cette question laissée ouverte par KANAZAWA, à
savoir quelles sous-classes parmi les langages des grammaires combinatoires générales ont l’élasticité
finie. Ceci devrait permettre de découvrir de nouvelles classes de langages de grammaires k-valuées
apprenables à partir de R-structures, voire de chaînes (dans certaines conditions).
PARTIE II






A VARIÉTÉ DES FORMALISMES GRAMMATICAUX ET LES PREMIERS RÉSULTATS OBTENUS
PAR KANAZAWA NOUS INVITENT À CONSIDÉRER L’UTILISATION D’UN SYSTÈME FORMEL
À LA FOIS FLEXIBLE ET POTENTIELLEMENT DOTÉ DE PROPRIÉTÉS POSITIVES POUR L’APPRENTIS-
SAGE. CE SYSTÈME EST BASÉ SUR LES GRAMMAIRES COMBINATOIRES GÉNÉRALES, DONT KANA-
ZAWA A MONTRÉ L’INTÉRÊT EN TERMES D’APPRENABILITÉ (DANS UN CAS RESTREINT). IL EST
ESSENTIELLEMENT CARACTÉRISÉ PAR SON PARAMÉTRAGE PAR DES RÈGLES UNIVERSELLES, QUI
S’APPLIQUENT À DES TYPES PAR SUBSTITUTIONS. DANS LA VERSION GÉNÉRALISÉE QUE NOUS
PRÉSENTONS, CETTE CARACTÉRISTIQUE REND LE SYSTÈME APTE À REPRÉSENTER DES FORMA-
LISMES ASSEZ VARIÉS. ON POURRA AINSI ÉTUDIER DE FAÇON RELATIVEMENT UNIFORME L’AP-
PRENABILITÉ DE DIFFÉRENTS MODÈLES POUR LES LANGUES NATURELLES, TOUT EN RESTANT À
UN NIVEAU DE REPRÉSENTATION AUSSI PROCHE QUE POSSIBLE DE CES MODÈLES.
4.1 Introduction
Les Grammaires Combinatoires Générales (GCG) sont introduites par KANAZAWA dans [60] (voir
partie 3.4.2). Il s’agit en quelque sorte d’un méta-formalisme grammatical, dans lequel le système gram-
matical lui-même est paramétré par un ensemble fixé de règles universelles. Chaque classe de grammaires
utilisant un système de règles R donné fonctionne par dérivation des types du lexique selon ces règles,
à l’instar les grammaires AB avec les règles FA et BA. KANAZAWA proposait ce formalisme unique-
ment dans le but d’étudier l’apprenabilité des grammaires catégorielles combinatoires de STEEDMAN,
en réutilisant les propriétés des grammaires AB dans ce cadre.
Mais cette extension offre des perspectives plus vastes pour représenter des formalismes gramma-
ticaux un peu plus éloignés des grammaires catégorielles, comme nous le montrerons dans ce chapitre.
Dans cet objectif nous proposons une définition étendue des grammaires combinatoires générales, d’une
part en sortant du cadre des grammaires algébriques, et d’autre part en considérant également des gram-
maires non (totalement) lexicalisées. Cela permet d’envisager la description de formalismes variés dans
ce système, donc potentiellement un plus grand choix de représentation des langues naturelles. Ce sys-
tème se veut donc avant tout un moyen assez simple de représenter d’autres formalismes grammatiaux,
à l’aide du paramétrage par les règles universelles.
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Dans notre objectif d’appliquer aux langues naturelles l’apprentissage au sens du modèle de GOLD,
l’intérêt des grammaires combinatoires générales réside bien sûr dans les premiers résultats d’appre-
nabilité obtenus par KANAZAWA sur ce système. Nous montrerons dans ce chapitre que son résultat
sur l’apprentissage de grammaires rigides à partir de structures s’applique de manière assez directe à
la version généralisée que nous proposons, puis nous verrons dans les chapitres suivants que certaines
sous-classes de grammaires combinatoires générales, plus pertinentes en termes de représentation des
langues naturelles, sont également apprenables.
4.2 GCG non restreintes
Dans cette partie nous définissons les principes de base des grammaires combinatoires générales.
On parlera souvent dans la suite indifféremment de R-grammaires ou de grammaires combinatoires
générales pour évoquer l’ensemble des grammaires ou classes de grammaires incluses dans ce système.
Définition 4.1 (Règle universelle). Soit O un ensemble d’opérateurs. Étant donné un ensemble de va-
riables V ar(R), une règle universelle R sur O est une expression de la forme
A1 . . . An → B1 . . . Bm
avec n > 0, m > 0, et dans laquelleAi (1 ≤ i ≤ n) et tout Bj (1 ≤ j ≤ m) est un O-terme sur V ar(R).
Définition 4.2 (Système de R-grammaires). Un sytème de R-grammaires est un tuple 〈O,R, s〉 dans
lequel :
• O est un ensemble d’opérateurs ;
• R est un ensemble de règles universelles sur O ;
• s est un O-terme sur l’ensemble vide : s est un type spécial qui caractérise les phrases correctes
des langages du système.
Définition 4.3 (R-grammaire). Soit 〈O,R, s〉 un système de R-grammaires. Une R-grammaire est un
tuple G = 〈Σ, P r, ⊲〉 dans lequel :
• Σ est le vocabulaire ;
• Pr est un ensemble fini de variables, appelées les types primitifs. L’ensemble des types Tp est
défini comme l’ensemble des O-termes sur Pr ;
• ⊲ est une relation binaire sur (Σ ∪ Tp)∗ × Tp+ : Les éléments de cette relation sont appelés des
règles locales (notées a1, . . . , an ⊲ b1, . . . , bm, avec n > 0, m > 0, ai ∈ Σ ∪ Tp pour tout i et
bj ∈ Tp pour tout j).
Remarque : Dans le cadre classique des grammaires catégorielles1 le type spécial s est généralement
défini comme étant l’un des types primitifs. À l’inverse, nous proposons ici de tirer parti de la définition
plus générale de l’ensemble des opérateurs O. s est défini comme un type n’utilisant que ces opérateurs,
ce qui suppose qu’il existe au moins un opérateur d’arité nulle. Ainsi s est toujours inclus dans l’ensemble
des types Tp, mais existe indépendamment d’une grammaire particulière. Ceci se justifie d’autant plus
1De même d’ailleurs pour les grammaires classiques de Chomsky, dans lesquels le symbole S est l’un des non-terminaux.
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dans le cadre de l’inférence grammaticale qu’on n’y dispose pas (par définition) des types utilisés dans
une grammaire particulière, mais en revanche on sait que les objets fournis dans l’énumération sont des
éléments corrects du langage, donc on peut leur “attribuer” le type s. De plus, cette définition élargie
permet de prendre en compte de nouveaux formalismes assez intéressants (voir partie 4.3.4). Accessoire-
ment, ce choix facilite techniquement la gestion du cas particulier du type s dans le cas de substitutions
sur des grammaires, abondamment utilisées par la suite pour l’apprentissage.
Lorsque cela ne génère aucune ambiguité, on assimile une grammaire à l’ensemble de ses règles
locales. Ainsi on note |G| le nombre de règles d’une grammaire G = 〈Σ, P r, ⊲〉, c’est-à-dire |G| =
|{ (α, β) | α ⊲ β }|. De même, si G = 〈Σ, P r, ⊲〉 et G′ = 〈Σ′, P r′, ⊲′〉 sont deux R-grammaires on dit
que G est inclus dans G′, noté G ⊆ G′, si toute règle α ⊲ β dans G implique α ⊲′ β dans G′. Enfin on dit
que G est une grammaire vide si elle ne contient aucune règle locale.
Définition 4.4 (Dérivation simple). Soit O un ensemble d’opérateurs, R un ensemble de règles sur O et
G = 〈Σ, P r, ⊲〉 une R-grammaire. Pour toute règle R ∈ R, avec R = A1, . . . , An → B1, . . . , Bm, la
relation →R ⊆ Tpn × Tpm est définie par :
t1, . . . , tn →R u1, . . . , um si et seulement s’il existe une substitution σ : V ar(R) 7→ Tp telle que
σ(Ai) = ti pour tout 1 ≤ i ≤ n et σ(Bi) = ui pour tout 1 ≤ i ≤ m.
La relation →G⊆ (Σ∪Tp)∗× Tp+ est définie de la manière suivante : t1, . . . , tn →G u1, . . . , um si
et seulement si
• t1, . . . , tn ⊲ u1, . . . , um, ou
• il existe R ∈ R telle que t1, . . . , tn →R u1, . . . , um.
À partir de cette définition il est possible de définir la dérivation sur les chaînes de la manière clas-
sique, à savoir : soit ⇒ la relation définie par α β γ ⇒ α β′ γ si et seulement si β →G β′, avec
α, β, γ ∈ (Σ ∪ Tp)∗ and β′ ∈ Tp+. On définit ensuite la relation ⇒∗ comme la fermeture réflexive et
transitive de ⇒. Une chaîne α ∈ Σ∗ est valide pour la R-grammaire G si α ⇒∗ s. Il est utile de noter
que le sens de dérivation est défini depuis les mots du vocabulaire vers le type des phrases correctes s, à
l’inverse des grammaires de constituants (définis partie 1.3.1).
En fait nous nous intéresserons beaucoup plus à l’aspect structurel des dérivations, c’est pourquoi
nous proposons plutôt ci-dessous de baser la définition du langage d’une R-grammaire sur la notion de
structure. La définition en elle-même est certes plus complexe, mais cette vision permet de considérer,
en plus des langages de chaines classiques, les langages de structures2 .
Définition 4.5 (R-structure). Soit 〈O,R, s〉 un système de R-grammaires et Σ un vocabulaire. Une
R-structure est une forme de graphe orienté acyclique représentant une dérivation, dans lequel les arcs
représentent des mots du vocabulaire ou des types, et les nœuds les règles qui leurs sont appliquées.
L’ensemble des R-structures SL(R) est défini inductivement comme suit :
• Pour toute séquence 〈w1, . . . , wn〉 telle que wi ∈ Σ pour tout i, la structure (figure 4.1) composée
de la juxtaposition des n arcs étiquetés chacun par un wi est une R-structure.
2Dont l’utilité pour l’apprentissage est par ailleurs très grande, comme KANAZAWA l’a montré (voir partie 3.2), et comme
on le verra dans les chapitres suivants.




Figure 4.1 – R-structure (mots terminaux)
Cette R-structure a n entrées et n sorties.
• Pour toute R-structure S ayant plus de n sorties et toute règle universelle R ∈ R avec R =
A1, . . . , An → B1, . . . Bm, la structure S′ (figure 4.2) obtenue en connectant dans l’ordre les n










Figure 4.2 – R-structure (application d’une règle universelle)
Les entrées de S′ sont les entrées de S, et ses sorties sont (dans l’ordre) les premières sorties de S
non connectées au nœud R, suivies des m sorties du nœud R, puis des dernières sorties restantes
de S. Ce nœud symbolise l’application de la règle universelle R.
• Pour toute R-structure S ayant plus de n sorties, la structure S′ (figure 4.3) obtenue en connectant








Figure 4.3 – R-structure (application d’une règle locale)
Les entrées de S′ sont les entrées de S, et ses sorties sont (dans l’ordre) les premières sorties de S
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non connectées au nœud, suivies des sorties du nœud, puis des dernières sorties restantes de S. Ce
nœud symbolise l’application d’une règle locale.
On voit bien en quoi notre définition étend la notion de R-structure proposée par KANAZAWA dans
[60] : les structures ne sont plus algébriques, elles ont donc potentiellement plusieurs sorties (au lieu de la
seule racine d’un arbre). On abandonne également la contrainte de lexicalisation totale des grammaires,
d’où la possibilité de règles locales à l’intérieur de la R-structure (alors que l’association de types à des
mots ne pouvait être faite qu’au niveau des feuilles de la structure dans la version de KANAZAWA). Bien
entendu cela complexifie assez nettement la définition. Nous présenterons une version plus simple pour
le cas particulier des R-grammaires algébriques dans la définition 4.21.
La hauteur d’une R-structure S, notée h(S), est la longueur du plus long chemin entre une entrée et
une sortie de cette structure (plus précisément, le nombre de nœuds traversés).
Définition 4.6 (Produit d’une R-structure). Le produit d’une R-structure S, noté prod(S), est la sé-
quence de mots qui compose les entrées de la structure. Par définition, il ne peut s’agir que de mots du
vocabulaire Σ. De manière formelle :
• si S est composée seulement de n arcs étiquetés respectivement w1 à wn, alors prod(S) =
〈w1, . . . , wn〉 ;
• si S est l’application d’une règle (universelle ou locale) sur une R-structure S′, alors prod(S) =
prod(S′).
Définition 4.7 (Structure de dérivation). Soit R un ensemble de règles sur O, S une R-structure et G
une R-grammaire.
Un étiquetage de S est une fonction f de A vers Tp, où A est l’ensemble des arcs de S qui ne sont
pas des entrées.
Soit P = f [S] le résultat de l’étiquetage f appliqué à S, c’est-à-dire la structure correspondant à S
dont tous les arcs (sauf les entrées) sont étiquetés par un type. Soit N un nœud de P , avec 〈t1, . . . , tn〉
et 〈u1, . . . , um〉 les séquences étiquetant respectivement les entrées et les sorties de N (pour tout i,
ti ∈ Σ ∪ Tp et ui ∈ Tp). L’étiquetage f est correct pour N si et seulement si
• si N est un nœud non étiqueté, alors t1 . . . tn ⊲ u1 . . . um.
• si N est étiqueté par la règle universelle R, alors t1 . . . tn →R u1 . . . um.
P est une structure de dérivation pour G si l’étiquetage f est correct pour tout nœud N dans P .
Une structure de dérivation P est une instance de S s’il existe un étiquetage f tel que P = f [S].
La sortie d’une structure de dérivation est la séquence formée (dans l’ordre) des types et/ou mots
étiquetant les arcs sortants de la structure.
Cette définition correspond à la notion d’arbre de dérivation pour les grammaires algébriques. On
peut donc voir une telle structure comme une représentation graphique d’une dérivation. L’avantage
d’une telle structure, comme pour un arbre de dérivation classique, est de fournir une représentation
synthétique d’une dérivation. En effet, contrairement aux dérivations linéaires avec la relation ⇒, une
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structure de dérivation ne laisse pas apparaître les ambiguités dues aux différents ordres possibles de la
dérivation.
Définition 4.8 (Langages d’une grammaire). Soit R un ensemble de règles sur O et G = 〈Σ, P r, ⊲〉 une
R-grammaire.
• Une R-structure S ∈ SL(R) appartient au langage de structures de G, noté S ∈ SL(G), si et
seulement s’il existe une structure de dérivation P pour G telle que P est une instance de S et la
sortie de P est égale à la séquence 〈s〉.
• Une chaîne α = w1 . . . wn ∈ Σ∗ appartient au langage de chaînes de G, noté α ∈ L(G) si et
seulement s’il existe une R-structure S ∈ SL(G) telle que 〈w1, . . . , wn〉 = prod(S).
Une structure de dérivation dont la sortie est 〈s〉 sera dite complète. Par opposition on parlera parfois
de structure de dérivation partielle pour souligner que la structure en question n’est pas nécessairement
complète.
On peut aisément vérifier que le langage de chaînes ainsi défini est identique à celui défini à l’aide
de la relation ⇒∗, puisque dans les deux cas chaque étape de dérivation dépend de la relation →G. De
même, on peut voir que SL et L sont monotones, c’est-à-dire que si G ⊆ G′ alors SL(G) ⊆ SL(G′) et
L(G) ⊆ L(G′) (voir proposition 4.11).
On voit dans toutes les définitions ci-dessus que l’ensemble O des opérateurs constitue un paramètre
de l’ensemble de règles R, qui est lui-même le paramètre de la classe desR-grammaires. Le principe de
ce formalisme est de permettre, à travers chaque système de R-grammaires 〈O,R, s〉, la représentation
d’une classe de grammaires/langages, dépendante de l’ensemble des règles universelles. Les grammaires
combinatoires générales ne peuvent donc pas être considérées comme une classe de langages, mais plu-
tôt comme un modèle de représentation des classes de langages. L’instanciation d’un tel modèle en une
classe de grammaires est réalisée par la définition du système de R-grammaires mais aussi (éventuel-
lement) par l’ajout de contraintes supplémentaires sur les règles locales : on parle alors de familles de
R-grammaires. Étant donné un système deR-grammaires 〈O,R, s〉, la famille la plus large définie dans
ce système (c’est-à-dire celle ne comportant aucune restriction autre que celles de la définition 4.3) est
appelée famille des R-grammaires non restreintes.
Proposition 4.1. Soit 〈O,R, s〉 un système de R-grammaires. Pour toute grammaire G dans ce sys-
tème et toute R-structure S, le problème de l’appartenance au langage de structures S ∈ SL(G) est
décidable3 .
Démonstration. Nous ne donnons pas ici la démonstration en totalité car elle requiert beaucoup de dé-
tails. En revanche nous verrons dans la partie 4.4 qu’il est possible de construire une instance générique
IG(S) de la R-structure S ayant la propriété suivante : si P est une instance de S alors IG(S) existe et
il existe une substitution σ telle que σ[IG(S)] = P (voir proposition 4.18). Comme S ∈ SL(G) si et
seulement s’il existe une instance P de S pour G, il suffit de déterminer si une telle substitution σ existe.
3En d’autres termes, le langage est récursif.
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Soit P une structure de dérivation constituée de l’étiquetage de chaque nœud de règle locale de S par
une des règles locales de G. Si un arc est étiqueté par deux types différents, il y a évidemment échec. Si
un arc n’est étiqueté par aucun type, l’étiqueter par une variable fraîche. Le nombre de telles structures P
possibles est borné car |G| est fini, et le nombre de nœuds de S est fini. Soit AP la famille d’ensembles
de types composée de toutes les paires (tEP , tEIG(S)) pour tout arc E de S, avec t
E
P (resp. tEIG(S)) le type
associé à E dans P (resp. dans IG(S)) : il existe une telle structure de dérivation P telle que l’unfieur le
plus général (MGU) de AP existe si et seulement si S ∈ SL(G) (grâce à la proposition 4.18).
Proposition 4.2. Soit 〈O,R, s〉 un système deR-grammaires. Pour toute grammaire G dans ce système
et toute chaîne x, le problème de l’appartenance au langage de chaînes x ∈ L(G) est semi-décidable4 .
Démonstration. Le nombre de R-structures de hauteur inférieure ou égale à n dont le produit est x est
borné, car la taille des règles (universelles ou locales) est borné. Ainsi il est possible d’énumérer l’en-
semble des R-structures possibles, par ordre de hauteur maximale croissante. Pour chaque R-structure,
le problème de l’appartenance au langage de structures est décidable, donc s’il existe une R-structure
(dont le produit est x) appartenant au langage de structures, celle-ci sera atteinte au bout d’un temps fini.
Proposition 4.3. Il existe une famille de R-grammaires équivalente à la classe des langages récursive-
ment énumérables.
Démonstration. On prend simplement Ore = Rre = ∅ : la définition d’une Rre-grammaire non res-
treinte est ainsi exactement identique à celle d’une grammaire de type 0, donc les deux classes de lan-
gages sont clairement équivalentes.
On voit donc que notre définition très large des grammaires combinatoires générales comprend l’en-
semble des langages récursivement énumérables. L’expressivité du modèle étant très vaste, il est possible
de représenter toutes sortes de classes de langages. En fait la principale limitation de ce modèle se situe
plutôt dans sa forme : pour qu’un formalisme grammatical puisse être utilisé dans ce cadre, il doit être
possible de l’exprimer sous forme de règles de réécriture, ce qui n’est pas toujours le cas de manière di-
recte. Nous présentons dans la prochaine partie certaines sous-classes de GCG basées sur des restrictions
qui donnent à cette sous-classe certaines propriétés intéressantes. Avant cela, nous présentons encore
quelques définitions qui seront utiles par la suite.
Définition 4.9 (V ar(G)). L’ensemble des variables d’une grammaires G noté V ar(G) est défini comme
l’ensemble des types primitifs qui apparaissent au moins une fois dans l’une des règles locales de la
grammaire.
Définition 4.10 (Taille d’une grammaire). Soit G = 〈Σ, P r, ⊲〉 une R-grammaire.








4En d’autres termes, le langage est récursivement énumérable.
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avec ‖ai‖ = 1 si ai ∈ Σ.





Définition 4.11 (Types réalisables, types faisables). Soit 〈O,R, s〉 un système de R-grammaires, et G
une R-grammaire dans ce système.
L’ensemble RT (G) des types réalisables pour G est défini comme le plus petit ensemble tel que
• Pour toute règle locale a1 . . . an ⊲ b1 . . . bm dans G telle que ai ∈ Σ pour tout i (1 ≤ i ≤ n),
{b1, . . . , bm} ⊆ RT (G) ;
• Quels que soient t1, . . . , tn tels que {t1, . . . , tn} ⊆ RT (G), si t1 . . . tn →G u1 . . . um alors
{u1, . . . , um} ⊆ RT (G).
L’ensemble FT (G) des types faisables pour G est défini par :
Quel que soit t ∈ RT (G), t ∈ FT (G) si et seulement s’il existe une séquence de types 〈t1, . . . , tn〉
et un entier i, 1 ≤ i ≤ n, tels que {t1, . . . , tn} ⊆ RT (G), ti = t et t1 . . . tn ⇒∗ s.
En termes moins formels, un type n’est réalisable que s’il peut apparaître dans une structure de
dérivation partielle, et il est de plus faisable s’il peut apparaître dans une structure de dérivation complète.
4.2.1 Propriétés et sous-classes de grammaires combinatoires générales
Définition 4.12 (Substitution sur une grammaire). Soit G = 〈Σ, P r, ⊲〉 uneR-grammaire. L’application
d’une substitution σ : Pr 7→ Tp′ à une règle (locale) r = a1, . . . , an ⊲ b1, . . . , bm de G est la règle
σ(r) = σ(a1), . . . , σ(an) ⊲
′ σ(b1), . . . , σ(bm), avec σ(ai) = ai si ai ∈ Σ5.
L’application d’une substitution σ : Pr 7→ Tp′ à une grammaire G = 〈Σ, P r, ⊲〉, notée σ[G], est la
grammaire G′ = 〈Σ′, P r′, ⊲′〉 définie par ⊲′ = { σ(r) | r ∈ ⊲ }.
Intuitivement, σ[G] est la grammaire G dans laquelle tout type t est remplacé par σ(t) dans toutes
les règles locales.
Exemple 4.1 (KANAZAWA). Soient G1 et G2 les deux grammaires suivantes :
G1 = { fast ⊲ y\(x\s) ; John ⊲ x ; walks ⊲ x\s, y }, et
G2 = { fast ⊲ (x\s)\(x\s) ; John ⊲ x ; walks ⊲ x\s }.
Il existe une substution σ = {y 7→ x\s} telle que G2 = σ[G1].
5En d’autres termes les éléments du vocabulaires sont considérés comme des constantes (ou opérateurs d’arité nulle) pour
les substitutions.
CHAPITRE 4 — Grammaires combinatoires générales 99
Définition 4.13 (Grammaires équivalentes). Soit 〈O,R, s〉 un système deR-grammaires, etG = 〈Σ, P r, ⊲〉
et G′ = 〈Σ′, P r′, ⊲′〉 deux R-grammaires. G et G′ sont équivalentes, noté G ≡ G′, si et seulement s’il
existe deux substitutions σ1 et σ2 telles que σ1[G] = G′ et σ2[G′] = G.
L’existence de deux substitutions réciproques l’une de l’autre entre les grammaires est équivalente
à l’existence d’une substitution bijective d’une grammaire à l’autre, autrement dit à un renommage de
variables (voir définition 1.7).
Définition 4.14 (Règle strictement décroissante6). Une règle universelle R = A1 . . . An → B1 . . . Bm
est strictement décroissante si et seulement si n > m.
Définition 4.15. Soit k un entier positif : une grammaire G est k-bornée si et seulement si |G| ≤ k.
4.2.1.1 GCG lexicalisées
Définition 4.16 (Grammaire lexicalisée). Une grammaire G = 〈Σ, P r, ⊲〉 est lexicalisée si toute règle
locale dans G est de la forme w ⊲ t, avec w ∈ Σ et t ∈ Tp.
L’ensemble de types { t ∈ Tp | il existe w ∈ Σ tel que w ⊲ t } est noté Lex(G).
Étant donné un système de R-grammaires, la famille des R-grammaires lexicalisées est constituée
du sous-ensemble des R-grammaires non restreintes constitué uniquement des grammaires lexicalisées.
Définition 4.17 (Sous-types d’une grammaire lexicalisée). L’ensemble des sous-types d’une grammaire
lexicalisée G = 〈Σ, P r, ⊲〉, noté STLex(G), est l’ensemble
STLex(G) = { t | il existe un type t′ ∈ Lex(G) tel que t est un sous-type de t′ }







6La définition que nous proposons des règles strictement décroissantes correspond exactement à celle des grammaires
contextuelles croissantes (growing context-sensitive grammars) de DAHLAUS et WARMUTH [36]. Dans le cas des grammaires
de constituants contextuelles (étudié par DAHLAUS et WARMUTH), cette restriction a la particularité de permettre de résoudre
le problème de l’appartenance en temps polynomial [36]. Cependant nous utilisons cette restriction dans un contexte différent :
d’une part par l’orientation des règles (inversée), et d’autre part par la présence de termes (et non de symboles atomiques) dans
les règles. C’est pourquoi nous utilisons une terminologie différente, car les propriétés des grammaires contextuelles croissantes
ne sont pas nécessairement applicables aux GCG.
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avec wi ⊲ ti pour tout i. Dans ce cas, la séquence 〈t1, t2, . . . , tn〉 est appelée l’entrée de la structure
de dérivation. De plus, le reste de la structure ne peut être composé que de nœuds correspondant à
des applications de règles universelles. Les R-structures appartenant au langage de structures d’une
grammaire lexicalisée ont donc aussi cette forme particulière, car il existe toujours une structure de
dérivation qui est une instance d’une telle R-structure, par définition.
On reconnaît bien sûr dans cette lexicalisation totale l’une des caractéritiques des grammaires caté-
gorielles. On verra dans les chapitres suivants que la lexicalisation facilite grandement l’apprentissage,
et donc “augmente les chances” qu’une classe de grammaires soit apprenable. En effet, le fait que les
règles soient ancrées au niveau des mots du vocabulaire, toujours visibles dans les exemples fournis en
entrée de l’algorithme d’apprentissage, guide celui-ci dans le choix des règles à “deviner”.
Définition 4.18 (Grammaire k-valuée). Une grammaire lexicalisée G = 〈Σ, P r, ⊲〉 est k-valuée si pour
tout mot w ∈ Σ : |{ t ∈ Tp | w ⊲ t }| ≤ k.
Proposition 4.4. Soit G une classe de grammaires sur un vocabulaire Σ fixé :
i. Pour tout k ≥ 0, il existe un k′ tel que {G ∈ G |G est k-valuée } ⊆ {G ∈ G |G est k′-bornée }.
ii. Pour tout k ≥ 0, il existe un k′ tel que {G ∈ G |G est k-bornée } ⊆ {G ∈ G |G est k′-valuée }.
Démonstration. (i) On prend k′ = k × |Σ| : toute grammaire k-valuée ne peut avoir plus de k′ règles.
(ii) On prend k′ = k : toute grammaire ayant au plus k règles est nécessairement k-valuée.
4.2.1.2 GCG contextuelles
Définition 4.19 (Famille de R-grammaires contextuelles). 〈O,R, s〉 est un système de R-grammaires













Si de plus n ≥ m, alors 〈O,R, s〉 est dit fortement contextuel.
Si 〈O,R, s〉 est contextuel, la famille desR-grammaires contextuelles est l’ensemble des grammaires






‖bi‖ ou il existe un i(1 ≤ i ≤ n) tel que ai ∈ Σ
.
Si de plus n ≥ m, alors la grammaire appartient aussi à la sous-famille des R-grammaires fortement
contextuelles.
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Démonstration. Soit R = A1 . . . An → B1 . . . Bm, avec V = V ar(R). t1 . . . tn →R u1 . . . um, donc il




































Proposition 4.6. Pour toute grammaire G appartenant à une famille de R-grammaires contextuelles et
toute chaîne x, le problème de l’appartenance au langage de chaînes x ∈ L(G) est décidable.
Démonstration. Soit x = w1 . . . wn. On montre par induction sur i que dans toute dérivation complète
de x α0 ⇒ α1 ⇒ · · · ⇒ αm, avec α0 = x et αm = 〈s〉, la longueur de chaque αi est bornée. Soit f la
fonction définie par f(y) = 0 si y ∈ Σ et f(y) = ‖y‖ si y ∈ Tp, et g la fonction définie par g(y) = 1 si








Soit M = max({ t(β) |α ⊲ β est une règle locale dans G }). Montrons par induction sur i que pour tout
i (0 ≤ i ≤ m) on a t(αi) ≤ (n− v(αi))×M :
i = 0. α0 = w1 . . . wn avec wj ∈ Σ pour tout j ≤ n, donc t(α0) = 0 et v(α0) = n.
i > 0. On suppose que t(αi−1) ≤ (n− v(αi−1))×M . αi−1 ⇒ αi donc il existe β1β2β3, γ tels que
αi−1 = β1β2β3, αi = β1γβ3 et β2 →G γ.
• Si v(β2) = 0 : la dérivation utilise une règle contextuelle, donc (d’après la proposition 4.5 s’il
s’agit d’une règle universelle ou par définition si c’est une règle locale) t(β2) ≥ t(γ), et comme il
ne peut y avoir aucun w ∈ Σ dans γ on a v(γ) = v(β2). Ainsi t(αi) = t(β1) + t(γ) + t(β3) ≤
t(β1) + t(β2) + t(β3) = t(αi−1) ≤ (n− v(αi−1))×M = (n− v(αi))×M .
• Si v(β2) > 0, la dérivation passe par une règle locale β2 ⊲γ. Par définition de M , t(γ) ≤M , donc
t(γ) ≤ t(β2)+M . Par conséquent t(αi) = t(β1)+ t(γ)+ t(β3) ≤ t(β1)+ t(β2)+ t(β3)+M =
t(αi−1)+M , donc t(αi) ≤ (n−v(αi−1))×M+M par hypothèse d’induction. Comme v(β2) > 0
et v(γ) = 0 (par définition), v(αi) = v(β1) + v(γ) + v(β3) ≤ v(β1) + v(γ) + v(β3) − 1 =
v(αi−1)−1. v(αi) ≤ v(αi−1)−1 implique (n−v(αi))×M ≥ (n−v(αi−1))×M+M ≥ t(αi).
Ainsi pour tout i t(αi) ≤ (n− v(αi))×M ≤ n×M . Par conséquent il suffit pour trouver une déri-
vation éventuelle de x de tester toutes les combinaisons de séquences de types ayant une taille inférieure
ou égale à |x| ×M .
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Dans le cas particulier des R-grammaires fortement contextuelles, une transformation simple per-
met de convertir une R-grammaire en grammaire de constituants contextuelle. Cette transformation est
l’objet de la proposition 4.7 ci-dessous.
Proposition 4.7. Pour toute grammaireG appartenant à une famille deR-grammaires fortement contex-
tuelles, il existe une grammaire contextuelle équivalente.
Démonstration. Soit G = 〈Σ, P r, ⊲〉 une R-grammaire fortement contextuelle. Soit E l’ensemble des
types apparaissant en partie droite d’une règle locale de G. Soit fR la fonction définie sur un ensemble
fini de types T par
fR(T ) = T ∪ { ui ∈ Tp | ∃t1, . . . , tn ∈ T et ∃R ∈ R tels que t1 . . . tn →R u1 . . . um et 1 ≤ i ≤ m }
D’après la proposition 4.5, tout type dans f(T ) est de taille inférieure ou égale à n×m, avec n le nombre
maximum de termes dans la partie gauche d’une règle de R et m la taille maximale d’un type de T . Par
conséquent l’ensemble f∗(E) constitué de la fermeture réflexive et transitive de E par f est fini. On peut
donc construire une grammaire (finie) de type 1 de la façon suivante : soit g une bijection de f∗(E) dans
l’ensemble N des non-terminaux de la grammaire de type 1. Pour tous types t1, . . . , tn, u1, . . . , um ∈
f∗(E) tels que t1 . . . tn →G u1 . . . um, créer la règle g(u1) . . . g(um) → g(t1) . . . g(tn). m ≤ n car G
est fortement contextuelle, donc la grammaire construite est bien de type 1.
On peut voir cette transformation comme une généralisation de la transformation proposée dans [12]
pour transformer une grammaire AB en grammaire algébrique (voir partie 1.3.2.1).
4.2.1.3 GCG algébriques
Définition 4.20 (Famille de R-grammaires algébriques). 〈O,R, s〉 est un système de R-grammaires
algébriques si toute règle R ∈ R est de la forme A1 . . . An → A0, avec
n∑
i=1




Si 〈O,R, s〉 est algébrique, la famille desR-grammaires algébriques est l’ensemble des grammaires
dont toutes les règles locales sont de la forme a1 . . . an ⊲ a0 et vérifient
n∑
i=1
‖ai‖ ≥ ‖a0‖ ou il existe un i (1 ≤ i ≤ n) tel que ai ∈ Σ.
Remarque : Comme on peut s’y attendre, une famille de R-grammaires algébriques est toujours aussi
une famille (fortement) contextuelle. La forme des règles d’une R-grammaire algébrique autorise une
définition plus simple desR-structures dans ce cas. Cette définition (ci-dessous) est équivalente à la pré-
cédente, sauf qu’il s’agit désormais d’un arbre classique (c’est-à-dire que seuls les nœuds sont étiquetés.
En particulier les nœuds feuilles de l’arbre représentent les mots de la chaîne). On retrouve ainsi une
définition semblable à celle utilisée par KANAZAWA dans [60] (à la lexicalisation près).
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Définition 4.21 (R-structure algébrique). Soit 〈O,R, s〉 un système de R-grammaires algébriques et Σ
un vocabulaire. L’ensemble des R-structures SL(R) est le plus petit ensemble tel que
• Tout mot w ∈ Σ appartient à SL(R),
• Pour toute règle R ∈ R telle que R = A1 . . . An → A0, si T1, . . . , Tn ∈ SL(R)
alors [R](T1, . . . , Tn) ∈ SL(R).
• Pour toute séquence de R-structures T1, . . . , Tn, [ ](T1, . . . , Tn) ∈ SL(R) ([ ] est un nœud non
étiqueté correspondant à l’application d’une règle locale).
Le produit prod(S) d’une R-structure algébrique est défini comme la séquence de mots apparaissant
sur les feuilles de l’arbre. De manière similaire on peut utiliser la définition suivante pour décrire une
structure de dérivation algébrique (on parle alors d’arbre de dérivation) :
Définition 4.22 (Structure de dérivation algébrique). Soit 〈O,R, s〉 un système de R-grammaires al-
gébriques, S une R-structure et G une R-grammaire algébrique. P est une instance de S pour une
grammaire G = 〈Σ, P r, ⊲〉 si
• S = w ∈ Σ et P = w. racine(P ) = w.
• S = [R](S1, . . . , Sn) et P = [R](t, P1, . . . , Pn) sont tels que Pi est une instance de Si pour tout
i, et t1 . . . tn →R t avec ti = racine(Pi) pour tout i. racine(P ) = t.
• S = [ ](S1, . . . , Sn) et P = [ ](t, P1, . . . , Pn) sont tels que Pi est une instance de Si pour tout i, et
t1 . . . tn ⊲ t avec ti = racine(Pi) pour tout i. racine(P ) = t.
UneR-structure algébrique S ∈ SL(R) appartient au langage de structures de G, noté S ∈ SL(G),
si et seulement s’il existe une structure de dérivation P pour G telle que P est une instance de S et
racine(P ) = s.
Proposition 4.8. Pour toute grammaire G appartenant à une famille de R-grammaires algébriques, il
existe une grammaire algébrique équivalente.
Démonstration. Il s’agit d’un cas particulier simple de la proposition 4.7. Comme pour le cas contextuel,
l’ensemble des types utilisables dans une dérivation est fini. Chaque règle n’a qu’un seul type à droite,
donc les règles construites pour la grammaire cible vérifient les contraintes des grammaires algébriques.
4.2.1.4 Opérateurs à arguments
Le fait que les opérateurs des grammaires AB se décomposent chacun en une partie dite principale
et une partie dite argument constitue un des points clé des possibilités en termes d’apprentissage sur ces
grammaires. Dans le type A/B, le sous-type A est la partie principale et le sous-type B est la partie
argument. Ces termes traduisent la sémantique sous-jacente aux règles universelles des grammaires AB :
lorsque la règle A/B B → A est utilisée (il s’agit de l’unique règle utilisable pour décomposer un
type de la forme A/B), on constate que le type B (l’argument) est consommé pour produire le type A
(la partie principale). Ceci entraîne un certain nombre de propriétés remarquables, dont certaines sont
nécessaires pour l’apprenabilité, comme on peut le voir dans plusieurs démonstrations de KANAZAWA
[60].
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C’est la raison pour laquelle nous introduisons, dans la présente généralisation aux grammaires com-
binatoires générales, la distinction entre position principale et position argument des opérateurs. Lorsque
cette distinction sera nécessaire on parlera d’un opérateur f muni d’une fonction argf , cette fonction
étant définie de la façon suivante :
Définition 4.23 (Opérateur muni d’une fonction arg). Soit n l’arité de l’opérateur f . La fonction argf :
{1, . . . , n} 7→ {0, 1} est définie pour tout i, 1 ≤ i ≤ n, par
• argf (i) = 1 si la ie position de l’opérateur f est une position argument ;
• argf (i) = 0 sinon.
Par exemple pour suivre la sémantique habituelle des opérateurs / et\des grammaires AB, on définira
• arg/ par arg/(1) = 0 et arg/(2) = 1 ;
• arg\par arg\(1) = 1 et arg\(2) = 0.
En effet dans le type A/B c’est l’opérande de droite B, correspondant à la seconde position de l’opéra-
teur /, qui est l’argument.
Il faut noter qu’aucune sémantique particulière n’est associée a priori aux positions arguments. En re-
vanche nous utiliserons cette distinction dans les chapitres 5 et 6, en imposant des contraintes syntaxiques
particulières sur certaines positions, de manière à obtenir des propriétés favorables pour l’apprenabilité
des classes grammaires respectant ces contraintes. Comme on peut le voir nous n’avons pas défini dans
cette partie de telles contraintes, car nous étudierons les effets de deux types de contraintes distincts,
aboutissant à deux résultats d’apprenabilité différents.
4.3 Quelques formalismes représentables
Le système des grammaires combinatoires générales que nous proposons n’a pas d’autre intérêt que
sa capacité à représenter, dans un cadre uniformisé, des formalismes grammaticaux variés. Dans sa ver-
sion des GCG, KANAZAWA ne considérait que la possibilité de représenter les grammaires catégorielles
combinatoires de STEEDMAN. Nous montrons dans cette partie que ce système offre une souplesse suf-
fisante pour gérer des formalismes bien plus éloignés des grammaires catégorielles, tout en restant évi-
demment adapté à ces dernières. Les quelques exemples donnés ici ne sont bien entendu pas exhaustifs :
tout système exprimable en termes de règles universelles de réécriture est suceptible d’entrer dans ce
cadre.
4.3.1 Grammaires de constituants
Les grammaires de constituants sont le premier formalisme grammatical auquel on peut s’intéresser
(voir partie 1.3.1). Il s’agit d’un cas assez trivial du point de vue des GCG, puisque la définition des
GCG non restreintes est de toute évidence plus large que celle des grammaires de constituants7 . Il suffit
en effet que l’ensemble des opérateurs et celui des règles universelles soient tous deux définis comme
7On notera cependant la différence d’orientation des règles locales (parties gauche et droite inversées), qui engendre égale-
ment une différence d’orientation des dérivations.
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l’ensemble vide pour obtenir une définition totalement équivalente à celle des grammaires de constituants
(comme dans la proposition 4.3). Par ailleurs on retrouve bien sûr les trois sous-classes de la hiérarchie
de CHOMSKY en appliquant les contraintes appropriées sur la forme des règles locales.
Exemple 4.2 (Grammaire contextuelle). Soit G la grammaire contextuelle définie par les règles locales8
suivantes :
R1 : aSBc→ S
R2 : abc→ S
R3 : Bc→ cB
R4 : bb→ bB
Le langage généré par cette grammaire est L(G) = {anbncn|n > 0}. La figure 4.4 représente la














Figure 4.4 – Structure de dérivation d’une grammaire contextuelle
L’exemple 4.2 illustre la représentation classique des grammaires de constituants sous forme de GCG,
sans règles universelles. Mais les langages rationnels étant aussi représentables sous forme d’expressions
régulières, on peut représenter cette classe précise à l’aide des opérateurs classiques (définis dans la partie
1.3.1.2) et de règles universelles adéquates, comme dans l’exemple ci-dessous.
Exemple 4.3 (Expressions régulières). L’ensemble des opérateurs est Ore = { •(2) ; ∗(1) ; ∪(2) }. Les
règles universelles Rre sont :
8Remarque : cette grammaire ne vérifie pas totalement la définition d’une R-grammaire, dans la mesure où la contrainte
d’absence de mots terminaux en partie droite des règles n’est pas respectée. Cette simplification vise seulement à diminuer le
nombre de règles : il est clair qu’il est possible de définir la même grammaire en respectant cette contrainte.
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A B → A •B
ε → A∗
A A∗ → A∗
A → A ∪B
A → B ∪A
Une grammaire dans cette famille est constituée d’une unique règle de la forme E⊲s, avec E ∈ Tpre,
et d’un nombre quelconque de règles de la forme w ⊲ t, avec t ∈ Pr. Ainsi l’expression régulière
(a∗b∗(c ∪ a)) ∪ c∗ peut être représentée par la grammaire G ci-dessous :
G = { ((A∗ •B∗) • (C ∪A)) ∪C∗ ⊲ s ; a ⊲ A ; b ⊲ B ; c ⊲ C }.
Avec cette grammaire on peut par exemple dériver la chaîne aaac de la façon suivante :
a a a c →∗ A A A ε ε C → A A A A∗ ε C → A A A A∗ B∗ C → A A A∗ B∗ C
→ A A∗ B∗ C → A∗ B∗ C → (A∗ •B∗) C → (A∗ •B∗) (C ∪A)
→ (A∗ •B∗) • (C ∪A) → ((A∗ •B∗) • (C ∪A)) ∪ C∗ → s
4.3.2 Grammaires catégorielles
Remarque : toutes les familles de grammaires combinatoires générales définies ci-dessous sont algé-
briques et lexicalisées.
Les grammaires catégorielles classiques, ou grammaires AB, définies dans la partie 1.3.2.1, sont
évidemment facilement représentables dans le système des grammaires combinatoires générales. L’en-
semble des opérateurs9 est OAB = { /(2) ; \(2) ; s(0) }, et l’ensemble des règles universelles RAB est
constitué des deux règles FA et BA :
RAB =
{
(RFA) A/B B → A (avec V ar(RFA) = {A,B}) ;
(RBA) B B\A→ A (avec V ar(RBA) = {A,B})
}
Il n’est pas difficile de voir que cette famille de R-grammaires est totalement équivalente à la classe
des grammaires AB. En particulier on peut noter que les langages de R-structures de cette famille cor-
respondent exactement aux langages de FA-structures des grammaires AB.
De la même façon, il est possible de représenter les règles des grammaires catégorielles combina-
toires de STEEDMAN (voir partie 1.3.2.3) dans ce système, comme cela était déjà le cas avec la version
proposée par KANAZAWA dans [60]. Les opérateurs restent identiques à ceux des grammaires AB :
OCCG = OAB. L’ensemble de règles10 RCCG est défini par :
9On notera l’introduction du type spécial s parmi les opérateurs, conformément à la définition 4.3. Voir les explications dans
la partie 4.2.
10Rappel : par convention, nous n’utilisons pas la notation usuelle des grammaires catégorielles combinatoires pour l’opéra-
teur\(voir les explications dans la partie 1.3.2.3).




Forward Application X/Y Y → X V ar(R) = {X,Y } ;
Backward Application Y Y \X → X V ar(R) = {X,Y } ;
Forward Composition X/Y Y/Z → X/Z V ar(R) = {X,Y,Z} ;
Backward Composition Z\Y Y \X → Z\X V ar(R) = {X,Y,Z} ;
Forward Type Raising X → Y/(X\Y ) V ar(R) = {X,Y } ;
Backward Type Raising X → (Y/X)\Y V ar(R) = {X,Y }


Enfin nous présentons une dernière variante des grammaires AB, nommée les grammaires catégo-
rielles avec itérations. Cette variante, introduite dans [74], offre une représentation structurelle des liens
entre constituants un peu plus juste en termes de dépendances. Concrètement, ce formalisme propose
simplement des opérateurs supplémentaires pour gérer les itérations, ainsi bien sûr que les règles qui
permettent de les manipuler. L’ensemble des opérateurs est Oit = { s ; / ; \; /∗ ; \∗ ; /+ ; \+ ; /? ; \? },




(RFA) A/B B → A (avec V ar(RFA) = {A,B}) ;
(RBA) B B\A→ A (avec V ar(RBA) = {A,B}) ;
(R/∗it) A/
∗B B → A/∗B (avec V ar(R/∗it) = {A,B}) ;
(R/∗ε ) A/
∗B → A (avec V ar(R/∗ε ) = {A,B}) ;
(R\∗it) B B\
∗A→ B\∗A (avec V ar(R\∗it) = {A,B}) ;
(R\∗ε ) B\
∗A→ A (avec V ar(R\∗ε ) = {A,B}) ;
(R/+it
) A/+B B → A/+B (avec V ar(R/+it
) = {A,B}) ;
(R/+1
) A/+B B → A (avec V ar(R/+1
) = {A,B}) ;
(R\+it
) B B\+A→ B\+A (avec V ar(R\+it
) = {A,B}) ;
(R\+1
) B B\+A→ A (avec V ar(R\+1
) = {A,B}) ;
(R/?1
) A/?B B → A (avec V ar(R/?1) = {A,B}) ;
(R/?ε) A/
?B → A (avec V ar(R/?ε) = {A,B}) ;
(R\?1
) B B\?A→ A (avec V ar(R\?1) = {A,B}) ;
(R\?ε) B\
?A→ A (avec V ar(R\?ε) = {A,B}) ;


On peut bien entendu ne considérer qu’un sous-ensemble de ces règles, selon les différents types
d’itérations qu’on souhaite autoriser.
4.3.3 Grammaires catégorielles de dépendances
Les grammaires catégorielles de dépendances (GCD) proposées par DIKOVSKY dans [40], [41] et
présentées dans la partie 1.3.3.3 peuvent être formalisées, sous forme simplifiée, dans le modèle des
grammaires combinatoires générales. Par rapport aux différentes formes de grammaires catégorielles
présentées ci-dessus, Les langages des GCD présentent la particularité de n’être pas seulement algé-
briques.
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Soit l’ensemble des opérateurs OGCD = { 1(1), ∗(1), ?(1), +(1), #(1), /(2), \(2), / (2), \ (2), ւ





1\α → α (avec V ar(RL) = {C,α}) ;
(RI) C C
∗\α → C∗\α (avec V ar(RI) = {C,α}) ;
(RR) C C
+\α → C∗\α (avec V ar(RR) = {C,α}) ;
(RO) C C
?\α → α (avec V ar(RO) = {C,α}) ;
(RΩ∗) C
∗\α → α (avec V ar(RΩ∗) = {C,α}) ;
(RΩ?) C
?\α → α (avec V ar(RΩ?) = {C,α}) ;
(RA1) C (ւC)\α → #(ւC) α (avec V ar(RA1) = {C,α}) ;
(RA2) C (ցC)\α → #(ցC) α (avec V ar(RA2) = {C,α}) ;
(RD1) #(ւC) (տC)\α → α (avec V ar(RD1) = {C,α}) ;
(RD2) #(ւC) α → α #(ւC) (avec V ar(RD2) = {C,α})


Le modèle des grammaires combinatoires générales ne permet malheureusement pas en lui-même
de rendre compte de toutes les subtilités des grammaires catégorielles de dépendances. En particulier, il
faudrait que la règle D2 ne puisse être appliquée que si la règle D1 ne peut pas l’être pour que le système
grammatical soit équivalent au formalisme d’origine (voir les règles présentées dans la partie 1.3.3.3).
Par ailleurs la définition des types n’est pas aussi générale dans les GCL que dans les GCG. Mais cela
ne présente pas de difficulté par rapport aux langages engendrés, puisque si les contraintes d’origine de
formation des types sont respectées alors le langage de la grammaire n’est pas modifié par cet aspect.
Même si on perd une grande partie des spécificités des grammaires catégorielles de liens en passant
à cette représentation sous forme de GCG, ce système de R-grammaires illustre la possibilité de gérer
les mécanismes de dépendances longues et/ou distantes à la manière des GCL.
4.3.4 Grammaires catégorielles de liens
Les grammaires de liens, définies par Sleator et Temperley [98] et présentées dans la partie 1.3.3.4,
ont un certain nombre de points communs avec les grammaires catégorielles. Dans les deux formalismes
les grammaires sont lexicalisées et relient les mots (ou les constituants pour les grammaires catégo-
rielles) par une relation de dépendance. Cette relation présente cependant deux différences majeures
entre les deux formalismes : dans les grammaires de liens la dépendance n’est pas orientée et ne s’ap-
plique qu’à des mots, tandis que dans les grammaires catégorielles celle-ci est orientée et s’applique plus
généralement aux constituants.
Nous proposons ici un formalisme intermédiaire dont le principe est celui des grammaires de liens
mais plus proche du formalisme des grammaires catégorielles. Dans ce formalisme, appelé grammaires
catégorielles de liens (GCL) et exprimé dans le cadre des grammaires combinatoires générales, les dé-
11Nous ne donnons ici que les règles orientée à gauche, celles orientées à droite étant totalement symétrique.
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pendances sont orientées et s’appliquent aux constituants de la phrase. Nous montrons que les gram-
maires de liens peuvent être exprimées dans ce système de R-grammaires, au prix de quelques restric-
tions relativement mineures.
4.3.4.1 Dérivation avec les grammaires catégorielles de liens
Soit OGCL = { d/2, cons/2, nil/0} l’ensemble des opérateurs. L’ensemble des règles univer-
selles RGCL est défini par les deux règles suivantes :
d(L, cons(c, R)), d(cons(c, nil), nil)→ d(L,R)
d(nil, cons(c, nil)), d(cons(c, L), R)→ d(L,R)
Dans ces règles, c est un connecteur, L et R sont des listes de connecteurs formées à l’aide des
opérateurs cons et nil. Une liste de connecteurs [c1,c2,..,cn] est décrite par le terme
cons(c1,cons(c2,..cons(cn,nil)..))12.
L’ensemble des types est l’ensemble {d(L,R)}, où L et R sont des listes de connecteurs13 . Bien sûr
cette définition demeure cohérente avec la définition originale des types des grammaires de liens.
Exemple 4.4. Avec le lexique défini ci-dessous, la phrase “Le chat chasse un serpent” peut être repré-
sentée par la dérivation de la figure 4.5.
le, un ⊲ d([],[D])
chat, serpent ⊲ d([D],[S]), d([D,O],[])
chasse ⊲ d([S],[O])






Figure 4.5 – Dérivation avec les grammaires catégorielles de liens
Remarque : un réseau de liens dans le formalisme des grammaires de liens classiques peut correspondre
à plusieurs structures de dérivations équivalentes dans le cadre des GCL. Ces ambiguités apparaissent à
cause de la non-orientation des liens et du fait qu’aucun ordre n’est requis entre les connecteurs.
12Cependant nous conserverons dans la suite la première notation, plus lisible, lorsque cela ne crée pas d’ambiguité. Il faut
tout de même noter qu’il n’existe plus d’associativité dans cette forme de liste.
13Remarque : cette restriction ne contredit pas la définition générale de l’ensemble des types Tp comme l’ensemble des
OGCL-termes sur Pr (avec Pr un ensemble de types primitifs, c’est-à-dire en l’occurence de connecteurs). En effet, les règles
de RGCL ne permettent pas d’utiliser des types “mal formés” de Tp.
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4.3.4.2 Équivalence entre les grammaires de liens sans cycles et les GCL
La définition d’origine n’interdit pas les cycles, c’est-à-dire le fait qu’un mot soit connecté à deux
mots (distincts) qui sont eux-mêmes reliés par un autre chemin. Par exemple, le réseau de liens de la
figure 4.6 ci-dessous, dans lequel les liens (R,C,S,B) forment un cycle, est valide.








Figure 4.6 – Cycle dans les grammaires de liens
Un réseau de lien est dit sans cycle s’il ne contient aucun cycle. Cette définition est étendue aux
grammaires de la manière suivante : une grammaire de liens est sans cycle si pour tout phrase correcte
dans cette grammaire il existe un réseau de liens sans cycles.
Proposition 4.9. Soit 〈t1, t2, . . . , tn〉 une séquence de types, avec n > 1. Les deux propositions ci-
dessous sont équivalentes :
i. Il existe un réseau de liens sans cycle valide pour la séquence 〈t1, t2, . . . , tn〉.
ii. Il existe un type t′ et entier k, 1 ≤ k < n, tels que tk, tk+1 → t′ et il existe un réseau de liens sans
cycle valide pour la séquence 〈t1, . . . , tk−1, t′, tk+2, ., tn〉.
Démonstration. (i)⇒ (ii). On suppose qu’il existe un réseau de liens sans cycles valide pour la séquence
〈t1, t2, . . . , tn〉. Comme le réseau de liens satisfait le critère de connectivité et ne contient aucun cycle,
il existe nécessairement un type ti qui n’est connecté que par un seul lien au reste du réseau. Soit tj le
type auquel ti est connecté par ce lien. Si i < j, on pose l = i et r = j, sinon l = j et r = i. On montre
par induction sur la distance |r − l| qu’il existe deux types adjacents tk, tk+1 dans l’intervalle [tl, tr] qui
sont connectés ensemble et tels que l’un d’eux n’a pas d’autre lien que celui-ci :
• Si |r − l| = 1 alors ti et tj sont adjacents. Comme ti est connecté seulement à tj , la propriété est
vérifiée.
• Cas où |r− l| > 1. Tout lien depuis un type qui appartient à l’intervalle [tl, tr] doit nécessairement
être connecté à un autre type dans cet intervalle, sans quoi ce lien croiserait le lien entre ti et tj
ce qui contredirait le critère de planarité. Comme le réseau de liens ne contient pas de cycle, il
existe un type ti′ qui n’est connecté que par un seul lien à un type tj′, avec l < i′ < j′ ≤ r ou
l ≤ j′ < i′ < r. |i′ − j′| < |r − l|, donc par hypothèse d’induction il existe deux types adjacents
tk, tk+1 dans l’intervalle [ti′ . . . tj′ ] (ou [tj′ . . . ti′ ] si j′ < i′) qui sont connectés ensemble et tels
que l’un d’eux n’est connecté que par ce lien.
Si tk n’a qu’un seul lien qui va vers tk+1 (resp. tk+1 n’a qu’un seul lien qui va vers tk), alors
il existe un connecteur C tel que tk = d(nil, cons(C,nil)) et tk+1 = d(cons(C,L),R) (resp.
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tk = d(L,cons(C,R)) et tk+1 = d(cons(C,nil),nil)). Par conséquent il existe t′ = d(L,R) tel
que tk, tk+1 → t′. tk (resp. tk+1) n’est connecté à aucun autre type que tk+1 (resp. tk) et les connecteurs
contenus dans les listes L,R dans tk+1 (resp. tk) sont les mêmes que ceux contenus dans t′, donc il est
possible de remplacer le couple de types (tk, tk+1) par t′ dans le réseau de liens : le nouveau réseau ainsi
obtenu pour la séquence 〈t1, . . . , tk−1, t′, tk+2, ., tn〉 est valide et sans cycle.
(ii) ⇐ (i). Supposons qu’il existe un réseau de liens valide et sans cycle pour la séquence de types
〈t1, . . . , tk−1, t
′, tk+2, ., tn〉, et qu’il y ait deux types tk, tk+1 dans cette séquence tels que tk, tk+1 → t′.
D’après la forme des règles qui définissent la relation →, il est clair que l’un des deux types ne peut
avoir qu’un seul connecteur C, relié à l’autre type. Les autres connecteurs de ce couple de types sont
nécessairement les mêmes que ceux contenus dans t′, il est donc possible de remplacer t′ dans le réseau
de liens par tk et tk+1, connectés ensemble par un lien C. Ce remplacement ne crée pas de cycles, donc
le réseau de liens obtenu pour 〈t1, . . . , tk, tk+1, . . . , tn〉 est valide et sans cycle.
Proposition 4.10. Soit 〈t1, t2, . . . , tn〉 une séquence de types, avec n ≥ 1. Il existe un réseau de liens
valide et sans cycle pour cette séquence si et seulement si t1, t2, . . . , tn ⇒∗ d(nil,nil).
Démonstration. Par induction sur la longueur n de la séquence :
• Si n = 1, t1 est nécessairement d(nil, nil) car c’est le seul réseau de liens valide ne compor-
tant qu’un seul type. ⇒∗ est réflexive.
• Si n > 1. D’après la proposition 4.9, il existe un réseau de liens valide et sans cycle pour
〈t1, t2, . . . , tn〉 si et seulement si il existe deux types adjacents (ti, ti+1) (0 < i < n) et un type t′
tels que titi+1 → t′ (1), et il existe un réseau de liens valide et sans cycle pour 〈t1 . . . ti−1t′ti+2 . . . tn〉
(2). La longueur de cette séquence de types est n− 1, donc par hypothèse d’induction la propriété
(2) est vérifiée si et seulement si t1 . . . ti−1t′ti+2 . . . tn ⇒∗ d(nil,nil). Or titi+1 → t′ (1),
donc la définition de ⇒ donne t1t2 . . . tn ⇒ t1 . . . ti−1t′ti+2 . . . tn ⇒∗ d(nil,nil), ce qui est
équivalent à t1t2 . . . tn ⇒∗ d(nil,nil).
Corollaire 4.1. Les grammaires de liens sans cycle et les grammaires catégorielles de liens sont faible-
ment équivalentes.
Il est évident qu’un réseau de liens sans cycle forme un arbre, de même que la structure de dérivation
correspondante dans le cadre des grammaires catégorielles de liens. Mais il n’y a pas d’isomorphisme
entre ces arbres, du fait que les nœuds sont les mots dans la première structure tandis qu’ils correspondent
à des constituants dans la seconde. Néanmoins la relation entre les deux structures est plus étroite qu’une
simple équivalence faible, parce que chaque nœud dans l’arbre de dérivation correspond nécessairement
à un lien dans le réseau sans cycle.
Cette “ressemblance” entre les structures est importante car elle implique que le sens de chaque
connecteur peut être préservé lorsqu’une grammaire de liens est convertie en grammaire catégorielle de
liens. Ainsi un arbre de dérivation de la grammaire CLG contruite décrit les mêmes relations syntaxiques
que la grammaire de liens d’origine.
112 CHAPITRE 4 — Grammaires combinatoires générales
Cette possibilité de transformer une grammaire de liens en GCL de façon directe et relativement
fiable nous sera très utile pour les applications que nous proposons dans le chapitre 7.
4.4 Apprenabilité des GCG rigides à partir de structures
KANAZAWA a proposé dans [60] une généralisation simple de l’algorithme RG à sa version des
grammaires combinatoires générales, à savoir restreinte aux grammaires algébriques lexicalisées (pré-
sentée brièvement dans la partie 3.4.2). Nous étendons ici cette généralisation de façon à l’adapter à
notre nouvelle définition des grammaires combinatoires générales, et démontrons de la même manière
que KANAZAWA la convergence d’un tel algorithme.
4.4.1 Définitions
Nous reprenons ici quelques unes des définitions et propositions données dans la partie 3.2.3 pour le
cas particulier des grammaires AB. Les notations sont conservées dans cette version qui est généralisée
à l’ensemble des R-grammaires.
Proposition 4.11. . Soient G1 et G2 deux R-grammaires dans le système 〈O,R, s〉.
Si σ[G1] ⊆ G2 alors SL(G1) ⊆ SL(G2).
Démonstration. On montre d’abord que si t1 . . . tn →G1 u1 . . . um alors on a aussi σ(t1) . . . σ(tn)→G2
σ(u1) . . . σ(um) (avec σ(ti) = ti si ti ∈ Σ) :
• si t1 . . . tn ⊲G1 u1 . . . um (règle locale), alors par définition σ(t1) . . . σ(tn) →G2 σ(u1) . . . σ(um)
est une règle locale de G2 puisque σ[G1] ⊆ G2.
• si t1 . . . tn →R u1 . . . um (règle universelle), avec R ∈ R. Soit R = A1 . . . An → B1 . . . Bm,
il existe une substitution τ1 telle que τ1(Ai) = ti pour tout i et τ1(Bj) = uj pour tout j. Soit
τ2 = σ ◦ τ1 : par définition τ2(Ai) = σ(ti) pour tout i et τ2(Bj) = σ(uj) pour tout j, donc
σ(t1) . . . σ(tn)→R σ(u1) . . . σ(um).
Soit S ∈ SL(G1) une R-structure, et P1 une instance de S pour G1. Soit P2 = σ[P1] la structure de
dérivation obtenue à partir de P1 en remplaçant à chaque nœud le type t de ce nœud par σ(t). σ[G1] ⊆ G2
et on a vu que si t1 . . . tn →G1 u1 . . . um alors t′1 . . . t′n →G2 σ(u1) . . . σ(um), avec t′i = ti si ti ∈ Σ et
t′i = σ(ti) sinon. Ainsi tout nœud de P2 est valide pour G2, donc P2 est une instance de T pour G2, ce
qui signifie que T ∈ SL(G2).
Deux règles r = a1 . . . an ⊲ b1 . . . bm et r′ = a′1 . . . a′n′ ⊲ b′1 . . . b′m′ sont différentes (r 6= r′) si au
moins une des conditions suivantes est remplie :
• n 6= n′ ;
• m 6= m′ ;
• il existe i, 1 ≤ i ≤ n, tel que ai 6= a′i ;
• il existe i, 1 ≤ i ≤ m, tel que bi 6= b′i.
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Définition 4.24 (Substitution fidèle). Une substitution σ est fidèle à une grammaire G = 〈Σ, P r, ⊲〉 si
σ(r) = σ(r′) implique r = r′ pour tout couple de règles locales r, r′ dans G.
Comme on peut le voir dans cette définition, une substitution n’est fidèle à une grammaire que si
cette substitution ne permet pas de rendre identiques deux règles distinctes de la grammaire.
Définition 4.25 (⊑). Soit ⊑ la relation binaire sur les grammaires définie par G ⊑ G′ si et seulement
s’il existe une substitution σ telle que
• σ est fidèle à G ;
• σ[G] ⊆ G′.
La relation < est définie comme l’ordre strict correspondant à la relation ⊑, c’est-à-dire G < G′ si et
seulement si G ⊑ G′ et G 6= G′. Rappelons que G ≡ G′ si et seulement si G et G′ ne diffèrent que par
un renommage de variables (définition 4.13). De telles grammaires ont des langages (de R-structures et
de chaînes) identiques.
Proposition 4.12. La relation ⊑ est un ordre partiel.
Démonstration. Montrons que ⊑ est un ordre partiel, c’est-à-dire est une relation réflexive, antisymé-
trique et transitive :
• ⊑ est réflexive : toute grammaire G vérifie σ[G] ⊆ G, avec σ la substitution identité. Cette substi-
tution est trivialement fidèle.
• ⊑ est antisymétrique : supposons que G1 ⊑ G2 et G2 ⊑ G1, c’est-à-dire qu’il existe σ1 et σ2
fidèles telles que σ1[G1] ⊆ G2 et σ2[G2] ⊆ G1. Ainsi σ2[σ1[G1]] ⊆ σ2[G2] ⊆ G1, donc le
nombre de règles dans G1 et G2 est identique, ce qui implique G1 = σ2[G2] et G2 = σ1[G1].
Ainsi G1 = σ2[G2] = σ2[σ1[G1]], donc σ1 ◦ σ2 = σ2 ◦ σ1 = Id, autrement dit σ1 = σ−12 et
réciproquement : les deux substitutions sont l’inverse l’une de l’autre. Or cela n’est possible que
dans le cas où σ1 et σ2 sont de simples renommages des variables. Par conséquent G1 = G2
(modulo un renommage des variables).
• ⊑ est transitive : si G1 ⊆ G2 et G2 ⊆ G3 alors il existe deux substitutions σ1 et σ2 telles que
σ1[G1] ⊆ G2 et σ2[G2] ⊆ G3. Ceci implique que σ2[σ1[G1]] ⊆ σ2[G2] ⊆ G3, donc il existe une
substitution σ3 = σ2 ◦ σ1 telle que σ3[G1] ⊆ G3. σ1 et σ2 sont fidèles, donc pour tout couple de
règles r, r′ ∈ G1 telles que r 6= r′ σ1(r) 6= σ1(r′) et σ2(σ1(r)) 6= σ2(σ1(r′)), soit σ3(r) 6= σ3(r′).
Par conséquent σ3 est fidèle.
Proposition 4.13. Soient G1 et G2 deux R-grammaires dans le système 〈O,R, s〉.
Si G1 ⊑ G2 alors SL(G1) ⊆ SL(G2).
Démonstration. Conséquence évidente de la proposition 4.11.
Proposition 4.14. Soient G1 et G2 deux R-grammaires dans le système 〈O,R, s〉.
Si G1 ⊑ G2 alors |G1| ≤ |G2|.
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Démonstration. G1 ⊑ G2 donc il existe σ telle que σ[G1] ⊆ G2. Il est clair que |G1| = |σ[G1]| par
définition, or σ[G1] ⊆ G2 implique que |σ[G1]| ≤ |G2|.
Proposition 4.15. Si G1 ⊑ G2 alors ‖G1‖ ≤ ‖G2‖.
Démonstration. G1 ⊑ G2 donc il existe une substitution fidèle σ telle que σ[G1] ⊆ G2. Pour tout type
t ∈ Tp, ‖t‖ ≤ ‖σ(t)‖, donc par définition ‖r‖ ≤ ‖σ(r)‖ pour toute règle r ∈ G1. Comme σ est fidèle,
σ définit une bijection entre les ensembles de règles de G1 et de σ[G1] (toute règle σ(r) dans σ[G1] a un
antécédent unique r dans G1) : ainsi il est clair que ‖G1‖ ≤ ‖σ[G1]‖, et comme σ[G1] ⊆ G2 on obtient
bien ‖G1‖ ≤ ‖G2‖.
Corollaire 4.2. Soit GR une classe de R-grammaires et G ∈ GR une R-grammaire.
L’ensemble {G′ ∈ GR |G′ ⊑ G } est fini.
Démonstration. D’après la proposition 4.15, { G′ | G′ ⊑ G } ⊆ { G′ | ‖G′‖ ≤ ‖G‖ }. Or l’ensemble
{ G′ | ‖G′‖ ≤ ‖G‖ } est fini, parce que pour tout n ∈ N il n’y a qu’un nombre fini de grammaires non
équivalentes entre elles dont la taille est exactement n. Par conséquent l’ensemble { G′ | G′ ⊑ G } est
également fini.
4.4.2 Algorithme SG
Nous présentons ci-dessous une version généralisée de l’algorithme RG (pour Rigid Grammars)
proposé par KANAZAWA dans [60], qui était lui-même une généralisation de l’algorithme proposé par
BUSZKOWSKI et PENN dans [27]. Comme on l’a vu dans la partie 3.4.2, KANAZAWA a adapté l’al-
gorithme de BUSZKOWSKI pour les grammaires AB rigides aux grammaires combinatoires générales
rigides, mais seulement dans le cas des grammaires algébriques et lexicalisées. Nous franchissons ici en-
core un nouveau pas en termes de généralisation de l’algorithme de départ. Cette généralisation comporte
deux aspects :
• Du point de vue algorithmique, nous prenons en compte des R-grammaires non algébriques et/ou
non lexicalisées. Une fois posée la définition généralisée de R-structure (voir la partie 4.2), une
telle adaptation est relativement simple : il s’agit simplement de quelques changements techniques,
principalement au niveau de la phase d’étiquetage des structures.
• Du point de vue conceptuel, cela implique de redéfinir la notion de rigidité, de façon à gérer ces
nouvelles formes de grammaires. En effet, la rigidité classique ne s’applique qu’à des grammaires
lexicalisées algébriques, dans lesquelles toutes les règles sont de la forme w ⊲ t (avec w ∈ Σ
et t ∈ Tp). Nous verrons que la définition étendue que nous proposons préserve les propriétés
indispensables au bon fonctionnement de l’algorithme (et donc à l’apprenabilité des classes de
langages concernées). Le principe général de l’unification est conservé : deux règles locales sont
unifiées14 si et seulement si ce couple de règles contredit à la rigidité de la grammaire. Notons qu’il
14On trouve aussi dans la littérature le terme fusionner comme synonyme du mot unifier dans ce contexte, notamment dans
le domaine de l’inférence de langages réguliers où le premier est plus souvent employé (fusion de deux états d’un automate).
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serait envisageable d’utiliser des critères de distinction des règles différents, comme le montrent
par exemple BESOMBES et MARION dans [18] avec un critère de réversibilité15 .
Comme dans l’algorithme RG et la généralisation de KANAZAWA, l’algorithme d’apprentissage que
nous proposons ici prend en entrée un ensemble fini de R-structures D et renvoie une grammaire rigide
(voir partie 4.4.2.2).
4.4.2.1 Grammaire générale
La première phase de l’algorithme consiste à calculer la grammaire générale, notée GF (D) (pour
General Form grammar). Il s’agit d’une grammaire rassemblant exactement toutes les “informations”
contenues dans les structures, sans y appliquer de traitement particulier. Cette tâche est réalisée en deux
phases : les structures données dans l’échantillon D en entrée sont d’abord étiquetées, c’est-à-dire qu’on
calcule pour chacune une structure de dérivation générique (elle contient des variables), dans laquelle
la forme des types est déduite des règles universelles utilisées. Cette partie est réalisée par la procédure
IG(S) (pour “Instance Générique”) ci-dessous. Ensuite la grammaire générale est construite en créant
une nouvelle règle pour chaque nœud local de chaque structure étiquetée.
Le principe de l’algorithme d’étiquetage est d’associer à chaque arc de la R-structure S un type
de manière à former une structure de dérivation P qui soit une instance de S. Les types sont formés à
partir d’un ensemble de variables “fraîches”, en tenant compte des contraintes imposées par les règles
universelles utilisées dans la structure16 .
Dans ce but, la sortie de la structure S est d’abord étiquetée par le type s, puisque par définition
si S appartient au langage de structures d’une grammaire alors sa sortie est unique et correspond au
type s (associé aux phrases correctes) dans toute instance de S. On effectue aussi un premier étiquetage
fg (g pour générique) de la structure en associant à chaque arc ei de celle-ci une nouvelle variable
vi. Il est important de noter que fg est une fonction bijective, et n’est pas en général un étiquetage
correct de S. Ensuite pour chaque nœud universel on récupère ses séquences d’entrées et de sorties (les
variables précédemment associées aux arcs entrants/sortants du nœud). On crée aussi les séquences de
types 〈σN (A1) . . . σN (Am)〉 et 〈σN (B1) . . . σN (Bm′)〉 qui sont des copies17 des séquences de types de
la règle elle-même (la “copie” est réalisée dans l’algorithme via le renommage18 σN ). Pour chaque entrée
(resp. sortie) du nœud un couple de types A est créé, constitué de la variable associée à cet arc ainsi que
du type provenant de la règle σN (Ai) (resp. σN (Bj)). L’union de tous ces couples de types pour toutes
les entrées/sorties de tous les nœuds forme la famille d’ensemble de typesA. L’unifieur le plus général de
15Ce type de critère nécessite cependant une gestion algorithmique plus fine de l’unification que la rigidité, car l’unification
de deux règles n’est pas toujours immédiate [17], [19]. Ceci introduit plus de souplesse et autorise la prise en compte de classes
de langages différentes. La question de savoir s’il est possible de gérer les deux types de critères (rigidité et réversibilité) dans
un même algorithme est laissée ouverte.
16Rappelons que chaque nœud correspondant à une règle universelle dans une R-structure est étiqueté par un identifiant de
cette règle.
17La copie est nécessaire afin que l’utilisation d’une même règle universelle en deux nœuds distincts ne provoque pas une
unification erronnée des variables.
18σN est une substitution bijective, donc un renommage (voir définition 1.7).
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IG(S)
Soit E = {e1, . . . , en} l’ensemble des arcs de la R-structure S
Soit V = {v1, . . . , vn} un ensemble de n nouvelles variables
Soit fg la fonction d’étiquetage définie par fg(ei) = vj si et seulement si i = j
Soit er l’unique arc en sortie de la R-structure S
Soit vr ∈ V l’unique variable telle que fg(er) = vr
A ← {{vr, s}}
Pour chaque nœud N représentant une règle universelle dans S faire
Soit 〈a1, . . . , am〉 la séquence des arcs entrants du nœud N
Soit 〈b1, . . . , bm′〉 la séquence des arcs sortants du nœud N
Pour tout 1 ≤ i ≤ m, soit ti ∈ V l’unique variable telle que fg(ai) = ti
Pour tout 1 ≤ j ≤ m′, soit uj ∈ V l’unique variable telle que fg(bj) = uj
Soit R ∈ R la règle universelle étiquetant le nœud N
Soit R = A1 . . . Am → B1 . . . Bm′ et V ar(R) = {vR1 , . . . , vRp }
Soit VN = {vN1 , . . . , vNp } un ensemble de p nouvelles variables
Soit σN : V ar(R) 7→ VN la substitution définie par vRi 7→ vNj ssi i = j
Pour i de 1 à m faire
A← {ti, σN (Ai)}
A ← A ∪ {A}
Fin Pour
Pour j de 1 à m′ faire
A← {uj , σN (Bj)}





ALG. 4.1 – Étiquetage d’une R-structure
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A est alors calculé, ce qui permet de propager toutes les contraintes sur la forme des types (imposées par
les règles universelles) à l’ensemble des variables associées aux arcs (notons que les variables internes à
la structures peuvent être présentes deux fois dans A, comme entrée et comme sortie). En appliquant cet
unifieur σmgu sur la structure obtenue par l’étiquetage générique fg sur S, on obtient une structure de
dérivation minimale, complète, correcte et instance de S. Ceci sera démontré de manière plus détaillée
dans la proposition 4.18.
Remarque : Le calcul d’un unifieur le plus général (MGU, défini dans la partie 1.2.2.2) ne renvoie pas
toujours un résultat. Dans tous les algorithmes ci-dessous, on considère qu’en cas d’échec du calcul d’un
MGU l’algorithme échoue également (sauf précision explicite contraire). De même, on considère qu’un
algorithme utilisant un sous-algorithme qui renvoie un échec échoue aussi.
GF(D)
Soit D = {S1, S2, . . . , Sn}
G← ∅
Pour chaque R-structure Si dans D faire
Si (IG(Si) existe) Alors
Soit Pi ← IG(Si)
Pour chaque nœud N représentant une règle locale dans Pi faire
Soient 〈a1, . . . , am〉 la séquence des entrées du nœud N
Soient 〈b1, . . . , bm′〉 la séquence des sorties du nœud N






ALG. 4.2 – Calcul de la grammaire générale GF (D)
Le calcul de la grammaire générale GF (D) consiste simplement à collecter toutes les règles locales
de toutes les structures de dérivation obtenues par étiquetage des R-structures données en entrée dans
D : pour chaque nœud correspondant à une règle locale la règle est ajoutée à la grammaire, constituée
des types et/ou mots de Σ associés aux arcs entrants et sortants du nœud.
4.4.2.2 La grammaire synthétisée SG(D)
Comme dans RG, la seconde phase de l’algorithme doit unifier certaines règles de façon à produire
une grammaire dont la taille n’augmente pas indéfiniment. La version que nous présentons utilise la
notion étendue de rigidité des grammaires, définie ci-dessous.
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Définition 4.26 (Relation ∼r). Soient r = a1 . . . an ⊲ b1 . . . bm et r′ = a′1 . . . a′n′ ⊲ b′1 . . . b′m′ deux
règles locales quelconques. La relation ∼r est définie par r ∼r r′ si et seulement si les trois conditions
ci-dessous sont toutes vérifiées
• n = n′ ;
• m = m′ ;
• Pour tout i, 1 ≤ i ≤ n, si ai ∈ Σ ou a′i ∈ Σ alors ai = a′i.
Définition 4.27 (Grammaire rigide). Une grammaire G est rigide si et seulement si r ∼r r′ implique
r = r′ pour tout couple de règles locales r, r′ dans G.
À partir de cette définition on constate qu’une grammaire est rigide si toute règle locale est unique par
la séquence et la position des mots terminaux qu’elle contient. Ceci autorise donc des règles sans aucun
terminal, mais celles-ci doivent alors se distinguer les unes des autres par le couple (n,m) (respective-
ment le nombre de types en partie gauche et droite). On peut également avoir un même mot terminal
dans différentes règles, pourvu que celles-ci se distinguent soit par le couple (n,m), soit par la position
du mot en question, ou encore par la présence de mots terminaux différents dans la règle.
Remarque : On vérifie aisément que cette définition inclut le cas de la rigidité classique, à savoir celle
des grammaires algébriques lexicalisées. En effet, dans ce cas toute règle est de la forme w⊲t avec w ∈ Σ
et t ∈ Tp. Ainsi pour tout couple de règles w ⊲ t = a1 . . . an ⊲ b1 . . . bm et w′ ⊲ t′ = a′1 . . . a′n′ ⊲ b′1 . . . b′m′
on a toujours n = n′ = 1 et m = m′ = 1 d’une part, et a1 = w ∈ Σ et a′1 = w′ ∈ Σ d’autre part. Par
conséquent r ∼r r′ si et seulement si w = w′. On obtient donc qu’une grammaire algébrique lexicalisée
est rigide si et seulement si w = w′ implique t = t′ pour tout couple de règles w ⊲ t et w′ ⊲ t′, autrement
dit il n’existe qu’une seule règle pour chaque mot du vocabulaire Σ.
Proposition 4.16. La relation ∼r a les propriétés suivantes :
• ∼r est une relation d’équivalence ;
• Pour tout couple de règles r, r′ et toute substitution σ, r ∼r r′ si et seulement si σ(r) ∼r σ(r′).
Démonstration. On peut facilement vérifier que ∼r est une relation réflexive, symétrique et transitive,
donc une relation d’équivalence.
Soient r = a1 . . . an ⊲ b1 . . . bm et r′ = a′1 . . . a′n′ ⊲ b′1 . . . b′m′ deux règles locales quelconques et
σ : V 7→ Tp une substitution. Rappelons que σ(r) = σ(a1) . . . σ(an) ⊲ σ(b1) . . . σ(bm) et σ(r′) =




1) . . . σ(b
′
m′).
• Montrons que r ∼ r′ implique σ(r) ∼r σ(r′) : r ∼r r′ donc n = n′ et m = m′. Si ai ∈ σ
ou a′i ∈ Σ alors ai = a′i et σ(ai) = ai = a′i = σ(a′i) (car tout élément de Σ est traité comme
une constante par la substitutution σ). À l’inverse, on constate qu’il est impossible que σ(ai)
appartienne à Σ si ai n’appartient pas à Σ, puisque l’ensemble d’arrivée de la substitution est un
ensemble de types Tp (et Tp ∩ Σ = ∅). Par conséquent les trois critères de la relation ∼r sont
vérifiés, d’où σ(r) ∼r σ(r′).
• Montrons que r 6∼r r′ implique σ(r) 6∼r σ(r′) : si n 6= n′ ou m 6= m′, il est clair que σ(r) 6∼r
σ(r′). Il reste ensuite le cas où il existe un i tel que ai (resp. a′i) appartienne à Σ mais ai 6= a′i :
dans ce cas σ(ai) ∈ Σ (resp. σ(a′i) ∈ Σ). Si a′i ∈ Σ (resp. ai ∈ Σ), alors σ(ai) 6= σ(a′i) puisque
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i. Sinon a′i /∈ Σ (resp. σ(ai) /∈ Σ), donc σ(a′i) (resp. σ(ai))
n’appartient pas à Σ non plus (cf. cas précédent), or ai ∈ Σ (resp. a′i ∈ Σ), donc σ(ai) 6= σ(a′i).
Par conséquent σ(r) 6∼r σ(r′).
Remarque : Notons que r = r′ implique toujours r ∼r r′, car ∼r est une relation d’équivalence (donc
réflexive). On montre aisément que si G′ est une grammaire rigide et si G ⊆ G′, alors G est aussi rigide.
La relation ∼r est une relation d’équivalence sur les règles (locales). On peut comparer cette rela-
tion à une relation de similarité, qui indique que deux règles appartenant à une même classe d’équiva-
lence selon cette relation sont “suffisamment proches” pour être unifiées. Du fait que ∼r est une relation
d’équivalence, on peut partitionner l’ensemble des règles de la grammaire générale GF (D) en classes
d’équivalence de telle sorte que deux règles r et r′ appartiennent à une classe d’équivalence Ei si et
seulement si r ∼r r′. Ainsi l’algorithme crée des ensembles de règles à unifier, ces ensembles étant
rassemblés dans une famille dont l’unifieur le plus général est ensuite calculé. La substitution résultante
σmgu est alors appliquée à la grammaire GF (D) : par définition de l’unification, toutes les règles qui ap-
partenaient à une même classe d’équivalence deviennent identiques dans σmgu[GF (D)], donc le nombre
maximal de règles de la grammaire SG(D) est égal au nombre de classes d’équivalence produit par la
relation ∼r. Celui-ci est borné par une valeur qui dépend uniquement
• du nombre maximal d’entrée/sorties des nœuds qui apparaissent dans les R-structures données en
entrée (en effet, la longueur des règles dans GF (D) ne dépend que de ce paramètre),
• et de la taille du vocabulaire Σ.
Remarque : Pour chaque règle d’une partition Ei un terme est créé : ce terme est formé avec les
opérateurs “spéciaux” regle, in, out, les éléments de la partie gauche (mots ou types) étant placés dans
l’opérateur in, ceux de la partie droite dans l’opérateur out et les deux sous-types ainsi constitués dans
l’opérateur regle. La construction de ce terme est destinée à simplifier l’unification de règles. De façon
équivalente, on aurait pu définir l’unification de deux règles a1 . . . an ⊲ b1 . . . bm et a′1 . . . a′n′ ⊲ b′1 . . . b′m′
de la manière suivante :
1. si n 6= n′ ou m 6= m′, échec.
2. sinon, unifier la famille d’ensembles { {a1, a′1}, . . . , {an, a′n′}, {b1, b′1}, . . . , {bm, b′m′} }.
Les mots appartenant au vocabulaire Σ qui apparaissent dans ces termes sont traités comme des
constantes, c’est-à-dire comme des opérateurs d’arité nulle. Cela implique que l’unification de deux
mots différents produit un échec.
Comme dans l’algorithme RG, l’algorithme SG unifie des règles par calcul puis application de l’uni-
fieur le plus général sur la famille d’ensembles définie par les partitions de la relation ∼r. Ceci permet
par définition d’obtenir une grammaire rigide. Contrairement au cas de l’algorithme RG, dans lequel on
peut voir clairement que le nombre de règles d’une grammaire rigide est borné, la limite dépend ici de
la relation ∼r. Comme on le verra dans la preuve de convergence ci-dessous, c’est la propriété selon
laquelle r ∼ r′ si et seulement si σ(r) ∼ σ(r′) qui garantit l’existence d’une limite : l’algorithme est
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unif_regles(G, {E1, . . . , En})
[{E1, . . . , En} est un partitionnement des règles locales de G]
A ← ∅
Pour i de 1 à n faire
Soit Ei = {r1, r2, . . . , rp}
Ai ← ∅
Pour j de 1 à p faire
Soit rj = a1a2 . . . am ⊲ b1b2 . . . bm′










ALG. 4.3 – unif_regles : unification des règles selon un partitionnement
SG(D)
G← GF(D)
Soit E l’ensemble des règles (locales) de G
Soit {E1, . . . , En} le partitionnement de E induit par les classes d’équivalence de la rela-
tion ∼r
Renvoyer unif_regles(G,{E1 , . . . , En})
ALG. 4.4 – Calcul de la grammaire synthétisée SG(D)
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ainsi “obligé” d’unifier dès qu’elles existent deux règles qui seront à unifier, et ne peut à aucun moment
unifier deux règles qui ne doivent pas l’être.
La complexité algorithmique de SG est identique à celle de l’algorithme RG, c’est-à-dire polyno-
miale (quadratique). Le test de la relation ∼r entre deux règles est de complexité linéaire par rapport à la
taille du couple de règles. Comme dans le cas de l’algorithme RG de BUSZKOWSKI [27], on peut assez
facilement modifier cet algorithme de sorte qu’il soit incrémental. Il suffit pour cela de réaliser l’unifica-
tion des types entre la grammaire synthétisée obtenue sur les i − 1 premiers exemples et la grammaire
générale obtenue uniquement sur le ième, au lieu de recalculer l’ensemble de la grammaire générale à
chaque étape. Bien sûr, la version incrémentale est préférable pour une implémentation concrète de cet
algorithme.
4.4.3 Preuve de convergence
Proposition 4.17. Soit R un ensemble de règles, D un ensemble fini de R-structures et S ∈ D une
R-structure.
Si IG(S) existe et P = IG(S) alors P est une instance de S pour la grammaire GF (D).
Démonstration. Clairement l’algorithme IG définit (et applique) un étiquetage sur laR-structure donnée
en entrée (voir définition 4.7). On montre que cet étiquetage est correct pour la grammaire GF (D), c’est-
à-dire que cet étiquetage est correct pour tout nœud N dans P :
• Si N est un nœud non étiqueté, il correspond à une règle locale. Soient 〈a1, . . . , am〉 les entrées
et 〈b1, . . . , bm′〉 les sorties de N dans P : par définition, la grammaire GF (D) contient la règle
a1 . . . am ⊲ b1 . . . bm′ , donc l’étiquetage est correct pour N .
• Soient 〈a1, . . . , an〉 (resp. 〈b1, . . . , bm〉) la séquence des arcs entrants (resp. sortants) du nœud N ,
et 〈t1, . . . , tm〉 (resp. 〈u1, . . . , um′〉) les variables associées à ces arcs par l’étiquetage fg défini
dans l’algorithme. Selon cet algorithme les types affectés aux arcs a1, . . . , am, b1, . . . , bm′ sont
respectivement σmgu(t1), . . . , σmgu(tm), σmgu(u1), . . . , σmgu(tm′).
On montre que σmgu(t1) . . . σmgu(tm) →R σmgu(u1) . . . σmgu(tm′), avec R la règle utilisée au
nœud N . Soit R = A1 . . . Am → B1 . . . Bm′ avec V ar(R) = {vR1 , . . . , vRp }, et soit σN :
V ar(R) 7→ VN la substitution définie par vRi 7→ vNj si et seulement si i = j, avec VN =
{vN1 , . . . , v
N
p } un ensemble de p nouvelles variables. Pour tout i, 1 ≤ i ≤ m (resp. pour tout j,
1 ≤ j ≤ m′), σmgu(ti) = σmgu(σN (Ai)) (resp. σmgu(uj) = σmgu(σN (Bj))), car σmgu est un
unifieur pour chaque famille {ti, σN (Ai)} (resp. {uj , σN (Bj)}). Ainsi il existe une substitution
τ = σmgu ◦ σN telle que τ(Ai) = σmgu(ti) pour tout i (resp. τ(Aj) = σmgu(uj) pour tout j),
donc σmgu(t1) . . . σmgu(tm)→R σmgu(u1) . . . σmgu(tm′). Par conséquent l’étiquetage est correct
pour N .
Ainsi P est bien une structure de dérivation pour GF (D). Comme P est construite par cet étiquetage
appliqué sur S, il est clair que P est une instance de S pour GF (D).
Corollaire 4.3. Soit D un ensemble fini de R-structures.
Si GF (D) existe alors D ⊆ SL(GF (D)).
122 CHAPITRE 4 — Grammaires combinatoires générales
Démonstration. Soit S ∈ D une R-structure : GF (D) existe donc IG(S) existe. Soit P = IG(S). La
proposition 4.17 indique que S est une instance de P pour GF (D), autrement dit il existe une structure
de dérivation P pour GF (D) telle que S est une instance de P . par conséquent S ∈ SL(GF (D)).
Proposition 4.18. Soit G uneR-grammaire, P une structure de dérivation pour G et S uneR-structure.
Si P est une instance de S alors IG(S) existe et il existe une substitution σ telle que σ[IG(S)] = P .
Démonstration. Supposons que P soit une instance de S. Par définition il existe un étiquetage f tel que
f [S] = P . Nous reprenons les notations de l’algorithme IG :
• {e1, . . . , en} est l’ensemble des arcs de S et V = {v1, . . . , vn} l’ensemble des variables associées
à ces arcs par l’étiquetage fg.
• Pour chaque nœud N représentant une règle universelle 〈a1, . . . , an〉 (resp. 〈b1, . . . , bm〉) est la
séquence des arcs entrants (resp. sortants) du nœud N , et 〈t1, . . . , tm〉 (resp. 〈u1, . . . , um′〉) est
l’ensemble des variables associées à ces arcs par l’étiquetage fg.
• Pour chaque nœud N représentant une règle universelle R = A1 . . . Am → B1 . . . Bm′ est cette
règle, et VN est une “copie” de l’ensemble des variable V ar(R), avec σN : V ar(R) 7→ VN le
renommage qui définit cette bijection.
Par définition f est un étiquetage correct pour tout nœud N de P , donc il existe une substitution
σR telle que σR(Ai) = f(ai) pour tout i et σR(Bj) = f(bj) pour tout j. On peut ainsi définir une
substitution τ : V ∪
⋃
N∈S VN 7→ TpG par
• pour tout v ∈ V , τ(v) = f(e) si et seulement si fg(e) = v (autrement dit τ associe à chaque
variable v le type associé par l’étiquetage f à l’arc correspondant à v selon l’étiquetage générique
fg).
• pour tout v ∈ VN et pour tout N dans S, τ(v) = σR(σ−1N (v)).19
On montre que τ est un unifieur de la famille d’ensemble A définie dans l’algorithme : pour tout
couple {ti, σN (Ai)} (resp. {uj , σN (Bj)}) dans A, τ(ti) = f(ai) (resp. τ(uj) = f(bj)) avec ai (resp.
bj) l’arc auquel la variable ti (resp. uj) est associée par l’étiquetage fg (qui est une bijection). σN (Ai)
ne contient que des variables de VN , donc par définition τ(σN (Ai)) = σR(σ−1N (σN (Ai))) = σR(Ai) =
f(ai). Ainsi on obtient τ(ti) = f(ai) = τ(σN (Ai)), autrement dit τ est un unifieur pour le couple
{ti, σN (Ai)}.
τ est un unifieur de A, donc l’unifieur le plus général σmgu de A existe, par conséquent IG(S)
existe. σmgu est défini comme l’unifieur le plus général de A, donc par définition du MGU il existe
une substitution σ telle que τ = σ ◦ σmgu. Par définition, τ [fg[S]] = P et σmgu[fg[S]] = IG(S), par
conséquent σ[fg[S]] = σ[σmgu[fg[S]]] = (σ ◦ σmgu)[fg[S]] = τ [fg[S]] = P .
Proposition 4.19. Soit G une R-grammaire et D un ensemble fini de R-structures.
D ⊆ SL(G) si et seulement si GF (D) existe et il existe une substitution σ telle que σ[GF (D)] ⊆ G.
Démonstration. (⇒). Supposons que D ⊆ SL(G). Soit D = {S1, . . . , Sn} : pour tout Si ∈ D, il existe
une structure de dérivation Pi pour G telle que Pi est une instance de Si, car Si ∈ SL(G). Ainsi d’après
19rappelons que σN est une substitution bijective (renommage), donc la substitution inverse σ−1N est clairement définie.
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la proposition 4.18 IG(Si) existe, et il existe une substitution σi telle que σi[IG(Si)] = Pi. IG(Si)
existe pour tout i, donc par définition GF (D) existe. Notons que les ensembles de départ de σi et σj sont
disjoints si i 6= j (car un nouvel ensemble de variables est créé pour chaque structure Si dans IG(Si)).




On montre ensuite que σ[GF (D)] ⊆ G. Soit a1 . . . am ⊲ b1 . . . bm′ une règle locale de la grammaire
GF (D). Par définition de cette grammaire, il existe une R-structure Si ∈ D et un nœud local dans
cette structure telle que les séquences 〈a1, . . . , am〉 et 〈b1, . . . , bm′〉 sont respectivement les entrées et
sorties du nœud correspondant dans la structure de dérivation IG(Si). σ[IG(Si)] = σi[IG(Si)] =
Pi, par conséquent Pi contient un nœud dont les entrées et sorties sont respectivement les séquences
〈σ(a1), . . . , σ(am)〉 et 〈σ(b1), . . . , σ(bm′)〉. Cela implique qu’il existe une règle locale σ(a1) . . . σ(am)⊲
σ(b1) . . . σ(bm′) dans G, car Pi est une structure de dérivation correcte pour G. Ceci étant valable pour
toutes les règles de GF (D), on obtient bien que σ[GF (D)] ⊆ G.
(⇐). Supposons que GF (D) existe et qu’il existe une substitution σ telle que σ[GF (D)] ⊆ G.
Selon la proposition 4.11, SL(GF (D)) ⊆ SL(G). Or D ⊆ SL(GF (D)) d’après le corollaire 4.3, donc
D ⊆ SL(G).
Proposition 4.20. Soit σ une substitution et D un ensemble fini de R-structures tel que GF (D) existe.
σ est un unifieur pour la famille d’ensemble A (définie dans l’algorithme SG) si et seulement si
σ[GF (D)] est rigide.
Démonstration. ⇒. Supposons que σ soit un unifieur pour A = {A1, . . . , An}. On montre la contra-
posée : supposons que σ[GF (D)] ne soit pas rigide, c’est-à-dire qu’il existe des règles dans GF (D)
telles que σ(r) ∼r σ(r′) et σ(r) 6= σ(r′). Selon la proposition 4.16, σ(r) ∼r σ(r′) implique que
r ∼r r′. La famille A est définie par les classes d’équivalence de la relation ∼r, donc par construction
r1 ∈ Ai et r2 ∈ Ai si seulement si r1 ∼ r2. Comme σ est un unifieur de A, pour tout couple de règles
r1, r2 ∈ GF (D) r1 ∼r r2 implique σ(r1) = σ(r2) et donc en particulier σ(r) = σ(r′), ce qui contredit
l’hypothèse selon laquelle il existe deux règles r et r′ telles que σ(r) ∼r σ(r′) et σ(r) 6= σ(r′). Par
conséquent σ[GF (D)] est rigide.
⇐. Supposons que σ[GF (D)] soit une grammaire rigide. Soient r et r′ deux règles de GF (D)
appartenant à une même famille Ai dans A. On a montré ci-dessus que la famille A est construite selon
les classes d’équivalences de ∼r, donc les règles r, r′ appartiennent à la même famille Ai si et seulement
si r ∼r r′. r ∼ r′ implique σ(r) ∼ σ(r′), d’après la proposition 4.16. Or σ[GF (D)] est rigide, donc
σ(r) = σ(r′). Par conséquent σ est bien un unifieur pour la famille d’ensembles A.
Corollaire 4.4. Soit D un ensemble fini de R-structures.
Si SG(D) existe, alors SG(D) est une grammaire rigide.
Démonstration. Si SG(D) existe, SG(D) = σ[GF (D)] avec σ l’unifieur le plus général de A (par
définition). Il découle directement de la proposition 4.20 que cette grammaire est rigide.
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Proposition 4.21. Soit G une R-grammaire rigide et D un ensemble fini de R-structures.
D ⊆ SL(G) si et seulement si SG(D) existe et SG(D) ⊑ G.
Démonstration. ⇒. Supposons que D ⊆ SL(G). D’après la proposition 4.19, GF (D) existe et il existe
une substitution σ telle que σ[GF (D)] ⊆ G. La grammaire σ[GF (D)] est rigide car G est rigide, donc
selon la proposition 4.20 σ est un unifieur pour la famille d’ensemble A définie dans l’algorithme SG.
Par conséquent l’unifieur le plus général de A σmgu existe (proposition 1.1), et (par définition) SG(D)
existe et est défini par SG(D) = σmgu[GF (D)]. σ étant un unifieur de A, il existe une substitution τ
telle que σ = τ ◦ σmgu. Ainsi τ [SG(D)] = τ [σmgu[GF (D)]] = σ[GF (D)]. Or σ[GF (D)] ⊆ G, donc
il existe une substitution τ telle que τ [SG(D)] ⊆ G. On montre que τ est une substitution fidèle : soient
r 6= r′ deux règles distinctes de SG(D). SG(D) est rigide (d’après le corollaire 4.4), donc r 6∼r r′. La
proposition 4.16 donne donc que τ(r) 6∼r τ(r′), et donc τ(r) 6= τ(r′) car ∼r est réflexive. Ainsi τ est
une substitution fidèle telle que τ [SG(D)] ⊆ G, autrement dit SG(D) ⊑ G.
⇐. Supposons que SG(D,∼) existe et que SG(D,∼) ⊑ G : il existe une substitution (fidèle) τ telle
que τ [SG(D,∼)] ⊆ G. SG(D,∼) = σmgu[GF (D)], avec σmgu l’unifieur le plus général de A (σmgu
ainsi que GF (D) existent puisque SG(D,∼) existe). Ainsi il existe une substitution σ = τ ◦ σmgu telle
que σ[GF (D)] ⊆ G, ce qui implique selon la proposition 4.19 que D ⊆ SL(G).
Proposition 4.22. Soit G une R-grammaire rigide et D1,D2 deux ensembles finis de R-structures.
Si D1 ⊆ D2 ⊆ SL(G) alors SG(D1) et SG(D2) existent, et SG(D1) ⊑ SG(D2) ⊑ G.
Démonstration. Il découle de la proposition 4.21 que SG(D1) et SG(D2) existent, et que SG(D1) ⊑ G
et SG(D2) ⊑ G. SG(D2) ⊑ SG(D2) car ⊑ est réflexive, donc selon la proposition 4.21 (utilisée
ici dans l’autre sens) on a D2 ⊆ SL(SG(D2)). Comme D1 ⊆ D2 ⊆ SL(SG(D2)), on obtient que
SG(D1) ⊑ SG(D2) en appliquant encore une fois la proposition 4.21.
Théorème 4.1. Soit 〈O,R, s〉 un système de R-grammaires.
Dans le système de grammaires 〈SL(R),GR, SL〉, avec GR l’ensemble des R-grammaires, l’algo-
rithme SG(D) apprend la classe { SL(G) | G ∈ GR est rigide } des langages de structures rigides :
Pour toute grammaire rigide G ∈ GR et toute énumération 〈S1, S2, . . .〉 de SL(G), il existe un entier
n ∈ N tel que SL(SG({S1, S2, . . . , Si})) = SL(G) pour tout entier i ≥ n.
Démonstration. Soit Di = {S1, S2, . . . , Si} pour tout i ∈ N. Par hypothèse, Di ⊆ Di+1 ⊆ SL(G)
pour tout i ∈ N. D’après la proposition 4.22, ceci implique que SG(Di) et SG(Di+1) existent, et que
SG(Di) ⊑ SG(Di+1) ⊑ G. Or il n’y a qu’un nombre fini de grammaires G′ différentes telles que
G′ ⊑ G (par le corollaire 4.2), c’est pourquoi SG converge nécessairement sur la séquence 〈Si〉i∈N vers
une grammaire Gn : il existe n ∈ N tel que SG(Di) = Gn pour tout i ≥ n. Ainsi SL(G) = { Si | i ∈
N} ⊆ SL(Gn), carDi ⊆ SL(SG(Di)) = SL(Gn) pour tout i ≥ n (par la proposition 4.21, utilisée avec
SG(Di) ⊑ SG(Di)). CommeGn = SG(Dn) ⊑ G, on a aussi SL(Gn) ⊆ SL(G) d’après la proposition
4.11. Par conséquent on a SL(Gn) ⊆ SL(G) et SL(G) ⊆ SL(Gn), d’où SL(Gn) = SL(G).
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Ce résultat est applicable à toutes les familles de R-grammaires, notamment celle des grammaires
AB et plus généralement toutes celles des general combinatory grammars pour lesquelles KANAZAWA
l’a déjà démontré. Notons qu’il s’applique aussi aux grammaires non algébriques : par exemple, la classe
des grammaires contextuelles rigides est apprenable à partir de R-structures.
4.4.4 Extension éventuelle aux grammaires k-bornées
De même que KANAZAWA a décrit l’algorithme V Gk servant à l’apprentissage de grammaires AB
k-valuées (à partir de FA-structures), nous proposons ci-dessous l’algorithme généralisé équivalent k-SG
(à la différence près que V Gk renvoie des grammaires k-valuées tandis que k-SG renvoie des grammaires
k-bornées). Mais cet algorithme n’est pas un algorithme d’apprentissage (au sens de GOLD), car (comme
l’algorithme V Gk) celui-ci renvoie un ensemble de grammaires et non une seule solution : il est donc en
général impossible que cet algorithme converge vers la grammaire cible. En revanche on peut démontrer
certaines propriétés de l’ensemble de grammaires fourni par k-SG, notamment le fait qu’il existe toujours
dans cet ensemble une grammaire qui converge vers la grammaire cible. Cela nous sera utile en particulier




Soit E l’ensemble des règles (locales) de G
Soit {A1, . . . ,An} l’ensemble des k-partitionnements de E
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ALG. 4.5 – Calcul des grammaires synthétisées k-bornées k-SG(D)
Dans cet algorithme, l’ensemble de tous les k-partitionnements possibles de l’ensemble de règles de
la grammaire G sont générés. On essaie ensuite de réaliser l’unification de chaque famille d’ensembles de
règles ainsi constituée : bien entendu, parmi ces familles il est possible qu’un grand nombre ne soient pas
unifiables20. Seules les familles pour lesquelles un unifieur existe sont prises en compte dans l’ensemble
de grammaires solutions.
20En particulier, on peut obtenir des partitions contenant deux règles r, r′ telles que r 6∼r r′ : l’unification d’un tel ensemble
de types produira nécessairement un échec. Il serait également possible de définir l’algorithme en essayant d’unifier seulement
les ensembles de règles comparables par la relation ∼r. Cette version se rapprocherait plus de l’algorithme V Gk proposé par
KANAZAWA (en adaptant la notion de grammaire k-valuée à la relation ∼r, comme pour la rigidité).
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Il est important de noter que l’objectif de cet algorithme est seulement de contenir l’ensemble des
solutions possibles. On montrera ci-dessous que, pour tout sous-ensemble D du langage d’une grammaire
k-bornée G, il existe une grammaire G′ dans l’ensemble de solutions de k-SG(D) telle que G′ ⊑ G.
Cet algorithme est de toute évidence de complexité exponentielle, puisqu’il est basé sur le calcul
des k-partionnements de l’ensemble de règles. COSTA FLORÊNCIO montre d’ailleurs dans [33] que
l’apprentissage de grammaires AB k-valuées est NP-difficile.
L’existence d’un algorithme d’apprentissage pour les grammaires k-bornées dépend en fait de la
décidabilité du problème qui consiste à déterminer une grammaire minimale (en termes de langage de
structures) parmi un ensemble fini de R-grammaires k-bornés (éventuellement dans une sous-classe
fixée). En effet si ce problème est décidable par une fonction f alors il suffit de définir l’algorithme d’ap-
prentissage par f(k-SG(D)). Nous n’entrons pas ici dans les détails de ce cas car la plupart des classes
de R-grammaires ne vérifient pas ce critère. Néanmoins le lecteur intéressé trouvera dans [60] tous les
détails pour le cas des grammaires AB k-valuées, ainsi que la preuve de convergence de KANAZAWA
pour ce cas.
4.4.4.2 Propriétés remarquables
Indépendamment du problème de la grammaire minimale, l’algorithme k-SG a pour intérêt de res-
treindre au minimum l’ensemble des solutions possibles pour un algorithme d’apprentissage de gram-
maires k-bornées. Nous montrons ci-dessous la principale propriété de cet algorithme, qui nous sera utile
dans les prochains chapitres.
Proposition 4.23. Soit G une R-grammaire k-bornée et D un ensemble fini de R-structures.
D ⊆ SL(G) si et seulement s’il existe une R-grammaire G′ ∈ k-SG(D) telle que G′ ⊑ G.
Démonstration. ⇒. Supposons que D ⊆ SL(G). Selon la proposition 4.19, il existe une substitution
σ telle que σ[GF (D)] ⊆ G. Soit A = {A1, . . . , An} le partitionnement de l’ensemble des règles de
GF (D) tel que pour tout couple de règles r, r′ de GF (D) : r ∈ Ai et r′ ∈ Ai si et seulement si
σ(r) = σ(r′). Par définition σ est un unifieur de A, donc l’unifieur le plus général de A existe aussi :
soit σmgu = MGU(A). σ étant un unifieur de A, par défintion il existe une substitution τ telle que
σ = τ ◦ σmgu.
G est k-bornée, donc σ[GF (D)] l’est aussi puisque σ[GF (D)] ⊆ G, et par conséquent le par-
titionnement A est un k-partitionnement. Donc A est l’un des k-partionnements utilisés dans l’algo-
rithme k-SG(D), d’où l’existence de la grammaire G′ = σmgu[GF (D)] ∈ k-SG(D). Ainsi σ[GF (D)] =
(τ ◦ σmgu)[GF (D)] = τ [σmgu[GF (D)]] = τ [G′], donc τ [G′] ⊆ G.
Montrons par l’absurde que τ est une substitution fidèle : on suppose qu’il existe deux règles r 6=
r′ ∈ G′ telles que τ(r) = τ(r′). G′ = σmgu[GF (D)], donc il existe deux règles r0, r′0 ∈ GF (D)
telles que r = σmgu(r0) et r′ = σmgu(r′0). Or σmgu est un unifieur de A, donc σmgu(r0) 6= σmgu(r′0)
implique que r0 et r′0 n’appartiennent pas à une même partition de A. Par définition de A, on peut
en déduire que σ(r0) 6= σ(r′0), autrement dit (τ ◦ σmgu)(r0) 6= (τ ◦ σmgu)(r′0). Or par hypothèse
τ(σmgu(r0)) = τ(r) = τ(r
′) = τ(σmgu(r0)), il y a donc contradiction.
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Par conséquent τ est une substitution fidèle telle que τ [G′] ⊆ G, donc G′ ⊑ G avec G′ ∈ k-SG(D).
⇐. Supposons qu’il existe une R-grammaire G′ ∈ k-SG(D) telle que G′ ⊑ G. G′ ∈ k-SG(D)
suppose (par construction) qu’il existe un k-partionnement Ai de l’ensemble de règles de GF (D) tel
que σi soit l’unifieur le plus général de la famille d’ensembles correspondante, et G′ = σi[GF (D)]. Or
G′ ⊑ G implique qu’il existe une substitution σ telle que σ[G′] ⊆ G, donc σ[σi[GF (D)]] ⊆ G. Ainsi il
existe une substitution σ ◦σi telle que (σ ◦σi)[GF (D)] ⊆ G, ce qui est équivalent d’après la proposition
4.19 à D ⊆ SL(G)21.
4.5 Conclusion
L’objectif du cadre des grammaires combinatoires générales (étendu par rapport à celui proposé par
KANAZAWA dans [60]), présenté dans ce chapitre, est la représentation du plus grand nombre possible de
formalismes grammaticaux. Bien entendu, tous les formalismes ne se prêtent pas aux conditions requises
par ce cadre : la possibilité d’exprimer les mécanismes de base du système grammatical sous forme de
règles universelles à la manière des grammaires catégorielles classiques est en effet indispensable, or
tous les systèmes ne le permettent pas. Nous avons vu néanmoins dans la partie 4.3 que ce modèle
offre une certaine souplesse qui permet la représentation de quelques formes assez variées de systèmes
grammaticaux (au prix parfois de quelques simplifications).
Malgré certaines ressemblances, il convient de distinguer les grammaires combinatoires générales
des systèmes formels élémentaires (Elementary Formal Systems, EFS) dont les principes de bases sont
définis par SMULLYAN dans [99]. L’apprenabilité des EFS de taille bornée est l’un des résultats impor-
tants obtenus par SHINOHARA à l’aide de son théorème sur la densité finie bornée (voir partie 2.5), dans
[94] [10] [96], qu’on peut voir comme une généralisation du résultat d’ANGLUIN sur les langages de
motifs [4]. La terminologie utilisée dans les deux systèmes peut en effet prêter à confusion : Dans [94],
SHINOHARA nomme termes les séquences d’éléments de Σ ∪X, avec Σ un vocabulaire terminal et X
un ensemble de variables (alors que dans notre terminologie il s’agit de séquences de types primitifs
et/ou mots du vocabulaire). À l’inverse, une formule atomique ou atome désigne un terme de profon-
deur 122, c’est-à-dire de la forme f(a1, . . . , an) où tous les ai sont des “termes”23. Nous soulignons ces
différences terminologiques car celles-ci pourraient masquer la différence majeure entre les grammaires
combinatoires générales et les systèmes formels élémentaires : les “éléments” manipulés par ces der-
niers sont “plats”, tandis que les types utilisés dans les GCG sont de profondeur illimitée a priori. Cette
différence est extrêmement importante du point de vue de l’apprenabilité, comme on le verra dans les
chapitres suivants. Notons que le résultat d’apprenabilité de SHINOHARA sur les EFS porte uniquement
sur les EFS de taille bornée (pour plus de détails voir [94]).
Par ailleurs, il faut souligner que le résultat de la partie 4.4 démontre simplement l’apprenabilité des
21GF (D) existe, sinon l’ensemble k-SG(D) serait vide.
22Dans notre terminologie.
23Terminologie de SHINOHARA dans [94].
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langages de structures des R-grammaires rigides (pour toute famille de R-grammaires), et non l’élas-
ticité finie de toute classe de langages ainsi constituée. Il existe en effet des classes de R-grammaires
rigides qui ne possèdent pas la propriété d’élasticité finie, même si elles sont apprenables à partir de
R-structures comme on vient de le voir. La classe de langages exhibée dans l’exemple 3.2, proposée
par COSTA FLORÊNCIO, en est une illustration. Ceci rend difficile l’extension de l’apprenabilité aux
classes de langages des grammaires k-valuées (ou k-bornées), du moins selon la même méthode que
celle de KANAZAWA pour les grammaires AB (voir partie 3.3). Or le passage des grammaires rigides
aux grammaires k-valuées (ou k-bornées) est quasiment indispensable lorsqu’on envisage de traiter des
langues naturelles, pour les raisons évoquées dans la partie 3.2.4. C’est pourquoi nous chercherons dans
les chapitres 5 et 6 des réponses à la question laissée ouverte par KANAZAWA : quelles conditions doivent






’APPRENABILITÉ DES GCG RIGIDES À PARTIR DE STRUCTURES PRÉSENTE LE MÊME TYPE
DE CONTRAINTES QUE CELLE DES GRAMMAIRES AB : CLASSES DE LANGAGES LIMITÉES,
NÉCÉSSITÉ DE STRUCTURES COMPLEXES EN ENTRÉES. C’EST LA RAISON POUR LAQUELLE IL EST
PERTINENT D’ÉTUDIER LA QUESTION DE L’ÉLASTICITÉ FINIE DES GCG, CAR CELA PERMETTRA
DE DÉCOUVRIR DES SOUS-CLASSES APPRENABLES PLUS RICHES GRÂCE À LA TECHNIQUE PROPO-
SÉE PAR KANAZAWA. NOUS ABORDONS CETTE QUESTION AVEC LES OUTILS MIS EN PLACE PAR
SHINOHARA, À SAVOIR LA DENSITÉ FINIE BORNÉE. DANS UN PREMIER TEMPS NOUS PROPOSONS
UNE PETITE EXTENSION DE CE CONCEPT, AFIN DE FAIRE CONVERGER LES MÉTHODES DE DÉMONS-
TRATION D’APPRENABILITÉ DÉVELOPPÉES PAR SHINOHARA ET KANAZAWA. ENSUITE NOUS MON-
TRERONS L’ÉLASTICITÉ FINIE DE LA CLASSE DES GCG “À ARGUMENTS BORNÉS”. IL S’AGIT D’UN
CRITÈRE QUI A POUR AVANTAGE DE CONCERNER DE NOMBREUX FORMALISMES GRAMMATICAUX,
MAIS QUI A POUR INCONVÉNIENT D’IMPOSER UNE CONTRAINTE PUREMENT TECHNIQUE POUR OB-
TENIR L’ÉLASTICITÉ FINIE.
5.1 Introduction
Après avoir présenté quelques formalismes grammaticaux adaptés à la représentation des langues na-
turelles, décrit les enjeux, techniques et résultats de l’apprenabilité dans le modèle de GOLD et proposé
les grammaires combinatoires générales comme cadre uniforme de représentation des systèmes gram-
maticaux, nous commençons dans ce chapitre la recherche de critères impliquant l’apprenabilité, pour
des classes de GCG aussi riches que possible (en termes de représentation des langues naturelles).
Nous avons montré dans le chapitre précédent que toute classe de R-grammaires ∼r-rigides est
apprenable à partir de R-structures. Mais ce résultat est soumis aux mêmes limitations que celles des
grammaires AB dans le cas rigide à partir de FA-structures, décrites dans la partie 3.2.4 : d’une part la
nécessité de structures complexes en entrées, difficilement disponibles pour de gros volumes de données,
et d’autre part la contrainte de (∼r-)rigidité, qui limite fortement la forme des grammaires (et donc des
langages) concernées. Ces deux limitations sont particulièrement gênantes pour le cas de l’apprentissage
(au sens du modèle de GOLD) appliqué aux langues naturelles, qui constitue notre objectif.
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C’est pourquoi il est nécessaire de s’abstraire autant que possible de ces contraintes, c’est-à-dire de
rechercher des classes de langages plus étendues que les langages rigides et qui soient apprenables à partir
de simples phrases plutôt qu’à partir de structures. Cela correspond exactement pour les grammaires AB
à l’extension au cas des grammaires k-valuées apprises à partir de chaînes, démontrée par KANAZAWA
dans [60] en passant par la propriété d’élasticité finie des langages rigides de structures (voir partie 3.3).
Nous allons donc chercher des critères permettant d’obtenir l’élasticité finie des langages de structures1
de certaines classes de GCG, de manière à pouvoir appliquer la méthode de KANAZAWA dans le but de
trouver de telles classes apprenables “plus intéressantes”.
Dans ce contexte, l’intérêt du modèle des GCG est double. D’abord, il permet de traiter uniformé-
ment de nombreux formalismes grammaticaux, y compris d’éventuels systèmes qui ne sont pas abordés
dans cette étude : ainsi, le principe consiste simplement à fournir les critères qui rendent l’apprenabilité
possible en fonction de la forme des règles ou de celle des grammaires, sans s’attacher à une instance
particulière de R-grammaires. Cela permet de réutiliser plus facilement ces résultats, sans devoir re-
démontrer l’apprenabilité pour chaque formalisme. Mais cela a aussi deux inconvénients : le formalisme
en question doit être exprimable dans le modèle des GCG, et il est évidemment possible que certaines
propriétés spécifiques d’un formalisme donné permettent d’obtenir l’apprenabilité de classes plus vastes
que celles concernées par le résultat obtenu dans le cas général. Le second intérêt des GCG est beaucoup
plus prosaïque : on a vu que la sous-classe des langages de structures rigides est apprenable, et on sait
qu’il existe quelques sous-classes ayant l’élasticité finie. Nous essaierons donc de nous inspirer de ces
cas particuliers pour découvrir les critères dont découle l’apprenabilité.
Dans ce chapitre nous traiterons d’un premier type de critères, inspirés des résultats de SHINOHARA
obtenus à l’aide de la propriété de densité finie bornée (qui permet elle-même, sous certaines condi-
tions, d’obtenir l’élasticité finie : voir partie 2.5). Techniquement, cela consiste à borner le nombre de
grammaires réduites par rapport à un ensemble fini D d’éléments du langage. Pour cela on cherche en
fait une borne sur la taille de ces grammaires : ceci a pour conséquence que nos critères imposent une
contrainte peu pratique (car uniquement “technique”), à savoir une limite sur la taille des “types argu-
ments”. En revanche cette méthode autorise de nombreuses formes de règles universelles, autrement dit
permet d’inclure une grande variété de formalismes grammaticaux.
Avant de donner ces critères et les démonstrations d’apprenabilité qui les accompagnent, nous pré-
sentons une petite extension de la définition de densité finie bornée donnée par SHINOHARA dans [95].
Notre définition étend la densité finie bornée à tout type de relation de réduction, contrairement à la ver-
sion de SHINOHARA dans laquelle l’unique relation considérée est l’inclusion classique. Nous verrons
dans le chapitre suivant que cela permet d’inclure des résultats tels que ceux de KANAZAWA pour les
grammaires AB dans le cadre de la densité finie bornée, ce qui n’était pas le cas auparavant.
Remarque : le résultat d’apprenabilité des grammaires à arguments bornés, présenté dans ce chapitre,
est une généralisation du cas des grammaires plates publié dans [78] : d’une part la limitation aux types
à arguments plats (de taille 1) est assouplie aux types à arguments bornés par un entier k, et d’autre part
1Contrairement à KANAZAWA nous n’aurons pas besoin de la contrainte de rigidité dans ces démonstrations.
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nous étendons ici le résultat aux grammaires contextuelles.
5.2 Généralisation de la densité finie bornée
Dans la partie 2.5, nous avons exposé la notion de densité finie bornée telle qu’elle est définie par
SHINOHARA dans [95], ainsi que les conséquences importantes qui en découlent au niveau de l’appre-
nabilité des langages. On a vu que cette définition utilise la notion de grammaire réduite par rapport à un
ensemble d’élements du langage, cette notion étant elle même définie à l’aide de la relation d’inclusion
entre grammaires (voir partie 4.2). Or le fait de fixer l’inclusion simple comme unique relation de réduc-
tion entre deux grammaires exclut certaines formes de grammaires, même si celles-ci ont des propriétés
très similaires à la densité finie bornée. C’est notamment le cas des grammaires AB, comme le montre
l’exemple ci-dessous.
Exemple 5.1. Soit
• G0 la grammaire { x : s/a0 ; y : a0 ; z : s/b0 ; w : b0 } ;
• σi la substitution définie par σi = {a0 7→ Ai ; b0 7→ bi } pour tout i > 0, avec A0 = bi et
Ai = Ai−1/bi pour tout i > 0 ;
• et Gi = σi[G0] pour tout i > 0.
Notons que pour tout i > 0Gi = { x : s/(((bi/bi)/ . . . )/bi) ; y : (((bi/bi)/ . . . )/bi) ; z : s/bi ; w :
bi }.
Soit D l’ensemble de phrases { xy ; zw } : il est clair que D ⊆ L(G0) ⊆ L(Gi) pour tout i ≥ 0.
De plus toutes les grammaires Gi ont le même nombre de règles et on voit bien qu’il est impossible de
supprimer l’une de ces règles tout en conservant le fait que D ⊆ L(Gi). Ainsi toute grammaire Gi est
réduite par rapport à l’ensemble fini D.
Or L(Gi) 6= L(Gj) pour tous i 6= j, car la chaîne zywi appartient à L(Gj) si et seulement si i = j
(en effet le type (((bi/bi)/ . . . )/bi) de y nécessite exactement i types b, et le seul moyen d’en produire
exactement ce nombre est d’utiliser w). Ainsi il existe un nombre infini de grammaires réduites par
rapport à un ensemble fini d’éléments du langage, dont les langages sont tous distincts, donc la classe
des grammaires AB (même rigides) n’a pas la densité finie bornée.
Notons que cet exemple fonctionne également avec les langages de FA-structures.
Nous proposons dans cette partie une généralisation de la définition de densité finie bornée (ainsi
que de ses conséquences) prenant en compte de tels cas. Il s’agit simplement de ne plus considérer la
seule relation ⊆ dans la définition de grammaire réduite mais toute relation de réduction vérifiant les
critères appropriés. On parlera alors de grammaire réduite selon la relation 4 et de densité finie bornée
selon la relation 4. Cette généralisation présente l’avantage de souligner les points communs entre les
deux méthodes de démonstration d’apprenabilité de SHINOHARA et KANAZAWA. Nous en ferons usage
notamment dans le chapitre 6.
132 CHAPITRE 5 — Apprenabilité des GCG à arguments bornés
5.2.1 Définitions
Définition 5.1 (Relation de réduction). Soit 〈U ,G,M〉 un système de grammaires, et4 un ordre partiel2
sur G.
4 est une relation de réduction pour 〈U ,G,M〉 si les deux conditions suivantes sont remplies :
• Pour tout couple de grammaires G,G′ ∈ G G 4 G′ implique M(G) ⊆M(G′).
• L’ordre ≺ est bien fondé.
Avec ≺ la relation définie sur G par : G ≺ G′ si et seulement si G 4 G′ et G 6= G′.
Remarque : D’un point de vue formel il serait souhaitable de définir la relation 4, et plus particu-
lièrement l’égalité entre grammaires, sur des classes de grammaires plutôt que sur les grammaires, de
manière à traiter de manière uniforme un ensemble de grammaires équivalentes entre elles (typiquement,
l’ensemble des grammaires obtenues par un renommage des variables). Dans la mesure où la définition
des classes d’équivalence des grammaires est spécifique au système de grammaire utilisé et afin de ne
pas alourdir inutilement les notations, nous notons dans cette partie G = G′ le fait que les grammaires
G et G′ soient identiques modulo une éventuelle relation d’équivalence dans le système de grammaires
concerné. En pratique, le renommage des variables sera le seul cas de grammaires équivalentes utilisé
dans la suite.
Définition 5.2 (Grammaire 4-réduite). Soit 〈U ,G,M〉 un système de grammaires et 4 une relation de
réduction pour 〈U ,G,M〉. Soit D ⊆ U un sous-ensemble fini de U .
Une grammaire G ∈ G est 4-réduite par rapport à D si
• D ⊆M(G)
• Pour toute grammaire G′ ≺ G, D *M(G′)
Proposition 5.1. Soit 〈U ,G,M〉 un système de grammaires, D et D′ deux sous-ensembles finis de U tels
que D ⊆ D′, et G ∈ G une grammaire telle que D ⊆ D′ ⊆M(G).
Si G est 4-réduite par rapport à D, alors G est aussi 4-réduite par rapport à D′.
Démonstration. G est 4-réduite par rapport à D, donc D * M(G′) pour toute grammaire G′ ≺ G.
Comme D ⊆ D′, on a aussi D′ *M(G′), donc G est 4-réduite par rapport à D′.
Proposition 5.2. Soit 〈U ,G,M〉 un système de grammaires muni d’une relation de réduction 4, et
G ∈ G une grammaire.
Pour tout ensemble fini D ⊆ M(G) il existe une grammaire G′ ∈ G telle que G′ est 4-réduite par
rapport à D et G′ 4 G.
Démonstration. Supposons qu’il existe un ensemble D ⊆ M(G) tel qu’il n’existe aucune grammaire
G′ 4 G 4-réduite par rapport à D. Pour tout n ∈ N, on montre qu’il existe une séquence de grammaires
Gn ≺ Gn−1 ≺ · · · ≺ G1 ≺ G telle que pour tout i D ⊆M(Gi) mais Gi n’est pas 4-réduite par rapport
à D :
• n = 0. G0 = G. G 4 G donc par hypothèse G n’est pas 4-réduite par rapport à D.
2Rappelons qu’une relation 4 est un ordre partiel sur un ensemble E si 4 est réflexive (a 4 a pour tout a ∈ E), antisymé-
trique (a 4 b et b 4 a implique a = b) et transitive (a 4 b et b 4 c implique a 4 c).
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• n > 0. Par hypothèse d’induction D ⊆ M(Gn−1) et Gn−1 n’est pas 4-réduite par rapport à D,
donc il existe une grammaire Gn telle que Gn ≺ Gn−1 et D ⊆M(Gn).
Ainsi une telle séquence existe pour tout n ∈ N. Ceci implique que 4 n’est pas un ordre bien fondé
sur G, donc n’est pas une relation de réduction (définition 5.1). Par conséquent il existe une grammaire
G′ 4-réduite par rapport à D.
Définition 5.3 (MaxRed(G,4, k)). Soit 〈U ,G,M〉 un système de grammaires et 4 une relation de
réduction pour 〈U ,G,M〉.
Une grammaire G ∈ G appartient à MaxRed(G,4, k) si et seulement si n ≤ k pour tout ensemble
de grammaires {G1, . . . , Gn} ⊆ G tel que G1 ≺ G2 ≺ · · · ≺ Gn ≺ G.
Remarque : Les propriétés suivantes sont des conséquences triviales de cette définition :
• MaxRed(G,4, k) ⊆ G ;
• Pour tout k′ ≤ k, MaxRed(G,4, k′) ⊆MaxRed(G,4, k) ;
• Si G ∈ MaxRed(G,4, k) et G′ 4 G, alors G′ ∈ MaxRed(G,4, k). En particulier, si G ∈
MaxRed(G,4, k) et G′ ≺ G, alors G′ ∈MaxRed(G,4, k − 1).
Définition 5.4 (Densité finie bornée selon4). Un système de grammaires 〈U ,G,M〉muni d’une relation
de réduction 4 a la densité finie bornée selon 4 si pour tout k ≥ 0 et tout ensemble fini D ⊆ U ,
l’ensemble
{M(G) |G ∈MaxRed(G,4, k) et G est 4-réduite par rapport à D }
est fini.
Remarque : trivialement, si un système 〈U ,G,M〉 a la densité finie bornée selon une relation 4, alors
pour toute sous-classe G′ ⊆ G le système 〈U ,G′,M〉 a aussi la densité finie bornée selon 4.
5.2.2 Apprenabilité des classes de densité finie bornée générale
Nous démontrons ici l’équivalent du théorème 2.3 donné par SHINOHARA dans [95], avec notre
définition élargie de la densité finie bornée. Globalement cette démonstration suit le même principe que
celle de SHINOHARA, excepté bien sûr que nous devons utiliser les propriétés de la relation de réduction
(plus complexes car plus générales que dans le cas simple de l’inclusion).
Théorème 5.1. Soit 〈U ,G,M〉 un système de grammaires muni d’une relation de réduction 4.
Si 〈U ,G,M〉 a la densité finie bornée selon 4, alors
Lk = {M(G) |G ∈MaxRed(G,4, k) }
a l’élasticité finie, pour tout k ∈ N.
Démonstration. On montre par induction sur k que Lk a l’élasticité finie.
k = 0. Soit G ∈ G et D ⊆M(G) un ensemble fini. Si G n’est pas 4-réduite par rapport à D, alors il
existe G′ ≺ G telle que D ⊆M(G′), ce qui implique que G /∈MaxRed(G,4, 0). Par conséquent toute
grammaire G ∈MaxRed(G,4, 0) est 4-réduite par rapport à tout ensemble fini D ⊆M(G), donc
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L0 = {M(G) |G ∈MaxRed(G,4, 0) }
⊇ {M(G) |G ∈MaxRed(G,4, 0) et D ⊆M(G) }
= {M(G) |G ∈MaxRed(G,4, 0) et G est 4-réduite par rapport à D }.
Or cet ensemble est fini car 〈U ,G,M〉 a la densité finie bornée selon 4. Ainsi il ne peut exister
aucune séquence infinie de langages différents dans L0, donc L0 a l’élasticité finie.
k > 0. On montre par contraposée que si Lk−1 a l’élasticité finie, alors Lk a l’élasticité finie. On
suppose donc que Lk a l’élasticité infinie. Comme pour tout L ∈ Lk il existe une grammaire G ∈
MaxRed(G,4, k) telle que M(G) = L, il existe une séquence infinie d’objets 〈a0, a1, a2, . . .〉 et une
séquence infinie de grammaires 〈G1, G2, . . .〉 telles que
{a0, . . . , ai−1} ⊆M(Gi) et ai /∈M(Gi).
Pour tout i > 0 {a0, . . . , ai−1} ⊆ M(Gi) et Gi ∈ MaxRed(G,4, k), donc d’après la proposition
5.2 il existe une grammaire G′i 4 Gi qui est 4-réduite par rapport à {a0, . . . , ai−1}. Par définition G′i 4
Gi implique M(G′i) ⊆ M(Gi), or ai /∈ M(Gi), donc ai /∈ M(G′i). De plus G′i ∈ MaxRed(G,4, k),
car G′i 4 Gi ∈MaxRed(G,4, k).
Soit h la fonction définie pour tout i > 0 par
h(i) = min({ j ∈ N |G′i est 4-réduite par rapport à {a0, . . . , aj} })
h(i) < i, car ai /∈ G′i, donc G′i ne peut pas être 4-réduite par rapport à un ensemble D contenant ai.
On montre d’abord que l’ensemble { h(i) | i ∈ N} n’est pas borné : supposons au contraire qu’il le
soit, c’est-à-dire qu’il existe une borne j0 tel que h(i) ≤ j0 pour tout i > 0. Donc pour tout i > j0, G′i
est 4-réduite par rapport à {a0, . . . , aj0}. 〈U ,G,M〉 a la densité finie bornée selon 4, donc l’ensemble
{M(G) |G ∈MaxRed(G,4, k) et G est 4-réduite par rapport à {a0, . . . , aj0} }
est fini. Or {M(G′i) | i > j0 } est infini (car ∀j < i aj /∈ M(G′j) mais aj ∈ M(G′i)), ce qui contredit
l’hypothèse selon laquelle { h(i) | i ∈ N} est borné.
Par conséquent il existe une séquence infinie strictement croissante i1 < i2 < . . . telle que h(ij) <
h(ij+1) pour tout j > 0. Soit Dj = {a0, . . . , ah(ij)−1, ah(ij)} et D′j = {a0, . . . , ah(ij)−1}, pour j > 0
quelconque. Par définition de h, G′ij n’est pas réduite par rapport à D
′
j , sinon on aurait h(ij) ≤ h(ij)−1.
Or D′j ⊆ M(G′ij ), puisque h(ij) − 1 < ij , donc il existe une grammaire G
′′
ij






est 4-réduite par rapport à Dj (par définition de h) et G′′ij ≺ G′ij , donc Dj * M(G′′ij ).




{a0, ah(i1), . . . , ah(ij−1)} ⊆ {a0, a1, . . . , ah(ij)−1}, on obtient donc une séquence infinie d’objets
〈a0, ah(i1), ah(i2) . . .〉 et une séquence infinie de grammaires 〈G′′i1 , G
′′
i2
, . . .〉 telles que pour tout j > 0
{a0, ah(i1), . . . , ah(ij)−1} ⊆ M(Gij ) et ah(ij) /∈ M(G
′′
ij
). Or G′′ij ≺ G
′
ij
∈ MaxRed(G,4, k), donc
G′′ij ∈ MaxRed(G,4, k − 1) pour tout j > 0. Par conséquent ces deux séquences infinies démontrent
l’élasticité infinie de Lk−1.
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La définition ci-dessous présente la notion de grammaire faiblement 4-réduite. Contrairement à la
définition 5.2 cette notion est indépendante d’un quelconque ensemble fini. Intuitivement on peut consi-
dérer qu’une grammaire est faiblement 4-réduite si elle ne contient “rien d’inutile” pour générer son
langage.
Définition 5.5. Dans le système de grammaire 〈U ,G,M〉 muni de la relation de réduction 4, une gram-
maire G ∈ G est faiblement 4-réduite si M(G) 6= M(G′) pour toute grammaire G′ ∈ G telle que
G′ ≺ G.
Il est clair, selon cette définition, que si une grammaire G est 4-réduite par rapport à un ensemble
D, alors G est faiblement 4-réduite, ainsi cette version de la réduction d’une grammaire est plus faible
que la précédente. Dans [60], KANAZAWA considère uniquement cette définition de la réduction des
grammaires : ainsi ce que nous nommons ici “grammaire faiblement réduite” est appelée simplement
“grammaire réduite” dans [60].
Proposition 5.3. Pour toute grammaire G il existe une grammaire G′ 4 G faiblement 4-réduite telle
que M(G′) =M(G).
Démonstration. Trivial par la définition 5.5.
La proposition ci-dessous est destinée à simplifier l’utilisation du théorème 5.1, dont elle est une
conséquence directe. Elle permet de négliger les variantes non faiblement réduites des grammaires d’une
classe donnée, puisque qu’il existe toujours une grammaire faiblement réduite de même langage.
Proposition 5.4. Soit 〈U ,G,M〉 un système de grammaires et 4 une relation de réduction pour ce
système. Soit G′ l’ensemble des grammaires faiblement réduites de G :
G′ = {G ∈ G |G est faiblement 4-réduite }.
Si 〈U ,G′,M〉 a la densité finie bornée selon 4 et s’il existe k ∈ N tel que G′ ⊆MaxRed(G′,4, k),
alors la classe de langages {M(G) |G ∈ G } a l’élasticité finie.
Démonstration. Pour toute grammaire G ∈ G il existe une grammaire G′ ∈ G′ faiblement 4-réduite
telle queM(G′) =M(G) (proposition 5.3), donc {M(G) |G ∈ G } ⊆ {M(G) |G ∈ G′ }. Or il existe
k ≥ 0 tel que G′ ⊆ MaxRed(G′,4, k), donc {M(G) | G ∈ G′ } ⊆ {M(G) |G ∈ MaxRed(G′,4
, k) }. 〈U ,G′,M〉 a la densité finie bornée selon 4, donc selon le théorème 5.1 la classe de langages
{ M(G) | G ∈ MaxRed(G′,4, k) } a l’élasticité finie. Par conséquent la sous-classe { M(G) | G ∈
G } ⊆ {M(G) |G ∈MaxRed(G′,4, k) } a aussi l’élasticité finie.
Proposition 5.5. Soient G, G′ et G′′ des ensembles de grammaires tels que G ⊆ G′ ⊆ G′′.
Si G ⊆MaxRed(G′′,4, k) alors G ⊆MaxRed(G′,4, k).
Démonstration. Par définition de MaxRed : si toute séquence G1 ≺ G2 ≺ · · · ≺ Gn ≺ G vérifie n ≤ k
lorsque {G1, . . . , Gn} ⊆ G′′, alors la propriété reste vraie lorsque {G1, . . . , Gn} ⊆ G′ puisque G′ ⊆ G′′.
Comme G ⊆ G′, G ∈ G′ donc G ⊆MaxRed(G′,4, k).
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5.2.3 Exemple : les langages de motifs
Nous avons vu dans la partie 2.5 que la relation d’inclusion proposée par SHINOHARA dans la défi-
nition d’origine permet déjà d’obtenir des résultats d’apprenabilités impressionants (en particulier avec
les grammaires contextuelles). Nous utiliserons la version généralisée de la densité finie bornée avec
les grammmaires combinatoires générales dans le chapitre 6, en incluant au passage les grammaires
AB. Avant cela, nous proposons, pour illustrer l’intérêt de cette généralisation, de revisiter le résultat
d’ANGLUIN sur les langages de motifs (pattern languages) [4], qui a été chronologiquement la source
du renouveau du modèle d’apprentissage de GOLD. Cet exemple est cependant très limité car on n’y
retrouve pas l’intégralité du résultat d’ANGLUIN.
Définition 5.6 (Langages de motifs). Un motif est une séquence non vide sur Σ ∪X, où Σ est le voca-
bulaire terminal et X un ensemble fini de variables. L’ensemble des motifs est noté P .
Soit ≤′ la relation définie sur P par x ≤′ y si et seulement s’il existe une substitution σ : X 7→
(X ∪ Σ+) telle que x = σ(y).
Le langage d’un motif p est l’ensemble L(p) = { x ∈ Σ+ | x ≤′ p }.
On considère que deux motifs ne différant que par un renommage de variables sont équivalents (on
a alors p ≤′ p′ et p′ ≤′ p).
Proposition 5.6. ≤′ est une relation de réduction dans le système de grammaires 〈Σ+, P, L〉.
Démonstration. On constate aisément que ≤′ est un ordre partiel.
Soient p, p′ ∈ P tels que p ≤′ p′, autrement dit il existe σ tel que σ(p′) = p. Soit x ∈ L(p) : il existe
τ telle que τ(p) = x, donc il existe une substitution τ ◦ σ telle que (τ ◦ σ)(p′) = x. Par conséquent
x ∈ L(p′), d’où L(p) ⊆ L(p′).
Montrons maintenant que ≤′ est bien fondé : supposons qu’au contraire il existe un ensemble de
motifs S ⊆ P tel que S n’a pas d’élément minimal, autrement dit pour tout motif p ∈ S il existe un
motif p′ tel que p′ <′ p. Ainsi il existe une séquence infinie 〈pi〉i∈N telle que pi <′ p et pi <′ pi+1
pour tout i ≥ 0. On note que p <′ p′ si et seulement s’il existe σ telle que σ(p′) = p et σ n’est pas un
renommage de variables. Cela implique soit qu’il existe une variable v ∈ X telle que σ(v) ∈ Σ+, soit
qu’il existe deux variables v, v′ ∈ X telles que σ(v) = σ(v′). Dans les deux cas le nombre de variables
distinctes présentes dans le motif diminue strictement lorsqu’on applique la substitution, il ne peut donc
pas exister une telle séquence infinie. Par conséquent ≤′ est bien fondé.
Proposition 5.7. Le système de grammaires 〈Σ+, P, L〉 a la densité finie bornée selon ≤′.
Démonstration. Par définition, p ≤′ p′ implique |p′| ≤ |p|. Par conséquent le nombre de motifs p′ tels
que p ∈ L(p′) est fini, et a fortiori le nombre de motifs p′ tels que p′ est ≤′-réduit par rapport à p. Il est
donc évident que { L(p) | p ∈ MaxRed(P,≤′, k) et p est ≤′ −réduit par rapport à D } est fini pour
tout ensemble D et tout k ≥ 0.
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Proposition 5.8. Pour tout k > 0, la classe des langages de motifs
{ L(p) | p contient moins de k variables distinctes }
est apprenable.
Démonstration. On a vu dans la démonstration de la proposition 5.6 que le nombre de variables dis-
tinctes dans un motif p est une borne sur la taille de toute séquence p′1 <′ p′2 <′ · · · <′ p. Donc
{ L(p) | p contient moins de k variables distinctes } ⊆MaxRed(P,≤′, k). Selon le théorème 5.1, cette
classe a l’élasticité finie et est par conséquent apprenable.
5.3 Apprenabilité des grammaires à arguments bornés
Nous proposons ici un premier résultat qui répond (en partie) à la question laissée ouverte par KA-
NAZAWA concernant la caractérisation de sous-classes de grammaires combinatoires générales ayant
l’élasticité finie. Il s’agit en fait d’une condition suffisante sur la forme des règles universelles permettant
d’obtenir l’élasticité finie pour certaines familles de grammaires.
Pour trouver ce critère et prouver qu’il constitue une condition suffisante pour l’élasticité finie, nous
avons utilisé ici l’approche de SHINOHARA [95]. Nous avons donc cherché quelles classes de gram-
maires, dans le modèle des GCG, ont la propriété de densité finie bornée selon la relation de réduction
classique d’inclusion simple. La méthode est similaire à celle utilisée par SHINOHARA pour montrer
la densité finie bornée des grammaires contextuelles. Elle consiste à exhiber une borne sur la taille des
grammaires (dont le nombre de règles est borné) réduites par rapport à un ensemble d’éléments du lan-
gage, de sorte que l’ensemble des langages correspondant à ces grammaires est fini. Mais il y a une
différence importante entre le cas des grammaires contextuelles et celui que nous étudions : la taille
d’une grammaire contextuelle s’exprime en deux dimensions (le nombre de règles et le nombre de sym-
boles/types3 dans chaque règle), tandis que le modèle des GCG impose de tenir compte d’une troisième
dimension (la taille de chaque type).
Le nombre de règles des grammaires considérées est déjà borné, par définition de la densité finie
bornée. Nous étudions ici uniquement le cas des grammaires lexicalisées, donc le nombre de types par
règle est également limité. La question centrale consiste par conséquent à borner la taille des types dans
les grammaires. Le critère proposé devra donc permettre que la taille des types d’une grammaire réduite
par rapport à un ensemble D donné ne dépende que de cet ensemble. Pour répondre à un tel critère, les
règles universelles doivent “contrôler” la diminution globale de taille au cours d’un pas de dérivation :
en effet, si la taille d’une séquence de types pouvait diminuer dans n’importe quelle proportion au cours
de la dérivation, alors il n’y aurait aucun moyen de garantir que les types du lexique (qui sont à la base
de la dérivation) sont de taille limitée.
Le critère que nous proposons reprend la distinction entre types principaux et types arguments qui
existe dans les grammaires AB. En généralisant cette distinction et en imposant des conditions adéquates
3Les types étant tous atomiques dans ce formalisme.
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sur ces deux sortes de types au niveau des règles universelles, nous montrons qu’il est possible de borner
la taille des types d’une grammaire réduite. De ceci découle la densité finie bornée, puis l’élasticité finie
et finalement l’apprenabilité des classes de langages étudiées.
La première version de ces travaux a été présentée dans [78]. Nous en présentons ici une version
étendue : le résultat principal est élargi aux grammaires contextuelles et aux grammaires à arguments
bornés (c’est-à-dire pas seulement aux grammaires dites plates, qui en sont un cas particulier).
5.3.1 Grammaires combinatoires générales lexicalisées à argument bornés
Définition 5.7 (Type à arguments bornés). Soit O un ensemble d’opérateurs, et pour tout f ∈ O soit
argf : {1, . . . , arité(f)} 7→ {0, 1} une fonction qui associe à chaque position dans f le statut d’argument
(1) ou de non argument (0). Étant donné un ensemble de variables V et un entier k > 0, l’ensemble des
types à arguments borné par k, noté ArgB(V, k), est défini comme le plus petit ensemble tel que
• V ⊆ ArgB(V, k)
• Pour tout f ∈ O avec arité(f) = n, si t1, . . . , tn appartiennent à ArgB(V, k) et pour tout i
(1 ≤ i ≤ n) argf (i) = 1 ⇒ ‖ti‖ ≤ k, alors f(t1, . . . , tn) ∈ ArgB(V, k).
Cette définition restreint les types au sous-ensemble des types dont chaque sous-type présent dans
une position telle que argf (i) = 1 (position argument, voir ci-dessous) est de taille bornée par k. Malgré
la similitude, il ne faut pas confondre notre définition des arguments bornés avec la notion plus classique
d’ordre des types (ou grammaires) : un type est d’ordre k si la hauteur de ses sous-types arguments est
toujours bornée par k. Ainsi on voit bien que même si un type à arguments bornés par k est effectivement
toujours un type d’ordre k, la réciproque est fausse en général.
Remarque : Si un type t appartient àArgB(V, k), alors tout sous-type de t appartient aussi àArgB(V, k).
En revanche, la réciproque est fausse en général.
Un sous-type u d’un type t est dit en position argument dans t s’il existe un sous-type w dans t
tel que w = f(t1, . . . , ti−1, u, ti+1, . . . , tn) et argf (i) = 1. Il faut noter ici qu’il suffit qu’une seule
occurrence de u vérifie cette condition pour que u soit en position argument : il est donc possible qu’il y
ait dans t une autre occurrence de u ne vérifiant pas la condition. Par définition, tous les sous-types d’un
type t ∈ ArgB(V, k) qui sont en position argument sont de taille inférieure ou égale à k.
Définition 5.8 (Grammaire à arguments bornés). Soit G = 〈Σ, P r, ⊲〉 une R-grammaire lexicalisée. G
est une grammaire à arguments bornés par k si tout type t ∈ Lex(G) appartient à ArgB(Pr, k).
Dans le cas particulier où k = 1, un type t ∈ ArgB(V, 1) est dit plat. De même, une grammaire à
arguments bornés par k = 1 est une grammaire plate4. Le fait que les arguments doivent avoir une taille
d’au plus 1 signifie que tous les arguments sont des variables (ou des types primitifs dans le cas de la
grammaire).
4Nous n’étudions l’apprenabilité que pour ce cas particulier dans l’article d’origine [78].
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Définition 5.9 (Règle universelle à diminution limitée). Soit R une règle universelle. R = A1 . . . An →
B1 . . . Bm est une règle universelle à diminution limitée si les conditions suivantes sont remplies :
• R est contextuelle (voir définition 4.19),
• {A1, . . . , An} ∪ {B1, . . . , Bm} ⊆ ArgB(V ar(R), 1),
• Pour toute variable v ∈ V ar(R), s’il n’existe aucun Ai (1 ≤ i ≤ n) tel que v soit en position







Remarque : Les deux premières conditions du critère proposé sont simples et peu contraignantes. En
revanche la dernière condition est plus complexe : nous verrons son intérêt ci-dessous, mais il est utile de
noter que la contrainte qu’elle impose porte seulement sur les types qui ne sont pas en position argument.
Exemple 5.2. En fixant les positions arguments de la façon habituelle indiquée ci-dessous,
arg/(1) = arg\(2) = 0
arg/(2) = arg\(1) = 1
les règles universelles des grammaires AB vérifient les conditions des règles à diminution limitée :
A/B B → A
B B\A → A
En effet, dans les deux règles la variable B est le seul sous-type en position argument (dans A/B ou
dans B\A), donc tous les sous-types en position argument sont bien de taille 1. La seule variable qui
n’est pas en position argument dans la partie gauche de la règle est A, et on peut constater que d’une
part A n’est pas non plus en position argument à droite, et d’autre part le nombre d’occurrences de A à
gauche et à droite est identique.
Il faut cependant noter que, dans la définition générale, tous les types des grammaires AB ne sont pas
nécessairement à arguments bornés par k5 : par exemple, le type a/((b/c)/d) appartient à ArgB(Pr, 5)
mais pas à ArgB(Pr, 4), car ‖(b/c)/d‖ = 5.
La proposition 5.9 ci-dessous montre la fermeture de la propriété, pour une séquence de types, d’avoir
des arguments bornés par k est fermée par l’opération de dérivation par des règles à diminution limitée.
Proposition 5.9. Soit R une règle à diminution limitée, Pr un ensemble fini de variables et t1, . . . , tn
des types à arguments bornés par k sur Pr.
Si t1 . . . tn →R u1 . . . um, alors ui ∈ ArgB(Pr, k) pour tout i, 1 ≤ i ≤ m.
5k étant un entier fixé, indépendant du type. Autrement, il est clair que pour tout type t il existe un k suffisamment grand
pour que t ∈ ArgB(Pr,k).
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Démonstration. Soit R = A1 . . . An → B1 . . . Bm. Par définition, si t1 . . . tn →R u1 . . . um alors il
existe une substitution σ telle que σ(Ai) = ti pour tout 1 ≤ i ≤ n et σ(Bi) = ui pour tout 1 ≤ i ≤ m.
Supposons qu’il existe un j tel que uj = σ(Bj) /∈ ArgB(Pr, k). Il existe donc un sous-type w dans
σ(Bj) tel que w = f(w1, . . . , wl), ainsi qu’un indice p, 1 ≤ p ≤ l, tel que argf (p) = 1 et ‖wp‖ > k. R
est une règle contextuelle, donc pour toute variable v ∈ V ar(R) le nombre d’occurrences de v dans la
partie gauche est supérieur ou égal au nombre d’occurrences de v dans la partie droite. Par conséquent
toute variable v ∈ V ar(R) (utilisée dans la règle) apparaît dans la partie gauche dans au moins un Ai. Or
ti ∈ ArgB(Pr, k), donc comme σ(v) est un sous-type de ti, σ(v) appartient aussi à ti ∈ ArgB(Pr, k).
C’est pourquoi il n’existe aucun v ∈ V ar(R) tel que w soit un sous-type de σ(v).
Ainsi w est un sous-type de σ(Bj) mais il n’y a aucune variable v dans Bj tel que w soit un sous-
type de σ(v). Par conséquent il existe un sous-type f(b1, . . . , bl) dans Bj tel que σ(bp) = wp. Bj ∈
ArgB(Pr, 1) (car R est une règle à diminution limitée) et argf (p) = 1, donc ‖bp‖ = 1, autrement
dit bp ∈ V ar(R). bp est une variable en position argument dans la partie droite de R, donc d’après la
définition 5.9 il existe au moins une occurrence de bk en position argument dans la partie gauche : soit
Ai tel que bp soit en position argument dans Ai. σ(Ai) contient σ(bp) = wp en position argument et
‖wp‖ > k, on obtient donc une contradiction : σ(Ai) = ti /∈ ArgB(Pr, k).
La démonstration de la proposition précédente explique l’intérêt de la troisième condition du critère
de diminution limitée des règles universelles. Celle-ci impose en effet aux types non arguments d’une part
de ne pas devenir un type argument après un pas de dérivation, d’autre part de maintenir leur nombre
global strictement identique avant et après un pas de dérivation. On voit que la première partie de la
condition garantit qu’aucun type argument de taille quelconque ne puisse apparaître, ce qui invaliderait
le fait que tous les types sont à arguments bornés. Comme on le verra dans la suite, ceci sera la base du
contrôle des règles universelles sur la taille des types dérivés : globalement, les types arguments peuvent
diminuer/disparaître mais on connaît leur taille maximale par avance, tandis que les types principaux (les
autres) sont contraints de rester de taille identique.
5.3.2 Apprenabilité des grammaires à arguments bornés
Comme dans la preuve donnée par SHINOHARA qui démontre la densité finie bornée des grammaires
contextuelles, nous montrons que pour tout ensemble fini D il existe une borne sur la taille des gram-
maires (à arguments bornés) réduites par rapport à D. Il s’agit donc ici de limiter la taille des types du
lexique, en utilisant la forme particulière des règles à diminution limitée.
Proposition 5.10. Soit R une règle à diminution limitée, Pr un ensemble fini de variables et t1, . . . , tn
des types à arguments bornés par k sur Pr.
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où M(k,R) est une constante qui ne dépend que de R et k.
Démonstration. Soit R = A1 . . . An → B1 . . . Bm. Par définition t1 . . . tn →R u1 . . . um implique
qu’il existe une substitution σ telle que σ(Ai) = ti (resp. σ(Bj) = uj) pour tout i, 1 ≤ i ≤ n (resp.





(#v(C)× (‖σ(v)‖ − 1))
Soit {Varg,Vpr} la partition de V ar(R) définie par
Varg = { v ∈ V ar(R) | il existe Ai tel que v est en position argument dans Ai }
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(#v(Bj) × (‖σ(v)‖ − 1)), c’est-à-dire
xpr = ypr.
De plus tout ti appartient à ArgB(Pr, k), et par définition toute variable v appartenant à Varg est en
position argument dans un Ai, donc ‖σ(v)‖ ≤ k pour tout v ∈ Varg :
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 × (k − 1)
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 ,
cette valeur ne dépend bien que de la règle R et de la constante k.
Proposition 5.11. Soit G = 〈Σ, P r, ⊲〉 une R-grammaire lexicalisée à arguments bornés par k, S une
R-structure et P une structure de dérivation pour G ayant pour entrée la séquence 〈t1, . . . , tn〉 et pour
sortie 〈u1, . . . , um〉.
Si P est une instance de S, alors
n∑
i=1




où M(k,S,R) est une constante qui ne dépend que de k, de la structure S et de l’ensemble de règles
universelles R.
Démonstration. Soit MR = max({ M(k,R) | R ∈ R }), M(k,R) étant la constante utilisée dans la
proposition 5.10, et soit M(k,S,R) = N × MR, N étant le nombre de nœuds étiquetés par le nom
d’une règle universelle6) dans S. Rappelons que si P est une instance de S les deux structures sont
isomorphes, donc le nombre de nœuds dans S et dans P est identique. On montre par induction sur







‖uj‖ pour tout N ≥ 0.






6Remarque : la grammaire G est lexicalisée, on sait donc qu’il y a exactement n nœuds dans S correspondant aux applica-
tions des règles locales sur les n entrées. Par conséquent N est égal au nombre total de nœuds dans S moins n.
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‖ti‖ ≤ N ×MR +
m∑
j=1
‖uj‖. De plus ti = ui ∈ ArgB(Pr, k) car G est à
arguments bornés par k.
N > 0. On suppose que la propriété est vraie pour toute R-structure de N − 1 nœuds. Comme G est
lexicalisée, P est nécessairement constituée de l’application d’une règle universelle R sur une structure
P ′ ayant N − 1 nœuds étiquetés par une règle universelle. Soit
〈x1, . . . , xl, xl+1, . . . , xl+n′ , xl+n′+1, . . . , xl+n′+r〉
la sortie de P ′, dans laquelle la sous-séquence 〈xl+1, . . . , xl+n′〉 est l’entrée du nœud étiqueté R, et soit
〈u1, . . . , ul, ul+1, . . . , ul+m′ , ul+m′+1, . . . , ul+m′+r〉 (avec l+m′+r = m) la sortie de P , dans laquelle
la sous-séquence 〈ul+1, . . . , ul+m′〉 est la sortie du nœud de la règle R. P est donc de la forme suivante :













w1 . . .
Par hypothèse d’induction, les sorties de S′ x1, . . . , xl+n′+r appartiennent à ArgB(Pr, k).
xl+1 . . . xl+n′ →R ul+1 . . . ul+m′ , donc d’après la proposition 5.9 {ul+1, . . . , ul+m′} ⊆ ArgB(Pr, k).
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La structure S′ a N − 1 nœuds, donc par hypothèse d’induction
n∑
i=1








〈u1, . . . , ul, ul+1, . . . , ul+m′ , ul+m′+1, . . . , ul+m′+r〉 = 〈u1, . . . , um〉, et par définition M(k,R) ≤
MR = max({M(k,R) |R ∈ R }), donc
n∑
i=1




Comme nous utiliserons la relation classique d’inclusion ⊆ comme relation de réduction pour la
densité finie bornée, nous montrons ci-dessous que celle-ci répond bien aux critères d’une telle relation.
Soit R un ensemble de règles universelles et GR l’ensemble des R-grammaires. ⊆ (voir partie 4.2)
est une relation de réduction (voir définition 5.1) pour le système de grammaires 〈SL(R)Σ,GR, SL〉 :
• ∀G,G′ ∈ GR, G ⊆ G′ ⇒ SL(G) ⊆ SL(G′). En effet, si G′ contient toutes les règles locales de G
alors toutes les structures de dérivation pour G sont valides pour G′. En particulier toute structure
de dérivation de G dont la sortie est 〈s〉 et qui est une instance d’une R-structure S est valide pour
G′, ce qui implique par définition que S appartient à G′.
• ⊆ est clairement un ordre bien fondé.
Proposition 5.12. Pour toute classe G de R-grammaires et tout k ∈ N :
MaxRed(G,⊆, k) = {G ∈ G | |G| ≤ k }
Démonstration. MaxRed(G,⊆, k) ⊆ { G ∈ G | |G| ≤ k }. Supposons qu’il existe une grammaire
G ∈ MaxRed(G,⊆, k) telle que |G| > k : soit Gn la grammaire obtenue en retirant arbitrairement
une seule règle dans G, puis Gn−1 la grammaire obtenue en retirant une seule autre règle dans Gn, et
ainsi de suite jusqu’à G1 qui ne contient aucune règle : de toute évidence n = |G|. On a donc construit
une séquence G1 ⊂ G2 ⊂ · · · ⊂ Gn ⊂ G avec n > k, ce qui contredit le fait que G appartienne à
MaxRed(G,⊆, k).
MaxRed(G,⊆, k) ⊇ { G ∈ G | |G| ≤ k }. Gi ⊂ Gi+1 implique que |Gi| < |Gi+1|, donc comme
|G| ≥ 0 on a n ≤ k pour toute séquence G1 ⊂ G2 ⊂ · · · ⊂ Gn ⊂ G.
Proposition 5.13. Soit D un ensemble fini de R-structures et G une grammaire lexicalisée à arguments
bornés par k.
Si G est ⊆-réduite par rapport à D alors tout type t ∈ Lex(G) vérifie
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‖t‖ ≤M(k,D,R) + ‖s‖
où M(k,D,R) est une constante qui ne dépend que de k, de l’ensemble fini D et de l’ensemble de
règles universelles R.
Démonstration. Pour toute R-structure S ∈ D, Soit ES l’ensemble des structures de dérivations P pour
G telles que P est une instance de S et la sortie de P est 〈s〉. D ⊆ SL(G), donc pour tout S ∈ D
l’ensemble ES n’est pas vide (définition 4.8). Pour toute règle locale w ⊲ t dans la grammaire G, on
montre d’abord qu’il existe une R-structure S dans l’ensemble D et une structure de dérivation P ∈ ES
telles que l’entrée de P contient t. Supposons que ce ne soit pas le cas, c’est-à-dire que pour toute
structure S ∈ D il n’existe aucun P ∈ ES dont l’entrée contient t. Soit G′ la grammaire constituée de
toute les règles de G sauf w ⊲ G : pour tout S ∈ D il existe une instance de S pour G′ dont la sortie est
〈s〉, puisqu’il en existe une pour G dans ES et que celle-ci n’utilise pas la règle w ⊲ t. Par conséquent
D ⊆ SL(G′), et comme G′ ⊂ G cela contredit l’hypothèse selon laquelle G est ⊆-réduite par rapport à
D.
Soit M(k,D,R) = max({M(k,S,R) |S ∈ D }), où M(k,S,R) est la constante définie pour une structure
S dans la proposition 5.11. Pour toute règle w⊲t de G il existe P ∈ ES dont l’entrée 〈t1, . . . , tn〉 contient




‖ti‖ ≤ M(k,S,R) + ‖s‖ ≤ M(k,D,R) + ‖s‖
Théorème 5.2. Soit k un entier positif, R un ensemble de règles universelles à diminution limitée et
G(k,R) l’ensemble des R-grammaires lexicalisées à arguments bornés par k.
Le système de grammaires 〈SL(R)Σ,G(k,R), SL〉 a la densité finie bornée selon ⊆.
Démonstration. Soi k′ un entier positif et D ⊆ SL(R)Σ un ensemble fini de R-structures. Soit G ∈
G(k,R) une grammaire ⊆-réduite par rapport à D telle que G ∈ MaxRed(G(k,R),⊆, k′). D’après la
proposition 5.13, tout type t ∈ Lex(G) est de taille inférieure ou égale à M(k,D,R)+‖s‖ (avec M(k,D,R)
la constante définie dans la proposition 5.13). De plus, la proposition 5.12 donne |G| ≤ k′. Ainsi la
grammaire G ne peut contenir plus de k′ règles, chaque règle étant de la forme w ⊲ t avec w ∈ Σ et t
un type de taille bornée. Par conséquent le nombre de telles grammaires est borné (si l’on excepte les
variantes par renommage des variables, qui sont équivalentes), donc le nombre des langages qu’elles
représentent l’est aussi : pour tout k′ ≥ 0 et tout ensemble fini D ⊆ SL(R)Σ, l’ensemble
{ SL(G) |G ∈MaxRed(G(k,R),⊆, k
′) et G est ⊆ -réduite par rapport à D }
est fini.
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Remarque : Contrairement au cas particulier des grammaires AB rigides dans lequel toute FA-structure
est compatible avec au moins une grammaire, dans le cas général il est possible qu’aucune grammaire
ne soit compatible avec un ensemble fini de R-structures D de SL(R)Σ. C’est pourquoi il n’existe pas
nécessairement de grammaire réduite par rapport à D pour tout ensemble fini D, mais cela n’a aucune
incidence sur le résultat précédent puisque l’ensemble vide (des grammaires réduites) est bien entendu
fini.
Grâce au théorème de SHINOHARA, on obtient aisément le résultat suivant :
Corollaire 5.1. Soit k un entier positif, R un ensemble de règles universelles à diminution limitée et
G(k,R) l’ensemble des R-grammaires lexicalisées à arguments bornés par k. Pour tout k′ ≥ 0, la classe
des langages de structures
{ SL(G) |G ∈ G(k,R) et G est k
′
-valuée }
a l’élasticité finie pour tout k′ ≥ 0.
Démonstration. La simple application du théorème 5.1 au résultat du théorème 5.2 indique que la
classe { SL(G) | G ∈ MaxRed(G(k,R),⊆, k′′) } a l’élasticité finie pour tout k′′ ≥ 0. On sait que
MaxRed(G(k,R),⊆, k
′′) = { G ∈ G(k,R) | |G| ≤ k
′′ } (proposition 5.12), or d’après la proposition 4.4
pour tout k′ ≥ 0 il existe k′′ ≥ 0 tel que {G ∈ G(k,R) |G est k′-valuée} ⊆ {G ∈ G(k,R) | |G| ≤ k′′ }. Par
conséquent la classe { SL(G) |G ∈ G(k,R) et G est k′-valuée } a l’élasticité finie pour tout k′ ≥ 0.
Corollaire 5.2. Soit k un entier positif, R un ensemble de règles universelles à diminution limitée et
G(k,R) l’ensemble des R-grammaires lexicalisées à arguments bornés par k. Pour tout k′ ≥ 0, la classe
des langages de structures
{ SL(G) |G ∈ G(k,R) et G est k
′
-valuée }
est apprenable pour tout k′ ≥ 0.
Démonstration. Simple application du corollaire 2.3.
Rappelons la définition 4.14 : Une règle fortement contextuelle R = A1 . . . An → B1 . . . Bm est
strictement décroissante si n > m.
Corollaire 5.3. Soit k un entier positif, R un ensemble de règles strictement décroissantes à diminution
limitée et G(k,R) l’ensemble des R-grammaires lexicalisées à arguments bornés par k. Pour tout k′ ≥ 0,
la classe des langages de chaînes
{ L(G) |G ∈ G(k,R) et G est k
′
-valuée }
a l’élasticité finie pour tout k′ ≥ 0.
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Démonstration. Rappelons que L(G) = { prod(S) | S ∈ SL(G) } (définition 4.8). Soit R la relation
définie sur Σ∗× SL(R)Σ par xR S si et seulement si x = prod(S) (autrement dit x est la phrase repré-
sentée par la structure S) : on remarque que pour touteR-grammaire GR−1[SL(G)] = {x ∈ Σ∗ |∃S ∈
SL(G) tel que x = prod(S)} = L(G). Soit G ∈ G(k,R) uneR-grammaire k′-valuée.R est un ensemble
de règles strictement décroissantes, donc pour tout x appartenant à L(G) le nombre deR-structures telles
que x = prod(S) est borné : en effet, si |x| = n, une telle structure contient n nœuds de règles locales
et au maximum n− 1 nœuds de règles universelles. La relation R est donc finiment valuée, or d’après la
proposition 5.1 pour tout k′ ≥ 0 la classe { SL(G) | G ∈ G(k,R) et G est k′-valuée } a l’élasticité finie.
Par conséquent, d’après la proposition 2.14, la classe { L(G) | G ∈ G(k,R) et G est k′-valuée } a aussi
l’élasticité finie.
Alternativement, ce corollaire peut être démontré en exhibant directement une borne sur la taille
de chaque type de la grammaire réduite par rapport à D : soit 〈t1, . . . , tn〉 = α0 ⇒ α1 ⇒ α2 ⇒
· · · ⇒ αn = 〈s〉 une dérivation complète d’une chaîne x ∈ D. Comme chaque pas de dérivation est
effectué avec une règle strictement décroissante, on a |αi| > |αi+1| pour tout i, donc n ≤ |x| ≤ MD =
max({ |y| | y ∈ D }). En utilisant la proposition 5.10 qui donne ‖αi‖ ≤ ‖αi+1‖ +M(k,R), on obtient
‖αi‖ ≤ (n− i)×M(k,R) + ‖s‖, soit pour i = 0
n∑
i=1
‖ti‖ = ‖α0‖ ≤ n×M(k,R) + ‖s‖ ≤MD ×M(k,R) + ‖s‖.
Ainsi le nombre de grammaires de moins de k′ règles réduites par rapport à D est borné, ce qui montre la
densité finie bornée selon ⊆ de 〈Σ∗,G(k,R), L〉, avec pour conséquence (par le théorème 5.1) l’élasticité
finie de la classe { L(G) |G ∈ G(k,R) et G est k′-valuée }.
Corollaire 5.4. Soit k un entier positif, R un ensemble de règles strictement décroissantes à diminution
limitée et G(k,R) l’ensemble des R-grammaires lexicalisées à arguments bornés par k. Pour tout k′ ≥ 0,
la classe des langages de chaînes
{ L(G) |G ∈ G(k,R) et G est k
′
-valuée }
est apprenable pour tout k′ ≥ 0.
Démonstration. Simple application du corollaire 2.3.
5.3.3 Classes de R-grammaires à arguments bornés apprenables
Nous proposons ci-dessous quelques exemples de classes de R-grammaires auxquelles les résultats
positifs d’apprenabilité sur les grammaires à arguments bornés démontrés plus haut sont appliquables.
Certaines de ces applications reprennent des résultats d’apprenabilité déjà démontrés séparément pour
un système grammatical particulier. Mais même dans ce cas le fait que ces résultats puissent être déduits
directement à l’aide de notre méthode présente l’intérêt de souligner les similarités en termes d’ap-
prenabilité des différentes classes concernées. En ce sens, nos résultats peuvent être vus comme une
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généralisation de différentes techniques de démonstration de l’apprenabilité, mettant en avant les points
communs qui caractérisent ces classes de langages.
Remarque : tous les résultats présentés ci-dessous pour les grammaires à arguments bornés par k (pour
tout k ≥ 0) incluent le cas des grammaires plates (c’est à dire les grammaires à arguments bornés par 1),
présenté dans [78].
5.3.3.1 Grammaires catégorielles classiques et avec itérations
Nous avons vu dans l’exemple 5.2 que les règles des grammaires AB vérifient les conditions des
règles à diminution limitée. On peut donc déduire directement du corollaire 5.2 que les langages de
R-structures des grammaires AB k-valuée à arguments bornés par k′ sont apprenables, pour tous entiers
positifs k et k′. Comme de plus les règles des grammaires AB sont strictement décroissantes, le corollaire
5.4 implique que les langages de chaînes des grammaires AB k-valuée à arguments bornés par k′ sont
apprenables, pour tous entiers positifs k et k′.
Ce résultat rejoint en partie celui obtenu par BESOMBES et MARION dans [18]. Dans cet article,
les auteurs ont montré que la classe de langages des grammaires AB réversibles est apprenable. Le
point commun entre leur résultat et le nôtre se situe dans la restriction aux grammaires plates (appelées
grammaires compactes dans [18]), c’est-à-dire aux grammaires AB constituées uniquement de types dont
les arguments sont bornés par 1. BESOMBES et MARION montrent que la sous-classe des grammaires
plates réversibles est apprenable en totalité, tandis que nous ne ne montrons l’apprenabilité que pour des
grammaires dont le nombre de règles est borné. À l’inverse, la classe dont nous prouvons l’apprenabilité
n’est pas limitée aux grammaires à arguments bornés par 1, mais inclut toutes les grammaires dont les
arguments sont bornés par un entier k. Dans le même article, BESOMBES et MARION démontrent que
pour toute grammaire AB il existe une grammaire AB plate dont le langage est identique7 .
KANAZAWA avait démontré l’apprenabilité des grammaires AB k-valuées aussi bien à partir de struc-
tures que de chaînes (voir partie 3.3.2). Or il n’existe pas de constante k′ telle que toutes les grammaires
AB k-valuées soient des grammaires à arguments bornés par k′, ce qui signifie que la classe des gram-
maires AB k-valuées n’est pas incluse dans celle des grammaires AB k-valuées à arguments bornés. Par
conséquent le résultat que nous obtenons ici dans le cas des grammaires AB est plus faible que celui
de KANAZAWA. Nous verrons dans le chapitre 6 un autre type de généralisation permettant au contraire
d’inclure en totalité le résultat de KANAZAWA.
Nous avons proposé dans la partie 4.3.2 une extension simple des grammaires AB nommée gram-
maires catégorielles avec itérations. Nous en rappelons ci-dessous les règles universelles8 :
7Cependant, cela n’implique ni la réversibilité ni l’existence d’une borne sur le nombre de règles d’une telle grammaire. On
ne peut donc bien sûr rien en déduire quant à l’apprenabilité de la classe des langages de grammaires AB en général.
8Nous ne donnons ici que les règles pour les opérateurs /, /?, /∗, /+, les autres règles étant symétriques.
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(RFA) A/B B → A (avec V ar(RFA) = {A,B}) ;
(RBA) B B\A→ A (avec V ar(RBA) = {A,B}) ;
(R/∗it) A/
∗B B → A/∗B (avec V ar(R/∗it) = {A,B}) ;
(R/∗ε ) A/
∗B → A (avec V ar(R/∗ε ) = {A,B}) ;
(R/+
it
) A/+B B → A/+B (avec V ar(R/+
it
) = {A,B}) ;
(R/+1
) A/+B B → A (avec V ar(R/+1
) = {A,B}) ;
(R/?1
) A/?B B → A (avec V ar(R/?1) = {A,B}) ;
(R/?ε) A/
?B → A (avec V ar(R/?ε) = {A,B}) ;
Les positions arguments des opérateurs sont définis de manière similaire à celle des opérateurs des
grammaires AB, à savoir :
• arg/∗(1) = arg/+(1) = arg/?(1) = 0 tandis que arg/∗(2) = arg/+(2) = arg/?(2) = 1, et
• arg\∗(1) = arg\+(1) = arg\?(1) = 0 tandis que arg\∗(2) = arg\+(2) = arg\?(2) = 1.
On remarque que les conditions des règles à diminution limitée (définition 5.9) sont encore une fois
respectées pour toutes ces règles. Ainsi, pour toute famille de R-grammaires définie par cet ensemble de
règles (ou un sous-ensemble de celui-ci), la classe des grammaires k-valuées à arguments bornés par k est
apprenable à partir deR-structures, pour tous k, k′ ≥ 0 (selon le corollaire 5.2). En revanche cette classe
n’est pas nécessairement apprenable à partir de chaînes, parce que les règles R/∗ε et R/?ε ne remplissent
pas les conditions des règles strictement décroissantes : il faudrait pour cela qu’il y ait au moins deux
types dans la partie gauche de la règle. En fait l’opérateur /+ est le seul qu’il est possible d’ajouter aux
langages des grammaires AB sans perte de l’apprenabilité (voir [15] pour plus de détails sur ce point).
5.3.3.2 Grammaires catégorielles combinatoires
COSTA FLORÊNCIO a proposé dans [32] une condition suffisante pour l’élasticité finie des gram-
maires combinatoires générales (sous la forme définie par KANAZAWA dans [60]). Le critère qu’il pro-
pose est basé sur la réduction de la classe de langages étudiée à celle des langages de grammaires AB
k-valuées, pour laquelle l’élasticité finie est déjà démontrée par KANAZAWA (voir partie 3.3.2) : il montre
l’existence d’une relation finiment valuée entre les deux classes, et applique ensuite le théorème de KA-
NAZAWA (proposition 2.14) pour étendre l’élasticité finie de l’une à l’autre. Son critère diffère du nôtre
par de nombreux aspects, car la méthode utilisée nécessite qu’il soit possible de transformer l’ensemble
de règles universelles étudié en règles de forme très similaire à celle des règles des grammaires AB.
Mais son critère a l’avantage de ne pas imposer de restriction sur la forme des types dans les gram-
maires, contrairement au nôtre (types à arguments bornés). De fait les deux méthodes mènent à deux
résultats distincts, chacun permettant l’apprentissage de classes que l’autre ne permet pas.
COSTA FLORÊNCIO se place dans la continuité de la question laissée ouverte par KANAZAWA,
concernant l’élasticité finie de certaines classes de grammaires combinatoires générales. Comme KA-
NAZAWA envisageait cette question dans la perspective des grammaires catégorielles combinatoires de
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STEEDMAN (voir partie 1.3.2.3), c’est avec ce formalisme que COSTA FLORÊNCIO illustre son résul-
tat d’apprenabilité : il montre que certaines classes de langages définies par un sous-ensemble des règles
universelles des GCG sont apprenables. Mais l’une des règles usuelles des CCG, la règle de composition,
ne peut pas être prise en compte par son critère, alors que ceci est possible avec le nôtre :
>B (Forward Composition) A/B B/C → A/C V ar(>B) = {A,B,C}
<B (Backward Composition) C\B B\A→ C\A V ar(<B) = {A,B,C}
>S (Forward Substitution) (A/B)/C B/C → A/C V ar(>S) = {A,B,C}
<S (Backward Substitution) C\B C\(B\A)→ C\A V ar(<S) = {A,B,C}
En effet, ces règles remplissent les conditions des règles à diminution limitée (définition 5.9). On
remarque notamment que le type B dans la règle de composition > B est en position argument dans
la partie gauche, même s’il y a une autre occurence de B dans le type B/C (il en va de même pour la
règle <B). Selon les corollaires 5.2 et 5.4, dans les familles de R-grammaires utilisant sur ces règles,
les classes de langages des grammaires k-valuées à arguments bornés par k′ sont apprenables pour tout
k, k′ ≥ 0. Cependant cet avantage ne doit pas masquer le fait que notre résultat d’apprenabilité est limité
aux grammaires à arguments bornés, ce qui n’est pas le cas de celui de COSTA FLORÊNCIO.
Afin de compléter l’étude du cas des grammaires catégorielles combinatoires, il nous faut parler des
règles de “montée des types” (type raising) :
>T : A→ B/(A\B) V ar(>T ) = {A,B}
<T : A→ (B/A)\B V ar(<T ) = {A,B}
Ces règles ne remplissent pas les conditions qui les rendraient éligibles à l’apprenabilité, ni dans le
cadre proposé par COSTA FLORÊNCIO ni dans le nôtre (ces règles ne répondent pas à notre critère car
B n’apparaît pas en partie gauche). Toutefois les types qui sont utilisables avec ces règles sont limités
à un ensemble fini de catégories, de sorte qu’il est possible de “simuler” ces règles directement dans
le lexique [103]. Cette solution permet que de telles classes de langages aient aussi l’élasticité finie, et
soient donc apprenables [32].
En fait le résultat de COSTA FLORÊNCIO présente également un autre inconvénient par rapport au
nôtre, qui sera discuté plus en détail dans la partie 6.6.
5.3.3.3 Grammaires catégorielles de liens
BÉCHET a démontré dans [14] que les grammaires de liens k-valuées sont apprenables à partir de
chaînes, en utilisant également la propriété de densité finie bornée de SHINOHARA. Nous traitons plus
précisément ici des grammaires catégorielles de liens (définies dans la partie 4.3.4), dont nous avons
montré qu’elles sont un système de grammaires équivalent aux grammaires de liens9 dans le cadre des
GCG. Les deux règles des GCL sont :
9Cette équivalence étant limitée aux grammaires de liens sans cycles (voir partie 4.3.4.2).
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Rl : d(L, cons(c,R)) d(cons(c, nil), nil) → d(L,R) V ar(Rl) = {c, L,R}
Rr : d(nil, cons(c, nil)) d(cons(c, L), R) → d(L,R) V ar(Rr) = {c, L,R}
L’ensemble des opérateurs étant OGCL = { d/2, cons/2, nil/0}, on définit les positions argu-
ments par argd(1) = argd(2) = 0, argcons(1) = 1 et argcons(2) = 0. Les règles Rl et Rr satisfont
aux conditions des règles à diminution limitée (définition 5.9), car L et R, les seules variables qui ne
sont pas en position argument dans la partie gauche, n’apparaissent pas dans la partie droite. Il est ainsi
possible d’appliquer les corollaires 5.2 et 5.4 pour conclure à l’apprenabilité des grammaires catégo-
rielles de liens k-valuées à arguments bornés, à partir de R-structures comme à partir de chaînes. Or la
définition d’origine des grammaires de liens (voir partie 1.3.3.4) n’autorise que des types primitifs dans
les listes de connecteurs, et on peut constater dans le cas des GCL que les règles ne permettent pas non
plus d’utiliser de types non atomiques10 : on obtient donc ici le même résultat que BÉCHET11 .
En termes de langages, ce résultat est assez limité. Néanmoins, comme le formalisme des grammaires
de liens est relativement éloigné de celui des grammaires catégorielles, il permet d’inclure le résultat
obtenu par BÉCHET dans le cadre plus général des grammaires combinatoires générales. Ceci souligne
les similitudes entre différentes classes de langages apprenables.
5.3.3.4 Grammaires catégorielles de dépendances
Les grammaires catégorielles de dépendances ont été présentées dans la partie 1.3.3.3 dans leur
forme d’origine puis dans la partie 4.3.3 sous une forme simplifiée dans le modèle des grammaires
combinatoires générales. Par rapport aux exemples précédents, celles-ci ont la particularité de n’être pas
algébriques. Les opérateurs des GCD étant l’ensemble
OGCD = {
1(1), ∗(1), ?(1), +(1), #(1), /(2), \(2), / (2), \ (2), ւ(1), ց(1), տ(1), ր(1) },
les positions arguments de ces opérateurs sont définis de la manière suivante :
• arg/(1) = arg\(1) = arg/(2) = arg\(2) = 0 ;
• arg/ (1) = arg\ (1) = arg/ (2) = arg\ (2) = 0 ;
• arg#(1) = 0 ;
• arg1(1) = arg∗(1) = arg?(1) = arg+(1) = argւ(1) = argց(1) = argտ(1) = argր(1) = 1.
Notons que, contrairement aux cas précédents, aucune position argument n’est définie pour les opé-
rateurs de type / et\. Ceci est dû au fait que les arguments (au sens classique) de ces opérateurs seront
toujours par définition de la forme C1, C∗, C?, C+, ւ C , ց C , տ C ou ր C . Ce sont donc ces
opérateurs qui sont définis avec une unique position argument, ce qui permet qu’un type de la forme
((A/B1)/C∗)/D+ appartienne bien à l’ensemble ArgB(V, 1), autrement il s’agit d’un type plat.
Nous rappelons ci-dessous les règles universelles des GCD :
10Au sens où toute dérivation faisable avec des types non primitifs dans les liste de connecteurs le serait aussi en n’utilisant
que des types primitifs.
11À la restriction due à l’équivance près.





1\α → α (avec V ar(RL) = {C,α}) ;
(RI) C C
∗\α → C∗\α (avec V ar(RI) = {C,α}) ;
(RR) C C
+\α → C∗\α (avec V ar(RR) = {C,α}) ;
(RO) C C
?\α → α (avec V ar(RO) = {C,α}) ;
(RΩ∗) C
∗\α → α (avec V ar(RΩ∗) = {C,α}) ;
(RΩ?) C
?\α → α (avec V ar(RΩ?) = {C,α}) ;
(RA1) C (ւC)\α → #(ւC) α (avec V ar(RA1) = {C,α}) ;
(RA2) C (ցC)\α → #(ցC) α (avec V ar(RA2) = {C,α}) ;
(RD1) #(ւC) (տC)\α → α (avec V ar(RD1) = {C,α}) ;
(RD2) #(ւC) α → α #(ւC) (avec V ar(RD2) = {C,α})


Compte tenu des définitions des positions arguments, la catégorie C est bien en position argument
(dans la partie gauche) dans toutes ces règles. Comme ces règles sont contextuelles et que tous les types
qui y apparaissent sont plats, elles vérifient les critères des règles à diminution limitée (définition 5.9)).
On peut donc déduire du corollaire 5.2 que les grammaires catégorielles de dépendances k-valuées à
arguments bornés sont apprenables à partir deR-structures. Comme dans le cas des grammaires de liens,
les catégories utilisées comme arguments dans les GCD sont par définition toutes atomiques, donc la
limitation de notre résultat aux grammaires à arguments bornées n’a aucune conséquence. Cependant, on
ne peut rien dire ici de l’apprenabilité des langages de chaînes, puisque les règles RΩ∗ , RΩ? , RA1 , RA2
et RD2 ne sont pas strictement décroissantes.
Dans [15], il est démontré que les grammaires catégorielles de dépendances k-valuées sont appre-
nables à partir de structures, mais aussi qu’elles sont apprenables à partir de chaînes en supprimant
seulement les règles concernant les opérateurs C? et C∗. En revanche, il y est aussi démontré que les
GCD ne sont pas apprenables à partir de chaînes si l’on inclut ces deux opérateurs (et leurs règles). Ainsi
notre résultat rejoint ceux démontrés dans [15], mais en partie seulement.
5.4 Conclusion
Dans [60], KANAZAWA montrait que pour toute grammaire AB k-valuée il existe une grammaire
algébrique équivalente dont le nombre de règles est également borné. Il est possible qu’une équivalence
de même type existe entre une grammaire appartenant à une classe de R-grammaires k-valuée à argu-
ments bornés et une grammaire contextuelle dont le nombre de règles est borné. Dans cette hypothèse,
l’apprenabilité des langages de chaînes desR-grammaires k-valuées à arguments bornés est incluse dans
le résultat déjà obtenu par SHINOHARA sur les grammaires contextuelles dont le nombre de règles est
limité (voir partie 2.5). Toutefois, non seulement notre résultat porte aussi sur les langages de structures,
mais surtout il clarifie comment l’apprenabilité des langages contextuels peut s’appliquer à différents
formalismes plus complexes. Il s’agit d’un point important pour les langues naturelles en particulier,
puisque l’aspect structurel des phrases est primordial pour ces dernières.
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Nous avons montré dans ce chapitre que les critères des règles à diminution limitée sont une condition
suffisante pour l’apprenabilité de toute classe de R-grammaires à arguments bornés. Ces critères impo-
sés sur les règles universelles sont relativement souples, mais la limitation aux grammaires à arguments
bornés est en fait un critère technique plus contraignant. En effet, cette condition posée a priori sur les
classes de grammaires est un inconvénient assez sérieux pour certaines classes de R-grammaires. Même
si elle permet de prendre en compte des classes assez vastes de grammaires (et des formalismes relative-
ment variés), cette contrainte n’a pas de sens en termes linguistiques et semble par ailleurs difficilement
utilisable en pratique, puisqu’il est nécessaire de définir par avance une borne difficilement prédictible.
Au niveau de la stricte apprenabilité, cela ne constitue pas un problème très grave, car on peut vraisem-
blablement prendre une borne suffisamment élevée qui convienne à toutes les langues naturelles. Mais il
est clair également que la complexité de tout algorithme d’apprentissage d’une telle classe de langages
dépendrait de cette borne. Dans le chapitre 6, nous proposons un autre résultat d’apprenabilité sur les






OUS AVONS DONNÉ DANS LE CHAPITRE PRÉCÉDENT UN PREMIER CRITÈRE, PORTANT SUR
LES RÈGLES UNIVERSELLES, QUI GARANTIT L’ÉLASTICITÉ FINIE DES CLASSES DE GRAM-
MAIRES COMBINATOIRES GÉNÉRALES LE VÉRIFIANT. MAIS CE CRITÈRE NE PERMET PAS D’EN-
GLOBER TOTALEMENT LE RÉSULTAT PRINCIPAL DE KANAZAWA SUR LES GRAMMAIRES AB, CAR
L’APPROCHE UTILISÉE NÉCESSITE UNE BORNE SUR LA TAILLE DE CERTAINS TYPES. DANS CE CHA-
PITRE, NOUS PROPOSONS UN NOUVEAU CRITÈRE QUI RÉPOND À CETTE PARTIE DU PROBLÈME. LE
PRINCIPE CONSISTE CETTE FOIS-CI À CONSERVER AUTANT QUE POSSIBLE LES SPÉCIFICITÉS DES
GRAMMAIRES AB DONT L’ÉLASTICITÉ FINIE DÉPEND, DE MANIÈRE À SUIVRE LA MÉTHODE EM-
PLOYÉE PAR KANAZAWA. C’EST POURQUOI LE CRITÈRE SERA BEAUCOUP PLUS STRICT SUR LA
FORME DES RÈGLES, CE QUI LIMITE LA VARIÉTÉ DES FORMALISMES CONCERNÉS. EN CONTREPAR-
TIE, NOUS OBTENONS SUR LES GRAMMAIRES VÉRFIANT CE CRITÈRE UN RÉSULTAT DE MÊME TYPE
QUE CELUI DE KANAZAWA, INDÉPENDANT DE TOUTE CONTRAINTE SPÉCIFIQUE AU PROBLÈME DE
L’APPRENABILITÉ. NOUS VERRONS AUSSI QUE LA FAIBLE ÉTENDUE DE CE RÉSULTAT EST LIÉE AUX
LIMITES MÊMES DE L’APPROCHE UTILISÉE, EN EXHIBANT UN CONTRE-EXEMPLE POUR UN TYPE DE
RÈGLES DONT LA FORME EST TRÈS PROCHE DE CELLE DES GRAMMAIRES AB.
6.1 Introduction
On a vu l’intérêt du résultat de KANAZAWA concernant l’apprenabilité des grammaires AB k-valuées
à partir de simples phrases, et le rôle important de l’élasticité finie des langages de FA-structures des
grammaires AB rigides dans ce résultat. En poursuivant la démarche de KANAZAWA [60], nous avons
aussi montré dans la partie 4.4 que tous les langages de R-structures de R-grammaires rigides sont
apprenables. Mais il reste à savoir quelles sous-classes de ces langages ont l’élasticité finie, de façon
à étendre l’apprenabilité aux langages k-valués et (sous certaines conditions) aux langages de chaînes
(c’est-à-dire de simples phrases).
Nous continuons donc dans ce chapitre l’étude de la question laissée ouverte par KANAZAWA, qui
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consiste à caractériser les sous-classes de grammaires combinatoires générales ayant l’élasticité finie.
Comme nous l’avons expliqué dans le chapitre 5, cette question présente un grand intérêt pour l’appre-
nabilité des langues naturelles, qui nécessite à la fois l’usage de formalismes grammaticaux appropriés,
une expressivité assez large et la possibilité d’apprendre à partir de phrases brutes. Les GCG offrent un
cadre uniforme qui permet de traiter cette question à l’aide de critère(s) sur les règles universelles, cette
généricité autorisant une réutilisabilité relativement importante des résultats obtenus. On peut assez fa-
cilement montrer que certaines classes deR-grammaires n’ont pas l’élasticité finie, comme en témoigne
l’exemple 3.2. En revanche la découverte de conditions suffisantes pour l’élasticité finie de classes de
grammaires complexes n’est pas triviale. Naturellement, on cherche d’abord à extraire des cas d’élasti-
cité finie déjà démontrés les caractéristiques qui sont essentielles pour cette élasticité, de façon à s’en
servir comme base pour des classes de grammaires plus vastes. Ainsi nous avons repris dans le chapitre
précédent l’approche que SHINOHARA [95] a utilisée pour les grammaires contextuelles k-bornées. Dans
le même ordre d’idées, nous proposons maintenant de suivre l’approche utilisée par KANAZAWA pour
les grammaires AB. Nous verrons que celle-ci n’est pas sans rapport avec celle de SHINOHARA, puis-
qu’on peut avantageusement l’inclure dans le concept de densité finie bornée généralisée1 . Pourtant cette
approche présente une différence notable par rapport à celle développée dans le chapitre 5 : au lieu de
restreindre les R-grammaires concernées par un critère ne conservant que les types à arguments bornés,
on limite ici les grammaires à celles dont la forme des dérivations permet justement de ne pas avoir be-
soin de ce type de contrainte. Il en résulte une apprenabilité plus étendue et plus simple pour les classes
de grammaires respectant ce critère : l’exemple le plus évident est celui des grammaires AB k-valuées,
qui respectent le critère et sont par conséquent apprenables en totalité (c’est-à-dire pas seulement celles
à arguments bornés)2.
Mais s’abstraire d’une telle contrainte tout en restant dans le cadre de l’élasticité finie oblige à limiter
de façon beaucoup plus stricte la variété des formes de grammaires apprenables. Nous verrons que la
forme des règles doit être vraiment très proche de celle des grammaires AB pour que le résultat s’y
applique, ce qui élimine la grande majorité des formalismes grammaticaux représentables en GCG. Bien
entendu les résultats que nous proposons ne sont que des conditions suffisantes de l’élasticité finie, ce
qui signifie qu’il est possible que des classes beaucoup plus vastes aient elles aussi l’élasticité finie.
Néanmoins, si l’on part du principe que le résultat de KANAZAWA est jusqu’à présent l’un des plus
intéressants sous ces conditions, donc qu’apparemment c’est en élargissant les recherches autour de son
résultat qu’on peut trouver des classes ayant le même genre de propriétés, alors on découvre assez vite
les limites de cette approche : le contre-exemple 6.3 (p. 188) montre une classe de grammaires très
proche des grammaires AB qui n’a pas l’élasticité finie. On est donc en droit de supposer que la frontière
de l’élasticité finie (sans contrainte de borne sur les types) n’est pas très éloignée du résultat positif
que nous obtenons. Ceci tend maheureusement à montrer que le cas positif des grammaires AB pour
l’élasticité finie est plutôt une exception parmi les GCG.
1Ce qui illustre aussi le fait que le concept de densité finie bornée selon une relation autre que l’inclusion simple (présenté
dans la partie 5.2) a un sens.
2En effet, on retrouve très logiquement le résultat de KANAZAWA dans la généralisation de sa méthode.
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Remarque : Dans ce chapitre nous étudions uniquement le cas des R-grammaires algébriques lexica-
lisées. Dans la mesure où les contraintes sur les grammaires étudiées dans ce chapitre sont nombreuses,
nous ne le préciserons pas à chaque étape afin de ne pas surcharger les propositions par la répétition de
cette information. En revanche nous détaillons les démonstrations de la plupart des propositions néces-
saires au résultat final, de manière à permettre au lecteur de visualiser plus facilement les points clé qui
mènent à l’élasticité finie. Cela est assez important pour une démonstration d’apprenabilité, car on peut
en tirer l’idée générale de l’algorithme d’apprentissage correspondant (même s’il s’agirait en l’occur-
rence d’un algorithme absolument inutilisable en pratique).
6.2 Propriétés des R-grammaires avec la relation ⊑
6.2.1 Types utiles et R-grammaires faiblement réduites
Dans [60], KANAZAWA a recours à la notion de types utiles pour associer une seule grammaire à
un ensemble (généralement infini) de grammaires dont les langages sont identiques. Il s’agit d’une sorte
de forme normale basée sur l’existence de types dits inutiles dans les grammmaires. On peut démontrer
que de tels types peuvent être éliminés sans changer le langage de la grammaire (d’où leur nom). De
même que dans les grammaires AB étudiées par KANAZAWA, on définit ci-dessous la notion de type
utile/inutile dans les R-grammaires en général, et on démontre les mêmes équivalences de langages.
Globalement le principe demeure identique au cas des grammaires AB : un type “inutilement com-
plexe” par rapport à la structure du langage doit être considéré comme inutile, de manière à se ramener
à la forme la plus simple de grammaire “sans types inutiles”. Cependant la définition de “l’utilité” des
types était simplifiée dans le cas des grammaires AB par les spécificités des structures de ces gram-
maires, là où la généralisation aux R-grammaires doit capturer les propriétés essentielles de cette notion
sans restriction à une forme de structures (ou de règles) particulière.
6.2.1.1 Définitions
Dans la suite on notera t[a 7→ b] le type résultant du remplacement dans t de toutes les occurrences
du type a par le type b. Il ne s’agit pas d’une substitution au sens classique (voir définition 1.6) dans la
mesure où ce remplacement ne garantit pas que
(f(t1, t2, . . . , tn))[a 7→ b] = f(t1[a 7→ b], t2[a 7→ b], . . . , tn[a 7→ b]),
car a peut être un type complexe.
Définition 6.1 (Remplacement de type). Le remplacement de a par b dans t, noté t[a 7→ b], est défini de
la façon suivante :
• si t = a, alors t[a 7→ b] = b.
• si t 6= a, alors
– si t est primitif, t[a 7→ b] = t.
– sinon t = f(t1, t2, . . . , tn) : t[a 7→ b] = f(t1[a 7→ b], t2[a 7→ b], . . . , tn[a 7→ b]).
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Définition 6.2 (Type utile). Soit G une R-grammaire algébrique lexicalisée dans le système 〈O,R, s〉.
Un type t ∈ Tp est utile pour G si t est un sous-type de s3 ou s’il existe une règle R ∈ R, R =
A1 . . . An → A0, et une substitution σ : V ar(R) 7→ Tp tels que
• σ(Ai) ∈ FT (G) pour tout i ≥ 0
• il existe j (0 ≤ j ≤ n) et un sous-type u dans Aj tels que
– σ(u) = t,
– et u ∈ V ar(R) si et seulement si t est primitif.4
On peut grossièrement résumer cette définition de la façon suivante : un type t n’est utile que s’il
apparaît dans une dérivation de la grammaire à une position où il “joue un rôle”. En effet l’existence
d’un sous-type u dans Aj tel que σ(u) = t garantit que t s’unifie au moins avec une partie du type Aj .
Définition 6.3 (Grammaire sans type inutile). Un type t est inutile pour une grammaire G si t n’est pas
utile pour G.
Une grammaire G est dite sans type inutile si tout type t ∈ STLex(G) (définition 4.17, p. 99) est
utile pour G. À l’inverse, G contient un type inutile s’il existe un type t ∈ STLex(G) inutile.
Le fait qu’une grammaire ne contienne pas de type inutile interdit notamment la multitude de gram-
maires équivalentes que l’on peut créer à partir d’une grammaire en substituant n’importe quel type
complexe (constitué de nouveaux types primitifs) à un type primitif. On notera également que si un
type t est inutile pour une grammaire alors tout sous-type de t est également inutile pour celle-ci, par
définition.
6.2.1.2 Propriété remarquable des grammaires ⊑-réduites
Lemme 6.1. Soit G = 〈Σ, P r, ⊲〉 une R-grammaire, et soit t un type primitif tel qu’il existe une règle
w ⊲ t′′ dans G avec t un sous-type strict de t′′.
Si t est inutile pour G alors il existe un type t′ ∈ STLex(G) inutile pour G tel que t est un sous-type
strict de t′.
Démonstration. t est un sous-type strict de t′′, par conséquent il existe un sous-type t′ dans t′′ de la
forme t′ = f(t1, . . . , tn), avec tk = t, 1 ≤ k ≤ n. On montre par contraposée que si t est inutile pour la
grammaire G alors t′ l’est aussi.
On suppose que t′ est utile pour G : il existe R ∈ R, R = A1 . . . An → A0, et une substitution
σ : V ar(R) 7→ Tp tels que
• σ(Ai) ∈ FT (G) pour tout i ≥ 0
• il existe j (0 ≤ j ≤ n) et un sous-type u dans Aj tels que σ(u) = t′, et u ∈ V ar(R) si et
seulement si t′ est primitif.
Or t′ n’est pas primitif par définition, donc u /∈ V ar(R), autrement dit u est un type complexe. Comme
σ(u) = t′ = f(t1, . . . , tn), u est nécessairement de la forme u = f(u1, . . . , un) avec σ(ui) = ti pour
3Remarquons que dans ce cas t ne contient aucun type primitif de Pr.
4Remarque : cette condition est équivalente à “u primitif implique t primitif” car il est impossible que t soit primitif sans
que u ne le soit, puisque σ(u) = t.
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tout i. Ainsi il existe un sous-type uk dans Aj tel que σ(uk) = t, avec uk primitif et t primitif : t est donc
utile pour la grammaire G.
Proposition 6.1. Soit 〈O,R, s〉 un système deR-grammaires algébriques lexicalisées et GR l’ensemble
des R-grammaires dans ce système.
Si G ∈ GR est faiblement ⊑-réduite dans le système de grammaires 〈SL(R),GR, SL〉, alors G ne
contient pas de type inutile.
Démonstration. On montre la contraposée. Supposons que G = 〈Σ, P r, ⊲〉 contienne un type inutile,
c’est-à-dire qu’il existe un type t′ ∈ Lex(G) et un sous-type t dans t′ tels que t n’est pas utile pour G. On
montre dans les trois cas ci-dessous l’existence d’une grammaire G′ < G telle que SL(G) ⊆ SL(G′).
Cas 1. t est un type primitif et t′ = t, autrement dit il existe une règle w ⊲ t dans G. Soit G′ =
〈Σ′, P r′, ⊲′〉 la grammaire définie par G′ = G \ {w ⊲ t} (G′ contient toutes les règles de G sauf la règle
w ⊲ t). Clairement G′ ⊂ G, ce qui implique par définition que G′ < G. On montre qu’il n’existe aucune
structure de dérivation P pour G utilisant la règle w ⊲ t :
D’abord, t 6= s puisque t est inutile, donc la structure [](s,w) (qui est le seul cas possible de structure
de dérivation correcte sans règle universelle) n’est pas correcte pour G. On montre ensuite que s’il existe
une structure de G utilisant t en entrée d’une règle universelle alors t n’est pas inutile : supposons qu’il
existe une règle R = A1 . . . An → A0 et une substitution σ telle que σ(Aj) = t ∈ FT (G). Dans ce cas
il existe un sous-type u dans Aj , défini par u = Aj , tel que σ(u) = t, ce qui implique que u est primitif
(u ∈ V ar(R)) puisque t est primitif. Ces conditions montrent que t est utile pour G, ce qui contredit
l’hypothèse de départ. Par conséquent la règle w ⊲ t n’est jamais utilisée dans G, donc toute structure de
G est réalisable dans G′ : SL(G) ⊆ SL(G′).
Cas 2. t est un type primitif et t′ 6= t, autrement dit t est un sous-type strict de t′. D’après le lemme
6.1, il existe un type t′′ ∈ STLex(G) inutile pour G, tel que t est un sous-type strict de t′′. Ainsi t′′ est
un type complexe inutile pour G : on démontre dans le cas 3 ci-dessous que cela implique l’existence
d’une grammaire G′ < G telle que SL(G) ⊆ SL(G′).
Cas 3. t n’est pas un type primitif. Soit x une nouvelle variable, et Pr′ = Pr ∪ {x}. Soit G′ =
〈Σ′, P r′, ⊲′〉 la grammaire définie par Σ′ = Σ et w ⊲′ u[t 7→ x] si et seulement si w ⊲ u (avec u[t 7→ x]
le type u dans lequel toute occurrence de t est remplacée par x). D’après cette définition, il existe une
substitution τ : Pr′ 7→ Pr, définie par τ(y) = y pour tout y ∈ Pr et τ(x) = t, telle que τ [G′] = G.
La substitution τ est fidèle, car τ(y1) 6= τ(y2) pour tous y1 6= y2 ∈ Pr, τ(x) = t 6= y pour tout
y ∈ Pr, et pour tout u ∈ Lex(G′) il n’existe aucune occurrence de t dans u par définition : ainsi pour
tout couple u, u′ ∈ Lex(G′) on a τ(u) 6= τ(u′). Ainsi τ [G′] = G et τ est fidèle, donc G′ < G. On
montre maintenant que SL(G) ⊆ SL(G′) :
Soit T une R-structure et P une instance de T pour G. Soit P ′ = P [t 7→ x], c’est-à-dire la structure
de dérivation définie comme la structure P dans laquelle à chaque nœud le type de ce nœud u est remplacé
par u[t 7→ x]. On montre par induction sur la hauteur h de P que la structure de dérivation P ′ est une
instance de T pour G′.
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• h = 1. P = [](u,w), avec w⊲u une règle deG. Par définition deG′ il existe une règle w⊲u[t 7→ x],
donc P ′ = [ ](u[t 7→ x], w) est une instance de T pour G.
• h > 1. P = [R](t0, P1, . . . , Pn), avec R ∈ R, donc P ′ = [R](t0[t 7→ x], P1[t 7→ x], . . . , Pn[t 7→
x]). On suppose que la propriété est vraie pour toute structure de hauteur h′ < h, donc pour tout
i, 1 ≤ i ≤ n, Pi[t 7→ x] est une structure correcte pour G′. Soit ti = racine(Pi) pour tout i > 0
et t′i = ti[t 7→ x] pour tout i ≥ 0 (on a donc t′i = racine(Pi[t 7→ x]) pour tout i > 0). On
montre que si t1 . . . tn →R t0, alors t′1 . . . t′n →R t′0. Soit R = A1 . . . An → A0. On suppose que
t1 . . . tn →R t0, donc il existe une substitution σ : V ar(R) 7→ Tp telle que σ(Ai) = ti ∈ FT (G)
pour tout i ≥ 0. Soit σ′ la substitution définie sur V ar(R) par σ′(v) = σ(v)[t 7→ x] pour tout
v ∈ V ar(R). On montre que pour tout i ≥ 0 σ′(Ai) = t′i :
– si t n’est pas un sous-type de ti, alors σ′(Ai) = σ(Ai) = ti = t′i.
– sinon, supposons que σ′(Ai) 6= t′i, c’est-à-dire σ′(Ai) 6= (σ(Ai))[t 7→ x]. Dans σ(Ai), comme
toutes les occurrences de t qui apparaissent à l’intérieur d’une occurrence d’un σ(v) (v ∈
V ar(R)) sont remplacées par x, il doit exister au moins une occurrence de t dans σ(Ai) qui
n’est incluse dans aucune occurrence de σ(v), quel que soit v ∈ V ar(R). Cela signifie que Ai
contient un sous-type a tel que σ(a) = t et a /∈ V ar(R). Or t est un type complexe inutile, donc
cela contredit la définition 6.2 : en effet tout sous-type a dans Ai tel que σ(a) = t appartient né-
cessairement à V ar(R), puisque t est complexe. Cette contradiction invalide l’hypothèse selon
laquelle σ′(Ai) 6= t′i.
Pour tout i, 0 ≤ i ≤ n, σ′(Ai) = t′i = ti[t 7→ x], donc P ′ est bien une instance de T pour G.
Ainsi quelle que soit la hauteur de la structure P il existe une structure équivalente P ′ qui est une
instance de T pour G′. En particulier si T ∈ SL(G) il existe une structure de dérivation P ′ pour G′ qui
une instance de T . racine(P ′) = racine(P )[t 7→ x] = s[t′′ 7→ x] = s (car si t est inutile alors t n’est
pas un sous-type de s). Par conséquent T ∈ SL(G′), et donc en général SL(G) ⊆ SL(G′).
Dans les trois cas précédents on a montré qu’il existe G′ < G telle que SL(G) ⊆ SL(G′). De plus
d’après la proposition 4.13 SL(G′) ⊆ SL(G), donc SL(G) = SL(G′). Par conséquent G n’est pas
faiblement ⊑-réduite.
Remarque : La réciproque est fausse en général, comme le montre le contre-exemple suivant dans le for-
malisme des grammaires catégorielles de liens (cf. partie 4.3.4) : la grammaireG = { x : d([a],[]) ; y :
d([],[a]) ; z : a} ne contient pas de type inutile car a est utile, en effet la dérivation complète
x y →CLG d([a],[]) d([],[a]) →CLG d([],[])
utilise a (dans les conditions requises par la définition 6.2). Mais il n’est pas difficile de voir que la
dernière règle qui associe le type a à z ne peut jamais être utilisée, ce qui implique l’existence d’une
grammaire G′ < G, définie simplement par G′ = { x : d([a],[]) ; y : d([],[a])}.
6.2.2 Densité finie bornée selon la relation ⊑
Proposition 6.2. Soit R un ensemble de règles universelles et GR l’ensemble des R-grammaires. ⊑
(voir définition 4.25) est une relation de réduction (voir définition 5.1) pour le système de grammaires
〈SL(R)Σ,GR, SL〉.
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Démonstration.
• La relation ⊑ est un ordre partiel, d’après la proposition 4.12.
• ∀G,G′ ∈ GR, G ⊑ G′ ⇒ SL(G) ⊆ SL(G′), d’après la proposition 4.13.
• D’après le corollaire 4.2, { G′ ∈ GR | G′ ⊑ G } est fini pour toute grammaire G ∈ GR. Par
conséquent ⊑ est un ordre bien fondé.
Nous montrons dans cette partie que toute classe de R-grammaires a la densité finie bornée selon la
relation ⊑. Il s’agit d’une partie importante de la démonstration de l’élasticité finie, mais d’une partie
seulement. En effet, cela n’a d’intérêt que pour les classes G telles que MaxRed(G,⊑, k) couvre un
ensemble “pertinent” de grammaires, car l’apprenabilité de la classe MaxRed(G,⊑, k) en elle-même
est un simple résultat technique dénué de sens5. C’est pourquoi il faudra ensuite montrer que la relation
de réduction ⊑ a certaines propriétés remarquables avec certaines classes précises de grammaires (en
particulier, si les langages décrits par G sont tous inclus dans ceux de MaxRed(G,⊑, k)).
Proposition 6.3. Soit 〈O,R, s〉 un système de R-grammaires, G une classe de grammaires dans ce
système et D ⊆ SL(R) un ensemble fini de R-structures. L’ensemble
{G ∈ G |G est ⊑ -réduite par rapport à D }
est fini.
Démonstration. On utilise les algorithmes GF , SG et k-SG définis dans la partie 4.4. Soit k le nombre
de règles de la grammaire GF (D) : nous allons montrer que
{G ∈ G |G est ⊑ -réduite par rapport à D } ⊆ k-SG(D).
Soit G ∈ G une R-grammaire ⊑-réduite par rapport à D. D ⊆ SL(G), donc d’après la proposition
4.19 il existe une substitution σ telle que σ[GF (D)] ⊆ G.
Montrons que σ[GF (D)] = G. Supposons au contraire que σ[GF (D)] ⊂ G : Soit τ la substitution
identité. Clairement τ [σ[GF (D)]] ⊆ G, et τ est évidemment une substitution fidèle, donc σ[GF (D)] ⊑
G avec σ[GF (D)] 6= G. OrD ⊆ SL(σ[GF (D)]) (par la proposition 4.19), donc il existe une grammaire
σ[GF (D)] telle que D ⊆ SL(σ[GF (D)]) et σ[GF (D)] < G, ce qui contredit le fait que G soit ⊑-
réduite par rapport à D. Par conséquent σ[GF (D)] = G.
σ[GF (D)] = G implique |G| = |σ[GF (D)]| ≤ |GF (D)| = k, donc G est une grammaire k-bornée.
Ainsi selon la proposition 4.23 il existe une grammaire G′ ∈ k-SG(D) telle que G′ ⊑ G. D ⊆ G′ (par
construction et selon la proposition 4.19), or G est ⊑-réduite par rapport à D donc il est impossible que
G′ < G. Par conséquent G′ = G (modulo un éventuel renommage), donc G ∈ k-SG(D).
Corollaire 6.1. Soit 〈O,R, s〉 un système de R-grammaires, G une classe de grammaires sur un voca-
bulaire Σ dans ce système et D ⊆ SL(R)Σ un ensemble fini de R-structures sur Σ.
Le système de grammaires 〈SL(R)Σ,G, SL〉 a la densité finie bornée selon ⊑.
5Rappelons que cette classe est constituée de l’ensemble des grammaires telles que toute séquence G1 < G2 < · · · < Gn
vérifie n ≤ k.
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Démonstration. Pour tout ensemble fini D ⊆ SL(R)Σ, l’ensemble
{G ∈ G |G est ⊑ -réduite par rapport à D }
est fini (d’après la proposition 6.3). A fortiori, pour tout k ≥ 0 le sous-ensemble { G ∈ G | G ∈
MaxRed(G,⊑, k) et G est ⊑ -réduite par rapport à D} est fini, par conséquent l’ensemble {SL(G)|G ∈
MaxRed(G,⊑, k) et G est ⊑ -réduite par rapport à D } est fini. Ainsi 〈SL(R)Σ,G, SL〉 a la densité fi-
nie bornée selon ⊑, par définition.
Proposition 6.4. Soit Gk une classe de R-grammaires telle que |G| ≤ k pour toute grammaire G ∈ Gk.
Soit {G1, G2, . . . , Gn} ⊆ Gk un ensemble de grammaires tel que pour tout i (1 < i ≤ n) il existe
une substitution σi fidèle telle que σi(Gi−1) = Gi, avec Gi−1 6≡ Gi.
S’il existe une constante C telle que C ≥ n pour tout ensemble vérifiant de telles conditions,
alors il existe une constante C ′ telle que
Gk ⊆MaxRed(Gk,⊑, C
′).
Démonstration. Soit 〈G′1, G′2, . . . , G′n′〉 une séquence de grammaires telle que G′1 < G′2 < · · · < G′n′ ,
avec G′i ∈ Gk pour tout i. On définit la fonction f sur {1, . . . , n′} par6
• f(1) = 1 ;
• si i > 1, f(i) = min({ j | |G′f(i−1)| < |G
′
j | }).
Soit m = max({ i ∈ {1 . . . n′} | f(i) ≤ n′ }) (ainsi i ≤ m si et seulement si f(i) 6= n′ + 1). Par
définition de f , pour tout i, 1 ≤ i < m, il existe une subsitution fidèle7 σ telle que σ[G′f(i)] ⊂ G
′
f(i+1),




i| ≤ k pour tout i (car G′i ∈ Gk), on obtient m ≤ k + 1.
Pour tout i, 1 ≤ i ≤ m, et tout j, f(i) < j < f(i + 1), par définition de f on a |G′f(i)| = |G
′
j |,






j . Soit Gl = G′l+f(i)−1
pour tout l, 1 ≤ l ≤ f(i + 1) − f(i)) : pour tout l > 0 il existe σl telle que σl(Gl−1) = Gl, et
{G1, . . . , Gf(i+1)−f(i)} ⊆ Gk, donc par hypothèse f(i+ 1)− f(i) ≤ C .
Soit si = 〈G′f(i), G
′
f(i)+1, . . . , G
′
f(i+1)−1〉 pour tout i, 1 ≤ i ≤ m : clairement la séquence 〈G
′
1, . . . G
′
n′〉
est composée de la concaténation des sous-séquences s1•s2•· · ·•sm. Chacune de ces sous-séquences est
de longueur inférieure ou égale à C et m est inférieur ou égal à k+1, par conséquent n′ ≤ C × (k+1).
Soit C ′ = (C + 1) × k − 1 : n′ − 1 ≤ C ′ pour toute grammaire G′ = G′n′ ∈ Gk et tout ensemble
{G′1, . . . , G
′
n′−1} ⊆ Gk tel que G′i < G′i+1 pour tout i, donc Gk ⊆MaxRed(Gk,⊑, C ′).
6.3 Grammaires par consommation d’arguments
Les grammaires par consommation d’arguments sont un sous-ensemble des R-grammaires lexicali-
sées algébriques. Leur spécificité, traduite ci-dessous en termes de contraintes syntaxiques, est le fonc-
tionnement par consommation d’arguments : les règles universelles n’autorisent qu’une seule forme de
6La fonction f est définie de telle sorte que f(i) soit l’indice de la prochaine grammaire comportant strictement plus de
règles que la grammaire d’indice f(i− 1), ou n+ 1 (indice hors bornes) s’il n’existe pas de telle grammaire.
7σ est nécessairement une substitution fidèle car G′f(i) < G′f(i+1).
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dérivation, dans laquelle un type dit consommateur requiert un certain nombre d’arguments pour pouvoir
se transformer en un sous-type. Les autres types présents en partie gauche d’une dérivation ne peuvent
donc être que des arguments du type consommateur. Ces contraintes ont pour but de contrôler précisé-
ment la façon dont les types interagissent dans un ensemble de dérivation, afin d’en déduire certaines
propriétés suffisantes pour l’élasticité finie. Bien entendu les grammaires AB sont des grammaires par
consommation d’arguments, puisque l’on s’inspire de leurs propriétés pour les étendre à ces nouvelles
classes de grammaires.
6.3.1 Opérateurs orientés
On considère ici des opérateurs munis (chacun) d’une fonction arg définissant les positions argu-
ments de l’opérateur (voir définition 4.23).
Définition 6.4 (Opérateur orienté). Un opérateur f d’arité n est dit orienté si
• Il existe h, 1 ≤ h ≤ n, tel que argf (h) = 0,
• et argf (i) = 1 quel que soit i 6= h.
Soit O un ensemble d’opérateurs orientés et t un O-terme sur Pr. pr(t) est la fonction définie par
• Si t ∈ Pr, alors pr(t) = t
• Sinon, soit t = f(t1, . . . , tn) et soit h l’unique indice tel que argf (h) = 0 : pr(t) = th.
pr(t) est appelé le type principal de t.
Autrement dit la particularité d’un opérateur orienté est d’avoir une et une seule position principale,
les autres positions éventuelles étant toutes des positions d’argument. Comme on le verra, il découle
de cette définition de nombreuses propriétés. Afin de les étudier nous nous dotons des quelques outils
définis ci-dessous, spécifiques aux opérateurs orientés.
Définition 6.5 (Tête et sous-types têtes). Soit O un ensemble d’opérateurs orientés et t un O-terme sur
Pr. Soit head(t) la fonction définie par :
• head(t) = t si t ∈ Pr
• sinon, head(t) = head(pr(t)).
head(t) est appelée la tête du type t.
Soit head∗(t) la fonction définie par :
• head∗(t) = {t} si t ∈ Pr
• sinon, head∗(t) = {t} ∪ head∗(pr(t)).
head∗(t) est l’ensemble des sous-type têtes de t, autrement dit l’ensemble des sous-types obtenus en
parcourant t en profondeur, et en ne considérant à chaque niveau que le type principal : cette série de
types décrit la “branche principale” du type. On peut noter que de cette définition découlent les quelques
propriétés immédiates ci-dessous :
• head(t′) = head(t) pour tout t′ ∈ head∗(t) ;
• t = t′ si et seulement si head∗(t) = head∗(t′) ;
• t′ ∈ head∗(t) si et seulement si head∗(t′) ⊆ head∗(t) ;
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• si t′, t′′ ∈ head∗(t) alors t′ ∈ head∗(t′′) ou t′′ ∈ head∗(t′) ;
• (corollaire) si t′ ∈ head∗(t) et t′′ ∈ head∗(t) \ head∗(t′) alors t′ ∈ head∗(t′′).
De façon analogue aux sous-types têtes, on définit ci-dessous les sous-types arguments, parmi les-
quels on distingue les arguments directs et indirects :
Définition 6.6 (Sous-types arguments directs et indirects). Soit O un ensemble d’opérateurs orientés et
t un O-terme sur Pr. Soit args(t) la fonction définie par :
• args(t) = ∅ si t ∈ Pr
• sinon, soit t = f(t1, . . . , tn) : args(t) = { ti | argf (i) = 1 }
args(t) est l’ensemble des arguments directs de t.
args∗(t) est la fonction définie par :
• args∗(t) = ∅ si t ∈ Pr
• sinon, args∗(t) = args(t) ∪ args∗(pr(t))
args∗(t) est l’ensemble des arguments [indirects] de t.
Lemme 6.2. t ∈ args∗(t′′) si et seulement s’il existe t′ tel que t ∈ args(t′) et t′ ∈ head∗(t′′).
Démonstration. h(t′′) ≥ 1, sinon t′′ serait un type primitif et args(t′′) serait l’ensemble vide. Par induc-
tion sur la hauteur de t′′ :
• h(t′′) = 1 : (⇒) args∗(t′′) = args(t′′), donc t′ = t′′ ∈ head∗(t′′) vérifie la propriété. (⇐)
head∗(t′′) = {head(t′′), t′′}, donc t′ = t′′ (car args(head(t′′)) = ∅), et t ∈ args(t′′) implique
t ∈ args∗(t′′).
• h(t′′) > 1.
⇐. Si t′ 6= t′′, soit t′′′ = pr(t′′) : h(t′′′) < h(t′′) et t′ ∈ head∗(t′′′), donc par hypothèse d’induction
t ∈ args∗(t′′′) ⊆ args∗(t′′). Sinon t′ = t′′, ce qui implique que t ∈ args(t′) = args(t′′) ⊆
args∗(t′′).
⇒. t ∈ args∗(t′′) : si t ∈ args(t′′) alors la propriété est vraie avec t′ = t′′. Sinon t ∈ args∗(pr(t)).
Or par hypothèse d’induction la propriété est vraie pour pr(t), et comme head∗(t) ⊆ head∗(pr(t))
la propriété est aussi vraie pour t.
Lemme 6.3. Si t ∈ head∗(t′) alors args∗(t) ⊆ args∗(t′)
Démonstration. D’après le lemme 6.2, args∗(t) =
⋃
t′′∈head∗(t)
args(t′′). Or t ∈ head∗(t′) implique
head∗(t) ∈ head∗(t′), donc en appliquant le lemme 6.2 dans l’autre sens on obtient args(t′′) ⊆
args∗(t′) pour tout t′′ ∈ head∗(t), autrement dit args∗(t) ⊆ args∗(t′′).
Proposition 6.5. Si tout type t′ ∈ args∗(t) est primitif, alors { t′| t′ est un sous-type de t} = head∗(t)∪
args∗(t).
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Démonstration. Par induction sur h(t). Si h(t) = 0, t est primitif donc t′ = t ∈ head∗(t). Sinon
h(t) > 0, t = f(t1, . . . , tn) avec th = pr(t) : si t′ est un sous-type de th la propriété est vraie par
hypothèse d’induction (avec les lemmes 6.2 et 6.3), sinon
• soit t′ ∈ args(t) ⊆ args∗(t),
• soit t′ = t ∈ head∗(t).
Proposition 6.6. Soit σ une substitution.
Si σ(head(t)) est un type primitif alors |head∗(σ(t))| = |head∗(t)|.
Démonstration. Par induction sur |head∗(t)| :
• |head∗(t)| = 1, autrement dit t est primitif. σ(head(t)) est un type primitif, donc comme t =
head(t) σ(t) est aussi primitif, ainsi |head∗(σ(t))| = 1.
• |head∗(t)| > 1. σ(head(pr(t))) = σ(head(t)) est primitif et |head∗(pr(t))| < |head∗(t)|, donc
par hypothèse d’induction |head∗(σ(pr(t)))| = |head∗(pr(t))|. Or par définition
|head∗(σ(t))| = |head∗(pr(σ(t))) ∪ {σ(t)}|
= |head∗(pr(σ(t)))|+ 1,
et comme pr(σ(t)) = σ(pr(t)) (car t n’est pas primitif) :
|head∗(σ(t))| = |head∗(σ(pr(t)))|+ 1
= |head∗(pr(t))|+ 1
= |head∗(t) \ {t}|+ 1
= |head∗(t)|
Corollaire 6.2. Si t′ ∈ head∗(σ(t)) et σ(head(t)) = head(t′) alors |head∗(t′)| ≤ |head∗(t)|.
Démonstration. σ(head(t)) = head(t′), donc σ(head(t)) est un type primitif. Ainsi d’après la propo-
sition 6.6 |head∗(σ(t))| = |head∗(t)|. Or t′ ∈ head∗(σ(t)) implique |head∗(t′)| ≤ |head∗(σ(t))|, d’où
|head∗(t′)| ≤ |head∗(t)|.
Proposition 6.7. Soit σ une substitution. Si u, t, t′ sont des types tels que t ∈ head∗(σ(u)) et t′ ∈
args(t), alors (au moins) une des deux conditions suivantes est vérifiée :
• il existe u′ ∈ args∗(u) tel que σ(u′) = t′ ;
• ou t ∈ head∗(σ(head(u))).
Démonstration. Notons que t′′ ∈ args∗(t). On montre par induction sur la hauteur de u que l’une des
conditions est toujours vraie :
• h(u) = 0, u est primitif. Dans ce cas head(u) = u, donc t ∈ head∗(σ(head(u))).
• h(u) > 0. On distingue les deux cas ci-dessous :
– il existe u′′ ∈ head∗(u) tel que σ(u′′) = t.
∗ si u′′ 6= u alors h(u′′) < h(u), donc par hypothèse d’induction la propriété est vraie pour u′′.
t = σ(u′′) donc t ∈ head∗(σ(u′′)), et d’autre part u′′ ∈ head∗(u) implique que args∗(u′′) ⊆
args∗(u) et que head(u′′) = head(u), ainsi si l’une des deux propriétés est vraie pour u′′
elle l’est aussi pour u.
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∗ si u′′ = u alors σ(u) = t. Soit u = f(u1, . . . , un), avec uh = pr(u). Par définition t =
σ(u) = f(σ(u1), . . . , σ(un)) (car u n’est pas primitif). Comme t′ ∈ args(t) et args(t) =
{σ(u1), . . . , σ(uh−1), σ(uh+1), . . . , σ(un)}, il existe j 6= h tel que t′ = σ(uj). Or uj ∈
args(u) ⊆ args∗(u), donc il existe u′ = uj ∈ args∗(u) tel que σ(u′) = t′.
– Sinon σ(u′′) 6= t quel que soit u′′ ∈ head∗(u). D’après les définitions de head∗(x) et de la
substitution, on peut facilement montrer (par induction sur la taille de σ(u)) que head∗(σ(u)) =
{σ(u′′)|u′′ ∈ head∗(u)}∪head∗(σ(head(u))). Ainsi si σ(u′′) 6= t quel que soit u′′ ∈ head∗(u)
alors t appartient nécessairement à head∗(σ(head(u))).
Proposition 6.8. Soit σ une substitution. Si t′ ∈ head∗(t) alors σ(t′) ∈ head∗(σ(t)).
Démonstration. Par induction sur la hauteur de t :
• h(t) = 0. t est primitif donc t = t′ implique σ(t) = σ(t′), par conséquent σ(t′) ∈ head∗(σ(t)).
• h(t) > 0. Si t = t′ la propriété est clairement vérifiée. Sinon soit t = f(t1, . . . , tn) et th =
pr(t). t 6= t′ donc t′ ∈ head∗(th). Par hypothèse d’induction la propriété est vraie sur th, d’où
σ(t′) ∈ head∗(σ(th)). Or σ(t) = f(σ(t1), .., σ(th), .., σ(tn)) (avec pr(σ(t)) = σ(th)), donc
σ(t′) ∈ head∗(th) ⊆ head
∗(σ)(t).
Proposition 6.9. Soit σ une substitution. Si t′ ∈ args∗(t) alors σ(t′) ∈ args∗(σ(t)).
Cette proposition se démontre de la même façon que la précédente.
6.3.2 Définition et propriétés des grammaires par consommation d’arguments
Définition 6.7 (Règles par consommation d’arguments). Soit O un ensemble d’opérateurs orientés et
R = A1 . . . An → B une règle sur O.
Ah est un type consommateur pour la règle R si les conditions suivantes sont vérifiées :
• B ∈ head∗(Ah) ;
• args∗(Ah) ⊆ V ar(R) ;
• Pour tout i 6= h, Ai ∈ args∗(Ah) ;
• Si v ∈ args∗(Ah) tel que Ai 6= v pour tout i alors il n’y a qu’une seule occurrence de v dans Ah.
R = A1 . . . An → B est une règle par consommation d’arguments s’il existe h, 1 ≤ h ≤ n, tel que
Ah est un type consommateur pour R
Remarque : s’il existe, le type consommateur d’une règle est unique. En effet, supposons que Ai et
Aj soient deux types consommateurs pour R : dans ce cas Ai ∈ args∗(Aj) et Aj ∈ args∗(Ai). Or
t ∈ args∗(t′) implique que t est un sous-type strict de t′, on aurait donc Aj sous-type strict de Ai et Ai
sous-type strict de Aj : contradiction.
Intuitivement la définition ci-dessus impose que dans les règles par consommation d’arguments :
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• Le type résultant de la dérivation est un sous-type tête du type consommateur ;
• Tous les arguments du type consommateur sont atomiques ;
• Pour chaque type de la partie gauche différent du type consommateur, il existe une occurrence de
ce type comme argument du type consommateur. Cela signifie qu’aucun type ne pourra “disparaî-
tre” lors d’une dérivation sans que ce type ne corresponde à un argument d’un type consommateur.
Accessoirement, cela implique que, dans la règle (mais pas nécessairement dans une instanciation
de celle-ci), tous les types de la partie gauche différents du type consommateur sont atomiques.
• Les arguments du type consommateur auxquels ne correspond aucun Ai, i 6= h, (arguments non
“consommés”) ne doivent apparaître qu’une seule fois dans le type consommateur. Cette contrainte
est liée au problème des types orphelins, qui fait l’objet de la partie 6.3.3 ci-dessous.
Définition 6.8 (Système de R-grammaires par consommation d’arguments). 〈O,R, s〉 est un système
de R-grammaires par consommation d’arguments si
(i) s est un opérateur atomique8 ;
(ii) O \ {s} est un ensemble d’opérateurs orientés9 ;
(iii) R est un ensemble de règles par consommation d’arguments sur l’ensemble d’opérateurs O\{s}10
Par extension de cette définition, On parlera de R-grammaire par consommation d’arguments pour
toute R-grammaire appartenant à un tel système.
Définition 6.9 (Heads(G)). Soit G = 〈Σ, P r, ⊲〉 une R-grammaire par consommation d’arguments :
Heads(G) = { t ∈ Pr ∪ {s} | ∃t′ ∈ Lex(G) tel que t = head(t′) }
Définition 6.10 (Règles par consommation stricte d’arguments). Soit R = A1 . . . An → B une règle
par consommation d’arguments, dont Ah est le type consommateur. R est une règle par consommation
stricte d’arguments si B 6= Ah.
Notons qu’il n’est pas nécessaire dans une telle règle que tous les t ∈ args(Ah) du type consomma-
teur Ah soient “consommés” : par exemple, une règle de la forme A/?B → A répond bien à tous les
critères, bien que l’argument B ne soit lié à aucun autre type.
Remarque : la définition de “règles par consommation (stricte) d’arguments” est naturellement étendue
aux “systèmes de R-grammaires par consommation (stricte) d’arguments”.
Proposition 6.10. Soit R = A1 . . . An → A0 une règle et {t0, t1, . . . , tn} un ensemble de types tel que
t1 . . . tn →R t0. Si R est une règle par consommation d’arguments alors
(1) il existe h > 0 tel que t0 ∈ head∗(th) ;
(2) pour tout i, i 6= h et i 6= 0, ti ∈ args∗(th) ;
(3) si de plus R est aussi une règle par consommation stricte d’arguments alors t0 6= th.
8donc d’arité nulle.
9Ces opérateurs sont donc tous d’arité non nulle.
10Ainsi s ne peut jamais intervenir dans les règles universelles.
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Démonstration. Par définition de →R il existe σ tel que σ(Ai) = ti pour tout i. R est une règle par
consommation d’arguments donc il existe h (1 ≤ h ≤ n) tel que Ah est le type consommateur pour R.
(1) Par définition A0 ∈ head∗(Ah). Selon la proposition 6.8, cela implique que σ(A0) ∈ head∗(σ(Ah)),
autrement dit t0 ∈ head∗(th).
(2) Par définition pour tout i 6= h (1 ≤ i ≤ n) Ai ∈ args∗(Ah). Par la proposition 6.9 on obtient
directement que ti = σ(Ai) ∈ args∗(σ(Ah)) = th.
(3) Si R est aussi une règle par consommation stricte d’arguments alors A0 6= Ah, d’où σ(A0) 6= σ(Ah)
car head∗(σ(A0)) ⊂ head∗(σ(Ah)), autrement dit t0 6= th.
Proposition 6.11. Soit G = 〈Σ, P r, ⊲〉 une grammaire dans le système de R-grammaires par consom-
mation d’arguments 〈O,R, s〉. S’il existe un arbre de dérivation (partiel) P tel que racine(P ) = t,
alors il existe t′ ∈ Lex(G) et w ∈ prod(P ) tels que w ⊲G t′ et t ∈ head∗(t′).
Démonstration. Par induction sur la hauteur de l’arbre h(P ).
• h(P ) = 0. P est nécessairement de la forme [ ](t′, w), donc t = t′ ∈ head∗(t′).
• h(P ) > 0. P = [R](t, P1, . . . , Pn). Soit h la position du type consommateur dans la règle R et
t′′ = racine(Ph) le type consommateur. R est une règle par consommation d’arguments donc
t ∈ head∗(t′′) (d’après la proposition 6.10). h(Ph) < h(P ) donc la propriété est vraie sur Ph,
c’est-à-dire qu’il existe t′ ∈ Lex(G) et w ∈ prod(P ) tels que t′′ ∈ head∗(t′) et w ⊲G t′. t ∈
head∗(t′′) donc t appartient aussi à head∗(t′) par définition.
Proposition 6.12. Soit G = 〈Σ, P r, ⊲〉 une grammaire non vide dans le système de R-grammaires par
consommation d’arguments 〈O,R, s〉.
Si G ne contient pas de types inutiles alors pour tout t ∈ STLex(G) il existe t′ ∈ Lex(G) tel que
t ∈ head∗(t′) ou t ∈ args∗(t′).
Démonstration. Supposons qu’il existe t ∈ STLex(G) tel que t /∈ head∗(t′) et t /∈ args∗(t′) pour tout
t′ ∈ Lex(G). G ne contient pas de type inutile donc t est utile :
Supposons que t soit un sous-type de s. t = s car s est un opérateur atomique (〈O,R, s〉 étant un
système de R-grammaires par consommation d’arguments). Ainsi il n’existe aucun t′ ∈ Lex(G) tel
que s ∈ head∗(t′), ce qui implique selon la proposition 6.11 qu’il n’existe aucun arbre de dérivation de
racine s pour G et par conséquent SL(G) = FT (G) = ∅. Or G n’est pas vide donc G contient au moins
une règle w⊲t′, mais comme FT (G) = ∅ t′ est nécessairement inutile. Cette contradiction implique que
t n’est pas un sous-type de s.
Ainsi il existe une règle R = A1 . . . An → A0 ∈ R, une substitution σ, un indice j et un type u tels
que
• σ(Ai) ∈ FT (G) pour tout i,
• u est un sous-type de Aj ,
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• σ(u) = t,
• et u ∈ V ar(R) si et seulement si t est primitif.
Soit h la position du type consommateur dans la règle R. On montre une contradiction dans tous les
cas possibles pour la position j :
• j 6= h et j 6= 0 : R est une règle par consommation d’arguments donc Aj ∈ V ar(R), ce qui
implique que u = Aj donc t = σ(u) = σ(Aj) ∈ FT (G). Par la proposition 6.11, il existe
t′ ∈ Lex(G) tel que t ∈ head∗(t′) : contradiction.
• j = h ou j = 0 : R est une règle par consommation d’arguments donc args∗(Aj) ⊆ V ar(R)
(les arguments sont atomiques), ainsi la proposition 6.5 donne u ∈ head∗(Aj) ∪ args∗(Aj).
D’après les propositions 6.8 et 6.9, on a donc t = σ(u) ∈ head∗(σ(Aj)) ∪ args∗(σ(Aj)). Or
σ(Aj) ∈ FT (G), par conséquent selon la proposition 6.11 il existe t′ ∈ Lex(G) tel que σ(Aj) ∈
head∗(t′). Comme ceci implique que head∗(σ(Ai)) ⊆ head∗(t′) et args∗(σ(Ai)) ⊆ args∗(t′)
(par les lemmes 6.2 et 6.3), on aboutit encore à une contradiction : t ∈ args∗(t′) ∪ head∗(t′).
Proposition 6.13. Soit G = 〈Σ, P r, ⊲〉 une grammaire par consommation d’arguments sans types in-
utiles.
Si G n’est pas vide alors s ∈ Heads(G).
Démonstration. G n’est pas vide donc G contient au moins une règle w ⊲ t. G ne contient pas de types
inutiles donc il existe un arbre de dérivation dont la racine est s contenant un nœud t. D’après la propo-
sition 6.11, il existe t′ ∈ Lex(G) tel que s ∈ head∗(t′), or s est un type atomique donc s ∈ Heads(G).
6.3.3 Arguments orphelins et grammaires ao-normales
Nous verrons dans la partie 6.4 que pour prouver l’élasticité finie des grammaires k-bornées par
consommation strictes d’arguments il est nécessaire (entre autres) de pouvoir borner le nombre de types
primitifs d’un certain ensemble de grammaires. C’est la raison pour laquelle il est indispensable d’étudier
le cas des arguments orphelins, dont le rôle grammatical est a priori limité mais dont la quantité n’est
pas limitée.
Cette partie a donc pour unique objet de définir les arguments orphelins et de montrer qu’on peut en
borner la quantité sans modifier le langage de la grammaire, à travers une sorte de normalisation nommée
“grammaires ao-normales”.
Définition 6.11 (Types orphelins). SoitG = 〈Σ, P r, ⊲〉 une grammaire dans le système deR-grammaires
par consommation d’arguments 〈O,R, s〉. Un type t ∈ STLex(G) est un type orphelin dans G si
t /∈ head∗(t′) pour tout t′ ∈ Lex(G).
L’ensemble des types orphelins d’une grammaire G est noté TO(G).
Corollaire 6.3 (Arguments orphelins). Soit G = 〈Σ, P r, ⊲〉 une grammaire sans types inutiles dans le
système de R-grammaires par consommation d’arguments 〈O,R, s〉. Si t ∈ STLex(G) est un type
orphelin dans G alors il existe t′ ∈ Lex(G) tel que t ∈ args∗(t′).
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Démonstration. t /∈ head∗(t′) quel que soit t′ ∈ Lex(G) et G ne contient pas de types inutiles, donc la
proposition 6.12 impose qu’il existe t′ ∈ Lex(G) tel que t ∈ args∗(t′).
Comme on s’intéressera uniquement aux grammaires sans types inutiles, on parlera d’arguments
orphelins plutôt que de types orphelins. Intuitivement, un argument orphelin est un type qui n’apparaît
qu’en position d’argument dans la grammaire, ce qui signifie que cet argument ne sera jamais consommé
car il faudrait pour cela qu’il existe au moins une occurrence de ce type en tant que sous-type tête. La
seule utilisation possible de cet argument est donc une simple élimination.
Nous proposons ci-dessous une normalisation des grammaires permettant de borner le nombre de
types orphelins. Le principal problème est de s’assurer l’équivalence des langages entre la grammaire
d’origine et sa forme normalisée. En effet, on pourrait supposer que, puisque les arguments orphelins ne
sont jamais consommés, il suffit de les remplacer tous par un unique type spécial. Mais le problème est
plus complexe que cela, car même les arguments orphelins peuvent jouer un rôle de par leur position au
niveau de l’unification. Il est donc indispensable de garantir que la transformation proposée ne permet
pas de réaliser des unifications qui n’auraient pas pu avoir lieu dans la grammaire d’origine. L’exemple
ci-dessous illustre la différence de langages causée par un remplacement direct de tous les arguments
orphelins par un type unique.
Exemple 6.1. Soit R = { A/B B → A ; A/?B B → A ; A/?B → A }.
Dans la grammaire G ci-dessous, les types c et d sont orphelins. σ est la substitution { c 7→ tao; d 7→



















L(σ[G]) = {xz, yw, xw, yz, uz, uw}
On constate que l’unification des arguments orphelins c et d autorise des dérivations impossibles
dans la grammaire d’origine, il faut donc bien sûr éviter ce type de généralisation dans la normalisation.
Proposition 6.14. Soit G = 〈Σ, P r, ⊲〉 une grammaire sans types inutiles dans le système de R-
grammaires par consommation d’arguments 〈O,R, s〉.
Si t ∈ STLex(G) est un argument orphelin, alors t est un type primitif.
Démonstration. Soit t un argument orphelin utile dans G. Supposons que t /∈ Pr, c’est-à-dire t =
f(t1, . . . , tn). t est utile donc il existe une règle R = A1 . . . An → A0 ∈ R, une substitution σ, un
indice j et un type u tels que
• σ(Ai) ∈ FT (G) pour tout i,
• u est un sous-type de Aj ,
• σ(u) = t,
• et u = f(u1, . . . , un) (u ne peut être primitif puisque u ∈ V ar(R) si et seulement si t est primitif).
Soit h la position du type consommateur dans la règle R.
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• Si j 6= h et j 6= 0 alors Aj ∈ V ar(R), or Aj contient le type complexe u = f(u1, . . . , un) :
impossible.
• Si j = h ou j = 0, alors u ∈ head∗(Aj) ∪ args∗(Aj) (par la proposition 6.5), donc t = σ(u) ∈
head∗(σ(Aj)) (proposition 6.8). Or σ(Aj) ∈ FT (G), donc d’après la proposition 6.11 il existe
t′ ∈ Lex(G) tel que t ∈ head∗(σ(Aj)) ⊆ head∗(t′). Ceci contredit le fait que t soit un type
orphelin.
Corollaire 6.4. SoitG = 〈Σ, P r, ⊲〉 une grammaire sans types inutiles dans le système deR-grammaires
par consommation d’arguments 〈O,R, s〉.
Si t ∈ STLex(G) est un type complexe alors il existe t′ ∈ Lex(G) tel que t ∈ head∗(t′).
Démonstration. Par la contraposée de la proposition 6.14 et la définition 6.11 des types orphelins.
Définition 6.12 (Grammaire ao-normale). Soit G = 〈Σ, P r, ⊲〉 une grammaire dans le système de R-
grammaires par consommation d’arguments 〈O,R, s〉. G est une grammaire ao-normale si
|{ t ∈ STLex(G) | t ∈ TO(G) }| ≤ Cao , avec Cao = |G|
2 + 1.
Remarque : Comme on le verra par la suite, la définition des grammaires ao-normales a uniquement pour
but de borner le nombre d’arguments orphelins présents dans la grammaire. La constante Cao = |G|2+1
est utilisée ici car nous montrerons que toute grammaire (par consommation d’arguments) peut être
convertie en une grammaire ayant au maximum ce nombre d’arguments orphelins. Néanmoins toute
autre constante conviendrait, et il est d’ailleurs probable que celle-ci ne soit pas optimale.
Définition 6.13 (AODiff(t, t′)). Soit G = 〈Σ, P r, ⊲〉 une grammaire sans types inutiles dans le système
de R-grammaires par consommation d’arguments 〈O,R, s〉.
Étant donné deux types t, t′ ∈ STLex(G) on définit la fonction AODiff(t, t′) de la façon suivante :
(i) Si t = t′ alors AODiff(t, t′) = ∅. Sinon, soit {u1, . . . , un} = head∗(t) (resp. {u′1, . . . , u′n′} =
head∗(t′)), avec i ≤ j si et seulement si ui ∈ head∗(uj) (resp. i ≤ j ssi u′i ∈ head∗(u′j)) (de telles
séquences existent par définition) ;
(ii) Si {u1, . . . , un} ⊆ {u′1, . . . , u′n′} ou {u′1, . . . , u′n′} ⊆ {u1, . . . , un}, alors AODiff(t, t′) = ∅. Sinon
(il existe i tel que ui 6= u′i), soit i = min({ 1 ≤ j ≤ min(n, n′) | uj 6= u′j }) ;
(iii) Si i = 1 alors AODiff(t, t′) = ∅. Sinon (ui et u′i ne sont pas primitifs), soit ui = f(t1, . . . , tm) et
u′i = f
′(t′1, . . . , t
′
m′) ;
(iv) Si f 6= f ′ ou m 6= m′ alors AODiff(t, t′) = ∅. Sinon (f = g et m = m′), il existe j tel que tj 6= t′j ;
(v) S’il existe tj 6= t′j tels que tj ou t′j n’est pas un argument orphelin alors AODiff(t, t′) = ∅. Sinon soit
j = min({1 ≤ k ≤ m | tk 6= t
′
k }) (tj et t′j sont des arguments orphelins) : AODiff(t, t′) = {tj , t′j}.
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Remarque : l’indice i peut être défini comme l’unique indice tel que ui ∈ head∗(t) et u′i ∈ head∗(t′)
avec pr(ui) = pr(u
′
i) mais ui 6= u′i.
Le principe de la fonction AODiff(t, t′) est d’assurer une distinction minimale entre deux types, en
particulier lorsque ceux-ci ne se distinguent que par des sous-types orphelins. Ainsi, dans la plupart des
cas la fonction renvoie l’ensemble vide : il suffit que t et t′ soient différenciables d’une manière indépen-
dante des types orphelins, ou qu’ils soient identiques. S’il n’existe aucune autre distinction possible, la
fonction renvoie un couple de types orphelins qui distinguent t et t′. Il faut noter que la façon dont cette
fonction est construite permet de choisir le “premier” couple de types différents rencontrés, ce qui est
nécessaire pour que ce couple de types soit suffisant pour distinguer (si besoin) n’importe quel couple de
types pris dans head∗(t)× head∗(t′).
Définition 6.14 (σao : normalisation des arguments orphelins). Soit G = 〈Σ, P r, ⊲〉 une grammaire dans





et tao un nouveau type primitif. Pour tout t ∈ V ar(G) la substitution σao est définie par
σao(t) =
{
t si t ∈ AODiff(G) ∪Heads(G),
tao sinon.
Il faut noter que tout type primitif est toujours remplacé par un type primitif avec la substitution σao,
donc σao(t) est toujours isomorphe à t. Ceci a pour conséquence immédiate que s’il existe un sous-type
t ∈ STLex(σao[G]) alors il existe (au moins) un sous-type t′ ∈ STLex(G) tel que σao(t′) = t. On
notera aussi que par définition si t est un type utile dans G alors σao(t) est un type utile dans σao[G].
Enfin remarquons que t est orphelin dans G si et seulement si σao(t) est orphelin dans σao[G].
Proposition 6.15. Soit G = 〈Σ, P r, ⊲〉 une grammaire sans types inutiles dans le système de R-
grammaires par consommation d’arguments 〈O,R, s〉, et t, t′ ∈ STLex(G).
Si t n’est pas un argument orphelin et t 6= t′ alors σao(t) 6= σao(t′).
Démonstration. Notons d’abord que σao(t) est toujours isomorphe à t, car chaque variable y est rempla-
cée par une variable. Donc si t et t′ ne sont pas isomorphes alors il est clair que σao(t) 6= σao(t′). Nous
traiterons donc uniquement du cas où t et t′ sont isomorphes. On montre par induction sur h(t) = h(t′)
que si t n’est pas orphelin et t 6= t′ alors σao(t) 6= σao(t′) :
• t et t′ sont primitifs : t n’est pas orphelin donc il existe t′′ ∈ Lex(G) tel que t ∈ head∗(t′′),
autrement dit t ∈ Heads(G) :
– si t′ n’est pas orphelin (t′ ∈ Heads(G)) ou si t′ ∈ AODiff(G), alors σao(t) = t 6= t′ = σao(t′) ;
– sinon t′ /∈ AODiff(G) est orphelin, donc σao(t′) = tao 6= t = σao(t).
• h(t) = h(t′) > 0. Soit t = f(t1, . . . , tn) et t′ = f(t′1, . . . , t′n) (t et t′ sont isomorphes). Il existe
ti 6= t′i puisque t 6= t′ :
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Cas 1. Il existe tj et t′j , tj 6= t′j , tels que l’un de ces deux types n’est pas un argument orphelin.
Alors par hypothèse d’induction tj 6= t′j implique σao(tj) 6= σao(t′j), car h(tj) = h(t′j) <
h(t) = h(t′). Ainsi
σao(t) = f(σao(t1), . . . , σao(tj), . . . , σao(tn)) 6= f(σao(t′1), . . . , σao(t
′




Cas 2. Sinon tous les couples (ti, t′i) tels que ti 6= t′i sont des couples d’arguments orphelins. t
et t′ sont des types complexes donc d’après le corollaire 6.4 il existe u, u′ ∈ Lex(G) tels que
t ∈ head∗(u) et t′ ∈ head∗(u′). Soit th = pr(t) et t′h = pr(t′) : par définition th ∈ head∗(t) ⊆
head∗(u) et t′h ∈ head
∗(t′) ⊆ head∗(u′). Ainsi th et t′h ne sont pas des arguments orphelins,
donc th = t′h (sinon on serait dans le cas 1).
Soit j = min({ 1 ≤ k ≤ n | tk 6= t′k }). Par définition AODiff(u, u′) = AODiff(t, t′) = {tj, t′j}
car th = t
′
h et t 6= t
′
. Ainsi {tj , t′j} ∈ AODiff(G), par conséquent σao(tj) = tj 6= t′j = σao(t′j).
Corollaire 6.5. Soit G une R-grammaire sans types inutiles dans le système de R-grammaires par
consommation d’arguments 〈O,R, s〉.
σao définit une bijection entre les ensembles
{ t ∈ STLex(G) | t /∈ TO(G) } et { t′ ∈ STLex(σao[G]) | t
′ /∈ TO(σao[G]) }.
Démonstration. Le fait que σao est injective (sur les ensembles de types non orphelins) découle directe-
ment de la proposition 6.15.
σao est surjective : En effet, σao associe toujours un type primitif à un type primitif donc chaque
sous-type d’un type t′ ∈ Lex(σao[G]) est nécessairement l’image du sous-type correspondant dans t ∈
Lex(G), avec t l’antécédent de t′ par σao (voir la définition d’une substitution). Ainsi toute image dans
{t′ ∈ STLex(σao[G])|t′ /∈ TO(σao[G])} a au moins un antécédent dans {t ∈ STLex(G)|t /∈ TO(G)}.
Dans la suite on notera σ−1ao (t) l’unique type t′ tel que σao(t′) = t, pour tout t non orphelin.
Proposition 6.16. Soit G une R-grammaire sans types inutiles dans le système de R-grammaires par
consommation d’arguments 〈O,R, s〉.
S’il existe un arbre de dérivation P dans σao[G] alors il existe un unique arbre P ′dans G, isomorphe
à P , tel que pour tout nœud de P ′ dont le type est t′ le nœud correspondant dans P est t = σao(t′), et
prod(P ′) = prod(P ).
Démonstration. Par induction sur la hauteur h(P ) :
• h(P ) = 0. P = [ ](t, w) avec t ∈ Lex(σao[G]) et w⊲σao[G] t. Par définition il existe w⊲G t′ tel que
t = σao(t
′), et par le corollaire 6.5 t est unique (car t′ n’est pas orphelin). prod(P ′) = prod(P ) =
〈w〉.
• h(P ) > 0. Soit P = [R](t0, P1, . . . , Pn) (avec t0 = t). Par hypothèse d’induction les arbres
de dérivations P ′1, . . . , P ′n tels que tout nœud t′ dans P ′i corresponde au nœud σao(t′) dans Pi
existent et sont (chacun) uniques. Soit racine(Pi) = ti et racine(P ′i ) = t′i pour tout i, on a
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donc σao(t′i) = ti pour tout i. Soit R = A1 . . . An → A0, par définition il existe une substitution
σ : V ar(R) 7→ STLex(σao[G]) telle que σ(Ai) = ti pour tout i. t′0 = σ−1ao (t0) existe et est
unique d’après le corollaire 6.5, car t0 ne peut être orphelin.
Montrons que t′1 . . . t′n →R t′0, c’est-à-dire qu’il existe une substitution σ′ : V ar(R) 7→ STLex(G)
telle que σ′(Ai) = t′i pour tout i ≥ 0. Pour tout v ∈ V ar(R), on définit σ′(v) de la façon suivante :
– si σ(v) n’est pas un argument orphelin, soit σ′(v) = σ−1ao (σ(v)) : σ′(v) est unique par le co-
rollaire 6.5, et cette unicité associée à la définition d’une substitution implique que pour chaque
occurrence de σ(v) dans un ti, la position correspondante dans t′i est nécessairement occupée
par σ′(v).
– si σ(v) est orphelin. Soit h la position du type consommateur dans R. Le fait que R soit
une règle par consommation d’arguments a pour conséquence que si i 6= h et i 6= 0 alors
Ai ∈ V ar(R). Ainsi d’après la proposition 6.11 v ne peut apparaître que dans Ah et/ou A0.
De plus A0 ∈ head∗(Ah) et v 6= head(Ah), donc v ∈ args∗(Ah) et il n’y a qu’une seule
occurrence de v dans Ah (toujours parce que R est une règle par consommation d’arguments).
Soit σ′(v) = u, avec u l’unique type dans t′h occupant la même position que σ(v) dans th :
σ(v) = σao(u) = σao(σ
′(v))11. La seule autre occurrence possible de v dans la règle R se
trouve dans A0. Comme t0 ∈ head∗(th) on a nécessairement t′0 ∈ head∗(t′h) (par le corol-
laire 6.5), donc dans t′0 l’occurrence correspondant à celle de v dans A0 est bien occupée par
u = σ′(v).
On obtient donc une substitution σ′ bien définie et vérifiant σ′(Ai) = t′i pour tout i, autrement
dit t′1 . . . t′n →R t′0, avec t′ = t′0 l’unique type dans G tel que σao(t′) = t0 = t. Par conséquent
l’arbre de dérivation P ′ = [R](t′, P ′1, . . . , P ′n) existe de manière unique et vérifie la propriété
selon laquelle chaque nœud t′ dans P ′ correspond à un nœud σao(t′) dans P . Ce nœud de P
utilise exactement la même règle que le nœud correspondant de P ′, donc les deux arbres sont
totalement isomorphes. De plus par hypothèse d’induction prod(Pi) = prod(P ′i ) pour tout i, or
par définition prod(P ′) = prod(P ′1)•· · · •prod(P ′n) = prod(P1)•· · · •prod(Pn) = prod(P ).
Corollaire 6.6. Si G est une R-grammaire sans types inutiles dans le système de R-grammaires par
consommation d’arguments 〈O,R, s〉, alors SL(G) = SL(σao[G]).
Démonstration. SL(G) ⊆ SL(σao[G]) d’après la proposition 4.11.
Soit S ∈ SL(σao[G]) : il existe un arbre de dérivation complet P qui est une instance de S. Selon
la proposition 6.16, il existe un arbre P ′ dans G dont le produit est identique à celui de P et P ′ est
totalement isomorphe à P . En d’autres termes, P ′ est aussi une instance de S, ce qui implique que
S ∈ SL(G). Par conséquent SL(σao[G]) ⊆ SL(G), donc SL(G) = SL(σao[G]).
Proposition 6.17. Si G est une grammaire sans types inutiles dans le système de R-grammaires par
consommation d’arguments 〈O,R, s〉, alors σao[G] est une grammaire ao-normale sans types inutiles.
11Mais notons qu’il peut y avoir plusieurs types t′′ tels que σ(v) = σao(t′′).
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Démonstration. SoitG une grammaire sans types inutiles dans le système deR-grammaires par consom-
mation d’arguments 〈O,R, s〉. Le fait que σao[G] soit une grammaire sans types inutiles est trivial
compte tenu du corollaire 6.5 et de la proposition 6.16 (en effet on peut aisément démontrer que si t
est inutile dans σao[G] alors σ−1ao (t) est inutile dans G).
|Lex(G)| = |G| donc |{ (t, t′) ∈ (Lex(G))2 }| ≤ (|G|)2. Par définition AODiff(t, t′) ≤ 2 pour tout





donc |AODiff(G)| ≤ |G|2.
Soit t, t′ ∈ STLex(G) et u, u′ ∈ STLex(σao[G]) des types tels que u = σao(t) et u′ = σao(t′) :
on peut facilement montrer que t ∈ head∗(t′) et t′ ∈ Lex(G) si et seulement si u ∈ head∗(u′) et
u′ ∈ Lex(σao[G]), autrement dit t est orphelin dans G si et seulement si σao(t) est orphelin dans σao[G].
La substitution σao est définie par la substitution identité pour tous les arguments orphelins appartenant
à AODiff(G), et par σao(t) = tao pour tout autre argument orphelin t. Ainsi
|{ t ∈ STLex(σao[G]) | t ∈ TO(σao[G]) }| = |AODiff(G) ∪ {tao}|
≤ |G|2 + 1.
Corollaire 6.7. Soit 〈O,R, s〉 un système de R-grammaires par consommation d’arguments.
Pour toute R-grammaire G dans ce système il existe une R-grammaire G′ ao-normale sans types
inutiles telle que SL(G′) = SL(G) et |G′| ≤ |G|.
Démonstration. ⊑ est une relation de réduction dans le système de grammaires 〈SL(R)Σ,GR, SL〉
(avec GR l’ensemble des R-grammaires), donc d’après la proposition 5.3 il existe une grammaire G′′ ⊑
G faiblement ⊑-réduite telle que SL(G′′) = SL(G). G′′ ne contient pas de types inutiles car elle est
faiblement réduite (par la proposition 6.1). Ainsi on peut appliquer la proposition 6.17, qui donne que la
grammaire G′ = σao[G′′] est ao-normale et ne contient pas de types inutiles. Le corollaire 6.6 indique
que SL(G′) = SL(G′′) = SL(G). De plus G′ = σao[G′′] donc |G′| = |G′′|, et comme G′′ ⊑ G
implique |G′′| ≤ |G| (proposition 4.14), on a bien |G′| ≤ |G|.
Proposition 6.18. Si G est une R-grammaire non vide sans types inutiles, alors V ar(G) ∪ {s} =
Heads(G) ∪ TO(G).
Démonstration. Tout t ∈ Heads(G) est un type primitif par définition, et selon la proposition 6.14 tout
argument orphelin est aussi primitif. Ainsi il est clair que Heads(G) ∪ TO(G) ⊆ V ar(G) ∪ {s}.
Selon la proposition 6.13, s appartient à Heads(G) car G n’est pas vide. Soit t ∈ V ar(G) : t /∈
Heads(G) signifie (par définition) que t /∈ head∗(t′) quel que soit t′ ∈ Lex(G), ce qui correspond à la
définition d’un type orphelin. Ainsi pour tout t ∈ V ar(G) si t /∈ Heads(G) alors t ∈ TO(G), donc on
a bien aussi V ar(G) ⊆ Heads(G) ∪ TO(G).
Par conséquent on a montré que V ar(G)∪{s} ⊆ Heads(G)∪TO(G) et queHeads(G)∪TO(G) ⊆
V ar(G) ∪ {s}, autrement dit V ar(G) ∪ {s} = Heads(G) ∪ TO(G).
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Cette dernière proposition est importante car elle permet de considérer séparément le cas des types
primitifs de Heads(G) de celui des types orphelins de TO(G) : comme ces derniers sont en nombre
limité dans les grammaires ao-normales, cela permet d’étudier indépendamment les types de Heads(G),
comme on le verra dans la partie suivante.
6.4 Élasticité finie des R-grammaires par consommation stricte d’argu-
ments
Nous abordons ici la partie principale de la démonstration concernant l’élasticité finie des grammaires
par consommation stricte d’arguments. Cette démonstration est en partie inspirée de celle de KANAZAWA
pour les grammaires AB, mais le niveau de généralisation que nous proposons la rend bien sûr plus
complexe. Le but est de parvenir à borner dans tous les cas le nombre de grammaires d’une séquence
de la forme G1 < G2 < · · · < Gn (modulo langages de structures identiques). Pour atteindre cet
objectif, nous montrerons qu’il est impossible d’appliquer indéfiniment des substitutions sans créer de
types inutiles.
6.4.1 Propriétés des grammaires par consommation stricte d’arguments
Dans cette partie12 nous montrerons les différentes propriétés qui permettent de borner le nombre
d’éléments dans une séquence de grammaires obtenues par substitutions successives, dans le cas où elles
ont toute le même nombre de types primitifs têtes (Heads(G)). En effet il est relativement facile de voir
que |Heads(σ[G])| ≤ |Heads(G)| (sous les conditions détaillées ci-dessous). Comme on s’intéressera
seulement aux grammaires k-bornées, |Heads(G)| sera borné : on voit bien alors qu’il faut montrer
l’existence d’une borne sur le nombre de grammaires G dans la séquence telles que Heads(G) est
constant, afin de garantir que la séquence globale est finie.
Lemme 6.4. Soit R un ensemble de règles par consommation d’arguments, G = 〈Σ, P rG, ⊲G〉 une
R-grammaire sans types inutiles et σ une substitution fidèle telle que
• G′ = σ[G] = 〈Σ, P rG′ , ⊲G′〉 ne contient pas de types inutiles ;
• |Heads(G)| = |Heads(G′)|.
Quels que soient x, x′ ∈ Heads(G) : si x 6= x′ alors head(σ(x)) 6= head(σ(x′)).
Démonstration. Notons d’abord que
12Techniquement, cette partie de la démonstration trouve son équivalent dans le chapitre 5 de [60]. En particulier, le lemme
clé (Key lemma) 5.56 (p. 76) de KANAZAWA, qui joue un rôle primordial dans la démonstration de l’élasticité finie des gram-
maires AB rigides, correspond approximativement dans notre généralisation à la proposition 6.20 (à laquelle on peut ajouter les
conséquences qui la suivent).
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Heads(G′) = Heads(σ[G])
= { head(t) | t ∈ Lex(σ[G]) }
= { head(σ(t)) | t ∈ Lex(G) }
= { head(σ(head(t))) | t ∈ Lex(G) }
= { head(σ(t)) | t ∈ Heads(G) }.
Supposons qu’il existe x 6= x′ ∈ Heads(G) tels que head(σ(x)) = head(σ(x′)) : il est clair que
cela implique |Heads(G)| > |{head(σ(t)) | t ∈ Heads(G) }| = |Heads(G′)|, d’où contradiction avec
l’hypothèse |Heads(G)| = |Heads(G′)|.
Lemme 6.5. Soit R un ensemble de règles par consommation d’arguments, G = 〈Σ, P rG, ⊲G〉 une
R-grammaire sans types inutiles et σ une substitution fidèle telle que
• G′ = σ[G] = 〈Σ, P rG′ , ⊲G′〉 ne contient pas de types inutiles ;
• |Heads(G)| = |Heads(G′)|.
Soit x ∈ Heads(G) et t ∈ Lex(σ[G]).
S’il existe x′ ∈ head∗(σ(x)) tel que x′ ∈ head∗(t), alors σ(x) ∈ head∗(t).
Démonstration. Soit t ∈ Lex(σ[G]) tel que x′ ∈ head∗(t), avec x′ ∈ head∗(σ(x)). Soit u ∈ Lex(G) le
type tel que t = σ(u), et y = head(u). On peut déduire directement des hypothèses que head(σ(y)) =
head(σ(u)) = head(t) = head(x′) = head(σ(x)), d’où y = x d’après le lemme 6.4. Or selon la
proposition 6.8 x ∈ head∗(u) implique σ(x) ∈ head∗(σ(u)), autrement dit σ(x) ∈ head∗(t).
Remarque : comme nous utilisons souvent la formule head∗(pr(σ(x))) dans la suite, rappelons que par
définition head∗(pr(x)) = head∗(x) \ {x}. Par ailleurs cette formule n’a de sens que si x est un type
complexe.
Proposition 6.19. Soit R un ensemble de règles par consommation d’arguments, G = 〈Σ, P rG, ⊲G〉
une R-grammaire sans types inutiles et σ une substitution fidèle telle que
• G′ = σ[G] = 〈Σ, P rG′ , ⊲G′〉 ne contient pas de types inutiles ;
• |Heads(G)| = |Heads(G′)|.
Pour tout x ∈ Heads(G), si x′ ∈ head∗(pr(σ(x))) alors x′ 6= s et x′ 6= σ(t) pour tout t ∈
STLex(G).
Démonstration. Soit x ∈ Heads(G) et x′ ∈ head∗(pr(σ(x))). σ(x) est donc un type complexe. On
montre par l’absurde que x′ 6= s et x′ 6= σ(t) pour tout t ∈ STLex(G) :
• Supposons que x′ = s. Dans ce cas s = head(σ(x)) car s est atomique. Or σ(x) est un type
complexe donc x 6= s car σ(s) = s (par définition d’une substitution). Par conséquent le lemme
6.4 donne head(σ(x)) 6= head(σ(s)) = s, d’où head(x′) 6= s et bien sûr x′ 6= s.
• Supposons qu’il existe t ∈ STLex(G) tel que x′ = σ(t).
– si head(t) = x, alors σ(x) ∈ head∗(σ(t)), ce qui implique que σ(t) /∈ head∗(pr(σ(x))), donc
σ(t) 6= x′.
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– si head(t) = y 6= x : σ(y) ∈ head∗(σ(t)) selon la proposition 6.8, or y 6= x implique
head(σ(y)) 6= head(σ(x)) d’après le lemme 6.4. Ainsi on a head(σ(t)) = head(σ(y)) et
head(σ(y)) 6= head(σ(x)) = head(x′), donc x′ 6= σ(t).
Proposition 6.20. SoitR un ensemble de règles par consommation stricte d’arguments, G = 〈Σ, P rG, ⊲G〉
uneR-grammaire sans types inutiles et σ une substitution fidèle telle que laR-grammaire G′ = σ[G] =
〈Σ, P rG′ , ⊲G′〉 ne contient pas de types inutiles et |Heads(G)| = |Heads(G′)|.
Soit P un arbre de dérivation (partiel) pour G′.
S’il existe x ∈ Heads(G) tel qu’il existe dans P un nœud de type x′, avec x′ ∈ head∗(pr(σ(x))),
alors il existe un type y ∈ Heads(G) tel que racine(P ) ∈ head∗(pr(σ(y))).
Démonstration. σ(x) est un type complexe car il existe x′ ∈ head∗(pr(σ(x))). Soit P ′ le sous-arbre de
P dont la racine est x′. On montre la propriété par induction sur la différence de hauteur d = h(P ) −
h(P ′) de ces deux arbres :
• d = 0, les deux arbres sont identiques. Dans ce cas racine(P ) = racine(P ′) = x′, ainsi avec
y = x′ la propriété est facilement vérifiée.
• d > 0. Soit P = [R](t0, P1, . . . , Pn), et soit ti = racine(Pi) pour tout i > 0. Soit Pj le sous-
arbre contenant P ′. h(Pj) < h(P ) d’où h(Pj) − h(P ′) < d, donc par hypothèse d’induction la
propriété est vraie pour Pj , c’est-à-dire qu’il existe z ∈ Heads(G) tel que tj = racine(Pj) ∈
head∗(pr(σ(z))) (σ(z) est donc un type complexe). R est une règle par consommation stricte
d’arguments. Selon la forme de R et la position de tj dans l’application de cette règle, on distingue
les deux cas suivants :
– si tj correspond au type consommateur pour R, alors par définition t0 ∈ head∗(tj) (proposi-
tion 6.10). Or tj ∈ head∗(pr(σ(z))) donc t0 ∈ head∗(pr(σ(z))) : ainsi il existe y = z ∈
Heads(G) tel que t0 = racine(P ) ∈ head∗(pr(σ(y))).
– sinon, tj correspond à un type consommé dans la règle R. Soit h la position du type consomma-
teur (h 6= j) : par définition th est tel que tj ∈ args∗(th) (proposition 6.10). D’après la proposi-
tion 6.11, il existe w ∈ prod(P ) tel que w⊲G′ t et th ∈ head∗(t), donc tj ∈ args∗(t) (par appli-
cation du lemme 6.2). Soit u ∈ Lex(G) le type tel que σ(u) = t (u existe puisque G′ = σ[G]).
tj ∈ head∗(pr(σ(z))), avec z ∈ Heads(G), ce qui implique selon la proposition 6.19 que
σ(u′) 6= tj pour tout u′ ∈ STLex(G), et en particulier pour tout u′ ∈ args∗(u). Par consé-
quent il découle de la proposition 6.7 que th ∈ head∗(σ(head(u))). Soit y = head(u). Comme
R est une règle par consommation stricte d’arguments, t0 ∈ head∗(th) est un sous-type tête
strict de th (proposition 6.10), autrement dit t0 ∈ head∗(pr(th)). th ∈ head∗(σ(y)), donc t0 ∈
head∗(pr(σ(y))). Ainsi il existe y ∈ Heads(G) tel que t0 = racine(P ) ∈ head∗(pr(σ(y))).
Corollaire 6.8. SoitR un ensemble de règles par consommation stricte d’arguments, G = 〈Σ, P rG, ⊲G〉
une R-grammaire sans types inutiles et σ une substitution fidèle telle que
• G′ = σ[G] ne contient pas de types inutiles ;
• |Heads(G)| = |Heads(G′)|.
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Pour tout x ∈ Heads(G), s’il existe x′ ∈ head∗(pr(σ(x))), alors x′ /∈ FT (σ[G]).
Démonstration. Soit x′ ∈ head∗(pr(σ(x))), supposons que x′ ∈ FT (σ[G]) : ainsi il existe un arbre
de dérivation complet P pour σ[G] (donc racine(P ) = s) contenant un nœud de type x′, avec x′ ∈
head∗(pr(σ(x))). D’après la proposition 6.20, cela implique qu’il existe un type y ∈ Heads(G) tel que
racine(P ) ∈ head∗(pr(σ(y))). D’après la proposition 6.19 cela implique que racine(P ) 6= s, ce qui
constitue une contradiction puisque P est par hypothèse un arbre de dérivation complet.
Proposition 6.21. SoitR un ensemble de règles par consommation stricte d’arguments, G = 〈Σ, P rG, ⊲G〉
une R-grammaire sans types inutiles et σ une substitution fidèle telle que
• G′ = σ[G] ne contient pas de types inutiles ;
• |Heads(G)| = |Heads(G′)|.
Soit MR = max({ |head∗(A0)| | ∃R = A1 . . . An → A0 ∈ R }),
|head∗(σ(x))| ≤MR , pour tout x ∈ Heads(G).
Démonstration. Soit x ∈ Heads(G). Si head(σ(x)) = σ(x) (c’est-à-dire si σ(x) est primitif), alors
|head∗(σ(x))| = 1 ≤MR donc la propriété est vérifiée.
Sinon, head(σ(x)) 6= σ(x). Soit x′ ∈ head∗(σ(x)) l’unique type tel que pr(x′) = head(σ(x))
(notons que head∗(x′) = {head(σ(x)), x′}). Par hypothèse x′ est utile, donc il existe une règle R =
A1 . . . An → A0 ∈ R, une substitution τ , un indice j et un type u tels que
• τ(Ai) ∈ FT (G′) pour tout i,
• u est un sous-type de Aj ,
• τ(u) = x′,
• et u n’est pas primitif (car x′ ne l’est pas).
Soit h la position du type consommateur dans la règle R. u est un type complexe donc u est nécessai-
rement un sous-type de Ah. De plus par la proposition 6.5 u ∈ head∗(Ah) car tous les arguments (indi-
rects) de Ah sont primitifs. Or A0 ∈ head∗(Ah), donc par définition A0 ∈ head∗(u) ou u ∈ head∗(A0).
Montrons que A0 /∈ head∗(pr(u)) : si A0 ∈ head∗(pr(u)), alors τ(A0) ∈ head∗(τ(pr(u)))
(proposition 6.8). Comme u n’est pas primitif τ(pr(u)) = pr(τ(u)), et τ(u) = x′ donc τ(A0) ∈
head∗(pr(x′)). Or x′ ∈ head∗(σ(x)) par définition, donc τ(A0) ∈ head∗(pr(x′)) ⊆ head∗(pr(σ(x))).
D’après le corollaire 6.8 ceci implique que τ(A0) /∈ FT (G′), ce qui constitue une contradiction. On a
donc bien A0 /∈ head∗(pr(u)).
Par conséquent u ∈ head∗(A0). τ(A0) ∈ FT (G′), donc selon la proposition 6.11 il existe un
type t ∈ Lex(G′) tel que τ(A0) ∈ head∗(t). u ∈ head∗(A0) implique τ(u) ∈ head∗(τ(A0)),
ainsi head(t) = head(τ(A0)) = head(τ(u)) = head(σ(x)). D’après le lemme 6.5 on peut dé-
duire de head(σ(x)) ∈ head∗(t) que σ(x) ∈ head∗(t). Comme τ(A0) ∈ head∗(t) on a encore
τ(A0) ∈ head∗(σ(x)) ou σ(x) ∈ head∗(τ(A0)). Mais τ(A0) ∈ FT (G), donc par contraposée du
corollaire 6.8 τ(A0) /∈ head∗(pr(σ(x))), d’où σ(x) ∈ head∗(τ(A0)).
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τ(u) = x′ et u n’est pas un type primitif, donc par définition τ(pr(u)) = pr(x′) = head(σ(x)).
τ(pr(u)) étant par conséquent primitif, on a τ(head(u)) = τ(pr(u)) = head(σ(x)). Or τ(head(A0)) =
τ(head(u)) puisque u ∈ head∗(A0), d’où τ(head(A0)) = head(σ(x)). Ainsi τ(head(A0)) est primitif
et σ(x) ∈ head∗(τ(A0)), donc par application du corollaire 6.2 |head∗(σ(x))| ≤ |head∗(A0)| ≤ MR.
Lemme 6.6. Soit G une grammaire sans types inutiles dans le système de R-grammaires par consom-
mation d’arguments 〈O,R, s〉 et σ une substitution fidèle telle que σ[G] ne contient pas de types inutiles.
Si head(σ(x)) = σ(x) pour tout x ∈ Heads(G), alors pour tout type t orphelin dans STLex(σ[G])
il existe un type t′ orphelin dans STLex(G) tel que t = σ(t′).
Démonstration. Soit t ∈ STLex(σ[G]) un type orphelin. Par le corollaire 6.3 il existe u ∈ Lex(σ[G])
tel que t ∈ args∗(u), donc il existe aussi u′ ∈ Lex(G) tel que u = σ(u′). Soit ut ∈ head∗(u)
le type tel que t ∈ args(ut). args(ut) 6= ∅ et par hypothèse σ(head(u′)) est primitif, donc ut /∈
head∗(σ(head(u′))). Par conséquent il existe t′ ∈ args∗(u′) tel que σ(t′) = t, d’après la proposition
6.7.
Montrons maintenant que t′ est orphelin : supposons qu’au contraire il existe u′′ ∈ Lex(G) tel que
t′ ∈ head∗(u′′). D’après la proposition 6.8 σ(t′) ∈ head∗(σ(u′′)), mais alors le fait que σ(t′) = t et
σ(u′′) ∈ Lex(σ[G]) contredit le fait que t est orphelin.
Remarque : Étant donné qu’un type t′ dans G ne peut avoir qu’une seule image par σ dans σ[G], il
découle du lemme 6.6 que |TO(σ[G])| ≤ |TO(G)|.
Proposition 6.22. Soit G une grammaire sans types inutiles dans le système de R-grammaires par
consommation d’arguments 〈O,R, s〉 et σ une substitution fidèle telle que σ[G] ne contient pas de types
inutiles.
Si |Heads(G)| = |Heads(σ[G])| et head(σ(x)) = σ(x) pour tout x ∈ Heads(G) alors les deux
propositions suivantes sont équivalentes :
(i) |TO(σ[G])| ≥ |TO(G)|
(ii) G ≡ σ[G].
Démonstration. (ii)⇒ (i). G ≡ σ[G] si et seulement si σ est un renommage. Or si σ est un renommage
alors à chaque type orphelin de G correspond un unique type orphelin de σ[G] et réciproquement (ceci
du fait que les grammaires ne contiennent pas de types inutiles, ce qui a pour conséquence par la pro-
position 6.14 que tous les types orphelins sont primitifs). Par conséquent |TO(σ[G])| = |TO(G)|, d’où
évidemment |TO(σ[G])| ≥ |TO(G)|.
(i) ⇒ (ii). On suppose que |TO(σ[G])| ≥ |TO(G)|. Montrons qu’il existe une substitution τ :
V ar(σ[G]) 7→ V ar(G) telle que G = τ [σ[G]].
Par hypothèse head(σ(x)) = σ(x) pour tout x ∈ Heads(G), donc pour tout x′ ∈ Heads(σ[G])
il existe x ∈ Heads(G) tel que x′ = σ(x) : en effet, par définition s’il existe t′ ∈ Lex(σ[G]) tel que
x′ = head(t′) alors il existe t ∈ Lex(G) tel que x′ = head(σ(x)), avec x = head(t). Comme par
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hypothèse σ(x) = head(σ(x)), on a bien x′ = σ(x). De plus |{x ∈ Heads(G)|x′ = σ(x)}| = 1, car
s’il existe x 6= y ∈ Heads(G) tels que σ(x) = σ(y) = x′ alors |Heads(G)| < |Heads(σ[G])|. Ainsi
on peut définir τ(x′), pour tout x′ ∈ Heads(σ[G]), par l’unique x ∈ Heads(G) tel que x′ = σ(x).
Pour tout x′ ∈ TO(σ[G]) il existe x ∈ TO(G) tel que σ(x) = x′, d’après le lemme 6.6. Un tel x est
unique, car s’il existe x 6= y ∈ TO(G) tels que σ(x) = σ(y) = x′ alors |TO(σ[G])| < |TO(G)|. Ainsi
il est possible de définir τ(x′) = x, pour tout x′ ∈ TO(σ[G]), avec x l’unique type tel que σ(x) = x′.
Selon la proposition 6.18 V ar(σ[G]) ⊆ Heads(σ[G]) ∪ TO(σ[G]), donc la substitution τ est bien
définie pour tout x′ ∈ V ar(σ[G]). De plus par définition τ = σ−1, donc G = τ [σ[G]], ce qui montre
que σ est un renommage. Par conséquent G ≡ σ[G].
Remarque : On notera accessoirement que, sous les conditions définies pour la proposition 6.22, si x
est orphelin dans G alors σ(x) est également orphelin dans σ[G] : en effet dans le cas contraire on aurait
σ(x) ∈ head∗(σ(t)) avec t ∈ Lex(G). Comme x /∈ head∗(t) puisque x est orphelin il faudrait que
σ(x) ∈ head∗(σ(head(t))) \ {head(t)}, ce qui implique que σ(head(t)) n’est pas un type primitif :
contradiction.
Corollaire 6.9. Soit G une grammaire sans types inutiles dans le système deR-grammaires par consom-
mation d’arguments 〈O,R, s〉 et σ une substitution fidèle telle que σ[G] ne contient pas de types inutiles,
σ[G] 6≡ G et |Heads(σ[G])| = |Heads(G)|.
Si |TO(σ[G])| ≥ |TO(G)| alors il existe x ∈ Heads(G) tel que head(σ(x)) 6= σ(x).
Démonstration. Conséquence évidente de la proposition 6.22.
6.4.2 Apprenabilité des grammaires par consommation stricte d’arguments
Finalement nous avons démontré que les R-grammaires par consommation stricte d’arguments ont
plusieurs spécificités favorables à l’apprenabilité, et même plus précisément à la propriété d’élasticité
finie. En résumé, ces spécificités sont les suivantes :
• La relation ⊑ est une relation de réduction sur les R-grammaires telle que toute classe de R-
grammaires a la densité finie bornée selon cette relation (corollaire 6.1) ;
• Tout langage d’une grammaire par consommation d’arguments est représentable à l’aide d’une
grammaire ao-normale, c’est-à-dire en n’utilisant qu’un nombre limité de types orphelins (corol-
laire 6.7) ;
• Si G′ = σ[G], avec G et G′ deux grammaires par consommation d’arguments telles que leurs
nombres de types primitifs têtes sont identiques, alors soit σ diminue le nombre de types orphelins,
soit σ transforme un type primitif tête en type complexe (corollaire 6.9) ;
• Enfin, la propriété clé des grammaires par consommation stricte d’arguments réside dans le fait
que si G′ = σ[G], avec G et G′ deux grammaires telles que leurs nombres de types primitifs têtes
sont identiques, alors il existe une borne sur le nombre de sous-types têtes de σ(x) pour tout type
primitif tête x dans G (proposition 6.21).
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La dernière de ces propriétés est à la base de toute la démonstration, car c’est elle qui permet de
borner le nombre de grammaires obtenables par substitutions successives. Dans la suite nous montrons
comment la combinaison de ces propriétés a pour conséquence l’élasticité finie des classes de grammaires
concernées.
Par comparaison avec le cas des grammaires AB démontré par KANAZAWA dans [60], on constate
que les conditions |Heads(G)| = |Heads(σ[G])| et G et σ[G] sans types inutiles n’impliquent pas que
σ est une bijection. Le cas général est en effet plus complexe, et nous montrerons en revanche que le
nombre de grammaires σ[G] vérifiant ces conditions est limité, ce qui constitue une condition suffisante
pour l’élasticité finie.
Proposition 6.23. Soit R un ensemble de règles par consommation stricte d’arguments et k un entier.
Si {G1, G2, . . . , Gn} est un ensemble de R-grammaires ao-normales non vides sans types inutiles
tel que
• |Gi| ≤ k pour tout i ≥ 1 ;
• |Heads(Gi)| = |Heads(Gj)| pour tous i, j ≥ 1 ;
• pour tout i > 1 il existe une substitution fidèle σi telle que σi[Gi−1] = Gi, et σi n’est pas un
renommage,
alors n ≤MR × k × (Cao + 1) + 1,
avec MR = max({ |head∗(A0)| | ∃R = A1 . . . An → A0 ∈ R }) et Cao = |G|2 + 1.
Démonstration. Soit τ1 la substitution identité (de sorte que G1 = τ1[G1]). Pour tout i > 1, soit τi =
σi ◦ σi−1 ◦ · · · ◦ σ2, autrement dit τi est l’unique substitution telle que Gi = τi[G1]. τi est fidèle car la
composition de substitutions fidèles forme toujours une substitution fidèle, par définition.
Soit fi(x) la fonction définie sur Heads(G1) par fi(x) = |head∗(τi(x))| pour tout i ≥ 1. On définit





pi = gi × (Cao + 1)− |TO(Gi)|.
Par définition pi ≥ 0 pour tout i ≥ 1, car |TO(Gi)| ≤ Cao (définition 6.12), et
• si Gi n’est pas vide alors |Heads(G1)| ≥ 1 d’où gi ≥ 1 ;
• sinon |Heads(G1)| = 0, donc |TO(G1)| = |TO(Gi)| = 0.
On montre également aisément que fi−1(x) ≤ fi(x) pour tout x ∈ Heads(G1) et tout i > 1 : en
effet, si fi−1(x) > fi(x) alors |head∗(τi−1(x))| > |head∗(τi(x))|. Or par définition τi = σi ◦ τi−1, et
quel que soit t il est impossible que |head∗(t)| > |head∗(σi(t))|. Ceci a pour conséquence immédiate
que gi−1 ≤ gi.
Montrons que pi−1 < pi pour tout i > 1 :
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• Cas 1 : |TO(Gi−1)| > |TO(Gi)|. On a vu que gi−1 ≤ gi, donc il est clair dans ce cas que
pi−1 < pi : en effet pi−pi−1 = (gi−gi−1)×Cao+(|TO(Gi−1)|−|TO(Gi)|), avec (gi−gi−1) ≥ 0
et (|TO(Gi−1)| − |TO(Gi)|) > 0.
• Cas 2 : |TO(Gi−1)| ≤ |TO(Gi)|. Gi est ao-normale donc |TO(Gi)| ≤ Cao, or |TO(Gi−1)| ≥ 0
donc |TO(Gi)| − |TO(Gi−1)| ≤ Cao. Gi = σi[Gi−1] et |TO(Gi−1)| ≤ |TO(σi[Gi−1])|, donc
d’après le corollaire 6.9 il existe x ∈ Heads(Gi−1) tel que σi(x) 6= head(σi(x)), autrement
dit σi(x) est un type complexe. Soit y ∈ Heads(G1) le type tel que x = head(τi−1(y)) :
σi(x) est complexe donc |head∗(σi(head(τi−1(y))))| > |head∗(head(τi−1(y)))|, ce qui implique
|head∗(τi(y))| > |head∗(τi−1(y))|. Par conséquent fi−1(y) < fi(y), d’où gi−1 < gi du fait que
fi−1(x) ≤ fi(x) pour tout x. On obtient ainsi gi−1 ≤ gi − 1 :
gi−1 × (Cao + 1) ≤ gi × (Cao + 1)− (Cao + 1)
≤ gi × (Cao + 1)− (|TO(Gi)| − |TO(Gi−1)|+ 1)
< gi × (Cao + 1)− |TO(Gi)|+ |TO(Gi−1)|
Par conséquent gi−1 × (Cao + 1)− |TO(Gi−1)| < gi × (Cao + 1)− |TO(Gi)|, soit pi−1 < pi.
|Heads(Gn)| = |Heads(G1)|, Gn ne contient pas de types inutiles et il existe une substitution fidèle
τn telle que τn[G1] = Gn, donc d’après la proposition 6.21, fn(x) ≤ MR pour tout x ∈ Heads(G1).
Par définition |Heads(Gn)| ≤ |Gn|, or |Gn| ≤ k, par conséquent gn ≤MR×k. De plus |TO(Gn)| ≥ 0,
donc pn = gn × (Cao + 1)− |TO(Gn)| ≤ MR × k × (Cao + 1).
Ainsi on a construit une séquence d’entiers 〈p1, p2, . . . , pn〉 qui vérifie les conditions suivantes :
• pi−1 < pi pour tout i, 1 < i ≤ n ;
• p1 ≥ 0 ;
• pn ≤MR × k × (Cao + 1).
Cette séquence est de taille n, donc n ≤MR × k × (Cao + 1) + 1.
Corollaire 6.10. Soit R un ensemble de règles par consommation stricte d’arguments et k un entier.
Si {G1, G2, . . . , Gn} est un ensemble de R-grammaires ao-normales sans types inutiles tel que
• |Gi| ≤ k pour tout i ≥ 1 ;
• pour tout i > 1 il existe une substitution fidèle σi telle que σi(Gi−1) = Gi et σi n’est pas un
renommage,
alors n ≤ (MR × k × (Cao + 1) + 1)× (k + 1),
avec MR = max({ |head∗(A0)| | ∃R = A1 . . . An → A0 ∈ R }).
Démonstration. Notons que si i < j alors |Heads(Gi)| ≤ |Heads(Gj)|, car il existe une substitution
τ = σj ◦ σj−1 ◦ · · · ◦ σi+1 telle que Gj = τ [Gi]. Soit f la fonction définie sur {1, . . . , n} par
• f(1) = 1 ;
• si i > 1, soit E = { j > f(i− 1) | |Heads(Gf(i−1))| < |Heads(Gj)| } :
– si E 6= ∅ alors f(i) = min(E) ;
– sinon f(i) = n+ 1.
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Soit m = max({ i ∈ {1, . . . , n} | f(i) ≤ n }), on a donc i ≤ m si et seulement si f(i) 6= n+ 1. Par
définition de f , |Heads(Gf(i))| < |Heads(Gf(i+1))| } pour tout 1 ≤ i < m. Or 0 ≤ |Heads(Gf(i))| ≤
|Gf(i)| ≤ k pour tout i, donc m ≤ k + 1.
Pour tout i, 1 ≤ i ≤ m, et tout j, f(i) ≤ j < f(i + 1), on a |Heads(Gj)| = |Heads(Gf(i))| (par
définition de f ). Étant donné les propriétés vérifiées par les grammaires de la séquence, la proposition
6.23 s’applique à l’ensemble de grammaires {Gf(i), Gf(i)+1, . . . , Gf(i+1)−1}, donc f(i + 1) − f(i) ≤
MR × k × (Cao + 1) + 1.
Pour tout i ≥ 1, soit si la séquence définie par si = 〈Gf(i), Gf(i)+1, . . . , Gf(i+1)−1〉. La concaténa-
tion des si forme la totalité de la séquence de grammaires : s1 • s2 • · · · • sm = 〈G1, G2, . . . , Gn〉. Or
chaque si est de longueur inférieure ou égale à MR × k × (Cao + 1) + 1 et m ≤ k + 1, donc
n ≤ (MR × k × (Cao + 1) + 1)× (k + 1).
Le théorème ci-dessous conclut la preuve de l’élasticité finie des langages de structures des R-
grammaires par consommation stricte d’arguments. Il est suivi (comme dans la plupart des cas sem-
blables) de son corollaire pour les langages de chaînes, lorsqu’une relation finiment valuée peut être
établie entre les deux types de langages.
Théorème 6.1. Soit 〈O,R, s〉 un système deR-grammaires, avecR un ensemble de règles par consom-
mation stricte d’arguments. Soit G une classe de grammaires sur un vocabulaire Σ dans ce système, et
pour tout k ≥ 0 soit Gk = {G ∈ G | |G| ≤ k }.
Pour tout k ≥ 0, la classe de langages de structures { SL(G) |G ∈ Gk } a l’élasticité finie.
Démonstration. Soit G′ l’ensemble des R-grammaires ao-normales dans Gk, et G′′ le sous-ensemble
des grammaires faiblement ⊑-réduites dans G′. D’après la proposition 6.1 toute grammaire faiblement
réduite ne contient pas de types inutiles. Par conséquent, il découle du corollaire 6.10 qu’il existe une
constante C telle que n ≤ C pour tout ensemble {G1, G2, . . . , Gn} ⊆ G′′ tel qu’il existe une substitution
fidèle σi telle que Gi = σi[Gi−1] pour tout i > 1 et Gi 6≡ Gi−1. Ceci implique selon la proposition 6.4
qu’il existe une constante C ′ telle que G′′ ⊆MaxRed(G′,⊑, C ′).
De plus, le système de grammaires 〈SL(R)Σ,G, SL〉 a la densité finie bornée selon ⊑, d’après le
corollaire 6.1. Par application de la proposition 5.4, on obtient que la classe { SL(G) | G ∈ G′ } a
l’élasticité finie. Or d’après le corollaire 6.7 pour toute grammaire G de Gk il existe une grammaire ao-
normale G′ dans G′ telle que SL(G) = SL(G′) et |G′| ≤ |G| ≤ k, c’est-à-dire G′ ∈ G′. On obtient
donc
{ SL(G) |G ∈ G′ } = { SL(G) |G ∈ Gk },
par conséquent la classe { SL(G) |G ∈ Gk } a également l’élasticité finie.
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Rappelons que dans le cas des R-grammaires algébriques une règle A1 . . . An → A0 est strictement
décroissante si n ≥ 2 (définition 4.14), autrement dit la partie gauche de la règle contient au moins deux
types.
Corollaire 6.11. Soit 〈O,R, s〉 un système deR-grammaires, avec R un ensemble de règles strictement
décroissantes par consommation stricte d’arguments. Soit G une classe de grammaires sur un vocabu-
laire Σ dans ce système, et pour tout k ≥ 0 soit Gk = {G ∈ G | |G| ≤ k }.
Pour tout k ≥ 0, la classe de langages de chaînes { L(G) |G ∈ Gk } a l’élasticité finie.
Démonstration. Rappelons que L(G) = { prod(S) | S ∈ SL(G) } (définition 4.8). Soit R la relation
définie sur Σ∗ × SL(R) par x R S si et seulement si x ∈ prod(S) (autrement dit x est la phrase
représentée par la structure S) : on remarque que pour toute R-grammaire G R−1[SL(G)] = { x ∈
Σ∗ | ∃S ∈ SL(G) tel que x ∈ prod(S) } = L(G). Soit G ∈ Gk une R-grammaire k-bornée. R est
un ensemble de règles strictement décroissantes, donc pour tout x appartenant à L(G) le nombre de R-
structures telles que x ∈ prod(S) est borné : en effet, si |x| = n, une telle structure contient n nœuds
de règles locales et au maximum n − 1 nœuds de règles universelles. La relation R est donc finiment
valuée, or d’après la proposition 5.1 pour tout k ≥ 0 la classe {SL(G) |G ∈ Gk } a l’élasticité finie. Par
conséquent, d’après la proposition 2.14, la classe { L(G) |G ∈ Gk } a aussi l’élasticité finie.
Concernant les langages de chaînes, KANAZAWA avait également démontré que pour toute gram-
maire AB G contenant n règles il existe une grammaire de constituants algébrique G′ d’au plus 2n − 1
règles telle que L(G) = L(G′). Ce résultat est intéressant dans la mesure où il permet de démontrer
de façon différente l’élasticité finie des langages de chaînes des grammaires AB k-valuées : en effet, la
classe des grammaires AB k-valuées est ainsi entièrement incluse dans la classe des langages de gram-
maires algébriques d’au plus 2k|Σ| − 1 règles. Or cette classe a l’élasticité finie d’après le théorème de
SHINOHARA (corollaire 2.4, p. 67). Il est donc pertinent d’étudier la possibilité de borner le nombre de
règle d’une grammaire algébrique équivalente à une grammaire par consommation stricte d’arguments :
si cela était possible, alors la classe des langages de chaînes des grammaires par consommation stricte
d’arguments serait apprenable, et non seulement la sous-classe des grammaires utilisant des règles stric-
tement décroissantes.
Malheureusement une telle équivalence n’existe pas dans le cas des R-grammaires par consomma-
tion stricte d’arguments. Pour le montrer nous proposons ci-dessous un point limite (théorème 2.1) pour
les langages de chaînes desR-grammaires par consommation stricte d’arguments rigides : l’existence de
celui-ci implique que cette classe n’est pas apprenable (donc a fortiori celle des grammaires k-valuées),






) A/?B B → A (avec V ar(R/?1
) = {A,B}) ;
(R/?ε) A/
?B → A (avec V ar(R/?ε) = {A,B})
}
Notons que R est un ensemble de règles par consommation stricte d’arguments.
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La classe des R-grammaires admet le point limite suivant :
Soit Gn = { x ⊲ a ; b ⊲ An }, avec A0 = s et Xi = Xi−1/?a pour tout i > 0.
On constate aisément que L(Gn) ⊂ L(Gn+1) pour tout n ≥ 0, puisque L(Gn) = { bai | i ≤ n}.
Soit G∞ = { x ⊲ a/?a ; b ⊲ s/?a } : L(G∞) = {ba∗}, donc L(G∞) constitue un point limite pour cette
classe de R-grammaires.
L’exemple ci-dessus montre que la classe des R-grammaires par consommation stricte d’arguments
n’est pas apprenable à partir de chaînes.
6.5 Applications et résultats connexes
6.5.1 Classes de R-grammaires par consommation stricte d’arguments
Les critères nécessaires à l’application de ce résultat d’apprenabilité n’imposent pas de contraintes
“externes” sur la forme des types dans les grammaires (du type borne sur la taille), comme c’était le cas
avec le résultat présenté précédemment dans le chapitre 5. En revanche, ces critères sont extrêmement
stricts sur la forme des règles universelles autorisées : les opérateurs sont obligatoirement orientés (défini-
tion 6.4), et les règles par consommation stricte d’arguments doivent remplir un ensemble de conditions
très contraignantes (définition 6.7). Ces restrictions affaiblissent malheureusement beaucoup l’intérêt
d’un tel résultat, parce qu’elles excluent de fait la plupart des formalismes grammaticaux intéressants.
Bien entendu, dans la mesure où ce résultat est une généralisation de celui de KANAZAWA pour




(RFA) A/B B → A (avec V ar(RFA) = {A,B}) ;
(RBA) B B\A→ A (avec V ar(RBA) = {A,B})
}
En définissant de façon classique les positions arguments des opérateurs par arg/(1) = 0, arg/(2) =
1, arg\(1) = 1 et arg\(2) = 0, on constate qu’il s’agit bien d’opérateurs orientés. De plus les règles
FA et BA vérifient bien l’ensemble des conditions des règles par consommation stricte d’arguments :
A ∈ head∗(A/B), args∗(A/B) = {B} ⊆ V ar(RFA) et B ∈ args∗(A/B) (on vérifie facilement les
mêmes conditions pour la règle BA de façon symétrique).
Mais parmi les autres formalismes connus susceptibles d’être intégrés à ce résultat, aucun ne satisfait
les critères requis : même les règles des grammaires catégorielles combinatoires de STEEDMAN sont
trop complexes. Finalement, les grammaires catégorielles avec itérations (présentées dans la partie 4.3.2)
semblent être le seul formalisme pour lequel il existe un sous-ensemble de règles obéissant à ces critères.
Plus exactement, les seuls opérateurs utilisables dans contexte sont les opérateurs /? et\∗, dont les règles
sont :





) A/?B B → A (avec V ar(R/?1) = {A,B}) ;
(R/?ε) A/
?B → A (avec V ar(R/?ε) = {A,B}) ;
(R\?1
) B B\?A→ A (avec V ar(R\?1
) = {A,B}) ;
(R\?ε) B\
?A→ A (avec V ar(R\?ε) = {A,B}) ;


Avec les définitions habituelles arg/?(1) = 0, arg/?(2) = 1, arg\?(1) = 1 et arg\?(2) = 0, ces règles
vérifient elles aussi toutes les conditions des règles par consommation stricte d’arguments. On notera
notamment que rien n’interdit qu’il n’y ait qu’une seule occurence de B dans les règles R/?ε et R\?ε . On
peut donc conclure à cette modeste conséquence du théorème 6.1 : la classe des langages deR-structures
des familles de grammaires k-valuées (pour tout k ∈ N) utilisant tout ou partie des règlesRAB∪R? sont
apprenables. On ne peut malheureusement pas en dire autant des langages de chaînes, puisque les règles
R/?ε et R\?ε ne sont pas à diminution strictement limitée. Le corollaire 6.11 s’applique toutefois aux règles
FA et BA, on retrouve alors le résultat de KANAZAWA sur l’élasticité finie des langages de chaînes des
grammaires AB k-valuées.
Il est clair que le résultat que nous avons présenté est assez pauvre en termes d’applications. Il faut
tout de même signaler qu’il est possible que d’autres règles que celles présentées ci-dessus remplissent
les critères requis, même si peu de variations sont possibles. Par exemple, une règle de la forme
A B f(A, g(D, g(C,E)), B,D) D → g(C,E)
est correcte, avec argf (1) = argf (3) = argf (4) = 1, argf (2) = 0, argg(1) = 1 et argg(2) = 0. En
effet on a bien :
• g(C,E) ∈ head∗(f(A, g(D, g(C,E)), B,D)) ;
• args∗(f(A, g(D, g(C,E)), B,D)) = {A,B,C,D} ⊆ V ar(R) ;
• {A,B,D} ⊆ args∗(f(A, g(D, g(C,E)), B,D)) ;
• Il n’y a qu’une seule occurence de C dans f(A, g(D, g(C,E)), B,D).
Évidemment, on voit mal l’intérêt que pourrait avoir ce type de règle sur le plan linguistique. Cet
exemple n’a d’autre but que d’illustrer la possible inclusion dans notre résultat de règles dont la forme
est très éloignée de celle des grammaires AB. Même si cela demeure très hypothétique, on peut envisager
que cela soit utile à certains formalismes grammaticaux non traités ici.
6.5.2 Élasticité infinie des R-grammaires par consommation d’arguments
Le résultat positif que nous avons montré concernant l’élasticité finie des grammaires par consom-
mation stricte d’arguments donne une réponse partielle à la question ouverte de KANAZAWA. Mais ce
résultat est peu significatif seul, d’une part parce qu’il est très limité et d’autre part parce qu’il ne permet
pas de situer de façon plus précise la frontière entre les classes de langages ayant l’élasticité finie et
les autres. Nous proposons donc ci-dessous un résultat négatif d’élasticité finie pour les grammaires par
consommation d’arguments en général.
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6.5.2.1 Contre-exemple à l’élasticité finie
Exemple 6.3. Soit R l’ensemble de règles universelles défini par les règles
/ A/B B → A
/+i A/
+B B → A/+B
/+ε A/
+B B → A




{ ai−1 7→ ai/+bi ; bi−1 7→ bi } si i est impair ;
{ ai−1 7→ ai ; bi−1 7→ bi/+ai } si i est pair.
Pour tout i > 0, soit Gi = σi[Gi−1].
Le fait que SL(Gi−1) ⊆ SL(Gi) (pour tout i > 0) est une conséquence directe de la proposition
4.11. Nous allons montrer qu’il existe parallèlement à la séquence 〈Gi〉i≥0 une séquence 〈ei〉i>0 telle
que ei /∈ Gj pour tout j < i.
Proposition 6.24. Pour tout i > 0, il existe un arbre de dérivation complet pour la grammaire Gi
contenant
• si i est pair, un sous-arbre de racine ai et un sous-arbre de racine bi/+ai ;
• si i est impair, un sous-arbre de racine ai/+bi et un sous-arbre de racine bi.
Démonstration. Par induction sur i.






+b1, z), l(b1, w)))
contient bien un nœud de type a1/+b1 et un nœud de type b1.
i > 1. Cas 1 : i est impair. On suppose que la propriété est vraie pour i − 1 : il existe un arbre de
dérivation pour Gi−1 contenant un sous-arbre de racine ai−1 et un sous-arbre de racine bi−1/+ai−1 (car
i − 1 est pair). Gi = σi[Gi−1], avec σi = { ai−1 7→ ai/+bi ; bi−1 7→ bi }, donc il existe un arbre de
dérivation T pour Gi contenant
• un sous-arbre T ′ de racine σi(ai−1) = ai/+bi
• et un sous-arbre T ′′ de racine σi(bi−1/+ai−1) = bi/+(ai/+bi).
Soit T ′′′ = /+ε (bi, T ′′, T ′) : cet arbre partiel est correctement formé car bi/+(ai/+bi) ai/+bi →/+ε bi,
et les arbres T ′ et T ′′ existent. En insérant l’arbre /+i (ai/+bi, T ′, T ′′′) à l’emplacement de T ′ dans T , on
obtient un arbre de dérivation complet pour Gi contenant les sous-arbres T ′ de racine ai/+bi et T ′′′ de
racine bi.
Cas 2 : i est pair. On suppose que la propriété est vraie pour i − 1 : il existe un arbre de dérivation
pour Gi−1 contenant un sous-arbre de racine ai−1/+bi−1 et un sous-arbre de racine bi−1 (car i − 1 est
impair). Gi = σi[Gi−1], avec σi = { ai−1 7→ ai ; bi−1 7→ bi/+ai }, donc il existe un arbre de dérivation
T pour Gi contenant
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• un sous-arbre T ′ de racine σi(ai−1/+bi−1) = ai/+(bi/+ai)
• et un sous-arbre T ′′ de racine σi(bi−1) = bi/+ai.
Soit T ′′′ = /+ε (ai, T ′, T ′′) : cet arbre partiel est correctement formé car ai/+(bi/+ai) bi/+ai →/+ε
ai, et les arbres T ′ et T ′′ existent. En insérant l’arbre /+i (bi/+ai, T ′′, T ′′′) à l’emplacement de T ′′ dans
T , on obtient un arbre de dérivation complet pour Gi contenant les sous-arbres T ′′ de racine bi/+ai et
T ′′′ de racine ai.
Proposition 6.25. Il existe une séquence de R-grammaires 〈G′i〉i≥0 et une séquence de R-structures
〈ei〉i>0 telle que ei /∈ G′j pour tout j < i.
Démonstration. On définit la séquence infinie 〈G′i〉i≥0 comme la sous-séquence des Gi définies dans
l’exemple 6.3 formée uniquement des indices pairs : soit G′i = G2i pour tout i ≥ 0.
Selon la proposition 6.24, pour tout i > 0 il existe un arbre de dérivation complet pour G2i contenant
un sous-arbre de racine a2i : soit ei laR-structure dont cet arbre est l’instance, ei ∈ SL(G′i). Clairement
la forme de toute grammaire G′i impose que tout type ai soit formé à partir de la règle z 7→ Ai, avec
Ai = (τi◦τi−1 ◦· · ·◦τ1)(a0) (avec τ2i = σi ◦σi− 1), à l’aide d’un sous-arbre dont la branche principale
passe par tous les éléments de head∗(Ai). Ceci ne peut se faire qu’en utilisant |head∗(Ai)| fois la règle
/+ε . Mais |head∗(Ai)| = i, donc cela n’est possible que pour les grammaires G′j telles que j ≥ i.
Théorème 6.2. Il existe des classes de R-grammaires par consommation d’arguments dont les classes
de langages correspondantes ont l’élasticité infinie.
Démonstration. Nous avons exhibé une telle classe dans l’exemple 6.3, dont nous avons prouvé l’élasti-
cité infinie dans la proposition 6.25.
Il convient de rappeler que l’élasticité infinie d’une classe de langages n’implique pas la non appre-
nabilité de cette classe. Ce contre-exemple est seulement destiné à montrer que la méthode utilisée sur
les grammaires AB par KANAZAWA dans [60], qui repose sur l’élasticité finie, n’est pas généralisable
à l’ensemble des grammaires par consommation d’arguments. La question de l’existence de classes de
langages (de structures) non apprenables parmi les grammaires par consomation d’arguments est laissée
ouverte.
6.5.2.2 Discussion
il est intéressant de constater que l’ensemble R proposé dans l’exemple 6.3 a certaines propriétés
dont on aurait pu supposer qu’elles permettraient au contraire d’aboutir à l’élasticité finie. En effet on
peut voir que toutes les règles respectent la condition de “consommation obligatoire d’arguments” :
Définition 6.15 (Règles par consommation obligatoire d’arguments). Soit R = A1 . . . An → B une
règle par consommation d’arguments, dont Ah est le type consommateur. R est une règle par consom-
mation obligatoire d’arguments si l’équivalence suivante est vérifiée :
1 ≤ i ≤ n et i 6= h si et seulement si Ai ∈ args∗(Ah).
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En d’autres termes, de telles règles imposent que tout argument du type consommateur soit effective-
ment consommé (alors que dans le cas général, les arguments peuvent “disparaître” du type consomma-
teur sans qu’un type identique à cet argument ne soit présent dans la dérivation). Cette propriété présente
l’avantage de garantir la présence d’un sous-arbre strict pour chaque argument d’un type t dans un arbre
de dérivation de racine t, comme le montre la proposition ci-dessous.
Proposition 6.26. Soit G = 〈Σ, P r, ⊲〉 une grammaire dans le système de R-grammaires par consom-
mation obligatoire d’arguments 〈O,R, s〉.
S’il existe un arbre de dérivation (partiel) P tel que racine(P ) = t, alors il existe t′ ∈ Lex(G) et
w ∈ prod(P ) tels que les conditions suivantes sont vraies :
(i) w ⊲G t′ ;
(ii) t ∈ head∗(t′) ;
(iii) pour tout u ∈ head∗(t′)\head∗(t) et tout u′ ∈ args(u), P contient strictement un sous-arbre dont
la racine est u′.
Démonstration. Les conditions (i) et (ii) sont démontrées dans la proposition 6.11, nous donnons donc
ici seulement la partie de la preuve spécifique à la condition (iii). Par induction sur la hauteur de l’arbre
h(P ).
• h(P ) = 0. dans ce cas t = t′ donc head∗(t′) \ head∗(t) est vide : évident.
• h(P ) > 0. Il existe t′ ∈ Lex(G) tel que w ⊲ t′ et t ∈ head∗(t′) (proposition 6.11). Soit P =
[R](t, P1, . . . , Pn) et ti = racine(Pi) pour tout i. Soit h la position du type consommateur dans la
règle R, th étant le type consommateur. t ∈ head∗(th), donc par définition head∗(t′)\head∗(t) =
(head∗(t′) \ head∗(th)) ∪ (head
∗(th) \ head
∗(t)). Soit u ∈ head∗(t′) \ head∗(t) :
1. si u ∈ head∗(t′) \ head∗(th) : par hypothèse d’induction la propriété est vraie sur Ph car
h(Ph) < h(P ). De plus tout sous-arbre strict de Ph est aussi un sous-arbre strict de P , donc
la propriété (iii) est vérifiée.
2. si u ∈ (head∗(th) \ head∗(t)) : soit R = A1 . . . An → A0 et σ la substitution telle que
σ(Ai) = ti pour tout i > 0 et σ(A0) = t. On a donc u ∈ (head∗(σ(Ah)) \ head∗(σ(A0))).
Ceci implique qu’il existe a ∈ head∗(Ah)\head∗(A0) tel que σ(a) = u (car head∗(σ(Ah))\
head∗(σ(A0)) = { σ(a) | a ∈ head∗(Ah) \ head
∗(A0) }). a /∈ head∗(A0) donc a 6=
head(Ah), par conséquent a est un type complexe. Comme σ(a) = u et u′ ∈ args(u),
il existe a′ ∈ args(a) tel que σ(a′) = u′. Or a′ ∈ args∗(Ah) et R est une règle par
consommation obligatoire d’arguments, donc il existe i 6= h tel que Ai = a′, d’où ti =
σ(Ai) = σ(a
′) = u′. ti est la racine du sous-arbre strict Pi dans P , par conséquent la
propriété (iii) est vérifiée.
Cette propriété rejoint partiellement la propriété décrite dans la proposition 6.20 pour les grammaires
par consommation stricte d’arguments, dans le sens où ici la construction d’un type nécessite auparavant
la construction de tous ses arguments. Mais contrairement au cas des grammaires par consommation
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stricte d’arguments (corollaire 6.8), on voit ici dans l’exemple 6.3 qu’un sous-type strict de σ(x) (avec
x ∈ Heads(G)) peut très bien être un type faisable pour la grammaire σ[G]. Ainsi il n’y a pas de
limite dans les combinaisons de types “nouveaux” (issus d’une substitution) et “anciens” (images de
types existants avant la substitution), donc pas de limite au nombre de grammaires différentes qu’on peut
obtenir par substitution.
Ces considérations peuvent sembler être des détails techniques peu pertinents, pourtant cet aspect
mérite un tel éclaircissement car le lemme clé (Key lemma) 5.56 (p. 76 dans [60], reprise dans ce do-
cument en tant que proposition 3.10, p. 79) de KANAZAWA est relativement ambigu sur ce point. En
effet, la démonstration proposée par KANAZAWA utilise la notion de “dépendance” d’un type sur un
autre (x depends on y) : un type primitif a dépend d’un type primitif b si tous les types de Lex(G) ayant
a pour type tête ont b pour argument, c’est-à-dire si t ∈ Lex(G) et a = head(t) alors b ∈ args∗(t).
La démonstration se conclut en montrant que sous les contraintes que |Heads(G)| = |Heads(σ[G])|,
|V ar(G)| = |V ar(σ[G])|, avec G et G′ sans types inutiles, si σ n’est pas un renommage alors il existe
une chaîne infinie de dépendances entre types primitifs. Cette chaîne infinie implique qu’il existe un type
dépendant de lui-même, ce type est donc inutile d’où contradiction : σ ne peut être qu’un renommage. Le
léger flou sur la notion de “type dépendant d’un autre” n’empêche pas la démonstration d’être valide pour
le cas des grammaires AB, car effectivement un type qui dépend de lui-même dans ce cadre est inutile.
En fait cela est dû au fait que les règles des grammaires AB sont à la fois des règles par consomma-
tion obligatoire d’arguments et par consommation stricte d’arguments : la notion de dépendance utilisée
semble insister sur le fait qu’un type b est nécessaire pour construire un type a (consommation obliga-
toire), alors que c’est le fait que l’argument soit toujours éliminé du type consommateur (consommation
stricte) qui joue le rôle le plus important pour parvenir à l’élasticité finie.
6.6 Conclusion
Dans [60], la question de l’existence de classes de grammaires combinatoires générales (autres que
les grammaires AB) ayant l’élasticité finie était laissée ouverte. Nous avons donné dans ce chapitre
une condition suffisante sur les ensembles de règles universelles pour que les classes de R-grammaires
correspondantes k-bornées aient l’élasticité finie. Comme on l’a vu, cette condition est extrêmement
restrictive, et ne s’éloigne de fait que très peu du cas des grammaires AB, pour lesquelles l’élasticité
finie a été démontrée par KANAZAWA dans [60]. Mais nous avons également démontré qu’en s’éloignant
seulement “un peu plus” du cas où la condition suffisante que nous proposons est remplie, on obtenait
au contraire l’élasticité infinie. Bien entendu rien ne prouve qu’il n’y ait pas des classes de GCG avec
l’élasticité finie “ailleurs”, c’est-à-dire en ne recherchant plus cette propriété selon la méthode employée
pour les grammaires AB. Cependant les grammaires AB étant l’unique cas connu à ce jour de classe de
langage suffisamment riche avec l’élasticité finie, on est en droit de supposer que nos résultats signifient
que la frontière séparant les classes de grammaires combinatoires générales ayant l’élasticité finie de
celles qui ne l’ont pas est finalement très proche des grammaires AB.
COSTA FLORÊNCIO avait étudié cette même question dans [32] (ainsi que dans sa thèse [35]). Dans
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ce travail, COSTA FLORÊNCIO propose une transformation générique de règles universelles en un en-
semble de règles de forme identique à celle des grammaires AB, de manière à rapporter le problème
de l’élasticité finie des classes de grammaires utilisant des règles transformables de cette façon au cas
déjà démontré par KANAZAWA des grammaires AB. À l’aide du théorème de KANAZAWA concernant
l’élasticité finie avec une relation finiement valuée (théorème 2.14), il obtient une condition suffisante
sur les règles universelles pour l’élasticité finie des classes de grammaires ainsi transformée. Cependant
ce résultat comporte un inconvénient non négligeable : la transformation requise pour convertir les gram-
maires de sorte que celles-ci utilisent les règles équivalentes similaires aux grammaires AB ne préserve
pas la borne sur le nombre de règles. Ceci signifie que pour une classe deR-grammaires G k-bornée don-
née, l’existence d’un k′ tel que l’image de G par la transformation soit k′-bornée n’est pas garantie, car
le nombre de règle d’une grammaire transformée dépend notamment du degré des types de la grammaire
d’origine :
La valeur de k dépend à la fois de R et (du degré) des types de la grammaire G (qui est fini
mais non borné). [35]
C’est pourquoi le résultat de COSTA FLORÊNCIO ne peut s’interpréter que dans le contexte de la
transformation qu’il propose, ce qui en limite la portée. À l’inverse, notre résultat donne des conditions
suffisantes (qui portent aussi sur les règles) aboutissant directement à l’élasticité finie de la classe de
grammaires k-bornées correspondante.
Finalement, nous avons montré que le critère des grammaires par consommation stricte d’arguments
est une condition suffisante pour l’élasticité finie des grammaires combinatoires générales (lexicalisées et
algébriques) k-bornées. Ceci a pour conséquences l’apprenabilité des classes de langages deR-structures
de ces grammaires, et celle des langages de chaînes sous la restriction des règles strictement décrois-
santes. Le critère utilisé impose des contraintes fortes sur la forme des règles universelles. Mais contrai-
rement à la condition suffisante des grammaires à arguments bornés présentée dans le chapitre 5, il ne re-
quiert pas de limite particulière sur les types utilisés dans les grammaires. Il s’agit donc d’un résultat plus
clair, au sens où la classe de langages complète est apprenable pour les familles de grammaires concer-
nées (toujours sous la restriction du nombre de règles borné bien sûr). Nous avons ainsi obtenu deux
résultats d’apprenabilité complémentaires, l’un relativement riche sur le plan des formalismes gramma-
ticaux qui y sont potentiellement inclus mais limité au niveau de la forme des grammaires, l’autre plus
restreint sur les formalismes mais non limité par la forme des grammaires.
PARTIE III






’UN POINT DE VUE THÉORIQUE, NOUS AVONS VU DANS LES CHAPITRE PRÉCÉDENTS QU’UN
CERTAIN NOMBRE DE CLASSES DE LANGAGES SONT APPRENABLES DANS LE MODÈLE DE
GOLD. PARMI CELLES-CI, NOUS AVONS MONTRÉ QUE CERTAINES PERMETTENT DE REPRÉSEN-
TER DE FAÇON ASSEZ SATISFAISANTE LES LANGUES NATURELLES, À L’AIDE DE FORMALISMES
GRAMMATICAUX RELATIVEMENT BIEN ADAPTÉS. MAIS LA MISE EN ŒUVRE CONCRÈTE DE L’AP-
PRENTISSAGE AUTOMATIQUE SOULÈVE DE NOMBREUSES DIFFICULTÉS, EN TERMES D’EFFICACITÉ
ALGORITHMIQUE ET DE DISPONIBILITÉ DES DONNÉES NÉCESSAIRES À CELLE-CI NOTAMMENT. LA
MAJORITÉ DES ALGORITHMES D’APPRENTISSAGE EXISTANTS UTILES (PERMETTANT D’ACQUÉRIR
DES CLASSES DE LANGAGES INTÉRESSANTES) SONT EN EFFET DE COMPLEXITÉ EXPONENTIELLE.
NOUS ABORDONS DANS CE CHAPITRE UN ASPECT DE CE PROBLÈME, CELUI DU MANQUE D’EFFI-
CACITÉ DANS LE CAS DE L’APPRENTISSAGE À PARTIR DE SIMPLES PHRASES. NOUS PROPOSONS DE
RENDRE LE CONTEXTE DE L’APPRENTISSAGE PLUS SOUPLE, À TRAVERS LE PRINCIPE DE L’APPREN-
TISSAGE PARTIEL. NOUS MONTRONS EN QUOI CETTE MÉTHODE EST PERTINENTE, À L’AIDE D’UNE
EXPÉRIMENTATION AVEC LES GRAMMAIRES DE LIENS, PORTANT SUR DES DONNÉES DE TAILLE
MOYENNE.
7.1 Introduction
Il est clair que le critère d’identification à la limite, défini comme base de l’apprenabilité, fait du
modèle de GOLD une formalisation uniquement théorique du processus d’apprentissage. En effet, si
ce critère garantit bien l’existence d’un algorithme d’apprentissage pour les classes de langages ap-
prenables (autrement dit la décidabilité du problème de l’identification à la limite pour cette classe de
langages), il ne donne aucune assurance d’une quelconque notion d’efficacité pour cet algorithme. C’est
pourquoi la plupart des algorithmes d’apprentissage universels sont totalement inutilisables en pratique :
typiquement, il n’est en aucun cas envisageable d’énumérer par ordre lexicographique l’ensemble des
grammaires de la classe étudiée après chaque nouvel exemple. Ainsi, la mise en œuvre de l’appren-
tissage nécessite au minimum que l’algorithme soit capable de construire une grammaire à partir des
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données dont il dispose, sans avoir à effectuer une recherche systématique dans l’ensemble de la classe
de grammaires. De plus, il est souhaitable que la construction de la grammaire soit réalisable en un temps
raisonnable.
De tels algorithmes d’apprentissage existent, bien sûr : c’est notamment le cas de l’algorithme RG
proposé initialement par BUSZKOWSKI, qui apprend la classe des langages de FA-structures des gram-
maires AB rigides (voir partie 3.2). Cet algorithme est de complexité polynomiale, de même que la géné-
ralisation (présentée dans la partie 4.4.2) qui en est tirée pour les grammaires combinatoires générales1 .
Mais par rapport aux applications aux langues naturelles, ce type d’algorithme présente deux défauts
majeurs (détaillés dans la partie 3.2.4) : la limitation aux grammaires rigides et la nécessité de structures
complexes en entrée. Pour les grammaires AB, KANAZAWA a proposé un algorithme qui apprend la
classe des langages de chaînes de grammaires AB k-valuées, mais celui-ci est de complexité exponen-
tielle. COSTA FLORÊNCIO a démontré dans [34] et [33] qu’il s’agit en fait d’un problème NP-dur (voir
partie 3.3).
Dans ce chapitre nous abordons le problème de la mise en œuvre d’algorithmes d’apprentissage sur
des données réelles en langage naturel. Ce problème étant très complexe, nous nous limitons2 ici à étudier
la question de la nature des données requises par l’algorithme en entrée. Dans le cadre des algorithmes
de type RG, il s’agit de trouver le moyen d’apprendre “en temps raisonnable”, sans pour autant avoir
besoin de structures complexes telles que les FA-structures. Autrement dit, nous cherchons à apprendre
un langage à partir de phrases simples, en limitant l’explosion combinatoire due à la multiplicité des
structures possibles pour une phrase. Dans ce but, nous proposons d’assouplir le cadre de l’apprentis-
sage, en fournissant à l’algorithme une partie de la grammaire qu’il doit apprendre. Nous présentons
donc un algorithme d’apprentissage partiel, dont le fonctionnement doit permettre de tirer profit des
informations de la grammaire initiale pour pallier l’absence des informations qui auraient été apportées
par des structures.
Nous évaluons ensuite la faisabilité de l’approche proposée, à l’aide du lexique anglais proposé
par les auteurs des grammaires de liens SLEATOR et TEMPERLEY. Même si ces données sont relati-
vement simples et de taille limitée, il s’agit d’une grammaire assez complète de l’anglais. En ce sens,
cette première expérimentation est représentative des problèmes que pose le passage à l’échelle de véri-
tables données textuelles pour l’apprentissage automatique. Les résultats obtenus semblent indiquer que
l’apprentissage partiel répond de façon satisfaisante au problème de la nature des données requises par
l’algorithme d’apprentissage.
L’acquisition automatique de grammaires d’après corpus est une problématique qui a déjà fait l’objet
de plusieurs travaux. Dans le domaine des grammaires catégorielles, HOCKENMAIER a réalisé l’acqui-
sition d’un lexique de l’anglais sous forme de grammaires catégorielles combinatoires, à partir du Penn
Treebank [55], [30]. MOOT a réalisé l’acquisition d’un lexique de grammaires catégorielles multimo-
dales pour son prouveur de théorèmes Grail [71], [73], [72]. Il est clair que ces précédents travaux sont
1Sous réserve que la relation ∼, qui est un paramètre de l’algorithme, soit vérifiable sur tout couple de types en temps
polynomial.
2On se limite également ici au simple cadre des grammaires combinatoires générales algébriques et lexicalisées.
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nettement plus aboutis que les nôtres, puisque dans les deux cas un lexique complet et utilisable a été
obtenu. Mais nos travaux s’inscrivent dans une perspective très différente des leurs : nous poursuivons
l’objectif de respecter les contraintes strictes du modèle de GOLD, qui constituent une garantie de pré-
cision très importante. À l’inverse, dans les travaux d’acquisition cités plus haut, diverses techniques
propres aux données et/ou à la langue étudiée sont utilisées pour parvenir au résultat. De plus, nos tra-
vaux se distinguent également des leurs par l’absence totales d’informations structurées sur les phrases.
Remarque : Ce chapitre reprend nos travaux précédemment publiés dans les articles [77] et [75] (ainsi
que dans [76], dans une moindre mesure).
7.2 Apprentissage partiel de grammaires lexicalisées rigides
L’application des algorithmes d’apprentissage de grammaires combinatoires générales rigides se
heurte donc au problème classique du rapport entre quantité d’information en entrée et efficacité de
l’algorithme : soit l’algorithme est polynomial mais nécessite des R-structures trop complexes, soit l’al-
gorithme n’utilise que des phrases brutes mais est alors exponentiel, donc tout aussi peu utilisable dans
le cadre de réelles applications. Précisons que l’on s’intéresse ici uniquement au problème de l’appren-
tissage sansR-structures, en restant dans le cas des grammaires rigides. Ce second problème sera discuté
dans la partie 7.2.4.1.
7.2.1 Méthode
Nous proposons ici un compromis dans lequel les informations que constituent les R-structures
(ou FA-structures dans le cas spécifique des grammaires AB) sont remplacées par celles fournies par
une grammaire initiale, de manière à maintenir un niveau acceptable d’efficacité. Pour des grammaires
totalement lexicalisées, telles les grammaires catégorielles, l’hypothèse qu’une partie de la grammaire
à apprendre soit connue au départ est réaliste : en effet, cette partie est simplement constituée d’un
ensemble de mots auxquels sont associés un ensemble de types.
Afin de montrer combien l’analyse syntaxique et l’apprentissage sont liés dans le cas des grammaires
catégorielles, nous proposons ci-dessous (figure 7.1) un petit programme Prolog qui est à la fois un
analyseur syntaxique de grammaires AB, un algorithme d’apprentissage de grammaires rigides et un
algorithme d’apprentissage partiel. Le point commun entre l’analyse et l’acquisition est la recherche de
la structure : dans le premier cas celle-ci garantit l’appartenance de la phrase au langage en utilisant les
catégories, et dans le second elle induit les catégories des mots inconnus. Cet algorithme naïf, qui repose
entièrement sur le moteur Prolog pour la recherche d’une dérivation et/ou le calcul des types inconnus
du lexique, illustre aussi l’importance de l’unification dans le processus de dérivation des grammaires
catégorielles.
Bien sûr ce type de programme est extrêmement peu efficace, qu’il soit utilisé comme analyseur ou
comme algorithme d’apprentissage : dans les deux cas il effectue d’abord une recherche systématique du
parenthésage en constituants de la phrase fournie, avant de vérifier si cette structure peut correspondre
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:-op(400,xfx,/).
:-op(400,xfx,\).
regle(A/B,B,A). % Forward Application (FA)
regle(B,B\A,A). % Backward Application (BA)




deriv(Lexique, [Mot], T) :-
member(def(Mot,T), Lexique).





exemple(X) :- % ’Marie’ de type inconnu :





deriv(Lex, [ ’Pierre’, ’aime’, ’Marie’ ], s),
deriv(Lex, [ ’Marie’, ’aime’, ’Pierre’ ], s).
Figure 7.1 – Analyse syntaxique et/ou apprentissage naïf en Prolog
(par unification) aux données dont il dispose. On voit cependant qu’il peut aussi bien être utilisé
• comme analyseur : le lexique est entièrement défini, et le prédicat deriv termine avec succès si
et seulement si la phrase appartient au langage ;
• comme algorithme d’apprentissage traditionnel à partir de simples phrases : tous les types du
lexique sont des variables. Le prédicat deriv fournira autant de solutions qu’il y a de grammaires
compatibles avec les phrases données.
• comme algorithme d’apprentissage partiel (cf. exemple) : une partie des types du lexique sont
définis tandis que les autres sont des variables. Le prédicat deriv fournira autant de solutions
qu’il y a de grammaires compatibles avec les phrases données et le lexique.
On peut noter que cet algorithme termine toujours, car le nombre de parenthésages d’une phrase en
constituants (non vides) est borné.
Afin d’optimiser l’utilisation des informations fournie dans la grammaire initiale, on peut procéder de
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la même manière que pour l’analyse syntaxique (parsing) : chercher tous les types possibles pour tous les
constituants complets (c’est-à-dire ne contenant aucun mot dont le type est inconnu). Selon la proportion
de mots inconnus dans la phrase et leur répartition, cela permet de limiter l’explosion combinatoire
dûe aux différentes structures possibles. L’algorithme RGPL proposé ci-dessous utilise une méthode de
parsing incrémental de type CYK (voir [31],[62],[110]), de manière à guider la construction de l’arbre
de dérivation par les types fournis dans la grammaire initiale.
7.2.2 Algorithme
L’algorithme RGPL (Rigid Grammars Partial Learning) prend en entrée une phrase w1, .., wn et
une grammaire initiale G0, composée de règles associant un type à un mot, de la forme w ⊲ t. La ver-
sion présentée ci-dessous (algorithme 7.1) généralise celle présentée dans [75] pour les grammaires AB
aux grammaires combinatoires générales : ceci est simplement réalisé à l’aide de la sous-procédure
apply_rules, dont le rôle est de tenter d’appliquer les règles universelles R propres à la famille de
grammaires considérée, et de renvoyer l’ensemble des possibilités d’applications (couples type et sub-
stitutions) le cas échéant. La forme des règles universelles est cependant limitée ici aux règles binaires
(A1 A2 → A0), puisque nous utilisons un algorithme de type CYK (cette simplification n’est pas
indispensable : il suffirait d’utiliser un algorithme basé sur celui d’EARLEY [45] pour supprimer cette
limitation).
L’algorithme 7.1 renvoie l’ensemble des grammaires rigides solutions, c’est-à-dire celles contenant
les règles de la grammaire initiale et acceptant la phrase w1, . . . , wn. L’algorithme 7.2 est un exemple
de procédure apply_rules pour les grammaires AB. Les règles universelles appliquées3 sont donc les
règles FA et BA classiques.
Remarque : dans l’algorithme 7.1, Id désigne la substitution identité. Il est également utile de noter que
(σu ◦ σl) = (σu ◦ σr) car σu est défini comme le MGU de σl et σr.
Précisons que l’algorithme 7.1 présenté ici ne décrit le fonctionnement que pour une phrase, car il
s’agit de la seule partie significative de l’apprentissage partiel. L’algorithme d’apprentissage complet
doit simplement utiliser RGPL pour chaque phrase donnée en entrée, puis calculer l’unifieur le plus
général de la famille d’ensembles {A1, A2, . . . , A|Σ|}, avec Ai l’ensemble des types associés au mot wi
par l’une des grammaires renvoyées par RGPL. Cette seconde phase est identique à la phase d’unification
de l’algorithme RG d’origine (partie 3.2, aussi décrite sous la forme généralisée dans la partie 4.4.2.2).
De même que dans l’algorithme d’apprentissage à partir de R-structures, cet algorithme utilise
des termes qui peuvent contenir des variables. Ces variables sont progressivement instanciées selon les
contraintes imposées par les règles universelles, en particulier dans le cas où le type est combiné avec
un type sans variable. Dans ce but, à chaque étape on vérifie pour chacune des règles s’il existe une
substitution permettant d’unifier les types en entrée avec les types de la règle, et le cas échéant on ren-
3Il n’est pas difficile de trouver un algorithme générique effectuant cette procédure pour tout ensemble de règles R (sur le
modèle de l’algorithme 4.1, p. 116). Nous omettons cette version plus générale car elle serait évidemment plus complexe, or la
généricité n’est pas l’aspect le plus important de la partie présente.
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RGPL(G0, [w1, w2, .., wn])
[Initialisation]
Lex← {(W,T ) | (W ⊲ T ) ∈ G0}
Créer une matrice vide M [1..n, 1..n]
Pour i de 1 à n faire
Si (∃ T tel que (wi, T ) ∈ Lex) Alors
M [i, i]← {(T, Id)}
Sinon
créer une nouvelle variable V
Lex← Lex ∪ {(wi, V )}
M [i, i]← {(V, Id)}
Fin Si
Fin Pour
[Processus de dérivation/apprentissage partiel]
Pour i de 2 à n faire
Pour j de i− 1 à 1 faire
Pour k de j à i− 1 faire
Pour chaque (Tl, σl) ∈M [j, k] faire
Pour chaque (Tr, σr) ∈M [k + 1, i] faire
Si (∃ σu = mgu(σl, σr)) Alors







[Application des substitutions compatibles]
Res← ∅
Pour chaque (T, σ) ∈M [1, n] faire
Si (∃ τ tel que τ(T ) = S) Alors




ALG. 7.1 – Apprentissage partiel
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apply_rules_AB(Tl ,σl,Tr,σr,σu)
Res← ∅
Créer deux nouvelles variables A, B
Si (∃ σFA = mgu({{σu(Tl), A/B}, {σu(Tr), B}})) Alors
Res← Res ∪ {(σFA(A), σFA ◦ σu ◦ σl}
Fin Si
Créer deux nouvelles variables A′, B′
Si (∃ σBA = mgu({{σu(Tl), B′}, {σu(Tr), B′\A′}})) Alors
Res← Res ∪ {(σBA(A′), σBA ◦ σu ◦ σl}
Fin Si
Renvoyer Res
ALG. 7.2 – Apprentissage partiel, sous-procédure apply_rules_ab
voie le type résultant de cette substitution et la composition de cette substitution avec les précédentes.
Chaque type “réalisable” par un constituant est accompagné de la substitution qui permet de l’obtenir.
Cette substitution porte sur les variables associées aux mots inconnus de ce constituant, afin de vérifier
lors de chaque combinaison de types que leurs substitutions sont compatibles (par calcul du MGU). Bien
sûr, à la différence du cas de l’apprentissage avec structures, il est possible (et fréquent) qu’une variable
ne soit pas totalement instanciée, ou que plusieurs instanciations soient possibles.
Il est important de noter que malgré son fonctionnement “de type CYK” la complexité de cet algo-
rithme n’est évidemment pas polynomiale en général. En effet, le nombre de couples (T, σ) dans chaque
case de la matrice M peut croître de manière exponentielle. C’est notamment le cas lorsque tous les mots
sont inconnus (la grammaire initiale est vide) : on se trouve alors dans le cas précédent d’apprentissage
à partir de simples phrases, et l’algorithme doit calculer l’ensemble des structures possibles.
7.2.3 Exemple
Soit G0 la grammaire initiale définie par le lexique suivant4
{ un : SN/N, homme : N, poisson : N, nage : SN\S, vite : (SN\S)\(SN\S) }.
Soit “un homme court” la phrase donnée comme entrée à l’algorithme, où “court” est un mot
inconnu.
1. Initialisation :
M [1, 1]← (SN/N, ∅)
M [2, 2]← (N, ∅)
M [3, 3]← (x1, ∅) et Lex← Lex ∪ {(court, x1)}
4On peut noter dans cette grammaire que le type des noms N est un argument du type du déterminant SN/N , et non
l’inverse : il s’agit de la notation classique dans les grammaires catégorielles.
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2. Dérivation :
i = 2, j = 1, k = 1 : M [1, 2]← (SN, ∅) (FA)
i = 3, j = 2, k = 2 : M [2, 3]← (x2, {x1 7→ N\x2}) (BA)
i = 3, j = 1, k = 1 : M [1, 3]← (SN, {x1 7→ N\N}) (FA)
i = 3, j = 1, k = 1 : M [1, 3]← (x3, {x1 7→ N\((SN/N)\x3)}) (BA)
i = 3, j = 1, k = 2 : M [1, 3]← (x4, {x1 7→ SN\x4)}) (BA)
3. Substitutions compatibles avec S :
τ(SN) = S ? impossible
τ(x3) = S ? {x1 7→ N\((SN/N)\S)}
τ(x4) = S ? {x1 7→ SN\S}
Après cet exemple, il y a deux grammaires dans l’ensemble des solutions : l’une définit “court” par
le type N\((SN/N)\S), l’autre par le type SN\S. Si l’exemple “un homme court vite” apparaît plus
tard dans la séquence d’exemples, la première solution sera éliminée, car il n’existe pas de substitution
sur les règles universelles permettant de combiner N \((SN/N)\S) avec le type de l’adverbe vite,
(SN\S)\(SN\S).
7.2.4 Discussion
L’algorithme RGPL, malgré son apparence très différente, est très proche dans le principe de l’al-
gorithme RG de BUSZKOWSKI (ou de l’algorithme 4.4 dans la version généralisée). Dans les deux cas,
tout repose sur le fait que les règles universelles s’appliquent uniquement si une substitution existe. Ceci
permet de rechercher les solutions en calculant à chaque pas un unifieur le plus général, ce qui garantit
à la fois l’adéquation des solutions trouvées aux informations disponibles (la solution est la plus pré-
cise possible par rapport aux données), et l’absence de surgénéralisation (la solution ne sera jamais en
contradiction avec une donnée pas encore disponible). C’est aussi en grande partie ce fonctionnement
basé sur l’unification qui rend possible l’apprentissage partiel, puisqu’il autorise la présence simultanée
de variables instanciées et non instanciées. Bien entendu, le principal problème demeure l’absence de
garantie d’efficacité de ce type d’algorithme, puisque celle-ci dépend totalement de la proportion et de la
répartition des mots connus et inconnus.
7.2.4.1 Contrainte de rigidité et grammaire minimale
L’algorithme RGPL présenté ci-dessus apprend uniquement des grammaires rigides. Plus exacte-
ment, les mots définis dans la grammaire initiale pourraient avoir plusieurs catégories, mais l’algorithme
unifie tous les types d’un même mot inconnu. Dans le cas des grammaires AB, il serait possible de gérer
des grammaires k-valuées, mais cela serait contraire à l’objectif puisque l’algorithme deviendrait très ra-
pidement inexploitable : il serait en effet nécessaire de recourir à la méthode proposée par KANAZAWA,
qui consiste à calculer toutes les possibilités d’unifier ou non chaque couple de types d’un même mot
(voir partie 3.3.2). Dans le même ordre d’idée, nous n’apportons pas non plus ici de solution au problème
du calcul (efficace) d’une grammaire minimale parmi l’ensemble des solutions.
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On peut par contre envisager pour pallier ces problèmes que des classes (syntaxiques) de mots soit dé-
finies dans la grammaire initiale : chaque mot inconnu devrait alors appartenir à l’une des classes prédéfi-
nies, ce qui limite fortement les combinaisons de types. Le regroupemement par classes est fréquemment
utilisé (par exemple dans l’étiqueteur de BRILL [25]), mais suppose que les classes prédéfinies couvrent
l’ensemble des combinaisons syntaxiques suceptibles d’apparaître dans les exemples, et ne causent pas
de surgénération. Même si elle présente un indéniable intérêt pratique, cette solution est contestable sur
le plan théorique puisqu’alors l’algorithme ne fait plus véritablement d’inférence grammaticale au sens
strict du modèle de GOLD.
7.2.4.2 La grammaire initiale
L’intérêt de la méthode d’apprentissage que nous proposons repose entièrement sur l’existence d’une
grammaire initiale. Celle-ci doit être suffisamment complète pour qu’un nombre significatif de mots
soient connus dans les phrases de la séquence à apprendre. Dans ce cadre, on peut tirer profit de la “loi
de ZIPF”, utilisée notamment par l’étiqueteur de BRILL [25]. Celle-ci garantit que, sur l’ensemble des
mots d’un texte, une faible proportion des mots suffit à représenter une grande partie du texte (en nombre
d’occurences). Or précisément ce sont les mots les plus fréquents d’un langage qui sont le plus facile
à répertorier et définir (mots grammaticaux tels que déterminants, pronoms, prépositions, conjonctions,
etc.), soit manuellement soit par conversion de dictionnaires existants dans d’autres formalismes. Nous
proposons dans la partie 7.3 quelques tests qui mettent en évidence l’intérêt de la loi de ZIPF pour
l’apprentissage partiel.
7.3 Expérimentation avec les grammaires de liens
Les premiers tests de l’apprentissage partiel présentés dans cette partie utilisent le lexique des gram-
maires de liens pour l’anglais. Cette grammaire a été construite par Sleator et Temperley [106] et offre
une description assez précise et complète (au niveau grammatical) de l’anglais. L’apprenabilité des gram-
maires de liens k-valuées a été démontrée par Béchet dans [14], et nous en avons donné une nouvelle
démonstration dans la partie 5.3.3.3. Dans notre cas, les grammaires de liens ont surtout l’avantage d’être
très proches des grammaires catégorielles, ce qui rend l’adaptation de l’algorithme d’apprentissage par-
tiel relativement aisée. Nous avons en effet proposé dans la partie 4.3.4 une formalisation des grammaires
de liens sous forme de grammaires combinatoires générales, nommée grammaires catégorielles de liens.
Malgré les limitations qui en découlent (cycles non représentables, voir partie 4.3.4), ce formalisme
intermédiaire reste relativement fidèle à celui d’origine.
7.3.1 Analyse syntaxique simple pour les grammaires catégorielles de liens
Le fait que les auteurs Sleator et Temperley aient construit un lexique de la langue anglaise dans le
formalisme des grammaires de liens constitue un avantage pratique non négligeable. Ce lexique contient
approximativement 59000 mots, répartis dans 1350 classes syntaxiques, chaque classe correspondant à
un ensemble de types. La grammaire gère une grande partie des phénomènes linguistiques de l’anglais,
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ce qui selon les auteurs “indique que cette approche peut avoir des utilisations pratiques et être perti-
nente au niveau linguistique” [98]. De plus l’analyseur syntaxique fourni par les auteurs inclut un fichier
d’exemples de 928 phrases, étiquetées comme correctes ou incorrectes.
Nous décrivons ci-dessous comment le lexique d’origine a été converti dans le formalisme des gram-
maires catégorielles de liens. Cette conversion prend en compte certaines des “caractéristiques avancées”
qui ont été ajoutées par les auteurs au système de base des grammaires de liens. En effet, l’application
réelle des grammaires de liens à l’analyse de la langue anglaise a requis plusieurs adaptations techniques
par rapport à la stricte définition formelle de celles-ci ([98], [52]). C’est pourquoi nous avons développé
dans un premier temps un analyseur syntaxique de grammaires catégorielles de liens (GCL), dans le but
de vérifier la fiabilité de la conversion que nous proposons du lexique d’origine en GCL. Dans la mesure
où l’objectif final n’est pas la réalisation de cet analyseur, plusieurs simplifications ont été effectuées, ce
qui aboutit à quelques limitations pratiques détaillées ci-dessous. Ces choix sont principalement guidés
par la nécessité de préserver la simplicité du système, de façon à ce qu’il reste le plus proche possible du
système de base décrit dans la partie 4.3.4. Dans le cadre de l’apprentissage partiel, il faut en effet que
certaines propriétés soient maintenues, telles que la possibilité de retrouver une partie de dérivation uni-
quement par le mécanisme de l’unification. De plus, le fait de préserver un niveau de généralisation assez
élevé rend le système plus souple pour d’éventuelles futures améliorations ou nouvelles utilisations.
7.3.1.1 Conversion des catégories au format du dictionnaire
Dans le fichier dictionnaire fourni par les auteurs, les entrées ont le format (simplifié) suivant :
< liste_mots >::=< Categ >,
avec < liste_mots > une liste d’entrées lexicales séparés par des espaces, et < Categ > un terme
dont les atomes sont les connecteurs (éventuellement précédé de l’opérateur @, cf. ci-dessous), et les
opérateurs sont les opérateurs logiques and et or. Les connecteurs à droite (resp. à gauche) sont notés
C+ (resp. C-), et l’ordre n’est important que pour les connecteurs d’un même côté (i.e. on peut avoir
aussi bien “A- and B- and C+” que “A- and C+ and B-”). Un opérateur d’optionnalité, noté “?”
est aussi utilisé : il sert à indiquer que le sous-terme de la catégorie qu’il inclut peut être utilisé, mais
n’est pas obligatoire5 . Enfin les multi-connecteurs, notés par l’opérateur “@”, permettent de brancher
un nombre indéfini de liens sur un même connecteur : un mot défini avec la catégorie @A+ peut être
connecté à un ou plusieurs mots à droites par leur connecteur A-. Par exemple, les noms peuvent avoir le
type d([@A,D],[S]), de manière à autoriser qu’un nombre quelconque d’adjectifs précède le nom.
Le convertisseur implémenté met simplement les catégories sous forme normale disjonctive :
5Remarque : cet opérateur n’est bien-sûr jamais utilisé à la racine de la catégorie, ce qui autoriserait le mot à apparaître à
n’importe quelle position d’une phrase.
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conv(A-) = { d( [ A ] , [ ] ) }
conv(A+) = { d( [ ] , [ A ] ) }
conv(@A-) = { d( [ @A ] , [ ] ) }
conv(@A+) = { d( [ ] , [ @A ] ) }
conv(A or B) = conv(A) ∪ conv(B)
conv(A and B) = { d( L•L’ , R•R’ ) | d(L,R) ∈ conv(A) et d(L’,R’) ∈ conv(B) }
conv(A?) = conv(A) ∪ { d( [ ] , [ ] ) }
Remarque : cette mise sous forme normale disjonctive implique nécessairement une explosion combi-
natoire (produit cartésien dans le cas des conjonctions). Néanmoins cette opération ne porte que sur la
grammaire et n’a donc pas d’effet sur la complexité de l’analyse syntaxique en elle-même6.
La possibilité d’itérations sur les connecteurs, représentée à l’aide des multi-connecteurs, est main-
tenue dans le formalisme des GCL, en remplaçant les règles de dérivation “de base” par les suivantes
(dans lesquelles [@] signifie que le symbole @ est optionnel) :
d(L, cons([@]c, R)) , d(cons([@]c, nil), nil) → d(L,R)
d(nil, cons([@]c, nil)) , d(cons([@]c, L), R) → d(L,R)
d(L, cons(@c, R)) , d(cons([@]c, nil), nil) → d(L,cons(@c, R))
d(nil, cons([@]c, nil)) , d(cons(@c, L), R) → d(cons(@c, L),R)
7.3.1.2 Subscripts
Les connecteurs utilisés dans la grammaire originale peuvent être dotés de subscripts. Les subscripts
sont utilisés pour spécialiser les connecteurs, d’une manière similaire aux structures de traits dans les
grammaires d’unification. Ils sont utilisés pour rendre la grammaire plus facile à comprendre et éven-
tuellement à modifier, et cela diminue le nombre de connecteurs nécessaires à la description du langage.
Par exemple, les subscripts s et p sont utilisés avec les noms (ainsi que les pronoms, déterminants, etc.)
pour distinguer ceux qui sont au singulier de ceux qui sont au pluriel7.
Pour maintenir la simplicité des règles de réduction, les types d’origine utilisant ce mécanisme sont
convertis en types sans subscripts. Ceci est réalisé à l’aide d’un programme qui classifie tous les connec-
teurs existants (avec leurs subscripts) de telle sorte que tous les connecteurs d’une même classe ne puisse
être reliés qu’avec le même ensemble de connecteurs. Afin de minimiser le nombre de classes, deux
classes sont fusionnées chaque fois que cela est possible. A la fin du processus un nouveau type est créé
pour chaque classe : le lexique ainsi converti est équivalent au lexique d’origine. Soulignons qu’une telle
conversion est purement formelle : par exemple si plusieurs subscripts + sont compatibles avec exacte-
ment le même ensemble de subscripts -, ceux-ci sont unifiés et considérés comme un même subscript.
L’intérêt d’un tel fonctionnement est d’éviter de produire un trop grand nombre de connecteurs, ce qui
6L’étape de conversion étant bien entendu distincte de celle de l’analyse utilisant le lexique converti.
7En pratique, le subscript d’un connecteur est la partie (éventuellement vide) écrite en minuscule, comme s dans Ds+. Les
connecteurs peuvent avoir plusieurs caractères de subscript, comme Spa+. Un Spa+ peut se brancher avec un S-, un Sp-, ou un
Spa-, mais pas avec un Ss-, ni un Ssa- ou un Spb-.
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amplifierait encore l’explosion combinatoire dans la conversion des catégories. Cependant cela a pour
inconvénient la perte du sens associé à chaque subscript dans le dictionnaire d’origine.
7.3.1.3 Analyse lexicale (segmentation en mots)
Pour la segmentation en mots (tokenization), les critères utilisés par SLEATOR et TEMPERLEY sont
suivis, notamment en ce qui concerne la ponctuation, les nombres, les mots avec trait d’union (hyphena-
ted words) ou majuscule (Capitalized words), et les expressions figées (que les auteurs nomment idioms).
Cette étape est réalisée avant l’analyse syntaxique proprement dite. Toutefois certains aspects liés à la
segmentation en mots sont gérés par l’analyseur : affectation des “catégories spéciales” pour les mots
avec majuscule, traits d’union, nombres. La gestion des “walls” (optionnelle) est maintenue : les “walls”
sont deux éléments lexicaux spéciaux placés avant et après la phrase, qui doivent satisfaire certaines
connexions. A noter que cette caractéristique, héritée du système original, est très utile pour construire
un arbre de dérivation, puisqu’elle permet d’en retrouver la racine.
En revanche, la gestion des mots inconnus est abandonnée à ce niveau, puisque l’objectif à terme est
précisément de traiter de mots inconnus dans un cadre d’apprentissage.
7.3.1.4 Fonctionnalités non gérées et implications sur l’échantillon d’exemples
Selon les auteurs, “Les constructions utilisant des coordinations ne s’intègrent pas naturellement
dans le cadre des grammaires de liens.” [106]. Ainsi, l’analyseur original dispose d’un système spéci-
fique pour gérer les conjonctions. Le prototype CLG implémenté ne permet pas d’en tenir compte actuel-
lement, c’est pourquoi les phrases contenant des conjonctions son supprimées du fichier d’exemples. Ceci
concerne une cinquantaine de phrases destinées spécifiquement à tester cet aspect. Une douzaine d’autres
phrases contenant des conjonctions sont séparées en plusieurs phrases sans conjonctions. Par exemple,
“The former astronaut was alone and afraid” devient “The former astronaut was afraid” d’une part
et “The former astronaut was alone” d’autre part. Sur les 928 phrases de l’échantillon d’origine fourni
avec l’analyseur, 892 sont conservées après ce traitement.
L’analyseur d’origine effectue un traitement simplement nommé “post-processing” par les auteurs,
réalisé après l’analyse de la phrase proprement dite (comme son nom l’indique). Ce traitement vérifie
que la structure de liens trouvée satisfait certaines règles de formation, basée sur le type de connecteurs
utilisés. Il semble qu’un grand nombre de phrases éliminées à cette étape (donc considérées incorrectes)
le soient pour des raisons plus sémantiques que syntaxiques. Par exemple, la phrase “The question is who
we should invite” est correcte, tandis que “*The party is who we should invite” ne l’est pas d’après les
règles de post-processing. Comme ce système de post-processing est difficilement convertible au cadre
formel des CLG d’une part, et que d’autre part les aspects sémantiques sont secondaires dans l’optique
de l’apprentissage de règles syntaxiques, cet aspect est abandonné dans notre analyseur. En conséquence,
les 116 phrases incorrectes nécessitant cette étape sont retirées du jeu d’essai (il en reste 776).
Les auteurs ont également mis en place un système qui affecte un coût à chaque lien, afin à la
fois d’accélérer la recherche d’une structure de liens et d’éliminer certaines constructions syntaxiques
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dont la probabilité est faible. Cette heuristique ne peut être exportée dans le cadre de l’apprentissage
symbolique, c’est pourquoi nous n’en avons pas tenu compte dans l’implémentation de notre analyseur.
Sur l’ensemble de l’échantillon d’exemples d’origine, seulement 13 phrases incorrectes nécessitent que
le système de coût soit utilisé (sur 928, soit 1,4%). Parmi les 776 phrases du jeu d’essai obtenu après les
étapes précédentes il n’y en a que 5. Il reste donc 771 phrases dans l’échantillon.
Le parser original dispose d’un traitement pour les mots ne figurant pas dans le dictionnaire. Une
seule phrase dans le fichier d’exemples est concernée (utilisation du mot “subjetc” au lieu de “subject”),
celle-ci est conservée mais étiquetée incorrecte.
7.3.1.5 Le problème des cycles
On a vu que le système de base que nous proposons était équivalent au système de base des gram-
maires de liens, mais uniquement dans le cas où la structure de liens ne contient pas de cycles (voir partie
4.3.4). Il s’agit là de la principale différence d’approche entre le système de SLEATOR et TEMPERLEY
et le nôtre.
Cette restriction est dûe à la contrainte posée sur les règles des CLG : celles-ci doivent être exprimées
sous forme de règles de réécritures entre deux séquences de termes, afin d’être utilisables dans un cadre
d’apprentissage formel. Sur le plan pratique, les cas d’utilisation des cycles dans les grammaires de liens
sont heureusement assez précisément définis. En effet plusieurs connecteurs doivent obligatoirement
être utilisés en produisant un cycle (pour éviter certaines erreurs syntaxiques, cf. [106]). Ces connecteurs
sont identifiés, ce qui nous a permis de les éliminer du lexique. Cette opération est possible puisque,
comme ces connecteurs n’apparaissent que dans des cycles, il y a nécessairement un ou plusieurs autres
connecteurs dans le même type.
Cependant les connecteurs supprimés provoqueront des erreurs dans le cas de phrases incorrectes :
en effet l’absence des connecteurs de cycles permet toujours de construire une structure de phrase sans
cycle, mais n’empêche plus une telle construction lorsque celle-ci était impossible avec la gestion des
cycles. Il s’agit d’un inconvénient important pour lequel aucune solution pratique n’est encore réalisée8.
Le fichier d’exemples constitué comme décrit ci-dessus contient 771 phrases, dont 550 correctes et 221
incorrectes. L’absence de gestion des cycles dans l’analyseur de CLG provoque 38 erreurs (4,9%). Ces
erreurs ne concernent que des phrases incorrectes : cela semble montrer que les connecteurs “classiques”
définis dans ce lexique de l’anglais ne doivent jamais produire de cycles.
7.3.1.6 L’analyseur syntaxique de GCL
La correction de la conversion a été testée en comparant les résultats de l’analyse syntaxique des
phrases du fichier d’exemples avec ceux obtenus par l’analyseur fourni par les auteurs. L’analyseur de
GCL est un analyseur standard de type CYK, programmé en SWI Prolog (et non optimisé), qui applique
8Afin de mesurer l’importance des cycles dans le système de liens original, le parser CLG dispose d’une option leur gestion.
Si celle-ci est activée, des règles de dérivation spéciales sont utilisées de manière à simuler le même type de fonctionnement
que l’analyseur d’origine. Mais ces règles ne sont pas exploitables dans le cadre de l’apprentissage partiel.
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simplement les règles de réduction binaires. Conformément aux explications données plus haut, cet ana-
lyseur ne gère pas certaines des fonctionnalités avancées de l’analyseur d’origine, ce qui implique la
suppression de l’échantillon des phrases nécessitant ces fonctionnalités pour être traitées correctement.
On obtient donc un échantillon de 771 phrases parmi lesquelles 221 sont incorrectes. Sur cet ensemble
de phrases, l’analyseur de GCL obtient exactement les mêmes résultats9 que l’analyseur d’origine.
Exemple 7.1. Voici quelques phrases contenues dans le fichier d’exemples, celles qui sont incorrectes
étant précédées d’une astérisque :
What did John say he thought you should do
*What did John say did he think you should do
To pretend that our program is usable in its current form would be silly
That our program will be immediately accepted is hardly likely
*Is that our program will be accepted likely
The man there was an attempt to kill died
7.3.2 Expérimentations et résultats
L’objectif des expérimentations présentées ci-dessous est de tester la faisabilité en pratique de l’ap-
prentissage partiel avec les données issues du lexique anglais des grammaires de liens. Le prototype
utilisé est codé en SWI Prolog. Il est important de noter que la seule partie du problème observée dans
ces tests est la possibilité de réaliser l’étape de construction des grammaires générales par apprentissage
partiel en un temps raisonnable : aucune phase d’unification ni de calcul de la grammaire minimale n’est
réalisée (voir discussion dans la partie 7.2.4.1).
7.3.2.1 Le prototype d’apprentissage partiel des GCL
Le prototype d’apprentissage partiel est basé sur l’analyseur syntaxique de grammaires catégorielles
de liens présenté en 7.3.1, et utilise l’algorithme 7.1. Le langage Prolog est de toute évidence bien adapté
pour manipuler des termes contenant des variables au cours du processus : en pratique les substitutions
ne sont pas stockées dans la structure de données comme indiqué dans l’algorithme, mais simplement
obtenues à l’aide du mécanisme d’unification du langage Prolog. L’analyse demeure néanmoins déter-
ministe : les types sont copiés chaque fois que c’est nécessaire de manière à maintenir des listes de types
dans la matrice, et ainsi éviter le backtracking sur la matrice.
En dehors de quelques optimisations non essentielles, le programme a aussi une caractéristique im-
portante qui permet d’éviter une part conséquente de l’explosion combinatoire. Il s’agit de la factorisation
des types “structurellement équivalents”, sachant que deux types t et t′ sont structurellement équivalents
s’il existe deux substitutions σ1 et σ2 telles que σ1(t) = t′ et σ2(t′) = t (en d’autres termes les deux
types sont identiques modulo un renommage de variables). Dans la mesure où il est fréquent que deux
types structurellement équivalents appartiennent à la même case de la matrice, cette optimisation dimi-
nue de manière significative le temps d’exécution et l’espace mémoire utilisé. Cependant ce mécanisme
9Exception faite de la durée des calculs, beaucoup plus longue pour notre analyseur.
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nécessite que la composition des types ne soit plus calculée à chaque étape au cours de l’analyse, si-
non il faudrait redévelopper tous les types dès qu’on passe au niveau suivant. C’est pourquoi seule la
substitution utilisée pour transformer un type à un niveau est conservée. Le programme doit donc réali-
ser une seconde phase qui calcule les compositions globales des substitutions, après la phase d’analyse
incrémentale.
Les tests sont faits à partir du fichier d’exemples fourni avec l’analyseur syntaxique des grammaires
de liens [106]. Seule une partie des phrases correctes de cet ensemble d’exemples a été conservée. La
segmentation en mots des phrases est réalisée (et vérifiée manuellement) avant le processus d’appren-
tissage partiel. Les tests consistent à supprimer une partie des mots du lexique, de manière à ce que ces
mots soient considérés comme inconnus.
7.3.2.2 Résultats
L’échantillon utilisé contient 537 phrases10 et 4765 mots (taille de l’échantillon), dont 1064 mots
différents (taille du lexique). Les mots les plus fréquents sont the (270), I (155), is (122), to (121). Dans
ces tests nous comparons les temps de calcul de l’apprentissage partiel pour différents taux de mots
inconnus (dans le lexique et dans l’échantillon).
Dans les résultats ci-dessous l’abbréviation “MI” désigne les mots inconnus. La première colonne
(lexique) indique le nombre de mots inconnus parmi l’ensemble des mots, tandis que la seconde colonne
(échantillon) indique le nombre d’occurences de ces mots inconnus dans les phrases. Dans ce premier
test les mots supprimés du lexique sont choisis aléatoirement. Les résultats sont présentés dans le tableau
7.2. On peut voir que le taux de mots inconnus dans l’échantillon est proche de celui dans le lexique.
MI MI Temps MI par phrase temps par phrase
(lexique) (échantillon) total (min ; moy ; max) (min ; moy ; max) (sec)
0 (0%) 0 (0%) 27 min 0 ; 0 ; 0 0,1 ; 3,1 ; 14,7
106 (10%) 407 (8,5%) 75 min 0 ; 0,7 ; 4 0,1 ; 8,3 ; 333
211 (20%) 870 (18,2%) 3,5 h 0 ; 1,5 ; 6 0,1 ; 24 ; 1985
264 (25%) 1106 (23,2%) 3,8 h 0 ; 1,8 ; 7 0,1 ; 24,9 ; 1115
317 (30%) 1481 (31,1%) Échec (mémoire insuffisante)
Figure 7.2 – Suppression aléatoire de mots du lexique.
Afin de simuler l’idée qu’il est plus judicieux de construire la grammaire initiale en utilisant un petit
ensemble de mots (très) fréquents, seuls les mots les moins fréquents sont supprimés du lexique dans
10Bien sûr seules les phrases correctes sont prises en compte pour l’apprentissage. Sur les 550 présentes dans l’échantillon
(voir partie 7.3.1), 13 ont dues être supprimées : la plupart l’ont été soit parce qu’elles étaient très longues, soit parce qu’elles
contenaient trop souvent une grande quantité de mots inconnus, ce qui provoquait l’échec du processus par saturation de la
mémoire. Il s’agit bien sûr d’une limitation sérieuse du principe de l’apprentissage partiel.
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ce second test. Grâce à la loi de ZIPF, il est ainsi possible de supprimer une grande partie des mots du
lexique sans avoir trop de mots inconnus dans l’échantillon, comme le montre le tableau 7.3.
MI MI Temps MI par phrase temps par phrase
(lexique) (échantillon) total (min ; moy ; max) (min ; moy ; max) (sec)
0 (0%) 0 (0%) 27 min 0 ; 0 ; 0 0,1 ; 3,1 ; 14,7
211 (20%) 211 (4,4%) 45 min 0 ; 0,3 ; 4 0,1 ; 5,0 ; 173
422 (40%) 422 (8,8%) 78 min 0 ; 0,6 ; 5 0,1 ; 8,7 ; 620
634 (60%) 727 (15,2%) 2,6 h 0 ; 1,1 ; 7 0,1 ; 17,3 ; 1844
845 (80%) 1302 (27,3%) 5,1 h 0 ; 2,0 ; 9 0,1 ; 34,1 ; 1893
Figure 7.3 – Suppression du lexique des mots les moins fréquents.
Ces tests montrent que le processus d’apprentissage partiel peut fonctionner en un temps acceptable
(et sans surcharger l’espace mémoire) avec un taux de mots inconnus dans l’échantillon allant jusqu’à
25 à 30%. On peut constater qu’il suffit qu’environ 20% des mots du lexique soient définis pour obtenir
un tel taux, grâce à la loi de ZIPF.
Bien entendu, les données sur lesquelles sont réalisées ces tests ne sont pas suffisamment représen-
tatives pour garantir que l’algorithme serait en mesure de fonctionner dans toute situation où le taux de
mots inconnus serait celui-ci. Mais le lexique anglais des grammaires de liens, qui est une approxima-
tion raisonnable d’un langage naturel, n’était pas conçu pour ce type d’application. Par conséquent ces
tests semblent montrer que la méthode de l’apprentissage partiel pourrait être une approche réaliste pour
appliquer l’apprentissage symbolique aux langues naturelles.
7.4 Conclusion et perspectives
Dans le domaine de l’inférence grammaticale, l’apprenabilité des classes de langages est souvent
étudiée indépendamment d’une éventuelle mise en pratique de cet apprentissage. Du strict point de vue de
l’apprenabilité dans le modèle de GOLD, aucune distinction n’est nécessaire entre les cas d’apprentissage
de grammaires rigides à partir de FA-structures et de grammaires k-valuées à partir de simples phrases,
même si le premier est peu utile et le second pratiquement irréalisable.
Dans la perspective d’applications “réelles”, nous avons proposé une adaptation des algorithmes
d’apprentissage de grammaires catégorielles. L’approche étudiée est moins contraignante sur la forme
des entrées de l’algorithme, tout en restant relativement réaliste du point de vue de l’efficacité. Elle est
basée sur la lexicalisation totale et l’unification, ce qui en fait une méthode potentiellement utilisable avec
de nombreux formalismes. Néanmoins il reste plusieurs questions à résoudre avant de pouvoir appliquer
des algorithmes d’apprentissage symbolique de règles syntaxiques au langage naturel : comme on l’a vu,
le passage aux grammaires k-valuées, indispensable pour garantir une expressivité suffisante des classes
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de langages concernées, reste une source d’inefficacité des algorithmes qui semble rédhibitoire. Il reste
également à déterminer comment et selon quels critères constituer la grammaire initiale.
Sur un plan pratique, on peut s’interroger sur ce qu’un algorithme d’apprentissage doit renvoyer
comme résultat : dans l’idéal ce devrait être une unique grammaire, mais le calcul de la grammaire
minimale parmi un ensemble de grammaires solutions est définitivement trop complexe, quand il n’est
pas impossible. Même si l’on tolère que la réponse de l’algorithme soit un ensemble de grammaires, cet
ensemble risque souvent d’être beaucoup trop grand pour être calculable. On serait alors tenté d’utiliser
des représentations plus flexibles pour les types, comme dans la version originale des grammaires de liens
où les types sont des formules contenant des opérateurs logiques (et, ou, etc.) ce qui permet de factoriser
les similarités (donc représenter plusieurs grammaires en une seule). Mais l’apprentissage symbolique a
besoin de pouvoir reconnaître lorsque deux types sont identiques, ce qui suppose que leur représentation
soit normalisée.
Globalement, il semble donc très difficile de respecter toutes les contraintes imposées par le mo-
dèle de GOLD dans le cadre d’un apprentissage automatique réel (sur de grandes quantités de données)
appliqué au langage naturel. Cependant il ne faut sans doute pas en déduire trop vite que les obstacles
sont insurmontables : malgré le pessimisme initial qui a longtemps pesé sur ce modèle, il s’est avéré en
mesure de représenter des distinctions non évidentes entre classes apprenables et non apprenables. Mais
même s’il est nécessaire de sortir du cadre strict du modèle de GOLD pour trouver des applications aux
algorithmes d’apprentissage qui en découlent, par exemple en utilisant des types fixés dans des classes
de mots prédéfinis, l’apprentissage symbolique a principalement un avantage, à savoir la précision. En
effet, cette forme d’apprentissage garantit une précision maximale qui peut être un atout important dans
certaines tâches, même s’il est probable que l’efficacité en restera le principal défaut.
Conclusion et
perspectives
Après avoir été longtemps considéré comme trop restrictif, les travaux d’ANGLUIN et ceux qui les
ont suivis ont permis de découvrir en quoi le modèle de GOLD est pertinent. Cependant, les études
réalisées dans ce cadre sont essentiellement restées à un niveau d’abstraction élevé, assez éloigné des
formalismes grammaticaux potentiellement utiles aux langues naturelles. Le niveau d’abstraction auquel
on a étudié le modèle de GOLD est progressivement descendu, notamment à travers les résultats de
WRIGHT (l’élasticité finie), de SHINOHARA (la densité finie bornée, l’apprenabilité des grammaires
contextuelles k-bornées) et de KANAZAWA (les diverses applications aux grammaires catégorielles).
Comme point de départ de notre étude, nous nous sommes attachés plus particulièrement aux tra-
vaux de KANAZAWA [60] sur l’apprentissage des grammaires catégorielles classiques dans le modèle de
GOLD. Ceux-ci constituent en effet de premiers résultats très intéressants sur un formalisme grammatical
lié aux langues naturelles. Nous avons vu notamment qu’un algorithme d’apprentissage efficace existait
pour le cas des langages de structures de grammaires AB rigides, et que les langages de chaînes des
grammaires AB k-valuées sont apprenables. Dans la perspective d’applications aux langues naturelles,
nous avons constaté que cela présente principalement deux problèmes : d’une part la pauvreté structu-
relle des grammaires AB sur le plan linguistique nécessite la recherche de formalismes plus adaptés, et
d’autre part la mise en œuvre de l’apprentissage sur des données de taille importante est rendue difficile
par la complexité algorithmique des méthodes existantes.
Concernant l’extension de l’apprenabilité à des formalismes grammaticaux plus complexes que les
grammaires AB, nous avons choisi d’utiliser le cadre des grammaires combinatoires générales, dans
une version étendue par rapport à la définition qu’en donne KANAZAWA. Nous avons vu qu’un certain
nombre de formalismes, plus ou moins proches des grammaires catégorielles, sont représentables dans
ce modèle (de façon relativement fidèle). Simultanément, cela offre un niveau de généralisation suffi-
samment élevé pour envisager l’application des résultats d’apprenabilité obtenus à d’autres formalismes
que ceux étudiés ici. Nous avons démontré aussi que le modèle possède certaines propriétés favorables à
l’apprenabilité, notamment dans le cas des langages de structures de grammaires rigides.
La restriction de l’apprenabilité aux classes de langages de grammaires rigides limite fortement l’ex-
pressivité de celles-ci. Afin d’assurer aux classes de langages dont nous étudions l’apprenabilité l’expres-
sivité nécessaire aux langues naturelles, il est donc indispensable de considérer le cas des grammaires
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k-valuées (ou k-bornées). En nous inspirant des travaux de KANAZAWA, nous avons ainsi recherché des
conditions suffisantes à l’élasticité finie des classes de grammaires combinatoires générales. Dans ce but,
nous avons proposé une généralisation de la notion de densité finie bornée définie par SHINOHARA [95],
ce qui permet notamment de rattacher l’apprenabilité des grammaires AB à ce cadre (et donc de souligner
la convergence des méthodes de preuve d’apprenabilité). Les deux critères proposés portent sur les règles
universelles définies pour la famille de grammaires, ce qui facilite leur vérification pour un formalisme
donné. Le premier de nos résultats démontre que les classes de langages de structures de grammaires
(lexicalisées) k-bornées à arguments bornés ont l’élasticité finie. Ce critère a l’avantage d’être assez
souple (donc d’inclure une grande variété de formalismes), mais restreint la forme des grammaires (par
une borne sur la taille des types arguments). Le second résultat démontre l’élasticité finie des classes de
langages de structures de grammaires (algébriques et lexicalisées) k-bornées par consommation stricte
d’arguments. Il s’agit à l’inverse d’un critère très contraignant sur la forme des règles, mais n’impliquant
pas de limitation technique sur les grammaires. Dans les deux cas, l’apprenabilité découle de l’élasticité
finie de ces classes de grammaires, à partir de structures mais également à partir de chaînes (sous ré-
serve que les règles soient strictement décroissantes). Mais nous avons aussi donné un contre-exemple à
l’élasticité finie (exemple 6.3) pour les grammaires par consommation d’arguments : celui-ci montre que
la frontière de l’élasticité finie est assez vite atteinte, et par conséquent que le cas des grammaires par
consommation stricte d’arguments (auxquelles appartiennent les grammaires AB) est relativement isolé.
La problématique de la mise en œuvre de tels algorithmes sur des données réelles a été abordée
dans le chapitre 7. Nous y avons étudié un seul aspect du problème, à savoir celui de la nature des
données dont l’algorithme d’apprentissage dispose. Afin de permettre que ces données ne soient que
de simples phrases tout en limitant l’explosion combinatoire due à l’absence de structures, nous avons
soumis l’idée de l’apprentissage partiel. Il s’avère que les grammaires lexicalisées se prêtent relativement
bien à cette approche. De plus, la connaissance préalable d’une partie de la grammaire ne semble pas
trop contraignante, grâce aux effets de la loi de ZIPF sur les textes en langage naturel. Nous avons
utilisé le lexique anglais des grammaires de liens, réalisé par SLEATOR et TEMPERLEY, pour tester cette
approche. Les résultats obtenus tendent à montrer la validité de la méthode employée, même si cette
première expérimentation est loin d’être exhaustive, en particulier en ce qui concerne la quantité et la
complexité des données utilisées.
Au cours de cette étude, nous avons vu les nombreuses difficultés que pose la problématique de l’ap-
prentissage automatique de grammaires dans la perspective d’applications aux langues naturelles. Pour
résumer, ces difficultés sont d’abord les limites théoriques liées au modèle de GOLD lui-même, mais
aussi les problèmes classiques d’efficacité des algorithmes selon les données dont ils disposent. Nous
avons apporté dans la présente étude quelques résultats qui contribuent à pallier ces difficultés. Toute-
fois, les applications concrètes de l’apprentissage de grammaires aux langues naturelles demeurent très
éloignées. Sur le plan théorique, le modèle de GOLD est tout de même assez restrictif, même s’il l’est
moins qu’on ne le croyait lorsqu’il a été défini. Sur le plan pratique surtout, de nombreux problèmes ne
sont pas encore résolus : la question du choix de la grammaire minimale parmi un ensemble de solu-
tions, celle de la complexité algorithmique décuplée lorsqu’on envisage de quitter le cas des grammaires
rigides, et enfin celle du passage à des données plus complexes que celles utilisée ici. Le modèle de
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GOLD peut-il servir de base à de véritables applications de l’apprentissage sur les langues naturelles ?
Plus généralement, l’apprentissage complet de grammaires du langage naturel par la machine est-il pos-
sible ? Dans cette étude, nous avons apporté quelques modestes éléments de réponse. Mais il reste bien
entendu de nombreux problèmes à résoudre avant de pouvoir répondre de façon satisfaisante à d’aussi
vastes questions.
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L’inférence grammaticale désigne le problème qui consiste à découvrir les règles de formation des
phrases d’un langage, c’est-à-dire une grammaire de celui-ci. Dans le modèle d’apprentissage de
Gold, les exemples fournis sont constitués uniquement des phrases appartenant au langage. L’algo-
rithme doit fournir une grammaire qui représente le langage énuméré. Les grammaires catégorielles
sont l’un des nombreux formalismes existants pour représenter des langages. Kanazawa a montré que
certaines sous-classes de ces grammaires sont apprenables, mais ses résultats ne sont pas applicables
directement aux langues naturelles.
Sur le plan théorique, nous proposons de généraliser les résultats de Kanazawa à différents types de
grammaires. Les grammaires combinatoires générales sont un modèle flexible permettant de définir
des systèmes grammaticaux à base de règles de réécriture. Nous démontrons dans ce cadre que cer-
taines classes de langages sont apprenables. Dans un souci de généralité maximale, nos résultats sont
exprimés sous forme de critères sur les règles des systèmes grammaticaux considérés. Ces résultats
sont appliqués à plusieurs formalismes relativement adaptés à la représentation des langues naturelles.
Nous abordons également le problème de la mise en œuvre de l’apprentissage sur des données réelles.
En effet, les algorithmes existants capables d’apprendre des classes de langages intéressantes sont
NP-complets. Afin de contourner cet obstacle, nous proposons un cadre d’apprentissage plus souple,
l’apprentissage partiel : le contexte d’utilisation est modifié dans le but d’obtenir une complexité al-
gorithmique plus réaliste. Nous testons cette approche sur des données de taille moyenne, et obtenons
des résultats relativement encourageants.
Mots-clés : Apprentissage automatique, Inférence grammaticale, Modèle de Gold, Identification à la
limite, Grammaires lexicalisées, Grammaires catégorielles, Langues naturelles.
Abstract
Grammatical inference consists in discovering the rules governing how sentences of a language are
formed, that is a grammar of this language. In Gold’s model of learning, examples given as input are
only sentences belonging to the language. The algorithm must provide a grammar which represents
the enumerated language. Categorial grammars are one of the numerous existing formalisms used to
represent languages. Kanazawa has shown that some subclasses of these grammars are learnable, but
his results do not apply directly to natural languages.
In a theoretical viewpoint, we propose to generalize Kanazawa’s results to different kinds of gram-
mars. General combinatory grammars are a flexible model that permits to define grammatical systems
based on rewriting rules. In this framework, we show that some classes of languages are learnable.
In order to be maximally general, our results are expressed in the form of criteria on the grammati-
cal system rules. These results are applied to several formalisms which are quite well suited for the
representation of natural languages.
We also address the problem of implementing learning algorithms with real data. Indeed, existing
algorithms that are able to learn rich classes of languages are NP-complete. We propose a more
flexible learning framework, called partial learning, to bypass this obstacle: the context in which
learning takes place is modified, in order to obtain a more realistic algorithmic complexity. We test
this approach with some average size data, and obtain quite encouraging results.
Keywords: Automatic learning, Grammatical inference, Gold’s model, Identification in the limit,
Lexicalized grammars, Categorial grammars, Natural languages.
