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Abstract
The Brezin–Gross–Witten tau function is a tau function of the KdV hierarchy which arises in
the weak coupling phase of the Brezin–Gross–Witten model. It falls within the family of generalized
Kontsevich matrix integrals, and its algebro–geometric interpretation has been unveiled in recent
works of Norbury. This tau function admits a natural extension, called generalized Brezin–Gross–
Witten tau function. We prove that the latter is the isomonodromic tau function of a 2 × 2
isomonodromic system and consequently present a study of this tau function purely by means
of this isomonodromic interpretation. Within this approach we derive effective formulæ for the
generating functions of the correlators in terms of simple generating series, the Virasoro constraints,
and discuss the relation with the Painleve´ XXXIV hierarchy.
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1 Introduction and results
The generalized Brezin–Gross–Witten (gBGW) tau function τ(t; ν) is a formal tau function of the
Korteweg–de Vries (KdV) hierarchy; it depends on infinitely many “times” t = (t0, t1, t2, ...) which
are the usual flows of the KdV hierarchy, while the parameter ν ∈ Z plays the role of an additional
discrete time of the hierarchy. With respect to the ν–dependence it is a tau function of the modified
Kadomtsev–Petviashvili hierarchy [Ale16]. The restriction ν = 0 corresponds to the what is usually
called BGW tau function.
This tau function arises in the weak coupling phase of the BGW model [GW80, BG80] and was
studied in [GN92, MMS96, Ale16, DN16]; we review the definition of τ(t; ν) along with its relation
with the BGW model in Sec. 1.1 below.
The first few terms of its formal expansion read
τ(t; ν) = 1 +
1− 4ν2
16
t0 +
(1− 4ν2)(9 − 4ν2)
1024
(t1 + 2t
2
0) (1.1)
+
(1 − 4ν2)(9− 4ν2)(25− 4ν2)
32768
(t2 + 2t0t1) +
(1− 4ν2)(9− 4ν2)(17− 4ν2)
24576
t30 + · · · .
In [Nor17] the author has found the algebro–geometric interpretation of τ(t; ν = 0) (i.e. the
BGW tau function proper) as a generating function of intersection numbers on the moduli spaces
Mg,n of stable curves of genus g with n marked points, a result which parallels the Witten–Kontsevich
Theorem [Wit91, Kon92]. More precisely, in [Nor17] the author constructed certain cohomology classes
Θg,n ∈ H2(2g−2+n)
(Mg,n;Q) for all g, n ≥ 0 such that 2g − 2 + n ≥ 1. He also proved that
log τ(t; ν = 0) =
1
16
t0 +
9
1024
t1 +
1
64
t20 +
225
32768
t2 +
27
2048
t0t1 +
1
192
t30 + · · · (1.2)
=
∑
g≥0
∑
n≥0
∑
ℓ1,...,ℓn≥0
1
n!
 n∏
j=1
(2ℓj + 1)!!
22ℓj+1
tℓj
∫
Mg,n
Θg,nψ
ℓ1
1 · · ·ψℓnn ,
where ψj ∈ H2
(Mg,n;Q) is, as customary, the first Chern class of the cotangent line bundle at the
j–th marked point, j = 1, ..., n; the dimensional constraint implies g = ℓ1 + · · ·+ ℓn + 1 in (1.2).
Conjecturally [Ale16, ABT17] the ν–dependence of τ(t; ν) should encode some deformation of the
intersection numbers constructed in [Nor17].
The main aim of this paper is to interpret the gBGW tau function as an isomonodromic tau function,
see details below. This isomonodromic approach allows us to explicitly compute all these intersection
numbers by means of the formulæ of Thm. 1.1 below.
To state the theorem, let us introduce the generating functions Sn(z1, ..., zn; ν), for n ≥ 1,
Sn(z1, ..., zn; ν) :=
∑
ℓ1,...,ℓn≥0
1
z1+ℓ11 · · · z1+ℓnn
∂nτ(t; ν)
∂tℓ1 · · · ∂tℓn
∣∣∣∣
t=0
(1.3)
and the matrix U(z; ν)
U(z; ν) :=
∑
k≥0
(2k − 1)!!
k!(8z)k
 12
(
1
2 − ν
)
k+1
(
1
2 + ν
)
k
(
1
2 − ν
)
k
(
1
2 + ν
)
k
−z ( 12 − ν)k+1 ( 12 + ν)k−1 − 12 ( 12 − ν)k+1 ( 12 + ν)k
 (1.4)
where hereafter (α)ℓ := α(α+1) · · · (α+ ℓ− 1) denotes the rising factorial, and conventionally we set
(α)0 := 1 and (α)−1 := 1α−1 ; we also agree that (−1)!! := 1. Then the main theorem can be stated
as follows:
Theorem 1.1. For all ℓ ≥ 0 we have
∂τ(t; ν)
∂tℓ
∣∣∣∣
t=0
=
(2ℓ− 1)!!
23ℓ+2(ℓ + 1)!
(
1
2
− ν
)
ℓ+1
(
1
2
+ ν
)
ℓ+1
(1.5)
2
and for all n ≥ 2 we have
Sn(z1, ..., zn; ν) =
(−1)n−1
n
∑
ι∈Sn
tr (U(zι1 ; ν) · · · U(zιn ; ν))
(zι1 − zι2) · · · (zιn−1 − zιn)(zιn − zι1)
− z1 + z2
(z1 − z2)2 δn,2. (1.6)
Thm. 1.1 is proven in Sec. 2.3. Note that U(z; ν) is a power series in z whose coefficients are polynomials
in ν. Moreover, U(z; ν) satisfies the following identity
U(z;−ν) =
[
1 0
−ν 1
]
U(z; ν)
[
1 0
ν 1
]
(1.7)
from which we conclude, using (1.6), that the gBGW tau function is invariant under ν 7→ −ν, namely
all the coefficients in the expansion of the gBGW tau function are even polynomials in ν.
In particular when ν is a half–integer, U(z; ν) is actually a Laurent polynomial in z which reflects
the fact that the gBGW tau function is a polynomial in this case; see [Ale16] for a description of these
polynomials in terms of Schur polynomials.
As an application of Thm. 1.1 we can derive explicit formulæ for the intersection numbers of [Nor17]
by setting ν = 0; more precisely, identifying∫
Mg,n
Θg,nψ
ℓ1
1 · · ·ψℓnn =
22ℓ1+1 · · · 22ℓn+1
(2ℓ1 + 1)!! · · · (2ℓn + 1)!!
∂nτ(t; ν = 0)
∂tℓ1 · · ·∂tℓn
∣∣∣∣
t=0
(1.8)
from (1.2), we have the following immediate Corollary.
Corollary 1.2. For all g ≥ 1 we have∫
Mg,1
Θg,1ψ
g−1
1 =
(2g − 1)!!(2g − 3)!!
8gg!
(1.9)
and for all n ≥ 2 we have∑
ℓ1,...,ℓn≥0
(2ℓ1 + 1)!! · · · (2ℓn + 1)!!
22ℓ1+1 · · · 22ℓn+1z1+ℓ11 · · · z1+ℓnn
∫
Mg,n
Θg,nψ
ℓ1
1 · · ·ψℓnn (1.10)
=
(−1)n−1
n
∑
ι∈Sn
tr (U(zι1 ; ν = 0) · · · U(zιn ; ν = 0))
(zι1 − zι2) · · · (zιn−1 − zιn)(zιn − zι1)
− z1 + z2
(z1 − z2)2 δn,2.
With the aid of these formulæ we have computed several intersection numbers reported in the
tables of App. A.
Remark 1.3. From (1.9) we can write a closed form for the generating function of the one–point
intersection numbers as follows
∑
g≥1
Xg
∫
Mg,1
Θg,1ψ
g−1
1 =
X
8
+
3X2
128
+
15X3
1024
+
525X4
32768
+ · · · ∼ 1+ i
√
X
2
U
(
−1
2
, 0,− 2
X
)
(1.11)
where U(a, b, z) is the Tricomi confluent hypergeometric function [AS65], and symbol ∼ denotes the
equality as asymptotic expansion, which here is valid as X → 0 within the sector ReX > 0.
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The identification of the Brezin-Gross-Witten tau function as an appropriate isomonodromic tau
function allows us also to derive independently the Virasoro constraints for this model, already known
in the case ν = 0 from [GN92, MMS96, DN16] and in the general case from [Ale16] by other methods.
In concrete terms, we introduce the following differential operators;
Lm :=
∑
ℓ≥0
2ℓ+ 1
2
(tℓ − 2δℓ,0) ∂
∂tℓ+m
+
1
4
m−1∑
ℓ=0
∂2
∂tℓ∂tm−1−ℓ
+
(
1− 4ν2
16
)
δm,0, m ≥ 0. (1.12)
They satisfy the Virasoro commutation relations
[Lm, Ln] = (m− n)Lm+n, m, n ≥ 0. (1.13)
Theorem 1.4 ([Ale16]). The Virasoro operators annihilate the gBGW tau function;
Lmτ(t; ν) = 0, m ≥ 0. (1.14)
The proof of Thm. 1.4 by the isomonodromic method is contained in Sec. 2.4. Note that the situation is
slightly different from the Witten–Kontsevich case, where the Virasoro constraints include an additional
equation L−1τ = 0 [Wit91].
Below we provide details on the approach and on the main results; proofs are deferred to Sec. 2.
1.1 The Brezin–Gross–Witten tau function
We consider a partition function [GW80, BG80] given by the following unitary matrix integral
Ẑn(Λ; ν) :=
∫
Un
detνJ
detνU
exp tr
1
β
(
J†U + JU †
)
dU, Λ :=
1
β
(
JJ†
) 1
2 (1.15)
where dU denotes the normalized Haar measure on the unitary group Un,
∫
Un
dU = 1. The parameter
β is the coupling constant and the external field J is a complex n×n matrix; however, as emphasized
in the notation Ẑn(Λ; ν), the partition function (1.15) actually depends only on the eigenvalues of the
Hermitian matrix Λ defined in (1.15). Without loss of generality we are going to assume that Λ is
diagonal with eigenvalues λ1, ..., λn and that β = 1.
The parameter ν in (1.15) was absent in the original formulation of the model and is added here to
match with the generalization introduced in [MMS96, Ale16]. Interestingly, this type of generalization
had appeared also in the Physics literature on QCD, see e.g. [LS92, JSV96, AW98].
It was first argued in [MMS96] that Ẑn(Λ; ν) can be identified with a generalized Kontsevich model
[KMM+92] with non–polynomial potential M−1 + ν logM , see (1.17) below. We now describe this
relationship in detail.
First, by a character expansion it is possible to compute [Bal00, SW03]
Ẑn(Λ; ν) =
n−1∏
j=1
j!
det[λk+ν−1j Ik−ν−1(2λj)]
n
j,k=1
∆(λ21, ..., λ
2
n)
(1.16)
where Iα(x) denotes the modified Bessel functions of the first kind of order α [AS65], and∆(ξ1, ..., ξn) :=
det[ξk−1j ]
n
j,k=1 =
∏
i<j
(ξj − ξi) denotes the Vandermonde determinant.
Introduce now the following generalized Kontsevich matrix integral [KMM+92, MMS96, Ale16]
Zn(Λ; ν) :=
∫
Hn(γ)
exp tr
(
Λ2M +M−1 + (ν − n) logM) dM∫
Hn(γ)
exp tr (M−1 + (ν − n) logM) dM (1.17)
4
where Hn(γ) := {M = U diag(x1, ..., xn)U † : U ∈ Un, xj ∈ γ}, γ being a contour from −∞
encircling zero counterclockwise once and going back to −∞. With the help of the Harish–Chandra–
Itzykson–Zuber formula one can show that
Zn(Λ; ν) =
n∏
j=1
Γ(j − ν) det[λ
k+ν−1
j Ik−ν−1(2λj)]
n
j,k=1
∆(λ21, ..., λ
2
n)
. (1.18)
Comparing (1.18) with (1.16) we finally conclude that
Ẑn(Λ; ν) =
n∏
j=1
Γ(j)
Γ(j − ν) Zn(Λ; ν). (1.19)
Remark 1.5. In (1.15) ν must be an integer, as the function detνU is otherwise multi-valued on
Un and the integral makes no sense. Nonetheless in (1.17) ν can be any complex number such that
ν 6= 1, 2, 3...; notice however that such poles come from the normalizing denominator in (1.17) only.
In the large Λ limit, corresponding to the weak coupling phase β → 0 in (1.15), we consider the
following expression [Ale16]
τn(λ1, ..., λn; ν) :=
(2π)
n
2
∏n
i,j=1
√
λi + λj
e2tr ΛdetνΛ
∏n
j=1 Γ(j − ν)
Zn(Λ; ν) =
det[2
√
πλje
−2λjλk−1j Ik−ν−1(2λj)]
n
j,k=1
∆(λ1, ..., λn)
(1.20)
which admits a regular asymptotic expansion as |λj | → ∞ within the sector | argλj | < π2 − δ for
all j = 1, ..., n; this is easily seen because the Bessel functions have the following regular asymptotic
expansion 3
2
√
πλe−2λIα(2λ) ∼ 1 +O
(
λ−1
)
(1.21)
as λ→∞ within the sector | argλ| ≤ π2 − δ, for any δ > 0 [AS65]. It is known that such an expansion
for large Λ can be written as n→∞ as a formal power series in the odd Miwa variables
tℓ(λ1, ..., λn) :=
λ−2ℓ−11 + · · ·+ λ−2ℓ−1n
2ℓ+ 1
, ℓ ≥ 0. (1.22)
The gBGW tau function is, by definition, the formal expansion of (1.20) for large Λ written in terms
of the Miwa times (1.22). The limit n → ∞ means that the expansion of (1.20) is a symmetric
formal series in λ−11 , ..., λ
−1
n , which can therefore be expressed in terms of the symmetric polynomials
pk = k
−1∑λ−kj ; the coefficients in front of any monomial in the p’s then stabilize for n → ∞ and
vanish for monomials involving even p’s. A complete proof of these statements can be extracted from
[IZ92] or [Dic03, Chap. 14].
The determinantal representation (1.20) and its subsequent generalization (1.33) below are the
starting point of our further considerations.
1.2 The bare ODE
The strategy of our proof involves the dressing of a bare Riemann Hilbert problem; this is the Riemann–
Hilbert problem induced by the Stokes’ phenomenon of a linear ODE in the complex plane, which we
refer to as the “bare ODE”. To formulate this bare problem we fix two angles α1, α2 in the range
− π < α1 < α2 < π (1.23)
and define Σ to be the contour in the z–plane consisting of the three rays z < 0, arg z = α1,
arg z = α2, see Fig. 1. Introduce the following 2× 2 matrix Ξ(z), analytic for z ∈ C \ Σ:
3I.e. an asymptotic expansion in integer powers of λ only, e.g. without exponential factors.
5
Ξ(z) :=
√
2
π
×

[
πI−ν(2
√
z) + ieiνπK−ν(2
√
z) −K−ν(2
√
z)
π
√
zI1−ν(2
√
z)− ieiνπ√zK1−ν(2
√
z)
√
zK1−ν(2
√
z)
]
−π < arg z < α1
[
πI−ν(2
√
z) −K−ν(2
√
z)
π
√
zI1−ν(2
√
z)
√
zK1−ν(2
√
z)
]
α1 < arg z < α2
[
πI−ν(2
√
z)− ie−iνπK−ν(2
√
z) −K−ν(2
√
z)
π
√
zI1−ν(2
√
z) + ie−iνπ
√
zK1−ν(2
√
z)
√
zK1−ν(2
√
z)
]
α2 < arg z < π
(1.24)
where Iα(x),Kα(x) are the modified Bessel functions of order α of the first and second kind respectively
[AS65] and we stipulate henceforth that all the roots are principal. Note that we are implying the
dependence on ν.
The following proposition is elementary and the proof is omitted.
Proposition 1.6. In every sector of C \ Σ the following statements hold true.
1. The following ODE is satisfied;4
Ξ′(z) =
[
− ν2z 1z
1 ν2z
]
Ξ(z). (1.25)
2. We have the asymptotic expansion below;5
Ξ(z) ∼ z−σ34 G
(
1+
1
16
√
z
[−(1− 2ν)2 2− 4ν
−2 + 4ν (1− 2ν)2
]
+O (z−1)) e2√zσ3 , z →∞ (1.26)
where
G :=
1√
2
[
1 −1
1 1
]
. (1.27)
3. We have detΞ(z) ≡ 1.
Moreover, the matrix Ξ(z) satisfies the following jump condition along Σ;
Ξ(z+) = Ξ(z−)S(z), z ∈ Σ (1.28)
where ± denote boundary values as in Fig. 1 and S(z) is the following piecewise constant matrix
defined on Σ;
S(z) :=

iσ1 z < 0[
1 0
−ieiνπ 1
]
arg z = α1
[
1 0
−ie−iνπ 1
]
arg z = α2.
(1.29)
4Hereafter we denote ′ = d
dz
.
5We use the Pauli matrices σ1 =
[
0 1
1 0
]
and σ3 =
[
1 0
0 −1
]
.
6
−+
− +
−
+
α1
α2
Figure 1: Contour Σ, and notation for the boundary values.
1.3 Extension of τn(λ1, ..., λn; ν)
For later convenience we introduce an extension of τn(λ1, ..., λn; ν), defined in (1.20), having the same
regular asymptotic expansion when the λj ’s go to infinity within arbitrary sectors of the λ-plane, not
only within a sector | argλj | < π2 − δ for any δ > 0, as for (1.20). The strategy is parallel to that of
[BC17].
We introduce, for −π < argλ < π and k ≥ 1, the functions
ξk(λ) :=
√
2
π
λk−1 ×

iKk−ν−1(2eiπλ) if − π < argλ < −π2
πIk−ν−1(2λ)− iei(k−ν)πKk−ν−1(2λ) if − π2 < argλ < α12
πIk−ν−1(2λ) if α12 < argλ <
α2
2
πIk−ν−1(2λ) + iei(k+ν)πKk−ν−1(2λ) if α22 < argλ <
π
2
−iKk−ν−1(2e−iπλ) if π2 < argλ < π.
(1.30)
The motivation behind this convoluted definition is that the above functions have the same asymptotic
expansion
ξk(λ) ∼ 1√
2λ
e2λλk−1
(
1 +O (λ−1)) , λ→∞ (1.31)
in every sector of −π < argλ < π appearing in the definition (1.30).
Remark 1.7. Note that
ξ1(λ) =
{
Ξ11(λ
2) if − π2 < argλ < π2
±iΞ12(λ2e∓2πi) if π2 < ± argλ < π
ξ2(λ) =
{
Ξ21(λ
2) if − π2 < argλ < π2
∓iΞ22(λ2e∓2πi) if π2 < ± argλ < π.
(1.32)
For arbitrary λ1, ..., λn in C \ Σ 6, we define
τ̂n(λ1, ..., λn; ν) :=
det
[√
2λje
−2λj ξk(λj)
]n
j,k=1
∆(λ1, ..., λn)
. (1.33)
By construction τ̂n(λ1, ..., λn; ν) has the same regular asymptotic expansion when the λj ’s go to
∞ in every sector of the complex plane, see (1.31). Notice that τ̂n(λ1, ..., λn; ν) = τn(λ1, ..., λn; ν)
provided that α12 < argλj <
α2
2 .
1.4 Schlesinger transformations
Following the strategy already applied in [BC17, BR17], we consider a dressing of the bare ODE (1.25).
This is conveniently expressed in terms of the Riemann–Hilbert problem (RHP) 1.8 below.
6We are free to deform the contour Σ if necessary, as the angles α1, α2 in (1.23) are arbitrary.
7
Fix n ≥ 0, and λ1, ..., λn ∈ C \ Σ; from now on we imply dependence on this data. Introduce
Dn(z) :=
n∏
j=1
[
λj +
√
z 0
0 λj −
√
z
]
(1.34)
Mn(z) := D
−1
n (z+)e
2σ3
√
z+S(z)e−2σ3
√
z−Dn(z−) (1.35)
where the notation ± refers to the boundary values as in Fig. 1; the distinction between boundary
values is only important along z < 0. The matrices Mn read more explicitly
Mn(z) =

iσ1 z < 0 1 0−ieiνπe−4√z n∏
j=1
λj+
√
z
λj−
√
z
1
 arg z = α1 1 0−ie−iνπe−4√z n∏
j=1
λj+
√
z
λj−
√
z
1
 arg z = α2.
(1.36)
Notice that Mn(z) = 1+O (z−∞) as z →∞ along the rays arg z = α1, α2.
Riemann–Hilbert Problem 1.8. Find a 2×2 matrix Γn(z) = Γn(z;λ1, ..., λn), analytic for z ∈ C\Σ
satisfying the following jump condition along Σ
Γn(z+) = Γn(z−)Mn(z), (1.37)
the growth condition at zero
Γn(z) ∼ O(1)Ξ(z), z → 0, (1.38)
and the normalization condition at infinity
Γn(z) ∼ z−
σ3
4 GYn(z), z →∞,
G =
1√
2
[
1 −1
1 1
]
, Yn(z) = 1+
[
an an
−an −an
]
1√
z
+O
(
1
z
)
∈ GL
(
2,C
s
1√
z
{)
,
(1.39)
for some constant an independent of z.
Remark 1.9. The jump on the negative semi-axis z < 0 in RHP 1.8 is due to the multi–valuedness of√
z. The position of this cut is completely arbitrary. By considering the analytic continuation beyond
this cut we find that
(ze2πi)−
σ3
4 GYn(ze
2πi) = z−
σ3
4 GYn(z)iσ1 (1.40)
which in turn implies the following symmetry property
Yn(ze
2πi) = σ1Yn(z)σ1. (1.41)
Hence the coefficients in front of even, resp. odd, powers of
√
z have the form
[
u v
v u
]
, resp.
[
u v
−v −u
]
.
Remark 1.10. The conditions (1.38) and (1.39) are required to ensure uniqueness of the solution to
the RHP (1.8). The growth condition (1.38) is necessary as the product of the jump matrices at z = 0
is not the identity matrix. The necessity of the normalization condition (1.39) is explained as follows;
indeed one may require the simpler boundary behaviour Γn(z) ∼ z−
σ3
4 G
(
1+O (z−1/2)). However
this would not uniquely fix the solution as follows from the identity[
1 0
β 1
]
z−
σ3
4 G = z−
σ3
4 G
(
1+
1
2
[
β −β
β −β
]
z−1/2
)
(1.42)
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which would leave us with a one–parameter family of solutions, obtained one from the other by left
multiplication by a matrix
[
1 0
β 1
]
, β ∈ C. It follows from the same identity (1.42) that the condition
(1.39) removes this ambiguity. This gauge fixing is chosen purely because of certain later convenience
(see Lemma 1.14) and is otherwise entirely arbitrary. Indeed the tau function to be defined shortly
(see Rem. 1.11 below) is invariant under any transformation multiplying Γn on the left by an arbitrary
constant (in z) matrix.
The matrix Ξ(z)e−2
√
zσ3 satisfies the jump condition (1.37) and the growth condition (1.38) for
n = 0 but the asymptotic expansion (1.26) does not meet the requirement (1.39). However we have[
1 0
3−8ν+4ν2
16 1
]
Ξ(z)e−2
√
zσ3 ∼ z−σ34 G
(
1+
1− 4ν2
32
√
z
[
1 1
−1 −1
]
+O (z−1)) , z →∞ (1.43)
which does fulfill (1.39), with a0 =
1−4ν2
32 . Hence from now on we define
Γ0(z) :=
[
1 0
3−8ν+4ν2
16 1
]
Ξ(z)e−2
√
zσ3 (1.44)
which is by construction the solution to the full RHP 1.8 for n = 0.
Suppose now that the solution Γn(z) to RHP 1.8 exists; then the matrix
Ψn(z) := Γn(z)D
−1
n (z)e
2
√
zσ3 (1.45)
has constant jumps along Σ, therefore it satisfies a compatible system of linear ODEs
Ψ′n(z) = An(z)Ψn(z),
∂Ψn(z)
∂λj
= Ωj,n(z)Ψn(z) (j = 1, ..., n) (1.46)
where An(z) is a rational function with simple poles at z = 0, λ
2
1, ..., λ
2
n only while Ω1,n(z),..., Ωn,n(z)
are rational functions with simple poles at z = λ21, ..., λ
2
n only, as a consequence of the Liouville
Theorem; compare with the growth condition (1.38). The system (1.46) is an isomonodromic system
in the sense of [JMU81], whose tau function τIn(λ1, ..., λn; ν) [JMU81, Ber10] is defined by
∂
∂λj
log τIn(λ1, ..., λn; ν) =
1
2πi
∫
Σ
tr
(
Γ−1n (z−)Γ
′
n(z−)
∂Mn(z)
∂λj
M−1n (z)
)
dz (1.47)
=
n∑
j=1
res
z=λj
tr
(
Γ−1n (z)Γ
′
n(z)
∂Dn(z)
∂λj
D−1n (z)
)
.
Remark 1.11. Notice that the expression (1.47) is not affected by a gauge transformation Γn(z) →
BΓn(z), with B ∈ GL(2,C) a z–independent nondegenerate matrix.
Theorem 1.12. We have
τIn(λ1, ..., λn; ν) = τ̂n(λ1, ..., λn; ν) (1.48)
where τIn(λ1, ..., λn; ν) is defined in (1.47) and τ̂n(λ1, ..., λn; ν) is defined in (1.33).
The proof is contained in Sec. 2.1.
In the terminology of [JM80], the isomonodromic system (1.47) is obtained by a sequence of n
discrete Schlesinger transformations at the points z = λ21, ..., λ
2
n of the ODE (1.25). We are applying
here the RHP approach to Schlesinger transformations introduced in [BC15].
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1.5 The limit n→∞
Consider the (2,1)-entry of the jump matrix (1.36); the following identity
e−4
√
z
n∏
j=1
λj +
√
z
λj −
√
z
= exp
2∑
ℓ≥0
[(
1
λ2ℓ+11
+ · · ·+ 1
λ2ℓ+1n
)
− 2δℓ,0
] √
z
2ℓ+1
2ℓ+ 1
 (1.49)
holds uniformly over compact sets in |z| < minj |λj |2. Together with the definition of the Miwa times
(1.22) it suggests to consider the phase function
ϑ(z; t) :=
∑
ℓ≥0
(tℓ − 2δℓ,0)
√
z
2ℓ+1
. (1.50)
The Miwa times uniquely determine the n values λj up to permutations; however they clearly are not
independent from each other for any fixed n, and therefore we want to explain in which sense we should
understand the large–n limit.
Our main interest is in the computation of the higher–order log-derivatives of the gBGW tau
function at t = 0 (Thm. 1.1); however, the definition of analytic function of infinitely many variables is
problematic, even more so for asymptotic expansions thereof. Therefore, for our purposes it is sufficient
to consider functions of only finitely many such variables by setting tK+ℓ = 0, ℓ ≥ 0, for some K
sufficiently large, and then evaluating its log-derivatives. The “inductive limit” as K →∞ makes sense
because ostensibly (as it will appear) the resulting formulas are independent of K as long as K is large
enough.
It is clearly not possible to fix the value of infinitely many Miwa times given the n values λ1, . . . , λn,
so the logic of an analytic proof should proceed as follows (see [BC17] for more details); we choose
an appropriate sequence of matrices Λ(n) := diag(λ
(n)
1 , . . . , λ
(n)
n ) such that the corresponding Miwa
times tℓ(Λ
(n)) tend, as n → ∞, to a preassigned sequence t = (t1, . . . , tK , 0, 0, 0, 0 . . . ). The fact
that this is possible is a consequence of the Pade´ approximation theorem for the function eϑ(z;t). The
limit of (1.33) as n→∞ is then considered as a function of finitely many Miwa times. In this case it
could be shown that it converges to the isomonodromic tau function for the RHP defined below (1.13)
in a suitable sector of the variables (t1, . . . , tK). The computation of the limit of its log-derivatives at
t = 0 (within the sector) results in the formulas of Thm. 1.1, which are independent of the truncation
parameter K; this is due ultimately to the formulæ (1.61) and Lemma 2.5 which express the log-
derivatives of τ(t) solely in terms of the solution Γ(z; t) of the RHP 1.13, together with the fact that
when the (K–truncated) t tends to zero within a suitable sector, the solution Γ(z; t) tends (uniformly)
to the solution Γ0(z) (1.44) of the bare ODE. See also the last paragraph of this section.
The reader not interested in these analytical details, may consider the RHP 1.13 directly as de-
pending on infinitely many Miwa times and consider all subsequent manipulations as formal.
Keeping this in mind we will dispose of these details and formally set
ϑ(z; t) :=
K∑
ℓ=0
(tℓ − 2δℓ,0)
√
z
2ℓ+1
, (1.51)
M(z; t) := e−ϑ(z−;t)σ3S(z)eϑ(z+;t)σ3 =

iσ1 z < 0[
1 0
−ieiνπe2ϑ(z;t) 1
]
arg z = α1
[
1 0
−ie−iνπe2ϑ(z;t) 1
]
arg z = α2.
(1.52)
We then consider the RHP 1.13 below which is the (formal) reduction of RHP 1.8 by setting to zero
the Miwa times tK+1 = tK+2 = · · · = 0.
Therefore from now on we agree that t := (t0, t1, ..., tK , 0, 0, ...), where we remind that K is fixed
but arbitrary. We also assume that tK 6= 0 satisfies
Re
(√
z
2K+1
tK
)
< 0, for arg z = α1,2 (1.53)
10
so that M(z; t) ∼ 1+O (z−∞) along arg z = α1,2.
Riemann–Hilbert Problem 1.13. Find a 2 × 2 matrix Γ(z; t), analytic for z ∈ C \ Σ satisfying the
following jump condition along Σ
Γ(z+; t) = Γ(z−; t)M(z; t), (1.54)
the growth condition at zero
Γ(z; t) ∼ O(1)Ξ(z), z → 0, (1.55)
and the normalization condition at infinity
Γ(z; t) ∼ z−σ34 GY (z; t), z →∞,
G =
1√
2
[
1 −1
1 1
]
, Y (z; t) = 1+
[
a(t) a(t)
−a(t) −a(t)
]
1√
z
+O
(
1
z
)
∈ GL
(
2,C
s
1√
z
{)
,
(1.56)
for some function a(t) of t independent of z.
The considerations regarding the uniqueness exposed in Rem. 1.10 apply equally well here; the
solution of RHP 1.13 for t = (0, 0, ...) is Γ0(z) defined in (1.44) by construction, satisfying (1.54),
(1.55) and (1.56) with a(0, 0, ...) = 1−4ν
2
32 .
Repeating the arguments of Sec. 1.4, assuming therefore that the unique solution Γ(z; t) to RHP
(1.13) exists, we get a compatible system of linear ODEs
∂Ψ(z; t)
∂z
= A(z; t)Ψ(z; t),
∂Ψ(z; t)
∂tℓ
= Ωℓ(z; t)Ψ(z; t), ℓ = 0, ...,K (1.57)
for the matrix
Ψ(z; t) := Γ(z; t)e−ϑ(z;t)σ3 . (1.58)
More precisely we have the following Lemma, which is proven in Sec. 2.2.
Lemma 1.14. The matrices Ωℓ(z; t) are polynomials in z of degree ℓ+ 1 which can be written as
Ωℓ(z; t) = −
(
Ψ(z; t)σ3Ψ
−1(z; t)
√
z
2ℓ+1
)
+
(1.59)
where ()+ denotes the polynomial part
7 of a Laurent expansion in z around z =∞. The matrix A(z; t)
is a rational matrix with a simple pole at z = 0 which can be written as
A(z; t) =
1
z
−σ3
4
+
∑
ℓ≥0
2ℓ+ 1
2
(tℓ − 2δℓ,0)Ωℓ(z; t)
 . (1.60)
The system (1.57) is again an isomonodromic system in the sense of [JMU81] and its isomonodromic
tau function τI(t; ν) is defined by
∂
∂tℓ
log τI(t; ν) =
1
2πi
∫
Σ
tr
(
Γ−1(z−; t)Γ′(z−; t)
∂M(z; t)
∂tℓ
M−1(z; t)
)
dz
= res
z=∞
tr
(
Γ−1(z; t)Γ′(z; t)σ3
√
z
2ℓ+1
)
dz, ℓ = 1, ...,K. (1.61)
The meaning of the residue in (1.61) is formal and means simply (minus) the coefficient of the power
z−1 of a formal power series; in this regard we observe that Γ−1(z; t)Γ′(z; t)σ3
√
z
2ℓ+1
is a power
series in integer powers of z only, thanks to (1.41).
7Note that by (1.41) the expression Ψ(z; t)σ3Ψ−1(z; t)
√
z
2ℓ+1 has an expansion in integer powers of z only.
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Following arguments similar to [BC17, Prop. 3.6] we could also show that the solution of RHP 1.13
exists in a domain of the form: |t0| < 2, maxj≥1 |tj | < ǫ (for some ǫ > 0) and arg tK is a suitable range
implied by (1.53). This would allow us to conclude that log τI(t; ν) is analytic in the same domain
(i.e. τI does not vanish) and moreover that it admits an asymptotic expansion as t → 0 within the
same domain. These considerations, while important, are not really necessary for the purposes of the
present paper; in principle, the width of the domain of the asymptotic expansion indicates the Gevrey
class of the function and hence the order of growth of the coefficients.
In view of the above discussion we shall identify τI(t; ν) = τ(t; ν) in all the formal computations
below; in particular the proofs of Thm.s 1.1 and 1.4, contained in Sec. 2.3 and 2.4 resp., exploit the
expression for the logarithmic derivatives of the gBGW tau function in terms of the Jimbo–Miwa–Ueno
formula, i.e. of the second line in (1.61).
1.6 KdV and Painleve´ XXXIV hierarchies
It is well known that the Kontsevich–Witten KdV tau function [Wit91, Kon92] provides a solution to
the Painleve´ I hierarchy [DS90, BC17]. Here we observe that the gBGW tau function provides in the
same way a solution to the Painleve´ XXXIV hierarchy.
More precisely, let us call x := t0 and introduce
u(x, t≥1; ν) :=
∂2
∂x2
log τ(x, t≥1; ν), t≥1 := (t1, t2, ...) (1.62)
which is a solution to the KdV hierarchy
∂u
∂tℓ
=
d
dx
Lℓ+1[u], ℓ ≥ 1 (1.63)
satisfying the initial condition
u(x, t≥1 = 0; ν) =
1− 4ν2
8(2− x)2 (1.64)
as we shall compute below in Sect. 1.6.1, see (1.82). In (1.63) we denote Lℓ[u] the Lenard–Magri
differential polynomials, normalized as
L0[u] = 1,
{
d
dxLℓ+1 =
(
1
4
d3
dx3 + 2u
d
dx + ux
)
Lℓ[u]
Lℓ+1[u = 0] = 0
for ℓ ≥ 0. (1.65)
Let us now write the Virasoro constraint L0τ = 0, see (1.12), as
(x− 2)∂ log τ
∂x
+
∑
ℓ≥1
(2ℓ+ 1)tℓ
∂ log τ
∂tℓ
+
1− 4ν2
8
= 0 (1.66)
and taking two derivatives in x we have
(x− 2)∂
3 log τ
∂x3
+ 2
∂2 log τ
∂x2
+
∑
ℓ≥1
(2ℓ+ 1)tℓ
∂3 log τ
∂2x∂tℓ
= 0. (1.67)
The following proposition then follows from the definition (1.62) of u and the KdV hierarchy equations
(1.63).
Proposition 1.15. If we set tℓ = 0 for ℓ ≥ K + 1 as above, then u(x; t1, ..., tK , 0, ...; ν) solves the
Kth member of the PXXXIV hierarchy;
2u+ (x− 2)ux +
K∑
ℓ=1
(2ℓ+ 1)tℓ
d
dx
Lℓ+1[u] = 0 (1.68)
which is an ODE in x, where t1, ..., tK are regarded as parameters.
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The Painleve´ XXXIV hierarchy has been considered in [CJP99] and it is related by a Miura trans-
formation to the Painleve´ II hierarchy, first introduced in [FN80].
For example, the case K = 1 in (1.68) is
3
4
t1uxxx + 9t1uux + (x− 2)ux + 2u = 0. (1.69)
By the simple scaling
x = 2−
(
3t1
4
) 1
3
y, u(x) =
(
2
9t21
) 1
3
v(y) (1.70)
(1.69) reads
vyyy + 6vvy − yvy − 2v = 0 (1.71)
which we call, following the literature, see e.g. [CJP99], the Painleve´ XXXIV equation.
It is known [Inc56, FA82] that (1.71) is equivalent to the Painleve´ II equation
wyy = w
3 + yw + α, (1.72)
in the sense that the Miura transformation
v = −w2 − wy , w = vy + α
2v − y (1.73)
is a one–to–one map between solutions to (1.71) and to (1.72).
Using (2.62), (2.63) and (2.64) we can write down explicitly the Lax pair for (1.69) as
A = A1z +A0 +
A−1
z
, Ω =
[ −2a −1
−z − 2ax + 4a2 2a
]
(1.74)
where
A1 =
[
0 0
− 3t12 0
]
, A0 =
[ −3t1a − 3t12
6t1a
2 + 3t1ax − x2 + 1 3t1a
]
, (1.75)
A−1 =
[ −(x−2)a−6t1axa− 32 t1axx− 14 − x−22 −3t1ax
2(x−2)a2+12t1axa2+6taxxa+a+12t1a2x+2(x−2)ax+ 32 t1axxx (x−2)a+6t1axa+ 32 t1axx+ 14
]
.
Indeed, the compatibility of Ψ′ = AΨ and Ψx = ΩΨ implies the zero curvature condition
Ax − Ω′ − [Ω, A] = 1
z
[
0 0
3
2 t1axxxx + 36t1axxax + 2(x− 2)axx + 4ax 0
]
= 0 (1.76)
which, identifying u = 2ax from (2.65), gives (1.69). Setting t1 = − 43 , x − 2 = y and 4a(x) = α(y)
we obtain the following Lax pair for (1.71);
A =
[
α+
2αyy−yα+2ααy−1
4z 2 +
2αy−y
2z
2z − y2 − α
2
2 − αy +
2α+yα2+4yαy−2α2αy−8α2y−4ααyy−4αyyy
8z −α−
2αyy−yα+2ααy−1
4z
]
,
Ω =
[
−α2 −1
−z + α24 +
αy
2
α
2
]
,
{
Ψ′ = AΨ
Ψy = ΩΨ
⇒ αyyyy + 6αyαyy − yαyy − 2αy = 0 (1.77)
which is (1.71) for v := αy. Finally we note that after a gauge transformation on (1.77) of the form
Â = GAG−1, Ω̂ = GΩG−1 +GyG−1 with G =
[
1 0
α
2 1
]
we obtain a Lax pair
Â =
[
2vy−1
4z
2v−y
2z + 2
2z − v − y2 +
−2v2+yv−vyy
2z
1−2vy
4z
]
, Ω̂ =
[
0 −1
v − z 0
]
(1.78)
for (1.71) in v directly.
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1.6.1 The bare tau function
We now compute the “bare” tau function for t = (x, 0, 0, . . . ) using the solution of the bare RHP. The
time x = t0 is related to scalings of the variable z in the RHP 1.13; hence, restricting to real values of
x for simplicity, we have
Γ(z; (x, 0, ...)) =
(
1− x
2
)σ3
2
Γ0
((
1− x
2
)2
z
)
(1.79)
where we assume −2 < x < 2 and take the principal branch of the square roots. At the level of
asymptotic expansions, we are replacing
√
z → (1− x2 )√z in the asymptotic expansion of Γ0(z);
from (1.43) we see that
Γ(z; (x, 0, ...)) ∼ z−σ34 G
(
1+
1− 4ν2
32
(
1− x2
)√
z
[
1 1
−1 −1
]
+O (z−1)) , z →∞. (1.80)
Using (1.80) a direct computation shows that
∂x log τ(x, 0, ...) = res
z=∞
tr
(
Γ−1(z; (x, 0, ...))Γ′(z; (x, 0, ...))σ3
√
z
)
dz =
1− 4ν2
8(2− x) (1.81)
which provides the initial datum for the KdV hierarchy (1.63);
u(x; t≥1 = 0; ν) =
∂2
∂x2
log τ(x, 0, ...) =
1− 4ν2
8(2− x)2 . (1.82)
Moreover (1.81) implies that
τ(x, 0, ...) = C(2 − x) 4ν
2−1
8 (1.83)
for some nonvanishing integration constant C 6= 0, which indicates that RHP 1.13 for t = (x, 0, ...) is
solvable for all values of x 6= 2.
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2 Proofs
2.1 Proof of Thm. 1.12
In this section we prove Thm. 1.12; the approach is exactly parallel to that in [BC17, App. A], which
we refer to for further details (see also [BR17]).
2.1.1 The characteristic matrix
Following [BC15] we introduce the characteristic matrix
G = [Gj,k]nj,k=1, Gj,k =
− resz=∞
zk
z−λ2j
e
⊤
2 Γ
−1
0 (λ
2
j )Γ0(z)G
−1z
σ3
4 e1+k if − π2 < argλ < π2
− res
z=∞
zk
z−λ2j
e
⊤
1 Γ
−1
0 (λ
2
je
∓2πi)Γ0(z)G−1z
σ3
4 e1+k if
π
2 < ± argλ < π
(2.1)
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where e1 =
[
1
0
]
, e2 =
[
0
1
]
, and the index in e1+k is understood mod 2 (e.g. e3 = e1, e4 = e2); Γ0(z)
is as in (1.44), and note that the gauge factor of (1.44) is irrelevant here, as Gj,k is invariant under
Γ0 7→ BΓ0 for any B ∈ GL(2,C).
The residue in (2.1) is by definition a formal residue, i.e. we regard
Γ0(z)G
−1z
σ3
4 = z−
σ3
4 GYn(z)G
−1z
σ3
4 = 1+O (z−1) ∈ GL (2,C qz−1y) (2.2)
as a formal power series and the formal residue is simply the coefficient of z−1. It can be checked that
thanks to the property (1.41) the expression (2.2) contains integer powers of z only.
Proposition 2.1. We have
detG = C det [e−2λjξk(λj)]nj,k=1 (2.3)
where the proportionality constant C (irrelevant in the following) is
C := (−1)⌊a2 ⌋(−i)b+ ib− , a := ♯
{
j : −π
2
argλj <
π
2
}
, b± := ♯
{
j :
π
2
< ± argλj < π
}
. (2.4)
Proof. Let us consider the case −π2 < argλj < π2 first; by the definition (2.1) and simple algebra
using (1.32), we see that the (2m+1)th, resp. (2m+2)th, column of G is the second, resp. the first,
entry in the row vector coefficient of z−m in
e−2λj
1− λ
2
j
z
[−ξ2(λj), ξ1(λj)]
(
1+O (z−1)) = ∑
m≥0
e−2λjλ2mj
zm
[−ξ2(λj), ξ1(λj)]
(
1+O (z−1)) , (2.5)
where j is the row index of the columns of G. Hence we note that the first column of G is given by
[e−2λjξ1(λj)]nj=1 and the second one by [−e−2λjξ2(λj)]nj=1.
For the next columns we proceed by induction. Indeed, as the O(z−1) term in (2.5) does not
depend on the row index j, it follows that the (2m+1)th column is [e−2λjλ2mj ξ1(λj)]
n
j=1 up to a linear
combination of the previous (odd) column. Similarly the (2m+2)th column is [−e−2λjλ2mj ξ2(λj)]nj=1
up to a linear combination of the previous (even) columns. Now we recall [AS65]
Iα+1(2λ) = Iα−1(2λ)− α
λ
Iα(2λ), Kα+1(2λ) = Kα−1(2λ) +
α
λ
Kα(2λ) (2.6)
which implies
ξk+2(λ) = λ
2ξk(λ) − (k − ν)ξk+1(λ) when − π
2
< argλ <
π
2
(2.7)
and so
λ2mξ1(λ) ≡ ξ2m+1(λ) mod (ξ1(λ), ..., ξ2m(λ))
λ2mξ2(λ) ≡ ξ2m+2(λ) mod (ξ1(λ), ..., ξ2m+1(λ)) (m ≥ 1). (2.8)
It follows that the matrices G and [(−1)k−1e−2λj ξk(λj)]mj,k=1 differ by multiplication by a unimodular
matrix, more precisely by a triangular matrix with 1’s along the diagonal; in particular they have the
same determinant and Proposition is proven when −π2 < argλj < π2 .
The case when π2 < ± argλj < π is completely analogous so we just briefly comment on the
differences; expression (2.5), in view of (2.1) and (1.32), must be replaced by
e−2λj
1− λ
2
j
z
[±iξ2(λj),±iξ1(λj)]
(
1+O (z−1)) = ∑
m≥0
e−2λjλ2mj
zm
[±iξ2(λj),±iξ1(λj)]
(
1+O (z−1))
(2.9)
while the recursion (2.7) must be replaced by
ξk+1(λ) = λ
2ξk−1(λ) + (k − ν)ξk(λ), π
2
< ± argλ < π (2.10)
which is again a consequence of (2.6). Hence (2.8) holds true in the case π2 < ± argλj < π as well
and as above, taking care of the ±’s and ±i’s, we have the thesis. 
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2.1.2 Schlesinger transform and Malgrange form
Proposition 2.2. Suppose RHP 1.8 has a solution Γn(z). Then there exists a rational matrix Rn(z)
with simple poles at z = λ21, ..., λ
2
n only such that
Γn(z) = Rn(z)Γ0(z)Dn(z). (2.11)
Proof. It can be checked that Rn(z) := Γn(z)D
−1
n (z)Γ
−1
0 (z) does not have jumps along Σ, while
having at worse simple poles at z = λ21, ..., λ
2
n; the thesis is now a consequence of Lioville’s Theorem.

Hereafter we employ the short notation ∂j :=
∂
∂λj
and we consider the case Reλj ≥ 0 only for
clarity’s sake; the general case is a straightforward generalization.
The following variational formula has been proven in [BC15, App. B];
∂j log detG =
n∑
k=1
res
z=λ2k
tr
(
R−1n R
′
n∂jJkJ
−1
k
)
+ res
z=∞
tr
(
R−1n R
′
n∂jJ∞J
−1
∞
)
+
+
n∑
k=1
res
z=λ2k
tr
(
Γ−10 Γ
′
0∂jUkU
−1
k
) (2.12)
where
Jk := Γ0(z)
[
1 0
0 λ2k − z
]
, J∞ := Γ0(z)Dn(z)G−1z
σ3
4 , Uk :=
[
1 0
0 z − λ2k
]
, k = 1, ..., n.
(2.13)
We are ready to give the proof of Thm. 1.12; let us compute the Malgrange form
ωn(∂j) :=
1
2πi
∫
Σ
tr
(
Γn(z−)−1Γ′n(z−)∂jMn(z)M
−1
n (z)
)
dz (2.14)
by using Γn = RnΓ0Dn and Mn = D
−1
n M0Dn where M0(z) := e
2
√
z−σ3S(z)e−2
√
z+σ3 . After some
elementary steps8 we obtain
ωn(∂j) =
∑
z∗∈{λ21,...,λ2n,∞}
res
z=z∗
tr
(
R−1n R
′
nΓ0∂jDnD
−1
n Γ
−1
0 + Γ
−1
0 Γ
′
0∂jDnD
−1
n
)
(2.15)
and by using the identities
∂jJ∞J−1∞ = Γ0∂jDD
−1Γ−10 (2.16)
we obtain (comparing with (2.12))
ωn(∂j) = ∂j log detG +
n∑
k=1
res
z=λ2k
tr
(
Γ−10 R
−1
n R
′
nΓ0(∂jDnD
−1
n − ∂jUkU−1k )
)
(2.17)
as res
z=∞
tr
(
Γ−10 Γ
′
0∂jDnDn
)
= 0. Introducing now the matrices
Tk := DnU
−1
k =
[
1 0
0
∏
k′ 6=k(λk′−
√
z)
λk+
√
z
]
, R+k := RnΓ0Uk, k = 1, ..., n (2.18)
which are analytic at z = λ2k and satisfy ∂jDnD
−1
n −∂jUkU−1k = ∂jTkT−1k we compute each summand
8Which are explained in detail in [BC15, BC17, BR17].
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in the right–hand side of (2.17) as
res
z=λ2k
tr
(
R−1n R
′
nΓ0∂jTkT
−1
k Γ
−1
0
)
= res
z=λ2k
tr
(
(U−1k Γ
−1
0 R
−1
n )(R
′
nΓ0Uk)∂jTkT
−1
k
)
= res
z=λ2k
tr
(
(U−1k Γ
−1
0 R
−1
n )((RnΓ0Uk)
′ −RnΓ′0Uk −RnΓ0U ′k)∂jTkT−1k
)
= res
z=λ2k
tr
(
(R+k )
−1(R+k )
′∂jTkT−1k
)
︸ ︷︷ ︸
=0
− res
z=λ2k
tr
(
Γ−10 Γ
′
0δTkT
−1
k
)
︸ ︷︷ ︸
=0
− res
z=λ2k
tr
(
U−1k U
′
k∂jTkT
−1
k
)
= − res
z=λ2k
1
z − λ2k
(
∂j
(∏
k′ 6=k(λk′ −
√
z)
λk +
√
z
)
λk +
√
z∏
k′ 6=k(λk′ −
√
z)
)
= − res
z=λ2k
1
z − λ2k
×
{
1
λj−
√
z
if j 6= k
1
λj−
√
z
if j = k
=
{
1
λk−λj if j 6= k
1
2λk
if j = k.
(2.19)
From (2.17) we get, after a simple integration,
ωn(∂j) = ∂j log
( ∏n
j=1
√
λj
∆(λ1, ..., λn)
detG
)
. (2.20)
In view of (2.3) and (1.33) the proof of Thm. 1.12 is complete by observing that the isomonodromic
tau function is defined only up to multiplicative constants by ∂j log τ
I
n = ω(∂j), see (1.47).
2.2 Proof of Lemma 1.14
In this proof we omit the dependence on (z; t). The matrix Ωℓ =
∂Ψ
∂tℓ
Ψ−1 (with Ψ as in (1.58)) has no
jumps along Σ. In principle it may have an isolated singularity at z = 0 (a pole or worse); however this
cannot happen because of condition (1.55). Therefore Ωℓ has a removable singularity at z = 0 and
thus extends to an entire function. From inspection of the asymptotic behaviour of Ψ at ∞, it follows
that Ωℓ is an entire function of z with polynomial growth at z =∞. By the Liouville Theorem Ωℓ is a
polynomial of z, which coincides then with the polynomial part of its asymptotic expansion;
Ωℓ =
(
∂Ψ
∂tℓ
Ψ−1
)
+
=
(
z−
σ3
4 G
∂Y
∂tℓ
Y −1G−1z
σ3
4
)
+︸ ︷︷ ︸
=0
−
(
Ψσ3Ψ
−1 ∂ϑ
∂tℓ
)
+
= −
(
Ψσ3Ψ
−1√z2ℓ+1
)
+
(2.21)
where the first term vanishes thank to our choice of normalization in (1.56).
The same reasoning applies to A = Ψ′Ψ−1, with the only exception that, in view of growth
condition at z = 0 (1.55), A has a simple pole at z = 0. It follows by the Liouville Theorem that A is
a rational function of z, which coincides then with the Laurent expansion at ∞ truncated at the term
in z−1; namely
A =
1
z
(
zΨ′Ψ−1
)
+
= −σ3
4z
+
1
z
(
zz−
σ3
4 GY ′Y −1G−1z
σ3
4
)
+︸ ︷︷ ︸
=0
−1
z
(
zΨσ3Ψ
−1ϑ′
)
+
(2.22)
= −σ3
4z
−
∑
ℓ≥0
2ℓ+ 1
2z
(tℓ − 2δℓ,0)
(
zΨσ3Ψ
−1√z2ℓ−1
)
+
=
1
z
−σ3
4
+
∑
ℓ≥0
2ℓ+ 1
2
(tℓ − 2δℓ,0)Ωℓ

where again the term indicated vanishes thank to our choice of normalization in (1.56).
Remark 2.3. The expression (1.60) for t = 0 coincides with the ODE (1.25) up to the gauge
transformation (1.44); indeed, using the expression (2.63) below for Ω0 and the initial conditions
a(0, 0, ...) = 1−4ν
2
32 , c(0, 0, ...) = − (9−4ν
2)(1−4ν2)
512 (which are read off the expansion of Γ0(z)) we see
that (1.60) reduces to
A(z) = −σ3
4z
− Ω0
z
=
[
− 3+4ν216z 1z
1− 9−40ν2+16ν4256z 3+4ν
2
16z
]
=
[
1 0
3−8ν+4ν2
16 1
][
− ν2z 1z
1 ν2z
] [
1 0
− 3−8ν+4ν216 1
]
.
(2.23)
17
2.3 Proof of Thm. 1.1
The proof of Thm. 1.1 follows from the same algebraic manipulations first introduced in [BDY16]
which have subsequently appeared many times, e.g. in [BDY15, DY17, BR17] and it is explained in
detail for the reader’s convenience.
2.3.1 One–point function
We use (1.61) to compute∑
ℓ≥0
z−ℓ−1
∂ log τ(t)
∂tℓ
=
∑
ℓ≥0
z−1−ℓ res
w=∞
tr
(
Γ−1(w; t)Γ′(w; t)σ3
√
w
)
wℓdw (2.24)
= −tr (Γ−1(z; t)Γ′(z; t)σ3√z) (2.25)
= −tr (√zΨ−1(z; t)Ψ′(z; t)σ3)− 2√zϑ′(z; t)
where we have used Γ = Ψeϑσ3 ; evaluation at t = 0 of (2.24) gives, recalling definition (1.3),
S1(z; ν) = 2− tr
(√
z Ξ−1(z)Ξ′(z)σ3
)
= 2− tr
(√
z
[− ν2z 1z
1 ν2z
]
Ξ(z)σ3Ξ
−1(z)
)
(2.26)
where Ξ(z) has been defined in (1.24), and we have used the ODE (1.25); in (2.26) we identify Ξ(z)
with its asymptotic expansion at z =∞.
Lemma 2.4. We have, at the level of asymptotic expansions,
√
z Ξ(z)σ3Ξ
−1(z) = U(z; ν) (2.27)
where U(z; ν) is defined in (1.4).
Proof. We compute U(z; ν) in the sector α1 < arg z < α2, the result holds in every sector due to the
fact that Ξ(z) has the same asymptotic expansion in every sector by construction. Hence we compute
√
z Ξσ3Ξ
−1 =
√
z
[U11 U12
U21 −U11
]
,

U11 := 2
√
z (I−ν(2
√
z)K1−ν(2
√
z)− I1−ν(2
√
z)K−ν(2
√
z))
U12(z) := 4I−ν(2
√
z)K−ν(2
√
z)
U21 := 4zI1−ν(2
√
z)K1−ν(2
√
z).
(2.28)
From the ODE (1.25) we deduce( U√
z
)′
=
[
A,
U√
z
]
, A =
[− ν2z 1z
1 ν2z
]
(2.29)
from which we obtain the system of ODEs
2zU ′11 = −2zU12 + 2U21
2zU ′12 = −4U11 − 2νU12
2zU ′21 = 4zU11 + 2νU21.
(2.30)
Consider, at the formal level, the following integral transform
f(z) =
∑
k≥0
fkz
−k− 12 7→ f̂(t) :=
∑
k≥0
fk
(2k)!
t2k, f(z) =
∫
f̂(t)e−t
√
zdt (2.31)
for which
2ẑf ′(z) = − d
dt
(tf̂(t)), ẑf(z) =
d2
dt2
f̂(t). (2.32)
Hence, by (2.30) and (2.32), the formal series Û11(t), Û12(t), Û21(t) satisfy the system
− ddt
(
tÛ11(t)
)
= −2 d2dt2 Û12(t) + 2Û21(t)
− ddt
(
tÛ12(t)
)
= −4Û11(t)− 2νÛ12(t)
− ddt
(
tÛ21(t)
)
= 4 d
2
dt2 Û11(t) + 2νÛ21(t).
(2.33)
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Solving for Û11(t) and Û21(t) from the first two equations in (2.33) we obtain
Û11(t) = 1− 2ν
4
Û12(t) + t
4
d
dt
Û12(t), (2.34)
Û21(t) = 2ν − 1
8
Û12(t) + 2ν − 3
8
t
d
dt
Û12(t) +
(
1− t
2
8
)
d2
dt2
Û12(t)
and inserting this in the third equation in (2.33) we obtain ODE
t
(
16− t2) d3
dt3
Û12(t)+2
(
16− 3t2) d2
dt2
Û12(t)+
(
4ν2 − 7) t d
dt
Û12(t)+
(
4ν2 − 1) Û12(t) = 0. (2.35)
Now, from the expansions [AS65]
Iα(x) ∼ 1√
2πx
ex
∑
k≥0
(
1
2 − ν
)
k
(
1
2 + ν
)
k
k!(2x)k
, Kα(x) ∼
√
π
2x
e−x
∑
k≥0
(−1)k ( 12 − ν)k ( 12 + ν)k
k!(2x)k
(2.36)
we see that
U12(z) = 4I−ν(2
√
z)K−ν(2
√
z) =
1√
z
(
1 +O
(
1
z
))
(2.37)
is a power series containing only negative odd powers of
√
z and so, from (2.31),
Û12(t) = 1 +O
(
t2
)
(2.38)
is a power series containing only positive even powers of t. Hence we are interested in even power series
solutions Û12(t) = 1 +O
(
t2
)
of the ODE (2.35); by the Frobenius method it is possible to conclude
that there exists exactly one such solution, which can be written in closed form in terms of the Gauss
hypergeometric function
Û12(t) = 2F1
(
1
2
− ν, 1
2
+ ν; 1;
t2
16
)
=
∑
k≥0
(
1
2 − ν
)
k
(
1
2 + ν
)
k
(k!)2
t2k
16k
. (2.39)
Finally, recalling transformation (2.31) we have
√
zU12(z) =
∑
k≥0
(
1
2 − ν
)
k
(
1
2 + ν
)
k
(2k)!
(k!)2
z−k
16k
(2.40)
which simplifies to the (1,2)–entry in (1.4) by the identity (2k)! = 2kk!(2k− 1)!!. The other entries of
(1.4) are obtained by substituting (2.40) into (2.34). 
Returning now to (2.26), we compute using (1.4)
tr
([− ν2z 1z
1 ν2z
]
U(z; ν)
)
= −ν
z
U11(z) + U21(z)
z
+ U12(z)
= −ν
2
∑
k≥0
(2k − 1)!!
8kk!
(
1
2
− ν
)
k+1
(
1
2
+ ν
)
k
z−1−k
+
∑
k≥0
(2k − 1)!!
8kk!
[
−
(
1
2
− ν
)
k+1
(
1
2
+ ν
)
k−1
+
(
1
2
− ν
)
k
(
1
2
+ ν
)
k
]
z−k
= −ν
2
∑
k≥1
(2k − 3)!!
8k−1(k − 1)!
(
1
2
− ν
)
k
(
1
2
+ ν
)
k−1
z−k + 2
−
∑
k≥1
(2k − 1)!!
8kk!
(
1
2
− ν
)
k−1
(
1
2
+ ν
)
k
z−k
= 2−
∑
k≥1
(2k − 3)!!
23k−1k!
(
1
2
− ν
)
k
(
1
2
+ ν
)
k
z−k (2.41)
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hence (2.26) gives
S1(z; ν) =
∑
ℓ≥0
z−1−ℓ
∂τ(t; ν)
∂tℓ
∣∣∣∣
t=0
=
∑
k≥1
(2k − 3)!!
23k−1k!
(
1
2
− ν
)
k
(
1
2
+ ν
)
k
z−k (2.42)
from which (1.5) follows by the change of variable k = 1 + ℓ.
2.3.2 n–point function
We first consider the two–point function; apply
∑
ℓ2≥0
z−1−ℓ22
∂
∂tℓ2
on (2.24) to get
∑
ℓ2≥0
z−ℓ1−11 z
−ℓ2−1
2
∂2 log τ(t)
∂tℓ1∂tℓ2
(2.43)
= −
∑
ℓ2≥0
z−ℓ2−12 tr
(√
z1Ω
′
ℓ2(z1; t)Ψ(z1; t)σ3Ψ
−1(z1; t)
)− 2 ∑
ℓ2≥0
z−1−ℓ22
√
z1
∂
∂tℓ2
ϑ′(z1; t).
The second term is easily computed as
− 2
∑
ℓ2≥0
z−1−ℓ22
√
z1
∂
∂tℓ2
ϑ′(z1; t) = −2
∑
ℓ2≥0
2ℓ2 + 1
2
zℓ21 z
−1−ℓ2
2 = −
z1 + z2
(z1 − z2)2 . (2.44)
For the first one we introduce
R(z; t) := √zΨ(z; t)σ3Ψ−1(z; t) (2.45)
and we rewrite from (1.59)
Ωℓ(z; t) = res
w=∞
R(w; t)wℓ
w − z dw. (2.46)
Consequently we obtain∑
ℓ2≥0
z−ℓ2−12 tr
(√
z1Ω
′
ℓ2(z1; t)Ψ(z1; t)σ3Ψ
−1(z1; t)
)
= −
∑
ℓ2≥0
z−ℓ2−12 tr
(
res
w=∞
R(w; t)wℓ2
(w − z1)2 R(z1; t)
)
dw = tr
(R(z2; t)R(z1; t)
(z2 − z1)2
)
(2.47)
and, using Lemma (2.4), evaluation at t = 0 gives
R(z; t)|
t=0 =
√
z Ξ(z)σ3Ξ
−1(z) = U(z; ν) (2.48)
and (1.6) is proven for n = 2.
To prove (1.6) for arbitrary n ≥ 3 we state the following Lemma.
Lemma 2.5. For all n ≥ 2 we have∑
ℓ1,...,ℓn≥0
z−1−ℓ11 · · · z−1−ℓnn
∂n log τ(t)
∂tℓ1 · · ·∂tℓn
=
(−1)n−1
n
∑
ι∈Sn
tr (R(z1; t) · · · R(zn; t))
(zι1 − zι2) · · · (zιn−1 − zιn)(zιn − zι1)
− z1 + z2
(z1 − z2)2 δn,2. (2.49)
Proof. The proof is given by induction on n ≥ 2; the induction base n = 2 has been proven above.
Assume (2.49) holds true for some n ≥ 2 then, writing R(z) := R(z; t) for short,∑
ℓ1,...,ℓn+1≥0
z−1−ℓ11 · · · z−1−ℓn−1n+1
∂n+1 log τ(t)
∂tℓ1 · · · ∂tℓn+1
=
(−1)n−1
n
∑
ℓn+1≥0
∑
ι∈Sn
zn+1
∂
∂tℓn+1
tr (R(z1) · · · R(zn))
(zι1 − zι2) · · · (zιn−1 − zιn)(zιn − zι1)
. (2.50)
20
Using ∂∂tℓR(z) = [Ωℓ(z),R(z)] it can be derived from (2.46) that∑
ℓ≥0
z−1−ℓ
∂
∂tℓ
R(z′) = [R(z),R(z
′)]
z′ − z (2.51)
and so we rewrite (2.50) as
(−1)n−1
n
∑
ι∈Sn
n∑
j=1
tr
(R(z1) · · · (R(zn+1)R(zιj )−R(zιj )R(zn+1)) · · · R(zn))
(zι1 − zι2) · · · (zιn−1 − zιn)(zιn − zι1)(zιj − zn+1)
=
(−1)n−1
n
∑
ι∈Sn
n∑
j=1
tr
(R(zι1) · · · R(zιj−1)R(zn+1)R(zιj ) · · · R(zιn))
(zι1 − zι2) · · · (zιn−1 − zιn)(zιn − zι1)
×
(
1
zιj − zn+1
− 1
zιj+1 − zn+1
)
=
(−1)n
n
∑
ι∈Sn
n∑
j=1
tr
(R(zι1) · · · R(zιj−1)R(zn+1)R(zιj ) · · · R(zιn))
(zι1 − zι2) · · · (zιj − zn+1)(zn+1 − zιj+1) · · · (zιn−1 − zιn)(zιn − zι1)
=
(−1)n
n+ 1
∑
ι∈Sn+1
tr
(R(zι1) · · ·R(zιn+1))
(zι1 − zι2) · · · (zιn − zιn+1)(zιn+1 − zι1)
(2.52)
where we have used the cyclic property of the trace. 
Finally (1.6) follows by evaluating (2.49) at t = 0 using (2.48), and the proof of Thm. 1.1 is
complete.
2.4 Proof of Thm. 1.4
Here we prove Thm. 1.4; hereafter we drop the explicit notation of dependence on z, t, ν and denote
t˜ℓ := tℓ − 2δℓ,0, ∂ℓ := ∂
∂t˜ℓ
=
∂
∂tℓ
. (2.53)
2.4.1 Preliminaries
We collect here some simple results that will be needed below.
Lemma 2.6. The following identity holds true for all k ≥ 0;
res
z=∞
tr
(
zA′Ψσ3Ψ−1
√
z
2k+1
)
dz +
2k + 3
2
∂k log τ = 0. (2.54)
Proof. The (formal or not) residue of a total differential vanishes, hence
res
z=∞
tr
(
Ψ′σ3Ψ−1
√
z
2k+3
)′
dz = 0 (2.55)
and computing the left hand side using Ψ′ = AΨ we have
res
z=∞
tr
(
(AΨ)′σ3Ψ−1
√
z
2k+3 −AΨσ3Ψ−1Ψ′Ψ−1
√
z
2k+3
+
2k + 3
2
Ψ′σ3Ψ−1
√
z
2k+1
)
dz
= res
z=∞
tr
(
A′Ψσ3Ψ−1 +✘✘✘
✘✘
A2Ψσ3Ψ
−1 −✭✭✭✭✭✭AΨσ3Ψ−1A
)√
z
2k+3
dz +
2k + 3
2
∂k log τ (2.56)
where the two terms indicated cancel out thanks to the cyclic property of the trace. 
Lemma 2.7. The following formulæ hold true, for all a, b, c ≥ 0;
∂b∂c log τ = res
z=∞
tr
(
Ω′bΨσ3Ψ
−1√z2c+1
)
dz, (2.57)
∂a∂b∂c log τ = res
z=∞
tr
(
(∂aΩ
′
b + [Ω
′
b,Ωa])Ψσ3Ψ
−1√z2c+1
)
dz. (2.58)
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Proof. We start from the definition (1.61)
∂c log τ = res
z=∞
tr
(
Ψ′σ3Ψ−1
√
z
2c+1
)
dz (2.59)
and applying ∂b using ∂bΨ = ΩbΨ we get
∂b∂c log τ = res
z=∞
tr
(
(ΩbΨ)
′
σ3Ψ
−1√z2c+1 −Ψ′σ3Ψ−1Ωb
√
z
2c+1
)
dz
= res
z=∞
tr
(
Ω′bΨσ3Ψ
−1√z2c+1 +
✭✭
✭✭
✭✭
✭✭✭
ΩbΨ
′σ3Ψ−1
√
z
2c+1 −
✭✭
✭✭
✭✭
✭✭✭
Ψ′σ3Ψ−1Ωb
√
z
2c+1
)
dz (2.60)
where the two terms cancel due to the cyclic property of the trace; (2.57) is proven. Now apply ∂a to
(2.57) to obtain
∂a∂b∂c log τ = res
z=∞
tr
((
(∂aΩ
′
b)Ψσ3Ψ
−1 +Ω′bΩaΨσ3Ψ
−1 − Ω′bΨσ3Ψ−1Ωa
)√
z
2c+1
)
dz (2.61)
which simplifies to (2.58), once again thanks to the cyclic property of the trace. 
As a last preliminary, let us use the expansion
Y (z; t) = 1+
[
a a
−a −a
]
z−
1
2 +
[
b c
c b
]
z−1 +
[
d e
−e −d
]
z−
3
2 +
[
f g
g f
]
z−2 +O
(
z−
5
2
)
(2.62)
with a = a(t),..., g = g(t), to compute
Ω0 =
[ −2a −1
−z − 2c 2a
]
, (2.63)
Ω1 =
[
2(ab− ac− e)− 2az 4a2 + 2c− z
2(ae− ad− c2 + bc− g)− 2zc− z2 2(−ab+ ac+ e) + 2az
]
, (2.64)
and, by direct use of (1.61) we also find
∂0 log τ = 2a, (2.65)
∂1 log τ = −4ab+ 3d+ e. (2.66)
2.4.2 Proof of L0τ = 0
We compute from (1.60)
zA′ = z
 σ3
4z2
+
1
z
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩ
′
ℓ −
1
z2
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩℓ
 =∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩ
′
ℓ −A. (2.67)
Substitution in (2.54) shows that for all k ≥ 0 we have
0 =
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓ res
z=∞
tr (Ω′ℓΨσ3Ψ
√
z
2k+1
)dz − res
z=∞
tr
(
AΨσ3Ψ
−1√z2k+1
)
+
2k + 3
2
∂k log τ
=
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓ∂ℓ∂k log τ +
2k + 1
2
∂k log τ = ∂k
(
L0τ
τ
)
(2.68)
where we use (2.57) and the fact that AΨ = Ψ′; the last identity implies L0ττ = C for some constant
C; evaluation at tℓ = 0, i.e. t˜ℓ = −2δℓ,0, using the definition of L0 in (1.12) shows that
C =
L0τ
τ
∣∣∣∣
t=0
= −∂0 log τ |t=0 +
1− 4ν2
16
= −1− 4ν
2
16
+
1− 4ν2
16
= 0 (2.69)
where we use ∂0 log τ |t=0 = 1−4ν
2
16 , which follows either by the explicit formula (1.5) or by (1.81) with
x = 0. Therefore L0τ = 0.
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Remark 2.8. The constraint L0τ = 0 follows also from the dilation covariance of the RHP 1.13.
Concretely, the matrix Ψ(euz; t) (u ∈ R) satisfies the same jump condition as Ψ(z; t), as the latter
has been defined in (1.58) and satisfies a jump condition with matrices independent of z, t; further we
have the boundary behaviour
Ψ(euz) ∼ e−u4 σ3z− σ34 G
(
1+
[
a(t) a(t)
−a(t) −a(t)
]
e−
u
2 z−
1
2 +O (z−1)) e−ϑ(z;t(u))σ3 , z →∞ (2.70)
where tℓ(u) := e
2ℓ+1
2 utℓ. It follows that e
u
4 σ3Γ(euz; t(−u)) solves RHP 1.13, the solution of which is
unique, hence
Γ(z; t) = e
u
4 σ3Γ(euz; t(−u)). (2.71)
Therefore, for all k ≥ 0 we have
res
z=∞
tr
(
Γ−1(z; t)Γ′(z; t)σ3
√
z
2k+1
)
= res
z=∞
tr
(
Γ−1(euz; t(−u))Γ′(euz; t(−u))σ3
√
z
2k+1
)
(2.72)
and the last expression does not depend on u by construction; setting the first variation in u equal to
zero we recover ∂k
(
L0τ
τ
)
= 0 for all k ≥ 0, from which we can derive L0τ = 0 as above.
Note that due to the special point z = 0, RHP 1.13 does not have a translation covariance property.
2.4.3 Proof of L1τ = 0
As a consequence of the recursion
zΩℓ = Ωℓ+1 − (Ωℓ+1)0 ⇒ zΩ′ℓ = Ω′ℓ+1 − Ωℓ (2.73)
where ()0 denotes the constant term in z, we multiply (2.67) by z to get
z2A′ =
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓzΩ
′
ℓ − zA =
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩ
′
ℓ+1 −
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩℓ − zA
=
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩℓ′+1 −
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩℓ − σ3
4

︸ ︷︷ ︸
=zA
−σ3
4
− zA =
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩ
′
ℓ+1 − 2zA−
σ3
4
(2.74)
and we use (2.54) with k 7→ k + 1:
0 = res
z=∞
tr
(
z2A′Ψσ3Ψ−1
√
z
2k+1
)
dz +
2k + 5
2
∂k log τ
=
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓ res
z=∞
tr (Ω′ℓ+1Ψσ3Ψ
√
z
2k+1
)dz − res
z=∞
tr
(
2zAΨσ3Ψ
−1√z2k+1
)
+
2k + 5
2
∂k+1 log τ − 1
4
res
z=∞
tr
(
σ3Ψσ3Ψ
−1√z2k+1
)
dz
=
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓ∂ℓ+1∂k log τ +
2k + 1
2
∂k+1 log τ − 1
4
res
z=∞
tr
(
σ3Ψσ3Ψ
−1√z2k+1
)
dz (2.75)
where we have used (2.57) and AΨ = Ψ′.
Lemma 2.9. We have
− res
z=∞
tr
(
σ3Ψσ3Ψ
−1√z2k+1
)
dz = ∂k
(
∂20τ
τ
)
. (2.76)
Proof of Lemma 2.9. Note that
∂k
(
∂20τ
τ
)
= ∂k
(
∂20 log τ + (∂0 log τ)
2
)
= ∂k∂
2
0 log τ + 2(∂0 log τ)(∂k∂0 log τ) = ∂k∂
2
0 log τ + 4a∂k∂0 log τ (2.77)
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where we have used (2.65) in the last step. Using Lemma 2.7 we obtain
∂k∂
2
0 log τ + 4a∂k∂0 log τ = resz=∞
tr
(
(∂0Ω
′
0 + [Ω
′
0,Ω0] + 4aΩ
′
0) Ψσ3Ψ
−1√z2k+1
)
dz (2.78)
and the statement (2.76) boils down to the identity
✟
✟✟∂0Ω
′
0 + [Ω
′
0,Ω0] + 4aΩ
′
0 = −σ3 (2.79)
which is easily checked using (2.63). 
Back to the proof of L1τ = 0, we see from the last line of (2.75) together with Lemma 2.9 that
we have proven ∂k
(
L1τ
τ
)
= 0 for all k ≥ 0. Hence L1τ = Cτ for some constant C; evaluation at
t = (0, 0, ...) shows that C = 0, e.g. by using (1.1), and so L1τ = 0.
2.4.4 Proof of L2τ = 0
Using the recursion (2.73) we see that
zΩ′ℓ+1 = Ω
′
ℓ+2 − Ωℓ+1 = Ω′ℓ+2 − zΩℓ − (Ωℓ+1)0 (2.80)
where again we denote ()0 the constant term in z; we then compute from (2.74)
z3A′ =
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓzΩ
′
ℓ+1 − 2z2A−
σ3
4
z
=
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩ
′
ℓ+2 − z
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩℓ −
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓ (Ωℓ+1)0 − 2z2A−
σ3
4
z
=
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩ
′
ℓ+2 −
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓ (Ωℓ+1)0 − 3z2A−
σ3
2
z. (2.81)
Lemma 2.10. We have the identity
−
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓ (Ωℓ+1)0 =
[ −b+ c −a
3
2 (d− e) −b− c
]
(2.82)
where a = a(t), ..., e = e(t) are as in (2.62).
Proof of Lemma 2.10. Since (z2Ψ)′ satisfies the same jump condition as Ψ along Σ, it follows that
the ratio (z2Ψ)′Ψ−1 is an entire matrix–valued function; indeed from (1.55) we see that this ratio is
analytic also at z = 0. Since this ratio has polynomial growth at z = ∞, see (1.56), we conclude
that (z2Ψ)′Ψ−1 is actually a polynomial, which coincides with the polynomial part of its expansion at
z =∞;
(z2Ψ)′Ψ−1 =
(
2z1− z2σ3
4z
+ z2z−
σ3
4 GY ′Y −1G−1z
σ3
4 + z2Ψϑ′σ3Ψ−1
)
+
= 2z1− z σ3
4
+
(
z2z−
σ3
4 GY ′Y −1G−1z
σ3
4
)
+
+
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩℓ+1. (2.83)
However, it is trivial to compute (z2Ψ)′Ψ−1 = 2z1+ z2A, which has no constant term in z. Therefore
also the constant term in z in (2.83) vanishes and hence
−
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩℓ+1

0
=
(
z2z−
σ3
4 GY ′Y −1G−1z
σ3
4
)
0
=
[ −b+ c −a
3
2 (d− e) −b− c
]
(2.84)
and the Lemma is proven. 
Back to the proof of L2τ = 0, we obtain from (2.81) together with Lemma 2.10
z3A′ =
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓΩ
′
ℓ+2 − 3z2A+
[
− z2 − b+ c −a
3
2 (d− e) z2 − b− c
]
(2.85)
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and inserting this expression in (2.54) with k 7→ k + 2 we have
0 = res
z=∞
tr
(
z3A′Ψσ3Ψ−1
√
z
2k+1
)
dz +
2k + 7
2
∂k+2 log τ
=
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓ res
z=∞
tr
(
Ω′ℓ+2Ψσ3Ψ
−1√z2k+1
)
dz − 3 res
z=∞
(
z3AΨσ3Ψ
−1√z2k+1
)
dz
+ res
z=∞
tr
([
− z2 − b+ c −a
3
2 (d− e) z2 − b− c
]
Ψσ3Ψ
−1√z2k+1
)
dz +
2k + 7
2
∂k+2 log τ
=
∑
ℓ≥0
2ℓ+ 1
2
t˜ℓ∂k∂ℓ+2 log τ +
2k + 1
2
∂k+2 log τ
+ res
z=∞
tr
([
− z2 − b+ c −a
3
2 (d− e) z2 − b− c
]
Ψσ3Ψ
−1√z2k+1
)
dz. (2.86)
The final part is the computation of the last term in the above equation. This is done in the following
Lemma.
Lemma 2.11. We have
res
z=∞
tr
([
− z2 − b+ c −a
3
2 (d− e) z2 − b− c
]
Ψσ3Ψ
−1√z2k+1
)
dz = ∂k
(
∂0∂1τ
2τ
)
. (2.87)
Proof of Lemma 2.11. Note that
∂k
(
∂0∂1τ
τ
)
= ∂k (∂0∂1 log τ + (∂0 log τ) (∂1 log τ))
= ∂k∂0∂1 log τ + (∂k∂0 log τ) (∂1 log τ) + (∂0 log τ) (∂k∂1 log τ)
= ∂k∂0∂1 log τ + (−4ab+ 3d+ e) (∂k∂0 log τ) + 2a (∂k∂1 log τ) (2.88)
where we have used (2.65) and (2.66). Using Lemma 2.7 and the explicit expressions (2.63) and (2.64)
we obtain
∂k
(
∂0∂1τ
2τ
)
=
1
2
res
z=∞
tr
(
(∂1Ω
′
0 + [Ω
′
0,Ω1] + (−4ab+ 3d+ e)Ω′0 + 2aΩ′1)Ψσ3Ψ−1
√
z
2k+1
)
dz
= res
z=∞
tr
([ − z2 + c −a
3
2 (−d+ e) z2 − c
]
Ψσ3Ψ
−1√z2k+1
)
dz (2.89)
and the proof is complete, as tr
([−b 0
0 −b
]
Ψσ3Ψ
−1
)
= −b tr (Ψσ3Ψ−1) = −b tr (σ3) = 0. 
From the last line of (2.86) combined with Lemma 2.11 we obtain ∂k
(
L2τ
τ
)
= 0, for all k ≥ 0. It
follows that L2τ = Cτ for some integration constant C; evaluation at t = (0, 0, ...) shows that C = 0,
e.g. by using (1.1), and so L2τ = 0.
2.4.5 Proof of Thm. 1.4
We have proven Lnτ = 0 for n = 0, 1, 2. It remains to show that Ln+1τ = 0 for n ≥ 2. The proof
is given by induction on n ≥ 2: assume that Lnτ = 0 for some n ≥ 2, then exploiting the Virasoro
commutation relation (1.13) we have
Ln+1τ =
1
n− 1 (LnL1τ − L1Lnτ) = 0 (2.90)
and the proof of Thm. 1.4 is complete.
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A Tables of low genus n-point intersection numbers (n = 2, 3, 4)
We introduce the notation
〈Θ, τℓ1 · · · τℓn〉 :=
∫
Mg,n
Θg,nψ
ℓ1
1 · · ·ψℓnn (1.1)
where n ≥ 1 and the genus g is found from the dimensional constraint as
g = ℓ1 + · · ·+ ℓn + 1. (1.2)
Below we list some intersection numbers 〈Θ, τℓ1 · · · τℓn〉 for n = 2, 3, 4 and 1 ≤ ℓ1 ≤ · · · ≤ ℓn;
insertions of arbitrary positive powers τ0 are not considered, as the corresponding intersection numbers
can be computed by the relations
〈Θ, τk0 τℓ1 · · · τℓn〉 = (2g − 2 + n)k〈Θ, τℓ1 · · · τℓn〉, 〈Θ, τ0〉 =
1
8
(1.3)
which follow from the Virasoro constraint L0τ = 0.
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Two-point intersection numbers, 1 ≤ ℓ1 ≤ ℓ2 ≤ 10
〈
Θ, τ
2
1
〉
=
63
512
〈Θ, τ1τ2〉 =
8625
32768
〈
Θ, τ
2
2
〉
=
125565
131072
〈Θ, τ1τ3〉 =
44835
65536
〈Θ, τ2τ3〉 =
7949025
2097152
〈
Θ, τ23
〉
=
178066035
8388608
〈Θ, τ1τ4〉 =
8831025
4194304
〈Θ, τ2τ4〉 =
553978845
33554432
〈Θ, τ3τ4〉 =
266956944345
2147483648
〈
Θ, τ
2
4
〉
=
8093029715505
8589934592
〈Θ, τ1τ5〉 =
125893845
16777216
〈Θ, τ2τ5〉 =
169880880015
2147483648
〈Θ, τ3τ5〉 =
1655391889305
2147483648
〈Θ, τ4τ5〉 =
1009001583045225
137438953472
〈
Θ, τ
2
5
〉
=
38605283045457975
549755813888
〈Θ, τ1τ6〉 =
65335475205
2147483648
〈Θ, τ2τ6〉 =
1782725109165
4294967296
〈Θ, τ3τ6〉 =
349269710865075
68719476736
〈Θ, τ4τ6〉 =
65332016461837125
1099511627776
〈Θ, τ5τ6〉 =
24083995573458045225
35184372088832
〈
Θ, τ
2
6
〉
=
1113215803724028329325
140737488355328
〈Θ, τ1τ7〉 =
297111189375
2147483648
〈Θ, τ2τ7〉 =
162992299845375
68719476736
〈Θ, τ3τ7〉 =
9799801500864375
274877906944
〈Θ, τ4τ7〉 =
17661596600472900075
35184372088832
〈Θ, τ5τ7〉 =
482393514590137475325
70368744177664
〈Θ, τ6τ7〉 =
208660146935538633159825
2251799813685248
〈
Θ, τ
2
7
〉
=
11308033774288501710334875
9007199254740992
〈Θ, τ1τ8〉 =
191751503518575
274877906944
〈Θ, τ2τ8〉 =
32281672904105625
2199023255552
〈Θ, τ3τ8〉 =
18700513107631029675
70368744177664
〈Θ, τ4τ8〉 =
2497095829689640103925
562949953421312
〈Θ, τ5τ8〉 =
638254566833734863087075
9007199254740992
〈Θ, τ6τ8〉 =
79821414874365136596248625
72057594037927936
〈Θ, τ7τ8〉 =
158520492299731872217358075625
9223372036854775808
〈
Θ, τ
2
8
〉
=
9855445464368396327121143081625
36893488147419103232
〈Θ, τ1τ9〉 =
4247525411254125
1099511627776
〈Θ, τ2τ9〉 =
6889659417119504025
70368744177664
〈Θ, τ3τ9〉 =
295708708883846082825
140737488355328
〈Θ, τ4τ9〉 =
369515801101139991473175
9007199254740992
〈Θ, τ5τ9〉 =
27307326135936642415995375
36028797018963968
〈Θ, τ6τ9〉 =
125147757076179666975625854375
9223372036854775808
〈Θ, τ7τ9〉 =
1102253769039087864679419064125
4611686018427387904
〈Θ, τ8τ9〉 =
2470955043780035852615484506222625
590295810358705651712
〈
Θ, τ
2
9
〉
=
173346999994671233640488824722852375
2361183241434822606848
〈Θ, τ1τ10〉 =
1640377818582027525
70368744177664
〈Θ, τ2τ10〉 =
197139081099587301675
281474976710656
〈Θ, τ3τ10〉 =
79181956244767665764475
4503599627370496
〈Θ, τ4τ10〉 =
28607674970974662230542875
72057594037927936
〈Θ, τ5τ10〉 =
77472421040242962853142648625
9223372036854775808
〈Θ, τ6τ10〉 =
1574648241469678670322551398875
9223372036854775808
〈Θ, τ7τ10〉 =
500074235050199763259348761844125
147573952589676412928
〈Θ, τ8τ10〉 =
313675523799849533828112798529713375
4722366482869645213696
〈Θ, τ9τ10〉 =
195855936811697982260208902271192680625
151115727451828646838272
〈
Θ, τ
2
10
〉
=
15304091806682856653605975519597917118125
604462909807314587353088
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Three-point intersection numbers, 1 ≤ ℓ1 ≤ ℓ2 ≤ ℓ3 ≤ 7
〈
Θ, τ
3
1
〉
=
7221
2048
〈
Θ, τ
2
1 τ2
〉
=
524925
32768
〈
Θ, τ1τ
2
2
〉
=
55787625
524288
〈
Θ, τ
3
2
〉
=
8160299505
8388608
〈
Θ, τ
2
1 τ3
〉
=
19922175
262144
〈Θ, τ1τ2τ3〉 =
2914222815
4194304
〈
Θ, τ22 τ3
〉
=
561519776475
67108864
〈
Θ, τ1τ
2
3
〉
=
200535367725
33554432
〈
Θ, τ2τ
2
3
〉
=
49229655148485
536870912
〈
Θ, τ33
〉
=
5357097499513095
4294967296
〈
Θ, τ21 τ4
〉
=
3237810975
8388608
〈Θ, τ1τ2τ4〉 =
623885820075
134217728
〈
Θ, τ
2
2 τ4
〉
=
153158674747995
2147483648
〈Θ, τ1τ3τ4〉 =
54698188012965
1073741824
〈Θ, τ2τ3τ4〉 =
16666510065902865
17179869184
〈
Θ, τ
2
3 τ4
〉
=
2204149022466054615
137438953472
〈
Θ, τ1τ
2
4
〉
=
18518016575263905
34359738368
〈
Θ, τ2τ
2
4
〉
=
6857348740424943705
549755813888
〈
Θ, τ3τ
2
4
〉
=
1083235806125607211875
4398046511104
〈
Θ, τ
3
4
〉
=
626729323148283152077875
140737488355328
〈
Θ, τ
2
1 τ5
〉
=
141786313515
67108864
〈Θ, τ1τ2τ5〉 =
34807868819955
1073741824
〈
Θ, τ
2
2 τ5
〉
=
10605949781451255
17179869184
〈Θ, τ1τ3τ5〉 =
3787775648592705
8589934592
〈Θ, τ2τ3τ5〉 =
1402639433346887505
137438953472
〈
Θ, τ
2
3 τ5
〉
=
221570953666202985075
1099511627776
〈Θ, τ1τ4τ5〉 =
1558468935931532625
274877906944
〈Θ, τ2τ4τ5〉 =
689331622581763917525
4398046511104
〈Θ, τ3τ4τ5〉 =
128194632176429424912075
35184372088832
〈
Θ, τ
2
4 τ5
〉
=
86249350732236769967464575
1125899906842624
〈
Θ, τ1τ
2
5
〉
=
156664875383937753525
2199023255552
〈
Θ, τ2τ
2
5
〉
=
81578383422586747544925
35184372088832
〈
Θ, τ3τ
2
5
〉
=
17641912485909060186227775
281474976710656
〈
Θ, τ4τ
2
5
〉
=
13657290700342362804270453375
9007199254740992
〈
Θ, τ
3
5
〉
=
2465542659153253894620947800875
72057594037927936
〈
Θ, τ
2
1 τ6
〉
=
13387279450545
1073741824
〈Θ, τ1τ2τ6〉 =
4079138420722365
17179869184
〈
Θ, τ
2
2 τ6
〉
=
1510533831861819765
274877906944
〈Θ, τ1τ3τ6〉 =
539469976573402875
137438953472
〈Θ, τ2τ3τ6〉 =
238614783964018637175
2199023255552
〈
Θ, τ
2
3 τ6
〉
=
44375064151791685937625
17592186044416
〈Θ, τ1τ4τ6〉 =
265125172308079458375
4398046511104
〈Θ, τ2τ4τ6〉 =
138055725468255073854375
70368744177664
〈Θ, τ3τ4τ6〉 =
29855544173075376776945925
562949953421312
〈
Θ, τ
2
4 τ6
〉
=
23112338094913132221232801725
18014398509481984
〈Θ, τ1τ5τ6〉 =
31376094449743999130175
35184372088832
〈Θ, τ2τ5τ6〉 =
18998979810187047955359075
562949953421312
〈Θ, τ3τ5τ6〉 =
4727523675542296407386332725
4503599627370496
〈Θ, τ4τ5τ6〉 =
4172456806519716753635289317625
144115188075855872
〈
Θ, τ
2
5 τ6
〉
=
851876598415598596423734875348625
1152921504606846976
〈
Θ, τ1τ
2
6
〉
=
7307263707257464770845025
562949953421312
〈
Θ, τ2τ
2
6
〉
=
5091178832597722958533665225
9007199254740992
〈
Θ, τ3τ
2
6
〉
=
1444311966314562236238071599875
72057594037927936
〈
Θ, τ4τ
2
6
〉
=
1441637320153730808541734117691875
2305843009213693952
〈
Θ, τ5τ
2
6
〉
=
330507426847927743563704256091765375
18446744073709551616
〈
Θ, τ
3
6
〉
=
143076665085625524144439793856692206125
295147905179352825856
〈
Θ, τ
2
1 τ7
〉
=
679844026236375
8589934592
〈Θ, τ1τ2τ7〉 =
251752492250634375
137438953472
〈
Θ, τ
2
2 τ7
〉
=
111353523842933046675
2199023255552
〈Θ, τ1τ3τ7〉 =
39768774301596064725
1099511627776
〈Θ, τ2τ3τ7〉 =
20708358416454371788125
17592186044416
〈
Θ, τ
2
3 τ7
〉
=
4478331578178112272993375
140737488355328
〈Θ, τ1τ4τ7〉 =
23009135858789763808125
35184372088832
〈Θ, τ2τ4τ7〉 =
13932585174890990776793625
562949953421312
〈Θ, τ3τ4τ7〉 =
3466850693038052513223405375
4503599627370496
〈
Θ, τ
2
4 τ7
〉
=
3059801657033466012792328078875
144115188075855872
〈Θ, τ1τ5τ7〉 =
3166480939027367663526825
281474976710656
〈Θ, τ2τ5τ7〉 =
2206177493899231641551387625
4503599627370496
〈Θ, τ3τ5τ7〉 =
625868518706912740538673268875
36028797018963968
〈Θ, τ4τ5τ7〉 =
624709505385771325499965588477875
1152921504606846976
〈
Θ, τ
2
5 τ7
〉
=
143219884965802657033319792435316375
9223372036854775808
〈Θ, τ1τ6τ7〉 =
848526584313597166576073475
4503599627370496
〈Θ, τ2τ6τ7〉 =
674012204909537444497987815375
72057594037927936
〈Θ, τ3τ6τ7〉 =
216245597543221969005552576932625
576460752303423488
〈Θ, τ4τ6τ7〉 =
242372112996098578290795791186518125
18446744073709551616
〈Θ, τ5τ6τ7〉 =
61999888203404304244773719191475446125
147573952589676412928
〈
Θ, τ
2
6 τ7
〉
=
29777660591694478072272815949606865930875
2361183241434822606848
〈
Θ, τ1τ
2
7
〉
=
112335035527164091943704528125
36028797018963968
〈
Θ, τ2τ
2
7
〉
=
100914607388283481934842002427125
576460752303423488
〈
Θ, τ3τ
2
7
〉
=
36355816898739808749602039446104375
4611686018427387904
〈
Θ, τ4τ
2
7
〉
=
45466584679729968624135916704886206375
147573952589676412928
〈
Θ, τ5τ
2
7
〉
=
12903652923026817062431054523642958979875
1180591620717411303424
〈
Θ, τ6τ
2
7
〉
=
6840650520602244732461304449830082167319625
18889465931478580854784
〈
Θ, τ
3
7
〉
=
1726520707483209249055570621199004902786559375
151115727451828646838272
28
Four-point intersection numbers, 1 ≤ ℓ1 ≤ ℓ2 ≤ ℓ3 ≤ ℓ4 ≤ 4
〈
Θ, τ
4
1
〉
=
4825971
16384
〈
Θ, τ
3
1 τ2
〉
=
605705625
262144
〈
Θ, τ
2
1 τ
2
2
〉
=
102180197475
4194304
〈
Θ, τ1τ
3
2
〉
=
22305336602625
67108864
〈
Θ, τ42
〉
=
6118287865593075
1073741824
〈
Θ, τ31 τ3
〉
=
36491129325
2097152
〈
Θ, τ21 τ2τ3
〉
=
7965945717975
33554432
〈
Θ, τ1τ
2
2 τ3
〉
=
2185058394718605
536870912
〈
Θ, τ
3
2 τ3
〉
=
735717887208021375
8589934592
〈
Θ, τ
2
1 τ
2
3
〉
=
780361916123475
268435456
〈
Θ, τ1τ2τ
2
3
〉
=
262752685378695225
4294967296
〈
Θ, τ
2
2 τ
2
3
〉
=
106548967987835464035
68719476736
〈
Θ, τ1τ
3
3
〉
=
38052819991224205965
34359738368
〈
Θ, τ2τ
3
3
〉
=
18292612579971274053495
549755813888
〈
Θ, τ
4
3
〉
=
3673662570422147820860595
4398046511104
〈
Θ, τ
3
1 τ4
〉
=
8850749243175
67108864
〈
Θ, τ
2
1 τ2τ4
〉
=
2427789302585325
1073741824
〈
Θ, τ1τ
2
2 τ4
〉
=
817452184156462575
17179869184
〈
Θ, τ
3
2 τ4
〉
=
331485533529675544845
274877906944
〈
Θ, τ
2
1 τ3τ4
〉
=
291943042036776585
8589934592
〈Θ, τ1τ2τ3τ4〉 =
118386498222267325155
137438953472
〈
Θ, τ
2
2 τ3τ4
〉
=
56910334852393854391665
2199023255552
〈
Θ, τ1τ
2
3 τ4
〉
=
20324969779924668510855
1099511627776
〈
Θ, τ2τ
2
3 τ4
〉
=
11429170458388415369176365
17592186044416
〈
Θ, τ
3
3 τ4
〉
=
2654517578525246500814334825
140737488355328
〈
Θ, τ
2
1 τ
2
4
〉
=
131539156256344231395
274877906944
〈
Θ, τ1τ2τ
2
4
〉
=
63233221816668147658785
4398046511104
〈
Θ, τ
2
2 τ
2
4
〉
=
35557413020470855924847955
70368744177664
〈
Θ, τ1τ3τ
2
4
〉
=
12699006033434669177410125
35184372088832
〈
Θ, τ2τ3τ
2
4
〉
=
8258498185220417475372945375
562949953421312
〈
Θ, τ
2
3 τ
2
4
〉
=
1125163811582917554083844364188525
4611686018427387904
〈
Θ, τ1τ
3
4
〉
=
9176069448469610909455503375
1125899906842624
〈
Θ, τ2τ
3
4
〉
=
875127272791496314312666747195875
4611686018427387904
〈
Θ, τ3τ
3
4
〉
=
332032047575230771772838453629775
36893488147419103232
〈
Θ, τ
4
4
〉
=
1468690879523188482162010010875275
590295810358705651712
B Tables of n-point correlators for ν 6= 0 (n=2,3,4)
For an increasing sequence of indexes 0 ≤ ℓ1 ≤ · · · ≤ ℓn, introduce the notation
〈Θ, τℓ1 · · · τℓn〉ν :=
22ℓ1+1 · · · 22ℓn+1
(2ℓ1 + 1)!! · · · (2ℓn + 1)!!
1(
1
2 − ν
)
ℓn+1
(
1
2 + ν
)
ℓn+1
∂ log τ(t; ν)
∂tℓ1 · · ·∂tℓn
∣∣∣∣
t=0
. (2.1)
Note that
〈Θ, τℓ1 · · · τℓn〉ν |ν=0 =
22ℓn+2
(2ℓn + 1)!!2
〈Θ, τℓ1 · · · τℓn〉. (2.2)
Below we list some correlators 〈Θ, τℓ1 · · · τℓn〉ν for n = 2, 3, 4 and 1 ≤ ℓ1 ≤ · · · ≤ ℓn; insertions of
arbitrary positive powers τ0 are not considered, as the corresponding correlators can be computed from
the relations
〈Θ, τk0 τℓ1 · · · τℓn〉ν =
(
n+ 2
n∑
i=1
ℓi
)
k
〈Θ, τℓ1 · · · τℓn〉ν , 〈Θ, τ0〉ν =
1
2
(2.3)
which follow from the Virasoro constraint L0τ = 0.
29
Two-point correlators, 1 ≤ ℓ1 ≤ ℓ2 ≤ 7
〈
Θ, τ
2
1
〉
ν
=
21 − 4ν2
96
〈Θ, τ1τ2〉ν =
115 − 12ν2
1536
〈
Θ, τ
2
2
〉
ν
=
48ν4 − 1240ν2 + 8371
30720
〈Θ, τ1τ3〉ν =
61 − 4ν2
3840
〈Θ, τ2τ3〉ν =
16ν4 − 616ν2 + 6489
73728
〈
Θ, τ
2
3
〉
ν
=
−320ν6 + 22960ν4 − 587804ν2 + 5087601
10321920
〈Θ, τ1τ4〉ν =
89 − 4ν2
36864
〈Θ, τ2τ4〉ν =
240ν4 − 12920ν2 + 195407
10321920
〈Θ, τ3τ4〉ν =
−320ν6 + 30960ν4 − 1100604ν2 + 13452101
94371840
〈
Θ, τ
2
4
〉
ν
=
1280ν8 − 195840ν6 + 12179424ν4 − 345644240ν2 + 3670308261
3397386240
〈Θ, τ1τ5〉ν =
367 − 12ν2
1290240
〈Θ, τ2τ5〉ν =
48ν4 − 3448ν2 + 70747
23592960
〈Θ, τ3τ5〉ν =
−64ν6 + 8048ν4 − 379180ν2 + 6204501
212336640
〈Θ, τ4τ5〉ν =
5376ν8 − 1044736ν6 + 84295904ν4 − 3137766544ν2 + 44120931525
158544691200
〈
Θ, τ
2
5
〉
ν
=
−21504ν10 + 6012160ν8 − 734439552ν6 + 46399124640ν4 − 1474066134244ν2 + 18569159714025
6975966412800
〈Θ, τ1τ6〉ν =
161 − 4ν2
5898240
〈Θ, τ2τ6〉ν =
16ν4 − 1480ν2 + 39537
106168320
〈Θ, τ3τ6〉ν =
−448ν6 + 71120ν4 − 4287892ν2 + 90370575
19818086400
〈Θ, τ4τ6〉ν =
1792ν8 − 431872ν6 + 43883168ν4 − 2071941488ν2 + 37189031175
697596641280
〈Θ, τ5τ6〉ν =
−7168ν10 + 2446080ν8 − 370790784ν6 + 29295092320ν4 − 1171373444748ν2 + 18694588685175
30440580710400
〈
Θ, τ
2
6
〉
ν
=
28672ν12 − 13232128ν10 + 2793912576ν8 − 327025863424ν6 + 21768252203152ν4 − 770335337110248ν2 + 11233370707313175
1582910196940800
〈Θ, τ1τ7〉ν =
205 − 4ν2
92897280
〈Θ, τ2τ7〉ν =
48ν4 − 5560ν2 + 187435
4954521600
〈Θ, τ3τ7〉ν = −
(
4ν2 − 229
) (
16ν4 − 2216ν2 + 108265
)
43599790080
〈Θ, τ4τ7〉ν =
1280ν8 − 375040ν6 + 46863584ν4 − 2734598160ν2 + 60930510741
7610145177600
〈Θ, τ5τ7〉ν =
−3072ν10 + 1258240ν8 − 231836544ν6 + 22386337632ν4 − 1098992901244ν2 + 21634639864743
197863774617600
〈Θ, τ6τ7〉ν =
4096ν12 − 2242560ν10 + 569358080ν8 − 80608549120ν6 + 6520060384752ν4 − 281678271771320ν2 + 5038977351919497
3409345039564800〈
Θ, τ
2
7
〉
ν
= (−16384ν
14
+ 11612160ν
12
− 3887657984ν
10
+ 754214844160ν
8
− 89084725490880ν
6
+ 6317860403726480ν
4
− 247182521760945852ν
2
+ 4096200945908249325)/204560702373888000
Three-point correlators, 1 ≤ ℓ1 ≤ ℓ2 ≤ ℓ3 ≤ 4
〈
Θ, τ
3
1
〉
ν
=
1
384
(
4ν
2
− 29
) (
12ν
2
− 83
) 〈
Θ, τ
2
1 τ2
〉
ν
=
1
512
(
16ν
4
− 376ν
2
+ 2333
) 〈
Θ, τ1τ
2
2
〉
ν
=
−192ν6 + 8720ν4 − 138980ν2 + 743835
24576
〈
Θ, τ
3
2
〉
ν
=
3840ν8 − 285440ν6 + 8415904ν4 − 111717680ν2 + 544019967
1966080
〈
Θ, τ
2
1 τ3
〉
ν
=
16ν4 − 568ν2 + 5421
3072
〈Θ, τ1τ2τ3〉ν =
−960ν6 + 62480ν4 − 1468628ν2 + 11894787
737280
〈
Θ, τ
2
2 τ3
〉
ν
=
(
4ν2 − 97
) (
192ν6 − 14992ν4 + 455716ν2 − 4725603
)
2359296
〈
Θ, τ1τ
2
3
〉
ν
=
(
4ν2 − 97
) (
64ν6 − 5232ν4 + 162476ν2 − 1687653
)
1179648
〈
Θ, τ2τ
2
3
〉
ν
=
−5120ν10 + 779520ν8 − 51300480ν6 + 1748059040ν4 − 29897734692ν2 + 200937367953
94371840
〈
Θ, τ
3
3
〉
ν
=
143360ν12 − 30464000ν10 + 2915754240ν8 − 154331121920ν6 + 4618556633936ν4 − 72493109900568ν2 + 459179785672551
15854469120
〈
Θ, τ
2
1 τ4
〉
ν
=
48ν4 − 2408ν2 + 32631
73728
〈Θ, τ1τ2τ4〉ν =
−192ν6 + 17040ν4 − 554020ν2 + 6287587
1179648
〈
Θ, τ22 τ4
〉
ν
=
3840ν8 − 520960ν6 + 29220000ν4 − 767152560ν2 + 7717746271
94371840
〈Θ, τ1τ3τ4〉ν =
1280ν8 − 179200ν6 + 10299168ν4 − 273679520ν2 + 2756270497
47185920
〈Θ, τ2τ3τ4〉ν =
−107520ν10 + 21136640ν8 − 1826659968ν6 + 82857551520ν4 − 1913355449780ν2 + 17636518588257
15854469120
〈
Θ, τ23 τ4
〉
ν
=
20480ν12 − 5498880ν10 + 676050688ν8 − 46592384768ν6 + 1840104258096ν4 − 38670430868392ν2 + 333204689715201
18119393280
〈
Θ, τ1τ
2
4
〉
ν
=
−107520ν10 + 22140160ν8 − 1976843904ν6 + 91322556576ν4 − 2124380314036ν2 + 19595784735729
31708938240
〈
Θ, τ2τ
2
4
〉
ν
=
61440ν12 − 16803840ν10 + 2088837376ν8 − 144682986240ν6 + 5723155068432ν4 − 120305338397800ν2 + 1036636241938767
72477573120〈
Θ, τ3τ
2
4
〉
ν
= (−81920ν
14
+ 29306880ν
12
− 4916978688ν
10
+ 480717922048ν
8
− 28705415560128ν
6
+ 1026041519901072ν
4
− 20052853905009164ν
2
+ 163754468046199125)/579820584960
〈
Θ, τ34
〉
ν
= (6881280ν16 − 3169976320ν14 + 698577567744ν12 − 92301918593024ν10 + 7763986997949952ν8 − 417263450232233472ν6
+ 13803637161401407424ν
4
− 254559676442493789984ν
2
+ 1989616898883438578025)/389639433093120
30
Four-point intersection numbers, 1 ≤ ℓ1 ≤ ℓ2 ≤ ℓ3 ≤ ℓ4 ≤ 3
〈
Θ, τ
4
1
〉
ν
=
−704ν6 + 19216ν4 − 178436ν2 + 536219
1024
〈
Θ, τ
3
1 τ2
〉
ν
=
−832ν6 + 35120ν4 − 526588ν2 + 2692025
4096
〈
Θ, τ
2
1 τ
2
2
〉
ν
=
11520ν8 − 809984ν6 + 22719008ν4 − 289118880ν2 + 1362402633
196608
〈
Θ, τ1τ
3
2
〉
ν
=
−52224ν10 + 5533440ν8 − 250503040ν6 + 5814287840ν4 − 66908033020ν2 + 297404488035
3145728
〈
Θ, τ
4
2
〉
ν
=
1167360ν12 − 174766080ν10 + 11710001920ν8 − 431798964480ν6 + 8939142476592ν4 − 95917055510200ν2 + 407885857706205
251658240
〈
Θ, τ
3
1 τ3
〉
ν
=
−320ν6 + 19568ν4 − 431484ν2 + 3309853
8192
〈
Θ, τ
2
1 τ2τ3
〉
ν
=
13056ν8 − 1273344ν6 + 50595680ν4 − 931233344ν2 + 6502812831
1179648
〈
Θ, τ1τ
2
2 τ3
〉
ν
=
−291840ν10 + 41463040ν8 − 2569249920ν6 + 83271019680ν4 − 1368420867076ν2 + 8918605692729
94371840
〈
Θ, τ
3
2 τ3
〉
ν
=
86016ν12 − 16799744ν10 + 1496199936ν8 − 74679477504ν6 + 2135232115376ν4 − 32393359813080ν2 + 200195343457965
100663296
〈
Θ, τ
2
1 τ
2
3
〉
ν
=
−19456ν10 + 2852608ν8 − 180524928ν6 + 5917711072ν4 − 97684465660ν2 + 637030135611
9437184
〈
Θ, τ1τ2τ
2
3
〉
ν
=
86016ν12 − 17262592ν10 + 1567786752ν8 − 79231405824ν6 + 2280610471216ν4 − 34693343884584ν2 + 214491988064241
150994944〈
Θ, τ
2
2 τ
2
3
〉
ν
= (−5652480ν
14
+ 1492234240ν
12
− 184371696640ν
10
+ 13285907930880ν
8
− 585013383321280ν
6
+ 15389216258794000ν
4
− 220180441522580316ν
2
+ 1304681240667373029)/36238786560
〈
Θ, τ1τ
3
3
〉
ν
= (−1884160ν
14
+ 509071360ν
12
− 64051706880ν
10
+ 4675919560960ν
8
− 207588275983936ν
6
+ 5484821959054704ν
4
− 78614370887838804ν
2
+ 465952897851724971)/18119393280
〈
Θ, τ2τ
3
3
〉
ν
= (8192000ν
16
− 2819031040ν
14
+ 463817768960ν
12
− 45840708300800ν
10
+ 2888541257222656ν
8
− 116204548461042944ν
6
+ 2866333931776933632ν
4
− 39127411662526409040ν
2
+ 223991174448627845553)/289910292480
〈
Θ, τ
4
3
〉
ν
= (−9175040ν
18
+ 4002611200ν
16
− 849849548800ν
14
+ 110927057633280ν
12
− 9520136272668672ν
10
+ 544814126675069440ν
8
− 20445062672058146560ν
6
+ 478943053050627574976ν
4
− 6290239045745431301868ν
2
+ 34987262575449026865339)/1803886264320
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