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cp -a /home/user /junk
mount --bind /junk /home
exit
exit
The variations and possibilities here are so numerous that I don't want to attempt to explain this further. Don't 
try to do this until you know what you're doing.
Return to contentsUsing the make_pelican script
The distributed ISO images provide a bare bones cluster setup system, plus some packages that I use in my 
research and teaching. There are a few examples taken from my work, which may be of interest to those 
learning the basics of MPI, or to people interested in econometrics. However, many users will find that 
Pelican does not contain packages that they need, so a means of customizing the CD image is required. 
PelicanHPC is made by running a single script "make_pelican", which is available on the download page. If 
you have the prerequisites for running the script, it is very easy to make a customized version of Pelican. The 
prerequisites are:
• a Debian or Debian­like (Ubuntu, etc.) installation of GNU/Linux. This can be a minimal installation 
in a chroot jail if you prefer to run something else for your normal work. You could even use a virtual 
machine under Windows, if you are a Windows user.
• the live­helper package should be obtained from this source and installed on your Debian or Debian­
like system using "dpkg ­i live­helper<tab>" 
• examine the make_pelican script, which contains some self­explanatory comments. Add the packages 
you need to the package list section. Note that you can choose a different password here.
• you need to run the make_pelican script as the root user (maybe not, but I haven't checked). A fast 
internet connection is helpful, since a lot of packages need to be downloaded. Also, it helps to build 
the image on a fast, hopefully multicore computer. Parts of the build process are parallelized and will 
take advantage of multiple cores. Build time for the default configuration on a decent dual core laptop 
with lot of RAM is about half an hour.
• when you are done, there will be a file "binary.iso" in the  ../<architecture>/frontend directory, 
where ../ is the location of the make_pelican script, and <architecture> is either i386 or amd64, 
depending on which you left uncommented in the script. 
• There is a manual for Debian Live. Please have a look at it before trying to use make_pelican. 
Additional information is at http://debian­live.alioth.debian.org/. This information is the main 
documentation, since make_pelican is just a script that provides a specific configuration to the Debian 
Live system of building a live CD image. Also remember that "man live­helper", "man lh_config" and 
"man lh_build" will give you information.