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Abstract
Extremum seeking control is an adaptive control technique that stabilizes a dynamical system around a neighborhood of the
minimum point of a cost function without direct access to gradient information. Traditional extremum seeking suffers from
persistent control oscillations. In recent years, an approach to extremum seeking made it possible to design control vector fields
for extremum seeking that vanish around the minimum point, leading to asymptotic stability/convergence. One of the main
issues with this approach is that it requires knowledge of the minimum value of the function. While other recent extremum
seeking approaches offer a simultaneous online estimation of the minimum value of the cost function by adapting the frequency
of oscillation, they typically suffer from unbounded update rate in the frequency and amplitude of oscillation, as the minimum
point is approached. In this work we aim to resolve these two issues. In particular, we propose an extremum seeking control
system that converges to the minimum point with vanishing control oscillations, without access to the minimum value of the
cost function, while maintaining a bounded update rate.
Key words: Extremum Seeking, Lie Bracket approximation, Positive Invariance
1 Introduction
Extremum seeking control is an adaptive control tech-
nique that stabilizes a dynamical system around a neigh-
borhood of the minimum point of a cost function without
direct access to gradient information. Rather, it relies
on applying perturbation signals (called dither signals)
and measuring the corresponding response of the func-
tion value to obtain information alternative to the gradi-
ent [1, 6]. Several versions of extremum seeking control
exist in the literature and can be classified according to
the type of dither signals used among other criteria.
In this paper we focus on a class of extremum seeking sys-
tems characterized by sinusoidal dither signals. Namely,
we consider high-amplitude, high frequency, sinusoidal
perturbations. This type of signals is primarily used in
motion planning of nonholonomic systems [7, 10, 14].
Durr et al [4] made the first connection between ex-
tremum seeking control and this particular framework.
They provided a sufficient condition for practical stabil-
ity (c.f. [9]) of the minimum point of the cost function.
Further results in this direction appeared in the papers
[3, 5, 12, 13, 15, 16].
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One of the main issues with the traditional extremum
seeking control [1, 4] is the inevitable oscillation of the
steady state response around the optimum point, which
is a consequence of continuously changing the control in-
put. Only practical stability is guaranteed [4]; the system
converges to a periodic orbit around the optimum point
whose size diminishes as the frequency of the dither in-
creases. However, because the amplitude of the dither
signal is typically scaled with frequency [4, 7, 10], shrink-
ing the size of the periodic orbit around the optimum
point will necessitate large-amplitude control signals,
risking control saturation. This issue can be resolved
by using nonsmooth control vector fields as was demon-
strated by Scheinker and Krstic [13]. To show this inter-
esting feature, they extended Liu and Sussmann’s aver-
aging techniques [7] to nonsmooth systems (not differ-
entiable at the minimum point). This extension enabled
analysis for a class of nonsmooth control vector fields
that possesses interesting properties for extremum seek-
ing control such as vanishing at minimum points and
bounded update rates. Suttner and Dashkovskiy [16]
proposed another type of nonsmooth control vector fields
that allow sharper results than that of Scheinker and
Krstic [13]; the former proved exponential/asymptotic
stability of the minimum point using extremum seeking
control where as the latter only showed that the oscilla-
tions in the control input will vanish if the system ever
reaches the minimum point. Then, Grushkovskaya et al.
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[5] presented a unifying class of generating vector fields
for extremum seeking control with vanishing control os-
cillations that subsumes the types used by Suttner and
Dashkovskiy [16] and Scheinker and Krstic [13]. They
provided a detailed proof of exponential/asymptotic sta-
bility for this class of vector fields. Moreover, their proof
is constructive; it illustrates how to pick the frequency
of oscillation for the dither signals in terms of some con-
stants that define bounds on the cost function and the
vector fields.
Nevertheless, one of the main assumptions in these ef-
forts [5, 13, 16] to guarantee exponential/asymptotic sta-
bility of the minimum (and consequently to eliminate
persistent oscillations) is that the function takes a mini-
mum value of zero at the minimum point, or equivalently
that the function value at the minimum point is known
apriori, which is a strong requirement. Suttner [15] made
an attempt to relax this assumption by adapting the
frequency. In his framework, the minimum point is not
assumed to be an equilibrium point of the uncontrolled
dynamics and convergence to the minimum point(s) is
guaranteed. However, asymptotic stability in the sense
of Lyapunov is forfeited. More relevant to our work, the
frequency update rule leads to unbounded frequency as
the system approaches the minimum point. This behav-
ior leads to a control input signal that grows without
bound and oscillates infinitely fast around the minimum
point, even in the absence of a drift vector field.
In this paper, we propose a framework that resolves the
two issues discussed above simultaneously: (i) achieving
asymptotic convergence to the minimum point without
requiring knowledge of the minimum value of the cost
function, and (ii) doing so without persistent excitation
of the control signal (i.e., the amplitude of the dither
signal vanishes as the system approaches the minimum
point). Specifically, we prove asymptotic convergence to
the minimum point with bounded amplitude and fre-
quency for all initial conditions in an arbitrarily large
compact subset of the strict epigraph of the cost func-
tion containing the minimum point. Although the pre-
sented proof is for the static cost case, it can be extended
to the case of a dynamic cost function under reasonable
assumptions on the dynamics similar to Suttner’s [15]
with additional requirements on the drift vector field.
The remainder of this paper is organized as follows: In
section 2, we summarize our notation and some relevant
previous results. In section 3, we introduce some defini-
tions and assumptions and state the main theorem of our
work. In section 4, we demonstrate performance of the
proposed framework in comparison to previous formula-
tions. In section 5 we provide conclusions and prospects
about future work. In Appendix A, we present some lem-
mas that are used in the proof of the main theorem. We
then present the proof of the main theorem in Appendix
B.
2 Notations and Preliminaries
2.1 Notations
Let D ⊂ Rn be a subset. We use bold characters to
distinguish vectors and vector valued maps from scalars.
We denote the set of k-times continuously differentiable
real-valued functions onD by Ck(D;R). The gradient of
a function J ∈ C1(D;R) is denoted by∇J(·). We denote
by ej the j
th canonical unit vector in Rn. The set of
vector fields with regularity ν ∈ N on Rn is denoted by
Γν(Rn). The Lie derivative of a function g ∈ C1(Rn;R)
along a vector field f ∈ Γν(Rn) is written as Lf g(x) =
∇g(x)⊺f(x). The Lie bracket between two vector fields
f1,f2 ∈ Γ1(Rn) is written as [f1,f2](x) = ∂xf2f1(x)−
∂xf1f2(x), where ∂xf is the standard Jacobian of f in
the x-coordinates. Finally, we denote the closure of a set
S ⊂ Rn as S
2.2 Previous results
Consider the following control affine system
x˙ = f0(x) +
l∑
j=1
fj(x)
√
ωuj(ωt) (2.1)
wherex ∈ Rn, and suppose that the control input signals
uj(·) are T -periodic functions (T > 0) with zero mean
(i.e.
∫ T
0
uj(τ)dτ = 0). It can be shown (e.g. [4, 7, 8]) that
the trajectories of (2.1), approximate the trajectories of
the “Lie Bracket Approximation” system given by:
x˙ = f0(x) +
l∑
i<j
i=1
βji[fi,fj ](x) (2.2)
in the limit as ω → +∞, where the constants βji ∈ R
are given by βji =
1
T
T∫
0
uj(τ)
τ∫
0
ui(σ) dσdτ . We then re-
call the following result concerning the relation between
stability of equilibrium points of the Lie Approximation
system and the original system
Theorem 2.1. [13] Suppose f0 ∈ Γ2(Rn),fj ∈
Γ2(Rn\{0}) but [fi,fj ] ∈ Γ2(Rn). If the origin is uni-
formly asymptotically stable for (2.2), then the origin is
practically uniformly asymptotically stable for (2.1)
Although Theorem 2.1 provides only practical stability
(cf. [4, 9, 13]) , Scheinker and Krstic [13] showed that if
the system ever reaches the minimum point, the oscilla-
tions in the control vector fields will vanish.
For simplicity of presentation of the next result, we con-
sider the scalar case when x ∈ R, although similar re-
sults hold for Rn. Grushkovskaya et al. [5] observed that
the extremum seeking system
x˙ = F1(J(x))
√
ω sin(ωt) + F2(J(x))
√
ω cos(ωt), (2.3)
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where J(·) is the cost function, assumed to be smooth
enough, has the Lie bracket approximation
x˙ = −1
2
F0(J(x))∇J(x) (2.4)
provided that the functions F0, F1, F2 satisfy the relation
F2(z) = −F1(z)
∫
F0(z)
F1(z)2
dz (2.5)
An example of such functions is F0(z) = 1, F1(z) =
z, F2(z) = 1, which is the simplest extremum seek-
ing system. Another example of such functions is
F0(z) = 1, F1(z) = |z|r, F2(z) = |z|2−r, which was
introduced by Scheinker and Krstic in [13]. Sut-
tner and Dashkovskiy [16] introduced another set:
F0(z) = 1, F1(z) =
√
z sin ln z, F2(z) =
√
z cos ln z,
which has the desirable property that if J(x∗) = 0, then
there is a critical frequency beyond which the point x∗
becomes an asymptotically stable equilibrium point in
the sense of Lyapunov for the system (2.3). In particu-
lar, the system converges to the point x∗ with vanishing
control input oscillations. We remark that if J(x∗) > 0,
the point x∗ is no longer an equilibrium point, and only
practical stability holds. Moreover, if J(·) can take neg-
ative values, then the vector field introduced by Suttner
and Dashkovskiy [16] is not well defined. In such a case,
a large enough positive constant must be added to the
function. However, this requires knowledge of a lower
bound on J(x∗). If J(x∗) is known exactly, a shift of the
form J˜(x) = J(x) − J(x∗) makes the new function J˜(·)
satisfy the requirements of asymptotic stability.
Next, Suttner [15] developed an extremum seeking sys-
tem for a three times differentiable output function J(·)
of the control-affine dynamical system
x˙ = f0(x, t) +
ℓ∑
j=1
fj(x, t)uj , (2.6)
where x ∈ Rn and uj is the jth control input. He pro-
posed the dynamic output feedback law
uj(x, z,Ω) =
√
ωj
(z − J(x))2 sin
(
ωjΩ+
1
z − J(x)
)
z˙ = −z + J(x), Ω˙ = 1
(z − J(x))5
(2.7)
and showed that under this feedback law, some bound-
edness assumptions on f0(x, t),fj(x, t) and their deriva-
tives, some resonance conditions on the frequencies ωj,
and the condition
ℓ∑
j=1
(LfjJ(x))
2 ≥ b(x) > 0, ∀x 6= x∗
for some continuous function b(·) with b(x∗) = 0, the tra-
jectories of the system converges to the minimum point
(x∗, J(x∗)) for all initial conditions inside the strict epi-
graph of the function, namely all the points (x, z) such
that z − J(x) > 0. The third equation in the system
(2.7) is the adaptive frequency update rule. It is clear
that as the system approaches the point (x∗, J(x∗)),
z − J(x) → 0. Thus, in this limit, both the frequency
Ω˙ and amplitude of the control functions uj are un-
bounded.
The main contribution of our paper is to show that
asymptotic convergence under reasonable assumptions
on the cost function is possible without requiring infinite
control amplitude/frequency.
3 Main Result
3.1 Definitions and Assumptions
In this subsection, we will state the definitions and main
assumption of our theorem. We begin by specifying the
type of cost functions our framework can handle
Assumption A1: Let D ⊂ Rn be a bounded do-
main, and suppose J ∈ C3(D;R), ∃!x∗ ∈ D such
that ∇J(x∗) = 0, and ∀x 6= x∗,∇J(x) 6= 0, J(x) >
J(x∗). Furthermore, ∀x ∈ D we have κJ˜(x)2− 1m ≤∥∥∇J(x)∥∥2 ≤ γJ˜(x)2− 1m , where J˜(x) = J(x) − J(x∗),
and κ, γ > 0 ,m ≥ 1 are constants.
The assumption A1 essentially requires that the local
behavior of the cost function is similar to that of a power
function. We remark that this assumption was invoked
by Grushkovskaya et al. [5], and a similar assumption
was also invoked by Poveda and Krstic in a recent effort
[11]. This assumption is a fairly general requirement con-
cerning the cost function. Next, we define the subsets:
epi(J) =
{
(x, z) ∈ D × R∣∣J(x)− z ≤ 0}
epiS(J) =
{
(x, z) ∈ D × R
∣∣J(x)− z < 0},
also known as the epigraph and strict epigraph of J ,
respectively. To simplify the notation, we let Λ denote
the set of all ordered pairs (j, s), where j ∈ {1, ..., n}, s ∈
{1, 2}. Then, we consider the dynamical system
θ˙ = f0(θ) +
∑
λ∈Λ
fλ(θ)uλ(t) (3.1)
where θ = (x, z) ∈ epiS(J), and
f0(θ) = −(z − J(x)) en+1
fj,s(θ) = Fj,s(z − J(x)) ej
and the functions uj,1, uj,2 (the dither signals) are de-
fined by
uj,1(t) = 2
√
πωjω sin(2πωjωt)
uj,2(t) = 2
√
πωjω cos(2πωjωt)
(3.2)
where ω ∈ (0,∞), ωj ∈ N, ∀j ∈ {1, 2, ..., n} such that
∀i 6= j, ωi 6= ωj, and the functions Fj,1(·), Fj,2(·) are de-
sign choices that need to satisfy the following two con-
ditions
Condition C1: The functions Fλ(·) ∈ C([0,∞);R),
Fλ(·) ∈ C2((0,∞);R) and Fλ(0) = 0, ∀λ ∈ Λ. Moreover,
they should satisfy
Fj,2(y) = Fj,1(y)
∫
1
Fj,1(y)2
dy,
∀j ∈ {1, 2, ..., n}, where the integral is understood as an
anti-derivative.
A similar assumption was invoked by Grushkovskaya et
al. [5]. The differentiability condition ensures that the
needed Lie derivatives are well defined the integral iden-
tity is required to make the Lie Approximation evolve
along the steepest descent direction of the cost function.
The second condition on Fλ(·) comes in the form of a
boundedness requirement inside a certain subset of the
epigraph. To state the condition, a few more definitions
are due. We proceed by defining the functions
g1(θ) = J˜(x)−J0, g2(θ) = z − J(x∗)− z0
g3(θ) =
tanh(J˜(x)2−
1
m )
z − J(x) − y0
(3.3)
where J0, y0, z0 are positive constants. We remark that
the intersection of the regions bounded by the zero-level
set of g1(·) and g2(·) defines a compact subset of epi(J),
and the constants J0, z0 control the size of this compact
set. The function g3(·) is used to exclude a “thin” open
subset of the epigraph (whose size is controlled by y0)
around the graph of J where differentiability is forfeited.
A similar idea was introduced by Scheinker et al [13] to
circumvent non-differentiability around the origin using
a standard open ball in Rn. Finally, the choice of the
function tanh(·) is not unique. Next, we let ǫ > 0 and
define the domains
∆0 =
{
θ ∈ epiS(J)
∣∣gi(θ) ≤ 0, ∀i ∈ {1, 2, 3}}
∆ǫ =
{
θ ∈ epiS(J)
∣∣gi(θ) ≤ ǫ, ∀i ∈ {1, 2, 3}}
Subsets of this form are called practical sets (cf. [2]). The
subset ∆0 is the set of initial conditions for which our
result holds and ∆ǫ is an ǫ-enlargement of ∆0. The mo-
tivation for these definitions comes from the fact that
∆0 can be shown to be a positively invariant set (cf. [2])
for the Lie Approximation of the system (3.1). It is then
reasonable to expect that trajectories of the original sys-
tem stay close to ∆0, which is proved in Lemma A.2;
namely that trajectories that start inside ∆0 stay in-
side ∆ǫ when the frequency of oscillation is high enough.
This situation can be depicted in a simplified geometric
picture as in Fig. 1
J(x)
Fig. 1. An illustration of the domains ∆0,∆ǫ and sample
trajectories; the green curve corresponds to the trajectory
of the Lie Approximation System and the red trajectory
corresponds to the original system
With these definitions, the second condition on the func-
tions Fλ is stated as follows:
Condition C2: The functions Fλ(·) should be such
that the Lie derivatives Lfλgp(θ), Lf0Lfλgp(θ),
Lfλ1Lfλ2gp(θ), Lf0 Lfλ1Lfλ2gp(θ), Lfλ1Lfλ2Lfλ3gp(θ)
are all bounded in ∆ǫ, ∀p ∈ {1, 2, 3} and ∀λ, λi ∈ Λ, i ∈
{1, 2, 3}
The condition is trivial for the case of g2, and similar
conditions appear in different forms throughout the lit-
erature for g1 [4, 5, 13, 15]. For g3, this condition can be
shown to hold, using the assumption A1, for the vector
fields we use in the examples section.
3.2 Main Theorem
Theorem 3.1. Let J : D ⊂ Rn → R satisfy Assump-
tion A1 and consider the system (3.1) with the functions
Fλ(·), λ ∈ Λ satisfying Conditions C1 and C2.
Then ∃ω∗ ∈ (0,∞) such that ∀ω ∈ (ω∗,∞), ∀θ(0) ∈ ∆0
we have
(1) θ(t) ∈ ∆ǫ ∀t ∈ [0,∞)
(2) θ(t)→ (x∗, J(x∗)) as t→∞
4 Examples
In this section, we demonstrate the performance of our
proposed framework in a simple numerical experiment
and compare it with similar efforts [5, 15].
Suppose x ∈ R, and let J(x) = 12 (x− 1)2 + 2020 be the
cost function to be minimized, where x evolves accord-
ing to the trivial dynamics (i.e. x˙ = u) where u is the
control input. This corresponds to the case of a static
cost function. For the simulations, we used the initial
conditions x(0) = 3, z(0) = 2024, Ω(0) = 2 and the
frequency parameters ω = 2, ω1 = 1.
Remark 4.1. Our theorem requires that the initial con-
ditions for the system be inside the strict epigraph of the
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Fig. 2. Simulations Results
cost function, which translates to the requirement that
z(0) > J(x(0)). However, since J(x(0)) is known (via
measurement), we can always pick z(0) strictly larger
than J(x(0)). Hence, our framework does not require
additional information other than online measurement
of the function value, which is a typical assumption in
extremum seeking.
Consider the dynamical systems{
x˙ =
2∑
s=1
(−1)sFs(J(x) − 2019)u1,s(t) (4.1)
 x˙ =
2∑
s=1
Fs(z − J(x))u1,s(t)
z˙ = −z + J(x)
(4.2)


x˙ =
1
(z − J(x))2 sin
(
Ω +
1
z − J(x)
)
z˙ = −z + J(x)
Ω˙ =
1
(z − J(x))5
(4.3)
where, Eq. (4.1) is the extremum seeking control (ESC)
proposed by Grushkovskaya et al. [5], Eq. (4.2) corre-
sponds to our framework and Eq. (4.3) is Suttner’s ESC
system [15]. We note that in order to improve the per-
formance of the framework proposed by Grushkovskaya
et al. [5], we subtract from the function an estimate of
the minimum value, namely we used J(x)−2019, as sug-
gested by the authors.
Example 4.2. For the first example, we use the func-
tions F1(y) =
√
y cos ln y, F2(y) =
√
y sin ln y as design
choices. This design choice, proposed by Suttner and
Dashkovskiy [16], can be shown to satisfy the require-
ments of ourmain theoremby computing all the involved
Lie derivatives. The simulation results are shown in Fig
2a, with Suttner’s [15] ESC control signal is in Fig 2b. It
is clear that while our proposed control law maintains a
bounded input that vanishes as the system approaches
the minimum point, the control input required by Sut-
tner’s ESC [15] is unbounded, despite the fact that the
cost function is static. Moreover, because J(x∗) 6= 2019,
the ESC proposed by Suttner and Dahskovskiy in [16]
suffers from persistent control oscillations.
Example 4.3. In the second example we consider
the functions F1(y) =
√
1−e−y
1+ey cos
(
ey + 2 ln
(
ey −
1
))
, F2(y) =
√
1−e−y
1+ey sin
(
ey+2 ln
(
ey−1)), which were
introduced by Grushkovskaya et al [5]. They showed
that these functions have the additional property of
bounded update rates [5, 12]. This design choice can
also be shown to satisfy the conditions required by The-
orem 3.1. If we compare the range of values for the input
signal u(t) in Fig. 2a and Fig. 2c we observe a significant
reduction in magnitude between the two cases thanks
to the bounded update property of the design choice in
Example 4.3.
5 Conclusion and Future work
In this work, we introduced a framework for extremum
seeking that allows asymptotic convergence to the min-
imum point for a cost function without assuming access
to information about its minimum value. In particular,
we demonstrated that our framework achieves such con-
vergence with bounded control input (which vanishes as
the system converges to the minimum) and bounded fre-
quency, which mitigates the risk of control saturation
in real-life applications. Similar results can be estab-
lished for dynamic maps under reasonable assumptions
on the cost and the dynamics of the system. It is un-
clear whether this framework can be directly extended
to time-varying cost functions; which is worth investiga-
tion in future work.
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5
Appendix A Preliminary Results
Consider the Initial Value Problem (IVP)
ζ˙(t) = f0(ζ(t))+
∑
λ∈Λ
fλ(ζ(t)) uλ(t), ζ(0) ∈ Ξ0 (1.1)
where Ξ0 ⊂ Ξ ⊂ Rq, Λ is the set of all ordered pairs
(j, s), j ∈ {1, 2, ..., ℓ}, s ∈ {1, 2}, f0,fλ ∈ Γ2(Ξ) and the
dither signals uλ(·) are defined by Eq. (3.2)
Lemma A.1. Let g ∈ C3(Ξ;R). Then, for every solu-
tion ζ : I → Ξ of (1.1), the function g ◦ ζ : I → R
satisfies
g(ζ(t2)) = g(ζ(t1)) +R
g
1(ζ(t2), t2)−Rg1(ζ(t1), t1)
+
t2∫
t1
(
F g(ζ(t)) +Rg2(ζ(t), t)
)
dt
(1.2)
where I is the interval of existence and uniqueness of
ζ(·), t1, t2 ∈ I, t2 > t1,and
F g(ζ) = Lf0g(ζ) +
m∑
j=1
L[fj,1,fj,2]g(ζ)
R
g
1(ζ, t) =
∑
λ∈Λ
Lfλg(ζ) Uλ(t)
−
∑
λ1,λ2∈Λ
Lfλ2Lfλ1g(ζ) Uλ1,λ2(t)
R
g
2(ζ, t) = −
∑
λ∈Λ
Lf0Lfλg(ζ) Uλ(t)
+
∑
λ1,λ2∈Λ
Lf0Lfλ2Lfλ1g(ζ) Uλ1,λ2(t)
+
∑
λ1,λ2,λ3∈Λ
Lfλ3Lfλ2Lfλ1g(ζ) Uλ1,λ2(t)uλ3(t)
Uλ(t) =
∫
uλ(t) dt
Uλ1,λ2(t) =
∫ (
vλ1,λ2 + Uλ1(t) uλ2(t)
)
dτ
vλ1,λ2 =


+1 λ1 = (j, 1) & λ2 = (j, 2)
−1 λ1 = (j, 2) & λ2 = (j, 1)
0 otherwise
PROOF. The lemma follows from integration by parts
twice and algebraic manipulations. We refer the reader
to [4, 15] for complete treatment of similar cases.
Lemma A.2. Let Ξ ⊆ Rn, gi ∈ C3(Ξ;R) ∀i ∈
{1, 2, ..., r}. Let ǫ > 0 and define
∆0 =
{
ζ ∈ Ξ∣∣gi(ζ) ≤ 0, ∀i ∈ {1, 2, .. , r}}
∆ǫ =
{
ζ ∈ Ξ
∣∣gi(ζ) ≤ ǫ, ∀i ∈ {1, 2, .. , r}}
and the subsets ∆iǫ =
{
ζ ∈ ∆ǫ
∣∣0 ≤ gi(ζ) ≤ ǫ}. Suppose
that ∀i ∈ {1, 2, ..., r} whenever ζ ∈ ∆iǫ the following
bounds hold
∥∥Rgi1 (ζ, t)∥∥ ≤ cgi1√ω ,
∥∥Rgi2 (ζ, t)∥∥ ≤ cgi2√ω , F gi(ζ) ≤ −bgi
∀t ∈ R, where cgi1 , cgi2 , bgi > 0 are constants. Then ∃ω∗ ∈
(0,∞) such that ∀ω ∈ (ω∗,∞), ∀ζ(0) ∈ ∆0 and maximal
solution ζ : I → ∆ǫ for the IVP (1.1), where 0 ∈ I =
(t−e , t
+
e ), lim
τ→t+e
gi(ζ(τ)) < ǫ, ∀i ∈ {1, 2, .., r}
PROOF. Fix δ ∈ (0, ǫ). If gi(ζ(t)) < δ, ∀t ∈ [0, t+e ), the
proof is complete. If not, then, by continuity of gi ◦ ζ
and the Intermediate Value Theorem, ∃t1, t2 ∈ I, t2 >
t1 ≥ 0, where gi(ζ(t1)) = 0, gi(ζ(t2)) = δ, and ζ(t) ∈
∆iǫ, ∀t ∈ [t1, t2]. Using the bounds on Rgi1 , Rgi2 , F gi and
equation (1.2), we get
gi(ζ(t2)) ≤✘✘✘✘✘✿
0
gi(ζ(t1)) +
2cgi1√
ω
+
t2∫
t1
(
− bgi + c
gi
2√
ω
)
dt
We define ω∗ as ω∗ = max
i∈{1,2,...,r}
{( 2cgi
1
δ
)2
,
( cgi
2
bgi
)2}
and
observe that ∀ω ∈ (ω∗,∞), ∀i ∈ {1, 2, ..., r}, we have
gi(ζ(t2)) < δ =⇒ lim
τ→t+e
gi(ζ(τ)) < ǫ
Appendix B Proof of Main Theorem
PROOF. Let J0 > 0 be such that the level set LJ0 ={
x ∈ Rn
∣∣J˜(x) ≤ J0} ⊂ D. Fix an ǫ > 0 and let
z0 > J0, y0 >
1
2κ
(
1 +
√
1 + 8κǫ
)
. Since the functions
Fλ(·) satisfy Condition C1, the vector fields f0,fλ are lo-
cally lipschitz in ∆ǫ. Hence, absolutely continuous max-
imal solutions of (3.1) with θ(0) ∈ ∆ǫ exist and are
unique. We consider a maximal solution θ : I → ∆ǫ of
(3.1) with θ(0) ∈ ∆0 and apply Lemma A.1 to the func-
tions gi, i ∈ {1, 2, 3} defined by Eq. (3.3. By a simple in-
tegration, the following bounds can be easily established
|Uλ1(t)| ≤ a√ω , |Uλ1,λ2(t)| ≤ aω , |Uλ1,λ2(t)uλ3(t)| ≤ a√ω
for some a > 0, ∀λ1, λ2, λ3 ∈ Λ. Next, combining Con-
dition C2 of the theorem with the above bounds, we con-
clude that the bounds on Rgi1 , R
gi
2 in Lemma A.2 hold
for gi(·), i ∈ {1, 2, 3}. Moreover, thanks to Condition
C1, the Lie bracket approximation of the system (3.1) is
written in the (x, z) coordinates as
x˙ = −∇J(x), z˙ = −z + J(x)
We compute the Lie derivatives of gi, i ∈ {1, 2, 3} along
the Lie bracket approximation system
F g1(θ) = −‖∇J(x)‖2 , F g2(θ) = −z + J(x)
F g3(θ) =
η(J˜(x)2−
1
m )
(z − J(x)) −
η(J˜(x)2−
1
m ) ‖∇J(x)‖2
(z − J(x))2
−
(
2− 1
m
)
J˜(x)1−
1
m η′(J˜(x)2−
1
m ) ‖∇J(x)‖2
z − J(x)
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where η(x) = tanhx. We note that in case of g2, the re-
mainder terms Rg21 , R
g2
2 in Lemma A.1 identically van-
ish, and the only remaining term inside the integral is
F g2(θ) = −z + J(x) < 0, ∀θ ∈ epiS(J). We conclude,
similar to the proof of Lemma A.2, that g2(θ(t)) ≤
0, ∀t ∈ I, ∀ω ∈ (0,∞). Due to Assumption A1, we know
that ∀θ ∈ ∆1ǫ , we have F g1(θ) ≤ −κJ2−
1
m
0 . Further-
more, by definition of g3(·), and thanks to the property
that tanh(x) ≤ x, ∀x ≥ 0 and the choice of y0, we have
that ∀θ ∈ ∆3ǫ ,F g3(θ) ≤ y0+ǫ−κy20 < −ǫ.We now apply
Lemma A.2 with the bounds established above to con-
clude that ∃ω∗ ∈ (0,∞) such that ∀ω ∈ (ω∗,∞), ∀θ(0) ∈
∆0 and maximal solution θ : I → ∆ǫ, where 0 ∈ I =
(t−e , t
+
e ), as τ → t+e , we have lim gi(θ(τ)) < ǫ, ∀i ∈
{1, 2, 3}. We note that the only remaining boundary in
the definitions of ∆0,∆ǫ is the point (x
∗, J(x∗)). Now,
we observe that ∀θ ∈ epiS(J), z > J(x) > J(x∗).
Therefore, z˙ < 0, which implies that z(t) is monoton-
ically decreasing and bounded below. If t+e < ∞ and
as τ → t+e , lim z(τ) − J(x(τ)) = 0, then the maxi-
mal solution escapes the domain ∆ǫ through the point
(x∗, J(x∗)). However, this is not possible since z˙ = −z+
J(x) ≥ −z + J(x∗) =⇒ z˜(t) ≥ z˜(0)e−t > 0 where
z˜(t) = z(t) − J(x∗). Thus for any finite t+e > 0, as
τ → t+e we have lim z(τ)−J(x(τ)) > 0. This implies that
∀ω ∈ (ω∗,∞), maximal solutions that start inside ∆0 do
not escape ∆ǫ in any finite time, hence [0,∞) ⊂ I. More-
over, since z(t) is bounded below and strictly decreas-
ing we have that as τ → +∞, lim z(τ) − J(x(τ)) = 0.
Consequently, we see that due to the definition of g3(·),
it must be true that as t → +∞, lim η(J˜(x(τ))2− 1m ) =
0 =⇒ limx(τ) = x∗. Combining all of the above, we
conclude that lim
τ→+∞
θ(τ) = (x∗, J(x∗))
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