Introduction
In the last decade first-principles molecular dynamics (MD) emerged as a powerful tool to study properties of materials and mechanisms in chemical reactions. [1, 2] Because those simulations are computationally very demanding most of the calculations are performed within density functional theory (DFT). An extension of these techniques to electronically excited states would significantly extend the field of applications. Currently, most dynamical studies of photo-chemical reactions are limited to pre-calculated surfaces, including only a few degrees of freedom.
Many photochemical applications and state-of-the art femto-second laser experiments involve chromophores in condensed systems, such as solid matrices and liquid solutions [4] . The combination of an on-the-fly calculation of the excited state surface with molecular dynamics techniques will allow to include much more degrees of freedom into the calculation, especially simulations of photo-chemical reactions in explicit solvents will be possible. However, to be of general interest, the electronic structure calculations have not only to be accurate but also simple enough to allow for computationally efficient combination with molecular dynamics.
Several advanced and computationally highly demanding methods have been developed for a proper description of excited states. Many excited states have intrinsically a multi-configurational character, and the methods, which are generally accepted to give accurate results are constructed to this means. Multi-reference configuration interaction (MRCI) [5] , perturbation theory combined with complete active space methods (CASPT2) [6, 7] and equation-ofmotion coupled cluster theory (EOM-CC) [8] are the methods of choice to calculate excited state surfaces and excitation energies. However, for the purpose of ab initio molecular dynamics (MD) simulations, it is necessary to employ computationally less demanding theoretical tools. In the framework of Car-Parrinello dynamics [1] [2] [3] , the restricted open-shell Kohn-Sham (ROKS) method [9] was developed. The method has been used to study excited state dynamics in gas phase and condensed systems [9] [10] [11] . Recently the methods was combined with non-adiabatic dynamics to study photo chemical processes [12] . A more general version of the method was derived at the same time by another group [13, 14] . In this work we also consider the restricted open-shell singlet (ROSS) method [15, 16] , which is very closely related to the ROKS method. We make comparisons to linear response calculations within time-dependent density functional theory (TDDFT) [17, 18] , which is used as a reference DFT method and a possible candidate for studying excited state dynamics for large systems with ab initio MD simulations. The TDDFT has proven its usefulness in the calculation of electronic spectra from vertical excitations, but there are few studies of excited state potential surfaces [17] [18] [19] .
For the use of the ROKS/ROSS or TDDFT methods in the study of excited state dynamics of molecules in gas phase and condensed matter, it is essential to know if the methods capture the correct lowest excited state and how well they describe the excited state potential. In the following we will examine both the quality of the description and the limitations of the methods. To this end, we have selected a set of organic molecules with different types of lowest excited singlet states, and calculated the vertical excitations energies and excited state geometries.
Since we have not made an extensive comparison of different functionals, the present study is an assessment both of the different methods and the functional of choice (BLYP). An extension to hybrid functionals would be particularly interesting, since they are known to often give a more accurate description of excitation energies. However, for computational reasons the plane-wave basis is not suited for evaluating the exact exchange in the hybrid functionals. Thus, the possibly improved accuracy would come at the expense of computational efficiency crucial for the use in ab initio MD simulations.
Methods
The methods employed in this study are described in detail elsewhere [2, 9, 15, 19] . Therefore we will only give a brief description of the most important features. The restricted open-shell Kohn-Sham (ROKS) method can be derived using an ensemble DFT or from the empirical, although well established sum rule of DFT [9, 13, 14, 20, 21] . For the first excited singlet state, the ROKS method can be described as follows. Promoting one electron from the highest occupied molecular orbital (HOMO) into the lowest unoccupied molecular orbital (LUMO) in a closed-shell system with 2n electrons assigned to n doubly occupied orbitals leads to four different one-determinantal wavefunctions. Two of these correspond to energetically degenerate triplet states (t), whereas the other two are mixed states (m) and not eigenfunctions of the total spin operator. Spin densities derived from these determinants are denoted by n and is minimized under the constraint
In the ROSS method a slightly different approach is used and the energy difference between the singlet, mixed and triplet states is calculated using the exchange integral K = Φ a Φ b | Φ a Φ b of the singly occupied orbitals. The final energy expression used is
This expression is minimized subject to the orthogonality constraint in Eq. 4. For both methods, ROKS and ROSS, the orbitals are calculated variationally and the determination of gradients with respect to nuclear degrees of freedom, as needed in geometry optimizations and molecular dynamics simulations is straightforward.
The calculation of excitation energies within time-dependent DFT makes use of linear response theory [19] . It has been used extensively in recent years for the study of vertical exciation energies. However, the non-variational character of this method complicates the calculation of nuclear gradients and makes their implementation a non trivial task [22, 23, 34] .
Computational Details
A major part of the DFT (both ground state and excited state; ROKS and ROSS) calculations were performed with a Car-Parrinello MD simulation program [27] based on a plane wave basis for the electronic wave-functions combined with a pseudopotential description. The performance of both excited state methods with respect to computational efficiency is comparable. The additional exchange integral in the ROSS method is calculated in Fourier space
and the overlap density ρ ab (r) = Φa(r)Φ b (r) on the real space grid. We used norm-conserving pseudopotentials, expressed in the Kleinman-Bylander form [28] , with a 70 Ry kinetic energy cut-off for the plane wave expansion for the Kohn-Sham wave-functions. For hydrogen a local pseudopotential parameterized with one Gaussian was used [29] . The pseudopotentials for carbon, nitrogen and oxygen were of Martin-Troullier type [30] and were non-local in the l = 0 channel. In the pseudopotential generation, the cut-off radii was set to 1.23 a.u.(C), 1.12 a.u.(N) and 1.05 a.u.(O) for both the s and p channels. The ground state was described using the B-LYP functional [31, 32] . To enable the study of isolated systems, the inherent periodicity in the plane-wave calculations was avoided solving Poisson's equation for non-periodic boundary conditions [33] . Cell sizes of 15x15x10Å were used in the calculations, which was sufficient to converge the energies and geometries with respect to the cell parameters. The restricted open-shell Kohn-Sham (ROKS) [9] and the restricted open-shell singlet (ROSS) [15, 16] calculations were carried out within the same theoretical framework as the ground state.
The geometry optimizations with the TDDFT method were performed with a DFT program using Gaussian basis sets [34] , in which the electron density is fitted to an auxiliary basis set. The fitted density is used in the calculation of the Coulomb energy and the exchange and correlation functionals. The Gaussian basis sets used in this study are of triple-zeta quality and of segmented contraction scheme of the size (5s1p)/ [35, 36] , but with an additional constraint of shared exponents for all angular momenta, which allows 3-4 times faster evaluation of the required Coulomb-type integrals. The numerical accuracy of our density-fitting procedure for ground state DFT calculations is well documented [37] , and the advantage of using auxiliary basis sets in TDDFT calculations has been demonstrated [38] . The accuracy of the auxiliary basis set was checked by comparing TDDFT excitation energies to values calculated with the Gaussian 98 program.
In addition we also implemented the ROKS method into the Gaussian based DFT program [34] . This allowed us to check the accuracy of basis sets and pseudopotentials used in the programs.
Test Calculations
By examining the character of the first excited state for vertical excitations at the ground state geometry, we can determine if the ROKS/ROSS methods give a correct ordering for the lowest excited state. The order of the states within TDDFT for this set of molecules has previously been thoroughly studied [19, 39] . The TDDFT method performs well in most cases for the lowest excitations, with errors in the order of a few tenth of eV. Rydberg states are systematically too low in energy (by as much as a few eV) due to the wrong asymptotic behavior in most current DFT functionals [39] . If the erroneous long-distance decay is corrected, the TDDFT method gives errors for Rydberg states which are smaller than those for valance excitations, but exaggerating valence-Rydberg state mixing [39] .
The ROKS and ROSS methods allow only for the first excited singlet state to be calculated. However, in symmetric molecules additional states can be accessed, since the lowest excited singlet state in each irreducible representation can be studied. This technique was used whenever applicable to investigate higher excited states with these methods.
For each molecule, the quality of the B-LYP functional was assessed by comparing the ground state geometry to Møller-Plesset perturbation (MP2) calculations. MP2 [40] , CIS and B-LYP DFT calculations were performed with the Gaussian 98 [41] program using a 6-311G(2d,p) basis set. In the CIS calculations diffuse functions [6-311++G(2d,p)] were added to ensure a reliable description of the excited states.
Vertical excitation energies were calculated at the optimized ground state geometries. For the CIS method, the Hartree-Fock geometry was used and for the ROKS/ROSS and TDDFT calculations, we used geometries obtained with the same functional and basis set. The agreement in bond lengths between the MP2 and the density functional B-LYP calculations was within 1 % and for the bond angles the agreement was within half a degree. The difference between the pseudopotential plane wave calculations and the Gaussian basis set calculations was generally negligible, except for thiophene in which the carbon-sulphur bond is underestimated by almost 1 % in the pseudopotential treatment.
Excited states ordering
As the restricted open-shell methods require that the singly occupied orbitals in the calculation belong to different irreducible representations some of the excited states were not accessible by these methods. For thiophene, the lowest excited state is of A 1 symmetry, and involves a transition bewteen orbitals of the same symmetry. For the same reason, the optimized excited state geometry of pyridine had to be restricted to C 2v symmetry.
Vertical excitations from the optimized ground state geometries were examined to assess the nature of the S 1 state in the ROKS/ROSS methods. The ordering of the lowest states with ROSS was correct for all molecules considered except for cyclo-pentadiene, whereas for ROKS the [π → π * ] excitation is lower than the Rydberg state in furan. The ROKS method generally underestimates the excitation energies. Excitation energies for Rydberg states [42] . In an attempt to see if the ROKS method could give the correct Rydberg type S 1 state for furan, we increased the cell parameters to 24Å and performed ROKS calculations and determined the lowest unoccupied states in the ground state Kohn-Sham calculation. Despite the large effect of the cell size on the unoccupied energy levels, the S 1 state of the ROKS method was unaffected.
Adiabatic energies
In order to understand how well the different methods describe the excited state potentials, we turn to a comparison of excited state geometries. The adiabatic excitation energies, contained in Table 2 , again show that the ROKS method underestimates all excitation energies, in particular for [π → π * ] transitions. ROSS gives identical results for the Rydberg excitations, but [n → π * ] and especially [π → π * ] excitations are improved. The first excited singlet state of all the molecules studied possess at least C s symmetry which enabled us to determine reliable results for ROKS/ROSS. However, for pyridine it was only possible to study the excited state at planar geometries.
There exists only a few studies of excited state geometries within TDDFT [22] [23] [24] [25] . In addition, we studied the same systems with the singly-excited configuration interaction (CIS) method. The CIS method is in widespread use. However, it is known to give an insufficient description in many applications [26] , and we include the comparison to show that the ROKS/ROSS, and TDDFT methods are generally superior to the CIS method, with a smaller and comparable computational effort, respectively. Accurate excited state geometries are not easily accessible in experiment. Therefore we would have liked to compare our results with reference calculations employing more advanced methods. For a few of the molecules, higher level calculations can be found in the literature. Whenever possible we used this data to evaluate the ROKS, the ROSS and the TDDFT methods, but for all other cases we are limited to an internal comparison between the DFT methods.
Results

Formaldehyde, s-Tetrazine, and Pyridine
Molecules with [n → π * ] transitions were already examined in the original ROKS work [9] showing that the ROKS method gives a good description of the geometries in the lowest excited singlet state. In this work, we further studied [n → π * ] excitations in molecules with aromatic π systems. We included also formaldehyde, which has been treated previously by the ROKS [9] and TDDFT methods [23] . In formaldehyde and s-tetrazine, the lowest singlet excitation occurs from the highest occupied orbital (HOMO) into the lowest unoccupied orbital (LUMO), and it is energetically well separated from the other singlet states. In s-tetrazine, there are several close lying occupied n and unoccupied π * orbitals, which could complicate the description of the excitation. In pyridine, another molecule studied in this class there are several Tables 3, 4 and 5, the geometries of S 1 states obtained with different methods are compared.
In formaldehyde the elongation of the carbonyl bond seen experimentally is reproduced by the ROKS/ROSS and TDDFT methods (see Table 3 ). Formaldehyde bends upon excitation, and the bending angle is rather sensitive to the basis set, as can be seen in the difference between the plane wave and the Gaussian basis ROKS calculations.
The first excited state of s-tetrazine recieved recently much attention in the literature [46, [53] [54] [55] , and several high level calculations are available. The minimum structure within CIS and CASSCF has a reduced symmetry and bond lengths change significantly with respect to the ground state. CASPT2 calculations result in a geometry with D 2h symmetry, slight changes in bond length and only significant changes in bond angles. As seen in Table 4 , all density functional based method are in good agreement with the CASPT2 geometry.
In pyridine, the vertical excitation spectrum from TDDFT was previously found to be in agreement with experiment [43, 44] . As explained before the ROSS/ROKS had to be restricted to C 2v symmetry. Comparing the geome- tries from the ROSS/ROKS methods to that of the TDDFT method in Table 5 , we see that the ROKS and TDDFT methods result in slightly different geometries around the nitrogen atom. All methods except CIS predict a lengthening on the carbon nitrogen bonds and the C 4 C 6 bond and a shortening of the C 2 C 4 bond. Bond angles are predicted by all methods within a few degrees whereas the ring puckering is much less pronounced in TDDFT than in the wavefunction based methods. No ring puckering could occur for the ROSS/ROKS methods due to the symmetry constraint. Additional calculations with CASSCF ( 8 electrons in 14 orbitals) using the MOLCAS [56] program resulted in a geometry similar to the TDDFT results. Finally, the equations-of-motion coupled cluster results [44] are for the bond length closer to the results from the ROKS method than to TDDFT. The S 1 state of pyridine has quite a large charge-transfer component, the dipole moment reduces from 2.3 D to 0.4 D upon vertical excitation. This could be a source for problems with the TDDFT. Table 6 ). The ROKS/ROSS calculations result in geometries very close to the EOM-CC results.
We can summarize that for both, formaldehyde, and s-tetrazine the ROKS and TDDFT methods results are in close agreement with each other and with experiment, whereas the CIS method clearly fails to describe the potential energy surfaces. For formaldehyde, s-tetrazine and pyridine, for which there exist studies with more advanced computational methods and experimental data is available, we can definitely state that TDDFT performs very well. The same observation holds for all states accessible by the ROSS/ROKS methods (See Tables 5 and 6 ).
Cyclo-Pentadiene, Thiophene, Furan, and Pyrrole
The vertical excitations of the set of 5-membered rings have previously been studied with TDDFT, coupled cluster techniques, and CASPT2 [39, 47, 48] . In the present study some of the vertical excitation energies differ from those in the literature [39, 43] , since different basis sets and functionals and no asymptotic corrections were used. In all molecules the conjugated π system is involved in a set of low energy valence excitations, which overlap with low lying Rydberg states. The S 1 [π → π * ] state in cyclo-pentadiene is a HOMO to LUMO transition of B 2 symmetry. In thiophene, an valence [π → π * ] transition of A 1 symmetry with a significant double-excitation nature is lower in energy than the corresponding [π → π * ] B 2 transition. In pyrrol the low energy spectrum is dominated by Rydberg states, with a rather isolated S 1 state of A 2 symmetry. Furan has the same type of S 1 state but rather close are [π → π * ] states of B 2 and A 1 symmetry. The question of the excited state geometries has been addressed for furan and pyrrole in high level calculations [47] [48] [49] , but for the other molecules we could not find data of equivalent quality. Using symmetry restrictions it was possible to determine the vertical excitation and excited state geometry for pyrrole and furan in the Rydberg and [π → π * ] state with the ROSS/ROKS methods. In Tables 7, 8, 9 and 10, the geometries of the 5-ring molecules in the B 2 [π → π * ] excited state are presented. Upon excitation, they all show a change in the alternation of the single/double bond nature of carbon-carbon distances. The B 2 state optimized in pyrrole is not the first excited state of this symmetry in the vertical excitation but the second and first with [π → π * ] character. This is in contrast to other studies [39, 25] where there was another state found slightly lower of this character. Therefore this state was not optimized in the study by Burcl Table 7 Geometries of the first excited B 2 [π → π * ] state of cyclo-pentadiene (C 2v symmetry); the same notation as in table 3 is used. a ROSS and ROKS have minima for both, planar and non planar geometries, with the non-planar slightly higher in energy. The optimized CIS geometry has C s symmetry with an out-of-plane angle for the C1 carbon of 29.9 degrees.
CIS
ROSS ROKS TDDFT et al. [25] .
Cyclo-pentadiene preserves the C 2v symmetry of the molecule also in the excited state, except for the CIS method in which the CH 2 group bends out of plane. The ROKS/ROSS excited state potentials also possess minima for the non-planar geometry which are only slightly higher in energy than the global minima, but have very different emission spectra. This out-of-plane distortion has been recognized in earlier theoretical work to be due to the ionic nature of the singlet state and does not occur in the corresponding triplet state. The other molecules become non-planar and have C s symmetry in the [π → π * ] state. The coupled-cluster calculations of pyrrole in the literature [47] also did not consider the B 2 [π → π * ] valence transition, but the CASPT2 calculations [49] which were performed within C 2v symmetry showed three imaginary frequencies upon analysis of the Hessian.
Results for the B 2 [π → π * ] state of furan are shown in table 9. ROKS and TDDFT are in close agreement for the bond length, the ROSS methods results in shorter bonds close to the oxygen. The oxygen carbon bond is considerably shorter in the CIS calculation. All method show an out-of-plane angle for the In tables 11 and 12 the geometries for the Rydberg [π → 3s ] transitions from the ROKS/ROSS and TDDFT calculations are shown to be in close agreement. For pyrrole coparison to CASPT2 [49] and coupled-cluster calculations [47] can be made and we see that the DFT methods give an excellent description of these states. It seems that the asymptotic correction needed for accurate excitation energies is of minor importance for the excited states geometries. This is in agreement with the findings of others [25] . Rydberg state geometries of furan and pyrrole are very sensitive to the basis set used. With the triplezeta basis set used in calculations for the other molecules, the N-H bond in pyrrole breaks within TDDFT and the molecule dissociates. Adding difuse functions to the basis made the molecule also stable within TDDFT (See Table 12 ). This process has previously been studied with CASPT2 [50, 51] . It has been shown that a small barrier for dissociation of the hydrogen atom indeed exists. In an attempt to further examine the basis set dependence, we used an priliminary implimentation of the TDDFT method into the plane wave code to calculate the S 1 potential along the N-H bond dissociation coordinate at the fixed C 2v ground state ROKS and TDDFT (from the Gaussian based calculations) geometries, respectively. At the ground state geometry a small barrier for dissociation exists in TDDFT, but not at the ROKS (and TDDFT) excited state geometries. A possible explanation for this artifact in the TDDFT method is that the state is largely a charge-transfer excitation, which is known to be difficult to describe with TDDFT. The vertical excitation causes a change in the molecular dipole moment from 1.8 D to -7.8 D.
Orbital-mixing ROSS/ROKS in absence of symmetry restrictions
Ristricted open-shell methods require the partially occupied orbitals to fullfil symmetry restrictions [57, 14] . For the simple case of an open-shell singlet the two singly occupied orbitals have to be in different irreducible representations. These restrictions make it in principle impossible to calculate certain excitations and especially would lead to a complete failure of the method for non symmetric cases. In density functional theory the source of the symmetry restriction may be traced back to the relaxation of the constraint of the expansion coefficients for the determinants. In ensemble density functional theory [58] the coefficients have to be positive and thereby ensure a variational principal. This constraint is relaxed in the ROKS method and a variational energy expression is only recovered together with the symmetry restriction of the orbitals. However, it is found that the symmetry restriction is a sufficient but not always necessary constraint. In earlier applications the ROKS method was successfully applied within molecular dynamics simulations. In cases where the symmetry constraint is needed the lowest energy solution without the constraint is found to have singly occupied orbitals of mixed symmetry. A rotation of the orbital-space of the two SOMOs occurs (see figure 1 ) and this mixing lowers the ROKS energy by artificially making the singlettriplet state splitting vanish. The mixing of the SOMOs results in a drastic and artificial reduction of excitation energies in particular for the [π → π * ] excitations in the five-member ring molecules. For s-tetrazine, the mixing of the SOMOs occurs in the [π → π * ] state, but it has only a negligible effect on the excited state potential surface.
As a tool for analyzing the mixing, we present the ROKS energy, for a given set of optimized orbitals, as a function of the mixing angle of the two SOMOs in Figure 2 . For the B 2 [π → π * ] excitations in all five-member rings, the ROKS states of pure symmetry are instable with respect to mixing of the SOMOs, since they correspond to maxima along the dimension of the mixing angle. The effect is even more pronounced for the optimized mixed SOMOs. In the A 2 [π → 3s ] Rydberg excitations (and the [n → π * ] excitation in formaldehyde), the ROKS state SOMOs of pure symmetry are local minima along the mixing angle. The minimum for the A 2 [π → 3s ] Rydberg excitations are almost identical for ROSS and ROKS, but ROSS has a larger amplitude in the energydependence on the mixing angle both for the [π → 3s ] and the [π → π * ] transitions. The [n → π * ] excitation in s-tetrazine is a borderline case, for which the ROKS method results in a local minimum for the SOMOs of pure symmetry, but not in ROSS. 
Discussion
There is no difference between ROSS and ROKS for the Rydberg excitations. Both methods predict excitation energies too low as is TDDFT. This problem was identified as being connected to the asymptotic limit of current exchange and correlation functionals [59] . However, excited state geometries of Rydberg states are not affected by this shortcomming. Good agreement for the Rydberg state geometries in furan and pyrrole was achieved with ROSS/ROKS and TDDFT. For the [n → π * ] transitions in formaldehyde, s-tetrazine, and pyridine the ROSS method gave higher excitation energies that are closer to experiment than the ROKS method. Geometries for these states agree well with high level calculations (CASPT2, EOM-CCSD) both for ROSS/ROKS and TDDFT. Large differences in excitation energies are found for [π → π * ] states. Whereas ROKS predicts vertical excitation energies typically about one eV too low, ROSS energies are too high compared to experiment. Optimized geometries for the [π → π * ] states are in qualitative agreement between ROSS, ROKS and TDDFT, but in general larger differences are found than for the other types of excitations. In conclusion, we see that both the ROKS/ROSS and TDDFT methods can give a qualitatively correct description of the excited state potentials. However, none of the methods is generally applicable, and the accuracy strongly depends on the nature of the excitation.
In the ROKS and ROSS methods, we noted that without imposing a symmetry constraint a minimum energy is reached with singly occupied orbitals that is not necessarily conform to the symmetry of the molecule. This has been observed previously [14, 15] and termed delocalization. This need for a symmetry constraint and the problems with excited state ordering for close-lying excitations restrict the applicability of the restricted open-shell methods. Especially, for [π → π * ] transitions the development of a simple method that could replace the symmetry constraints in the open-shell methods would be desirable. However, when they are applicable, e.g. for isolated [n → π * ] states, the high accuracy of the restricted open-shell methods seen in this comparative study, is a very promising result for the study of photo-chemical processes in complex systems. In particular, the explicit inclusion of a crystal surrounding or solvent around the chromophore will make it possible to create a highly realistic model of many experimental situations.
