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War：通过预处理输入数据检测对抗样本
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摘 要： 深度神经网络（Deep Neural Networks，DNNs）在图像分类和语音识别等多个领域展现了其卓越
的性能。然而，DNNs图像分类器很容易受到对抗样本（Adversarial examples）的干扰，最终导致神经网络
模型得到错误的分类输出。基于此，本文提出一种基于War（WebP compression and resize）的检测对抗样
本的方法。该方法以WebP压缩为核心，首先对输入图像进行WebP压缩，再对压缩后的图像进行适当收
缩，使得对抗样本的标签发生改变，从而检测出对抗样本的存在。实验结果表明，本文所提出的方法能够
有效的抵御 IFGSM，DeepFool以及 C&W三种对抗攻击，并在识别精度上相比于 HGD方法提升了 10%以
上，在对抗样本检测成功率上比特征压缩方法提升 5%。本文方法可以有效的减少对抗样本中细小的噪声扰
动，在保证模型对原始样本识别精确度的同时根据样本标签的变化准确地检测出对抗样本。
关键词： 深度神经网络；图像分类；对抗样本；噪声扰动；WebP压缩
War: Detecting adversarial examples by pre-processing input data
Wang Hua, Wang Jie, Yin Zhaoxia
(School of Computer Science and Technology, Anhui University, Hefei 230000)
Abstract: Deep neural networks (DNNs) have demonstrated their outstanding performance in
many fields such as image classification and speech recognition. However, DNNs image
classifiers are susceptible to interference from adversarial examples, which ultimately leads to
incorrect classification output of neural network models. Based on this, this paper proposes a
method based on War (WebP compression and resize) to detect adversarial examples. The method
takes WebP compression as the core, firstly performs WebP compression on the input image, and
then appropriately resizes the compressed image, so that the label of the adversarial example
changes, thereby detecting the existence of the adversarial image. The experimental results show
that the proposed method can effectively resist IFGSM, DeepFool and C&W attacks, and the
recognition accuracy is improved by more than 10% compared with the HGD method, the
detection success rate of adversarial examples is 5% higher than that of the Feature Squeezing
method. The method in this paper can effectively reduce the small noise disturbance in the
adversarial image, and accurately detect the adversarial example according to the change of the
sample label while ensuring the accuracy of the original sample identification.
Key words: Deep neural network; image classification; adversarial examples; noise perturbation;
WebP compression
1 引言
深度学习(Deep Learning)[1]在计算机视觉领域取得了重大突破，如将图像识别的准确率
提升至人类水平。这项新兴技术解决了传统的机器学习[2]方法与人工智能[3]领域内存在的问
题。然而，Szegedy等人[4]首次发现了深度神经网络（Deep neural networks，DNNs）在图像
分类领域存在的盲点，即可以通过施加某种难以察觉的扰动使得网络对图像进行错误分类，
以此正式提出对抗样本的概念。对抗样本是指在原始图像中添加细微干扰就可以让图像识别
算法输出错误结果的输入样本。如图 1所示，左图是一张能够被网络正常分类的图片，在添
加一定的扰动后生成右图，尽管在视觉上与原始样本极为相似，但是模型却会以高的置信度
输出一个错误的预测结果。对抗样本的存在不仅使得深度神经网络在安全敏感性领域的应用
面临巨大威胁，同时也给现实世界中的试验和研究带来了一定的安全隐患，如有关自动驾驶
[5]和身份识别[6]的研究。以路标为例，当对抗样本出现在自动驾驶环境中，只要对同样的路
牌稍加改动，就可以使得神经网络发出错误的指令，从而导致汽车操作错误，甚至威胁到人
类的生命安全。
图 1对抗样本的生成过程
为了更好的理解和修复 DNNs中存在的这个漏洞，研究者们提出了一系列的方案来防
御现存的各种攻击，并想方设法的增强 DNN模型的鲁棒性。然而，目前关于对抗样本防御
的研究很少关注实际情况，往往忽略了成本高和计算过程过于复杂等问题。截至目前，关于
对抗样本防御的研究一直落后于攻击方法的。人们迫切需要寻找一种高效且实际的方法来防
御对抗样本的攻击。
基于上述原因，本文提出一种基于War（WebP compression and resize）的检测对抗样本
的方法。该方法简单而有效，即采用War方法对输入样本进行预处理，通过减少对抗样本
中的细小噪声扰动和破坏对抗样本图片的扰动噪声结构使得对抗样本攻击失败。对抗样本经
过此处理后，标签很容易发生变化，而正常样本的基本特性保持不变，标签不会发生变化。
因此，通过标签的变化就可以检测出对抗样本，从而防御对抗样本的攻击。
该方法是以WebP[7]有损压缩为核心，WebP有损压缩是特别设计用于减少人类难以察觉
的图像细节来压缩图像的体积，它可以有效压缩对抗样本中的噪声。然后再通过适当收缩图
像来进一步破坏对抗扰动的特定结构。
具体检测过程如图 2所示，首先，采用War方法对正常图片和对抗样本图片进行预处
理，然后将处理后的图片输入神经网络进行识别。最终，对抗样本图片和正常图片都能被模
型正确的分类。本文在 ImageNet数据集[8]上进行了大量的测试，实验结果表明，War方法
能够有效的抵御 IFGSM[9]，DeepFool[10]以及 C&W[11]三种对抗攻击，在识别精度上均比
HGD[12]方法有所提高，并在面对 DeepFool和 Carlini-Wagner L2两种常用攻击上表现出优异
性能，对抗样本的检测率分别高达 91%和 92%，比特征压缩的对抗样本平均检测率高 5%。
图 2 利用War方法预处理输入数据来检测对抗样本
本文主要贡献如下：
1)利用压缩的概念，提出一种基于War的检测对抗样本的方法。通过对输入图像进行预
处理，破坏对抗样本中的细小的噪声扰动，使其攻击模型失败，最后根据处理前后样本标签
的变化来检测出对抗样本，从而达到防御对抗样本攻击的目的。
2)War方法首次将压缩与收缩两种方法相结合。对图片进行压缩和收缩操作可以破坏对
抗样本中对抗扰动的特定结构，能够有效地防御对抗样本的攻击。War方法包括WebP压缩
和图像收缩(resize)两个处理步骤，经过大量实验验证，图像经过WebP压缩处理后，能够有
效的挤出对抗样本图片中的扰动噪声，后续对图像进行的收缩压缩处理能够进一步破坏对抗
样本图片中的对抗噪声结构。实验结果表明，该方法可以有效提升对抗样本检测成功率。
3)正常样本经过War方法处理后，图像基本特性保持不变，模型对其识别精度的降低量
很小，可以忽略不计。
2 相关工作
在本章节中，我们从两方面调查相关工作：生成对抗样本的攻击方法，以及抵抗对抗样
本的防御方法。
2.1生成对抗样本的方法
（1）快速梯度符号法[13]（FGSM：Fast Gradient Sign Method）
Goodfellow 等人提出了一种快速产生对抗样本的方式——快速梯度符号法（FGSM）。
给定输入图像 x，寻找深度学习模型梯度变化的最大方向，在此方向添加对抗扰动，导致
模型错误分类。FGSM以增加对图像分类器损失的方式来对图像添加扰动。生成的对抗样本
的公式如下：
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其中， ,J x y（ ）为交叉熵代价函数， x为输入图像， y是输入图像的真实分类, 是确定扰动
大小的超参数。
（2）迭代快速梯度符号法[9]（IFGSM）
IFGSM是 FGSM的迭代版本，这是一种快速算法，可以计算受 L 约束影响的扰动。
该方法以小扰动多次应用 FGSM，而不是应用一个大的扰动噪声。并在每次迭代后剪切所有
像素以确保结果保持在输入图像 x的邻域。
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其中是模型的参数集， y 是样本的真实标签，参数 控制每个像素的扰动幅度（本文实验
中设置 =4）。
（3）DeepFool[10]
Moosavi-Dezfooli等人提出 DeepFool攻击算法，他们利用这种方法来计算最小的对抗扰
动。DeepFool是一种通过迭代扰动图像生成对抗样本的无目标攻击方法，首先探索最近的
决策边界，然后在每次迭代中，对图像进行少许修改以达到这个边界。直到修改后的图像改
变神经网络的分类后，算法才会停止运行。相比于 FGSM方法，在达到相似的欺骗率情况
下，该方法生成的扰动更小。由此产生的扰动更难以被检测出来。
（4）Carlini & Wagner [11](C&W)
C&W算法是由 Carlini和Wagner提出的，并以两位作者的名字命名。该攻击可以是目
标攻击或非目标攻击，并采用 0 2, ,L L L（ ）三个度量方法来衡量失真。在以最小扰动量实现
的攻击成功率方面比所有先前已知的方法更有效。非目标 2L 范数攻击版本性能最好，实验
中我们使用这种方法生成对抗样本，CW_L2是一种基于优化的攻击方法，通过解决以下优
化问题生成对抗样本：
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其中 控制图像被模型误解的置信度， 即对抗样本类别与真实类别的置信度差距。 kxZ )( 是
类别的逻辑输出。
2.2 防御攻击的方法
为了应对对抗样本的存在，许多研究工作正在提出对抗样本的防御机制。目前，对抗样
本的防御措施主要分为以下两类：
（1）增强神经网络自身的鲁棒性
对抗训练（Adversarial Training）[14]是防御对抗样本的一种典型的方法，它将对抗样本
作为模型训练集的一部分，与原始样本一起来训练模型。然而，这种方法需要大量的训练数
据，且训练过程繁琐，成本较高。大多数对抗样本构建技术都使用了模型的梯度来进行攻击，
梯度正则化[15]（Gradient Masking）就是对模型梯度进行修改，从而增强模型的鲁棒性。这
种方法训练过程复杂，在很多情况下令人望而却步。
（2）对输入样本进行预处理
Song等人[16]提出 PixelDefend方法，将对抗样本在输入分类器之前转换为正常的图像。
PixelDefend的主要思想是模拟图像的空间分布，因此，当空间太大时，模拟结果会很糟糕。
Xu等人[17]提出特征压缩（Feature Squeezing）的方法来检测对抗样本，该方法对正常图片的
特征破坏比较大。Xie等人[18]提出给受过对抗训练的模型增加两个随机变换层，一层用来任
意收缩图像，一层用来任意填充图像来防御对抗样本的攻击。这种对抗模型需要大量对抗样
本经过复杂的训练才能得到。Liao等人[12]将不可察觉的扰动视为噪声，并设计了高级表示
引导降噪器（HGD： high-level representation guided denoiser）来消除这些噪声。显然，HGD
这种方法更有效，因为它们不需要重新训练神经网络。然而，在训练降噪器 HGD时，需要
大量的对抗样本图像。在只有少量对抗样本的情况下很难获得良好的 HGD。
3本文方法
3.1 War方法
本文提出了一种简单有效的预处理方法来防御对抗样本，将该方法称之为War（WebP
compression and resize）。War方法首次将图像压缩与收缩操作相结合，通过对输入样本进行
预处理来减少对抗样本中的对抗噪声，使得对抗样本攻击失败。由于攻击模型失败，当经过
War框架预处理后的对抗样本输入模型时，输出标签会发生变化，而对于经过War处理后的
正常样本，图片基本特性保持不变，标签不发生变化。因此，可以通过模型输出的标签变化
来检测对抗样本，若输出标签发生变化，则判定该样本为对抗样本；若标签未发生变化，则
判定为正常样本。
War方法的处理过程如下（图 6）。即在图像输入到 DNN分类器之前，采用War方法对
数据进行去噪。具体来说，War方法包含以下两个步骤：首先进行对图像进行WebP压缩，
然后对压缩后的图像适当收缩。图像的压缩程度越低，表明图像压缩质量越高，与原始样本
的差异越小，图片质量越好。此外，图片的收缩程度也会影响模型最终识别精度，收缩范围
太大会降低模型对正常样本识别准确率，实验发现，当样本收缩在一定范围内时，模型的识
别精度基本保持不变，本文设置收缩范围为[289,331]。压缩质量范围是[0,100]，将其划分成
三个区域段，[0,30]，[30,60]和[60,100]，分别对应收缩的[299,331]划分后的三个区域段
[299,310],[310,321],[321,331]或者分别对应收缩范围 [289,299]划分的三个区域段
[295,299],[292,295],[289,292]。即当WebP压缩质量较大时，控制收缩程度大一些，相反，
压缩质量较小时，控制收缩程度小一些。这样既能有效减少对抗样本中的噪声，也能保证正
常样本被处理后的图片损失小。
图 3 War方法处理流程
3.2实验建立
（1）数据集：本文实验部分选用 ILSVRC2012验证集[8]，该数据集由 50,000张图片组成，
共包含 1000个类。从该验证集中随机选择 10000张大小为 299×299×3的图片进行实验。
（由于模型的识别精度有限，不能准确识别验证集中的每一张图片，因此，选用的图片中可
能包含不能被模型正确识别的图片）
（2）模型：本实验利用在 ImageNet数据集上训练过的 inception_v3模型[19]，该模型的识别
精度为 83%。
（3）攻击方法：主要选用 IFGSM、DeepFool、CW_L2三种攻击方法分别生成对抗样本。
（4）压缩方式：利用WebP有损压缩来对输入图片进行压缩，WebP有损压缩可以有效的减
少人类难以察觉的图像细节。虽然WebP压缩包含无损压缩方法，但无损压缩只会减小图像
的体积，不会影响图像质量，因此不能减少对抗样本图像中的对抗噪声。
（5）收缩方式：图像收缩即改变图像的大小。本文使用 PyTorch[20]图像转换中的 resize函数
收缩图像，该函数主要通过重置图像分辨率来调整图像的大小。
3.3实验过程
（1）对于每种攻击方法生成的对抗样本，首先对其进行不同程度的WebP压缩，并比较每
种攻击方法在不同压缩质量因子下的模型识别精度。再对输入图片进行War处理，检测此
时模型每种对抗样本在War处理后的模型识别精度。对比模型在仅采用WebP压缩方法和使
用War方法下的识别精度。
（2）为了评估本文方法的性能，首先将War方法与 HGD方法在模型识别精度上做对比。
再使用攻击成功的对抗样本（Successful Adversarial Example）来测试本文算法的检测成功率，
并与特征压缩方法做对比。
4实验结果与分析
4.1 算法对比
首先对随机选择的 10000张 299×299×3的图片分别采用WebP压缩和War方法处理，
将处理后的图片输入到模型，记录此时模型在不同压缩质量下的识别精度。再将选择的图片
利用三种攻击算法分别生成三组对抗样本，对每组对抗样本分别进行WebP压缩和War方法
处理，记录不同压缩质量下模型的识别精度。
WebP压缩和War方法处理后的结果分别如图 4和图 5所示。图 4展示了输入图片经过
不同程度WebP压缩后的模型精度变化，包括 inception_v3模型原始精度，没有被攻击的图
片以及 CW_L2、DeepFool、IFGSM攻击后生成的对抗样本在不同质量因子压缩后的模型精
度变化。可以看出，模型原始识别精度为 83%，正常样本经过不同程度的WebP压缩后，模
型识别精度依然很高，基本保持在 75%以上，最高可达 82%。由于 CW_L2与 DeepFool攻
击对图片的扰动量小，在压缩质量小于 85时，识别精度最高分别为 72%和 68%。而 IFGSM
攻击后得到的对抗样本扰动较大，在压缩质量很大时，模型识别精度很低。
图 4 输入图片在不同WebP压缩质量下的模型识别精度
图 5为输入图片进行War处理后的模型识别精度。可以看出，在压缩质量比较高时，
相比于只使用WebP压缩，在经过War处理后的模型识别精度均明显提升。其中，面对 IFGSM
攻击生成的对抗样本，识别率基本超过 72%，远高于使用图像收缩和WebP压缩的效果。同
时，面对 CW_L2和 DeepFool攻击生成的对抗样本，模型精度也有较大的提升，CW_L2最
高可达 79%。此外，未被攻击的图片在经过War处理后，模型识别精度虽然略有降低，但
仍保持很高的水平。本文方法能够以很高的模型识别精度抵御对抗样本的攻击，且不会影响
正常样本的模型识别精度。
图 5 War方法处理后的模型识别精度
4.2 性能评估
为了定量的评估War方法的性能，首先将本文方法与 HGD方法进行对比。具体细节参
见表 1，表中War方法的模型精度为不同压缩质量下模型精度的均值。可以看出，本文方法
能够有效地抵御 IFGSM，DeepFool和 CW_L2三种攻击，且在同一模型上的识别精度均比
HGD方法均提升 10%以上。不仅如此，War方法对于正常样本的影响很小，能够保持模型
对原始样本的高识别率。
表 1 在模型 Inception_v3 上对比 War 方法与 HGD 方法处理输入图片后的模型识别精度
除此之外，再增加一组实验，将War方法与特征压缩(Feature Squeezing)方法做对比，
检测这两种方法在三种攻击方法生成的对抗样本的检测成功率。首先选择 5000张能够被模
型正确分类的样本，将这些样本分别通过 IFGSM、DeepFool、CW_L2攻击算法生成相应的
对抗样本，接着从三组不同类型的对抗样本中随机选择 2000张能成功攻击模型的对抗样本
（SAE：Successful Adversarial Example），最后利用War方法处理这些对抗样本，再次输入
到模型中进行识别，分别检测此时模型对每种攻击产生的对抗样本的检测成功率。
如表 2所示，我们可以看到模型在 IFGSM上的检测成功率达到 84%，在 DeepFool和
CW_L2生成的对抗样本上的检测成功率分别达到了 91%和 92%，比在相同情况下特征压缩
方法的平均检测成功率高 5%。实验结果表明，该防御方法简单且高效。
表 2 模型在 SAEs 上的检测成功率
5结论
为了寻找一种简单而且高效的方法抵抗对抗样本的攻击，本文提出一种War方法对模
型输入数据进行预处理来检测对抗样本。该方法不需要改变模型的结构，只需要在样本输入
模型之前，对输入图片进行WebP有损压缩，然后对图片进行适量收缩即可。WebP有损压
缩能够有效减少对抗样本图片中的细小噪声，而收缩操作能进一步破坏对抗样本中的对抗扰
动，使得对抗样本的标签发生变化，导致攻击失败。简单来说，即可以根据处理后标签变化
来检测出对抗样本，从达到防御对抗样本攻击的目的。实验结果表明，War方法能够在保证
模型对原始样本识别精确度的同时根据样本标签的变化准确地检测出对抗样本。
模型 防御方法 正常样本 IFGSM( =4) DeepFool CW_L2
Inc V3
无 83% 49% 11% 0%
HGD 70% 61% 60% 60%
War 80% 71% 76% 78%
检测成功率 IFGSM DeepFool CW_L2 平均检测率
Feature Squeezing 79% 86% 88% 84%
War 84% 91% 92% 89%
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Background
Adversarial example, as an obstacle in the field of artificial intelligence security. To bring some security risks
to the experiments and research in the real world, in order to better understand and repair this vulnerability in
DNNs, many researchers have proposed a series of programs to defend against existing attacks and try to find
ways. However, current research on adversarial example defenses pays little attention to the actual situation, often
ignoring the problems of high cost and complicated calculation process. As of now, research on adversarial
example defense has lagged behind attack methods. There is an urgent need to find an efficient and practical way
to defend against attacks adversarial examples.Based on this, this paper proposes a method based on War (WebP
compression and resize) to detect adversarial examples and defend against their attacks. We introduced some of the
current methods of generating adversarial examples and methods for defending adversarial examples. And we
detailed the implementation process and performance analysis of the method.
This work is supported by the National Natural Science Foundation of China under Grant No.61872003. The
project is a study for reversible information hiding of JPEG images. This simple method can effectively improve
the detection success rate of the adversarial example, also ensure the accuracy of the original sample identification.
