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Abel’s partial summation formula has been used classically to obtain convergence tests
for certain types of series of real or complex numbers. We generalize the formula and
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1. Introduction
Abel’s partial summation formula states that if (an) and (xn) are sequences of real numbers, then for every n ∈ N,
n∑
k=1
akxk =
n−1∑
k=1
(ak − ak+1)Xk + an Xn,
where Xk =∑kj=1 x j for each k ∈ N [7, Ch. X, §43].
In [10], the Abel formula is considered in the context of Banach sequence spaces. However, interpreting the numbers ak
as linear functionals mapping R into R suggests that the summation formula holds in the more general setting of groups
and group homomorphisms. Thus, let G and H be groups, both written multiplicatively, and let e be the identity element
of G or H , the context making it clear which is meant. If ρ : G → H is a mapping, let ρ∗ : G → H denote the mapping
ρ∗(x) = ρ(x)−1. If ρ : G → H and τ : G → H , let (ρτ ) : G → H be the mapping deﬁned by (ρτ )(x) = ρ(x)τ (x).
Although the examples that we present are all in the commutative setting of topological vector spaces, our results and
theory are stated as generally as possible. In this way, the results may have as wide an application as possible, and may
ﬁnd use in particular for readers interested in noncommutative groups.
Our ﬁrst result, together with its corollary, generalizes the Abel summation formula to groups and group homomor-
phisms.
Theorem 1.1. For each n, let αn : G → H be a homomorphism. Let (xn) be a sequence in G, and let Xk =∏kj=1 x j for each k ∈ N. Then
for all n ∈ N,
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k=1
αk(xk) =
[
n−1∏
k=1
(
αkα
∗
k+1
)
(Xk)
]
· αn(Xn),
where the term in brackets is understood to be the identity of H when n = 1.
Proof. The case n = 1 follows immediately by convention described above. For the case n = 2, we compute the right-hand
side:
(
α1α
∗
2
)
(X1) · α2(X2) =
((
α1α
∗
2
)
(x1)
) · α2(x1x2)
= α1(x1)α2(x1)−1α2(x1)α2(x2)
= α1(x1)α2(x2),
which equals the left-hand side. Now, assume that the formula holds when n =m ∈ N, with m 2. Then,
m+1∏
k=1
αk(xk) =
[
m−1∏
k=1
(
αkα
∗
k+1
)
(Xk)
]
· αm(Xm) · αm+1(xm+1)
=
[
m−1∏
k=1
(
αkα
∗
k+1
)
(Xk)
]
· αm(Xm) · α∗m+1(Xm) · αm+1(Xm) · αm+1(xm+1)
=
[
m−1∏
k=1
(
αkα
∗
k+1
)
(Xk)
]
· (αmα∗m+1)(Xm) · αm+1(Xm+1)
=
[
m∏
k=1
(
αkα
∗
k+1
)
(Xk)
]
· αm+1(Xm+1),
which equals the right-hand side when n =m + 1. This completes the proof. 
A straightforward computation, left to the reader, yields the following corollary.
Corollary 1.2.With the same assumptions, for any p  0, and n p + 1, we have
n∏
k=p+1
αk(xk) = α∗p(Xp)
[
n−1∏
k=p
(
αkα
∗
k+1
)
(Xk)
]
· αn(Xn),
where for the case p = 0, we set X0 = e, and α0 the trivial map.
By the term topological group we mean a Hausdorff topological group. Recall that a sequence (xn) in a topological group
G is a left-Cauchy (right-Cauchy) sequence [9], if for every neighborhood U of e in G there exists N ∈ N such that for all
m,n N , we have
x−1n xm ∈ U
(
xnx
−1
m ∈ U
)
.
In other words, (xn) is a Cauchy sequence relative to the left (right) uniform structure on G [1, Ch. II and III]. Note that there
do exist left-Cauchy sequences that are not right-Cauchy, and vice versa [9, Example 4]. A Cauchy sequence is a sequence
that is both left- and right-Cauchy. It is easy to see that a sequence (xn) is right-Cauchy iff (x−1n ) is left-Cauchy, and of
course in an Abelian group, a sequence is left-Cauchy iff it is right-Cauchy.
Lemma 1.3. Let G be a topological group. Let (xn) and (yn) be left-Cauchy (right-Cauchy) sequences in G. Then (xn yn) is a left-Cauchy
(right-Cauchy) sequence.
Proof. Suppose (xn) and (yn) are left-Cauchy sequences in G . Let V be a neighborhood of e, and let W be a symmetric
neighborhood of e such that W · W · W ⊆ V . Since (yn) is a left-Cauchy sequence, there exists N ∈ N such that p,m  N
implies
y−1p ym ∈ W .
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such that m p  N ′ implies
x−1p xm ∈ yNW y−1N .
Then m p  N ′ implies(
y−1p x−1p
)
(xm ym) ∈ y−1p yNW y−1N ym ⊆ W · W · W ⊆ V .
Thus, (xn yn) is a left-Cauchy sequence, as desired.
If instead (xn) and (yn) are right-Cauchy sequences, then (x−1n ) and (y−1n ) are left-Cauchy sequences, so by the ﬁrst part,
(y−1n x−1n ) is a left-Cauchy sequence. Therefore, (xn yn) is a right-Cauchy sequence, as desired. 
The following deﬁnition, introduced in [4], generalizes the concept of a convergent inﬁnite series to the setting of topo-
logical groups. The appendix section of [2, Ch. IX] also has some useful discussion in the setting of normed algebras,
although completeness is generally assumed there.
Deﬁnition 1.4. A sequence (xn) in G is Cauchy multipliable if the sequence sn =∏nk=1 xk is a left-Cauchy sequence.
We can now easily generalize Theorem 184 of [7, Ch. X, §43] as follows.
Theorem 1.5. Let G and H be topological groups, and let (αn) be a sequence of homomorphisms from G to H. Let (xn) be a sequence
in G. If the sequence ((αnα∗n+1)(Xn)) is Cauchy multipliable and the sequence (αn(Xn)) is a left-Cauchy sequence, then the sequence
(αn(xn)) is Cauchy multipliable in H.
Proof. Let y0 = e, and for each n ∈ N, let
sn =
n∏
k=1
αk(xk), yn =
n∏
k=1
(
αkα
∗
k+1
)
(Xk), and zn = αn(Xn).
The sequences (yn−1) and (zn) are left-Cauchy sequences by hypothesis, so by Lemma 1.3, the sequence (yn−1zn) is also
left-Cauchy. But by Theorem 1.1, we have sn = yn−1zn for all n, so (sn) is a left-Cauchy sequence, as desired. 
Remark. It follows similarly of course that if (αn(xn)) is Cauchy multipliable, and (αn(Xn)) is right-Cauchy, then
((αnα
∗
n+1)(Xn)) is Cauchy multipliable.
Corollary 1.6. Let X and Y be Banach spaces over R or C, and let (Tn) be a sequence of bounded linear operators from X to Y . If∑
‖Tn − Tn+1‖ < ∞,
then
∑
Tn(xn) converges in Y whenever
∑
xn converges in X.
2. Partially ordered topological groups
Let G be a topological group under multiplication. We will say G is a partially ordered topological group (pogroup) if G
is a partially ordered set under a partial order  such that
(a) if a,b ∈ G such that a b, then xay  xby for all x, y ∈ G , and
(b) the set of open intervals (a,b) = {x ∈ G: a < x < b} is a basis for the topology of G .
A subset B of a pogroup G is bounded if it contained in some interval, that is, there exists a,b ∈ G with a b such that
B ⊆ [a,b] = {x ∈ G: a x b}. A pogroup G is directed if for any ﬁnite set F ⊆ G there exists c ∈ G such that a c for all
a ∈ F . Let P (G) denote the positive cone of G , that is, P (G) = {g ∈ G: e  g}. A mapping ρ : G → H is called isotone [5] if
it is order-stable, that is, whenever x, y ∈ G and x y, we have ρ(x) ρ(y) in H . It is easy to see that if α : G → H is a
homomorphism, then α is isotone iff α(P (G)) ⊆ P (H). If α,β : G → H are homomorphisms, we will write α  β if βα∗ is
isotone. It is easy to check that α  β iff for every x ∈ P (G), we have α(x) β(x), and that this deﬁnes a preorder on the
set of all homomorphisms from G to H .
Example 2.1. Let K be a compact metric space, and let G be CR(K ), the space of all continuous real-valued functions on K ,
with the topology of uniform convergence [2, X.1.6]. For f ∈ G , deﬁne 0  f if either 0 < f (x) for all x ∈ K or f = 0, in
other words, if f is either strictly positive or identically zero. For f , g ∈ G , we then deﬁne g  f if 0 f − g . We leave it
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operation, it is easy to see that condition (a) in the above deﬁnition of pogroup is satisﬁed. To verify (b), suppose f , g ∈ G
and f < g . The interval
( f , g) = {h ∈ G: f < h < g}
is then an open set, for if h ∈ ( f , g), then by the compactness of K , there exists a positive real number ε > 0 such that
0 < ε < h(x) − f (x), and 0 < ε < g(x) − h(x)
for all x ∈ K . Now, if p ∈ G such that ‖p − h‖ < ε, then for all x ∈ K ,
f (x) − h(x) < −ε < p(x) − h(x) < ε < g(x) − h(x),
implying that f < p < g . Of course if f ∈ G and V is any neighborhood of f , then there exists some ε > 0 such that
( f − ε, f + ε) ⊆ V , so it follows that G is a pogroup.
Lemma 2.2. In a directed pogroup, every left- (or right-) Cauchy sequence is bounded.
Proof. Let G be a directed pogroup, and let (xn) be a left-Cauchy sequence in G . Let (a,b) be a neighborhood of e in G .
Since (xn) is a left-Cauchy sequence in G , there exists N ∈ N such that x−1N xn ∈ (a,b) for all n  N . It follows that for all
n N ,
xn ∈
(
xNa, xNb
)
.
Since G is directed, there exist elements α,β ∈ G such that
β  x1, x2, . . . , xN−1, xNb,
and
α  x1, x2, . . . , xN−1, xNa,
so that xn ∈ [α,β] for all n. Thus, every left-Cauchy sequence is bounded. Now, if (xn) is a right-Cauchy sequence in G , then
(x−1n ) is a left-Cauchy sequence, so by the ﬁrst part, (x−1n ) is bounded. Therefore, (xn) is bounded, as desired. 
As a result of independent interest, we prove a generalization of the well-known result [7, Ch. III, §14] that if (an) is a
positive decreasing sequence of real numbers such that
∑
an converges, then nan → 0.
Theorem 2.3. Let G, H be pogroups, and let (αn) be a decreasing sequence of isotone homomorphisms from G to H such that for each
x ∈ P (G), the sequence (αn(x)) is Cauchy multipliable in H. Then for each x ∈ P (G),
αnn(x) → e, that is,
(
αn(x)
)n → e.
Proof. Let x ∈ P (G). Let U be a neighborhood of e in H , let V be a symmetric neighborhood of e in H such that V 2 ⊆ U ,
and let I be an open interval in H such that e ∈ I ⊆ V . Let N ∈ N such that for any nm N ,
αm(x)αm+1(x) · · ·αn(x) ∈ I.
Choose p  N . Then
αp+1(x)αp+2(x) · · ·α2p(x) ∈ I,
which implies that(
α2p(x)
)p ∈ I.
Squaring, we therefore obtain(
α2p(x)
)2p ∈ U .
Similarly, we have
αp+1(x)αp+2(x) · · ·α2p+1(x) ∈ I,
and
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implying that(
α2p+1(x)
)p+1
(x) ∈ I, and (α2p+1(x))p(x) ∈ I.
Multiplying, we therefore have(
α2p+1(x)
)2p+1
(x) ∈ U .
Hence, for any neighborhood U of e in H , there exists M ∈ N such that n M implies(
αn(x)
)n ∈ U .
Thus, for any x ∈ P (G),
αnn(x) → e,
as desired. 
3. Convergence tests in directed pogroups
Recall that a sequence (an) of real (or complex) numbers is said to be of bounded variation if (an − an+1) ∈ 1, that is,
the series
∑ |an − an+1| converges. The following well-known result characterizes sequences of bounded variation as those
that “preserve” convergence of inﬁnite series. The “forward direction” of the result is called the test of du Bois–Reymond in
[7, Ch. X, §43].
Theorem. ([3, p. 76]) A sequence (an) of real numbers is of bounded variation if and only if
∑∞
n=1 anxn converges whenever
∑∞
n=1 xn
converges.
In order to extend this result to the setting of topological groups, we need some further deﬁnitions accordingly.
Deﬁnition 3.1. Let G and H be pogroups. Let ρ : G → H be a mapping from G to H and let (ρn) be a sequence of mappings
from G to H . The sequence (ρn)
(a) is stable if whenever (xn) is a left-Cauchy sequence in G , the sequence (ρn(xn)) is a left-Cauchy sequence in H ;
(b) is convergence preserving (CP) if whenever (xn) is a Cauchy multipliable sequence in G , the sequence (ρn(xn)) is
Cauchy multipliable in H ;
(c) is of bounded variation (BV) if for every left-Cauchy sequence (yn) in G , the sequence ((ρnρ∗n+1)(yn)) is Cauchy mul-
tipliable in H ;
(d) is decreasing if ρn+1  ρn for all n ∈ N;
(e) converges to e uniformly (ρn → e uniformly) if for every bounded sequence (xn) in G , we have ρn(xn) → e in H ;
(f) converges to ρ uniformly (ρn → ρ uniformly) if both of the sequences (ρ∗ρn) and (ρ∗nρ) converge to e uniformly.
For example, suppose (gn) is a Cauchy sequence in G , and for each n ∈ N, deﬁne αn : G → G to be conjugation by gn ,
that is,
αn(x) = g−1n xgn
for all x ∈ G . It then follows from Lemma 1.3 that (αn) is stable.
Assume now that G and H are pogroups, written multiplicatively. It is easy to verify that (αn) is stable iff for every
right-Cauchy sequence (xn) in G , the sequence (αn(xn)) is right-Cauchy, and that (α∗n ) is stable iff for every left-Cauchy
(right-Cauchy) sequence (xn) in G , the sequence (αn(xn)) is right-Cauchy (left-Cauchy).
Lemma 3.2. Let G, H be pogroups, and let α : G → H be a continuous homomorphism. Let (αn) be a sequence of homomorphisms
from G to H. If αn → α uniformly, then (αn) is stable.
Proof. Let (xn) be a left-Cauchy sequence in G . Recall that by Lemma 2.2, (xn) is bounded. Let W be a neighborhood of e
in H , and let U be a neighborhood of e such that U ·U ·U ⊆ W . Since α is continuous, there exists a neighborhood V of e in
G such that α(V ) ⊆ U . Let N ∈ N such that m,n N implies x−1n xm ∈ V , and such that (α∗nα)(xn) ∈ U and (α∗αm)(xm) ∈ U .
Then for all m,n N , we have
αn(xn)
−1αm(xm) =
(
α∗nα
)
(xn)α
(
x−1n xm
)(
α∗αm
)
(xm) ∈ U · U · U ⊆ W .
Thus, (αn(xn)) is a left-Cauchy sequence, as desired. 
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its usual metric topology. Let (μn) be a sequence of functionals in CK (R)∗ and let μ ∈ CK (R)∗ such that μn → μ in the
weak∗-topology, that is, 〈 f ,μn〉 → 〈 f ,μ〉 for every f ∈ G . We show that (μn) is stable. Let ( fn) be a Cauchy sequence of
functions in G . It is well known that CR(K ) is complete [2, X.1.6], so ( fn) converges (uniformly) to f , say. By the principle
of uniform boundedness [3, Ch. II], (μn) is bounded, so we have
〈 fn,μn〉 = 〈 fn − f ,μn − μ〉 + 〈 f ,μn〉 + 〈 fn,μ〉 − 〈 f ,μ〉
→ 〈 f ,μ〉.
Hence, (μn) is stable. However, it is easy to see that (μn) need not converge uniformly, in the sense of Deﬁnition 3.1.
We now state and prove analogues of three convergence tests given in [7, Ch. 10, §43] in the setting of directed pogroups.
The ﬁrst generalizes the result given in Exercise 44 of [3, p. 76], stated above as a theorem (just before Deﬁnition 3.1).
Theorem 3.4 (du Bois–Reymond Test). Let G and H be directed pogroups, and let (αn) be a sequence of homomorphisms from G
into H. Then:
(a) If (αn) is BV and stable, then (αn) is CP.
(b) If (αn) is CP and (α∗n ) is stable, then (αn) is BV.
Proof. (a) Suppose (αn) is BV and stable. Let (xn) be Cauchy multipliable in G . Since the sequence Xn , as deﬁned in The-
orem 1.1, is a left-Cauchy sequence, the sequence ((αnα∗n+1)(Xn)) is Cauchy multipliable. Since (αn) is stable, the sequence
(αn(Xn)) is a left-Cauchy sequence. Therefore, by Theorem 1.5, (αn(xn)) is Cauchy multipliable. Thus, (αn) is CP.
(b) Suppose (α∗n ) is stable and (αn) is CP. Let (yn), n  1, be a left-Cauchy sequence in G . Set y0 = e, and deﬁne xn =
y−1n−1 yn for n 1. Then (xn) is Cauchy multipliable, for with (Xn) as deﬁned in Theorem 1.1, we have Xn = yn for all n. So,
by hypothesis, (αn(xn)) is Cauchy multipliable. Now, since (α∗n ) is stable, and (Xn) is a left-Cauchy sequence, the sequence
(αn(Xn)) is a right-Cauchy sequence. By the remark following Theorem 1.5, ((αnα∗n+1)(yn)) is Cauchy multipliable. Thus,
(αn) is BV, as desired. 
The next result generalizes what is called Dirichlet’s Test in [7, Ch. X, §43]: If (an) is a decreasing sequence of positive
real numbers such that an → 0, and if ∑ xn has bounded partial sums, then ∑anxn converges.
Theorem 3.5 (Dirichlet’s Test). Let G and H be directed pogroups. Let (αn) be a decreasing sequence of homomorphisms from G to
H that converges uniformly to e. Let (xn) be a sequence in G such that the sequence Xn =∏nk=1 xk is bounded in G. Then (αn(xn)) is
Cauchy multipliable.
Proof. Let (αn) and (xn) be as given in the statement of the theorem. Since (Xn) is bounded, there exist elements a,b ∈ G
with a b such that for all n ∈ N, we have a Xn  b. Since αnα∗n+1 is isotone, for all n ∈ N we have(
αnα
∗
n+1
)
(a)
(
αnα
∗
n+1
)
(Xn)
(
αnα
∗
n+1
)
(b).
Let W be a neighborhood of e in H , and let I be an open interval in G such that e ∈ I ⊆ W , and let U be a symmetric
neighborhood of e such that U · U ⊆ I . Since the sequences (X−1n a), and (X−1n b) are bounded, and αn → e uniformly, there
exists N ∈ N such that n N implies
αn
(
X−1n b
) ∈ U ,
and
αn
(
X−1n a
) ∈ U .
Let m > p  N . We then have
αp(a)α
∗
m(a)
m−1∏
n=p
(
αnα
∗
n+1
)
(Xn) αp(b)α∗m(b).
By Corollary 1.2, it follows that
αp
(
X−1p a
)
αm
(
a−1Xm
)

m∏
k=p+1
αk(xk) αp
(
X−1p b
)
αm
(
b−1Xm
)
.
Since U is symmetric and U · U ⊆ I , and I is convex, it follows that
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k=p+1
αk(xk) ∈ I ⊆ W ,
for all m > p  N . Thus, (αn(xn)) is Cauchy multipliable, as desired. 
Example 3.6. Let G = C[0,1] = H , the Banach space of continuous real-valued functions on [0,1], as an additive group,
under the sup norm. As shown in Example 2.1, G is a pogroup. For each n ∈ N, let Kn : [0,1] × [0,1] → R be a continuous
nonnegative function, such that for all n, and all x, y ∈ [0,1],
Kn+1(x, y) Kn(x, y),
and such that Kn(x, y) → 0 uniformly on [0,1]×[0,1]. Also, for each n, let ϕn : [0,1] → [0,1] be continuous, with ϕn+1(x)
ϕn(x) for all x ∈ [0,1]. For each n, deﬁne the integral operator Tn : G → G as follows (see [6, Ch. 5] for background on such
operators): If f ∈ G and x ∈ [0,1], then
Tn( f )(x) =
ϕn(x)∫
0
Kn(x, y) f (y)dy.
It is easy to see that (Tn) is then a decreasing sequence of (continuous) homomorphisms from G to G that converges
uniformly to 0. Now, by [8, IV.6.15], the partial sums of the series
∞∑
k=1
sin(kx)
k
are uniformly bounded on [0,1]. Deﬁning fn(x) = sin(nx)/n for each n ∈ N, and applying the result of Theorem 3.5, the
partial sums of the series
∞∑
n=1
Tn( fn)(x) =
∞∑
n=1
ϕn(x)∫
0
Kn(x, y)
sin(ny)
n
dy
form a Cauchy sequence in G . Since G is known to be complete, it follows that the latter series deﬁnes a continuous function
on [0,1].
Our last result generalizes what is called Abel’s Test in [7, Ch. X, §43]: If (an) is monotone and bounded and
∑
xn
converges, then
∑
anxn converges.
Theorem 3.7 (Abel’s Test). Let G and H be directed pogroups, and let α : G → H be a continuous homomorphism from G to H. Let
(αn) be a decreasing sequence of homomorphisms from G to H that converges uniformly to α. Then (αn) is CP.
Proof. We know that (αn) is stable by Lemma 3.2. We will show that (αn) is BV. Let (yn) be a left-Cauchy sequence in G .
By Lemma 2.2, (yn) is bounded, so let a,b ∈ G such that a yn  b for all n ∈ N. Since αnα∗n+1 is isotone,(
αnα
∗
n+1
)
(a)
(
αnα
∗
n+1
)
(yn)
(
αnα
∗
n+1
)
(b)
for all n ∈ N. Let W be a neighborhood of e in H ; let I be an open interval such that e ∈ I ⊆ W , and choose a neighborhood
U of e such that U · U ⊆ I . Since αn → α uniformly, there exists N ∈ N such that n N implies(
αnα
∗)(a) ∈ U ,(
αα∗n
)
(a) ∈ U ,(
αnα
∗)(b) ∈ U ,
and (
αα∗n
)
(b) ∈ U .
Then, for all m > p  N we have
αp(a)αm(a)
−1 =
m−1∏(
αkα
∗
k+1
)
(a)
m−1∏(
αkα
∗
k+1
)
(yk)
m−1∏(
αkα
∗
k+1
)
(b) = αp(b)αm(b)−1.k=p k=p k=p
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(
αpα
∗)(a)(αα∗m)(a)
m−1∏
k=p
(
αkα
∗
k+1
)
(yk)
(
αpα
∗)(b)(αα∗m)(b).
Since (αpα∗)(a)(αα∗m)(a) ∈ I and (αpα∗)(b)(αα∗m)(b) ∈ I , it follows that
m−1∏
k=p
(
αkα
∗
k+1
)
(yk) ∈ W ,
for all m > p  N . Thus, (αn) is BV, and stable. Applying Theorem 3.4(a), the sequence (αn) is CP, as desired. 
Remark. Some of the results of this paper may also hold in the more general setting of preordered topological groups, and
may have interesting applications. However, one of the diﬃculties with such an approach is how to best deﬁne the notion
of boundedness in a preordered group. We have chosen to be less general here mainly in the interests of simplicity and
accessibility.
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