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Random Euler Complex-Valued Nonlinear Filters
Jiashu Zhang, Sheng Zhang, and Defang Li
Abstract—Over the last decade, both the neural network and
kernel adaptive filter have successfully been used for nonlinear
signal processing. However, they suffer from high computational
cost caused by their complex/growing network structures. In this
paper, we propose two random Euler filters for complex-valued
nonlinear filtering problem, i.e., linear random Euler complex-
valued filter (LRECF) and its widely-linear version (WLRECF),
which possess a simple and fixed network structure. The transient
and steady-state performances are studied in a non-stationary
environment. The analytical minimum mean square error (MSE)
and optimum step-size are derived. Finally, numerical simulations
on complex-valued nonlinear system identification and nonlinear
channel equalization are presented to show the effectiveness of
the proposed methods.
Index Terms—Nonlinear Filter, random Euler, transient anal-
ysis, steady-state analysis.
I. INTRODUCTION
With the development of adaptive filtering, complex-valued
adaptive filter has found applications in diverse fields of radar
imaging, fourier analysis, mobile communications, seismics,
estimation of direction of arrival and beamforming [1]–[3].
In modeling and identification of complex-valued nonlinear
systems, traditional linear adaptive filtering techniques suffer
from poor performance. Examples for such situations include
nonlinear system identification, nonlinear channel equaliza-
tion. In order to model nonlinear systems, serval methods have
been proposed in the last half century [3]–[9], which include
the neural networks, polynomial, spline and Fourier filters, to
just mention a few.
In order to directly process complex values by neural net-
works, the complex-valued neural network (CVNN) have been
developed [10]–[13], where the splitting-complex and fully-
complex activation functions are used. The major drawback
of the CVNNs is the heavy computational complexity. Several
different types of CVNNs have been presented in [12], such as
multiplayer percetron (MLP) networks, radial basis function
(RBF) networks, and recurrent neural networks (RNN). In
[14], the echo state network for complex noncircular signals
was proposed, which separates the RNN architecture into
two constituent components: a recurrent architecture and a
memoryless output layer. With a complex-chebyshev expan-
sion for the input signal, the complex-chebyshev functional-
link network (CCFLN) was designed [15], which is a linear
filtering of the expanded signal in the higher dimensional
space.
Based on the reproducing kernel Hilbert space (RKHS)
theory, the kernel adaptive filters (KAFs) were developed
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in [5], which maps the original input space into an infinite
dimensional RKHS with a specific kernel. When the kernel
is chosen as Gaussian kernel, the KAF is the growing RBF
network. Over the real kernel filter, serval adaptive algorithms
were proposed in [16]–[19], such as the kernel least mean
square (KLMS), kernel affine projection, kernel recursive
least-squares, kernel projected subgradient methods. Using the
complexification of real RKHSs, or complex reproducing ker-
nels, the complex kernel adaptive filtering has been introduced
in [20]. With the wide-linear model, further enhancements to
the complex-valued/quaternion-valued kernel approach can be
found in [21]–[23]. However, the order of these kernel filters
grows linearly with the number of input data. To overcome this
severe drawback, several low-complexity techniques have been
developed in [24]–[28], such as the sparse KLMS, quantized
KLMS, KLMS with l1-norm regularization.
Recently, according to Bochner’s theorem, Rahimi and
Recht suggested a popular approach, i.e., random fourier
features, to approximate the real kernel evaluation in KAFs
[29]. Based on the random fourier features, the random fourier
filtering (RFF) has been proposed in [30], where the original
input data is mapped to a finite dimensional space. Thus,
compared with the KAF, it enables learning of nonlinear
functions in an efficient fashion. In [30], the mean square
(LMS) and recursive least squares (RLS) were developed into
the RFF. Furthermore, a distributed RFF was presented for
networks in [31]. Unfortunately, these RFFs only deal with
real-valued nonlinear systems.
In this paper, we propose two random Euler complex-valued
filters to deal with the complex-valued nonlinear filtering
problem. Firstly, based on the complexification of real RKHSs
and Bochner’s theorem, a detailed derivation of the linear
random Euler complex-valued filter (LRECF) is presented.
Then, employing the widely-linear model and the Wirtinger’s
derivative, the widely-linear random Euler complex-valued
filter (WLRECF) is designed. Due to the fixed network
structure, the proposed two schemes enjoy low computational
complexity compared to the kernel filter. Theoretical analysis
on the mean stability and mean-square convergence of the
proposed methods is performed in a non-stationary environ-
ment modeled by a random-walk model. From these results,
the closed-form expression for the steady-state mean square
error (MSE) is obtained, which indicates that there is an
optimum step-size in the non-stationary environment. Finally,
experiments are conducted to evaluate the performance of the
proposed filters, including complex-valued nonlinear system
identification and nonlinear channel equalization.
The rest of this paper is organized as follows. In Section II,
a brief review of the RFF is presented. Section III provides
the derivation of the LRECF and WLRECF. The mean and
mean-square behaviors are analyzed in Section IV. Section V
2Fig. 1. The real random Fourier filter.
presents Monte Carlo simulations. Finally, conclusions are
drawn in Section VI. In this paper, matrices are represented
by boldface capital letters, and all vectors are column vectors
denoted by boldface lowercase letters. The other symbols are
listed as follows:
(·)T transpose operator;
(·)∗ conjugate operator;
(·)H Hermitian transpose operator;
λmax(·) largest eigenvalue of a matrix;
Tr(·) trace of a matrix;
I identity matrix with appropriate dimension;
0 zero vector with appropriate dimension;
A⊗B Kronecker product of two matrices A and B;
vec(·) column vector formed by stacking the columns of
a matrix;
| · | absolute value of a complex number;
real(·) real part of complex number;
imag(·) imaginary part of complex number;
E{·} expectation operator.
II. REVIEW OF REAL RANDOM FOURIER FILTER
Consider a continuous nonlinear input-output mapping,
y = f(x) (1)
where x ∈ Fm is the m-dimensional vector1, and y ∈ F is
the output signal. Based on the training sequences of the form
{(xn, yn), n = 1, 2, · · · }, the goal of the learning tasks is to
learn the non-linear input-output dependence.
In the case of real Hilbert spaces (i.e., F = R), the real
random Fourier nonlinear filter algorithm is
wn = wn−1 + µz(xn)en (2)
where µ is the step-size and en = yn − zT (xn)wn−1 with
wn−1 being a weight vector for the random Fourier features
1F is a general field, which can be either R or C.
vector z(xn). In [29], it gives two such embeddings about the
random Fourier features z(x):
z(x) =
√
1
D


sin(rT1 x)
cos(rT1 x)
...
sin(rT2Dx)
cos(rT2Dx)


,
√
2
D


cos(rT1 x+ a1)
cos(rT2 x+ a2)
...
cos(rTDx+ aD)

 ,
(3)
where ri is drawn from a Gaussian distribution with zero mean
and covariance matrix σ2I, ai is the uniform distribution on
[0, 2pi]. Fig. 1 shows the RFF with later embedding in (3).
As can be seen, in the RFF, the original data xn ∈ Rm is
transformed to a high dimensional feature space, via a map,
z(xn) ∈ RD .
III. PROPOSED RANDOM EULER COMPLEX-VALUED
NONLINEAR FILTER
In this section, we are interested on complex Hilbert spaces,
i.e., F = C, and will design the LRECF and WLRECF. Let
z ∈ Cm and z = z1 + iz2, z1, z2 ∈ Rm. We adopt the
complexification methodology of real RKHSs [20],
Φc(z) =Φ(z1) + iΦ(z2)
=κR(·, [z1, z2]) + iκR(·, [z1, z2]) (4)
where κR(·, ·) is chosen as a real Gaussian kernel.
A. Linear Random Euler Complex-Valued Filter
By the use of the cost function, 12 |yn−wHΦc(xn)|2, and the
gradient descent method, at time n, the weight-update equation
gives wn =
∑n
i=1 µe
∗
iΦc(xi)
2, where the initial estimate is
assumed to be zero and en = yn−wHn−1Φc(xn). The system’s
output yˆn, at time n, can be estimated as
yˆn = w
H
n−1Φc(xn) (5)
= 2
n−1∑
i=1
αiκR ([real(xn), imag(xn)], [real(xi), imag(xi)])
where αi = µei. According to Bochner’s theorem, we can
have
κR ([real(xn), imag(xn)], [real(xi), imag(xi)])
=Ec{ζc([real(xn), imag(xn)])ζ∗c ([real(xi), imag(xi)])} (6)
where ζc([real(xn), imag(xn)]) = e
jcT [real(xn);imag(xn)], and the
random vector c is drawn from a probability distribution3 that
is the Fourier transform of the Gaussian kernel.
We choose a sample average to approximate (6) using D
random vectors {c1, c2, · · · , cD},
Ec{ζc([real(xn), imag(xn)])ζ∗c ([real(xi), imag(xi)])}
≈ 1
D
D∑
i
ζci([real(xn), imag(xn)])ζ
∗
ci
([real(xi), imag(xi)])
(7)
2This is well-known complex-valued KLMS (CKLMS) via complexification
of real kernels in [20].
3It is actually the multivariate Gaussian distribution with zero mean and
covariance matrix σ2I [31].
3Fig. 2. The linear random Euler complex-valued filter.
Substituting (6) and (7) into (5), the estimate of the filtering
output can be approximated as
yˆn = u
H
n−1zc(xn) (8)
where un =
∑n
i=1 α
∗
i zc(xi) with zc(xi) being
zc(xi) =
√
2
D


ejc
T
1
[real(xi);imag(xi)]
ejc
T
2
[real(xi);imag(xi)]
...
ejc
T
D [real(xi);imag(xi)]

 (9)
In (8), un−1 can be seen as a weight vector for the random
features vector zc(xn), which can be rewritten as
un = un−1 + µe∗nzc(xn) (10)
where the initial weight vector is assumed to be zero.
Because of the Euler representation in (9), we coin this
approach as LRECF. Fig. 2 illustrates its architecture. As can
be seen, the LRECF has fixed network structure, which is
obviously different from the growing structure of the CKLMS.
B. Widely-Linear Random Euler Complex-Valued Filter
Inspired by (8) and using the widely-linear model4, the
estimator form of the nonlinear filter is written as
yˆn =u
Hzc(xn) + v
Hz∗c(xn) (11)
To design a filter {u, v}, we establish the following cost
function
L(en) = 1
2
|yn − uHzc(xn)− vHz∗c(xn)|2 (12)
where the error signal is en = yn − yˆn.
Using the stochastic gradient adaptation and the Wirtinger’s
derivative with respect to {u, v}, as follows:
∇uL(en) = 2∂L(en)
∂u∗
=
∂L(en)
∂ur
+ i
∂L(en)
∂ui
(13)
and
∇vL(en) = 2∂L(en)
∂v∗
=
∂L(en)
∂vr
+ i
∂L(en)
∂vi
(14)
4The widely-linear model enables the processing of the noncircular
complex-valued signals, which provide improved performance than the con-
ventional linear model [32]–[35].
Fig. 3. The widely-linear random Euler complex-valued filter.
we get the update equation for the weight vector
un =un−1 − µ∇uL(en)
=un−1 + e∗nzc(xn) (15)
and
vn =vn−1 − µ∇vL(en)
=vn−1 + µe∗nz
∗
c(xn) (16)
where en = yn − uHn−1zc(xn)− vHn−1z∗c(xn). The step-size µ
controls the convergence rate of the proposed algorithm. Fig. 3
illustrates the architecture of the WLRECF.
To simplify the notation, using an augmented weight vector
wn = [u
T
n v
T
n ]
T and a complex augmented vector zc,c(xn) =
[zTc (xn) z
∗T
c (xn)]
T , we can rewrite the proposed WLRECF
algorithm (15)-(16) as
wn = wn−1 + µe∗nzc,c(xn) (17)
IV. PERFORMANCE ANALYSIS
In this section, the performances of the proposed schemes
in terms of mean stability and mean-square convergence
are investigated. Instead of analyzing each proposed method
separately, we mainly focus on the WLRECF scheme that
includes the LRECF method as a special case. In order to
make the performance analysis tractable, some assumptions
are introduced.
Assumption 1: Inspired by (11), we consider an alternative
observation model
yn =u
H
opt,nzc(xn) + v
H
opt,nz
∗
c(xn) + υn
,wHopt,nzc,c(xn) + υn (18)
where wopt,n = [u
T
opt,n v
T
opt,n]
T represents the optimal aug-
mented weight vector of an unknown system.
4Assumption 2: In (18), the noise υn is an independent
and identically distributed (i.i.d.) complex-valued random se-
quence with zero-mean and E{|υn|2} = σ2υ , and is indepen-
dent of the input xj for all j.
Assumption 3: In (18), the time-varying unknown weight
vector wopt,n is defined as a random walk model, i.e.,
wopt,n = wopt,n−1 + qn,
where the random perturbation qn is a stationary white noise
vector with zero mean and covariance matrix E{qnqHn } =
σ2qI, which is mutually independent of the input {zc(xn)} and
noise {υn}.
A. Mean Convergence Analysis
Let the weight error vector w˜n = wopt,n −wn. The output
error en becomes
en = w˜
H
n−1zc,c(xn) + υn (19)
while its conjugate is
e∗n = w˜
T
n−1z
∗
c,c(xn) + υ
∗
n (20)
Inserting (20) into (17), the recursion of the weight error
vector w˜n is
w˜n = w˜n−1 − µ(w˜Tn−1z∗c,c(xn) + υ∗n)zc,c(xn) + qn
=
(
I− µzc,c(xn)zHc,c(xn)
)
w˜n−1 − µυ∗nzc,c(xn) + qn (21)
Using assumptions 2-3 and well-known independence as-
sumption [38]–[41], we have E{υ∗nzc,c(xn)} = 0, E{qn} =
0, and hence
E{w˜n} =
(
I− µE {zc,c(xn)zHc,c(xn)})E{w˜n−1} (22)
Thus, when the step-size satisfies
0 < µ <
2
λmax
(
E
{
zc,c(xn)zHc,c(xn)
}) (23)
the proposed scheme is stable in the mean sense, and is
unbiased, i.e., E{w˜n} → 0.
B. Mean-Square Convergence Analysis
The MSE performance is defined as
E{|en|2} =E{w˜Hn−1zc,c(xn)zHc,c(xn)w˜n−1}+ σ2υ
=Tr{E{zc,c(xn)zHc,c(xn)}E{w˜n−1w˜Hn−1}}+ σ2υ
,Tr{RzE{w˜n−1w˜Hn−1}}+ σ2υ (24)
where Rz = {zc,c(xn)zHc,c(xn)}.
Upon multiplying both sides of (21) by w˜Hn yields the
following relation
w˜nw˜
H
n
= w˜n−1w˜Hn−1 − µzc,c(xn)zHc,c(xn)w˜n−1w˜Hn−1
−µw˜n−1w˜Hn−1zc,c(xn)zHc,c(xn)
+µ2zc,c(xn)z
H
c,c(xn)w˜n−1w˜
H
n−1zc,c(xn)z
H
c,c(xn)
+µ2|υn|2zc,c(xn)zHc,c(xn) + qnqHn
−µυn
(
I− µzc,c(xn)zHc,c(xn)
)
w˜n−1zHc,c(xn)
−µυ∗nzc,c(xn)w˜Hn−1
(
I− µzc,c(xn)zHc,c(xn)
)
+
(
I− µzc,c(xn)zHc,c(xn)
)
w˜n−1qHn
+qnw˜
H
n−1
(
I− µzc,c(xn)zHc,c(xn)
)
−µυ∗nzc,c(xn)qHn − µυnqnzHc,c(xn). (25)
Proceeding in a manner similar to [36], [37] and using
assumptions 2-35
vec(E{w˜nw˜Hn })
=(I− µA+ µ2B)vec(E{w˜n−1w˜Hn−1})
+ µ2σ2υvec(Rz) + σ
2
qvec(I) (26)
where
A = I⊗ E{zc,cxn)zHc,c(xn)}+ E{z∗c,c(xn)zTc,c(xn)} ⊗ I,
(27)
B = E{(z∗c,c(xn)zTc,c(xn))⊗ (zc,c(xn)zHc,c(xn))}, (28)
Thus, when the step-size is such that the matrix I− µA+
µ2B is stable, the proposed algorithm is convergent in the
mean-square sense. Moreover, we can obtain the steady-state
mean-square deviation (MSD)
lim
i→∞
E{w˜nw˜Hn } =µσ2υvec−1{(A− µB)−1vec(Rz)}
+
σ2qvec
−1{(A− µB)−1vec(I)}
µ
(29)
Inserting (29) into (24), we finally get the steady-state MSE
MSEnonsta =σ
2
υ + µσ
2
υvec
T (Rz)(A − µB)−1vec(Rz)
+
σ2qvec
T (Rz)(A− µB)−1vec(I)
µ
(30)
Remark: (i) A sufficiently small step-size can guarantee the
proposed algorithm to be stable. This is because when µ is
sufficiently small, the terms µB compared with A can be
neglected, i.e., I − µA + µ2B ≈ I − µA. In this case, the
step-size should satisfy 0 < µ < 2
λmax(A)
.
(ii) For a stationary system (q(n) = 0), (30) simplifies to
MSEsta = σ
2
υ + µσ
2
υvec
T (Rz)(A − µB)−1vec(Rz). When
the used step-size µ→ 0, MSEsta tends to the minimum σ2υ .
(iii) For the non-stationary system (q(n) 6= 0), we know
that there is an optimum step-size given by µopt =
σq
συ
√
φ
ϕ
,
and the corresponding minimum MSE is MSEnonsta,min =
σ2υ + 2συσq
√
ϕφ, with φ = vecT (Rz)A
−1vec(I), ϕ =
vecT (Rz)A
−1vec(Rz).
5Under the assumptions 2-3, we know that the last six terms in (25) are
equal to zero.
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Fig. 4. Performance comparison between the CLMS, LRECF, and WLRECF for the nonlinear system I. (a) the circular input, (b) the noncircular input
ρ = 0.1.
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Fig. 5. Performance comparison between the CLMS, LRECF, and WLRECF for the nonlinear system II. (a) the MSE curves, (b) the EMSE curves.
V. MONTE CARLO SIMULATIONS
In this section, Monte Carlo simulations are presented. First,
to examine the convergence performance of the proposed two
filters, the nonlinear system identification task is carried out.
Then, a nonlinear channel equalization task is considered. To
evaluate the filtering performance, the MSE in dB is used and
defined as
MSE = 10log10(E{|en|2})
where the expectation is obtained by averaging the results of
200 independent runs.
A. Nonlinear system identification
In the complex-valued nonlinear system identification, we
consider two different nonlinear systems used in [20], [21].
Experiments are conducted on a set of the input-output signal
{xn, xn−1, · · · , xn−m+1, yn} with m > 0.
1) Nonlinear System I: The first nonlinear system is chosen
as
yn = tn + (0.15− 0.1i)t2n (31)
TABLE I
COMPARISON OF AVERAGED CONSUMED TIME OVER 1× 105 LEARNING
SAMPLES
Adaptive filters Averaged consumed time (s)
CKLMS 7.83× 103
LRECF 21.61
WLRECF 52.3
where tn is an output signal of a linear filter
tn =
5∑
k=1
hkxn−k+1 (32)
with hk being
hk = 0.432
(
1 + cos
(2pi(k − 3)
5
)
−i
(
1 + cos
(2pi(k − 3)
10
)))
(33)
In the input-output relationship (31)-(33), yn and xn are
complex-valued output and input signals. At the receiver end
of the system, the output signal is corrupted by white Gaussian
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Fig. 6. The EMSE comparison between the CKLMS, LRECF, and WLRECF.
noise and the level of the noise is set to 30 dB. The input signal
is obtained by the using of the form
xn =
√
1− ρ2s
1,n
+ iρs
2,n
(34)
where s
1,n
, s
2,n
are zero-mean Gaussian random variables,
ρ ∈ [0, 1] determines the performance of xn. If ρ approaches
0 or 1, the input is highly noncircular and for ρ =
√
2
2 it
is circular. The step-size of the complex-valued least mean
square (CLMS) is µ = 0.05. For a fair comparison, the step-
sizes of proposed algorithms are also set to µ = 0.05. The
other parameters are m = 5, D = 500, σ2 = 0.2. In Fig. 4,
the MSE learning curves for circular and noncircular input
signals are depicted.
2) Nonlinear System II: The second nonlinear system con-
sists of a linear filter:
tn = (−0.9 + 0.8i)xn + (0.6− 0.7i)xn−1 (35)
and a memoryless nonlinearity
yn = tn + (0.1 + 0.15i)t
2
n + (0.06 + 0.05i)t
3
n (36)
The input signal has the form xn = x1,n + ix2,n , where
x
1,n
, x
2,n
are uniform randomly distributed signals and their
ranges are [−1, 1]. The observation noise corrupts the output
signal with the variance 16 dB. The step-sizes of the CLMS,
LRECF, and WLRECF are 0.005. The other parameters are set
to be m = 2, D = 500, σ2 = 1. The MSE and excess mean-
square error (EMSE) learning curves are shown in Fig. 5,
where the EMSE is defined as EMSE = 10log10(E{|yn −
yˆn − υn|2}) with υn being the noise added to the desired
signal.
Both Fig. 4 and Fig. 5 show that the proposed schemes can
achieve an improved performance compared with the CLMS.
It is also shown that in proposed two methods the LRECF
is inferior to the WLRECF. From the Section III, we know
the LRECF is an approximation for the CKLMS. Due to the
growing network, the CKLMS poses both computational as
well as memory issues for large learning samples, such as
8×105 samples. Thus, we only compare the CKLMS with the
proposed methods for relatively small samples drawn in Fig. 6,
and the averaged consumed time is listed in Table I. It is mea-
sured on a 3.2 GHz Intel Core i5 processor with 8 Gb of RAM,
running Matlab R2017a on Windows 10. The experiment set-
tings are the same as those used in Fig. 5. It demonstrates that
the LRECF effectively approximates the CKLMS with lower
complexity. The proposed WLRECF method could outperform
the CKLMS and LRECF schemes. But the WLRECF requires
more computations than the LRECF.
3) Effect of the step-size, D, and σ2: To examine the effect
of the step-size,D, and σ2 on the performance of the proposed
schemes, the EMSE curves of the proposed WLRECF with
different µ, D, and σ2 are displayed in Fig. 7. In Fig. 7(a),
D = 500, σ2 = 0.2. In Fig. 7(b), µ = 0.05, σ2 = 0.2.
In Fig. 7(c), D = 500, µ = 0.05. The other experiment
settings are the same as those used in Fig. 5. As can be
seen, the choice of the step-size determines a compromise
between fast convergence rate and small steady-state EMSE.
With fixed µ and σ2, small D (i.e., D = 100) will suffer
from slow convergence rate. Large D can lead to improved
convergence performance but with high computational cost,
shown in Fig. 7(b). With fixed µ and D, too large and
two small σ2 will suffer from poor convergence performance
illustrated by Fig. 7(c). Hence, to achieve fast convergence
rate and low steady-state error, µ, D and σ2 should be chosen
appropriately according to the application.
B. Nonlinear channel equalization
In the nonlinear channel equalization scenarios, we consid-
ered the equalization model which consists of a linear filter
[42], [43]
tn =(0.34− 0.27i)sn + (0.87 + 0.43i)sn−1
+ (0.34− 0.21i)sn−2 (37)
and a nonlinear distortion
xn = tn + 0.1t
2
n + 0.05t
3
n (38)
The nonlinear channel equalization structure is shown in
Fig. 8(a). The 4 QPSK symbols, s1 = 1+ j, s2 = 1− j, s3 =
−1 + j, s4 = −1− j, are tested: The case 1) the 4 symbols
are equiprobable; The case 2) the occurrence probability are
p1 = 0.4, p2 = 0.1, p3 = 0.4, p4 = 0.1.
The learning curves using the set of the training samples
{xn, xn−1, · · · , xn−m+1, sn−d} are drawn in Fig. 8(b)-(c),
where m > 0 and d is the equalization time delay. The
additive observation noise is a zero-mean Gaussian signal with
variance 15 dB. The values of the parameters are m = 5, D =
500, σ2 = 0.05, d = 2, µ = 0.08. By the use of 300000 testing
samples, Fig. 9 gives the symbol classification performance of
the equalizers with the proposed WLRECF.
C. Theoretical Curves
To verify the analyses in the section IV, the theoretical
transient MSE and MSD curves of the proposed WLRECF
for the non-stationary environment (σ2q = 10
−8) are plotted
in Fig. 10 and Fig. 11. According to the model (18), the
unknown channel is randomly generated and its length is 128.
The initial weight vector of the adaptive filter is an all one
vector. The input signal x(n) ∈ C5 is generated by means of
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Fig. 7. EMSE curves of the proposed WLRECF with different step-sizes, D, and σ2. (a) Effect of µ, (b) Effect of D, (c) Effect of σ2.
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Fig. 8. The MSE comparison between the CLMS, CKLMS, LRECF, and WLRECF for the nonlinear channel equalization problem. (a) the nonlinear channel
equalization, (b) the case 1, (c) the case 2.
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Fig. 9. Eye diagram of symbol classification performance using the proposed WLRECF. (a) the input signal xn for the case 1, (b) the output signal yˆn for
the case 1, (c) the output signal xn for the case 2, (d) the output signal yˆn for the case 2.
(34). The vector ci in (9) is drawn from a white Gaussian
distribution with D = 64, σ2 = 0.2. Three different step-
sizes µ = 0.01, 0.005 and 0.001 are applied. The variances of
the measurement noise υn are set to be 0.1, 0.01 in Fig. 10
and Fig. 11, respectively. The theoretical curves are calculated
using (24) and (29). It can be observed that the theoretical
8analysis can predict the performance of the WLRECF well.
VI. CONCLUSION
In this paper, we proposed two random Euler filters, i.e.,
LRECF and WLRECF, for complex-valued nonlinear filter. On
the basis of the complexification of real RKHSs and Bochner’s
theorem, the LRECF filter was firstly derived. Then, further
using the widely-linear model and the Wirtinger’s derivative,
the WLRECF was also obtained. As compared to the well-
known complex-valued KLMS, the proposed random Euler
filters enjoy low computational complexity because of the
fixed network structures. In addition, theoretical expressions
to characterize the transient and steady-state behaviors of
proposed schemes were presented in the random-walk non-
stationary environment. Through a series of simulations, we
finally demonstrated the effectiveness of the proposed methods
and theoretical results.
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Fig. 10. The MSE learning curves for different step-sizes in the non-stationary environment. (a) the noise variance 0.1, (b) the noise variance 0.01.
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Fig. 11. The MSD learning curves for different step-sizes in the non-stationary environment. (a) the noise variance 0.1, (b) the noise variance 0.01.
