Diagnóstico de fallas basado en observadores con convergencia en tiempo finito by López Castillo, Francisco Eduardo
Universidad Auto´noma de Nuevo Leo´n
Facultad de Ingenier´ıa Meca´nica y Ele´ctrica
Subdireccio´n de Estudios de Posgrado
Diagno´stico de fallas basado en
observadores con convergencia en tiempo
finito
por
Francisco Eduardo Lo´pez Castillo
como requisito parcial para obtener el grado de
MAESTRI´A EN CIENCIAS DE LA INGENIERI´A ELE´CTRICA
24 de julio de 2015
Universidad Auto´noma de Nuevo Leo´n
Facultad de Ingenier´ıa Meca´nica y Ele´ctrica
Subdireccio´n de Estudios de Posgrado
Diagno´stico de fallas basado en
observadores con convergencia en tiempo
finito
por
Francisco Eduardo Lo´pez Castillo
como requisito parcial para obtener el grado de
MAESTRI´A EN CIENCIAS DE LA INGENIERI´A ELE´CTRICA
24 de julio de 2015

A mi familia por el apoyo incondicional, a mis padres por su motivacio´n, a mis
hermanos por sus comentarios y en especial a mi abuelo por sus palabras acerca de
tener un mejor futuro basado en el estudio.
A mi Director de tesis, el Dr. Efra´ın Alcorta Garc´ıa, por su paciencia , sus
consejos y sabidur´ıa adema´s de que nunca dejo de creer en mı´ y me mostro que el
esfuerzo y perseverancia tienen resultados.
A los Profesores que conoc´ı como alumno del Posgrado en Ingenier´ıa Ele´ctrica por
transmitirme sus conocimientos. A mis compan˜eros de clase David, Edwin y
Otoniel por compartir el tiempo y esfuerzo.
A las dema´s personas fuera de el a´mbito estudiantil que me motivaron para
terminar mis estudios.
A la Facultad de Ingenier´ıa Meca´nica y Ele´ctrica por ser mi segunda casa por todos
estos an˜os.
Al Consejo Nacional de Ciencia y Tecnolog´ıa (CONACYT) por el apoyo brindado
durante mis estudios de maestr´ıa.
I´ndice general
Resumen X
1. Introduccio´n 1
1.1. Hipo´tesis . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3
1.2. Objetivos del trabajo . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.2.1. Objetivos particulares . . . . . . . . . . . . . . . . . . . . . . 4
1.3. Metodolog´ıa . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
2. Planteamiento del problema 6
2.1. Preliminares . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.1. Diagno´stico de fallas . . . . . . . . . . . . . . . . . . . . . . . 6
2.1.2. Generacion residual . . . . . . . . . . . . . . . . . . . . . . . . 7
2.1.3. Enfoque de espacio de paridad . . . . . . . . . . . . . . . . . . 8
2.1.4. Enfoque de Observador dedicado . . . . . . . . . . . . . . . . 9
2.1.5. Desicio´n sobre presencia de fallas y su aislamiento . . . . . . . 12
2.2. Formulacio´n del problema . . . . . . . . . . . . . . . . . . . . . . . . 13
v
I´ndice general vi
3. Solucio´n Propuesta 14
3.1. Observadores con convergencia de tiempo finito . . . . . . . . . . . . 14
3.2. Observadores con entradas desconocidas . . . . . . . . . . . . . . . . 16
3.2.1. Observador de orden reducido con entradas desconocidas . . . 16
3.2.2. Observador de orden completo con entradas desconocidas . . . 19
3.3. Procedimiento de disen˜o propuesto . . . . . . . . . . . . . . . . . . . 21
4. Ejemplo de aplicacio´n 24
4.1. Modelo del sistema . . . . . . . . . . . . . . . . . . . . . . . . . . . . 24
4.2. Disen˜o de la deteccio´n y localizacio´n de falla . . . . . . . . . . . . . . 27
4.2.1. Paso 1: Disen˜o de las matrices de los generadores de residuos
robustos . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
4.2.2. Paso 2: Observador con convergencia en tiempo finito . . . . . 30
4.2.3. Paso 3: Construccio´n del estado estimado . . . . . . . . . . . . 33
4.2.4. Paso 4: Construccio´n del residuo . . . . . . . . . . . . . . . . . 33
4.3. Resultado de simulacion . . . . . . . . . . . . . . . . . . . . . . . . . 34
4.3.1. Resultados de simulacio´n, Caso 1 . . . . . . . . . . . . . . . . 34
4.3.2. Resultados de simulacio´n, Caso 2 . . . . . . . . . . . . . . . . 35
4.3.3. Resultados de simulacio´n, Caso 3 . . . . . . . . . . . . . . . . 35
4.3.4. Resultado de simulacio´n, Caso 4 . . . . . . . . . . . . . . . . . 37
4.3.5. Resultados de simulacio´n, Caso 5 . . . . . . . . . . . . . . . . 38
I´ndice general vii
5. Concluciones 41
I´ndice de figuras
2.1. Esquema de diagno´stico de fallas. . . . . . . . . . . . . . . . . . . . . 7
2.2. Esquema de diagno´stico de fallas utilizando espacio de paridad. . . . 8
2.3. Esquema de generacio´n residual. . . . . . . . . . . . . . . . . . . . . . 10
3.1. Estructura del observador con convergencia en tiempo finito . . . . . 15
3.2. Esquema de generador residual basado en observadores . . . . . . . . 16
4.1. Respuesta del sistema nominal . . . . . . . . . . . . . . . . . . . . . . 26
4.2. Posiciones angulares del sistema sin fallas . . . . . . . . . . . . . . . . 35
4.3. Residuo robusto a perturbaciones con convergencia asinto´tica . . . . . 36
4.4. Residuo robusto a perturbaciones con convergencia finita . . . . . . . 36
4.5. Amplificacio´n de la escala de tiempo del residuo robusto a perturba-
ciones con convergencia finita . . . . . . . . . . . . . . . . . . . . . . 37
4.6. Residuo asinto´tico con falla en t = 1 segundo. . . . . . . . . . . . . . 38
4.7. Residuo convergente en tiempo finito con falla en t = 1 segundo. . . . 39
4.8. Residuo asinto´tico con falla en t = 7 segundos. . . . . . . . . . . . . . 39
4.9. Residuo con convergencia finita con falla en t = 7 segundos. . . . . . 40
viii
I´ndice de tablas
4.1. Casos de estudio considerados . . . . . . . . . . . . . . . . . . . . . . 34
ix
Resumen
Francisco Eduardo Lo´pez Castillo.
Candidato para obtener el grado de Maestr´ıa en Ciencias de la Ingenier´ıa Ele´ctrica .
Universidad Auto´noma de Nuevo Leo´n.
Facultad de Ingenier´ıa Meca´nica y Ele´ctrica.
T´ıtulo del estudio: Diagno´stico de fallas basado en observadores con
convergencia en tiempo finito.
Nu´mero de pa´ginas: 46.
Objetivos y me´todo de estudio: El objetivo general del trabajo es el de desa-
rrollar un procedimiento de disen˜o de algoritmo de diagno´stico de fallas basado en
observadores con convergencia en tiempo finito. As´ı mismo, los objetivos particulares
son los siguientes: Primero es el revisar el estado del arte del diagno´stico de fallas
basado en observadores; segundo, realizar una propuesta de disen˜o de generador de
residuos que tenga convergencia en tiempo finito; tercero, programacio´n del procedi-
miento de disen˜o propuesto en un software de simulacio´n; cuarto, la implementacio´n
y prueba de algoritmo propuesto as´ı como la comparacio´n con un generador residual
convencional.
Como me´todo de estudio se realizara´ primero una revisio´n profunda de la ge-
neracio´n residual y de la ocnvergencia en tiempo finito. Basado en este conocimiento
x
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y comprensio´n, se revisara´n las ventajas y limitaciones para poder as´ı hacer una
propuesta de variante para buscar la manera de un algoritmo que pueda mejorar el
desmpen˜o y de realizar generacio´n residual con convergencia en tiempo finito.
Contribuciones y conclusiones: La contribucio´n principal del trabajo es un
algoritmo para el disen˜o de generadores de residuos de orden completo con conver-
gencia en tiempo finito, el cual es robusto a entradas desconocidas. El algoritmo
propuesto permite obtener una solucio´n sencilla al problema, la comprensio´n del
algoritmo permite el manejo de problemas mas amplios, con tal de que el error de
estimacio´n sea lineal.
El contar con generador de residuos con convergencia en tiempo finito permite
aumentar la confiabilidad del algoritmo de diagno´stico, esto al poder preescribir el
tiempo en el que el generador de residuos converge y a partir del cual las variaciones
pueden ser relacionadas directamente con las fallas. El aumento de robustez usando
generacio´n residual de orden completo permite el manejo de un nu´mero aplio de
sistemas. A partir de los resultados se puede concluir que la caracter´ıstica de conver-
gencia en tiempo finito debe de ser una cualidad a ser incluida en cualquier disen˜o
de generador residual con fines de implementacio´n.
Firma del asesor:
Dr. Efra´ın Alcorta Garc´ıa
Cap´ıtulo 1
Introduccio´n
La naturaleza de los sistemas industriales los hace suceptibles a fallas en sus
componentes. Estas fallas pueden ocurrir por envejecimiento, fallas de los materiales
o por estre´s en el funcionamiento por operacio´n fuera de los l´ımites de disen˜o, etc.
Paros en la produccio´n debidos a fallas, es decir, paros no programados, pudiera dar
origen a un gran monto de pe´rdidas en el sector industrial.
Una falla se entiende como cualquier clase de malfuncionamiento en un sis-
tema dina´mico real. Esto lleva a una anormalidad indeseable en el desempen˜o del
sistema. Para fines pra´cticos, una falla es entendida como un cambio en el valor de
un para´metro fuera de los l´ımites de tolerancia. Note que esta definicio´n representa
un problema, pues un mismo cambio puede significar una variacio´n tolerable (no es
una falla) o bien una falla, dependiendo del contexto donde esta se presente.
Las fallas pueden ocurrir en cualquier parte de un sistema, como por ejemplo,
en los sensores, en los actuadores o bien en algu´n componente del proceso en si. Para
fines de diagno´stico de fallas, una clasificacio´n que dio origen a una gran cantidad
de trabajos es la consideracio´n de una zona especifica para realizar el diagno´stico:
de instrumento, de actuador y de componente. Por otra parte, la falla pudiera ser
calificada como multiplicativa, esto si la falla esta multiplicando a la entrada o al
estado, o aditiva si la falla se representa como una entrada adicional al sistema.
1
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Note que una falla en sensor, en actuador o en componente pudiera ser aditiva o
bien multiplicativa dependiendo en la manera como esta representada en el modelo
(multiplicando a un estado o entrada, ser´ıa multiplicativa; si es una entrada adicional,
representa una aditiva).
Cabe aclarar que diagno´stico de una falla implica: su deteccio´n, es decir, revisar
cuando una falla ocurre; el aislamiento, es decir, donde ocurre la falla; as´ı como la
identificacio´n, es decir, determinar la magnitud y caracter´ıstica de la falla.
Para una representacio´n real con respecto al uso de un sistema de diagno´stico de
falla el modelado de todos los efectos que pueden llevar a una alarma que corresponde
a la presencia de falla o bien a falsa alarma de fallo. Tales efectos son:
1. Fallas en el actuador o en los componentes de la dina´mica de la planta, o en
los sensores. En este caso la alarma corresponde bien al motivo por el cual se
disen˜o.
2. Errores de modelado entre el sistema actual y su modelo matema´tico, esto
puede ser una fuente de alarmas falsas.
3. Ruido del sistema o ruido de medicio´n. Esto frecuentmente es tambie´n una
fuente de alarmas falsas.
El diagno´stico de fallas basado en modelos se ha consolidado en los u´ltimos an˜os de-
bido a las exigencias de seguridad y confiabilidad en la industria. Existen diferentes
formas de llevar a cabo el diagno´stico de fallas. Una de las te´cnicas ampliamente
reportadas en la literatura hace uso de observadores de la salida. El uso de observa-
dores de Luenberger o bien modificaciones robustas de este (como los observadores
con entradas desconocidas) para la salida de un sistema as´ı como las variantes para
sistemas no lineales de estos tienen convergencia asito´tica del error. En esta forma de
convergencia se argumenta frecuentemente que el radio de convergencia es arbitrario,
es decir, mediante la ubicacio´n de polos se puede lograr. Sin embargo, siempre se
dependera´ del valor de la condicio´n inicial y no se puede saber de antemano cuanto
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tiempo tardara´ en converger el residuo, claro, a menos que se tenga informacio´n de
las condiciones iniciales.
Un problema que se plantea con frecuencia es el de saber si una falla ocurre
mientras el observador se encuentra convergiendo, es decir, mientras que el error
debido a las condiciones iniciales todav´ıa no se hace lo suficientemente pequen˜o como
para no confundirlo con el efecto de una falla. Una posible solucio´n a este problema
es el uso de una te´cnica no lineal, conocida como modos deslizantes, la cual puede
garantizar convergencia del observador y por lo tanto del error de estimacio´n a cero
en tiempo finito.
En este trabajo, a diferencia de los enfoques inspirados en te´cnicas de modos
deslizantes, se pretende utilizar los resultados reportados en la bibliografia, los cuales
utilizan solo te´cnicas lineales, para disen˜ar un generador de residuos con convergencia
en tiempo finito.
1.1 Hipo´tesis
Con la finalidad de establecer el marco de referencia para este trabajo se pro-
cede a poner en consoderacio´n la siguiente hipo´tesis:
Es posible establecer de antemano el tiempo apartir del cual el generador de
residuos es confiable mediante el uso de te´cnicas lineales robustas frente a incerti-
dumbre del modelo.
La hipo´tesis esta fundamentada en la existencia de resultados para la observa-
cio´n con convergencia en tiempo finito de sistemas lineales reportados en [8]. Para
la parte de robstez se consideran observadores con entradas desconocidas.
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1.2 Objetivos del trabajo
Para verificar la hipo´tesis anterior se considera el siguiente objetivo:
Desarrollar un procedimiento de disen˜o de algoritmos de diagno´stico robusto
de fallas basado en observadores con covnergencia finita
Claramente el objetivo es verificar que la hipo´tesis es correcta. La verificacio´n
se realizara´ de manera constructiva, en forma de algoritmo de disen˜o.
1.2.1 Objetivos particulares
Para alcanzar el objetivo, se plantean una serie de objetivos particulares.
1. Revisio´n del estado del arte en el diagno´stico de fallas utilizando observadores
con enfa´sis en la forma de convergencia que poseen.
2. Propuesta de un disen˜o de generador de residuos que tenga convergencia en
tiempo finito.
3. Programacio´n del procedimiento de disen˜o en un software de simulacio´n.
4. Implementacio´n y prueba de algoritmo propuesto as´ı como comparacio´n de
desempen˜o con respecto a generadores de residuos convencionales.
1.3 Metodolog´ıa
La forma de abordar el problema considerardo y buscar una solucio´n es tran-
sitando primero los elementos conocidos de soluciones previas. Sobre esta base se
propone un algoritmo que unifique las diferentes soluciones parciales existentes. Los
pasos seguidos se pueden resumir en los siguientes:
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1. Se realiza´ra una revisio´n del estado del arte del diagno´stico y aislamiento de
fallas. Aqu´ı se hace e´nfasis en revisar las caracter´ısticas de convergencia de los
me´todos existentes.
2. Revisio´n de algoritmos que brindan convergencia en tiempo finito as´ı como de
los algoritmos que permiten observar la salida au´n en la precencia de entradas
desconocidas.
3. Desarrollo de propuesta de algoritmo de disen˜o de generadores de residuo ro-
bustos con convergencia en tiempo finito.
4. Verificacio´n mediante simulacio´n del algoritmo propuesto as´ı como compara-
cio´n con resultados disponibles en la literatura.
Cap´ıtulo 2
Planteamiento del problema
En este cap´ıtulo se considera la formulacio´n del problema bajo consideracio´n
en el trabajo. Para poder presentar el problema de manera apropiada, se hace una
breve recapitulacio´n de los procedimientos de diagno´stico de fallas cuando se utilizan
observadores.
2.1 Preliminares
El concepto de diagno´stico de fallas es aclarado a detalle. Esto establece el mar-
co en el cual se desarrolla la tesis. Cabe aclarar que sera´n presentados los conceptos
generales relacionados con el diagno´stico de fallas utilizando observadores.
2.1.1 Diagno´stico de fallas
El diagno´stico de fallas se refiere al procedimiento para obtener toda la infor-
macio´n sobre una falla que ocurre en un sistema [9], esto es, determinar cuando la
falla ocurre, donde ocurre y cual es su magnitud, tiempo de ocurrencia, etc.
Siguiendo a [9] (ver tambie´n [4], [7], [11]), el diagno´stico de fallas se puede
6
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realizar siguiendo tres pasos:
1. Generacio´n de Residuos. Se disen˜an filtros de tal forma que la sen˜al ob-
tenida es independiente de los cambios de la entrada y/o perturbaciones. Es
decir, se obtienen sen˜ales que solo dependen de las fallas.
2. Evaluacio´n residual. Aqui se determina cuando una falla ocurrio´ y evene-
tualmente tambie´n su origen.
3. Identificacio´n. Se obtiene informacio´n sobre la falla, tal como su magnitud,
tiempo de ocurrencia, etc.
Una representacio´n esquema´tica del diagno´stico puede ser apreciada en la figura
2.1.
Generacion
de residuos
Evaluacion
de residuos
u
y
r
Matematico
Modelo 
Alarma
de fallas
Identificacion
Figura 2.1: Esquema de diagno´stico de fallas.
2.1.2 Generacion residual
Me´todos de Generacio´n de Residuos
1. Enfoque de espacio de paridad.
2. Enfoque de observador dedicado y enfoque basado en inovacio´n.
3. Enfoque de filtro de deteccio´n de falla.
4. Enfoque de identificacio´n de para´metros.
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2.1.3 Enfoque de espacio de paridad
La idea principal es checar la paridad (consistencia) de las ecuaciones ma-
tema´ticas del sistema (relaciones) de redundancia anal´ıtica al usar mediciones ac-
tuales. Un esquema de espacio de paridad entrada salida es mostrado en figura 2.2.
residual
r(t)
Modelo
u(t)
y(t)
Alarma
y(t)
u(t)
−
+ r(t)m o d e l o
y(t)^
’
Generacion Evaluacion
de residuo
Figura 2.2: Esquema de diagno´stico de fallas utilizando espacio de paridad.
Una falla es declarada al ocurrir un error en la consistencia que sobrepase un
umbral determinado.
Hay ba´sicamente 2 funciones de relacio´n de paridad para obtener reduntancia anal´ıti-
ca:
1. Redundacia directa: Relacion entre sensores redundantes, esto es instanta´neo
en la salida, sin considerar la dina´mica del sistema.
2. Redundancia temporal: Relaciones redundantes dina´micas entre las sali-
das de los sensores y las entradas a los actuadores (ecuaciones diferenciales o
ecuaciones en diferencias)
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La principal ventaja de este esquema es la simplicidad y facilidad de implementacio´n.
2.1.4 Enfoque de Observador dedicado
Muchos autores se han considerado el problema de FDI utilizando un enfoque
basado en un simple observador o bien con un banco de observadores de Luenbe-
rerger o filtros de Kalman. Este esquema fue propuesto inicialmente por [5] y una
simplificacio´n puede ser encontrada en [1]
La idea ba´sica del enfoque de un observador es el reconstruir la salida del
sistema apartir de la medicio´n o conjuntos de mediciones con la ayuda de los filtros
de Kalman usando un error de estimacio´n o inovacio´n respectivamente como un
residuo para realizar la deteccio´n y aislamiento de fallas.
Note que un observador de orden completo simplemente consiste en un modelo
en paralelo de el proceso con un factor de correccio´n basado en el error de estimacio´n
de la salida e(t) = y(t)− yˆ(t).
As´ı, en principio el modelo en lazo abierto tambie´n podr´ıa funcionar (es el prin-
cipio del espacio de paridad), la retroalimentacion, es decir, el factor de correccio´n
es importante debido a varias razones, como lo son:
1. Compenzar por diferencias en condiciones iniciales.
2. Permitir la estimacio´n de un sistema inestable.
3. Proveer libertad de disen˜o en el filtro, por ejemplo al desacoplo de los efectos
de falla de los efectos de otras fallas.
La tarea ba´sica del disen˜o de estimadores de estado para la identificacio´n y aisla-
miento de falla es el optimizar al proponer una buena eleccio´n de la matriz de ganacia
H.
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La configuracion mas simple usada en la deteccio´n de falla de instrumentos es
un estimador simple, donde un observador de orden reducido o total es manejado por
un solo sensor de salida. La comparacio´n entre la salida actual y la salida estimada
usando una lo´gica, en principio, da una u´nica deteccio´n y aislamiento de una falla
de un instrumento. La ocurrencia de la falla es monitoreada por un test de inovacio´n
estad´ıstico con vista, media y covarianza [7].
En este trabajo se planteo´ como punto de inicio el uso de te´cnicas de diagno´stico
basadas en observadores, es decir, la forma de obtener los residuos es mediante
observadores. La forma ma´s comu´n para definir un residuo es mediante el error de
estimacio´n de la salida.
Es claro que si el modelo es conocido perfectamente (no hay incertidumbre) y
no hay perturbaciones externas el error de estimacio´n de la salida dependera´ solo
del vector de fallas afectando al sistema.
Un esquema de generacio´n residual se puede apreciar en 2.3
Cn
Obs
ref
res
+
-
Fallas
Figura 2.3: Esquema de generacio´n residual.
El problema de generacio´n de residuo puede ser resuelto como sigue:
Utilizar como residuo r(t) el error de estimacio´n de la salida. Las fallas satis-
facen los siguientes supuestos de trabajo:
1. El modelo (tiempo de evolucio´n) de la falla es desconocido.
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2. El modelo matema´tico del sistema nominal es incierto (con tolerancia desco-
nocida).
3. Existe un ruido del sistema y un ruido de medicio´n (con caracter´ısticas desco-
nocidas).
Condiciones de Exsistencia de una Solucio´n
1. Conocimiento de un comportamiento Nominal esto es valores nominales de
A,B,C
2. Modelado de la falla como aditiva o multiplicativa.
3. Exsistencia de relaciones anal´ıticas de redundancia. Dependiendo el observador
que se pretenda utilizar.
4. Detectabilidad de la falla. Es decir, el efecto de la falla se manifiesta en la
salida. [2]
5. Fiablididad satisfactoria de informacion reduntante, esto es invarianza o al
menos robustez con respecto a entradas desconocidas.
2.1.4.1 Observador con convergencia en tiempo finito
El problema que es tratado es una deteccio´n de fallas utilizando observadores
de la salida con convergencia en tiempo finito. Basandonos en el disen˜o de un obser-
vador con entradas desconocidas (UIO) introducido por [6] y el observador lineal con
convergencia en tiempo finito [8] se presenta un enfoque como parte de una solucio´n
novedosa.
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2.1.5 Desicio´n sobre presencia de fallas y su aislamiento
El enfoque de redundancia anal´ıtica requiere que el generador de residuos reali-
ze algu´n tipo de validacio´n de la relacio´n del sistema nominal usando la entrada
actual u, y la medicio´n y de salida.
Si la falla ocurre entonces la relacio´n de redundancia anal´ıtica ya no se satisface y
el residuo r 6= 0 ocurre.
El valor del residuo se usa para una desicio´n apropiada. El residuo se evalua mediante
una lo´gica en orden de monitorear el tiempo de ocurrencia de falla y la localizacio´n
de esta.
Notese que para la generacio´n del residuo se requieren de:
1. El modelo nominal, es decir, libre de fallas.
2. El Observado (sistema actual, posiblemente con la presencia de fallas.)
Con la finalidad de lograr alto desempen˜o de deteccio´n de falla con un ı´ndice
bajo de alarmas falsas, el modelo nominal utilizado debe de correspnder al modelo
observado excepto por las fallas. Ba´sicamente hay tres tipos de formas de generar
sen˜ales acentuadas de falla usando redundancia anal´ıtica [9]: Espacio de paridad,
mediante observadores y mediante identificacio´n de para´metros.
Las sen˜ales resultantes, residuos, son usadas por las funciones de desicio´n como
normas o funciones de probabilidad. La base de una desicio´n de una ocurrencia de
una falla es la firma de la falla, esto es una sen˜al que es obtenida por algu´n tipo de
modelo de falla del sistema definido como los efectos asociados a la falla.
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2.2 Formulacio´n del problema
En el marco del diagno´stico de fallas confiable y robusto frente a perturbaciones
se plantea el siguiente problema a ser resuelto:
Problema. Considerar un sistema lineal con entradas desconocidas (fallas y
perturbaciones) y un valor de tiempo arbitrario pequen˜o D. El problema consiste en
obtener un procedimiento de disen˜o que garantize la existencia de un generador de
residuos robusto a las perturbaciones y que converja en el tiempo preestablecido D.
△△
El problema planteado es el tema central de la tesis y es el que brinda la
oportunidad para llevar a cabo las contribuicones descritas.
Cap´ıtulo 3
Solucio´n Propuesta
El esquema de solucio´n propuesto esta fundamentado en diferentes resultados
parciales disponibles en la literaura. Aqui se utilizaron estos resultado de manera
conveniente para proporcionarle caracter´ısticas deseadas al generador residual, de
acuerdo a la formulacio´n del problema presentado en el cap´ıtulo 2.
3.1 Observadores con convergencia de tiempo
finito
La solucio´n de el problema a la convergencia al error en tiempo finito es tomado
de [8] . En la teor´ıa de observadores de sistemas lineales la convergencia en tiempo
finito es una propiedad atractiva y que en lo posterior es usada para garantizar la
confiabilidad de nuestro generador de residuos apartir de la convergencia al error.
Considerar un sistema lineal invariante en el tiempo dado por
x˙(t) = Ax(t) + Bu(t), x(t0) = x0, t ≥ t0 (3.1)
y(t) = Cx(t) (3.2)
con x ∈ ℜn, u ∈ ℜm y la salida y ∈ ℜp, las matrices A, B y C son matrices constantes
y conocidas de dimensiones adecuadas.
14
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Suponer que el par (A,C) es observable. El primer paso consiste en definir dos
observadores identidad (cada uno con una dina´mica diferente a la del otro, es decir,
que no tengan la misma dina´mica) para el sistema (3.1)-(3.2), es decir,
z˙1(t) = (A−H1C)z1(t) +H1y(t) + Bu(t) (3.3)
z˙2(t) = (A−H2C)z2(t) +H2y(t) + Bu(t) (3.4)
Ahora con la definicio´n de las matrices:
F
△
=

 A−H1C 0
0 A−H2C

 , H △=

 H1
H2

 ,
G
△
=

 B
B

 , T △=

 In
In

 , z(t) △=

 z1(t)
z2(t)

 ,
AsignandoH tal que F es estable, y el retraso de tiempoD tal que |T eFDT | 6=
0, el estimado xˆ de x esta dado por
xˆ(t) = K
[
z(t)− eFDz(t−D)
]
(3.5)
z˙(t) = Fz(t) +Hy(t) +Gu(t), t ≥ t0 (3.6)
K
△
=
[
In 0n
] [
T eFDT
]−1
(3.7)
La estructura del observador que converge en tiempo finito puede ser encontra-
da en la figura 3.1. Como es destacado en [8], en teor´ıa, la convergencia del observador
K
e
y
u
+
−
D
z=   z+Hy+GuF
F
    D
x^.
Figura 3.1: Estructura del observador con convergencia en tiempo finito
puede realizarse en un tiempo arbitrariamente pequen˜o D.
Una observacio´n importante consiste en ver que la cualidad de convergencia
en tiempo finito se obtiene a partir de que la ecuacio´n del error sea una ecuacio´n
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diferencial ordinaria y homoge´nea de orden n. Lo cual puede tener implicaciones
interesantes en el futuro.
3.2 Observadores con entradas desconocidas
El esquema de generador de residuos basado en observadores es presentado en
la figura 3.2.
r(t)
y(t)
L
sistemau(t)
−
+
y(t)^
Figura 3.2: Esquema de generador residual basado en observadores
Note que si un sistema cuenta con entradas desconocidas al disen˜ar un obser-
vador, este tendra un error, debido a que no es posible compensar las entradas que
no se conocen. En este caso se cuenta con resultados en la literatura que permiten la
construccio´n de observadores de estado au´n y cuando no se conozca alguna entrada.
En esta seccio´n son revisados dos procedimientos: uno de orden reducido y uno de
orden completo.
3.2.1 Observador de orden reducido con entradas
desconocidas
El observador con entradas desconocidas en el cual es utilizado en esta sub-
seccio´n fue tomado de [10]. Hay que hacer notar que este tipo de observador fue
tambie´n considerado por [13].
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Considerar el sistema (3.1)-(3.2) pero con fallas f(t) y perturbaciones d(t),
representado como sigue:
x˙(t) = Ax(t) + Bu(t) + Ed(t) + Ff(t), x0 (3.8)
y(t) = Cx(t) (3.9)
donde d ∈ ℜl y f ∈ ℜq. Suponiendo que rank(C) = p, rank(E) = l, rank(F ) = q,
rank(CE) = l (l ≤ p), rank(CF ) = q (q ≤ p) y q + l ≤ p. Note que en este trabajo
no se consideran fallas en los sensores.
Definir una transformacio´n T (de similaridad, es decir, det(T ) 6= 0) as T
△
=
[N E F ], con N ∈ ℜn×(n−l−q) una matriz tal que T llegue a ser regular (es decir,
det(T ) 6= 0). Aplicando la transformacio´n como x¯(t) = T−1x(t) el sistema transfor-
mado resulta:
˙¯x(t) = A¯x¯(t) + B¯u(t) + E¯d(t) + F¯ f(t), (3.10)
y(t) = C¯x¯(t) (3.11)
donde
x¯ = T−1x =


x¯1
x¯2
x¯3

 ; A¯ = T
−1AT =


a¯11 a¯12 a¯13
a¯21 a¯22 a¯23
a¯31 a¯32 a¯33


B¯ = T−1B =


b¯1
b¯2
b¯3

 ; E¯ = T
−1E =


0
Il
0


F¯ = T−1F =


0
0
Iq

 ; C¯ = CT =
[
CN CE CF
]
Note que las ecuacio´n diferencial que corresponde a x¯1 es parte del estado que
no esta conectado de forma directa al vector de las perturbaciones d(t) o al vector de
fallas f(t). La parte del estado que esta directamente conectado a las perturbaciones
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es la escuacio´n diferencial asociada con x¯2(t) y de la misma forma, la parte del estado
que esta conectada directamente con las fallas es la ecuacio´n diferencial de x¯3(t), de
tal forma que si omitimos , por simplicidad, la dependencia del tiempo de las sen˜ales,
estas ecuaciones puedes escribirse como:
˙¯x1(t) =
[
a¯11 a¯12 a¯13
]
x¯(t) + b¯1u(t) (3.12)
˙¯x2(t) =
[
a¯21 a¯22 a¯23
]
x¯(t) + b¯2u(t) + d(t) (3.13)
˙¯x3(t) =
[
a¯31 a¯32 a¯33
]
x¯(t) + b¯3u(t) + f(t) (3.14)
y(t) =
[
CN CE CF
]
x¯(t) (3.15)
De acuerdo con la teor´ıa relacionada con los observadore de entradas desconocidas,
para poder estimar todo el estado se requiere que x¯2 y x¯3 esten disponibles para ser
obtenidas de la salida, lo cual esta´ conectado directamente con las condiciones de
existencia del UIO. Note que en general esta no es una condicio´n necesaria para el
diagno´stico de fallas [7]. El procedimiento para extraer la parte del estado requerida
a partir de la ecuacio´n de salida, bajo el supuesto que esto es posible, es el siguiente:
considerar la transformacio´n de la salida U, [13]:
U =
[
CE CF Q
]
(3.16)
donde Q ∈ ℜp×(n−l−q) es arbitraria excepto por que U llegue a ser regular. Ahora
definiendo
U−1 =


U1
U2
U3


Con con U1 ∈ ℜ
l×p, U2 ∈ ℜ
p×p y U3 ∈ ℜ
(n−l−q)×p
U−1U =


U1
U2
U3


[
CE CF Q
]
=


Il 0 0
0 Iq 0
0 0 In−l−q


Premultimplicando en ambos lados el resultado de U−1U por la ecuacion 3.15 resulta
U1y(t) = U1CNx¯1(t) + x¯2(t) (3.17)
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U2y(t) = U2CNx¯1(t) + x¯3(t) (3.18)
U3y(t) = U3CNx¯1(t) (3.19)
de las ecuaciones anteriores, un estimado del vector de falla esta dado por la ecuacio´n
(3.14) y sustituyendo los estados por sus estimados:
fˆ(t) = ˙¯ˆx3(t)−
[
A¯31 A¯32 A¯33
]
ˆ¯x(t)− B¯3u(t) (3.20)
Lo anterior hace claro que siguiendo este procedimiento la obtencio´n del estimado del
vector de fallas requiere la derivada temporal de estado x¯3(t). Una parte del estado,
x¯2 y x¯3, pueden ser obtenidos de la ecuaciones (3.17) y (3.18), respectivamente. La
parte del estado que corresponde a x¯1 puede ser estimada a partir del modelo dado
por la ecuacio´n (3.19) utilizando las mediciones correspondientes.
Los enfoques que esta´n basados en observadores de orden reducido pueden
encontrar problemas que son de otra forma (con observadores de orden completo)
solubles. Esto queda de manifiesto cuando se utiliza el esquema de orden reducido
presentado en esta seccio´n con el sistema presentado en [13], el cual tiene un problema
cuando el subsistema calculado robusto a las perturbaciones es inestable y la ley de
control nominal no logra estabilizarlo. En este caso es bien sabido que no se puede
hacer diagno´stico de fallas [12]. Esta situacio´n fue pasada por alto en el trabajo
[13] lo cual hace que los resultados presentados no sean va´lidos. Con la finalidad de
obtener una solucio´n va´lida en esta tesis, se considera un esquema de orden completo
que no adolece de este problema.
3.2.2 Observador de orden completo con entradas
desconocidas
Los resultados del observador de orden completo con entradas desconocidas
esta´n tomados de [6]. Considerando al sistema (3.8)-(3.9). Un observador con entra-
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das desconocidas robusto a las perturbaciones d(t) esta dado por:
ζ˙(t) = Mζ(t) + Ly(t) +Gu(t) (3.21)
xˆ(t) = ζ(t)− Γy(t) (3.22)
con:
Γ
△
= −E(CE)+ +W (Ip − (CE)(CE)
+)
(CE)+
△
= ((CE)T (CE))−1(CE)T
P
△
= In + ΓC
M
△
= PA−KrC (3.23)
L
△
= Kr −MΓ
G
△
= PB
Note que mediante la definicio´n (o la redefinicio´n) de la matriz E es posible la
manipulacio´n de la sensibilidad del estimado a las fallas. Note que la matriz Kr
debe de ser seleccionado de tal forma que la matriz del sistema del observador M
sea estable y con polos mas a la izquierda de los del sistema (valores propios de
la matriz A). La matriz de ponderacio´n W puede ser seleccionada libremente, en
particular puede ser cero.
Las condiciones de existencia para el observador de orden completo con entra-
das desconocidas fueron estudiadas en [6] y son presentadas aqui para conveniencia
del lector.
Teorema 1. [6]. Para el sistema (3.8)-(3.9) con f = 0, existe un observador
(3.21)-(3.22) si y solo si las siguientes condiciones se verifican:
1. rango(CE) = rango(E)
2. rango

 sP − PA
C

 = n, ∀z ∈ C, Re(s) ≥ 0
△△
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Una interpretacio´n de las condiciones es la siguiente: la primera significa que
la transferencia de la perturbacio´n a la salida debe de ser de grado relativo 1. La
segunda condicio´n quiere decir que el par (PA, C) debe de ser observable.
3.3 Procedimiento de disen˜o propuesto
El procedimiento propuesto consiste en utilizar el observador robusto para
obtener un residuo robusto. despues construir un esquema de convergencia en tiempo
finito para el generador residual robusto disponible. Esto es realizado como sigue:
Teorema 2. [4] El sistema
ζ˙(t) = Mζ(t) +Hy(t) +Gu(t) (3.24)
r(t) = L1y(t) + L2ζ(t)− L2Γy(t) (3.25)
representa un generador de residuos de orden completo y robusto frente a perturba-
ciones d(t), si se satisfacen las condiciones 3.23 y la siguiente condicio´n se cumple
adicionalmente: L1C + L2 = 0
Lema 1[3] Considerar el sistema (3.8)-(3.9). Suponer que las condiciones de
los teoremas 1 y 2 se satisfacen. Adicionalmente suponer que existe la inversa de la
matriz
[
TeMDT
]
. Entonces la convergencia en tiempo finito puede ser incorporada
al generador residual (3.24)-(3.25).
Procedimiento 1
1. Observadores con dina´mica distinta. Aqu´ı se requiere del disen˜o de dos
generadores de residuos robustos en los cuales la dina´mica no es igual.
ζ˙1(t) = M1ζ1(t) +H1y(t) + G¯u(t) (3.26)
ζ˙2(t) = M2ζ2(t) +H2y(t) + G¯u(t) (3.27)
sujeto a las condiciones:
Γ = −E(CE)† +W (Ip − (CE)(CE)
†)
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(CE)† =
{
(CE)T (CE)
}−1
(CE)T ;
P = In + ΓC
M1 = PA−Kr1C
M2 = PA−Kr2C
H1 = Kr1 −M1Γ
H2 = Kr2 −M2Γ
G¯ = PB
2. Definir matrices
M
△
=

 M1 0
0 M2

 ;
ζ(t)
△
=

 ζ1(t)
ζ2(t)


H
△
=

 H1
H2


G
△
=

 G¯1
G¯2


T
△
=

 In
In


3. Construccio´n de estado estimado.
ζˆ(t) = K
[
ζ(t)− eMDζ(t−D)
]
con
K =
[
In 0
] [
T eMDT
]−1
4. Construir el residuo
r(t) = L1y(t) + L2ζˆ(t)− L2Γy(t)
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Mediante este procedimiento se garantiza, si las condiciones de existencia son
satisfechas, la construccio´n de un generador de residuos robusto y adema´s que este
cuente con la convergencia deseada.
Note que el procedimiento y las condiciones de existencia son fa´ciles de pro-
gramar. Adema´s el disen˜o requere ser realizado fuera de l´ınea, es decir, no en tiempo
real. De acuerdo con la experiencia en el disen˜o realizado con diferentes modelos, se
puede considerar tiempos muy pequen˜os para la convergencia del residuo a cero.
A pesar que la idea de considerar generacio´n residual con convergencia en
tiempo finito ya ha sido propuesta previamente [14], sin embargo, no se ha manejado
con todo el potencial y ventajas que se discuten en este trabajo. Resultados previos,
tales como [14] hacen uso de observadores de orden reducido y no de orden completo.
Si bien es cierto, que la observacio´n de orden completo para formular problemas de
generacio´n de residuos da condiciones suficientes y no necesarias y suficientes.
Adicionalmente, queda claro que es requerido considerar la convergencia de
tiempo finito en la generacio´n de residuos como una pra´ctica estandar en el diagno´sti-
co de fallas.
Cap´ıtulo 4
Ejemplo de aplicacio´n
A modo de mostrar una aplicacio´n al desarrollo anterior se considera un modelo
linealizado del sistema de control de posicio´n de un sate´lite, el cual ha sido tomado
de [13]. El intere´s de considerar este modelo es para mostrar como realizar una
solucio´n alternativa al problema planteado en el trabajo respecto al diagno´stico.
Cabe aclarar que la propuesta de solucio´n presente en [13] contiene un error que
invalida esta, En cambio, la solucio´n presentada en el cap´ıtulo anterior permite un
diagno´stico adecuado. Aunado a esto se le agrega la posibilidad de converger en
tiempo finito.
4.1 Modelo del sistema
Considere el siguiente sistema lineal e invariante en el tiempo:
x˙(t) = Ax(t) + Bu(t) + Ed(t) + Ffa(t)
y(t) = Cx(t) (4.1)
donde x = [φ˙ θ˙ ψ˙ φ θ ψ]T , con φ, θ y ψ corresponden a los a´ngulos de guin˜ada,
cabeceo y balanceo respectivamente y φ˙, θ˙ y ψ˙ las velocidades angulares correspon-
dientes; la entrada de control consta de tres elementos asociados con fuerzas en cada
direccio´n u =
[
Lx Ly Lz
]T
;las matrices del sistema definidas a continuacio´n:
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A =


0 0 0.00025 0 0 0
0 0 0 0 0 0
−0.000143 0 0 0 0 0
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0


(4.2)
B =


0.0125 0 0
0 0.011 0
0 0 0.0143
0 0 0
0 0 0


, C = I6 (4.3)
Donde la perturbacio´n aditiva desconocida Ed(t) consiste en incertidumbre del mo-
delo definida como:
d(t) =
[
0.0001 0.0002 0 0 0 0
]
x(t) (4.4)
E =
[
0 0 1 0 0 0
]T
(4.5)
Se asume que la sen˜al de falla es un escalon con la siguiente distribucion tal que:
F =
[
0.0125 0 0 0 0 0
]T
(4.6)
El sistema por si solo es inestable en lazo abierto, para estabilizarlo se usa un control
por retroalimetacion de estado que permite un objetivo de regulacio´n. La ley de
control esta dado por u(t) = −Knx(t) +Krr, con las matrices Kn y Kr dadas por:
Kn =


260 0 0.02 200 0 0
0 295.455 0 0 204.545 0
−0.006 0 227.27 0.0045 0 183.57


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y
Kr =


200 0 0
0 204.54545 0
0.00488 0 183.566430


Dando como resultado el siguiente conjunto de polos en lazo cerrado:
{−2,−1.25,−1.7495,−1.5004,−2.249,−0.99} (4.7)
teniendo como valores de referencia r =
[
−0.5 0.5 1
]T
.
El comportamiento nominal del sistema con d(t) = 0, f(t) = 0 puede verse en la
figura 4.1. Como se aprecia en la figura 4.1, el sistema con el control nominal lleva
-0.5
0.0
0.5
1.0
0 5 10 15
t iem po en segundos
sa
lid
a
Figura 4.1: Respuesta del sistema nominal
las posiciones angulares deseadas a partir de las condiciones inicales en cero.
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4.2 Disen˜o de la deteccio´n y localizacio´n de
falla
En este punto se requiere el disen˜o de dos ecuaciones dina´micas que permitan
la robustez frente a la misma perturbacio´n, pero cada uno con unos polos distintos
(pero estables). Para esto considerar el disen˜o de las matrices Γ y P coinciden. La
diferencia en los polos de ambos observadores se obtiene al ubicar los polos mediante
las ganancias Kr1 y Kr2. Con lo cual tambie´n se determinan H1, H2 y G.
4.2.1 Paso 1: Disen˜o de las matrices de los generadores
de residuos robustos
Las matrices asociadas con el disen˜o son las siguientes:
C ∗ E =


0
0
1
0
0
0


con esto y utilizando una matriz de ponderacio´n W = 0, la matriz Γ resulta:
Γ = −


0
0
1
0
0
0


[
0 0 1 0 0 0
]
= −


0 0 0 0 0 0
0 0 0 0 0 0
0 0 1 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0


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En este caso la matriz P resulta en:
P =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


El siguiente paso consiste en ubicar los valores propios de dos conjuntos previamente
establecidos. Para fines de este trabajo se utilizan los siguientes dos conjuntos:
Conjunto de Polos 1 =
{
−3, −3.1, −3.2, −3.3, −3.4, −3.5
}
Conjunto de Polos 2 =
{
−3.6, −3.7, −3.8, −3.9, −4, −4.1
}
Asociados con cada conjunto se calcula una ganancia, Kr1 y Kr2 respectivamente:
Kr1 =


3 0 0.00205 0 0 0
0 3.1 0 0 0 0
0 0 3.2 0 0 0
0 0 0 3.3 0 0
0 0 0 0 3.4 0
0 0 0 0 0 3.5


Kr2 =


3.6 0 0.00205 0 0 0
0 3.7 0 0 0 0
0 0 3.8 0 0 0
0 0 0 3.9 0 0
0 0 0 0 4 0
0 0 0 0 0 4.1


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Con lo que las matrices del sistema para las dina´micas de los observadores quedan:
M1 =


−3 0 0 0 0 0
0 −3.1 0 0 0 0
0 0 −3.2 0 0 0
1 0 0 −3.3 0 0
0 1 0 0 −3.4 0
0 0 1 0 0 −3.5


M2 =


−3.6 0 0 0 0 0
0 −3.7 0 0 0 0
0 0 −3.8 0 0 0
1 0 0 −3.9 0 0
0 1 0 0 −4 0
0 0 1 0 0 −4.1


y las matrices H1 y H2:
H1 =


3 0 0.00205 0 0 0
0 3.1 0 0 0 0
0 0 0 0 0 0
0 0 0 3.3 0 0
0 0 0 0 3.4 0
0 0 1 0 0 3.5


H2 =


3.6 0 0.00205 0 0 0
0 3.7 0 0 0 0
0 0 0 0 0 0
0 0 0 3.9 0 0
0 0 0 0 4 0
0 0 1 0 0 4.1


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y la G¯:
G¯ =


0.0125 0 0
0 0.011 0
0 0 0
0 0 0
0 0 0
0 0 0


4.2.2 Paso 2: Observador con convergencia en tiempo
finito
Ahora se construyen las matrices a ser utilizadas para la reconstruccio´n en
tiempo finito de los estados y la salida, para con esto formar el generador de residuos
requerido. Las matrices son:
M =


−3 0 0 0 0 0 0 0 0 0 0 0
0 −3.1 0 0 0 0 0 0 0 0 0 0
0 0 −3.2 0 0 0 0 0 0 0 0 0
1 0 0 −3.3 0 0 0 0 0 0 0 0
0 1 0 0 −3.4 0 0 0 0 0 0 0
0 0 1 0 0 −3.5 0 0 0 0 0 0
0 0 0 0 0 0 −3.6 0 0 0 0 0
0 0 0 0 0 0 0 −3.7 0 0 0 0
0 0 0 0 0 0 0 0 −3.8 0 0 0
0 0 0 0 0 0 1 0 0 −3.9 0 0
0 0 0 0 0 0 0 1 0 0 −4 0
0 0 0 0 0 0 0 0 1 0 0 −4.1


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H =


3 0 0.00205 0 0 0
0 3.1 0 0 0 0
0 0 0 0 0 0
0 0 0 3.3 0 0
0 0 0 0 3.4 0
0 0 1 0 0 3.5
3.6 0 0.00205 0 0 0
0 3.7 0 0 0 0
0 0 0 0 0 0
0 0 0 3.9 0 0
0 0 0 0 4 0
0 0 1 0 0 4.1


G =


0.0125 0 0
0 0.011 0
0 0 0
0 0 0
0 0 0
0 0 0
0.0125 0 0
0 0.011 0
0 0 0
0 0 0
0 0 0
0 0 0


y
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T =


1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1
1 0 0 0 0 0
0 1 0 0 0 0
0 0 1 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0
0 0 0 0 0 1


Asi usando la estructura de (3.6), donde nuestra entrada es u(t) = −Kx(t) +
Krr procedemos a escribir nuestro observador de la forma:
z˙(t) = Fz(t) +Hy(t) +Gu(t), t ≥ t0 (4.8)
El estimado xˆ (3.5) de x con convergencia en tiempo finito D esta dado por:
xˆ(t) = K
[
z(t)− eFDz(t−D)
]
(4.9)
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4.2.3 Paso 3: Construccio´n del estado estimado
Para esto se requiere el ca´lculo de la matriz K y esto a su vez requiere de
utilizar el valor de D=0.1:
K =


−16.1766 0 0 0 0 0
0 −16.1716 0 0 0 0
0 0 −16.17166 0 0 0
0 0 0 −16.17166 0 0
0 0 0 0 −16.17166 0
0 0 0 0 0 −16.17166
· · ·
17.17166 0 0 0 0 0
0 17.17166 0 0 0 0
0 0 17.17166 0 0 0
0 0 0 17.17166 0 0
0 0 0 0 17.17166 0
0 0 0 0 0 17.17166


4.2.4 Paso 4: Construccio´n del residuo
Para el residuo se requieren dos matrices adicionalmente:
L1 =
[
1 1 1 1 1 1
]
L2 = −
[
1 1 1 1 1 1
]
Note que existen diversas posibilidades de seleccio´n de estos valores. En parti-
cular, como la mtriz de salida es la identidad, resulta que L1 = −L2. Con los fines
que se persiguen aqu´ı, es decir, las de mostrar la convergencia en tiempo finito y la
robustez simulta´neamente, se considera el residuo escalar y formado por la suma con
ponderacio´n unitaria de todos los estados. Cabe aclarar que esto se hace sin pe´rdida
de generalidad.
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4.3 Resultado de simulacion
El sistema (4.1) es simulado utilizando el software Scilab con la finalidad de
mostrar el desempen˜o del disen˜o propuesto en el cap´ıtulo anterior. Con la finalidad
de mostrar las caracter´ısticas y cualidades del resultado obtenido se consideran los
siguientes casos de estudio:
Caso Variable Descripcio´n Tipo de convergencia
1 y(t) Situacio´n nominal no aplica
2 r(t) Falla f = 0, Asinto´tico
3 r(t) Falla f = 0, Finita
4 r(t) Falla f = 1000, t = 1 Asinto´tico y finito
5 r(t) Falla f = 1000, t = 7 Asinto´tico y finito
Tabla 4.1: Casos de estudio considerados
4.3.1 Resultados de simulacio´n, Caso 1
Aqui se presenta la respuesta del sistema cuando se inicia con condiciones
iniciales diferentes de cero, en particular con
x0 =


2
3
4
−5
5
10


Para el resultado de la simulacio´n se consideran tres estados: φ(t), θ(t) y ψ(t). Los
resultados de la simulacio´n se aprecian en la figura 4.2. El comportaminto es el
esperado, es decir, el control lleva las posiciones angulares al valor de referencia au´n
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Figura 4.2: Posiciones angulares del sistema sin fallas
cuando las condiciones iniciales sean diferentes de cero. Situaciones mas interesantes
se podra´n apreciar en los siguientes casos.
4.3.2 Resultados de simulacio´n, Caso 2
La respuesta de nuestro generador residual al sistema con perturbaciones pero
sin fallas se aprecia en la figura 4.3.
El resultado mostrado en la figura 4.3 corresponde a la manera estandar de
generador residual robusto disponible en la litaratura. Este caso se utiliza como
medio de comparacio´n.
4.3.3 Resultados de simulacio´n, Caso 3
El residuo con perturbacion, pero en ausencia de falla para la situacio´n de
residuos con convergencia finita es mostrado en la figura 4.4.
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Figura 4.3: Residuo robusto a perturbaciones con convergencia asinto´tica
Figura 4.4: Residuo robusto a perturbaciones con convergencia finita
Como se puede apreciar de la evolucio´n del residuo, este converge en el tiempo
prescrito, es decir, en t = 0.1 segundos. Esto es bastante ra´pido. Esto sera´ utilizado
con la finalidad de hacer que el residuo sea utilizable, es decir, confiable, a partir del
tiempo prescrito.
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Una amplificacion de la escala de tiempo permite apreciar mejor la convergencia
en t = 0.1 segundos, la cual es mostrada en figura 4.5.
Figura 4.5: Amplificacio´n de la escala de tiempo del residuo robusto a perturbaciones
con convergencia finita
4.3.4 Resultado de simulacio´n, Caso 4
En este caso se revisa el comportamiento de los generadores de residuos ante
la presencia de una falla en el instante t = 1 segundo. La magnitud de la falla
simulada es de f = 1000 y la perturbacio´n esta presente. Sin embargo, como se
aprecio´ previamente, el residuo es robusto a las perturbaciones. Los resultados para
el residuo asinto´tico se presentan el la figura 4.6
Y para el residuo con convergencia en tiempo finito se pueden revisar en la
figura 4.7. Como se puede apreciar, el residuo con convergencia en tiempo finito
detecta la presencia de la falla de una forma directa. La magnitud pequen˜a es debido
a la transferencia de la falla al residuo y no fue considerado en el disen˜o. El residuo
asinto´tico, au´n y cuando se ve afectado por la falla, resulta muy dificil detectarla
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Figura 4.6: Residuo asinto´tico con falla en t = 1 segundo.
y de hecho, lo que ocurra antes de la convergencia del residuo a cero no puede ser
confiablemente evaluado como falla.
4.3.5 Resultados de simulacio´n, Caso 5
El caso 5 es semejante al 4, excepto porque el tiempo de ocurrencia de la falla
es en el segundo 7 y no en el 1. Esto significa que ambos residuos se encuentran en
la zona de confiabilidad. Los resultados se pueden ver en las figuras 4.8 y 4.9.
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Figura 4.7: Residuo convergente en tiempo finito con falla en t = 1 segundo.
Figura 4.8: Residuo asinto´tico con falla en t = 7 segundos.
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Figura 4.9: Residuo con convergencia finita con falla en t = 7 segundos.
Cap´ıtulo 5
Concluciones
La confiabilidad en el diagno´stico de fallas basado en modelos juega un papel
importante en las certificaciones de procesos industriales debido a las altas exigencias
de seguridad y desempen˜o actuales.
En el enfoque anal´ıtico basado en observadores, la generacio´n de residuos refleja
el efecto de las fallas dada la estimacio´n de la salida del proceso. Estos esquemas
utilizan la estimacio´n del error de la salida como residuo.
La deteccio´n y aislamiento de fallas basada en modelos en especial en el enfoque
de observadores siempre ha tenido una atencio´n particular en el a´rea de control
automa´tico, dado que las fallas abruptas o paros innecesarios en produccio´n son muy
costosos y esto justamente motiva el desarrollo de mejores te´cnicas para minimizar
el efecto de los paros no programados.
Estas te´cnicas tienen caracter´ısticas ligadas al modelo matema´tico de el proce-
so, pero dado que el modelo de el sistema no siempre esta´ disponible, es no lineal o
bien sus para´metros var´ıan con el tiempo, el disen˜o tiende a complicarse, adema´s de
que dadas las caracter´ısticas del ruido o perturbaciones tienden a ser desconocidas.
El disen˜o del generador de residuos con convergencia en tiempo finito esta´ fun-
damentado en la linealidad (y homogenidad) de la ecuacio´n de la dina´mica del error
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de estimacio´n, o bien, del generador de residuos nominal. Partiendo de ese punto, y
utilizando propiedades de sistemas lineales asociados con operadores de adelanto se
plantea una ecuacio´n que debe de ser satisfecha por la dina´mica del generador resi-
dual. Mediante una propuesta ingeniosa, usando dos ecuaciones, cada cual con polos
distintos entre ellos, para la dina´mica del generador residual. Se construye un estado
extendido e ingeniosamente se despeja el valor actual. Esto involucra utilizar una
sen˜al con el valor de atraso D, que despu´es representara´ el tiempo de convergencia
del generador de residuos.
Note que cada generador de residuos asinto´tico puede ser construido robusto
respecto a perturbaciones y/o a fallas. La convergencia en tiempo finito se logra
sin alterar el comportamiento asinto´tico del disen˜o inicial. Se puede afirmar que
el algoritmo para el disen˜o de generadores de residuo con convergencia en tiempo
arbitrario es novedoso y este no comprometer la dina´mica del generador de residuos
del dien˜o original.
La caracter´ıstica distintiva del esquema es la combinacio´n armoniosa de dife-
rentes te´cnicas que esta´n disponibles en la literatura, tales como el generador residual
robusto de orden completo y/o orden reducido junto con el resultdo de convergencia
en tiempo finito.
Debe de hacerse notar que las fallas presentes deben de ser francas. Adema´s, el
tipo de falla usadas en el desarrollo corresponde al tipo aditivo presentes en actua-
dores. El ma´ximo nu´mero de perturbaciones que pueden ser desacopladas no debe
sobrepasar el nu´mero de actuadores independientes el sistema.
El enfoque usado tiene implicaciones pra´cticas en el diagno´stico de fallas para
resolver problemas en donde el actuador es afectado por perturbaciones
Es notable que el uso del esquema propuesto puede ser usado en aplicaciones
en tiempo real proporcionando confiabilidad en el diagno´stico despues de un inta´nte
de tiempo preestablecido.
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La convergencia en tiempo finito es una caracter´ıstica atractiva al enfoque de
observadores para el diagno´stico de fallas ya que nos da la ventaja de poder asegurar
el tiempo en el cual nuestro generador de residuos es eficiente, lo anterior fue aplicado
en el ejemplo propuesto y es mostrado que con el solo hecho de cuidar las condiciones
de existencia para el par de observador con convergencia en tiempo finito. Como se
puede apreciar de los resultados, en el caso cr´ıtico en el que la falla ocure antes del
tiempo de convergencia del generador residual asinto´tico, el diagno´stico solo se puede
realizar a partir del generador residual que converge en tiempo finito. Esta claro que
si la falla ocurre antes de la convergencia del generador residual con convergencia en
tiempo finito, la falla tampoco podra´ ser detectada de manera confiable.
El tiempo de convergencia puede ser arbitrariamente pequen˜o o necesariamente
pequen˜o dependiendo de la aplicacio´n que se le use, es visto que en la fase transitoria
el error de el estado observado es una combinacio´n lineal de las exponenciales per-
tenecientes a los dos observadores individuales que se vuelven cero al t = D dadas
las condiciones de existencia del mismo.
El enfoque propuesto considera una estructura de orden completo que permite
la solucio´n de problemas que no se pueden resolver con esquemas de orden reducido.
La hipo´tesis planteada se verifica plenamente donde adema´s se logra el resulta-
do utilizando solo me´todos lineales evitando as´ı el uso de te´cnicas como la de modos
deslizantes. Esto puede establecer una base para el diagno´stico e identificacio´n de
fallas en tiempo finito.
Para probar y validar el anterior procedimiento se uso un sistema de control
lineal e invariante en el tiempo de posicio´n de un sate´lite.
El propuesto esquema fue verificado atraves de simulaciones computacionales,
los resultados mostrados en el son muy efectivos y robustos ante perturbaciones para
la estimacio´n de la falla.
El ejemplo discutido puede ayudar o motivar futuros trabajos basados en el
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enfoque de observadores para el diagno´stico e identificacio´n de fallas al resolver de
forma pra´ctica un problema.
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