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I. INTRODUCTION AND SUMMARY 
This paper considers several problems in the theory of stochastic differen- 
tial games, and the numerical problems associated with the solution of the 
nonlinear partial differential equations which determine the solution to the 
game. In Part II, some background is presented. This material concerns the 
dynamic programming formulation of the stochastic differential game prob- 
lem, where the objects to be controlled (pursuer and evader) are governed 
by stochastic differential equations. 
For many cases of interest, known results do not provide criteria which 
guarantee that a solution to the formally derived partial differential equation 
actually gives the solution to the game problem. In some cases, (e.g. the 
relatively simple problem in [5]), the formal solution, while interesting and 
undoubtably correct, does not give a clear idea of the family of strategies 
with respect to which the derived strategy is a saddle point. In Part III, some 
sufficient conditions for the validity of the dynamic programming approach 
are given. The criteria are of the “stochastic Liapunov function” type, and 
constitute an extension of the results developed in [I] for the pure control 
case. Although the terminology in III is that of the diffusion process for ease 
of presentation, the methods are applicable to a much broader class of Markov 
processes, even with values in abstract spaces (in analogy to the methods of 
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[1] and their extensions to [lo]). In fact, this is one of the main reasons for 
taking the approach of Theorem 1. In general, 9’“*w is replaced by the appro- 
priate weak infinitesimal operator. The point of view yields estimates of 
various probabilities associated with the excursions of the game processes. 
See remark in Section 111.7. 
Part IV considers the problem of the numerical solution of the nonlinear 
partial differential equation associated with the game. Generally, due to the 
nonlinearities and to the nonellipticity or nonparabolicity of these equations, 
the available theory is not helpful in choosing finite difference approxima- 
tions, guaranteeing the convergence of the iterative procedures, or providing 
an interpretation of the approximation. The method of IV, based on a 
method for the pure control problem given in [2], [3], illustrates how, for a 
broad class of problems, a finite difference scheme can be chosen so that the 
convergence of the iterative process is guaranteed. 
References [5], [12]-[21] indicate a recent resurgence of engineering interest 
in the problem. 
II. PRELIMINARIES AND BACKGROUND 
The development in this part will be purely formal, and no conditions 
for validity are given. For a somewhat narrower range of problems, precise 
statements are available in [4] and [5]; when the matrix UU’ of (2) is positive 
definite see [4]; for a “linear-quadratic” problem see [5]. Further precise 
results appear in Part III. Suppose that the pursuer process p, , and evader 
process e, are governed by the stochastic differential equations 
dpt =fzd~t 3 Ut, 4 dt + dpt 2 ut 9 4 dz,t 
4 =fe(et , vt , 4 dt + o,(e,, vt , t) kt . (1) 
Equation (1) and all subsequent stochastic differential equations are to be 
understood in the sense of Ito (see Doob [6]), zgt and zat are vectors of inde- 
pendent Wiener processes (a,, , fpt is “white” Gaussian noise), and the 
controls ut , vt are determined by the strategy of the pursuer and evader, 
resp. Both ut and vt may depend on bothpt and et , i.e., perfect information is 
available. For part of the sequel it is convenient to combine (p, e) and (zs , z,) 
into the vectors x and z, resp. and to write (1) in the more compact notation 
dxt =f@t , Ut 3 vt) dt + +t > *t , 4 dzt . (2) 
The variable t is not written explicitly and we suppose that dx,,, = dt if 
necessary, and xoO = initial time. 
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To each pair of functions (u, a) taking values in the set U, V, resp., there 
corresponds a cost Gv(x) defined by 
Cusv(x) = E;-” s: k(xs , u, , v,) ds + E;+p(x,), (3) 
where E;sv is the expectation given that (u, V) are used, and that the initial 
condition is x0 = x; 7 is the terminal time of the game, and1 v is the “termina- 
tion” cost. 7 can be a nonrandom real number, or it can be random and given 
by, say, 
7 = inf{t :g(x,) = 0}, where g is a suitable function. 
The object of the game is to select, if possible, a pair (@, 8) so that the process 
(2) makes sense and so that for all x, and where u, 21 range over a given class, 
or 
C(x) s C”*“(x) = rnzx min @*“(x) = m;ln m;x C?*“(x) (4) 
C”-“(x) < C”*“(x) < @*e(x). 
Let {a& denote the matrix uu’ and define 
(5) 
Suppose that C(x) exists and is sufficiently smooth and that 
m;ln mV3x[.9U*UC(x) + k(x, u, V)] = rnzx m;ln[JZ4”*vC(x) + K(x, 24, w)]. 
Then, purely formally, C(x) satisfies 
min max[YU%(x) + K(x, u, v)] = 0, (6) 21 21 
where C(x) = cp(x) on the set S = {x : g(x) = O}. If time t is to be written 
explicitly, then (6) becomes (and x,, is replaced by t) 
ace, t) ~ + min max[9U*VC(x, t) + k(x, U, V, t)] = 0 at uv 
where C(x, t) = ~(x, t) on the set S = {x, t : g(x, t) = 01. 
For the “linear-quadratic” case, as treated in [5], an explicit solution to (7) 
is obtained. This problem is further dealt with in Part III, and a class of (u, V) 
for which (4) and (5) hold is given. 
1 Sometimes, for simplicity the arguments of a function will be omitted. 
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III. SUFFICIENT CONDITIONS FOR A SADDLE POINT 
In general, a formal solution to (6) or (7) may not give a solution to the 
game problem. In this part, it is first supposed that a formal solution (denoted 
by V(X)) to (6) or (7) h as b een obtained, and conditions on V(X) are given, 
which are sufficient to insure that V(X) does indeed solve the game. Also, a 
definite class of comparison strategies is given, and probability estimates of 
the excursions of the paths xt , t < 7, are available. Various related problems 
are treated. The approach is related to the Caratheodory approach to the 
problem of sufficient conditions in the calculus of variations (see discussion 
by Kalman [ll]). 
1. DEFINITION. If u, o are continuous functions of (x, t), take values in 
the given sets U, v, resp., and satisfy a local Lipschitz condition2 in x, 
uniformly in t, then u, v are said to be admissible. 
2. EXISTENCE OF SOLUTIONS TO (2). If f, 0, u and v satisfy a uniform 
(see footnote 2) Lipschitz condition in x, then there is a unique continuous 
(w.p. 1) solution to (2) which is a Markov process (Doob [6]; Dynkin [7], 
Chapter 11). If f, (T, u and v are continuous and satisfy a local Lipschitz 
condition, then there is a continuous unique solution defined up to a random 
time f, which is the first time of escape of xt to infinity; up to 2 (see remark 
in [l], p. 18), xt is a Markov process. Thus xt is at least defined up to any 
finite Markov time (See III.3 for definition). In many cases of interest, t” = CO 
w.p.1, or, at least t^ 3 7. w.p.1, where 7s is the natural termination time of 
the game or control process. 
There are stochastic Liapunov criteria which guarantee that t^ = 00 w.p.1 
and the proof of the following Lemma is easily deduced from [l], Chapter 2, 
Theorem 8. 
LEMMA 1. Suppose that in (2) f, o, u and v satisfy a 1ocalLipschitz condition 
in their arguments. Let p(x) 3 0 be twice continuously dz&fere-ntiable and let 
2FwV(x) = g(x), where g(x) < 0 for all large x. Let V(x) -+ Co as j x 1 -+ Co. 
Then E = co w.p.1. 
In the control problem P(x), the cost, often serves as the I’(x) of Lemma 1. 
In the game problem, if k 3 0, then P*“(x) may also serve as the p, provided 
that the differentiability and growth conditions hold. Local Lipschitz condi- 
tions are useful because they allow a wide class of problems and comparison 
controls to be used. 
* For each compact set K, let there be a real number c(K) so that 1 u(x, t) - u(y, t)I < 
c(K) 1 x - y / for X, y in K. Then u is said to satisfy a local Lipschitz condition. If 
c(K) does not depend on K, then the Lipschitz condition is said to be uniform. 
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3. DEFINITION. Fix (u, v); let the nonnegative random variable p satisfy 
E,“*“‘p < 00, p .< infjt : 1 -z”~ 1> N) for some nonrandom N < co and also 
that p is “independent of the future”; i.e., whether or not the event {p 5: t> 
occurs can be determined by observing X, , s :< t or z, , s < t (the values xs , 
s > t or z, , s > t give no additional information on the event {p < t} provided 
that the values X, , s < t or z, , s < t, are available). Then p is to be called a 
‘Ifinite Markov time”.3 
Let p be a finite Markov time, p(x) a twice continuously differentiable real 
function, and (u, v) admissible. Then (8) is deducable from Ito’s Lemma or 
Dynkin’s formula. (See Dynkin [7], Theorem 5.1 and Corollary, and 
Kushner [l], pp. 10, 12-l 7, for more details.) 
p(x) = E,“s”@,) - El*” j’ 6p”~“@,) ds. (8) 
0 
Equation (8), known as Dynkin’s formula, is a basic “integral-differential” 
relation which allows the development of the stochastic Liapunov function 
approach to stochastic stability and the derivation of sufficient conditions for 
optimality in the stochastic control problem (see [I]). 
4. SOME CONDITIONS. In order to define sufficient conditions for the 
validity of a formal solution to (6) or (7), it is necessary that some conditions 
be given which insure that (a) r exists and is finite w.p.1.; (b) for various 
pairs (u, v) and a sequence of finite Markov times T, + T, 
E~*‘V(/T(X,~) -+ EE*“q(x,); (c) the integral in (3) actually exists. Sometimes (as in 
the control problem), the nature of the formal solution to (6) or (7) and the 
form of k assure (a)-(c). The conditions (a)-(c) are also required for the 
simpler pure control problem, and we merely cite some relevant results 
from [ 11. If there is a twice continuously differentiable nonnegative function4 
V(X), with P(X) + w as 1 x j - co, and with zP~~~((x) < - c < 0 in the 
complement of a compact target set S, then xt + S w.p.1. as t -+ r, and 
Eg*“r < V(X)/G < co. Condition (b) is a type of uniform integrability condi- 
tion and is guaranteed if 7 < co w.p.l., and the formal solution to (6) satisfies 
V(X) = p(x) on S, where S is compact, and if for some twice continuously 
differentiable nonnegative function F(X) satisfying F(X)//\ + co as h + CO, 
we have 9sVF( V(x)) < 0. (b) is also guaranteed if { V(X~,)) is bounded by an 
3 Precisely, let S?(r) be the o-algebras determined by z, , s < t; then the event 
{p < t} is contained in B(t). A finite Markov time is an example of a Markov time 
(Dynkin [7]). 
4 If k > E > 0, and the formal solution to (6) is nonnegative and satisfies the growth 
and differentiability conditions on P(x), then this solution may be used for P(x). 
Thus, the nature of the solution assures that S is attained whether or not the formal 
solution is the true cost. 
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integrable function, V(x) is continuous and equals p(x) on the compact set 
S, and T < co w.p.1. Such criteria are useful in the control situation (see [I], 
pp. 115118, pp. 138-140). 
5. FREE TERMINAL TIME. In Theorem 1, we assume the case governed 
by (6), and suppress the time dependence. 
THEOREM 1. Suppose that f, (T, J, 5 satisfy a local Lipschitz condition in 
their arguments, and let xt --f S us t -+ 7, where r < co w.p.1. Let V(x) > 0 be 
twice continuously dzyerentiable, and satisfy V(x) = v(x) on the compact terminal 
set S. Let (~2, 6) be an admissible pair such that 2?‘,%‘(x) + k(x, I, a) = 0. - I - _ 
Let (i) E~~“V(x,,) + E~~“V(x,), for some sequence of finite Markov times 7, 
which approaches 7 as n + CO, and bt either (iia) k(x, i2, 5) 3 0 OY (iib) 
E~~‘J; 1 k(x, , Zz, , Et) 1 dt < 00. Then V(x) = C’-“(x). Let (ZC, 8) satisfy the 
conditions on (zi, 6) above and, for any other admissible pair (u, v), let 
2-V(x) + k(x, c, v) 6 Z’““~“V(x) + k(x, z%, v) = 0 < P+‘(x) + k(x, u, a). 
(9) 
Then (u; V) is a saddle point and, in particular C”,“(x) < C”,“(x) < Pfi(x), 
p a? (7 v) “,; (u, a) for which (i) and (ii) hold (where (6, 6) in (i) and (ii) equals 
u, v or u, v . 
PROOF. By the Hypothesis on (1z, a), there is a sequence of finite Markov 
times 7, , so that 7, + 7 < 00 w.p.1. and, by (8), 
V(x) = E:%‘(x,~) + E;.” JI” k(x, , 6, , G6) dt. (10) 
By (i) and (ii), we may take limits in (10) to obtain that C”,“(x) = V(x). Next, 
let (G, u), (P, v) and (u, 5) satisfy (i), (ii) and (9), then, by substituting (9) into 
(8) and repeating the previous procedure, we get 
C”-“(x) < F(x) < P”(x). (11) 
The relation (11) is sufficient to insure that 
C”*“(x) = mjn rntx CUsV(x) = m;x m;ln CU*G(x) (12) 
for u, v ranging over all admissible pairs for which (i) and (ii) hold, as seen by 
the following argument: First, for any u, v, we always have 
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Next, using (11) (where the u, v range over the U, v for which (i) and (ii) hold) 
and since 
and 
we obtain 
(14) 
Combining (14) and (13) yields the assertion. Q.E.D. 
6. FIXED TERMINAL TIME. The results of Theorem 1 easily specialize 
to the case where time is isolated as an independent variable, and 7 = T, 
a constant. The proof is exactly the same and we only restate the theorem for 
convenience in use. 
THEOREM 2. Let f, u, C and 6 be continuous and satisfy a local Lipschitz 
condition in x, u’ and 5 (where relevant) and suppose that xt is dejned and 
continuous w.p.1. on [0, T]. Let V(x, t) b e continuously daj&rentiable in t and 
twice continuously d$%rentiable in the components of x. Let V(x, T) = v(x), and 
let 
w + -Ep”*fiV(x, t) + k(x, 22, 6, t) = 0. 
Let (i) E:~%‘(x,~ , 4 + Ef* %(xT) as 7a ( a se 4 uence of jGzite Markov times) 
tends to T, and let either (iia): k(x, 1, G, t) 3 0 oy5 (iib): 
Then 
E:;; s ’ I k(x, , zZt , Ct, t) I dt < 00. 0 
V(x, t) = C”*‘(x, t) = E$; J;k(xS , C, , 5’S , s) ds + E:;;F(x,). 
5 The expression Etst8 , is the expectation given that .q = x. 
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Let (c, B) satisfy the conditions on ii, t? above, and for any other admissible pair 
(24, v) let 
qp + dp”*“V(x, t) + h(x, ii, v, t) 
< wx, 4 ---yg-- + 8”W(x, t) + k(x, ii, CT, t) = 0 
< W% 0 at + P*V(x, t) + h(x, u, v, t). (15) 
Then (ti, 8) is a saddle point and C”*“(x) < C”*“(x) < P’(x) for any (a, v) OY 
(u, @) for which (i) and (ii) hold. 
7. REMARK. Although space does not permit the development here, it 
is possible to extract more information from the stochastic Liapunov func- 
tion approach. For example, upper bounds on the quantities 
are obtainable. Also, under certain circumstances, the method has some 
applications to design; e.g., given V(X), E > 0 and 6 > 0, choose u so that 
max I$“{ sup V(x,) > l } < 6. 
v T>,t>O 
The techniques are modifications of the ideas presented in [l], for the control 
problems. 
8. THE “LINEAR-QUADRATIC” PROBLEM OF [5]. Let 
dpt = [F,(t) Pt + B,(t) utl dt + o,(t) dz,t 
de, = [F,(t) et + B,(t) vtl dt + u,(t) dz,t 
with cost 
P’(p, e, t) = 4 Er;,“,, 
I 
r [z@,(s) u, - v’&(s) us] ds 
a2 
+ - -C‘;l &T - PT)I A’4eT - PT). 2 (16) 
where R,(s) and R,(s) are symmetric, continuous and positive definite in 
[0, T]. Let @,(t, s) and !De(t, s) be the fundamental solutions corresponding 
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to matrices FP(t) and Fe(t), resp., and write G,(t) = A@,(T, t) B,(t), 
G,(t) E A@,( T, t) B,(t). Let the matrix 
21, T 
2’ , J 
[G;(s) R;‘(s) G,(s) - G:(s) R;‘(s) G&S)] ds 
be positive definite for each t E [0, T]. Then [5] shows that (7) can be solved 
to yield a function v(e, p, t) which is quadratic in e and p, which satisfies 
the boundary condition I’(e, p, T) = (a2/2) (e - p)’ A’A(e - p), and con- 
dition (15). Furthermore, the u and v which realize the minmax in (7) are 
both linear functions of e and p, with bounded continuous coefficients. We 
now apply Theorem 2. The nature of u and v assure that e, and p, are defined 
and continuous on [0, T]. Furthermore (see Doob [7], pp. 280-286). 
(17) 
(17) and the linearity of U, v implies that the condition (iib) of Theorem 2 is 
met for (u; 5) and that for any sequence of finite Markov times tending to T 
where p)(e, p) is given by the last term on the right of (16). Thus 
V(e, p, t) = C”p”(e, p, t). 
Similarly, the same conclusions hold for any pair (u, U) which is continuous 
and satisfies a uniform Lipschitz condition, or local Lipschitz condition and 
for which (17) also holds. Thus, Theorem 2 implies that the pair (@, V) 
obtained in [5] does indeed give a saddle point (with corresponding cost 
C”,“(x) = V(x)) and C”,“(X) < C”,“(x) < C?‘(x), for any (n, z1), (u, V) 
which are continuous and either uniformly Lipschitz, or locally Lipschitz, 
and for which (17) holds. 
We would expect that Theorem 2 would provide the same conclusion, in 
any linear quadratic case, for which a formal quadratic solution to (7) is 
available. Of course, the main difficulty in the application of Theorems 1 or 
2 (as in the pure stochastic control or in the deterministic case) is the difficulty 
in finding even a formal solution to (6) or (7). In IV, a numerical approach is 
developed. 
IV. NUMERICAL PROCEDURES FOR THE SOLUTION OF (6) 
Although a fundamental part of the game problem, this section is disjoint, 
mathematically, from Section III. A procedure is illustrated, whereby a 
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finite difference scheme for (6) may be derived, and convergence of the associ- 
ated nonlinear iterative method proved. 
1. SOME RESULTS FROM SEQUENTIAL GAMES FOR MARKOV CHAINS. The 
proof of Lemma 2 can be found in [9], and in a weaker form in [8]. It is not 
the strongest result of its type, nor the most general, but it is adequate for 
our purposes. 
LEMMA 2. Let X0 ,..., X, ,... be a Murkov chain with state space (0, l,..., N) 
and continuous transition probabilities P,~(u, , vi) depending on two parameters 
ui , vi taking values in the compact sets U, V, resp. Let state 0 be an absorbing 
or terminal state, in that P,~(u,, , vo) = 0 rf j f 0. Let there be a real number 
y > 0 so that.for any i = 1 ,..., N and any ui , vi , i = 1 ,... , N, 
P(X,==OIX,,=iar~du~,v~usedatj,j=O,...,N-l)>y>O. (19) 
Let ui and vi be identified with the pursuer and evader, resp., and let the functions 
K(cL, /3, i) be continuous in a: and /I. To each (u, v) = {ui , vi, i = l,..., N}, 
assign a cost 
P”(i) = E+ K(u(x,J, v(xJ, x,) 
where Ebb’ is the obvious expectation operator given that the initial state X0 = i. 
Then C”*v(i) isJinite. For any set {Gi} of real numbers, let 
, vi> G + WG , vi , i) 1 
Then there is a minmax strategy (ii, V) = {I?$, vi, i = I,..., N} in that, for 
i = l,..., N, and any other vector strategies u, v, 
C’*“(i) < C”,“(i) s C(i) < C?“(i). (21) 
For any initial set {CO(i), i = l,..., N}, the sequence 
C?+l(i) = n$n %ax 
[ 
2 pij(z4, , vi) C”(j) + K(ui , vi , i) 1 (22) * '1 
converges to C(i). C(i) is the unique solution to 
C(i) = mm m,;tx i pij(u, , vi) C(j) + K(ui , vi , i) 
[ 1 . (224 6 11 
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2. THE PROBLEM TO BE SOLVED NUMERICALLY. The method of Section 3 
below is of general applicability, as will appear. It appears to be a useful way 
of solving the numerical problem for the “typical” cases where the nonlineari- 
ties and other degeneracies prevent the application of the more usual type of 
finite difference methods and their proof of convergence. However, since it is a 
method and not a theorem per se, it seems best to illustrate it by a specific 
example. The general procedure will be clear from the example. 
Let p, and e, each be two-dimensional vectors given by 
where or and oa are constants. We concentrate on (6) and suppose that 
k(e, p) depends only on e, p for simplicity (the approach is certainly applicable 
for k depending on u and v). Also, let 1 u 1 < 1, / v 1 < 1. Then (6) becomes 
1 av2 . 
- a,2 g + ; us2 -Y&j- 
ac ac 
2 2 22 
+m;nmp ua~,+~~] [ 
+f,(p) g +f2(p)Z$ + g,(e) z +g2(4 g + k = O- 
(23) 
1 2 1 
The min, max, term equals 1 aC/ae, / - I aC/ap, I . 
For boundary conditions, we suppose that the game terminates if either e 
or p are driven “far out”; in particular, if 
(e, p) E S’ = {e, p : / ei I = q,i= 1,2,orIp,I =q,i= 1,2}. 
The game also terminates on a set of states S”, within the box B with bound- 
ary S’. For example, S” may be determined by a criterion such as 
Suppose that a finite termination function v(e, p) is defined on S’ and S”; i.e., 
the condition C(e,p) = y(e,p) is imposed on S’ V S” = S. 
3. THE FINITE DIFFERENCE METHOD. The following finite difference 
approximations will be used. The motivation for their choice will be clear 
in the sequel. Let di be the unit vector in the ith coordinate direction, i = 1,2, 
and let h, , h, denote the difference intervals. Let h, , h, satisfy qeh, = q, 
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qehe = q for some integers qa , qe . The (p, e) in (24) take their values on the 
grid points (n/z,, mh, , n’he , m’h,) where 
n, m = - qp ,..., qp, 
, , n , m = - qe ,.,., qe * 
a2c 
ap,z% 
MP + 4-b I e) + C(P - d&, , 4 - 2C(p, 41 
hP2 
a2c 
ae,a- 
[c(P, e + d&J + C(P, e - d,h,) - 2C(p, e)] 
h,2 
M [C(P + dlh, 3 e) - C(P, 41 
h, if f,(P) 2 0 X 
aP1 
~ UP, e) - C(P - da, 7 41 
hD if f,(P) < 0 
X 
ap,” 
[c(P + d&, , e) - C(P - d&, ,41 
24 
M [c(p7 e + 4hJ - C(P, 41 
he 
if ‘a> 2 0 
i3C 
% ~ [c(P, e) - c(P, e - 4he)l 
he 
if g,(e) < 0 
ac 
-zy 
[c(P, e + d&A - C(P, e - d&,)1 
2he 
(24a) 
(24w 
(244 
(244 
(24e) 
WI 
(2%) 
W-4 
Substituting the difference schemes (24) into (23) and multiplying through 
by hp2he2 yields 
w [c(p + &A , 4 + c(p - d&, , 4 - 2C(p, 41 
+ y [c(p, e + d&A + C(P, e - d&J - ~C(P, 41 
C(p + Q, , 4 - c(p, 4 
+ h’h,2h(p) IC(p, e) - C(p - d,h, , e) I 
+ h&Jt,%(P) 
2 [C(P + d&h, v4 - C(P - d&h, ) 41 
C(P, e + 4h,) - C(P, 4 
+ hp2heg1(e) 1 C(p, e) - C(p, e - dlhe) I
+ hs2h&2(P) 
2 [C(P, e + d&,) - C(P, e - d-A)1 
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+ h(p, e) h,2h,2 - q I w + d,h, 1 e) 
- C(P - d,h, > 4 I 
+ T 1 C(p, e + d,h,) - C(p, e - d,h,) 1 = 0. 
(25) 
The upper entries in the coefficients of g, (or fr) are used if g, > 0 (or 
jr > 0); the lower entries are used otherwise. Note that the last 2 terms in (25) 
equal 
min max 
24 v 
qL (C(p + d,h, , e) - C(p - d,h, , e)) 
+ F (C(P, e + 4%) - C(P, e - 4&J)] (26) 
and the min, max, is replacable by max, min, . 
Now, letting 
Q = h,20D2 + hp2a, + h,he2 I f,(p) I + hD2h, I g&l I , 
collecting terms in (25) and dividing by Q (the coefficient of C(p, e) in (25) 
after terms are collected) gives 
c(p, e) = min ma Ic(p + dJh, , e) [h'up,2 +fz(pir + uh&'l 
+ c;* :,, , e) [he20,2 -f2($+$z4b2 - uh,he21 
+ W + 4h, 9 4 
[ 
+ c($‘, e : 44 [h 
4h2 I ~XP) / + W - 4h, y 4 0 
0 1 Q [ h&,2 I .L(P) I I 
p2ue2 + g2(4 h, he 
2Q 2 + &2hel 
+ c(p, e _ dzh,) h2ue2 - gdeip - ahp2hel 
+ C(P, e + 4h,) h2h, I g&9 I 
8 [ 0 I 
+ C(P, e - 44 
Q E 
0 
hD2h, I g&) I 1 + hD2h,2J@, 4 I Q . (27) 
The upper coefficients of C(p f d,h, , e) are used if jr(p) > 0, the lower 
otherwise, and similarly for the coefficients of C(p, e i dlh,). 
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Let h, , h, be sufficiently small6 so that, for all u, v, satisfying 1 u 1 -1, 
IvI<l,andsomeS>O 
Then the coefficients of the C(ol, /I) in the bracket in (27) are non-negative, 
and sum to unity for any u, v with / u j < 1 and 1 v 1 < 1. Thus, they have 
the nature of transition probabilities (parametrized by u, v) for a Markov 
chain. In fact, the form (27) strongly resembles the form (22a). We will now 
complete the identification of (27) with the equation (22a) for the game 
problem. 
There are at most (2q, + 1)2 (2q, + 1)2 = m grid points for the finite 
difference scheme. Order the grid points in some fashion and identify each 
with a state i, i = I,..., N < m. The transition probabilities are continuous, 
and defined by the coefficients in (27); i.e. P{x,+, = p”, 8 1 x, = p, e} is the 
coefficient of C(p, Z) in the brackets of (27). K(ol, p) is a continuous function. 
Define an absorbing state 0, and let p, = 1 if state i corresponds to a grid 
point on S” u S’. Let i = (p, e) be a grid point on S” u S’. Then set 
K(ui , vi , i) = ~(p, e). Then, by construction, the cost P*“(i) associated with 
i on S” u S’ is exactly &p, e) where i corresponds to (p, e), the natural con- 
dition for the discrete case. Condition (2) obviously holds. To check (19) 
note that, by (27) and (28) the probability of transition from p to p + d,h, 
is greater than S > 0. Since a path starting at any p can reach the terminating 
boundary S” u S’ in less than 29, + 1 steps and since p, = 1 on S” u S’, 
(19) holds with y = P~p+l. 
Next, fix CO(i), i = l,..., N arbitrarily. Then the iterative scheme (22) (or, 
equivalently, (27) with the C(j) on the right replaced by C”(j) and on the left 
by C?+l(j)) converges to the unique solution of (22a) (or, equivalently, (27)), 
and the solution, C(i), i = l,..., N, satisfies a natural discrete form of the 
boundary condition imposed on (6). Thus, the convergence of the iterative 
method to the desired solution is demonstrated. 
4. REMARKS. Condition (20) is rather crucial to the proof of Lemma 2. 
There is an important type of system and cost function K (termed “separable” 
by Sakrisson [9]) for which the discrete forms satisfy (20). Let 
dx = F(x, u) dt + G(x, v) dt + U&Y, u) dz, + a,(~, v) dz, 
6 Since up2 > 0, uae2 > 0, there are real h, > 0, h, > 0 so that (28) holds for some 
real 8 > 0. 
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Then, it is easily verified that 
min max[9U*VP((x) + K(x, u, v)] = m;x m;ln[L?“*UV((x) + k(x, u, U)] 
u ZI 
for any v(x) which is twice continuously differentiable in the components of 
x, and that any natural finite difference version of 
H 
( 
a2P aQ 
Tg-q'sg' x =o 1 
satisfies (20). 
The finite difference schemes of (24) were chosen so that the coefficients of 
the C($, g) in the brackets of (27) would be nonnegative, and sum to unity. 
Certainly other finite difference methods can be used and, in fact, for each 
problem a finite difference scheme must be found so that the coefficients of 
the C(J~, .?) in the brackets in (27) are nonnegative and sum to unity. Note 
that the iterative process corresponding to an arbitrary finite difference 
scheme may not converge. Also, while it is always possible to approximate, 
in some vague sense, a continuous (time and space) game by a discrete (time 
and space) game, the procedure outlined above does this in a natural way. 
Furthermore, even if (6) d oes not have a smooth solution (or, perhaps, no 
solution at all), the finite difference scheme (27) always has a natural relation 
to the original game problem. 
Finally, preliminary work indicates that there are better iterative methods 
than (22). In particular, a version of the Gauss-Seidel procedure, analogous 
to that in [2], [3], for the pure control problem, is advantageous, under 
reasonable conditions. 
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