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Abstract
Separating hash families are useful combinatorial structures which are studied in a general form in this
paper. Necessary and sufficient conditions for the existence of certain types of generalized hash functions
are considered.
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1. Introduction
We begin with some definitions.
Definition 1.1. An (N;n,m)-hash family is a set of N functions say F , such that |Y | = n,
|X| = m, and f : Y → X for each f ∈F .
Definition 1.2. An (N;n,m, {w1,w2, . . . ,wt })-separating hash family (which we will also de-
note as an SHF(N;n,m, {w1,w2, . . . ,wt })) is an (N;n,m)-hash family, say F , that satisfies the
following property: for any C1,C2, . . . ,Ct ⊆ {1,2, . . . , n} such that |C1| = w1, |C2| = w2, . . . ,
|Ct | = wt and Ci ∩ Cj = ∅ for any i = j , there exists at least one function f ∈F such that{
f (y): y ∈ Ci
}∩ {f (y): y ∈ Cj}= ∅
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An (N;n,m)-hash family can be depicted as an N ×n matrix on m symbols, say A. The rows
of A correspond to the hash functions in the family, the columns correspond to the elements in the
domain, Y , and the entry in row f and column y is just f (y). We call A the matrix representation
of the hash family.
The matrix representation of an SHF(N;n,m, {w1,w2, . . . ,wt }) satisfies the following prop-
erty: given disjoint sets of columns C1,C2, . . . ,Ct , where |Ci | = wi , 1  i  t , there exists a
row r of A such that{
A(r, y): y ∈ Ci
}∩ {A(r, y): y ∈ Cj}= ∅
for all i = j . The row r satisfying the above property is said to separate the given sets of columns.
We note that the matrix representation will be used throughout this paper.
In general, for a specified type {w1, . . . ,wt } and alphabet size m, we are interested in the
relationship between n and N . Given n we want to minimize N (equivalently, given N , we want
to maximize n). If N is as small as possible, given {w1, . . . ,wt },m and n, then we say that the
separating hash family is optimal.
Our definition of separating hash families is based on [25]. However, SHF have been studied
for a long time under various names, especially in the binary case. For a survey of results up to
1994, see Sagalovich [21]. Recently, various kinds of separating hash families have been used for
cryptographic applications, in order to construct certain kinds of fingerprinting codes; this line
of research was initiated by Boneh and Shaw [12] and Hollmann et al. [18]. For a recent papers
discussing various kinds of fingerprinting, see Barg, Blakley and Kabatiansky [4].
Separating hash families include various well-studied objects as special cases. We list a few
examples now.
• When wi = 1 for all i, then an SHF is known as a perfect hash family [20, p. 127], which
will be denoted PHF(N;n,m, t). Perfect hash families are important combinatorial objects
which have been investigated by many researchers for a long time. Some recent results on
perfect hash families can be found in [3,6,8,11,15,26,27,29].
• Frameproof codes are SHF of type {1,w}. For results on frameproof codes, see [9,12,14,16,
17,19,22–25,30].
• Secure frameproof codes are SHF of type {w,w} (see [13,14,25]).
• Identifiable parent property codes (or 2-IPP codes) are SHF that are simultaneously of type
{1,1,1} and {2,2} [18]. A generalization called a k-IPP code has received significant recent
study; see [1,2,5,10,22,24,28].
• When wi = 1 for all but one i, then the SHF is called a strong SHF (see [22]).
By investigating more general separating hash families, we obtain some interesting gener-
alizations of previous results. This research also enables us to understand relationships among
different objects and obtain new results about specific classes of hash families. Mainly, we will
consider SHFs with “small types” in this paper. Here “small types” means that w = ∑wi is
small. There are seven types with 2w  4: {1,1}, {1,1,1}, {1,2}, {1,1,1,1}, {1,3}, {2,2} and
{1,1,2}. We also consider 2-IPP codes, which we sometimes denote as SHF(N;n,m, {1,1,1}+
{2,2}). The type {1,1,2} is studied in depth for the first time in this paper.
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size. We summarize previous results and give several improvements. We find new necessary
conditions for types {2,2} and {1,1,2}. As a corollary, we obtain a new, stronger necessary
condition for existence of a PHF(N;n,m,4). For type {1,1,2}, we prove a precise structural
characterization of SHF(3;n,m, {1,1,2}).
For sufficient conditions, we concentrate on using probabilistic methods to give existence
results. Because the probabilistic method is nonconstructive, it is also of interest to find explicit
constructions for SHF. Explicit constructions often use codes or other combinatorial objects.
However, we do not pursue this problem in this paper.
The rest of this paper is organized as follows. Relationships among different types of SHFs are
discussed in Section 2. Section 3 considers necessary conditions for existence of SHF. Section 4
treats sufficient constructions for existence of SHFs, using probabilistic methods. Section 5 is a
brief conclusion.
2. Relationships among different types of SHF
2.1. Some basic results
We state two obvious results about relationships between separating hash families of different
types.
Theorem 2.1. Suppose A is an SHF(N;n,m, {w1,w2, . . . ,wt }) where ∑wi  n, and let
w′1 w1. Then A is also an SHF(N;n,m, {w′1,w2, . . . ,wt }).
Theorem 2.2. Suppose A is an SHF(N;n,m, {w1,w2,w3, . . . ,wt }) and define w′1 = w1 + w2.
Then A is also an SHF(N;n,m, {w′1,w3, . . . ,wt }).
Recall that we are considering hash families where
∑
i wi = 2,3 or 4. We summarize the rela-
tionships between the different types in Fig. 1. These relationships all follow from Theorems 2.1
and 2.2.
It is convenient at this time to record an obvious necessary condition for the existence of SHF.
Lemma 2.3. In any SHF(N;n,m, {w1,w2, . . . ,wt }),m t .
By “grouping rows” of an SHF, we can reduce the number of rows while increasing the al-
phabet size. The following result is straightforward but useful.
Lemma 2.4. Suppose there exists an SHF(N;n,m, {w1,w2, . . . ,wt }), and let c  2 be an inte-
ger. Then there exists an SHF(	N
c

;n,mc, {w1,w2, . . . ,wt }).
2.2. Examples
For most of the implications shown Fig. 1, the converse implications do not hold. We show
this by presenting various small examples of SHF. Most of these examples are easily verified to
be optimal.
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Example 2.5. An SHF(2;3,2, {1,1}) which is not of type {1,2}:
1 1 2
1 2 2 .
Example 2.6. An SHF(3;4,2, {2,2}) (hence also of type {1,2}) which is not of type {1,1,1}:
1 1 2 2
1 2 1 2
1 2 2 1
.
Example 2.7. An SHF(2;4,3, {1,1,1}) which is not of type {2,2}:
1 1 2 3
1 2 3 3 .
Example 2.8. An SHF(3;4,3, {2,2}) which is also an SHF(3;4,3, {1,1,1}) (and hence also of
type {1,2}), but which is not of type {1,3}:
1 1 2 3
2 1 2 3
3 1 2 3
.
Example 2.9. An SHF(2;4,3, {1,3}) (hence also of type {1,2}) which is not of type {2,2}:
1 1 2 3
1 2 3 3 .
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1 1 2 3 4
2 3 1 1 4
1 2 3 4 1
.
Example 2.11. An SHF(3;5,4, {1,3}) which is not of type {1,1,1}:
1 1 2 3 4
2 1 1 3 4
1 3 1 2 4
.
Combining Examples 2.8 and 2.9, we have the following construction.
Example 2.12. An SHF of types {1,1,1}, {1,3} and {2,2}, which is not of type {1,1,2}:
2 1 2 3
3 1 2 3
1 1 2 3
1 2 3 3
.
Example 2.13. An SHF(6;4,3, {1,1,2}) which is not of type {1,1,1,1}:
1 1 2 3
1 2 1 3
1 2 3 1
2 1 1 3
2 1 3 1
2 3 1 1
.
3. Necessary conditions for existence of SHF
In this section, we study necessary conditions for the existence of SHF. As mentioned pre-
viously, we are mainly interested in bounds for arbitrary alphabet size (stronger bounds are
sometimes known for alphabets of a given fixed size, e.g., m = 2 or 3, depending on the type).
We will mainly concentrate on types {1,1,2} and {2,2}.
3.1. Previous results
We begin by summarizing some previous bounds. The first bound we state (Theorem 3.1)
was proven by Blackburn and Wild [11] for PHF(N;n,m,w + 1). It was observed by Staddon,
Stinson and Wei [24] that the same bound holds for SHF(N;n,m, {1,w}). This remains the best
known bound when N ≡ 0 mod w. Stronger bounds can be given when N ≡ 0 mod w (see [9]);
however, we will not consider bounds of this form in this paper.
Theorem 3.1. (See [11,24].) Suppose there exists an SHF(N;n,m, {1,w}), where w  2. Then
nw(m	Nw 
 − 1).
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bit later that this bound is quite weak in the case w = 2; a much stronger bound will be proven.
Theorem 3.2. (See [24].) Suppose there exists an SHF(N;n,m, {w,w}). Then n  m	Nw 
 +
2w − 2.
In the case of SHF of type {1,1}, the following result is well known.
Theorem 3.3. There exists an SHF(N;n,m, {1,1}) if and only if nmN .
Proof. An (N;n,m)-hash family is an SHF of type {1,1} if and only if there do not exist two
identical columns in its matrix representation. 
The next bound was proven by Hollmann et al. [18]. It remains the best known bound for
2-IPP codes.
Theorem 3.4. (See [18].) Suppose there exists an SHF(N;n,m, {2,2} + {1,1,1}). Then n 
3(m	N3 
 − 1).
3.2. Forbidden configurations
Various types of hash families can be characterized in terms of forbidden configurations; see,
for example, [15]. We continue this approach here. The term “forbidden configuration” means
that submatrices having a certain structure cannot occur in certain types of hash families.
We state several results of this nature now for hash families of size 3. Some of these results
are restatements of previously known results using a different notation and setting. Here and
elsewhere, when we use the term “isomorphic,” we allow permutations of rows and columns.
The symbols in the matrices, denoted a, b, etc., need not be distinct unless it is specifically stated
that they are distinct. Also, “∗” denotes an arbitrary symbol.
Lemma 3.5. (See [18].) Suppose that A is the matrix representation of an SHF(3, n,m,
{1,1,1} + {2,2}) where n > m. Then there is no submatrix of A isomorphic to the matrix
a a
b b
∗ ∗
. (1)
Proof. Suppose that A contains the specified matrix as a submatrix, and suppose that n > m.
Then there are two columns of A that contain the same element in the third row. It follows that
A contains a submatrix isomorphic to one of the following three matrices:
a a
b b
c c
,
a a ∗
b b ∗
c ∗ c
or
a a ∗ ∗
b b ∗ ∗
∗ ∗ c c
.
A is an SHF(3, n,m, {1,1,1}), so the first two of these matrices cannot occur as submatrices.
A is also an SHF(3, n,m, {2,2}), because the first and third columns cannot be separated from
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a contradiction, and the desired result is proven. 
The next three lemmas are obvious.
Lemma 3.6. (See [18].) Suppose that A is the matrix representation of an SHF(3, n,m, {1,1,1}).
Then there is no submatrix of A isomorphic to the matrix
a a ∗
∗ b b
c ∗ c
. (2)
Lemma 3.7. (See [18].) Suppose that A is the matrix representation of an SHF(3, n,m, {2,2}).
Then there is no submatrix of A isomorphic to the matrix
a a ∗ ∗
∗ b b ∗
∗ ∗ c c
. (3)
Proof. The first and third columns of the submatrix cannot be separated from the second and
fourth columns. 
Lemma 3.8. Suppose that A is the matrix representation of an SHF(3, n,m, {1,3}). Then there
is no submatrix of A isomorphic to the matrix
a a ∗ ∗
b ∗ b ∗
c ∗ ∗ c
. (4)
Proof. The first column of the submatrix cannot be separated from the second, third and fourth
columns. 
Suppose that A is the matrix representation of any hash family. Let the set of columns of A
be denoted by C. We define a multigraph G(A) on vertex set C, as was done in [18]: whenever
A(r, y) = A(r, y′) for some r , y, we join vertices y and y′ with an edge. Sometimes we assign
“colors” to the edges of G(A): we will assign the color r to an edge yy′ if A(r, y) = A(r, y′).
It is easy to see that the edges of any given color comprise a vertex-disjoint union of complete
graphs.
The next result is an immediate corollary of Lemma 3.5.
Corollary 3.9. Suppose that A is the matrix representation of an SHF(3, n,m, {1,1,1}) where
n > m. Then G(A) is a simple graph (i.e., it has no multiple edges).
The connected components of G(A) induce a partition of A into disjoint submatrices, which
we call the connected components of A. We can view a connected component of A as being a
subset of the columns of A. If A1 and A2 are two connected components of A, then the symbol
sets of A1 and A2 are disjoint in the following sense: for every row r , it holds that{
A(r, y): y ∈ A1
}∩ {A(r, y): y ∈ A2}= ∅.
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is a matrix that is isomorphic to a matrix having the following form:
a a a · · · a
b1 b2 b3 · · · bn
c1 c2 c3 · · · cn
, (5)
where the bi ’s are all distinct and the ci ’s are all distinct.
A connected component of type II is a matrix that is isomorphic to a matrix having the fol-
lowing form:
a1 a2 a3 · · · an
b1 b2 b3 · · · bn
c1 c2 c3 · · · cn
, (6)
where the ai ’s are all distinct, and the n ordered pairs (bi, ci) are all distinct. Hence, if there are
s distinct bi ’s and t distinct ci ’s in such a connected component, then n st .
3.3. SHF of type {1,1,2}
Using the tools developed in the previous subsection, we can give a nice structural character-
ization of SHF(3;n,m, {1,1,2}).
Lemma 3.10. Suppose that A is the matrix representation of an SHF(3;n,m, {1,1,2}) where
n > m. Then every connected component is isomorphic to a matrix of type I or type II.
Proof. First, observe that A is an SHF(3;n,m, {1,1,1} + {2,2}) where n > m. Let Ai be any
connected component of G(A). It is shown in [18, Lemma 3] that Ai is isomorphic to a matrix of
type I if the edges in G(Ai) all have the same color, and Ai is isomorphic to a matrix of type II
if the edges in G(Ai) have precisely two distinct colors.
There remains the case where G(Ai) contains edges of all three colors; we will show that this
case is impossible. More precisely, we will prove that one of the following three subcases must
occur:
(i) G(Ai) contains a triangle as a subgraph, whose edges have three different colors. In this
subcase, Ai contains a submatrix isomorphic to (2), which contradicts the fact that A is an
SHF(3;n,m, {1,1,1}) (Lemma 3.6).
(ii) G(Ai) contains a path as a subgraph, consisting of three edges of three different colors. In
this subcase, Ai contains a submatrix isomorphic to (3), which contradicts the fact that A is
an SHF(3;n,m, {2,2}) (Lemma 3.7).
(iii) G(Ai) contains a star as a subgraph, consisting of three edges of three different colors. In
this subcase, Ai contains a submatrix isomorphic to (4), which contradicts the fact that A is
an SHF(3;n,m, {1,3}) (Lemma 3.8).
It remains to show that at least one of the three subcases (i), (ii) and (iii) must occur. We begin
with two edges of G(Ai) of different colors that are incident at a vertex. Suppose without loss of
generality that we have an edge uv of color 1 and an edge vw of color 2. Now choose an edge
xy of color 3 such that the distance
d∗ = min{d(u, x), d(u, y), d(v, x), d(v, y), d(w,x), d(w,y)}
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G(Ai).
If d∗ = 0, then it is easy to see that we have one of cases (i), (ii) or (iii) occurring.
If d∗ = 1, then we have an edge zx or zy, where z ∈ {u,v,w}. Without loss of generality, we
can assume zx is an edge. By the minimality of d∗, zx is not of color 3. We have six possibilities
to consider:
(1) z = u and ux has color 1. Thus the two edges uv and ux both have color 1. Because the
edges of any color form a complete graph, it follows that vx is also an edge having color 1.
Then the path wvxy shows that subcase (ii) occurs.
(2) z = u and ux has color 2. Here the path vuxy shows that subcase (ii) occurs.
(3) z = v and vx has color 1. Here the path wvxy shows that subcase (ii) occurs.
(4) z = v and vx has color 2. Here the path uvxy shows that subcase (ii) occurs.
(5) z = w and wx has color 1. Here the path vwxy shows that subcase (ii) occurs.
(6) z = w and wx has color 2. Since vw and wx both have color 2, it follows that vx is also an
edge having color 2. Then the path uvxy shows that subcase (ii) occurs.
Now suppose that d∗  2. Let P be a path of length d∗ from x (without loss of generality) to
one of u,v or w. By minimality of d∗, it follows that P contains no edges having color 3. Also,
P does not contain two consecutive edges of the same color (if it did, then the two consecutive
edges could be replaced by one edge, again contradicting the minimality of d∗). Therefore xy
together with the first two edges of P show that the subcase (ii) occurs.
This completes the proof. 
Theorem 3.11. Suppose that A is the matrix representation of a (3;n,m)-hash family where
n > m. Then the following are equivalent:
(i) every connected component of A is isomorphic to a matrix of type I or type II,
(ii) A is an SHF(3;n,m, {1,1,2}),
(iii) A is an SHF(3;n,m, {1,1,1,1}).
Proof. First, the fact that (iii) implies (ii) follows from Theorem 2.2. We proved that (ii) implies
(i) in Lemma 3.10.
To complete the proof, we verify that (i) implies (iii). Let y1, y2, y3, y4 denote any four
columns of A. There are several cases to consider, depending on how these four columns are
distributed among the connected components of A. The only case that is not completely obvious
is when two columns, say y1 and y2, are in one component and the other two columns are in a
second component. The entries in columns y1 and y2 are different in at least two of the three
rows of A. Similarly, the entries in columns y3 and y4 are different in at least two of the three
rows of A. Recalling that different components have disjoint symbol sets, it follows that there is
at least one row of A in which the entries in all four columns are different. We leave the other
(simpler) cases for the reader to verify. 
We now use Theorem 3.11 to prove a necessary condition for existence of SHF(3;n,m,
{1,1,2}).
Theorem 3.12. If an SHF(3;n,m, {1,1,2}) exists, then n 3m + 2 − 2√3m + 1.
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3m + 2 − 2√3m + 1, and we are done. Hence, we assume that n > m. Let A1,A2, . . . be the
connected components of A. From Theorem 3.11, we know that every Ai is of type I or type II.
For all i, let ni denote the number of columns in Ai . For all i, and for r = 1,2,3, let di,r denote
the number of distinct elements in the set {A(r, y): y ∈ Ai}.
It is not hard to see that
di,1 + di,2 + di,3 = 2ni + 1
if Ai is of type I, and
di,1 + di,2 + di,3  ni + 2√ni
if Ai is of type II. Since ni is a positive integer, it follows that ni + 2√ni  2ni + 1, and hence
di,1 + di,2 + di,3  ni + 2√ni
for all i.
It is clear that
m
∑
i
di,r ,
r = 1,2,3. Also,
n =
∑
i
ni .
Therefore, we have the following:
3m
∑
i
(di,1 + di,2 + di,3)
∑
i
(ni + 2√ni ) = n + 2
∑
i
√
ni  n + 2√n.
From this it follows that n 3m + 2 − 2√3m + 1, as desired. 
Remark 3.13. The theorem above also provides the strongest known necessary condition for
existence of a PHF(3;n,m,4). As a consequence of more general results, Blackburn [7] had
previous proven the weaker result that limm→∞ n∗/m = 3, where n∗ is the maximum value of n
such that a PHF(3;n,m,4) exists.
Corollary 3.14. If an SHF(N;n,m, {1,1,2}) exists, then n 3m	N3 
 + 2 − 2
√
3m	N3 
 + 1.
Proof. Apply Lemma 2.4 and Theorem 3.12. 
Theorem 3.11 also provides us with a construction for certain SHF(3, n,m, {1,1,1,1}).
Corollary 3.15. For any positive integer t , there exists an SHF(3;3t2, t2 + 2t, {1,1,1,1}) (i.e.,
a PHF(3;3t2, t2 + 2t,4)).
Proof. Construct the hash family consisting of three components of type II, each having t2
columns. The first component has t2 distinct elements in the first row, and t distinct elements
in the second and third rows. The second component has t2 distinct elements in the second row,
and t distinct elements in the first and third rows; and the third component has t2 distinct elements
in the third row, and t distinct elements in the first and second rows. 
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the construction given in [18, Example 4] for 2-IPP codes is isomorphic to the construction in
Corollary 3.15. Also, Blackburn [7, Section 3] has described a construction technique for perfect
hash families of which the above construction is a very special case.
Theorem 3.11 shows that any SHF(3;n,m, {1,1,2}) is an SHF(3;n,m, {1,1,1,1}). This can
be generalized, as follows.
Lemma 3.17. For N  5, an SHF(N;n,m, {1,1,2}) is an SHF(N;n,m, {1,1,1,1}).
Proof. Suppose A is an SHF(N;n,m, {1,1,2}) which is not an SHF(N;n,m, {1,1,1,1}). Then
we can find four columns of A such that each row of these columns contains at most three
different elements. On the other hand, these four columns form an SHF(N;4,m, {1,1,2}). There
are
(4
2
)= 6 ways to form a partition of type {1,1,2} from these four columns. At most one row
can separate the columns in each of these partitions, so we need at least six rows in order for A
to be an SHF of type {1,1,2}. 
Remark 3.18. Example 2.13 is the smallest example of an SHF of type {1,1,2} that is not of
type {1,1,1,1}.
Lemma 3.17 can itself be generalized, as follows.
Theorem 3.19. For N 
(
w
2
)−1, an SHF(N;n,m, {
w−2︷ ︸︸ ︷
1, . . . ,1,2}) is an SHF(N;n,m, {
w︷ ︸︸ ︷
1, . . . ,1}).
Proof. The proof is similar to that of Lemma 3.17. Suppose A is an SHF(N;n,m, {
w−2︷ ︸︸ ︷
1, . . . ,1,2})
which is not an SHF(N;n,m, {
w︷ ︸︸ ︷
1, . . . ,1}). Then we can find w columns of A such that each row
of these columns contains at most w − 1 different elements. On the other hand, these w columns
form an SHF(N;w,m, {
w−2︷ ︸︸ ︷
1, . . . ,1,2}). There are (w2) ways to form a partition of type {
w−2︷ ︸︸ ︷
1, . . . ,1,2}
from these w columns. At most one row can separate the columns in each of these partitions, so
we need at least
(
w
2
)
rows in order for A to be an SHF of type {
w−2︷ ︸︸ ︷
1, . . . ,1,2}. 
3.4. SHF of type {2,2}
We now prove a necessary condition for the existence of SHF of type {2,2}.
Theorem 3.20. If an SHF(3;n,m, {2,2}) exists, then n 4m − 3.
Proof. Suppose A is an SHF(3;n,m, {2,2}) with n = 4m − 2. Suppose there are t1 elements
which appear exactly once in the first row of A, and there are t2 elements which appear exactly
twice in the first row of A. If t1 + t2 = m, then n  2m. This contradicts the assumption n =
4m − 2, because m 2 in order for an SHF(3;n,m, {2,2}) to exist.
Therefore, we can assume that t1 + t2 m − 1. We can delete t1 + 2t2  2(m − 1) columns
of A, constructing a submatrix A′, so that any element in the first row of A′ appears at least three
times in the first row of A′. Note that A′ has at least 4m − 2 − 2(m − 1) = 2m columns.
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exactly once in the second row of A′. It is easy to see that u1 m−1 (for, if u1 = m, then A′ has
exactly m columns, a contradiction). We can delete u1 columns of A′, constructing a submatrix
A′′ in which any element in the second row of A′′ appears at least twice in the second row of A′′.
Note that A′′ has at least 2m − (m − 1) = m + 1 columns.
Now, there must be an element, say c, that occurs at least twice in the third row of A′′. Recall
that every element occurring in the second row of A′′ appears at least twice in the second row
of A′′. This implies that there is a submatrix of A′′ that has one of the following two forms:
∗ ∗
b b
c c
or
∗ ∗ ∗
b b ∗
∗ c c
.
We refer to these as case (i) and case (ii), respectively.
First, we consider case (i). Recall that every element occurring in the first row of A′ appears
at least three times in the first row of A′. This implies that A has a submatrix isomorphic to
a a ∗
∗ b b
∗ c c
.
This is a contradiction, because we cannot separate the second of these three columns from the
other two.
Now we turn to case (ii). Using reasoning similar to case (i), it is easy to see that one of two
possible submatrices must occur:
a a a
b b ∗
∗ c c
or
a a ∗ ∗
∗ b b ∗
∗ ∗ c c
.
The first submatrix is impossible, because none of the three columns can be separated. The
second submatrix is impossible by Lemma 3.7.
This completes the proof. 
Corollary 3.21. In an SHF(N;n,m, {2,2}), n 4m	N3 
 − 3.
Proof. Apply Lemma 2.4 and Theorem 3.20. 
Remark 3.22. Corollary 3.21 is a significant improvement over the best previous bound, which
is the case w = 2 of Theorem 3.2.
4. Existence results using the probabilistic method
In this section, we use the standard probabilistic method to give an existence result for sepa-
rating hash families. The technique we employ is commonly termed the “expurgation method.”
We mainly follow the approach used in [25].
Let T = {w1, . . . ,wt } denote the type of the desired hash family. For a given graph G, let
P(G,m) be the chromatic polynomial of G, which expresses the number of m-colorings of G
as a function of m. (We will be interested in the situation where G is a complete t-partite graph
Kw1,...,wt .) Suppose A is an N × n matrix whose entries are elements of a set of size m. For
D.R. Stinson et al. / Journal of Combinatorial Theory, Series A 115 (2008) 105–120 117t disjoint subsets C1, . . . ,Ct of columns of A, where |Ci | = wi , i = 1, . . . , t , define a random
variable XA(C1, . . . ,Ct ) = 0 if there is a row in A, which separates the sets C1, . . . ,Ct , and
define XA(C1, . . . ,Ct ) = 1 otherwise.
Now suppose A is a random matrix (i.e., the entries of A are chosen independently and uni-
formly at random). Then the expected value of the random variable XA(C1, . . . ,Ct ) is
E
[
XA(C1, . . . ,Ct )
]=
(
1 − P(Kw1,...,wt ,m)
mw
)N
,
where w =∑wi . Denote
pT = 1 − P(Kw1,...,wt ,m)
mw
and define the random variable
X =
∑
C1,...,Ct
X(C1, . . . ,Ct ),
where |Ci | = wi , i = 1, . . . , t, are disjoint subsets of columns of A.
Suppose that w1 w2  · · ·wt . Suppose further that the first e1 wi ’s are equal, the next e2
wi ’s are equal, etc., and there are  distinct values in the multiset {w1, . . . ,wt }. Then we have
E[X] = 1
e1! × · · · × e!
(
n
w1
)
× · · · ×
(
n − w1 − · · · − wt−1
wt
)
(pT )
N
= n!
e1! × · · · × e! × w1! × · · · × wt ! × (n − w1 − · · · − wt)! (pT )
N
 1
e1! × · · · × e! × w1! × · · · × wt ! × n
w1+···+wt × (pT )N .
Define
cT = 1
e1! × · · · × e! × w1! × · · · × wt ! .
Then
E[X] cT nwpT N . (7)
Now, suppose that the following inequality holds:
n
(
1
pT
) N
w−1
.
Then it is easy to see that (7) implies that E[X]  cT n. Then there exist a set of at most cT n
columns from A whose deletion yields an SHF(N;n′,m, {w1, . . . ,wt }) in which n′  (1− cT )n.
Therefore we have the following result.
Theorem 4.1. There exists an SHF(N;n,m, {w1, . . . ,wt }) provided that
n (1 − cT )
(
1
pT
) N
w−1
.
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T cT pT
{1,1,1,1} 124 6m
2−11m+6
m3
{1,1,2} 14 5m
2−8m+4
m3
{1,3} 16 3m
2−3m+1
m3
{2,2} 18 4m
2−6m+3
m3
{1,1,1} 16 3m−2m2
{1,2} 12 2m−1m2
Using Theorem 4.1 and the values tabulated above, we obtain a list of sufficient conditions that
are presented in Table 1 (however, note that the sufficient condition for 2-IPP codes is proven be-
low in Theorem 4.2, and the sufficient condition for SHF of type {1,1} is given in Theorem 3.3).
The necessary conditions in Table 1 all follow from the theorems in Section 3.
Now we prove a similar existence result for SHF(N;n,m, {2,2} + {1,1,1}) using the prob-
abilistic method. A result of this type was already given in [18]. Here we prove a more precise
result using a slightly simpler method, and we fill in some details that were omitted from [18].
As before, we consider a random array A of dimensions N by n. Since we want the array A
to be simultaneously of type {2,2} and {1,1,1}, we have
E[X] n
3
6
(
3m − 2
m2
)N
+ n
4
8
(
4m2 − 6m + 3
m3
)N
.
Since m 3, it is easily verified that
3m − 2
m2
 4m
2 − 6m + 3
m3
,
Table 1
Necessary and sufficient conditions for existence of SHF
Type Necessary condition Sufficient condition
{1,1,1,1} n 3m	 N3 
 + 2 − 2
√
3m	
N
3 
 + 1 n 2324 ( m
3
6m2−11m+6 )
N
3
{1,1,2} n 3m	 N3 
 + 2 − 2
√
3m	
N
3 
 + 1 n 34 ( m
3
5m2−8m+4 )
N
3
2-IPP n 3m	
N
3 
 − 1 n 78 ( m
3
4m2−6m+3 )
N
3 − 16
{1,3} n 3m	 N3 
 − 3 n 56 ( m
3
3m2−3m+1 )
N
3
{2,2} n 4m	 N3 
 − 3 n 78 ( m
3
4m2−6m+3 )
N
3
{1,1,1} n 2m	 N2 
 − 2 n 56 ( m
2
3m−2 )
N
2
{1,2} n 2m	 N2 
 − 2 n 12 ( m
2
2m−1 )
N
2
{1,1} nmN nmN
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E[X]
(
n3
6
+ n
4
8
)(
4m2 − 6m + 3
m3
)N
. (8)
Now consider the inequality(
n3
6
+ n
4
8
)(
4m2 − 6m + 3
m3
)N
 n
8
+ 1
6
. (9)
The inequality (9) is equivalent to
n
(
m3
4m2 − 6m + 3
)N
3
. (10)
Combining (8) and (9), we see that E[X]  n/8 + 1/6 provided that (10) holds. By deleting
an appropriate set of at most n/8 + 1/6 columns from A, we obtain an SHF(N;n′,m, {2,2} +
{1,1,1}) in which n′  7n/8 − 1/6. Therefore, we have proven the following:
Theorem 4.2. There exists an SHF(N;n,m, {2,2} + {1,1,1}) provided that
n 7
8
(
m3
4m2 − 6m + 3
)N
3 − 1
6
.
5. Conclusions
In this paper, we defined generalized separating hash families and studied SHF of “small
types” in detail. A structural characterization of SHF of type {1,1,2} was given, which allowed
us to prove a new, stronger necessary condition for existence of a PHF(N;n,m,4). We also
presented a new, stronger necessary condition for existence of SHF of type {2,2}. Existence
results were established using the probabilistic method.
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