We compute and study two determinantal representations of the discriminant of a cubic quaternary form. The first representation is computed via constructing a Chow complex for an Ulrich bundle on 2-uple embedding of P 3 . We then consider the determinantal representation described by Nanson. We investigate the geometric nature of cubic surfaces whose discriminant matrices satisfy certain rank conditions. As a special case of interest, we use certain minors of this matrix to suggest equations vanishing on the locus of k-nodal cubic surfaces.
Introduction
The resultant characterizes the existence of nontrivial solutions for a square system of homogeneous polynomial equations as a single polynomial condition on the coefficients. The discriminant of a homogeneous polynomial F is (up to a scalar factor) the resultant of the system of equations given by the partial derivatives of F. The discriminant is an invariant of the hypersurface V (F) under linear changes of coordinates (i.e the action of the special linear group) whose vanishing is the necessary and sufficient condition for V (F) to possess singular points.
We consider two representations of the discriminant of a quaternary cubic form which we refer to as the discriminant. The discriminant is a polynomial of degree 32 in twenty variables and has at the very least 166,104 monomials [KL19] . Given the size, one requires different representations to be able to work with and study the discriminant. In this paper, we study two different ways the coefficients of a cubic can be organized into a matrix such that the determinant of that matrix is the discriminant.
The first representation we consider comes from the identification of the resultant of four quaternary quadrics with Chow form of the Veronese embedding of P 3 in P 9 . Using the techniques of Tate resolutions for the unique rank 2 Ulrich bundle on this Veronese variety, one can build a two-term Chow complex on the Grassmannian Gr(4, 10), whose Pfaffian provides the resultant in terms of Plücker coordinates. This two-term complex is given by a 16 × 16 matrix in 210 Plücker coordinates. To retrieve the resultant from this matrix, one substitutes Plücker coordinates with the determinants of 4 × 4 matrices constructed from coefficients of the four quadrics.
The second representation is due to Nanson and provides the discriminant as the determinant of a 20 × 20 matrix [N99] . We investigate the geometry of the cubic surfaces lying on certain subspaces cut out by imposing rank conditions on this matrix. We speculate that certain minors of this matrix give equations vanishing on the locus of k-nodal cubics for k up to 4.
The paper is structured as follows. The first section deals with the computation of the discriminant by means of the resultant of four quaternary quadrics and the associated Chow form. We give a short introduction to the theory behind the computation and we present the geometric objects involved. The discriminant is then given as the Pfaffian of a 16 × 16 matrix.
Section 2 concerns the determinantal representation of the discriminant calculated by Nanson. Imposing rank conditions on this matrix, we look for stratification of the locus of singular cubic surfaces. In section 2.1, we investigate the relationship between these strata and the locus of cubics with a given number of nodal singularities.
Our results and conjectures rely on the computations performed by the computer algebra system Macaulay2 [GS] , and using the supporting functions in [BK19] .
The discriminant as a Chow form
In this section, we introduce all the necessary background material. We start with the construction of Chow assigning a Chow form to every subvariety in projective space and its extension to sheaves on projective space. We refer the reader to [GKZ] for a comprehensive introduction to Chow forms of projective varieties and to [MK76, Section 2] for the extension to sheaves.
Chow forms and Chow complexes
Let W be an (n + 1)-dimensional vector space over a field K, and X ⊂ P n = P(W ) be a k-dimensional variety. The Chow divisor of X ⊆ P n is the hypersurface in the Grassmannian Gr = Gr(k + 1, n) of codimension (k + 1) linear subspaces of P n , whose points are subspaces which meet X . The Chow divisor is denoted by D X ⊆ Gr and the Chow form of X is the defining equation of D X in Plücker coordinates. Explicitly, let
be the incidence correspondence and consider the projection maps
then D X = π 2 (π −1 1 (X )). One can check that this is indeed a hypersurface. The Chow divisor of a k-cycle
More generally, let F be a sheaf on P n whose support X is k-dimensional, and consider the associated k-cycle
where the sum is taken over all k-dimensional components of X . The Chow form of F is defined to be the corresponding sum of Chow divisor. For instance, if F = O X , then the Chow divisor of F is the Chow divisor of X ; more generally, if F is a vector bundle of rank r on X , the Chow divisor of F is r times that of X .
The question is then given a sheaf, supported on an irreducible variety X , how can one compute the Chow form. Let G := (π 2 ) * π * 1 F which is a sheaf supported on D X .
Grothendieck observed that there exists a locally free complex C and a quasiisomorphism C ≃ Rπ 2 * (π * 1 F) with homologies H 0 C ∼ = G and H i C ∼ = R i π 2 * (π * 1 F). Such a complex is called a Chow complex of F and the Chow divisor of F is the determinant of C. The details of this construction are worked out by Knudsen and Mumford in [MK76] .
Therefore, the computation of a Chow form turns to the computation of the determinant of a Chow complex. In the following section, we recall an explicit and canonical construction of Chow complexes due to Eisenbud and Schreyer [ES03] using the notion of Tate resolutions.
Tate resolutions and Ulrich sheaves
We recall the construction of Tate resolutions for a coherent sheaf. For a detailed reference see [EFS03] .
As before, let W be an (n + 1)-dimensional vector space over K with basis x 0 , . . . , x n and let S = SymW = K[x 0 , . . . , x n ] be the symmetric algebra of W . Moreover, let V = W * be the dual vector space with basis e 0 , . . . , e n , and E = n i=0 i V be the exterior algebra over V . The gradings on S and E are given by deg(x i ) = 1 and deg(e i ) = −1.
There is a pair of adjoint functors, the so-called BGG correspondence [BGG78] , between the categories of complexes of finitely generated graded modules over S and E cplx(S)
To a graded S-module M = d M d we associate the following complex of free
Similarly, for a graded E-module P = j P j , one builds the following complex of free S-modules
where φ j = ∑ n i=0 x i ⊗ e i . Now, let F = M be sheafification of a finitely generated graded S-module and let s = reg(M) denote the Castelnouvo-Mumford regularity of M. With the above notation, set
be a relative projective resolution of P s . Adjoining this complex with the truncated complex R(M) >s , one obtains a Tate resolution of F:
It is proved in [EFS03, Theorem 4 .1] that the k-th term in the Tate resolution is isomorphic to
Here one must be careful of possibly confusing notation; F(i) = F ⊗ O P n (i) and E(i) represents a shift in the grading by i. 
is represented by an element α ∈ p V which induces a map p W → K by contraction and from that one obtains the map U k+1 (η) : q U → q−p U .
Note that U k+1 (E(p)) = 0 unless 0 ≤ p ≤ rkU = k + 1 and thus the complex
is a bounded complex of locally free sheaves. Then we can apply [ES03, Theorem 1.2], which says that
and thus U k+1 (F) gives a chow complex of F. The most accessible formulas for the Chow form occur when the complex has only one non-trivial map Ψ:
In this case, the some power of the Chow form of F of is given by the determinant of Ψ. Moreover, if F has rank 2 and the map Ψ is skew-symmetric (in the sense of [ES03, Section 3.1]), the Pfaffian of Ψ computes the Chow form of the support of F. This leads to the notion of Ulrich sheaves, which possess the desired two term Chow complex. These are sheaves with no intermediate cohomologies:
Definition 1.1. A coherent sheaf F with k-dimensional support on projective space P n is called an Ulrich sheaf if it satisfies the following three vanishing conditions 1. H i F( j) = 0 for 1 ≤ i ≤ k − 1 and for all j, 2. H k F(l) = 0 for all l ≥ −k, and 3. H 0 F( j) = 0 for j < 0.
One can collect the dimension of all cohomology groups of all twists of a sheaf in a so-called Betti diagram. In particular, the Betti diagram of an Ulrich sheaf F is of the following form:
It follows from the Betti diagram above that the Chow complex U(F) is given by a h 0 F × h k F(−k − 1) matrix whose entries are linear forms in the Plücker coordinates on Gr.
The cubic discriminant as a Chow form
Let k and d be two positive integers, W = H 0 (P k , O P k (d)) and X = P k ⊆ P(W ) = P n be the d-uple Veronese embedding. A hyperplane in P n may be regarded as a form of degree d on X . Moreover, if k + 1 hyperplanes have common zeros on X , then the corresponding forms have a common zero. If the k + 1 planes do have a common zero on X , we may intersect them and we obtain an element of the Chow divisor D X ⊆ Gr. This proves the following:
Lemma 1.1. The Chow form of the Veronese embedding of P k ⊆ P n is the resultant of k + 1 forms of degree d in k + 1 variables.
In particular, the Chow form of the 2-uple embedding ν : P 3 ֒→ P 9 is the resultant of four quadrics in 4 variables. In this way, the discriminant of a cubic surface can be computed via the Chow form of some Ulrich bundles on P 9 supported on ν(P 3 ).
Remark 1.2. In general, to find such a sheaf, one starts with a bundle G on P k and considers the pushforward F := ν * G, where ν : P k ֒→ P n is the d-uple embedding. In [ES03, Theorem 5.1], Eisenbud and Schreyer give cohomological conditions on G for F to be an Ulrich sheaf. Applying these conditions to the d-uple embedding of P 3 , one finds that these bundles satisfy the conditions of instanton bundles [HH82] .
Let E be the Null-Correlation bundle on X = P 3 , defined to be the cokernel of a monomorphism π fitting into the short exact sequence
Let ν : X ֒→ P 9 be the 2-uple embedding. We define the sheaf G := E(−2) and consider the sheaf F := ν * G on P 9 supported on X . · · · −3 −2 −1 0 1 2 3 4 5 6 . . . 3 * * * 64 35 16 The Betti diagram of the Tate resolution of G can be found in Figure 1 . Here the integer in the k-th column and the j-th row stands for h j G(k − j).
Using the table in Figure 1 , one checks that F is 0-regular. Therefore, the Tate resolution of F is of the form
where the map φ 0 comes from the multiplication map
Applying the functor U 4 to T (F), we obtain the two-term complex 0 −→ O G (−1) 16 Ψ − −→ O 16 G −→ 0, whose Pfaffian gives the Chow form of the 2-uple embedding of P 3 in 210 Plücker coordinates. We use the Tate resolution of G to build the map φ 0 and from that Ψ. In fact, φ 0 can be computed from the composition of the two linear maps
in the Tate resolution of G, where E ′ is the exterior algebra over a 4-dimensional vector space. The first syzygy matrix gives the desired 16 × 16 skew-symmetric matrix Ψ with Plücker entries. See (Resultant1, [BK19] ) for the explicit computation of this matrix. See Figure 2 for the top left hand corner of the matrix. The Pfaffian of Ψ is the resultant of four quaternary quadratics q i , i = 1, 2, 3, 4 with 10 coefficients in a, b, c, d, after substituting the Plücker coordinates with Figure 2 2. Nanson's determinantal representation
In [N99] , Nanson gave a method to represent the resultant of four quaternary quadrics as the determinant of a 20 × 20 matrix. We recall the construction briefly here. By multiplying each quadric with each of the coordinate variables X = (x, y, z, w) in turn we get sixteen cubics. Further, we have the four cubic polynomials obtained by the first partial derivatives of the determinant of the Jacobian matrix. Eliminating dialytically the twenty monomials x 3 , x 2 y, . . . , w 3 from the twenty cubics, Nanson proves that one obtains a matrix whose determinant is the resultant; a homogeneous polynomial in the coefficients of each quadric. In this way, the discriminant of a general quaternary cubic form F = ∑ 20 i=1 a i X α i arises as the determinant of a 20 × 20 matrix M with entries in a i 's.
One obtains a stratification of the locus of singular cubic surfaces by imposing rank condition on M. Explicitly, define V k ⊂ P 19 to be the variety cut out by (20 − k + 1) × (20 − k + 1) minors of M. Then V 1 is the discriminantal hypersurface. We would to know about the geometry of the higher codimension strata; both of the strata themselves and the geometry of the cubic surfaces they contain. The latter is precisely the following question from the cubic surfaces project [S18]:
Qs6: What is the geometric description of the cubic surfaces lying on V k ?
The locus of k-nodal cubics
Let N k ⊂ P 19 denote the closure of the locus of k-nodal cubic surfaces. In this notation, N 1 is exactly the discriminant hypersurface V 1 parameterizing cubic surfaces with a single node. One can show via direct computation that codim N k = k for 1 ≤ k ≤ 4 and N k = / 0 for k > 4. Let d k = deg N k denote the degree of the locus N k , interpreted as the number of k-nodal cubic surfaces in a general k-dimensional linear system of cubics. Rennemo [R17] has shown that the number of hypersurfaces with a certain type of singularity in an appropriate dimensional linear system is always governed by a polynomial in Chern classes of the associated line bundle. Relevant to the existence of the polynomial is the recent work of Y-J. Tzeng [T17] . In particular, Vaisenscher [V03] described these polynomials explicitly in a k-dimensional family of hypersurfaces with k ≤ 6 ordinary double points. Evaluating his formulas in the particular case of cubic surfaces provides that d k is 32, 280, 800, 305, for 1 ≤ k ≤ 4, respectively. Now, a question one may ask towards understanding the geometry of such a locus is:
Qs7: Can we find a low degree polynomial vanishing on N k ?
In the line with question 6, one can use a computer algebra system to built the matrix M explicitly, however computing the determinant and minors of this matrix in general form is still a heavy and not reachable task for current computer algebra systems. In this direction, we take manageable steps towards this problem by restricting the matrix to a low dimensional linear subspaces. This intersects the varieties V k with lower dimensional linear subspaces. This sheds some light on geometry of cubic surfaces satisfying certain rank conditions. As a first step, we consider the restriction to a general plane P 2 ⊂ P 19 and we can prove:
Proposition 2.1. In the above notation, it holds that codimV 2 = 2 and codimV k ≥ 3 for k ≥ 3.
Proof. Our computations (see [BK19, Nanson2] ) show that V 2 ∩ P 2 is a finite set of points and that V k ∩ P 2 = / 0 for k ≥ 3. Thus by the dimension formula we can conclude that codimV 2 = 2 and codimV k ≥ 3 for k ≥ 3.
In this case, the discriminant is a plane curve Γ = V 1 ∩ P 2 = V (det M) ⊂ P 2 of degree 32 with 280 nodes and 120 cusps as singularities. On the other hand, the intersection V 2 ∩ P 2 consists of exactly 400 points. Comparing this to the equality 400 = 280+120, suggests that these points are the singular points of the discriminant curve. A straightforward check (see [BK19, Nanson2] ) confirms this expectation. Therefore, we speculate that:
Conjecture 2.2. The locus V 2 has at least (and most probably at most) two irreducible components parameterizing binodal and cuspidal cubic surfaces. In particular, we have N 2 ⊂ V 2 and the 19 × 19 minors of M vanish on N 2 . Now considering the drop by dimension when we restrict to minors of smaller size, the general pattern suggest that: Conjecture 2.3. For 1 ≤ k ≤ 4, the (20 − k + 1) × (20 − k + 1) minors of M vanish on N k .
Proceeding with this approach, the next step would be the restriction to a general subspace P 3 ⊂ P 19 for V 3 . However, there are 36, 100 minors of Nanson's matrix M, and this becomes too big for computer systems.
