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Abstract
The two subjects of the title are studied, /rst independently and then by making them interact.
Many questions arise from this interaction.
In our intrinsic study of the /rst subject, we construct a new family of examples and de/ne
the notions of quotient and universality. For the second subject, we restrict the class c · AG∗ of
circular extensions of dual a5ne spaces under the two geometrical conditions (LL) and (T) by
showing that, apart from some extreme cases, every such rank three geometry can be erected
into a rank 4 geometry. In particular, c ·AG∗n (q)-geometries satisfying (LL) and (T) with n¿ 3
must have q even. We then deduce similar results for the /rst subject.
c© 2002 Published by Elsevier Science B.V.
1. Introduction
This paper studies two completely di>erent subjects: dimensional dual hyperovals,
which are generalizations of dual hyperovals in a projective plane for projective spaces
of higher dimension, and the class of c · AG∗-geometries satisfying (LL) and (T),
which is a class of diagram geometries satisfying two geometrical conditions. It starts
from the observation that these two subjects are related and makes them interact. This
interaction has been already used in [13], where Cag-transitive c · AG∗-geometries
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are classi/ed, and, as a direct application, 2-transitive dimensional dual hyperovals are
restricted. Here, we start a geometrical analogous of [13]: we observe that an important
part of the theory of Cag-transitive c ·AG∗-geometries is still valid under the geometrical
axioms (LL) and (T), and, on that basis, we restrict dimensional dual hyperovals under
a geometrical condition.
The theory of diagram geometries plays an important role in our treatment of dimen-
sional dual hyperovals. For, not only, we use it to restrict dimensional dual hyperovals
and to construct a new family of examples, but also, the theory of diagram geometries
has directly inspired their de/nition and that of the related concepts. We hope that our
material shows in particular that the theory of diagram geometries can be an useful
tool to treat some classical problems.
Although the interaction of the two subjects plays an important role in the paper,
we think that the material on each subject can be understood without going through
the material on the other subject. For, /rst, both subjects have completely independent
parts, and secondly, we have allocated Section 2 to present, in this frame of mind, the
main concepts and results on both subjects.
2. Main concepts and results
In this section, we present our main results on dimensional dual hyperovals and on
c · AG∗-geometries. Then, we comment on the relationship between the two subjects.
Finally, we give a sketch of the paper.
2.1. Dimensional dual hyperovals
2.1.1. De1nitions
As in [13], a d-dimensional dual hyperoval of PG(m; q) is a family S of d-
dimensional subspaces of PG(m; q) (16d¡m) such that
(DH1) any two members of S have precisely one point in common;
(DH2) every point belonging to a member of S belongs to exactly two members
of S;
(DH3) the set of points of PG(m; q) belonging to some member of S spans PG(m; q).
The concept of d-dimensional dual hyperovals generalizes that of dual hyperovals
in a projective plane. The latter correspond to the case where d=1 and will not be
considered in this paper. Thus, from here on, we implicitly assume that d¿2 when
considering d-dimensional dual hyperovals.
We use the terminology dimensional dual hyperoval if we do not need to specify
the dimension d. We also identify each dimensional dual hyperoval S with any of its
images under the collineation group of PG(m; q).
As in [13], we say that a dimensional dual hyperoval S of PG(m; q) is 2-transitive
if the stabilizer of S in PLm+1(q) acts 2-transitively on S.
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2.1.2. Known examples
A construction of Thas–Cooperstein [20] provides a lot of d-dimensional dual
hyperovals in PG(2d; 2). Moreover, the following families of 2-transitive dimensional
dual hyperovals are known to exist: some in/nite families of d-dimensional dual
hyperovals of PG(2d + 1; 2) and PG(2d; 2) constructed by Yoshiara [25] and a spo-
radic 2-dimensional example M of PG(5; 4) which is related with the group M22
([14]; see also [13]). We refer to Section 3.1 for more details on the known
examples.
2.1.3. A new family of examples
We construct here a family of 2-transitive (n − 1)-dimensional dual hyperovals of
PG(N; 2), where N = [n(n+ 1)=2]− 1.
We recall that, for n¿3, the set of lines of PG(n; 2) can be identi/ed with a subset of
points of a projective space PG(N; 2) of higher dimension N = [(n+1)n=2]−1 (see, for
instance, [9, Section 24:2]). This set of points is usually called the Grassmann variety
of lines of PG(n; 2) and can be shown to be an intersection of quadrics of PG(N; 2) (for
n=3, it is in fact a Klein quadric). This variety has two kinds of maximal subspaces,
of respective dimension (n − 1) and 2. They are the images of the point set and the
plane set of PG(n; 2), respectively.
Consider a copy of AG(n; 2) inside PG(n; 2) and take the image S of its point set
under the Grassmann transformation. Then it can be shown that S is a 2-transitive
(n− 1)-dimensional dual hyperoval of PG(N; 2).
What is important to understand the example S is that the incidence structure of
points and lines of PG(n; 2) is entirely represented on the Grassmann variety of lines
of PG(n; 2). In a more precise way, let OG denote this variety and let OS be the set of
subspaces of OG having dimension n− 1. Then ( OS; OG) provided with the symmetrized
inclusion as incidence is isomorphic to the incidence structure of points and lines of
PG(n; 2). In particular, OS satis/es (DH1) and every point of OG is contained in exactly
three members of OS. Then, in the same way that AG(n; 2) is obtained from PG(n; 2) by
removing a hyperplane, we can remove members of OS in order to obtain a dimensional
dual hyperoval.
Note that this construction does not require to start with a projective space over the
/eld GF(2): it can be done for any projective space PG(n; q). In this case, the resulting
family satis/es axioms (DH1), (DH3) and a generalized version of (DH2) obtained
by replacing in it the term “exactly” by the term “at least”.
From here on, we denote by An the (n− 1)-dimensional dual hyperoval constructed
in this section.
2.1.4. Quotients
We observe here that under a certain condition quotients of dimensional dual hyper-
ovals can be de/ned. This yields us to consider the concept of universal dimensional
dual hyperovals and to rise a few questions on this matter.
Denition 2.1.4.1. Given a d-dimensional dual hyperoval S of PG(m; q) and a sub-
space W of PG(m; q), we denote by S=W the family {〈W; 〉 | ∈S}. It is not di5cult
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to see that S=W is a d-dimensional dual hyperoval of the projective space of dimen-
sion m − dimW − 1 obtained by factorizing PG(m; q) by W if and only if W is
disjoint from each member of the family of subspaces B= {〈; 〉 | ; ∈S}. In that
case, we say that W de1nes a quotient of S and that S=W is a quotient of S. Note
that the empty space de/nes a quotient of S; the quotient it de/nes is said to be
improper.
A criterion 2.1.4.2. Given two d-dimensional dual hyperovals S and S′, it could be
interesting to know whether one of them is a quotient of the other one. In Section
6.2.1, we give a necessary condition for this to hold: the matroids M(S) and M(S′)
must be isomorphic.
Minimality 2.1.4.3. We say that a dimensional dual hyperoval S of PG(m; q) is min-
imal if the set of subspaces B de/ned in the above paragraph covers the whole space.
Such a terminology is motivated from the fact that each dimensional dual hyperoval
S which is not minimal admits at least a proper quotient.
Universality 2.1.4.4. We say that a dimensional dual hyperoval S of PG(m; q) is uni-
versal if there does not exist any other dimensional dual hyperoval OS (of any projective
space) such that S is a quotient of OS.
It would be interesting to /nd a criterion to determine whether a given dimensional
dual hyperoval is universal and to understand which properties characterize the univer-
sal examples.
In [8], Del Fra observes that given a dimension d, the dimension of a projec-
tive space PG(m; q) containing a dimensional dual hyperoval is upperly bounded by
a function of d and q. As a consequence, the following de/nition makes sense.
Given a dimension d, let m(d; q) be the largest dimension m for which there ex-
ists a d-dimensional dual hyperoval in PG(m; q). Note that, by de/nition of m(d; q),
for m=m(d; q), the d-dimensional dual hyperovals of PG(m; q) are necessarily
universal.
Another consequence of the existence of such an upper bound is the following:
every dimensional dual hyperoval S is the quotient of a universal one. It would be
interesting to know whether this universal example is uniquely determined by S.
We now state a few more questions. In view of the examples available, we focus
on the case where q=2.
Question 2.1. Determine m(d; 2).
(The family constructed in Section 2:1:3 shows that m(d; 2)¿d(d + 3)=2. Do we
have equality?)
Question 2.2. Characterize the d-dimensional dual hyperovals of PG(m; 2), where
m=m(d; 2).
More generally, given a dimension d, 1nd the spectrum of values m for which a uni-
versal d-dimensional dual hyperoval exists in PG(m; 2), and classify these dimensional
dual hyperovals.
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2.1.5. Restrictions under a geometrical condition
In this section, we introduce a geometrical condition, (mI), which is motivated by a
result on diagram geometries, and we restrict dimensional dual hyperovals under that
condition. Condition (mI) is de/ned as follows for a dimensional dual hyperoval S
of PG(m; q) (the script mI stands for minimal intersection).
(mI) the intersection of a member of S and the subspace spanned by any two other
members of S is (not larger than) a line.
We obtain the following result.
Theorem 2.1. Dimensional dual hyperovals satisfying (mI) only exist in pro-
jective spaces of even order. Moreover, every d-dimensional dual hyperoval of
PG(m; 2h) which satis1es (mI) gives rise to a c · PGd(2h)-geometry. In par-
ticular, the parameters d and h must satisfy the divisibility condition given in
Lemma 2:7.
Theorem 2.1 immediately follows from the relationship between dimensional dual
hyperovals and c · AG∗-geometries (see Section 2.2.3) and from our restrictions on
these geometries (see Corollary 2.5). However, we also give a more direct way to
prove Theorem 2.1 by introducing another geometrical condition called (H) (see
Section 2.1.6).
By using two uniqueness results of Del Fra [8], the following result can be deduced
from Theorem 2.1.
Corollary 2.2. The 2-dimensional dual hyperovals A3 of PG(5; 2) and M of PG(5; 4)
are the only 2-dimensional dual hyperovals satisfying (mI).
It is well-known that (dual) hyperovals only exist in projective planes of even or-
der. Theorem 2.1 generalizes that property in higher dimension. The dimensional dual
hyperovals An constructed in Section 2.1.3 satisfy (mI). For every d¿2, there exists
thus at least one d-dimensional dual hyperoval satisfying (mI). However, we do not
know any when d¿2 and q 
=2.
At this stage, two main questions arise from our material.
Question 2.3. Could we characterize the dimensional dual hyperovals An among the
other dimensional dual hyperovals of projective spaces of order 2?
(Condition (mI) seems to be a good condition for 2-dimensional dual hyperovals of
PG(5; 2) in view of Corollary 2.2.)
Question 2.4. Could we prove, possibly under some geometrical condition, that, for
d¿2, d-dimensional dual hyperovals of PG(m; q) only exist for q=2?
(Theorem 2.1 is a step in that direction. We refer to Section 2.3 for more comments.)
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2.1.6. About Theorem 2.1
In this section, we explain what makes Theorem 2.1 work: we observe that it is
still valid under a weaker condition, and we give the construction of the c · PGd(2h)-
geometry mentioned in Theorem 2.1.
A family of planes 2.1.6.1. Given two members  and  of S, we denote by  their
intersection point. Let ,  and  be three members of S. Then, by (DH1) and (DH2),
their two-by-two intersection points form a triangle of PG(m; q). We denote by 
the plane they generate (i.e. = 〈; ; 〉) and by F the set of these planes,
where ,  and ∈S.
Condition (H) 2.1.6.2. Given a member  of F, we denote by L() the set of lines
of  that are contained in some member of S. Clearly, for any member  of F, the
set L(), considered in the dual projective plane of , is an arc (of size at least 3).
We consider the following condition which asks that all such arcs do not have any
tangent line.
(H) For any three members ,  and  of S, the set of lines L() is a dual
hyperoval of .
By de/nition, dimensional dual hyperovals satisfying (H) only exist in projective spaces
of even order.
The geometryM(S) 2.1.6.3. Let S0 be the set of points of PG(m; q) that are con-
tained in some member of S. Let M(S) be the structure (S;S0;F) provided with
the following incidence: a member  of F is said to be incident with a member 
of S if and only if the intersection ∩  is a line;  is said to be incident with an
element  of S0 if and only if both the intersections ∩  and ∩  are lines; the
other incidences are symmetrized inclusion.
We obtain the following result (see Section 6.1 for a proof).
Theorem 2.3. Every dimensional dual hyperoval S can be endowed with a structure
of a rank three geometry M(S) belonging to the diagram c · L. Moreover, given a
d-dimensional dual hyperoval S, the geometry M(S) belongs to c · PGd(q) if and
only if S satis1es (H).
In view of Theorem 2.3 and restrictions on c · PGd(2h)-geometries (see Lemma
2.7), Theorem 2.1 still holds if condition (mI) is replaced by (H). Moreover, we
show in Section 3.4 that condition (mI) is (strictly) stronger than (H). Theorem
2.1 can thus be deduced from Theorem 2.3 and restrictions on c · PGd(2h)-
geometries.
2.1.7. Generalizations
Let us introduce two generalizations of dimensional dual hyperovals: dimensional
dual arcs and conclaves. They are de/ned similarly but by replacing the term “exactly”
of condition (DH2) by the terms “at most” and “at least”, respectively. The terminology
C. Huybrechts / Discrete Mathematics 255 (2002) 193–223 199
“conclaves” was suggested to us by Ron Shaw. As observed in Section 2.1.3, interesting
conclaves are provided by Grassmann variety of lines of PG(n; q).
2.2. A geometrical study of c · AG∗-geometries
2.2.1. De1nitions
Let c and AG denote, respectively, the class of circular spaces (namely, linear spaces
with all lines of size 2) and the class of a?ne spaces (i.e. {point; line}-systems of a5ne
geometries). A c · AG∗-geometry is a rank three incidence structure of points, lines
and blocks, the block residues of which are circular spaces, the dual point residues
of which are a5ne spaces (viewed as rank two geometries) and the line residues of
which are generalized digons. In this paper, we are interested in c · AG∗-geometries
satisfying the following two axioms.
(LL) Any two points are incident with at most one line.
(T) Any three pairwise collinear points are incident with some block.
Two important particular cases for c · AG∗-geometries are the cases where their
residual a5ne spaces either all have dimension two, or all have order two. In the /rst
case, the geometries are also called c · Af∗-geometries and it can be deduced from
Sprague’s results [17] that those satisfying (LL) and (T) correspond exactly to special
Laguerre planes. In the second case, they are particular cases of c · c∗-geometries. The
latter are also called semi-biplanes if (LL) holds for them (see [10,11]).
2.2.2. Restrictions
We obtain the following result.
Theorem 2.4. Every c · AG∗-geometry  satisfying (LL) and (T ) and such that all of
its point residues are a?ne spaces of dimension and order at least 3 can be erected
into a rank 4 geometry () the point residues of which are 3-truncations (i.e.
{point; line; plane}-truncations) of a?ne geometries, and belonging to the following
diagram.
On the basis of Theorem 2.4, we obtain the following result in the /nite case, where
d and q are integers ¿1 and a c · AG∗d(q)-geometry is a c · AG∗-geometry the dual
point residues of which are d-dimensional a5ne spaces of order q.
Corollary 2.5. c · AG∗n(q)-geometries satisfying (LL) and (T ) only exist for q even.
Moreover, for every c · AG∗n(2h)-geometry satisfying (LL) and (T ), the parameters
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d= n−1 and h must satisfy the divisibility condition given in Lemma 2:7. In partic-
ular, when n=3, only q=2 or q=4 can occur.
The case where n=2 of Corollary 2.5 is known to be true since it can be rewritten
as “a special Laguerre plane has even order”. Corollary 2.5 generalises the latter result
to higher dimension.
Corollary 2.5 follows from Theorem 2.4 and from the following: some known re-
strictions on c · Af∗-geometries for the /rst statement, and some restrictions on c · PG-
geometries for the second statement.
Theorem 2.4 turns the study of c · AG∗-geometries satisfying (LL) and (T) into a
problem on rank 4 geometries. Let us mention that a similar result can be obtained on
the one hand, in the more general context of L · AG∗-geometries (this will be described
in a later paper) and on the other hand, for L · PG∗-geometries (see [12]).
2.2.3. Dimensional dual hyperovals and c · AG∗-geometries
Given a d-dimensional dual hyperoval S of PG(m; q), the structure (S) is de/ned
by taking the a5ne expansion in AG(m+ 1; q) of the structure constituted by S and
its set of points. A more precise de/nition of (S) as well as more details on the
following result are given in Section 5.2.
Lemma 2.6. The structure (S) is a c · AG∗-geometry satisfying (LL). Moreover,
(S) satis1es (T ) if and only if the dimensional dual hyperoval S satis1es
(mI).
We give here some comments on the c ·AG∗-geometries produced by the construction
of (S). If S is de/ned in PG(m; 2), then the geometry (S) is a semi-biplane
(i.e. a c · c∗-geometry satisfying (LL)). Hence, in view of the large collection of
dimensional dual hyperovals constructed by Thas and Cooperstein (see Section 3.1(iii)),
the construction of (S) provides, in particular, a lot of semi-biplanes.
By considering the geometry (Shn ) associated to his new families of 2-transitive
d-dimensional dual hyperovals of PG(2d + 1; 2) Shn , Yoshiara obtains notably some
quotients of upper 3-truncated D2d+1 -Coxeter complexes (this occurs if and only if n= h)
but also some new simply connected Cag-transitive semi-biplanes, which is specially
interesting in view of the open problems concerning them (we refer to [25] for more
details).
By considering the dimensional dual hyperovals An and M, we obtain a Cag-
transitive geometry satisfying (LL) and (T) and which belongs, respectively, to the
diagrams c · AG∗n(2) and c · AG∗3 (4). Note that none of these geometries is simply con-
nected: the geometry (An) is a quotient of an upper 3-truncated Coxeter complex of
type D2n ; we refer to [13] for a construction of a simply connected c ·AG∗3 (4)-geometry,
covering (M).
The construction of (S) plays an important role in the study of the Cag-transitive
c · AG∗n(q)-geometries with n; q¿3, since it is shown in [13] that, up to the
“1-dimensional case”, (M) and a cover of it are the only Cag-transitive c · AG∗n(q)-
geometries with n; q¿3. Let us mention that these two geometries have been discov-
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ered thanks to the observation of the existence of the 2-dimensional dual hyperoval M
of PG(5; 4).
2.3. Relationship between dimensional dual hyperovals and diagram geometries
2.3.1. Some questions
Consider the following questions.
(i) Does any c · PGn(q)-geometry with n¿3 and q¿2 exist?
(ii) Does any c · AG∗n+1(q)-geometry satisfying (LL) and (T) with n¿3 and q¿2
exist?
(iii) Does any n-dimensional dual hyperoval satisfying (mI) with n¿3 exist in a pro-
jective space of order q¿2?
(j) Does any c · PGn(q)-geometry with n¿3 and q¿2 exist?
(jj) Does any n-dimensional dual hyperoval satisfying (H) with n¿3 exist in a pro-
jective space of order q¿2?
2.3.2. About c · PGd(q)-geometries
c ·PGd(q)-geometries are particular cases of matroids (i.e. L ·L-geometries), the struc-
ture of which is very well understood. It is well-known that AG(3; 2) and S(3; 6; 22)
are the unique c · PG2(q)-geometries. However, surprisingly, very little is known on
c · PGd(q)-geometries with d¿3. For q=2, two geometries are known: 3-AG(d+1; 2)
as well as an example of Teirlinck (see [7, Section 4:4]); for q¿2, no example is
known. This seems to be a problem to investigate. Here, we just observe that the
following holds.
Lemma 2.7. Let h¿3 and d¿2. If a c · PGd(2h)-geometry exists, then the following
hold.
(i) if h=4, then at least one number in {d− 1; d; d+ 1} is multiple of 9;
(ii) if h 
=4, then either 2(h− 1) divides at least one number in {d− 1; d; d+ 1}, or
h− 1 divides at least one odd number in {d− 1; d; d+ 1}.
2.3.3. Comments
The interaction between dimensional dual hyperovals and diagram geometries can
be used on two levels: on the one hand, some results on diagram geometries can be
used to restrict dimensional dual hyperovals and on the other hand, dimensional dual
hyperovals can be used to obtain new geometries or new models of known geometries.
In this paper, we have shown that the questions in each of the two blocks of
Section 2.3.1 are related in the sense that a negative answer to one of them (for
some given value of (n; q)) necessarily implies a negative answer to the ones below
it (for the same value of (n; q)). This, together with the observations on c · PGd(q)-
geometries made in Section 2.3.2 has given us the restrictions on dimensional dual
hyperovals of Sections 2.1.5 and 2.1.6.
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In Section 2.2.3, we associated a c · AG∗-geometry (S) satisfying (LL) to every
dimensional dual hyperoval S of PG(m; q), and we observe that dimensional dual
hyperovals give rise to interesting c · AG∗-geometries. Let us also mention that a
2-dimensional dual arc of PG(5; 2k) is implicitly used by [21,24] to construct a family
of extended generalized quadrangles, the construction of which was generalized by
Thas [19].
In Section 2.1.6, we associated a c · L-geometry M(S) to every dimensional dual
hyperoval S of PG(m; q). We do not know if some new interesting c · L-geometries can
be found thanks to dimensional dual hyperovals; this should be investigated. However,
dimensional dual hyperovals seem to be anyway interesting in that context since they
provide a representation in projective spaces of some c · L-geometries (we refer to
Section 6.2 for more details).
2.4. Sketch of the paper
The remaining of this paper is separated into three parts: Section 4 where we in-
troduce further notation and de/nitions on diagram geometries, Section 9 which is
devoted to c · AG∗-geometries and in particular to the proof of Theorem 2.4 and of
Corollary 2.5, and the others sections where we study dimensional dual hyperovals and
their interplay with diagram geometries. More precisely, these sections are organized
as follows. Section 3 is entirely devoted to dimensional dual hyperovals: we gather
there some constructions for them, some comments on their quotients, and some ob-
servations about the geometrical conditions (mI) and (H). In Section 5, we explain
the connection between dimensional dual hyperovals and c · AG∗-geometries and we
use it on the one hand, to produce some c · AG∗-geometries and on the other hand,
to deduce the universality of some dimensional dual hyperovals. In Section 7, we study
the connection between c · L-geometries and dimensional dual hyperovals, and in par-
ticular, we prove Theorem 2.3. In Section 7, we complete the proof of Theorem 2.1
and Corollary 2.2, and in particular, we prove Lemma 2.7. In Section 8, we associate
some other geometries to dimensional dual hyperovals.
3. Dimensional dual hyperovals
3.1. Some families of examples
(i) In [13], it is observed that a 2-transitive 2-dimensional dual hyperoval M of
PG(5; 4) satisfying (mI) can be obtained inside the rank three hermitian polar
space H5(4) for U6(2) by considering a well-chosen family S of 22 planes of
H5(4) (see [14] for the existence of such a family of planes). The stabilizer of
M in "U6(2) induces on M a 3-transitive group isomorphic to M22 (in its usual
3-transitive representation of degree 22).
(ii) In [25], Yoshiara constructs in/nite families of 2-transitive d-dimensional dual
hyperovals in PG(2d+ 1; 2). More precisely, for any two integers n and h satis-
fying the following conditions: each of them is coprime to d+1, 16n; h6d and
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h + n 
=d + 1, such a family is de/ned in [25] and called Shn . Moreover, it can
be shown that Shn satis/es (H) if and only if n= h [22]. A lot of non-equivalent
examples are obtained in this way. On the other hand, the hyperoval S11 is al-
ways de/ned and it can be shown that all examples with n= h are equivalent to
it. As a consequence, the above construction provides, for each d¿2, exactly one
d-dimensional dual hyperoval of PG(2d+ 1; 2) satisfying (H).
By considering also the case where n+ h=d+ 1 in the above, Yoshiara con-
structs, by the same process, some in/nite families of 2-transitive 2-dimensional
dual hyperovals Sd+1−nn of PG(2d; 2). It can be shown that this case provides,
up to equivalence, exactly one d-dimensional dual hyperoval of PG(2d; 2), for
each integer d¿2 (for indeed, the hyperoval Sd1 is always de/ned and it can be
shown that all examples with n= h are equivalent to it).
For d=2, 3 or 5, the above construction provides in fact exactly two d-
dimensional dual hyperovals, namely S11 in PG(2d+ 1; 2) and S
d
1 in PG(2d; 2).
However, for all the other values of d, the projective space PG(2d + 1; 2) al-
ways admits a d-dimensional dual hyperoval Shn with n 
= h and n + h 
=d + 1.
Note that, for d=2, S11 is in fact equal to A3 (for indeed, this follows from
Fact 1 since these examples are both 2-dimensional dual hyperovals of PG(5; 2)
satisfying (H)).
(iii) Thas and Cooperstein have found a construction which provides a lot of
d-dimensional dual hyperovals in PG(2d; 2) since they are able to associate a
d-dimensional dual hyperoval of PG(2d; 2) to each spread of d-dimensional sub-
spaces of PG(2d+1; 2) [20]. Some interesting examples are obtained in this way,
notably 2-transitive ones.
(iv) In [8, Section 4:4], Del Fra constructs a 2-dimensional dual hyperoval S in
PG(5; 2) which does not satis/es (mI). From the description of S= {1; : : : ; 8}
given in [8], it is not di5cult to see that (H) fails to hold for S (see Section
6.2.3 for more details).
From here on, we refer to the above examples (i) and (iv) as “the M22 example
M” and “the Del Fra example”, respectively.
3.2. Del Fra’s result on 2-dimensional dual hyperovals
We recall that the following result holds.
Fact 1 (Del Fra [8]). (i) Two-dimensional dual hyperoval of PG(n; q) only exist for
n=4 or 5:
(ii) PG(5; 2) has exactly two 2-dimensional dual hyperovals: A3 which is the unique
one satisfying (mI), and the Del Fra example.
(iii) M is the unique 2-dimensional dual hyperoval of PG(5; 4) satisfying (mI).
3.3. Minimality and universality of the examples
In this section, we say a few words on minimality and universality for dimensional
dual hyperovals. We /rst treat the case of dimension two.
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Since a 2-dimensional dual hyperoval is necessarily de/ned in a projective
space of dimension 4 or 5, it is clear that each 2-dimensional dual hyperoval of
PG(4; q) is minimal and each 2-dimensional dual hyperoval of PG(5; q) is
universal.
We now show that the two 2-dimensional dual hyperovals A3 and M are minimal.
In both cases, the union of the members of the dimensional dual hyperoval is con-
tained in the set of absolute points of a polarity of PG(5; q) (the one associated to the
Klein quadric of PG(5; 2) in the /rst case and the one associated to the hermitian va-
riety of PG(5; 4) in the second case). Moreover, each 2-dimensional dual hyperoval of
PG(5; q) the point set of which is contained in the set of absolute points of a polarity
 of PG(5; q) is minimal. (For indeed, let S be such a dimensional dual hyperoval.
In this case, the set B de/ned in (the /rst paragraph of) Section 2.1.4 does coin-
cide with {(a) | a∈S0}, where S0 is the set of points that are contained in some
member of S. Moreover, for each point x of PG(5; q), the hyperplane (x) inter-
sects each plane of S in at least one line, and so each point x of PG(5; q) is
contained in at least one hyperplane (a), where a∈S0. In particular, the set of
members of B covers the whole space.) It follows that both A3 and M are
minimal.
It is straightforward to check that the Del Fra example is minimal. At this stage,
we have shown that a 2-dimensional dual hyperoval of PG(n; 2) is necessarily minimal
(for, by Fact 1, A3 and the Del Fra example are the only possibilities). It follows that
every 2-dimensional dual hyperoval of PG(4; 2) is universal.
We now consider the case of some families of d-dimensional dual hyperovals.
We have seen above that A3 is universal. Moreover, it is very likely that An is al-
ways universal but we do not know how to prove that fact for n¿4. The dimensional
dual hyperoval An is in general not minimal for n¿4, and so many further examples
(of dimensional dual hyperovals in projective spaces of order 2) can be obtained as
quotients of them.
A priori, it could be that some of the d-dimensional dual hyperovals Shn of Yoshiara
are quotients ofAd+1. However, since condition (H) is preserved under taking quotients
(see Section 6.2.1), this can occur only in the particular case where n= h (see below for
more details). In fact, the construction of Yoshiara provides some universal examples.
For indeed, by using some results on c · c∗-geometries (see Sections 5.4 and 5.5 for
more details), it can be shown that on the one hand, the d-dimensional dual hyperoval
Sd1 of PG(2d; 2) is always universal (for each d¿2) and on the other hand, for some
small values of d, the d-dimensional dual hyperovals Shn of PG(2d+1; 2) with n 
= h,
are all universal.
For d=2, S11 is universal since it is equal to A3. We do not know what is the
situation for d¿3: Is S11 a (proper) quotient of Ad+1? Is it universal?
3.4. A remark on the axioms (mI) and (H)
3.4.1. Condition (mI) for 2-dimensional dual hyperovals
Clearly a 2-dimensional dual hyperoval satisfying (mI) is de/ned only in projective
spaces of dimension at least /ve. On the other hand, by Fact 1, 2-dimensional dual
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hyperovals only exist in projective spaces of dimension at most /ve. Thus 2-dimensional
dual hyperovals satisfying (mI) only exist in projective spaces of dimension /ve. More-
over, for that dimension, condition (mI) is equivalent to the following natural condition:
“no hyperplane of PG(5; q) contains three members of S”.
3.4.2. Relationship between conditions (mI) and (H)
We show here that condition (mI) is strictly stronger than condition (H).
We /rst observe that condition (H) does not necessarily implies condition (mI).
For indeed, it is straightforward to see that if PG(m; q) has a d-dimensional dual
hyperoval S satisfying (mI), then m¿3d − 1. In particular, for d¿3, none of the
d-dimensional dual hyperovals Shn mentioned in Section 3.1(ii) satis/es (mI).
Thus, for each d¿3, the d-dimensional dual hyperoval S11 satis/es (H) but not
(mI).
Let (∗) denote the following condition:
(∗) no member of S intersects any member of F in a single point.
It is straightforward to see that condition (∗) implies condition (H). Moreover, the
following holds.
Lemma 3.1. Condition (mI) implies condition (∗).
Proof. Let S be a dimensional dual hyperoval satisfying (mI), let ∈F and let ; 
and  be three members of S such that = . By construction,  contains two points
of each of the subspaces ;  and . Hence, by (DH1),  intersects each member of
S in at most one line and intersects each of ;  and  in exactly one line, say 1; 1
and 1, respectively.
Assume by way of contradiction that there exists $∈S such that $∩  is a single
point $0. Clearly, $ is distinct from each of ;  and . Hence, by (DH2), the points
$; $ and $ are pairwise distinct. In particular, at least two of them, say $ and
$ are not included in . As a consequence, 2 = 〈1; $〉 and 2 = 〈1; $〉 are two
planes that are contained in the space W=〈; $; $〉. By (DH1) and since 2 and
2 are, respectively, contained in  and , the planes 2 and 2 have at most one
common point. Hence, W has dimension at least 4, and so the three points $0; $ and
$ are not collinear. Let thus $2 be the plane generated by these three points. Note
that $0 ∈ 〈; 〉 (for indeed, $0 ∈ = 〈1; 1〉). Hence, $2 is included in both $ and
〈; 〉. This contradicts (mI).
4. Preliminaries
We assume some knowledge of a few basic de/nitions and facts from the theory
of diagram geometries (see, for instance, [3] or [5]). Note that every geometry is, by
de/nition, assumed to be /rm and connected.
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4.1. Truncations and erections
Let  be a geometry over a set of types I . A truncation of  is a subgeometry
of  consisting of all elements of  whose type belongs to a chosen subset of I .
An erection of  is a geometry such that  is a truncation of it.
In this paper, we consider two kinds of truncations of the a5ne geometry AG(n; q):
its 2-truncation AGn(q) which consists of all points and all lines of AG(n; q);
its 3-truncation 3-AG(n; q) which consists of all points, all lines and all planes
of AG(n; q).
4.2. Notation and de1nitions
4.2.1. Orders
We refer to [15] for the de/nition of the orders of a geometry with the restriction
that every order is assumed to be /nite. For instance, the rank n projective (resp.
a5ne) geometry associated to the /eld of order q has for orders the n-tuple (q; : : : ; q)
(resp. (q − 1; q; : : : ; q)). However, since the prime power q uniquely determines the
orders of such a geometry, we often simply say that such a geometry has order q. We
use the same convention for other geometries as for instance a5ne spaces or c · A2-
geometries.
4.2.2. Linear spaces
We recall that a linear space is a rank 2 geometry consisting of points and lines
such that any two points are incident with exactly one line, any point is incident with
at least two lines and any line with at least two points. We denote by L the class of
all linear spaces.
Given an integer n and a skew/eld K, we denote by PG(n;K) (resp. AG(n;K))
the rank n projective (resp. a5ne) geometry associated to K and by PGn(K) (resp.
AGn(K)) its {point; line}-truncation. If K is the /nite /eld of order q, we also use,
respectively, PG(n; q); PGn(q); AG(n; q) and AGn(q). We denote by PG the class of
{point; line}-truncation of projective geometries of /nite rank ¿2, by A2 the class of
projective planes, and by Af the class of a5ne planes. We refer to Section 1 for the
notation c and AG.
Let L be a linear space. We denote by L∗ its dual, that is the geometry obtained
from L by interchanging the role of its points and lines. We use the same convention
for classes of linear spaces.
4.2.3. The geometry of points and lines of an arc
We recall that an arc of a projective space is a set of points no three of which are
collinear. Given an arc K of a projective space P, we call geometry of points and
lines of K the linear space induced by P on K (that is, the incidence structure provided
with symmetrized inclusion as incidence relation and having as 0-elements the points
of K and as 1-elements the lines containing two points of K).
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4.2.4. Diagrams and type sets
We shall need to consider diagrams for which, to our knowledge, there is no
usual notation in the literature. Therefore, we introduce here a notation for diagrams
which applies to them and generalizes those of linear diagrams appearing
in [6].
By default, every rank n diagram (or geometry) is over the type set {0; 1; : : : ; n−1}.
This convention de/nes a natural ordering on the set of types of diagrams and allows
us to assume that the types of a linear diagram label it in an increasing way from left
to right.
Let X (resp. Y) be a diagram (or a class of geometries) with type set I (resp. J )
and let i∈ I (resp. j∈ J ). We denote by Xi · Yj the diagram of rank |I | + |J | − 1
obtained by identifying the i-node of X with the j-node of Y. We call such a diagram
a Xi-extension of Yj. (The above de/nition can be easily generalized by replacing the
types i and j by sets of types but we do not need it here.) We shall not mention
the types i and j when they are, respectively, the last one of X and the /rst one
of Y.
For instance, c · A2 and c · Af∗ denote, respectively, the following diagrams
and the diagram (c · Af∗)1 · PG is a rank 4 diagram generalizing D4 as
follows.
We de/ned above a convention on the types of diagrams. However, it is sometimes
more convenient to name types in a di>erent way. For instance, we often use the terms
points and lines instead of 0- and 1-elements and we also use the term planes (resp.
blocks) for the 2-elements of an L · L-geometry (resp. L · L∗-geometry). Moreover, for
a geometry ( occurring as a residue of another geometry , it is sometimes more
clear to use a natural vocabulary of ( instead of the one inherited from . If we do so
and if some confusion is possible, we use quotes for the natural vocabulary of (. For
instance, given a point a of a (c · Af∗)1 · PG-geometry , we use the terms “points”
and “planes” of a to refer to the 2- and 3-elements of  that are in the truncated
projective geometry a.
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5. Dimensional dual hyperovals and c · AG∗-geometries
In this section, we associate to every d-dimensional dual hyperoval S of PG(m; q)
a c · AG∗d+1(q)-geometry (S) by considering an a5ne expansion in AG(m + 1; q)
and we give a link between the simple connectedness of (S) and the universality
of S. Next, we use these relationships on the one hand, to construct some c · AG∗-
geometries and on the other hand, to study the universality of some dimensional dual
hyperovals.
5.1. A circular space associated to the family S
Let S0 be the set of points of PG(m; q) that are contained in some member of S.
Note that, by (DH2), every point of S0 is in fact the intersection point of two
members of S. Hence (S;S0) provided with the symmetrized inclusion as inci-
dence is a circular space of order (1; qd + · · · + q). We denote this circular space by
C(S).
5.2. A c · AG∗-geometry associated to the family S
5.2.1. Construction of a geometry (S)
We refer to [4] for the de/nition and some properties of a5ne expansions (see also
[5] for the more general concept of parallel expansions).
The a5ne expansion of C(S) in AG(m + 1; q), namely the rank three geometry
provided with the incidence inherited from AG(m + 1; q) and de/ned by taking as
points those of AG(m+1; q), as lines, the lines of AG(m+1; q) whose point at in/nity
belongs to S0 and as blocks the (d+1)-dimensional subspaces of AG(m+1; q) whose
subspace at in/nity belongs to S is a geometry of order (q − 1; qd + · · · + q; 1)
belonging to the diagram AGd+1(q) · c∗ and satisfying (LL). Its dual (namely the
rank three geometry obtained by permuting the role of the points and the blocks) is a
geometry satisfying (LL) and belonging to the diagram c · AG∗d+1(q). We denote this
geometry by (S).
5.2.2. Some properties of (S)
Lemma 5.1. The dimensional dual hyperoval S satis1es (mI) if and only if (S)
satis1es (T ).
Proof. Assume /rst that (mI) fails to hold for S and let ;  and  be
members of S such that dim (∩ 〈; 〉)= k, with k¿2. Denote by ◦; ◦ and
◦ be the spaces ∩ 〈; 〉; ∩ 〈; 〉 and ∩ 〈; 〉, respectively. By assumption,
dim ◦= k. Hence, by symmetry between ;  and , we have that dim ◦=dim
◦= k (for indeed, ;  and  have the same dimension d and generate two
by two a space of dimension 2d). Clearly, ◦; ◦ and ◦ intersect two-by-
two in exactly one point. Moreover ◦ is included in 〈◦; ◦〉. Hence 〈◦; ◦; ◦〉 has
dimension 2k.
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Let W be an a5ne subspace of dimension 2k + 1 having 〈◦; ◦; ◦〉 at in/nity.
Then, in W , there exist 3 a5ne subspaces X ◦; Y ◦ and Z◦ (of dimension k + 1) not
through the same point and having, respectively, ◦; ◦ and ◦ as space at in/nity.
Since W has dimension 2k + 1, these subspaces intersect two-by-two in one line and
these lines are two-by-two disjoint since, by construction, these three subspaces do not
have a common point. Since ◦⊆ , there is an a5ne (d+ 1)-space X containing X ◦
and having  as space at in/nity. Let Y (resp. Z) be de/ned in a similar way with
respect to  and Y ◦ (resp.  and Z◦). Since S is a dimensional dual hyperoval, the
subspaces X; Y and Z intersect two-by-two in at most one line, and so their two-by-
two intersections do coincide with those of X ◦; Y ◦ and Z◦, respectively. Hence (T)
fails to hold in (S).
Assume now that (T) fails to hold in (S) and let X; Y and Z be a5ne (d+ 1)-
spaces such that X; Y and Z intersect two-by-two in a line without having a common
point. Denote by L; M and N these intersecting lines and by X ◦; Y ◦ and Z◦ the
subspace of X; Y and Z , respectively, which is generated by the two intersecting lines
it contains among L; M and N .
Let ;  and  be, respectively, the space at in/nity of X; Y and Z . Since X; Y
and Z have two-by-two a non-trivial intersection, the subspaces ;  and  are pair-
wise distinct, and so by (DH2), their intersection points are pairwise distinct. As a
consequence the three lines L; M and N are two-by-two skew. Hence the space Z◦
has dimension 3 and is contained in 〈X ◦; Y ◦〉. By projecting that con/guration on the
space at in/nity, we obtain that S does not satisfy (mI) (for indeed, the space at
in/nity of Z◦ is a plane which is contained in both  and 〈; 〉).
5.3. Application to c · AG∗-geometries
By considering the dimensional dual hyperovals An and M, we obtain a Cag-
transitive geometry satisfying (LL) and (T) and which belongs, respectively, to the
diagrams c · AG∗n(2) and c · AG∗3 (4). Note that none of these geometries is simply con-
nected. For indeed, it can be shown that the geometry (An) is a quotient (by an order
22
n−( n+12 ) subgroup) of an upper 3-truncated Coxeter complex of type D2n . Moreover,
(M) is a quotient by an order 2 subgroup of a simply connected c · AG∗3 (4)-geometry
de/ned in [13].
Flag-transitive semi-biplanes (i.e. c · c∗-geometries satisfying (LL)) are obtained by
considering the 2-transitive d-dimensional dual hyperovals Shn constructed by Yoshiara.
More precisely, the following hold [16,23]. The geometry (Shn ) is a quotient of
an upper 3-truncated Coxeter complex of type D2d+1 if and only if n= h; (Shn ) is
isomorphic to an elation semi-biplane if and only if n+h=d+1. In particular, S=Sd1
is simply connected since the elation semi-biplanes are known to be simply connected
[1]. Apart from the particular cases where n= h or n+h=d+1, the geometry (Shn )
is a new semi-biplane. Moreover, for d∈{2; 3; 4; 5; 6; 10; 12}, it can be shown that such
a geometry (Shn ) is simply connected. (The cases where d66 and d¿6 of the above
statement are due, respectively, to Pasini [16] and Yoshiara [23]; for d∈{2; 3; 4; 5}, a
proof of it can be deduced from [1] although, for d¿6, the proof has been obtained
with the help of a computer.)
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5.4. Universality and simple connectedness
Given a subspace W of the space at in/nity of the a5ne space AG(m + 1; q), we
denote by TW the group constituted of the translations of AG(m+ 1; q) the direction
of which belongs to W .
The following statement is easy to show and implies that if a geometry (S) is
simply connected, then the dimensional dual hyperoval S is necessarily universal.
Lemma 5.2. Given a dimensional dual hyperoval S of PG(m; q) admitting a quotient
S=W , the geometries (S=W ) and (S)=TW are isomorphic.
Note that the a5ne expansion of a universal dimensional dual hyperoval is not neces-
sarily simply connected; for indeed, as mentioned in Section 5.3, the a5ne expansions
in AG(6; 2) of the universal 2-dimensional dual hyperovals A3 and M are not simply
connected.
5.5. Applications to dimensional dual hyperovals
As mentioned above, it is in general not easy to determine whether a given dimen-
sional dual hyperoval is universal. However, in some situations, it is possible to use the
link given in Section 5.4 and to conclude by using results about c · AG∗-geometries.
It is the case for some of the d-dimensional dual hyperovals Shn de/ned in Sec-
tion 3.1(ii). More precisely, it follows from the discussions of Sections 5.3 and 5.4 that
the dimensional dual hyperoval Sd1 of PG(2d; 2) is always universal and that for n 
= h
and for d∈{2; 3; 4; 5; 6; 10; 12}, the dimensional dual hyperovals Shn of PG(2d + 1; 2)
are universal. Note that for the other d-dimensional dual hyperovals considered in
Section 5.3, the situation is di>erent since their associated c · AG∗-geometries are
not simply connected, and so the results of Section 5.4 do not say anything for
them.
6. Dimensional dual hyperovals and c · L-geometries
In Section 2.1.6, we have endowed every dimensional dual hyperoval S of PG(m; q)
with a structure of c · L-geometry. In this section, we discuss the c · L-geometries that
can be obtained in that way, and we prove Theorem 2.3.
6.1. Proof of Theorem 2.3
Proposition 6.1. M(S) is a geometry belonging to c · L. Moreover, given a member
 of F, the residue M(S) is isomorphic to the geometry of points and lines of the
arc L() of ∗ and given a member  of S, the residue M(S) is a linear space
whose points are those of the projective subspace  of PG(m; q) and whose lines are
subsets of the lines of the projective subspace .
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Proof. We /rst determine the residue of a member of S. By de/nition, the elements
of S0 that are incident with  are exactly the points of PG(m; q) that are included in 
and any such a point is equal to  for some ∈S. We now show that given  and
, there is a unique element of F to be incident with ,  and . The existence is
provided by . Let now  be an element of F incident with ;  and . Then, by
de/nition,  intersects each of  and  in one line. Clearly, these two lines do intersect
(for indeed, they are both in the plane ) and their intersection point belongs to both 
and , that is it is . Hence = . The second statement and the fact that the residue
of an element of S0 is a generalized digon immediately follows from the de/nition.
At this stage, it is straightforward to deduce that the /rst statement holds.
By Proposition 6.1, given a member  of a dimensional dual hyperoval, the residue
M(S) is a linear space which can be obtained from the projective subspace  of
PG(m; q) by splitting some of its lines into shorter lines. In general, this linear space
is not isomorphic to the natural linear space associated to the projective subspace .
More precisely, the following holds.
Proposition 6.2. Given a d-dimensional dual hyperoval S, the geometry M(S) be-
longs to c · PGd(q) if and only if S satis1es (H).
Proof. In view of Proposition 6.1, it su5ces to show that (H) holds for S if and
only if for any choice of 4 members ; ;  and $ of S such that the three points
,  and $ of the projective subspace  are collinear in the projective geometry
PG(m; q), then the three elements ,  and $ of M(S) have a common incident
element of F.
Let ,  and  be three members of S and let L be the line  ∩ . Then the arc
L() is a hyperoval of ∗ if and only if each member of S containing a point of
L\{; } intersects  in one line, that is the points ,  and $ have a common
incident “line” of M(S) whenever the three points ,  and $ are collinear in
PG(m; q). The conclusion easily follows.
Theorem 2.3 is now proved since it summarizes Propositions 6.1 and 6.2.
We have observed in Section 3.4 that condition (mI) implies condition (∗) which
in turn implies condition (H). As a consequence, by Proposition 6.2, for every d-
dimensional dual hyperoval S satisfying (∗) (and in particular every dimensional dual
hyperoval satisfying (mI)) the geometry M(S) belongs to c · PGd(q). Note that more-
over, for such a dimensional dual hyperoval S, the geometry M(S) can be de/ned,
more naturally maybe, by taking symmetrized inclusion for the incidence between the
members of S0 ∪F.
6.2. ddh-representable c · L-geometries
Given a c ·L-geometry , we say that  is ddh-representable if there is a dimensional
dual hyperoval S such that M(S) and we say that S is a ddh-representation of .
If moreover S is universal, then we say that S is a universal ddh-representation of .
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6.2.1. Universal ddh-representations
The following statement is easy to show.
Lemma 6.3. Given a dimensional dual hyperoval S of PG(m; q) admitting a quotient
S=W , the geometries M (S=W ) and M (S) are isomorphic.
In view of Lemma 6.3, universal ddh-representations of c · L-geometries are specially
interesting and the following question arises.
Question 6.1. Given a ddh-representable c · L-geometry, is its universal ddh-
representation necessarily unique?
In terms of dimensional dual hyperovals, the above question asks for a converse state-
ment to Lemma 6.3. More precisely, it can be translated as follows. Given
2-dimensional dual hyperovals S and S′, such that M(S)M(S′) does there nec-
essarily exist a dimensional dual hyperoval OS such that S= OS=W and S′= OS=W ′ for
some subspaces W and W ′ de/ning a quotient of OS?
Note that it follows from Lemma 6.3 and Proposition 6.2 that condition (H) is
invariant under taking quotients (that is, given a dimensional dual hyperoval S of
PG(m; q) admitting a quotient S=W , the dimensional dual hyperoval S satis/es (H) if
and only if S=W does).
6.2.2. ddh-representable c · PG-geometries
Let S=An. Then, it follows easily from some well-known properties of the
Grassmann variety of lines of PG(n; 2) that M(S) is equal to 3-AG(n; 2). Similarly,
from the properties of S=M given in [14], it immediately follows that M(S)=
(3; 6; 22). In other words, the dimensional dual hyperovals An andM are ddh-represen-
tations of 3-AG(n; 2) and S(3; 6; 22), respectively.
The following question naturally arises:
Question 6.2. Are S(3; 6; 22) and 3-AG(n; 2) (n¿3) the only c · PGd(q)-geometries
to be ddh-representable?
The case where d=2 is completely under control: each c · PG2(q)-geometry (where
q is a prime power ¿2) admits a universal ddh-representation. For indeed, it is well-
known that AG(3; 2) and S(3; 6; 22) are the unique c · PG2(q)-geometries. Moreover,
by Corollary 2.2, each c · PG2(q)-geometry admits a unique ddh-representation as
dimensional dual hyperovals satisfying (mI) and we have seen in Section 2.1.4 that
these ddh-representations are universal. The situation for d¿2 is more complicated and
we will not start a discussion here.
6.2.3. More ddh-representable c · L-geometries
As mentioned in Section 3.1(ii), the dimensional dual hyperoval Shn satis/es (H) if
and only if n= h. Hence, Proposition 6.2 implies that the geometry M(Shn ) belongs
to c · PGd(2) if and only if n= h. As a consequence, by considering the case where
n 
= h, we obtain in this way some ddh-representable c · L-geometries which are neither
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S(3; 6; 22) nor a 3-AG(d+1; 2), d¿ 2. Moreover, in the case where n= h, the geometry
M(Shn ) belongs to c · PGd(2) and it is not unlikely that this geometry is in fact
3-AG(d+1; 2). (Note that this holds for d=2 since AG(3; 2) is the unique c · PG2(2)-
geometry.)
Note that the c · L-geometry M(S) does not necessarily admit orders. For indeed,
it does if and only if there is a constant k (with 36k6q+2) such that the set L()
has size k for each plane  of F, and the latter condition is not necessarily satis/ed
as shown by the below remark. However, for a “regular enough” dimensional dual hy-
peroval, as for instance the 2-transitive dimensional dual hyperovals of Section 3.1(ii),
it is not unlikely that the geometry M(S) is a representation of some “interesting”
c · L-geometry.
Here many questions arise. In particular, the following one arises.
Question 6.3. Which are the ddh-representable c · L-geometries?
Remark 6.2.3.1. We show here that for the Del Fra dimensional dual hyperoval S
mentioned in Section 3.1(iv), the geometry M(S) does not admit orders. Let
{e1; : : : ; e6} denote the canonical basis of the vector space (GF(2))6, let S be the set
of members of S intersecting  in one line, and let Fi be de/ned as {∈F | |S|= i}.
Then, none of the sets F3 and F4 is empty. For indeed, on the one hand, = 125
belongs to F3 since the point e1 +e3 has the property to be on the line 1 ∩  but also
to be the unique intersection point of 7 with  and on the other hand, 124 belongs
to F4 since 3 also intersects 124 in one line. As a consequence, the geometry
M(S) has two kinds of planes of respective size 3 and 4.
7. Proof of Theorem 2.1 and Corollary 2.2
In this section, we prove our main results on dimensional dual hyperovals. We /rst
prove Lemma 2.7.
7.1. Proof of Lemma 2.7
7.1.1. Zsigmondy’s lemma
Let a and d be positive integers. A prime divisor of ad−1 is a prime number divising
ad−1 but none of the numbers ak−1, where 0¡k¡d. It is easy to see that “if a prime
divisor of ad−1 divides am−1, then m is a multiple of d”. Hence we also have that
“if a prime divisor of a2d−1 divides am+1, then m is a multiple of d ”.
Zsigmondy’s Lemma states that “ad−1 has always a prime divisor, except when
d=2 or (d; a)= (6; 2)”.
7.1.2. Proof of Lemma 2.7
Let q be a prime power and let -i = qi + · · · + q + 1. The number of planes of a
c · PGd(q)-geometry is (-d+1)-d-d−1=(q+1)(q+2). Hence, if a c · PGd(q)-geometry
exists, then q+ 2 divides (-d + 1)-d-d−1=q+ 1.
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Let  be a c · PGd(2h)-geometry. Put F(d)= (2d+1+(−1)d)(2d − (−1)d)(2d−1 +
(−1)d). Then, by applying the above divisibility condition to the case where q=2h,
we obtain that the following divisibility condition holds: (1) 33: (2h−1 + 1) divides
F(d). In particular, the following holds: (2) (2h−1 +1) divides F(d). If h−1 is an odd
multiple of three, condition (1) is stronger than condition (2): it also implies that at
least one number in {d− 1; d; d+1} is multiple of 9. This ends the case where h=4.
We now assume that h 
=4 and we use condition (2) to show that (ii) holds. Since
h 
=4 and h¿3, we can apply Zsigmondy’s Lemma. The number (22(h−1)−1) has thus
a prime divisor p. Then, p divides (2h−1 + 1). Hence, p divides at least one of the
three factors of F(d). The result immediately follows from the above observations on
prime divisors.
7.2. Proof of Theorem 2.1 and Corollary 2.2
Let S be a d-dimensional dual hyperoval of PG(m; q). If S satis/es (mI), then, by
Lemma 2.6, the geometry (S) de/ned in Section 2.2.3 (see also Section 5.2) is a
c · AG∗d+1(q)-geometry satisfying (LL) and (T). We may thus apply Corollary 2.5 to
(S). This ends the proof of Theorem 2.1 and shows that, when d=2, only q=2 or
q=4 can occur.
At this stage, Corollary 2.2 immediately follows from Fact 1 and the observation
that a 2-dimensional dual hyperoval satisfying (mI) is de/ned only in projective spaces
of dimension at least /ve.
Alternate proof of Theorem 2.1 (and of its (H)-version) 7.2.1. Let S be a d-dimen-
sional dual hyperoval of PG(m; q) satisfying (H). By de/nition of (H), and since
(dual) hyperovals only exist in projective planes of even order, q must be even,
say q=2h. By Theorem 2.3, the geometry M(S) de/ned in Section 2.1.6 is a c ·
PGd(2h)-geometry. Then, by Lemma 2.7, the parameters d and h must satisfy the di-
visibility condition given in Lemma 2.7. At this stage, the statement obtained from
Theorem 2.1 by replacing (mI) by (H) is proven. Moreover, we showed in Section 3.4
that condition (mI) is (strictly) stronger than (H). Theorem 2.1 immediately follows.
8. More geometries associated to dimensional dual hyperovals
In Sections 5 and 6, we have associated some geometries to every dimensional dual
hyperoval of PG(m; q): on the one hand, a c · AG∗-geometry (S) and on the other
hand, a c · L-geometry M(S). In this section, de/ne some other structures.
8.1. A rank 4 geometry
By taking the a5ne expansion in AG(m + 1; q) of M(S), we obtain a rank 4
geometry (S) over the diagram (c · Net∗)1 · L, where Net denote the class of nets.
Note that, as for M(S), this geometry does not necessarily have orders. However, if
S satis/es (H), then (S) belongs to (c · Af∗)1 · PGd(q).
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By considering the dimensional dual hyperovals given in Section 3.1, some inter-
esting rank 4 geometries are obtained in this way: a Cag-transitive (c · Af∗)1:PGn−1-
geometry which is in fact a truncation of a Cag-transitive (c · Af∗)1:An−1-geometry, a
Cag-transitive (c · Af∗)1:PG2(4)-geometry and some geometries over (c · c∗)1: L.
Note that the geometries (S), M(S) and (S) are related. For indeed, (S) is
a truncation of (S) and M(S) occurs as a point residue inside (S). Moreover, if
(mI) holds for S, then the geometry ((S)) constructed in Section 9.3.2 is de/ned
and is isomorphic to the geometry obtained from (S) by interchanging the role of
its points and blocks.
8.2. A remark about a linear space associated to S
In Section 5, we have endowed every dimensional dual hyperoval S of PG(m; q)
with a structure of circular space C(S). Let us point out that another linear space
C′(S) can be associated to S by taking as points the members of S, as lines the
spaces 〈; 〉, where  and  are distinct members of S and provided with symmetrized
inclusion as incidence relation.
If  and  are the only members of S to be contained in the space 〈; 〉, then
the linear spaces C(S) and C′(S) are isomorphic. However, this does not always
hold (for indeed, for S as in Section 3.1(iv), C(S) is a circular space of 8 points
although C′(S) is the 3-dimensional projective space which is the sum of a point and
PG(2; 2)).
9. c · AG∗-geometries
In this section, we prove Theorem 2.4 and Corollary 2.5.
9.1. Preliminaries
9.1.1. Notation
We /rst introduce a notation for c ·AG∗-geometries. Let  be such a geometry and let
a be a point of . Then, by de/nition, ∗a is isomorphic to the {point, line}-truncation
of some rank n a5ne geometry (. Moreover, it is well-known (see Section 9.2.1) that
if n¿3 and if all lines of ( are thick, then the {point, line, plane}-truncation of ( can
be uniquely reconstructed from ∗a . We denote this rank three geometry by AGa.
9.1.2. Properties (LL) and (T)
Conditions (LL) and (T) have been de/ned in the Introduction for a c · AG∗-
geometry. In this section, we de/ne them in a more general context and we make
some comments on them.
Generalities 9.1.2.1. Let  be a geometry with distinguished elements called points
and lines. Two distinct points of  are said to be collinear if they have a common
incident line.
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We recall that (LL) denotes the following axiom:
(LL) Any two points of  are incident with at most one line.
When (LL) holds in a geometry, we often denote by ab the unique line incident
with two collinear points a and b and we say that “a point is on a line”, etc. instead
of “a point is incident with a line”, etc.
A triangle of  is a set of three pairwise collinear points which is not incident
with any line. We recall that given a geometry  with distinguished elements called
points, the point-shadow of a Cag F of  is the set of points of  that are incident
with F and the point-shadow geometry of  is the structure whose elements are the
point-shadows of the non-empty Cags of , provided with symmetrized inclusion as
incidence relation. (Note that this structure is not always a geometry; we refer to Pasini
[15, Chapter 5] for more details.)
L · L∗-geometries with (LL) and (T) 9.1.2.2. We recall that for an L · L∗-geometry ,
condition (LL) is equivalent to the intersection property (IP) (see, for instance, [15]).
In particular, the following hold for a geometry  satisfying (LL):
(i) If two points of a line are incident with a plane, then the line is incident with
the plane;
(ii) Distinct planes of  have at most one line in common. In particular, each plane
of  may be identi/ed with its point set.
In view of the above, an L · L∗-geometry satisfying (LL) is isomorphic to its point-
shadow geometry, and so we often identify these two geometries.
The following result is straightforward and will be used freely.
Lemma 9.1. Let  be an L · L∗-geometry satisfying (LL) and (T ). Then; for every
triangle T of ; there is a unique block incident with T; this block being incident
with every line containing two points of T. In particular; lines incident with two
points of a triangle have a common block.
Property (T) for “D4-like” geometries 9.1.2.3. Let  be a rank four geometry over
{0; 1; 2; 3} whose 0- and 1-elements are called, respectively, points and lines and such
that the incidence graph of the line residues of  are complete tripartite graphs.
We say that  satis1es property (T ) if any triangle of  is incident with some
Cag of type {2; 3} of . A motivation of such a de/nition is given in the next
paragraph.
A remark on property (T) 9.1.2.4. The present paragraph is not necessary for the un-
derstanding of the paper. We gave above a de/nition of property (T) for an L · L∗-
geometry and for a “D4-like” geometry. However, for such geometries, condition (T)
is equivalent to another condition, called (T0), and which is de/ned as follows for a
geometry  having a distinguished type called point.
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(T0) In the point-shadow geometry of , every triangle is incident with some plane.
Condition (T) can thus be de/ned in a uni/ed way and in a more general context; we
do not say more about this here.
9.2. Partitioned sets of a geometry
Let  be a geometry and let X be a set of elements of  provided with a binary
relation R. A R-partitioned set of  is a subset S of X with the property that the
restriction of R to the set S is an equivalence relation. If the relation R makes sense
in some truncation ′ of , we also call S an R-partitioned set of ′.
Given a point x of such a set S, we denote by S(x) the set of elements of S that
are in the relation R with x. The collection {S(x) | x∈ S} is a partition of S. Hence,
we call its members classes of S.
In this section, we de/ne some partitioned sets in the a5ne geometry AG(n;K) as
well as in  and we establish a relation between them.
9.2.1. 
∼-partitioned sets in a?ne geometries
Let A denote the a5ne geometry AG(n;K). In this section, we consider the re-
lation “to be disjoint or equal” (notation: 
∼) on the set of lines of A and we
study the associated 
∼-partitioned sets. Note that this relation makes sense in the
{point; line}-truncation AGn(K) ofA. We often identify the planes ofA with their line
sets.
A 
∼-partitioned set of A is said to be planar if it contains at least 3 classes, one
of which is of size at least two and another of size at least three.
The following is easy to show.
Lemma 9.2. For |K|¿3; (the line sets of) the planes of A are planar 
∼-partitioned
sets of A.
We say that two lines of A are secant if they have a common incident point and
we denote by ∼ the relation “to be secant”. The ∼-extension of a 
∼-partitioned set S
is the set of lines of A that are secant to at least two elements of some class of S. We
now show that the planes of A can be characterized in terms of planar 
∼-partitioned
sets.
Lemma 9.3. Every planar 
∼-partitioned set S of A is contained in a (unique) plane
of A. Moreover this plane contains also the ∼-extension of S. In particular; the
union of S and of its ∼-extension is 
∼-partitioned.
Proof. Clearly, if a plane contains a set of two parallel lines, then it contains also
its ∼-extension. Moreover, every set of lines that is included in some plane is 
∼-
partitioned since the line set of every plane of A has the same property. It su5ces
then to show the /rst statement. Obviously, if such a plane 0 exists, then it is unique.
We now show the existence. We /rst do a preliminary step.
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Let T be a 
∼-partitioned set of A which is the union of the following classes:
{L}; {M} and N, where N is of size 3. Then, by de/nition, every line of T\{L}
intersects L. In particular, there is a plane 0 of A containing the two lines L and M .
Moreover, 0 contains at least two lines of N. Indeed, every line of N intersects
both L;M . However, the lines of N are pairwise disjoint, and so at most one of them
contains the intersection point of L and M . The other lines of N are clearly included
in 0. Hence, given a set T as above, there is a plane 0 of A containing the lines L
and M and at least two lines of N.
Let S be a planar 
∼-partitioned set of A. Then, by de/nition, S contains at least
three classes L, M and N, with M of size at least two and N of size at least three.
By the preliminary step, given a line L of L and a line M of M, there is a plane 0 of
A containing the lines L and M and at least two lines ofN, say N1 and N2. The lines
N1 and N2 are parallel (since they are coplanar). Hence, 0 contains the ∼-extension
of {N1; N2} and, in particular, 0 contains M. Similarly, 0 contains S\M, since S\M
is contained in the ∼-extension of M. The existence of a plane containing S is now
proved.
Note that the above statement is not valid for a 
∼-partitioned set consisting of two
classes or of three classes of size two (for indeed, otherwise a hyperbolic quadric and
a tetrahedron of AG(3;K) would be, respectively, counter-examples for these cases).
The following statement is an immediate consequence of Lemmas 9.2 and 9.3.
Lemma 9.4. For |K|¿3; the maximal planar 
∼-partitioned sets of A are precisely
the line sets of the planes of A.
Therefore, the following holds:
Lemma 9.5. Let P and L denote, respectively, the point set and the line set of
AGn(K). Let U denote the set of maximal planar 
∼-partitioned sets of AGn(K) and
let the incidences be de1ned as follows: the incidence between the elements of P and
L is that inherited from AGn(K); an element S of U is said to be incident with
every line L of L that is included in S and with every point x of P that is incident
(in AGn(K)) with a line included in S. If |K|¿3; then U is not empty and (P;L;U)
provided with the above de1ned incidence relation is isomorphic to the { point; line;
plane}-truncation of AG(n;K).
9.2.2. 
⊥-partitioned sets of 
From here on,  is a c · AG∗-geometry satisfying (LL) and (T) such that every
dual point residue of  is an a5ne space of dimension and order at least three. In
this section, we consider the relation “to be non-collinear or equal” (notation: 
⊥) on
the point set of  and we study the associated 
⊥-partitioned sets by establishing some
link with the 
∼-partitioned sets of the residual a5ne geometries of .
We /rst introduce some de/nitions. For every point a of , we denote by a⊥ the
set of points distinct from a that are collinear with a. For every set S of points of 
and every point a of S, we denote by Sa the set of lines of  through a and another
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point of S. Note that, since the lines of  have size two, the line set Sa bijectively
corresponds to the set of points of S ∩ a⊥.
A 
⊥-partitioned set S of  is said to be planar if it contains at least 4 classes, one
of which is of size at least two and, two more which are of size at least three.
Lemma 9.6. Let S be a non-empty set of points of . If S is 
⊥-partitioned; then
for every x∈ S; Sx is 
∼-partitioned. Conversely; if Sx is 
∼-partitioned for some x∈ S;
then (S ∩ x⊥)∪{x} is 
⊥-partitioned. Moreover; a 
⊥-partitioned set S is planar if and
only if for every x∈ S; the set Sx is planar.
Proof. The /rst two statements are direct consequences of the fact that (T) holds in 
and that the block residues of  are circular spaces. The third statement immediately
follows from the de/nitions.
Lemma 9.7. Let S be a maximal planar 
⊥-partitioned set of ; then; for every x∈ S;
the set Sx is a maximal planar 
∼-partitioned set of x.
Proof. We /rst establish a preliminary result. Let T be a 
⊥-partitioned set of . For
x∈T , we denote by OT x the set of points a in x⊥ such that a⊥ contains at least two
points of some class of T\T (x). Note that, since T is 
⊥-partitioned, the sets T ∩ x⊥
and T\T (x) do coincide. Moreover, the set OT x has been de/ned in such a way that
it is in a 1-to-1 correspondence with the ∼-extension of Tx. Therefore, it immediately
follows from Lemmas 9.6 and 9.3 that, if Tx is planar, then the set (T\T (x))∪ OT x is

⊥-partitioned.
Let S and x be as in the statement. Then, by Lemma 9.6, the set Sx is a planar

∼-partitioned set of x. We now show its maximality. Assume by way of contradiction
that there exists a point a in x⊥\S such that Sx ∪{ax} is a 
∼-partitioned set of x. Then,
by Lemma 9.6, the set T =(S\S(x))∪{a; x}, is 
⊥-partitioned. Therefore, it su5ces to
show that a is collinear with every point of S(x) to reach a contradiction with the
maximality of S.
Since S is planar, there are three classes C1; C2 and C3 of S\S(x) such that |Ci|¿i,
for all i=1; 2; 3. Moreover, since S is 
⊥-partitioned, the sets {x}, C1, C2 and C3 are
included in distinct classes of T . Let us choose a point y in C2 or in C1 according to
whether {a} and C1 are included in the same class of T or not. Then, by construction,
a is collinear with y (in particular, a∈T\T (y)) and moreover the set Ty is planar,
and so by the /rst step, the set (T\T (y))∪ OTy is 
⊥-partitioned. Moreover, both a
and S(x) are included in that set (for indeed, S(x)⊂ OTy since every point of S(x) is
collinear with every point of {y}∪C3 and we observed above that a∈T\T (y)); a
contradiction.
9.2.3. Af-sets of 
Let us call Af-sets of  the maximal planar 
⊥-partitioned sets of . Note that every
Af-set is connected; i.e. the restriction of the collinearity graph of  to an Af-set is a
connected graph (for indeed, this holds more generally for every 
⊥-partitioned set of
 with at least two classes).
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We recall that in view of Lemma 9.4, given a point a of , the maximal 
∼-
partitioned sets of the 2-truncated a5ne geometry ∗a do coincide with the planes of
the 3-truncated a5ne geometry AGa. From here on, we freely use that identi/cation.
Lemma 9.8. Let a be a point of ; let 0(a) be a “plane” of AGa and let S be the
set of points b of  such that the line ab of AGa is “contained” in the “plane” 0(a)
of AGa. Then S is contained in a unique Af-set of .
Proof. By de/nition, Sa is the set of lines of a “plane” of AGa, and so by Lemma 9.6
and since every point of S is collinear with a, the set S is 
⊥-partitioned. Clearly,
each class of Sa is of size at least three and there are at least three classes in Sa.
It immediately follows that the 
⊥-partitioned set S is planar. As a consequence, there
exists (at least), a maximal planar 
⊥-partitioned set T containing S.
By Lemma 9.6, Sx is a planar 
∼-partitioned set for every x∈ S. However, by
Lemma 9.7, Tx is a maximal planar 
∼-partitioned set, and so, by Lemma 9.4, and
since an a5ne plane is uniquely determined by any two of its lines, Tx is uniquely
determined by Sx.
Therefore, for each x∈ S, the set T\T (x) is uniquely determined by S\S(x). More-
over, by de/nition, the classes of T are pairwise disjoint and S contains at least two
classes. The uniqueness of T immediately follows.
Note that, by the above result, there exist Af-sets in the geometry . Moreover, the
following holds.
Proposition 9.9. Let S be an Af-set of . Then; for every x∈ S; the set Sx is the set
of lines of a “plane” of the a?ne geometry AGx. This de1nes a 1-to-1 correspondence
between the Af-sets of  containing a given point x of  and the “planes” of the
a?ne geometry AGx.
Proof. The /rst statement is a rewriting of Lemma 9.7. The second statement is a
direct corollary of the /rst one and of Lemma 9.8.
9.3. Construction of a rank 4 geometry
9.3.1. c · Af∗-subgeometries
For every Af-set 3 of , we de/ne a structure (3) as follows: the points of (3)
are those of 3, the lines and the blocks of (3) are, respectively, those of  intersecting
3 in at least two points; the incidence is that inherited from  (namely, symmetrized
inclusion).
Proposition 9.10. For every Af-set 3 of ; the structure (3) is a c · Af∗-geometry
satisfying (LL) and (T).
Proof. Since (3) is a substructure of  containing any element of  incident with
at least two points of 3, it satis/es (LL) and (T), and its block and line residues are,
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respectively, circular spaces (of size at least two) and generalised digons. Moreover,
as Af-sets are connected, this structure is connected.
Let a be a point of 3. Then by Proposition 9.9, 3a is the set of lines of some
“plane” of the a5ne geometry AGa. Moreover by de/nition of (3), the blocks of
(3) through a are exactly those of  that are incident with one of these lines and the
set of lines of (3) through a is 3a. At this stage, it immediately follows that (3)
is indeed a (connected and /rm) geometry and that it belongs to the diagram of the
statement.
Lemma 9.11. Every triangle of  is contained in a unique Af-set of .
Proof. Let T = {a; b; c} be a triangle of . Then by (T) the lines ab and ac are
“coplanar” in the a5ne geometry AGa. Moreover, by Proposition 9.9, every Af-set
containing T has to contain the points d of  such that the line ad belongs to the
“plane” of AGa, generated by these two lines. Therefore, the existence and uniqueness
of an Af-set of  containing T follows from Lemma 9.8.
9.3.2. A rank 4 geometry
To the geometry , we associate here a rank 4 structure () whose 0-, 1- and 2-
elements are those of  and whose 3-elements are the Af-sets of ; the incidences are
de/ned as follows: an element of  is said to be incident in () with a 3-element 3
of () if it belongs to the geometry (3), the other incidence being the ones inherited
from .
Proposition 9.12. () is a residually connected (1rm) geometry over the diagram
(c · Af∗)1 · PG such that for every point a of ; the residue ()a is the 3-truncation
of the a?ne geometry naturally associated to the a?ne space ∗a . Moreover ()
satis1es (LL) and (T).
Proof. Let a be a point of (). Then, by construction, the {2; 1}-truncation of ()a
is ∗a , that is the {point; line}-truncation of a a5ne geometry ( of rank n¿3. We
now show that the structure ()a is the {point; line; plane}-truncation AGa of (.
By Proposition 9.9, the 3-elements of ()a are in 1-to-1 correspondence with the
“planes” of AGa. Moreover, this identi/cation de/nes an isomorphism between these
two geometries. For indeed, by Proposition 9.9, we can identify the 3-elements of
()a with the set of 1-elements of ()a that are incident with them; moreover, by
de/nition of the incidence of (), a 3-element of ()a is incident with a 2- or 1-
element of ()a if and only if they have a common incident 1-element; it su5ces then
to use Lemma 9.5. The incidence graph of the residue of each 1-element of () is a
complete tripartite graph (for indeed, by construction, a 2- and a 3-element for ()
are incident if and only if they have a common line). The residues of the 3-elements of
() have been determined in Lemma 9:10; they are (connected) geometries belonging
to c ·Af∗. Note that the residues of the 3-elements of () are also connected since they
are erection of linear spaces. As a consequence, it su5ces to show the connectedness
of () to show its residual connectedness. The connectedness (resp. /rmness) of
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() follows from that of  and from those of the geometries AGa, where a is a
point of .
At this stage, it is easy to see that () is indeed a geometry. Moreover, by
Lemma 9.11 and since  satis/es (T), the geometry () satis/es (T). The result
immediately follows.
9.4. Proof of Theorem 2.4 and Corollary 2.5
Proposition 9.12 ends the proof of Theorem 2.4. We now prove Corollary 2.5.
Let  be a c · AG∗n(q)-geometry satisfying (LL) and (T). To prove Corollary 2.5,
we may assume that q 
= 2. Therefore, by Proposition 9.12,  can be erected into a
rank 4 geometry () over the diagram (c · Af∗)1 · PG and () satis/es (LL). In
particular, the residues of cotype 3 of () are c · Af∗-geometries of order q satisfying
(LL). However, it is known that such geometries only exist for q even (see [17]).
Moreover, if n=3, then the residues of cotype 2 of () are c · A2-geometries of
order q and it is well-known that such geometries only exist for q=2 or 4. Corollary
2.5 immediately follows.
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