Abstract The forward premium puzzle (FPP) is the negative correlation between the forward premium and the realized exchange rate return, which has been found in numerous empirical studies based on foreign currency forwards. This paper contributes by using futures data instead of forwards to complete the maturity spectrum at the (multi-) day level. We find that the correlation is positive for very short maturities, and has a negative tendency that slowly becomes stronger as the number of days to maturity is increased to the monthly level. Using futures data allows us to control for the influence of an unobserved factor present in each contract. Once we do this, we find that the coefficients on the forward premium hover around one. Finally, we show that the latent factor is related to conventional proxies of currency risk and is significantly affected by domestic
Introduction
According to the Expectations Hypothesis (EH), forward exchange rates should be efficient predictors of future spot exchange rates. The hypothesis, which assumes rational expectations and risk neutral speculators, is an important building block of models of international macro and finance. Its empirical support, however, is weak at best. Fama (1984) first reported that, in a regression of monthly foreign exchange returns on monthly forward premiums, the estimated slope coefficient is negative instead of being one. This result has become known as the 'forward premium puzzle' (FPP) and is the subject of a large body of empirical research; see e.g. Froot and Frankel (1990) and Engel (1996) for overviews. Froot and Frankel (1990) find that the average estimate of the slope coefficient in over 75 published empirical studies is −0.88. This suggests that market participants may not even be able to predict the direction of exchange-rate changes correctly. While the vast majority of this literature has used forward exchange rates from the most liquid markets with maturities ranging from one to twelve months, Yang and Shintani (2006) consider maturities of one day, one, two, and three weeks, one, two, three, and six months, and one year and find that the slope coefficient is around zero for their shortest maturity and declines as the length of the contract increases. Thus, the strength of the FPP may be a function of the maturity of the forward contract, i.e., the length of the time horizon for which exchange rate expectations are formed, a result which is reminiscent of a similar finding in empirical tests of uncovered interest rate parity. 1 Various explanations of the FPP have been offered. One branch of the literature argues that the forward premium contains a time-varying risk premium which is negatively correlated with the expected change in the exchange rate (compare e.g. Fama, 1984; Hodrick and Srivastava, 1987; and Hsieh, 1984) . Another branch argues that the forward premium contains a systematic forecast error due to learning about regime shifts, Peso prob-lems, or irrational information processing, see e.g. Bilson, 1981; Mark and Wu, 1998; Krasker, 1980; Rogoff, 1985; Evans and Lewis, 1995; Lewis, 1989; Gourinchas and Tornell, 2004. Following McCallum (1994) , Meredith and Ma (2002) argue that the estimate of the slope coefficient is biased due to the response of monetary policy to output and inflation which in turn are correlated with the exchange rate. Recently, Wincoop (2006, 2007) argue that infrequent portfolio revisions and incomplete information processing can explain the FPP.
In this paper, we present new tests of the EH based on exchange rate futures rather than forward contracts. While data for forward contracts are available only for fixed maturity horizons, futures contracts have fixed delivery dates. Since futures contracts are traded in secondary markets, we can take futures rates from the first to the last trading day of a given contract and construct the full maturity spectrum of futures premiums in daily units. While the differences in trading mechanisms, default, or liquidity premiums between forward and futures contracts might cloud the comparability of the two, empirical studies suggests that this is not the case; see e.g. Cornell and Reinganum, 1981; Hodrick and Srivastava, 1987; Polakoff and Grier, 1991; Chang and Chang, 1990 and Hull, 2006) . Moreover, at monthly maturities our futures data generate the same results as the forward data.
To our knowledge, no other study has used futures data for this purpose.
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The nature of our data allows us to vary the time horizon over which expectations are formed from one day all the way up to six months. We find that the slope coefficient is indeed decreasing in the length of the maturity horizon. For maturity horizons shorter than one month, it is generally positive, and, for horizons up to the three weeks, the EH is not rejected by the data. For maturity horizons longer than one month, the slope coefficients become negative. Thus, the FPP seems to emerge only gradually as the time horizon over which expectations are formed increases. Furthermore, we show that the slope coefficient can be represented as a quadratic function of the length of this time horizon with an intercept equal to one, a negative linear term, and a positive quadratic term. Thus, although this is not contained our sample, our results are compatible with the hypothesis that the FPP disappears for very long maturity horizons, which is consistent with recent findings in the 2 Hodrick and Srivastava (1987)use data from three-months futures contracts to test a hypothesis related to the EH, i.e., that the futures rate at time t from a contract expiring in t+k is an efficient predictor of the futures rate at time t+1 from the same contract. They find evidence rejecting this hypothesis.
empirical literature on uncovered interest rate parity.
Based on these results, we apply a common factor model to model foreign exchange returns as the sum of the futures premium an unobserved factor varying over time and with maturity. Our estimates of this model using Pesaran's (2006) common correlated effects (CCE) estimator show that, once one corrects for the presence of the unobserved factor, the slope coefficient on the futures premium turns significantly positive. These results support Fama's explanation of the FPP as an omitted-variable bias.
To explore its nature further, we extract a time-series approximation of the latent factor associated with each futures contract in our sample. First, we find that it is significantly correlated with measures of currency risk that have been used elsewhere in the literature. Next, we show that the unobserved factor is also correlated with a number of potential determinants of currency risk including sovereign credit ratings, the general risk attitude of global investors, and some monetary variables, which is inline with recent results by Burnside, Eichenbaum, Kleshchelski and Rebelo (2006) . Together, these results are consistent with the notion that the latent factor is a risk premium.
The remainder of this paper proceeds as follows. Section 2 restates the FPP and describes the data. Section 3 presents our tests of the EH. Sections 4 introduces the CCE estimator and shows the estimation results, and in section 5 we analyze the nature of the unobserved factor. Section 6 concludes.
The Expectations Hypothesis and Futures Data
Let s t denote the log of the spot exchange rate at time t and f t t−m be the log of the futures exchange rate at time t − m with delivery at time t and maturity m. Under the EH, f t t−m should be an efficient predictor of the spot exchange rate s t . This could be tested empirically by regressing s t on f t t−m . However, exchange rates are known to be nonstationary 3 , and one cannot test the EH in levels. Instead, a lagged spot exchange rate is subtracted from both to obtain stationary data.
Under the EH, α = 0 and β = 1. Our empirical work uses daily closing spot exchange rates and daily closing prices for three-months futures contracts for US$/DM, US$/GBP, and US$/Yen exchange rates. After the introduction of the Euro, we use US$/EUR rates instead of US$/DM rates. The delivery dates for the futures contracts are the third Wednesday of March, June, September, and December. Our data set contains 59 futures contracts with settlement days between 11 June 1993 and 26 June 2007. For each contract we consider the futures prices with a maturity running from one day to six month or 125 business days. Let k = 1, ..., 59 be the index for the delivery dates of the individual futures contracts and m ∈ {1, ..., 125} the length of time to maturity. Each day in our sample is defined by a tuple (m, k) which denotes m days before the delivery date k. Define y m,k = s 0,k − s m,k and x m,k = f k m,k − s m,k . With these definitions, we rewrite regression equation (1) as follows:
Under the EH, α m = 0 and β m = 1 for all m ∈ {1, ..., 125}. We call equation (2) the Fama Regression.
Estimating equation (2) separately for each currency leaves us with just 59 observations for each maturity, m. In order to increase the number of observations for each maturity, we pool the data for the three exchange rates, resulting in 177 observations for each maturity m. Theoretically, pooling is motivated by the no-arbitrage condition between our individual currencies with their cross-currencies. This requires that the slope coefficients β has to be the same across currencies. To assure that pooling is empirically feasible, we test for equality of the regression coefficients in equation (1) across the three currencies. The p-values of these tests are reported in Appendix Table  7 and show the the null hypothesis is rejected only for the maturity horizon of m = 117. Thus, we can pool the data to obtain more precise estimates. Furthermore, Dickey-Fuller tests show that the futures premiums and the differenced exchange rates are stationary.
We estimate equation (2) for every m ∈ {1, . . . , 125} applying an OLS estimator with robust standard errors. 4 The estimates for the slope coeffi-cient β m are plotted against the maturity length m together with their 95% confidence intervals in Figures 1 to 4 in the appendix. For all three currencies and the pooled data we observe that the slope coefficients decrease with the length of the maturity m. For maturities shorter than one month (22 working days) the estimated slope coefficients are generally positive. Of these, eight are significantly different from zero for US$/DM or US$/Yen futures contracts, respectively, and two for US$/Pound futures contracts. For the pooled data set, there are nine positive and significant slope coefficients. For maturities ranging between one and slightly under two months, the slope coefficients are close to zero and ambiguous in sign. However, for maturities exceeding 54 days, the slope coefficients for US$/DM and US$/Yen futures rates are all negative. The same result holds for US$/Pound futures rates for maturities exceeding 59 days. In 47 regressions based on US$/DM contracts, 27 regressions based on US$/Yen contracts and eight regressions based on US$/Pound contracts, these negative coefficients are statistically significant at the 5% level. For the pooled data set, 45 slope coefficients are significantly negative and close to the value of −1. Only in 30 regressions, the null hypothesis of a slope coefficient of unity cannot be rejected.
To summarize the relationship between the estimated slope coefficients and the maturity length of the futures contracts, we regress the estimated β m 's on an intercept and the maturity length m in levels and squared values. 5 Table 1 has the results. The R 2 values suggest that maturity length explains roughly two thirds of the variation in the estimated slope coefficients. The estimated intercepts are positive and highly significant, and, as shown by a t-test, not significantly different from one. The linear maturity terms have negative and significant coefficients, while the squared maturity terms have significantly positive coefficients which are much smaller in absolute estimates β m . To account for this dependence, we have alternatively estimated equation 2 as a system of equations using the the maturity length m as the panel dimension and the individual contracts k as the time dimension. We have estimated this system by OLS panel-corrected standard errors proposed by Beck and Katz (1995), which corrects for heteroskedasticity, contemporaneous correlation across maturities and, if necessary, serial correlation. The estimation results of the standard errors did not differ a lot and can be send on request. 5 We test for the validity of this functional form by performing a link test. This test takes the fitted values of the residual from the original regression and squares them, then reinserts them into the model as an additional regressor. The latter is never significant at the five percent level, indicating that the quadratic form is adequate. value. Thus, with increasing maturity, m, the slope coefficients of the Fama regression decline, but at a positive marginal rate. For the pooled data, the results in Table 1 indicate that the slope coefficient of the Fama regression turns negative for maturity horizons longer than 28 days, reaches its minimum value of −1.07 at a maturity length of 97 days, and thereafter slowly increases again. Although this is not observed in our sample, the results suggest that the slope coefficient would eventually become positive again with maturities larger than 166 days.
6
To summarize, there exists a significantly negative relationship between the slope coefficients and the maturity horizon of the futures contracts. For small maturity horizons, the rejection of the EH is less decisive. Thus, the FPP emerges only gradually.
A latent factor model of foreign exchange returns
One common interpretation of the FPP is that foreign exchange returns contain an unobserved variable such as a risk premium in addition to the rational expectation of the exchange rate and the associated expectation error. If the unobserved variable is negatively correlated with the futures (or forward) premium, the estimate of the slope coefficient in the Fama regression (2) will be negatively biased. Thus, let Π m,k be an unobserved variable such that:
The EH may still hold in a generalized sense, if β m = 1 , but the relationship between the foreign exchange return and the futures premium is now clouded by the unobservable variable. From this perspective, our estimates in the previous section would suggest that the correlation between the unobservable variable Π m,k and the futures premium grows stronger as the maturity m increases. Hodrick and Srivastava (1987) show that the dynamic relationship between futures premiums with different maturities and the same delivery date can be approximated by the following autoregressive structure:
where τ n (τ 1 ) n < 1. Hodrick and Srivastava (1987) conclude that these findings indicate that that daily risk premiums must be highly positively autocorrelated. When we express equation (4) in expectations based on the information available at time t − m, we get:
Setting m = n and using the boundary condition E t−m (f t t −s t ) = 0, it follows:
Subtracting equation (3) with equation (6), we get the following expression for our (expected) unobserved factor Π m :
Thus, if β m > τ m , which would be true under the Null of the EH, the latent variable Π associated with an m-period foreign exchange return is indeed negatively correlated with the m-period futures premium, and ignoring this fact in a test of the EH introduces a negative bias into the estimate of β m . Further, we observe that the forward premiums of a given contract with different maturities are highly correlated. On average we estimate a correlation coefficient of 0.90 between the forward premiums x mk and x m−1,k . Thus, combining the correlation structure between futures premia of a given contract k with equation (7), we get:
where M denotes the maturity of the first trading day of a futures contract k and ρ measures the correlation between two consecutive forward premia of a given contract. Thus, the unobserved variables associated with the same contract k and different maturities are all linked in expectation to the same unexpected variable on the first trading day of the contract. This suggests the following factor structure of the unobserved variable:
such that the first part of the second term, γ m , depends only on maturity, m, while the second part, g k , is specific to each futures contract but independent of maturity. In (9), ψ m,k is the stochastic part of the latent variable Π m,k . We can now rewrite equation (3) as:
where η m,k = ε m,k + ψ m,k . In the appendix we show that the factor structure described by equation (9) can be also derived from utility analysis and a pricing kernel. To estimate this model, we regard equation (10) as a panel data model with maturity m as the cross-sectional dimension and contract k as the time-series dimension. We apply Pesaran's (2006) common correlated effects (CCE) estimator, which allows the unobserved factor g k to be correlated with the regressor x m,k and the random variable η m,k to be serially correlated and heteroscedastic. Furthermore, the CCE estimator does not require the maturity-specific regressors to be identically and/or independently distributed over the cross-section units, which is particularly relevant for the analysis of our data set, since the futures premium and foreign exchange returns for different maturities are not independent from each other.
Since, for a given contract, g k is fixed, we can average foreign exchange returns across maturities:
where the bars indicate cross-section (cross-maturity) averages. Assuming that the errors are i.i.d, the law of large numbers implies that η k 0 for sufficiently large M . This allows us to approximate the unobserved factor for each contract k by:
Substituting g k into the equation (12) gives:
and η mk = ε mk − a m η k . Note that, in the estimations below, we include an intercept, which turns out not to be statstically different from zero in all cases.
Pesaran (2006) shows that, by running a multiple regression of y mk on (x mk , y k , x k ) for a given m, one circumvents the omitted variable bias and obtains a consistent and unbiased estimate of β m . A simplified proof is provided in the appendix.
Estimating equation (13) also yield consistent estimates of the coefficients a m and d m . Thus, given that a m = γ m /γ, we are able to identify the individual factor loadings γ m up to a scaling factor γ. Further, using the consistent estimates of β m for m = 1, . . . , M , we can recover γg k from equation (12) for every contract k = 1, ..., T . Therefore, we are also able to identify the unobserved factor g k up to a scaling factor γ .
We implement the CCE estimator in two ways. First, we allow the intercept and the coefficient β m to vary with maturities. The resulting estimates of β m are plotted in Figures 5 to 8 together with their 95% confidence interval. The figures show that the downward trend in the slope coefficient has has vanished for all three currencies. The slope coefficients are now generally positive and very often significantly larger than zero. Regressions of the slope coefficient on the maturity and the squared maturity of the same type as in table 1 confirm the visual impression, i.e., that neither regressor has a significant coefficient. Table 2 reports the average intercept and β m obtained from these estimates together with the standard deviations of the mean. Pesaran (2006) calls this the CCE mean group estimator. For all three currencies, the average intercept is not significantly different from zero. The slope coefficients are all significantly positive, but smaller in magnitude than the expected value of one. However, for the US$/Yen and US$Pound contracts the Null hypothesis that mean group estimator is equal one cannot be rejected. Thus, our results suggest that the CCE estimator considerably reduces the bias contained in OLS estimates, and that the Expectations Hypothesis cannot be rejected except for the US$/DM and the pooled data set.
Next, we estimate the CCE pooled estimator, which restricts the slope coefficients β m to be the same for all maturities m (see Pesaran (2006)). The lower panel of Table 2 reports these estimates. Again, we find that the slope coefficient is significantly positive, but it is also significantly different from one. One possible explanation, why the estimated slope coefficient is still smaller than one after correcting for the presence of unobserved factors is that the futures premium is measured with error, as e.g. a timing error. Ideally, the futures exchange rate f t t−m and the spot exchange rate s t−m should be observed at the same instant. This is not the case in our data set. The spot exchange rates used are prices set by JP Morgan at 4 p.m. London time, while the closing prices of the futures exchange rates are set at 3.45 p.m. at the Chicago Mercantile Exchange. Thus, there is a timing mismatch of roughly six hours between the futures and the spot prices, which suggests that the futures premium in our data set is likely subject to a measurement error. An error in the independent variable causes a downward bias in the estimated beta coefficient, the so called 'attenuation bias'. Additionally, the other explanatory variables in our regression will also be biased to the extent that they are correlated with the futures premium measured with an error.
To get an idea, how big the impact of the timing error on our estimation results is, we run an 'error-in-variables regression', which corrects the estimated coefficients for the downward bias. For this we need a guess on the relative importance of the measurement error, which is measured by the so called 'reliability ratio'. Let u mk describe the measurement error contained in the futures premium and x * mk the true futures premium, so that the relationship x mk = x * mk + u mk holds with E[u mk |x * mk ] = 0. Then, the reliability ratio is defined as (1 − x denoting the variance of u and x, respectively. 9 We estimates the variance of the futures premium as the variance of x mk across all m and k. Since the timing mismatch between the spot and futures exchange rates is six hours, which is, given the fact that exchange rates are tradable 24 hours per day, one quarter of a day, we proxy of variance of the measurement error of the futures premium by V ar((p m,k − p m−1,k )/4). For the US$/DM(Euro) and US$/Pound contracts the resulting reliability ratio is 0.96 and for the US$/Yen contracts and the pooled data set the reliability ratio is 0.98. Table 3 shows the result, when correcting the CCE results based on these reliability ratio.
Figures 9 to 12 in the appendix plot the factor loadings against maturity m for all three currencies. Since the factors and factor loadings for the two versions of the CCE estimator are almost identical, we show only the loadings for the restricted estimator. The figures show that the factor loadings increase with increasing maturity. This confirms our suggestion from above: The slope coefficients decline with increasing maturity, because the importance of the latent factor for the foreign exchange return increases. The figures also suggest that we can approximate the factor loadings by a linear-quadratic function of maturity,
with δ 2 < 0 < δ 1 . Table 4 reports the results of OLS estimates of equation (14) for all three currencies and our pooled data set. It shows that the linear-quadratic function indeed fits the factor loadings extremely well. The coefficients on the linear and the quadratic maturity are almost identical for all three currencies. Note that the linear quadratic functions imply that the factor loadings eventually decrease in maturity. Based on our estimates, they would reach zero again after approximately 255 working days, or one year. Although this is not in our sample, it is consistent with the results from the previous section.
To summarize, the main results from this section are three-fold. First, we have shown that we can characterize the term structure of daily foreign exchange returns by the corresponding futures premium and a latent, futurescontract specific factor. Second, the factor loadings can be characterized by a simple, linear-quadratic function, a result which is reminiscent of Cochrane and Piazzesi's findings for the term structure of interest rates. Third, taking into account the latent factor and the bias it causes in OLS estimates, the EH not rejected for the US$/Pound and US$/Yen contracts.
The determinants of the unobserved factor
Figures 13 to 15 show the latent factorsĝ k estimated for the three currencies using the CCE estimator. 10 Remember that these latent factors are identified up to scaling factor. However, since we are interested in analysing the driving forces of the unobserved factors and less so their levels, this identification problem can be ignored. There are some large movements in the factors in the mid-1990s, around the turn of the millenium and between the third quarter of 2001 and the second quarter of 2002. These may reflect tensions in the international financial markets in connection with the currency crises of the 1990s, the fears of a Y2K effect, and following 9/11. The correlation between the US$/Yen factor and the US$/Pound factor is 0.33, the correlation between the US$/Yen factor and the US$/DM factor is 0.45, while the correlation between the US$/Pound and the US$/DM factors is 0.72. Market fluctuations seem to be more interdependent in European markets than between European and Asian markets.
To explore the nature of these factors further, we collected time series for several conventional measures of financial market risk. The first is the spread between BBB US corporate bonds and US Treasury bonds, a commonly used indicator of risk aversion in international financial markets. In addition, we use historical volatilities of options on stock indices, currency indices, and 10-year government bonds in the US, Germany, Japan, and the UK. To condense the information contained in these time series, we use factor analysis. While the scree plot suggest that the optimal number of factors to describe our set of variables is three, the Kaiser-Guttman rule 11 suggest that the optimal number is two. We decide to stick to three factors, since the eigenvalue of the third factor is lower but very close to the value of one. With three factors we are able to explain 77% of the variance of the explanatory variables. We extract the factors loadings by applying the principle factor method and redefine them further by oblique rotation. The first factor is closely related to the BBB spread and the volatility contained in the domestic and US stock index options and the volatility in the US interest options. The second factor describes the volatility of the domestic interest option and the currency-index option. The third factor focusses mainly on the volatility contained in the US currency index option. A detailed overview about the factor loadings is given in 8. We then regress the latent factors from our CCE model on these three factors and a lagged dependent variable to control for possible autocorrelation. Table 5 has the results. In the case of the US$/DM futures contract the fit of our econometric model is quite good. The three extracted factors explain 24% of the variation of the US$/DM latent variable and all three extracted factors turn out to be significant determinants. For the US$/Pound and US$/Yen specific latent variables, however, the explanatory power of our regression is somewhat lower, resulting in an R 2 value of around 0.13. The US$/Pound latent variable is significantly correlated with the second and third extracted factor, and the US$/Yen unobserved variable is significantly determined by the third factor. The correlations of the contract-specific factors with conventional measures of financial market risk and risk aversion supports the notion that foreign exchange returns contain a currency risk premium.
We pursue this idea further by analyzing the correlation between the contract-specific factors and a number of macro economic variables that are commonly regarded as determinants of currency risk and country risk; see e.g. 
Burnside et al. (2008)
. These variables relate to various real and monetary fundamentals and external shocks. Specifically, we use the four countries' debt service to export ratios, reserves to import ratios, their current account balances relative to GDP, the ratios of their sovereign debts to GDP, the rates of inflation rate, and the growth rates of broad money (M2). Burnside et al (2008) show that the latter three have a significant impact on risk factors in currency markets. Furthermore, we use the growth rates of real GDP to capture business cycle effects and economic dynamics and a variable measuring the size of central bank foreign exchange interventions. Finally, we include the change in the real oil prices and a measure for the recession probability in the USA 12 to measure external shocks and changes in investors' risk attitudes.
As before, we first perform a factor analysis to extract a small set of common factors from this data set in order to save degrees of freedom. We apply the same methodology as described above. According the scree plot the optimal number of factors would be five, while the Kaiser-Guttman rule suggest that four factors are sufficient. We decided to retain four factors, since they explain around 91% of the variation of our explanatory variables, and the fifth factors does not add a lot. The rotated factor loadings are listed in Table 9 in the appendix. The first factor is closely related to the domestic debt service ratio and domestic monetary variables, i.e. M2 growth, inflation, current account balance and the reserves to import ratio. The second factor focusses on the US monetary variables, namely US inflation, US current account balances and US reserves to import ratio. The third factor captures to a large extent information on US money growth and the US debt service ratio. And finally, the last factor is related to the variables capturing the real economic position of the USA, i.e. the recession probability measure and US GDP growth. Table 6 shows the estimation results, when we regress the four identified factors on our latent premia contained in the futures prices. We have estimated the determinants separately for every individual currency and by pooling the data of all three currency groups together. 13 We have performed a poolability test of equality of the coefficients, which could not be rejected at the 5% significance level.
For the US$/DM and US$/Pound risk premia the fit of our econometric model are decent. The determinants explain 30% and about 20% of the variation of the US%/DM and US%/Pound risk premia. For the US$/Yen specific risk premia, however, the explanatory power of our regression is somewhat on the low side, resulting in an R 2 value of only 0.08. For all currency-specific risk premia as well for the risk premium resulting from the pooled data set, the first factor turns turns out to be highly significant. The regression coefficients on this factor are all positive and larger than one. This result confirms the earlier result of Burnside et al. (2008) , who show that the (domestic) monetary condition such as inflation has a significant impact on risk factors in currency markets. The risk premia contained in US$/DM and US$/Pound futures rates are also significantly negatively affected by the fourth factor representing the position of the US real economy. The second and third factor, however, show insignificant coefficients in all four regressions.
Conclusion
The FPP is the medium term (mostly) negative correlation between the forward premium and the realized exchange rate return at maturities of a month and beyond. This paper contributes by using futures data instead of forwards to complete the maturity spectrum at the shorter term (multi-) day level. Our estimation results confirm negative slope coefficients when testing the expectations hypothesis for maturity horizons usually covered by forward exchange rate contracts at the monthly frequency. However, we find that there exists a significant negative relationship between the slope coefficients and the maturity horizon of the futures contracts. If the time to maturity m is short (less than a month), the rejection of the expectations hypothesis is less decisive and slope coefficients hover around the predicted value of one.. For medium-term maturities between one and six months, we confirm the FPP describing a negative slope coefficient between the forex return and the futures premium. Thus it appears that the market in the beginning follows the predictions of the expectations hypothesis, but reverses itself after a couple of days. This result extends/contradics the recent evidence by Chaboud and Wright (2005) , who show that already after a few hours the slope coefficient turns from a positive to a negative value.
One popular explanation for the forward premium puzzle is that the con-ventional 'Fama regression' suffers from an omitted variable bias due to e.g. the presence of a time-varying risk premium. Our innovative data set enables us to correct our estimation results for the possible presence of a latent factor affecting the futures price. We do so by adding an unobserved factor to our regression equation and apply the common correlated effects (CCE) estimator developed by Pesaran (2006). We find that unobserved factors indeed play a significant role in explaining the forward premium puzzle and that the omitted variable bias becomes stronger as the time to maturity of the forward or futures contract increases. This result explains the gradual decrease of the 'Fama coefficient' with respect to maturity. Once we control for the effect of the latent factor, our slope coefficient is mostly positive and fluctuates around the value of one. This finding supports the general idea that the Expectations Hypothesis in principle holds and that an omitted variable bias causes the forward premium puzzle.
A Risk premium structure -A Pricing Kernel Approach
In this section we show that we can derive the somewhat intuitive derivation of the factor specification described in equation (9) with a pricing kernel and utility analysis. Consider the following consumer problem at time t − m + n for consumption at t − m + n, n ≤ m, and future consumption at time t with discount factor δ:
The following two budget constraints apply
Here W t−m+n is wealth at time t − m + n and D is the amount invested in a riskless domestic bond that pays gross interest R at time t. At time t the consumer can also buy currency futures contracts A that mature at time t and promises delivery of foreign currency at price F t t−m+n . The spot price of foreign currency at time t is denoted by S t . For simplicity, we assume that there are no margin payments to be made up front. All costs for the futures contract are in the agreed contract price. This explains why the currency transactions only appear in the second budget constraint. Per contrast, in case of spot speculation one buys foreign currency (bonds) in the first period and sells the proceeds the second period.
Substituting the budget constraints into the utility function, we get:
From the first order conditions we have a.o.
Since the forward rate F t t−m+n is known at time t, we can write:
Furthermore we can re-express this as
Suppose that as a simplification of (3), omitting superfluous indices and assuming β m = 1, y m−n = x m−n + γg + ε.
Hence, (15) can be written as
Postulate the following specification for the marginal utility
and where ε follows a mean zero normal distribution with variance σ 2 . Thus ∂U (C t )/∂C t follows a lognormal distribution and has expected value
Combining expressions and using (16) gives
Hence,
Substitute all this into the first order condition (16) and take logs on both sides to solve for λ λ = γg/σ 2 + 1 2 .
To conclude, we have given a form of the utility function and pricing kernel consistent with the linear specification (10) adopted for the regression analysis.
B Consistency and unbiasedness of the common correlated effects estimator Consider (10) from the main text
Take averages across maturities m to get the equivalent of (11)
Hence, one can express the unobserved factor as
Substitute this expression for g k into (17) , to get
QΥ m , where we used the two features of an idempotent matrix that Q 2 = Q and
Thus beta is now consistently estimated by β m if X (2006) gives sufficient conditions for this latter requirement to hold. 15 Note that for the pooled CCE estimator, which uses the underlying assumption that β m = β + µ m , and where µ m is a mean zero iid random variable the conclusion follows even more directly.
C Combining Pesaran's CCE estimator (2006) with Cochrane and Piazzesi (2005)
Cochrane and Piazzesi (2005) show in their seminal paper that a single factor, a linear combination of forward rates, has a high predictive power for the excess returns on one-to five-year maturity bonds. In this section we transfer this idea to our set-up and show that Cochrane and Piazzesi's finding is closely related to Pesaran's CCE estimator applied in our empirical section. In the related literature on the forward premium puzzle, the difference between the realized spot exchange rate innovation, ym, k, and the forward premium, x m,k , is very often denotes as the 'excess return'. Similar to Cochrane and Piazzesi (2005) we relate this 'excess return', which is expressed in our model by the unoberved factor γ m g k , to a set of the forward premia. Suppose that g k is linear in all the forward premia concerning contract k:
Suppose that
can be estimated by linear projection on the realized ex-post premia
Then the regression model becomes
which is very much related to Piazzesi and Cochrane (2005) . Averaging across maturities gives
The left hand side of the latter expression conforms to the way in which Pesaran's estimator constructs the factor to correct for the omitted bias. The expression in the middle for g k corresponds to the linear factor structure suggested by the Cochrane and Piazzesi paper. Thus, we have found a link between Pesaran's CCE estimator and Cochrane and Piazzesi's result that the excess return of a financial asset (in there case a bond) can be explained by a linear combination of forward premia. 
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