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Abstract— Recurrent neural networks (RNNs) are a class of
nonlinear dynamical systems often used to model sequence-
to-sequence maps. RNNs have excellent expressive power but
lack the stability or robustness guarantees that are necessary
for many applications. In this paper, we formulate convex
sets of RNNs with stability and robustness guarantees. The
guarantees are derived using incremental quadratic constraints
and can ensure global exponential stability of all solutions,
and bounds on incremental `2 gain (the Lipschitz constant of
the learned sequence-to-sequence mapping). Using an implicit
model structure, we construct a parametrization of RNNs that is
jointly convex in the model parameters and stability certificate.
We prove that this model structure includes all previously-
proposed convex sets of stable RNNs as special cases, and also
includes all stable linear dynamical systems. We illustrate the
utility of the proposed model class in the context of non-linear
system identification.
I. INTRODUCTION
RNNs are state-space models incorporating neural net-
works that are frequently used in system identification and
machine learning to model dynamical systems and other
sequences-to-sequence mappings. It has long been observed
that RNNs can be difficult to train in part due to model
instability, referred to as the exploding gradients problem
[1], and recent work shows that these models are often not
robust to input perturbations [2]. These issues are related to
long-standing concerns in control theory, i.e. stability and
Lipschitz continuity solutions of dynamical systems [3].
There are many types of stability for nonlinear systems
(e.g., RNNs). When learning dynamical systems with inputs,
Lyapunov approaches are inappropriate as they require the
construction of a Lyapunov function about a known stable
solution. In machine learning and system identification,
however, the goal is to simulate the learned model with
new inputs, generating new solutions. Incremental stability
[4] and contraction analysis [5] avoid this issue by showing
stability for all inputs and trajectories.
Even if a model is stable, it is usually problematic if its
output is very sensitive to small changes in the input. This
sensitivity can be quantified by the model’s incremental `2
gain. Finite incremental `2 gain implies both boundedness
and continuity of the input-output map [4]. Furthermore,
the incremental `2 gain bound is also a bound on the
Lipschitz constant of the sequence-to-sequence mapping. In
machine learning, the Lipschitz constant is used in proofs of
generalization bounds [6], analysis of expressiveness [7] and
guarantees of robustness to adversarial attacks [8], [9].
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The problem of training models with stability or ro-
bustness guaranteed a-priori has seen significant attention
for both linear [10], [11] and nonlinear [12], [13], [14]
models. The main difficult comes from the non-convexity of
most model structures and their stability certificates. Some
methods deal with this difficulty by simply fixing the stability
certificate and optimizing over the model parameters at
significant cost to model expressibility [15]. It has recently
been shown that implicit parametrizations allow joint con-
vexity of the model and a stability certificate for linear [16],
polynomial [12] and RNN [17] models. It has been observed
that stability constraints serve as an effective regulariser and
can improve generalisation performance [18], [17].
When a system is expressed in terms of a neural network,
even the problem of analyzing the stability of known dynam-
ics is difficult. A number of approaches have formulated LMI
conditions [19], [20], [21] guaranteeing Lyapunov stability
of a particular equilibrium. Recently, incremental quadratic
constraints [3] have been recently applied to (non-recurrent)
neural networks to develop the tightest bounds on the Lips-
chitz constant known to date [22].
Contributions: In this letter we propose a new convex
parameterization of RNNs satisfying stability and robustness
conditions. By treating RNNs as linear systems in feedback
with a slope-restricted, element-wise nonlinearity, we can
apply methods from robust control to develop stability con-
ditions that are less conservative than prior methods. The
proposed model set contains all previously published sets
of stable RNNs, and all stable linear time-invariant (LTI)
systems. Using implicit parameterizations with incremental
quadratic constraints, we construct a set of models that is
jointly convex in the model parameters, stability certificate
and the multipliers required by the incremental quadratic
constraint approach. Joint convexity in all parameters sim-
plifies the training of stable models as constraints can be
easily dealt with using penalty, barrier or projected gradient
methods.
Notation. We use N,R to denote the set of natural and real
numbers, respectively. The set of all one-side sequences x :
N→ Rn is denoted by `n2e. Superscript n is omitted when it
is clear from the context. For x ∈ `n2e, xt ∈ Rn is the value
of the sequence x at time t ∈ N. The notation | · | : Rn → R
denotes the standard 2-norm. The subset `2 ⊂ `2e consists
of all square-summable sequences, i.e., x ∈ `2 if and only if
the `2 norm ‖x‖ :=
√∑∞
t=0 |xt|2 is finite. Given a sequence
x ∈ `2e, the `2 norm of its truncation over [0, T ] with T ∈ N
is written as ‖x‖T :=
√∑T
t=0 |xt|2. For matrices A, we use
A  0 and A  0 to mean A is positive definite or positive
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semi-definite respectively and A  B and A  0 to mean
A−B  0 and A−B  0 respectively. The set of diagonal,
positive definite matrices is denoted D+.
II. PROBLEM FORMULATION
We are interested in learning nonlinear state space models:
xt+1 = fθ(xt, ut), (1)
yt = gθ(xt, ut), (2)
where xt ∈ Rn is the state, ut ∈ Rm is a known input and
yt ∈ Rp is the output. The functions fθ, gθ are parametrized
by θ ∈ Θ ⊆ RN and will be defined later. Given initial
condition x0 = a, the dynamical system (1), (2) can be
provides a sequence-to-sequence mapping Sa : `m2e 7→ `p2e.
Definition 1. The system (1), (2) is termed incrementally `2
stable if for any two initial conditions a and b, given the
same input sequence u, the corresponding output trajectories
ya and yb satisfy ya − yb ∈ `p2.
This definition implies that initial conditions are forgotten,
however, the outputs can still be sensitive to small perturba-
tions in the input. In such cases, it is natural to measure
system robustness in terms of the incremental `2-gain.
Definition 2. The system (1), (2) is said to have an incre-
mental `2-gain bound of γ if for all pairs of solutions with
initial conditions a, b ∈ Rn and input sequences ua, ub ∈ `m2e,
the output sequences ya, yb ∈ `p2e satisfy∥∥ya − yb∥∥2
T
≤ γ2 ∥∥ua − ub∥∥2
T
+ d(a, b), ∀T ∈ N, (3)
for some d(a, b) ≥ 0 with d(a, a) = 0.
Note that the above definition implies incremental `2
stability since ‖ya − yb‖2T ≤ d(a, b) for all T ∈ N when
ua = ub. It also shows that all operators defined by (1) and
(2) are Lipschitz continuous with Lipschitz constant γ, i.e.
for any a ∈ Rn and all T ∈ N
‖Sa(u)− Sa(v)‖T ≤ γ‖u− v‖T , ∀u, v ∈ `m2e. (4)
The goal of this work is to construct a rich parametrization
of the functions fθ and gθ in (1), (2), with robustness
guarantees. We focus on two robustness guarantees in this
work:
1) A model set parametrized by Θ∗ ⊂ RN is robust if for
all θ ∈ Θ∗ the system has finite incremental `2-gain.
2) A model set parameterized by Θγ ⊂ RN is γ-robust if
for all θ ∈ Θγ the system has an incremental `2-gain
bound of γ.
III. ROBUST RNNS
A. Model Structure
We parameterize the functions (1), (2) as a feedback
interconnection between a linear system G and a static,
G
Φ
uy
wv
Fig. 1: Feedback interconnection for RNNs.
memoryless nonlinear operator Φ:
G

xt+1 = F¯ xt + B¯1wt + B¯2ut
yt = C1xt +D11wt +D12ut
vt = C¯2xt + b¯+ D¯22ut
, (5)
w = Φ(v), (6)
where Φ(v) = [φ(v1) · · · φ(vq)]> with vi as the ith
component of the v ∈ `q2e. This feedback interconnection is
shown in Fig. 1. We assume that the slope of φ is restricted
to the interval [0, β]:
0 ≤ φ(y)− φ(x)
y − x ≤ β, ∀x, y ∈ R, x 6= y. (7)
In the neural network literature, such functions are referred
to as “activation functions”, and common choices (e.g. tanh,
ReLU, sigmoid) are slope restricted [23].
The proposed model structure is highly expressive and
contains many commonly used model structures. For in-
stance, LTI systems are obtained when B¯1 = 0 and D11 = 0.
RNNs of the form [24]:
xt+1 = B1Φ(Axt + But + b), (8)
yt = Cxt +Dut, (9)
are obtained with the choice F¯ = 0, B¯1 = B1, B¯2 = 0,
C1 = C, D11 = 0, D12 = D, C¯2 = A, D¯22 = B and
b¯ = b. This implies (5), (6) is a universal approximator for
dynamical systems over bounded domains as q →∞ [25].
Even for linear systems, the set of robust or γ-robust
models is non-convex. Constructing a set of parameters for
which (5), (6) is robust or γ-robust is further complicated
by presence of the nonlinear activation function in Φ. We
will simplify the analysis by replacing Φ with incremental
quadratic constraints.
B. Description of Φ by Incremental Quadratic Constraints
Multiplying (7) through by (y − x)2, and combining the
two inequalities, we get:[
y − x
φ(y)− φ(x)
]> [
0 β
β −2
] [
y − x
φ(y)− φ(x)
]
≥ 0. (10)
For va, vb ∈ Rq and wa = Φ(va), wb = Φ(vb), (10) holds
for each element with y = vai and x = v
b
i . Taking a conic
combination of these constraints with multipliers λi > 0, we
get: [
vat − vbt
wat − wbt
]> [
0 βΛ
βΛ −2Λ
]
︸ ︷︷ ︸
M(Λ)
[
vat − vbt
wat − wbt
]
≥ 0, (11)
where Λ = diag(λ1, ..., λq).
C. Convex Parametrization of Robust RNNs
Corresponding to the linear system (5), we introduce the
following implicit, redundant parametrization:
G

Ext+1 = Fxt +B1wt +B2ut
yt = C1xt +D11wt +D12ut
Λvt = C2xt + b+D22ut
(12)
where θ = (E,F,B1, B2, C1, D11, D12,Λ, C2, b,D22) are
the model parameters with E invertible and Λ ∈ D+ is the
incremental quadratic constraint multiplier from (11). The
explicit system (5) can be easily constructed from (12) by
inverting E and Λ. While the parameters E and Λ do not
improve model expressiveness, the extra degrees of freedom
will allow us to formulate sets of robust models that are
jointly convex in the model parameters, stability certificate
and multipliers.
To construct the set of stable robust models, we introduce
the following convex constraint:[
E + E> − P −βC>2
−βC2 2Λ
]
−
[
F>
B>1
]
P−1
[
F>
B>1
]>
 0, (13)
The set of Robust RNNs is then given by:
Θ∗ := {θ : ∃P  0, Λ ∈ D+ s.t. (13)}.
Since P  0, (13) and (14) imply that E + E>  0 which
means that E is invertible.
To construct a set of γ-robust models, we propose the
following convex constraint:E + E> − P −βC>2 0−βC2 2Λ −βD>22
0 −βD22 γI

−
F>B>1
B>2
P−1
F>B>1
B>2
> − 1
γ
C>1D>11
D>12
C>1D>11
D>12
>  0, (14)
The set of γ-robust RNNs is then given by:
Θγ := {θ : ∃P  0, Λ ∈ D+ s.t. (14)}.
Note that (13) and (14) are jointly convex in the model
parameters, stability certificate, multipliers Λ and the incre-
mental `2 gain bound γ.
Theorem 1. Suppose that θ ∈ Θγ , then the Robust RNN (5),
(6) has a incremental `2-gain bound of γ.
Proof. Consider two solutions xa, xb ∈ `n2e and outputs
ya, yb ∈ `p2e to the system (1), (2) with initial conditions
a, b ∈ Rn and inputs ua, ub ∈ `m2e. Let ∆u = ua − ub,
∆x = xa − xb, ∆v = va − vb, ∆w = wa − wb and
∆y = ya − yb.
To establish the incremental `2-gain bound, we first left
and right multiply (14) by the vectors
[
∆x>t ,∆w
>
t ,∆u
>
t
]
and
[
∆xt
>,∆wt>,∆ut>
]>
. Applying the bound
−E>P−1E  P − E − E> [12] and introducing the
storage function Vt = ∆x>t E
>P−1E∆xt gives
Vt+1 − Vt < γ|∆ut|2 − 1
γ
|∆yt|2 −
[
∆vt
∆wt
]>
M(Λ)
[
∆vt
∆wt
]
for ∆x 6= 0. Using (11) and summing over [0, T ] gives
VT − V0 < γ‖∆u‖2T −
1
γ
‖∆y‖2T ,
for ∆x 6= 0, so the incremental `2-gain condition (3) follows
with d(a, b) = γV0.
Theorem 2. Suppose that θ ∈ Θ∗, then the Robust RNN (5),
(6) has a finite incremental `2-gain.
Proof. Note that if the LMI condition (13) is satisfied, there
exists a sufficiently large γ such that (14) holds for any
choice of B2, C1, D11, D12 and D22. Since (13) implies (14)
for some sufficiently large γ, from Theorem 1 the Robust
RNN (5), (6) has a finite incremental `2-gain bound of γ.
Remark 1. Theorem 1 and Theorem 2 actually imply a
stronger form of stability. For ∆u = 0, it is straightforward
to show from the strict matrix inequalities that Vt+1 ≤ αVt
for some α ∈ (0, 1), which implies that the dynamics are
contracting [5].
D. Expressivity of the model set
To be able to learn models for a wide class of systems, it is
beneficial to have as expressive a model set as possible. The
main result regarding expressivity is that the Robust RNN set
Θ∗ contains all contracting implicit RNNs (ci-RNNs) [17]
and stable LTI models.
Theorem 3. The Robust RNN set Θ∗ contains all stable LTI
models of the form
xt+1 = Axt + But, yt = Cxt +Dut. (15)
Proof. A necessary and sufficient condition for stability of
(15) is the existence of some P  0 such that:
P −A>PA  0. (16)
For any stable LTI system, the implicit RNN with θ such
that E = P = P , F = PA, B1 = 0, B2 = PB, C = C and
D = D, C2 = 0 and D22 = 0 has the same dynamics and
output. To see that that θ ∈ Θ∗,
(16)⇒E + E> − P − F>P−1PP−1F  0
⇒
[
E + E> − P − F>P−1F 0
0 2Λ
]
 0⇒ (13)
for any Λ  0.
Remark 2. Essentially the same proof technique but with
the strict Bounded Real Lemma can be used to show that
Θγ contains all LTI models with an H∞ norm of γ.
A ci-RNN [17] is an implicit model of the form:
Ezt+1 = Φ(Fzt + But + b), yt = Czt +Dut (17)
such that the following contraction condition holds[E + ET − P FT
F P
]
 0 (18)
where P ∈ D+. The stable RNN (s-RNN), proposed in [15]
is contained within the set of ci-RNNs when E = I .
Theorem 4. The Robust RNN set Θ∗ contains all ci-RNNs.
Proof. For any ci-RNN, there is an implicit RNN with the
same dynamics and output with θ such that F = 0, E = E ,
B1 = I , B2 = 0, C1 = C, D11 = 0, D12 = D, Λ−1C2 =
F , Λ−1D22 = B, b = Λ−1b, Λ = P−1 and P = P . By
substituting θ into (5) and (6), we recover the dynamics and
output of the ci-RNN in (17).
For this parameter choice, θ ∈ Θ∗. To see this:
(18) =⇒ E + E> − P − C>2 Λ−1P−1Λ−1C2  0
=⇒
[
E + E> − P C>2
C2 2Λ− P−1
]
 0 =⇒ (13).
The remaining conditions P  0, Λ ∈ D+ and E +E>  0
follow by definition.
IV. NUMERICAL EXAMPLE
We will compare the proposed Robust RNN with the
(Elman) RNN [24] described by (8), (9) with B1 = I
and Long Short Term Memory (LSTM) [26], which is a
widely-used model class that was originally proposed to
resolve issues related to stability. In addition, we compare to
two previously-published stable model sets, the contracting
implicit RNN (ci-RNN) [17] and stable RNN (sRNN) [15].
All models have a state dimension of 10 and all models
except for the LSTM use a ReLU activation function. The
LSTM is described by the following equations:
LSTM

it+1 = σ(Wxixt +Wiiut+1 + bi),
ft+1 = σ(Wxfxt +Wifut+1 + bf ),
gt+1 = σ(Wxgxt +Wigut+1 + bg),
ot+1 = σ(Wxoxt +Wiout+1 + bo),
ct+1 = ft+1  ct + it+1  gt+1,
xt+1 = ot+1  tanh(ct+1),
(19)
where ct, xt ∈ Rn, are the cell state and hidden state, ut ∈
Rm is the input and  is the Hadamard product and σ is
the sigmoid function. The output is a linear function of the
hidden state.
To generate data, we use a simulation of four coupled
mass spring dampers. The goal is to identify a mapping
from the force on the initial mass to the position of the
final mass. Nonlinearity is introduced through the springs’
piecewise linear force profile
Fi(d) = kiΓ(d), Γ(d) =

d+ 0.75, −d ≤ −1,
0.25d, −1 < d < 1,
d− 0.75, d ≥ 1,
(20)
where ki is the spring constant for the ith spring and d is
the displacement between the carts. A schematic is shown in
Fig. 2: Nonlinear mass spring damper schematic.
Fig. 2. The masses are [m1, ...,m4] = [1/4, 1/3, 5/12, 1/2],
the linear damping coefficients used are [c1, ..., c4] =
[1/4, 1/3, 5/12, 1/2] and spring constants used in (20) are
[k1, ..., k4] = [1, 5/6, 2/3, 1/2].
We excite the system with a piecewise-constant input sig-
nal that changes value after an interval distributed uniformly
in [0, τ ] and takes values that are normally distributed with
standard deviation σu. The measurements have Gaussian
noise of approximately 30dB added. To generate data we
simulate the system for T/5 seconds and sample the system
at 5Hz to generate T data points with an input signal
characterized by τ = 20s and σu = 3N . The training data
consists of 100 batches of length 1000. We also generate a
validation set with τ = 20s, σu = 3N and length 5000 that
is used for early stopping. To test model performance, we
generate test sets of length 1000 with τ = 20s and varying
σu.
A. Training Procedure
We fit Robust RNNs by optimizing simulation error using
stochastic gradient descent and logarithmic barrier functions
to ensure strict feasibility of the robustness constraints. We
use the ADAM optimizer [27] with an initial learning rate
of 1× 10−3 to optimize the following objective function:
J = ||y˜k − S(u˜k)||2 −
∑
i
α log det(Mi)−
∑
j
α log λj ,
where Mi are the LMIs to be satisfied and λj are the
incremental quadratic constraint multipliers and u˜k and y˜k
are the input and output for the kth batch. A backtracking
line search ensures strict feasibility throughout optimiza-
tion. After 10 epochs without an improvement in validation
performance, we decrease the learning rate by a factor of
0.25 and decrease α by a factor of 10. When α reaches
a final value of 1 × 10−7, we finish training. All code is
written using Pytorch 1.60 and run on a standard desktop
CPU. The code is available at the following link: https:
//github.com/imanchester/RobustRNN/.
B. Model Evaluation
Model quality of fit is measured using normalized simu-
lation error:
NSE =
||y˜ − y||
||y˜|| (21)
where y, y˜ ∈ `p2 are the simulated and measured system
outputs respectively. Model robustness is measured by ap-
proximately solving:
γˆ = max
u,v
||S(u)− S(v)||
||u− v|| , u 6= v. (22)
using gradient ascent. The value of γˆ is a lower bound on
the true Lipschitz constant of the model.
C. Results
The validation performance versus number of epochs is
shown in Fig. 3. Note that an epoch occurs after one complete
pass through the training data. In this case, this corresponds
to 100 batches and gradient descent steps. Each epoch
training the Robust RNN takes twice as long as the LSTM
due to the evaluation of the logarithmic barrier functions
and the backtracking line search, however we will see that
the model offers both stability/robustness guarantees and
superior generalizability.
Figure 4 presents boxplots and a comparison of the
medians for the performance of each model for a number
of realizations of the input signal with varying σu. In each
plot, there is a trough around σu = 3 corresponding to the
training data distribution. For the LSTM and RNN, the model
performance quickly degrades with varying σu. On the other
hand, the stable models exhibit a much slower decline in
performance. This supports the claim that model stability
constraints can improve model generalization. The Robust
RNN set Θ∗ uniformly outperforms all other models.
We have also plotted the worst case observed sensitivity
versus median nominal test performance (σu = 3) in Fig. 5.
The Robust RNNs show the best trade-off between nominal
performance and robustness signified by the fact that they
lie further in the lower left corner. For instance if we
compare the LSTM with the Robust RNN (Θ∗), we observe
similar nominal performance, however the Robust RNN has
a much smaller Lipschitz constant. Varying the incremental
`2 gain allows us to trade off between model performance
and robustness. We can also observe in the figure that the
guaranteed upper bounds are quite tight to the observed lower
bounds on the Lipschitz constant, especially for the set Θ3.
In Fig. 6, we have the model predictions for the RNN,
LSTM and Robust RNN for a typical input with σu = 10.
We can see that even with the larger inputs, the Robust
RNN continuous to accurately track the measured data.
The predictions of the LSTM and RNN however deviate
significantly from measured data for significant periods.
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