Abstract The construction of Lie bialgebra from double Lie algebra is presented. It is used to relate some types of cobrackets on inhomogenous so(p, q) algebras with double Lie algebra structures on so(p + 1, q) and so(p, q + 1). Also is shown that the cobracket corresponding to κ − def ormation, gives rise to the complete Poisson-Lie Euclidean groups and non-complete Poincare groups.
Double Lie algebras and Manin triples.
Let (G, π) be a Poisson-Lie group with Lie algebra g. Then π determines linear mapping δ : g −→ g ∧ g which is a 1-cocycle on g relative to adjoint representation on g ∧ g and the dual map g * ∧ g * −→ g * is a Lie bracket. Conversely, if G is connected and simply connected then any such δ gives us a multiplicative Poisson structure on G. Let us recall the following: Definition 1 [1] A pair (g, δ) is said to be a Lie bialgebra if g is a Lie algebra, δ : g −→ g ∧ g is a 1-cocycle on g relative to the adjoint representation of g on g ∧ g and δ * : g * ∧ g * −→ g * is a Lie bracket.
In this situation we also say that δ is a cobracket on g.
Theorem 1 (Manin) [4] Let g be a Lie algebra, g * its dual space and let < , > denote the canonical symmetric bilinear form on g ⊕ g * . Let g * be given a Lie algebra structure. Then the dual map to the bracket on g * is a cobracket on g iff there exists a Lie algebra structure on g ⊕ g * such that:
1. g , g * are subalgebras of g ⊕ g * .
2. The form <, > on g ⊕ g * is invariant.
In this case the bracket on g ⊕ g * is unique and is given by: 2. m is equipped with invariant, non-degenerate scalar product such that p, q are isotropic.
We need also the definition of a double Lie algebra: Definition 3 [1] A double Lie algebra is a triple (g; a, b) such that a, b are Lie subalgebras of g and g = a ⊕ b as a vector space sum. Now let (g; a, b) be a double Lie algebra. Consider the coadjoint action semi-direct product g £<g * with natural bilinear, symmetric, invariant form < , >. Then a 0 is a invariant and b 0 is b invariant (where a 0 , b 0 denotes annihilators of a and b respectively). Indeed if x, y ∈ a, α ∈ a 0 then < [x, α], y >=< α, [y, x] >= 0 since a is a subalgebra. Of course a⊕a 0 and b ⊕ b 0 are isotropic. In this way we get that (g £<g * ; a£<a 0 , b£<b 0 ) is a Manin triple and we have a bialgebra structure on a £<a 0 . The cobraket δ satisfies: δ(a) ⊂ a 0 ∧ a and δ(a 0 ) ⊂ a 0 ∧ a 0 . So (a £<a 0 ) ⊲⊳ (a£<a 0 ) * = g£<g * where we identified b ⊕ b 0 with (a ⊕ a 0 ) * . Thus we have a procedure which associates with each double Lie algebra a Lie bialgebra (h, δ) with the following properties:
Conversely, let (h := a £<V, δ) be a semidirect product with abelian ideal V and cobraket δ such that δ(a) ⊂ V ∧ a and δ(V ) ⊂ V ∧ V . δ defines a Lie algebra structure on h * = a 0 ⊕ V 0 . Let us show, that h * = a 0 £<V 0 with abelian ideal V 0 . We adopt the following notation: capital letters A, B, ... are elements of a, A 0 , B 0 , ... are elements of a 0 , small x, y, ... are elements of V and x 0 , y 0 , ... are elements of V 0 . We have:
Now we prove that the Lie algebra h ⊕ h * with bracket given in the theorem 1 coincides with semidirect product (a ⊕ a 0 ) £<(a ⊕ a 0 ) * with coadjoint action if we identify V ⊕ V 0 with (a ⊕ a 0 ) * by duality: << A + B 0 , x + y 0 >>:=< A, y 0 > + < x, B 0 >. For the coadjoint representation of h we have:
And for the coadjoint representation of h * :
From this it follows that V ⊕ V 0 is an abelian ideal and a ⊕ a 0 is a subalgebra. If we identify V ⊕ V 0 with (a ⊕ a 0 ) * we are in the situation in Theorem 1. and it follows that the action of a ⊕ a 0 is a coadjoint action. In this way we have proved the following: 3 Iwasawa-type decompositions of so(p, q) and bialgebra structures on iso(p − 1, q) , iso(p, q − 1).
3.1 Inhomogenous so(p, q) algebras and b-type Poisson structures.
Let (V, η) be a n+1 dimensional, real vector space with symmetric, nondegenerate, billinear form η of signature (p, q). By η we also denote isomorphism V −→ V * given by η(x)(y) := η(x, y). Let iso(p, q) := so(p, q) £<V be an inhomogenous so(p, q) Lie algebra.
is an orthonormal basis of V : (Λ ij := Λ e i e j , i < j) form a basis of so(p, q), with commutators:
. This is ad invariant, non degenerate scalar product on so(p, q) and (Λ ij , i < j) form an orthonormal basis.
Let (Λ * ij , e * k : i < j) be a basis in iso(p, q) * given by:
and < e l , e * k >:= η kl . In this basis the coadjoint representation of iso(p, q) has the following form: ad [2] that all bialgebra structures on g for p+q > 2 are coboundary i.e. are of the form δ = ∂r for some r ∈ g∧g (δ(x) = ∂r(x) := ad x (r)) where r satisfies the generalized classical Yang-Baxter equation: [r, r] ∈ (g ∧ g ∧ g) inv . Since g∧ g = (h∧h)⊕(h∧V )⊕(V ∧V ) we can write : r = c+b+a , c ∈ h∧ h , b ∈ h∧ V , a ∈ V ∧V . We say that r is of b-type iff r = b. In this case b satisfies [b, b] = tΩ , t ∈ R where Ω := η jl η km e j ∧ e k ⊗ Λ lm is the canonical g-invariant element of g ∧ g ∧ g.
We will be interested in the following solutions of this equation:
2.b x := b x + x ∧ X where X ∈ h and Xx = 0 is a solution with the same t [2].
3. Let x ∈ V be a null vector and let v i ∈ V, X i ∈ h satisfy:
We will need the fact that b is completely determined by the bracket on
. We use the same letter for the mapping b :
, where the action of h on V * is a coadjoint action. Let e * k := η(e k ) and b(e * k ) =:
Let us also notice the following: Lemma 1 Let p + q > 2 and let δ = ∂r be a cobracket on iso(p, q) = so(p, q) £<V =: h£<V which satisfies:
But since h is semisimple, from the first equality it follows that c = 0. Also since isomorphism V ∧ V ∋ x ∧ y → Λ xy ∈ h intertwines action of h on V ∧ V with the adjoint action on h we have a = 0. P
Iwasawa-type decomposition of so(p, q).
In this section we put:
. In this way we get two double Lie algebras: (so(p, q); so(p − 1, q), u) and (so(p, q); so(p, q − 1), u).
The double Lie algebra
We use K to equip h 0 1 with scalar product. With respect to this product (Λ * 1l , 2 ≤ l ≤ n + 1) form an orthonormal basis. The signature is (p − 1, q). The action of h 1 is given by:
Let us put v l := Λ * 1l . We already know that δ = ∂b for some b ∈ h 0 1 ∧ h 1 and b is determined by the bracket on u = (h 0 1 ) * . We have:
In the same way as above we get:
So we see that the double Lie algebra (so(p, q); so(p, q − 1), u) leads to the cobracket on iso(p, q − 1) given by b = b x , η(x, x) > 0.
We can be a little bit more general and instead of f takef := Λ 1n+1 + s where
so againũ :=<f > ⊕n is a Lie subalgebra and so(p, q) = h 1 ⊕ũ = h 2 ⊕ũ. Let us analyze the new cobrackets on h 1 £<h 0 1 and h 2 £<h 0 2 . Double Lie algebra (so(p, q); so(p − 1, q),ũ). Keeping the same notation as above:
From this it follows that:
So we get the cobracket on iso(p − 1, q) given by b = b x + x ∧ X , η(x, x) < 0.
Double Lie algebra
In this way we have shown that bialgebra structures on iso(p, q) of type 1 and 2 for non null vectors come from the double Lie algebra structures on so(p + 1, q) or so(p, q + 1). Now is time for type 4. Letf = f + s be as above and let us assume that s has d-dimensional eigenspace with eigenvalue 1. Then this is null subspace and one can choose an orthonormal basis (e i , 2 ≤ i ≤ n) such that this eigenspace is equal: 
In this wayŨ is a subalgebra and simple calculations show that it is complementary to h 1 and h 2 . P Double Lie algebra (so(p, q); so(p − 1, q),Ũ ).
where we put F ijk -the structure constants for (so(p, q); so(p − 1, q),ũ). In this way:
and this is b of type 4 for η(x, x) < 0. (so(p, q) ; so(p, q − 1),Ũ ). This is completely analogous to the above case and we get solution of type 4 with η(x, x) > 0.

Remark 1
The solutions of type 1 and 2 for null vectors and of type 3 are the special cases of the following double Lie algebras. Let f := e 1 + λΛ 1n+1 + s + g where λ ∈ R , s-as above, g ∈< Λ 1k + Λ kn+1 , k = 2, ..., n > w := e 1 − e n+1 . For any basis (x k ) of < e 2 , ..., e n > let g k := Λ 1x k + Λ x k n+1 . Then < f , w, x k > is a subalgebra of iso(p, q) complementary to so(p, q), the same holds for < f , w, x k + λg k > . Moreover if < e 2 , ..., e n > is a direct sum of s-invariant subspaces we can make above choice on each subspace separately. This leads to the family of double Lie algebras of form (iso(p, q); so(p, q), a) and a family of cobrackets on so(p, q) £<so(p, q) 0 ⊂ iso(p, q)£<(iso(p, q)) * which we can identify with iso(p, q).
Global decompositions
Let G be a Poisson-Lie group. Then g * and m := g ⊲⊳ g * are Lie algebras. We consider the following problem: to find a connected Lie group M with Lie algebra m such that:
1. G is a Lie subgroup of M 2. M = GG * (or at least GG * is dense in M ), where G * is the analytic subgroup of M with Lie algebra g * .
We study this problem for two of the Poisson-Lie groups obtained in the last section: E(n) := SO(n) £<R n and P 0 (n) := SO 0 (1, n−1) £<R n coming from the double Lie algebras (so(1, n); so(n),ũ) and (so (1, n) ; so(1, n − 1),ũ) (notation as in section 3).
Let V be a finite dimensional, real vector space and K ⊂ GL(V ) a closed, connected subgroup which acts on V without fixed points (except 0). Let G := K £<V be a semidirect product and g = k £<v its Lie algebra. In this situation the center of G is trivial and G = Int(g) (Int(g) is the adjoint group of g [9] .)
Suppose we are given a bialgebra structure on g as in section 2. Then we know that g * = k 0 £<v 0 with v 0 -abelian ideal and m := g ⊲⊳ g * = (k ⊕ k 0 ) £<(v ⊕ v 0 ) =: h£<h * and the action is a coadjoint action. We assume that h is semisimple. Then the center of m is trivial.
Let M be a connected Lie group with Lie algebra m; H, H * , G * , K 0 , V 0 be analytic subgroups with Lie algebras h, h * , g * , k 0 , v 0 respectively. Moreover let us assume that G is contained in M , so G, K, V are identified with analytic subgroups of M with Lie algebras g, k, v and K, V are closed in G. Since h is semisimpleH := Int(h) is a closed [9] (and by definition connected) subgroup of GL(h) andH acts on h * without fixed points (except 0). LetM :=H £<h * thenM has trivial center and the same Lie algebra as M , soM = Int(m) and M is a covering group ofM , the covering homomorphism is given by φ := Ad M . We haveH = φ(H) and letG * ,K 0 , ... denote the images by φ of G * , K 0 , .... These are analytic subgroups ofM with Lie algebras g * , k 0 , .... We are going to prove the following:
Proof: Leth ∈H andh = φ(m) for some m ∈ M . GG * is dense in M , so m = lim g n g * n for g n ∈ G, g * n ∈ G * . But g n = k n v n , k n ∈ K, v n ∈ V and since g * = k 0 £<v 0 any element of G * has, possibly non unique, decomposition g * n = k 0 n v 0 n , k 0 n ∈ K 0 , v 0 n ∈ V 0 . Because h * is an ideal in m, H * is normal subgroup and v n k 0 n = k 0 n x n for some x n ∈ H * . In this wayh = lim φ(
. Now, the convergence iñ M is convergence along "coordinates" inH and h * soh = lim φ(k n )φ(k 0 n ) andKK 0 is dense inH. P
In the following we need the Iwasawa decomposition of SO 0 (1, n). [9] Let so(1, n) = k ⊕ a ⊕ n where k :=< Λ ij , 2 ≤ i, j ≤ n + 1 >= so(n) , a :=< Λ 1n+1 > , n :=< Λ 1k + Λ kn+1 , 2 ≤ k ≤ n > be the Iwasawa decomposition of so(1, n). To this corresponds decomposition of a connected component of the identity: SO 0 (1, n) = KAN where K, A, N are analytic subgroups of SO 0 (1, n) with algebras k, a, n respectively.
In our case these subgroups look as follows:
A is one parameter subgroup:
and elements of N :
Moreover N is commutative and A(t)N (x) = N (e −t x)A(t).
Now we pass to Poisson-Lie groups E(n) := SO(n) £<R n and P 0 (n) := SO 0 (1, n − 1) £<R n . In both casesH = SO 0 (1, n) ,M = SO 0 (1, n) £<so(1, n) * ; k 0 =ũ =<f > ⊕n , K 0 = F N where F is one parameter subgroup of elements: exp(tf ) =: F (t) = A(t)S(t) = S(t)A(t),
The Euclidean group.
. In this case we will show that the global decomposition SO 0 (1, n) =KF N holds and this is sligthly modified Iwasawa decomposition.
. Using the definition of F :kS(t)A(t)N (x) = kA(p)N (y). Since S(t) ∈ K and the decomposition is unique we have: kS(t) = k ; t = p ; x = y andk = kS(−p). This proves that the decomposition is global and if s = 0 this is just the Iwasawa decomposition. Hence the Manin group for E(n) is SO 0 (1, n) £<so(1, n) * . The Poincare group.
We will show that SO 0 (1, n) \KF N contains an open subset. Let W be a function on SO 0 (1, n) defined by: W (g) := η(g(e 1 − e n+1 ), e n+1 ). This function is obviously continous, and is easy to see that if g =kf n ,k ∈K, f ∈ F, n ∈ N then W (g) > 0. But for SO 0 (1, n) ∋ k 0 := I n−1 0 0 −I 2 , I l -is l × l identity matrix we have W (k 0 ) < 0 what proves the assertion. Next we show that one can find non-connected extension of P 0 (n) for which there exists connected (in fact simply connected) Poisson dual group G * and the set GG * is dense in M .
Lemma 3KF N = {kan : k ∈ K, a ∈ A, n ∈ N, k n+1n+1 > 0}. Proof: We try to solve:kF (t)N (x) = kA(p)N (y) ,k ∈K , k ∈ K. Using the commutation relation between A and N we get: kS(t) = kA(p)N (y − x)A(−t) = kA(p − t)N (e −t (y − x)). Let z := e −t (y − x) and w := p − t, then: Now we look at the last row of the equalitykS(t) = kA(w)N (z) : (n + 1, 1) : − n j=2 k n+1j z j + k n+1n+1 (sinh w − 1 2 |z| 2 e −w ) = 0 (n + 1, j) : k n+1j + k n+1n+1 z j e −w = 0 , j = 2, .., n (n + 1, n + 1) : − n j=2 k n+1j z j + k n+1n+1 (cosh w − 1 2 |z| 2 e −w ) = 1. It follows that k n+1n+1 e −w = 1 and z j = −k n+1j . This determines t and x. So for any k ∈ K such that k n+1n+1 > 0 and any a ∈ A, n ∈ N we can findk ∈K, f ∈ F, m ∈ N such that kan =kf m. P If k 0 is as above it is clear that k 0K k 0 =K so the set X :=K ∪ k 0K is a (non connected) closed Lie subgroup of SO 0 (1, n). Moreover from the lemma above any element of SO 0 (1, n) ∋ g = kan such that k n+1n+1 = 0 can be uniquely decomposed g = xf m with x ∈ X, f ∈ F, m ∈ N .
Aknowledgments
I woud like to thank to Dr. S. Zakrzewski for inspiration of this work and to Dr. A. Strasburger for dicsussions. The research was supported by Polish KBN grant No. 2 P301 020 07.
