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Abstract. Hyperspectral (HS) imaging is measuring the 
radiance of materials within each pixel area at a large 
number of contiguous spectral wavelength bands. The key 
spatial information such as small targets and border lines 
are hard to be precisely detected from HS data due to the 
technological constraints. Therefore, the need for image 
processing techniques is an important field of research in 
HS remote sensing. A novel semisupervised spatial-spectral 
data fusion method for resolution enhancement of HS 
images through maximizing the spatial correlation of the 
endmembers (signature of pure or purest materials in the 
scene) using a superresolution mapping (SRM) technique is 
proposed in this paper. The method adopts a linear mixture 
model and a fully constrained least squares spectral unmix-
ing algorithm to obtain the endmember abundances (frac-
tional images) of HS images. Then, the extracted endmem-
ber distribution maps are fused with the spatial information 
using a spatial-spectral correlation maximizing model and 
a learning-based SRM technique to exploit the subpixel 
level data. The obtained results validate the reliability of 
the technique for key information retrieval. The proposed 
method is very efficient and is low in terms of computa-
tional cost which makes it favorable for real-time applica-
tions. 
Keywords 
Key information retrieval, hyperspectral imagery, 
material radiance, spectral unmixing, superresolution. 
1. Introduction 
Measuring the radiance of materials within each pixel 
area at a very large number of contiguous spectral wave-
length bands is the basis of hyperspectral (HS) imaging [1]. 
It provides us with both spectral and spatial information of 
the object. The amount of reflected, absorbed, or emitted 
radiation (the radiance) from materials depends on the 
wavelength of these radiations. The measured reflectance is 
called spectral signature and can be used to identify spe-
cific materials in a scene. HS imaging is of great interest in 
many scientific and engineering applications but the most 
important application for it is in remote sensing (Fig. 1). 
Remote sensing is a powerful tool for environmental and 
geological studies, civil engineering, and target detection 
and tracking, etc. [2]. 
HS images have a three dimensional (3D) data struc-
ture including two spatial and one spectral dimension. 
Fig. 2 shows this structure which is called “Data Cube”. 
Each plane in a spectral band is a grayscale image 
depicting the spatial distribution of the reflectance of the 
scene in the corresponding spectral wavelength. In contrast, 
if we plot the spectral values in a spatial location as 
a function of wavelength, the result is the average spectrum 
of all the materials (endmembers) in the corresponding 
ground resolution cell. 
 
Fig.1. HS remote sensing: gathering spatial and spectral 
information through an airborn HS imaging sensor. 
HS imaging systems are mainly designed to gather 
high resolution spectral information of the scene. Thus, HS 
images are rich in spectral information but relatively poor 
in spatial resolution which usually varies from few to tens 
of meters. In theory, any part of the electromagnetic spec-
trum can be recorded using HS sensors, however, techno-
logical constraints seriously limit the resolution and areas 
of the spectrum which can be measured at the same time. 
These facts make the spatial resolution one of the most 
expensive and hardest to improve in imaging systems [3-5] 
and highlight a clear need for post processing of the ac-
quired images. To improve the spatial resolution of HS 
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images, we can make use of superresolution techniques 
together with the information at different wavelengths of 
the sensed object that is available with HS sensors. Many 
different algorithms for spatial resolution enhancement of 
HS images have been proposed in the last decade [6-25].  
In many of the proposed methods the spatial informa-
tion of a monochrome or RGB high resolution (HR) image 
is imposed onto the low resolution (LR) HS image [8-12]. 
The main limitation of all these joint processing methods is 
their need to a plenty of supplementary HR information. In 
other words, it is a multisource or multisensor method 
which needs an HR image of the same size of the LR HS 
image for resolution enhancement. Indeed, this is unap-
proachable in many practical problems. 
Some other approaches are based on spectral mixture 
analysis (SMA) or subpixel classification [13-20]. These 
approaches estimate abundances of endmembers and pro-
vide more accurate representation of landcovers than the 
original HS image. SMA doesn’t need supplementary 
source of information but it only describes mixed pixels by 
the abundances of endmembers without defining their spa-
tial distribution within the pixels. 
Superresolution mapping (SRM) is a different 
approach by which the spatial-spectral information of HS 
images is exploited using an HR image or a model to de-
scribe the most likely distribution of the content of mixed 
pixels [19-25]. Foody [19] and Nguyen et al. [21] proposed 
the use of a higher spatial resolution image for predicting 
the location of endmembers within a pixel. The main disad-
vantage of these algorithms is that it is difficult to obtain 
two coincident images of the same size and different spatial 
resolutions. 
 
Fig. 2.   A data cube (middle), the spectra for a single pixel (left) and the image at a single wavelength (right). 
 
Autonomous approaches are independent of any HR 
source of data. Tatem et al. proposed a learning-based algo-
rithm which utilizes a Hopefield neural network (HNN) for 
resolution enhancement without using any secondary 
source of data [22]. This method presents a very good effi-
ciency but suffers a high computational cost. Gu et al. 
introduced a method to overcome the problem of high 
computational cost through a fast learning-based algorithm 
which integrates the spatial and spectral information of HS 
images [24]. Their technique exploits the spatial resolution 
of HS images using a learning-based SRM algorithm and 
some unassociated ground truth information. It is efficient 
in terms of computational cost, however, shows a poorer 
efficiency compared to the HNN method.  
The aforementioned limitations, i.e., insufficient 
accuracy, the high computational cost and the need for 
huge amount of supplementary information have been the 
motivation for the proposed fast semisupervised resolution 
enhancement algorithm. To this end, we propose a learn-
ing-based algorithm for spatial resolution enhancement of 
HS images. Our method enhances the spatial resolution of 
HS images through fusing their spatial and spectral infor-
mation. To benchmark the proposed method, it is compared 
to a very efficient unsupervised superresolution mapping 
technique proposed by Tatem et al. This method utilizes 
Hopfield neural network (HNN) and uses the same frac-
tional images (outputs of the unmixing process) as the in-
put [22]. It converts the subpixel mapping task into a mini-
mum optimization model, where the spatial dependence is 
modeled as an energy function. Hence, a “best guess” map 
of the spatial distribution of the class components in each 
pixel is obtained through minimization of the energy 
function. 
The reminder of this article is organized as follows. In 
section 2, the outline of the proposed algorithm is pre-
sented. In section 3, endmember extraction techniques in 
HS imagery is described. In section 4, the necessary back-
ground for spectral mixture analysis and classification of 
HS data is given. Section 5 provides a complete explana-
tion about the proposed superresolution mapping (SRM) 
technique and in section 6 backpropagation neural network 
(BPNN) and the proposed training method are introduced. 
A quantitative assessment method for validation of the re-
sults is presented in section 7. Experiments and results are 
discussed in section 8 and conclusion is drawn in section 9. 
2.  Outline of the Proposed Technique 
The proposed technique consists of four main parts, 
i.e., endmember extraction, spectral unmixing, training of 
the SRM algorithm, and superresolution mapping. The 
complete processing scheme is depicted in Fig. 3. The LR 
HS test image stands for the LR HS image from a scene 
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which needs to be spatially improved. The HR HS training 
data is a small set of HR HS samples from the same scene 
which are required for training of the SRM algorithm in 
our method. First, we define the endmembers of the LR HS 
test image and the HR HS training image with the help of 
the MNF and PPI techniques (section 3). Then, the linear 
spectral unmixing is applied on the test and training HS 
images to extract the spatial information of the endmem-
bers. This is carried out using the developed linear mixture 
model (LMM) and fully constrained least squares (FCLS) 
algorithm which are discussed in section 4. The result of 
this step is the fractional images for both the test and train-
ing images. It is worth mentioning that the obtained frac-
tional images for the test image only present the spatial 
distribution of the endmembers in the pixel level. The aim 
of the proposed method is defining the subpixel level end-
member distribution information for the LR HS test image. 
The third step is training of the designed SRM algo-
rithm with the fractional images derived from the HR HS 
training image. It is worth noting that the HR HS training 
image can be the HR information of any small area of the 
same scene. Now our SRM algorithm has the capability to 
predict the subpixel level spatial information for any other 
area of the LR HS test image. The proposed method allevi-
ates the problem of need to an HR image of the same size 
with the LR HS image. Sufficiency of a small set of HR 
samples in our method dramatically reduces the cost of 
field observation. The final step is application of the 
trained SRM algorithm to any desired ROI of the test 
image. The relationship between the abundances of the 
endmembers in each pixel and its neighboring pixels, 
learned from the HR training samples, are used in this step. 
We utilize the learned relationship for assigning the end-
members to the subpixels with respect to their contribution 
in each pixel. The basis of this LR to HR mapping by the 
SRM algorithm is spatial correlation maximization. Sup-
plementary explanation about the proposed method is pro-
vided in section 5. 
 
Fig. 3.   Outline of the proposed technique. 
3.  Endmember Extraction Technique 
Spectral mixture analysis has received a considerable 
attention over the last 15 years and a number of unsuper-
vised/supervised algorithms for endmember extraction of 
HS images have been introduced. Some of the most widely 
used SMA techniques are N-FINDER [26], pixel purity 
index (PPI) [27], manual endmember selection tool (MEST) 
[28], convex cone analysis (CCA) [29], iterative error 
analysis (IEA) [30], optical real-time adaptative spectral 
identification system (ORASIS) [31], simulated annealing 
algorithm (SAA) [32], and automated morphological end-
member extraction (AMEE) [33]. 
Presence of pure class pixels in an image depends on 
the sensor spatial resolution. Hence, in situations where it 
is not possible for a certain algorithm to find such pure 
pixels in a scene, the fractional components found for the 
mixed pixels are usually expressed in terms of other mixed 
pixels (the identified endmembers) and not in terms of pure 
classes [34, 35]. 
The PPI algorithm, which is used for endmember ex-
traction in this paper, is an unsupervised technique which 
consists of two steps. First, a “noise-whitening” and dimen-
sionality reduction step is performed by using the mini-
mum noise fraction (MNF) transform [27]. Then, all the 
points in the resulted N-dimensional MNF-transformed 
space are projected onto many randomly generated lines 
and the points falling at the extremes of each line are 
counted. The pixels that count above a desired threshold 
are the purest pixels and these potential endmember spectra 
are loaded into an interactive N-dimensional visualization 
tool to be rotated in real time until a desired number of 
endmembers are visually identified as extreme pixels in the 
data cloud. It should be emphasized that the classification 
stage is a preparation step for the proposed algorithm, 
therefore, any other endmember extraction technique is 
applicable for this purpose. For instance, by adopting an 
automatic endmember extraction technique such as N-
FINDER, the whole algorithm can be fully automated. 
4.  Spectral Mixture Analysis 
Existence of mixed pixels in HS images, especially on 
the edges of the objects is a severe obstacle in high spatial 
resolution applications. Mixed pixels are pixels of the 
image which contain more than one endmember (Fig. 4).  
 
Fig. 4. Pure pixels and mixed pixels. 
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Despite the sources of nonlinearity in HS imaging such as 
bidirectional reflectance distribution function (BRDF) 
especially in landcover classification applications [36-37], 
a frequent assumption in HS remote sensing is that spectral 
signatures result from linear combinations of endmember 
spectra. These approaches largely ignore the inherent non-
linear characteristics of the hyperspectral data [38-41]. 
4.1  Linear Mixture Model (LMM) 
Endmember spectra are endmember components in N-
dimensional space. Let L equal the number of endmembers 
presented in an image scene with l ranging from 1 to L. 
Each spectrum of the scene (for every pixel) consists of N 
discrete wavelengths (λn) where n=1 to N. Let Sl(λn) repre-
sent the spectral response of material l at wavelength λn. 
Each spectrum in the library is described by the following 
vector: 
 1 2( ( ), ( ), ..., ( ))
l l l l
NS S S  S .   (1) 
For an unknown spectra u = (u1, u2, …, uN) each vector 
component is composed of a linear combination of L end-
members. u is related to L by the estimation vector 
x = (x1, x2, …, xL) where  
  0 1lx  ,  (2) 
 
1
1
L
l
l
x

 .  (3) 
For a mixture described by u, the spectral response 
at n , ( )nS u , would be as follow: 
( )
n
u l
n ll
S x S      (4) 
The difference between the calculated spectral response at 
λn  and the actual spectral response of u at λn is  
 ( )
n
l
n n ll
e u x S   . (5) 
The goal of linear spectral unmixing is to minimize en. 
Consequently, the reflectance of a single pixel can be con-
sidered as the linear mixture of all the endmembers within 
a pixel [42, 43]. 
4.2  Unmixing 
Some algorithms have been developed to handle the 
LMM according both the nonnegativity and sum-to-one 
constraints respectively represented by (2) and (3). These 
algorithms tend to be computationally intensive as the 
number of endmembers increases. Among them, the FCLS 
algorithm can efficiently meet both abundance constraints 
and is optimal in terms of least squares error [44]. The 
main problem of FCLS in concrete processing is that, 
unlike the sum-to-one constraint which can be solved by a 
closed-form solution, it does not have a closed-form mathe-
matical solution for the nonnegativity constraint since it is 
formed by a set of L linear inequalities rather than equali-
ties; thus, a numerical solution is always required. 
In general, a nonnegatively constrained least squares 
problem can be described by the following optimization 
problem: 
 Minimize  ( ) ( )TLSE   Sa r Sa r      (6) 
Subject to 0ja   
where the LSE is used as the criterion for optimality and 
aj  0, 1  j  L  represents the nonnegativity constraint. S 
is the N×L endmember matrix denoted by [s1, s2, ..., sL], 
where sj is the l×1 column vector represented by the jth 
endmember resident in the image scene, and r is an l×1 
column pixel vector (of the image scene). The solution for 
these inequalities is possible through a Lagrangian J as 
follows: 
 1 ( ) ( ) ( )
2
TJ     Sa r Sa r a c   (7) 
where λ = (λ1, λ2, …, λL)T is the Lagrange multiplier vector, 
and c = (c1+ c2+ ..., cL) is an unknown L-dimensional 
positive constraint vector with cj > 0 for 1  j  L to take 
care of the nonnegativity constraint. With a = c and  
 0 0T T
J       aa S S Sa r  (8) 
the following two iterative equations are resulted 
  
^
1 1( ) ( )T T T   a S S S S Sr , (9) 
 ( )T   ^
a
S r S . (10) 
In order to satisfy the sum-to-one constraint, a new 
signature matrix S’, is defined by including the constraint 
in the signature matrix S. 
 '
1T
    
S
S  (11) 
with 1 (1,1,...,1)T  and a vector 'r  by 
 '
1
    
r
r . (12) 
where δ is a constant to control the impact of the 
abundance sum-to-one constraint and has a typical value of  
1×10-5 [45]. 
5.  Superresolution Mapping (SRM) 
Algorithm 
Superresolution mapping is estimating the spatial de-
pendence of the components within the pixels of an image. 
Here, the SRM aims at predicting the location of endmem-
bers within a mixed pixel according to the proportions de-
fined by the SMA to improve the spatial resolution of the 
resulting landcover maps (fractional images). 
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The basis for the proposed SRM technique is spatial 
correlation of the endmembers. It means that the endmem-
bers within a pixel tend to be assigned to the subpixels with 
a higher contribution of the same endmember in the sub-
pixel’s neighboring area. This idea is explained in Fig. 5. 
Fig. 5(a) shows the contribution of endmember A in a 3 × 3 
window of a hypothetical fractional image obtained 
through a linear spectral unmixing process. The aim is de-
fining the best subpixel level endmember assignment for 
the middle pixel. Fig. 5(b), for example, shows a possible 
random assignment in which the spatial correlation of end-
member A is not taken into account. In contrast, Fig. 5(c) 
depicts a much better mapping and the assigned subpixels 
are the best in terms of spatial correlation of endmember A. 
 
(a)      (b)           (c) 
Fig. 5.  The basis for the proposed SRM technique. 
In order to define the location of the endmembers 
within a pixel of an HS image we only consider the first 
layer of the neighboring pixels in our model. In other 
words, the used SRM kernel is a 3 × 3 window as Fig. 6. 
Hence, the SRM model would be described in the mathe-
matical form as (13). fki,j is a pixel of the kth original LR 
fractional image and fki,j (q)׀q=1,2,3,4 are its subpixels. The 
SRM function in (13) follows a binary decision rule by 
which the value of each subpixel is defined according to its 
belonging to the target class. This is explained by (14). 
1, 1 1, 1, 1
, 1 , , 1
1, 1 1, 1, 1
k k k
i j i j i j
k k k
i j i j i j
k k k
i j i j i j
f f f
f f f
f f f
    
 
    
       
 
Fig. 6.  The 3   3 kernel of SRM model. 
 , ,
,
, ,
(1) (2)
( )
(3) (4)
k k
i j i j k
i jk k
i j i j
f f
SRM f
f f

    
  (13) 
where 
,
,
1, if the subpixel of  is assigned to the target class
( )
0, otherwise
i jk
i j
f
f q

  (14) 
This model utilizes the assumption of tendency of spatially 
proximate observations to be more alike than distant ones 
[21, 24, 46]. The necessary spatial distribution rule can be 
extracted through an appropriate learning-based network 
designed as our SRM algorithm. According to the ex-
plained procedure in Fig. 3, a small set of HR HS samples 
from the same scene is needed for training of the learning-
based SRM algorithm. These training samples can be ob-
tained through a proper method such as field observation or 
high resolution images. First, we unmix these HR HS train-
ing samples to obtain the HR fractional training samples. 
Then, we subsample the HR fractional training samples to 
obtain the LR fractional training samples. These LR frac-
tional training samples are of the same resolution with the 
LR test image. Thus, if we train the SRM algorithm with 
the LR and HR fractional training samples as the input and 
target vectors, respectively, it would be capable to effi-
ciently enhance the resolution of the LR test image.  
Based on the SRM model in (13), we define the sum 
of square error (SSE) E as follows [24]: 
 21
2 z z
E T O   (15) 
where Tz is the target output pattern vector denoted by 
tli,j(q), q = (1, 2, 3, 4) and Oz is the output pattern vector of 
the network denoted by f li,j(q), q = (1, 2, 3, 4). To mini-
mize E and obtain the optimal SRM, an effective learning 
algorithm consisting of a backpropagation neural network 
(BPNN) is adapted in this work. 
6.  Backpropagation Neural Network 
(BPNN) 
Backpropagation neural network was created by gen-
eralizing the Widrow-Hoff learning rule to multiple-layer 
networks and nonlinear differentiable transfer functions 
[47]. BPNNs is one of the most widely used techniques in 
resolution enhancement. The learning algorithm focuses on 
determining the connection weights between the nodes of 
neighbor layers. After sufficient learning, a new input typi-
cally leads to an output similar to the correct output for 
input vectors used in training that are similar to the new 
input being presented. This generalization property makes 
it possible to train a network on a representative set of in-
put/target pairs and get good results without training the 
network on all possible input/output pairs. BPNNs often 
have one or more hidden layers of nonlinear neurons fol-
lowed by an output layer of linear neurons. This architec-
ture allows the network to learn nonlinear and linear 
relationships between input and output vectors.  
Fig. 7 shows a typical 3 layer BPNN in which xi, yj, 
and Oq are the inputs, outputs from the hidden layer nodes, 
and outputs from the output layer nodes, respectively. vij 
and wjq are the connection weights between the nodes of 
layers. Two other important parameters (not shown in Fig. 
7) are bhj and boq which are the bias values for the hidden 
and output layers, respectively. All neurons are fully con-
nected and the functions for the output layer nodes are as 
follows: 
 
1
( ), 1,...,
h
q jq j q
j
o g w y bo q z

    (16) 
where g(.) is the nonlinear activation function, commonly 
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defined as the unipolar sigmoid function 
 1( )
1 x
g x
e
 
. (17) 
 
 
Fig. 7.  A three layer BPNN. 
There are four important parameters in adopting 
a proper BPNN architecture, namely the type of BPNN, 
number of hidden layers, number of nodes in each hidden 
layer, and the learning rate. In order to improve the per-
formance of the standard BPNN and to avoid its two main 
drawbacks, i.e., slow convergence and vulnerability to 
local minima, a backpropagation learning algorithm with 
a Fletcher-Reeves version of conjugate gradient is adapted 
here. The general iterative algorithm of the adapted BPNN 
for updating the weights and bias values is 
 1i i i ix x G    (18) 
where xi is the vector of current weights and biases, Gi is 
the current gradient, and αi is the learning rate. Conjugate 
gradient algorithm starts by searching the steepest descent 
direction on the first iteration, i.e., P0= -G0. A line search is 
then performed to determine the optimal distance to move 
along the current search direction and the next search direc-
tion is determined so that it is conjugate to the previous 
search direction. The general procedure is: 
 1i i i iP G P     (19) 
where for the Fletcher-Reeves 
 
1 1
T
i i
i T
i i
G G
G G

 
 . (20) 
The iteration in training stage is repeated until either the 
error criteria (E) or the iteration number (S) is satisfied. 
Number of the neurons in the input and output layers 
of the network are constrained by the problem. Hence for 
an SRM algorithm according to (13) which considers the 
center pixel and its 8 neighbors as the input and with the 
zoom factor of 2 (zf=2), the number of neurons in the input 
and output layers would be 9 and 4, respectively. It is 
shown that one hidden layer is generally sufficient even for 
complex cases provided that enough nodes are available 
[48, 49]. Hence, with the number of hidden layers set to 
one, and considering the E (SSE) in the training process as 
the evaluation rule, necessary experiments were carried out 
to find the optimum values for the parameters of the net-
work. We set the conditions of stopping the training 
process, namely the expected E and max iteration number 
(epochs) to 10-3 and 400, respectively. The optimum num-
ber of neurons in the hidden layer was set to 25 and the 
learning rate was set to 0.1. 
7.  Quantitative Assessment 
A quantitative assessment system is necessary to 
evaluate the performance of the proposed method in 
enhancing the resolution of the LR HS images. Further-
more, it is needed to provide a standard basis for compar-
ing the proposed technique with the HNN method. Conse-
quently, two measures were adopted for assessing the 
effectiveness of the proposed method, namely, root mean 
square error (RMSE) and correlation coefficient (CC). 
RMSE and CC inform about the accuracy of the prediction 
(bias and variance) and the amount of association between 
a target and estimated set of proportions, respectively. In 
sum, they are two important measures of coherence be-
tween the result and the target. The definitions of RMSE 
and CC are given in (21) and (22). 
 
1 1 2
1 2
1 1
1 1
( ) ( )
N M
ij ij
i j
I I
RM SE
N M
 
  

 
, (21) 
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   


             

 
(22) 
where I1 and I2 are the enhanced image with size N1×M1 
and the original HR image with size N2×M2, respectively. 
(I1)ij and (I2)ij  are the pixels at image coordinate (i,j) from 
the two images, and Ī1 and Ī2 are the means of two images. 
In these experiments N1 = N2, , and M1 = M2. 
8.  Experiments and Results 
In order to validate the proposed technique two re-
motely sensed HS data collected by the Airborne Visi-
ble/Infrared Imaging spectrometer (AVIRIS) are chosen for 
the experiments. One of them is a real HS image with 
available ground truth map, namely HS-I. HS-I is the test 
image with necessary a priori information of the land-
covers to verify the performance of the proposed SRM 
technique on real world HS images without the possible 
influence of the endmember extraction and unmixing proc-
esses. The other real world HS image without available 
hard classification map is HS-II. Experiment on HS-II 
measures the performance of the whole algorithm. 
AVIRIS is a sophisticated and complex optical sensor 
system involving a number of major subsystems, compo-
nents, and characteristics. The AVIRIS sensor receives 
white light in the foreoptics, disperses the light into the 
spectrum, converts the photons to electrons, amplifies the 
Hidden layer 
with h nodes 
Input 
vector 
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vector
2o  
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signal, digitizes the signal and records the data to high den-
sity tape. The full detail of this spectrometer is available in 
reference [50]. 
8.1  Experiments on HS-I 
HS-I is a remotely sensed HS image which is denoted 
by Indian Pines data. It was subjected to removal of the 
water absorption regions, low SNR, and bad bands. After 
these corrections, 200 available bands from the original 
data remained in the 0.4–2.5 μm wavelength range. Bit per 
pixel (bpp) for each spectral channel of this image is 16. A 
hard classification map (ground truth map) including 16 
land cover classes (endmembers) is available for this data. 
Figs. 8 (a) and (b) show the hard classification map and the 
25th band of the original HS-I, respectively. Fig. 9 shows 
the map of two of the land covers, i.e., grass/trees and 
woods. 
 
(a) 
 
 (b) 
Fig. 8. HS-I. (a) The hard classification map (ground truth). 
(b) 25th band of HS-I. 
After subsampling of every land cover class with a 
2 × 2 mean filter, 2500 training samples from 8 randomly 
selected LR land covers were input to the SRM algorithm 
to train it. Then, the trained SRM were applied to all of the 
LR land covers to enhance them. The obtained results for 
all of the land cover classes were very promising. The 
original HR, subsampled, and enhanced images for two of 
the land covers, namely, grass/trees and woods are shown 
for visual evaluation in Fig. 9. Original images were used 
as the standard HR images for verification of the per-
formance of the technique and Tab. 1 shows the related 
RMSE and CC for these two land cover classes. To give a 
reference for quantitative comparison, the HNN method 
was also applied on the same LR land covers of HS-I. 
RMSE and CC of the enhanced fractional images for 
grass/trees and woods, obtained with HNN, are given in 
Tab. 2. As can be seen, RMSE of both the enhanced land-
covers obtained by the proposed method is considerably 
better than (about half) the HNN technique. In other words, 
the error between the original HR images and the enhanced 
images using the proposed technique are less than HNN. 
   
(a)  (b)  (c) 
   
(d)  (e)  (f) 
Fig. 9.  Experimental results on HS-I. (a), (b), and (c) the 
original, subsampled, and enhanced image for 
grass/trees, respectively. (d), (e), and (f) the original, 
subsampled, and enhanced image for woods, 
respectively. 
 
 Grass/trees woods 
RMSE 0.0275 0.0202 
CC 0.9897 0.9968 
Tab. 1.  RMSE and CC values for the proposed technique with 
HS-I. 
 
 
 Grass/trees woods 
RMSE 0.0457 0.0381 
CC  0.9804 0.9941 
Tab. 2.  RMSE and CC values for the HNN method with HS-I. 
To optimize the developed HNN program for this 
problem, necessary experiments were carried out on differ-
ent samples in order to find the optimum parameters and 
for a zoom factor of 2, the size of the input window to the 
energy function and the iteration number were set to 3×3 
(center pixel and its 8 neighbors) and 3000, respectively. 
8.2  Experiments on HS-II 
As the second test data, another AVIRIS data was 
chosen. After removal of the water absorption regions, low 
SNR, and bad bands, 126 available bands from the original 
data remained in the 0.4–1.8 μm wavelength range and the 
corrected HS data is denoted by San Diego data. bpp for 
each spectral channel of this image is 40. Fig. 10 shows the 
tenth band of San Diego. For experiments, an area of 
100 × 100 pixel was chosen as the region of interest (ROI). 
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Figs. 11(a) and (b) show the tenth band of the original ROI, 
i.e., HS-II and the tenth band of the subsampled (with the 
2 × 2 mean filter) HS-II, respectively. For training of the 
SRM algorithm, another part of San Diego which is an 
80 × 80 pixel area, namely Train-data was chosen. Figs. 
12(a), (b), and (c) show the tenth band of Train-data, sub-
sampled Train-data (with the 2 × 2 mean filter), and one of 
the fractional images of Train-data (for asphalt), respec-
tively. 
 
Fig. 10.  Band 10 of AVIRIS San Diego HS image.  
       
(a)   (b) 
        
    (c)             (d) 
        
    (e)               (f) 
Fig. 11.  HS-II.  (a) Tenth band of the original HS-II. (b) Tenth 
band of the subsampled HS-II. (c), (d), (e), and (f) HR 
fractional images derived from the original HS-II. 
In this stage, validation of the complete algorithm was 
carried out, i.e., the linear spectral unmixing and SRM 
techniques were tested together using the HS-II. First, with 
the help of MNF and PPI, four endmembers corresponding 
to sand (Fig. 11(c)), airplane (Fig. 11(d)), asphalt (Fig. 
11(e)), and concrete (Fig. 11(f)) were extracted from HS-II. 
These endmembers were required for spectral unmixing of 
HS-II through the LMM and FCLS algorithm. Then, all 
necessary bands of HS-II were subsampled with the 2 × 2 
mean filter to be fed to the linear spectral unmixing pro-
gram. The outputs of this process were the LR fractional 
images. On the other hand, the original HS-II was directly 
input to the linear spectral unmixing process to yield the 
HR abundances (fractional images) as the standard original 
images for validation of the algorithm. 
For training of the SRM algorithm, same process was 
carried out for Train-data to extract the endmembers and 
unmix it. The resulted fractional images were subsampled 
with the 2 × 2 mean filter to obtain the LR training frac-
tional images. The LR fractional images and the original 
fractional images of Train-data were used to train the SRM 
algorithm as the input and target vectors, respectively. 
After training of the BPNN-based SRM algorithm, LR 
fractional images of HS-II were input to the SRM algo-
rithm and the spatially enhanced results were compared to 
the standard images visually as well as quantitatively. 
   
  (a)      (b)          (c) 
Fig. 12.  Train-data.  (a) Tenth band of the original Train-data. 
(b) Tenth band of the subsampled Train-data. (c) One 
of the fractional images of Train-data (for asphalt) 
derived from the LR (subsampled ) Train-data. 
Fig.13 shows the enhanced fractional images using 
the proposed technique in addition to the LR images. En-
hancement in the resolution of the images especially on the 
edges is clear. RMSE and CC of the enhanced fractional 
images using the proposed technique is shown in Tab. 3. 
 
 Concrete Sand Asphalt Airplane 
RMSE 0.0861 0.0729 0.0786 0.0511 
CC 0.9650 0.9733 0.9813 0.9106 
Tab. 3.  RMSE and CC values for the proposed technique with 
HS-II. 
 
 
 Concrete Sand Asphalt Airplane 
RMSE 0.1034 0.0756 0.0981 0.0604 
CC 0.9529 0.9716 0.9708 0.8970 
Tab. 4.  RMSE and CC values for the HNN method with HS-
II. 
Tab. 4 shows the RMSE and CC for the HNN method. The 
results show that the error between the enhanced images 
and the original HR images with the proposed technique 
are lower compared to the HNN method, i.e., RMSE for all 
of the classes are decreased. In addition, the CC values 
using the proposed technique are superior to the CC values 
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obtained by HNN. But, the main advantage of the proposed 
method is its low computational complexity. After the ini-
tial training which takes about 15 seconds, it needs only 
few seconds for resolution enhancement of the test LR 
images, whereas the HNN method needs about 40 minutes 
for the same task. 
        
(a)                (b) 
         
(c)                  (d) 
        
(e)                 (f) 
        
(g)                 (h) 
Fig. 13.  Experimental results on HS-II. (a), (c), (e), and (g) the 
LR fractional images for sand, airplane, asphalt, and 
concrete, respectively. (b), (d), (f), and (h) the 
enhanced fractional images for sand, airplane, asphalt, 
and concrete, respectively. 
9.  Conclusion 
We proposed a novel semisupervised technique for 
key information retrieval in hyperspectral imagery through 
resolution enhancement. The technique combines the SMA 
and a learning-based SRM algorithm for spatial-spectral 
data integration to exploit the subpixel detail of remotely 
sensed HS images. The necessary experiments were carried 
out on real HS images with and without available hard 
classification maps and the obtained results were evaluated 
qualitatively and quantitatively. Furthermore, as a basis for 
comparison, a very efficient unsupervised method, namely 
HNN was applied on the same test data sets. The experi-
ments validated the effectiveness of the method and the 
measurements confirmed its good performance. The pro-
posed method needs very limited HR training samples. 
This dramatically alleviates the shortcoming of joint 
processing techniques for which same size panchromatic 
images from the same scene are needed. It is very efficient 
for resolution enhancement and highly superior to the HNN 
method in terms of computational complexity. It is a good 
choice for real time target detection and tracking applica-
tions. 
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