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Abstract
In classical optimization problems under discrete choice models, the decision maker can control at most one attribute for
each choice. Usually, this attribute is the price of a product. However, price is not the only attribute that can impact both
the product’s market share and profit margin. This paper studies a generalization of these problems, which allows multiple
attributes to be controlled for each choice of product. Past research showed that we can solve the classical optimization prob-
lems efficiently, using methods like the market share reformulation. However, these methods do not apply to the generalized
problems. We showed that such problems are still tractable, and can be solved efficiently as conic programs. This argument
applies to optimization problems under multinomial logit models, and applies to problems under nested logit models when
certain assumptions hold. These generalized problems are very common in retail and transportation industries. This paper
allows practitioners to solve such problems directly using commercial solvers.
I. Introduction and Related Literature
Consider an assortment with multiple products. A typical optimization problem in revenue management is to
find the optimal prices of these products to be provided to customers. In general, when the price of a product
increases, its market share shrinks, while its profit margin becomes larger. The goal of price optimization is to
find a balance between market shares and profit margins, in order to maximize the overall profit or revenue.
In many scenarios, however, price is not the only variable that controls both market share and profit margin.
Take ride-sharing as an example. The operator may want customers to walk to a pick-up location, to wait for a
certain amount of time, and to accept detours when they car-pool with others. With these actions, the operator
is able to find better routes, and can thus have lower cost and better profit margin. However, customers are less
likely to take rides with longer waiting times and walking distances. Thus, in the optimization problem faced
by this operator, there are multiple decision variables to balance over, not just price.
In this paper, we show that such a problem can be solved by solving a conic program. In practice, this can be
done easily with commercial solvers. This conic reformulation is very similar to the market share reformulation.
However, the market share reformulation does not apply to the generalized optimization problems discussed in
this paper, since the attributes cannot be written as close-form functions of the market shares.
The paper closest to our work is [Li and Huh, 2011]. It applied the market share reformulation to the multino-
mial logit and nested logit models, and showed that the corresponding pricing problem can be solved efficiently
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under certain assumptions. Besides, [Gallego and Wang, 2014] showed that pricing problem is still tractable un-
der more general assumptions. However, the result is established based on the first order conditions. Thus,
constraints in prices and market shares cannot be incorporated directly.
Before [Li and Huh, 2011] and [Gallego and Wang, 2014], [Song and Xue, 2007] and [Dong et al., 2009] es-
tablished the concavity results of pricing programs under the multinomial logit choice model. Research on
discrete choice models dates back to [McFadden, 1973], which combined the random utility assumption from
[Thurstone, 1927] with the choice axioms introduced by [Luce, 1960]. See [Ben-Akiva and Lerman, 1987] and
[Train, 2003] for a in-depth introduction to these classical (parametric) choice models.
The organization of this paper is as follow: In Section II, we formulate the optimization problem under the
multinomial logit choice model, with multiple attributes being controllable for each product. We show that the
problem can be solved by solving a convex optimization problem. In Section III, we extend these results to
optimization problems under the nested logit choice model. In Section IV, we show that the convex problems
can be reformulated as conic programs, and thus can be solved directly with commercial solvers. Numerical
results are provided in Section VI.
II. Optimization under the Multinomial Logit Model
Consider an assortment with J products, given by J := {1, . . . , J}. For each product, there are K attributes that
impacts both its choice probability (market share) and its profit margin. The choice probabilities are determined
by a multinomial logit model
Pˇj(x) :=
eαj−∑
K
k=1 β jkyjk
1+∑Jj′=1 e
αj′−∑Kk=1 β j′kyj′k
, j ∈ J (1)
where α := (αj , j ∈ J ) is the vector of "baseline attractiveness" parameters, β := (β jk , k = 1, . . . , K , j ∈ J ) is
the vector of "sensitivity" parameters, while y := (yjk , k = 1, . . . , K , j ∈ J ) is the vector of attributes.
Consider any product j ∈ J . Let φˇjk denotes the profit margin of attribute yjk for each k = 1, . . . , K, and
let ψˇj denotes the cost per item. On each customer arrival, the expected profit we get from this product is
(∑Kk=1 φˇjkyjk − ψˇj)Pˇj(y). Consider a linear transformation xjk = β jkyjk − αj/k for every j ∈ J and every k =
1, . . . , K. The expected profit of a product becomes (∑Kk=1 φjkxjk − ψj)Pj(x), where
Pj(x) :=
e−∑
K
k=1 xjk
1+∑Jj′=1 e
−∑Kk=1 xj′k
, j ∈ J (2)
while φjk = β jkφˇjk is the "adjusted" profit margins, ψj = ψˇj + (αj/k)∑Kk=1 φˇjk is the "adjusted" per-item cost, and
x := (xjk , k = 1, . . . , K , j ∈ J ) is the vector of "adjusted" attributes.
In this section, we work with the optimization problem
(MP∗) max
d , x
J
∑
j=1
(φ>j· xj· − ψj) · dj
s.t. dj =
e−1
>xj·
1+∑Jj′=1 e
−1>xj′ ·
, j ∈ J
xjk ≤ xjk ≤ xjk , j ∈ J , k = 1, . . . , K
(3)
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where for each j ∈ J and each k = 1, . . . , k, the variable xjk is upper bounded by some xjk ∈ R, and is lower
bounded by xjk ∈ R. In (MP∗), d := (dj , j ∈ J ) denotes the vector of market shares.
Let φ := (φjk , k = 1, . . . , K , j ∈ J ) and let ψ := (ψj , j ∈ J ). Throughout this section, we assume that
φ > 0. That is, if the profit margin of a product increases as we make an attribute larger, then the market share of
that product must decrease at the same time, and vice versa. In other words, there must be a trade-off between
the market share and the profit margin.
The problem (MP) is not convex in general. The market share reformulation works when K = 1. When
K > 1, however, the market share reformulation does not apply since we cannot write the attributes into func-
tions of market shares with explicit forms. In this section, we present a reformulation we can use to solve (MP∗).
i. Box Constraints: Necessity and Generality
In (MP∗), we have box constraints over the x variables. These constraints are useful in practice (e.g. in modeling
price bounds), and does not hurt generality since we can set some bounds to be a very large number. The box
constraints also allow us to switch attributes on and off. By setting both the upper bound and the lower bound
to be zero, we remove an attribute from the problem. Thus, we can have a different number of controllable
attributes for each product.
Importantly, box constraints are not only useful but also necessary when there are multiple attributes to op-
timize over. Suppose φj1 > φj2 for some j ∈ J . At any feasible solution, we can increase xj1 and decrease xj2 by
the same amount, while let all other x and d variable stay unchanged. The new solution is apparently feasible,
and has a better objective value. If xj1 and xj2 are both unbounded, then the problem is clearly infeasible. It
makes sense to "sacrifice" some attributes for other ones to get better profit in practice, but there should always
be a limit to it.
ii. The Convex Reformulation
Let u := (ujk , k = 1, . . . , K , j ∈ J ), and let d0 ∈ (0, 1). Consider the convex program
(MCOP∗) max
d, d0, u
J
∑
j=1
(φ>j· uj· − ψjdj)
s.t. dj ln(
dj
d0
) ≤ −1>uj· , j ∈ J
d0 ln(
d0
dj
) ≤ (1>xj·) · d0 , j ∈ J
xjkdj ≤ ujk ≤ xjkdj , j ∈ J , k = 1, . . . , K
d0 +
J
∑
j=1
dj = 1
d > 0 , d0 > 0
(4)
In the rest of this section, we prove the following theorem:
Theorem II.1. Suppose an optimal solution (d∗, d∗0 , u∗) exists to (MCOP∗). Let
x∗jk =
u∗jk
d∗j
, k = 1, . . . , K ; j ∈ J (5)
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then (d∗, x∗) is an optimal solution to (MP∗).
Theorem II.2. Suppose an optimal solution (d∗, x∗) exists to (MP∗). Let
u∗jk = x
∗
jkd
∗
j , k = 1, . . . , K ; j ∈ J (6)
and let
d∗0 = 1− (∑
j∈J
d∗j ) (7)
then (d∗, d∗0 , u∗) is an optimal solution to (MCOP∗).
iii. Proof of Theorem II.1
To make the ideas behind the transformation clear, we prove Theorem II.1 in several steps. First consider
(MP∗1 ) maxd, d0, x
J
∑
j=1
(φ>j· xj· − ψj) · dj
s.t. dj =
e−1
>xj·
1+∑Jj′=1 e
−1>xj′ ·
, j ∈ J
xjk ≤ xjk ≤ xjk , j ∈ J , k = 1, . . . , K
d0 +
J
∑
j=1
dj = 1
d > 0 , d0 > 0
(8)
and
(MP∗2 ) maxd, d0, x
J
∑
j=1
(φ>j· xj· − ψj) · dj
s.t. ln(
dj
d0
) = −1>xj· , j ∈ J [i]
xjk ≤ xjk ≤ xjk , j ∈ J , k = 1, . . . , K
d0 +
J
∑
j=1
dj = 1
d > 0 , d0 > 0
(9)
We have
Theorem II.3. If (d∗, d∗0 , x∗) is optimal to (MP∗2 ). Then (d∗, x∗) is optimal to (MP∗).
Proof. (MP∗), (MP∗1 ) and (MP
∗
2 ) have identical objective functions. Suppose that (d
∗, d∗0 , x∗) is an optimal
solution to (MP∗1 ). (d
∗, x∗) is clearly feasible to (MP∗). Meanwhile, if there is a feasible solution (d, x) to (MP∗)
with better objective value, we can always find a d0 such that (d, d0, x) is feasible to (MP∗1 ) with better objective
value. This contradicts the fact (d∗, d∗0 , x∗) is optimal to (MP∗1 ). Thus, (d
∗, x∗) is an optimal solution to (MP∗).
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It left to prove that (MP∗1 ) and (MP
∗
2 ) are equivalent. Indeed. With some algebra, it can be shown that
dj =
e−1
>xj·
1+∑Jj′=1 e
−1>xj′ ·
, j ∈ J
d0 +
J
∑
j=1
dj = 1
d > 0 , d0 > 0
⇐⇒
ln(
dj
d0
) = −1>xj· , j ∈ J [i]
d0 +
J
∑
j=1
dj = 1
d > 0 , d0 > 0
(10)
That is, (MP∗1 ) is identical to (MP
∗
2 ). (It is trivial to show that the system to the left implies the system to the
right. To show that the right implies the left, simply solve the system of linear equalities for d and d0.)
Next, consider
(MP∗3 ) maxd, d0, x
J
∑
j=1
(φ>j· xj· − ψj) · dj
s.t. ln(
dj
d0
) = −1>xj· , j ∈ J [i]
ln(
d0
dj
) ≤ (1>xj·) , j ∈ J [i]
xjk ≤ xjk ≤ xjk , j ∈ J , k = 1, . . . , K
d0 +
J
∑
j=1
dj = 1
d > 0 , d0 > 0
(11)
and
(MP∗4 ) maxd, d0, x
J
∑
j=1
(φ>j· xj· − ψj) · dj
s.t. ln(
dj
d0
) ≤ −1>xj· , j ∈ J [i]
ln(
d0
dj
) ≤ (1>xj·) , j ∈ J [i]
xjk ≤ xjk ≤ xjk , j ∈ J , k = 1, . . . , K
d0 +
J
∑
j=1
dj = 1
d > 0 , d0 > 0
(12)
We have
Theorem II.4. If (d∗, d∗0 , x∗) is optimal to (MP∗4 ), then it must be optimal to (MP
∗
2 )
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Proof. Note that for every j ∈ J [i]
ln(
dj
d0
) = −1>xj· ; xjk ≤ xjk ≤ xjk , k = 1, . . . , K
=⇒ ln( dj
d0
) ≥ −1>xj·
⇐⇒ ln(d0
dj
) ≤ 1>xj·
(13)
Thus, if (d∗, d∗0 , x∗) is optimal to (MP∗3 ), then it must be optimal to (MP∗2 ). It left to prove that if (d∗, d∗0 , x∗) is
optimal to (MP∗4 ), then it must be optimal to (MP
∗
3 ). Consider any j = 1, . . . , J. and any fixed dj and d0 such
that the constraint ln( d0dj ) ≤ (1>xj·) is valid. The key here is to prove that, if a solution x∗j· is optimal to
max
xj·
{
φ>j· xj· − ψj : −1>xj· ≥ ln(
dj
d0
) ; xjk ≤ xjk ≤ xjk , k = 1, . . . , K
}
(14)
then it must also be optimal to
max
xj·
{
φ>j· xj· − ψj : −1>xj· = ln(
dj
d0
) ; xjk ≤ xjk ≤ xjk , k = 1, . . . , K
}
(15)
Indeed. There are three cases. First, if (14) is infeasible, then (15) must be infeasible as well. Second, if we find
an optimal solution to (14) at which the inequality constraint is tight, then it is also feasible, and thus optimal to
(15) as well. Third, if we find an optimal solution to (14) at which the inequality constraint is not tight, then all
the xj· variables must be at their upper bound. Otherwise, we will be able to improve the objective by increasing
one of the xj· variables while staying feasible, which contradicts the fact that the solution is optimal to (14). In
this case, we have ln( d0dj ) > (1
>xj·). However, such dj and d0 violates the constraint ln( d0dj ) ≤ (1>xj·) in the
master problem, and the corresponding dj and d0 will not be used as an input to (14). Therefore, we can replace
the subproblem (15) by (14) in the master problem (MP∗3 ), which gives us (MP∗4 ).
Now, we are ready to prove Theorem II.1.
Proof. Recall that we have an optimal solution (d∗, d∗0 , u∗) to (MCOP∗), and
x∗jk =
u∗jk
d∗j
, k = 1, . . . , K ; j ∈ J (16)
It is clear that (MCOP∗) is obtained by applying the linear transformation
ujk = xjkdj , k = 1, . . . , K ; j ∈ J (17)
to (MP∗4 ). Thus, (d
∗, d∗0 , x∗) is optimal to (MP∗4 ). By Theorem II.3 and Theorem II.4, (d
∗, x∗) is optimal to (MP∗).
iv. Proof of Theorem II.2
When we face a problem (MP∗), we can construct a problem (MCOP∗) accordingly. If we can solve (MCOP∗)
and get an optimal solution to it, then Theorem II.1 guarantees that we can find an optimal solution to (MP∗)
easily. However, what if there exists no optimal solution to (MCOP∗)? This leads to the necessity of Theorem
II.2. By that theorem, if an optimal solution to (MCOP∗) cannot be found, then we can safely argue that an
optimal solution to (MP∗) cannot be found either. In this part, we give a proof of Theorem II.2:
6
Tractable Optimization over Multiple Attributes under the Nested Logit Model
Proof. Let (d∗, x∗) be an optimal solution to (MP∗). Clearly, ∑Jj=1 d
∗
j < 1. Let
d∗0 = 1−
J
∑
j=1
d∗j (18)
and let
u∗jk = x
∗
jkd
∗
j , k = 1, . . . , K ; j ∈ J (19)
Through the construction of (MCOP∗) in the previous subsection, we know that (d∗, d∗0 , u∗) is a feasible solution
to (MCOP∗). Suppose that (d∗, d∗0 , u∗) is not optimal to (MCOP∗). Since (MCOP∗) is feasible, there must exist
a feasible solution (d, d0, u) with a better objective value than (d∗, d∗0 , u∗). Now, let d′0 = d0, let d′ = d. Since
ln(
d0
dj
) ≤ (1>xj·) , j ∈ J [i] (20)
if any of the constraints
dj ln(
dj
d0
) ≤ −1>uj· , j ∈ J [i] (21)
is not tight at (d′, d′0, u), we must be able to increase some of the u variables until that constraint is tight. Let u′
be the updated variable u. Given φ > 0, (d′, d′0, u′) has a better objective value than (d∗, d∗0 , u∗). Now, let
x′jk =
u′jk
d′j
, k = 1, . . . , K ; j ∈ J (22)
By Theorem II.3 and Theorem II.4, (d′, x′) is feasible to (MP∗), with a better objective value than (d∗, x∗), which
contradicts the fact that (d∗, x∗) is an optimal solution to (MP∗).
III. Optimization under the Nested Logit Model
Consider a nested logit model with two-level non-overlapping nests, and one single no-purchase alternative. Let
K be the total number of controllable attributes for each product. Let I := {1, · · · , I} denotes the collection of
all nests. For each nest i ∈ I , there are J[i] products in the nest, given by J [i] := {1, . . . , J[i]}. Let IJ := {(i, j) :
i ∈ I , j ∈ J [i]} denotes the set of all products. In this model, the choice probabilities are determined by
Pˇ[i]j (y) =
(
∑j′∈J [i] e
α
[i]
j′ −∑
K
k=1 β
[i]
j′ky
[i]
j′k
γ[i]
)γ[i]
1+∑i′∈I
(
∑j′∈J [i′ ] e
α
[i′ ]
j′ −∑
K
k=1 β
[i′ ]
j′k y
[i′ ]
j′k
γ[i
′ ]
)γ[i′ ] ·
e
α
[i]
j −∑Kk=1 β
[i]
jk y
[i]
jk
γ[i]
∑j′∈J [i] e
α
[i]
j′ −∑
K
k=1 β
[i]
j′ky
[i]
j′k
γ[i]
, (i, j) ∈ IJ (23)
where y := (y[i]jk , k = 1, . . . , K , (i, j) ∈ IJ ) is the vector of attributes (e.g. prices), α := (α
[i]
j , (i, j) ∈ IJ ) is the
vector of "baseline attractiveness" parameters, β := (β[i]jk , k = 1, . . . , K , (i, j) ∈ IJ ) is the vector of "sensitivity"
parameters, while γ = (γ[i] , i ∈ I) is the vector of "dissimilarity" parameters.
Throughout this section, we assume that γ[i] ∈ (0, 1] for each i ∈ I . Note that the multinomial logit model is
a special case of this nested logit model where every nest has exactly one product.
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Consider any product j ∈ J [i] in any nest i ∈ I . Let φˇ[i]jk denotes the profit margin of attribute y
[i]
jk for each
k = 1, . . . , K, and let ψˇ[i]j denotes the cost per item. On each customer arrival, the expected profit we get from this
product is (∑Kk=1 φˇ
[i]
jk y
[i]
jk − ψˇ
[i]
j )Pˇ
[i]
j (y). Consider a linear transformation x
[i]
jk = β
[i]
jk y
[i]
jk − α
[i]
j /k for every (i, j) ∈ IJ
and every k = 1, . . . , K. The expected profit of a product becomes (∑Kk=1 φ
[i]
jk x
[i]
jk − ψ
[i]
j )P
[i]
j (x), where
P[i]j (x) =
(
∑j′∈J [i] e
−
∑Kk=1 x
[i]
j′k
γ[i]
)γ[i]
1+∑i′∈I
(
∑j′∈J [i′ ] e
−
∑Kk=1 x
[i′ ]
j′k
γ[i
′ ]
)γ[i′ ] ·
e
−∑
K
k=1 x
[i]
jk
γ[i]
∑j′∈J [i] e
−
∑Kk=1 x
[i]
j′k
γ[i]
, (i, j) ∈ IJ (24)
while φ[i]jk = β
[i]
jk φˇ
[i]
jk is the "adjusted" profit margins and ψ
[i]
j = ψˇ
[i]
j + (α
[i]
j /k)∑
K
k=1 φˇ
[i]
jk is the "adjusted" per-item
cost. Let x := (x[i]jk , k = 1, . . . , K , (i, j) ∈ IJ ) denotes the vector of "adjusted" attributes.
In this section, we work with the problem
(MP) max
d, x
∑
i∈I
∑
j∈J [i]
( K
∑
k=1
φ
[i]
jk x
[i]
jk − ψ
[i]
j
)
d[i]j
s.t. d[i]j =
(
∑j′∈J [i] e
−
∑Kk=1 x
[i]
j′k
γ[i]
)γ[i]
1+∑i′∈I
(
∑j′∈J [i′ ] e
−
∑Kk=1 x
[i′ ]
j′k
γ[i
′ ]
)γ[i′ ] ·
e
−∑
K
k=1 x
[i]
jk
γ[i]
∑j′∈J [i] e
−
∑Kk=1 x
[i]
j′k
γ[i]
, (i, j) ∈ IJ
x[i]jk ≤ x
[i]
jk ≤ x
[i]
jk , k = 1, . . . , K , (i, j) ∈ IJ
(25)
where d := (d[i]j , (i, j) ∈ IJ ) is the vector of products’ market shares.
i. The Convex Reformulation
(MP) is not convex in general, and is thus hard to work with. However, the optimal solution of (MP) can be
found by solving a convex program under certain assumptions. Let ρ := (ρ[i]k : k = 1, . . . , K , i ∈ I) denotes a
8
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vector of some "sensitivity" parameters. Consider the convex program
(MCOP) max
d, p, v
∑
i∈I
( K
∑
k=1
ρ
[i]
k v
[i]
k − ∑
j∈J [i]
ψ
[i]
j d
[i]
j
)
s.t. γ[i] ∑
j∈J [i]
d[i]j ln(
d[i]j
p[0]
) + (1− γ[i])p[i] ln( p
[i]
p[0]
) ≤ −
K
∑
k=1
v[i]k , i ∈ I
γ[i]p[0] ln(
p[0]
d[i]j
) + (1− γ[i])p[0] ln( p
[0]
p[i]
) ≤ p[0]
K
∑
k=1
x[i]jk , (i, j) ∈ IJ
∑
j∈J [i]
x[i]jk d
[i]
j ≤ v[i]k ≤ ∑
j∈J [i]
x[i]jk d
[i]
j , k = 1, . . . , K , i ∈ I
d[i]1 + · · ·+ d[i]J[i] = p
[i] , i ∈ I
p[0] +∑
i∈I
p[i] = 1
p > 0
d > 0
(26)
In this section, we prove the following theorems:
Theorem III.1. Suppose an optimal solution (d∗, p∗, v∗) exists to (MCOP). If the assumption
φ
[i]
1k = · · · = φ
[i]
J[i]k
= ρ
[i]
k > 0 , ∀k = 1, . . . , K , i ∈ I (27)
holds, and the system
−
K
∑
k=1
u[i]jk = γ
[i]d∗[i]j ln(
d∗[i]j
p∗[0]
) + (1− γ[i])d∗[i] ln( p
∗[i]
p∗[0]
) , (i, j) ∈ IJ
J[i]
∑
j=1
u[i]jk = v
∗[i]
k , k = 1, . . . , K , i ∈ I
x[i]jk d
[i]
j ≤ u[i]jk ≤ x
[i]
jk d
[i]
j , k = 1, . . . , K , (i, j) ∈ IJ
(28)
has a solution u∗, then (d∗, x∗) is an optimal solution to (MP), where
x∗[i]jk = u
∗[i]
jk /d
∗[i]
j , ∀k = 1, . . . , K , (i, j) ∈ IJ (29)
Proof. The proof of this theorem is very similar to that of Theorem II.1. See Appendix A.
Theorem III.2. Assuming (27) holds, and for any feasible solution (d, p, v) to (MCOP), the system
−
K
∑
k=1
u[i]jk = γ
[i]d[i]j ln(
d[i]j
p[0]
) + (1− γ[i])d[i] ln( p
[i]
p[0]
) , (i, j) ∈ IJ
J[i]
∑
j=1
u[i]jk = v
[i]
k , k = 1, . . . , K , i ∈ I
x[i]jk d
[i]
j ≤ u[i]jk ≤ x
[i]
jk d
[i]
j , k = 1, . . . , K , (i, j) ∈ IJ
(30)
9
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always has a solution. Suppose that an optimal solution exists to (MP), and let that solution be (x∗, d∗). Let
p∗[i] = d∗[i]1 + · · ·+ d∗[i]J[i] , i ∈ I
p∗[0] = 1−∑
i∈I
p∗[i]
(31)
and let
v∗[i]k = ∑
j∈J
x∗[i]jk d
∗[i]
j , ∀k = 1, . . . , K , i ∈ I (32)
then (d∗, p∗, v∗) is an optimal solution to (MCOP).
Proof. The proof of this theorem is very similar to that of Theorem II.2. See Appendix B.
ii. Understanding the Assumption
The assumptions in Theorem III.1 and Theorem III.2 may seem quite restrictive. In fact, however, they are quite
flexible to work with. The reason is that we can switch attributes on and off using box constraints. Here, we
discuss a practical setup of (MP) with only minimal loss of flexibility, such that (28) always has a solution.
Consider a nest i ∈ I . Suppose that each product j′ ∈ J [i] in that nest has K′ attributes x′ [i]j′1, . . . , x′
[i]
j′K′ .
We need to make one assumption: Each product shares one unbounded controllable attribute with identical ad-
justed profit margin. Usually, we let price to be that shared attribute. For rational decision makers, the utility and
profit margin of one dollar is always one dollar. Without loss of generality, let the shared attribute be the last one.
In contrast, any other attributes can have differentiated adjusted profit margin, and can be switched off for
some of the products. Note that these attributes can have, and should have upper and lower bounds. This is to
avoid unboundedness caused by unlimited trade-off between attributes.
For each k′ = 1, . . . , K′ − 1, we split the k-th attribute into |J [i]| separate attributes. For example, the first
attribute vector (x′ [i]j′1 , j
′ ∈ J [i]) becomes (x[i]jk , j ∈ J [i] , k = 1, . . . , |J [i]|). For each k = 1, . . . , |J [i]|, let j′ be the
k-th element in J [i]. All attributes in (x[i]jk , j ∈ J [i]) have identical adjusted profit margin as x′ j′1. Meanwhile,
the upper and lower bound of x[i]jk is similar to x
′
j′1 if j = k, and is both 0 otherwise. Repeat this process for all
of the K′ − 1 attributes, and attach the last attribute. We have K = |J [i]| × (K′ − 1) + 1 attributes.
Now, the last attribute in the K attributes has a shared adjusted profit margin, and is unbounded for all
products. Every other attribute k = 1, . . . , K− 1 also has a shared adjusted profit margin, but is switched on for
at most one product. Assumption (27) clearly holds true. We only need the the system in (28) to have a solution.
Indeed. Let (d, p, v) be any feasible solution to (MCOP). Consider each nest i ∈ I . For each k = 1, . . . , K− 1
and each j ∈ J [i], let u[i]jk = v
[i]
jk if x
[i]
jk is switched on, and let u
[i]
jk = 0 otherwise. For k = K, let
u[i]jk =
K−1
∑
k=1
u[i]jk − γ[i]d
∗[i]
j ln(
d∗[i]j
p∗[0]
)− (1− γ[i])d∗[i] ln( p
∗[i]
p∗[0]
) (33)
for each j ∈ J [i]. The u we derived is clearly a solution to the system in (28) since the k-th attribute is unbounded
for every product in the nest.
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IV. Conic Programming Reformulation and Solvability
In this section, we briefly discuss the solvability of (MCOP), and as a special case, (MCOP∗). Theorem III.1 and
Theorem III.2 guarantee that under the assumptions, (MP) is solvable if and only if (MCOP) is solvable. The
question left is how to solve (MCOP).
Consider the following conic program:
(MCP) max
d, p, v
∑
i∈I
( K
∑
k=1
ρ
[i]
k v
[i]
k − ∑
j∈J [i]
ψ
[i]
j d
[i]
j
)
s.t.
(
p[0], d[i]j , y
[i]
j
)
≥Kexp 0 , (i, j) ∈ IJ(
d[i]j , p
[0], z[i]j
)
≥Kexp 0 , (i, j) ∈ IJ(
p[0], p[i],
∑Kk=1 v
[i]
k − γ[i] ∑j∈J [i] y
[i]
j
1− γ[i]
)
≥Kexp 0 , i ∈ I
(
p[i], p[0],−
p[0] ∑Kk=1 x
[i]
jk + γ
[i]z[i]j
1− γ[i]
)
≥Kexp 0 , (i, j) ∈ IJ
d[i]1 + · · ·+ d[i]J[i] = p
[i] , i ∈ I
p[0] +∑
i∈I
p[i] = 1
v[i]k − ∑
j∈J [i]
x[i]jk d
[i]
j ≥ 0 , k = 1, . . . , K , i ∈ I
∑
j∈J [i]
x[i]jk d
[i]
j − v[i]k ≥ 0 , k = 1, . . . , K , i ∈ I
(34)
where
Kexp := closure
{
(a1, a2, a3) : a3 ≤ a2 log(a1/a2) , a1 > 0 , a2 > 0
}
=
{
(a1, a2, a3) : a3 ≤ a2 log(a1/a2) , a1 > 0 , a2 > 0
}
∪
{
(a1, 0, a3) : a1 ≥ 0 , a3 ≤ 0
} (35)
is the exponential cone. (Note that if γ[i] = 1 for any i ∈ I , we should replace the constraints
(
p[0], d[i]j , y
[i]
j
)
≥Kexp 0 , j ∈ J [i](
d[i]j , p
[0], z[i]j
)
≥Kexp 0 , j ∈ J [i](
p[0], p[i],
∑Kk=1 v
[i]
k − γ[i] ∑j∈J [i] y
[i]
j
1− γ[i]
)
≥Kexp 0
(
p[i], p[0],−
p[0] ∑Kk=1 x
[i]
jk + γ
[i]z[i]j
1− γ[i]
)
≥Kexp 0 , j ∈ J [i]
(36)
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with (
p[0], d[i]j , y
[i]
j
)
≥Kexp 0 , j ∈ J [i](
d[i]j , p
[0],−p[0]
K
∑
k=1
x[i]jk
)
≥Kexp 0 , j ∈ J [i]
∑
j∈J [i]
y[i]j =
K
∑
k=1
v[i]k
(37)
in (MCP).)
(MCP) has identical objective function as (MCOP). Meanwhile, the feasible region of (MCP) is the closure of
the feasible region of (MCOP) (recall that d, p > 0 in (MCOP)). Thus: (1) if (MCP) is infeasible, then (MCOP)
is infeasible; (2) if (MCP) is unbounded, then (MCOP) is unbounded; (3) if (MCP) has an optimal solution
(d∗, p∗, v∗) with d∗, p∗ > 0, then that solution is also optimal to (MCOP); and (4) if (MCP) has an optimal
solution (d∗, p∗, v∗), but d∗, p∗ > 0 does not hold, then optimality of (MCOP) can never be attained (since we
can get arbitrarily close to the optimal value of (MCP) in (MCOP), but can never reach that value).
(MCP) can be solved directly with commercial conic solvers. With Theorem III.1, Theorem III.2 and the
argument above, we now have a complete path solving (MP).
V. Resource Constraints
For simplicity, we only modeled price bounds in the previous optimization problems. However, there are many
other types of constraints that can be modeled. The most obvious type of constraints we can work with easily in
these problems is the resource constraint.
Suppose we add a constraint d ∈ D to (MP), where D is some non-empty polyhedron. Clearly, this constraint
can be passed all the way done into (MCOP), and can be modeled in (MCP) with linear cones. Adding such a
constraint will not require change in proving any of the theorems.
VI. Numerical Results and Discussion
In this section, we present numerical results based on simulated data. We used CVX to transform convex op-
timization problems into conic programs. The conic programs are then passed to a solver. We tested both the
academic version of MOSEK and the open source solver ECOS. Tests are implemented in Python.
Figure 1 shows the runtime of both solvers solving problems of different sizes. As we can see, the runtime
grows linearly with the size of the problem. The runtime of both solvers are more or less the same. (ECOS has
shorter running times, especially on smaller problems. This may because MOSEK takes more steps in checking
and pre-processing the problems.)
It only takes a fraction of a second to solve a pricing problem with 256 (16 by 16) products. With CVX and
Python, such a problem can be formulated with a few lines of code. Thus, it is quite practical to solve such
problems in real practice.
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Figure 1: Sample runtime of solvers solving problems of different sizes. Here "I" denotes the total number of nests, while "Ji" denotes
the number of products in each nest. (For example, if "I" is 8 and "Ji" is 4, then there are totally 32 products.) We perform 10
tests for each combination of "I", "Ji" and choice of solver.
In every test, the parameters γ[i] are sampled uniformly from [1, 2], the parameters ρ[i]k are sampled uniformly from [0.5, 1],
while the parameters ψ[i]j are sampled uniformly from [1, 2]. We set K = 2, with one attribute unbounded, while the other
bounded. We create dummy variables (one for eacb product) for the bounded attribute in order to fit it into our framework.
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A. Proof of Theorem III.1
To prove the theorem, first consider the two problems
(MP1) max
d, p, x
∑
i∈I
∑
j∈J [i]
( K
∑
k=1
φ
[i]
jk x
[i]
jk − ψ
[i]
j
)
d[i]j
s.t. d[i]j =
(
∑j′∈J [i] e
−
∑Kk=1 x
[i]
j′k
γ[i]
)γ[i]
1+∑i′∈I
(
∑j′∈J [i′ ] e
−
∑Kk=1 x
[i′ ]
j′k
γ[i
′ ]
)γ[i′ ] ·
e
−∑
K
k=1 x
[i]
jk
γ[i]
∑j′∈J [i] e
−
∑Kk=1 x
[i]
j′k
γ[i]
, (i, j) ∈ IJ
x[i]jk ≤ x
[i]
jk ≤ x
[i]
jk , k = 1, . . . , K , (i, j) ∈ IJ
d[i]1 + · · ·+ d[i]J[i] = p
[i] , i ∈ I
p[0] +∑
i∈I
p[i] = 1
p > 0
d > 0
(38)
and
(MP2) max
d, p, x
∑
i∈I
∑
j∈J [i]
( K
∑
k=1
φ
[i]
jk x
[i]
jk − ψ
[i]
j
)
d[i]j
s.t. γ[i] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
= −
K
∑
k=1
x[i]jk , (i, j) ∈ IJ
x[i]jk ≤ x
[i]
jk ≤ x
[i]
jk , k = 1, . . . , K , (i, j) ∈ IJ
d[i]1 + · · ·+ d[i]J[i] = p
[i] , i ∈ I
p[0] +∑
i∈I
p[i] = 1
p > 0
d > 0
(39)
Theorem A.1. If (d∗, p∗, x∗) is an optimal solution to (MP2), then (d∗, x∗) is an optimal solution to (MP).
Proof. (MP), (MP1) and (MP2) have identical objective functions. Suppose that (d∗, p∗, x∗) is an optimal solution
to (MP1), then (d∗, x∗) is clearly feasible to (MP). Meanwhile, if there is a feasible solution (d, x) to (MP) with
better objective value, we can always find a p such that (d, p, x) is feasible to (MP1) with better objective value.
This contradicts the fact (d∗, p∗, x∗) is optimal to (MP1). Thus, (d∗, x∗) is an optimal solution to (MP). It left to
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prove that (MP1) and (MP2) are equivalent. Indeed. With some algebra, it can be shown that the system
d[i]j =
(
∑j′∈J [i] e
−
∑Kk=1 x
[i]
j′k
γ[i]
)γ[i]
1+∑i′∈I
(
∑j′∈J [i′ ] e
−
∑Kk=1 x
[i′ ]
j′k
γ[i
′ ]
)γ[i′ ] ·
e
−∑
K
k=1 x
[i]
jk
γ[i]
∑j′∈J [i] e
−
∑Kk=1 x
[i]
j′k
γ[i]
, (i, j) ∈ IJ
d[i]1 + · · ·+ d[i]J[i] = p
[i] , i ∈ I
p[0] +∑
i∈I
p[i] = 1
p > 0
d > 0
(40)
is equivalent to
γ[i] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
= −
K
∑
k=1
x[i]jk , (i, j) ∈ IJ
d[i]1 + · · ·+ d[i]J[i] = p
[i] , i ∈ I
p[0] +∑
i∈I
p[i] = 1
p > 0
d > 0
(41)
That is, (MP1) is identical to (MP2). (It is trivial to show that the first system implies the second system. To
show that the second implies the first, simply solve the system of linear equalities for p and d.)
Next, consider
(MP3) max
d, p, x
∑
i∈I
∑
j∈J [i]
( K
∑
k=1
φ
[i]
jk x
[i]
jk − ψ
[i]
j
)
d[i]j
s.t. γ[i] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
= −
K
∑
k=1
x[i]jk , (i, j) ∈ IJ
γ[i] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
≥ −
K
∑
k=1
x[i]jk , (i, j) ∈ IJ
x[i]jk ≤ x
[i]
jk ≤ x
[i]
jk , k = 1, . . . , K , (i, j) ∈ IJ
d[i]1 + · · ·+ d[i]J[i] = p
[i] , i ∈ I
p[0] +∑
i∈I
p[i] = 1
p > 0
d > 0
(42)
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and
(MP4) max
d, p, x
∑
i∈I
∑
j∈J [i]
( K
∑
k=1
φ
[i]
jk x
[i]
jk − ψ
[i]
j
)
d[i]j
s.t. γ[i] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
≤ −
K
∑
k=1
x[i]jk , (i, j) ∈ IJ
γ[i] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
≥ −
K
∑
k=1
x[i]jk , (i, j) ∈ IJ
x[i]jk ≤ x
[i]
jk ≤ x
[i]
jk , k = 1, . . . , K , (i, j) ∈ IJ
d[i]1 + · · ·+ d[i]J[i] = p
[i] , i ∈ I
p[0] +∑
i∈I
p[i] = 1
p > 0
d > 0
(43)
We have
Theorem A.2. If (d∗, p∗, x∗) is optimal to (MP4), then it must be optimal to (MP2)
Proof. Note that for every (i, j) ∈ IJ
γ[i] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
= −
K
∑
k=1
x[i]jk
x[i]jk ≤ x
[i]
jk ≤ x
[i]
jk , k = 1, . . . , K
=⇒ γ[i] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
≥ −
K
∑
k=1
x[i]jk (44)
Thus, if (d∗, p∗, x∗) is optimal to (MP3), then it must be optimal to (MP2). It left to prove that if (d∗, p∗, x∗) is
optimal to (MP4), then it must be optimal to (MP3). Consider any j = 1, . . . , J. and any d and p feasible to
(MP4). The key here is to prove that, if a solution x
∗[i]
j· is optimal to
max
xj·
{ K
∑
k=1
φ
[i]
jk x
[i]
jk − ψ
[i]
j : γ
[i] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
≤ −
K
∑
k=1
x[i]jk ; x
[i]
jk ≤ x
[i]
jk ≤ x
[i]
jk , k = 1, . . . , K
}
(45)
then it must also be optimal to
max
xj·
{ K
∑
k=1
φ
[i]
jk x
[i]
jk − ψ
[i]
j : γ
[i] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
= −
K
∑
k=1
x[i]jk ; x
[i]
jk ≤ x
[i]
jk ≤ x
[i]
jk , k = 1, . . . , K
}
(46)
Indeed. There are three cases. First, if (14) is infeasible, then (15) must be infeasible as well. Second, if we find
an optimal solution to (14) at which the inequality constraint is tight, then it is also feasible, and thus optimal to
(15) as well. Third, if we find an optimal solution to (14) at which the inequality constraint is not tight, then all
the xj· variables must be at their upper bound. Otherwise, we will be able to improve the objective by increasing
one of the xj· variables while staying feasible, which contradicts the fact that the solution is optimal to (14). In
this case, we have
γ[i] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
< −
K
∑
k=1
x[i]jk (47)
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However, such d and p violates the constraint
γ[i] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
≥ −
K
∑
k=1
x[i]jk (48)
in the master problem, and will not be used as an input to (45). Therefore, we can replace the subproblem (46)
by (45) in the master problem (MP3), which gives us (MP4).
Next, consider the problem
(MP5) max
d, p, u
∑
i∈I
∑
j∈J [i]
( K
∑
k=1
φ
[i]
jk u
[i]
jk − ψ
[i]
j d
[i]
j
)
s.t. γ[i]d[i]j ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
≤ −
K
∑
k=1
u[i]jk , (i, j) ∈ IJ
γ[i] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
≥ −
K
∑
k=1
x[i]jk , (i, j) ∈ IJ
d[i]j x
[i]
jk ≤ u
[i]
jk ≤ d
[i]
j x
[i]
jk , k = 1, . . . , K , (i, j) ∈ IJ
d[i]1 + · · ·+ d[i]J[i] = p
[i] , i ∈ I
p[0] +∑
i∈I
p[i] = 1
p > 0
d > 0
(49)
Theorem A.3. Let (d∗, p∗, u∗) be an optimal solution to (MP5), and let x
∗[i]
jk = u
∗[i]
jk /d
∗[i]
jk for each k = 1, . . . , K and each
(i, j) ∈ IJ . Then, (d∗, x∗) is an optimal solution to (MP4).
Proof. (MP5) is obtained by applying a linear transformation to (MP4), where we let u
[i]
jk = x
[i]
jk d
[i]
jk for each
k = 1, . . . , K and each (i, j) ∈ IJ . If (d∗, p∗, u∗) is an optimal solution to (MP5), then (d∗, p∗, x∗) is an optimal
solution to (MP4).
Now, note that for every (i, j) ∈ IJ , we have
γ[i]d[i]j ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
= γ[i]d[i]j ln(
d[i]j
p[0]
) + (1− γ[i])d[i]j ln(
p[i]
p[0]
) (50)
and
− γ[i]p[0] ln
(
(
d[i]j
p[i]
)(
p[i]
p[0]
)
1
γ[i]
)
= γ[i]p[0] ln(
p[0]
d[i]j
) + (1− γ[i])p[0] ln( p
[0]
p[i]
) (51)
and we are ready to prove Theorem III.1:
Proof. First, for any feasible solution (d, p, u) to (MP5), we can let v
[i]
k = ∑j∈J [i] u
[i]
jk for each k = 1, . . . , K and
i ∈ I . Since assumption (27) holds, , the solution (d, p, v) is feasible to (MCOP) with an identical objective value.
Thus, if a feasible solution to (MP5) has a similar objective value to the optimal solution of (MCOP), then that
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feasible solution must be optimal to (MP6). Let (d∗, p∗, v∗) be an optimal solution to (MCOP). Let u∗ be a
solution to the system in (28). (d∗, p∗, u∗) is clearly feasible to (MP5) with a similar objective value. Therefore,
(d∗, p∗, u∗) is optimal to (MP5). Now, let
x∗[i]jk = u
∗[i]
jk /d
∗[i]
j , ∀k = 1, . . . , K , (i, j) ∈ IJ (52)
By Theorem A.1, Theorem A.2 and Theorem A.3, (d∗, x∗) is an optimal solution to (MP).
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B. Proof of Theorem III.2
When we face a problem (MP), we can construct a problem (MCOP) accordingly. If we can solve (MCOP) and
get an optimal solution to it, then Theorem III.1 guarantees that we can find an optimal solution to (MP) easily.
However, what if there exists no optimal solution to (MCOP)? This leads to the necessity of Theorem III.2. By
that theorem, if an optimal solution to (MCOP) cannot be found, then we know that an optimal solution to
(MP) cannot be found either. Below is a proof of Theorem III.2:
Proof. Let (d∗, x∗) be an optimal solution to (MP). Let
p∗[i] = d∗[i]1 + · · ·+ d∗[i]J[i] , i ∈ I (53)
let
u∗[i]jk = x
∗[i]
jk d
∗[i]
j , ∀k = 1, . . . , K , (i, j) ∈ IJ (54)
and let v∗[i]k = ∑j∈J [i] u
∗[i]
jk for each k = 1, . . . , K and i ∈ I . By the construction of (MCOP) given in the previous
part, we know that (d∗, p∗, v∗) is a feasible solution to (MCOP). Suppose that there exist no optimal solution to
(MCOP). Since (MCOP) is feasible, it must have a solution (d, p, v) with a better objective value than (d∗, p∗, v∗).
Now, let d′ = d and p′ = p. Let u′ be the corresponding solution of system (28). Let
x
′ [i]
jk = u
′ [i]
jk /d
′ [i]
j , ∀k = 1, . . . , K , (i, j) ∈ IJ (55)
Clearly, (d′, x′) is feasible to (MP), with an even better objective value. It contradicts the fact that (d∗, x∗) is
optimal to (MP). Enough to conclude.
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