Abstract-Analysis of signals defined over graphs has been of interest in the recent years. In this regard, many concepts from the classical signal processing theory have been extended to the graph case, including uncertainty principles that study the concentration of a signal on a graph and in its graph Fourier basis (GFB). This paper advances a new way to formulate the uncertainty principle for signals defined over graphs, by using a nonlocal measure based on the notion of sparsity. To be specific, the total number of nonzero elements of a graph signal and its corresponding graph Fourier transform (GFT) is considered. A theoretical lower bound for this total number is derived, and it is shown that a nonzero graph signal and its GFT cannot be arbitrarily sparse simultaneously. When the graph has repeated eigenvalues, the GFB is not unique. Since the derived lower bound depends on the selected GFB, a method that constructs a GFB with the minimal uncertainty bound is provided. In order to find signals that achieve the derived lower bound (i.e., the most compact on the graph and in the GFB), sparse eigenvectors of the graph are investigated. It is shown that a connected graph has a 2-sparse eigenvector (of the graph Laplacian) when there exist two nodes with the same neighbors. In this case, the uncertainty bound is very low, tight, and independent of the global structure of the graph. For several examples of classical and real-world graphs, it is shown that 2-sparse eigenvectors, in fact, exist.
I. INTRODUCTION

S
IGNALS defined over a graph are useful to express highdimensional data where the graph models the underlying dependency structure between the data sources. In this framework a graph signal is considered as a set of data points indexed according to vertices of the graph. This type of signal structure is not limited to electrical engineering and can be found in a variety of different contexts such as social, economic, and biological networks, among others [1] .
In some of the recent developments, processing of graph signals has been based on the so-called "graph operator." However, the definition of this operator is not fixed. Motivated by spectral graph theory, the study in [2] selects the graph operator to be the (normalized) graph Laplacian, whereas studies in [3] , [4] focus on the adjacency matrix. There are other proposals as well [5] , [6] . Once the graph operator has been selected, its eigenvectors are used to define the graph Fourier basis (GFB). Representation of a signal in the selected graph Fourier basis is then used to define the graph Fourier transform (GFT) of the signal. Inspired by the constructions in [2] - [4] , sampling, reconstruction and multirate processing of graph signals are studied in [7] - [14] . An essential concept in signal analysis is the uncertainty principle, which states that a signal cannot be arbitrarily localized in both time and frequency simultaneously [15] . In classical signal processing, the uncertainty principle is useful to design filters that are maximally localized in time, for a given frequency spread, or vice versa. Due to its importance, some authors extended this principle to signals defined on graphs [16] - [19] . Details of these approaches are elaborated in Section I-C.
Similar to [16] - [19] , this paper studies the concept of uncertainty for graph signals. However, unlike earlier methods, and motivated by [20] - [22] , we introduce a non-local measure for uncertainty, based on the notion of sparsity of the signal in the graph domain and frequency domain. We show that a nonzero graph signal and its corresponding GFT cannot be arbitrarily sparse simultaneously, and we provide a lower bound for the total number of nonzero elements. We further provide the optimal selection of the GFB (that minimizes the uncertainty bound) when the graph operator has repeated eigenvalues. In order to find signals that achieve the derived lower bound, we consider sparse eigenvectors of the graph operator. A detailed outline and the contributions of this paper are given below.
A. Outline and Contributions
Broadly speaking, results presented here can be divided into three main parts. In the first part (Sections II and III), we propose discrete and non-local uncertainty principles that depend on the max-norm of the graph Fourier basis. These results follow from more general theory of sparse representations studied in [20] - [22] . We consider the identity matrix and the GFB as a pair of bases to represent a graph signal and interpret the methodologies in [22] in the context of graph signal processing. Similarly and independently, the study in [19] has obtained very similar interpretations based on the same theory. Apart from the overlapping results [19] generalizes these results to the case of frames. Then, it focuses on local uncertainty principles where bounds depend on a particular portion of the graph. More detailed comparison with [19] is provided in Section I-C.
Our main contributions are presented in the remaining sections: in the second part of our results (Section IV) we discuss that given a graph, max-norm of the graph Fourier basis is not unique in the presence of the repeated eigenvalues of the selected graph operator. Since this non-uniqueness greatly affects the interpretation of the relations between the graph structure and the uncertainty, we formulate a problem to select eigenvectors (GFB) such that the max-norm of the graph Fourier basis is maximized (or, equivalently the uncertainty bounds considered in Section II are minimized). We solve this problem analytically (Theorem 6) and provide an algorithmic routine to obtain a set of eigenvectors that gives a graph Fourier basis with the maximum possible max-norm.
In the third part of our results (Section V) we focus on the sparse eigenvectors of graphs in order to find signals that achieve the proposed uncertainty bounds. We study the relation between sparsity of eigenvectors and graph topology, and their effects on the max-norm of the GFB. We provide the necessary and sufficient conditions for the existence of 1-sparse and 2-sparse eigenvectors of the graph Laplacian (Theorems 7 and 8). We then show that existence of a 2-sparse eigenvector implies very low and attainable uncertainty bounds (Theorem 9). Finally in Section VI we apply our results to real world graph examples. Interestingly, uncertainty bounds for these graphs are very low. We precisely explain why this is the case, and find the signals that achieve these bounds. Portions and some extensions of these results have been presented in [23] , [24] .
B. Graph Signal Processing and Notation
Let x ∈ C
N be a graph signal on a graph of size N (i.e., N nodes or vertices) whose adjacency matrix is denoted as A ∈ R N×N . We assume the graph does not have self loops, i.e. a i,i = 0. The weight of the edge from the j th node to the i th node is denoted by the (i, j) th element of A. This definition of the adjacency matrix follows from [3] , [4] and is the reverse of the usual definition in graph theory. Unless it is specified, we consider the general case of directed graphs (i.e., a i,j = a j,i ). For the restricted case of undirected graphs with non-negative edge weights (a i,j = a j,i ≥ 0), the graph Laplacian is defined as
We will use V to denote the graph Fourier basis (GFB) of interest. Here the definition of V is not fixed. Eigenvectors of either the graph Laplacian or the adjacency matrix itself can be set to be the graph Fourier domain. We will use V A and V L to explicitly denote the eigenvectors of the adjacency matrix and the graph Laplacian, respectively. Assuming A is diagonalizable, we precisely have:
where Λ A and Λ L are diagonal eigenvalue matrices. We will always assume that eigenvectors are normalized to have a unit 2 -norm. When the graph is undirected V A and V L can be selected to be unitary. For the selected graph Fourier basis V , graph Fourier transform (GFT) of a signal x is given by x = F x where F = V −1 .
In the following, the 0 pseudo-norm x 0 denotes the number of nonzero elements in the signal x. The p norm of a vector will be denoted by x p . The spectral norm (largest singular value) of the matrix A will be denoted by A 2 . We will use A max to denote the maximum absolute value of elements in the matrix A. Precisely, we have:
Notice that A max is equivalent to the mutual coherence between the matrix A and the identity matrix [22] . For a matrix A and two index sets S and K, A S denotes the matrix with columns of A indexed by S and A K ,S denotes the matrix with columns indexed by S and rows indexed by K. For a vector x, elements of x indexed by S will be denoted by x S . The index setS is defined asS = {1, . . . , N} \ S, where \ stands for the set difference operator. We will use ⊗ to denote Kronecker product of matrices. Dimension of the right null space of a matrix A is denoted by nullity(A).
C. Related Work
To the best to our knowledge, there are mainly four studies that consider uncertainty principles for signals defined over graphs [16] - [19] . The main theme in these studies (including this one) is to define a "measure" of the signal in the vertex domain and the graph Fourier domain. In particular, the study in [16] considers the following for unweighted graphs:
where Δ 2 g,u 0 (x) is referred to as the vertex spread (with P u 0 being the diagonal distance matrix with respect to the node u 0 ), and Δ 2 s (x) is referred to as the spectral spread of the signal x. This approach is extended to weighted graphs in [25] . The study in [17] works on an alternative definition and focuses on the following:
where α 2 and β 2 represent the amount of energy confined in the vertex set S and the frequency set F (with D S and B F being corresponding projection matrices), respectively. The study in [18] , [26] considers the smoothness of the signal in both domains: using the difference operator on the graph, D r , the interplay between D r x 2 2 and D r x 2 2 is studied. The main observation of these studies is that measures in both domains cannot be arbitrarily small simultaneously: a signal "limited" in one domain cannot be "limited" in the other domain. These trade-offs are then considered as uncertainty principles. Depending on their corresponding definitions, they characterize these uncertainty curves theoretically and study the signals that achieve them with equality.
More recently, the study in [19] takes a non-local perspective where vertex and spectral measures are defined with p norms. Using the fact that the identity matrix and the GFB form a pair of bases to represent graph signals, [19] proposes some uncertainty principles where the results are based on theory of sparse representations studied in [20] - [22] , [27] . These results show that the "graph Fourier coherence" is a fundamental quantity for the uncertainty principles of interest. Notice that we specifically consider the case of 0 and 1 in this study and obtain very similar results where we use the term "max-norm of GFB" instead of coherence. This overlap is a direct consequence of the influence of the sparse representation theory in [20] - [22] . In the rest, [19] focuses on the representation of graph signals using frames and proposes some uncertainty results based on these representations. It later considers local uncertainty principles where bounds depend on a region of the graph.
In order to find signals that achieve the proposed uncertainty bounds we consider sparse eigenvectors (2-sparse in particular) of the graph Laplacian. In this context, the study in [28] reveals a specific graph structure (referred to as motif-doubling) that results in sparse eigenvectors of both the adjacency matrix and the graph Laplacian. The structure of motif-doubling gives rise to sparse eigenvectors with even number of non-zero entries. However, this structure is only sufficient to have sparse eigenvectors, whereas our condition on 2-sparse eigenvectors is necessary and sufficient. A detailed comparison with [28] will be provided in Section V-B.
II. DISCRETE NON-LOCAL SPREADS
Inspired by [20] - [22] , we will study the concept of uncertainty from a discrete and non-local perspective. We will consider graph spread of a signal as the total number of nonzero elements in the signal. Similarly, spectral spread of a signal will be defined as the number of nonzero elements in the GFT of the signal. Hence, we have the following definitions:
Definition 1 ( 0 -based spread on vertex domain): Given a nonzero signal x on a graph with GFT F , the "spread" of the signal on vertex domain is defined as x 0 . ♦ Definition 2 ( 0 -based spread on Fourier domain): Given a nonzero signal x on a graph with GFT F , the "spread" of the signal in the Fourier domain is defined as F x 0 . ♦ The definition of the spectral spread depends on the selected GFT F . Whether it is based on the adjacency matrix, the graph Laplacian, or something else, for a given graph, the GFB V , hence F = V −1 , may not be unique. This is due to the fact that the selected graph operator may have repeated eigenvalues. In such a case, one can select different bases to span the corresponding eigenspaces resulting in different GFB matrices. In order to avoid this ambiguity we assume that, not just the graph itself, but also the associated GFT is given in Definition 2. It should be noted that in the case of repeated eigenvalues selection of the GFB is not a simple task and it requires attention. We will address this problem in Sections IV and V, where we discuss optimal selection of the GFB in order to minimize the spectral spread of signals.
For a nonzero graph signal notice that its vertex domain spread and spectral spread have to be at least 1, however, they may not achieve this bound simultaneously. As a simple motivational example, consider the directed cyclic graph of N vertices, whose graph Fourier Transform corresponds to DFT of size N [4] . If the signal x is an impulse, then x 0 = 1, but F x 0 = N . On the contrary, if the signal is a constant, then x 0 = N , but 
where s 0 (x) and p 0 (x) are referred to as additive and multiplicative uncertainty of the signal x, respectively. The definitions in (5) have the following two important properties: 1) They are scale invariant, that is s 0 (α x) = s 0 (x) and p 0 (α x) = p 0 (x) for all α = 0. This is a useful property since uncertainty of a signal is expected to be scale-invariant. 2) Both can take only a discrete, finite set of values, namely, s 0 (x) takes half integer values (i.e., k/2 for integer k) and p 0 (x) takes values in the form of p 0 (x) = √ k for some integer k ≥ 1. As a final remark, notice that the AM-GM inequality dictates the following relation:
with equality if and only if x 0 = F x 0 . The main purpose of this section is to find the lowest value that s 0 (x) can attain. More precisely the following problem will be considered:
where s 0 is called as the uncertainty bound since a signal and its corresponding graph Fourier Transform cannot be arbitrarily sparse simultaneously, that is, s 0 (x) ≥ s 0 ∀x = 0. Due to the combinatoric nature of the problem in (7), no closed form solution for s 0 is available for an arbitrary F . Nevertheless, the theory of sparse representations provides useful bounds for the problem. Motivated by Theorem 2.1 in [22] , the following theorem provides a lower bound for p 0 (x):
Theorem 1 (Multiplicative uncertainty principle): For a graph with GFT F , the multiplicative uncertainty of a nonzero signal x is lower bounded as follows:
where · 2 and · max are defined in (2) . 
where S denotes the support (set of nonzero indices) of the signal x. Notice that |S| = x 0 . We can upper bound | x j | as
using the triangular inequality. Using Cauchy-Schwarz inequality, this can be further bounded as
where we use the fact that f H j e i is the (j, i) th element of F whose magnitude is upper bounded by F max . Now consider the 2 norm of x = F x:
where K denotes the support of x, x 0 = |K|. Hence we have,
Notice that max
2 . Therefore,
which implies
Corollary 1 (Additive uncertainty principle):
For a graph with GFT F , the additive uncertainty of a nonzero signal x is lower bounded as follows:
where · 2 and · max are defined in (2) . ♦ Proof: From (6) we have s 0 (x) ≥ p 0 (x). Therefore, any lower bound for p 0 (x) is also a lower bound for s 0 (x).
When the GFT of interest is unitary, Theorem 1 and Corollary 1 reduce to the following corollaries:
Corollary 2 (Weak 0 uncertainty): For any graph with unitary graph Fourier basis V ,
♦ Proof: Let V be unitary in Theorem 1. Then we have
This corollary is important since for undirected graphs, the adjacency matrix and the graph Laplacian are symmetric which result in a unitary graph Fourier basis. The corollary also implies the following (from AM-GM inequality).
Corollary 3 (Strong 0 uncertainty): For any graph with unitary graph Fourier basis V ,
♦ In Section VI, we will provide graph examples on which the inequality in (18) is satisfied with equality.
Even though (18) is a lower bound for the uncertainty, it does not say anything about the signal that achieves the bound. Furthermore, it does not say whether there is a signal that achieves the lower bound or not. In order to understand the existence of such signals, we provide the following result.
Theorem 2 (Existence of signals):
Let V be a unitary Fourier basis of the graph. There exists a signal x on the graph that achieves the strong 0 uncertainty bound (satisfies (18) with equality) if and only if there exist index sets K and S with |K| = |S| = V −1 max such that nullity (V S,K ) H > 0. Furthermore, a signal that achieves the bound is given as
♦ Proof: Assume that x achieves the strong 0 bound, that is,
Then we have s 0 (x) = p 0 (x), which implies
since s 0 (x) = p 0 (x) if and only if x 0 = F x 0 due to AM-GM inequality. Let S denote the support of x and K denote the support of x. Then F x = F S x S . Since x is zero outside of its support we have FK ,S x S = 0, which means that
H and xS to be 0. Hence, x 0 = |S|. Since S is the support of x, we have F S x S = F x. Furthermore,
max . It should be noted that V −1 max may not be an integer in general. In this case, we cannot find index sets of size V −1 max since the size of an index set is an integer. In this case, Theorem 2 tells us that there is no signal that achieves the bound in (18) with equality.
As an immediate example, the normalized inverse DFT matrix is a unitary graph Fourier basis for circulant graphs [29] , [30] . Notice that the normalized DFT matrix of size N has V −1 max = √ N . Thus, circulant graphs have the following two results. 1) From Corollary 2, we have p 0 (x) ≥ √ N . This is a well-known uncertainty result given in [20] , and the bound is known to be tight for all N . 2) From Corollary 3, we have
When N is a perfect square "picket fence" signal is known to achieve this bound [22] . Details of these results will be elaborated in Section VI-A1.
Even though Theorem 2 is useful to characterize signals that achieve the bound in (18), it has a major drawback in terms of practical usability. Finding the index sets requires a combinatorial search over all possible sets of size V −1 max , which is not computationally efficient.
III. UNCERTAINTY BASED ON 1 NORM
In the previous section, we defined the spread of a signal as the total number of nonzero elements in the signal. (see Definitions 1 and 2.) In this section we will consider a "smoother" measure by replacing the 0 with 1 norm.
Imitating (5), we can define an 1 based additive uncertainty as s 1 (x) = ( x 1 + F x 1 )/2. With this definition we have s 1 (α x) = |α|s 1 (x), that is, s 1 (x) is not scale invariant. The problem is that a nonzero signal can have arbitrarily small uncertainty, which is an undesired property. One way to impose the scale invariance is to use a normalization as follows:
For any nonzero p, s 1 (x) in (23) has the property of s 1 (αx) = s 1 (x) for α = 0, hence it can be used as an uncertainty measure. However, it should be noted that characteristics of s 1 (x) depend on the selected p norm. In the following, we will consider the case of p = 2, and define the 1 based uncertainty measures as follows:
where s 1 (x) and p 1 (x) are referred to as 1 based additive and multiplicative uncertainty of the signal x, respectively. The main reason for considering the case of p = 2 is that such a selection has strong connections with the 0 based uncertainty measures discussed in Section II. These relations will be elaborated at the end of this section (see Theorem 4) .
As done in Section II, motivated by Theorem 2.1 in [22] , a lower bound for p 1 (x) can be obtained as follows:
Theorem 3: For a graph with GFT F , 1 -based multiplicative uncertainty of a nonzero signal x is lower bounded as follows:
where · 2 and · max are defined in (2) . ♦ The reader should carefully notice the presence of the square root in (25), which was not there in (8) .
Proof: Notice that F is an invertible matrix, therefore x 2 / x 2 is lower and upper bounded as follows
Therefore we have:
where we use the fact that |F i,j | ≤ F max for all (i, j) in (28) . Notice that taking square-root of both sides and re-arranging the terms in (29) give the result in (25) . When the GFT of interest is unitary Theorem 3 reduces to the following corollary.
Corollary 4 (Weak 1 uncertainty): For any graph with unitary Fourier basis V ,
♦ Proof: In Theorem 3, when V is unitary, we have
We can finally provide a lower bound for the 1 -based additive uncertainty as follows.
where the inequality follows from s 1 (x) ≥ p 1 (x) (AM-GM inequality). Hence, any lower bound for p 1 (x) (Corollary 4) is a lower bound for s 1 (x). It is quite interesting to observe that the term V max appears in the lower bound for both 0 -based and 1 -based uncertainty definitions. It should be noted that 1/ √ N ≤ V max ≤ 1 for any matrix V since V is assumed to have columns with unit 2 norm. Therefore, V −1
max always holds true. This shows that the lower bound given by (31) is always less than the bound in (18) . In fact, not just the bounds but 0 and 1 based uncertainties are also related with each other. The following theorem establishes this relation.
Theorem 4: Assume that graph of interest has a unitary GFB V . Then, we have the following inequality
for all signals defined on the graph. ♦ Proof: We start with the following change of variables,
where we definex = x/ x 2 . Given any two vectors x and y with x 2 = y 2 = 1, we have the following relation (page 20 of [22] )
Notice that we have x 2 = 1. Since we have assumed that the GFB is unitary, we further have Fx 2 = 1. Then (34) gives the following
Notice that left-hand-side of (35) is equal to (p 1 (x)) 2 due to (33) . Remember that p 0 (x) is scale-invariant. As a result we have x 0 Fx 0 = x 0 F x 0 , which shows that right-hand-side of (35) is equal p 0 (x). Hence, we conclude that (p 1 (x)) 2 ≤ p 0 (x). Combining the result of Theorem 4, Corollary 4 and (6), we have the following relations between the aforementioned uncertainty definitions
for a unitary graph Fourier basis. It should be noted that 0 -based additive uncertainty has the strongest result. Namely, if a signal achieves the 0 -based additive uncertainty bound (s 0 (x) = V −1 max ), then the signal also achieves the bounds given in Corollaries 2 and 4. (This is due to (36) .) However, the converse is not true. For this reason, in the rest of the paper, we will focus on s 0 (x) as the uncertainty measure.
IV. CASE OF REPEATED EIGENVALUES
Definitions 1 and 2 are generic in the sense that one can choose any suitable graph Fourier basis. Most common selections are eigenvectors of the adjacency matrix [4] , the graph Laplacian and normalized Laplacian [2] . Even after one decides on which of these should be used, there still is a significant point that requires attention: the possibility of repeated eigenvalues. This is mostly the case for unweighted graphs or graphs with integer edge weights (see Section VI). The relation between eigenvalue multiplicity of a graph and the topology of the graph is an interesting problem. Interested reader may refer to [31] for some results. More on this topic can be found in [32] - [35] .
In the following we will use eigenvectors of the graph Laplacian as the graph Fourier basis. However, the discussion is also valid for the adjacency matrix and the normalized graph Laplacian. Further, we assume that the graph Laplacian, the adjacency matrix and the normalized graph Laplacian are diagonalizable matrices. Hence, geometric and algebraic multiplicity of an eigenvalue are the same. This justifies the use of the term "multiplicity" without specifying which one.
Let λ i be an eigenvalue of the graph Laplacian with multiplicity N i . The corresponding eigenspace S i is then defined as N . The former decreases with N and approaches unity for large N , whereas the latter increases with N unboundedly. Therefore, interpretations of the proposed uncertainty bounds differ greatly depending on the selected basis. It should be noted that the complete graph of size N is an extreme example since it has an N − 1 dimensional eigenspace corresponding to eigenvalue N . Nevertheless it shows the importance of the selection of the graph Fourier basis.
Since our definition of uncertainty depends on the selected graph Fourier basis, in the following, we will mainly discuss two different approaches for the selection of the eigenvectors. This section (Section IV) will study the first approach where we select the GFB in a way that the lower bound in Corollary 3 is minimized. In the next section (Section V), we will consider the second approach where we look for the sparsest eigenvectors. We will also relate these two approaches in Section V.
A. Minimizing the Lower Bound
In Corollary 3, we showed that the average number of nonzero elements in a graph signal and its graph Fourier transform is lower bounded by V max . In this section, our purpose is to select eigenvectors of the given graph Laplacian L such that lower bound in Corollary 3 is minimized (or equivalently V max is maximized). We precisely define this problem as follows:
where Λ L is a diagonal matrix of eigenvalues of L.
As a result of the graph Laplacian being a symmetric matrix, eigenspaces, S i , of L are orthogonal to each other. Hence, (37) is a decoupled problem in the sense that we can focus on individual eigenspaces rather than finding all eigenvectors of L. To be more precise, assume that the graph Laplacian has K distinct eigenvalues with the corresponding eigenspaces S i for 1 ≤ i ≤ K. Then, we can write V as follows
where each V i has the dimension V i ∈ C N×N i (N i is the multiplicity of the corresponding eigenvalue), spans the eigenspace S i , and it is unitary V 
That is, m(S) is the maximum of max-norm of matrices with orthonormal columns that span the given sub-space S. ♦ Notice that any element of any unitary basis that spans S is always less than (or equal to) m(S) in absolute sense. In the following theorem, we will provide a closed form solution for the max-max norm of a sub-space.
N×M be any matrix with span(U ) = S, and U H U = I. Then max-max norm of sub-space S is (40) where (·) j,j denotes the j th diagonal entry. ♦ Proof: Let U and Q be two matrices with orthonormal columns such that span(U ) = span(Q) = S. Since both span the same sub-space, we can write Q = U X for some unitary matrix X of size M . Then we can write m(S) as:
where U is an arbitrary matrix with orthonormal columns that span S. Let x i be the i th column of X, and u H j be the j th row of U . Then we can write (41) as:
where we assume (w.l.o.g.) in (42) that x 1 is the vector that achieves the maximum. Furthermore, other x i 's will have the additional constraint of being orthonormal to x 1 . As a result, 
where Λ L is a diagonal matrix of eigenvalues of L. ♦ Proof: Follows from equivalence between (37) and (39), Definition 3 and Theorem 5.
Theorem 6 only provides the value of the maximized objective function in (37) , which is useful to find the minimum lower bound given by Corollary 3. In fact, we can explicitly construct the set of eigenvectors that result in the maximum max-norm. For this purpose, consider again the proof of Theorem 5. Notice that it is a constructive proof, which can be translated into an algorithm as follows. Given the graph Laplacian, one can take the eigenvalue decomposition and obtain L = V Λ L V H with a proper ordering of eigenvectors such that V = [V 1 · · · V K ] and columns of each V i ∈ C N×N i belong to the same eigenspace. Then, we utilize the following three steps for each V i : 1) Let v H i,j denote the j th row of V i , and let j be such that
Then, the set of eigenvectors that has the maximum max-norm can be constructed as
Notice that V i is just a different unitary basis for the eigenspace spanned by V i . However, unlike V i max , V i max is guaranteed to achieve the max-max norm of the corresponding eigenspace (Theorem 5). As a result, V is a solution to (37) since it has the largest max-norm among all possible selections of the eigenvector matrices.
B. Numerical Problems
Even though Theorem 6 provides an efficient way to select the eigenvectors such that lower bound in Corollary 3, V −1 max , is minimized, there is an important numerical issue. In order to utilize Theorem 6, we need to group the eigenvectors that belong to the same eigenspace, which requires an equality check between the corresponding eigenvalues. However, it is not possible to distinguish two values if they are closer than the precision of the numerical system. As a particular example consider a (undirected, unweighted) path graph of size N . Eigenvalues of the adjacency matrix of this graph are given as λ k = 2 cos(πk/(N + 1)) for 1 ≤ k ≤ N [36] . One can show that |λ 1 -λ 2 | ≤ , when the size of the graph is N ≥ √ 3 π −1/2 . Hence, for any numerical precision , there exists a graph of size N such that λ 1 and λ 2 cannot be distinguished from each other. Study in [37] has observed similar numerical problems as well.
V. SPARSE EIGENVECTORS OF GRAPHS
After the definition of additive uncertainty given in (5), the ultimate purpose of this study is to find a solution to (7) in order to find signals that are sparse both in the vertex domain and the Fourier domain of a given graph. Unfortunately, solution to (7) is not straightforward due to its combinatorial nature. We have provided lower bounds for the solution to (7) in Corollaries 1 and 3. In Section IV we studied the optimal selection of the graph Fourier basis in order to minimize the lower bound given by Corollary 3. However, these approaches have two downsides 1) Even though there are examples where the bound given by Corollary 3 is tight (see Section VI), it may not be the case for an arbitrary graph. 2) Even if the solution to (7) is known, aforementioned results are unable to find the signals that achieve the minima (except for Theorem 2, which requires an exhaustive search to find a bound achieving signal). In this section, in order to overcome these downsides, we will consider additive uncertainty of graph Fourier basis elements.
Without losing any generality we will use orthogonal eigenvectors of the graph Laplacian as the graph Fourier basis. That is, V is the GFB where L = V Λ L V H . Then, assuming a predefined ordering of eigenvectors, the i th column of V , denoted by v i , will be the i th element of GFB. Since GFT is defined as F = V −1 , we have F v i 0 = 1. Then, the additive uncertainty of a graph signal that is an element of GFB is given as
Notice that quantity in (45) is directly related to the sparsity of the GFB element. If v i itself is a sparse vector, then we have a direct evidence of a signal that is sparse in the vertex domain and graph Fourier domain simultaneously. Furthermore, additive uncertainty of sparse eigenvectors may achieve (or, come close to) the bound given in Corollary 3. Therefore, our aim in this section, is to find sparse eigenvectors of graphs. However, it should be noted that a signal that achieves the minima of the additive uncertainty may not be an element of the GFB. Therefore, if the GFB elements, v i , are dense, we cannot reach any conclusion using (45) . In Section VI-A2 we will provide examples in this regard.
A. Sparse Vectors in an Eigenspace
When the graph Laplacian has repeated eigenvalues, eigenvectors are not unique and they form a sub-space. In Section IV-A, we discussed how eigenvectors can be selected so that the lower bound for s 0 (x) is minimized. In this section we will try to select eigenvectors such that s 0 (v i ) in (45) is minimized. To be more precise, assume that L has K (K ≤ N ) distinct eigenvalues with corresponding eigenspaces S i for 1 ≤ i ≤ K. Then we consider the following problem:
for each eigenspace of L. The problem in (46) is precisely defined as "The Null Space Problem" in [38] , and shown to be NP-Hard. Interested reader is referred to [39] - [41] for computational approaches to solution of (46) . Apart from these, the study in [42] proposes an iterative algorithm in order to find an approximate solution to (46) via 1 relaxation.
Unlike the case of minimizing the lower bound in Corollary 3 (see Theorem 6), selection of the sparsest eigenvector is not computationally tractable due to NP completeness of the problem in (46) . However, it is quite interesting that the maxmax norm of a subspace (given in Definition 3) provides a lower bound for the problem in (46) . In the following we will precisely establish this relation.
Let x ∈ C N be a vector with unit 2 norm, x 2 = 1. Then the infinity norm of x can be bounded as 1 ≥ x ∞ ≥ 1/ √ N . In fact, if we further know that x has L nonzero elements (L ≤ N ), we can improve the lower bound as x ∞ ≥ 1/ √ L. Therefore, we have the following inequality:
where equality is achieved when
Using the inequality in (47) we can obtain a lower bound for (46) as follows:
where we use the fact that x ∞ is strictly positive, finite, and bounded away from zero so that x −1 ∞ is finite. In the following we will show that the maximization problem in the right hand side of (48) is equivalent to definition of maxmax norm of the subspace S. Remember from Definition 3 that max-max norm is defined as
Assume that U = [u 1 · · · u M ] is a solution to the problem in (49). Then we have m(S) = U max = max i u i ∞ . Further, u i ∈ S, and u i 2 = 1. Hence we have m(S) ≤ max x x ∞ , x ∈ S, x 2 = 1. Now assume that x is a solution to right hand side of (48). Then consider the matrix U = [x u 2 · · · u M ] by selecting u i 's such that U H U = I and span(U ) = S. Hence U is in the feasible set of the problem in (49). Therefore, m(S) ≥ U max ≥ x ∞ = max x x ∞ , x ∈ S, x 2 = 1.
As a result, we conclude that maximization on the right-hand side of (48) The two main points of this section can be summarized as follows:
1) The search for a sparse eigenvector in a specific eigenspace is an inherently difficult problem. Even though numerical techniques that approximate the solution exist [42] , closed form solutions are not available in general. In this aspect, computation of sparse eigenvectors differs from the max-norm approach discussed in Section IV, where we provided closed form solutions by focusing on individual eigenspaces.
2) Although we do not have a closed form solution for the sparsest vector in a given eigenspace, we can provide a lower bound for the total number of nonzero elements as in (50). The inequality in (50) is especially useful when we want to show that an eigenspace does not have sparse vectors. We will use this inequality in Section VI-A2 to formally show that an undirected cycle graph does not have sparse eigenvectors.
B. Algebraic Characterization of Sparse Eigenvectors
In the previous section we mentioned that finding the sparsest vector in an eigenspace is a difficult problem. Therefore, when looking for sparse eigenvectors, we should consider the graph (Laplacian) as a whole rather than focusing on each eigenspace individually. Furthermore, in Section IV-B we mentioned that characterization of eigenspaces of graphs suffers from numerical precision when the graph is large (relative to the numerical precision of the system). This is a significant problem especially when a large-scale real-world data is of interest. Therefore, we need a way to characterize the sparse eigenvectors of graphs without using numerical techniques. The purpose of this section is to find these sparse eigenvectors algebraically.
In the case of disconnected graphs we have a straightforward result. Assume that the graph is undirected but non-negatively weighted and consists of D disconnected components with sizes C i . Then the adjacency matrix and the graph Laplacian can be written in the following form
where A i ∈ M C i and L i ∈ M C i are the adjacency matrix and the graph Laplacian of the i th component, respectively. Due to block-diagonal form of A and L, corresponding eigenvectors can be selected to be block sparse. Therefore, there exists an eigenvector that has at most C i nonzero elements for each
It is important to note that the converse of this result is not true: if a graph has a sparse eigenvector, it does not imply that the graph is disconnected. As a counter example consider Theorem 8, which proves that a connected graph can have a sparse eigenvector. Examples of such graphs will be provided at the end of this section. However, 1-sparse eigenvectors are exemption in this regard. That is, a graph has a 1-sparse eigenvector if and only if it has an isolated node. This result is stated as follows.
Theorem 7 (Isolated nodes of a graph):
Assume that the graph of interest is undirected but non-negatively weighted. Then, the following statements are equivalent:
1) The graph has an isolated node.
2) The graph Laplacian has a 1-sparse eigenvector.
3) The GFB can be selected such that there exists a nonzero signal that achieves s 0 (x) = 1, i.e., x 0 = F x 0 = 1. ♦ Proof: We prove (1) implies (2): Assume that the graph has an isolated node. According to (51), there exists a 1-sparse eigenvector of the graph Laplacian.
We now prove that (2) implies (1): Let v be the 1-sparse eigenvector. Without loss of generality assume that the first index is nonzero v 1 = 1 and the rest is zero. Therefore Lv is equivalent to the first column of L. That is,
T , where a r,1 ∈ R N -1 is the vector that denotes the adjacency of node 1, and d 1 = a r,1 1 is the degree of node 1. Therefore we have a r,1 = 0, hence d 1 = 0. Since edge weights are non-negative, node 1 is an isolated node.
Next we will prove that (2) implies (3): Let v be a 1-sparse eigenvector of the graph Laplacian. Then, v can be selected to be an element of the GFT. In this case, v 0 = F v 0 = 1, hence s 0 (v)=1.
Finally, we prove (3) implies (2): Let s 0 (x) = 1 for some x = 0. Since x 0 ≥ 1 for any nonzero signal, we must have x 0 = F x 0 = 1. F x 0 = 1 implies that x is an eigenvector of the graph Laplacian and x 0 = 1 implies that x is 1-sparse. Hence the graph Laplacian has a 1-sparse eigenvector.
Now we provide the characterization theorem for 2-sparse eigenvectors of graphs. Recall that a graph is said to be connected if there is a path between any pair of nodes.
Theorem 8 (2-sparse eigenvectors of a connected graph):
Let A denote the adjacency matrix of an undirected and connected graph with a i,j ≥ 0 being the weight of the edge between nodes i and j. Then, there exist nodes i and j such that
if and only if the graph Laplacian, L, has a 2-sparse eigenvector with nonzero eigenvalue λ = d i + a i,j . When the graph is unweighted, (52) can be stated as
where N (i) is the set of nodes that are adjacent to node i. ♦ Note that a 2-sparse eigenvector can be assumed to have values 1 and −1 on the nodes with the property (52). (See the proof below.) This result is especially useful for Theorem 9.
Proof: Assume that the graph Laplacian of a connected graph has a two-sparse eigenvector v with nonzero eigenvalue. Due to permutation invariance of the node labels, without loss of any generality assume that the first two indices are nonzero, that is, v 1 = 0 and v 2 = 0, but v i = 0 for i ≥ 3.
For a connected graph, notice that the all-1 vector is the only eigenvector of the graph Laplacian with the zero eigenvalue. Since the graph Laplacian is a symmetric matrix the eigenspaces are orthogonal to each other. Therefore the 2-sparse eigenvector (with nonzero eigenvalue) v is orthogonal to the all-1 vector, which implies that v 1 + v 2 = 0. Then, we can select v 1 = −v 2 = 1 without loss of any generality.
Let A denote the adjacency matrix of the graph. We have 
Therefore we have a r,1 = a r,2 , which in particular implies that Similar to Theorem 8, the study in [28] also reveals a specific graph structure that results in sparse eigenvectors of both the adjacency matrix and the graph Laplacian. In particular, it considers the case when a graph has two copies of the same subgraph (referred to as "motif doubling" in [28] ). That is, there are two disjoint subsets (of size K) of nodes, S 1 and S 2 , such that the induced sub-graphs on S 1 and S 2 are the same, there is no edge between S 1 and S 2 , and S 2 is connected to the rest of the graph in the same way S 1 is. In this case the adjacency matrix (and the graph Laplacian) can be shown to have (2K)-sparse eigenvectors (Theorem 2.2 of [28] ). In the case of K = 1 (each subset has only one node), this motif doubling property reduces to the condition in (53) with a i,j = 0.
However, it is important to note that the condition in Theorem 8 is more general than the one in [28] due to the following two reasons: 1) the construction in [28] provides only a sufficient condition, whereas Theorem 8 gives the necessary and sufficient condition to have a 2-sparse eigenvector.
2) The motif doubling idea in [28] specifically considers the case when a i,j = 0, whereas Theorem 8 is applicable to the case of a i,j = 0 as well. In the general case of K, it is straightforward to find sufficient conditions for a K-sparse eigenvector to exist: the motif doubling in [28] and "the same neighborhood structure" in [24] are two such examples. On the other hand, it is difficult to reveal the necessary conditions for K-sparse eigenvectors to exist.
As discussed in Section II, the additive uncertainty of a signal x in (5) can take only half integer values for nonzero signals, that is s 0 (x) ∈ {1, 3/2, 2, · · · , N}. It should be noted that Theorem 7 precisely characterizes the case when s 0 (x) takes its possible minimum value. A nonzero signal has s 0 (x) = 1 if and only if the graph has an isolated node. This result is especially useful to conclude that a nonzero signal on a connected graph, which does not have any isolated node, cannot achieve s 0 (x) = 1. Therefore, we consider the next attainable case for connected graphs, that is, s 0 (x) = 3/2. This happens under two circumstances 1) x 0 = 1, F x 0 = 2: the signal x is an impulse on the vertex domain, and it has a 2-sparse GFT. 2) x 0 = 2, F x 0 = 1: the signal x is a 2-sparse eigenvector of the graph Laplacian. We note that Theorem 8 precisely characterizes the second case. Therefore, given a connected graph, existence of a pair of nodes that satisfy (52) implies that s 0 (x) ≥ 3/2 for all nonzero signals on the graph. Furthermore, the bound is tight, and the signal that achieves the bound is known. This result is formally stated as follows.
Theorem 9 (Uncertainty bound for connected graphs): For an undirected, connected, and non-negatively weighted graph, assume that there exist nodes i and j satisfying the condition in (52). Then, the GFB with respect to the graph Laplacian can be selected such that
Furthermore, the signal achieving this bound, s 0 (x ) = 3/2, is given as x i = −x j = 1 and zero everywhere else. ♦ Proof: For a simple and connected graph, Theorem 7 says that there is no signal such that s 0 (x) = 1. Since s 0 (x) can take only half integers in [1, N] , s 0 (x) = 1 implies that s 0 (x) ≥ 3/2 for any nonzero signal x.
Furthermore, if there is a pair of nodes satisfying (52), Theorem 8 says that the graph Laplacian has a 2-sparse eigenvector. Let v denote this eigenvector. Then we have v i = −v j = 1 and zero everywhere else. Notice that GFB with respect to the graph Laplacian can be selected such that v is an element of GFB. In this case we have v 0 = 2 and F v 0 = 1, hence s 0 (v) = 3/2. This shows that the lower bound in (55) is tight and attainable.
There are four remarks regarding Theorem 9.
1) The tightness of the bound given in (55) does not depend on the size and the global structure of the graph. Existence of a pair of nodes with (52) directly implies this result.
2) The signal that achieves the bound is localized on the graph. Notice that if two nodes have the property in (52), they must have at least one common neighbor. (This follows from the fact that the graph is connected.) As a result, nonzero elements of the signal that achieves the bound in (55) are at most 2 hops away from each other. However, localization property is unique to 2-sparse eigenvectors. An eigenvector with an arbitrary level of sparsity may not be localized on the graph. Details of these are discussed in [24] .
3) Due to Corollary 3, the inequality
max is always true. When 3/2 is the smallest attainable value for s 0 (x), we have 3/2 ≥ V −1 max . Therefore, existence of a pair of nodes with (52) proves that there exists a GFB V such that V max ≥ 2/3. In fact, using Corollary 2 this result can be slightly improved to V max ≥ 1/ √ 2. 4) In the case of repeated eigenvalues of the graph Laplacian, the GFB is not unique. However, uncertainty bounds depend on the selection of the GFB. When there are repeated eigenvalues GFB should be selected properly (sparse eigenvector should be an element of GFB) in order to have (55). This point will be numerically demonstrated in Section VI-A3.
In the following we will provide three classical graph examples that satisfy, or do not satisfy, the condition in (53). Notice that these graphs are simple (undirected, unweighted, free from self-loops) and connected.
1) Complete Graph, K N : A complete graph of N nodes has an edge between any two nodes. Figure 1 N}\{i, j}, (56) which shows that a complete graph of an arbitrary size has a 2-sparse eigenvector.
2) Star Graph, S N : A star graph of size N has a center node that is connected to any other node, and all the nodes are connected only to the center node. Figure 1 (b) provides a visual representation of S 9 . Assume that the center node is labeled as 1. Let i and j be two nodes other than the center node. Then we have N (i) = N (j) = {1}. Therefore,
which shows that a star graph of an arbitrary size has a 2-sparse eigenvector. Above examples are carefully selected to point out an important observation: sparsity of the graph and existence of sparse eigenvectors do not imply each other. This follows from the following three facts: 1) A complete graph is dense, yet it has a sparse eigenvector. 2) A cycle graph is sparse, yet it does not have a sparse eigenvector. 3) A star graph is sparse, and it has a sparse eigenvector.
One can also use Theorem 8 to find a sparse GFB of a given graph. Existence of a pair of nodes that satisfy (53) guarantees the existence of a 2-sparse eigenvector. When there is more than one pair, it is possible to find various 2-sparse eigenvectors. Even though those eigenvectors may not be orthonormal to each other they provide a sparse GFB. In fact, N −1 eigenvectors of the graph Laplacian of a complete graph of size N can be selected to be 2-sparse. These eigenvectors will be linearly independent, but not orthonormal. In this case, GFB has only 3N −2 nonzero entries. Details of these will not be elaborated here, and deserve an independent study.
It is important to notice that the condition in (52) is purely algebraic, and does not require any numerical computation. Therefore, Theorems 8 and 9 are not subject to the problems discussed in Section IV-B. In order to find a pair of nodes with the property in (52), one can check every pair in a brute-force manner, which results in N 2 tests in total. Therefore, complexity of verifying that a graph has a pair of nodes with the property (52) is at most O(N 2 ). However, there may exist more efficient search algorithms for this purpose.
VI. EXAMPLES OF UNCERTAINTY BOUNDS
A. Standard Examples from Graph Theory 1) Circulant Graphs:
A graph is said to be circulant when its adjacency matrix is a circulant matrix under suitable permutation of the node numbering [29] . This is a broad family including cyclic graphs (directed or undirected), complete graphs, complete bi-partite graphs and more. The directed cyclic graph of size N , whose adjacency matrix is given as
is particularly important since it relates the graph signal processing to classical signal processing [3] , [4] . The adjacency matrix of a circulant graph is a circulant matrix (with suitable permutation of vertices), and can be diagonalized by the DFT matrix:
for some diagonal Λ, where W N is the normalized DFT matrix of size N . Hence, the graph Fourier transform based on the adjacency matrix is F = W N , and we have V −1 max = √ N . As a result, the strong uncertainty principle for circulant graphs of size N is s 0 (x) ≥ √ N . As shown in [22] , this is a tight bound when N is a perfect square. Consider the "picket fence" signal which has support
Then we have x = F x = x. Notice that |S| = √ N . As a result we have s 0 
max , that is, strong 0 uncertainty is achieved (Corollary 3).
For the weak uncertainty we have p 0 (x) ≥ √ N , that is, x 0 x 0 ≥ N , where x corresponds to DFT of x. This is a well-known uncertainty result given in [20] . Unlike the strong uncertainty, weak uncertainty bound can be achieved for any N . Let x be an impulse, then x will have no zero elements, resulting in x 0 x 0 = N .
If the graph is unweighted, then circulant graphs are regular (each node has the same degree). In this case the graph Laplacian can be written as L = dI − A, where d is the degree of each node. Therefore, L is also a circulant matrix, and diagonalizable by W N . As a result, strong uncertainty bound based on the graph Laplacian is also tight.
2) Cycle Graph: In this part we will focus on the undirected cyclic graph as visually shown in Figure 1(c) . Eigenvalues of the Laplacian of a cyclic graph are given as λ k = 2−2 cos(2πk/N ) for 0 ≤ k ≤ N −1 [36] . Notice that λ 0 = 0 is not a repeated eigenvalue. However, other eigenvalues have the property λ k = λ N −k for k ≥ 1. Therefore, the Laplacian of a cycle graph has 2-dimensional eigenspaces. Let S k denote the 2-dimensional eigenspace of the Laplacian corresponding to eigenvalue λ k . Let
√ N for all pairs of (i, j). As a result, each row of U k has 2 norm of 2/N . Then, Theorem 5 gives that m(S k ) = 2/N . Using (50) we conclude that the total number of nonzero elements of an eigenvector in S k can be at least (m(S k )) −2 = N/2. Since this is true for any eigenspace, any eigenvector of the Laplacian of a cycle graph (of size N ) has at least N/2 nonzero values.
As discussed in the previous sub-section, we have s 0 (x) ≥ √ N for all nonzero signals on a cycle graph when GFB selected as W H N . When we consider the additive uncertainty of elements of GFB, as in (45), we get s 0 (v i ) ≥ (N + 2)/4 since each eigenvector has at least N/2 nonzeros. As a result, elements of GFB are not useful candidates to achieve the bound s 0 (x) ≥ √ N with equality. This is because eigenvectors of the cycle graph are not sparse.
3) Complete Graph: Being a circulant graph, GFB of a complete graph can be selected as W H N . With this selection, the additive uncertainty bound is given as s 0 (x) ≥ √ N . It should be noted that the Laplacian of a complete graph (of size N ) has only two distinct eigenvalues: 0 with multiplicity 1, N with multiplicity N −1. One can select different set of vectors to span the N −1 dimensional eigenspace. In fact, as discussed in Fig. 2. Probability of G(N, p) (a) having a pair of nodes satisfying (53), (b) being connected and having a pair of nodes satisfying (53). Probabilities are obtained via averaging over 10 4 experiments, hence the lowest observed probability is 10 −4 .
Section V-B1, one of these vectors can be selected to be 2-sparse. With such a selection, by virtue of Theorem 9, the uncertainty bound is given as s 0 (x) ≥ 3/2, which is significantly different from the one when W H N is used as GFB. At this point we are not favoring one selection of GFB over another. The sole purpose of this example is to show that selection of the GFB is an important issue in the presence of repeated eigenvalues.
B. M -Block Cyclic Graphs
In [8] - [11] , it is shown that M -Block cyclic graphs play an important role in the development of multirate processing of graph signals. When we assume that all the edges have unit weights, the adjacency matrix of an M -Block cyclic graph of size N can be written as: T . The GFT of this signal, x, is given as 
C. Erdős-Rényi Graphs
An Erdős-Rényi graph G (N, p) is a simple graph of N nodes where an edge between a pair of nodes appears randomly and independently with probability p [1] , [43] . In Figure 2 (a) we empirically compute the probability of a G(N, p) having a pair of nodes satisfying the condition in (53). Notice that if a graph has such a pair of nodes then the same pair satisfies (53) on the complement of the graph as well. This is due to the equality condition in (53) that remains satisfied when all the edges are complemented. Further notice that complement of a G (N, p) is a G (N, 1−p) graph. As a result G(N, p) and G(N, 1−p) have the same probability of having a pair of nodes satisfying (53). This explains the symmetry of Figure 2 (a) around p = 1/2.
It is important to note that Theorem 8 specifically considers the case of connected graphs since it is trivial to find sparse eigenvectors in disconnected graphs (see (51)). However, a G(N, p) tends to be disconnected when p is small. In fact p < log(N )/N results in (almost surely) isolated vertices, and p > log(N )/N guarantees (almost surely) G(N, p) to be connected [43] . In order to get rid of the trivial cases we need to consider the probability of G (N, p) having a pair of nodes with (53) and being connected. Experimental computation of this probability is given in Figure 2 
D. Real World Examples
In the following we will use the term λ (k ) to denote that the eigenvalue λ has multiplicity k.
1) Minnesota Road Graph:
In this part, we will consider the Minnesota road graph [7] , [13] . We use the data publicly available in [45] . This graph has 2642 nodes in total where 2 nodes are disconnected to the rest of the graph. Since a road graph is expected to be connected, we disregard those two nodes. See [7] , [13] for the visual representation of the graph. Here each node is an intersection, and a i,j = 1 if there is a road connecting the intersections, otherwise a i,j = 0. There are total of 3302 undirected unweighted edges. The graph is simple and connected, A and L are symmetric matrices (in particular, diagonalizable), hence V A and V L can be selected to be unitary.
For the Minnesota road graph, both A and L have repeated eigenvalues. As a result, V A and V L are not unique. In fact, the adjacency matrix has repeated eigenvalues of −1 (15) , 0 (44) , and 1 (13) . The graph Laplacian has repeated eigenvalues of 0.3820 (2) , 1 (10) , 2 (7) , 2.6180 (2) , and 3 (6) . In order to minimize the uncertainty bound given by Corollary 3, we can select V A and V L such that V A max and V L max are maximized. This idea is discussed in Section IV, and the closed-form solution for such a selection is provided by Theorem 6. Via numerical 
for the strong uncertainty bound for both selection of GFB. Even though (64) is a valid bound, Corollary 3 and Theorem 6 gives no further information about existence and characterization of a signal that achieves the bound. At this point it is quite interesting to observe that the bound in (64) is the same as the bound provided by Theorem 9 (for V L as GFB), which requires existence of a pair of nodes with the property in (53). In fact, the Minnesota road graph does have 6 different pairs of nodes with the property in (53). These pairs are visualized in Figure 3 . As a result, the bound in (64) is tight, and the signals that achieve the bound are defined by the pairs of nodes in Figure 3 (see Theorem 9) . It should be noted that tightness of (64) is valid when V L is selected to include at least one 2-sparse eigenvector generated by the pairs in Figure 3 .
2) Co-appearance Network: In this example, we will consider the co-appearance network of characters in the famous novel Les Misérables by Victor Hugo [46] . Data is publicly available in [47] . This is an undirected but weighted graph, where two characters are connected if they appear in the same scene, and the weight of an edge is the total number of coappearances through the novel.
The graph has 77 nodes and 254 (weighted) edges in total. The Laplacian of the graph has repeated eigenvalues of 1 (9) , 13 (2) , and 28 (2) . As a result, GFB with respect to the graph Laplacian, V L , is not unique. In order to minimize the bound given in Corollary 3, we use Theorem 6 and obtain the following result
When V L is selected to be the GFB, (65) max is rounded-off to the next attainable value of s 0 (x), we get the same bounds as in (64). At this point we can use Theorem 9 to find signals (if there is any) that achieve the bound in (64).
In a co-appearance graph, pair of nodes with the condition in (52) has a meaningful interpretation. If two characters always appear simultaneously, they will have the same number of co-appearances with other characters, which implies the condition in (52) mathematically. As an example, consider characters "Brevet", "Chenildieu", and "Cochepaille" of the novel Les Misérables. They are three witnesses in Champmathieu's trial, and appear simultaneously through the court scenes. Nodes (of the graph) that correspond to any two of these three characters satisfy the condition in (52), which, in turn, implies that the graph Laplacian has a 2-sparse eigenvector, and s 0 (x) ≥ 3/2 is a tight uncertainty bound when V L is selected as GFB.
VII. CONCLUSIONS
In this paper, we studied the concept of uncertainty principle for signals defined over graphs. Unlike existing studies we took a non-local and discrete approach, where the vertex and the spectral domain spreads of a signal are defined as the number of nonzero elements of the signal and its GFT, respectively. We derived a lower bound for the total number of nonzero elements in both domains (on the graph and in the GFB) and showed that a signal and its corresponding GFT cannot be arbitrarily sparse simultaneously. Based on this, we obtained a new form of uncertainty principle for graph signals. When the graph has repeated eigenvalues we explained that GFB is not unique, and the derived lower bound can have different values depending on the selected GFB. We provided a constructive method to find a GFB that yields the smallest uncertainty bound. In order to find the signals that achieve the derived lower bound we considered sparse eigenvectors of the graph. We showed that the graph Laplacian has a 2-sparse eigenvector if and only if there exists a pair of nodes with the same neighbors. When this happens, the uncertainty bound is very low and the 2-sparse eigenvectors achieve this bound. We presented examples of both classical and real-world graphs with 2-sparse eigenvectors. We also discussed that, in some examples, the neighborhood structure has a meaningful interpretation.
