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Abstract— In robotics applications, Model Predictive Control (MPC) has been limited in the past to linear models
and relatively short time horizons. In recent years however,
research in optimization, optimal control, and simulation has
enabled some forms of nonlinear model predictive control.
The limiting factor for applying nonlinear MPC for robotics
remains the computation necessary to solve the optimization,
especially for complex systems and for long time horizons.
This paper outlines and applies several methods in order
to address the computational concerns related to nonlinear
MPC. The dynamic model of the system to be controlled
is approximated using a Deep Neural Network (DNN), then
input trajectories over long time horizons are parameterized
with a few parameters in order to decrease the optimization
search space. Using the parameterized trajectories and the
approximate model, an evolutionary algorithm is used to find
optimal controls at the next time step. Simulations on torque
limited robots performing a swing-up task demonstrate that
the nonlinear Evolutionary MPC (NEMPC) is able to discover
complex behaviors to accomplish the task. Comparisons with
state-of-the-art nonlinear MPC algorithms highlight the fact
that NEMPC does not require initialization with a candidate
trajectory or policy in order to find a feasible (near optimal)
trajectory.

I. I NTRODUCTION
Model Predictive Control (MPC) is a well established suboptimal form of optimal control which performs very well in
practice. At a high level, MPC seeks to perform a trajectory
optimization over a future period, then applies only the first
input of the optimized trajectory and re-solves. The fact
that the trajectory is re-optimized online with current state
information makes MPC behave like a feedback controller,
while the ability of MPC to plan inputs based on future
state predictions makes it behave somewhat like a planner.
The complexity of the model used, as well as the horizon
length and optimization method, influence the speed of the
controller and therefore its place on the spectrum between
feedback controller and planner.
Many implementations of MPC cast the optimal control
problem as an SQP and then use a very fast solver designed
to solve an optimization with linear constraints and convex
cost. [1], [2], [3], [4]. The speed of these solvers makes realtime implementation of MPC practical for many applications
with fast dynamics, including robotics. The restriction of
these implementations of MPC is that the model used for
optimization must be linear. While this assumption is likely
fairly accurate for short time horizons, it becomes less accurate over longer time horizons or past sharp nonlinearities
in the dynamics such as those that arise in contact.
It would be very convenient to define a high-level cost
function and use MPC to discover the low level behaviors

needed to achieve it, however this type of MPC would
require a fairly long horizon. This desire for longer-horizon
MPC has driven the development of several fast nonlinear
MPC algorithms [5], [6], [7], . In [8] and [9] a very fast
dynamics simulation (MuJoCo [10]) is used to perform iLQR
and DDP (trajectory optimization algorithms) at fast enough
rates for real-time control of a humanoid. In [11] a policy
improvement method using parallel computing available with
GPUs is also shown to solve fast enough for real time control
of a miniature race car. Both of these methods are based on
improvement of an initial given trajectory and employ local
optimization methods.
Our work is most similar to [11] in that we sample control
input trajectories in parallel using a GPU. It is different
because we employ a global optimization method to search
the entire control space instead of improving a trajectory
with a local optimization method. In this sense our work
is similar to [12] where global sampling-based methods are
used for control of a parafoil with slow dynamcis, but our
use of DNNs allows more complex models and faster control
rates.
Because the control space is so large (especially for long
time horizons) we choose to parameterize the input space
using linear piecewise functions. This parameterization is
another distinguishing element of our method based on
previous work using parameterized control trajectories in a
linear Evolutionary Model Predictive Control algorithm [13].
Deep Neural Networks (DNNs) have gained popularity in
image classification and regression applications, and have
more recently become popular tools in robotics for modeling
[14], [15] and control [16], [17], [18]. In order to rapidly
sample hundreds or thousands of input trajectories in parallel
using the full nonlinear dynamics of the system, the nonlinear
model is approximated using a DNN. While we are using a
machine learning method, we have the advantage of knowing
exactly the function which we are attempting to learn. In reality, we are using the DNN more as a function approximator
than a machine learning tool, however this allows us to use
existing APIs for optimized evaluation of DNN models on a
GPU for our sampling.
The main contributions of this paper are as follows:
• A Framework for approximating dynamic models using
Deep Neural Networks
• A Real-Time Nonlinear Model Predictive Control algorithm based on a global optimization method
• Experimental comparisons of Nonlinear Evolutionary
Model Predictive Control (NEMPC) with Dynamic
Programming and Differential Dynamic Programming

where M (θ) is a configuration dependent inertia matrix,
C(θ, θ̇) represents torques produced by centrifugal and Coriolis forces, τgrav are the torques applied by gravity on the
robot and τ are applied torques from the motors.
In state space form, this can be written as

 

ẋ1−3
(M )−1 [τmotor − C − τgrav ]
=
(5)
ẋ4−6
x1−3
where
Fig. 1: The two simulated robots used for this work. An
inverted pendulum with single torque source and a three link
robot with motors at each joint.

solutions.
The rest of the paper is organized as follows. Section II
explains the models and methods used for approximating
dynamic models with a DNN, as well as the NEMPC
algorithm implemented on a GPU. Section III details the
experimental setup for the comparison of NEMPC with two
state-of-the-art trajectory optimizers (Dynamic Programming
and iLQR). Section IV will discuss the experimental results.
Section V will summarize the findings and propose future
work.
II. M ETHOD
A. Dynamic Model Approximation using DNNs
In order to quickly roll out nonlinear simulations of robot
dynamics in parallel, the nonlinear dynamics are approximated using a DNN. While the dynamic model of a robot can
be learned from real data, in this work we are using DNNs
simply as function approximations, and the functions we
wish to approximate our the discrete time dynamic equations.
1) Inverted Pendulum Dynamic Equations: The continuous time dynamics of an inverted pendulum such as the one
depicted in Figure 1 are simply
ml2 θ̈ + bθ̇ + mglsinθ = τmotor

(1)

where m is the mass at the end, l is the length of a
massless link, b is a viscous damping coefficient, and g is
the acceleration of gravity.
In state space form, this can be written as
  

x˙1
(ml2 )−1 [τmotor − bx1 − mglsinx2 ]
=
(2)
x˙2
x1
where

   
x1
θ̇
=
x2
θ

(3)

2) Three Link Robot Dynamic Equations: We assume our
three link robot is comprised of rigid links and pin joints, so
the dynamic equations take the canonical form
M (θ)θ̈ + C(θ, θ̇) + τgrav = τ

(4)


 

x1−3
θ̇1−3
=
x4−6
θ1−3

(6)

3) Training the DNN: Thus far we have derived the
continuous time state space equations for our robot systems,
however, in order to forward simulate our systems we need
a discrete time model which is capable of predicting future
states. In order to obtain this we perform first order Euler
integration. At timestep k we predict the state at timestep
k + 1 using the equation
xk+1 = xk + ẋk ∆t.

(7)

Using the continuous state space equations derived earlier
and Equation 7 we have developed a simulation of our robot
which is able to predict the state after some small ∆t given
the current state and applied torques. In order to forward
simulate hundreds or thousands of these simulations quickly
and in parallel we want to approximate the discrete time
simulation using a DNN of the form depicted in Figure 2.
As can be seen in Figure 2, the output of the DNN is
only added to the current joint velocities, so essentially it
is only predicting the change in velocity over a fixed time
step ∆t. The position states are not predicted by the DNN,
since we already know that the position states will simply be
the integrated velocity as given by Equation 7. Moreover, we
can perform angle wrapping on the position states instead of
forcing the DNN to learn that sharp nonlinearity itself. We
found that decreasing the burden on the DNN in this way
allows it to more accurately represent changes in velocity.
It should be noted that further research is needed to identify what DNN architectures should be used in approximation
of discrete time models. Our choice of DNN architecture
was designed with the goal of being small enough to run
quickly on a GPU, yet large enough to capture interesting
dynamic behaviors. It is very possible that smaller, more
efficient architectures may be designed.
DNNs for both of our simulated robots were implemented
and trained using Pytorch [19]. For training, each batch of
training data consisted of 100 randomly selected sets of states
and inputs fed through our analytically derived discrete time
simulation. The loss function was simply the mean squared
error of the DNN prediction of velocity at the next timestep.
The Adam optimizer was used with a learning rate of .0001
and training was concluded after about 10 minutes using an
Nvidia GeForce 750 Ti GPU.
The sizes of the DNNs for the inverted pendulum and three
link robot varied only because of the numbers of inputs and
outputs. The inverted pendulum model consisted of 200,400

the number of control points. In fact, if the number of control
points is increased too much, the performance degrades. We
believe this is at least partially due to the optimization being
forced to search a much larger space.
Because we have constrained the first point in the control
trajectory to be the last commanded torque, it no longer
makes sense to use the first point in our best input trajectory
as our next command for MPC. Instead, we simply use the
second point in our trajectory, which is a linear combination
of the first and second control points.
C. Nonlinear Evolutionary Algorithm for Trajectory Optimization
Fig. 2: DNN architecture used to approximate dynamic
models.

Algorithm 1 Nonlinear Evolutionary Model Predictive Control Algorithm
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Fig. 3: In order to decrease the search space for our optimization, input trajectories were represented as control points
linearly connected by lines. Surprisingly complex behaviors
were accomplished using this simple parameterization of a
control trajectory

parameters while the three link robot model consisted of
201,200 parameters. Again, further research is needed to
determine what size net is appropriate for different sizes and
complexities of models.
B. Input Trajectory Parameterization
In order to reduce the search space for our optimization
method while maintaining a long prediction horizon, it is
necessary to parameterize the input trajectory in some way.
We choose parameterize our input trajectory as a piecewise
linear function connecting control points as seen in Figure 3.
The parameterization for this work consisted of three points:
one at the beginning of the horizon, one in the middle, and
one at the end. Because we do not want our controller to
change torque instantaneously, we constrain the first control
point to be the last commanded torque to that joint.
While this is a drastic simplification and severely limits the
control trajectory possibilities, we find that the optimization
is able to find surprisingly complex behaviors from scratch
using this parameterization. Higher order parameterizations
can be used, but in our preliminary experiments we found no
significant improvement in MPC performance by increasing
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if Cold Start then
Upts = N (µ = 0, σ)
else if Warm Start then
Upts = mateAndM utate(Upts , J)
end if
for i = 1 to T do
In parallel for each simulation:
xi+1 = DN N (xi , ui )
for j = 0 to NumInputs do
Jj = Jj + cost(xi , ui )
end for
end for
Apply next input from best child trajectory

Instead of relying on a local optimization method to
improve upon an existing policy or trajectory, NEMPC uses
an evolutionary algorithm to explore the entire space of
parameterized control trajectories and to discover the global
optimum. This is one of the main strengths of the NEMPC
approach as will be shown in the Experiments section.
The evolutionary algorithm implemented for this work
contains all of the traditional elements of evolution-based
algorithms: mating and crossover, mutation, and selection.
It is made simpler by the fact that we have parameterized
the input trajectories in our population, so they can be
represented simply by their control points.
1) Selection: Selection is the process in which the fitness
of each member of a population is evaluated, and only the
most fit members of the population survive to be the parents
of the next generation. Fitness is evaluated using a fitness
function, which for our case is the cost function for our
optimal control problem. For a more direct comparison with
other methods, for this work we use the typical cost used in
optimal control
J(t) = x̃(t)T Qx̃(t) + ũ(t)T Rũ(t)
J(tf inal ) = x̃(tf inal )T Qx̃(tf inal )

(8)

where
x̃ = x − xgoal
ũ = u − ugoal

(9)

During the selection phase, every control trajectory in
the population is simulated from the current state. At each
timestep in the horizon, Equation 8 is evaluated individually
for each joint and the cost J(t) is added to the cost for the
input at that joint. Thus at the end of the simulation there are
K ∗ m costs where K is the number of simulations and m is
the number of inputs. The members of the population which
are selected to be parents of the next generation are those
which have the lowest total cost (the sum of the individual
input costs). At the end of the selection phase we have
finished the simulation and fitness evaluation, and are left
with only the few most fit trajectories and the costs associated
with each of their inputs.
2) Mating and Crossover: In the case of a cold start to the
optimization, there is no prior population, so it is necessary
to create one. This is done by randomly sampling control
points from a gaussian distribution. The standard deviation
of this distribution is a tuning parameter.
In the case of a warm start, there has already been at
least one generation of input trajectories which have been
evaluated and each trajectory has costs associated with each
input. In our implementation of the evolutionary algorithm,
all of the parents survive to the next generation. Each parent
is paired with another parent for crossover. Crossover is
accomplished by looking at the costs associated with each
input. For each input in each pair of parents, the parent with
the lowest cost associated with that input passes on its control
points to the child. In this way, the child becomes the best
parts of both parents.
3) Mutation: While mating and crossover help to converge trajectories towards minima, mutation is used to explore a greater area. In our implementation, every child is
subject to mutation, which is simply gaussian noise added
to the control points of the input trajectory. The standard
deviation of this gaussian noise is a tuning parameter.
Mutation encourages exploration in the region surrounding
existing trajectories, but since we chose the evolutionary
algorithm as a global optimization method, we want to ensure
we are searching a larger portion of the optimization space.
We do this by adding completely new trajectories to each
generation. This amounts to the same thing as the cold start
mentioned above, however only a portion of the population
is generated from a cold start. Introducing this constant
search of the entire optimization space is a way to ensure
our population does not all converge to a sub-optimal local
minimum.
Once the mutation phase is complete there is a whole new
generation of control trajectories ready to be evaluated using
the selection phase again.
III. E XPERIMENTS
Experiments were designed and carried out in order to test
the practicability of the NEMPC approach and to evaluate its
ability to find optimal control behaviors without trajectory
initialization. In order to judge the value of the approach,
comparisons were made to two state-of-the-art optimal control algorithms - Dynamic Programming and iLQR.

Fig. 4: Joint angle history during a swingup task for an
underactuated inverted pendulum. Because it doesn’t have
enough available torque to lift it directly, it swings back and
forth to gain momentum.

A. Inverted Pendulum
In order to first determine if EMPC allows us to find
optimal behaviors for a nonlinear system with input constraints, we choose to test it on the simplest case - an inverted
pendulum with torque constraints.
The goal is for the controller to swing the pendulum up
into the θ = 0 position starting from the θ = π position.
Because of the torque constraints, this is impossible to due
by applying a constant torque in one direction. The simple
cost function defined by Equation 8 is used for both NEMPC
and Dynamic Programming.
For the sake of space we cannot include all of the details
about implementing dynamic programming for a continuous
system here. We simply state that we discretized the state and
action spaces and implemented a value-iteration algorithm in
order to find the optimal policy. We then used interpolation
to use this discrete policy in a continuous system. A good
reference for value iteration can be found [20], while details
about dynamic programming for continuous systems can be
found in [21].
The joint angle trajectories from simulating both NEMPC
and DP are depicted in Figure 4 while the commanded
torques are in Figure 5. Note that the straight down position
can be represented as an angle of π or −π.
B. Three Link Robot Arm
This experiment is very similar to the inverted pendulum
task, but with a three link robot instead of a single pendulum.
Again, the task is to swing the arm from its completely stable
equilibrium to the unstable equilibrium with all joints at θ =
0. Again, the available torque is not enough to swing the arm
straight up using a constant torque.
Because Dynamic Programming does not scale easily to
higher degree of freedom problems, we compare NEMPC
to iLQR. We do not expect NEMPC and iLQR to reach

Fig. 5: Input torque for a swingup task for an underactuated
inverted pendulum. Because it doesn’t have enough available
torque to lift it directly, it swings back and forth to gain
momentum.

Fig. 6: Joint angles during a swingup task for an underactuated three link robot arm. Because it doesn’t have enough
available torque to lift it directly, it swings back and forth to
gain momentum.

the same solution because iLQR is a local method and
can find several different solutions based on the initial
trajectory guess. Furthermore, classical iLQR has no means
of incorporating torque constraints other than implementing
a high cost for applied torque.
The achieved joint angles from both methods are displayed
in Figure 6, and the applied torques are seen in Figure 7.
Again, note that because there are no joint limits, the arms
can swing all the way around so that θ = π is the same
position as θ = −π. Note that the torque limits are denoted
by a horizontal dashed line.
IV. R ESULTS AND D ISCUSSION
Figure 4 shows that both Dynamic Programming and
NEMPC converge to near the same solution. In fact, NEMPC

Fig. 7: Input torque for a swingup task for an underactuated
threelink robot arm. Because it doesn’t have enough available
torque to lift it directly, it folds itself up and uses that
momentum to drive itself to the goal.
appears to reach the goal faster than DP, which should
not be possible since DP should have converged to the
optimal solution. This discrepancy could be explained by
the fact that the optimal policy found by DP was defined
in a discrete state-action space and that the discretization of
the state/action space produced some strange artifacts in the
policy which were exposed during interpolation. This would
explain the discontinuous behavior of the DP inputs, as well
as the sub-optimal performance.
It is important to recognize that both algorithms discovered
control behavior which cannot be discovered without taking
into account torque constraints.
Figure 6 demonstrates very interesting behaviors found by
both iLQR and NEMPC. Notice that first joint continuously
is swinging upward while the more distal links are swinging
around to impart momentum and shorten the moment arm
for the first link.
While iLQR reaches the goal much faster than NEMPC,
that is because torque constraints cannot be fit easily into
the iLQR framework so it violates them in simulation. The
initial guess trajectory for iLQR was zero torque for every
timestep in the horizon, and it did improve it to find a swing
up behavior, however increasing the cost on inputs effectively
discourages exploration too far beyond the initial trajectory
of zero inputs and iLQR fails to find a solution to swing up
the arm.
NEMPC was not given an initial trajectory, but was able to
find a solution which accomplished the task and also honored
the torque constraints. This type of problem, with many local
minima and hard constraints is the driving force behind a
search for a nonlinear MPC which can search beyond just
local minima.
V. C ONCLUSION
In this paper we have shown the viability of a nonlinear
MPC method based on global optimization techniques with a

GPU and learned models. We have shown that it is possible
to discover complex behaviors such as those needed to
perform swingup tasks for torque constrained robots, using
parameterized control input trajectories.
Our specific implementation has made use of an evolutionary algorithm for optimization and piecewise linear
functions for control input trajectories. While this work
shows that those are viable options, this research does not
support the claim that these tools are the best choices.
Indeed, the amount of heuristics and tuning parameters in
an evolutionary algorithm make it very difficult to make
repeatable and tuning may be very hard. Future research
should include other global optimization methods such as
interval analysis and particle swarm in order to more fully
understand the strength and weaknesses of these methods
and how they could be applied.
We also chose to implement our control trajectory parameterization as a series of control points connected by lines.
While the amplitude of the input was always an optimization
design variable, the timing was constrained to be halfway
through the horizon and at the end of the horizon. In future
work, we intend to make the timing as well as the amplitude
a design variable. We believe that this could lead to more
complex behaviors.
Additionally, future work should include the use of the
outlined methods as a higher level motion planner, producing
commands for a low level controller. This would allow the
nonlinear planner to run at a slower rate and still synthesize
complex behaviors executed by a low level controller.
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