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T h e d e s i g n o f a n a c t i v e l y a d a p t i v e " d u a l "
control ler based on an approximat ion of the stochast ic
dynamic programming equation for a mult i-step horizon
is p resen ted . A dual con t ro l l e r that can e n h a n c e
iden t i f i ca t ion of the s y s t e m whi le con t ro l l i ng i t at
t h e s a m e t i m e i s d e r i v e d f o r m u l t i d i m e n s i o n a l
p r o b l e m s . Th is dua l c o n t r o l l e r u s e s s e n s i t i v i t y
funct ions of the expected fu ture cost wi th respect to
the p a r a m e t e r uncer ta in t i es . A p a s s i v e l y a d a p t i v e
"cautious" control ler and the ac t ive ly adapt ive "dual"
c o n t r o l l e r a re e x a m i n e d . In m a n y i n s t a n c e s , the
cau t i ous con t r o l l e r is s e e n to turn o f f w h i l e the
latter avoids the turn-off of the control and the s low
convergence of the parameter est imates, character ist ic
of the caut ious controller. The algorithms have been
app l ied to:
1) a mu I t i var iab le stat ic mode l wh i ch rep resen ts a
s impl i f ied linear version of the relat ionship be tween
the v ibrat ion output and the higher harmonic control
input for a helicopter and
2) a d y n a m i c m o d e l that has s i m i l a r i t y w i t h an
ore-crushing plant or a heat exchanger model.
Monte Carlo compar isons based on parametr ic and
n o n p a r a m e t r i c s t a t i s t i c a l a n a l y s i s i n d i c a t e t h e
super ior i ty of the dual contro l ler over the basel ine
con t ro l 1 er.
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R e s e a r c h on a d a p t i v e c o n t r o l s t a r t e d i n the
e a r l y f i f t i e s [ A 2 ] , T h e des ign o f a u t o p i l o t s f o r
a i r c r a f t f o r a w i d e r a n g e o f s p e e d s and a l t i t u d e s
mot iva ted the resea rch on adap t i ve contro l . For this
wide range of operating condit ions the use of adapt ive
contro l was deemed necessary . H o w e v e r , p rogress in
this f ie ld has been quite s low because of the lack of
unders tand ing o f the i nhe ren t l y non l inear a d a p t i v e
s y s t e m s and the first resul ts began to appear on ly in
the sixt ies. During that per iod, p ioneer ing r e s e a r c h
t o w a r d unders tand ing the theo ry o f a d a p t i v e con t ro l
w a s c o n d u c t e d [ B 6 , F l ] a n d th i s l a i d d o w n t h e
foundat ions of adap t i ve control research of today . At
the present t ime [ A l ] this resea rch has ga ined a lot
of momentum b e c a u s e of : (1) the a d v e n t of digital
compute rs , and, in part icular, microprocessors, and
(2) the success fu l applications of adaptive control in
the a i r c r a f t indus t ry .
Most appl icat ion areas of adap t i ve contro l can
be m a t h e m a t i c a l l y mode led by mul t i - va r iab le s y s t e m s
wi th some or a l l parameters unknown. The cont ro l of
s u c h s y s t e m s can no t be h a n d l e d by de te rm in is t i c
control theory. The unknown parameters are modeled by
random var iab les and the unknown d is turbances in the
s y s t e m are mode led as s tochas t i c p r o c e s s e s and their
c o n t r o l c o n s t i t u t e s t h e f r a m e w o r k o f s t o c h a s t i c
c o n t r o l t h e o r y . T h e u s e o f t h e
P r o p o r t i o n a 1 - I n t e g r a l - D e r i v a t i v e ( P I D ) r e g u l a t o r f o r
the con t ro l of such industr ial p rocesses is appea l ing
f o r i t s s i m p l i c i t y . F o r a n i n d u s t r i a l p r o c e s s ,
h o w e v e r , it is a co lossa l task to tune a large number
of .control gains involved. Under these c i rcumstances ,
a d a p t i v e c o n t r o l i s n e e d e d . T h e a d a p t i v e c o n t r o l
t e c h n i q u e s h a n d l e t h e i n d u s t r i a l p r o c e s s e s w i t h
u n c e r t a i n p a r a m e t e r s b y c o m b i n i n g s y s t e m
iden t i f i ca t i on and con tro 1 . des ig n. In the B a y e s i a n
f ramework these contro l lers assume that the parameters
h a v e pr ior p r o b a b i l i t y d e n s i t y f u n c t i o n s a n d la rge
u n c e r t a i n t y a s s o c i a t e d w i th their initial est imate 's.
In the p rocess of s imu l taneous s y s t e m iden t i f i ca t i on
and con t ro l , t hese cont ro l le rs reduce the uncer ta in ty
as s o c i a t e d wi t h the p a r a m e t e r e s t i m a t e s , i .e . ,
learn a n d c o n t r o l t h e s y s t e m . T h i s i s t h e
basic ph i losophy of adapt ive control .
The des ign of a con t ro l le r is a resu l t of an
optimization algorithm on a per formance index or cost
f u n c t i o n . T h i s i n d e x i s g e n e r a l l y d e f i n e d as a
f u n c t i o n o f s y s t e m ' s a c t u a l o u t p u t and i t s des i r ed
output . For s y s t e m s wi th uncer ta in p a r a m e t e r s , the
c o n t r o l so lu t i on w h i c h op t im i zes o v e r a m u l t i s t a g e
horizon is obtained by solv ing the s tochas t i c dynamic
programming equat ion [B5 , and eq(10) of this repor t ] .
H o w e v e r , i t is not p o s s i b l e to a c h i e v e an op t ima l
solut ion because of the dimensional i ty invo lved in the
stochast ic dynamic programming . In such situat ions,
emphas i s is put on obta in ing a subop t ima l so lu t ion
t ha t i n c o r p o r a t e s t he in t r i ns i c p r o p e r t i e s o f t he
opt imal solut ion. For s tochast ic s ys tems , the control
has in gene ra l a dual e f f e c t [B1.F1] : i t a f f e c t s the
s y s t e m ' s s t a t e a s w e l l a s t h e f u t u r e s t a t e a n d / o r
parameter uncer ta in ty . This proper ty is shared by all
control pol ic ies, whether , or not, it has the proper ty
incorpora ted in its design. Thus a contro l l aw , which
e x p l i c i t l y u t i l i z e s t h i s p r o p e r t y i n i t s d e s i g n ,
c a l l e d a dual c o n t r o l l e r , o f f e r s s i g n i f i c a n t
i m p r o v e m e n t po ten t i a l f o r t he con t r o l o f u n c e r t a i n
l inear p l a n t s . In m u l t i s t a g e p r o b l e m s i t probes
the s y s t e m to enhance rea l - t ime ident i f i ca t ion of the
s y s t e m ' s pa ramete rs in order to increase the a c c u r a c y
of the subsequen t cont ro l decisions and regu la tes the
s y s t e m at the same time [63,01] . Thus the control ler
h a s t w o d i f f e r e n t t a s k s a n d t h e d u a l c o n t r o l l e r
compromises b e t w e e n good con t ro l and good
identification of the system.
S i m p l e r c o n t r o l l e r s wh i ch do not a c c o u n t fo r
any dual e f f e c t a re a lso i n v e s t i g a t e d here. One o f
them est imates the sys tem 's parameters based upon al l
a v a i l a b l e i n f o r m a t i o n a n d uses t h o s e e s t i m a t e s a s
though they were true. This is ca l l ed the Heur is t ic
C e r t a i n t y E q u i v a l e n c e (HCE) con t ro l l e r [ B 1 J . I t is
simi lar in fo rm to the determinist ic con t ro l l e r excep t
it uses the parameters ' es t imates in the der iva t ion of
the contro l input. The other one, ca l l ed the caut ious
c o n t r o l l e r , uses the p a r a m e t e r es t ima tes as w e l l as
their asso c i a t ed cur rent c o v a r i a n c e s . In an uncer ta in
s i tuat ion, the latter can be o v e r l y ' caut ious ' b e c a u s e
of the parameter uncerta inty. Another prob lem of this
c o n t r o l l e r i s t he turn-off p h e n o m e n o n , w h e n the
cont ro l a lmos t van i shes over s igni f icant lengths o f
t i m e . T h u s t h e c o n t r o l l e r c a n n o t e s t i m a t e t h e
s y s t e m ' s p a r a m e t e r s a n d l o s e s c o n t r o l o v e r t h e
sys tem [A1J .
T w o c l a s s e s o f d u a l c o n t r o l l e r s e x i s t
p resen t l y . In the f irst c l ass [El , Gl, Ml, MS. W l ] ,
t h e c o n t r o l m i n i m i z e s a o n e - s t e p - a h e a d c r i t e r i o n
augmen ted by a second term wh ich pena l i zes for poor
identi f icat ion. The approach is s imple but does not
f u l l y e x p l o i t t h e dua l p r o p e r t y a n d o f t e n requ i res
tuning of some parameters. Padil la and Cruz [PI ] give
a dual cont ro l solut ion for a plant by minimizing the
cont ro l o b j e c t i v e f unc t i on sub jec t to an upper bound
i n t h e t o t a l e s t i m a t i o n c o s t . T h e i r o b j e c t i v e
f u n c t i o n inc ludes a s tandard cost f unc t i on and also a
cons t r a i n t term wh ich r e f l e c t s the sens i t i v i t y of the
p a r a m e t e r s t o t he s t a t e o f t he s y s t e m . T h u s t he
so lu t i on ad jus ts i tse l f to e x e r c i s e be t te r es t ima t ion
for such sens i t i ve parameters wi th in the upper bound.
T h e s e c o n d c l a s s [ B 2 , B 4 , S I , S 2 , T l ] u s e s t h e
s tochas t i c dynamic p rog ramming equa t ion and expands
the f u t u r e c o s t a b o u t a nomina l t r a j e c t o r y . The
a p p r o a c h o f this second c l a s s is d i f f e r e n t f r om that
d i s c u s s e d i n [ A l ] . T h e m e t h o d p r o p o s e d i n [ A l ]
fo rmu la tes the Stochast ic Dynamic Programming Equat ion
but sugges ts no expans ion of the expected fu ture cost
about any nominal t ra jectory. Thus no minimization is
p o s s i b l e e x p l i c i t l y e x c e p t a t the last s tep and the
expec ted cost is minimized for two steps by numerical
i n teg ra t i on .
T h e r e c e n t l y d e v e l o p e d l i near f e e d b a c k dua l
cont ro l le r of [ B 4 ] is based upon a f i rs t order T a y l o r
se r ies e x p a n s i o n o f the e x p e c t e d f u t u re cos t and is
c a l l e d t h e f i r s t o r d e r d u a l s o l u t i o n , D l . T h i s
solut ion, 01, a l though s imple, does not cap tu re al l
t he dual e f f e c t a v a i l a b l e f r o m the f u t u re e x p e c t e d
c o s t [ M 4 ] . A s e c o n d order T a y l o r se r ies e x p a n s i o n
h a n d l e s i t be t t e r and y i e l ds the s e c o n d order dual
solut ion, 02, in [ M 2 ] . The D2 so lu t ion mod i f ies the
c a u t i o u s con t ro l l e r wi th a numera to r "p rob ing " term
a n d a d e n o m i n a t o r c o r r e c t i o n t e rm . P e r f o r m a n c e
compar isons are ava i l ab le in [ M 2 ] among the caut ious,
D l and D2 s o l u t i o n s f o r a scalar m o d e l . B o t h
the cau t ious and the Dl so lut ions turn off but the 02
solut ion avo ids t u r n - o f f , indicating that 01 is not a
s a t i s f a c t o r y dual solut ion. In this d isser ta t ion , the
0 2 s o l u t i o n i s d e v e l o p e d f o r m u l t i - v a r i a b l e
input-output sys tem in Chapter 2 and both the cautious
and the 02 so lu t i ons are app l ied to a mu l t i - va r i ab le
input-output sys tem. Monte Carlo simulations are made
w h i c h i nd i ca te tha t t he 02 s o l u t i o n p r e v e n t s t he
t u r n - o f f p h e n o m e n o n p r e v a l e n t w i t h a c a u t i o u s
solut ion. H o w e v e r , there are few occas ions whe re i t
demonst ra tes excess ive probing; this is handled by a
c o n t r o l l i m i t e r . A s e c o n d o r d e r T a y l o r s e r i e s
e x p a n s i o n o f the f u t u r e e x p e c t e d c o s t i s p e r f o r m e d
8a b o u t a nomina l t r a j ec to r y and a dual con t ro l l e r is
d e v e l o p e d and a p p l i e d to a Ml MO d y n a m i c ( A R M A of
lag one) model in Chapter 3. Monte Carlo s imulat ions
and paramet r i c and nonparamet r i c s ta t is t ica l tes ts of
s ign i f i cance indicate the super ior i ty of the dual over
the c a u t i o u s and the heur is t ic c e r t a i n t y e q u i v a l e n c e
c o n t r o l l e r s .
Chapter 2
Dual Control and Prevention of the Turn-Off
Phenomenon in a Class of MIMO Systems
2.1 INTRODUCTION
In this chap te r , a dual so lu t ion is d e v e l o p e d
b a s e d on a s e c o n d order e x p a n s i o n of the e x p e c t e d
future cost and both the cautious and the D2 solutions
are app l ied to a mu Iti- var iable input-output sys tem.
Monte Ca r l o s imula t ions are made wh ich indicate that
t he D2 s o l u t i o n p r e v e n t s t he t u r n - o f f p h e n o m e n o n
p r e v a l e n t w i th a caut ious solut ion. H o w e v e r , there
a r e f e w o c c a s i o n s w h e r e i t d e m o n s t r a t e s e x c e s s i v e
probing; this is handled by a cont ro l limiter. Monte
C a r l o s i m u l a t i o n s a n d s t a t i s t i c a l t e s t s o f
s ign i f i cance indicate the super ior i ty of the dual over
the cau t ious and the heurist ic ce r ta in ty e q u i v a l e n c e
con t ro l l e rs .
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S e c t i o n 2 g i v e s t h e p r o b l e m f o r m u l a t i o n .
Sect ion 3 d iscusses the turn-of f phenomenon obse rved
in a s t o c h a s t i c env i r onmen t . The a p p r o x i m a t e dual
cont ro l le r for the multi- var iab le input -ou tput s y s t e m
is p r o v i d e d in S e c t i o n 4. Sec t i on 5 d e s c r i b e s the
simulat ion of the plant and compares the per fo rmances
of the c a u t i o u s , dual ( 0 2 ) and the HCE so lu t ions .
Sect ion 6 conc ludes the chapter.
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2.2 PROBLEM FORMULATION
The mul t ivar iab le plant considered is
x(k«-l) - c * B u(k) CD
where c is an unknown vector and B is a matrix of
unknown parameters . This stat ic model wi th cons tan t
p a r a m e t e r s r e p r e s e n t s a s i m p l i f i e d h e l i c o p t e r
v i b r a t i o n c o n t r o l p r o b l e m u n d e r s t e a d y f l i g h t
conditions [M4, W2] and defines a relationship between
the higher harmonic control input vec to r u and
the vector x of v ibrat ion output ampl i tudes. These
controls can cancel some of the unsteady air loads on
the b lades . The u n k n o w n e l e m e n t s of c and B
compr ise the parameter vec to r 6 ( k ) whose es t imate
a t t ime k i s 6 ( k ) w i t h c o v a r i a n c e m a t r i x
P ( k ) . Assum ing the parameters are t ime- invar ian t ,
we have
eCk+1) - 6(k) (2)
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The measurement vector is given by
y(k) - x(k) + w(k) (3)
where
E[w(k ) ] - 0; E[w(k)w'( j ) ] - W6ki (4)
Ki
with x ( k ) , y ( k ) being n d imens iona l vec to rs .
The p e r f o r m a n c e c r i t e r i o n to be m i n i m i z e d is the
expected value of the cost from step 0 to N ,
J(0) - E{C(0)> - E{ Zx ' (k)Qxfk) + u'(k-l)Ru(k-l) I Ik) (5)
k-1
where N=2 for the two-step horizon.
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2.3 CAUTIOUS CONTROL AND THE TURN-OFF PHENOMENON
For the sake of i l lustrat ion let us cons ider a
scalar plant with one unknown gain parameter as
x(k+l) = c * b u(k) (6)
and obeying (2) - (5].
The caut ious con t ro l l e r , des igned wi th a one
step horizon (N-l) , is obta ined by minimizing (5)
for the plant (6) with Q = l and R=0 i.e.,
m in E{x2(l)} (7)
u(0)
This is given by
uc(0) - - a (8)
b (0) + Pb(0)
where P b (0 ) is the assoc ia ted var iance of the
p a r a m e t e r e s t i m a t e b ( 0 )
The covar iance update equation is
w C9)
In the case of constant but unknown parameter,
the c o n t r o l l e r a s s u m e s in i t ia l ly that the p a r a m e t e r
has a prior probabi l i ty dens i ty f unc t i on wi th a large
uncerta inty. The parameter uncertainty will evo lve as
(9) and, the control ler tends to adapt i tself to the
s y s t e m and g r a d u a l l y learn the s y s t e m w i t h t ime.
~2
F r o m (8) i t is c l e a r t h a t i f b ( 0 ) is v e r y
s m a l l c o m p a r e d to P b ( 0 ) , the c o n t r o l u c (0 )
wi l l a lso be v e r y smal l . M o r e o v e r , i f u c (0 ) is
sma l l , there is no learning and the covar iance s t ays
prac t i ca l l y unchanged. When this situation occurs, i t
s t a y s so until the re is a la rge m e a s u r e m e n t noise
wh ich a l ters the p a r a m e t e r es t ima te and brings the
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s y s t e m out o f turn-of f . T h i s l e a d s o f t e n to a
burst p h e n o m e n o n . The dua l c o n t r o l l e r p r e s e n t e d
here and in [ M 2 ] h a v e s e n s i t i v i t y co r rec t i on te rms
which are usua l l y large in such s i tuat ions and avo id
the turn-off p h e n o m e n o n . The o c c u r r e n c e o f the
turn-of f p h e n o m e n o n i s w e l l u n d e r s t o o d in the
contex t of a sca lar model. This is further d iscussed
later for a multidimensional sys tem in Sect ion 5.
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2.4 DUAL CONTROL WITH A TWO-STEP HORIZON
A dua l control s o l u t i o n w i t h a two-s t ep horizon
i s o b t a i n e d b y m i n i m i z i n g ( 5 ) w i t h r e s p e c t t o t h e
con t ro l u ( 0 ) f o r t h e m u l t i d i m e n s i o n a l p l a n t ( l ) - ( 4 ) .
T h i s i s o b t a i n e d b y s o l v i n g t h e g e n e r a l e q u a t i o n o f
Stochastic D y n a m i c P r o g r a m m i n g [B6 , B 7 ]
j*(k) - min £{C(k) + J * ( k * l ) | l k > k-N-1 1,0 CIO)
u ( k )
w h e r e J * ( k ) i s t h e cost t o g o f r o m k t o
N and Ik is the c u m u l a t e d i n f o r m a t i o n at t i m e k
w h e n the control u ( k ) i s to be a p p l i e d .
For N = l , Eq. (10) becomes
j*(0) = min E{x'(l)Qx(l) +' u ' (0)Ru(0) + J*(l) I 1°) (11)
u(0)
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where J* ( 1 ) is the op t ima l cost at the last s tep
and is obtained by minimization of J(N-l) for N=2 .
T h e l a s t c o n t r o l i s e a s i l y o b t a i n e d b y
minimizing J( l) and is given by
u'(l) » -[ R * E{B'(1)QB(1)|I1}]"1 ECB'dJQcd)!!1} (12)
Thus inserting u*(l) into J( l ) we obtain
- E'Cc'CDQBmil'MR * E{B'(1)QB(1) I I1}]~tE{B'(l)Oc(n 1 11} (13)
w h e r e E { • I 1 } is the c o n d i t i o n a l e x p e c t a t i o n
g iven the a v a i l a b l e i n fo rmat ion I1
T h e p a r a m e t e r v e c t o r e s t i m a t e 6 ( 1 ) a n d
the assoc ia ted covar iance matr ix P( l ) are ob ta ined
f rom a Kalman fi l ter according to
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em = etc) + KUMyd) - H(i)e(o)j = eto) + KCD vm CM)
K(l) - P(0) H'(l) (H(1)P(0)H'(1) + WT1 (15)
P(l) - P(0) - K(l) H(l) P(0) (16)
where
H(l) = diag [H(l) , H(l)] (17)
H(l) - [1 u'(0)] (18)
F r o m ( 1 3 ) i t i s c l e a r t h a t J * ( l ) i s a
nonlinear func t ion of the est imated parameter vec to r
8(1) and c o v a r i a n c e P ( l ) . Bu t the e s t i m a t e d
v e c t o r 6 ( 1 ) a n d t h e c o v a r i a n c e P ( l ) a r e n o t
known until the control u(0) is applied.
A control u(0) with a two-step horizon can be
ob ta ined f r o m (11) i f a T a y l o r ser ies e x p a n s i o n of
J * ( l ) i s p e r f o r m e d a b o u t a s u i t a b l e n o m i n a l
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t r a j e c t o r y . Here a s e c o n d o r d e r e x p a n s i o n o f
J * ( l ) i s p r o p o s e d a b o u t a n o m i n a l p a r a m e t e r
e s t i m a t e 8 ( 1 ) and a n o m i n a l c o v a r i a n c e P ( 1 ). .
E x p a n s i o n o f (13) a b o u t 8 ( 1 ) = § ( 0 )
and P (1 ) resu l t s in,
- 8(0)]
- 8(0)] + tr[Jp(l){P(l) - P ( l ) > ] (19)







a r e e v a l u a t e d a t 8 ( 1 ) - 8 ( 0 ) a n d a t P ( l ) ;
a n d P i j(M i s t h e i j - t h e l e m e n t o f t h e
c o v a r i a n c e m a t r i x a s s o c i a t e d w i t h t h e p a r a m e t e r
e s t i m a t e s 8j ( 1 ) and 8j ( 1 ) . W i t h t h i s
p a r t i c u l a r c h o i c e o f 8 ( 1 ) a n d u s i n g ( 1 4 ) t h e
condit ional expec ted va lue of (19) is
E[J'(1)|1°] - J*[l, 8(0), P(l)]
|tr[Jea(l)K(l) E{v(l)v'(l)|I°}K'(l)]+ tr[Jp(l){P(l) -
Making use of (15), (16) and the innovation covar iance
it is c lear that ( 23 ) yields,
J*[l, 8(0), P(l)] + |tr[Jee(l)(P(0)
trIJpdXPCl) - P( l )> ]
The e x p e c t e d fu tu re cost ( 2 4 ) is a func t ion of the
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c o v a r i a n c e s m u l t i p l i e d b y a p p r o p r i a t e s e n s i t i v i t y
f u n c t i o n s J ^ ( 1 ) a n d J P ( 1 ) . T h e s e
s e n s i t i v i t i e s i n t r o d u c e the dual e f f e c t into (11).
For the f i r s t o r d e r dua l s o l u t i o n 01 of [ B 4 ] the
s e n s i t i v i t y J e e ( 1 ) i s n o t p r e s e n t a n d t h u s
the s e c o n d o rde r dual s o l u t i o n 02 is e x p e c t e d to
exploi t better the dual e f f e c t in the problem. Aga in ,
i t must be noted now that the c o v a r i a n c e P ( l ) is
nonl inear in u(0) and is not yet known . Hence a
second order expans ion of P( l ) is proposed about a
nomina l con t ro l u ( 0 ) and a nomina l c o v a r i a n c e
P ( l ) i n o r d e r t o o b t a i n a ( s u b o p t i m a l ) d u a l
solution u0 ( 0 ) in a c losed fo rm f rom (11). Two
c h o i c e s of 0 ( 0 ) w i l l be d i s c u s s e d la ter on when
the implementat ion of the algorithm is described.
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This expansion is performed as fo l l ows
PCD = PCD * e ' p m c u c o ) - o(on
(25)
with superscript here denoting matrix element and
Um * f api!ClJ 1




e v a l u a t e d a t P ( l ) a n d 0 ( 0 )
Now a ( subop t ima l ) dual solut ion uD(ti) can
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be obtained f rom (11) using ( 2 4 ) - (27) and is g iven
by
lUO) = - [R + E{B'(0)QB(0)|I°} + F]"1[E{B'(0)Qc(0) 11°) + f ] (28)
where the e lements of the matrix F and those of the





m being the dimension of the control vector.
I t i s c l e a r f r o m ( 2 8 ) that th is a p p r o x i m a t e
d u a l s o l u t i o n u0 ( 0 ) is a mod i f i c a t ion of the
cau t ious so lu t ion by the sens i t i v i t y terms JP(1) ,
J99 C 1 ) - Pu C 1 ) , Puu ( 1 ) • T h e s e
account for the dual e f f e c t .
The i m p l e m e n t a t i o n o f this s e c o n d order dual
so l u t i on ( D 2 ) ( 2 8 ) - ( 3 0 ) can be p e r f o r m e d in three
w a y s :
(D2a) direct or expl ici t method,
(D2b) multidimensional grid search method, and
( D 2 c ) adapt ive grid search method.
These are summarized next: .
A l g o r i t h m D 2 a
1. C h o o s e a nominal cont ro l 0 ( 0 )
2 . Us ing th is n o m i n a l c o n t r o l u ( 0 ) e v a l u a t e
P ( l ) a c c o r d i n g to (15) - (18) .
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v
 3. U s i n g the 0 ( 0 ) . 6 ( 1 )» 6 ( 0 )
t"
» . P ( l ) , c o m p u t e the sens i t i v i t i es required in ( 2 9 ) ,
(30) and obtain u0(0) f rom (28) .
A l g o r i t h m s D 2 b a n d D 2 c
1. Choose a nominal contro l 0 ( 0 )
2 . Us ing th is nomina l c o n t r o l 0 ( 0 ) e v a l u a t e
P 'C l ) a c c o r d i n g to (15) - (18) . This is the f i rs t
nomina l con t ro l 0 ( 0 ) and c o v a r i a n c e P ( l )
3 . C o m p u t e t h e s e n s i t i v i t y f u n c t i o n s
J98 ( 1 ) , JP ( 1 ) for ( 2 4 ) w i t h
6 { 1 ) - § ( 0 ) and the f i r s t n o m i n a l v a l u e s
0 ( 0 ) . P ( 1 )
4. S e a r c h on (11) wi th ( 2 4 ) ( w i t h the s e n s i t i v i t y
f u n c t i o n s c o m p u t e d a b o v e ) s ta r t i ng w i t h t h e f i r s t
n o m i n a l v a l u e s 0 ( 0 ) , P ( l ) o v e r u ( 0 ) t o
o b t a i n an i m p r o v e d n o m i n a l u1 ( 0 ) for w h i c h
J * ( 0 ) is l o w e r than tha t w i th the f i rs t nomina l
0 ( 0 ) . P ( l ) is e x p a n d e d abou t this u1 ( 0) in
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( 25 ) . This search is a f ine mult idimensional grid
sea rch in D2b. It is quite t ime consuming in te rms
of computat ion and may not be just i f ied as a practical
imp lementa t ion . It is i m p r o v e d by the a d a p t i v e grid
s e a r c h in D 2 c . I n s t e a d of a f i ne m u l t i d i m e n s i o n a l
grid in D2b , a coarse grid is se lected for D2c and an
improved nominal control is obtained. Then another
coarse grid is chosen about the lattei; nominal control
o v e r a n a r r o w e r i n t e r v a l and a r e f i n e d u1 ( 0) is
o b t a i n e d . Th is r e d u c e s t h e c o m p u t a t i o n a l b u r d e n
cons iderab ly , espec ia l l y for mult idimensional sys tems.
5 . U s i n g t h i s u1 ( 0 ) c o m p u t e Pu C 1 ) ,
Pu u (1 ) ; t o g e t h e r w i t h the p r e v i o u s l y c o m p u t e d
J f l e( l ) , JP ( 1 ) o b t a i n F , f f r o m ( 2 9 ) ,
(30) and get a u0(0) f rom (28).
27
2.5 SIMULATION RESULTS
Performance was eva luated f rom Monte Carlo runs
for the fo l low ing control lers:
1) Heurist ic Cer ta in ty Equ iva lence ,
2) One step ahead cautious controller, and
3) Dua l so lu t ion ( 0 2 ) based upon sens i t i v i t y
correct ion (wi th two-s tep horizon).
This is implemented in three ways:
(D2a) direct or explicit method,
(D2b) multidimensional grid search method, and
(D2c ) adapt ive grid search method.
The plant equations are [M4, W2]
x,(k+n = et + e2uj(k) * eau2(k)
x2(k+l) - 84 + e5u,(k) * 96u2(k) (32)
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T h i s m o d e l r e p r e s e n t s a s i m p l i f i e d h e l i c o p t e r
v ibra t ion con t ro l p rob lem whe re the f i rs t s ta te x,
is the rotor hub force amplitude and the second state
x2 is the rotor blade bending moment ampl i tude at a
g i v e n f r e q u e n c y ( i .e., one o f the h a r m o n i c s o f the
r o t o r r . p .m . ) . The two c o n t r o l s a re t he higher
harmonic c ontr o Is and t h e y c a n c e l s o m e of the
unsteady air loads on the rotor.
The measurements are
y t(k) = x,(k) + w,(k) (33)
y2(k) - x2(k) + w2(k) (34)
where
- diag (W,, W2);
Wt - 7.S22, W2 = 43* (35)
O n l y t h e ga in p a r a m e t e r s w e r e u n k n o w n a n d their
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i n i t i a l e s t i m a t e s w e r e g e n e r a t e d a s N (
8? ) , i • 2 , 3 , 5 , 6 w h e r e the t r ue v a l u e s a re
8 t - 2 3 . 8 84 - - 1 3 5 . 8 7
82 = - 7 4 . 84 6S = 5 3 . 3 1 (36)
83 «* - 5 1 . 04 8B - - 8 2 . 56
A large uncerta inty is chosen in the initial parameter
e s t i m a t e s in order to tes t the learning c a p a b i l i t i e s
o f t h e v a r i o u s a d a p t i v e a l g o r i t h m s . T h e c o s t
weighting matrices are
Q2): qt - 1.0, q2 = 1.0
R = diag (r,, r2): r, = 0. , r2 = 0. (37)
Tor the model chosen ( 3 1 ) - ( 3 6 ) the opt imal cont ro l
so lu t ion is
u? - 1.0, u5 - -1.0 (38)
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The c o n t r o l l e r s a re i m p l e m e n t e d w i t h a sliding
ho r i zon f o r a t o t a l o f 2 0 t i m e s t e p s . T h e
eva lua t ion cr i ter ion is
Ck = q x?(k) * q,x2(k) (42)
1 A
A n a l y s i s o f the Monte Car lo A v e r a g e Cos ts
Comparisons are made between the performances
o f t h e c a u t i o u s a n d t h e v a r i o u s d u a l a l g o r i t h m s
( D 2 a - 0 2 c ) on the sys tem and a convent ional stat ist ical
s ign i f i cance ana lys is is done using the normal theory
a p p r o a c h (i.e., i t is a s s u m e d tha t the cen t ra l limit
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theorem holds for the sample mean f rom a large number
of runs) . This is g iven in Append i x A. T a b l e s 1-6
conta in the resu l ts of the s imulat ion runs. T a b l e 1
c o m p a r e s t h e a v e r a g e c o s t C k o v e r 1 0 0 M o n t e
C a r l o r u n s f o r t h e f i r s t 1 0 t i m e s t e p s f o r H C E ,
C a u t i o u s and t he dua l a l g o r i t h m s , w i t h an a c t i v e
c o n t r o l l i m i t e r |U j | s 1.5, 1-1, 2 .
C lea r l y i t is seen that the cumu la t i ve a v e r a g e
cost is the l o w e s t for the dual contro l ler . The HCE
inc reases the v ib ra t ions in t ime s tep 1 by using too
large cont ro l magn i tudes because of lack of caut ion.
This h o w e v e r he lps to learn the parameters faster and
r e d u c e s the v ib ra t ion ea r l i e r than the o the rs . The
dua l c o n t r o l l e r s o m e t i m e s d e m a n d s l a r g e c o n t r o l
m a g n i t u d e s bu t l e s s o f t e n t h a n the H C E . In a
real is t ic s i tuat ion large cont ro l magn i t udes are not
p e r m i t t e d b e c a u s e o f t h e a c t i v e c o n t r o l l i m i t e r s
d i s c u s s e d a b o v e . T a b l e s 2 -4 p r o v i d e a s t a t i s t i ca l
s i g n i f i c a n c e tes t fo r the run w i th the l imi ter and
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show that the dual solutions improve upon the cautious
so lu t i on on t he a v e r a g e by SOX w i t h a t l eas t 95X
c o n f i d e n c e . T a b l e 5 s h o w s t h e p e r c e n t i l e t e s t
compar ing the cau t ious and the dual ( D 2 c ) so lu t ions
( A p p e n d i x A) . I t c l ea r l y ind icates that f rom t ime
steps 3 o n w a r d s the tail of the dual is l ighter than
that of the cau t ious solut ion. This test was carr ied
o u t f o r 5 0 0 M o n t e C a r l o r u n s . A l s o a s a m p l e
distr ibut ion f unc t i on plot was made for the v ib ra t ion
cost at each time step compar ing the two a lgor i thms;
f igures 6, 7 are t yp ica l examp les . From the plots a
threshold v a l u e of 5000 was chosen for the cos t and
T a b l e V I i n d i c a t e s t h e p e r c e n t a g e o f r u n s t h e
v ibra t ion cos t e x c e e d s 5000 fo r the two a lgor i thms.
Th is a l s o i n d i c a t e s the l ight ta i l ed n a t u r e o f the
distr ibution obta ined by the dual algorithm.
I n d i v i d u a l T i m e H i s t o r y R u n s
A n a l y s i s o f t h e M o n t e C a r l o A v e r a g e C o s t
i n d i c a t e s t h e i m p r o v e m e n t o f f e r e d b y t h e d u a l
s o l u t i o n : bu t p r o v i d e s no i n f o r m a t i o n a b o u t t he
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c a u t i o u s c o n t r o l s t u r n i n g o f f . H e n c e a c a r e f u l
i n v e s t i g a t i o n of the ind iv idua l runs is r e q u i r e d to
d i scove r these o c c u r r e n c e s . T u r n - o f f p h e n o m e n o n is
observed in many runs among the 100 Monte Carlo runs
whi le using the caut ious contro l ler ; runs 11, 60, 94,
98 are t yp i ca l examp les of it. In run 11 con t ro l 2
turns off between the time steps 0 and 16. In run 60,
the control 2 turns off be tween the time s teps 0 and
8. In run 94 also the control 2 turns off between the
time steps 0 and 6. The worst case of turn-of f occurs
in run 98. Both the controls are off be tween the time
s t e p s 0 and 12. H e r e a t t ime s t e p 13 a n o t h e r
i n t e res t i ng p h e n o m e n o n c a l l e d burst o c c u r s . T h e
caut ious cont ro l e x c e e d s the limits and this r e f l e c t s
in a small hump in the cost curve at time step 13. In
a l l t hese c a s e s the dual does bet ter and a v o i d s the
t u r n - o f f a n d t h e b u r s t p h e n o m e n a . A s
e x p l a i n e d in S e c t i o n 3, the con t ro l for a c o n s t a n t
parameter plant r e v o k e s f rom the turn-o f f situation by
the burst phenomenon. A large measurement noise helps
t h e p l a n t t o c o m e b a c k t o l i f e b y c a u s i n g a
burst. Run 89 ( F i g u r e 5) is a c a s e w h e r e the
caut ious contro l ler exerc ises excess of caut ion and is
s l o w in c o n v e r g e n c e . Th is is a v o i d e d by the dual
solution. These cases are port rayed in Figures 3-7.
For the lat ter case , the cont ro l le r goes to the right
di rect ion of control by utilizing the dual e f f e c t f r o m
the ve ry outset . Ana l ys i s of the s imulat ion runs has
shown that this new dual control solut ion appl ied to a
mult i -var iable input-output model improves the cost on
the a v e r a g e by 60X. The key i m p r o v e m e n t is in the
avo id ing o f s i tuat ions l ike t u r n - o f f , burst and s l o w
















































































































































Table 1: Average costs for the three algorithms in the







































Table 2 : S ta t is t i ca l s i g n i f i c a n c e tes t for
comparisons of cautious and the dual
algorithms (D2a) in the static model with
a l i m i t e r (I u, I s 1. 5 , | u2 I s 1 . 5 )






































Table 3 : S ta t i s t i ca l s i gn i f i cance test for
comparisons of cautious and the dual
algorithms (D2b) in the static model with
a l i m i t e r ( I u, I s 1 . 5 , I u2 I s 1 . 5 )






































Table 4 : S ta t is t ica l s i g n i f i c a n c e tes t for
comparisons of cautious and the dual
algorithms (02c) in the static model with
a l i m i t e r ( I ut I < 1 . 5 , | u2 I < 1 . 5 )
























Table 5: Percenti le test for compar isons of caut ious
and the dual algorithms (D2c ) in the static






































Tab le 6: Compar ison of the tails using the caut ious
and the dual algor i thm (D2c ) in the static
model with a limiter (500 Monte Carlo Runs;
I u I s 1 . 5 I s 1 . 5 )
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COST VALUE x 1000
40
Fig. 1 Sample distribution of vibration cost using
cautious and dual (D2c) algorithms (500 Monte



























COST VALUE x 1000
30
Fig. 2 Sample distribution of vibration cost using
cautious and dual (D2c) algorithms (500 Monte






















Fig. 3a Time history of cost and controls using the
cautious and the dual algorithms for run 11
(100 Monte Carlo Runs: JujJ^ l.S; |u2|<1.5)











































Fig. 4a Time history of cost and controls using the
cautious and the dual algorithms for run 60
(100 Monte Carlo Runs: lujfl.5; |u2|<1.5)











































Fig. 5a Time history of cost and controls using the
cautious and the dual algorithms for run 89
(100 Monte Carlo Runs: |uj|<1.5; |u2l£l.5)

















































Fig. 6a Time history of cost and controls using the
cautious and the dual algorithms for run 94
(100 Monte Carlo Runs: |u,|<1.5; |uj<1.5)




















































Fig. 7 a Time history of cost and controls using the
cautious and the dual algorithms for run 98
(100 Monte Carlo Runs: |u |<1.5; |u2|<1.5)
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Fig. 7c Control 2 (see pages 55, 56)
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2.6 CONCLUSIONS
A new adapt ive dual control solut ion is app l ied
here to a mul t i - va r i ab le i npu t -ou tpu t s y s t e m . Th is
s o l u t i o n c a p t u r e s the dual e f f e c t by p e r f o r m i n g a
s e c o n d order T a y l o r ser ies expans ion o f the e x p e c t e d
f u t u r e c o s t . I t m o d i f i e s the c a u t i o u s s o l u t i o n by
numera to r and denomina to r co r rec t i on terms. I t a l so
a v o i d s p r o b l e m s o f t u rn -o f f , burst a n d s low
conve rgence , t y p i c a l o f t he c a u t i o u s so lu t i on .
Chapter 3
An Adaptive Dual Controller for
a Dynamic MIMO System.
3.1 INTRODUCTION
In th is c h a p t e r a s e c o n d o rde r T a y l o r s e r i e s
e x p a n s i o n o f the f u t u r e e x p e c t e d c o s t i s p e r f o r m e d
abou t a nominal t ra jec to ry and a dual con t ro l l e r is
d e v e l o p e d fo r a MIMO d y n a m i c ( A R M A o f lag o n e )
model. The caut ious [W l , SI, M3] and the new dual
control ler are appl ied to a MIMO ARMA sys tem. Monte
C a r l o s i m u l a t i o n s , b a s e d o n p a r a m e t r i c a n d
n o n p a r a m e t r i c s ta t i s t i ca l a n a l y s i s , ind ica te that the
dual cont ro l le r p reven ts the tu rn -o f f phenomenon and
slow convergence prevalent with a cautious solution.
S e c t i o n 2 g i v e s the p r o b l e m fo rmu la t i on . The
a p p r o x i m a t e dual cont ro l le r with a t w o - s t e p hor izon
for the MIMO system is derived in Section 3. The
- 59 -
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c o n t r o l s o l u t i o n i s o b t a i n e d by a p p r o x i m a t i n g t he
s o l u t i o n o f t h e s t o c h a s t i c d y n a m i c ' p r o g r a m m i n g
equat ion. A second order T a y l o r ser ies e x p a n s i o n of
the expec ted fu ture cost is pe r fo rmed about a nominal
t r a j e c t o r y and this leads to a dual con t ro l so lu t ion
in a c l o s e d form. Fo l l ow ing the de r i va t i ons of the
c o n t r o l l e r , a s u m m a r y o f the a l g o r i t h m is g i v e n .
S e c t i o n 4 d e s c r i b e s the s imu la t ion of the p lan t and
compares the per formances of the caut ious and the dual
solutions. Sect ion 5 conc ludes the chapter.
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3.2 PROBLEM FORMULATION
The MIMO system to be controlled is described by
y(k) = -A y(k-l) + B u(k-l) * e(k) (43)
where
E[e(k)] - 0 ; E[e(k) e'(j)] - W8kj (44)
The parameter matrices A and B are unknown.
This model descr ibes some industrial processes l ike an
ore c rush ing p lan t , or a heat e x c h a n g e r [ A 2 ] , The
unknown elements of A and B comprise the parameter
v e c t o r 6 ( k ) w h o s e e s t i m a t e a t t i m e k i s
§ ( k ) w i t h c o v a r i a n c e m a t r i x P ( k ) . T h e
parameter vector is designated as
9(k) £ [a't I b'j I a'2 I b'2 I ..... I a'n I b'n ]' (45)
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where n is the dimension of the output vector y ( k )
and a ' j , b ' j are the i th row of the m a t r i c e s
A and B , respect ively. Assuming the parameters are
t ime-invariant we have
i) - 8(k) (46)
A measurement matrix H (k ) is defined as
HCk) £ diag [-y'(k) I u'(k) , -y'(k) I u'(k) ] • (47)
where H (k ) has n rows. For a better understanding
of the form of this matrix p lease refer to (81)
With these definit ions the measurement model is
y(k) = H(k-l) e(k-l) + e(k) (48)
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The p e r f o r m a n c e cr i ter ion to be minimized is the
expected value of the cost from step 0 to N ,
[ N-l . -I£ <yCk+l ] - y )'Q(kKy(k+n - y > I Ik (49)k-0 r r J
where Q ( k ) is d iagona l and Ik is the cumu la ted
information at time k
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3.3 DUAL CONTROL WITH A TWO-STEP HORIZON
First the control ler is der ived and then a summary
of the algori thm is provided.
A dual control solut ion with a two -s tep horizon is
o b t a i n e d b y m i n i m i z i n g ( 4 9 ) w i t h r e s p e c t t o t h e
c o n t r o l u ( 0 ) for the m u l t i d i m e n s i o n a l p l a n t
( 4 3 ) - ( 4 6 ) . Th is is ob ta ined by so l v ing the genera l
equat ion o f S tochas t i c D y n a m i c Programming [ B 2 , 86 ,
B7]
J*(k) = min E{C(k) + J*(k+l)ir> k=N-l 1,0 (50)
u(k)
w h e r e J* (k ) is the cost to go f r o m k to
N and Ik is the cumula ted informat ion at t ime k
when the control u ( k ) is to be applied.
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Thus for a two-step horizon we have
• min E[{y(k+l) - y }' .Q(k) (y(k+l) - y } +
u(k) r r
w h e r e J*k+i,k+2 i s t h e o p t i m a l c o s t a t t h e
l a s t s t e p a n d i s o b t a i n e d b y m i n i m i z a t i o n o f
The c a u t i o u s c o n t r o l w i t h a one s t e p s l i d i ng
horizon at k + 1 is g iven by
u(k*l) = [E{B'Q(k*l)B|Ik*1)]~1E[B'Q(k*l){Ay(k+l) * y } | I k* 1 ] (52)
This helps us in obtaining the optimal cost to go
at the penul t imate stage.
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The cost f rom step k + 1 to k + 2 is,
"
 tr
 Q f k + l ) W * E[{Ay(k*l ) + y > ' Q ( k - l H A y ( k + l ) *r
u ' (k+ l )B 'Q(k+ l )Bu(k+ l ) - 2{Ay(k+l ) * y r > ' Q ( k + l ) B u ( k + l ) | IK ]] (53)
and i n s e r t i n g ( 5 2 ) i n t o (53) t he o p t i m a l cost a t t he
l a s t s t e p i s ,
t r
 O C k + D W * E[{Ay(k*l ) + y r ] 'Q(k+ l ){Ay(k+l )
- E [ { A
E[B 'Q(k+ l ){A y ( k + l ) + y }|Ih*1] (54)
w h e r e E { • I I } i s t h e c o n d i t i o n a l
expectation given the available information
The pa rame te r vector est imate Q ( k + l ) and the
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a s s o c i a t e d c o v a r i a n c e m a t r i x P ( k + l ) a r e o b t a i n e d
f rom a Ka lman f i l ter according to
P(k) H'(k) [H(k) P(k) H'(k) * W]'1 (55)
9(k-l) - 9(k) * K(k-l) [y(k+l)) - H(k) 9(k) ]
= §(k) * K(k+l) v(k+l) (56)
- P(k) - P(k) H'(k), [H(k) P(k) H'(k) + W]~1 H(k) P(k)(57)
F r o m ( 5 4 ) i t i s c l e a r t h a t J*k+i,k-»-2 ' s
a n o n l i n e a r f u n c t i o n o f t h e e s t i m a t e d p a r a m e t e r
v e c t o r 9 ( k + l ) and c o v a r i a n c e P ( k * l ) . Bu t the
e s t i m a t e d v e c t o r 8 ( k + l ) a n d t h e c o v a r i a n c e
P(k + l ) are not k n o w n unti l the con t ro l u ( k ) is
a p p l i e d .
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A cont ro l u ( k ) with a two -s tep hor izon can be
obta ined f r o m (51) i f a second order T a y l o r se r ies
e x p a n s i o n o f J*k+i,k+2 i s p e r f o r m e d a b o u t a
s u i t a b l e n o m i n a l t r a j e c t o r y . Here t h e n o m i n a l
t ra jec tory is def ined by
1) a nominal parameter estimate §(k*l)-8(k)
2 ) a n o m i n a l c o n t r o l u ( k )
3) a n o m i n a l c o v a r i a n c e P ( k + l ) o b t a i n e d by
u s i n g u(k )
4) a nomina l measu remen t y ( k +1 ) ob ta ined by
i
us ing u ( k ) a n d § ( k )
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E x p a n s i o n o f ( 5 4 ) abou t this nominal t r a j e c t o r y
resul ts in
A+u+2 " Ji * J ' y ( k + l H y ( k + i ) - y (k- l ) ]
* £ [ y ( k + l ) - y ( k + l ) ] ' J y y ( k + l ) [ y ( k + l ) - y ( k + l ) ]
J ' e(k+l) [6(k*D - § ( k ) ] * tr [ J D (k+U
j [§Ck+13 - 8Ck)] 'JMCk+ni§(k+n-6Ckn (58)
w h e r e J , i s t h e . z e r o t h o r d e r t e r m and the c o s t
s e n s i t i v i t i e s are
Jy y( 3 J%*u»2 I.(k*l)3y.(k*l) J
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r aj>u+2 1
L Mid**!) J(k+1) (61)
T h e a b o v e s e n s i t i v i t i e s a r e e v a l u a t e d a t
6 ( k ) , P ( k * l ) a n d y ( k + 1 3 ; a n d
P1-* ( k + 1 ) is the i j - th e l e m e n t of the c o v a r i a n c e
m a t r i x a s s o c i a t e d w i t h t h e p a r a m e t e r e s t i m a t e s
e f k + l ) a n d S C k + 1 )
Under Gaussian assumption for the noise,
y(k+l) - y(k-l) ~ JV (\i, V] (64)
where the mean is
and the covar iance is
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M - E{H(k)8(k) + e(k"-l) - H(k)8(k) | I k}
= [H(k) - H(k)]8(k) (65)
V = E[{y(k+l) - y(k+l) - M)<y(k+l ) - y(k+l) - M > ' H >
= H(k) PCk) H'(k) + W (66)
With the c h o i c e o f the nomina l pa th as d e f i n e d
earl ier and using ( 55 ) , ( 65 ) and (66 ) the condi t ional
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expected value of (54 ) is
J'yCk+l)[H(k) - H(k)]§(k)
M'Jyy(k+l)M + tr[Jyy(k+l) V] +
tr [JpCk+l){P(k+l) - P(k+l)>] (67)
The above expected future cost (67) is a function
of the nominal pa ramete rs mul t ip l ied by app rop r i a te
s e n s i t i v i t y f u n c t i o n s J y ( k + l) , Jyy ( k * 1 ) ,
J e e ( k + l ) a n d J p ( k + l ) . T h e s e
s e n s i t i v i t i e s i n t r o d u c e t h e dual e f f e c t into (51 )
which is then used to yield u ( k ) . It must also be
noted that the c o v a r i a n c e P ( k + l ) is nonl inear in
u ( k ) and is not yet known. Hence a s e c o n d order
e x p a n s i o n of P ( k * l ) is p roposed abou t a nomina l
c o n t r o l u ( k ) and a nomina l c o v a r i a n c e P ( k + l )
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in o rde r to o b t a i n a ( s u b o p t i m a l ) dua l s o l u t i o n
un ( k ) in a c l o s e d f o r m f r o m ( 5 1 ) .




[u[k) - u(k)]'PiJu(k+l)[u(k) - u(k) ] } (68)
wi th s u p e r s c r i p t here denot ing matr ix e l e m e n t , e -













e v a l u a t e d a t P ( k + l ) a n d u ( k ) a n d 1 t h e
number of unknown parameters.
Now a ( su bop ti mal ) d ua 1 solut ion UD ( k ) can be
ob ta i ned f r o m (51) using ( 6 7 ) - ( 6 9 ) and is g iven in
closed form by
u0(k) - [E{B'Q(k)B|Ik) + F]M [E{B'Q(k)(Ay(k) + y r) | Ik> + f ](70)
where the e lements of the matrix F and those of the










and m is the d i m e n s i o n of the con t ro l vector.
I t i s c l e a r f r o m ( 7 0 ) t h a t t h i s a p p r o x i m a t e d u a l
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so lu t i on Up ( k ) is a m o d i f i c a t i o n of the c a u t i o u s
solut ion by the cos t sens i t iv i ty terms. The caut ious
solut ion is (70) with F-0 and f - 0. These account
fo r the dual e f f e c t . The i m p l e m e n t a t i o n o f this
second order dual solution is performed by the method
d e s c r i b e d b e l o w .
i
A l g o r i t h m S u m m a r y
1 ) C o m p u t e t h e s e n s i t i v i t y f u n c t i o n s
Jee ( * .* 1 ) • Jp ( k * 1 ) , Jy ( k + 1 )
J y y ( k + 1 ) f o r ( 6 7 ) w i t h
8 ( k + l ) - 6 ( k ) a n d t h e n o m i n a l v a l u e s
u ( k ) , P ( k ••• 1 ) , y ( k + 1 ) d e f i n i n g the
nominal path.
2 ) S e a r c h o n (51 ) w i t h ( 6 7 ) [ w i t h t h e s e n s i t i v i t y
f u n c t i o n s c o m p u t e d a b o v e , s t a r t i n g w i t h f i r s t
n o m i n a l v a l u e s u ( k ) , P ( k + l ) ] o v e r
u ( k ) to ob ta in an i m p r o v e d nomina l f o r w h i c h
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J
*k,k+2 i s l o w e r . T h i s s e a r c h i s d o n e b y
s e l e c t i n g a f i rs t c o a r s e grid. A gr id s e a r c h is
necessary to avoid locking in on a local minimum.
T h e n a n o t h e r gr id i s c h o s e n a b o u t t h e l a t t e r
control over a narrower interval and f rom a second
s e a r c h u1 ( k ) is o b t a i n e d . T h i s is the c o n t r o l
a b o u t w h i c h the c o v a r i a n c e s are expanded . I t is
not the control law appl ied.
3 ) U s i n g u l ( k ) c o m p u t e t he c o v a r i a n c e
s e n s i t i v i t i e s P u ( k + l) , Puu ( k + 1 ) s
t o g e t h e r w i t h t h e p r e v i o u s l y c o m p u t e d c o s t
s e n s i t i v i t i e s Jee ( k + 1 ) , Jp ( k •»• 1 ) ,
Jyy ( k + 1 ) , Jy ( k * 1 ) o b t a i n F , f
de f i ned in (71), ( 72 ) . F ina l ly the contro l to be
a p p l i e d , u 0 ( k ) , i s c a l c u l a t e d f r o m i t s
e x p r e s s i o n ( 7 0 ) i n t e r m s o f t h e v a r i o u s
e x p e c t a t i o n s and sens i t iv i t ies .
The i terat ion descr ibed in s tep 2 above is carried
out to o b t a i n bet ter c o v a r i a n c e sens i t i v i t i e s . The
c o n t r o l u D ( k ) c o u l d h a v e b e e n o b t a i n e d d i r e c t l y
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f r o m ( 7 0 ) by s k i p p i n g s tep 2 a b o v e ; h o w e v e r , as
ind ica ted in [ M 2 , M3] this resu l ts in u n s a t i s f a c t o r y
p e r f o r m a n c e . W i t h th is i t e r a t i o n o f s t e p 2 , t he
" i m p r o v e d " sens i t i v i t i e s y ie ld g o o d p e r f o r m a n c e as
shown in the next section.
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3.4 SIMULATION RESULTS
Per formance is eva luated from 500 Monte Car lo runs
for the f o l l ow ing contro l lers :
1) Heur is t ic C e r t a i n t y E q u i v a l e n c e [ B 2 ] ( w i t h a
one step horizon),
2) One-step-ahead cautious control ler, and
3 ) D u a l c o n t r o l l e r b a s e d u p o n s e n s i t i v i t y
func t i ons (w i t h a t w o - s t e p hor izon) de r i ved
in Sec . 3.
The plant equat ions for a 2-input 2-output sys tem
are
t ( k ) - a12y2(k) + bHu,(k) «• b12u2(k) * e,(k+l)(73)
y2(k+l) = -a^y^k) - a22y2(k) * b^u^k) * b22ut(k) + e2(k*
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where
E{e(k)e'(J)> = W6kj = diagfW, , W2):
W, - 7.522 j W2 - 432 (75)
The true values of the parameters are
alt « .8 bM - -74.84
a.2 - .1 b.2 = -51.04 (76)
a21 = .2 b21 - 53.31
a22 = .75 b22 - -82.56
On ly the gain parameters (B matr ix) are considered
u n k n o w n for test ing the dual e f f e c t and their initial
e s t i m a t e s w h e r e g e n e r a t e d a s j V ( b ^ ,
b f j ) , i , j = l , 2 . T h i s c h o i c e o f s y s t e m was
m o t i v a t e d b y t h e h e l i c o p t e r v i b r a t i o n s t u d y [ M 2 ) .
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A l a r g e in i t ia l u n c e r t a i n t y is c h o s e n in the
p a r a m e t e r e s t i m a t e s in o rder to tes t the l e a r n i n g
capab i l i t i es of the var ious adap t i ve a lgor i thms. The
cost weighting matrices are
Q(k) - diag (q,, q2) i qt = 1.0 , <\2 = 1.0 (77)
The desired response is
yr - [-18 80]' (78)
For the model chosen (73 ) - (78 ) the optimal control
solut ion is
uj - 1.0 , u^ - -1.0 (79)
In terms of the notation of (45 ) and (47 )
8 (k) $ fa t l a12 b l t(k) B21(k) a21 a22 B21(k) b22(k)]' (80)
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and
[ -y,(»O -y2(k) u tm u2(io o o o o - |0 0 0 0 -y^k) -y2(k) u,(k) u2(k) J
The c o n t r o l l e r s are i m p l e m e n t e d ' wi th a sliding
h o r i z o n f o r a t o t a l o f 4 0 t i m e s t e p s . T h e
e v a l u a t i o n cr i ter ion is
' Q(k) ( y ( k + l ) - y) (82)
A n a l y s i s o f t h e Mon te C a r l o A v e r a g e C o s t s
Compar isons are made be tween the per formances of
the caut ious and the dual algorithm on the sys tem and
a s ta t is t ica l s ign i f i cance ana l ys i s is done using the
normal t heo ry app roach (i.e., i t is assumed that the
central limit theorem holds for the sample mean f rom
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a large number of runs) [M3 ] . Tab les 7-10 conta ins
the resul ts of the simulat ion runs. Tab le 7 compares
the a v e r a g e cos t C k o v e r 500 Mon te Ca r l o runs
for the f irst 10 time s teps for HCE, caut ious and the
dua l a l g o r i t h m s , w i t h a c o n t r o l l im i te r I Uj I s 2,
1 = 1 , 2 .
C l e a r l y i t i s s e e n that the c u m u l a t i v e a v e r a g e
cost is the lowes t for the dual contro l ler . The HCE
incurs an excess ive pena l t y in time step 1 because of
lack o f cau t ion . The c a u t i o u s c o n t r o l l e r i s o v e r l y
cautious and exhibits s low convergence . H o w e v e r , the
dual control ler incurs less pena l t y in step 1 than the
HCE and m a k e s a j u d i c i o u s c h o i c e o f c a u t i o n and
p r o b i n g t o l e a r n t h e p a r a m e t e r s f a s t . F i g u r e s
compares the pe r fo rmances of the three algori thms for
500 Monte Carlo runs.
T a b l e 8 p r o v i d e s , a s t a t i s t i ca l s i g n i f i c a n c e tes t
and s h o w s the i m p r o v e d p e r f o r m a n c e s o f t he dual
solut ion f rom time step 4 onwards with at least 98X
c o n f i d e n c e .
Tab le 9 indicates the percentage of runs the cost
exceeds 2 0 0 0 for the two algori thms. This threshold
of 2000 is se l ec ted f r om a sample distr ibut ion s tudy
of the cos t at each t ime s tep . T a b l e 10 s h o w s the
percen t i l e tes t [M3 , Nl ] compar ing the cau t ious and
the dual solut ion. They c l e a r l y indicate f r o m time
s t e p 4 o n w a r d s t h e l i gh t t a i l e d n a t u r e o f t h e
d i s t r i b u t i o n o f t he c o s t y i e l d e d by t he new dua l
cont ro l algorithm. « ,j
I n d i v i d u a l T i m e H i s t o r y R u n s
Ana l ys i s of the Monte Carlo Ave rage Cost indicates
the i m p r o v e m e n t o f f e r e d by the dual so lu t ion ; i t
p rov ides no in fo rmat ion about the caut ious cont ro l 's
turning of f p h e n o m e n o n [SI , W l ] . Hence a ca re fu l
i n v e s t i g a t i o n of the ind iv idua l runs is requ i red to
examine these occurrences.
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The tu rn -o f f phenomenon is obse rved in many runs
among the 500 Monte Carlo simulat ion whi le using the
cau t ious con t ro l l e r ; run 90 is a t y p i c a l e x a m p l e of
it. Both componen ts are a lmost off be twen time steps
0 and 20 dur ing w h i c h the dua l c o n t r o l l e r a l r e a d y
i d e n t i f i e d t h e p a r a m e t e r s a n d r e a c h e d t h e d e s i r e d
t ra jec tory . Figures 9-12 por t ray this result.
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Tab le 7. Ave rage Costs for the three algori thms in
the dynamic model with a limiter (500 Monte




































































Tab le 8 . S t a t i s t i c a l s i g n i f i c a n c e tes t fo r
compar ison of cautious and the dual
algorithm in the dynamic model with a
limiter (500 Monte Carlo Runs;




































































Tab le 9: Comparison of the tails using the cautious
and the dual algorithm in the dynamic
model with a limiter (500 Monte Carlo Runs;












































T a b l e 10. Percen t i l e test for compar ison of
cautious and the dual algori thm in the
dynamic model with a limiter (500 Monte
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TIME STEP
35 40
Fig. 8 Time history of the average cost using the
heuristic certainty equivalence, cautious
and the dual controllers. (500 Monte Carlo





















10 15 20 25 30
TIME STEP
35 40
Fig. 9 Time history of output 1 using the cautious
and the dual algorithms for run 90 (500 Monte














10 15 20 25
TIME STEP
30 35 40
Fig. 10 Time history of output 2 using the cautious
and the dual algorithms for run 90 (500 Monte
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TIME STEP
ig. 11 lime history of control 1 using the cautious
and the dual algorithms for run 90 (500 Monte













10 15 20 25 30 35 40
TIME STEP
Fig. 12 Time history of control 2 using the cautious
and the dual algorithms for run 90 (500 Monte
Carlo runs; |u |<2.0; |u |<2.0)
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3.5 CONCLUSIONS
A new a d a p t i v e dua l con t ro l s o l u t i o n has b e e n
d e v e l o p e d fo r an A R M A MIMO s y s t e m . This so lu t i on
ut i l izes the dual e f f e c t by per fo rming a second order
T a y l o r ser ies expans ion o f the e x p e c t e d f u t u r e cost .
I t m o d i f i e s the c a u t i o u s so lu t i on by numera to r and
d e n o m i n a t o r c o r r e c t i o n t e r m s . A n a l y s i s o f t h e
simulat ion runs has s h o w n that this new dual cont ro l
so lut ion app l ied to a mul t i - input mul t i -ou tpu t model
i m p r o v e s o v e r t h e c a u t i o u s c o n t r o l l e r . T h e k e y
i m p r o v e m e n t is in the a v o i d i n g of s i t u a t i o n s l i ke
t u r n - o f f a n d s l o w c o n v e r g e n c e s , t y p i c a l o f t h e
cau t ious so lut ion.
APPENDIX A
i
Sta t i s t i ca l S i g n i f i c a n c e in the
Comparison of Control ler Per formance
Two control algori thms are compared , by performing
a Monte Car lo s imulat ion. S independent runs with
t h e t w o a l g o r i t h m s , under t h e s a m e h o m o g e n e o u s
c o n d i t i o n s , y i e l d a s e t o f i . i .d . s a m p l e s
i
Ci1k • Ci2k • i - 1 , 2 S f r o m two
d i s t r i b u t i o n s w i t h t r u e b u t u n k n o w n m e a n s
J ( ^ a n d J(k} , r e a p e c t i v e l y , f o r




are point est imates of the respect ive true means.
A statement that
C«>'< C<*> (A.2)
indicating that a lgor i thm 1 is better than 2 for time
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s t e p k has to be a c c o m p a n i e d by a l e v e l o f
s i g n i f i c a n c e o of t y p e I error.
Thus we test the hypothesis
H0: A = J(jp - J(JJ s 0 (algorithm 1 not better) (A.3)
against the one sided a l ternat ive
H,i A = J(jf - J^ > 0 (algorithm 1 better) (A.4)
for a part icular a l eve l at each time s tep k.
This probabi l i ty of error a is de f ined as
a ^ P{accept Ht|H0 true) (A.5)
Since we get a set of data of the pe r fo rmances of
t h e t w o a l g o r i t h m s o n t h e p l a n t u n d e r s i m i l a r
cond i t i ons we regard i t as a set -of na tu ra l l y pa i red
o b s e r v a t i o n s .
We consider the sample d i f fe rences
Aik - C<2> - C<» (A.6)
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a n d t h i s s e t o f d i f f e r e n c e s A i k r e p r e s e n t s a
sample with mean
*„ - J«? - J«? CA.7)
Thus we have reduced the two-sample problem to a
o n e - s a m p l e p r o b l e m . The h y p o t h e s i s i s t e s t e d by
e x a m i n i n g w h e t h e r A k c a n b e a c c e p t e d a s b e i n g
posit ive with high conf idence. The test statistic is
z & £- (A.8)
where
(A.9)
The t es t s t a t i s t i c zk has a t - d i s t r i b u t i o n
wi th (S- l ) degrees of f reedom. For S large (>50) zk
has a normal distribution. Then we have
(Ml)
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and the h y p o t h e s i s H t is a c c e p t e d if
zk > y (A.12)
w h e r e y i s t a k e n f r o m t h e n o r m a l d i s t r i b u t i o n
t a b l e s . For a o n e - s i d e d test w i th a = 0 . 0 5 , one has
y- 1. 64 5.
The es t ima ted improvement for each t ime step k
is d e f i n e d as
g(2) _ gCl)
EIk ^ h _ (2) k x 100X (A.133
c
 k
For ou r p r o b l e m the c o s t s h a v e a p r o b a b i l i t y
dens i t y func t ion wh ich is not symmet r i c and a lso not
n o r m a l . Fo r th is c l a s s o f p r o b l e m s n o n p a r a m e t r i c
t e s t s f o r two s a m p l e s a re a p p l i c a b l e [ N1 ] . A
p e r c e n t i l e t e s t i s r e c o m m e n d e d h e r e t o f u r t h e r
subs tan t i a te that the v ibrat ions obta ined by using the
d u a l a n d t h e c a u t i o u s a l g o r i t h m s c o m e f r o m t w o
d i f f e r e n t d i s t r i b u t i o n s a n d t h e t a i l o f t h e
d i s t r i bu t i on o b t a i n e d f r o m the dua l i s l i gh te r than
the tail of that o b t a i n e d by the cau t i ous a lgo r i thm.
Th is tes t i s d e s c r i b e d next . The two s a m p l e s a re
100
poo led toge ther and a 90 percent i le point denoted as
K g o i s c h o s e n . T h e n a 2x2 c o n t i n g e n c y t a b l e is
computed as fo l lows
s, K90 > K9D Totals
Dual a b a + b
Cautious c d c + d
Totals a * c 6* d n=a+b+c+d
w h e r e a . , b , c t d a re the o b s e r v e d f r e q u e n c i e s
for the four ce l ls .
The x2 ( c h i - s q u a r e ) v a l u e is ob ta ined by
at 1 d e r e e of
This shou ld be greater than 3.8 at ot = 0.05 to
p r o v e that the tail of dua l is l ighter than that of
the caut ious .
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