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Abstract
We construct a series of rational representations of Y(gl
n
) and intertwining operators
between them. We find explicit expressions for the images of highest-weight vectors under the
intertwining operators. Finally, we state a conjecture that all irreducible finite-dimensional
rational Y(gl
n
)-modules arise as images of the constructed intertwining operators.
0. Introduction
There are two classical approaches to the representation theory of the Lie algebra gln. The first
one, known as the theory of highest weight, suggests a parametrization of all complex finite-
dimensional irreducible gln-modules by n-tuples of complex numbers λ = (λ1, . . . , λn). These
n-tuples are called weights and describe the action of the Cartan subalgebra h ∈ gln on the
module. The second approach is based on the Schur-Weyl duality between the representations
of the symmetric group Sm and the Lie algebra gln. It produces a set of gln-modules called
the Schur modules, which are certain submodules (or quotient modules) of tensor products of
the defining gln-module C
n. Let us borrow terminology from the representation theory of the
Lie group GLn, and call a gln-module polynomial (respectively rational) if it is isomorphic to
a submodule of C⊗N (respectively C⊗N1 ⊗ (C∗)⊗N2). Then, the Schur modules exhaust all the
polynomial gln-modules.
Similar approaches can be taken towards the representation theory of the Yangian Y(gln).
The highest weight theory for Yangians was developed by Drinfeld. Let us call two finite-
dimensional representations of the algebra Y(gln) similar if they differ by an automorphism of
the form (1.10). Up to similarity the irreducible finite-dimensional Y (gln)-modules were classified
in [D3]. Due to this classification every irreducible finite-dimensional Y(gln)-module is described
by a set of Drinfeld polynomials, serving the same goals as weights in the representation theory
of gln. Later on, analogous results on the representations of shifted Yangians and W -algebras
were obtained in [BK].
Another approach to the representation theory of Y(gln) was considered in the works [KN1,
KN2] and is based on the (GLm, gln) Howe duality (see [H1, H2]). The main role is played by
a certain functor Em from the category of glm-modules to the category of Y(gln)-modules. This
functor appeared as a composition of Drinfeld (see [D2]) and Cherednik (see [C, AST]) functors,
and can be regarded as a reformulation of the Olshanski centralizer construction (see [O1, O2]).
Then the following steps were taken in [KN1, KN2]. First, the functor Em was applied to the
Verma modules of the algebra glm which gave rise to a series of standard representations of the
Yangian Y(gln). Second, with the help of the theory of Zhelobenko operators for Mickelsson
1
algebras (see [Z1, Z2, K, KO]) certain intertwining operators between the standard Y(gln)-
modules were constructed. Finally, in the works [KN5, KNP] it was shown that all irreducible
finite-dimensional Y(gln)-modules considered up to similarity can be obtained as the images of
the intertwining operators constructed in [KN1, KN2]. An analogous result for representations
of quantum affine algebras appeared earlier in [AK].
In analogy with the gln-case, let us call a representation of the Yangian Y(gln) polynomial if
it is a subquotient of a tensor product of vector representations of Y(gln). Note that all Y(gln)-
modules constructed in [KN1, KN2] are polynomial. Moreover, any polynomial Y(gln)-module
appears this way. Let us call a representation of the Yangian Y(gln) rational if it is a subquotient
of a tensor product of vector and dual vector representations of Y(gln). Earlier, the irreducible
rational representations of Y(gln) associated with skew Young diagrams were investigated by
Nazarov in [N]. In the present paper we try to generalize the approach of Khoroshkin and
Nazarov in order to obtain rational representations of the algebra Y(gln).
First, we consider a modification Ep,q of the functor Em, based on the (Up,q, gln) Howe duality
(see [EHW], [EP], [KV]). Second, we apply the functor Ep,q to the Verma modules of glm
which gives certain standard rational modules. Third, with the help of technique developed for
twisted Yangians Y(so2n), Y(sp2n) in [KN3], [KN4] we construct intertwining operators between
obtained tensor products and compute the images of highest-weight vectors under intertwining
operators. Next, using the results of [KN5], we observe that (under some conditions on the
parameters of standard rational modules) the image of the certain intertwining operator is
an irreducible rational Y(gln)-module. Finally, we state as a conjecture that all irreducible
rational Y(gln)-modules can be obtained by this construction. We return to this problem in the
forthcoming publication [KNS].
1. Basics
1.1. Yangian Y(gln)
The Yangian Y(gln) is a deformation in the class of Hopf algebras of the universal envelop-
ing algebra of the Lie algebra gln[u] of polynomial current, see for instance [D1]. The unital
associative algebra Y(gln) is generated by the family
T
(1)
ij , T
(2)
ij , . . . where i, j = 1, . . . , n.
Consider the generating functions
Tij(u) = δij + T
(1)
ij u
−1 + T
(2)
ij u
−2 + · · · ∈ Y(gln)[[u
−1]] (1.1)
with formal parameter u. Then the defining relations in Y(gln) can be written as
(u− v) · [Tij(u), Tkl(v)] = Tkj(u)Til(v)− Tkj(v)Til(u) (1.2)
where i, j, k, l = 1, . . . , n.
The above relations imply that for any z ∈ C assignments
τz : Tij(u) 7→ Tij(u− z) for i, j = 1, . . . , n (1.3)
define an automorphism τz of the algebra Y(gln). Here each of the formal series Tij(u − z) in
(u− z)−1 should be re-expanded in u−1, then the assignment (1.3) is a correspondence between
the respective coefficients of series in u−1.
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Now let Eij ∈ gln with i, j = 1, . . . , n be the standard matrix units. Sometimes Eij will
also denote elements of the algebra End(Cn) but this should not cause any confusion. The
Yangian Y(gln) contains the universal enveloping algebra U(gln) as a subalgebra, the embedding
U(gln)→ Y(gln) can be defined by the assignments
Eij 7→ T
(1)
ij for i, j = 1, . . . , n.
Moreover, there is a homomorphism πn : Y(gln) → U(gln) which is identical on the subalgebra
U(gln) ⊂ Y(gln) and is given by
πn : T
(2)
ij , T
(3)
ij , . . . 7→ 0 for i, j = 1, . . . , n. (1.4)
Let T (u) be an n× n matrix whose i, j entry is the series Tij(u). The relations (1.2) can be
rewritten by means of the Yang R-matrix
R(u) = 1⊗ 1−
n∑
i,j=1
Eij ⊗ Eji
u
(1.5)
where the tensor factors Eij and Eji are regarded as n× n matrices. Note that
R(u)R(−u) = 1−
1
u2
. (1.6)
Consider two n2 × n2 matrices whose entries are series with coefficients in the algebra Y(gln),
T1(u) = T (u)⊗ 1 and T2(v) = 1⊗ T (v) .
Then a collection of relations (1.2) for all possible indices i, j, k, l is equivalent to
R(u− v)T1(u)T2(v) = T2(v)T1(u)R(u− v) . (1.7)
Further, the Yangian Y(gln) is a Hopf algebra over the field C. We define the comultiplication
∆ : Y(gln)→ Y(gln)⊗Y(gln) by the assignment
∆ : Tij(u) 7→
n∑
k=1
Tik(u)⊗ Tkj(u) . (1.8)
Throughout the article this comultiplication will be used for tensor products of Y(gln)-modules.
The counit homomorphism ε : Y(gln)→ C is defined by
ε : Tij(u) 7→ δij · 1.
The antipode S on Y(gln) is given by
S: T (u) 7→ T (u)−1
and defines an anti-automorphism of the associative algebra Y(gln).
Let T ′(u) be the transpose to the matrix T (u). Then the i, j entry of the matrix T ′(u) is
Tji(u). Consider n
2 × n2 matrices
T ′1(u) = T
′(u)⊗ 1 and T ′2(v) = 1⊗ T
′(v) .
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Note that the Yang R-matrix (1.5) is invariant under applying the transposition to both tensor
factors. Hence the relation (1.7) implies
T ′1(u)T
′
2(v)R(u − v) = R(u− v)T
′
2(v)T
′
1 (u) ,
R(u− v)T ′1(−u)T
′
2(−v) = T
′
2(−v)T
′
1(−u)R(u− v) . (1.9)
To obtain the latter relation we used (1.6). By comparing the relations (1.7) and (1.9), an
involutive automorphism of the algebra Y(gln) can be defined by the assignment
ω : T (u) 7→ T ′(−u),
understood as a correspondence between the respective matrix entries. For further details on
the algebra Y(gln) see [MNO, Chapter 1].
1.2. Representations of Yangian Y(gln)
Let Φ be an irreducible finite-dimensional Y(gln)-module. A non-zero vector ϕ ∈ Φ is said to be
of highest weight if it is annihilated by all the coefficients of the series Tij(u) with 1 6 i < j 6 n
and is an eigenvector for all the coefficients of the series Tii(u) for 1 6 i 6 n. In that case ϕ is
unique up to a scalar multiplier and for i = 1, . . . , n− 1 holds
Tii(u)Ti+1,i+1(u)
−1ϕ = Pi(u+
1
2
)Pi(u−
1
2
)−1ϕ
where Pi(u) is a monic polynomial in u with coefficients in C. Then P1(u), . . . , Pn−1(u) are
called the Drinfeld polynomials of Φ. Any sequence of n − 1 monic polynomials with complex
coefficients arises this way. An irreducible finite-dimensional Y(gln)-module is defined by the
set of eigenfunctions Λii(u) such that
Tii(u)ϕ = Λii(u)ϕ
for i = 1, . . . , n. Thus, an irreducible finite-dimensional Y(gln)-module is defined by a set of
polynomials P1(u), . . . , Pn−1(u) and some normalizing factor, for example Λnn(u).
Relations (1.2) show that for any formal power series g(u) in u−1 with coefficients in C and
leading term 1, the assignments
Tij(u) 7→ g(u)Tij(u) (1.10)
define an automorphism of the algebra Y(gln). The subalgebra in Y(gln) consisting of all
elements which are invariant under every automorphism of the form (1.10), is called the special
Yangian of gln. The special Yangian of gln is a Hopf subalgebra of Y(gln) and is isomorphic to
the Yangian Y(sln) of the special linear Lie algebra sln ⊂ gln considered in [D2, D3]. For the
proofs of the latter two assertions see [M, Subsection 1.8].
Two irreducible finite-dimensional Y(gln)-modules are called similar if their restrictions to
the special Yangian are isomorphic. Therefore, irreducible finite-dimensional Y(sln)-modules
are defined by a set of Drinfeld polynomials, while irreducible finite-dimensional Y(gln)-modules
are parameterized by their Drinfeld polynomials only up to similarity. For further details on
representations of Y(gln) see [D3, CP].
Now, let us define the fundamental representation Vz and the dual fundamental represen-
tation V ′z of Y(gln). As a vector space Vz = V
′
z = C
n, the corresponding actions are given
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by the pull-backs of the defining gln-modules through the evaluation and the dual evaluation
homomorphisms respectively
πz = πn ◦τ−z : Y(gln) −→ U(gln), Tij(u) 7→ δij +
Eij
u+ z
,
π′z = πn ◦τz ◦ω : Y(gln) −→ U(gln), Tij(u) 7→ δij −
Eji
u+ z
.
Let also Ωz and Ω
′
z denote one-dimensional representations of Y(gln) defined as the pull-
backs of the standard action of gln on Λ
n(Cn) through the evaluation and the dual evaluation
homomorphisms. Thus,
Tij(u) 7→ δij ·
u+ z + 1
u+ z
and Tij(u) 7→ δij ·
u+ z − 1
u+ z
on Ωz and Ω
′
z correspondingly.
Definition 1.1 a) Representation of Yangian Y(gln) is called polynomial if it is isomorphic
to a subquotient of tensor product of fundamental representations Vz with arbitrary values
of z.
b) Representation of Yangian Y(gln) is called rational if it is isomorphic to a subquotient
of tensor product of fundamental and dual fundamental representations Vz and V
′
z with
arbitrary values of z.
Note that representations Vz and Ωz are polynomial while representations V
′
z and Ω
′
z are
rational. We would also like to point out that the modules Ωz and Ω
′
z are cocentral, i.e. in
tensor products of Y(gln)-modules one can permute them with other modules. More precisely,
the form of the comultiplication map ∆ implies that for any Y(gln)-module M there is a pair
of canonical isomorphism
M ⊗ Ωz ∼= Ωz ⊗M and M ⊗ Ω
′
z
∼= Ω′z ⊗M
sending m⊗ a 7→ a⊗m where m ∈M and a ∈ Ωz or a ∈ Ω
′
z.
1.3. Functor
Let E be an m × m matrix whose a, b entry is the generator Eab ∈ glm, and let E
′ be its
transpose. Consider a matrix
X(u) =
(
u+ θE ′
)−1
with θ = ±1 (1.11)
whose a, b entry is a formal power series in u−1
Xab(u) = u
−1
(
δab +
∞∑
s=0
X
(s)
ab u
−s−1
)
. (1.12)
For a, b = 1, . . . ,m elements X
(s)
ab ∈ U(glm), moreover
X
(0)
ab = −θEba and X
(s)
ab =
m∑
c1,...,cs=1
(−θ)s+1Ec1aEc2c1 . . . Ecscs−1Ebcs for s > 1.
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Consider the ring P (Cm ⊗ Cn) of polynomial functions on Cm⊗Cn with coordinate functions
xai where a = 1, . . . ,m and i = 1, . . . , n. Let PD (C
m ⊗ Cn) be the ring of differential operators
with polynomial coefficients on P (Cm ⊗ Cn), and let ∂ai be the partial derivation corresponding
to xai.
Consider also the Grassmann algebra G (Cm ⊗ Cn) of the vector space Cm⊗Cn. It is gener-
ated by the elements xai subject to the anticommutation relations xaixbj = −xbjxai for all indices
a, b = 1, . . . ,m and i, j = 1, . . . , n. Let ∂ai be the operator of left derivation on G (C
m ⊗ Cn)
corresponding to the variable xai. Let GD (C
m ⊗ Cn) denote the ring of C-endomorphisms of
G (Cm ⊗ Cn) generated by all operators of left multiplication xai and by all operators ∂ai.
Let us define
H (Cm ⊗ Cn) = P (Cm ⊗ Cn) and HD (Cm ⊗Cn) = PD (Cm ⊗ Cn) if θ = 1,
H (Cm ⊗ Cn) = G (Cm ⊗ Cn) and HD (Cm ⊗Cn) = GD (Cm ⊗ Cn) if θ = −1.
Therefore, algebra H (Cm ⊗ Cn) is generated by the elements xai, a = 1, . . . ,m, i = 1, . . . , n
subject to relations
xaixbj − θxbjxai = 0.
Algebra HD (Cm ⊗ Cn) is generated by the elements xai and ∂bj , a, b = 1, . . . ,m, i, j = 1, . . . , n
subject to relations
xaixbj − θxbjxai = 0,
∂ai∂bj − θ∂bj∂ai = 0,
∂aixbj − θxbj∂ai = δabδij .
(1.13)
Note that θ = 1 corresponds to the case of commuting variables, while θ = −1 corresponds to
the case of anticommuting variables.
From now on and till the end of the paper we assume m = p + q, where p and q are non-
negative integers. Let us introduce new coordinates
pci =
{
−θxci, for c = 1, . . . , p
∂ci, for c = p+ 1, . . . ,m
qci =
{
∂ci, for c = 1, . . . , p
xci, for c = p+ 1, . . . ,m.
(1.14)
Now relations (1.13) can be rewritten in the following form
qaiqbj − θqbjqai = 0,
paipbj − θpbjpai = 0,
paiqbj − θqbjpai = δabδij .
Define the elements Eˆai,bj ∈ HD (C
m ⊗Cn) as
Eˆai,bj = qaipbj . (1.15)
Elements Eˆai,bj satisfy relations[
Eˆai,bj , Eˆck,dl
]
= δbcδjkEˆai,dl − δadδilEˆck,bj, (1.16)
Eˆai,bjEˆck,dl − θEˆck,bjEˆai,dl = δbcδjkEˆai,dl − θδabδijEˆck,dl (1.17)
which also imply
Eˆck,dlEˆai,bj − θEˆck,bjEˆai,dl = δadδilEˆck,bj − θδabδijEˆck,dl. (1.18)
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There is an action of the algebra glm on the space H (C
m ⊗ Cn) which is defined by homo-
morphism ζn : U(glm) 7→ HD (C
m ⊗ Cn), where
ζn (Eab) = θδab
n
2
+
n∑
k=1
Eˆak,bk. (1.19)
The homomorphism property can be verified using the relation (1.16). Hence, there exists an
embedding U(glm) →֒ U(glm)⊗HD (C
m ⊗ Cn) defined for a, b = 1, . . . ,m by the mappings
Eab 7→ Eab ⊗ 1 + 1⊗ ζn(Eab). (1.20)
Proposition 1.2 i) One can define a homomorphism αm : Y(gln)→ U(glm)⊗HD (C
m ⊗ Cn)
by mapping
αm : Tij(u) 7→ δij +
m∑
a,b=1
Xab(u)⊗ Eˆai,bj . (1.21)
ii) The image of Y(gln) under the homomorphism (1.21) commutes with the image of U(glm)
under the embedding (1.20).
Consider an automorphism of the algebra HD (Cm ⊗ Cn) such that for all a = 1, . . . ,m and
i = 1, . . . , n
xai 7→ qai and ∂ai 7→ pai. (1.22)
A proof of Proposition 1.2 can be obtained by applying the automorphism (1.22) to the results
of [KN1, Proposition 1.3] if θ = 1 and to the results of [KN2, Proposition 1.3] if θ = −1. In the
appendix we give an explicit proof of the Proposition 1.2.
Finally, let V be an arbitrary glm-module. Let us define a U(glm)⊗HD (C
m ⊗ Cn)-module
Ep,q(V ) = V ⊗H (C
m ⊗ Cn) . (1.23)
The results of proposition 1.2 turns Ep,q into a functor from the category of glm-modules to the
category of glm and Y(gln) bimodules, where the actions of the algebras glm and Y(gln) are
defined by homomorphisms (1.20) and (1.21) respectively.
2. Reduction to standard modules
2.1. Parabolic induction
Let l, l1, l2 be three positive integers such that l = l1 + l2. Consider a gll-module U , then
El1,l2(U) is a Y(gln)-module. For any z ∈ C denote by E
z
l1,l2
(U) the Y(gln)-module obtained
from El1,l2(U) via the pull-back through the automorphism τ−θz of Y(gln). In other words,
the underlying vector space of Ezl1,l2(U) is the same as of El1,l2(U), but the action of Tij(u) on
Ezl1,l2(U) is given by the same formula as the action of Tij(u + θz) on El1,l2(U). Note that as a
gll-module E
z
l1,l2
(U) coincides with El1,l2(U).
Decomposition Cm+l = Cm ⊕ Cl determines an embedding of the direct sum glm ⊕ gll into
glm+l. As a subalgebra of glm+l, the direct summand glm is spanned by the matrix units
Eab ∈ glm+l where a, b = 1, . . . ,m, the direct summand gll is spanned by the matrix units
Eab where a, b = m + 1, . . . ,m + l. Let q and q
′ be the Abelian subalgebras of glm+l spanned
respectively by matrix units Eba and Eab for all a = 1, . . . ,m and b = m+ 1, . . . ,m+ l. Define
a maximal parabolic subalgebra p = glm ⊕ gll ⊕ q
′ of the reductive Lie algebra glm+l, then
glm+l = q⊕ p.
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Consider a glm-module V and a gll-module U . Let us turn the glm ⊕ gll-module V ⊗U into
a p-module by letting the subalgebra q ′ ⊂ p act by zero. Define V ⊠U to be the glm+l-module
induced from the p-module V ⊗U . The glm+l-module V ⊠U is called parabolically induced from
the glm ⊕ gll-module V ⊗ U .
Now consider bimodules Ep,q+r(V ⊠U) and Ep+r,q(V ⊠U) over glm+r and Y(gln), which are
parabolically induced from the glp ⊕ glq+r and glp+r ⊕ glq-module V ⊗ U respectively. The
action of Y(gln) commutes with the action of the Lie algebra glm+r, and hence with the ac-
tion of the subalgebra q ⊂ glm+r. For any glm-module W denote by Wq the vector space
W/ q ·W of the coinvariants of the action of the subalgebra q ⊂ glm on W . Then the vector
spaces Ep,q+r(V ⊠U)q and Ep+r,q(V ⊠U)q are quotients of the Y(gln)-modules Ep,q+r(V ⊠U) and
Ep+r,q(V ⊠U) respectively. Note that the subalgebras glp ⊕ glq+r and glp+r ⊕ glq also act on
these quotient spaces.
Theorem 2.1 i) The bimodule Ep,q+r(V ⊠U)q over the Yangian Y(gln) and the direct sum
glp ⊕ glq+r is isomorphic to the tensor product Ep,q(V )⊗ E
m
0,r(U).
ii) The bimodule Ep+r,q(V ⊠U)q over the Yangian Y(gln) and the direct sum glp+r ⊕ glq is
isomorphic to the tensor product Er,0(V )⊗ E
r
p,q(U).
Theorem 2.1 is equivalent to [KN1, Theorem 2.1] under the action of automorphism (1.22)
if θ = 1 and to [KN2, Theorem 2.1] under the action of automorphism (1.22) if θ = −1. In both
cases Theorem 2.1 was proved by establishing a linear map
χ : Em(V )⊗ E
m
l (U)→ Em+l(V ⊠U)q.
Both the source and the target are bimodules over the algebras glm ⊕ gll and Y(gln), while χ is
a bijective map intertwining actions of algebras. One can easily show that the map χ commutes
with the automorphism (1.22), hence the intertwining property follows in our case. A proof that
the map χ is bijective can be almost word by word taken from [KN1] or [KN2] though one has
to keep in mind, that the automorphism (1.22) alters the filtration of the algebra H (Cm ⊗ Cn)
described in the papers just mentioned. Thus, one should consider descending filtrations
∞
⊕
N=K
P(Cm)⊗ PN (Cr) and
∞
⊕
N=K
PN (Cm)⊗ P(Cr) if θ = 1,
r
⊕
N=K
G(Cm)⊗ GN (Cr) and
m
⊕
N=K
GN (Cm)⊗ G(Cr) if θ = −1
for cases i) and ii) of the Theorem 2.1 respectively. Therefore, the proof of the theorem follows
in our case.
Let us consider the triangular decomposition
glm = n⊕ h⊕ n
′. (2.1)
of the Lie algebra glm. Here h is the Cartan subalgebra of glm with the basis vectors E11, . . . , Emm.
Further, n and n ′ are the nilpotent subalgebras spanned respectively by the elements Eba and
Eab for all a, b = 1, . . . ,m such that a < b. Denote by Vn the vector space V/ n · V of the coin-
variants of the action of the subalgebra n ⊂ glm on V . Note that the Cartan subalgebra h ⊂ glm
acts on the vector space Vn. Now consider the bimodule Ep,q(V ). The action of Y(gln) on this
bimodule commutes with the action of the Lie algebra glm, and hence with the action of the
subalgebra n ⊂ glm. Therefore, the space Ep,q(V )n of coinvariants of the action of n is a quotient
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of the Y(gln)-module Ep,q(V ). Thus, we get a functor from the category of all glm-modules to
the category of bimodules over h and Y(gln)
V 7→ Ep,q(V )n = (V ⊗H (C
m ⊗ Cn))n. (2.2)
By the transitivity of induction, Theorem 2.1 can be extended from the maximal to all
parabolic subalgebras of the Lie algebra glm. Consider the case of the Borel subalgebra h ⊕ n
′
of glm. Apply the functor (2.2) to the glm-module V = Mµ, where Mµ is the Verma module of
weight µ ∈ h∗. We obtain the (h,Y(gln))-bimodule
Ep,q(Mµ)n = (Mµ ⊗H (C
m ⊗ Cn))n.
Using the basis E11, . . . , Emm we identify h with the direct sum of m copies of the Lie algebra
gl1. Consider the Verma modules Mµ1 , . . . ,Mµm over gl1. By applying Theorem 2.1 repeatedly
we get
Corollary 2.2 The bimodule Ep,q(Mµ)n over h and Y(gln) is isomorphic to the tensor product
E1,0(Mµ1)⊗ E
1
1,0(Mµ2)⊗ · · · ⊗ E
p−1
1,0 (Mµp)⊗ E
p
0,1(Mµp+1)⊗ · · · ⊗ E
m−1
0,1 (Mµm).
2.2. Standard modules
Let us now describe the bimodules Ez1,0(Mt) and E
z
0,1(Mt) over gl1 and Y(gln) for arbitrary
t, z ∈ C. The Verma module Mt over gl1 is one-dimensional, and the element E11 ∈ gl1 acts on
Mt by multiplication by t. The vector space of bimodules E1,0(Mt) and E0,1(Mt) is the algebra
H(C1 ⊗ Cn) = H(Cn). Then E11 acts on the bimodules E1,0(Mt) and E0,1(Mt) as differential
operators
t+ θ
n
2
− θ
n∑
k=1
∂1kx1k and t+ θ
n
2
+
n∑
k=1
x1k∂1k
respectively. The action of E11 on E
z
p,q(Mt) is the same as on Ep,q(Mt). The action of Y(gln) on
Ez1,0(Mt) and E
z
0,1(Mt) is given by
Tij(u) 7→ δij − θ
∂1ix1j
u+ θ(t− z)
and Tij(u) 7→ δij +
x1i∂1j
u+ θ(t− z)
(2.3)
respectively, this is what Proposition 1.2 states in the case m = 1. Note that both operators
x1i∂1j and −θ∂1ix1j describe actions of the element Eij ∈ gln on H(C
1 ⊗ Cn) = H(Cn). When
speaking about these actions we will omit the first indices and write xi and ∂j instead of x1i
and ∂1j . Hence, actions of the algebra Y(gln) on E
z
1,0(Mt) and E
z
0,1(Mt) can be obtained from
the actions of gln on H(C
n) by pulling back through the evaluation homomorphism πθ(t−z).
Now, consider Y(gln)-modules Φ˜z and Φz with the underlying vector space H(C
n) and Yan-
gian actions defined by
Tij(u) 7→ δij − θ
∂ixj
u+ θz
and Tij(u) 7→ δij +
xi∂j
u+ θz
correspondingly. Therefore, the bimodules Ez1,0(Mt) and E
z
0,1(Mt) are respectively isomorphic
to Φ˜t−z and Φt−z as the Y(gln)-modules. Moreover, corollary 2.2 implies that the bimodule
Ep,q(Mµ)n of h ∈ glm and Y(gln) is isomorphic as a Y(gln)-module to the tensor product
Φ˜µ1+ρ1 ⊗ . . .⊗ Φ˜µp+ρp ⊗ Φµp+1+ρp+1 ⊗ . . . ⊗ Φµm+ρm (2.4)
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where ρa = 1− a.
Let us also define a Y(gln)-module Φ
′
z with the underlying vector space H(C
n) and the
Y(gln)-action given by
Tij(u) 7→ δij −
xj∂i
u+ θ(z − 1)
.
Using commutation relation ∂ixj − θxj∂i = δij one can verify that
δij − θ
∂ixj
u+ θz
=
u+ θ(z − 1)
u+ θz
(
δij −
xj∂i
u+ θ(z − 1)
)
,
which implies the isomorphism of Y(gln)-modules
Φ˜z ∼= Ω
′
z ⊗ Φ
′
z if θ = 1,
Φ˜z ∼= Ω−z ⊗ Φ
′
z if θ = −1.
Hence, the bimodule Ep,q(Mµ)n over h ∈ glm and Y(gln) is isomorphic as the Y(gln)-module to
the tensor product
p⊗
a=1
Ω∗θ(µa+ρa) ⊗
p⊗
a=1
Φ′µa+ρa ⊗
m⊗
a=p+1
Φµa+ρa (2.5)
where
Ω∗z = Ω
′
z if θ = 1 and Ω
∗
z = Ωz if θ = −1.
Note that the Y(gln)-modules Φz and Φ
′
z can also be realized as pull-backs of the gln-modules
P(C) and G(C) through the evaluation and the dual evaluation homomorphisms. Moreover,
modules Φz and Φ
′
z are rational, and hence so are their subquotients. We call an Y(gln)-module
a standard rational module if it is a tensor product of modules Φz and Φ
′
z with arbitrary values
of z.
3. Zhelobenko operators
3.1. Definition
Consider Sm as the Weyl group of the reductive Lie algebra glm. Let E
∗
11, . . . , E
∗
mm be the basis
of h∗ dual to the basis E11, . . . , Emm of the Cartan subalgebra h ⊂ glm. The group Sm acts on
the space h∗ so that for any σ ∈ Sm and a = 1, . . . ,m
σ : E∗aa 7→ E
∗
σ(a)σ(a) .
If we identify each weight µ ∈ h∗ with the sequence (µ1, . . . , µm) of its labels, then
σ : (µ1, . . . , µm) 7→ (µσ−1(1), . . . , µσ−1(m)).
Let ρ ∈ h∗ be the weight with sequence of labels (0,−1, . . . , 1 −m). The shifted action of any
element σ ∈ Sm on h
∗ is defined by the assignment
µ 7→ σ ◦ µ = σ(µ+ ρ)− ρ.
The Weyl group also acts on the vector space glm so that for any σ ∈ Sm and a, b = 1, . . . ,m
σ : Eab 7→ Eσ(a)σ(b) .
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The latter action extends to an action of the group Sm by automorphisms of the associative
algebra U(glm). The group Sm also acts by automorphisms of the space HD (C
m ⊗ Cn) so that
element σ ∈ Sm maps
pai 7→ pσ(a)i and qai 7→ qσ(a)i.
Note that homomorphisms (1.20) and (1.21) of the algebras glm and Y(gln) into the algebra
U(glm)⊗HD (C
m ⊗ Cn) are Sm-equivariant.
Let A be the associative algebra generated by the algebras U(glm) and HD (C
m ⊗ Cn) with
the cross relations
[X,Y ] = [ζn(X), Y ] (3.1)
for any X ∈ glm and Y ∈ HD (C
m ⊗ Cn). The brackets at the left hand side of the relation (3.1)
denote the commutator in A, while the brackets at the right hand side denote the commutator in
the algebraHD (Cm ⊗ Cn) embedded into A. In particular, we will regard U(glm) as a subalgebra
of A. An isomorphism of the algebra A with the tensor product U(glm) ⊗ HD (C
m ⊗ Cn) can
be defined by mapping the elements X ∈ glm and Y ∈ HD (C
m ⊗ Cn) in A respectively to the
elements
X ⊗ 1 + 1⊗ ζn(X) and 1⊗ Y
in U(glm)⊗HD (C
m ⊗ Cn). The action of the groupSm on A is defined via the isomorphism of A
with the tensor product U(glm)⊗HD (C
m ⊗ Cn). Since the homomorphism ζn is Sm-equivariant
the same action of Sm is obtained by extending the actions of Sm from the subalgebras U(glm)
and HD (Cm ⊗ Cn) to A.
For any a, b = 1, . . . ,m put ηab = E
∗
aa − E
∗
bb ∈ h
∗ and ηc = ηc c+1 with c = 1, . . . ,m − 1.
Put also
Ec = Ec c+1, Fc = Ec+1 c and Hc = Ecc − Ec+1 c+1. (3.2)
For any c = 1, . . . ,m− 1 these three elements form an sl2-triple.
Let U(h) be the ring of fractions of the commutative algebra U(h) relative to the set of
denominators
{Eaa − Ebb + z | 1 6 a, b 6 m; a 6= b; z ∈ Z} . (3.3)
The elements of this ring can also be regarded as rational functions on the vector space h∗.
Then the elements of U(h) ⊂ U(h) become polynomial functions on h∗. Denote by A¯ the ring
of fractions of A relative to the set of denominators (3.3), regarded as elements of A using the
embedding of h ⊂ glm into A. The ring A¯ is defined due to the following relations in the algebras
U(glm) and A: for a, b = 1, . . . ,m and H ∈ h
[H,Eab] = ηab(H)Eab, [H, pak] = −θE
∗
aa(H)pak, [H, qbk] = E
∗
bb(H)qbk, (3.4)
where pak and qbk are given by (1.14). Therefore, the ring A satisfies the Ore condition relative
to its subset (3.3). Using left multiplication by elements of U(h), the ring of fractions A¯ becomes
a module over U(h).
The ring A¯ is also an associative algebra over the field C. The action of the group Sm on A
preserves the set of denominators (3.3) so that Sm also acts by automorphisms of the algebra
A¯. For each c = 1, . . . ,m− 1 define a linear map ξc : A→ A¯ by setting
ξc(Y ) = Y +
∞∑
s=1
(s!H(s)c )
−1Esc F̂
s
c (Y ) (3.5)
for any Y ∈ A. Here
H(s)c = Hc(Hc − 1) . . . (Hc − s+ 1)
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and F̂c is the operator of adjoint action corresponding to the element Fc ∈ A, so that
F̂c(Y ) = [Fc, Y ].
For any given element Y ∈ A only finitely many terms of the sum (3.5) differ from zero, hence
the map ξc is well defined.
Let J and J¯ be the right ideals of the algebras A and A¯ respectively, generated by all elements
of the subalgebra n ⊂ glm. Let J
′ be the left ideal of the algebra A, generated by the elements
X − ζn(X), or equivalently by the elements
X ⊗ 1 ∈ U(glm)⊗ 1 ⊂ U(glm)⊗HD (C
m ⊗ Cn) , (3.6)
where X ∈ n ′. Denote J¯′ = U(h)J′, then J¯′ is a left ideal of the algebra A¯.
Now we give a short observation of some results proved in [KN1]. For any elements X ∈ h
and Y ∈ A we have
ξa(XY ) ∈ (X + ηa(X))ξa(Y ) + J¯.
This allows us to define a linear map ξ¯a : A¯→ J¯ \ A¯ by setting
ξ¯a(XY ) = Zξa(Y ) + J¯ for X ∈ U(h) and Y ∈ A (3.7)
where the element Z ∈ U(h) is defined by the equality
Z(µ) = X(µ + ηa) for µ ∈ h
∗ (3.8)
and both X and Z are regarded as rational functions on h∗. The backslash in J¯ \ A¯ indicates
that the quotient is taken relative to a right ideal of A¯.
The action of the group Sm on the algebra U(glm) extends to an action on U(h) so that for
any σ ∈ Sm
(σ(X))(µ) = X(σ−1(µ)),
when the element X ∈ U(h) is regarded as a rational function on h∗. The action of Sm by
automorphisms of the algebra A then extends to an action by automorphisms of A¯. For any
c = 1, . . . ,m − 1 let σc ∈ Sm be the transposition of c and c + 1. Consider the image σc(J¯),
that is again a right ideal of A¯. By [KN1, Proposition 3.2] we have
σc(J¯) ⊂ ker ξ¯c.
This allows us to define for any c = 1, . . . ,m− 1 a linear map
ξˇc : J¯ \ A¯→ J¯ \ A¯ (3.9)
as the composition ξ¯cσc applied to the elements of A¯ taken modulo J¯. The operators ξˇ1, . . . , ξˇm−1
on the vector space J¯ \ A¯ are called the Zhelobenko operators. By [KN1, Proposition 3.3] the
Zhelobenko operators ξˇ1, . . . , ξˇm−1 on J¯ \ A¯ satisfy the braid relations
ξˇc ξˇc+1 ξˇc = ξˇc+1 ξˇc ξˇc+1 for c < m− 1,
ξˇb ξˇc = ξˇc ξˇb for |b− c| > 1.
Therefore, for any reduced decomposition σ = σc1 . . . σck in Sm the composition ξˇc1 . . . ξˇck of
operators on J¯ \ A¯ does not depend on the choice of decomposition of σ. Finally, for any σ ∈ Sm,
X ∈ U(h), and Y ∈ J¯ \ A¯ we have relations
ξˇσ(XY ) = (σ ◦X)ξˇσ(Y ) (3.10)
ξˇσ(Y X) = ξˇσ(Y )(σ ◦X) (3.11)
which follow from [KN1, Proposition 3.1].
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3.2. Intertwining properties
Let δ = (δ1, . . . , δm) be a sequence of m elements from the set {1,−1}. Let the symmetric group
Sm act on the set of sequences {δ} by
σ(δ) = σ · δ
where
δ = (δ1, . . . , δp,−δp+1, . . . ,−δp+q) and σ · δ = (δσ−1(1), . . . , δσ−1(m)).
Denote
δ+ = (1, . . . , 1) and δ′ = δ+ = (1, . . . , 1︸ ︷︷ ︸
p
,−1, . . . ,−1︸ ︷︷ ︸
q
).
For a given sequence δ let ̟ denote a composition of automorphisms of the ring HD (Cm ⊗ Cn)
such that
xak 7→ −θ∂ak and ∂ak 7→ xak whenever δa = −1. (3.12)
For any glm-module V we define a bimodule Eδ(V ) over glm and Y(gln). Its underlying vector
space is V ⊗ H (Cm ⊗ Cn) for every δ. The action of the algebra glm on the module Eδ(V ) is
defined by pushing the homomorphism ξn forward through the automorphism ̟
Eab 7→ Eab ⊗ 1 + 1⊗̟(ξn(Eab)).
The action of the algebra Y(gln) on the module Eδ(V ) is defined by pushing the homomorphism
αn forward through the automorphism ̟, applied to the second tensor factor HD (C
m ⊗ Cn) of
the target of αn
Tij(u) 7→ δij +
m∑
a,b=1
Xab(u)⊗̟(Eˆai,bj).
For instance, we have Ep,q(V ) = Eδ+(V ).
Let µ ∈ h∗ be a generic weight of glm, which means that
µa − µb 6∈ Z for all a, b = 1, . . . ,m. (3.13)
In the remaining of this section we show that the Zhelobenko operator ξˇσ determines an inter-
twining operator
Ep,q(Mµ)n → Eδ(Mσ◦µ)n where δ = σ(δ
+). (3.14)
Let Iδ be the left ideal of the algebra A generated by the elements xak, k = 1, . . . , n, for
δa = −1 and by the elements ∂ak, k = 1, . . . , n, for δa = 1. For instance, ideal Iδ+ is generated
by the elements ∂ak with a = 1, . . . ,m and k = 1, . . . , n. Let I¯δ be the left ideal of the algebra
A¯ generated by the same elements as the ideal Iδ in A. Occasionally, I¯δ will denote the image
of the ideal I¯δ in the quotient space J¯ \ A¯.
Proposition 3.1 For any σ ∈ Sm the operator ξˇσ maps the subspace I¯δ+ to I¯σ(δ+).
Proof: For all a = 1, . . . ,m− 1 consider the operator F̂a. Due to (3.1), (3.2), and (1.19) we have
F̂a(Y ) =
n∑
k=1
[qa+1 kpak, Y ]
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for any Y ∈ HD (Cm ⊗ Cn). The above description of the action of F̂a with a = 1, . . . ,m− 1 on
the vector space HD (Cm ⊗ Cn) shows that this action preserves each of the two 2n dimensional
subspaces spanned by the vectors
qai and qa+1 i where i = 1, . . . , n; (3.15)
pai and pa+1 i where i = 1, . . . , n. (3.16)
This action also maps to zero the 2n dimensional subspace spanned by
pai and qa+1 i where i = 1, . . . , n. (3.17)
Therefore, for any δ the operator ξ¯a maps the ideal I¯δ of A¯ to the image of I¯δ in J¯ \ A¯ unless
δa = δ
′
a and δa+1 = −δ
′
a+1 for a = 1, . . . ,m − 1. Hence, the operator ξˇa = ξ¯aσa maps the
subspace I¯δ to the image of I¯σ(δ) unless δa = −δ
′
a and δa+1 = δ
′
a+1.
From now on we will denote the image of the ideal I¯δ in the quotient space J¯ \ A¯ by the same
symbol I¯δ. Put
δ̂ =
p∑
a=1
δaE
∗
aa −
p+q∑
a=p+1
δaE
∗
aa.
Then for every σ ∈ Sm we have the equality σ̂(δ) = σ(δ̂) where at the right hand side we use
the action of the group Sm on h
∗. Let ( , ) be the standard bilinear form on h∗ so that the
basis of weights E∗aa with a = 1, . . . ,m is orthonormal. The above remarks on the action of the
Zhelobenko operators on I¯δ can now be rewritten as
ξˇa(¯Iδ) ⊂ I¯σa(δ) if ( δ̂ , ηa) > 0. (3.18)
We will prove the proposition by induction on the length of the reduced decomposition of σ.
Recall that the length ℓ(σ) of a reduced decomposition of σ is the total number of the factors
σ1, . . . , σm−1 in that decomposition. This number is independent of the choice of decomposition
and is equal to the number of elements in the set
∆σ =
{
η ∈ ∆+ |σ(η) 6∈ ∆+
}
where ∆+ denotes the set of all positive roots of the Lie algebra glm.
If σ is the identity element of Sm then the statement of the proposition is trivial. Suppose
that for some σ ∈ Sm
ξˇσ
(¯
Iδ+
)
⊂ I¯σ(δ+).
Take σa such that
ℓ(σaσ) = ℓ(σ) + 1. (3.19)
Now it is only left to prove that
ξˇa
(¯
Iσ(δ+)
)
⊂ I¯σaσ(δ).
Due to (3.18), the desired property will take place if
( σ̂(δ+) , ηa ) = (σ(δ̂+) , ηa ) > 0.
Note that ηa is a simple root of the algebra glm and hence, σa(η) ∈ ∆
+ for any η ∈ ∆+ such
that η 6= ηa. Since ℓ(σ) and ℓ(σaσ) are the numbers of elements in ∆σ and ∆σaσ respectively,
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condition (3.19) implies that ηa ∈ σ(∆
+). Therefore, ηa = σ(E
∗
bb−E
∗
cc) for some 1 6 b < c 6 m.
Thus (
σ(δ̂+) , ηa
)
=
(
σ(δ̂+) , σ(E∗bb −E
∗
cc)
)
=
(
m∑
a=1
δ′aE
∗
aa , E
∗
bb − E
∗
cc
)
> 0.

Then following [KN3, Corollary 5.2] we obtain
Corollary 3.2 For any σ ∈ Sm the operator ξˇσ on J¯ \ A¯ maps
J¯ \ (J¯′ + I¯δ+ + J¯) → J¯ \ (J¯
′ + I¯σ(δ+) + J¯).
For a generic weight µ let Iµ,δ be the left ideal of the algebra A generated by Iδ + J
′ and by
the elements
Eaa − ζn(Eaa)− µa where a = 1, . . . ,m.
Recall that under the isomorphism of the algebra A with U(glm) ⊗ HD (C
m ⊗ Cn) element
X − ζn(X) ∈ A maps to the element (3.6) for every X ∈ glm. Let I¯µ,δ denote the subspace
U(h) Iµ,δ of A¯. Note that I¯µ,δ is a left ideal of the algebra A¯.
Theorem 3.3 For any element σ ∈ Sm the operator ξˇσ on J¯ \ A¯ maps
J¯ \ (¯Iµ,δ+ + J¯) → J¯ \ (¯Iσ◦µ,σ(δ+ ) + J¯).
Proof: Let κ be a weight of glm with the sequence of labels (κ1, . . . , κm). Suppose that the
weight κ satisfies the conditions (3.13) instead of µ. Let I˜κ,δ denote the left ideal of A¯ generated
by Iδ + J
′ and by the elements
Eaa − κa where a = 1, . . . ,m.
Relation (3.11) and Corollary 3.2 imply that the operator ξˇσ on J¯ \A maps
J¯ \ (˜Iκ,δ+ + J¯) → J¯ \ (˜Iσ◦κ,σ(δ+) + J¯).
Now choose
κ = µ− θ
n
2
δ′ (3.20)
where the sequence δ′ is regarded as a weight of glm by identifying the weights with their
sequence of labels. Then the conditions on κ stated in the beginning of this proof are satisfied.
For every σ ∈ Sm we shall prove the equality of left ideals of A¯,
I˜σ◦κ,σ(δ+) = I¯σ◦µ,σ(δ+). (3.21)
Theorem 3.3 will then follow. Denote δ = σ · δ′. Then by our choice of κ, we have
σ ◦ κ = σ ◦ µ− θ
n
2
δ. (3.22)
Let the index a run through 1, . . . ,m− 1, then
ζn(Eaa) + θ
n
2
= θ
n∑
k=1
pakqak ∈ Iσ(δ+) if δa = 1,
ζn(Eaa)− θ
n
2
=
n∑
k=1
qakpak ∈ Iσ(δ+) if δa = −1.
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Hence, the relation (3.22) implies the equality (3.21). 
Consider the quotient vector space A / Iµ,δ for any sequence δ. The algebra U(glm) acts on
this quotient via left multiplication, being regarded as a subalgebra of A. The algebra Y(gln) also
acts on this quotient via left multiplication, using the homomorphism αm : Y(gln)→ A. Recall
that in Section 1 the target algebra of the homomorphism αm was defined as the tensor product
U(glm) ⊗ HD (C
m ⊗ Cn) isomorphic to the algebra A by means of the cross relations (3.1).
Part (ii) of the proposition 1.2 implies that the image of αm in A commutes with the subalgebra
U(glm) ⊂ A. Thus, the vector space A / Iµ,δ becomes a bimodule over glm and Y(gln).
Consider the bimodule Eδ(Mµ) over glm and Y(gln) defined in the beginning of this section.
This bimodule is isomorphic to A / Iµ,δ . Indeed, let Z run through H (C
m ⊗ Cn). Then a
bijective linear map
Eδ(Mµ)→ A / Iµ,δ,
intertwining the actions of glm and Y(gln), can be determined by mapping the element
1µ ⊗ Z ∈ Mµ ⊗H (C
m ⊗ Cn)
to the image of
̟−1(Z) ∈ HD (Cm ⊗ Cn) ⊂ A
in the quotient A / Iµ,δ , where ̟ is defined by (3.12). The intertwining property here follows
from the definitions of Eδ(Mµ) and Iµ,δ. The same mapping determines a bijective linear map
Eδ(Mµ) → A¯ / I¯µ,δ. (3.23)
In particular, the space Eδ(Mµ)n of n-coinvariants of Eδ(Mµ) is isomorphic to the quotient
J¯ \ A¯ / I¯µ,δ as a bimodule over the Cartan subalgebra h ⊂ glm and over Y(gln). Theorem 3.3
implies that the operator ξˇσ on J¯ \ A¯ determines a linear operator
J¯ \ A¯ / I¯µ,δ+ → J¯ \ A¯ / I¯σ◦µ,σ(δ+). (3.24)
The definition (3.5) and the fact that the image of Y(gln) in A under αm commutes with the
subalgebra U(glm) ⊂ A imply that the latter operator intertwines the actions of Y(gln) on the
source and the target vector spaces. We also use the invariance of the image of Y(gln) in A under
the action of Sm. Recall that Ep,q(V ) = Eδ+(V ). Hence, by using the equivalences (3.23) for the
sequences δ = δ+ and δ = σ(δ+), the operator (3.24) becomes the desired Y(gln)-intertwining
operator (3.14).
As usual, for any glm-module V and any element λ ∈ h
∗ let V λ ⊂ V be the subspace of
vectors of weight λ so that any X ∈ h acts on V λ via multiplication by λ(X) ∈ C. It now
follows from the property (3.10) of ξˇσ that the restriction of our operator (3.14) to the subspace
of weight λ is an Y(gln)-intertwining operator
Ep,q(Mµ)
λ
n → Eδ(Mσ◦µ)
σ◦λ
n where δ = σ(δ
+). (3.25)
Consider Y(gln)-modules Φz and Φ˜z described at the end of the Section 2. The underlying
vector space of each of these modules coincides with the algebra H(Cn). Note that the action
of Y(gln) on each of these modules preserves the polynomial degree. Now for any N = 1, 2, . . .
denote respectively by ΨNz and Ψ
−N
z the submodules in Φz and Φ˜z consisting of the polynomial
functions of degree N . It will also be convenient to denote by Ψ0z the vector space C with the
trivial action of Y(gln).
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The element E11 ∈ gl1 acts on E1,0(Mt) and E0,1(Mt) by
t− θ
n
2
− deg and t+ θ
n
2
+ deg
respectively where deg is the degree operator. Therefore, corollary 2.2 yields the isomorphism
between the source Y(gln)-module in (3.25) and the tensor product
Ψ−ν1µ1+ρ1 ⊗ · · · ⊗Ψ
−νp
µp+ρp ⊗Ψ
νp+1
µp+1+ρp+1 ⊗ · · · ⊗Ψ
νm
µm+ρm (3.26)
where
νa = −λa + µa − θ
n
2
for a = 1, . . . , p,
νa = λa − µa − θ
n
2
for a = p+ 1, . . . ,m.
(3.27)
Let us now consider the target Y(gln)-module in (3.25). For each a = 1, . . . ,m denote
µ˜a = µσ−1(a), ν˜a = νσ−1(a), ρ˜a = ρσ−1(a).
The above description of the source Y(gln)-module in (3.25) can now be generalized to the target
Y(gln)-module which depends on an arbitrary element σ ∈ Sm.
Proposition 3.4 For δ = σ(δ+) the Y(gln)-module Eδ(Mσ◦µ)
σ◦λ
n is isomorphic to the tensor
product
Ψ−δ1ν˜1
µ˜1+ρ˜1
⊗ · · · ⊗Ψ
−δpν˜p
µ˜p+ρ˜p
⊗Ψ
δp+1ν˜p+1
µ˜p+1+ρ˜p+1
⊗ · · · ⊗Ψδmν˜m
µ˜m+ρ˜m
. (3.28)
Proof: Consider the bimodule Ep,q(Mσ◦µ)
σ◦λ
n over h and Y(gln). By Corollary 2.2 and the
arguments just above this proposition, this bimodule is isomorphic to the tensor product
Ψ−ν˜1
µ˜1+ρ˜1
⊗ · · · ⊗Ψ
−ν˜p
µ˜p+ρ˜p
⊗Ψ
ν˜p+1
µ˜p+1+ρ˜p+1
⊗ · · · ⊗Ψν˜m
µ˜m+ρ˜m
(3.29)
as a Y(glm)-module. The bimodule Eδ(Mσ◦µ)n can be obtained by pushing forward the actions
of h and Y(gln) on Ep,q(Mσ◦µ)n through the composition of automorphisms
xa → −θ∂a and ∂a → xa (3.30)
for every tensor factor with number a such that δa = −1. These automorphisms exchange
Y(gln)-modules Φza and Φ˜za but leave invariant the degree of polynomials. Therefore, they
interchange ΨNza and Ψ
−N
za
which implies the resulting Y(gln)-module to be as in (3.28). 
Thus, for any non-negative integers ν1, . . . , νm we have shown that the Zhelobenko operator
ξˇσ on J¯ \ A¯ defines the intertwining operator between the Y(gln)-modules
Ψ−ν1µ1+ρ1 ⊗ · · · ⊗Ψ
−νp
µp+ρp ⊗Ψ
νp+1
µp+1+ρp+1 ⊗ · · · ⊗Ψ
νm
µm+ρm
and
Ψ−δ1ν˜1
µ˜1+ρ˜1
⊗ · · · ⊗Ψ
−δpν˜p
µ˜p+ρ˜p
⊗Ψ
δp+1ν˜p+1
µ˜p+1+ρ˜p+1
⊗ · · · ⊗Ψδmν˜m
µ˜m+ρ˜m
.
Moreover, the operator ξˇσ permutes tensor factors of the module (3.26), therefore modules
Ep,q(Mµ)
λ
n and Eδ(Mσ◦µ)
σ◦λ
n , written in the form (2.5), contain similar tensor factors Ωza or Ω
′
za .
Now recall that modules Ωza and Ω
′
za are cocentral and that the Zhelobenko operator ξˇσ acts
17
on them as identity operator. These two observations allow us to exclude Ωza and Ω
′
za from
both source and target modules of the mapping (3.25) and to define an intertwining operator
ξ′σ between tensor products of modules Φz and Φ
′
z. For any integer N denote respectively by
ΦNz and Φ
−N
z the submodules of Φz and Φ
′
z consisting of polynomial functions of degree N .
Note that ΦNz coincides with Ψ
N
z for positive N but differs for negative N . Hence, the following
theorem holds.
Theorem 3.5 Given a generic weight µ and non-negative integers ν1, . . . , νm, the map ξ
′
σ in-
tertwines rational Y(gln)-modules
Φ−ν1µ1+ρ1 ⊗ · · · ⊗ Φ
−νp
µp+ρp ⊗ Φ
νp+1
µp+1+ρp+1 ⊗ · · · ⊗ Φ
νm
µm+ρm (3.31)
and
Φ−δ1ν˜1
µ˜1+ρ˜1
⊗ · · · ⊗ Φ
−δpν˜p
µ˜p+ρ˜p
⊗ Φ
δp+1ν˜p+1
µ˜p+1+ρ˜p+1
⊗ · · · ⊗ Φδmν˜m
µ˜m+ρ˜m
.
4. Highest weight vectors
4.1. Symmetric case
In this subsection we consider only the case of commuting variables, hence from now on and till
the end of the subsection we assume θ = 1. Proposition 4.4 below determines the image of the
highest weight vector vλµ of the Y(gln)-module Ep,q(Mµ)
λ
n under the action of the operator ξˇσ.
The proof of the Proposition 4.4 is based on the following three lemmas. Proofs of the first two
of them are similar to the proof of Lemma 5.6 in [KN3]. Proof of the last one is similar to the
proof of Lemma 5.7 in [KN3]. Let s, t = 0, 1, 2 . . . and k, ℓ = 1, . . . , n.
Lemma 4.1 For any a = 1, . . . ,m − 1 the operator ξˇa on J¯ \ A¯ maps the image in J¯ \ A¯ of
psakp
t
a+1 k ∈ A¯ to the image in J¯ \ A¯ of the product
ptakp
s
a+1 k ·
s∏
r=1
Ha + r + 1
Ha + r − t
plus the images in J¯ \ A¯ of elements of the left ideal in A¯ generated by J¯′ and (3.15).
Lemma 4.2 For any a = 1, . . . ,m − 1 the operator ξˇa on J¯ \ A¯ maps the image in J¯ \ A¯ of
qsakq
t
a+1 k ∈ A¯ to the image in J¯ \ A¯ of the product
qtakq
s
a+1 k ·
t∏
r=1
Ha + r + 1
Ha + r − s
plus the images in J¯ \ A¯ of elements of the left ideal in A¯ generated by J¯′ and (3.16).
Lemma 4.3 For any a = 1, . . . ,m − 1 the operator ξˇa on J¯ \ A¯ maps the image in J¯ \ A¯ of
psakq
t
a+1 ℓ ∈ A¯ to the image in J¯ \ A¯ of the product
qtaℓp
s
a+1 k ·

s∏
r=1
Ha + r
Ha + r + t
if n = 1 and k = ℓ = 1,
1 if n > 1 and k 6= ℓ
plus the images in J¯ \ A¯ of elements of the left ideal in A¯ generated by J¯′ and (3.17).
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We keep assuming that the weight µ satisfies the condition (3.13). Let (µ∗1, . . . , µ
∗
m) be the
sequence of labels of weight µ + ρ − n2 δ
′. Suppose that for all a = 1, . . . ,m the number νa
defined by (3.27) is a non-negative integer. For each positive root η = E∗bb − E
∗
cc ∈ ∆
+ with
1 6 b < c 6 m define a number zη ∈ C by
zη =

νb∏
r=1
µ∗b − µ
∗
c − r
λ∗b − λ
∗
c + r
if b, c = 1, . . . , p,
νc∏
r=1
µ∗b − µ
∗
c − r
λ∗b − λ
∗
c + r
if b, c = p+ 1, . . . ,m,
υ∏
r=1
µ∗b − µ
∗
c − r + 1
λ∗b − λ
∗
c + r − 1
if
b = 1, . . . , p,
c = p+ 1, . . . ,m,
and n = 1,
1, if
b = 1, . . . , p,
c = p+ 1, . . . ,m,
and n > 1.
Here υ = min(νb, νc). Let v
λ
µ denote the image of the vector
p∏
a=1
pνaan ·
m∏
a=p+1
qνaa1 ∈ A¯
in the quotient space J¯ \ A¯/ I¯µ,δ+ .
Proposition 4.4 (i) The vector vλµ does not belong to the zero coset in J¯ \ A¯/ I¯µ,δ+ .
(ii) The vector vλµ is of weight λ under the action of h on J¯ \ A¯/ I¯µ,δ+ and is of highest weight
with respect to the action of Y(gln) on the same quotient space.
(iii) For any σ ∈ Sm the operator (3.24) determined by ξˇσ maps the vector v
λ
µ to the image in
J¯ \ A¯/ I¯σ◦µ,σ(δ+) of σ(v
λ
µ) ∈ A¯ multiplied by
∏
η∈∆σ
zη.
Proof: Part (i) follows directly from the definition of the ideal I¯µ,δ+ . Let us now prove Part (ii).
Subalgebra h acts on the quotient space J¯ \ A¯/ I¯µ,δ+ via left multiplication on A¯. Let symbol ≡
denote the equalities in A¯ modulo the left ideal I¯µ,δ+ . Then we have
Eaav
λ
µ = v
λ
µEaa +
[
ζn(Eaa) , v
λ
µ
]
= vλµ(Eaa ∓ νa) ≡ v
λ
µ (ζn(Eaa) + µa ∓ νa) ≡
≡ vλµ
(
∓
n
2
+ µa ∓ νa
)
= λav
λ
µ
where one should choose the upper sign for a = 1, . . . , p and the lower sign for a = p+1, . . . ,m.
Next, Y(gln)-modules J¯ \ A¯/ I¯µ,δ+ and Ep,q(Mµ)n are isomorphic. Recall that Tij(u) acts on
Ep,q(Mµ)n with the help of the comultiplication ∆. Now Corollary 2.2 and formulas (2.3) imply
that Tij(u)v
λ
µ = 0 for all 1 6 i < j 6 n. Moreover, one can check that
Tii(u)v
λ
µ = v
λ
µ ·

m∏
a=p+1
u+ µa + ρa + νa
u+ µa + ρa
, i = 1
p∏
a=1
u+ µa + ρa − νa − 1
u+ µa + ρa
, i = n
1, otherwise.
19
Therefore, vλµ is a highest weight vector with respect to the action of Y(gln) on the quotient
space J¯ \ A¯/ I¯µ,δ+ .
We will prove Part (iii) by induction on the length of a reduced decomposition of σ. If σ is the
identity element of Sm, then the required statement is tautological. Now suppose that for some
σ ∈ Sm the statement of (iii) is true. Take any simple reflection σa ∈ Sm with 1 6 a 6 m− 1
such that σaσ has a longer reduced decomposition in terms of σ1, . . . , σm than σ.
Consider the simple root ηa, corresponding to the reflection σa. Let η = σ
−1(ηa) then
σaσ(η) = σa(ηa) = −ηa /∈ ∆
+.
Thus, ∆σaσ = ∆σ ⊔ {η}. Let κ ∈ h
∗ be the weight with the labels determined by (3.20). Using
the proof of Theorem 3.3, we get the equality of two left ideals of the algebra A,
I¯(σaσ)◦µ, (σaσ)(δ+) = I˜(σaσ)◦κ, (σaσ)(δ+).
Modulo the second of these two ideals the element Ha equals
((σaσ) ◦ κ)(Ha) = (σaσ(κ+ ρ)− ρ)(Ha) = (κ+ ρ)(σ
−1σa(Ha))− ρ(Ha) =
−(κ+ ρ)(σ−1(Ha))− 1 = −(κ+ ρ)(Hη)− 1 = −µ
∗
b + µ
∗
c − 1.
Here Hη = σ
−1(Ha) is the coroot corresponding to the root η, and we use the standard bilinear
form on h∗.
Let us use the statement of (iii) as the induction assumption. Denote δ = σ(δ+). Consider
three cases.
I. Let b, c = 1, . . . , p, then δa = δ
′
a and δa+1 = δ
′
a+1. Hence,
σ
(
vλµ
)
= pνbanp
νc
a+1nY
where Y is an element of the subalgebra of PD (Cm ⊗ Cn) generated by all xdk and ∂dk with
d 6= a, a + 1. Now we apply the Lemma 4.1 with s = νb and t = νc. After substitution
−µ∗b + µ
∗
c − 1 for Ha, the fraction in the lemma turns into
νb∏
r=1
−µ∗b + µ
∗
c + r
−µ∗b + µ
∗
c + νb − νc − r
=
νb∏
r=1
µ∗b − µ
∗
c − r
λ∗b − λ
∗
c + r
.
II. Let b, c = p+ 1, . . . ,m, then δa = −δ
′
a and δa+1 = −δ
′
a+1. Hence,
σ
(
vλµ
)
= qνba1q
νc
a+11Y
where Y is an element of the subalgebra of PD (Cm ⊗ Cn) generated by all xdk and ∂dk with
d 6= a, a + 1. Now we apply the Lemma 4.2 with s = νb and t = νc. After substitution
−µ∗b + µ
∗
c − 1 for Ha, the fraction in the lemma turns into
νc∏
r=1
−µ∗b + µ
∗
c + r
−µ∗b + µ
∗
c + νc − νb − r
=
νc∏
r=1
µ∗b − µ
∗
c − r
λ∗b − λ
∗
c + r
.
III. Let b = 1, . . . , p, c = p+ 1, . . . ,m, then δa = δ
′
a and δa+1 = −δ
′
a+1. Hence,
σ
(
vλµ
)
= pνbanq
νc
a+11Y
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where Y is an element of the subalgebra of PD (Cm ⊗ Cn) generated by all xdk and ∂dk with
d 6= a, a + 1. Now we apply the Lemma 4.3 with s = νb and t = νc. When n = 1, after
substitution −µ∗b + µ
∗
c − 1 for Ha, the fraction in the lemma turns into
υ∏
r=1
−µ∗b + µ
∗
c + r − 1
−µ∗b + µ
∗
c + νb + νc − r
=
υ∏
r=1
µ∗b − µ
∗
c − r + 1
λ∗b − λ
∗
c + r − 1
.
Thus, in the three cases considered above the operator
ξˇσaσ : J¯ \ A¯ / I¯µ,δ+ → I¯(σaσ)◦µ, (σaσ)(δ+)
maps the vector vλµ to the image of
σaσ(v
λ
µ) ·
∏
η∈∆σaσ
zη ∈ A¯
in the vector space J¯ \ A¯ / I¯(σaσ)◦µ, (σaσ)(δ+). This observation makes the induction step. 
4.2. Skew-symmetric case
In this subsection we consider only the case of anticommuting variables, hence from now on and
till the end of this subsection we assume θ = −1. Proposition 4.8 below determines the image
of the highest weight vector vλµ of the Y(gln)-module Ep,q(Mµ)
λ
n under the action of the operator
ξˇσ. The proof of the Proposition 4.8 is based on the following three lemmas. Proofs of the first
two of them are similar to the proof of Lemma 5.6 in [KN4]. Proof of the last one is similar to
the proof of Lemma 5.7 in [KN4]. Let s, t = 1, . . . , n, define
fas = pan−s+1 . . . pan and gas = qa1 . . . qas.
Lemma 4.5 For any a = 1, . . . ,m − 1 the operator ξˇa on J¯ \ A¯ maps the image in J¯ \ A¯ of
fasfa+1 t ∈ A¯ to the image in J¯ \ A¯ of the product
fa+1 sfat ·

Ha + s− t+ 1
Ha + 1
if s > t,
1 if s 6 t
plus the images in J¯ \ A¯ of elements of the left ideal in A¯ generated by J¯′ and (3.15).
Lemma 4.6 For any a = 1, . . . ,m − 1 the operator ξˇa on J¯ \ A¯ maps the image in J¯ \ A¯ of
gasga+1 t ∈ A¯ to the image in J¯ \ A¯ of the product
ga+1 sgat ·

Ha + t− s+ 1
Ha + 1
if s < t,
1 if s > t.
plus the images in J¯ \ A¯ of elements of the left ideal in A¯ generated by J¯′ and (3.16).
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Lemma 4.7 For any a = 1, . . . ,m − 1 the operator ξˇa on J¯ \ A¯ maps the image in J¯ \ A¯ of
fasga+1 t ∈ A¯ to the image in J¯ \ A¯ of the product
fa+1 sgat ·

Ha + s+ t− n+ 1
Ha + 1
if s+ t > n,
1 if s+ t 6 n.
plus the images in J¯ \ A¯ of elements of the left ideal in A¯ generated by J¯′ and (3.17).
We keep assuming that the weight µ satisfies the condition (3.13). We also assume that
ν1, . . . , νm ∈ {0, 1, . . . , n}. Set
ν ′a =
{
n− νa if a = 1, . . . , p,
νa if a = p+ 1, . . . ,m.
Let (µ∗1, . . . , µ
∗
m) be the sequence of labels of weight µ + ρ +
n
2 δ
′. For each positive root
η = E∗bb − E
∗
cc ∈ ∆
+ with 1 6 b < c 6 m define a number zη ∈ C by
zη =

λ∗b − λ
∗
c
µ∗b − µ
∗
c
if ν ′b < ν
′
c,
1 otherwise.
Let vλµ denote the image of the vector
p∏
a=1
faνa ·
m∏
a=p+1
gaνa ∈ A¯
in the quotient space J¯ \ A¯/ I¯µ,δ+ .
Proposition 4.8 (i) The vector vλµ does not belong to the zero coset in J¯ \ A¯/ I¯µ,δ+ .
(ii) The vector vλµ is of weight λ under the action of h on J¯ \ A¯/ I¯µ,δ+ and is of highest weight
with respect to the action of Y(gln) on the same quotient space.
(iii) For any σ ∈ Sm the operator (3.24) determined by ξˇσ maps the vector v
λ
µ to the image in
J¯ \ A¯/ I¯σ◦µ,σ(δ+) of σ(v
λ
µ) ∈ A¯ multiplied by
∏
η∈∆σ
zη.
Proof: Part (i) follows directly from the definition of the ideal I¯µ,δ+ . Let us now prove Part (ii).
Subalgebra h acts on the quotient space J¯ \ A¯/ I¯µ,δ+ via left multiplication on A¯. Let symbol ≡
denote the equalities in A¯ modulo the left ideal I¯µ,δ+ . Then we have
Eaav
λ
µ = v
λ
µEaa +
[
ζn(Eaa) , v
λ
µ
]
= vλµ(Eaa ∓ νa) ≡ v
λ
µ (ζn(Eaa) + µa ∓ νa) ≡
≡ vλµ
(
±
n
2
+ µa ∓ νa
)
= λav
λ
µ
where one should choose the upper sign for a = 1, . . . , p and the lower sign for a = p+1, . . . ,m.
Next, Y(gln)-modules J¯ \ A¯/ I¯µ,δ+ and Ep,q(Mµ)n are isomorphic. Recall that Tij(u) acts on
Ep,q(Mµ)n with the help of the comultiplication ∆. Now, Corollary 2.2 and formulas (2.3) imply
that Tij(u)v
λ
µ = 0 for all 1 6 i < j 6 n. Moreover, one can check that
Tii(u)v
λ
µ = v
λ
µ ·
∏
a : ν′a>i
u− µa − ρa + 1
u− µa − ρa
.
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Therefore, vλµ is a highest weight vector with respect to the action of Y(gln) on the quotient
space J¯ \ A¯/ I¯µ,δ+ .
We will prove Part (iii) by induction on the length of a reduced decomposition of σ. If σ is the
identity element of Sm, then the required statement is tautological. Now suppose that for some
σ ∈ Sm the statement of (iii) is true. Take any simple reflection σa ∈ Sm with 1 6 a 6 m− 1
such that σaσ has a longer reduced decomposition in terms of σ1, . . . , σm than σ.
Consider the simple root ηa, corresponding to the reflection σa. Let η = σ
−1(ηa) then
σaσ(η) = σa(ηa) = −ηa /∈ ∆
+.
Thus ∆σaσ = ∆σ ⊔ {η}. Let κ ∈ h
∗ be the weight with the labels determined by (3.20) with
θ = 1. Using the proof of Theorem 3.3, we get the equality of two left ideals of the algebra A,
I¯(σaσ)◦µ, (σaσ)(δ+) = I˜(σaσ)◦κ, (σaσ)(δ+).
Modulo the second of these two ideals the element Ha equals
((σaσ) ◦ κ)(Ha) = (σaσ(κ+ ρ)− ρ)(Ha) = (κ+ ρ)(σ
−1σa(Ha))− ρ(Ha) =
−(κ+ ρ)(σ−1(Ha))− 1 = −(κ+ ρ)(Hη)− 1 = −µ
∗
b + µ
∗
c − 1.
Here Hη = σ
−1(Ha) is the coroot corresponding to the root η, and we use the standard bilinear
form on h∗.
Let us use the statement of (iii) as the induction assumption. Denote δ = σ(δ+). Consider
three cases.
I. Let b, c = 1, . . . , p, then δa = δ
′
a and δa+1 = δ
′
a+1. Hence,
σ
(
vλµ
)
= faνbfa+1 νcY
where Y is an element of the subalgebra of GD (Cm ⊗ Cn) generated by all xdk and ∂dk with
d 6= a, a + 1. Now we apply the Lemma 4.5 with s = νb and t = νc. After substitution
−µ∗b + µ
∗
c − 1 for Ha, the fraction in the lemma turns into
−µ∗b + µ
∗
c + νb − νc
−µ∗b + µ
∗
c
=
λ∗b − λ
∗
c
µ∗b − µ
∗
c
.
II. Let b, c = p+ 1, . . . ,m, then δa = −δ
′
a and δa+1 = −δ
′
a+1. Hence,
σ
(
vλµ
)
= gaνbga+1 νcY
where Y is an element of the subalgebra of GD (Cm ⊗ Cn) generated by all xdk and ∂dk with
d 6= a, a + 1. Now we apply the Lemma 4.6 with s = νb and t = νc. After substitution
−µ∗b + µ
∗
c − 1 for Ha, the fraction in the lemma turns into
−µ∗b + µ
∗
c + νc − νb
−µ∗b + µ
∗
c
=
λ∗b − λ
∗
c
µ∗b − µ
∗
c
.
III. Let b = 1, . . . , p, c = p+ 1, . . . ,m, then δa = δ
′
a and δa+1 = −δ
′
a+1. Hence,
σ
(
vλµ
)
= faνbga+1 νcY
23
where Y is an element of the subalgebra of GD (Cm ⊗ Cn) generated by all xdk and ∂dk with
d 6= a, a + 1. Now we apply the Lemma 4.7 with s = νb and t = νc. When n = 1, after
substitution −µ∗b + µ
∗
c − 1 for Ha, the fraction in the lemma turns into
−µ∗b + µ
∗
c + νb + νc − n
−µ∗b + µ
∗
c
=
λ∗b − λ
∗
c
µ∗b − µ
∗
c
.
Thus, in the three cases considered above the operator
ξˇσaσ : J¯ \ A¯ / I¯µ,δ+ → I¯(σaσ)◦µ, (σaσ)(δ+)
maps the vector vλµ to the image of
σaσ(v
λ
µ) ·
∏
η∈∆σaσ
zη ∈ A¯
in the vector space J¯ \ A¯ / I¯(σaσ)◦µ, (σaσ)(δ+). This observation makes the induction step. 
5. Conjecture
The formula (3.5) yields that for any vector v ∈ J¯ \ A¯ / I¯µ,δ+ the image of v under the operator
ξˇσ is well defined unless (Ha + 1 − r)v = 0 for some integer r. As we have shown in the
previous section Ha acts as −µ
∗
b + µ
∗
c − 1 for some 1 6 b < c 6 m on the target module in
the mapping (3.25). It follows from relations (3.4) that after commuting Ha with v, we will get
v(λ∗b − λ
∗
c + r). Therefore, the operators ξˇσ are well defined unless
λ∗b − λ
∗
c = −1,−2, . . . for some 1 6 b < c 6 m. (5.1)
In the latter case it can be shown that a factor of module (3.26) by the kernel of operator ξˇσ0 is
an irreducible (and non-zero under certain condition on the numbers ν1, . . . , νm) Y(gln)-module,
where σ0 is the longest element of the Weyl group (see [KN5]).
Recall the operator ξ′σ defined right before Theorem 3.5. Now, we state
Conjecture 5.1 Every irreducible finite-dimensional rational module of the Yangian Y(gln)
may be obtained as the factor of the module (3.31) over the kernel of the intertwining operator
ξ′σ0 for some weights µ and λ, with λ satisfying condition (5.1).
Appendix
Let us first prove some properties of the matrix X(u) defined by (1.11).
Proposition A.1 i) The following relation holds:
(u− v) ·X(u)X(v) = X(v) −X(u) ; (A.1)
ii) The elements Xab(u) satisfy the Yangian relation:
(u− v) · [Xab(u),Xcd(v)] = θ(Xcb(u)Xad(v)−Xcb(v)Xad(u)). (A.2)
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Proof: The part i) follows from equality
(u− v) =
(
u+ θE ′
)
−
(
v + θE ′
)
multiplied by X(u) from the left and by X(v) from the right. Let us start the proof of the
part ii) with equality [(
u+ θE ′
)
ef
,
(
v + θE ′
)
gh
]
= δehEfg − δfgEhe.
We multiply the above equality by Xae(u) from the left, by Xfb(u) from the right, and take a
sum over indices e, f :
m∑
e,f=1
(
Xae(u)
(
u+ θE ′
)
ef
(
v + θE ′
)
gh
Xfb(u)−Xae(u)
(
v + θE ′
)
gh
(
u+ θE ′
)
ef
Xfb(u)
)
=
=
m∑
e,f=1
(Xae(u)δehEfgXfb(u)−Xae(u)δfgEheXfb(u)) .
Thus, we get[(
v + θE ′
)
gh
,Xab(u)
]
=
m∑
e,f=1
(Xah(u)EfgXfb(u)−Xae(u)EheXgb(u)) .
Using that
m∑
f=1
EfgXfb(u) = θ (δbg − uXgb(u)) and
m∑
e=1
Xae(u)Ehe = θ (δah − uXah(u)) ,
we obtain [(
v + θE ′
)
gh
,Xab(u)
]
= θ (δbgXah(u)− δahXgb(u)) .
Multiplying the above equation by Xcg(v) from the left, by Xhd(v) from the right, and taking a
sum over indices g, h, we arrive to equality
[Xab(u),Xcd(v)] = θ
m∑
g,h=1
[Xcb(v)Xah(u)Xhd(v)−Xcg(v)Xgb(u)Xad(v)] .
Now using the result of the part i), we get
(u− v) · [Xab(u),Xcd(v)] = θ
(
Xcb(v)
(
Xad(v)−Xad(u)
)
−
(
Xcb(v)−Xcb(u)
)
Xad(v)
)
and the statement of the part ii) follows. 
Proof of Proposition 1.2:
We prove the part i) by direct calculation. During the proof we will write Tij(u) instead of
its image under αm in the algebra U(glm) ⊗ HD (C
m ⊗ Cn). Using relations (1.17), (1.18), we
25
get
(u− v) · [Tij(u), Tkl(v)] =
=
m∑
a,b,c,d=1
(u− v) ·
(
Xab(u)Xcd(v)⊗ (θEˆck,bjEˆai,dl + δbcδjkEˆai,dl − θδabδijEˆck,dl)−
−Xcd(v)Xab(u)⊗ (θEˆck,bjEˆai,dl + δadδilEˆck,bj − θδabδijEˆck,dl)
)
=
=
m∑
a,b,c,d=1
(u− v) ·
(
[Xab(u),Xcd(v)]⊗ θ(Eˆck,bjEˆai,dl − δabδijEˆck,dl)+
+Xab(u)Xcd(v)⊗ δbcδjkEˆai,dl −Xcd(v)Xab(u)⊗ δadδilEˆck,bj
)
.
Next, using relations (A.1) and (A.2), we obtain
(u− v) · [Tij(u), Tkl(v)] =
=
m∑
a,b,c,d=1
((
Xcb(u)Xad(v)−Xcb(v)Xad(u)
)
⊗ (Eˆck,bjEˆai,dl − δabδijEˆck,dl)+
+(u− v) ·
(
Xab(u)Xcd(v)⊗ δbcδjkEˆai,dl −Xcd(v)Xab(u)⊗ δadδilEˆck,bj
))
.
Now, using the definition of the homomorphism αm, we get(
Tkj(u)− δjk
)(
Til(v)− δil
)
−
(
Tkj(v)− δjk
)(
Til(u)− δil
)
−
−δij
m∑
c,d=1
((
X(u)X(v)
)
cd
−
(
X(v)X(u)
)
cd
)
⊗ Eˆck,dl+
+δjk
m∑
a,d=1
(u− v)
(
(X(u)X(v))ad
)
⊗ Eˆai,dl + δil
m∑
b,c=1
(u− v)
(
(X(v)X(u))cb
)
⊗ Eˆck,bj.
It follows from relation (A.1) that X(u)X(v) = X(v)X(u). Therefore, we finish the proof of the
part i) by the following calculations:
(u− v) · [Tij(u), Tkl(v)] = Tkj(u)Til(v)− Tkj(v)Til(u) −
− δjk
(
Til(v)− Til(u)
)
− δil
(
Tkj(u)− Tkj(v)
)
+
+ δjk
(
Til(v)− Til(u)
)
+ δil
(
Tkj(u)− Tkj(v)
)
=
= Tkj(u)Til(v)− Tkj(v)Til(u).
The part ii) is also proved by straightforward verification:[
Ecd ⊗ 1 + 1⊗ ζn(Ecd), Tij(u)
]
=
=
[
Ecd ⊗ 1,
m∑
a,b=1
Xab(u)⊗ Eˆai,bj
]
+
[
1⊗
n∑
k=1
Eˆck,dk,
m∑
a,b=1
Xab(u)⊗ Eˆai,bj
]
=
26
=m∑
a,b=1
(
δbdXac(u)− δacXdb(u)
)
⊗ Eˆai,bj +
n∑
k=1
m∑
a,b=1
(
Xab(u)⊗
(
δadδikEˆck,bj − δbcδjkEˆai,dk
))
=
=
m∑
a=1
Xac(u)⊗ Eˆai,dj −
m∑
b=1
Xdb(u)⊗ Eˆci,bj +
m∑
b=1
Xdb(u)⊗ Eˆci,bj −
m∑
a=1
Xac(u)⊗ Eˆai,dj = 0.
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