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We consider the planar extrudate swell flow of Giesekus and PTT fluids. The separation angle
is denoted by α and takes the values between 129o and 270o.
Local to the exit singularity, a class of self-similar solutions has been identified with stream
function behaviour O(rλ0+1) and polymer stress singularities of O(r−4(1−λ0)/(λ0+5)) for PTT and
O(r−(1−λ0)(3−λ0)/4) for Giesekus, where r is the radial distance from the die wall at the exit. The
lead eigenvalue λ0 is related to α through a transcendental equation and takes values between
1/3 and 1. These behaviours transpire in a core region of the flow set away from both the die
wall and the exiting free-surface of the flow. Within this region the solvent stress dominates
the polymeric stress and the momentum equation reduces to the Stokes flow equation. Using
the method of matched asymptotics, the core region is reconciled with boundary layers at the
stick surface of the die wall and the exiting slip or free-surface of the flow. The analysis benefits
from the representation of the stress in both Cartesian and natural stress formulations, and is
implemented when the Weissenberg number (the dimensionless relaxation time) is O(1). These
results hold for all values of the retardation parameter β ∈ (0, 1], but breakdown in the limit
β → 0.
These theoretical behaviours are numerically verified locally along the streamlines of the flow
and globally through simulations of the full extrudate swell problem. The streamline integration
benefits from representing the stress in a polar coordinate system while a Cartesian system used
for the full numerical solution. For the full numerical simulations, a finite-volume scheme for
planar extrusion is implemented from the rheoTool toolbox in OpenFOAM. The Eulerian free-
surface solver of rheoInterFoam is chosen which tracks the free-surface boundary with a volume
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Rheology is the study of flow and deformation, and suggests that provided the experimental
time-scale is long enough, everything flows. For example, when a solid is subjected to stress for
short experimental time-scales it will deform elastically and return to its original configuration;
applying the same stress for large experimental time-scales, however, will result in the contin-
uous creep of the material. The creep of a solid material can, in some sense, be viewed as a
‘flow’, to which we can now discuss to the viscosity of solids. Itô and Sasajima [1] showed that
the creep viscosities of granite and gabbro have a magnitude of 1020 Pa.s, while Sherman [2]
found that the vicosities of ice creams at low stresses were of the order 108 Pa.s. Therefore,
one can, in a sense, treat a fluid whose viscosity tends towards infinity as a solid; suggesting
the distinction between fluid and solid is not as clear-cut as we would like to think.
The study of rheology surrounds materials with a finite elastic modulus and a measurable
viscosity, bordered by the two mathematical idealisations of a rigid solid and an inviscid fluid.
Under any form of applied stress, a rigid solid will not deform, while the stresses of an inviscid
fluid are only a result of pressure and not the deformation itself. Fluids with zero viscosity,
or inviscid fluids, are often referred to as superfluids, of which exist a very small number of
physical examples [3].
An important class of fluid studied in the field of rheology is the Newtonian fluid. All Newtonian
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fluids have a common property; namely, regardless of deformation rate or length of deformation
time, their viscosities are constant and depend only on the pressure and temperature. When
deformed, they are assumed to lack any form of elastic response and are mathematically de-
termined only by the interaction of viscous forces, inertial forces and surface tension when free
surfaces are present. Any material whose behaviour is not predicted by the Newtonian model
is termed complex or non-Newtonian. Practically, however, there are no real fluids that fall
perfectly into the Newtonian category, each one becoming non-Newtonian at a large enough
deformation rate. These rates are often unrealistically large and suggest that many common
materials such as water and air may be assumed to obey Newtonian behaviour under typical ev-
eryday conditions. Take water, for example, in order for it to exhibit non-Newtonian behaviour
it would have to be sheared at an unattainable 1012s−1 [4].
There are many materials whose flow characteristics, even under typical everyday conditions,
do not comply with the Newtonian postulate of a linear relationship between the shear stress
and shear rate. These non-Newtonian fluids can exhibit interesting characteristics such as
shear-thinning/thickening, where the viscosity decreases/increases with the shear rate, and
even display properties of both an elastic solid and a viscous fluid. The oil, chemical and
food industries are just some of the areas where these fluids are widely seen; examples include
plastics, oils, gels, polymer melts, polymer solutions and adhesives. The models studied in
this thesis apply mainly to polymeric fluids whose behaviour cannot be adequately described
using a Newtonian model. As a polymeric fluid deforms, its long-chain molecules align with the
fluid flow where drag forces then stretch them out provoking an elastic response. This elastic
response is a consequence of the chains wanting to return to their unstressed configuration.
Such complex fluids fall under the viscoelasticity umbrella of rheology, adequately named for
fluids where viscous and elastic properties are both present.
The three primary concepts of rheology are kinematics, conservation laws and constitutive
equations. Kinematics is the science of motion, it describes the changes in the shape of bodies
over time with no reference to the forces which actually cause the motion. The forces which
cause the motion are addressed by the conservation laws and are explained in the next sec-
tion. Finally, constitutive equations serve as the link between the motion and the forces, thus
completing the flow description of a material. In an ideal world, there would be one general
constitutive equation that suffices to model all kinds of viscoelastic fluid behaviour in a variety
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of flow situations. Alas, we do not live in a perfect world, and the ideal of one specific model
capturing the intricate behaviour of all these fluids is no more than that, an ideal. Consequently,
a number of constitutive equations are used to model the stress response of different viscoelas-
tic fluids. There are a substantial amount available, however, this thesis focuses on two: the
Phan-Thien-Tanner (the affine and linear stress function versions) [5] and the Giesekus [6, 7]
equations, both introduced later in this chapter. With regards to the PTT model, the results
presented here do not hold for non-affine deformation versions.
1.1.1 Conservation Laws
At a macroscopic level, fluid flow is represented by specific variables that are continuously
varying functions of space and time, considered ‘continuum fields’. However, referring to a
fluid as being in a continuum is not entirely accurate if one were to consider its behaviour on a
microscopic scale. At this scale, the small molecules of a fluid may exhibit random motion and,
consequently, defy the continuum assumption. Despite this, if the length scales of the flow are
large in comparison to the inter-molecular parting, the random motions can be seen as averages
over volumes. This is, however, subject to the volumes being large in comparison to molecular
scales, but remaining small in contrast to the full macroscopic volume considered; in such an
event, the variables may be regarded as continuum fields to which conservation laws may be
applied.
The continuum fields of interest are the density ρ, velocity v, pressure p and additional stresses
T. The conservation laws that govern these specific measurable properties are the balance of
mass, linear and angular momentum, and the conservation of energy. The balance of mass
states that the mass of the fluid is conserved within the system, whilst the balance of linear
and angular momentum state that the total linear and angular momentum of a closed system
remains constant. The final conservation law, the conservation of energy, states that the total
energy in a closed system must remain constant.
We now note the balance equations related to each conservation law, the reader is referred to




+∇ · (ρv) = 0, (1.1)
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which, for incompressible fluids, reduces to
∇ · v = 0, (1.2)











+ v · ∇, (1.4)
is the material time derivative. The extra-stress tensor is given by
σ = −pI + T, σ = σT , (1.5)
where the conservation of angular momentum establishes the symmetry of σ and, consequently,
T.
Given the considerable pressures required to give density changes for polymeric fluids, we take
the density ρ as constant for the fluids examined in this thesis and adopt the governing equations
for incompressible flow. Since the extra-stress tensor, T, is specific to each fluid, it also contains
unknowns to be found. As such, the conservation equations alone are not sufficient enough to
solve for all of the unknowns of a flow. Additional equations are thus required. The equations
that specify and solve for the unknowns in relation to the extra-stress, T, are the constitutive
equations and are what relate the extra-stress tensor to the velocity gradients.
1.1.2 Constitutive Equations
Newtonian Fluids
In order to derive its constitutive equation, first we need to define what characterises a New-
tonian fluid. A good starting point is to consider its material response in simple shear flow,
shown in Figure 1.1. Newtonian fluids with constant temperature in simple shear have a shear
stress, T12, proportional to the rate of shear, γ̇, and the constant of proportionality between
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Figure 1.1: A viualisation of simple shear flow. Here γ̇ is the shear rate.
the two is its shear viscosity, η. With that being said, defining a Newtonian fluid solely on the
fact it expresses a linear relationship between its shear stress and rate of shear needs a little
refinement. In order to uniquely identify a substance as a Newtonian fluid we must have that,
• The viscosity is independent of the deformation rate;
• The viscosity is independent of time of deformation at a constant deformation rate;
• In simple shear, the normal stress differences are zero;
• The viscosities quantified by different types of deformation, such as simple shear and
uniaxial or biaxial extension shown in Figure 1.2, are proportional to each other.
We now extend and generalise the results outlined in simple shear to account for all types of
deformation. When subjected to stress, the deformation of a Newtonian fluid has a purely
viscous response, irrespective of timescale or deformation rate, which, in tensorial form, we
represent by the constitutive equation
T = 2ηD, (1.6)
where η is the constant viscosity and D = (∇v + (∇v)T )/2 is the deformation rate tensor. As




(∇v + (∇v)T ), v =
u(x, y)
v(x, y)







6 Chapter 1. Introduction
(a) Uni-axial extension (b) Bi-axial extension
Figure 1.2: A diagram illustrating (a) uniaxial extension and (b) biaxial extension of a fluid.
Here ε̇ is the elongation rate.
where u(x, y) and v(x, y) are the components of the vector v and represent the velocities along
the x- and y-axis, respectively. As a second example consider the uniaxial and biaxial flows
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for their velocity gradients, respectively. The third point in the list above alludes to the normal
stress differences which, for reference, are defined for a three-dimensional flow as
N1 = T11 − T22, N2 = T22 − T33. (1.9)
Here, N1 and N2 are the first and second normal stress differences, respectively, and T11, T22
and T33 are the diagonal components of the stress tensor T.
Viscoelastic Fluids
Depending on the time-scale of the applied stress, there are in fact non-Newtonian fluids that
in simple shear exhibit a linear relationship between T12 and γ̇, and hence attain a constant
viscosity over these time-scales. Predominantly over short time-scales, a non-Newtonian mate-
rial undergoing simple shear will display this linear relationship and comply with Newtonian
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(a) Maxwell (b) Kelvin-Voigt
Figure 1.3: A diagram showing the one dimensional (a) Maxwell element and (b) Kelvin-Voigt
element. These represent just two possible spring and dashpot combinations elements which
are used to model viscoelasticity.
behaviour. Now suppose the time-scale of the shearing is long enough, then the viscosities of
the materials may begin to decrease and, as such, present non-linear relationships; this time-
dependent behaviour is termed thixotropy. Alternatively, we may vary the shear rate, as an
example consider an increasing shear rate; the viscosity measured over a specific range of low
shear rates may be constant, but as it surpasses some critical value the viscosity may begin
to decrease. Materials exhibiting this time-independent behaviour are called shear-thinning
fluids, with shear-thickening behaviour attributed to materials whose viscosities increase under
identical circumstances.
Shear-thinning behaviour is generally observed more frequently in engineering practice with
well-known examples including polymer melts and solutions. The PTT and Giesekus are just
two of several constitutive equations used to model such fluids [9]. Shear-thickening behaviour
is a lot less common, however, examples displaying it include thick suspensions and pastes of
kaolin, TiO2 and corn flour in water [10]. In both scenarios, the linear relationship between
the shear stress and shear rate no longer holds, albeit for time-scales or shear rates above some
critical value. This type of behaviour is what classifies a fluid as complex or non-Newtonian.
Complex fluids, therefore, possess more complicated microstructures for which the Newtonian
constitutive relation (1.6) is not ample enough to interpret their response in various deforma-
tions, even at typical everyday conditions. Viscoelastic fluids are a subset of complex fluids,
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whose constitutive equations we now explore. Many materials, such as polymer melts and solu-
tions, soap solutions and gels all exhibit viscoelastic behaviour. The response of a viscoelastic
fluid to deformation is part elastic, part viscous. The term elasticity refers to solid materials,
where the stress is a function of the strain, γ, and the term viscous refers to fluids where the
stress is a function of the strain rate, γ̇.
Describing the behaviour of viscoelastic fluids mathematically is very difficult. Incorporating
their intricate molecular build up into a mathematical equation requires a great deal of care.
A good starting point, however, is to consider mechanical analogues of different combinations
of springs and dash-pots as in Figure 1.3. The springs and dash-pots are used to represent
the blend of elastic and viscous elements, respectively. There are multiple ways of combining
springs and dash-pots to derive viscoelastic equations, but it is best first to consider Maxwell’s
one-dimensional linear model. The model is composed of a dash-pot and a spring in series,
seen in Figure 1.3a. We consider each element individually and evaluate their stress-strain
relationships.
The material response of the spring is described by Hooke’s law
σe = kγe, (1.10)
where σe is the elastic stress, γe the elastic strain and k the spring constant. The dash-pot is
the purely viscous element and satisfies the Newtonian relationship
σv = ηγ̇v, (1.11)
where σv is the viscous stress, γ̇v is the strain rate and η is the viscosity. In this particular
case, the viscous and elastic elements are connected in a series, meaning that the total stress,
σ, exerted on the complete system is applied equally to the spring and the dash-pot. This
establishes equality between the stresses
σ = σe = σv. (1.12)
Given that an elastic material’s response to stress differs to a viscous material, the strain
experienced by the dash-pot and spring will vary. The sum of the individual strains gives the
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total strain of the system
γ = γe + γv. (1.13)
Differentiating with respect to time and using (1.10) and (1.11), along with the equality of the
individual stresses, gives
σ + λpσ̇ = ηγ̇, (1.14)
where λp = η/k is a relaxation time, which is roughly a measure of the span of the memory
of the fluid. We use the relaxation time of a material in certain dimensionless parameters to
help decipher between solid- and fluid-like behaviour. An example being the Deborah number
(De), defined as the ratio between a characteristic relaxation time of a material λp, and the





At low Deborah numbers, the material behaves in a fluid-like manner where viscous terms
dominate; conversely for larger Deborah numbers the material is said to act in a solid-like
manner where elasticity dominates. Values within these two extremes relate to materials which
demonstrate viscoelastic behaviour. This viewpoint suggests that there is fundamentally no
difference between solids and liquids, but rather only an issue concerning the time-scale of the
observation.
Another possible combination of springs and dash-pots includes the Kelvin-Voigt model, shown
in Figure 1.3b. A similar derivation to the linear Maxwell model is used here, but since the
elements are connected in parallel, the total stress is now the sum of the individual stresses,
σ = σe + σv. Due to the parallel positioning of the spring and the dash-pot, when a stress σ is
applied to the system, the spring and dash-pot deform equally. Therefore, the total strain of
the system will be equal to the individual strains in the spring and dash-pot, γ = γe = γv. The
constitutive equation obtained is then
σ = kγ + ηγ̇. (1.16)
Both models are yet to be expressed in the tensorial form of governing equations (1.2) - (1.5).
Asserting that σ be a symmetric tensor field (as in (1.5)) and noting that γ̇ can be represented
by 2D, where D is the symmetric part of ∇v as in (1.7); we can now write both (1.14) and
(1.16) in the desired form. For the Maxwell model, combining its constitutive equation (1.14)






with a similar method used for the derivation of the Kelvin-Voigt model.
1.2 Non-linear Viscoelastic Models
The linear Maxwell model in (1.17) still needs further improvement in order to effectively and
realistically model real fluids. Oldroyd, who set out the axioms that a constitutive equation
must rely upon in his 1950 paper [11], noticed that the linear Maxwell model does not obey
the principle of objectivity. Oldroyd’s work on the formulation of rheological equations of state
was, in some sense, ahead of its time and not entirely welcomed by other mathematicians at
the time. It was not until Noll in his 1955 [12] and 1958 [13] papers, with no reference to
Oldroyd’s original work, placed these ideas into an axiomatic form that they were fully utilised.
The general rules that all constitutive equations must obey are noted in detail in [8, 9, 14].
We begin by introducing the principle of local action; this principle states that the stress at
a material point, X, in the body should depend solely on the physical state of an arbitrarily
small neighbourhood of itself. The state of the material distant from X should have no direct
effect on the stress at X. Secondly, we have the principle of determinism which states that
the stresses of a material point at time t should depend only on its history and not its future.
Together, these two assert that the stress at a material point X(t) is determined by the history
of an arbitrarily small neighbourhood of X.
The final principle, the principle of material objectivity, originates from the physical consid-
eration that the behaviour of a material should not depend on the motion of the observer.
Consider a change of reference frame (or observer)
x̃ = c(t) + Q(t)x, (1.18)
where c is a spatial translation and the orthogonal tensor Q represents a rotation. If a physical
quantity is invariant under the transformation (1.18) then it is said to be objective.
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• A scalar φ is invariant under a change of frame (1.18) when φ̃ = φ;
• a vector v is invariant under a change of frame (1.18) when ṽ = Qv;
• a tensor T is invariant under the change of frame (1.18) when T̃ = QTQT .
The principle of material objectivity asserts that constitutive equations must transform ob-
jectively under a change of frame (1.18). Therefore, two observers in different orthonormal
coordinate systems will observe the deformation of a material differently, yet will measure the
same stress in their respective systems. Simply put, the stress of a material that has undergone
rotation followed by deformation should duplicate the stress of the material calculated without
the rotation; and if the material is deformed and then rotated then the resulting stress tensor
rotates with the material. The reader is directed to chapter 2 of [14] for a more detailed expla-
nation. All linear constitutive models violate this final principle apart from Newtonian fluids,
suggesting an extension to the linear Maxwell model is required. One approach is to alter the
time derivative term in (1.17) to ascertain the required invariance.
















(∇v − (∇v)T ) (1.21)
and ζ is a scaling parameter such that −1 ≤ ζ ≤ 1. Three commonly used convected derivatives























The symbols 5, 4 and ◦ represent the upper-convected, lower-convected and corrotational
derivatives, respectively. Numerous Maxwell models have been derived using the derivative
term in (1.19). The case ζ = 1 gives the most common form, the Upper Convected Maxwell




T = 2ηD, (1.23)
ζ = −1 gives the Lower Convected Maxwell (LCM) model
T + λp
4
T = 2ηD, (1.24)
and ζ = 0 gives the Corrotational Maxwell (COM) model
T + λp
◦
T = 2ηD. (1.25)
Replacing the time derivative term in (1.17) with the Gordon-Schowalter convected derivative
in (1.19) gives the more general Johnson-Segalman model [16]. Of all the various Maxwell
models, the UCM model is the most popular of the Maxwell models and is, in fact, a direct
simplification of many other models described later. One reason for its popularity may be the
fact its derivation is possible from both a continuum mechanics perspective and kinetic/mi-
crostructure theory. The reader is referred to section 2.4 of [14] for a detailed derivation of
the UCM model through microstructure theory. The UCM model has proven very useful in
testing computational schemes, see chapter 8 of [9]. It has also been subject to much theoretical
work; however, it does have its limitations when describing polymer melts. Some of the main
drawbacks include its lack of capability in describing shear-thinning fluids and overpredict-
ing stresses at significant deformation rates [9, 14, 17]. It does, however, serve as an adequate
starting point when investigating more intricate non-linear models.
The Oldroyd-B Model
The UCM model considers only polymer contributed stresses, but it is often the case that
a Newtonian solvent is also present. When the polymer stress from the UCM model and a
Newtonian solvent stress are combined with linear superposition, one derives the Oldroyd-
B model [11]. Generally, the extra-stress tensor T is decomposed into two components; a
Newtonian solvent contribution Ts, satisfying (1.6), and a polymeric contribution Tp, satisfying
(1.23), where
T = Ts + Tp. (1.26)
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where ηs is the solvent viscosity, ηp the polymer viscosity and D the deformation rate tensor.
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after removing Tp from the constitutive equation using Tp = T − 2ηsD, λR = ηsλp/η and
introducing the total viscosity η = ηs + ηp.
The Oldroyd-B model is just one of many constitutive equations that are used to model complex
fluids. It does, however, inherit the issues of the UCM model but is often used to represent
simple viscoelastic fluids such as Boger fluids; these possess a constant viscosity but exhibit
large normal-stress effects [18,19].
In steady simple shear the Oldroyd-B model predicts a constant viscosity, and its first and
second normal stress differences, see (1.9), satisfy
N1 = 2η(λp − λR)γ̇2, N2 = 0. (1.30)










(1− 2λpε̇)(1 + λpε̇)
, (1.32)
in uniaxial extension (see Figure 1.2a). The viscosity diverges at an elongation rate ε̇ = 1/2λp,
see Figure 1.7, and is negative at elongation rates slightly large than this. These negative
viscosity values at finite elongational rates are unphysical and highlight just some of the issues
associated with the Oldroyd-B model. Phan-Thien has explored these issues in a series of
problems in [8].
Identifying constitutive equations solely from a continuum perspective does, therefore, have
limitations on the accuracy and usefulness of the material description. Typically, the viscoelastic
effects of a polymer arise because of its molecular structure. Consequently, in order to gain a
better insight into their behaviours, their microstructures must be investigated.
Constitutive models from microstructure theories
There are a large amount of other constitutive equations that improve the accuracy of the
aforementioned Maxwell and Oldroyd models, albeit at the expense of simplicity. The paper [20]
compiles a vast list of commonly used viscoelastic constitutive equations. Initially, constitutive
models were derived from a continuum mechanics perspective as can be seen in Oldroyd and
Taylor’s paper [21], and the above derivation of the Maxwell models. More recently, given the
fact that the microstructure of a fluid can be seen to have a significant effect at macroscopic
level, constitutive equations have been derived through studying fluids on a microscopic scale.
This microscopic approach is termed kinetic theory and lies somewhere between continuum
mechanics and atomistic modelling. After postulating a model for the microstructure, the key
forces are interpreted along with their interaction with the flow, whereby, after appropriate
averaging, the macroscopic consequences are investigated. The advantage here is that the
resulting constitutive equations should now be relevant to the material concerned.
The key is suggesting an appropriate microstructure model; on the whole, there are three
(section 2.4 of [14]) basic approaches:
• Dilute solution theories: Here the polymer molecules are treated individually with
each molecule modelled as a chain of beads and springs or beads and rods. The dilute
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Figure 1.4: An elastic dumbbell model where two beads are connected by an elastic spring, and
R = r2 − r2 is the end-to-end vector.
solution molecules do not interact with each other; the only interaction results from
hydrodynamic drag exerted on the beads by the surrounding fluid. The UCM model is
derived in this way with a good explanation in section 2.4 of [14], with an even more
thorough analysis of dilute solution theories found in chapter 7 of [8] and chapter 5 of [9].
An example of a molecule consisting of two beads and a spring is shown in Figure 1.4;
• Network theories: This type of theory was originally used to model materials such as
solid rubber but has found its way into the study of fluids. The polymer is treated as a
network of springs that are linked at junction points. For solid rubber, the junction points
are permanent, whereas for liquid materials the junction points are temporary, forming
and decaying following certain statistical laws. The interaction between the polymer
molecule and the flow results from the motion of the junctions. One model originally
derived using network theories is the PTT model [5]. An example of the Yamamoto-
Lodge network theory model can be seen in Figure 1.5;
• Reptation theories: These lay somewhere between the previous two examples. The
polymer molecules are treated individually as in dilute solution theories; however, the
motion of the polymer molecule is constrained laterally by a ”tube”. The tube represents
the other molecules in the surrounding local neighbourhood of the individual molecule.
The molecule diffuses through the ”tube” by reptation, which is a snake-like motion of
the molecule. These concepts were brought to rheology by de Gennes [22] and Doi and
Edwards [23]. Since then these tube-like models have become a major part of polymer
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Figure 1.5: A schematic diagram of a Yamamoto-Lodge network. A network of molecules are
connected by network chains with temporary junction points. h is the end-to-end vector.
rheology, with new constitutive models continuing to appear based on this theory. A Doi
Edwards tube can be seen in Figure 1.6.
Despite Oldroyd deriving the Oldroyd-B constitutive equation from a continuum mechanics
perspective, it has also been derived from microstructure theory, specifically, the dumbbell
model where a Hookean spring connects a pair of spheres. Given the fact that no two polymer
chains interact, the forces acting on the system causing the end-to-end vector R to grow are the
drag force on the beads from the solvent fluid, and Brownian motion originating from collisions
between the solvent molecules and the polymer chain. Resisting these forces is the restoring
force of the spring. Equations containing a mixture of macroscopic (drag) and microscopic
(Brownian motion) level forces are called Langevin equations. In fact, out of the constitutive
equations originating from continuum mechanics, it is the only one that can be derived ne-
glecting any closure approximation from kinetic theory when the dumbbell model in Figure 1.4
is used to represent the macro-molecule, see [24, 25] for a detailed explanation. As mentioned
previously, one of the major drawbacks is its infinite extensional stress measurements at finite
extensional rates in elongational flow [9]. This is due to the linear dumbbell model being able to
be stretched infinitely. This issue is corrected by restricting the maximum length achievable by
the dumbbell. Models that have been derived using this method include Chilcott Rallison [26],
FENE-P [27] [28], FENE-L [29], FENE-LS [30] and, importantly, the Giesekus model [6]. An-
other model that corrects the issues mentioned above involved with the Oldroyd-B model is
the network theory derived PTT model. Both the PTT and Giesekus model seek to correct
these issues by adding additional non-linearities; the Giesekus model adds a term proportional
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Figure 1.6: A visual representation of a Doi-Edwards tube. The reptating molecule is sur-
rounded by a high concentration of other molecules which is modeled as a caging tube. The
diffusion and rearrangement of molecules is mainly associated with reptation- snakelike defor-
mations of each chain.
to (Tp)2, while the linear PTT model adds a term proportional to tr (Tp)Tp.
Reptation theory has recently produced constitutive models such as the extended Pom-Pom
(XPP) [31]. Tanner has since revisited the PTT model in an attempt to better its rheological
performance; combining the network theory of the PTT model with the reptation theory of
the XPP model, he produced the adequately named PTT-X model [32]. In fact, the PTT and
Giesekus models can be written as a specific case of the XPP equations (for a single-mode) and
are shown in [31]. The XPP, for a single-mode, is written as
5
Tp +fgs(T
p,D) + λ−1(Tp)Tp = 2GD (1.33)
where G = ηp/λp is the shear modulus or rigidity and λ
−1 is a function of stress invariants.
The UCM model is recovered if fgs = 0 and λ = λpI; the Giesekus model is recovered when









where αmob is the standard Giesekus model parameter; and we get the PTT constitutive equa-
tions when
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where ε is the PTT model parameter. Setting ξ = 0 recoveres the desired PTT models with
affine motion. In the Giesekus model, αmob determines the magnitude of anisotropic drag, while
in the PTT model, ε regulates the speed that the effective polymeric viscosity and the relaxation
time decrease with the stress. The inclusion of quadratic stress terms model both. As noted
by Bird et. al. [33] and Schleiniger [34], a realistic choice for αmob should lie in the range of
(0, 0.5). Values for ε at the upper end of the range [0, 1] would also typically be considered
unrealistically large, with values around ε = 0.25 usually chosen in the linear PTT model for
polymer melts [9, 35].
One of the noteworthy differences between network and tube theory is that the creation and
destruction of junction points in a network is, on the most part, governed empirically, whereas
reptation theory takes a more straightforward approach from the molecular state of a material
[36]. Also of note here is that the equations in [31] only consider a polymeric stress contribution;
the models analysed later in this thesis are, in fact, inclusive of a solvent stress fraction. As
such, we now finalise the equations for PTT and Giesekus fluids with the inclusion of a solvent
stress contribution.
1.2.1 The PTT and Giesekus Model
The PTT and Giesekus model will be the main focus of this thesis and, in fact, only differ
from an Oldroyd-B fluid through the inclusion of quadratic stress terms. We are interested
in the PTT model with affine motion; thus, we require ξ = 0 in (1.35) which reduces the
Gordon-Schowalter derivative in (1.33) to the upper convected stress derivative. Both models
overcome many of the problems the UCM and Oldroyd-B models inherit and are also successful
in capturing shear-thinning effects. Giesekus is the more shear-thinning fluid of the two [14]. In
shear flow, both models attain a non-zero first normal stress difference, but only the Giesekus
model attains a non-zero, and negative, second normal stress difference. In elongational flow,
both models now overcome the unbounded growth of the extensional viscosity at finite elonga-
tional rates; its value, for both models, also limits towards a constant for sizeable elongational
flow rates. Both constitutive equations provide reasonable fits when comparing to experimental
data. Tanner has compiled a table listing their performance, as well as many other models, for
various flows in [9].
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Figure 1.7: A plot of the extensional viscosity for the Oldroyd-B, PTT and Giesekus models.
The results shown use ηs = ηp = 1, λp = 2 and λR = 1. The vertical line represents ε̇ = 1/2λp
where there is unbounded growth for the Oldroyd-B fluid.
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(1.36)
with polymeric stress equations
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where the model parameters ε ≥ 0, 0 ≤ αmob ≤ 1. The Oldroyd-B model is recovered when
ε = α = 0. With regards to the PTT model, both the exponential [37] and linear [5] models are
seen more widely in literature, the former being proposed a year after the latter. There is little
literature on the quadratic form, but is, for example, analysed for channel flow in [38] where a
20 Chapter 1. Introduction
(a) (b)
Figure 1.8: A plot of (a) the shear stress T12 and (b) the first normal stress difference N1 for
a varying shear rate γ̇. The results shown use ε = αmob = 0.25, ηs = ηp = 1, λp = 2 and
λR = 1. Both PTT and Giesekus present shear-thinning behaviour while Oldroyd-B has a
linear relationship.
cubic model is also introduced. Of the three PTT constitutive equations, we adopt the linear
stress function version in (1.38).
In [39], the extrudate swell phenomenon was investigated for a high-molecular-weight high-
density polyethylene resin (HDPE). Multi-mode versions of the exponential PTT and Giesekus





Each extra-stress tensor Tpi at a relaxation mode i ∈ {1, 2, ...6} satisfies its respective consti-
tutive equation in (1.37) with model parameters λpi, ηpi, αmobi and εi. Single-mode models
tend not to predict both linear and non-linear properties of polymer solutions [40, 41], how-
ever, multi-mode differential models have proven good candidates for a realistic simulation of
industrial flows of polymer melts [42–44] and polymer solutions [45–48].
The high-molecular-weight HDPE was rheologically characterised and experimental data used
to fit the parameters of each constitutive equation. The three types of test used to fit these
parameters were small-amplitude oscillatory shear (SAOS) (see section 4.1.1 of [10]), start up
of steady shear and uniaxial extension. The Maxwell relaxation spectrum is obtained from
studying the material in SAOS, with the remaining model parameters found from fitting the
constitutive equations simultaneously to the start-up of steady shear and uniaxial elongational
data. For more detail on the procedure of fitting the PTT and Giesekus model parameters we
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direct the reader to [42,49].
The numerical simulations displayed that both constitutive equations somewhat under-predict
the experimental measurements, but represent the rheological data well. The relaxation spec-
trum for the HDPE resin at 200oc and the corresponding parameter values for the PTT and
Giesekus model are shown in Table 1.1.
Relaxation Spectrum (200oc) PTT Model Parameters
Mode ηi (Pa s) λi (s) εi
1 336.66 0.0009 8.29
2 1395.33 0.0075 1.88
3 5473.37 0.0548 9.42
4 13400.3 0.403 0.21
5 36232.6 2.99 6.57
6 155795 30.78 0.23
Relaxation Spectrum (200oc) Giesekus Model Parameters
Mode ηi (Pa s) λi (s) αmobi
1 348.90 0.0009 0.01
2 1371.21 0.0075 0.39
3 5484.34 0.055 0.48
4 15264.5 0.403 0.45
5 37988.7 2.99 0.35
6 154673 30.78 0.40
Table 1.1: Table showing the relaxation spectrum of a high-molecular-weight HDPE at 200oc
along with the parameter values of exponential PTT and Giesekus fluids.
Non-dimensionalisation
We non-dimensionalise equations (1.36)–(1.37) using
x = Lx̄, t =
L
U














where L and U are the characteristic length and flow speed, respectively, and η = ηs + ηp is the











= −∇̄p̄+ ∇̄ · T̄, ∇̄ · v̄ = 0,
T̄ = βT̄s + (1− β) T̄p, T̄s = 2D̄,
(1.41)
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with polymer stress equations














The dimensionless parameters Re (Reynolds number), Wi (Weissenberg number) and retarda-











The Weissenberg number is a comparison of elastic to viscous forces, while the Reynolds number
is a comparison of inertial to viscous terms in the momentum equation. Representing the solvent
stress explicitly in the momentum equation gives an alternative form to (1.41) as










= −∇̄p̄+ β∇̄2v̄ + (1− β) ∇̄ · T̄p, (1.44)
with the polymer stress equations as previously stated. Both (1.41) & (1.44) are used in the
following work, for which we have taken all variables to be non-dimensional.
1.3 Extrudate Swell
1.3.1 Introduction
As well as being a characteristic phenomenon seen in Newtonian fluid flow, extrudate swell is
also an important feature of the non-linearity present in non-Newtonian fluid flow. It takes
place in the extrusion of fluids that are forced through a die and into air. After leaving the
die, the liquid stream generally attains its greatest cross-sectional area a few die-diameters
downstream of the exit. The most common measure of the swelling behaviour is given as the
ratio or percentage change in the extrudate diameter De to the die diameter 2h. The extrudate
diameter of viscoelastic liquids can be three times bigger than the die diameter [50–52], whereas
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Figure 1.9: Here is an example of extrudate swell flow with the fluid flowing from right to left.
Incoming Poiseuille flow upstream and shear-free plug flow downstream. At the exit of the die
the fluid extrudate diameter is larger than that of the die. The change in boundary conditions
from the die wall to the free-surface cause mathematical singularities.
for Newtonian fluids it tends to only swell about 13% in the low Reynolds number limit.
Newtonian jets tend to expand for low Reynolds numbers Re < 16, contract for Re > 16 with
the ratio monotonically decreasing to
√
3/2 ≈ 0.866 until Re ≈ 150, after which the value
becomes insensitive to change [53–57].
There are many contributing factors to the final swelling ratio of a fluid; the normal stresses
resulting from the shearing flow within the die being one of them. Take, for instance, a polymer
melt being extruded through a die; the shearing motion aligns the polymer chains with the flow
which generates tension along the streamlines, these are the normal stresses. As the viscoelastic
fluid exits the die, the tension is relieved, whereby the chains attempt to restitute themselves
in the axial direction. Given the incompressibility of the fluid, this forces the fluid to swell in
the radial direction. For capillary extrudate swell, Tanner [58] proposed a simple rule based on
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where N1 and T12 are the first normal stress difference and the shear stress evaluated at the
wall.
Mathematically, it is common practice to neglect downstream influences, such as gravity, in
order for the stream to maintain a constant cross-section after its initial expansion [58, 59].
Upstream conditions, however, can strongly affect the swelling ratio; notably, when the die
length falls below a certain multiple of its exit diameter. In such conditions, the fluid flow does
not reach its fully developed form upon exiting the die. Consequently, the exit dynamics are
strongly dependent on the inlet conditions. Once the length-to-width ratio of the die surpasses
a critical value, the flow dynamics become independent of the inlet conditions upon leaving.
Therefore, in our discussion of the extrudate swell phenomenon, it is convenient to consider an
infinite jet with no downstream influences.
1.3.2 Motivation
Fully understanding the extrudate swell phenomenon is a vital problem in industry since many
processes contain the extrusion of viscoelastic fluids, especially polymer processing [9]. Other
applications include pipe and profile extrusion [60] seen in the production of rods, pipes and
sheets. The two stand-out characteristics are the swelling of the jet as it leaves the die and a
stress singularity forming at the trijunction of two immiscible fluids and a solid which represents
a three-phase contact line problem at the die edge. Several authors [61–64] state that a good
understanding of the extrudate swell phenomenon requires knowledge of the singularity.
Since precise polymer processing requires an adequate description of flow, the extrusion process
is of technical interest both extrinsically and intrinsically, and remains a challenging problem
both analytically and numerically. Not only does it require a suitable and accurate flow descrip-
tion, but the stress singularity present at the die exit makes numerical analysis difficult [65].
Nonetheless, the upcoming analysis provides an accurate prediction for the stresses local to the
singularity, which may be implemented in numerical schemes to ease computational cost. This
has been demonstrated already in the work of Georgiou et al. [66,67] and Elliotis et al. [68] for
Newtonian viscous fluids, and Phillips and Davies [69] for the singular behaviour of Poisson’s
equation near a re-entrant corner. With regards to viscoelastic fluids, limited success has been
found in understanding the singularity. The work of Salamon et al. [70] relaxed the no-slip
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condition at the die wall in the stick-slip flow of an Oldroyd-B fluid. They were able to derive
logarithmic behaviour for the stress with a wall-slip condition but is lost as the slip condition is
reduced. Consequently, this provides no relevant information on the singularity with a no-slip
wall condition.
Determining the singularity will, therefore, help to understand the analytical behaviour of the
model equations, help predict the swelling ratio, and improve the convergence and precision
of numerical schemes. A two-dimensional steady planar flow is now considered, which has a
direct application to rectangular and axisymmetric systems that are the basis for most numerical
schemes.
1.3.3 Problem Statement
The geometry for planar extrudate swell is illustrated in Figure 1.10. With reference to (1.40),
we take the characteristic length scale L as the die channel half-width h and the characteristic
velocity U as the average inlet velocity Ū . We are interested in solving the governing equations
for PTT and Giesekus fluids local to the die exit. Hence, we consider the local coordinate
system 0 < r < ∞ and 0 ≤ θ ≤ α. Here r is the radial distance from the die exit, with θ = 0
representing the no-slip die wall, termed the stick surface, and θ = α the free or slip surface.
Both polar, (r, θ), and Cartesian, (x, y), coordinates are centred at the exit on the lower die
wall; however, the Cartesian coordinates are subject to change. Analysis at the stick surface
adopts the system as is shown in Figure 1.10, with the x-axis taken along the die wall and the
y-axis aligned with θ = π/2. The free-surface analysis however takes the x-axis aligned along
θ = α− π and the y-axis along θ = α− π/2.
As boundary conditions, we apply a no-slip condition at the die wall, with zero shear stress
and no normal velocity on the free-surface. Finally, the separation angle is taken to lie in the
range 129π/180 < α < 3π/2 or, equivalently, 129o < α < 270o. In the case α = π, we get the
stick-slip problem which results in a slight change in the scaling of the pressure variable at the
die wall. This flow situation has been solved by Evans for both constitutive models in [71,72].
The reason behind the omission of the angle α = 3π/2 is explained in chapter 3.
We begin the mathematical analysis in chapter 3 by finding the dominant balance and ac-
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Figure 1.10: A figure illustrating extrudate swell flow near the singularity. Both Cartesian and
polar coordinate systems are shown with the fluid flowing from right to left. On the die wall
there are no-slip and zero normal velocity boundary conditions. The free-surface requires zero
shear stress and zero normal velocity.
companying solutions that hold in the core or stretching region. This region is defined as the
neighbourhood close to the die exit, but away from both stick and slip surfaces.
1.4 Literature Review
The main problem addressed in this thesis is the extrudate swell of fluids, which despite being
studied extensively both experimentally and numerically, is still not fully understood [58,73–79].
Fully comprehending its mechanism is of particular interest to numerous polymer processing
applications such as blow moulding, film blowing, profile extrusion and fibre spinning [9, 80].
Aside from the fluid swelling as it exits the die, another associated feature is the presence
of a stress singularity at the contact point between the die wall and free-surface of the fluid,
which transpires as a result of a sudden change in boundary conditions, and as noted by
several authors, its characterisation plays a vital part in fully understanding this phenomenon
[61,63,64,81].
Approaches to answer the extrudate swell problem fall into two main categories, analytical and
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numerical. With regards to Newtonian fluids, the early numerical work was very successful. The
low Reynolds number limit is explored in [82–85]; Chang, Patten and Finlayson [86] calculated
the swelling ratios for Reynolds numbers up to 24; whilst Omodei [87, 88] managed to reach
numbers as high as 1000. These solutions in the high and low Reynolds number limit were
predominantly finite-element and agreed well with experiments for Newtonian jets [82,83], but
failed to agree qualitatively with non-Newtonian fluids.
Most of the work concerning viscoelastic free-surface flows utilise a finite-element method to
solve the various cases [89–94]. One of the main challenges associated with numerical simula-
tions of extrudate swell is the treatment of the fluid free-surface, and is indeed the case for the
majority of free-surface flows. Accurately locating the free-surface is generally done using either
fixed or moving grid methods. Fixed grid methods use an Eulerian description to record the
interface; possible methods include the volume of fluid (VOF) method [20], level set method [95]
and the marker and cell (MAC) method [96], all of which reconstruct the interface using numer-
ical schemes. Each method either depicts the free surfaces explicitly via additional geometric
objects or implicitly by an additional field variable. These methods can handle sharp interface
and large deformation issues well, although the position of the free-surface is sometimes not
precise. The arbitrary-Lagrangian-Eulerian (ALE) scheme [97] is an example of a moving grid
method. Methods of this kind explicitly track the position of the interface by computational
grids, which generally achieve more precise results for the interface position, however in cases of
large deformation the mesh quality can be diminished [98]. Both methods have their shortcom-
ings and advantages; however, one significant benefit associated with Eulerian methods is that
it avoids the computational time/cost of remeshing and moving meshes required in Lagrangian
schemes [99].
Crochet and Keunings developed a Lagrangian finite-element scheme in [85], they managed to
reach elasticity numbers (Weissenberg/Deborah) of Wi = 0.75 and Wi = 0.67 with a UCM fluid
in extrudate swell for slit and circular dies, respectively. The edges of the mesh corresponded
to the position of the free surfaces, which used a conformal mapping of the deformed mesh.
They subsequently advanced their work in [100] with a particular emphasis on mesh refine-
ment, which also includes simulation results of an Oldroyd-B fluid. With the newly refined
mesh, the limiting values increase to Wi = 1.25 for the UCM model in slit flows, and Wi = 4.5
for Oldroyd-B. Bush et al. [101] used a similar technique to simulate Maxwell fluids in both
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planar and axisymmetric extrusion flow; adopting both finite-element and boundary-integral
methods, they were constrained to similar limiting elasticity numbers to Crochet and Keunings
but which improved marginally with mesh refinement. Subsequently, Bush [102] undertook a
comprehensive investigation into the swelling behaviour of Oldroyd-B circular free jets, high-
lighting the impact of polymer concentration on the swell ratio for elasticity numbers up to Wi
= 5. The elasticity numbers that Bush achieved in [102] were doubled by Clermont and Nor-
mandin [103] after employing an integral form for the same model while using an alternative
stream tube method, where the stream function and pressure variables are used to describe
the flow. Similar Lagrangian approaches have been used to solve the extrudate swell problem
for several viscoelastic fluids with both differential and integral type constitutive equations
in [101, 103–109]. Various Lagrangian techniques are also seen in the literature include auto-
matic adaptive remeshing [110,111] (designed to aid non-Newtonian free-surface flows exhibiting
large deformations), ALE [98,112] and mesh-free smoothed particle hydrodynamics [113–115].
Regarding Eulerian methods, an explicit front-tracking MAC method proposed by Tomé et
al. [116] was used to simulate the extrudate swell of generalised Newtonian models [117, 118],
Oldroyd-B, Phan-Thien–Tanner, Giesekus, Pom-Pom and KBKZ type viscoelastic models [92,
116–122]. The numerical simulations performed later in this thesis use a VOF method available
with the open-source computational fluid dynamics (CFD) package OpenFOAM (Open Source
Field Operation and Manipulation) [123]. The VOF methodology in OpenFOAM follows the
free-surface implicitly through a colour function; several authors have used this technique to
simulate many viscoelastic free-surface flows successfully using Oldroyd-B, FENE-CR, Giesekus
and PTT models [20,124,125]. Habla et al [126] and Pimenta & Alves [127] have subsequently
extended the viscoelastic fluid flow solver available in the OpenFOAM toolbox [20]. As a result,
both papers record an improvement in the stability of differential-type constitutive equations.
Habla et al. [126] initially adjusted the solver to strengthen the coupling between the poly-
meric stress and velocity, increasing its robustness further with the implementation of a log-
conformation approach in [128]. The log-conformation proves essential in reaching larger Weis-
senberg values while maintaining the positive-definiteness of the conformation tensor. Habla et
al. did not make the code available to the public; however, Pimenta and Alves [127] adopted a
log-conformation methodology similar to Habla et al. [128] and Afonso et al. [129], only with
additional modifications applied to the pressure- and stress-velocity coupling, and is available
with the rheoTool [130] toolbox. Consequently, the stability of the solver improved, and its com-
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putational speed increased. Comminal et al. [124] tested its performance against an in-house
code and demonstrated good matching between the results of the two numerical schemes, and
qualitative agreement with results in literature.
The integral balance of mass and momentum is another approach used in an attempt to solve
the extrudate swell problem; it was first used by Harmon [53] to predict the final diameter
of Newtonian jets at high Reynolds numbers. Subsequent alterations were made by many
authors in an effort to predict the final diameter of Newtonian jets [54, 59, 131, 132] and non-
Newtonian jets [54,132–139] at low Reynolds numbers. A major flaw, however, came under the
assumption of fully-developed viscometric flow enduring up to the die exit; as well as erroneous
assumptions made about the pressure distribution at that point [137, 138]. As a result, the
theoretical estimates fail to agree quantitatively with experimental data and is particularly
obvious in the low Reynolds number regime. Boger and Denn [138] explored the connection
between the normal stress and exit flow measurements, highlighting the main drawbacks of this
technique concerning viscoelastic fluids without apt information on the exit velocity profiles.
The number of analytical solutions to the extrudate swell problem remains small. We begin
with the solutions to the linearised version of extrudate swell, termed the ‘stick-slip’ scenario.
This situation arises in the large surface tension limit where, locally, the free-surface remains a
direct linear continuation of the die wall. Richardson [81] solved the case of planar Stokes flow
using a Weiner-Hopf technique, with the strength of the singularity later corrected by Tanner
& Huang [140]. Michael [141] discovered that, in the case of no surface curvature (a planar
free-surface), the angle forming between a planar free-surface of a viscous liquid and a planar
solid boundary must be 180o; Richardson [59] and Huilgol & Tanner [142] later misused the
same methodology on the extrudate swell problem. With regards to the more comprehensive
extrudate swell problem, Sturges [143] corrected the eigenfunction expansion initially attempted
by Zidan [144], whose method, along with the Weiner-Hopf technique, was later employed by
Trogdon & Joseph [145] for the round jet in the axisymmetric stick-slip case. Sturges [143] also
extended the approach of Richardson [81] to simple fluids described by Rivlin-Ericksen tensors;
Coleman [146] also used the same technique to describe second-order fluids. Finally, back in
1970, Tanner [58] introduced a semi-analytical rule for capillary extrudate swell based on a
simple analysis using an elastic-fluid theory in long dies. He later revisited his work, extending
it to various constitutive equations including PTT type models in [64].
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The analytical work used in the following chapters originates from the early re-entrant corner
work of Renardy [147] and Hinch [148], and is most closely related to the stick-slip work of
Evans [71, 72]. The work of Sturges [149] also plays a major role in attaining the stream
function representation local to the singularity. Consequently, we note significant results from
other models and geometries, as well as highlighting its importance to the analysis of the
extrudate swell singularity.
Renardy [147] initially investigated the 270o re-entrant corner flow of a UCM fluid with the
incorrect assumption of a Newtonian velocity field. Despite the incorrect velocity field, his work
allowed for many important features of re-entrant corner flow to be distinguished. Renardy
found that in the core region, close to the corner but away from the stick surfaces of the corner
walls, the upper convected stress derivative is the dominant term in the constitutive equation.
The dominant balance in the core region thus gave rise to a stretching solution, namely
Tp = λ(ψ)vvT , (1.46)
where λ(ψ) is constant along streamlines. At the stick walls the flow is governed largely by
simple shear, resulting in viscometric stress behaviour. The core stretching solution, however,
did not recover the expected viscometric form at the stick walls and hence the presence of
boundary layers was also evident and found to be of thickness θ ∼ r1−λ0 . In the core region,
the Newtonian stream function behaves as ψ ∼ r1+λ0 and the polymeric stress as Tp ∼ r−0.74,
where r is the radial distance away from the corner. Here the eigenvalue λ0 = 0.5445, and
was found by Dean and Montagnon [150] for a Newtonian fluid in the 270o re-entrant corner
case. Another issue of note was large spurious stresses near the downstream wall caused by
computational errors. To remedy this, Hinch [148] constructed a similarity solution for an
Oldroyd-B fluid around a 270o re-entrant corner. He too found that the upper convected stress
derivative term governs the polymer stress equations in the core region, with the polymeric
stress also dominating in this region (suggesting the analysis is essentially that of a UCM fluid).
Hinch found that in the core/outer region the polymeric stress behaves as Tp ∼ r− 23 and the
stream function as ψ ∼ r 149 . However, he could not match the stream function behaviour of the
core region to the viscometric behaviour, ψ ∼ θ2, expected at the upstream wall. Alternatively
he found a stream function of the form ψ ∼ θ 79 . Matching to the upstream boundary layer
was done by Renardy in [151] who successfully matched Hinch’s outer solution to the correct
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viscometric behaviour upstream, and also gives an alternative, more succinct, derivation of
the core solution. The core region behaviour is as Hinch noted, only here Renardy revealed
the correct viscometric stream function behaviour at the upstream wall of ψ ∼ r 53 θ2, with an
upstream boundary layer of thickness θ ∼ r 13 .
Rallison and Hinch eventually completed the matching of the core behaviour to both upstream
and downstream boundary layers in [152] through the introduction of a natural stress basis.
Renardy first proposed the use of a natural stress basis in aiding with the downstream boundary
layer issues in [153] but had already been implemented numerically before that by Keiller [154],
albeit a slightly different form to that of Renardy and Hinch [147, 148]. Dupont et al. [155]
also utilised the idea of aligning variables with the streamlines to aid the numerical simulations
of viscoelastic fluid of the integral type. Expressing the stress tensor in this so-called ‘natural
stress’ basis aligned the stress along streamlines and constructed three new stress components,
λ, µ and ν, that differ greatly in magnitude. The key feature of using the natural stress basis for
an Oldroyd-B/UCM fluid is that the ‘dangerous’ third mode, ν, is decoupled from the other two
stress components, and the downstream instability associated with it avoided [153]. Aligning
the stress components along streamlines in this way proves vital in our following analysis.
The re-entrant corner analysis of an Oldroyd-B fluid displays the dominance of the polymeric
stress and is therefore analogous to a UCM fluid [148, 152, 156]. Giesekus and PTT fluids are
only slight extensions of the Oldroyd-B model with the inclusion of a quadratic stress term
and, as such, we expect the upper convected stress term to dominate still, and is in fact shown
by Renardy in [157]. However, in the presence of a solvent viscosity, the key difference between
these two and the Oldroyd-B fluid is that in the core region the solvent stress now dominates,
and therefore the core flow is taken to be locally Newtonian. This simplifies the analysis
considerably. The same simplification is seen to hold in extrudate swell flow. Renardy in his
1996 paper [158] analysed the re-entrant corner flow of the PTT model with a solvent viscosity
and found that, for the 270o case in the core region, the polymeric stress behaves as Tp ∼ r−0.329,
which is indeed less singular than the solvent stress behaviour Ts ∼ r−0.5. The boundary layer
was found to be of size θ ∼ r
1−λ0
3 where λ0 = 0.5445 is the Newtonian value found by Dean
and Montagnon noted earlier, and is a lot less sharp than that of the UCM/Oldroyd-B. Evans
compliments these results in his 2010 paper [159] using the method of matched asymptotics,
with the analysis performed in both Cartesian and natural stress variables. Evans has also
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addressed the problem of the Giesekus fluid similarly in his 2009 paper [160]. In 270o re-
entrant corner flow the Giesekus fluid is seen to have core region behaviours Tp ∼ r−0.2796,
Ts ∼ r−0.5 and boundary layers of thickness θ ∼ r1.151.
The matching techniques and methods used in re-entrant corner flow prove crucial in tackling
the extrudate swell problem. Further analysis utilised is the high Weissenberg number limit
work of Hagen & Renardy in [157, 161]. Despite no distinct geometry chosen other than flow
near solid boundaries, the resulting equations are similar. In high Weissenberg number flow,
the upper convected derivatives dominate the PTT and Giesekus constitutive equations away
from the solid boundaries. The PTT model is briefly analysed in [157], where a second possible
balance between the quadratic stress term and convected derivative is deemed incorrect. Em-
ploying a natural stress basis, Renardy concludes that the quadratic stress term must not be
of the same order as the upper convected stress derivative. A similar analysis also proves this
is the case for the Giesekus model. As such, the work shows that the upper convected stress
term dominates both the Giesekus and PTT model in the high Weissenberg number limit away
from the solid boundaries. Near the walls, however, viscometric stress behaviour is recovered
in elastic boundary layers. The resulting elastic boundary layer equations are the same as the
stick boundary layer equations that occur near the die exit in Weissenberg order one flows.
The key difference between the re-entrant corner work and that of extrudate swell is the presence
of a fluid free-surface upon exiting the die. In this respect, we adopt the stream function
solution given by Sturges in [149]. Concerning the analysis conducted in this thesis, the first
steps in tackling the extrudate swell problem have been done by Evans [71,72], where using the
method of matched asymptotics, has investigated the benchmark planar stick-slip problem for
both PTT and Giesekus fluids. The free-surface in stick-slip flow is fixed as a smooth, linear,
continuation of the die wall with the swelling effect omitted. This analysis, in some respects,
may be regarded as an initial step in interpreting the more general extrudate swell problem.
In both papers, Evans showed that local to the die exit the upper convected stress derivative
term dominates, and in the presence of a solvent viscosity the solvent stress also dominates
resulting in a locally Newtonian core flow. The core region here is the neighbourhood close
to the die exit, where there is a sudden change from stick (die wall) to slip (free-surface)
boundary conditions, but away from the die wall and free-surface. The presence of polymer
stress boundary layers is again apparent in both models as the core behaviour does not attain
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the viscometric stresses required at the die wall, and the normal polymer stress component in
the radial direction is seen to grow unboundedly as the free-surface is approached. The stick
boundary layer thickness estimates are θ ∼ r 76 for PTT, and θ ∼ r 54 for Giesekus. The slip
surface boundary layer thickness estimates are θ ∼ r 2320 for PTT, and θ ∼ r 1714 for Giesekus. The
polymer stress is seen to behave as Tp ∼ r− 411 and Tp ∼ r− 516 for the PTT and Giesekus fluids
respectively, where r is the radial distance away from the die exit. The assumed Newtonian
velocity field in the core once again gives solvent stress behaviour as Ts ∼ r− 12 .
Evans showed, for both constitutive equations, that matching the core solution to the stick
surface viscometric region was indeed possible using Cartesian analysis; however, additional
terms are needed in the core expansion to match to the slip surface behaviour successfully.
The slip surface issues are overcome when the polymer stress equations are transformed into
natural stress variables, thus highlighting the significance of aligning the stress tensors with
the streamlines of the flow. The gratifying aspect of using the natural stress formulation is
that the solutions in each of the asymptotic regions may be connected at leading order. More
recently, Evans et al. [162] used streamline integration to compliment the previous stick-slip
asymptotic results for PTT and Giesekus fluids [71, 72]. The Oldroyd-B stress singularity is
also characterised with the incorrect assumption of a Newtonian velocity field, allowing a brief
insight into the behaviour of an Oldroyd fluid near the exit singularity.
1.5 Outline of Thesis
Chapter 1 has given a basic introduction to rheology and the extrudate swell phenomenon. It
discusses the derivation of many viscoelastic models, including the PTT and Giesekus models,
and also includes a literature review. The non-dimensionalised governing equations are also
noted and are the equations we wish to investigate in extrudate swell flow. Chapter 2 con-
tains the preliminary analysis and includes the appropriate model behaviours applicable to the
analysis in the following chapters. It begins with the classification of type, followed by the com-
ponent form of the governing equations for steady planar flow in Cartesian, polar and natural
stress bases. All three forms are used extensively in the succeeding chapters. The chapter ends
with the model behaviours in steady simple shear and steady elongational flows. Here their
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relevant behaviours in both flow types are deduced which play a vital role at the stick and slip
surfaces near the extrudate swell singularity.
Chapter 3 considers the extrudate swell flow of PTT and Giesekus fluids with model parameters
κ = O(1), Wi = O(1) and 0 < β ≤ 1. The equations are analysed using the method of matched
asymptotic expansions. Here we show the asymptotic structure contains three regions, a core
region set away from the die wall and free-surface, with boundary layers then present at both the
wall and free-surface. Self-similar solutions are identified in both boundary layers and used to
construct solutions. The wall or stick boundary layer equations are solved numerically, while ex-
act solutions exist for the free-surface or slip boundary equations. To complement the matched
asymptotic results, in chapter 4 we analyse the constitutive equations along streamlines, which
conveniently reduced to a system of ordinary differential equations (ODEs). These equations
are then solved numerically which, in turn, verifies the model behaviours and accuracy of the
matched asymptotic results.
In chapter 5 we provide evidence that the theoretical behaviours found in chapter 3 are obtained
by numerical simulations on the full extrudate swell problem. A finite-volume numerical scheme
for planar extrusion is used from the rheoTool toolbox [130] in OpenFOAM [123]. Here we
have implemented the dimensional time-dependent equations in a Cartesian formulation from
chapter 1, for which we also derive their equivalent natural stress form. The results from
chapter 3 are verified for parameter values Wi = 1, 5, κ = 0.25 and β = 1/9, 0.5.
Finally, in chapter 6, we present an overview of the results, including possible extensions and
open questions presented by this work.
Chapter 2
Preliminary Analysis
This chapter introduces the governing equations and some of the mathematical groundwork
used in chapters 3–5. We focus on the PTT and Giesekus constitutive models, beginning with
the classification of both equations in section 2.1. In section 2.2, we present the governing
equations in three different bases, namely, Cartesian, polar and natural stress. The chapter
then ends with their behaviours in steady elongational flows and simple steady shear, from
which their viscometric forms are deduced in addition to certain parameter limits.
2.1 Classification of Type
In this section we look at classifying the problem statement. Although the main focus of the
work here is to solve specific problems of viscoelastic fluid flow, the classification of type is
useful to obtain information on the potential existence of solutions and well-posedness of prob-
lems. The fundamental definitions underlying the classification of partial differential equations
(PDEs) are given in chapter 2 of [163] and chapter 9 of [14]. A more extensive investigation
on the change of type for viscoelastic fluids is performed in [164,165]. The reader is referred to
these papers for a more comprehensive discussion.
One method of classifying equations involves the use of discontinuous derivatives seen in [14,
164, 165]. This method looks for characteristic surfaces across which the system vector, say
q, is continuous with bounded jumps of the first derivatives. This method can be applied
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to constitutive models involving higher-order terms such as the Oldroyd-B model; the system
must first be re-written as a first-order system by representing the components of the velocity
gradient as additional variables. An alternative method, however, is to study the stability of
short waves. This is the method implemented here to classify the PTT and Giesekus models.
It is also implemented in [166, 167] for the UCM model and [25] for Oldroyd-B. Succinctly,
the method is to determine the symbol of the differential operator, compute its determinant
and examine its principal part. Extending the work to the Oldroyd-B model is possible since
the inclusion of a solvent viscosity is seen to increase the order of the system, but does not
drastically alter the results. Given that the Giesekus and PTT model only extends the Oldroyd-
B model with a non-linear stress term, it is to be expected that their classification will return
the same result as the Oldroyd-B.
When classifying the governing equations (1.41)–(1.42), it is essential to utilise their component
form and, given steady flow conditions, neglect any time derivative terms. In addition, the
model parameters are set to ε = αmob = κ, and are kept this way throughout the thesis. Taking
































































and polymer stress equations
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2 + (T p12)
2, Giesekus.
(2.7)













+ Sq = 0 (2.8)










22 represent the polymeric stress components. The normal stress components are T
p
11
and T p22, and the shear component is T
p
12. All of the matrices in (2.8) are identical for the two
models, apart from S. They are given by
A1 =

0 1 0 0 0 0
1 Reu 0 −(1− β) 0 0
0 0 Reu 0 −(1− β) 0
0 −2WiT p11 − 2 0 Wiu 0 0
0 0 −WiT p11 − 1 0 Wiu 0





0 0 1 0 0 0
0 Rev 0 0 −(1− β) 0
1 0 Rev 0 0 −(1− β)
0 −2WiT p12 0 Wiv 0 0
0 −WiT p22 − 1 0 0 Wiv 0
0 0 −2WiT p22 − 2 0 0 Wiv

, (2.10)
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B1 = B2 =

0 0 0 0 0 0
0 −β 0 0 0 0
0 0 −β 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0

, (2.11)




0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 0 0
0 0 0 0 1 0





0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 0 0 0
0 0 0 1 + Wi κT p11 Wi κT
p
12 0
0 0 0 0 1 + Wi κ(T p11 + T
p
22) 0






Since we have no time dependence in our governing equations we consider a plane wave solution
of (2.8) travelling in the ξ-direction of the form
q = q0e
iξ·x, (2.13)
where ξ = ξ1ex+ξ2ey is a wave vector and ex and ey are the unit vectors in the x and y-direction,





wave solution here differs to that in [166] in that the wave frequency has been neglected. This
is a consequence of the model equations being studied in steady flow.
With reference to [166], the symbol of the differential operator in (2.8) is the response of the
system to a solution of the form (2.13). Therefore, we take the symbol P (q, iξ) of the system
(2.8) as
P (q, iξ) = i(ξ1A1 + ξ2A2 − i(S− ξ21B1 − ξ22B2)), (2.14)
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x, iξ1, iξ2,−ξ21 ,−ξ22
)
. (2.15)
The requirement that detP (q, iξ) = 0 leads to the polynomial equation
(ξ21 + ξ
2
2) (Wi (v · ξ)− i[κ])
2 [(1− β)ξT (Wi Tp + I)ξ][
+iβ(ξ21 + ξ
2
2) (Wi (v · ξ)− i[κ])− Re (v · ξ) (Wi (v · ξ)− i[κ])
]
= 0, (2.16)
for the PTT model where [κ] = 1 +κWi (T p11 +T
p
22). The resulting polynomial for the Giesekus
equation is far more complicated and is not given for simplicity, however the two have identical
principal parts. The principal parts of the polynomials are the terms of highest degree with




2Wi3(v · ξ)3. (2.17)
The real characteristics are affiliated with the zeros of this expression, and satisfy
(v · ξ)3 = 0. (2.18)
We note that (2.17) is identical to the principal part of an Oldroyd-B fluid, which has been
shown to be of mixed elliptic and hyperbolic nature for steady flows [25]. The key now is to
examine the factors that make up the principal part and identify the differential operators to
which they relate.
With reference to [25,164,166,167], we note that:
• The elliptic factor (ξ21 + ξ22), relating to the Laplace operator, appears twice - once from
the divergence of the velocity field and pressure gradient, and secondly from the solvent
viscosity. The part associated with the former is always elliptic, regardless of whether
the flow is steady or unsteady. The part associated with the solvent viscosity may also
be related to the principal part of the symbol of the equation for vorticity, which for
unsteady flows is parabolic. For steady flows considered here, the factor remains elliptic.
• The factor v ·ξ has multiplicity three, indicating that the streamlines of the flow are triply
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characteristic. The existence of real characteristics suggests the system is also hyperbolic
in nature. It is noted in [25] that this contribution to the principal part is not strictly
hyperbolic since these real characteristics have multiplicity three, however for practical
purposes, the solutions do behave as if the system were hyperbolic.
These results suggest that the governing equations for both the PTT and Giesekus models
in steady flow are of mixed elliptic-hyperbolic nature. The focal point here, however, is that
streamlines are triply characteristic, suggesting that three pieces of information are being prop-
agated along them. This supports the idea that aligning the stress tensor with the streamlines
of the flow should be a ‘natural’ choice, and is described in more detail in the next section.
2.2 Governing Equations
The non-dimensionalised governing equations for linear PTT and Giesekus fluids are noted in
(1.41)–(1.42). Since the bulk of the mathematical analysis completed in this thesis is applied
only to steady flows, we remove the time-dependent terms to get
∇ · v = 0, Re (v · ∇)v = −∇p+∇ ·T, T = βTs + (1− β)Tp. (2.19)
The solvent stresses remain unchanged and satisfy
Ts = 2D, (2.20)
with polymer stresses conforming to
Tp+
5







D is the deformation rate tensor given in (1.7) and
5
T the upper convected derivative in (1.22)
with the time derivative term omitted.
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Both of the model parameters, α and ε, in (1.42) have been set to be κ for simplicity. We have
also set the Weissenberg number to unity, without loss of generality, since it may be removed









, x = Wi
1




These scalings break down in the limits of Wi → +∞ and Wi → 0+, as such, we fix its value
in the following work as a positive O(1) constant. Henceforth, we refer to (2.19)–(2.21) as the
governing equations, unless stated otherwise.
Useful to our discussion are three different stress bases; namely a Cartesian, polar and natural
stress basis. The component form of each is noted shortly. Renardy proposed the use of a
natural stress basis for application in the re-entrant corner singularity problem for a UCM
fluid in [153]. Quite simply, a natural stress basis aligns the stress tensor with streamlines,
with the basis being spanned by the velocity field and its orthogonal component. We find
that the classification of the extrudate swell singularity also benefits from using this alternative
formulation.
2.2.1 Cartesian Stress Basis Equations




 = ui + vj, (2.24)
where i and j are the unit basis vectors in the direction of positive x and y, respectively. The
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for steady planar flow, where






The solvent stresses take the form
T s11 = 2
∂u
∂x










with polymer stress equations
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2, Giesekus.
(2.33)






where ψ is the stream function for the flow. Expressing the velocity field v in this way au-
tomatically guarantees that the incompressibility condition in (2.25) is satisfied. Governing
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2.2.2 Polar Stress Basis Equations




 = urer + uθeθ, (2.41)
where ur is the radial component and uθ is the angular component of the velocity. Here er and
eθ are the unit basis vectors pointing in the direction of increasing r and θ, respectively. The












and the momentum equations for two-dimensional steady planar flow satisfy
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The solvent stresses are written as
T srr = 2
∂ur
∂r




















with polymer stress equations













































































































2 + (T prθ)
2, Giesekus.
(2.50)
The velocity components in (2.41) may also be represented as partial derivatives of the scalar






Governing equations (2.43)–(2.49) may be re-written in terms of the stream function, however,
they are not noted here since they are not required in the following work.
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Figure 2.1: A visual representation of the velocity field v, the vector w, and the natural stress
variables along a streamline.
2.2.3 Natural Stress Basis Equations
In the subsequent chapters we demonstrate the importance of implementing a natural stress
basis when analysing the free-surface boundary layer. Its involvement allows for the solutions
to be successfully matched between each of the asymptotic regions and, in turn, complete
the mathematical classification of the singularity. Its importance has also been highlighted
in problems concerning high Weissenberg number limits [157], re-entrant corner singularities
[147,152,153,159,168,169] and stick-slip singularities [71,72].
We may express both Cartesian and polar stress bases in a natural stress formulation. To begin,





















which is orthogonal to v and satisfies ‖v×w‖ = 1. The velocity field v is as previously defined
in (2.24) and (2.41) for Cartesian and polar coordinate systems, respectively. We align the
polymer stresses with streamlines via the transformation




+ νwwT , (2.53)
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where λ, µ and ν are the natural stress variables. Here, λ and ν represent the normal stresses
along and perpendicular to the streamline, whilst µ represents the shear stress.
We note the relationship between the Cartesian and natural stress basis in component form as






























T p22 for T
p
θθ. We can now transform polymer stress equations (2.30)–(2.21) and (2.47)–(2.49)
into the natural stress variables using the relationship in (2.53). The equations satisfy




µ+ (v · ∇)µ+ ν(∇ ·w) + κgµ = 0,
ν + (v · ∇)ν + κgν = ‖v‖2,
(2.55)

















λ‖v‖2 − 2 + ν
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λ‖v‖2 − 2 + ν‖v‖2
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and v · ∇ is as defined previously in (2.28) and (2.45) for Cartesian and polar coordinate
systems, respectively. The momentum equations in (2.26)–(2.27) and (2.43)–(2.44) can also
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be transformed into natural stress variables; however, we need only reference the constitutive
equations (2.55) in the forthcoming analysis and, as such, their form is not noted.
2.3 Simple Flow Types
There are several flows that may be considered to uncover some of the basic properties of
viscoelastic fluids. Here we are interested in the behaviour of PTT and Giesekus fluids during
steady simple shear and elongational flows. Originating from simple shear is the basic concept
of viscosity, defined as the ratio between the shear rate and the shear stress. As touched upon
in section 1.1.2, it is constant for Newtonian fluids but can be seen to vary with the shear
rate for non-Newtonian fluids. There are, of course, other representations of viscosity such
as the extensional viscosity noted in (1.31). As such, we note that for the extrudate swell
work in the forthcoming chapters it is referred to as the shear-rate dependent viscosity. For an
in-depth explanation of the behaviour of PTT and Giesekus fluids in simple steady shear and
elongational flow we direct the reader to chapter 3 of [14].
2.3.1 Simple Shear Flow
Near solid boundaries, such as a die wall, we expect simple shear flow to dominate. Subse-
quently, examining the material response in simple shear allows for the dominant terms in
each constitutive equation to be derived, and gain useful information on what terms should be
retained in their respective boundary layer equations.
For simple steady shear flow in a two-dimensional Cartesian coordinate system, the velocity
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Some quantities of interest are the shear rate γ̇ = ∂u
∂y
, the shear stress T12 and from these, the
shear viscosity η = T12/γ̇. When a Newtonian fluid is subject to simple shear, it resists the
shearing motion through a frictional force called viscosity. For polymeric fluids, the shearing
flow forces the polymer chains to align with the flow direction which creates a tension force
along streamlines, generating shear normal stresses. For Newtonian fluids both normal-stress
differences N1 and N2 are zero; however, both PTT and Giesekus fluids attain a non-zero first
normal stress difference N1, with only Giesekus achieving a non-zero (and negative) second
normal stress difference N2. Non-equal normal stresses are responsible for much interesting
non-Newtonian behaviour, including extrudate swell. Tanner [58] proposed a simple function,
dependent on N1, that elegantly describes capillary extrudate swell, while Phan-Thien sum-
marised many more of these unusual behaviours in chapter 2.2 of [8].
Viscometric Behaviour
The main use of simple shear flow behaviour is that flow near the die wall in the geometry
considered later should satisfy a similar behaviour. The stream function should vanish like
ψ = O(y2) as y → 0, where y is a Cartesian coordinate away from the wall. This stream
function behaviour guarantees both no slip and no normal velocity conditions on the wall
boundary, the resulting stresses are then termed viscometric behaviour. Therefore, examining
the governing equations in simple shear flow should help determine the dominant terms in the
governing equations for flow near the die wall. The velocity field of a two-dimensional Cartesian





where the stream function representation for a Cartesian velocity field in (2.34) suggests that
in simple shear the stream function takes the form
ψ ∼ 1
2
γ̇y2 as y → 0+, (2.61)
where y is the Cartesian coordinate away from the stick surface wall. The scalar stream function
(2.61) ensures that the no slip and no normal velocity boundary conditions are satisfied on the
stick surface. The uniform flow in the x-direction indicates that the stresses are all strict
functions of y, implying we take Tij = Tij(y) for i, j = {1, 2}. The governing stress equations
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(a) (b)
Figure 2.2: A plot of the physical and unphysical solutions of (a) (2.64) and (b) (2.65) with
κ = 0.25.
come from substituting the stream function behaviour (2.61) and enforcing strict y-dependence
of the stress tensor in (2.37)-(2.40). The solvent stress equations now satisfy




22 = 0 (2.62)
with polymer stress equations








22 + κg22 = 0. (2.63)
After some simplification, the viscometric behaviour of a PTT fluid may be re-written as
T p12 + 2κ(T
p
12)
3 = γ̇, T p11 = 2(T
p
12)
2, T p22 = 0, (2.64)
with the simplification for the Giesekus fluid somewhat more complicated, and is noted as
T p11 =
γ̇(1 + T p22)
κT p12




, γ̇ = 2κT p12
1 + (2κ− 1)φ(T p12)
(2κ− 1 + φ(T p12))
2 , T22 =
1
2κ
(−1 + φ(T p12)) ,
(2.65)
where φ(T p12) =
√
1− 4κ2(T p12)2. For the Giesekus behaviour, we find that there are no solutions
for γ̇ if |T p12| > 1/2κ, suggesting there is a limiting value for the shear stress.
These viscometric behaviours take different forms depending on the shear rate γ̇. In extrudate
swell flow, we expect large shear rates at small radial distances from the die exit, and, as such,
we are interested in the behaviours of (2.63) and (2.65) in regions of high shear, |γ̇|  1. Within
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these regions the viscometric behaviours simplify further; we note the PTT behaviour as
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Noteworthy for the Giesekus fluid is that a real solution only exists if 0 < κ ≤ 1, for larger
values the solutions cease to exist. Therefore, the Giesekus expressions above are only true in
regions where |γ̇|  1 for 0 < κ ≤ 1 and O(1). Consequently, for continuity, we restrict the
parameter values in both models to 0 < κ ≤ 1. We also note that Wi = O(1) and that these
limits do not necessarily hold in their large and small parameter limits.
The viscometric behaviour in terms of the natural stress variables is deduced either from ex-
amining equations (2.55), or by substituting the relationship (2.53) into (2.63). We note the




, µ+ 2κµ3 = γ̇, ν = γ̇2y2, (2.69)
and for Giesekus
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These behaviours once again simplify when |γ̇|  1; in natural stress variables, we find that















, ν ∼ γ̇2y2, (2.72)




















with a as noted in (2.68). Both models attain unbounded values for λ at the boundary y = 0.
Going forward, behaviours (2.66)–(2.67) in a Cartesian basis and (2.72)–(2.73) in a natural
stress basis are expected to be relevant for the extrudate swell flow of chapter 3.
2.3.2 Steady Elongational Flows
In polymer processes such as extrusion die flows, the primary mode of deformation is elonga-
tional. Where shear flows include non-zero off-diagonal components in the deformation rate and
stress tensors, elongational flows are shear free flows and have zero off-diagonal components.
The off-diagonal components are called the ‘shear components’, while the diagonal components
are called the normal stresses and work perpendicularly to a surface. Regarding extrudate swell
flow, we expect elongational flow to dominate once the fluid exits the die. Large elongational
rates are anticipated at small radial distances from the die exit, therefore, examining the con-
stitutive equations in such regions allows for the dominant terms to be derived. These will play
a crucial part in the slip surface boundary layer equations.
We will examine three types of elongational flow, namely, uniaxial, biaxial and planar extension.
Their velocity fields satisfy
Uniaxial elongational flow, v = (ε̇x,−ε̇y/2,−ε̇z/2),
Planar elongational flow, v = (ε̇x,−ε̇y, 0)
Biaxial elongational flow, v = (ε̇x/2,−ε̇y, ε̇z/2),
(2.74)
which, in steady flow, have a constant elongational rate ε̇. Uniaxial and biaxial extension have
already been introduced in section 1.1.2, however, we now examine the constitutive equations
during such flows. Uniaxial elongation is the most common shear free flow and is often called
simple extension. It is an axisymmetric flow where ε̇ is positive and stretch occurs in the direc-
tion of the axis of symmetry. Biaxial elongation is another axisymmetric flow with compression
along the axis of symmetry and stretching in the radial direction. Planar elongational flow, on
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Figure 2.3: Illustration of the elongational viscosity (in uniaxial flow) of the PTT and Giesekus
models for different κ.
the other hand, has one zero velocity component and can be thought of as stretching a rectangle
out.
We begin with the investigation of the model behaviours in uniaxial extension. The velocity
components are non-zero in all directions for all points not on the coordinate axes. Even in
steady flows, it is thus more complicated than shear flow given the position dependency of all
three velocity components. The deformation rate tensor for uniaxial extension is noted in (1.8)
from which we get the following behaviour for the solvent stress components
T s11 = 2ε̇, T
s
12 = 0, T
s
22 = −ε̇, (2.75)









11 = 2ε̇, T
p










22 = −ε̇, (2.76)
and the Giesekus polymer stress components












2 = −ε̇, (2.77)
where we have used that T p22 = T
p
33. As a fluid exits a die we expect large extensional rates,
ε̇ 1. For these values equations (2.76)–(2.77) simplify further; the polymer stress components
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now satisfy
− 2ε̇T p11 + κ(T
p
11)
2 = 0, T p12 = 0, ε̇(T
p





















for κ = O(1). For reference, we also note the polymer stress behaviours for large elongational
































Both models overcome the issues involved with the Oldroyd-B model. Take, for instance, uni-
axial extension, it is well known that the Oldroyd-B model can achieve negative and, therefore,
unphysical viscosities at small elongational rates. The extensional viscosities ηE of both models,






+ 3 > 0, (2.82)
as shown in Figure 2.3.
It is worth noting that there are in fact other possible behaviours for the normal stresses of
(2.76) and (2.77) in elongational flow, however these are deemed unphysical. For a physical
solution in (2.76) we require −1/3 ≤ T p22 ≤ 0, and similarly for (2.77) we require −1 ≤ T P22 ≤ 0.
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The following work focuses on the problem surrounding the extrudate swell flow of PTT and
Giesekus fluids when both the Weissenberg number Wi, and the model parameter κ, are taken
to be O(1). A general introduction to the problem and much of the preliminary analysis that
the forthcoming chapter heavily relies on is given in chapters 1 and 2. A brief introduction
and the motivation behind the study of this benchmark problem has been given in section 1.3,
followed by a more specific problem statement in section 1.3.3. To orientate the reader, the key
features and coordinate systems of the geometry have been outlined in Figure 1.10, see section
1.3.3.
In section 3.1 we investigate the governing equations that were outlined in section 2.2. They
are solved for the core or stretching region of the flow which provides the fundamental results
on which the following asymptotic work is based. Given the level of difficulty associated with
the problem, analysis of each model is done separately - the equations in a Cartesian basis
are analysed first and are shortly followed by their natural stress equivalent. The linear PTT
model is investigated in section 3.2, with Giesekus following in section 3.3.
The analytical work for PTT and Giesekus fluids using a Cartesian basis is completed in sections
3.2.1 and 3.3.1, respectively. Here we find the asymptotic structures and dominant balances in
each region, with the boundary layer problem correctly defined and its framework assembled.
Immediately following the Cartesian work for each model is their natural stress equivalent; the
analysis is found in sections 3.2.2 and 3.3.2 for the PTT and Giesekus model, respectively. It
builds on the foundations set with a Cartesian basis and subsequently completes the boundary
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layer description. The analysis of both formulations follows similar mathematical frameworks;
it begins with the investigation of the core region, set away from the stick and slip surfaces,
and follows with the matching process into each boundary layer.
Self-similar solutions are recognised and used to establish solutions in both boundary layer
regions. The stick boundary equations are solved numerically, with details on the numerical
scheme noted in section 3.4.1. The slip surface equations are solved analytically and have
an exact solution; however, particular constants cannot be quantified using only a Cartesian
basis. These constants are calculated afterwards using a natural stress basis which subsequently
completes the slip boundary layer description. Given the relative difficulty involved with the
matched asymptotics, figures are placed throughout summarising the dominant balances in
each region, and orders of magnitude of the stresses.
Finally, the numerical results are presented in section 3.4.
3.1 The Core Solution
The core, or stretching region, is taken to be within a small neighbourhood of the die exit,
suggesting we take radial distance r  1. Additionally, to ensure the core region is not
inclusive of the wall and slip surface, we restrict the polar angle by 0 < θ < α. The stick-slip
work of Evans in [71,72] demonstrates that in the core region the solvent stress dominates over
the polymeric stress. We utilise this as an a priori assumption in the planar extrudate swell
problem and it is, in fact, shown to be the case for both PTT and Giesekus fluids local to the
die exit. Therefore, we take
(1− β)Tp  βTs as r → 0, (3.1)
with both solvent and polymeric stresses possessing singular behaviour in this region. As a
result, the dominant balance for the stress in the core region is
T ∼ βTs, (3.2)
3.1. The Core Solution 57
suggesting the fluid flow is locally Newtonian. Substituting the balance (3.2) into the momen-
tum equation in (2.19) gives
0 = −∇p+ β∇2v, (3.3)
which represents Stokes equation for an incompressible fluid. The inertia term in (3.3) has been
suppressed since it is shown a posteriori to be uniformly subdominant in all three asymptotic
regions. The locally prescribed Newtonian velocity field greatly simplifies the stream function
derivation in the core region. Also relevant to the boundary layer analysis are the quadratic
stress terms in (2.21), therefore we restrict the parameter range to κ > 0 and 0 < β ≤ 1. It is
worth noting that the subsequent analysis does not hold in the absence of a solvent viscosity. In
its absence the core solution demands a great deal of care, which we expect to involve analysis
similar to the re-entrant corner work of Evans and Sibley in [170].
We now introduce the stream function representation for a two-dimensional polar velocity field.










where ψ is the standard stream function. Substituting (3.4) into the Stokes equation (3.3) and
taking its curl results in the biharmonic equation
∇4ψ = 0, (3.5)
which has well known separable solutions, see [141,149,171], of the form
ψ = C0r
λ0+1f0(θ), (3.6)







0 + (λ0 − 1)2f0 = 0, (3.7)
having been substituted into (3.5). The general solution to (3.7) is given by
f0(θ) = A cos((λ0 + 1)θ) +B sin((λ0 + 1)θ) + C cos((λ0 − 1)θ) +D sin((λ0 − 1)θ). (3.8)
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In order to solve for the unknown constants in (3.8) adequate boundary conditions must be set.
As noted previously, the die wall is subject to a no-slip condition, while on the free-surface of
the jet we require zero shear stress and a zero normal component of the velocity. The boundary
conditions are therefore
Die wall: v = 0,
Free-surface: v · n = 0, Tnt = 0,
(3.9)
where n is the outward facing unit normal to the free-surface, and Tnt the shear stress. Another
condition required at the free-surface is that the jump in normal stress be balanced by surface
tension




where pa is the external atmospheric pressure, K the mean curvature of the jet boundary and
Ca = ηU/σ is the capillary number where σ is the surface tension. As discussed by Sturges [149],
this condition is not imposed, but rather used to determine the curvature of the free-surface
once ψ has been found. As surface tension only enters the normal stress condition, its effect
thus enters indirectly on the singularity by influencing the resulting separation angle.






0 (α) = 0.
(3.11)





(sin(λ0θ) sin(θ)−Bα [sin(λ0θ) cos(θ)− λ0 cos(λ0θ) sin(θ)]) , (3.12)
where an arbitrary normalising constant f
′′
0 (0) = 2 has been chosen. The constant Bα satisfies
Bα =
sin(λ0α) sin(α)
sin(λ0α) cos(α)− λ0 cos(λ0α) sin(α)
, (3.13)
which vanishes for the separation angle α = π. The constant C0 is determined globally by
flow away from the die exit, with its sign determining flow direction. In this particular case we
require C0 < 0 such that the flow is from right to left in the negative x-direction in Figure 1.10.
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Figure 3.1: Relationship between separation angle α and smallest eigenvalue λ0.
The constant Bα, dependent on the separation angle, has a singular value for α = 3π/2 which
results in the breakdown of the stream function solution (3.12). This is the consequent reason
behind the omission of α = 3π/2 from the parameter domain. Also fully dependent on the
separation angle is the lead eigenvalue λ0, which is found through solving the transcendental
equation
λ0 sin(2α)− sin(2λ0α) = 0. (3.14)
A discussion of the solutions to (3.14) has been done by Lugt & Schwiderski in [172]: a count-
able set of these is found with the smallest one being the most relevant to the forthcoming
asymptotics. Sturges has collated the information succinctly in [149]. When the separation an-
gle α < α1 ≈ 78o then the first eigenvalue is complex, however, for angles α1 < α < α2 ≈ 129o
it is real but greater than 1. As such, the velocity gradients and pressure behaviour are non-
singular for angles α1 < α < α2. When α2 < α < 270
o the first eigenvalue is real and has a
value in the range 1/3 < λ0 < 1. Its behaviour is plotted in Figure 3.1 showing it decreases
monotonically to the value 1/3 as α increases to 270o, or equivalently 3π/2. Therefore, in the
subsequent analysis we concern ourselves with separation angles 129o < α < 270o, which have
corresponding lead eigenvalues 1/3 < λ0 < 1.
We now utilise the stream function solution (3.12) to express the pressure and the velocity
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(λ0 + 1) (sin(λ0θ) sin(θ)−Bα [sin(λ0θ) cos(θ)− λ0 cos(λ0θ) sin(θ)]) .
(3.15)





























are derived upon substituting both the radial and angular velocity into the momentum equation
(3.3). The solution for the pressure p is then obtained through integrating (3.16). Integrating




(sin(λ0θ) sin(θ)−Bα [sin(λ0θ) cos(θ)− λ0 cos(λ0θ) sin(θ)]) ,
p ∼ 2βC0rλ0−1 (sin((1− λ0)θ)−Bα (λ0 + 1) cos((1− λ0)θ)) ,
(3.17)
as r → 0.
We now proceed with the analysis and uncover the dominant balance for the stretching region
in the polymer stress equations. Following the stick-slip analysis of Evans in [71, 72], the
upper convected stress derivative is expected to be the dominant term in both polymeric stress
constitutive equations, as such, we take
5
Tp = 0, (3.18)
which has a well known stretching solution, see Hinch [148]. The viscometric behaviour of the
polymer stresses near the die wall suggest a power law form for the solution which we write as






introducing the unknown exponent value n1 and arbitrary constant C1. The natural stress
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equivalent to (3.18) is
(v · ∇)λ = 0, (v · ∇)µ = 0, (v · ∇)ν = 0, (3.20)
and demonstrates how the variables λ, µ and ν are constant along streamlines in this region.
Consequently, along fixed streamlines, the information received from the stick boundary layer
remains unchanged throughout the core region before entering the slip boundary layer. We

















with unknown exponents n1, n2 and n3. The three (currently unknown) free constants C1,
C2 and C3, each associated with a natural stress variable, carry the relevant polymer stress
information between the stick and slip boundary layers.
The dominant balance in (3.18) can be justified by considering the orders of magnitude for each
term. Supposing Tp = O(r−m) and ψ = O(rk) for unknown k, m, with m > 0 to ensure the
polymeric stress is singular as r → 0, we obtain the orders of magnitude
Tp = O(r−m),
5
Tp = O(rk−2−m), (trTp) Tp = O(r−2m), (Tp)2 = O(r−2m), D = O(rk−2).
(3.22)
The upper convected stress derivative dominates over the rate of strain tensor, D, since m > 0,
and over the stress term Tp supposing k < 2. This assumption is physically relevant as the
fluid is expected to accelerate as it exits the die, becoming infinite as r → 0. In the linear PTT
case,
5
Tp dominates over (trTp) Tp if k < 2−m. From this analysis the two possible balances
available are
5
Tp + o(1) = 0,
5
Tp + κ (trTp) Tp + o(1) = 0. (3.23)
The latter is classed as unrealistic by Renardy in [157] which, consequently, gives the dominant
balance in (3.18). Renardy’s analysis is aided by the use of natural stress variables. Since
Tp = O(r−m) is expected to dominate over the identity matrix I, Renardy employs the following
simplified transformation of Tp




+ νwwT , (3.24)
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rather than the complete representation in (2.53). Substituting (3.24) in the second equation
of (3.23) gives
(v · ∇)λ+ 2µ(∇ ·w) + κ (tr(Tp))λ = 0,
(v · ∇)µ+ ν(∇ ·w) + κ (tr(Tp))µ = 0,
(v · ∇)ν + κ (tr(Tp)) ν = 0.
(3.25)
Renardy’s argument states that the tr(Tp) = λ‖v‖2 + ν‖w‖2 should be positive, suggesting
that in the last equation the ν variable must decrease monotonically along streamlines. This
is impossible if, for example, streamlines are closed. In this case the only realistic choice is
ν = 0 and using the same argument recursively gives λ = µ = ν = 0. Therefore, in order
to attain non-zero stress values, the stresses must be of lower order and the upper convected
stress derivative term dominates in the core region. Using an almost analogous analysis it can
be deduced that
5
Tp also dominates over the (Tp)2 term in the Giesekus equation.
In summary, the orders of magnitude for each of the terms in the core region are
ψ = O(rλ0+1), v = O(rλ0), p = O(r−(1−λ0)),
Ts = O(r−(1−λ0)), Tp = O(r2λ0+n1(λ0+1)),
λ = O(rn1(λ0+1)), µ = O(rn2(λ0+1)), ν = O(rn3(λ0+1)),
(3.26)
as r → 0.
3.2 PTT Model
The three main asymptotic regions local to the die exit are shown in Figure 3.2 and Figure 3.3
for Cartesian and natural stress bases, respectively. They consist of the main core or stretching
region, which is set away from the boundaries; a stick or wall boundary referring to the die
wall; and a slip or free-surface boundary relating to the free-surface of the flow. The names
for each region are used interchangeably throughout the thesis. The distances from the con-
tact point of the die wall and free-surface are of O(ε) and assumed small. With this length






at the die wall, and









Section 3.2 is set out as follows. We begin with the analysis and results for a Cartesian basis
in section 3.2.1, followed by the natural stress equivalent in section 3.2.2. The analysis in both
formulations starts with the investigation of the stretching region; here the order of magnitude
estimates in section 3.1 are used to motivate core scalings for the variables and verify the core
balance assumed. Since the solutions in this region are unable to attain the correct viscometric
behaviour at the wall and also show unbounded stress growth as the slip surface is approached,
we match the core behaviour to boundary layers at both surfaces.
The leading order boundary layer equations at both surfaces admit self-similar forms. The wall
boundary equations are solved numerically, while exact analytical solutions are found for the
slip boundary equations. In a Cartesian basis, the analytical slip solution is solved for two
unknown constants. Additional terms are required in the core expansion to calculate them but
are shown to equal zero during the natural stress analysis.
Where the natural stress basis gains its advantage is in the two additional free parameters
present in its far-field behaviour. These are found in higher-order terms of the Cartesian
expansion and are needed to resolve its slip surface boundary issue. Though it is perhaps
arguably easier to physically interpret and derive the Cartesian results, the work in a natural
stress basis is able to complete the free-surface boundary layer description. Nonetheless, the
matching process at the free-surface requires a great deal of care. We find that the leading
order solution from the boundary layer equations does not match directly to those of the core.
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3.2.1 Asymptotic Analysis in a Cartesian Basis
Figure 3.2: A schematic illustration of the main asymptotic regions of the PTT model in a
Cartesian formulation local to the singularity. The scalings are shown in terms of the small
parameter ε which represents the horizontal and radial distances on which this asymptotic
structure holds.
The Core Region
Since the core region is considered to be in a small neighbourhood of the die exit, it is convenient
to re-scale the radial distance by r = εr̄ where 0 < ε 1 is an artificially small parameter and
r̄ = O(1). Thus, to investigate close to the die exit the length variables are scaled according to
r = εr̄, x = εx̄, y = εȳ, (3.27)
with core region defined as being away from the stick and slip surfaces with x̄ = O(1) and
ȳ = O(1). The scalings for the remaining variables follow from the order of magnitude estimates
in (3.26) and satisfy
ψ = ελ0+1ψ̄, v = ελ0v̄, p = ελ0−1p̄,
Ts = ελ0−1T̄s, Tp = ε2λ0+n1(λ0+1)T̄p, T = ελ0−1T̄.
(3.28)
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Substituting these into governing equations (2.19)–(2.21) gives





v̄ = −∇̄p̄+ ∇̄ · T̄,




T̄p + κε(λ0+1)(n1+1)(tr T̄p)T̄p = ε−(2λ0+n1(λ0+1))2D̄.
(3.29)
In order for the integrated stress to remain finite as r → 0, we require λ0 > 0 [141]. Further,
to satisfy the a priori assumption that the upper convected stress derivative dominates in the
polymeric stress equation, we require
λ0 > 0, 1− λ0 > 0, (λ0 + 1)(n1 + 1) > 0, −(2λ0 + n1(λ0 + 1)) > 0, (3.30)
which give the O(1) equations
∇̄ · v̄ = 0,






These are exactly the core equations presented in section 3.1 and, as such, inherit their solutions.
We do, however, slightly modify the solutions of the stream function ψ̄ and polymeric stress T̄p
to include constant model parameter κ. Since C0 is an arbitrary constant and κ = O(1), this
can be done without loss of generality and is implemented for the sake of brevity when later





(sin(λ0θ) sin(θ)−Bα [sin(λ0θ) cos(θ)− λ0 cos(λ0θ) sin(θ)]) ,
p̄ = 2βκC0r̄
λ0−1 (sin((1− λ0)θ)−Bα (λ0 + 1) cos((1− λ0)θ)) ,
(3.32)
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For matching purposes, the limiting behaviour of the outer solutions (3.32)–(3.33) and solvent
stresses are noted when both the stick and slip boundaries are approached.
As we approach the die wall the expansions of sin(θ) and cos(θ) must be considered for small θ,
in addition to the leading order expansions r̄ ∼ x̄ and θ ∼ ȳ/x̄. Approaching the wall boundary
layer requires the limiting behaviour of the core solutions as ȳ → 0+, equating to θ → 0, and
satisfies
ȳ → 0+, x̄ > 0, ψ̄ ∼ κC0x̄λ0−1ȳ2,
p̄ ∼ −2Bα(1 + λ0)βκC0x̄λ0−1 + 2(1− λ0)βκC0x̄λ0−2ȳ,
T̄ p11 ∼ 4C1x̄(n1+2)(λ0−1)ȳ(2n1+2),
T̄ p12 ∼ 2(1− λ0)C1x̄(n1+2)(λ0−1)−1ȳ(2n1+3),
T̄ p22 ∼ (1− λ0)2C1x̄(n1+2)(λ0−1)−2ȳ(2n1+4),
T̄ s11 = −T̄ s22 ∼ 4(λ0 − 1)κC0x̄λ0−2ȳ,
T̄ s12 ∼ 2κC0x̄λ0−1.
(3.34)
As the free-surface is approached the angle θ̂ = α − θ is small. Re-writing θ = α − θ̂, we may
consider the expansions of sin(α− θ̂) and cos(α− θ̂) for small θ̂ and constant separation angle
α. At the free-surface it is the natural choice to recondition the Cartesian axes such that the
x-axis now runs parallel with the line α − π and the y-axis with α − π/2. The leading order
expansions at the slip surface then satisfy r̄ ∼ (−x̄) and θ̂ = α − θ ∼ ȳ/(−x̄). Consequently,
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we have for the limiting free-surface behaviour
ȳ → 0+, x̄ < 0, ψ̄ ∼ κC0
(









(λ0 − 1)(λ0 − 2)
2
Fα(−x̄)λ0−3ȳ2 −





T̄ p11 ∼ C1Cn1+2α (−x̄)λ0(n1+2)ȳn1 ,
T̄ p12 ∼ λ0C1Cn1+2α (−x̄)λ0(n1+2)−1ȳn1+1,
T̄ p22 ∼ λ20C1Cn1+2α (−x̄)λ0(n1+2)−2ȳn1+2,
T̄ s11 = −T̄ s22 ∼ −2λ0κC0Cα(−x̄)λ0−1,
T̄ s12 ∼ κC0
[










sin(λ0α) cos(α)− λ0 cos(λ0α) sin(α)
,
Dα =
sin(λ0α) cos(λ0α)− λ0 cos(α) sin(α)









sin(λ0α) cos(α)− λ0 cos(λ0α) sin(α)
.
(3.36)
Re-writing the transcendental equation (3.14) using various trigonometric identities suggests
thatDα = 0. Thus, in its final form, the limiting core behaviour as the free-surface is approached
is
ȳ → 0+, x̄ < 0, ψ̄ ∼ κC0
(











T̄ p11 ∼ C1Cn1+2α (−x̄)λ0(n1+2)ȳn1 ,
T̄ p12 ∼ λ0C1Cn1+2α (−x̄)λ0(n1+2)−1ȳn1+1,
T̄ p22 ∼ λ20C1Cn1+2α (−x̄)λ0(n1+2)−2ȳn1+2,
T̄ s11 = −T̄ s22 ∼ −2λ0κC0Cα(−x̄)λ0−1,
T̄ s12 ∼ κC0 (6Eα − λ0(λ0 − 1)Cα) (−x̄)λ0−2ȳ.
(3.37)
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The limiting wall behaviour in (3.34) does not attain viscometric form. Additionally, having
quantified the exponent value for n1, the limiting free-surface behaviour in (3.37) presents un-
bounded growth in its T p11 component. These behaviours lead to the consideration of boundary
layers at both surfaces.
The Stick Surface Boundary Layer
To proceed with the analysis at the wall boundary layer, the inner length variables are scaled
according to
x̄ = x∗, ȳ = δy∗. (3.38)
Since the core variables are already assumed close to the singularity, advancing to the stick
boundary layer requires only the re-scaling of the y variable. The scalings for the remaining
variables follow from the limiting behaviour (3.34) and satisfy
ψ̄ = δ2ψ∗, p̄ =
δp
∗, α = π,
p∗, α 6= π,
T̄ p11 = δ
2n1+2T p∗11 , T̄
p
12 = δ
















The gauge function δ = δ(ε) is yet to be determined but is presumed small in order to assure a
thin layer. The two scaling options for the pressure variable is a consequence of Bα = 0 when
α = π. The extra-stresses satisfy
T̄11 = δ
(







(λ0+1)(n1+1)δ2n1+3(1− β)T p∗12 ,
T̄22 = δ
(
























































































δ, α = π,1 α 6= π. (3.43)





















































































































At the die wall the shear rate is large and the viscometric stress equations (2.66) require that
the polymer constitutive equations retain both the quadratic stress and rate of strain terms.
The dominant balance in (3.44) - (3.46) that retain these terms is achieved when
ε(λ0+1)(n1+1) = δ−(2n1+1), ε−(2λ0+n1(λ0+1)) = δ2n1+4, (3.47)
and gives gauge function δ(ε) and n1 exponent value as
δ = ε
1−λ0
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Substituting these into (3.40) give the extra-stresses as
T̄11 = ε
1−λ0







3 (1− β)T p∗12 ,
T̄22 = ε
1−λ0
3 (βT s∗22 + ε
2(1−λ0)
3 (1− β)T p∗22 ),
(3.49)
indicating that only the T11 stress components balance in this boundary layer region.
To ensure the assumed balance for the core flow region holds, we must verify the required
conditions in (3.30). For separation angles α > 129◦, the lead eigenvalue λ0 < 1 and together
with the n1 value in (3.48) demonstrates that (3.30) is indeed satisfied for 129
o < α < 270o.
Returning to the wall boundary layer, we now introduce the gauge function δ = ε
1−λ0
3 and note
the resulting leading order equations. The momentum equations are
∂T s∗12
∂y∗












, α = π,
−∂p∗
∂y∗
, α 6= π,
(3.50)
with leading order solvent stresses
T s∗11 = −T s∗22 = 2
∂2ψ∗
∂x∗∂y∗




These suggest that at leading order the stream function and solvent stresses remain unchanged
through this boundary layer with solution
ψ∗ = κC0x
∗(λ0−1)y∗2, T s∗11 = −T s∗22 = 4(λ0 − 1)κC0x∗(λ0−2)y∗, T s∗12 = 2κC0x∗(λ0−1), (3.52)






3 , α = π,
−2βα(1 + λ0)βC0x∗λ0−1, α 6= π,
(3.53)
where the additive function of x∗ in the α = π case with constant p0 is suggested by scaling.
Consequently, for angles α 6= π the pressure also remains unchanged at leading order through
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which are subject to outer matching conditions
























and viscometric wall behaviour
y∗ → 0+, T p∗11 ∼ 2|C0|2/3x∗
2(λ0−1)
3 ,
T p∗12 ∼ C0|C0|−2/3x∗
(λ0−1)
3 ,




where we have introduced the leading order shear rate γ̇ = 2κC0x
∗λ0−1. Equations (3.54) -
(3.56) are invariant under the scaling group
x̂ = aαx∗, ŷ = aβy∗, tp11 = a
2(α−β)T p∗11 , t
p
12 = a




22 , ψ̂ = a
3α−βψ∗. (3.59)




, ψ∗ = κC0|C0|−2/3x∗(λ0+5)/3ξ2,












where we have taken the opportunity to scale out the free parameter C0. The resulting set of
72 Chapter 3. Extrudate Swell Asymptotics










































− 2(λ0 − 1)(λ0 − 2)ξ2tp12 − 4(λ0 − 1)ξ(t
p






with viscometric wall behaviour
as ξ → 0+, tp11 ∼ 2,
tp12 ∼ ∓1,
tp22 ∼ ∓2(1− λ0)ξ,
(3.62)
and outer matching conditions
as ξ → +∞, tp11 ∼ 4C∗1ξ
2(1−λ0)
(λ0+5) ,











where the scaled parameter
C∗1 = C1|C0|−4/(λ0+5), (3.64)
has been introduced for convenience. For extrudate swell flow, going from a stick to a slip
surface, we require C0 < 0 and corresponds to the upper sign in (3.61) and (3.62); the lower
sign corresponds to slip-stick flow when C0 > 0.
These equations are identical to those obtained by Evans in the re-entrant corner case [159].
Thus the degrees of freedom associated with the asymptotic behvaiours (3.62) and (3.63) can
be gathered from the eigenmode analysis in Appendix B of [159]. The analysis implies that
the viscometric wall behaviour (3.62) imposes three conditions on the system (3.61), however,
in the far-field behaviour (3.63) the C1 parameter is free along with two other free parameters
that are attributed to higher order expansion terms.
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The Slip Surface Boundary Layer
To begin the slip surface boundary layer analysis we introduce the exponent value n1 =
−2(λ0+2)
(λ0+5)
into limiting behaviour (3.37) to get
ȳ → 0+, x̄ < 0, ψ̄ ∼ κC0
(







































T̄ s11 = −T̄ s22 ∼ −2λ0κC0Cα(−x̄)λ0−1,
T̄ s12 ∼ κC0 (6Eα − λ0(λ0 − 1)Cα) (−x̄)λ0−2ȳ,
(3.65)
which confirms the unbounded growth of the T̄ p11 component as ȳ → 0+. An inner region is
now sought to remedy this. To move into the free-surface boundary the inner length variables
are re-scaled by
x̄ = x∗, ȳ = δy∗, (3.66)
which, as with the wall boundary, only requires the re-scaling of the y variable. The remaining
variables are scaled according to the limiting behaviour (3.65) and satisfy
ψ̄ = δψ∗, p̄ = p∗,
T̄ p11 = δ
−2(λ0+2)





















The gauge function δ = δ(ε) is, again, yet to be determined and presumed small in order to



























T p∗11 + δ
2T p∗22
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T p∗11 + δ
2T p∗22
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T p∗11 + δ
2T p∗22
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The strong elongational flow expected at the slip surface indicates that the correct balance
should be between the upper convected derivative and quadratic stress terms. This is also
noted by Tanner and Huang in [140] for stick-slip flow. Balancing these terms gives gauge










The governing equations for the slip surface boundary layer are derived by substituting (3.72),
along with inner variables (3.67), into governing equations (3.29). These give momentum



























































These equations demonstrate that the stream function and pressure are, once again, unchanged
at leading order from the core region with solution
ψ∗ = κC0Cα(−x∗)λ0y∗, p∗ = −2βκC0Fα(−x∗)λ0−1. (3.75)
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Regarding the leading order solvent stresses, both normal components remain unchanged with
T s∗11 = −T s∗22 = −2λ0κC0Cα(−x∗)λ0−1, (3.76)
and match correctly to the limiting behaviour (3.65). However, the next term in the stream
function expansion is required in order to compute the solvent shear stress, which may be
calculated once the leading order polymer stresses are known. Regardless, the scalings for the
extra-stresses in this region are
T̄11 = βT
s∗












where both the polymer and solvent normal, T11, and shear stresses are now comparable in size.
Writing the extra-stress T̄12 = ε
(1+λ0)(1−λ0)/2(λ0+2)T ∗12, it is possible to derive the leading order
shear stress directly from the momentum equation to get






∗, z∗) dz∗, (3.78)
after imposing the zero shear stress condition on the free-surface of the jet at y∗ = 0. At leading








































+ κT p∗11 T
p∗



















+ κT p∗11 T
p∗
22 = 0, (3.81)
and are subject to outer matching conditions
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Representing the stream function by (3.75), constitutive equations (3.79) - (3.81) have an exact





T p∗11 = (−C0)(−x∗)λ0−1t
p
11(ξ),
T p∗12 = (−C0)(−x∗)
(λ0+3)(λ0−1)
2(λ0+2) tp12(ξ),





























(λ0 + 5)(λ0 + 1)Cα
(
[(λ0 + 3)(λ0 − 1)Cα + 2(λ0 + 2)tp11]
tp12
ξ























and are subject to the outer matching conditions

























We write the exact solution to (3.85) as
tp11 =
(λ0 + 1)Cα
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is determined from the outer matching conditions (3.86). The constants A2 and A3 cannot be
determined without the inclusion of higher order terms in the core expansion, but are shown
to equal zero during the natural stress analysis.
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3.2.2 Asymptotic Analysis in a Natural Stress Basis
Figure 3.3: A schematic illustration of the main asymptotic regions of the PTT model in a
natural stress formulation local to the singularity. The scalings are shown in terms of the small
parameter ε which represents the horizontal and radial distances on which this asymptotic
structure holds.
Core Region
To analyse the core region in the natural stress basis we retain the scaling for the length
variables noted in (3.27), and introduce the scaling group
λ = εn1(λ0+1)λ̄, µ = θ2µ̄, ν = θ3ν̄, (3.89)
for the natural stress variables. We also recall
ψ = ελ0+1ψ̄, v = ελ0 , (3.90)
from the core region in section 3.2.1. The scaling choice for λ is determined by matching the
natural stress transformation (2.53) with stretching solution (3.19). Since the leading order
behaviour should be λvvT , the λ scaling follows from its representation noted in (3.19). The
gauge functions θ2(ε) and θ3(ε), on the other hand, are yet to be determined. Their values are
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quantified after matching with the wall boundary layer which also confirms the value of the
exponent n1 in (3.48). Using these scalings, the linear PTT natural stress equations noted in
(2.55) become










ε1−λ0µ̄+ (v̄ · ∇̄)µ̄+ δ3
δ2
ν̄(∇̄ · w̄) + κ(trT̄p)µ̄ = 0, (3.92)
















and the gauge functions
δ2 = θ2ε
−(n1(λ0+1)+2λ0), δ3 = θ3ε
−(n1(λ0+1)+4λ0), (3.95)
are introduced for the sake of brevity. To recover the assumed balance in (3.20) we require











which will be assumed true here, but proven a posteriori once the gauges θ2 and θ3 are found.
Under these assumptions the natural stress equations at leading order are
(v̄ · ∇̄)λ̄ = 0, (v̄ · ∇̄)µ̄ = 0, (v̄ · ∇̄)ν̄ = 0, (3.97)



















The introduction of constants κ and C0 give an alternative form to (3.21) and are merely
implemented for the sake of continuity with the Cartesian solution. The constants C1, C2 and
C3, and exponents n1, n2 and n3 are evaluated after matching with the wall boundary, and are
fixed for given values of α, κ and β. To progress and match to the boundary layers we require
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the limiting behaviour of (3.98) and stream function ψ̄. Their behaviours approaching the die
wall satisfy




µ̄ ∼ C2x̄n2(λ0−1)ȳ2n2 ,
ν̄ ∼ κ2C20C3x̄n3(λ0−1)ȳ2n3 ,
(3.99)
and for the slip surface
ȳ → 0+, x̄ < 0, ψ̄ ∼ κC0
(





Cn1α (−x̄)λ0n1 ȳn1 ,
µ̄ ∼ C2Cn2α (−x̄)λ0n2 ȳn2 ,
ν̄ ∼ κ2C20C3Cn3α (−x̄)λ0n3 ȳn3 .
(3.100)
These exhibit similar issues to the ones materialising in the Cartesian basis. The limiting stick
behaviour is unable to attain the required viscometric form at the die wall, while the n1 and n2
values, after being quantified, show that both λ̄ and µ̄ are subject to unbounded growth as the
free-surface is approached. This, again, leads to the consideration of boundary layers at both
surfaces.
Stick Surface Boundary Layer
To move into the stick boundary layer we scale the length variables as in (3.38), scaling the
remaining variables according to
λ̄ = δ2n1λ∗, µ̄ = δ2n2µ∗, ν̄ = δ2n3ν∗, (3.101)
which follow from the limiting behaviour (3.99). To derive the stick boundary layer equations
for the natural stress variables, we substitute the scaling group (3.101) into equations (3.91)–





















µ∗ + (v∗ · ∇∗)µ∗ + δ3
δ2
δ2(n3−n2)−3ν∗(∇∗ ·w∗) + κtr(Tp∗)µ∗ = 0, (3.103)
ε1−λ0
δ











(u∗2 + δ2v∗2), (3.104)
where






















The correct dominant balance in equations (3.102) - (3.104) requires
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These result in leading order boundary layer equations





+ κλ∗2u∗2 = 0,





+ κλ∗µ∗u∗2 = 0,
(v∗ · ∇∗)ν∗ + κλ∗u∗2(ν∗ − u∗2) = 0,
(3.105)
which are subject to viscometric wall behaviour






and outer matching conditions
y∗ → +∞, λ∗ ∼ C1
κ2C20
x∗n1(λ0−1)y∗2n1 ,
µ∗ ∼ C2x∗n2(λ0−1)y∗2n2 ,
ν∗ ∼ κ2C20C3x∗n3(λ0−1)y∗2n3 .
(3.107)
Taking the leading order shear rate at the die wall γ̇ = 2κC0x
∗λ0−1, and introducing it into
(2.72) gives the viscometric stress behaviour in (3.106). Equations (3.105) are invariant under
the following scaling group
x̂ = aαx∗, ŷ = aβy∗, λ̃ = a2(β−2α)λ∗, µ̃ = aα−βµ∗, ν̃ = a2(3α−2β)ν∗, ψ̂ = a3α−βψ∗, (3.108)

















λ0+5 , θ3 = ε
2(1+2λ0)(λ0+1)
λ0+5 . (3.111)
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Not only do these values compliment the subdominant terms in the stick boundary, they also
confirm the assumed dominant balance for the core region in (3.96) with
δ2 = ε
(1−λ0)(3−λ0)
λ0+5  1, δ3 = ε
2(1−λ0)(3−λ0)

















































has been retained from (3.60). This similarity solution also conveniently scales the constants






























− 4(1 + 2λ0)
3
ξν̃ ± 4ξ2λ̃(ν̃ − 4ξ2) = 0,
(3.115)
with limiting wall behaviour






and outer matching conditions
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3 are given as
C∗1 = C1|C0|
−4
λ0+5 , C∗2 = C2|C0|
−(λ0+1)
λ0+5 , C∗3 = C3|C0|
2(1−λ0)
λ0+5 , (3.118)
and are introduced for convenience. The natural stress representation is linked to the Cartesian
basis through the relationships in (2.54) and give
T p∗11 = λ
∗u∗2, T p∗12 = λ







in the wall boundary layer. As in the Cartesian formulation, the upper sign in equations (3.115)
and wall behaviour (3.116) correspond to extrudate swell flow.
Slip Surface Boundary Layer
The exponent values in (3.109) demonstrate how both λ̄ and µ̄ grow without bound as the slip
surface is approached. To move into the slip boundary we re-introduce the scaling group (3.66)
for the length variables. The limiting slip surface behaviour in (3.100) suggests the remaining
variables be scaled according to
λ̄ = δn1λ∗, µ̄ = δn2µ∗, ν̄ = δn3ν∗, (3.120)
with n1, n2 and n3 noted in (3.109). Substituting (3.120) into equations (3.91)–(3.93) gives the
slip boundary layer equations as
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where


















The dominant balance in (3.121)–(3.123) requires that the λ∗ term in the trace function (3.124)
be retained. Therefore the gauge function δ must satisfy
ε(n1+1)(λ0+1)δn1 = 1, (3.126)




Representing δ2 and δ3 in terms of ε, as in (3.112), gives leading order boundary layer equations
(v∗ · ∇∗)λ∗ + κλ∗2u∗2 = 0,
(v∗ · ∇∗)µ∗ + κλ∗µ∗u∗2 = 0,










λ0+2 term in the third equation of (3.128) cannot be omitted for separation angles 129o <
α < 270o. Recall that separation angles in this domain have lead eigenvalues λ0 ∈ (1/3, 1),
which result in its singular value. As such, we seek an alternative scaling for ν̄ at the slip
surface. The scaling group that balance and retain the singular term are
λ̄ = δn1λ∗, µ̄ = δn2µ∗, ν̄ = ε
2(1−λ0)(λ0−1)
λ0+5 ν∗, (3.129)
and when substituted into the natural stress equations (3.91)–(3.93) give boundary layer equa-
tions
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ν∗(∇∗ ·w∗) + κtr(Tp∗)µ∗ = 0, (3.131)
ε1−λ0ν∗ + (v∗ · ∇∗)ν∗ + κ(trTp∗)
(
ν∗ − (u∗2 + δ2v∗2)
)
= ε1−λ0(u∗2 + δ2v∗2), (3.132)
where







and ∇∗ ·w∗ is as defined in (3.125). The correct dominant balance still requires the λ∗ term in
the trace function be retained, and thus the condition (3.126) still holds. The gauge function




Letting δ2 and δ3 once again be written in terms of ε, as in (3.112), the refined boundary layer
equations are







































µ∗ = 0, (3.136)













The singular term arising previously has now been balanced correctly, with leading order be-






used in the λ∗ and µ∗ equations.
Additional care is needed here since it transpires that the leading order solution for ν∗ does
not match directly to the leading order solution from the core solution. Having examined the
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above equations we introduce the following asymptotic expansions
λ∗ ∼ λ∗0 + ε
1−λ0
λ0+2λ∗1, µ
∗ ∼ µ∗0, ν∗ ∼ ν∗0 + ε
1−λ0
λ0+2 ν∗1 , (3.138)
and take velocity components
u∗ = u∗0 +O(ε
(1−λ0)(λ0+1)
λ0+2 ), v∗ = v∗0 +O(ε
(1−λ0)(λ0+1)
λ0+2 ), (3.139)
where u∗0 = κC0Cα(−x∗)λ0 and v∗0 = λ0κC0Cα(−x∗)λ0−1y∗. These expansions result in the
complete set of equations
(v∗ · ∇∗)λ∗0 + κλ∗20 u∗20 = 0,
(v∗ · ∇∗)λ∗1 + 2κλ∗0λ∗1u∗20 = 0,
(v∗ · ∇∗)µ∗0 + κλ∗0µ∗0u∗20 = 0,
(v∗ · ∇∗)ν∗0 + κλ∗0u∗20 (ν∗0 − u∗20 ) = 0,
(v∗ · ∇∗)ν∗1 + κλ∗0ν∗1u∗20 + κλ∗1u∗20 (ν∗0 − u∗20 ) = 0,
(3.140)
which are invariant under the scaling group
x̂ = aαx∗, ŷ = aβy∗,
λ̃0 = a




















when the velocity field takes its stream function form with leading order behaviour (3.75).
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Matching to the core requires that the homogeneous solution for ν̃0 be 0, indicating that it
is a purely forced solution emerging from its leading order boundary layer equation. The ν̃0
solution, noted above, matches to higher order terms in the core solution, whilst the first term
in the ν̃1 solution matches to the leading order term in the core solution. This marks a notable
difference from the solutions at the die wall, where their leading order behaviours are enough
to match to the core solution.





(2.54). In terms of the natural stress variables, the Cartesian components satisfy









T p12 = ε
(λ0−1)(λ0+3)
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which may be written as,
T p11 ∼ ελ0−1λ∗0u∗20 ,



































which identifies how the leading order natural stress variables enter the higher order terms in
the Cartesian expansion in section 3.2. At leading order then, the relationships satisfy,
T p11 = ε





























To complete the slip surface analysis the similarity solutions for both λ∗0 and polymeric stress




22 are substituted into the leading order behaviour (3.147). These
similarity solutions are found in (3.83) for the polymeric stress components and (3.142) for λ∗0.





















where the velocities u∗0 = κC0Cα(−x∗)λ0 and v∗0 = λ0κC0Cα(−x∗)λ0−1y∗ have been used. This
behaviour verifies the constants A2 = A3 = 0 in the Cartesian analysis of section 3.2, completing
the boundary layer problem for the linear PTT model.
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PTT Summary
Figure 3.4: A schematic illustration of the main asymptotic regions of the PTT model in both
Cartesian and natural stress formulations local to the singularity. The scalings are shown in
terms of the small parameter ε which represents the horizontal and radial distances on which
this asymptotic structure holds.
3.3 Giesekus Model
The three main asymptotic regions local to the die exit for the Giesekus model are shown in
Figure 3.5 for a Cartesian basis, and Figure 3.6 for a natural stress basis. The distances from
the contact point of the die wall and free-surface remain of O(ε), only with boundary layer
thicknesses slightly thinner than those of a PTT fluid. The thickness estimates are found to be
O(ε
3−λ0




) for the slip surface.
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Section 3.3 is set out as follows. The analysis in a Cartesian basis is completed first in section
3.3.1, followed by the natural stress formulation in section 3.3.2. Both formulations begin
with an investigation of the core region. The order of magnitude estimates in section 3.1 are
used to motivate core scalings for the variables and, in turn, confirm the assumed balance
for the region. The critical difference between the Cartesian analysis here and that of the
PTT model is the inclusion of a subdominant identity matrix term in the polymeric stress
solution. This term plays a crucial role in attaining the correct viscometric behaviour for the
T p22 component. Since the leading order core solutions are not consistent with the viscometric
behaviour expected at the die wall, and specific stress components grow without bound as the
slip surface is approached, the core solution is matched into boundary layers at both surfaces.
The leading order boundary layer equations at both surfaces admit self-similar forms. The
wall boundary equations are solved numerically and the slip boundary equations are solved
analytically. The slip boundary equations in a Cartesian basis are solved for two unknown
constants since higher-order terms from the core expansion are required to quantify them. As
with the PTT analysis, these terms are accounted for when implementing a natural stress basis
and, as a result, completes the slip boundary description.
3.3.1 Asymptotic Analysis in a Cartesian Basis
The Core Region
The core region analysis presented here is almost identical to that of the PTT model but with
one key difference - an additional subdominant term is included in the stretching solution of
the polymer stress. Its presence is vital in ensuring the correct dominant balance is obtained
at the die wall and, as such, the limiting wall behaviour of the core solution differs slightly to
(3.34). Given the similarity between the analysis of both models in this region, we keep the
description succinct to avoid duplicating or repeating the work. To shift into the core region
we take scalings for the length variables as
r = εr̄, x = εx̄, y = εȳ, (3.149)
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Figure 3.5: A schematic illustration of the main asymptotic regions of the Giesekus model in
a Cartesian formulation local to the singularity. The scalings are shown in terms of the small
parameter ε which represents the horizontal and radial distances on which this asymptotic
structure holds.
with the scaling for the remaining core variables originating from the order of magnitude esti-
mates in (3.26) and satisfy
ψ = ελ0+1ψ̄, v = ελ0v̄, p = ελ0−1p̄,
Ts = ελ0−1T̄s, Tp = ε2λ0+n1(λ0+1)T̄p, T = ελ0−1T̄.
(3.150)
Note that the n1 value here differs from that of the PTT fluid, and is still unknown at this
point in the analysis. Substituting (3.149)–(3.150) into equations (2.19)–(2.21) produce the
governing core equations noted in (3.29), only the polymer stress equation now satisfies
ε1−λ0T̄p +
5
T̄p + κε(λ0+1)(n1+1)(T̄p)2 = ε−(2λ0+n1(λ0+1))2D̄. (3.151)
The conditions required for the upper convected stress term to dominate in the polymer stress
equation are given in (3.30). This recovers the O(1) equations noted in (3.31). The stream





(sin(λ0θ) sin(θ)−Bα [sin(λ0θ) cos(θ)− λ0 cos(λ0θ) sin(θ)]) ,
p̄ = 2βκC0r̄
λ0−1 (sin((1− λ0)θ)−Bα (λ0 + 1) cos((1− λ0)θ)) ,
(3.152)
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As noted earlier, the constant and subdominant identity matrix term has been included since
it dominates in the T p22 component as the wall boundary layer is approached. This seems to
be a unique feature of the Giesekus fluid compared to PTT and Oldroyd-B models [169]. The
limiting behaviour of (3.152)–(3.153) and the solvent stresses are now recorded and used as
matching conditions for both boundary layers. Approaching the die wall we have
ȳ → 0+, x̄ > 0, ψ̄ ∼ κC0x̄λ0−1ȳ2,
p̄ ∼ −2Bα(1 + λ0)βκC0x̄λ0−1 + 2(1− λ0)βκC0x̄λ0−2ȳ,
T̄ p11 ∼ 4C1x̄(n1+2)(λ0−1)ȳ(2n1+2),
T̄ p12 ∼ 2(1− λ0)C1x̄(n1+2)(λ0−1)−1ȳ(2n1+3),
T̄ p22 ∼ −ε−(2λ0+n1(λ0+1)) + (1− λ0)2C1x̄(n1+2)(λ0−1)−2ȳ(2n1+4),
T̄ s11 = −T̄ s22 ∼ 4(λ0 − 1)κC0x̄λ0−2ȳ,
T̄ s12 ∼ 2κC0x̄λ0−1,
(3.154)
and for the slip surface
ȳ → 0+, x̄ < 0, ψ̄ ∼ κC0
(











T̄ p11 ∼ C1Cn1+2α (−x̄)λ0(n1+2)ȳn1 ,
T̄ p12 ∼ λ0C1Cn1+2α (−x̄)λ0(n1+2)−1ȳn1+1,
T̄ p22 ∼ λ20C1Cn1+2α (−x̄)λ0(n1+2)−2ȳn1+2,
T̄ s11 = −T̄ s22 ∼ −2λ0κC0Cα(−x̄)λ0−1,
T̄ s12 ∼ κC0 (6Eα − λ0(λ0 − 1)Cα) (−x̄)λ0−2ȳ,
(3.155)
where constants Cα, Eα and Fα are noted in (3.36). The limiting stick behaviour (3.154)
does not achieve the viscometric form expected at the die wall, while (3.155) demonstrates
unbounded growth in its T p11 component after evaluating the value of n1. This leads to the
consideration of boundary layers at both surfaces.
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The Stick Surface Boundary Layer
To move into the wall boundary layer we re-scale the length variables according to
x̄ = x∗, ȳ = δy∗, (3.156)
with the remaining boundary layer scalings following from the limiting stick behaviour (3.34)
and satisfy
ψ̄ = δ2ψ∗, p̄ =
δp
∗, α = π
p∗, α 6= π
T̄ p11 = δ
2n1+2T p∗11 , T̄
p
12 = δ
2n1+3T p∗12 , T̄
p
22 = −ε−(2λ0+n1(λ0+1)) + δ2n1+4T
p∗
22 ,












The gauge function δ = δ(ε) is, once again, yet to be determined and presumed small to ensure
a thin layer. In terms of the inner variables the extra-stresses satisfy
T̄11 = δ
(







(λ0+1)(n1+1)δ2n1+3(1− β)T p∗12 ,
T̄22 = δβT
s∗






















































































δ, α = π,1, α 6= π. (3.161)
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To recover viscometric form, the dominant balance in (3.162)–(3.164) must retain both the
quadratic stress and the last term on the left hand side of (3.164). This occurs when








Substituting δ = ε
1−λ0
2 into (3.158) gives the extra-stresses as
T̄11 = ε
1−λ0






1−λ0(1− β)T p∗12 ,
T̄22 = ε
1−λ0
2 βT s∗22 − ε1−λ0(1− β) + ε
3(1−λ0)
2 (1− β)T p∗22 ,
(3.167)
signifying that only the solvent and polymer normal T11 are comparable within this region. The
δ and n1 values noted in (3.166) ensure that the required conditions in (3.30) are correct, and
the leading order equations (3.31) hold in the core. At leading order then, we have momentum
















, α = π,
−∂p∗
∂y∗
, α 6= π,
(3.168)
with solvent stresses satisfying
T s∗11 = −T s∗22 = 2
∂2ψ∗
∂x∗∂y∗




These suggest that both the stream function and solvent stresses are unchanged at leading
order through this boundary layer with
ψ∗ = κC0x
∗(λ0−1)y∗2, T s∗11 = −T s∗22 = 4(λ0 − 1)κC0x∗(λ0−2)y∗, T s∗12 = 2κC0x∗(λ0−1), (3.170)
after matching to the limiting core behaviour (3.154). The pressure is found by solving the





2 , α = π,
−2βα(1 + λ0)βC0x∗λ0−1, α 6= π,
(3.171)
where the additive function of x∗ and constant p0 are suggested by scaling. The pressure is,
therefore, only unchanged at leading order for separation angles α 6= π. Finally, we write the










































+ κT p∗11 T
p∗



















+ κ(T p∗12 )
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has been introduced from (2.68). Equations (3.172)–(3.174) are subject to outer matching
conditions


















and viscometric wall behaviour
y∗ → 0+, T p∗11 ∼ 2a1/2|C0|1/2x∗
λ0−1
2 ,
T p∗12 ∼ aC0|C0|−1,




where we have introduced the leading order shear rate γ̇ = 2κC0x
∗λ0−1. Equations (3.172)–
(3.174) are invariant under the scaling group
x̂ = mαx∗, ŷ = mβy∗, tp11 = m







(β−α)T p∗22 , ψ̂ = m
2αψ∗, (3.178)




, ψ∗ = aκC0|C0|−1x∗2ξ2,














where the opportunity has been taken to scale free parameter C0 and constant a out of the
































with limiting viscometric stress behaviour
as ξ → 0+, tp11 ∼ 2, t
p
12 ∼ ∓1, t
p
22 ∼ 1, (3.181)
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and outer matching conditions
as ξ → +∞, tp11 ∼ 4C∗1ξ
1−λ0
2 ,
tp12 ∼ 2(1− λ0)C∗1ξ
3−λ0
2 ,




where the scaled parameter
C∗1 = a
−(λ0+1)/4|C0|(λ0−3)/4C1, (3.183)
has been introduced for brevity. The upper sign in (3.180) and (3.181) corresponds to extrudate
swell flow where C0 < 0. The lower sign relates to the reverse (slip-stick) flow when C0 > 0.
The Slip Surface Boundary Layer
Introducing the exponent value n1 =
−(λ0+3)
4
gives the limiting slip behaviour from the core as
ȳ → 0+, x̄ < 0, ψ̄ ∼ κC0
(





































T̄ s11 = −T̄ s22 ∼ −2λ0κC0Cα(−x̄)λ0−1,
T̄ s12 ∼ κC0 (6Eα − λ0(λ0 − 1)Cα) (−x̄)λ0−2ȳ,
(3.184)
which confirms the unbounded growth of T̄ p11 as ȳ → 0+. As such, an inner region is sought at
the slip surface. To move into the slip boundary we scale the length variables by
x̄ = x∗, ȳ = δy∗, (3.185)
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with the remaining variables scaled according to
ψ̄ = δψ∗, p̄ = p∗,
T̄ p11 = δ
−(λ0+3)








4 T p∗22 ,












as a result of the limiting behaviour (3.184). The gauge function δ = δ(ε) is still to be deter-
mined but is presumed small in order to assure this region is thin i.e. a boundary layer. These




































































T p∗11 + δ
2T p∗22
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where the strong elongational flow expected at the slip surface requires a balance between the
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These suggest the stream function and pressure are both unchanged at leading order through
this boundary layer with explicit solution
ψ∗ = κC0Cα(−x∗)λ0y∗, p∗ = −2βκC0Fα(−x)λ0−1. (3.194)
The normal components of the solvent stress are also unchanged at leading order with
T s∗11 = −T s∗22 = −2λ0κC0Cα(−x∗)λ0−1, (3.195)
where the next term in the stream function expansion is needed to compute the solvent shear
stress. This term can be found once the leading order polymeric stresses are known. Nonethe-
less, the scalings for the extra-stresses in this region take the form
T̄11 = βT
s∗












λ0+3 (1− β)T p∗22
(3.196)
where both the polymer and solvent normal stresses T11, and shear stresses are comparable in
size. Writing T̄12 = ε
(1+λ0)(1−λ0)
λ0+3 T ∗12, it is possible to derive the leading order shear stress directly
from the momentum equation to get






∗, z∗) dz∗, (3.197)
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after imposing the zero shear stress condition on the free-surface of the jet at y∗ = 0. The








































+ κT p∗11 T
p∗



















+ κT p∗212 = 0, (3.200)
and are subject to outer matching conditions



























The set of equations (3.198)–(3.200) has an exact solution when the stream function is repre-
sented by (3.194). Introducing the similarity solution
T p∗11 = (−C0)(−x∗)λ0−1t
p
11(ξ),
T p∗12 = (−C0)(−x∗)
2(λ0−1)
λ0+3 tp12(ξ),




























(−λ0(λ0 − 1)(λ0 + 3)Cαξtp11 + 2(λ0 − 1)Cαt
p











−2λ0(λ0 − 1)(λ0 + 3)Cαξtp12 + (λ20 + 8λ0 − 1)Cαt
p
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which are subject to outer matching conditions

























and have exact solution
tp11 =
(λ0 + 1)Cα




















(tp12 + 2λ0Cα(1− λ0)ξ)ξ
−(λ20+12λ0+3)











is found from matching conditions (3.205). A2 and A3 cannot be determined without the
inclusion of higher order terms in the core expansion but are shown to satisfy A2 = A3 = 0 in
the forthcoming natural stress analysis. These give the final form of solution (3.206) as
tp11 =
(λ0 + 1)Cα
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Figure 3.6: A schematic illustration of the main asymptotic regions of the Giesekus model in
a natural stress formulation local to the singularity. The scalings are shown in terms of the
small parameter ε which represents the horizontal and radial distances on which this asymptotic
structure holds.
3.3.2 Asymptotic Analysis in a Natural Stress Basis
Core Region
To begin the core region analysis in the natural stress formulation, we retain the scaling for the
length variables in (3.149) and scale the natural stress variables according to
λ = εn1(λ0+1)λ̄, µ = θ2µ̄, ν = θ3ν̄. (3.209)
Given that λvvT should be the dominant term in (2.53), the scaling for λ is chosen according
to its representation in the stretching solution (3.19). Matching to the die wall will quantify
the gauge functions θ2(ε) and θ3(ε), and also confirm the exponent value of n1. Substituting
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(3.209) into (2.55), we write the natural stress equations for the core region as
ε1−λ0λ̄+ (v̄ · ∇̄)λ̄+ δ22µ̄(∇̄ · w̄)
+ κ
(




















µ̄ = 0, (3.211)


















where the gauge functions δ2(ε) and δ3(ε) are given as
δ2 = θ2ε
−(n1(λ0+1)+2λ0), δ3 = θ3ε
−(n1(λ0+1)+4λ0), (3.213)
for conciseness. To derive the assumed balance for the core region noted in (3.20) we require










which are assumed true here, and proven a posteriori once the gauges θ2 and θ3 are determined.
The natural stress equations in the core region now satisfy
(v̄ · ∇̄)λ̄ = 0, (v̄ · ∇̄)µ̄ = 0, (v̄ · ∇̄)ν̄ = 0, (3.215)
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for the sake of continuity with the PTT model. For matching purposes, we note the limiting
behaviour of this solution and stream function ψ̄ is exactly that noted in (3.99) and (3.100),
only for unknown exponent values n1, n2 and n3. Matching to the stick boundary will determine
their values for the Giesekus fluid. Similar mathematical issues to the ones found with the PTT
fluid are also inherited here. One notable difference with the Giesekus fluid is in its slip surface
behaviour, where only the λ̄ variable is seen to grow without bound. The µ̄ variable now tends
to an O(1) constant provided κ = O(1), unlike the PTT model where it is also subject to
unbounded growth.
Stick Surface Boundary Layer
To move into the wall boundary we retain the scalings for the length variables noted in (3.156),
with the remaining variables scaled as a consequence of the limiting behaviour (3.99), and
satisfy
λ̄ = δ2n1λ∗, µ̄ = δ2n2µ∗, ν̄ = δ2n3ν∗. (3.217)
Substituting these into (3.210) - (3.212) gives the natural stress boundary layer equations for
the inner region x∗ = O(1) and y∗ = O(1) as
ε1−λ0
δ
λ∗ + (v∗ · ∇∗)λ∗ + δ2δ2(n2−n1)−32µ∗(∇∗ ·w∗)
+ κ
[
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ε1−λ0
δ

























(u∗2 + δ2v∗2), (3.220)
where













The dominant balance in (3.218)–(3.220) requires












and confirms the sub-dominance of the remaining terms with
ε(n1+1)(λ0+1)δ3δ






 1, δ2θ2ε1−λ0δ4n2−2n1−3  1.
These give leading order boundary layer equations





+ κλ∗2u∗2 = 0,





+ κλ∗µ∗u∗2 = 0,
(v∗ · ∇∗)ν∗ + κu∗2(µ∗2 − a2) = 0.
(3.221)
which are subject to viscometric behaviour at the die wall
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and outer matching conditions
y∗ → +∞, λ∗ ∼ C1
κ2C20
x∗n1(λ0−1)y∗2n1 ,
µ∗ ∼ C2x∗n2(λ0−1)y∗2n2 ,
ν∗ ∼ κ2C20C3x∗n3(λ0−1)y∗2n3 .
(3.223)
To derive the limiting wall behaviour in (3.222) we have taken leading order shear stress γ̇ =
2κC0x
∗λ0−1, and substituted it into the viscometric behaviour behaviour (2.73). The scaling
group
x̂ = mαx∗, ŷ = mβy∗, λ̃ = mβ−3αλ∗, µ̃ = µ∗, ν̃ = m3α−βν∗, ψ̂ = m2αψ∗ (3.224)












and finally classifies θ2 and θ3 by
θ2 = 1, θ3 = ε
(λ0+3)(λ0+1)
4 . (3.227)
These compliment the assumed subdominant terms in the wall boundary layer equations, as
well as confirming the assumed balance in the core region with
δ2 = ε
(1−λ0)(3−λ0)
4  1, δ3 = ε
(1−λ0)(3−λ0)


















































is retained from (3.179). This also conveniently scales constants κ and a out of the resulting




+ (λ0 + 3)ξ











− (λ0 + 3)ξ3ν̃ ± 4ξ4(µ̃2 − 1) = 0,
(3.231)
with viscometric behaviour at the wall






and outer matching solution
ξ → +∞, λ̃ ∼ C∗1ξ−
λ0+3
2 ,





The upper sign in (3.231) and (3.232) corresponds to extrudate swell flow when C0 < 0, with










4 , C∗2 =
C2
a





and are used for compactness. The relationship in (2.54) can be used again to link both
formulations, from which we find
T p∗11 = λ
∗u∗2, T p∗12 = λ








in the wall boundary layer.
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Slip Surface Boundary Layer
To move into the slip boundary layer we scale the length variables according to (3.185) and use
the limiting behaviour in (3.100) to deduce the scalings
λ̄ = δn1λ∗, µ̄ = δn2µ∗, ν̄ = δn3ν∗, (3.236)
for the remaining variables. In terms of the inner variables x∗ = O(1) and y∗ = O(1), equations
(3.210)–(3.212) satisfy
ε1−λ0λ∗ + (v∗ · ∇∗)λ∗ + δ2δn2−n1−12µ∗(∇∗ ·w∗)
+ κ
(
























µ∗ = 0, (3.238)





















(u∗2 + δ2v∗2), (3.239)
with













The dominant balance here requires the quadratic stress term in λ∗ be retained, which deter-
mines
ε(n1+1)(λ0+1)δn1 = 1, (3.241)
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1−λ0δ2n2−n3 = 1. (3.243)
These render the remaining terms in the slip boundary equations as sub-dominant, which in










ε−n1(λ0+1)−3λ0+1δ−n1 = ε2(1−λ0)  1, ε(n1+1)(λ0+1)δ3δn3 = ε2(1−λ0)  1.
(3.244)
The leading order boundary layer equations for the natural stress variables are
(v∗ · ∇∗)λ∗ + κλ∗2u∗2 = 0,
(v∗ · ∇∗)µ∗ + κλ∗µ∗u∗2 = 0,
(v∗ · ∇∗)ν∗ + κu∗2(µ∗2 − a2) = 0,
(3.245)
which are subject to outer matching conditions




ν∗ ∼ κ2C20C3Cn3α (−x∗)λ0n3y∗n3 .
(3.246)
Representing the velocity field in equations (3.245) by its leading order stream function be-
haviour in (3.194), results in a set of invariant equations under the scaling group
x̂ = mαx∗, ŷ = mβy∗, λ̃ = m−α(λ0+1)λ∗, µ̃ = µ∗, ν̃ = mα(λ0+1)ν∗. (3.247)




λ̃(ξ), µ∗ = µ̃(ξ), ν∗ = κ2C0(−x∗)λ0+1ν̃(ξ), (3.248)



















− (λ0 + 3)(λ0 + 1)ν̃ + (λ0 + 3)Cα(µ̃2 − a2) = 0,
(3.250)
which are subject to outer matching conditions




























































is determined from the outer matching conditions (3.251). Linking the Cartesian and natural
stress formulations via the relationship in (2.54) gives











T p12 = ε
2(λ0−1)









T p22 = −1 + ε
(λ0−1)(1−λ0)
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which have leading order behaviour

















λ0+3 T p∗22 . (3.256)
At leading order then, the polymeric stresses in the slip boundary layer satisfy
T p∗11 = λ
∗u∗2, T p∗12 = λ
∗u∗v∗, T p∗22 = λ
∗v∗2, (3.257)





















having represented the polymeric stress components and natural stress variables in (3.257) by
their respective similarity solutions in (3.202) and (3.248). Matching the Cartesian solution in
(3.206) to the above requires A2 = A3 = 0, and completes the Giesekus slip boundary analysis.
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Giesekus Summary
Figure 3.7: A schematic illustration of the main asymptotic regions of the Giesekus model in
both Cartesian and natural stress formulations local to the singularity. The scalings are shown
in terms of the small parameter ε which represents the horizontal and radial distances on which
this asymptotic structure holds.
3.4 Numerical Analysis
3.4.1 Cartesian Stick Surface Problem
Here we numerically solve the Cartesian basis equations that hold within the stick boundary
layer. The two systems of first-order differential equations of interest are (3.61) and (3.180),
subject to viscometric wall behaviour (3.62) and (3.181), respectively. To ensure the flow
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direction is towards the exit singularity we require C0 < 0. Both systems are solved as an
initial-value-problem using MATLAB’s stiff, variable-step, variable-order solver ode15s. Tight
solver tolerances of RelTol = AbsTol = 1× 10−13 were used on an interval of integration for ξ
taken as [ξ0, ξ∞], with ξ0 > 0 suitably small and ξ∞ appropriately large. Choosing an adequately
small value for ξ0 allows the boundary conditions to be set as the viscometric wall behaviour
for their respective model. As such, the viscometric stresses in (3.62) and (3.181) are solved
and set as initial conditions at ξ0.
First, in Figure 3.8a, we plot the numerical solution of the PTT boundary layer equations
(3.61) subject to viscometric wall behaviour (3.62) with a separation angle α = 7π/6. We have
taken stream function constant C0 = −1, model parameter κ = 0.1 and limits for the numerical
domain as ξ0 = 1×10−6 and ξ∞ = 1×1010. Estimates of the far-field constant C∗1 are found by
scaling the tpij components appropriately using their behaviours noted in (3.63) and letting ξ go
adequately large. Figure 3.8b plots the convergence of each scaled variable to the C∗1 estimate
for increasing ξ. The limiting behaviour of all three scaled variables is seen to converge to a
uniform value for large enough ξ. The sensitivity of C∗1 was then tested for varying ξ∞ with the
results presented in Table 3.1. The results suggest an adequately large value of ξ∞ be chosen to
ensure consistency up to 9 decimal places. All three stress variables give consistent estimates of
the parameter. The equivalent plots for the Giesekus model are shown in Figure 3.9, with the
far-field constant derived from the behaviour (3.182). Its sensitivity for varying ξ∞ is presented
in Table 3.2. The results demonstrate the need for an adequately large choice for ξ∞, at which
point all three stress variables give consistent estimates of the parameter.
Finally, Figure 3.10 illustrates, for both models, the relationship of far-field constant C∗1 with
both separation angle α and the corresponding lead eigenvalue λ0. Figure 3.10a plots the
relationship with α, and the corresponding relationship with λ0 is presented in Figure 3.10b.
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(a)
(b)
Figure 3.8: Illustration of the numerical solution to PTT boundary layer equations (3.61) as
an initial-value-problem with separation angle α = 7π/6. The parameter values are C0 = −1,
κ = 0.1, ξ0 = 1× 10−6 and ξ∞ = 1× 1010. (a) Plots the profiles, whilst (b) shows convergence
to the far-field behaviour (3.63). All three stress variables give consistent estimates of the
parameter C∗1 = 0.293260.
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(a)
(b)
Figure 3.9: Illustration of the numerical solution to Giesekus boundary layer equations (3.180)
as an initial-value-problem with separation angle α = 7π/6. The parameter values are C0 = −1,
κ = 0.1, ξ0 = 1× 10−6 and ξ∞ = 1× 1010. (a) Plots the profiles, whilst (b) shows convergence
to the far-field behaviour (3.182). All three stress variables give consistent estimates of the
parameter C∗1 = 0.303753.
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1× 105 0.293294772 0.293294746 0.293294720
1× 1010 0.293259862 0.293259862 0.293259862
1× 1015 0.293259857 0.293259857 0.293259857
1× 1020 0.293259857 0.293259857 0.293259857
Table 3.1: Estimates of the PTT stick boundary layer far-field constant C∗1 in the case of
C0 = −1, κ = 0.1 and α = 7π/6. Shown are the sensitivity of the estimate to the interval end
point ξ∞ and choice of tij scaling, given fixed initial starting value ξ0 = 1× 10−6. Convergence
is illustrated for increasing ξ∞.















1× 105 0.303846137 0.303845997 0.303845858
1× 1010 0.303752848 0.303752848 0.303752848
1× 1015 0.303752815 0.303752815 0.303752815
1× 1020 0.303752815 0.303752815 0.303752815
Table 3.2: Estimates of the Giesekus stick boundary layer far-field constant C∗1 in the case of
C0 = −1, κ = 0.1 and α = 7π/6. Shown are the sensitivity of the estimate to the interval end
point ξ∞ and choice of tij scaling, given fixed initial starting value ξ0 = 1× 10−6. Convergence
is illustrated for increasing ξ∞.
(a) (b)
Figure 3.10: A plot of the relationship between the C∗1 estimate and (a) α, and (b) λ0. The
parameter values are C0 = −1, κ = 0.1, ξ0 = 1× 10−6 and ξ∞ = 1× 1010.
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3.4.2 Natural Stress Stick Surface Problem
Given the unbounded growth of the λ̃ variables as the stick boundary is approached, it is
appropriate to scale the natural stress variables according to



































+ 4l(n− 4) = 0,
(3.260)






























+ (1− λ0)ξn+ 4(m2 − 1) = 0,
(3.262)





ξ → +∞, l ∼ C∗1ξ
1−λ0
2 ,





We are now interested in solving both sets of first-order differential equations subject to their
viscometric wall behaviours. They are solved as initial-value-problems using MATLAB’s stiff
solver ode15s, with appropriate values chosen for ξ0 and ξ∞. The model parameters and solver
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tolerances used here are precisely those chosen for the Cartesian equations in section 3.4.1.
First, in Figure 3.11, we plot the numerical solution of the PTT stick boundary layer equations
for separation angle α = 7π/6. Figure 3.11a plots the solution of (3.115) with viscometric
behaviour (3.116) chosen as the initial conditions at ξ0. The solution to the set of equations
(3.260) with viscometric behaviour (3.261) is then shown in Figure 3.11b. Estimates of the
three far-field constants are found using the far-field behaviour in (3.261), and are plotted in
Figure 3.11c. Noteworthy is the extremely large value of ξ∞ needed for convergence of the
C∗3 constant. This seems to be a unique feature of the PTT model given that all three of
the Giesekus far-field constants converge much sooner. The equivalent Giesekus plots using
equations (3.231) and (3.262), and their respective viscometric behaviours (3.232) and (3.263),
are shown in Figure 3.12.
Figure 3.13 and Figure 3.14 present, for both models, the relationships of C∗2 and C
∗
3 with
both the separation angle α and its corresponding lead eigenvalue λ0. Of note for the PTT
far-field constant C∗3 is its failure to converge for large α. As such, when plotting its value,
we have reduced the domain of the separation angle to 130o < α < 230o, which equates to
0.35 < λ0 < 1. Figure 3.13 contains the C
∗
2 relationships for both models. Since the size
difference of the C∗3 constants is large, individual plots were required for each model and are
presented in Figure 3.14.
The sensitivity of these estimates is then examined when α = 7π/6 where the requirement of
a sufficiently large value of ξ∞ is once again evident. The PTT results are shown in Table 3.3
and illustrate clearly the slower convergence rate associated with its C∗3 constant. Even at
ξ∞ = 1 × 10150 its value is only accurate up to 6 decimal places, while the remaining two
constants are accurate to 9 decimal places at ξ∞ = 1 × 1020. This behaviour is not replicated
by the Giesekus fluid whose results are presented in Table 3.4. Here all three of the constants
are accurate to 9 decimal places at ξ∞ = 1× 1020.
The behaviour of the problematic PTT constant, C∗3 , is plotted for selected separation angles in
Figure 3.15a. The results demonstrate how the convergence rate for C∗3 decreases as α increases.
Its accuracy is then plotted in Figure 3.15b. The constant C∗n3 refers to the C
∗
3 estimate at
ξ∞ = 1× 105n, where n ∈ {1, 2, ..., 30}.




Figure 3.11: Illustration of the numerical solution to PTT (NSF) equations (a) (3.115) and (b)
(3.260) as initial-value-problems with separation angle α = 7π/6. The parameter values are
C0 = −1, κ = 0.1, ξ0 = 1 × 10−6 and ξ∞ = 1 × 1050. (c) Plots the convergence of (3.260) to
far-field behaviour (3.261).




Figure 3.12: Illustration of the numerical solution to Giesekus (NSF) equations (a) (3.231) and
(b) (3.262) as initial-value-problems with separation angle α = 7π/6. The parameter values
are C0 = −1, κ = 0.1, ξ0 = 1 × 10−6 and ξ∞ = 1 × 1010. (c) Plots the convergence of (3.262)
to the far-field behaviour (3.263).
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(a) (b)
Figure 3.13: A plot of the relationship between the C∗2 estimate and (a) α, and (b) λ0. The
parameter values are C0 = −1, κ = 0.1, ξ0 = 1 × 10−6 and PTT: ξ∞ = 1 × 10150, Giesekus:






Figure 3.14: A plot of the relationship between the C∗3 estimate and (a)–(b) α, and (c)–(d) λ0.
The parameter values are C0 = −1, κ = 0.1, ξ0 = 1× 10−6 and PTT: ξ∞ = 1× 10150, Giesekus:
ξ∞ = 1× 1010.
3.4. Numerical Analysis 123
C0 = −1, α = 7π/6, κ = 0.1, ξ0 = 1× 10−6















1× 105 0.293294772 −0.632379057 19.336162498
1× 1010 0.293259862 −0.632303954 26.886149882
1× 1015 0.293259857 −0.632303944 29.816609207
1× 1020 0.293259857 −0.632303944 30.953694116
1× 10140 0.293259857 −0.632303944 31.674660690
1× 10150 0.293259857 −0.632303944 31.674660748





in the case of C0 = −1, κ = 0.1 and α = 7π/6. Shown are the sensitivity of these estimates
to the interval end point ξ∞ given fixed initial starting value ξ0 = 1 × 10−6. Convergence is
illustrated for increasing ξ∞.
C0 = −1, α = 7π/6, κ = 0.1, ξ0 = 1× 10−6












1× 105 0.303846137 −0.603578344 4.490123946
1× 1010 0.303752848 −0.603393144 4.490767059
1× 1015 0.303752815 −0.603393079 4.490767286
1× 1020 0.303752815 −0.603393079 4.490767286
Table 3.4: Estimates of the Giesekus stick boundary layer far-field NSF constants C∗1 , C
∗
2 and
C∗3 in the case of C0 = −1, κ = 0.1 and α = 7π/6. Shown are the sensitivity of these estimates
to the interval end point ξ∞ given fixed initial starting value ξ0 = 1 × 10−6. Convergence is
illustrated for increasing ξ∞.
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(a)
(b)
Figure 3.15: Illustration of the PTT model’s (a) C∗3 estimates for selected separation angles,
and (b) the accuracy of each estimate at given values of ξ∞. Estimates were found using the
convergence of the numerical solution to (3.260) to its far-field behaviour (3.261). C∗n3 refers to
the C∗3 estimate at ξ∞ = 1× 105n, where n ∈ {1, 2, 3, ..., 30}.
3.4.3 Core Region Constants
Figure 3.16 plots the core region constants noted in (3.13) and (3.36). Of note is their singular
behaviour as α→ 270o, which results in stream function representation (3.12) no longer holding




Figure 3.16: The relationship between core region constants Bα, Cα, Fα and separation angle
α. (a) Plots their behaviours over the interval 130o < α < 252o, whilst (b) demonstrates their
unbounded growth approaching α = 270o.
3.5 Discussion
A class of self-similar solutions for the PTT and Giesekus models at the contact point between
the die wall and free-surface have been described; they are associated with the upper convected
stress derivative dominating in a core flow region near to the contact point, but away from both
the die wall and free-surface. These give a polymer stress singularity of O(r2λ0+n1(λ0+1)). The
core flow region is locally Newtonian, as such, the stream function behaves as O(rλ0+1) with
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were determined by matching to the stick boundaries which are needed to recover viscometric
behaviour.
The solution structure has two boundary layers as well as an outer core region. Recovering









while the dominant balance between the upper convected stress and rate-of-strain terms gives









In the case of κ = 0 we recover the Oldroyd-B model, and in the case of a vanishing solvent
viscosity β = 0 we have a completely polymeric fluid. When both κ = 0 and β = 0 we recover
the UCM model and, finally, setting Wi = 0 results in the governing equations of a Newtonian
fluid. In all of these specific cases the results noted above do not hold.
With regards to the high Weissenberg number limit, Renardy [157] showed that when Wi
→ ∞ the upper convected derivative in the PTT equations dominate in regions away from
solid boundaries. Similar analysis also shows this is true for the Giesekus model. Hagen and
Renardy [161] also showed that the viscometric stress behaviour is recovered in boundary layers
at the walls. These high Weissenberg number boundary layer equations are, in fact, the same
as the stick boundary layer equations found near the die exit. Therefore the exit singularity,
even when Weissenberg is order one, seems to adopt the high Weissenberg behaviour.
Chapter 4
Verification Along Streamlines
In this chapter we compliment the matched asymptotic findings in chapter 3 through integrat-
ing the constitutive equations (2.21) along streamlines. The constitutive equations in (2.21)
are analysed in a polar coordinate system along fixed streamlines that pass close to the exit
singularity. Section 4.1 investigates the constitutive equations noted in (2.49) and the natural
stress equations (2.55) are examined in section 4.2. Fixing the streamline allows the constitu-
tive equations to be written as a set of ODEs parametrised either by the polar angle θ, or radial
distance r. Both sections begin with analysis close to the die wall, or stick surface, where we
estimate the point at which viscometric behaviour breaks down which, in turn, determines the
stick boundary thickness. The order of magnitude estimates of the polymer stresses are calcu-
lated for the core region, which are then used to determine the slip boundary layer thickness.
These results are only used to confirm the results from its previous sections; mathematically, the
polymer stresses should really be asymptotically matched between each region to demonstrate
the precision of the scalings for the stress variables.
To derive the results, it is convenient to use polar coordinates and examine the polymer stress








(sin(λ0θ) sin(θ)−Bα[sin(λ0θ) cos(θ)− λ0 cos(λ0θ) sin(θ)]) , (4.2)
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= −C0(λ0 + 1)rλ0f(θ),
(4.3)
with ur representing the radial component and uθ the angular component. Streamlines are
characterised by the level curves of (4.1) which, consequently, allows parametrisation by either
polar angle or radial distance. Given that ψ is a constant along streamlines we can express

















holds along streamlines. This allows the derivative along a streamline v · ∇, to be written as







for the θ or r parametrisation, respectively. As such, for either
choice, the polymer stress equations (2.49) reduce to a system of ordinary differential equations.
Along any given streamline, the minimum radial distance from the exit singularity occurs when
f ′(θ) = 0, granting both the angle and distance at which this occurs to be calculated. These
results are plotted in Figure 4.1 for selected streamlines passing close to the singularity.
(a) (b)
Figure 4.1: The behaviour of (a) θmin against α, and (b) rmin against α.
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4.1 Polar Basis Equations
4.1.1 Behaviour near the Stick Surface
We begin by investigating the region close to the stick surface, where θ is small. At leading
order in θ, the stream function and velocity components satisfy
ψ ∼ C0rλ0+1θ2, ur ∼ 2C0rλ0θ, uθ ∼ −(λ0 + 1)C0rλ0θ2 as θ → 0. (4.6)
Useful to the discussion are two components of the velocity gradient, specifically, the shear rate












These suggest that, for small θ, the velocity field is dominated by radial flow, with the shear rate
also dominating over the radial strain-rate. Viscometric polymer stresses in polar coordinates
are given by
T prr − 2γ̇T
p
rθ + κgrr = 0, T
p
rθ − γ̇Tθθ + κgrθ = γ̇, T
p
θθ + κgθθ = 0, (4.8)
where γ̇ is often called the wall shear rate and the function g is defined in (2.50). These follow
from (2.49) for small θ and shear rate (4.7). For small radial distances we note that the shear
rate is large, and the viscometric stresses simplify further. For flow near the stick surface where
|γ̇|  1, we take viscometric behaviours (2.66)–(2.67) for the polymer stresses.
The goal now is to determine when these behaviours break down. Substituting (4.6) into (2.49)















T prθ + (1− λ
2
0)θ









T pθθ + 2(1− λ
2
0)θ





(T pθθ + κgθθ) = 4λ0θ.
(4.9)
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When transitioning into the core behaviour we must have that the upper convected stress
derivative terms be comparable in size. Since the largest stress components are T prr and T
p
rθ,
this takes place when the second and third term in the first equation of (4.9) are comparable
in size. This gives
ėT prr ∼ γ̇T
p
rθ, (4.10)
upon introducing (4.7). For viscometric polymer stress functions (2.66)–(2.67), we write the
behaviour at viscometric breakdown as
PTT: ė = O(γ̇
2
3 ),




Representing γ̇ and ė as in (4.7) gives the boundary layer thickness estimates in terms of r and
θ as


















where leading order expansions r ∼ x and θ ∼ y
x
have been used. These values agree with the
boundary layer thicknesses derived through matched asymptotics from previous sections.
4.1.2 Behaviour in the Core Region
The results at the stick surface suggest for large enough θ, after viscometric behaviour has
broken down, the upper convected stress derivative terms will dominate the polymer stress. In
addition, we assume
1 Tp  ∇v, (4.14)
holds for small radial distances r  1 near the singularity, but away from the stick and free-
surface. Consequently, the core region is governed by a Newtonian velocity field with stretching
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solution for the polymeric stress tensor
Tp = λ(ψ)vvT as r → 0. (4.15)
Since λ(ψ) is constant along streamlines throughout the core, we consider its behaviour at
































Combining the core stretching solution T prr = λ(ψ)u
2
r with the viscometric behaviour of T
p
rr in

















where we have used the radial velocity and shear rate from (4.18), and C1 is an arbitrary
constant. Finally, substituting (4.19) and (4.3) into (4.15) gives
T prr = C1r
2λ0+n1(λ0+1)f(θ)n1f ′(θ)2,
T prθ = −(λ0 + 1)C1r
2λ0+n1(λ0+1)f(θ)n1+1f ′(θ),
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in the core region. This gives an alternative derivation of the results from previous chapter.







certifying the a priori assumption.
4.1.3 Behaviour near the Slip Surface
To examine the fluid flow near the slip surface we take θ ≈ α, which gives leading order
behaviour
ψ ∼ C0Cαrλ0+1(α− θ), ur ∼ −C0Cαrλ0 , uθ ∼ −(λ0 + 1)C0Cαrλ0(α− θ), (4.23)
for the stream function and velocity components. The radial strain rate behaves as
ė ∼ −λ0C0Cαrλ0−1, (4.24)
with a significantly smaller shear rate. As such, elongational flow is expected to dominate in
this region as the fluid exits the die. Substituting leading order behaviour (4.23) into polymer





T prr − 2T prr −
r1−λ0
λ0C0Cα






(λ0 + 1)(λ0 − 1)
λ0
(α− θ)T prr −
r1−λ0
λ0C0Cα
(T prθ + κgrθ) =







T pθθ − 2
(λ0 + 1)(λ0 − 1)
λ0





(T pθθ + κgθθ) = −2,
(4.25)
where we have chosen to parametrise along the streamline by the radial distance r. These
equations inherit the polymeric stress values from the core region, whose streamline behaviours
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upon entering the slip boundary satisfy






















The normal radial stress component T prr has the largest value in the core region and grows with
respect to radial distance as it enters the slip region. The remaining components decay with
respect to radial distance. Also decreasing is the radial strain rate, which eventually becomes
comparable to the normal radial stress component. The first equation in (4.25) suggests this
occurs when




T prr = O(ė), (4.28)
and represents a balance between the upper convected derivative and the quadratic stress
terms. To estimate the slip boundary layer thickness we take the leading order expression for ψ
in (4.23) and substitute it into the polymer stress behaviour (4.26). This, together with (4.28),
gives boundary layer thickness estimate























after introducing the leading order expansions (α− θ) ∼ y
(−x) and r ∼ (−x). These compliment
the boundary layer thickness estimates from the previous chapter.
134 Chapter 4. Verification Along Streamlines
4.2 Natural Stress Equations
4.2.1 Behaviour near the Stick Surface
For the behaviour near the wall in a natural stress basis we retain the leading order behaviour
in (4.6)–(4.7). Substituting these into natural stress equations (2.55) and retaining only the








































In the viscometric wall boundary layer, we may use that |uθ|  |ur|  1 to see that ∇ ·w ∼















+ κgµ = 0,






































with a as noted in (2.68). These are exactly the behaviours noted in (2.72)–(2.73) only with
polar velocity components. The goal now is to approximate when the viscometric behaviour
breaks down. For large values of θ, the derivative term in each equation of (4.31) dominates the
behaviour. Therefore, at viscometric breakdown, in the first equation of (4.31) the quadratic
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stress term involving λ should balance with the derivative term. This gives
λė = O(λ2u2r), (4.34)
or simply
ė = O(λu2r), (4.35)
which following the introduction of leading order behaviour (4.6)–(4.7), duplicates the stick
boundary layer approximations in (4.12).
4.2.2 Behaviour in the Core Region
To obtain the behaviour in the core region for the natural stress variables we let θ grow large
in equations (4.31). This suggests that after viscometric breakdown the derivative terms will
dominate the natural stress behaviour. As such, near the stick and slip boundaries, but away
from the walls, the natrual stress equations take the form
(v · ∇)λ = 0, (v · ∇)µ = 0, (v · ∇)ν = 0. (4.36)
giving all three natural stress variables as constants along streamlines in the core region. We

















To quantify the exponent values of n1, n2 and n3, we investigate the behaviour of (4.37) at vis-
cometric breakdown. Maintaining the assumption of a Newtonian velocity field in the core gives
the leading order relationship (4.16) between polar angle θ and radial distance r. Consequently,
at viscometric breakdown θ ∼ rn, we retain the behaviours noted in (4.17)–(4.18). Represent-
ing the λ, µ and ν variables in the core solution (4.37) by their viscometric approximations in
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Behaviour near the Slip Surface
Near the slip surface the leading order behaviour in (4.23) suggests ∇ ·w = o(1), and keeping





































The natural stress variables will receive the order of magnitude estimates (4.39) upon entering
the slip boundary. Given that the radial strain rate is decreasing with respect to radial distance,
it will eventually become comparable in size to λ. This occurs in the first equation of (4.40)
when
λė = O(λ2u2r), (4.41)
or more simply
λu2r = O(ė). (4.42)
Introducing the leading order behaviour (4.23)–(4.24) recovers the slip boundary layer estimates
in (4.29).
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4.3 Numerical Analysis
4.3.1 Streamline Analysis Plots
Here we consider the polymer stress equations in both the polar form (2.49) and the natural
stress form (2.55). After parametrising with the polar angle, the resulting systems of ODEs are
solved numerically as initial-value-problems whereby they are integrated along the theoretical
streamlines (4.1). We start sufficiently far upstream, and close enough to the die wall, such
that the viscometric stresses obtained from (4.8) and (2.69)–(2.70) may be imposed. Since the
stream function constant C0 is considered arbitrary and determined by the flow away from the
singularity, we take C0 = −1 for normalisation of the ratio ψ/C0. MATLAB’s ode15s solver is
used with tight solver tolerances AbsTol = RelTol = 10−10 over an interval of integration [10−6,
α− 10−10] for θ. The model parameter κ = 0.1 is used with a separation angle α = 7π/6.
First, in Figure 4.2, we show selected streamlines of (4.1) that pass close to the exit singularity;
each one geometrically self-similar due to the separable form of the stream function. Also
plotted are the stick and free-surface boundary layer thickness estimates from (4.12) and (4.29).
Both models display thicker boundary layers at the free-surface compared with those at the wall.
We also note that, at both surfaces, the boundary layers for Giesekus are narrower than those
for PTT. The same relative behaviour is apparent for all separation angles considered, with
the boundary layers at both surfaces becoming thinner as the separation angle increases. The
angle θ ≈ 2.27 plotted represents the line along which, for α = 7π/6, each streamline attains
its minimal radial distance from the contact point singularity at the die exit. Consequently,
this is also the location at which the radial velocity ur vanishes.
Figure 4.3 presents the results for the polar stresses along the streamline ψ = −10−6. Shown for
both models are the polymeric stress profiles as well as the dyadic velocity components vvT seen
in the stretching solution (4.15). Each stress component is divided with its corresponding dyadic
component to obtain the estimates of λ(ψ), which are also shown for both models. The natural
stress variables along the same streamline are displayed in Figure 4.4. The corresponding plots
along ψ = −10−12 are given in Figures 4.5 and 4.6. The stretching solution (4.15) requires λ
to be constant throughout the main θ interval; the core solution (4.37) suggests this is also the
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case for each of the natural stress variables. The results along ψ = −10−6 are not definitive
of these behaviours, demonstrating that the radial distances are too large to represent the
asymptotic region correctly. The corresponding results along ψ = −10−12 are more supportive
of the required constant behaviours for the natural stresses. Referring back to Figure 4.1b, we
note the minimum radial distance estimates for given separation angles and stream function
values; for ψ = −10−6, rmin ≈ 10−4, whilst for ψ = −10−12, rmin ≈ 10−9. This underlines the
small radial distances needed to capture the asymptotics.
Figure 4.7 confirms the singular behaviour in the stretching solution (4.21) along the three
lines θ = π/2, π/3 and 2π/3. Similarly, the behaviour of the NSF variables in (4.39) is
confirmed for the core flow region and is presented in Figure 4.8. Both models demonstrate
slower rates of convergence for the polar stresses to their theoretical asymptotics as the line into
the singularity moves from inside the die (θ = π/3) to outside the die (θ = 2π/3). The same
behaviour cannot be noted for the natural stresses, which are seen to converge much faster than
the polar components.
Finally, Figure 4.9 and Figure 4.10 present the behaviour from all three regions, namely the
core region, stick and slip boundary layers. Plotted are the normal radial stress, T prr, and the
λ component of the natural stress against radial distance. Figure 4.9 presents results along the
streamline ψ = −10−6 and Figure 4.10 the streamline ψ = −10−12. Shown is the viscometric
behaviour for the polar stress from (4.8), (2.66) and (2.67), and the natural stress behaviour
from (4.32) and (4.33). To represent flow behaviour in the outer stretching domain, we plot
the stretching solution (4.15) and constant natural stress behaviour from (4.37). Leading order
equations (4.25) and (4.40) are solved and plotted to represent the free-surface region. The
vertical lines represent the wall and free-surface boundary layer demarcation point estimates
from (4.12) and (4.29). The theoretical behaviours provide very good approximations on the
smaller streamline ψ = −10−12, but still deliver moderate accuracy along the ψ = −10−6
streamline.
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Figure 4.2: A plot of selected streamlines using (4.1) that pass near the exit singularity for
α = 7π/6 (λ0 = 0.3825). The boundary layer thickness estimates are also shown for both
models. The line θ ≈ 2.27 corresponds to the point of minimal radial distance, and consequently
the position where the radial velocity vanishes for each streamline.




Figure 4.3: Polymeric stress components (a) T prr, (b) T
p
rθ and (c) T
p





θ and (g)–(i) λ(ψ) estimates found from the relevant ratio of stress to dyadic velocity component.
The results shown are along streamline ψ = −10−6, with separation angle α = 7π
6
.




Figure 4.4: Natural stress components (a) λ, (b) µ and (c) ν plotted using (2.55) along the
streamline ψ = −10−6 with separation angle α = 7π
6
.




Figure 4.5: Polymeric stress components (a) T prr, (b) T
p
rθ and (c) T
p





θ and (g)–(i) λ(ψ) estimates found from the relevant ratio of stress to dyadic velocity component.
The results shown are along streamline ψ = −10−12, with separation angle α = 7π
6
.




Figure 4.6: Natural stress components (a) λ, (b) µ and (c) ν plotted using (2.55) along the
streamline ψ = −10−12 with separation angle α = 7π
6
.







Figure 4.7: Verification of the stretching solution (4.15) along the lines (a)–(b) θ = π
3
, (c)–(d) θ = π
2
and
(e)–(f) θ = 2π
3
for α = 7π
6
. The polymeric stress components are plotted using (2.49). The gradient slopes
are the exponent values in (4.21). PTT: −4(1−λ0)
λ0+5
≈ −0.459. Giesekus: −(1−λ0)(3−λ0)
4
≈ −0.404.







Figure 4.8: Verification of the stretching region NSF behaviour (4.39) along the lines (a)–(b) θ = π
3
,
(c)–(d) θ = π
2
and (e)–(f) θ = 2π
3
for α = 7π
6
. The natural stress variables are plotted using (2.55). The







≈ 0.907. Giesekus: ± (λ0+3)(λ0+1)
4
≈ ±1.169.






Figure 4.9: Behaviour of (a)–(b) log(T prr) and (c)–(d) log(λ) along the streamline ψ = −10−6. Also plotted,
for their corresponding constitutive model and choice of basis, are the viscometric behaviours (4.8) and
(4.32); free-surface region behaviour from (4.25) and (4.40); stretching solution (4.15) and constant natural
stress behaviour (4.37).






Figure 4.10: Behaviour of (a)–(b) log(T prr) and (c)–(d) log(λ) along the streamline ψ = −10−12. Also
plotted, for their corresponding constitutive model and choice of basis, are the viscometric behaviours
(2.66), (2.67) and (4.33); free-surface region behaviour from (4.25) and (4.40); stretching solution (4.15)
and constant natural stress behaviour (4.37).
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4.4 Discussion
The nature of the singularity at the die edge in extrudate swell noted in chapter 3 has been
reproduced through integrating each constitutive equation along their theoretical streamlines.
The three region structure noted previously is once again recovered; also matching are the
order of magnitude estimates of the stresses and boundary layer thicknesses. We note again
that these behaviours break down for parameter values κ = 0 and β = 0.
Only the order of magnitude estimates have been used to derive the results of the polymer stress
singularity and boundary layer thicknesses. The polymer stresses should, however, be matched





We now provide evidence that the theoretical behaviour for the velocity and the stresses pre-
dicted in section 3.2 and section 3.3 is close to obtained by numerical simulations of the full
extrudate swell problem. There are numerous software packages available which can handle
Newtonian and non-Newtonian inelastic fluids; however, the choice is far more limited when
considering viscoelastic fluid flow simulations. To obtain the numerical results noted later
in this section, we conducted simulations in the open-source rheoTool toolbox [127] available
for the leading open-source computational fluid dynamics (CFD) software, OpenFOAM. The
OpenFOAM toolbox is an open-source finite-volume solver with the capability of performing
parallel computations on unstructured polyhedral meshes.
The advantage of using an open-source package, apart from being cost-free for the user, is the
ability to customise the available source code. This has allowed for the natural stress equations
to be added to the plethora already available with rheoTool. Having said that, there is already
a viscoelastic solver available in OpenFOAM [173] and has been used in several works, for
single-phase [174–177] and two-phase [20, 125] flows. However, the rheoTool package modifies
and extends this solver which improves its stability for differential-type constitutive equations.
Comminal et al. compared its performance against an in-house solver for extrudate swell
flow in [124]. Proposed by Fattal and Kupferman [178, 179], the log-conformation approach
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has since become a very popular methodology; not only does it naturally retain the positive
definiteness of the conformation tensor, the stress fields are also linearised in areas of exponential
growth which enhances the numerical stability [179]. Through the implementation of the log-
conformation approach [128], rheoTool is able to increase the robustness of the solver allowing
higher Weissenberg numbers to be reached. Details on the modifications are noted in [127];
they mainly relate to the pressure- and stress-velocity coupling, in addition to the discretisation
of convective terms.
The remainder of this chapter is set out as follows. The governing equations used in the
numerical simulations are listed in section 5.2. Here we also detail a slight modification required
for the natural stress equations. Section 5.3 contains the mathematical framework for the
numerical extrudate problem, with details on the numerical settings in section 5.3.1, and the
results following in section 5.3.2.
5.2 Governing Equations
In order for the transient solver to reach the correct steady-state solution, we require the time-
dependent form for the governing equations. As such, we take, in their dimensional form,
governing equations (1.36)–(1.37) together with the linear PTT quadratic stress form in (1.38).
Numerically implementing the natural stress equations requires a slight modification. For the




, µ = µ̂, ν = ν̂‖v‖2, (5.1)





−I + λvvT + µ(vwT + wvT ) + νwwT
)
, (5.2)
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(λ̂− 1)(λ̂+ ν̂ − 2), PTT,µ̂2 + (λ̂− 1)2, Giesekus,
ĝµ = µ̂(λ̂+ ν̂ − 2), PTT & Giesekus,
ĝν =
(ν̂ − 1)(λ̂+ ν̂ − 2), PTT,µ̂2 + (ν̂ − 1)2, Giesekus.
(5.4)
Both model dependent parameters, α and ε, have again been set to equal κ and the Cartesian






































with ∇ ·w as stated in (2.57) for a Cartesian basis and the upper convected stress derivative
takes its time-dependent form noted in (1.22).
An outstanding numerical issue with the governing equations above is the unbounded growth of
specific terms in locations of zero velocity, for example, at the die wall. In order to avoid division
by zero, we add a small correction factor to the denominator of all terms in (5.1)–(5.3) that are
prone to this error, in particular, terms with ‖v‖2 as its denominator. The log-conformation
approach also adopts this technique, adding a small correction term δ = 1 × 10−16 to the
denominators susceptible to becoming precisely zero. With regards to the following numerical
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where δ = 1× 10−20.
5.3 Planar Extrudate Swell Simulation
A finite-volume numerical scheme for planar extrusion is used from the rheoTool toolbox [130] in
OpenFOAM. In this case, we implemented the rheoInterFoam solver, which is a generalisation
of the basic solver rheoFoam. rheoInterFoam is designed for two-phase flows where the volume-
of-fluid (VOF) method of OpenFOAM [180] is used to track the free-surface boundary. A more
detailed explanation of the methodology is given in [124].
5.3.1 Numerical Settings
The geometry used for the simulations is shown in Figure 5.1 and consists of a narrow rectan-
gular channel representing the die, leading to a broader rectangular channel representing the
swelling region. Since the flow is symmetric, a symmetry boundary condition is applied along
y = 0 to reduce computational cost. Consequently, we take the characteristic length scale as the
die channel half-width h. The narrow channel has length 35h, with the wider channel slightly
shorter at 25h. The width of the wider channel is 4h and also includes a 2.5h overlap above
the die wall. This is to ensure the swelling region is large enough to have no real influence on
the flow dynamics.
The no-slip boundary condition is applied at the walls, with a uniform velocity profile fixed at
the inlet of the narrow channel. Finally, we take Neumann boundary conditions on the outer
margin of the swelling region. We note that the length of the narrow channel guarantees fully
developed flow is achieved before the fluid exits the die. At the initial time, the narrow channel
is already filled with the viscoelastic fluid such that the initial free-surface corresponds to the
expansion plane.
5.3. Planar Extrudate Swell Simulation 153
Figure 5.1: Geometry of the planar extrudate swell problem
The numerical grid implemented is shown in Figure 5.2, with the key mesh statistics given in
Table 5.1 below. Since we are interested in the model behaviour local to the singularity, the
grid is highly refined at this point with the smallest mesh spacing exactly 10−2.5.
Mesh Description
Number of vertices 56310
Number of cell faces 110894
Number of cells 27580
Number of internal faces 54586
δx/h = δy/h at x = 0, y = h 0.00316227766
δy/h at y = 0, −35h ≤ x ≤ 25h 0.1982486592
δx/h at x = −35h, 0 ≤ y ≤ h 1.697259608
Table 5.1: Summary statistics of the numerical grid.
We now summarise the numerical values set for the simulations:
1. A time-step increment of δt = 10−7s was taken to ensure that the local maximum Courant
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Figure 5.2: Computational grid
number Co = δt‖U‖/δx did not exceed 0.3, for stability. Here δx refers to the cell size
in the direction of the velocity and ‖U‖ the magnitude of the velocity through that cell.
The simulation is terminated at an endTime = 120s. The residual tolerances for the
main solver were: 10−10 in the stabilised preconditioned (bi)-conjugate gradient solver
(PBiCG) for the velocity and stress tensors, 10−8 in the generalised geometric-algebraic
multi grid solver (GAMG) for the pressure and 10−4 in the smoothSolver for the fluid-air
ratio. The asymmetric matrices used by the PBiCG solver are preconditioned using the
diagonal incomplete-LU (DILU) preconditioner. Both GAMG and smoothSolver require a
choice of smoother be specified, which are the diagonal incomplete-Cholesky (symmetric)
(DILU) and symmetric Gauss-Seidel (symmGaussSeidel) smoother, respectively.
2. The air/atmosphere is modelled as a Newtonian fluid with density ρair and viscosity ηair.
The model parameters used for the simulations are:
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Model Parameters
ρfluid = 10
−2, ρair = 10
−4, ηs =
0.5,1/9 ηp =
0.5,8/9, ηair = 10−3,






, Wi = λpγ̇w,
which give the dimensionless parameter values β = 0.5, 1/9, Wi = 1, 5 and Re =
ρfluidγ̇w = 10
−2. The parameter Ū is defined as the average velocity at the inlet and
takes the value 1/3ms−1.
3. To discretise the convective terms we use the high-resolution CUBISTA scheme, and
time-derivatives are evaluated with the bounded and transient first-order Euler method.
Finally, the gradient and divergence terms follow a finite volume discretisation of Gaussian
integration (Gauss linear), which requires linear interpolation of values from cell centres
to face centres.
4. The pressure-velocity coupling is satisfied through the SIMPLEC algorithm, with the
Cartesian polymeric stresses being solved using the log-conformation approach detailed
in [127]. The natural stresses were implemented in their direct form.
We direct the reader to the rheoTool and OpenFOAM user guides [123,130] and papers [124,127]
for a more detailed explanation of all the above.
5.3.2 Numerical Results
The geometry is now oriented in the opposite direction to that in chapter 3. The origin of
the polar coordinate system is, however, positioned similarly, measuring the polar angle from
the die wall, as shown in Figure 5.3. Second, in Figure 5.4, the final extrudate swell and
free-surface position are presented along with selected streamlines of the flow. The separation
angle is estimated by measuring the angle tangent to the free-surface at the edge of the die
wall. Table 5.2 collates the estimates from both models in both stress formulations using
parameter values β = 0.5, 1/9, κ = 0.1, 0.25 and Wi = 1, 5; also noted are the corresponding
lead Newtonian eigenvalues, λ0, and the final extrudate swell ratios, Dextr/h. The results noted
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Figure 5.3: Local coordinate system at the edge of the upper die wall.
here only consider the values Wi = 1, 5 for which we note that the swelling ratio is Weissenberg
dependent, its value growing as the Weissenberg number increases, as shown in [124].
To guide the reader, Table 5.3 records the figure numbers corresponding to each specific pa-
rameter regime. Plotted in the figures are the Cartesian velocity behaviours, pressure and
polymeric/natural stress components. First, we present the results for κ = 0.25. The results
for parameter values β = 0.5 and Wi = 1 using a Cartesian log confirmation formulation for the
PTT and Giesekus models are shown in Figure 5.5 and Figure 5.6, respectively. The equivalent
plots using a natural stress formulation are shown in Figure 5.7 and Figure 5.8 for the PTT and
Giesekus models, respectively. For both models in both stress formulations, the results along
all three angles present convincing convergence to the predicted theoretical values in (3.26) and
(4.21). Of note, however, are the different convergence rates for the Cartesian stress compo-
nents; with the T pyy component, in particular, converging a lot slower than the other two. These
results suggest, for the T pyy component, a finer grid resolution is needed to capture its predicted
theoretical behaviour appropriately. All three of the natural stress components exhibit more
solid convergence to the predicted theoretical values in (4.39), each with a similar convergence
rate, marking a noticeable difference from the Cartesian components.
The results with β = 0.5 and Wi = 5 are presented in figures 5.9–5.12. Once again, for
both models, the results along all three angles present convincing convergence to the predicted
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Figure 5.4: The final free-surface position of the fluid, together with streamlines and separation
angle.
theoretical values. The results using a Cartesian log confirmation are shown in Figure 5.9 for
the PTT model and Figure 5.10 for Giesekus. Evident again are the different convergence rates
for the Cartesian stress components; with T pxx converging the fastest and T
p
yy the slowest. The
T pyy component does, however, now converge to its theoretical value at the mesh spacing used.
As suggested Hagen & Renardy [161], this is a consequence of the boundary layers shrinking in
size as the Weissenberg number increases which accentuates the core behaviour; the simulations
were therefore able to capture the second drop in T pyy behaviour prior to its final convergence.
The results using a natural stress formulation are shown in Figure 5.11 for the PTT model and
Figure 5.9 for Giesekus. The natural stress variables once again exhibit more solid convergence
to the predicted theoretical values, with the Giesekus results in particular presenting very quick
and accurate convergence.
The results for β = 1/9 and Wi = 1 are shown in figures 5.13–5.16. Aside from the pressure,
both models present similar behaviours to those presented in their respective β = 0.5 plots.
In both formulations, the pressure plots for both models display similar issues. The predicted
theoretical values are not attained along the lines θ = 30o and θ = 90o; however, better
convergence is seen along the line θ = 120o. These results suggest that either a mesh refinement
or tighter solver tolerances are required for the pressure plots in this highly polymeric case.
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Finally, we present the results for κ = 0.1 and β = 0.5. Figure 5.17 and Figure 5.18 present
the results using the Cartesian log confirmation formulation, and Figure 5.19 and Figure 5.20
present the results using the natural stress implementation. The results are very similar to
those using κ = 0.25; all three of the natural stress components exhibit more solid convergence
to the predicted theoretical values, each with a similar convergence rate; whilst the Cartesian
stress components exhibit varying convergence rates, with further mesh refinement required to
capture the theoretical T pyy behaviour.
In summary, the results for all parameter values and constitutive models explored emphasise
the benefit of using a natural stress formulation over a Cartesian formulation. In addition,
for both models in both formulations, the results are approving of Newtonian flow local to
the exit singularity; each variable presenting reassuring convergence to the derived analytical
behaviours, even at the mesh spacing used.
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Numerical Estimations (κ = 0.25)
PTT Giesekus
Wi α λ0 Dextr/h α λ0 Dextr/h
Cart NSF Cart NSF Cart NSF Cart NSF Cart NSF Cart NSF
β = 0.5 1 3.334 3.334 0.446 0.446 1.164 1.165 3.327 3.327 0.448 0.448 1.160 1.160
5 3.465 3.469 0.417 0.416 1.263 1.265 3.452 3.455 0.419 0.419 1.263 1.264
β = 1/9 1 3.326 3.336 0.448 0.445 1.147 1.148 3.310 3.317 0.452 0.450 1.139 1.140
Numerical Estimations (κ = 0.1)
PTT Giesekus
Wi α λ0 Dextr/h α λ0 Dextr/h
Cart NSF Cart NSF Cart NSF Cart NSF Cart NSF Cart NSF
β = 0.5 1 3.358 3.363 0.440 0.439 1.187 1.188 3.352 3.355 0.442 0.441 1.182 1.183
Table 5.2: Extrudate swell ratio, separation angle and corresponding lead eigenvalue.
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PTT Giesekus
κ = 0.1 κ = 0.25 κ = 0.1 κ = 0.25
Wi Cart NSF Cart NSF Cart NSF Cart NSF
β = 0.5 1 Fig. 5.17 Fig. 5.19 Fig. 5.5 Fig. 5.7 Fig. 5.18 Fig. 5.20 Fig. 5.6 Fig. 5.8
5 / / Fig. 5.9 Fig. 5.11 / / Fig. 5.10 Fig. 5.12
β = 1/9 1 / / Fig. 5.13 Fig. 5.15 / / Fig. 5.14 Fig. 5.16
Table 5.3: A table listing the figure number corresponding to each parameter regime. We note that: (1) The
numerical simulations for parameter values β = 1/9, Wi = 1, κ = 0.1 do not converge for both models in both
stress formulations. (2) The results for β = 0.5, κ = 0.1, Wi = 5 do converge, but have not been added since
they produce similar behaviour to the κ = 0.25 case.
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Figure 5.5: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i) polymeric




yy. The left column presents the results along the line θ =
π
3
, the middle column
θ = π
2
and the right column θ = 2π
3
. The results plotted correspond to the linear PTT model solved in a Cartesian
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Figure 5.6: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i) polymeric




yy. The left column presents the results along the line θ =
π
3
, the middle column
θ = π
2
and the right column θ = 2π
3
. The results plotted correspond to the Giesekus model solved in a Cartesian
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Figure 5.7: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i) natural
stress components λ, µ and ν. The left column presents the results along the line θ = π
3
, the middle column
θ = π
2
and the right column θ = 2π
3
. The results presented correspond to the linear PTT model solved in
a natural stress formulation with parameters, Wi = 1, κ = 0.25 and β = 0.5. Gradient lines: λ0 ≈ 0.446,
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Figure 5.8: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i) natural
stress components λ, µ and ν. The left column presents the results along the line θ = π
3
, the middle column θ = π
2
and the right column θ = 2π
3
. The results presented correspond to the Giesekus model solved in a natural stress
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Figure 5.9: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i) polymeric




yy. The left column presents the results along the line θ =
π
3
, the middle column
θ = π
2
and the right column θ = 2π
3
. The results plotted correspond to the linear PTT model solved in a Cartesian
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Figure 5.10: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i)








middle column θ = π
2
and the right column θ = 2π
3
. The results plotted correspond to the Giesekus model
solved in a Cartesian formulation with parameters, Wi = 5, κ = 0.25 and β = 0.5. Gradient lines: λ0 ≈ 0.419,
−(1− λ0) ≈ −0.581, −(1−λ0)(3−λ0)4 ≈ −0.375.
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Figure 5.11: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i) natural
stress components λ, µ and ν. The left column presents the results along the line θ = π
3
, the middle column
θ = π
2
and the right column θ = 2π
3
. The results presented correspond to the linear PTT model solved in
a natural stress formulation with parameters, Wi = 5, κ = 0.25 and β = 0.5. Gradient lines: λ0 ≈ 0.416,
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Figure 5.12: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i) natural
stress components λ, µ and ν. The left column presents the results along the line θ = π
3
, the middle column θ = π
2
and the right column θ = 2π
3
. The results presented correspond to the Giesekus model solved in a natural stress
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Figure 5.13: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i)








middle column θ = π
2
and the right column θ = 2π
3
. The results plotted correspond to the linear PTT model
solved in a Cartesian formulation with parameters, Wi = 1, κ = 0.25 and β = 1/9. Gradient lines: λ0 ≈ 0.448,
−(1− λ0) ≈ −0.552, −4(1−λ0)λ0+5 ≈ −0.405.
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Figure 5.14: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i)








middle column θ = π
2
and the right column θ = 2π
3
. The results plotted correspond to the Giesekus model
solved in a Cartesian formulation with parameters, Wi = 1, κ = 0.25 and β = 1/9. Gradient lines: λ0 ≈ 0.452,
−(1− λ0) ≈ −0.548, −(1−λ0)(3−λ0)4 ≈ −0.349.
5.3. Planar Extrudate Swell Simulation 171












Figure 5.15: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i) natural
stress components λ, µ and ν. The left column presents the results along the line θ = π
3
, the middle column
θ = π
2
and the right column θ = 2π
3
. The results presented correspond to the linear PTT model solved in
a natural stress formulation with parameters, Wi = 1, κ = 0.25 and β = 1/9. Gradient lines: λ0 ≈ 0.445,






172 Chapter 5. Numerical Simulations












Figure 5.16: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i) natural
stress components λ, µ and ν. The left column presents the results along the line θ = π
3
, the middle column θ = π
2
and the right column θ = 2π
3
. The results presented correspond to the Giesekus model solved in a natural stress
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Figure 5.17: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i)








middle column θ = π
2
and the right column θ = 2π
3
. The results plotted correspond to the linear PTT model
solved in a Cartesian formulation with parameters, Wi = 1, κ = 0.1 and β = 0.5. Gradient lines: λ0 ≈ 0.440,
−(1− λ0) ≈ −0.560, −4(1−λ0)λ0+5 ≈ −0.412.
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Figure 5.18: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i)








middle column θ = π
2
and the right column θ = 2π
3
. The results plotted correspond to the Giesekus model
solved in a Cartesian formulation with parameters, Wi = 1, κ = 0.1 and β = 0.5. Gradient lines: λ0 ≈ 0.442,
−(1− λ0) ≈ −0.558, −(1−λ0)(3−λ0)4 ≈ −0.357.
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Figure 5.19: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i) natural
stress components λ, µ and ν. The left column presents the results along the line θ = π
3
, the middle column
θ = π
2
and the right column θ = 2π
3
. The results presented correspond to the linear PTT model solved in
a natural stress formulation with parameters, Wi = 1, κ = 0.1 and β = 0.5. Gradient lines: λ0 ≈ 0.439,
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Figure 5.20: Limiting behaviour of (a)–(c) velocity components ux and uy, (d)–(f) pressure p and (g)–(i) natural
stress components λ, µ and ν. The left column presents the results along the line θ = π
3
, the middle column θ = π
2
and the right column θ = 2π
3
. The results presented correspond to the Giesekus model solved in a natural stress






The asymptotic structure local to the extrudate swell singularity at the exit has been determined
for a class of self-similar solutions of the PTT and Giesekus equations in a specific parameter
regime. Discussions of the results of each model are written at the end of the relevant chapters.
In this chapter, we review the accomplishments and shortcomings of the work presented, in
addition to future work to be pursued.
Before this thesis, the extrudate swell problem was well understood for a Newtonian fluid, but
less so for more intricate viscoelastic fluids. Salamon et al. [181] has discussed the mathematical
singularities occurring in the Newtonian case, the results provide adequate information on the
behaviour of the velocity field and, consequently, the solvent stress. In the presence of a solvent
viscosity, both the PTT and Giesekus models have solvent stresses dominating the polymer
stress near the die exit singularity. The discussion of Salamon et al. [181] has, therefore,
played a vital part in the analysis undergone in this thesis; however, it was the work on the
stick-slip scenario in [71, 72, 162] that provided the basic solution approach. Here, we have
extended this work to more general separation angles applicable to extrudate swell, specifically
129o < α < 270o, and have also validated the results numerically. To the best of our knowledge,
no other numerical results are confirming of these model behaviours at the singularity, and as
such, the numerical results in this thesis give substance to the predicted theoretical results.
The model equations have been presented in terms of three dimensionless parameters, the
Weissenberg number Wi, the retardation parameter (or solvent viscosity fraction) β and the
specific model parameter κ. Generally, the specific model parameter is given as αmob for the
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Figure 6.1: Illustration of the main case β ∈ (0, 1], Wi = O(1) and κ > 0 & O(1), in addition
to the possible single and double parameter limits with Wi = O(1).
Giesekus model, and ε for PTT; κ has only been used for the sake of simplicity and continuity
between the two models. The central parameter regime is that of Wi = O(1), κ = O(1) and
β ∈ (0, 1]; this has been investigated in Chapter 3 for both models with the remaining possible
parameter limits left as open problems. We expect the three region asymptotic structure derived
in chapter 3 to find itself at the heart of the following parameter limits.
First, we discuss the parameter limits involving κ and β (with Wi = O(1)) shown in Figure 6.1.
• Since the solvent stress dominates the polymer stress for PTT and Giesekus, these be-
haviours hold for the Newtonian limit β → 1− with κ = O(1) and pose no problems.
• In the limit of β → 0+, the PTT and Giesekus behaviours breakdown and the outer
region will be governed only by the polymer stresses. We anticipate this balance to hold
until we reach an intermediate region where the polymer and solvent extra stress become
comparable in size, i.e. Ts = O(Tp). Beyond this point, at even smaller length scales, we
should retain the β = O(1) problem.
• Fixing β = O(1), the PTT and Giesekus behaviours also breakdown in the limit of
κ→ 0+. We anticipate the main outer region will satisfy that of an Oldroyd-B fluid. As
r → 0, an intermediate layer is expected to exist before reaching the κ = O(1) problem.
The boundary layer equations in this region should retain the fullest balance possible.
These regions will likely form part of a larger and more complex structure in the multiple limits
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Figure 6.2: Illustration of the main case with β ∈ (0, 1], Wi = O(1) and κ > 0 & O(1), in
addition to the possible single and double parameter limits with fixed β ∈ (0, 1).
of (κ, β)→ (0, 0) (the UCM limit). The numerical simulations failed to converge for parameter
values β = 1/9 and κ = 0.1; it would therefore be of interest to identify the asymptotic structure
associated with this multiple parameter limit, hopefully shedding some light on why numerical
schemes struggle at these values.
The remaining parameter limits involving κ and Wi, with β ∈ (0, 1) fixed, are illustrated in
Figure 6.2.
• Since the exit singularity, even when Weissenberg is order one, seems to adopt the high
Weissenberg behaviour, the limit Wi →∞ poses no issues.
• The model behaviours do break down in the Newtonian limit of Wi → 0+. For this
case, in the main outer region we expect that both Tp and Ts will exhibit Newtonian
behaviour. This Newtonian behaviour should persist as r → 0 until a point at which the
small parameter Wi interacts with the length scale away from the die exit, recovering
terms in the polymer equations involving Wi. Beyond this, at small enough length scales,
the Wi = O(1) problem should be recovered.
Again, we expect the majority of these structures will form part of a larger and more complex
structure in the multiple limits of (κ,Wi) → (0, 0) and (κ,Wi) → (0,∞). A key emphasis
should be placed on the latter since numerical schemes encounter extreme difficulty in the high
Weissenberg number domain. For all geometries, the analytical behaviour may be incorporated
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explicitly into numerical schemes local to singularities, or it may be used to identify thin regions
in which large changes to deformation gradient and stresses occur which require adequate mesh
resolution.
The scaling group noted in (2.23) takes a different form when the intertia terms in the momen-
tum equation are neglected (Re = 0). It is often the case that polymer melts exhibit creeping
flow during the extrusion process and hence warrants their omission. The scaling group to







, κ = κ̂, x = Wimx̂, v = Wim−1v̂, (6.1)
for any m. If the intertia terms are to be retained, the unique value m = 1/2 gives the scaling
group (2.23).
This thesis has improved the understanding of the PTT and Giesekus extrudate swell problem,
and also uncovered some of their interesting features. We note that the radial length scale
ε, at which the singular behaviour holds can be estimated from numerical results, and will
vary for different parameter values and choice of constitutive equation. The analysis presented
has indicated that this class of solutions may only hold for separation angles 129o < α < 270o.
Despite being an unrealistic value, when α ≥ 270o the power-law form for the stream function is
no longer valid. This situation is very unlikely to be observed experimentally and, as such, this
problem falls more under the umbrella of mathematical interest than industrial interest, but
finding the correct sreamfunction behaviour at these angles does remain an open mathematical
problem.
The numerical simulations confirming the predicted model behaviours have proven invaluable
to the analysis in this thesis. Solving the stress components in the more familiar Cartesian
formulation did, however, require a log-conformation representation to ensure the positive-
definiteness of the conformation tensor. The natural stress equations, on the other hand, were
solved in their direct form, without a log transformation. In the β = 1/9 simulations, both
schemes were unable to reach moderate elasticity numbers; it would, therefore, be of interest
to see if running simulations using a log-confirmation representation for the natural stress
equations improves on its already advantageous use. The limiting parameter values at which
the simulations no longer sufficiently converge is also of interest. This, of course, has many
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contributing factors, including mesh resolution, but will help identify the best formulation
choice for different parameter regimes. On a similar note, each formulation may perform better
at different areas of the flow geometry. Take, for instance, a vortex point; in such regions the
use of the natural stress formulation may be more beneficial than the Cartesian.
Finally, the main possible extensions to the work here include model generalisation, investi-
gating other geometries and flow types, or a combination of them all. It would be useful first
to examine the Oldroyd-B/UCM fluid using the correct balance in the core region (in both
extrudate swell and stick-slip geometries) before investigating more complicated fluids. As
numerical schemes improve, more complex models such as FENE-P and Rolie-Poly [182] will
be used more widely in simulations. Consequently, the need to understand the asymptotic
behaviours near singularities also increases. Given the fact that the more complex constitutive
equations are ordinarily only slight extensions of other less intricate models, and share many
features, understanding the behaviour of ”simpler” models in such flow geometries is vital.
The analysis here has focused purely on the two-dimensional planar geometry. Just as essential
are the flows through circular or annular dies so that the axisymmetric case becomes a critical
study; the operator in the biharmonic equation now takes its axisymmetric form, and as such
the stream function behaviour must be derived for this particular case.
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[63] P. André and J. Clermont, “Numerical simulation of the die swell problem of a Newtonian
fluid by using the concept of stream function and a local analysis of the singularity at
the corner,” Journal of Non-Newtonian Fluid Mechanics, vol. 23, pp. 335 – 354, 1987.
188 BIBLIOGRAPHY
[64] R. I. Tanner, “A theory of die-swell revisited,” Journal of Non-Newtonian Fluid Mechan-
ics, vol. 129, no. 2, pp. 85 – 87, 2005.
[65] D. Pettas, G. Karapetsas, Y. Dimakopoulos, and J. Tsamopoulos, “On the origin of
extrusion instabilities: Linear stability analysis of the viscoelastic die swell,” Journal of
Non-Newtonian Fluid Mechanics, vol. 224, pp. 61 – 77, 2015.
[66] G. C. Georgiou, L. G. Olson, W. W. Schultz, and S. Sagan, “A singular finite element
for Stokes flow: The stick-slip problem,” International Journal for Numerical Methods in
Fluids, vol. 9, no. 11, pp. 1353–1367, 1989.
[67] G. C. Georgiou, W. W. Schultz, and L. G. Olson, Singular Finite Elements for Fluid
Flow Problems with Stress Singularities, pp. 174–176. Dordrecht: Springer Netherlands,
1990.
[68] M. Elliotis, G. Georgiou, and C. Xenophontos, “Solution of the planar Newtonian stick-
slip problem with the singular function boundary integral method,” International Journal
for Numerical Methods in Fluids, vol. 48, no. 9, pp. 1001–1021, 2005.
[69] T. N. Phillips and A. R. Davies, “On semi-infinite spectral elements for poisson problems
with re-entrant boundary singularities,” Journal of Computational and Applied Mathe-
matics, vol. 21, no. 2, pp. 173 – 188, 1988.
[70] T. R. Salamon, D. E. Bornside, R. C. Armstrong, and R. A. Brown, “Local similarity
solutions for the stress field of an Oldroyd-B fluid in the partial-slip/slip flow,” Physics
of Fluids, vol. 9, no. 8, pp. 2191–2209, 1997.
[71] J. D. Evans, “Stick-slip and slip-stick singularities of the Phan-Thien–Tanner fluid,”
Journal of Non-Newtonian Fluid Mechanics, vol. 199, pp. 12 – 19, 2013.
[72] J. D. Evans, “Stick-slip singularity of the Giesekus fluid,” Journal of Non-Newtonian Fluid
Mechanics, vol. 222, pp. 24 – 33, 2015. Rheometry (and General Rheology): Festschrift
dedicated to Professor K Walters FRS on the occasion of his 80th birthday.
[73] R. I. Tanner, R. E. Nickell, and R. W. Bilger, “Finite element methods for the solu-
tion of some incompressible non-Newtonian fluid mechanics problems with free surfaces,”
Computer Methods in Applied Mechanics and Engineering, vol. 6, no. 2, pp. 155 – 174,
1975.
BIBLIOGRAPHY 189
[74] D. Kalyon, V. Tan, and M. R. Kamal, “The dynamics of parison development in blow
molding,” Polymer Engineering & Science, vol. 20, no. 12, pp. 773–777, 1980.
[75] A. Dutta and M. E. Ryan, “A study of parison development in extrusion blow molding,”
Journal of Non-Newtonian Fluid Mechanics, vol. 10, no. 3, pp. 235 – 256, 1982.
[76] X. L. Luo and E. Mitsoulis, “Memory phenomena in extrudate swell simulations for
annular dies,” Journal of Rheology, vol. 33, no. 8, pp. 1307–1327, 1989.
[77] V. Ganvir, B. P. Gautham, H. Pol, M. S. Bhamla, L. Sclesi, R. Thaokar, A. Lele, and
M. Mackley, “Extrudate swell of linear and branched polyethylenes: ALE simulations
and comparison with experiments,” Journal of Non-Newtonian Fluid Mechanics, vol. 166,
no. 1, pp. 12 – 24, 2011.
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[96] S. McKee, M. F. Tomé, V. G. Ferreira, J. A. Cuminato, A. Castelo, F. S. Sousa, and
N. Mangiavacchi, “The MAC method,” Computers & Fluids, vol. 37, no. 8, pp. 907 –
930, 2008.
[97] C. W. Hirt, A. A. Amsden, and J. L. Cook, “An arbitrary Lagrangian-Eulerian computing
method for all flow speeds,” Journal of Computational Physics, vol. 14, no. 3, pp. 227 –
253, 1974.
[98] Y. Cao, X. Ren, X. Guo, M. Wang, Q. Wang, X. Xu, and X. Yang, “A new method
to simulate free surface flows for viscoelastic fluid,” Advances in Materials Science and
Engineering, vol. 2015, 2015.
[99] R. Scardovelli and S. Zaleski, “Direct numerical simulation of free-surface and interfacial
flow,” Annual Review of Fluid Mechanics, vol. 31, no. 1, pp. 567–603, 1999.
[100] M. J. Crochet and R. Keunings, “Finite element analysis of die swell of a highly elastic
fluid,” Journal of Non-Newtonian Fluid Mechanics, vol. 10, no. 3, pp. 339 – 356, 1982.
[101] M. B. Bush, J. F. Milthorpe, and R. I. Tanner, “Finite element and boundary ele-
ment methods for extrusion computations,” Journal of Non-Newtonian Fluid Mechanics,
vol. 16, no. 1, pp. 37 – 51, 1984.
[102] M. B. Bush, “A numerical study of extrudate swell in very dilute polymer solutions rep-
resented by the Oldroyd-B model,” Journal of Non-Newtonian Fluid Mechanics, vol. 34,
no. 1, pp. 15 – 24, 1990.
[103] J. Clermont and M. Normandin, “Numerical simulation of extrudate swell for Oldroyd-B
fluids using the stream-tube analysis and a streamline approximation,” Journal of Non-
Newtonian Fluid Mechanics, vol. 50, no. 2, pp. 193 – 215, 1993.
[104] S. Tanoue, T. Kajiwara, Y. Iemoto, and K. Funatsu, “High Weissenberg number sim-
ulation of an annular extrudate swell using the differential type constitutive equation,”
Polymer Engineering & Science, vol. 38, no. 3, pp. 409–419, 1998.
192 BIBLIOGRAPHY
[105] G. Karapetsas and J. Tsamopoulos, “Steady extrusion of viscoelastic materials from an
annular die,” Journal of Non-Newtonian Fluid Mechanics, vol. 154, no. 2, pp. 136 – 152,
2008.
[106] G. Russo and T. N. Phillips, “Spectral element predictions of die-swell for Oldroyd-B
fluids,” Computers & Fluids, vol. 43, no. 1, pp. 107 – 118, 2011. Symposium on High
Accuracy Flow Simulations. Special Issue Dedicated to Prof. Michel Deville.
[107] G. Russo and T. N. Phillips, “Numerical prediction of extrudate swell of branched polymer
melts,” Rheologica Acta, vol. 49, no. 6, pp. 657–676, 2010.
[108] M. Normandin, J. Clermont, J. Guillet, and C. Raveyre, “Three-dimensional extrudate
swell experimental and numerical study of a polyethylene melt obeying a memory-integral
equation,” Journal of Non-Newtonian Fluid Mechanics, vol. 87, no. 1, pp. 1 – 25, 1999.
[109] V. Ngamaramvaranggul and M. Webster, “Viscoelastic simulations of stick-slip and die-
swell flows,” International Journal for Numerical Methods in Fluids, vol. 36, pp. 539 –
595, 07 2001.
[110] H. K. Rasmussen and O. Hassager, “Three-dimensional simulations of viscoelastic insta-
bility in polymeric filaments,” Journal of Non-Newtonian Fluid Mechanics, vol. 82, no. 2,
pp. 189 – 202, 1999.
[111] J. R. Marin and H. Rasmussen, “Lagrangian finite–element method for the simulation of
K-BKZ fluids with third order accuracy,” Journal of Non-newtonian Fluid Mechanics -
J NON-NEWTONIAN FLUID MECH, vol. 156, pp. 177–188, 02 2009.
[112] V. Ganvir, A. Lele, R. Thaokar, and B. P. Gautham, “Prediction of extrudate swell
in polymer melt extrusion using an Arbitrary Lagrangian Eulerian (ALE) based finite
element method,” Journal of Non-Newtonian Fluid Mechanics, vol. 156, no. 1, pp. 21 –
28, 2009.
[113] J. Fang, R. G. Owens, L. Tacherm, and A. Parriaux, “A numerical study of the SPH
method for simulating transient viscoelastic free surface flows,” Journal of Non-Newtonian
Fluid Mechanics, vol. 139, no. 1, pp. 68 – 84, 2006.
BIBLIOGRAPHY 193
[114] A. Rafiee, M. T. Manzari, and M. Hosseini, “An incompressible SPH method for simu-
lation of unsteady viscoelastic free-surface flows,” International Journal of Non-Linear
Mechanics, vol. 42, no. 10, pp. 1210 – 1223, 2007.
[115] X. Xu, J. Ouyang, T. Jiang, and Q. Li, “Numerical simulation of 3D-unsteady viscoelastic
free surface flows by improved smoothed particle hydrodynamics method,” Journal of
Non-Newtonian Fluid Mechanics, vol. 177-178, pp. 109 – 120, 2012.
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