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3L’objet principal de cette the`se est une contribution a` l’analyse nume´rique
de proble`mes de valeurs propres non line´aires, comme on peut en trouver en
chimie quantique. La re´solution de ces proble`mes e´tant tre`s couˆteuse, l’ide´e est
de proposer de nouvelles me´thodes permettant de simplifier la re´solution de ce
type de proble`mes et ainsi diminuer le couˆt total de calcul. L’analyse nume´rique
est ne´cessaire pour comprendre si l’impact positif sur le couˆt de total n’a pas
de mauvaise conse´quence sur la pre´cision des re´sultats.
On s’est aperc¸u que l’analyse nume´rique de discre´tisation classique n’e´tait pas
entie`rement faite, et surtout elle n’e´tait pas optimale. Il a fallu pre´alablement
comple´ter les travaux existant sur les estimations d’erreur a priori, afin d’obte-
nir des re´sultats e´quivalents a` ceux connus dans le cas de proble`mes aux valeurs
propres line´aires. Les deux premiers chapitres sont consacre´s a` l’analyse nume´-
rique de ces proble`mes aux valeurs propres non line´aires, ainsi que l’effet de
l’inte´gration nume´rique.
Dans le chapitre 3, ces re´sultats ont e´te´ utilise´s pour la mise en œuvre et l’ana-
lyse nume´rique de nouveaux sche´mas a` deux grilles pour l’approximation de
proble`mes aux valeurs propres non line´aires.
Dans une dernie`re partie, on propose d’adapter ce type de me´thode de sous-
grilles, pour une utilisation originale, associe´e a` la me´thode des bases re´duites
pour la re´solution de proble`mes elliptiques avec second membre.
Quelques re´sultats d’estimations a priori dans le cas
de proble`mes aux valeurs propres line´aires
De nombreuses applications physiques et me´caniques, ne´cessitent l’approxi-
mation des valeurs propres et des vecteurs propres de proble`mes elliptiques,
ayant des conditions aux limites. L’analyse nume´rique de ces proble`mes line´aires
a e´te´ amplement e´tudie´e et de´veloppe´e, et plus particulie`rement dans le cas de
la me´thode des e´le´ments finis [2, 45, 50]. La pre´sentation de ces principaux re´-
sultats est faite dans le meˆme esprit que celle qui sera propose´e dans la suite
de la the`se, pour le cas de proble`mes non line´aires.
Soit Ω un ouvert borne´ de Rd (d = 2 ou 3) a` frontie`re « re´gulie`re ». On s’inte´-
resse au proble`me suivant :
Trouver u ∈ H10 (Ω) et λ ∈ R tels que
a(u, v) = λ
∫
Ω




ou` a est une forme biline´aire, syme´trique, continue et coercive sur H10 (Ω).
Les valeurs propres de ce proble`me forment une suite croissante tendant vers +∞
0 < λ1 ≤ λ2 ≤ · · · ≤ λm ≤ · · · ,
4et les fonctions propres associe´es um sont borne´es dans H
2(Ω) (en supposant
que la forme biline´aire a et la frontie`re du domaine Ω sont suffisamment re´gu-
lie`res, par exemple si Ω est convexe ).
Il s’agit maintenant d’approcher nume´riquement les couples d’e´lements propres
(λ, u). On introduit un sous-espace de H10 (Ω) de dimension finie, de type e´le-




h tel que :
Xkh = {v ∈ H10 (Ω), ∀K ∈ Th, v|K ∈ Pk(K)}.
Th repre´sente une famille re´gulie`re de triangulation de Ω, le parame`tre de dis-
cre´tisation h est de´fini par h = max
T∈Th
hT ou` hT est le diame`tre de T (c’est a` dire
la longueur du plus grand cote´). On rappelle qu’une famille de triangulation est
dite re´gulie`re si elle ve´rifie les hypothe`ses suivantes :
– pour tout h, Ω est e´gale a` l’union de tous les e´le´ments de Th,
– l’intersection de deux e´le´ments distincts est vide, ou un sommet, ou une
areˆte entie`re ou une face entie`re,




, et ρT le diame`tre de la boule inscrite dans T .
L’approximation de Galerkin de (1) sur Xkh , s’e´crit alors :
Trouver uh ∈ Xkh et λh ∈ R tels que
a(uh, vh) = λh
∫
Ω




Ce proble`me admet Nh(= dimX
k
h) valeurs propres positives qui forment une
suite croissante :
0 < λ1,h ≤ λ2,h ≤ · · · ≤ λm,h ≤ · · · ≤ λNh,h.
Soit Vm l’ensemble des sous-espaces de H10 (Ω) et Vm,h l’ensemble des sous-
espaces de Xkh , tous deux de dimension m. Alors, d’apre`s le Principe du Min-
Max, la me`me valeur propre λm du proble`me (1) et la m
e`me valeur propre λm,h


















et ve´rifient la proprie´te´ suivante :
λm ≤ λm,h, 1 ≤ m ≤ Nh.
5De plus, l’e´galite´ suivante nous permet d’obtenir un premier re´sultat de conver-
gence.
λm,h − λm = a(um,h, um,h)− a(um, um)
= a(um,h − um, um,h − um) + 2 a(um,h − um, um)
= a(um − um,h, um − um,h)− 2λm(um, um − um,h)L2
= a(um − um,h, um − um,h)− λm
[
(um, um)L2 + (um,h, um,h)L2
− 2(um, um,h)L2
]
( en utilisant ‖um‖L2 = ‖um,h‖L2 = 1)
= a(um − um,h, um − um,h)− λm(um − um,h, um − um,h)L2 . (3)
Avec la continuite´ de la forme biline´aire a, ainsi que l’ine´galite´ de Cauchy-
Schwarz sur le second terme de droite, on a
|λm,h − λm| ≤ C‖um − um,h‖2H1 . (4)
Faisons maintenant l’hypothe`se d’approximation suivante :
Il existe une constante C > 0 telle que pour tout u ∈ H10 (Ω) ∩Hℓ(Ω),
1 ≤ ℓ ≤ k + 1 on ait :
inf
vh∈Xkh
‖u− vh‖H1 ≤ Chℓ−1‖u‖Hℓ .
Les estimations d’erreur suivantes sont classiques, voir par exemple [2, 45, 50],
ne´anmoins nous choisissons de donner ici une de´monstration qui servira d’intro-
duction au raisonnement utilise´ pour obtenir les estimations d’erreur a priori
dans le cas de proble`mes aux valeurs propres non line´aires.
Lemme : Si λm est une valeur propre simple, alors pour h ≤ h0 assez petit,
λm,h est une valeur propre simple et il existe une constante C positive, inde´-
pendante du sous-espace Xkh , telle que l’on ait
‖um − um,h‖H1 ≤ Chℓ−1‖u‖Hℓ (5)
‖um − um,h‖L2 ≤ Ch‖um − um,h‖H1 . (6)
De´monstration :
Seul le cas m = 1 sera traite´. On commencera par montrer que
‖u1 − u1,h‖H1 −→
h→0
0. (7)
Pour cela, on conside`re le proble`me de minimisation suivant :




a(v, v). Ce proble`me admet une unique solution positive, que
l’on notera u. Ainsi, en introduisant l’ope´rateur auto-adjoint, Alin, tel que
〈Alinu, v〉 = a(u, v) ∀v ∈ H10 (Ω),
6on obtient que la fonction u ve´rifie l’e´quation d’Euler-Lagrange suivante :
Alinu = λu
ou` λ ∈ R est le multiplicateur de Lagrange associe´ a` la contrainte ‖u‖L2 = 1.
Le proble`me aux valeurs propres, issu de ce proble`me de minimisation, n’est
autre que (1). Il existe une base hilbertienne orthonormale de L2(Ω) forme´e des
vecteurs propres de (1), de fac¸on a` ce que tout v ∈ L2(Ω) et de norme 1, puisse










De ce fait, en remarquant λ1 est la plus petite valeur propre, il apparaˆıt que
le couple (u1, λ1) est solution de cette e´quation d’Euler-Lagrange, ainsi que du
proble`me de minimisation Ilin.
Par ailleurs, on peut montrer que λ1, la plus petite valeur propre Alin, est simple.
Il en re´sulte que
〈Alinv, v〉F − λ1
∫
Ω
v2 ≥ (λ2 − λ1)
[
‖v‖2L2 − (u1, v)2L2
]
∀v ∈ H10 (Ω).
On rappelle que ‖u1‖L2(Ω) = ‖u1,h‖L2(Ω) = 1, de ce fait |(u1, u1,h)L2(Ω| ≤ 1. Par
conse´quent, il apparaˆıt
〈Alin(u1 − u1,h), (u1 − u1,h)〉 − λ1
∫
Ω




Ainsi, en choisissant u1,h tel que (u1, u1,h)L2(Ω) ≥ 0, il de´coule
a(u1 − u1,h, u1 − u1,h)− λ1‖u1 − u1,h‖2L2(Ω)





‖u1‖L2(Ω) + ‖u1,h‖2L2(Ω) − 2(u1, u1,h)L2(Ω)
]
≥ (λ2 − λ1)
2
‖u1 − u1,h‖2L2(Ω).
Soit θ tel que 0 < θ ≤ λ2 − λ1
λ2 + λ1
< 1. A` partir de la ligne pre´ce´dente, on obtient
alors
a(u1 − u1,h, u1 − u1,h)− λ1‖u1 − u1,h‖2L2(Ω)
= θ a(u1 − u1,h, u1 − u1,h) + (1− θ)
[
a(u1 − u1,h, u1 − u1,h)− λ1‖u1 − u1,h‖2L2(Ω)
]
−θλ1‖u1 − u1,h‖2L2(Ω)
≥ θa(u1 − u1,h, u1 − u1,h) + (1− θ)(λ2 − λ1)
2
‖u1 − u1,h‖2L2(Ω) − θλ1‖u1 − u1,h‖2L2(Ω)
≥ θa(u1 − u1,h, u1 − u1,h) + 1
2
[
λ2 − λ1 − θ(λ2 + λ1)
]
‖u1 − u1,h‖2L2(Ω).
Ceci implique, en utilisant la coercivite´ de la forme biline´aire a et en choisissant
θ assez petit, qu’il existe une constante C positive telle que
a(u1 − u1,h, u1 − u1,h)− λ1(u1 − u1,h, u1 − u1,h)L2 ≥ C‖u1 − u1,h‖2H1(Ω). (8)
7En combinant ceci avec l’e´galite´ (3), on a
C
2
‖u1 − u1,h‖2H1(Ω) ≤
1
2
a(u1 − u1,h, u1 − u1,h)− λ1
2




(λ1,h − λ1) = Elin(u1,h)− Elin(u1).
Puisque u1,h est solution du proble`me aux valeurs propres (2), elle est e´galement
le minimiseur de Elin sur l’espaceX
k
h . On a ainsi pour tout vh ∈ Xkh , Elin(u1,h) ≤
Elin(vh). Soit xh ∈ Xkh telle que
‖u1 − xh‖H1(Ω) = inf
vh∈Xkh















a(xh − u1, vh + u1)
≤ C‖xh − u1‖H1(Ω)‖xh + u1‖H1(Ω) −→
h→0
0.
Revenons a` la de´monstration de l’estimation (5). En utilisant (8), pour tout
xh ∈ Xkh , on a
C‖u1 − u1,h‖2H1(Ω) ≤ a(u1 − u1,h, u1 − u1,h)− λ1‖u1 − u1,h‖2L2(Ω)
≤ a(u1 − xh, u1 − u1,h)− λ1
∫
Ω
(u1 − xh)(u1 − u1,h)
+a(xh − u1,h, u1 − u1,h)− λ1
∫
Ω
(xh − u1,h)(u1 − u1,h)
≤ a(u1 − xh, u1 − u1,h)− λ1
∫
Ω











(xh − u1,h)(u1 − u1,h)
≤ a(u1 − xh, u1 − u1,h)− λ1
∫
Ω





≤ C‖u1 − xh‖H1(Ω)‖u1 − u1,h‖H1(Ω) + |λ1 − λ1,h| ‖u1 − xh‖L2(Ω).
Ainsi en utilisant (4) dans cette dernie`re ligne, il vient
‖u1 − u1,h‖2H1(Ω) ≤ C‖u1 − u1,h‖H1(Ω)
[
‖u1 − xh‖H1(Ω) + ‖u1 − u1,h‖H1(Ω)‖u1 − xh‖L2(Ω)
]
≤ C‖u1 − u1,h‖H1(Ω)‖u1 − xh‖H1(Ω)
[
1 + ‖u1 − u1,h‖H1(Ω)
]
.
8D’apre`s (7), le terme ‖u1 − u1,h‖H1(Ω) est petit, de ce fait on trouve
‖u1 − u1,h‖H1(Ω) ≤ C‖u1 − xh‖H1(Ω) = C inf
vh∈Xkh
‖u1 − vh‖H1(Ω),
et finalement, si u ∈ H1(Ω) ∩Hℓ(Ω), 1 ≤ ℓ ≤ k, on a
‖u1 − u1,h‖H1 ≤ Chℓ−1‖u‖Hℓ .
Il reste a` montrer l’estimation (6), la de´monstration qui suit diffe`re le´ge`rement
de celles qui existent dans la litte´rature, mais elle pourra facilement eˆtre adap-
te´e pour fonctionner dans le cas de proble`me aux valeurs propres non line´aire.
Pour cela, on note u⊥ = {v ∈ H10 (Ω),
∫
Ω
uv = 0}, le sous espace de H10 (Ω), et
on conside`re le proble`me adjoint suivant :
Trouver ψ ∈ u⊥ tel que pour tout v ∈ u⊥, alors
a(ψ, v)− λ(ψ, v) =
∫
Ω
(u1 − u1,h)v. (9)
La forme biline´aire (v, w) 7→ a(w, v)−λ(w, v) e´tant coercive, continue et syme´-
trique sur u⊥, le the´ore`me de Lax-Milgram nous assure l’existence et l’unicite´
de la solution ψ du proble`me (9). De plus elle ve´rifie les hypothe`ses de re´gularite´
et de continuite´ suivantes :
ψ ∈ H10 (Ω) ∩H2(Ω) (10)
‖ψ‖H2(Ω) ≤ C‖u1 − u1,h‖L2(Ω). (11)
En particulier, on a
inf
vh∈Xkh
‖ψ − vh‖H1(Ω) ≤ Ch‖u1 − u1,h‖L2(Ω). (12)
Soit u∗1 ∈ H10 (Ω), de´finie par




de sorte que u∗1 − u1 ∈ u⊥, on a e´galement





‖u1 − u1,h‖2L2(Ω) =
∫
Ω
(u1 − u1,h)(u1 − u∗1) +
∫
Ω












= a(ψ − ψh, u1 − u1,h)− λ1
∫
Ω
(ψ − ψh)(u1 − u1,h)
+a(ψh, u1 − u1,h)− λ1
∫
Ω
ψh(u1 − u1,h), ∀ψh ∈ Xkh
= a(ψ − ψh, u1 − u1,h)− λ1
∫
Ω









, ∀ψh ∈ Xkh .
Par conse´quent, en utilisant (4), on obtient, pour tout ψh ∈ Xkh
‖u1 − u1,h‖2L2(Ω) ≤ C‖u1 − u1,h‖H1(Ω)‖ψ − ψh‖H1(Ω)
+‖u1 − u1,h‖2H1(Ω) ‖u1‖L2(Ω)
[
‖ψ − ψh‖L2(Ω) + ‖ψ‖L2(Ω)
]







‖ψ − ψh‖L2(Ω) + ‖ψ‖H2(Ω)
]
≤ C‖u1 − u1,h‖H1(Ω)‖u1 − u1,h‖L2(Ω)
[
h+ ‖u1 − u1,h‖H1(Ω)
]




1 ≤ ℓ ≤ k.
≤ Ch‖u1 − u1,h‖H1(Ω)‖u1 − u1,h‖L2(Ω).
On retrouve ainsi (6), ce qui conclut la de´monstration de ce lemme.
✷
A` la recherche du fondamental
Il existe plusieurs mode`les mathe´matiques issus des sciences physiques et de
l’inge´nierie, dont la re´solution demande une recherche de valeurs et vecteurs
propres de proble`mes non line´aires, comme le calcul de modes de vibration en
me´canique des solides non line´aires. On trouve aussi des exemples en chimie
quantique, ou` les mode`les dit ab initio de´rivent directement de l’e´quation de
Schro¨dinger [27] :
10
– les e´quations de Gross-Pitaevskii qui de´crivent les e´tats stationnaires du
condensat de Bose-Einsten,
– les mode`les d’Hartree-Fock et Kohn-Sham.
Ces deux derniers ont pour but de de´terminer l’e´tat fondamental, c’est-a`-dire
l’e´tat de plus basse e´nergie d’un syste`me mole´culaire.
Le mode`le de Kohn- Sham est tre`s populaire en physique du solide, mais aussi en
chimie mole´culaire. Il repose sur la The´orie de la fonctionnelle de densite´ (DFT,
Density Functional Theory [23,24,41,53]). Le principal inte´reˆt de cette me´thode
re´side dans le fait qu’elle permet de mode´liser des syste`mes relativement e´tendus
(mole´cules de taille importante ou des solides) avec une bonne pre´cision. La
description quantique non-relativiste d’un syste`me mole´culaire ou cristallin est
base´e sur l’e´quation de Schro¨dinger [27] suivante (qui sera simplifie´e par diverses










ou` H est le hamiltonien du syste`me. Cette e´quation peut eˆtre ramene´e a` un cas








−→ri ) est la fonction d’onde qui de´crit le comportement des e´lectrons,−→
Rj et
−→ri repre´sentent les coordonne´es des noyaux et des e´lectrons, E corres-
pond quant a` lui a` l’e´nergie du syste`me. Chaque valeur propre E correspond a`




−→ri ). L’e´tat de plus faible e´nergie est le plus stable, chercher celui-ci revient
a` re´soudre un proble`me de minimisation. Pour un syste`me mole´culaire compose´
de M noyaux et de N e´lectrons. La complexite´ de ce proble`me est telle qu’il ne
peut eˆtre re´solu sans simplification supple´mentaire :
– 1er e´tape d’approximation : l’approximation de Born-Oppenheimer,
– 2e`me e´tape d’approximation : les me´thodes de type Fonctionnelle de la
densite´ ou Hartree-Fock (celui-ci ne sera pas traite´ dans cette the`se),
– 3e`me e´tape d’approximation : les me´thodes de discre´tisations et de re´solu-
tions nume´riques.
Le premier niveau d’approximation est base´ sur l’approximation de Born-Oppenheimer,
qui permet de traiter se´pare´ment les e´lectrons et les noyaux d’un syste`me. Celle-
ci s’appuie sur la diffe´rence de masse entre ces deux familles de particules. Ainsi,
on peut de´coupler le mouvement des noyaux de celui des e´lectrons. On fixe alors
la position des noyaux. Ils deviennent des parame`tres et les degre´s de liberte´
nucle´aires apparaissent uniquement dans le potentiel moyen W . La position
d’e´quilibre la plus stable du syste`me est donc obtenue minimisant l’e´nergie po-
tentiel W.







qui de´crit la re´pulsion internucle´aire (ou` zi
repre´sente la charge du noyau i),
2. le terme qui correspond au potentiel effectif ressenti par les noyaux, duˆ a`
la pre´sence du nuage e´lectronique. La valeur de ce potentiel en un point
est obtenue en cherchant le fondamental du hamiltonien e´lectronique He
sur l’espace des fonctions d’ondes, que l’on appellera proble`me electro-
nique.
En raison de la taille des fonctions d’ondes, la re´solution nume´rique de ce pro-
ble`me de minimisation, telle quelle, n’est possible que pour des syste`mes ne
contenant qu’un ou deux atomes. Il existe ainsi un second niveau d’approxima-
tion de´coupe´ en deux classes : la me´thode d’Hartree - Fock et celle issue de la
the´orie de la Fonctionnelle de la densite´.
La me´thode de Hartree-Fock ( [21, 48]) est une approximation variationnelle
du proble`me e´lectronique consistant a` restreindre l’ensemble de minimisation
aux seules fonctions d’onde ψe, qui s’e´crivent comme un de´terminant de Slater
de N fonctions d’onde monoe´lectroniques orthonorme´es φi appele´es orbitales
mole´culaires
ψe(





WN = {Φ = (φi)1≤i≤N , φi ∈ H1(R3), tel que
∫
R3
φiφj = δi,j , 1 ≤ i, j ≤ N}
l’ensemble des configurations de N orbitales mole´culaires.
On note par ρΦ(x) =
N∑
i=1










, le potentiel cre´e´ par les
noyaux et subis par les e´lectrons du syste`me. Le proble`me d’Hartree-Fock s’e´crit
sous la forme
































Le premier terme repre´sente l’e´nergie cine´tique de la fonction d’onde, le troi-
sie`me terme correspond a` la re´pulsion coulombienne, quant au dernier il re´sulte
de l’antisyme´trie de la fonction d’onde, et est appele´ terme d’e´change. Tout
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minimum du proble`me de Hartree-Fock ve´rifie les e´quations d’Euler-Lagrange
du proble`me suivant, a` savoir
−1
2










|x− y| dxdy = ǫiφi, ∀1 ≤ i ≤ N,
ou` ǫi est le multiplicateurs de Lagrange associe´ a` la contrainte
∫
R3
φiφj = δi,j .
Ce mode`le tre`s non line´aire reste tre`s complexe, et tre`s couˆteux en terme de
calcul. L’existence d’un e´tat fondamental est connue ( [26,30–32]), en revanche
l’unicite´ de celui-ci reste un proble`me ouvert. Par ailleurs, des re´sultats sur
l’analyse nume´rique de ce mode`le, en particulier sur les estimations a posteriori,
ont e´te´ e´tablis dans [37].
La seconde classe de mode`le est celle issue de la The´orie de la Fonctionnelle
de la densite´. Celle-ci est tre`s populaire en physique du solide et gagne en
succe`s en chimie mole´culaire. Elle consiste a` utiliser la densite´ e´lectronique
comme variable principale pour caracte´riser le syste`me. Ainsi, contrairement
aux mode`les de type Hartree-Fock, ou` la variable est une fonction d’onde multi-
e´lectronique, avec 3 × N degre´s de liberte´, elle n’en a ici plus que trois. Pour
de´terminer l’e´nergie et la densite´ e´lectronique fondamentale, il suffit de re´soudre












ou` F est une fonctionnelle universelle, c’est a` dire qu’elle ne de´pend pas du
potentiel V cre´e´ par les noyaux. Avant meˆme qu’une justification the´orique
soit apporte´e par Hohenberg et Kohn en 1964 [23], il existait de´ja` des mode`les
utilisant ce type de formalisme. Ce sont les mode`les dit de Thomas- Fermi ( [14,
16,51]), qui sont apparus dans les anne´es 30. La fonctionnelle F ne pouvant eˆtre
exprime´e explicitement, elle a e´te´ approche´e a` l’aide de mode`les empiriques de
la physique statistique des gaz homoge`nes d’e´lectrons. Dans le premier mode`le
propose´, celui de Thomas-Fermi, la fonctionnelle F (ρ) est remplace´e par :














10 . Le premier terme correspond a` l’e´nergie cine´tique d’un gaz
homoge`ne d’e´lectrons et peut eˆtre de´termine´ simplement. Le second terme, dit
d’e´change, de´crit l’interaction coulombienne. Ce mode`le a e´te´ perfectionne´ par
von Weizsa¨cker en ame´liorant le terme d’e´nergie cine´tique. La fonctionnelle F
est alors approche´e par
FTFW (ρ) = CW
∫
R3
|∇√ρ|2 + FTF (ρ),
avec CW = 0.093. Plus tard, le terme d’e´change a e´te´ corrige´ par Dirac pour
mieux de´crire l’inte´raction entre les e´lectrons, c’est ainsi que le mode`le Thomas-
Fermi-Dirac-von Weizsa¨cker a e´te´ introduit :













Dans le mode`le de Kohn-Sham, la fonctionnelle F est de´compose´e en trois
contributions F (ρ) = TKS(ρ) + J(ρ) + Exc(ρ), ou` TKS est l’e´nergie cine´tique





















Exc = F (ρ)− TKS − J(ρ).
La me´thode de Kohn-Sham est formellement exacte mais la fonctionnelle Exc est
inconnue. De ce fait, la validite´ de ce mode`le de´pend exclusivement de la qualite´
de la fonctionnelle d’e´change-corre´lation approche´e. Dans le cas de Kohn-Sham,
on ne cherche pas a` approcher directement la fonctionnelle F , mais seulement
une partie, ce qui donne de meilleurs re´sultats . En effet, bien qu’ils reproduisent
correctement un certain nombres de phe´nome`nes, les mode`les de type Thomas-
Fermi ne sont gue`re utilise´s en chimie. Ils restent toutefois inte´ressants d’un
point de vue mathe´marique, car malgre´ leur simplicite´ par rapport aux mode`les
de type Hartree-Fock ou Kohn-Sham, les difficulte´s restent semblables (non
line´arite´ des e´quations, pre´sence de potentiels coulombiens et de fonctionnelles
non locales). De nombreuses e´tudes ont e´te´ re´alise´s sur ces mode`les, mais il
existe peu de travaux sur leur analyse nume´rique [28,59,60]. La premie`re partie
de cette the`se est essentiellement consacre´e a` l’ame´lioration des estimations a
priori de´ja` existantes pour le mode`le de Thomas- Fermi.
Quelques re´sultats d’estimations a priori dans le cas
de proble`mes aux valeurs propres non line´aires
Les proble`mes aux valeurs qui nous inte´ressent sont de la forme suivante :
Trouver u ∈ X et λ ∈ R tels que
− div(A · ∇u) + V u+G′(u2)u = λu sur Ω, (13)
avec Ω dans Rd, d = 1, 2, 3. Lorsque les conditions aux bords sont pe´riodiques,
le domaine Ω est le cube (0, 2π)d et X de´signera l’espace H1#(Ω) de´fini par
H1#(Ω) = {v ∈ H1(Ω), v est 2π-pe´riodique sur Ω}.
Dans le cas contraire, Ω sera simplement un domaine borne´ a` frontie`re re´gu-
lie`re, et X sera l’espace H10 (Ω). En plus de ces conditions au bord, il est cou-
rant d’imposer une contrainte de normalisation sur les fonctions u, c’est-a`-dire
14
‖u‖L2(Ω) = 1.
Ce proble`me aux valeurs propres est issu du proble`me de minimisation suivant :















qui a exactement deux solutions u et −u. On notera u la solution positive.














ou` λ ∈ R est le multiplicateur de Lagrange associe´ a` la contrainte ‖u‖L2(Ω) = 1.
Cette e´quation d’Euler-Lagrange, avec la contrainte de normalisation, prend
la forme d’un proble`me aux valeurs propres non line´aire qui n’est autre que
(13). Par ailleurs, λ, la plus petite valeur propre de (13), est simple, et u est la
fonction propre associe´e a` λ.




{‖v − vδ‖H1(Ω)} −→
δ→δ∞
0.
On de´finit le proble`me de minimisation discret suivant
Iδ = inf{E(wδ), wδ ∈ Xδ, ‖wδ‖L2(Ω) = 1}. (14)















Lemme : (voir par exemple [59,60])










|λδ − λ| ≤ C
(







|λδ − λ| ≤ C(‖uδ − u‖2H1(Ω + ‖uδ − u‖L2(Ω). (15)
Cette estimation sur les valeurs propres est tre`s de´cevante, en particulier lors-
qu’on la compare a` celle obtenue dans le cas line´aire. Pour ame´liorer celle-ci, il





uδ − u de fac¸on a`
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faire ressortir une norme ne´gative.
Deux types de discre´tisations ont e´te´ analyse´es : une me´thode spectrale (ondes
planes) et la me´thode des e´le´ments finis.
Dans le cas d’un proble`me aux valeurs propres non line´aires, ayant des condi-
tions aux limites pe´riodiques, il est naturel d’utiliser une base d’ondes planes
pour discre´tiser l’espace X.
On note ek(x) =
eik.x
2πd/2
, pour k ∈ Zd, de fac¸on a` ce que pour tout v ∈ L2#(Ω),
on ait v(x) =
∑
k∈Zd
v̂kek(x ), ou` v̂k de´signe le k
e`me coefficient de Fourier de v.
On choisit ainsi Xδ = XN = Span{ek, |k|∞ ≤ N}, de sorte que, pour tout










Par ailleurs on notera uN la solution discre`te uδ et l’on supposera que V ∈ Hσ#(Ω),
pour σ > d/2.
The´ore`me (Ondes Planes) :
Pour tout N ∈ N, on note uN le minimiseur de (14), tel que (u, uN )L2(Ω) ≥ 0.




‖u‖Hσ+2(Ω) − σ ≤ s < σ + 2,
|λN − λ| ≤ C C
N2(σ+1)
‖u‖Hσ+2(Ω).
Par ailleurs, lorsque les conditions aux bord ne sont pas pe´riodiques, on choi-
sit Xkh , l’espace de type e´le´ments finis, pour approcher X. De plus, on posera
uh = uδ.
The´ore`me (Ele´ments Finis) :
Pour tout h, on note uh le minimiseur de (14), tel que (u, uh)L2(Ω) ≥ 0. Alors
pour h assez petit, uh est unique et il ve´rifie les estimations suivantes :
– Si V ∈ L2(Ω), et si Xh est un espace de type e´le´ments finis P1 on a
‖u− uh‖H1(Ω) ≤ Ch‖u‖H2(Ω)
‖u− uh‖L2(Ω) ≤ Ch2‖u‖H2(Ω)
|λh − λ| ≤ Ch2‖u‖H2(Ω).
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– Si V ∈ H1(Ω), et que Xh est un espace de type e´le´ments finis P2 on a
‖u− uh‖H1(Ω) ≤ Ch2‖u‖H3(Ω)
‖u− uh‖L2(Ω) ≤ Ch3‖u‖H3(Ω)
‖u− uh‖H−1(Ω) ≤ Ch4‖u‖H3(Ω)
|λh − λ| ≤ Ch4‖u‖H3(Ω).
Graˆce aux estimations d’erreur obtenues en norme ne´gative, on retrouve des re´-
sultats du meˆme ordre de convergence que ceux du cas line´aire. Toutefois, il faut
tenir compte de l’effet de l’inte´gration nume´rique. En effet, le choix du nombre
de points d’inte´gration Ng est primordial, car une sous-inte´gration pourrait gra-
vement de´te´riorer ces estimations (en particulier pour les valeurs propres).
La figure suivante 1 illustre ce phe´nome`ne lors de l’approximation par des ondes
planes, pour diffe´rentes valeurs de N et de Ng, du proble`me aux valeurs propres
non line´aire de dimension 1 :
Trouver (u, λ) ∈ X × R, tels que ‖u‖L2 = 1 et
−∆u+ V u+ u3 = λu,
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   Ng = 512
   Ng = 1024 
   Ng = 2048 
   Ng = 4096 












   Ng = 4096 
   Ng = 8192 
   Ng = 16384 
   Ng = 32768 
Fig. 1 – Effet de l’inte´gration nume´rique sur les taux de convergence
Me´thodes de sous-grilles pour la re´solution de pro-
ble`mes aux valeurs propre non line´aires
Les estimations d’erreurs vues pre´ce´demment sont ne´cessaires a` l’adaptation
des sche´mas a` deux grilles, pour la re´solution de proble`mes aux valeurs propres
non line´aires. En effet, cette technique repose sur le fait que la contribution de
uδ a` l’erreur mesure´e en norme L
2(Ω) a un ordre plus e´leve´ que si elle e´tait
mesure´e en norme H1(Ω).
L’utilisation de ces sche´mas a` deux grilles d’e´le´ments finis, pour la re´solution
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de proble`mes aux valeurs propres, a e´te´ introduite par Xu et Zhou [57, 58] et
plus particulie`rement, pour les e´quations de Kohn-Sham. Celles-ci sont de la
forme
[−∆+ V + Vs(ρ)]φi = ǫiφi.
La particularite´ de ce proble`me est que le terme Vs est non line´aire. Celui-ci
provient de la de´rivation de l’e´nergie coulombienne et de celle de l’e´change-
correlation. En effet, ce potentiel Vs de´pend de la densite´ e´lectronique ρ (qui
n’est autre que la somme des |φi|2). Ce type d’e´quation doit eˆtre re´solue a` l’aide
d’algorithmes ite´ratifs dit self consistant (SCF) (cf. sche´ma ci-dessous).
[−∆+ V + Vs(ρ





(*) [−∆+ V + Vs(ρ







ρk = θρk−1 + (1− θ)ρ˜k
if |E(ρk−1)− E(ρk)| ≥ tol
""
if |E(ρk−1)− E(ρk)| < tol
!!
ρ = ρk
Fig. 2 – Sche´ma de re´solution d’un proble`me aux valeurs propres non line´aire
a` l’aide d’un algorithme de type SCF
Ainsi, a` chaque e´tape (*), il faut re´soudre un proble`me aux valeurs propres
line´aire. Dans les sche´mas a` deux grilles existant [12], cette e´tape est remplace´e
par la re´solution d’un proble`me line´arise´ avec un second membre. On a par
exemple ces diffe´rentes e´tapes :
1. Re´soudre le proble`me aux valeurs propres line´aires sur un espace de dis-
cre´tisation grossier note´ SH :
Trouver (uH , λH) ∈ SH × R, tels que





(V + Vs)uHv = λH
∫
Ω
uhv ∀v ∈ SH .
2. Re´soudre le proble`me line´aire avec second membre sur un espace de dis-
cre´tisation fin Sh :
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(V + Vs)uhv = λH
∫
Ω
uhv ∀v ∈ Sh.












Bien que cette me´thode donne de bon re´sultat (car la re´solution d’un proble`me
line´aire avec second membre est plus rapide et moins complexe que celle d’un
proble`me aux valeurs propres line´aire), la partie ite´rative de cet algorithme reste
ne´anmoins faite sur la grille la plus ﬁne.
C’est pourquoi les sche´mas pre´sente´s ici sont tels que, dans l’espace de dis-
cre´tisation ﬁn, ne sont re´solus que des proble`mes line´aires. Pour cela, il faut
pre´alablement calculer la solution du proble`me aux valeurs propres non line´aire
sur un espace grossier. Cette solution sera ensuite utilise´e pour re´soudre un pro-
ble`me aux valeurs propres line´arise´, ou meˆme un proble`me line´arise´ avec second
membre, de la fac¸on suivante :
1. Sur une grille grossie`re
Re´solution d’un proble`me aux valeurs propres non line´aire sur un espace grossier X1H






uHv, ∀v ∈ X
1
H
2. Sur une grille fine
Proble`me 1
Re´solution d’un proble`me
aux valeurs propres line´arise´
sur un espace fin X1h
alin(u
H














line´arise´ avec second membre
sur un espace fin X1h
alin(u˜
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line´arise´ avec second membre
sur un espace fin X1h
alin(u
H







uHv ∀v ∈ X
1
h.
Ainsi, si les espaces de discre´tisation grossier et ﬁn sont choisis de fac¸on
ade´quate, l’erreur commise par l’approximation, a` l’aide de ces sche´mas, sera
du meˆme ordre que celle commise lors de la re´solution directe du proble`me non
line´aire sur la grille ﬁne. En eﬀet, si la forme biline´aire a et la fonction G sont
telles que les proble`mes 2 et 3 soient bien pose´s, il existe alors une constante C
positive et δ0 tels que, pour 0 < h < H ≤ δ0, on ait, pour chacun des proble`mes
pre´sente´s plus haut, une estimation de la forme suivante
‖u− vHh ‖H1(Ω) ≤ C[h+H2] ‖u‖H2(Ω),
ou` vHh de´signe la solution du proble`me 1, 2 ou 3. Cette estimation est semblable
a` ‖u− uh‖H1(Ω) ≤ Ch‖u‖H2(Ω) de`s lors que h ∼ H2.
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Remarque : Cette analyse n’a e´te´ faite que pour des grilles d’e´le´ments finis
P1, mais il est raisonnable de penser que cette me´thode peut facilement s’adap-
ter aux discre´tisations de type spectrale, et plus particulie`rement, a` celle par les
ondes planes. En effet, pour obtenir ces dernie`res estimations d’erreurs, il a
fallu utiliser les re´sultats sur la convergence des approximations en norme L2,
et en norme ne´gative, obtenus un peu plus toˆt.
Par ailleurs, ces sche´mas a` deux grilles peuvent eˆtre e´galement adapte´s a` la
me´thode de bases re´duites.
Une me´thode de bases re´duites alternative
La me´thode de bases re´duites [34] est apparue dans les anne´es 70, pour
l’e´tude de proble`mes de me´canique des solides non line´aires [40], et a e´te´ e´ten-
due a` un grand nombre d’e´quations aux de´rive´es partielles de´pendant de para-
me`tres [36, 42]. Cette me´thode repose sur le fait que l’ensemble des solutions
u(µ), variant selon la valeur de µ, est de faible dimension. En eﬀet, il existe un
ensemble (de taille raisonnable) de parame`tres µi, qui, si ils sont bien choisis,
permettent d’approcher n’importe quelle solution u(µ) a` l’aide d’une combi-
naison line´aire des solutions de´pendant de ces µi, a` un seuil de tole´rance pre`s.
Cette me´thode d’approximation est une alternative aux me´thodes usuelles, car
le nombre de degre´s de liberte´ ne´cessaire est moins grand. En fait plus qu’une
alternative c’est un comple´ment car les e´le´ments de la bases sont calcule´s par la
me´thode me´thode des e´le´ments ﬁnis. Il existe deux manie`res pour de´terminer
ses solutions particulie`res u(µi) :
– les me´thodes de de´composition propre orthogonale (POD)
– les algorithmes gloutons, bien que moins couˆteux, ne´cessitant la de´ﬁnition
d’indicateurs d’erreur a posteriori [33,46].
L’imple´mentation de la me´thode de bases re´duites, se de´coupe en deux e´tapes :
– la premie`re, dite « hors ligne », durant laquelle la base sera construite, et
les matrices pourront eˆtre assemble´es a` l’aide de techniques de de´compo-
sition aﬃne, ou d’interpolation sur « points magiques ». C’est la phase la
plus couˆteuse puisqu’on utilisera une me´thode de discretisation habituelle
(e´le´ments ﬁnis, ou autres),
– la seconde e´tape, dite « en ligne », est plus rapide puisqu’elle ne fait inter-
venir que la base re´duite.
Pour assembler rapidement la matrice de rigidite´, pour chaque nouvelle valeur
de µ, il existe deux me´thodes :






– l’interpolation sur des « points magiques »pour traiter les non line´ari-
te´s [18, 35].
Ainsi, il suﬃt de pre´-calculer les parties inde´pendantes des parame`tres durant
l’e´tape « hors-ligne », pour gagner en temps de calcul. Pour mettre en oeuvre
ces techniques, il faut avoir acce`s au code simulation. Comment faire alors, dans
le cas industriel ou` les codes sont utilise´s en boite noire ?
Il existe une alternative, expose´e dans la partie 2, qui utilise des arguments
de sous-grille d’e´le´ments ﬁnis (inspire´ de [20, 54]) et dont on peut acce´le´rer la
convergence graˆce a` des arguments de bases re´duites et un post-traitement.
Plan de la the`se
Partie 1 :
Le but de cette premie`re partie est de montrer que l’utilisation de sche´mas a`
deux grilles pour la re´solution de proble`mes aux valeurs propres non line´aires
est possible. Pour cela, il faudra pre´alablement montrer que l’erreur mesure´e en
norme L2 a un ordre plus e´leve´ que celle mesure´e en norme H1. De nombreux
travaux ont e´te´ eﬀectue´s dans les cas de proble`mes aux valeurs propres line´aires
[2, 45, 50] mais il existe peu de re´sultats sur l’analyse nume´rique de proble`mes
aux valeurs propres non line´aires [28,59,60].
Dans le premier chapitre, des re´sultats de convergence seront e´tablis pour le
cas d’un proble`me simple. Une attention particulie`re sera porte´e aux normes
ne´gatives. En eﬀet, l’utilisation de celles-ci permettra d’obtenir le meˆme type
d’estimation que dans le cas d’un proble`me aux valeurs propres line´aire. L’eﬀet
de l’inte´gration nume´rique devra e´galement eˆtre pris en compte pour obtenir
des taux de convergence optimaux. Cette e´tude sera faite sur deux types de
discre´tisations : spectrales (Fourier) et e´lements ﬁnis.
Le second chapitre est consacre´ a` l’analyse nume´rique du mode`le de Thomas-
Fermi-Von-Weizacker.
Le dernier chapitre de cette partie sera de´die´ a` l’analyse nume´rique de nouveaux
sche´mas a` deux grilles, pour la re´solution de proble`mes aux valeurs propres non
line´aires.
Partie 2 :
La me´thode des bases re´duites permet la diminution du nombre de degre´s de
liberte´ dans l’approximation d’un syste`me d’e´quations aux de´rive´es partielles
de´pendant d’un parame`tre.
La proce´dure nume´rique de la me´thode des bases re´duites se de´roule en deux
e´tapes. Dans un premier temps, une e´tape de pre´-calcul a lieu, dans laquelle
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la base re´duite et des fonctions associe´es sont calcule´es pour un ensemble de
points prescrits dans l’espace des parame`tres. Dans un deuxie`me temps, la solu-
tion approche´e du mode`le en temps re´el est calcule´e pour une valeur quelconque
du parame`tre.
La premie`re e´tape de cette proce´dure, ne´cessite l’acce`s au code de simulation,
ce qui peut poser proble`me dans le cas de codes industriels. Ces derniers sont
souvent utilise´s en boite noire.
Le but de cette seconde partie est d’adapter les sche´mas a` deux grilles aux
me´thodes de bases re´duites. Ainsi, il sera possible d’obtenir des taux de conver-
gence optimaux, tout en diminuant le nombre de degre´s de liberte´, et ce, meˆme
dans le cas d’un code utilisable uniquement en boite noire.
En eﬀet, en combinant les proprie´te´s de convergence des normes ne´gatives et
celles des bases re´duites, ceci est possible. Le premier chapitre sera essentielle-
ment consacre´ a` l’introduction au me´thodes de bases re´duites, le second sera
de´die´ a` l’e´tude de cette nouvelle me´thode.
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Premie`re partie
Sche´ma a` deux grilles pour la
re´solution de proble`mes aux
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Abstract
We provide a priori error estimates for variational approximations of
the ground state energy, eigenvalue and eigenvector of nonlinear ellip-
tic eigenvalue problems of the form −div(A∇u) + V u + f(u2)u = λu,
‖u‖L2 = 1. We focus in particular on the Fourier spectral approximation
(for periodic problems) and on the P1 and P2 ﬁnite-element discretiza-
tions. Denoting by (uδ, λδ) a variational approximation of the ground state
eigenpair (u, λ), we are interested in the convergence rates of ‖uδ − u‖H1 ,
‖uδ − u‖L2 , |λδ − λ|, and the ground state energy, when the discretization
parameter δ goes to zero. We prove in particular that if A, V and f satisfy
certain conditions, |λδ − λ| goes to zero as ‖uδ − u‖2H1 + ‖uδ − u‖L2 . We
also show that under more restrictive assumptions on A, V and f , |λδ−λ|
converges to zero as ‖uδ − u‖2H1 , thus recovering a standard result for lin-
ear elliptic eigenvalue problems. For the latter analysis, we make use of
estimates of the error uδ − u in negative Sobolev norms.
Keywords: nonlinear eigenvalue problem, convergence analysis, super-
convergence, Fourier spectral approximation, ﬁnite element approxima-
tion.
1 Introduction
Many mathematical models in science and engineering give rise to nonlinear
eigenvalue problems. Let us mention for instance the calculation of the vibra-
tion modes of a mechanical structure in the framework of nonlinear elasticity,
the Gross-Pitaevskii equation describing the steady states of Bose-Einstein con-
densates [38], or the Hartree-Fock and Kohn-Sham equations used to calculate
ground state electronic structures of molecular systems in quantum chemistry
and materials science (see [9] for a mathematical introduction).
The numerical analysis of linear eigenvalue problems has been thoroughly
studied in the past decades (see e.g. [2]). On the other hand, only a few results
on nonlinear eigenvalue problems have been published so far [59,60].
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In this article, we focus on a particular class of nonlinear eigenvalue problems
arising in the study of variational models of the form
I = inf
{







Ω is a regular bounded domain or a rectangular brick of Rd and X = H10 (Ω)
or
Ω is the unit cell of a periodic lattice R of Rd and X = H1#(Ω)


















Recall that if Ω is the unit cell of a periodic lattice R of Rd, then for all s ∈ R
and k ∈ N,
Hs#(Ω) =
{





v|Ω, v ∈ Ck(Rd) | v R-periodic
}
.
We assume in addition that
• A ∈ (L∞(Ω))d×d and A(x) is symmetric for almost all x ∈ Ω (2)
∃α > 0 s.t. ξTA(x)ξ ≥ α|ξ|2 for all ξ ∈ Rd and almost all x ∈ Ω (3)
• V ∈ Lp(Ω) for some p > max(1, d/2) (4)
• F ∈ C1([0,+∞),R) ∩ C2((0,∞),R) and F ′′ > 0 on (0,+∞) (5)
∃0 ≤ q < 2, ∃C ∈ R+ s.t. ∀t ≥ 0, |F ′(t)| ≤ C(1 + tq) (6)
F ′′(t)t remains bounded in the vicinity of 0. (7)
To establish some of our results, we will also need to make the additional as-
sumption that there exists 1 < r ≤ 2 and 0 ≤ s ≤ 5− r such that
∀R > 0, ∃CR ∈ R+ s.t. ∀0 < t1 ≤ R, ∀t2 ∈ R,∣∣F ′(t22)t2 − F ′(t21)t2 − 2F ′′(t21)t21(t2 − t1)∣∣ ≤ CR (1 + |t2|s) |t2 − t1|r. (8)
Note that for all 1 < m < 3 and all c > 0, the function F (t) = ctm satisﬁes
(5)-(7) and (8), for some 1 < r ≤ 2. It satisﬁes (8) with r = 2 if 3/2 ≤ m < 3.
This allows us to handle the Thomas-Fermi kinetic energy functional (m = 53)
as well as the repulsive interaction in Bose-Einstein condensates (m = 2).
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Remark 1.1 Assumption (6) is sharp for d = 3, but is useless for d = 1 and
can be replaced with the weaker assumption that there exist q <∞ and C ∈ R+
such that |F ′(t)| ≤ C(1 + tq) for all t ∈ R+, for d = 2. Likewise, the condition
0 ≤ s ≤ 5 − r in assumption (8) is sharp for d = 3 but can be replaced with
0 ≤ s <∞ if d = 1 or d = 2.
In order to simplify the notation, we denote by f(t) = F ′(t).
Making the change of variable ρ = v2 and noticing that a(|v|, |v|) = a(v, v)
for all v ∈ X, it is easy to check that
I = inf
{



















We will see that under assumptions (2)-(6), (9) has a unique solution ρ0 and
(1) has exactly two solutions: u =
√
ρ0 and −u. Moreover, E is C1 on X and
for all v ∈ X, E′(v) = Avv where
Av = −div(A∇·) + V + f(v2).
Note that Av deﬁnes a self-adjoint operator on L
2(Ω), with form domain X.
The function u therefore is solution to the Euler equation
∀v ∈ X, 〈Auu− λu, v〉X′,X = 0 (10)
for some λ ∈ R (the Lagrange multiplier of the constraint ‖u‖2L2 = 1) and
equation (10), complemented with the constraint ‖u‖L2 = 1, takes the form of
the nonlinear eigenvalue problem{
Auu = λu
‖u‖L2 = 1. (11)
In addition, u ∈ C0(Ω), u > 0 in Ω and λ is the ground state eigenvalue of
the linear operator Au. An important result is that λ is a simple eigenvalue of
Au. It is interesting to note that λ is also the ground state eigenvalue of the
nonlinear eigenvalue problem




in the following sense: if (µ, v) is solution to (12) then either µ > λ or µ = λ
and v = ±u. All these properties, except maybe the last one, are classical. For
the sake of completeness, their proofs are however given in the Appendix.
Let us now turn to the main topic of this article, namely the derivation
of a priori error estimates for variational approximations of the ground state
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eigenpair (λ, u). We denote by (Xδ)δ>0 a family of ﬁnite-dimensional subspaces
of X such that
min {‖u− vδ‖H1 , vδ ∈ Xδ} −→
δ→0+
0 (13)
and consider the variational approximation of (1) consisting in solving
Iδ = inf
{






Problem (14) has at least one minimizer uδ, which satisﬁes
∀vδ ∈ Xδ, 〈Auδuδ − λδuδ, vδ〉X′,X = 0 (15)
for some λδ ∈ R. Obviously, −uδ also is a minimizer associated with the same
eigenvalue λδ. On the other hand, it is not known whether uδ and −uδ are
the only minimizers of (14). One of the reasons why the argument used in the
inﬁnite-dimensional setting cannot be transposed to the discrete case is that
the set {
ρ | ∃uδ ∈ Xδ s.t. ‖uδ‖L2 = 1, ρ = u2δ
}
is not convex in general. We will see however (cf. Theorem 1) that for any
family (uδ)δ>0 of global minimizers of (14) such that (u, uδ) ≥ 0 for all δ > 0,
the following holds true
‖uδ − u‖H1 −→
δ→0+
0.
In addition, a simple calculation leads to
λδ − λ = 〈(Au − λ)(uδ − u), (uδ − u)〉X′,X +
∫
Ω






uδ − u .
The ﬁrst term of the right-hand side of (16) is nonnegative and goes to zero as
‖uδ − u‖2H1 . We will prove in Theorem 1 that the second term goes to zero at
least as ‖uδ − u‖L6/(5−2q) . Therefore, |λδ − λ| converges to zero with δ at least
as ‖uδ − u‖2H1 + ‖uδ − u‖L6/(5−2q) .
The purpose of this article is to provide more precise a priori error bounds on
|λδ−λ|, as well as on ‖uδ−u‖H1 , ‖uδ−u‖L2 and E(uδ)−E(u). In Section 2, we
prove a series of estimates valid in the general framework described above. We
then turn to more speciﬁc examples, where the analysis can be pushed further.
In Section 2, we concentrate on the discretization of problem (1) with
Ω = (0, 2π)d,
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in Fourier modes. In Section 4, we deal with the P1 and P2 ﬁnite element
discretizations of problem (1) with
Ω rectangular brick of Rd,
















Lastly, we discuss the issue of numerical integration in Section 5.
2 Basic error analysis
The aim of this section is to establish error bounds on ‖uδ − u‖H1 , ‖uδ − u‖L2 ,
|λδ − λ| and E(uδ) − E(u), in a general framework. In the whole section, we
make the assumptions (2)-(7) and (13), and we denote by u the unique positive
solution of (1) and by uδ a minimizer of the discretized problem (14) such that
(uδ, u)L2 ≥ 0. We also introduce the bilinear form E′′(u) deﬁned on X ×X by




When F ∈ C2([0,+∞),R), then E is twice diﬀerentiable on X and E′′(u) is
the second derivative of E at u.
Lemma 1 There exists β > 0 and M ∈ R+ such that for all v ∈ X,
0 ≤ 〈(Au − λ)v, v〉X′,X ≤M‖v‖2H1 (17)
β‖v‖2H1 ≤ 〈(E′′(u)− λ)v, v〉X′,X ≤M‖v‖2H1 . (18)
There exists γ > 0 such that for all δ > 0,
γ‖uδ − u‖2H1 ≤ 〈(Au − λ)(uδ − u), (uδ − u)〉X′,X . (19)
Proof We have for all v ∈ X,
〈(Au − λ)v, v〉X′,X ≤ ‖A‖L∞‖∇v‖2L2 + ‖V ‖Lp‖v‖2L2p′ + ‖f(u2)‖L∞‖v‖2L2
where p′ = (1− p−1)−1 and
〈(E′′(u)− λ)v, v〉X′,X ≤ 〈(Au − λ)v, v〉X′,X + 2‖f ′(u2)u2‖L∞‖v‖2L2 .
Hence the upper bounds in (17) and (18). We now use the fact that λ, the
lowest eigenvalue of Au, is simple (see Lemma 2 in the Appendix). This implies
that there exists η > 0 such that
∀v ∈ X, 〈(Au − λ)v, v〉X′,X ≥ η(‖v‖2L2 − |(u, v)L2 |2) ≥ 0. (20)
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This provides on the one hand the lower bound (17), and leads on the other
hand to the inequality




As f ′ = F ′′ > 0 in (0,+∞) and u > 0 in Ω, we therefore have
∀v ∈ X \ {0} , 〈(E′′(u)− λ)v, v〉X′,X > 0.
Reasoning by contradiction, we deduce from the above inequality and the ﬁrst
inequality in (20) that there exists η˜ > 0 such that
∀v ∈ X, 〈(E′′(u)− λ)v, v〉X′,X ≥ η˜‖v‖2L2 . (21)
Besides, there exists a constant C ∈ R+ such that
∀v ∈ X, 〈(Au − λ)v, v〉X′,X ≥ α
2
‖∇v‖2L2 − C‖v‖2L2 . (22)
Let us establish this inequality for d = 3 (the case when d = 1 is straightforward
and the case when d = 2 can be dealt with in the same way). For all x ∈ X,
〈(Au − λ)v, v〉X′,X =
∫
Ω
(A∇v) · ∇v +
∫
Ω
(V + f(v2)− λ)v2
≥ α‖∇v‖2L2 − ‖V ‖Lp‖v‖2L2p′ + (f(0)− λ)‖v‖2L2





















where C6 is the Sobolev constant such that ∀v ∈ X, ‖v‖L6 ≤ C6‖v‖H1 . The
coercivity of E′′(u) − λ (i.e. the lower bound in (18)) is a straightforward
consequence of (21) and (22).
To prove (19), we notice that
‖uδ‖2L2 − |(u, uδ)L2 |2 ≥ 1− (u, uδ)L2 =
1
2
‖uδ − u‖2L2 .
It therefore readily follows from (20) that
〈(Au − λ)(uδ − u), (uδ − u)〉X′,X ≥ η
2
‖uδ − u‖2L2 .
Combining with (22), we ﬁnally obtain (19). ✷
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For w ∈ X ′, we denote by ψw the unique solution to the adjoint problem{
ﬁnd ψw ∈ u⊥ such that










The existence and uniqueness of the solution to (64) is a straightforward con-
sequence of (18) and the Lax-Milgram lemma. Besides,
∀w ∈ L2(Ω), ‖ψw‖H1 ≤ β−1M‖w‖X′ ≤ β−1M‖w‖L2 . (24)
We can now state the main result of this section.
Theorem 1 Under assumptions (2)-(6) and (13), it holds
‖uδ − u‖H1 −→
δ→0+
0.
If in addition, (7) is satisfied, then there exists C ∈ R+ such that for all δ > 0,
γ
2
‖uδ − u‖2H1 ≤ E(uδ)− E(u) ≤
M
2
‖uδ − u‖2H1 + C‖uδ − u‖L6/(5−2q) , (25)
and
|λδ − λ| ≤ C
(‖uδ − u‖2H1 + ‖uδ − u‖L6/(5−2q)) . (26)
Besides, if assumption (8) is satisfied for some 1 < r ≤ 2 and 0 ≤ s ≤ 5 − r,
then there exists δ0 > 0 and C ∈ R+ such that for all 0 < δ < δ0,
‖uδ − u‖H1 ≤ C min
vδ∈Xδ
‖vδ − u‖H1 (27)
‖uδ − u‖2L2 ≤ C
(
‖uδ − u‖L2‖uδ − u‖rL6r/(5−s)





Lastly, if F ′′ is bounded in the vicinity of 0, there exists C ∈ R+ such that for
all δ > 0,
γ
2
‖uδ − u‖2H1 ≤ E(uδ)− E(u) ≤ C‖uδ − u‖2H1 . (29)




‖uδ−u‖(3r−5+s)/2L6 ≤ ‖uδ−u‖L2‖uδ−u‖r−1H1 ,
so that (70) implies the simpler inequality
‖uδ − u‖2L2 ≤ C‖uδ − u‖H1 min
ψδ∈Xδ
‖ψuδ−u − ψδ‖H1 . (30)
34 Chapitre 1. Analyse nume´rique : un premier mode`le
Proof of Theorem 1 We have
E(uδ)− E(u) = 1
2
























)− f (u2) (u2δ − u2). (31)
Using (19) and the convexity of F , we get
E(uδ)− E(u) ≥ γ
2
‖uδ − u‖2H1 .
Let Πδu ∈ Xδ be such that
‖u−Πδu‖H1 = min {‖u− vδ‖H1 , vδ ∈ Xδ} .
We deduce from (13) that (Πδu)δ>0 converges to u in X when δ goes to zero.
Denoting by u˜δ = ‖Πδu‖−1L2Πδu (which is well deﬁned, at least for δ small
enough), we also have
lim
δ→0+
‖u˜δ − u‖H1 = 0.
The functional E being strongly continuous on X, we obtain
‖uδ − u‖2H1 ≤
2
γ





It follows that there exists δ1 > 0 such that




We then easily deduce from (31) the upper bounds in (67) and (29).
Next, we remark that
λδ − λ = 〈E′(uδ), uδ〉X′,X − 〈E′(u), u〉X′,X


















= a(uδ − u, uδ − u) + 2λ
∫
Ω


























= 〈(Au − λ)(uδ − u), (uδ − u)〉X′,X +
∫
Ω
wu,uδ(uδ − u) (32)






uδ − u .












|uδ| if |uδ| ≥ 2u,
and we deduce from assumptions (6)-(7) that
|wu,uδ | ≤ C(1 + |uδ|2q+1),
for some constant C independent of δ. Using (17), we therefore obtain that for
all 0 < δ ≤ δ1,
|λδ − λ| ≤ M‖uδ − u‖2H1 + ‖wu,uδ‖L6/(2q+1)‖uδ − u‖L6/(5−2q)
≤ M‖uδ − u‖2H1 + C(1 + ‖uδ‖2q+1H1 )‖uδ − u‖L6/(5−2q)
≤ C (‖uδ − u‖2H1 + ‖uδ − u‖L6/(5−2q)) , (33)
where C denotes constants independent of δ.
In order to evaluate the H1-norm of the error uδ − u, we ﬁrst notice that
∀vδ ∈ Xδ, ‖uδ − u‖H1 ≤ ‖uδ − vδ‖H1 + ‖vδ − u‖H1 , (34)
and that
‖uδ − vδ‖2H1 ≤ β−1 〈(E′′(u)− λ)(uδ − vδ), (uδ − vδ)〉X′,X
= β−1
(
〈(E′′(u)− λ)(uδ − u), (uδ − vδ)〉X′,X
+〈(E′′(u)− λ)(u− vδ), (uδ − vδ)〉X′,X
)
. (35)
For all wδ ∈ Xδ





f(u2δ)uδ − f(u2)uδ − 2f ′(u2)u2(uδ − u)
)




On the other hand, we have for all vδ ∈ Xδ such that ‖vδ‖L2 = 1,∫
Ω






‖uδ − vδ‖2L2 .
Using (8) and (33), we therefore obtain that for all 0 < δ ≤ δ1 and all vδ ∈ Xδ
such that ‖vδ‖L2 = 1,∣∣〈(E′′(u)− λ)(uδ − u), (uδ − vδ)〉X′,X ∣∣ ≤ C(‖uδ − u‖rL6r/(5−s)‖uδ − vδ‖H1
+
(‖uδ − u‖2H1 + ‖uδ − u‖L6/(5−2q)) ‖uδ − vδ‖2L2). (37)
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It then follows from (18), (35) and (78) that for all 0 < δ ≤ δ1 and all vδ ∈ Xδ
such that ‖vδ‖L2 = 1,
‖uδ − vδ‖H1 ≤ C
(‖uδ − u‖rH1 + ‖uδ − u‖H1‖uδ − vδ‖H1 + ‖vδ − u‖H1) .
Combining with (73) we obtain that there exists 0 < δ2 ≤ δ1 and C ∈ R+ such
that for all 0 < δ ≤ δ2 and all vδ ∈ Xδ such that ‖vδ‖L2 = 1,
‖uδ − u‖H1 ≤ C‖vδ − u‖H1 .
Hence, for all 0 < δ ≤ δ2
‖uδ − u‖H1 ≤ CJδ where Jδ = min
vδ∈Xδ | ‖vδ‖L2=1
‖vδ − u‖H1 .
We now denote by
J˜δ = min
vδ∈Xδ
‖vδ − u‖H1 ,
and by u0δ a minimizer of the above minimization problem. We know from (13)
that u0δ converges to u in H
1 when δ goes to zero. Besides,
Jδ ≤ ‖u0δ/‖u0δ‖L2 − u‖H1















For 0 < δ ≤ δ2 ≤ δ1, we have ‖u0δ − u‖H1 ≤ ‖uδ − u‖H1 ≤ 1/2, and therefore
‖u0δ‖H1 ≤ ‖u‖H1 + 1/2 and ‖u0δ‖L2 ≥ 1/2, yielding Jδ ≤ 2(‖u‖H1 + 1)J˜δ. Thus
(69) is proved.
Let u∗δ be the orthogonal projection, for the L
2 inner product, of uδ on the
aﬃne space
{
v ∈ L2(Ω) | ∫Ω uv = 1}. One has
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from which we infer that
‖uδ − u‖2L2 =
∫
Ω
(uδ − u)(u∗δ − u) +
∫
Ω






















































‖uδ − u‖4L2 .
For all ψδ ∈ Xδ, it therefore holds
‖uδ − u‖2L2 = 〈(E′′(u)− λ)(uδ − u), ψδ〉X′,X







‖uδ − u‖4L2 .
From (75), we obtain that for all ψδ ∈ Xδ ∩ u⊥,





f(u2δ)uδ − f(u2)uδ − 2f ′(u2)u2(uδ − u)
)




and therefore that for all ψδ ∈ Xδ ∩ u⊥,∣∣〈(E′′(u)− λ)(uδ − u), ψδ〉X′,X ∣∣ ≤ C(‖uδ − u‖rL6r/(5−s)
+‖uδ − u‖L6/5
(‖uδ − u‖2H1 + ‖uδ − u‖L6/(5−2q)))‖ψδ‖H1 .(38)
Let ψ0δ ∈ Xδ ∩ u⊥ be such that
‖ψuδ−u − ψ0δ‖H1 = min
ψδ∈Xδ∩u⊥
‖ψuδ−u − ψδ‖H1 .
Noticing that ‖ψ0δ‖H1 ≤ ‖ψuδ−u‖H1 ≤ β−1M‖uδ − u‖L2 , we obtain from (18)
38 Chapitre 1. Analyse nume´rique : un premier mode`le
and (82) that there exists C ∈ R+ such that for all 0 < δ ≤ δ1,
‖uδ − u‖2L2 ≤ C
(
‖uδ − u‖L2
× (‖uδ − u‖rL6r/(5−s) + ‖uδ − u‖L6/5 (‖uδ − u‖2H1 + ‖uδ − u‖L6/(5−2q)))
+‖uδ − u‖H1‖ψuδ−u − ψ0δ‖H1 + ‖uδ − u‖3L2 + ‖uδ − u‖4L2
)
.
Therefore, there exists 0 < δ0 ≤ δ2 and C ∈ R+ such that for all 0 < δ ≤ δ0,
‖uδ − u‖2L2 ≤ C
(
‖uδ − u‖L2‖uδ − u‖rL6r/(5−s) + ‖uδ − u‖H1‖ψuδ−u − ψ0δ‖H1
)
.
Lastly, denoting by Π0Xδ the orthogonal projector on Xδ for the L
2 inner prod-
uct, a simple calculation leads to
∀v ∈ u⊥, min
vδ∈Xδ∩u⊥








‖vδ − v‖H1 , (39)
which completes the proof of Theorem 1. ✷
Remark 2.2 In the proof of Theorem 1, we have obtained bounds on |λδ − λ|
from (71), using Lp estimates on wu,uδ and (uδ − u) to control the second term
of the right hand side. Remarking that
∇wu,uδ = −u
f(u2)u− f(u2δ)u− 2f ′(u2δ)u2δ(u− uδ)
(uδ − u)2 ∇uδ
−uδ f(u
2
δ)uδ − f(u2)uδ − 2f ′(u2)u2(uδ − u)
(uδ − u)2 ∇u
+2uuδ
(




uδ − u ∇uδ ,
we can see that if uδ is uniformly bounded in L
∞(Ω) and if F satisfies (8) for
r = 2 and is such that F ′′(t)t1/2 is bounded in the vicinity of 0, then wu,uδ is
uniformly bounded in X. It then follows from (71) that
|λδ − λ| ≤ C
(‖uδ − u‖2H1 + ‖uδ − u‖X′) ,
an estimate which is an improvement of (68). In the next two sections, we will
see that this approach (or analogous strategies making use of negative Sobolev
norms of higher orders), can be used in certain cases to obtain optimal estimates
on |λδ − λ| of the form
|λδ − λ| ≤ C‖uδ − u‖2H1 ,
similar to what is obtained for the linear eigenvalue problem −∆u+ V u = λu.
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3 Fourier expansion
In this section, we consider the problem
inf
{
























We assume that V ∈ Hσ#(Ω) for some σ > d/2 and that the function F
satisﬁes (5)-(7), (8) for some 1 < r ≤ 2 and 0 ≤ s ≤ 5 − r, and is in
C [σ]+1,σ−[σ]+ǫ((0,+∞),R) (with the convention that Ck,0 = Ck if k ∈ N).
The positive solution u to (40), which satisﬁes the elliptic equation
−∆u+ V u+ f(u2)u = λu,
then is in Hσ+2# (Ω) and is bounded away from 0. To obtain this result, we have
used the fact [47] that if s > d/2, g ∈ C [s],s−[s]+ǫ(R,R) and v ∈ Hs#(Ω), then
g(v) ∈ Hs#(Ω).
A natural discretization of (40) consists in using a Fourier basis. Denoting
by ek(x) = (2π)





where v̂k is the k









The approximation of the solution to (40) by the spectral Fourier approximation
is based on the choice
Xδ = X˜N = Span{ek, |k|∗ ≤ N},
where |k|∗ denotes either the l2 -norm or the l∞ -norm of k (i.e. either
|k| = (∑di=1 |ki|2)1/2 or |k|∞ = max1≤i≤d |ki|). For convenience, the discretiza-
tion parameter for this approximation will be denoted as N .
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we obtain that for all s ∈ R, and all v ∈ Hs#(Ω), the best approximation of v





The more regular v (the regularity being measured in terms of the Sobolev
norms Hr), the faster the convergence of this truncated series to v: for all real
numbers r and s with r ≤ s, we have




Let uN be a solution to the variational problem
inf
{










and it therefore follows from the ﬁrst assertion of Theorem 1 that
lim
N→∞
‖uN − u‖H1 = 0.
We then observe that uN is solution to the elliptic equation
−∆uN +ΠN
[




= λNuN . (42)
Thus uN is uniformly bounded in H
2
#(Ω), hence in L
∞(Ω), and
∆ (uN − u) = ΠN
(
V (uN − u) + f(u2N )uN − f(u2)u
)
−(I −ΠN )(V u+ f(u2)u)− λN (uN − u)− (λN − λ)u.(43)
As (uN )N∈N in bounded in L∞(Ω) and converges to u in H1#(Ω), the right hand
side of the above equality converges to 0 in L2#(Ω), which implies that (uN )N∈N
converges to 0 in H2#(Ω), and therefore in C
0
#(Ω). In particular, u/2 ≤ uN ≤ 2u
on Ω for N large enough, so that we can assume in our analysis, without loss
of generality, that F satisﬁes (6) with q = 0 and (8) with r = 2 and s = 0. We
also deduce from (62) that uN converges to u in H
σ+2
# (Ω).
Besides, the unique solution to (64) solves the elliptic equation
−∆ψw +
(






u+ w − (w, u)L2u, (44)








‖uN − u‖L2 .
3. Fourier expansion 41
We therefore deduce from Theorem 1 that
‖uN − u‖Hs ≤ C
Nσ+2−s
for s = 0 and s = 1 (45)





‖uN − u‖2H1 ≤ E(uN )− E(u) ≤ C‖uN − u‖2H1 .
From (85) and the inverse inequality
∀vN ∈ X˜N , ‖vN‖Hr ≤ 2(r−s)/2N r−s‖vN‖Hs ,
which holds true for all s ≤ r and all N ≥ 1, we then obtain using classical
arguments that
‖uN − u‖Hs ≤ C
Nσ+2−s
for all 0 ≤ s < σ + 2. (47)
The estimate (86) is slightly deceptive since, in the case of a linear eigen-
value problem (i.e. for −∆u + V u = λu) the convergence of the eigenval-
ues goes twice as fast as the convergence of the eigenvector in the H1-norm.
We are going to prove that this is also the case for the nonlinear eigenvalue
problem under study in this section, at least under the assumption that F ∈
C [σ]+2,σ−[σ]+ǫ((0,+∞),R).
Let us ﬁrst come back to (71), which we rewrite as,
λN − λ = 〈(Au − λ)(uN − u), (uN − u)〉X′,X +
∫
Ω






uN − u = u
2




As u/2 ≤ uN ≤ 2u on Ω for N large enough, as uN converges, hence is uniformly
bounded, in Hσ+2# (Ω) and as f ∈ C [σ]+1,σ−[σ]+ǫ([‖u‖2L∞/4, 4‖u‖2L∞ ],R), we ob-
tain that wu,uN is uniformly bounded in H
σ
#(Ω) (at least for N large enough).
We therefore infer from (89) that for N large enough
|λN − λ| ≤ C
(‖uN − u‖2H1 + ‖uN − u‖H−σ) . (49)
Let us now compute the H−r-norm of the error for 0 < r ≤ σ. Let w ∈
Hr#(Ω). Proceeding as in Section 2, we obtain∫
Ω
w(uN − u) = 〈(E′′(u)− λ)(uN − u),Π1eXN∩u⊥ψw〉X′,X
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where Π1eXN∩u⊥ denotes the orthogonal projector on X˜N ∩ u
⊥ for the H1 inner
product. We then get from (44) that ψw is in H
r+2
# (Ω) and satisﬁes
‖ψw‖Hr+2 ≤ C‖w‖Hr , (51)
for some constant C independent of w.
Combining (18), (82), (84), (88), (89), (91) and (92), we obtain that there
exists a constant C ∈ R+ such that for all N ∈ N and all w ∈ Hr#(Ω),∫
Ω
w(uN − u) ≤ C ′
(
















for some constant C ∈ R+ independent of N . Using (88) and (90), we end up
with
|λN − λ| ≤ C
N2(σ+1)
.
We can summarize the results obtained in this section in the following the-
orem.
Theorem 2 Assume that V ∈ Hσ#(Ω) for some σ > d/2 and that the func-
tion F satisfies (5)-(7) and is in C [σ]+1,σ−[σ]+ǫ((0,+∞),R). Then (uN )N∈N
converges to u in Hσ+2# (Ω) and there exists C ∈ R+ such that for all N ∈ N,
‖uN − u‖Hs ≤ C
Nσ+2−s
for all − σ ≤ s < σ + 2 (53)




‖uN − u‖2H1 ≤ E(uN )− E(u) ≤ C‖uN − u‖2H1 . (54)
If, in addition, F ∈ C [σ]+2,σ−[σ]+ǫ((0,+∞),R), then
|λN − λ| ≤ C
N2(σ+1)
. (55)
In order to evaluate the quality of the error bounds obtained in Theorem 2,
we have performed numerical tests with Ω = (0, 2π), V (x) = sin(|x−π|/2) and
F (t2) = t2/2. The Fourier coeﬃcients of the potential V are given by
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from which we deduce that V ∈ Hσ#(0, 2π) for all σ < 3/2. It can be see
on Figure 1 that ‖uN − u‖H1 , ‖uN − u‖L2 , ‖uN − u‖H−1 , and |λN − λ| decay
respectively as N−2.67, N−3.67, N−4.67 and N−5 (the reference values for u
and λ are those obtained for N = 65). These results are in good agreement
with the upper bounds (53) (for s = 1 and s = 0), (93) (for r = 1) and (55),
which respectively decay as N−2.5+ǫ, N−3.5+ǫ, N−4.5+ǫ and N−5+ǫ, for ǫ > 0
arbitrarily small.
Figure 1: Numerical errors ‖uN −u‖H1 , ‖uN −u‖L2 , ‖uN −u‖H−1 and |λN −λ|
as functions of 2N + 1 (the dimension of X˜N ) in log scales.
4 Finite element discretization
In this section, we consider the problem
inf
{







Ω is a rectangular brick of Rd, with d = 1, 2 or 3,
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We assume that V ∈ L2(Ω) and that the function F satisﬁes (5)-(7), as well as
(8) for some 1 < r ≤ 2 and 0 ≤ r + s ≤ 3. Throughout this section, we denote
by u the unique positive solution of (57) and by λ the corresponding Lagrange
multiplier.
In the non periodic case considered here, a classical variational approxima-
tion of (1) is provided by the ﬁnite element method. We consider a family
of regular triangulations (Th)h of Ω. This means, in the case when d = 3 for
instance, that for each h > 0, Th is a collection of tetrahedra such that
• Ω is the union of all the elements of Th;
• the intersection of two diﬀerent elements of Th is either empty, a vertex,
a whole edge, or a whole face of both of them;
• the ratio of the diameter hK of any element K of Th to the diameter of
its inscribed sphere is smaller than a constant independent of h.
As usual, h denotes the maximum of the diameters hK , K ∈ Th. The parameter
of the discretization then is δ = h > 0. For each K in Th and each nonneg-
ative integer k, we denote by Pk(K) the space of the restrictions to K of the
polynomials with d variables and total degree lower or equal to k.
The ﬁnite element space Xh,k constructed from Th and Pk(K) is the space
of all continuous functions on Ω vanishing on ∂Ω such that their restrictions to
any element K of Th belong to Pk(K). Recall that Xh,k ⊂ H10 (Ω) as soon as
k ≥ 1.
We denote by π0h,k and π
1
h,k the orthogonal projectors on Xh,k for the L
2
and H1 inner products respectively. The following estimates are classical (see
e.g. [15]): there exists C ∈ R+ such that for all r ∈ N such that 1 ≤ r ≤ k + 1,
∀φ ∈ Hr(Ω) ∩H10 (Ω), ‖φ− π0h,kφ‖L2 ≤ Chr‖φ‖Hr ,
∀φ ∈ Hr(Ω) ∩H10 (Ω), ‖φ− π1h,kφ‖H1 ≤ Chr−1‖φ‖Hr . (58)
Let uh,k be a solution to the variational problem
inf
{





such that (uh,k, u)L2 ≥ 0. In this setting, we obtain the following a priori error
estimates.
Theorem 3 Assume that V ∈ L2(Ω) and that the function F satisfies (5), (6)
for q = 1, (7), and (8) for some 1 < r ≤ 2 and 0 ≤ r+ s ≤ 3. Then there exists
h0 > 0 and C ∈ R+ such that for all 0 < h ≤ h0,
‖uh,1 − u‖H1 ≤ C h (59)
‖uh,1 − u‖L2 ≤ C h2 (60)
|λh,1 − λ| ≤ C h2 (61)
γ
2
‖uh,1 − u‖2H1 ≤ E(uh,1)− E(u) ≤ C h2. (62)
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If in addition, V ∈ H1(Ω), F satisfies (8) for r = 2 and is such that F ∈
C3((0,+∞),R) and F ′′(t)t1/2 and F ′′′(t)t3/2 are bounded in the vicinity of 0,
then there exists h0 > 0 and C ∈ R+ such that for all 0 < h ≤ h0,
‖uh,2 − u‖H1 ≤ C h2 (63)
‖uh,2 − u‖L2 ≤ C h3 (64)
|λh,2 − λ| ≤ C h4 (65)
γ
2
‖uh,2 − u‖2H1 ≤ E(uh,2)− E(u) ≤ C h4. (66)
Proof As Ω is a rectangular brick, V satisﬁes (4) and F satisﬁes (5)-(7), we
have u ∈ H2(Ω). We then use the fact that ψuh,k−u is solution to






u+ (uh,k − u)− (uh,k − u, u)L2u,
to establish that ψuh,k−u ∈ H2(Ω) ∩H10 (Ω) and that
‖ψuh,k−u‖H2 ≤ C‖uh,k − u‖L2 (67)
for some constant C independent of h and k. The estimates (59)-(62) then are
directly consequences of Theorem 1, (30), (58) and (67).
Under the additional assumptions that V ∈ H1(Ω), we obtain by standard
elliptic regularity arguments that u ∈ H3(Ω). The H1 and L2 estimates (63)
and (64) immediately follows from Theorem 1, (30), (58) and (67). We also
have
|λ2,h − λ| ≤ Ch3
for a constant C independent of h. In order to prove (65), we proceed as in
Section 2. We start from the equality







u2,h − u .
We now claim that uh,2 converges to u in L
∞(Ω) when h goes to zero. To
establish this result, we ﬁrst remark that
‖uh,2 − u‖L∞ ≤ ‖uh,2 − Ih,2u‖L∞ + ‖Ih,2u− u‖L∞ ,




‖Ih,2u− u‖L∞ = 0.
On the other hand, using the inverse inequality
∃C ∈ R+ s.t. ∀0 < h ≤ h0, ∀vh ∈ Xh,2, ‖vh,2‖L∞ ≤ Cρ(h)‖vh,2‖H1 ,
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with ρ(h) = 1 if d = 1, ρ(h) = 1 + lnh if d = 2 and ρ(h) = h−1/2 if d = 3
(see [15] for instance), we obtain
‖uh,2 − Ih,2u‖L∞ ≤ Cρ(h)‖uh,2 − Ih,2u‖H1
≤ Cρ(h) (‖uh,2 − u‖H1 + ‖u− Ih,2u‖H1)
≤ C ′ ρ(h)h2 −→
h→0+
0.
Hence the announced result. This implies in particular that w˜h is bounded in
H1(Ω), uniformly in h. Consequently, there exists C ∈ R+ such that for all
0 < h ≤ h0,
|λh,2 − λ| ≤ C
(‖uh,2 − u‖2H1 + ‖uh,2 − u‖H−1) . (68)
To estimate the H−1-norm of uh,2 − u, we write that for all w ∈ H10 (Ω),∫
Ω
w(uh,2 − u) = 〈(E′′(u)− λ)(uh,2 − u), π1Xh,2∩u⊥ψw〉X′,X










where ψw is solution to






u+ w − (w, u)L2u, (69)
and where π1
Xh,2∩u⊥ denotes the orthogonal projector on Xh,2 ∩ u
⊥ for the H1
inner product. Using the assumptions that V ∈ H1(Ω), F ∈ C3((0,+∞),R),
and F ′′(t)t1/2 and F ′′′(t)t3/2 are bounded in the vicinity of 0, we deduce from
(69) that ψw is in H
3(Ω) and that there exists C ∈ R+ such that for all w ∈
H10 (Ω) and all 0 < h ≤ h0,
‖ψw‖H3 ≤ C‖w‖H1 .
We therefore obtain the inequality
‖ψw − π1h,2ψw‖H1 ≤ Ch2‖w‖H1 , (70)
where the constant C is independent of h.
Putting together (8) (for r = 2), (18), (82), (84), (58), (63), (64) and (70),
we get






Combining with (63) and (68), we end up with (65). Lastly, we deduce (66)
from the equality
E(uh,2)− E(u) = 1
2








u2 + (u2h,2 − u2)
)− F (u2)− f (u2) (u2h,2 − u2),
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Taylor expanding the integrand and exploiting the boundedness of the function
F ′′(t)t1/2 in the vicinity of 0. ✷





F (t2) = t2/2 are reported on Figure 2. The agreement with the error estimates


























Error Curve as function of h in log scale (P1 Finite Element)
   ||u -uh||H1
 y = 1.09 x -0.54
  ||u -uh||L2 
 y = 1.97  x - 2.24
    |⁄ - ⁄h| 































Error Curve as function of h in log scale (P2 Finite Element)
   ||u -uh||H1
y = 1.95 x - 2.48
  ||u -uh||L2 
 y = 2.94  x - 4.95
    |⁄ - ⁄h| 
 y = 3.91 x - 5.02
Figure 2: Errors ‖uh,k − u‖H1 (+), ‖uh,k − u‖L2 () and |λh,k − λ| (•) for the
P1 (k = 1, top) and P2 (k = 2, bottom) approximations as a function of h in
log scales.
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5 The effect of numerical integration
Let us now address one further consideration that is related to the practical
implementation of the method, and more precisely to the numerical integration
of the nonlinear term. For simplicity, we focus on the case when A = 1.
From a practical viewpoint, the solution (uδ, λδ) to the nonlinear eigen-
value problem (15) can be computed iteratively, using for instance the optimal
damping algorithm [5, 6, 13]. At the pth iteration (p ≥ 1), the ground state
(upδ , λ
p
δ) ∈ Xδ × R of some linear, ﬁnite dimensional, eigenvalue problem of the
form∫
Ω




V + f(ρ˜p−1δ )
)





upδvδ, ∀vδ ∈ Xδ, (71)
has to be computed. In the optimal damping algorithm, the density ρ˜p−1δ is a
convex linear combination of the densites ρqδ = |uqδ|2, for 0 ≤ q ≤ p− 1. Solving




∇φk · ∇φl +
∫
Ω
V φk φl +
∫
Ω
f(ρ˜p−1δ )φk φl, (72)
where (φk)1≤k≤dim(Xδ) stands for the canonical basis of Xδ.
In order to evaluate the last two terms of the right-hand side of (72), numeri-
cal integration has to be resorted to. In the ﬁnite element approximation of (57),
it is generally made use of a numerical quadrature formula over each triangle
(2D) or tetrahedron (3D) based on Gauss points. In the Fourier approximation
of the periodic problem (40), the terms∫
Ω
V ek el and
∫
Ω
f(ρ˜p−1δ ) ek el,
which are in fact, up to a multiplicative constant, the (k−l)th Fourier coeﬃcients
of V and f(ρ˜p−1δ ) respectively, are evaluated by Fast Fourier Transform (FFT),








, 0 ≤ j1, · · · , jd ≤ 2N
}
associated with X˜N . This raises the question of the inﬂuence of the numerical
integration on the convergence results obtained in Theorems 1, 2 and 3.
Remark 5.1 In the case of the periodic problem considered in Section 2 and
when F (t) = ct2 for some c > 0, the last term of the right-hand side of (72)
can be computed exactly (up to round-off errors) by means of a Fast Fourier
Transform (FFT) on an integration grid twice as fine as the discretization
grid. This is due to the fact that the function ρ˜p−1δ ek el belongs to the space
Span{en | |n|∗ ≤ 4N}. An analogous property is used in the evaluation of the
Coulomb term in the numerical simulation of the Kohn-Sham equations for pe-
riodic systems.
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with V ∈ Hσ#(0, 2π) for some σ > 1/2. More diﬃcult cases will be addressed
elsewhere [8].
In view of Remark 5.1, we consider an integration grid
2π
Ng












with Ng ≥ 4N + 1 for which we have
∀vN ∈ X˜N ,
∫ 2π
0







and for all ρ ∈ X˜2N ,
∀|k|, |l| ≤ N,
∫ 2π
0







ρ(r)e−i(k−l)r = ρ̂FFTk−l , (73)
where ρ̂FFTk−l is the (k − l)th coeﬃcient of the discrete Fourier transform of ρ.
Recall that if φ =
∑
g∈Z φ̂g eg ∈ C0#(0, 2π), the discrete Fourier transform of φ
is the NgZ-periodic sequence (φ̂FFTg )g∈Z deﬁned by








We now introduce the subspaces WM for M ∈ N∗ such that WM = X˜(M−1)/2 if
M is odd andWM = X˜M/2−1⊕C(eM/2+e−M/2) isM is (note that dim(WM ) =
M for all M ∈ N∗). It is then possible to deﬁne an interpolation projector INg
from C0#(0, 2π) onto WNg by
∀x ∈ 2π
Ng
Z ∩ [0, 2π), [INg(φ)](x) = φ(x).
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Under the condition that Ng ≥ 4N + 1, the following property holds: for all
φ ∈ C0#(0, 2π),
∀|k|, |l| ≤ N,
∫ 2π
0
INg(φ) ek el = φ̂FFTk−l .
It is therefore possible, in the particular case considered here, to eﬃciently




e′k · e′l +
∫ 2π
0




≃ |k|2δkl + V̂ FFTk−l + ̂[ρ˜p−1N ]FFTk−l , (74)
and resorting to Fast Fourier Transform (FFT) algorithms to compute the dis-
crete Fourier transforms. Note that only the second term is computed approx-
imatively. The third term is computed exactly since, at each iteration, ρ˜p−1N
belongs to X˜2N (see Eq. (73)). Of course, this situation is speciﬁc to the non-
linearity F (t) = t2/2 considered here.




E(vN ), vN ∈ X˜N ,
∫ 2π
0
|vN |2 = 1
}
, (75)
with the approximate problem
inf
{
ENg(vN ), vN ∈ X˜N ,
∫ 2π
0




















Let us denote by uN a solution of (75) such that (uN , u)L2 ≥ 0 and by uN,Ng
a solution to (76) such that (uN,Ng , u)L2 ≥ 0. It is easy to check that uN,Ng is
bounded in H1#(0, 2π) uniformly in N and Ng.
Besides, we know from Theorem 2 that (uN )N∈N converges to u inH1#(0, 2π),
hence in L∞# (2, π), when N goes to inﬁnity. This implies that the sequence
(Au−AuN )N∈N converges to 0 in operator norm. Consequently, for all N large
enough and all Ng such that Ng ≥ 4N + 1,
γ
4
‖uN,Ng − uN‖2H1 ≤ E(uN,Ng)− E(uN )




(V − INg(V ))




(V − INg(V ))
(|uN,Ng |2 − |uN |2)
≤ C‖Π2N (V − INg(V ))‖L2‖uN,Ng − uN‖H1 ,
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where we have used the fact that
(|uN,Ng |2 − |uN |2) ∈ X˜2N . Therefore,
‖uN,Ng − uN‖H1 ≤ C‖Π2N (V − INg(V ))‖L2 , (77)
for a constant C independent of N and Ng. Likewise,








|uN,Ng |2(uN,Ng + uN )(uN,Ng − uN ),
from which we deduce, using (77),
|λN,Ng − λN | ≤ C‖Π2N (V − INg(V ))‖L2 .
An error analysis of the interpolation operator INg is given in [10]: for all




‖ϕ‖Hs , ∀ϕ ∈ Hs#(0, 2π).
Thus,




and the above inequality provides the following estimates:















for a constant C independent of N and Ng. The ﬁrst component of the error
bound (79) corresponds to the error ‖uN − u‖H1 while the second component
corresponds to the numerical integration error ‖uN,Ng−uN‖H1 (the same remark
applies to the error bounds (80) and (81)).
It is classical that for the norm ‖ϕ− INgϕ‖Hr for r < 0 is in general of the
same order of magnitude as ‖ϕ−INgϕ‖L2 . As the existence of better estimates
in negative norms is a corner stone in the derivation of the improvement of the
error estimate (86) for the eigenvalues (doubling of the convergence rate), we
expect that the eigenvalue approximation will be dramatically polluted by the
use of the numerical integration formula.
This can be checked numerically. Considering again the one-dimensional
example used in Section 2 (Ω = (0, 2π), V (x) = sin(|x − π|/2), F (t) = t2/2),
we have computed for 4 ≤ N ≤ 30 and Ng = 2p with 7 ≤ p ≤ 15, the errors
‖uN,Ng − u‖H1 , ‖uN,Ng − u‖L2 , ‖uN,Ng − u‖H−1 , and |λN,Ng − λ|. On Figure 3,
these quantities are plotted as functions of 2N + 1 (the dimension of X˜N ), for
various values of Ng.
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Error Curve of ||u -uNNg
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Error Curve of ||u -uNNg
||L   as function of 2N+1 in log scale 
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   Ng = 128 
   Ng = 256
   Ng = 512












   Ng = 512
   Ng = 1024 
   Ng = 2048 
   Ng = 4096 












   Ng = 4096 
   Ng = 8192 
   Ng = 16384 
   Ng = 32768 
Figure 3: Numerical errors ‖uN,Ng −u‖H1 (top left), ‖uN,Ng −u‖L2 (top right),
‖uN,Ng − u‖H−1 (bottom left), and |λN,Ng − λ| (bottom right), as functions of
2N + 1 (the dimension of X˜N ) for Ng = 2
p, 7 ≤ p ≤ 15.
The non-monotonicity of the curve N 7→ |λN,Ng −λ| originates from the fact
that λN,Ng − λ can be positive or negative depending on the values of N and
Ng.
The numerical errors ‖uN,Ng − u‖H1 , ‖uN,Ng − u‖L2 , ‖uN,Ng − u‖H−1 , and
|λN,Ng−λ|, for N = 30, as functions of Ng (in log scales) are plotted on Figure 4.
When Ng goes to inﬁnity, the sequences log10 ‖uN,Ng − u‖H1 , log10 ‖uN,Ng −
u‖L2 , log10 ‖uN,Ng − u‖H−1 , and log10 |λN,Ng − λ| converge to log10 ‖uN −
u‖H1 , log10 ‖uN − u‖L2 , log10 ‖uN − u‖H−1 , and log10 |λN − λ| respectively.
For smaller values of Ng, the numerical integration error dominates and these
functions all decay linearly with log10Ng with a slope very close to −2. For ﬁxed
N , the upper bounds (79)-(81) also decay linearly with log10Ng, but with a slope
equal to −1.5. To obtain sharper upper bounds for the numerical integration
error, we need to replace (78) with a sharper estimate of ‖Π2N (V −INg(V ))‖L2 ,
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which is possible for the particular example under consideration here. Indeed,
remarking that under the condition Ng ≥ 4N + 1,









we can, using (56), show that




for a constant C independent of N and Ng. We deduce that for this speciﬁc
example














































Error Curve for N = 30  as function of Ng in log scale 
   ||u -uN||H1
  ||u -uN||L2 
   ||u -uN||H-1
    |⁄ - ⁄N| 
Figure 4: Numerical errors ‖uN,Ng − u‖H1 (+), ‖uN,Ng − u‖L2 (×),
‖uN,Ng − u‖H−1 (◦), and |λN,Ng − λ| (✷), for N = 30, as functions of Ng
(in log scales).
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6 Appendix: properties of the ground state
The mathematical properties of the minimization problems (1) and (9) which
are useful for the numerical analysis reported in this article are gathered in the
following lemma.
Recall that d = 1, 2 or 3.
Lemma 2 Under assumptions (2)-(6), (9) has a unique minimizer ρ0 and (1)
has exactly two minimizers u =
√
ρ0 and −u. The function u is solution to
the nonlinear eigenvalue problem (11) for some λ ∈ R. Besides, u ∈ C0,α(Ω)
for some 0 < α < 1, u > 0 in Ω, and λ is the lowest eigenvalue of Au and is
non-degenerate.
Proof As A is uniformly bounded and coercive on Ω and V ∈ Lq(Ω) for some
q > max(1, d/2), v 7→ a(v, v) is a quadratic form on X, bounded from below on
the set {v ∈ X | ‖v‖L2 = 1}. Replacing a(v, v) with a(v, v) + C‖v‖2L2 and F (t)
with F (t) − F (0) − tF ′(0) does not change the minimizers of (1) and (9). We
can therefore assume, without loss of generality, that
∀v ∈ X, a(v, v) ≥ ‖v‖2L2 and F (0) = F ′(0) = 0. (82)
It then follows from (6) and (82) that 0 ≤ F (v2) ≤ C(v2+v6). As X →֒ L6(Ω),
E(v) is ﬁnite for all v ∈ X, I > −∞ and the minimizing sequences of (1) are
bounded in X. Let (vn)n∈N be a minimizing sequence of (1). Using the fact that
X is compactly embedded in L2(Ω), we can extract from (vn)n∈N a subsequence
(vnk)k∈N which converges weakly inX, strongly in L
2(Ω) and almost everywhere
in Ω to some u ∈ X. As ‖vnk‖L2 = 1 and E(vnk) ↓ I, we obtain ‖u‖L2 = 1
and E(u) ≤ I (E is convex and strongly continuous, hence weakly l.s.c., on X).
Hence u is a minimizer of (1). As |u| ∈ X, ‖|u|‖L2 = 1 and E(|u|) = E(u), we
can assume without loss of generality that u ≥ 0. Assumptions (2)-(6) imply
that E is C1 on X and that E′(u) = Auu. It follows that u is solution to (10)
for some λ ∈ R. By elliptic regularity arguments [19], we get u ∈ C0,α(Ω) for
some 0 < α < 1. We also have u > 0 in Ω; this is a consequence of the Harnack
inequality [49]. Making the change of variable ρ = v2, it is easily seen that if
v is a minimizer of (1), then v2 is a minimizer of (9), and that, conversely, if
ρ is a minimizer of (9), then
√
ρ and −√ρ are minimizers of (1). Besides, the
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functional E is strictly convex on the convex set {ρ ≥ 0 |√ρ ∈ X, ∫Ω ρ = 1}.
Therefore ρ0 = u
2 is the unique minimizer of (9) and u and −u are the only
minimizers of (1).
It is easy to see that Au is bounded below and has a compact resolvent.





(A∇v) · ∇v +
∫
Ω






Let v0 be a normalized eigenvector of Au associated with λ0. Clearly, v0 is a
minimizer of (83) and so is |v0|. Therefore, |v0| is solution to the Euler equation
Au|v0| = λ0|v0|. Using again elliptic regularity arguments and the Harnack
inequality, we obtain that |v0| ∈ C0,α(Ω) for some 0 < α < 1 and that |v0| > 0
on Ω. This implies that either v0 = |v0| > 0 in Ω or v0 = −|v0| < 0 in Ω. In
particular (u, v0)L2 6= 0. Consequently, λ = λ0 and λ is a simple eigenvalue of
Au. ✷
Let us ﬁnally prove that λ is also the ground state eigenvalue of the nonlinear
eigenvalue problem 




in the following sense: if (µ, v) is solution to (84) then either µ > λ or µ = λ
and v = ±u.
To see this, let us consider a solution (µ, v) ∈ R × X to (84) and denote
by w˜ = |v| − u. As for u, we infer from elliptic regularity arguments [19] that
v ∈ C0,α(Ω). We have ‖v‖L2 = ‖u‖L2 = 1. Therefore, if w ≤ 0 in Ω, then
|v| = u, which yields v = ±u and µ = λ. Otherwise, there exists x0 ∈ Ω
such that w˜(x0) > 0, and, up to replacing v with −v, we can consider that the
function w = v − u is such that w(x0) > 0. The function w is in X ∩ C0,α(Ω)
and satisﬁes
(Au − λ)w + f(v
2)− f(u2)
v2 − u2 v(u+ v)w = (µ− λ)v. (85)
Let ω = {x ∈ Ω | w(x) > 0} = {x ∈ Ω | v(x) > u(x)} and w+ = max(w, 0). As
w+ ∈ X, we deduce from (85) that




v2 − u2 v(u+ v)w




The left hand side of the above equality is positive and
∫
ω vw > 0. Therefore,
µ > λ.
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1 Introduction
Density Functional Theory (DFT) is a powerful method for computing ground
state electronic energies and densities in quantum chemistry, materials science,
molecular biology and nanosciences. The models originating from DFT can
be classiﬁed into two categories: the orbital-free models and the Kohn-Sham
models. The Thomas-Fermi-von Weizsa¨cker (TFW) model falls into the ﬁrst
category. It is not very much used in practice, but is interesting from a mathe-
matical viewpoint. It indeed serves as a toy model for the analysis of the more
complex electronic structure models routinely used by Physicists and Chemists.
At the other extremity of the spectrum, the Kohn-Sham models are among the
most widely used models in Physics and Chemistry, but are much more diﬃ-
cult to deal with. We focus here on the numerical analysis of the TFW model,
more precisely, we are interested in the pseudospectral Fourier, more commonly
called planewave, discretization of the periodic version of this model. In this
context, the simulation domain, sometimes refered to as the supercell, is the
unit cell of some periodic lattice of R3. Imposing periodic boundary (PBC)
to the density at the boundary of the simulation cell is a standard method to
compute condensed phase properties with a limited number of atoms in the
simulation cell, hence at a moderate computational cost.
This chapter is organized as follows. In Section 2, we brieﬂy recall the
functional setting used in the formulation and the analysis of the planewave
discretization of orbital-free previously introduced in chapter 1. In Section 3,
we provide a priori error estimates for the planewave discretization of the TFW
model. Our estimates reﬁne and complement some of the results given in [28,59].
2 Basic Fourier analysis for planewave discretization
methods
Throughout this chapter, we denote by Γ the simulation cell, by R the periodic
lattice, and by R∗ the dual lattice. For simplicity, we assume that Γ = [0, L)3
(L > 0), but our arguments can be straightforwardly extended to rectangular
simulation cells (Γ = [0, Lx)× [0, Ly)× [0, Lz)). For Γ = [0, L)3, R is the cubic
lattice LZ3, and R∗ = 2πL Z3. For k ∈ R∗, we denote by ek(x) = |Γ|−1/2 eik·x




u ∈ L2loc(R3,C) | u R-periodic
}
,
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In our analysis, we will only consider real valued functions. We therefore intro-









(1 + |k|2)s|ûk|2 <∞ and ∀k, c−k = ck
}
,




(1 + |k|2)s ûk v̂k.




k∈R∗ | |k|≤ 2π
L
Nc
ckek | ∀k, c−k = ck
 (1)
(the constraints c−k = ck imply that the functions of VNc are real valued). For
all s ∈ R, and each v ∈ Hs#(Γ), the best approximation of v in VNc for any
Hr#-norm, r ≤ s, is
ΠNcv =
∑




The more regular v (the regularity being measured in terms of the Sobolev
norms Hr), the faster the convergence of this truncated series to v: for all real
numbers r and s with r ≤ s, we have for each v ∈ Hs#(Γ),
‖v −ΠNcv‖Hr# = minvNc∈VNc











N−(s−r)c ‖v‖Hs# . (2)
For Ng ∈ N \ {0}, we denote by φ̂FFT,Ng the discrete Fourier transform on
the cartesian grid GNg := LNg Z3 of the function φ ∈ C0#(Γ). Recall that if
φ =
∑
k∈R∗ φ̂g eg ∈ C0#(Γ), the discrete Fourier transform of φ is the NgR∗-



















eily | l ∈ 2π
L









eily | l ∈ 2π
L






⊕ C(eiπNgy/L + e−iπNgy/L) (Ng even),
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(W 1DNg ∈ C∞# ([0, L)) and dim(W 1DNg ) = Ng), and W 3DNg = W 1DNg ⊗W 1DNg ⊗W 1DNg .
Note that W 3DNg is a subspace of H
s
#(Γ) of dimension N
3
g , for all s ∈ R, and that
if Ng is odd,
W 3DNg = Span
{
ek | k ∈ R∗ = 2π
L







It is then possible to deﬁne the interpolation projector INg from C0#(Γ) onto












The coeﬃcients of the expansion of INg(φ) in the canonical basis of W 3DNg is
given by the discrete Fourier transform of φ. In particular, when Ng is odd, we
have the simple relation
INg(φ) = |Γ|1/2
∑






k ek (Ng odd).
It is easy to check that if φ is real-valued, then so is INg(φ).
We will assume in the sequel that Ng ≥ 4Nc + 1. We will then have for all













The following lemma gathers some technical results which will be useful for
the numerical analysis of the planewave discretization of orbital-free and Kohn-
Sham models.
Lemma 2.1 Let Nc ∈ N∗ and Ng ∈ N∗ such that Ng ≥ 4Nc + 1.
1. Let V be a real-valued function of C0#(Γ) and vNc and wNc be two functions








∣∣∣∣ ≤ ‖V ‖L∞‖vNc‖2L2# (6)





(8)∥∥Π2Nc(INg(V ))∥∥Hs# ≤ (1 + Cs,s)‖V ‖Hs# (9)
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for constants Cr,s independent of V . Besides if there exists m > 3 and C ∈
R+ such that |V̂k| ≤ C|k|−m, then there exists a constant CV independent
of Nc and Ng such that∥∥Π2Nc(1− INg)(V )∥∥Hr ≤ CVN r+3/2c N−mg (10)
3. Let φ is be a continuous function from R+ to R such that there exists
Cφ ∈ R+ for which |φ(t)| ≤ Cφ(1 + t2) for all t ∈ R+. Then, for all
vNc ∈ VNc, ∣∣∣∣∫
Γ
INg(φ(|vNc |2))
∣∣∣∣ ≤ Cφ (|Γ|+ ‖vNc‖4L4#) . (11)













INg(V ) z2Nc (12)
since INg(V )z2Nc ∈ V4Nc . The function vNcwNc being in V2Nc , (5) is proved.



























Hence (6). The estimate (7) is proved in [10]. To prove (8), we notice that



















2. Basic Fourier analysis for planewave discretization methods 63
The bound (9) is a straightforward consequence of (7):
‖Π2Nc(INg(V ))‖Hs# ≤ ‖INg(V )‖Hs# ≤ ‖V ‖Hs# + ‖(1− INg)(V )‖Hs# ≤ (1 + Cs,s)‖V ‖Hs# .
Now, we notice that
Π2Nc(INg(V )) = |Γ|1/2
∑
















From (13), we obtain
∥∥Π2Nc(1− INg)(V )∥∥2Hs = ∑



























On the one hand,∑
k∈R∗ | |k|≤ 4π
L
Nc



































































This completes the proof of Lemma 2.1. ✷
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3 Thomas-Fermi-von-Weizsa¨cker model
In the TFW model, as well as in any orbital-free model, the ground state
electronic density of the system is obtained by minimizing an explicit functional









the set of admissible densities, the TFW problem reads
ITFW = inf
















CW is a positive real number (CW = 1, 1/5 or 1/9 depending on the context [?]),
and CTF is the Thomas-Fermi constant: CTF =
10
3 (3π
2)2/3. The last term of






We ﬁnally make the assumption that V ion is a periodic potential such that




















|k|2(m−s) if 2(m− s− 1) > 1, i.e. if s < m−
3
2 , this
implies that V ion is in Hm−3/2−ǫ(Γ) for all ǫ > 0.

























V ion|v|2 + 1
2
DΓ(|v|2, |v|2).
It is well known [31] that (14) has a unique minimizer ρ0, and that the
minimizers of (16) are u and −u, where u =
√
ρ0. Besides, the function u is in
H
m+1/2−ǫ
# (Γ) for any ǫ > 0 (and therefore in C
2
#(Γ) since m+1/2− ǫ > 7/2 for








4/3 + V ion + V Coulombu2
)
u = λu
for some λ ∈ R, where




is the periodic Coulomb potential generated by the periodic charge distribution
ρ. Recall that V Coulombρ can also be deﬁned as the unique solution in H
1
#(Γ) to









ρV Coulombρ = 0.
The planewave discretization of the TFW model is obtained by choosing
1. an energy cut-oﬀ Ec > 0 or, equivalently, a ﬁnite dimensional Fourier




2. a cartesian grid GNg with step size L/Ng where Ng ∈ N∗ is such that
Ng ≥ 4Nc + 1,
and by considering the ﬁnite dimensional minimization problem
ITFWNc,Ng = inf
{
ETFWNg (vNc), vNc ∈ VNc ,
∫
Γ



















DΓ(|vNc |2, |vNc |2),
INg denoting the interpolation operator introduced in the previous section. The
Euler equation associated with (17) can be written as a nonlinear eigenvalue
problem
∀vNc ∈ VNc , 〈(H˜Ng|uNc,Ng |2uNc,Ng − λNc,Ng)uNc,Ng , vNc〉H−1# ,H1# = 0
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2/3 + V ion
)
+ V Coulombρ
the pseudo-spectral TFW Hamiltonian associated with the density ρ, and by
λNc,Ng the Lagrange multiplier of the constraint
∫










CTF|uNc,Ng |4/3 + V ion
)





Under the condition that Ng ≥ 4Nc + 1, we have for all φ ∈ C0#(Γ),





INg(φ) e∗k el = φ̂FFTk−l ,
so that, H˜uNc,Ng is deﬁned on VNc by the Fourier matrix
[Ĥ
Ng
















|k − l|2 (1− δkl) ,
where, by convention, the last term of the right hand side is equal to zero for
k = l.
We also introduce the variational approximation of (16)
ITFWNc = inf
{
ETFW(vNc), vNc ∈ VNc ,
∫
Γ
|vNc |2 = N
}
. (18)











for some λNc ∈ R.
Theorem 3.1 For each Nc ∈ N, we denote by uNc a minimizer to (18) such
that (uNc , u)L2#
≥ 0 and, for each Nc ∈ N and Ng ≥ 4Nc + 1, we denote by
uNc,Ng a minimizer to (17) such that (uNc,Ng , u)L2#
≥ 0. Then for Nc large
enough, uNc and uNc,Ng are unique, and the following estimates hold true, for
ǫ > 0
‖uNc − u‖Hs# ≤ CsN−(m−s+1/2−ǫ)c (20)
|λNc − λ| ≤ CN−(2m−1−ǫ)c (21)
γ‖uNc − u‖2H1# ≤ I
TFW
Nc − ITFW ≤ C‖uNc − u‖2H1# (22)
‖uNc,Ng − uNc‖Hs# ≤ CsN3/2+(s−1)+c N−mg , (23)
|λNc,Ng − λNc | ≤ CN3/2c N−mg , (24)
|ITFWNc,Ng − ITFWNc | ≤ CN3/2c N−mg , (25)
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for all −m + 3/2 < s < m + 1/2 and for some constants γ > 0, C ≥ 0 and
Cs ≥ 0 independent of Nc and Ng. Beside (s− 1)+ denotes the positive part of
s− 1.
Remark 3.2 More complex orbital-free models have been proposed in the re-
cent years [53], which are used to perform multimillion atom DFT calculations.
Some of these models however are not well posed (the energy functional is not
bounded below [3]), and the others are not well understood from a mathematical
point of view. For these reasons, we will not deal with those models in this
article.
Proof The outline of this proof, we will be as :
1. We establish the estimates (20), (21) and (22)
2. We prove the uniqueness of uNc a minimizer to (18) such that
(uNc , u)L2#
≥ 0.
3. We establish the estimates (23), (24) and (25)
4. We prove the uniqueness of uNc,Ng a minimizer to (17) such that
(uNc,Ng , u)L2#
≥ 0.
For simplicity, we will use the following notations
• X = H1#(Γ)








• F (t) = CTF t5/3









• Aρw = −CW
2
∆w + F ′(ρ)w + V ionw + V Coulombρ w
3.1 Step 1: first part of the a priori errors estimates
The estimates (20), (21) and (22) originate from arguments already introduced
in the chapter 1. The following lemma, gathers some results which will be
usefull for the proof of this estimates.
Lemma 3.3 There exists C ≥ 0 such that for all w ∈ H1#(Γ),
0 ≤ 〈(Aρ0 − λ)w,w〉X,X′ ≤ C‖w‖2H1 (26)
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Proof For all w ∈ H1#(Γ)




















For m > 3 and ǫ > 0, we have that H
m+1/2−ǫ
# (Γ) and H
m−3/2+ǫ
# (Γ) are both
algebras and embedded in L∞(Γ), thereby, for all w ∈ H1#(Γ), we obtain the
followings upper bound∣∣∣∣ ∫
Γ
F ′(u2)w2








V ionw2| ≤ C‖V ion‖L∞#
∫
w2 ≤ C‖w‖2L2#
≤ C‖w‖2H1# . (29)
In addition, by noticing that∑
k∈R∗\{0}
∣∣∣∣ ̂(V Coulombρ0 )k















‖V Coulombρ0 ‖L∞# ≤
∑
k∈R∗\{0}
∣∣∣∣ ̂(V Coulombρ0 )k
∣∣∣∣




















2| ≤ C‖ w‖2H1# . (31)
Therefore, by combining this, with (28) and (29) in (27), we deduce that there
exists a positive constante C such that
∀w ∈ H1#(Γ) 〈(Aρ0 − λ)w,w〉X,X′ ≤ C‖w‖2H1# . (32)
which concludes the proof of the Lemma 3.3.
✷
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We denote by u⊥, the subspace of H1#(Γ) such that for all w
⊥ ∈ u⊥ we have
(u,w⊥)L2 = 0. By using the fact that λ is the lowest eigenvalue of Aρ, we get
∀w⊥ ∈ u⊥), 〈(Aρ0 − λ)w⊥, w⊥〉X,X′ ≥ (λ2 − λ1)‖w⊥‖2L2 ≥ 0, (33)
For all w ∈ H1#(Γ), we can write w as w⊥ + u(u,w)L2 , hence
〈(Aρ0 − λ)w,w〉X,X′ = 〈(Aρ0 − λ)w⊥, w⊥〉X,X′
≥ (λ2 − λ1)‖w⊥‖2L2 ≥ 0 (34)




ion‖L∞# + ‖V Coulombρ0 ‖L∞# )‖w‖2L2# ,
Hence, there exists a positive constante c such that
∀w ∈ H1#(Γ) 〈(Aρ0 − λ)w,w〉X,X′ ≥
CW
2
‖∇w‖L2 − c‖w‖2L2 (35)
Lemma 3.4 There exists C ≥ 0 such that for all w ∈ H1#(Γ),
c‖w‖2H1 ≤ 〈(E′′(u)− 2λ)w,w〉X,X′ ≤ C‖w‖2H1 (36)
Proof We have for all v and w ∈ H1#(Γ) ,



















= 2〈(Aρ0 − λ)v, w〉X,X′ + 4
∫
Γ
F ′′(u2)u2vw + 4DΓ(uv, uw)
and
〈J ′′(u)v, w〉X,X′ = 4DΓ(u2, vw) + 8DΓ(uv, uw) (38)
(39)
Since J is positive and quadratic, it is convex, and for all w ∈ H1#(Γ),
〈J ′′(u)w,w〉X,X′ ≥ 0. (40)
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and





















Therefore, by combining this with (41) in (38), we get
〈J ′′(u)w,w〉X,X′ ≤ C‖w‖2H1# . (44)
Besides, by using (34) and (42), we obtain
|〈(E′′(u)− 2λ)w,w〉X,X′ | = 2〈(Aρ0 − λ)w,w〉X,X′ + 4
∫
Γ
F ′′(u2)u2ww + 4DΓ(uw, uw)




≤ C‖w‖2H1 . (45)
To prove the lower bound of (36), we ﬁrst need to establish that
〈(E′′(u)− 2λ)w,w〉X,X′ ≥ 0 ∀w ∈ H1#(Γ). (46)
First we notice that 〈(E′′(u)− 2λ)w,w〉X,X′ can be rewritten as








in such way that we can use (34) and (42) to get (46).
Then by reasonning by contraction, we prove the lower bound of (36),
〈(E′′(u)− 2λ)w,w〉X,X′ ≥ c‖w‖2H1 ∀w ∈ H1#(Γ). (48)
Assume (48) does not hold and thus we may get a sequence (wn)n≥1 bounded
in H1#(Γ), such that‖wn‖2H1 = 1. Hence we can extract a sub sequence denoted
by (wnk)nk≥1 such that
lim
nk→+∞
〈(E′′(u)− 2λ)wnk , wnk〉X,X′ = 0. (49)
Since (wn)n≥1 is bounded in H1#(Γ), we can extract a sub sequence weakly
convergent in H1#(Γ) to w dans H
1
#(Γ).
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Then by using that H1#(Γ) is embedded in all L
p
#(Γ) for 1 ≤ p < 6, we can
extract a sub sequence denoted by (wnk′ )nk′≥1 strongly convergent in L
p
#(Γ) to



































|u|4/3(w2 − w2nk)| ≤ limnk→+∞‖u‖
4/3
L∞#







V ion[w2 − w2nk ]| ≤ limnk→+∞‖V
ion‖4/3L∞# ‖w
2 − w2nk‖L2 = 0 from (52)
By the same way, we prove that
lim
nk→+∞
|〈(J ′′(u)(w − wnk), w − wnk〉X,X′ | = 0. (56)
Indeed, from (41) and (42), we derive
lim
nk→+∞
|〈(J ′′(u)(w − wnk), w − wnk〉X,X′ | ≤ C limnk→+∞‖u‖
2
L4‖w2 − w2nk‖L4
= 0 from(51) and (52) with p = 4.
Since w 7→ CW
∫
Γ
|∇w|2 is continuous in H1#(Γ) and convex, it is also weakly
lower semicontinuous. Hence, using this in (37)
0 ≤ 〈(E′′(u)− 2λ)w,w〉X,X′ ≤ lim
n→+∞〈(E
′′(u)− 2λ)wn, wn〉X,X′ = 0 (57)
and w = 0.




weakly lower semicontinuous, we get
0 = lim
n→+∞〈(E
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Then by using (54) and the fact that w = 0, we derive
0 = lim
n→+∞〈(E
























which is impossible. ✷
We denote by uNc ∈ VNc a miminizer of (18) such that (uNc , u)L2 ≥ 0 and
which satisﬁes
∀wNc ∈ VNc 〈(AρNc − λNc)uNc , wNc〉X′,X = 0 with ρNc = u2Nc (58)
for some λNc ∈ R. Obviously −uNc is also a minimizer associated with the
same eigenvalue λNc , we will prove that those are the only ones and sastify the
estimations (20)-(22).
To start we need to establish the following lower bound.
γ‖uNc − u‖2H1 ≤ 〈(Aρ0 − λ)(uNc − u), (uNc − u)〉X,X′ . (59)
From (34), we get







≥ (λ2 − λ1)
[









u2 = N , we get
‖uNc‖2L2 − |(u, uNc)L2 | ≥ N −
∣∣∣(u, uNc)L2#∣∣∣ = 12‖u− uNc‖2L2# .
Hence,
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Let be θ such that 0 < θ ≤ λ2 − λ1
λ2 + λ1 + 2‖V ion‖L∞# + 2‖V Coulombρ0 ‖L∞#
< 1, from
the previous inequality and (35), we get






λ1 + ‖V ion‖L∞# + ‖V Coulombρ0 ‖L∞#
)
‖uNc − u‖2L2#












λ2 + λ1 + 2‖V ion‖L∞# + 2‖V Coulombρ0 ‖L∞#
)
‖uNc − u‖2L2#
≥ C‖uNc − u‖2H1# .
In addition, we have the following convergence result
Lemma 3.5 Let be uNc ∈ VNc a minimizer of (18) such that (u, uNc)L2# ≥ 0
and that verifies (58) for some λNc ∈ R then,
‖u− uNc‖H1# −→ 0. (60)
Proof To obtain this, we ﬁrst use the fact that































|( ̂u2Nc − u2)k|2
|k|2 . (61)
Then, combining it with the convexity of F and (59), we get




Let ΠNcu ∈ VNc be such that
‖u−ΠNcu‖H1 = min{ ‖u− wNc‖H1# , wNc ∈ VNc} −→Nc→+∞ 0.
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We deﬁned by u˜Nc = N 1/2ΠNcu/‖ΠNcu‖L2# , in such way that ‖u˜Nc‖L2# =
√N ,
therefore we also have
‖u− u˜Nc‖H1# −→Nc→+∞ 0.




















f(|uNc |2)|uNc |2 +
∫
Γ




































As (V ion+ 53CTFu
4/3
Nc
+V Coulomb|uNc |2 )uNc is bounded in L
2
#(Γ), uniformly in Nc, we
deduce from (62) that the sequence (uNc)Nc∈N is bounded in H2#(Γ), hence in
L∞(Γ). In addition,
∆ (uNc − u) = ΠNc
(




−(I −ΠNc)(V u+ F ′(u2)u+ V Coulombρ u)− λNc(uNc − u)− (λNc − λ)u.
(63)
As (uNc)Nc∈N is in bounded in L∞(Γ) and converges to u in H1#(Γ), the right
hand side of the above equality converges to 0 in L2#(Γ), which implies that
(uNc)Nc∈N converges to u in H2#(Γ), and therefore in C
0
#(Γ).





) is in L∞(Γ) and that V ion ∈ Hm−3/2−ǫ we
get that u in H
m+1/2−ǫ
# (Γ), for all ǫ > 0, by using a boostrap argument in (62).
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and that







‖uNc − u‖2L2# .
Let us now establish the rates of convergence of |λNc − λ| and ‖uNc − u‖Hs# .
As in the Chapter 1, we denote by ψuNc−u the unique solution to the adjoint
problem{
ﬁnd ψuNc−u ∈ u⊥ such that











The existence and uniqueness of the solution to (64) is a straightforward con-
sequence of (45), (48) and the Lax-Milgram lemma. Besides, ψuNc−u ∈ H2#(Γ)
and sastiﬁes
‖ψuNc−u‖H1 ≤ β−1M‖uNc − u‖X′ ≤ β−1M‖uNc − u‖L2 , (65)







‖uNc − u‖L2 . (66)




‖uNc − u‖2H1 , (67)
and for all 0 ≤ r < m− 3/2,
|λNc − λ| ≤ C
(‖uNc − u‖2H1 + ‖uNc − u‖H−r) . (68)
Besides, there exists N0 > 0 and C ∈ R+ such that for all 0 < Nc < N0,
‖uNc − u‖H1 ≤ C min
vNc∈VNc
‖vNc − u‖H1 (69)
‖uNc − u‖L2 ≤ C
(
‖uNc − u‖2H1 +N−1c ‖uNc − u‖H1
)
. (70)








|uNc |10/3 − |u|10/3 −
5
3






max(|uNc |4/3, |u|4/3)|uNc − u|2
≤ C‖uNc − u‖2L2









≤ C‖uNc − u‖2L2 ,
and ﬁnally by using (26).
Next, we remark that
N (λNc − λ) = 〈E′(uNc), uNc〉X′,X − 〈E′(u), u〉X′,X
























= a(uNc − u, uNc − u) + 2λ
∫
Γ
u(uNc − u)− 2
∫
Γ









F ′(u2)u2 +D(u2Nc , u
2
Nc)−D(u2, u2)
− 2D(u2, u(uNc − u))
= a(uNc − u, uNc − u)− λ‖uNc − u‖2L2 − 2
∫
Γ









F (u2)u2 +D(u2Nc , u
2
Nc)−D(u2, u2)
− 2D(u2, u(uNc − u))









F ′(u2Nc)− F ′(u2)
uNc − u
.
We know that the sequence (uNc)Nc∈N converges to u in H
m+1/2−ǫ
# (Γ), for all
ǫ > 0, and that u > 0 in R3. Consequently, forNc large enough, the function uNc
(which is continuous and R-periodic) is bounded away from 0, uniformly in Nc.
As F ′ ∈ C∞((0,+∞)), the function uNc is uniformly bounded in Hm−3/2−ǫ# (Γ),




wFu,uδ(uNc − u)| ≤ C‖u− uNc‖H−r . (72)
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We remark that
D((u2Nc − u2), u2Nc) = 4π
∑
k,ℓ∈R∗\{0}
















and denote by wJu,uNc = V
Coulomb
ρ (uNc + u). Since V
Coulomb
ρ ∈ L∞# (Γ) and the
function uNc is uniformly bounded in H
m−3/2−ǫ
# (Γ), for all ǫ > 0, (at least for








| ≤ C‖u− uNc‖H−r .
Then by combining this with (26) and (72) in (71), we ﬁnally get (68).
In order to evaluate the H1-norm of the error uNc − u, we ﬁrst notice that
∀vNc ∈ VNc , ‖uNc − u‖H1 ≤ ‖uNc − vNc‖H1 + ‖vNc − u‖H1 , (73)
and that
‖uNc − vNc‖2H1 ≤
1
β





〈(E′′(u)− 2λ)(uNc − u), (uNc − vNc)〉X′,X




We will begin by evaluating the ﬁrst term of the right hand side of (74).
For all wNc ∈ VNc ,






















































≤ C‖u− uNC‖2H1#‖wNc‖H1# . (76)
In addition, we have∣∣F ′(u2Nc)uNc − F ′(u2)uNc − 2F ′′(u2)u2(uNc − u)∣∣ = 53CTF




CTFmax(|uNc |1/3, |u|1/3) |uNc − u|2 .
(77)
On the other hand, we have for all vNc ∈ VNc such that ‖vNc‖L2 =
√N ,∫
Γ






‖uNc − vNc‖2L2 .
Hence by combining this with (68) in (75) we obtain, that for all 0 < Nc ≤ N1
and all vNc ∈ VNc such that ‖vNc‖L2 =
√N ,∣∣〈(E′′(u)− 2λ)(uNc − u), (uNc − vNc)〉X′,X ∣∣ ≤ C(‖u− uNc‖2H1‖uNc − vNc‖H1
+
(‖uNc − u‖2H1 + ‖uNc − u‖L2) ‖uNc − vNc‖2L2). (78)
It then follows from (45), (74) and (78) that for all 0 < Nc ≤ N1 and all
vNc ∈ XNc such that ‖vNc‖L2 =
√N ,
‖uNc − vNc‖H1 ≤ C
(‖uNc − u‖2H1 + ‖uNc − u‖H1‖uNc − vNc‖H1 + ‖vNc − u‖H1) .
By using this in (73) we obtain that there exists 0 < N2 ≤ N1 and C ∈ R+
such that for all 0 < Nc ≤ N2 and all vNc ∈ VNc such that ‖vNc‖L2 =
√N ,
‖uNc − u‖H1 ≤ C‖vNc − u‖H1 .
Hence, for all 0 < Nc ≤ N2
‖uNc − u‖H1 ≤ CRNc where RNc = min
vNc∈vNc | ‖vNc‖L2=
√N
‖vNc − u‖H1 .
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We now denote by
R˜Nc = min
vNc∈VNc
‖vNc − u‖H1 ,
and by u0Nc a minimizer of the above minimization problem. We know that u
0
Nc
converges to u in H1 when Nc goes to infty. Besides,
RNc ≤ ‖u0Nc/‖u0Nc‖L2 − u‖H1















For 0 < Nc ≤ N2 ≤ N1, we have ‖u0Nc − u‖H1 ≤ ‖uNc − u‖H1 ≤ 1/2, and
therefore ‖u0Nc‖H1 ≤ ‖u‖H1 + 1/2 and ‖u0Nc‖L2 ≥ 1/2, yielding
RNc ≤ 2(‖u‖H1 + 1)R˜Nc . Thus (69) is proved.
Let u∗Nc be the orthogonal projection, for the L
2 inner product, of uNc on
the aﬃne space
{






u∗Nc ∈ H1#(Γ), u∗Nc − u ∈ u⊥, u∗Nc − uNc =
1
2N ‖uNc − u‖
2
L2u,
from which we infer that
‖uNc − u‖2L2 =
∫
Γ
(uNc − u)(u∗Nc − u) +
∫
Γ




(uNc − u)(u∗Nc − u)−
1









(uNc − u)(u∗Nc − u) +
1












(uNc − u)(u∗Nc − u) +
1
4N ‖uNc − u‖
4
L2
= 〈uNc − u, u∗Nc − u〉X′,X +
1
4N ‖uNc − u‖
4
L2
= 〈(E′′(u)− 2λ)ψuNc−u, u∗Nc − u〉X′,X +
1
4N ‖uNc − u‖
4
L2
= 〈(E′′(u)− 2λ)(uNc − u), ψuNc−u〉X′,X
+
1
2N ‖uNc − u‖
2
L2〈(E′′(u)− 2λ)u, ψuNc−u〉X′,X +
1
4N ‖uNc − u‖
4
L2












4N ‖uNc − u‖
4
L2 .
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For all ψNc ∈ VNc , it therefore holds
‖uNc − u‖2L2 = 〈(E′′(u)− 2λ)(uNc − u), ψNc〉X′,X












4N ‖uNc − u‖
4
L2 . (79)
From (75), we obtain that for all ψNc ∈ VNc ∩ u⊥,



















uNc(ψuNc−u − ψNc) (80)
and



















(uNc − u)ψNc (using that
∫
Γ
uψNc = 0). (81)
Therefore by using (68), (76) and (77) in (80) and (81) we get∣∣〈(E′′(u)− 2λ)(uNc − u), ψNc〉X′,X ∣∣ ≤ C(‖uNc − u‖2H1
+‖uNc − u‖L2
(‖uNc − u‖2H1 + ‖uNc − u‖L2))‖ψNc‖H1
(82)
and∣∣〈(E′′(u)− 2λ)(uNc − u), (ψuNc−u − ψNc)〉X′,X ∣∣ ≤ C(‖uNc − u‖2H1 +
+‖uNc − u‖L2
)
‖ψuNc−u − ψNc‖H1 .
(83)
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Let ψ0Nc ∈ VNc ∩ u⊥ be such that
‖ψuNc−u − ψ0Nc‖H1 = min
ψNc∈XNc∩u⊥
‖ψuNc−u − ψNc‖H1 .
Hence, by using the fact that there exists a non negative constant C such that
‖ψ0Nc‖H1 ≤ ‖ψuNc−u‖H1 ≤ C‖uNc − u‖L2 , we obtain from (45) and (82) that
there exists C ∈ R+ such that for all 0 < Nc ≤ N1,
‖uNc − u‖2L2 ≤ C
(
‖uNc − u‖L2
× (‖uNc − u‖2H1 + ‖uNc − u‖L2 (‖uNc − u‖2H1 + ‖uNc − u‖L2))
+‖uNc − u‖H1‖ψuNc−u − ψ0Nc‖H1 + ‖uNc − u‖3L2 + ‖uNc − u‖4L2
)
.
Therefore, there exists 0 < N0 ≤ N2 and C ∈ R+ such that for all 0 < Nc ≤ N0,
‖uNc −u‖2L2 ≤ C
(
‖uNc −u‖L2‖uNc −u‖2H1 + ‖uNc −u‖H1‖ψuNc−u−ψ0Nc‖H1
)
.
Lastly, denoting by Π0VNc
the orthogonal projector on VNc for the L
2 inner
product, a simple calculation leads to
∀v ∈ u⊥, min
vNc∈VNc∩u⊥










‖vNc − v‖H1 .
(84)
Therefore, by using (66), we get
‖uNc − u‖2L2 ≤ C ‖uNc − u‖L2
(
‖uNc − u‖2H1 +N−1c ‖uNc − u‖H1
)
which completes the proof of Lemma 3.6. ✷







Therefore we deduce from lemma 3.6, that for all ǫ > 0,










‖uNc − u‖2H1 ≤ E(uNc)− E(u) ≤ C‖uNc − u‖2H1 ,
for s = 0 and s = 1.
From (85) and the inverse inequality
∀vNc ∈ VNc , ‖vNc‖Hr ≤ 2(r−s)/2Ncr−s‖vNc‖Hs , (87)
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which holds true for all s ≤ r and all Nc ≥ 1, we then obtain using classical
arguments that, for all ǫ > 0,
‖uNc − u‖Hs ≤
C
Nc
m+1/2−s−ǫ for all 0 ≤ s < m+ 1/2− ǫ. (88)
The estimate (86) is slightly deceptive since, in the case of a linear eigenvalue
problem (i.e. for −∆u + V ionu = λu) the convergence of the eigenvalues goes
twice as fast as the convergence of the eigenvector in the H1-norm. We are
going to prove that this is also the case for the nonlinear eigenvalue problem.
Let us ﬁrst come back to (71), which we rewrite as,
λNc − λ = 〈(Aρ0 − λ)(uNc − u), (uNc − u)〉X′,X +
∫
Γ






As u/2 ≤ uNc ≤ 2u on Γ for Nc large enough, as uNc converges, hence is
uniformly bounded, in H
m+1/2−ǫ
# (Γ), for all ǫ > 0, and since H
m+1/2−ǫ(Γ) is an
algebra, wJu,uNc and w
F
u,uN
are uniformly bounded in H
m+1/2−ǫ
# (Γ) (at least for
Nc large enough). We therefore infer from (89) that for Nc large enough
|λNc − λ| ≤ C
(‖uNc − u‖2H1 + ‖uNc − u‖H−m+3/2−ǫ) . (90)
Let us now compute the H−r-norm of the error for r > 0. Let w ∈ Hr#(Γ).
Proceeding as in Lemma 3.6 we obtain∫
Γ
w(uNc − u) = 〈(E′′(u)− 2λ)(uNc − u),Π1eVNc∩u⊥ψw〉X′,X

















where Π1eVNc∩u⊥ denotes the orthogonal projector on V˜Nc ∩ u
⊥ for the H1 inner
product. Then by noticing that ψw is in H
r+2
# (Γ) and satisﬁes
‖ψw‖Hr+2 ≤ C‖w‖Hr , (92)
for some constant C independent of w, and combining it with ( 45), (82) - (84),
(88), (89), (91) and (92), we obtain that there exists a constant C ∈ R+ such
that for all Nc ∈ N, and for all ǫ > 0, and all w ∈ Hr#(Γ),∫
Γ
w(uNc − u) ≤ C ′
(
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Therefore, for all ǫ > 0,









for some constant C ∈ R+ independent of Nc. Using (88) and (90), we end up
with
|λN − λ| ≤ C
Nc
2m+1−ǫ
which concludes the step 1 of the proof of the theorem
3.2 Step 2: proof of the uniqueness of uNc
Let focus on the proof of the uniqueness of uNc , for all wNc ∈ VNc , we have













































is non negative. Therefore,
E(wNc)− E(uNc) ≥ 〈Au2NcwNc , wNc〉X′,X − 〈Au2NcuNc , uNc〉X′,X
≥ 〈(Au2Nc − λNc)(wNc − uNc), wNc − uNc〉X′,X . (94)
Let be µNc the ground state eigenvalue of Au2Nc
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Besides, we know from Lemma 3.6 that (uNc)Nc∈N converges to u inH
m+3/2−ǫ
# (Γ)
for m > 3 and ǫ > 0, hence in L∞# (Γ), when Nc goes to inﬁnity. This implies
that the sequence (Aρ0 − Au2Nc )Nc∈N converges to 0 in operator norm. Hence
using this in (95) involves that µNc converges to λ.
By contradiction we can prove that for Nc, large enough, the ground state
eigenvalue µNc of Au2Nc
is simple and equal to λNc . Indeed, supposing that
there exists a sequence (Nk)k such that λNk ≥ µNk and wNk 6= ±uNk , then
(wNk , uNk)L2 = 0. Therefore from (34), we get




≥ (λ2 − λ1) (N − 1N |(u− uNk , wNk)|
2)
(by using the fact that (wNk , uNk)L2 = 0)
≥ (λ2 − λ1)(N − ‖u− uNk‖2L2)
Taking into account thatAu2Nk
converges toAρ as an operator and µNk converges
to λ, we obtain that
〈(Au2Nk − µNk)wNk , wNk〉X′,X −→Nk→+∞ 〈(Aρ0 − λ)wNk , wNk〉X′,X
≥ (λ2 − λ1)(N − ‖u− uNk‖2L2)
−→
Nk→+∞
(λ2 − λ1)N > 0
which is impossible, since
〈(Au2Nk − µNk)wNk , wNk〉X′,X = 0.
The fact that λNc is the ground state eigenvalue of AρNc and is simple,
implies that there exists a positive constant ηNc such that
〈(Au2Nc−λNc)w,w〉X′,X ≥ ηNc(‖w‖
2
L2+(N−2)|(uNc , w)L2 |2) > 0 ∀w ∈ VNc .
Using this in (94) we get that
E(wNc)− E(uNc) > 0 wNc ∈ VNc .
Therefore, for Nc large enough, uNc is the unique minimizer of (17).
3.3 Step 3: second part of the a priori errors estimates





ion‖L∞N ≤ ETFWNg (uNc,Ng)
≤ ETFWNg (N 1/2|Γ|−1/2)
≤ CTFN 5/3|Γ|−2/3 + ‖V ion‖L∞N ,
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from which we infer that uN,Ng is uniformly bounded in H
1











INg(V ion|uNc,Ng |2 + f(|uNc,Ng |2)|uNc,Ng |2)
+DΓ(|uNc,Ng |2, |uNc,Ng |2)
]
.









− 2C−1W λNc,NguNc,Ng , (96)
and we deduce from (4), (6) and (8) that
∥∥ΠNc (INg (f(|uNc,Ng |2)uNc,Ng))∥∥L2# ≤
(∫
Γ









































≤ N 1/2‖V Coulomb|uNc,Ng |2‖L∞
≤ N 1/2‖uNc,Ng‖2L4# .
As uNc,Ng is uniformly bounded in H
1
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Therefore uNc,Ng is uniformly bounded in H
2
#(Γ), hence in L
∞(R3).
Returning to (96) and using (9) and a bootstrap argument, we conclude that






‖uNc,Ng − uNc‖2H1 ≤ ETFW(uNc,Ng)− ETFW(uNc)
















(1− INg)(F (|uNc,Ng |2)− F (|uNc |2)).
Let g(t, t′) = F (t
′2)−F (t2)
t′−t . For Nc large enough, uNc is uniformly bounded away
from zero; besides, both uNc and uNc,Ng are uniformly bounded in H
7/2+ǫ
# (Γ).
Therefore, g(uNc , uNc,Ng) is uniformly bounded in H
7/2+ǫ
# (Γ). This implies that
the Fourier coeﬃcients of g(uNc , uNc,Ng) go to zero faster that |k|−7/2, which
implies, using (5) and (10), that∣∣∣∣∫
Γ











≤ ∥∥ΠNc ((1− INg) (g(uNc , uNc,Ng)))∥∥L2# ‖uNc,Ng − uNc‖L2#
≤ CN3/2c N−7/2g ‖uNc,Ng − uNc‖L2# . (97)
On the other hand,∣∣∣∣∫
Γ
((1− INg)(V ))(|uNc,Ng |2 − |uNc |2)
∣∣∣∣
≤ ‖Π2Nc((1− INg)(V ))‖L2#‖uNc,Ng + uNc‖L∞‖uNc,Ng − uNc‖L2#
≤ CN3/2c N−mg ‖uNc,Ng − uNc‖L2# .
Therefore,





We then deduce from (98) and the inverse inequality (87) that (uNc,Ng) con-
verges to u in H2#(Γ), and therefore in L
∞(R3), when Ng ≥ 4Nc + 1. It follows
that for Nc large enough, uNc,Ng is bounded away from zero, which, together
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with (96), implies that (uNc,Ng) is bounded inH
m+1/2−ǫ
# (Γ), whenNg ≥ 4Nc+1.
The estimates (97) and (98) can therefore be improved, yielding∣∣∣∣∫
Γ
(1− INg)(F (|uNc,Ng |2)− F (|uNc |2))
∣∣∣∣ ≤ CN3/2c N−(m+1/2−ǫ)g ‖uNc,Ng−uNc‖L2# .
and





We deduce (23) from the inverse inequality (87). For Nc large enough, uNc,Ng is
bounded away from zero, so that f(|uNc,Ng |2) is uniformly bounded inHm+1/2−ǫ# (Γ).
Therefore, the kth Fourier coeﬃcient of (V ion + f(|uNc,Ng |2)) is bounded by
C|k|−m where the constant C does not depend on Nc and Ng. Using the equal-
ity
λNc,Ng − λNc = N−1
[




(1− INg)(V ion + f(|uNc,Ng |2))|uNc,Ng |2
+DΓ(|uNc,Ng |2, |uNc,Ng |2 − |uNc |2) +
∫
Γ
(f(|uNc,Ng |2)− f(|uNc |2))|uNc,Ng |2
]
,
(23) and (41), we obtain (24). A similar calculation leads to (25).
3.4 Step 4: proof of the uniqueness of uNc,Ng
Lastly, we have for all vNc ∈ VNc ,
ETFWNg (vNc)− ETFWNg (uNc,Ng) (99)












F (|vNc(x)|2)− F (|uNc(x)|2)− f(|uNc(x)|2)(|vNc(x)|2 − |uNc(x)|2)
)
≥ 〈(H˜uNc,Ng − λNc,Ng)(vNc − uNc,Ng), (vNc − uNc,Ng)〉H−1# ,H1# . (100)
As uNc,Ng converges to u in H
2
#(Γ), the operator H˜
Ng
|uNc,Ng |2 −Hρ0 converges to
zero in operator norm. Reasoning as in the proof of the uniqueness of uNc , we
obtain that for Nc large enough and Ng ≥ 4Nc + 1, we have for all vNc ∈ VNc
such that ‖vNc‖L2# = N
1/2 and (vNc , uNc)L2#
≥ 0,




Thus the uniqueness of uNc,Ng for Nc large enough, which conclude the proof
of the theorem.
✷
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Dans cette partie on s’inte´resse a` la re´solution de proble`mes aux valeurs
propres non line´aires a` l’aide d’un sche´ma a` deux grilles. Cette me´thode consiste
a` approcher la solution u d’un proble`me aux valeurs propres non line´aire, dans
un premier temps, par la fonction uH solution du proble`me aux valeurs propres
non line´aire discret sur un espace de discre´tisation grossier XH . Puis a` utiliser la
solution grossie`re ainsi obtenue pour re´soudre un proble`me aux valeurs propres
line´arise´, ou meˆme un proble`me line´arise´ avec second membre, sur un espace de
discretisation ﬁn Xh, on appellera u
H,2g
h cette solution.
On montrera que, si les pas d’espace grossier H et ﬁn h sont choisit de fac¸on
ade´quate, alors l’erreur ‖u−uH,2gh ‖H1 est du meˆme ordre que ‖u−uh‖H1 , ou` uh
n’est autre que la solution du proble`me aux valeurs propres non line´aire discret
re´solu directement sur Xh. Ceci repose sur le fait que la contribution de uH a`
l’erreur est mesure´e en norme L2(Ω) et posse`de donc un ordre plus e´leve´ que si
elle e´tait mesure´e en norme H1(Ω), comme on l’a vu dans le chapitre pre´ce´dent.
Ce proce´de´ permet de diminuer le temps de calcul de la solution de notre
proble`me aux valeurs propres non line´aire, car le calcul de uH et u
H,2g
h est moins
couˆteux que celui de uh. Dans la premie`re e´tape : le calcul de uH est clairement
moins couˆteux que celui de uh puisque le couˆt est fonction croissante de la
dimension de l’espace discret. Dans la seconde e´tape, la complexite´ du calcul
est plus petite lorsque on choisit de re´soudre un proble`me aux valeurs propres
line´aire a` la place du proble`me aux valeurs propres non line´aire sur Xh et encore
mieux lorsque l’on re´sout qu’un proble`me line´aire avec second membre.
L’ide´e de sche´ma a` deux grilles a d’abord e´te´ introduite par Xu [39, 55, 56]
pour la re´solution de proble`mes elliptiques non syme´triques et non line´aires.
Elle a e´galement e´te´ utilise´e pour la re´solution des e´quations Navier-Stokes
[1, 20,29,54].
Pour re´soudre un proble`me non line´aire, il est naturel d’utiliser un proce´de´
ite´ratif. Ici il consisterait, a` chaque e´tape, a` re´soudre un proble`me aux valeurs
propres line´arise´ construit a` partir de la solution de l’ite´ration pre´ce´dente. C’est
dans cette optique que Xu et Zhou [12, 57, 58] se sont inte´resse´s a` l’application
de sche´mas a` deux grilles pour la re´solution de proble`mes aux valeurs propres
line´aires. Le principe de leur me´thode est de remplacer, a` chaque e´tape du
proce´de´ ite´ratif, la re´solution d’un proble`me aux valeurs propres line´arise´ sur
une grille ﬁne par celui sur une grille grossie`re suivit de la re´solution d’un
proble`me avec second membre sur une grille moyenne, puis une grille ﬁne raﬃne´e
localement.
Leur me´thode re´duit la complexite´ et le temps de calcul tout en obtenant des
re´sultats du meˆme ordre de pre´cision que ceux obtenus en re´solvant le proble`me
aux valeurs propres line´arise´ directement sur la grille ﬁne. Mais ce proce´de´
reste ite´ratif sur une grille ﬁne, celui que l’on propose dans ce chapitre le sera
seulement sur une grille grossie`re.
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1 Introduction
On s’inte´resse aux proble`mes aux valeurs propres non line´aires issus de
l’e´tude du proble`me de minimisation suivant :
I = inf
{
























Pour simpliﬁer les notations on appelera X l’espace H10 (Ω) ou` Ω est un domaine
a` frontie`re re´gulie`re, ou bien un polygone convexe de Rd, avec d = 1, 2 ou 3.
On supposera e´galement que :
• A ∈ (L∞(Ω))d×d, A(x) est syme´trique pour tout x ∈ Ω et (4)
∃α > 0 tel que ξTA(x)ξ ≥ α|ξ|2, ∀ ξ ∈ Rd et presque tout x ∈ Ω (5)
• V ∈ Lp(Ω) pour p > 2 (6)
• F ∈ C1([0,+∞),R) ∩ C2((0,∞),R) et F ′′ > 0 sur (0,+∞) (7)
∃ 0 ≤ q < 2, ∃C ∈ R+ tels que ∀ t ≥ 0, |F ′(t)| ≤ C(1 + tq) (8)
• F ′′(t)t reste borne´ au voisinage de 0 (9)
∀R > 0, ∃C ∈ R+ tel que ∀ 0 < t1 ≤ R, ∀ t2 ∈ R :
∣∣(F ′(t22)− F ′(t21))t22∣∣ ≤ C|t2 − t1| (10)∣∣F ′(t22)t2 − F ′(t21)t2 − 2F ′′(t21)t21(t2 − t1)∣∣ ≤ C|t2 − t1|2. (11)
Pour simpliﬁer les notations on prendra f(t) = F ′(t).
Dans le Chapitre 1, on a pu voir que ce proble`me de minimisation admettait
exactement deux solutions u et −u, on notera u, la solution positive sur Ω. On
rappelle e´galement que u est aussi la solution de l’e´quation d’Euler-Lagrange :
∀ v ∈ X, 〈E′(u)− λu, v〉X′,X = 0, (12)
pour λ ∈ R (multiplicateur de Lagrange associe´ a` la contrainte ‖u‖L2 = 1).
Alors l’e´quation (12) et la contrainte ‖u‖L2 = 1, de´ﬁnissent un proble`me aux
valeurs propres non line´aire de la forme suivante :{
Avv = λv
‖v‖L2 = 1 (13)
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ou` pour tout v ∈ X,
Av = −div(A∇·) + V + f(v2). (14)
Av, pour v ﬁxe´, est un ope´rateur auto-adjoint sur L
2(Ω), de domaineH2(Ω)∩X.
La plus petite valeur propre de l’ope´rateur line´aire Au, λ, est simple. Elle est
e´galement la plus petite valeur propre de l’ope´rateur non line´aire Av, et est
associe´e a` l’e´tat fondamental u (voir le Chapitre 1).
Si le domaine Ω est a` frontie`re re´gulie`re, ou bien un polygone convexe de Rd,
avec d = 1, 2, ou 3, si V ve´riﬁe l’hypothe`se (6) et si F ve´riﬁe les hypothe`ses (8)-
(11) alors u ∈ H2(Ω). De plus si V ∈ H1(Ω), on peut montrer que u ∈ H3(Ω).
On introduit deux sous-espaces de H10 (Ω) de dimension ﬁnie, de type e´le-






h tels que :
• Xkδ = {v ∈ H10 (Ω), ∀K ∈ Tδ, v|K ∈ Pk(K)},
• k = {1; 2},
• δ = H ou h et H >> h,
• Th est une sous triangulation de TH .
Reformulons le proble`me (13) de fac¸on suivante :







uv, ∀ v ∈ X. (15)
Ainsi son approximation de Galerkin sur Xkδ s’e´crit :







uδ,kvδ,k ∀ vδ,k ∈ Xδ,k et ‖uδ,k‖L2(Ω) = 1.
(16)
Soit u0δ,k la solution du proble`me de minimisation discret sur X
k
δ :
Iδ = inf{E(wδ,k)|wδ,k ∈ Xkδ , ‖wδ,k‖L2 = 1}. (17)
Il a e´te´ montre´ dans le Chapitre 1 que uδ,k, la solution de (16) est e´galement un
minimiseur de (17). Il est clair que −uδ,k est aussi une solution de (16) associe´e





On rappelle un re´sultat important du Chapitre 1 : Sous certaines hypothe`ses,
il existe c ∈ R+ et δ0 ∈ R+ tels que pour tout 0 < δ ≤ δ0 et k ∈ {1, 2} on ait :
‖u− uδ,k‖X ≤ cδk‖u‖Hk+1(Ω) (18)
‖u− uδ,k‖L2(Ω) ≤ cδk+1‖u‖Hk+1(Ω) (19)
|λ− λδ,k| ≤ cδ2k‖u‖Hk+1(Ω). (20)
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Dans cette partie on ne traitera que le cas des e´lements ﬁnis de type P1,
l’espace de discre´tisation sera alors note´ Xδ au lieu de X
k
δ .
On appelle (uH , λH) le couple solution du proble`me (16) sur XH tel que
(u, uH)L2 ≥ 0. Ainsi en utilisant (18)-(20) avec δ = H et k = 1, on obtient
les estimations d’erreur suivantes :
‖u− uH‖X ≤ cH‖u‖H2(Ω) (21)
‖u− uH‖L2(Ω) ≤ cH2‖u‖H2(Ω) (22)
|λ− λH | ≤ cH2‖u‖H2(Ω). (23)
Dans ce chapitre on s’inte´ressera a` trois techniques utilisant des sche´mas a`
deux grilles pour approcher u sche´matise´es de la fac¸on suivante.
1. Sur une grille grossie`re
Re´solution d’un proble`me aux valeurs propres non line´aire sur un espace grossier XH






uHv, ∀v ∈ XH





un espace ﬁn Xh














un espace ﬁn Xh














un espace ﬁn Xh







uHv ∀v ∈ Xh.
Pour simpliﬁer les notations, on appelera b la forme biline´aire de´ﬁnie par :
b(v, w) = 〈(E′′(u)− λ)v, w〉X′,X (24)










D’apre`s le Lemme 2.1 du Chapitre 1, elle est continue et coercive sur X . Soit
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d la forme biline´aire de´ﬁnie par :
d(v, w) = 〈(Au − λ)v, w〉X′,X (26)












En eﬀet, en utilisant le fait que λ, la plus petite valeur propre de Au, est simple,
on a la proprie´te´ suivante : il existe une constante η > 0, e´gale a` λ2 − λ, telle
que
∀v ∈ u⊥ 〈(Au − λ)v, v〉X′,X ≥ η‖v‖2L2(Ω) ≥ 0.
Ensuite en raisonnant par l’absurde on montre qu’il existe une constante µ > 0
telle que
∀v ∈ u⊥ 〈(Au − λ)v, v〉X,X′ ≥ µ‖v‖2H1 (29)
Montrons dans un premier temps que l’application G : v 7→ 〈(Au − λ)v, v〉X,X′
est faiblement semi-continue infe´rieurement (s.c.i) dans X. Remarquons d’abord
pour cela que pour toute fonction v et w dans X
|〈(Au − λ)v, w〉X′,X | ≤ C‖v‖H1‖w‖H1 .
En eﬀet,




|f(u2)vw|] ou` p′ = (1− p−1)−1




|(1 + u2q)vw|] avec 0 ≤ q < 2
( en utilisant (8) )
≤ c [‖A‖L∞‖∇v‖L2‖∇w‖L2 + ‖V ‖Lp‖v‖L2p′‖w‖L2p′
+‖v‖L2‖w‖L2 + ‖u‖L2q‖v‖L2q′‖v‖L2q′ ]
ou` q′ = (1− 1/(2q))−1 et 0 < q < 2
≤ C‖v‖H1‖w‖H1 .
Ceci montre la continuite´ de l’application G sur X pour la topologie forte. On
note ensuite qu’ elle est quadratique et positive, ceci montre que G est convexe.
Ainsi il vient la semi-continuite´ infe´rieure faible de l’application G dans X.
Supposons maintenant qu’il existe une suite (vn)n≥1 ∈ u⊥ telle que ‖vn‖H1 = 1
et que lim
n→+∞〈(Au − λ)vn, vn〉X,X′ = 0.
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Alors en utilisant le fait que G est s.c.i. pour la topologie faible et ainsi que sa
positivite´ on obtient
0 ≤ 〈(Au − λ)v, v〉X,X′ ≤ lim
n→0
〈(Au − λ)vn, vn〉X,X′ = 0
et v = 0.
La suite (vn)n≥1 e´tant borne´e dans H1(Ω), on peut extraire une sous-suite
(vnk)nk≥1 qui converge faiblement dans H
1(Ω) vers v dans X.
De plus, en utilisant la compacite´ de H1(Ω) dans Lp(Ω) (avec 1 ≤ p < 6 si
d = 3 et 1 ≤ p < +∞ si d = 2), on peut extraire une sous-suite (vnk′ )nk′≥1 qui
converge fortement dans Lp(Ω) vers v′. Ainsi, par unicite´ de la limite, il re´sulte{
vnk ⇀ v dans H
1(Ω) faible
vnk → v dans Lp(Ω) fort.
En particulier







V [v2 − v2nk ]| ≤ ‖V ‖L2 limnk→+∞‖v
2 − v2nk‖L2 = 0 (d’apre`s (30) et 6),






f(u2)[v2 − v2nk ]| ≤ C limnk→+∞
∫
Ω
|(1 + u2q)[v2 − v2nk ]| avec 0 < q < 2







‖v2 − v2nk‖L2 = 0 car ‖u‖L2 = 1.
















A partir de cette dernie`re ligne, on obtient
0 = lim
nk→+∞
〈(Au − λ)vnk , vnk〉X,X′ ≥ limnk→+∞ inf〈(Au − λ)vnk , vnk〉X,X′






≥ α ‖vnk‖2H1 (en utilisant 4)
ce qui est impossible puisque ‖vn‖H1 = 1. Ceci termine la de´monstration par
l’absurde et donne (29).
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2 Re´solution d’un proble`me line´arise´ aux valeurs propres
sur la grille fine
Dans cette partie, on s’inte´resse au cas ou` dans la seconde e´tape de la me´-
thode a` deux grilles, on choisit de re´soudre le proble`me aux valeurs propres
line´aire suivant :
Proble`me 1 : Trouver uHh ∈ Xh, ‖uHh ‖L2(Ω) = 1 et λHh ∈ R tels que










uHh vh ∀ vh ∈ Xh. (31)
The´ore`me 2.1 Si V ve´rifie l’hypothe`se (7) et si F ve´rifie les hypothe`ses (8)-
(11), alors il existe c ∈ R+ et δ0 ∈ R+ tels que pour tout 0 < h ≤ δ0 et
0 < H ≤ δ0 on ait :
‖u− uHh ‖X ≤ c[h+H2]‖u ‖H2(Ω). (32)
Ceci est semblable a` l’estimation (21) de`s que l’on choisit h ∼ H2.
De´monstration Dans un premier temps on montrera que ‖u− uHh ‖X −→
h→0
0.
Pour cela, conside´rons le proble`me de minimisation suivant :











Lemme 2.2 Le proble`me de minimisation (33) admet une unique solution po-
sitive dans X.
De´monstration (De´tails de la preuve dans l’annexe 5 )
Sche´ma de preuve :
• I. Existence
1. On se donne une suite minimisante (uH∗n) du proble`me (33)
uH∗n ∈ X
‖uH∗n‖2L2(Ω = 1
EH(uH∗n)↓n→+∞ I = inf{EH(v), v ∈ X, ‖v‖2L2(Ω = 1}
2. On montre (uH∗n) est borne´e dans X.
3. On montre uH∗n ⇀ uH∗ dans X.
4. On montre{
(uH∗n) borne´e dans X
uH∗n ⇀ uH∗ borne´e dans X
=⇒ ‖uH∗ ‖2L2(Ω) = 1 et ∃(uH∗nk)/EH(uH∗ ) ≤ lim inf EH(uH∗nk)
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5. uH∗ est solution de (33)
• II. Unicite´
On introduit la fonction densite´ ρH = (uH∗ )2 et l’ensemble auquel elle appartient




ainsi que le proble`me de minimisation suivant :













f(u2H)ρ, ρ ∈ K}. (35)
On remarquera que minimiser EH sur X avec la contrainte ‖v‖L2 = 1 est e´qui-
valent a` minimiser EH sur K. En eﬀet si uH∗ solution de (33) il vient que ρH
est solution de (35) et de meˆme si ρH est solution de (35) alors uH∗ solution de
(33). Il suﬃra pour terminer de montrer que la fonctionnelle EH est strictement
convexe sur K.
✷
Notons uH∗ ∈ X, la solution du proble`me (33), elle est e´galement solution de
l’e´quation d’Euler-Lagrange suivante










uH∗ v ∀ v ∈ X (36)
ou` λH∗ ∈ R est le multiplicateur de Lagrange associe´ a` la contrainte
‖uH∗ ‖L2(Ω) = 1.
On s’inte´resse au proble`me de valeurs propres line´aire (36) issu du proble`me
de minimisation (33) et son approximation de Galerkin sur l’espace Xδ (avec
δ = H ou h) qui s’e´crit :
Trouver uHδ ∈ Xδ, ‖uHδ ‖L2(Ω) = 1, et λHδ ∈ R tels que










uHδ vδ ∀ vδ ∈ Xδ.
(37)
On remarque que lorsque δ = h ce proble`me est identique au proble`me 1, donne´
par (31), de meˆme lorsque δ = H ce proble`me est semblable au proble`me (16)
Notons uHh ∈ Xh la solution de (31) telle que (uHh , uH∗ )L2(Ω) ≥ 0, montrons




On commencera par montrer qu’il existe MH > 0 tel que pour δ = H ou h, on
a
〈(AuH − λH∗ )(uHδ − uH∗ ), (uHδ − uH∗ )〉X′,X ≥MH‖uHδ − uH∗ ‖2X . (39)
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Pour cela on utilise d’abord le fait que λH∗ la plus petite valeur propre de AuH
est simple, et que donc il existe ηH > 0 e´gale a` λH∗,2 − λH∗ tel que
∀ v⊥ ∈ (uH∗ )⊥ 〈(AuH − λH∗ )v⊥, v⊥〉X′,X ≥ ηH‖v⊥‖2L2(Ω).
Soit v ∈ X, alors [v − (uH∗ , v)L2(Ω)uH∗ ] ∈ (uH∗ )⊥, on obtient ainsi que
〈(AuH − λH∗ )v, v〉X′,X ≥ ηH [‖v − (uH∗ , v)L2(Ω)uH∗ ]‖2L2(Ω)
≥ ηH [‖v‖2L2(Ω) − |(uH∗ , v)L2(Ω)|2]
( en utilisant que ‖uH∗ ‖2L2(Ω) = 1).
En supposant que (uH∗ , uHδ ) > 0 et en utilisant que |(uH∗ , uHδ )L2(Ω)| ≤ 1, il
apparait
‖uHδ ‖2L2(Ω) − |(uH∗ , uHδ )L2(Ω)|2 = 1− |(uH∗ , uHδ )L2(Ω)|2
≥ 1− (uH∗ , uHδ )L2(Ω) =
1
2
‖uHδ − uH∗ ‖2L2(Ω),
De ce fait, il re´sulte
〈(AuH − λH∗ )(uHδ − uH∗ ), uHδ − uH∗ 〉X′,X ≥
λH∗,2 − λH∗
2
‖uHδ − uH∗ ‖2L2(Ω). (40)
Soit v ∈ X, posons p′ = (1− p−1)−1, de fac¸on a` ce que V ∈ Lp(Ω), p ≥ 2, alors∫
Ω
V v2 ≤ c ‖V ‖Lp‖v‖2L2p′ ≤ ∞. Il en de´coule
〈(AuH − λH∗ )v, v〉X′,X ≥
∫
Ω








≥ α‖∇v‖2L2(Ω) − ‖V ‖Lp(Ω)‖v‖2L2p′(Ω) + (f(0)− λH∗ )‖v‖2L2(Ω)
(en utilisant (5))
≥ α‖∇v‖2L2(Ω) − ‖V ‖Lp(Ω)‖v‖2−3/pL2(Ω)‖v‖
3/p
L6(Ω)
+ (f(0)− λH∗ )‖v‖2L2(Ω)
≥ α‖∇v‖2L2 − C3/p6 ‖V ‖Lp(Ω)‖v‖2−3/pL2 ‖v‖
3/p
H1(Ω)













ou` C6 est la constante venant de l’ine´galite´ de Sobolev suivante : ∀v ∈ X, on a
‖v‖L6(Ω) ≤ C6‖v‖H1(Ω). Par conse´quent, Il existe une constante positive β telle
que
∀v ∈ X 〈(AuH − λH∗ )v, v〉X′,X ≤
α
2
‖∇v‖2L2(Ω) − (β + λH∗ )‖v‖2L2(Ω). (41)
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Soit θ de´ﬁnit telle que 0 ≤ θ ≤ λ
H∗,2 − λH∗
λH∗,2 + λH∗ + 2β
< 1. Ainsi en combinant (40) et
(41), il vient
〈(AuH − λH∗ )(uHδ − uH∗ ), uHδ − uH∗ 〉X′,X
≥ θ α
2




‖uHδ − uH∗ ‖2L2(Ω)
≥ θ α
2
‖∇(uHδ − uH∗ )‖2L2(Ω) +
λH∗,2 − λH∗
2
‖uHδ − uH∗ ‖2L2(Ω)
−θ
2
(2β + λH∗ + λ
H
∗,2)‖uHδ − uH∗ ‖2L2(Ω)
≥MH‖uHδ − uH∗ ‖2H1(Ω).














D’ailleurs on remarque que
EH(uHδ )− EH(uH∗ ) ≥ MH‖uHδ − uH∗ ‖2X .
En eﬀet




























































(uHδ − uH∗ )2




〈(AuH − λH∗ )(uHδ − uH∗ ), (uHδ − uH∗ )〉X,X′
≥ MH‖uHδ − uH∗ ‖2X (en utilisant (39)).
Maintenant introduisons vH∗,δ ∈ Xδ tel que
‖uH∗ − vH∗,δ‖X = inf
vδ∈Xδ
‖uH∗ − vδ‖X et ‖uH∗ − vH∗,δ‖X −→
δ→0
0.
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On a alors, puisque uHδ minimise E
H sur Xδ
‖uHδ − uH∗ ‖2X ≤
1
MH
[EH(uHδ )− EH(uH∗ )] ≤
1
MH




Ce dernier point de´coulant de la continuite´ de EH . On note e´galement que
‖u− uHh ‖X ≤ ‖u− uH‖X + ‖uH − uH∗ ‖X + ‖uH∗ − uHh ‖X
et que le couple (uHh , λ
H
h ) (resp. (uH , λH)) est solution de (37) dans Xh (resp.
XH).
Supposons que (uH , u
H∗ )L2(Ω) ≥ 0, alors en utilisant (42) avec δ = h pour estimer
le terme ‖uH∗ − uHh ‖X , et avec δ = H pour estimer le terme ‖uH − uH∗ ‖X , ainsi
que (21) avec δ = H pour estimer le terme|u− uH‖X , on retrouve (38).
Muni de cette convergence vers 0 on peut maintenant montrer que
‖u− uHh ‖X ≤ c[h+H2]‖u‖H2(Ω).
Soit vh ∈ Xh, commenc¸ons par regarder le terme b(vh, uHh − u)
b(vh, u
H
h − u) = 〈(E′′(u)− λ)vh, uHh − u〉X′,X
= 〈(E′′(u)− λ)(uHh − u), vh〉X′,X
= a(uHh − u, vh) +
∫
Ω
f(u2)(uHh − u)vh + 2
∫
Ω





= a(uHh , vh) +
∫
Ω

































Commenc¸ons par montrer que uH est e´galement borne´.
Soit IH l’ope´rateur d’interpolation dans XH .
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Lemme 2.3 (voir [4]) Pour tout entier l, 0 ≤ l ≤ k + 1, et pour tout r et q,
1 ≤ r ≤ q ≤ +∞, tels que W l,r(KH) soit inclus dans C0(KH), il existe une
constante c positive ne de´pendant que de l, r et q telle que, pour toute fonction
v de W l,r(Ω), on ait :




q |v |W l,r(Ω) (45)
Lemme 2.4 (voir [4]) Pour tout entier l, 0 ≤ l ≤ k + 1, et pour tout r et
q, 1 ≤ r ≤ q ≤ +∞, tels que W l,r(KH) soit inclus dans C0(KH) et dans
W 1,q(KH), il existe une constante c positive ne de´pendant que de l, r et q telle
que, pour toute fonction v de W l,r(Ω), on ait :




q |v |W l,r(Ω) (46)
En utilisant (45) avec q = +∞, et r = l = 2 on obtient que :
‖u− IHu‖L∞(Ω) ≤ cH2−
d
2 |u |H2(Ω)




De la meˆme fac¸on, en utilisant (46), avec l = q = r = 2 on obtient que :
‖u− IHu‖H1(Ω) ≤ cH|u |H2(Ω). (48)
Lemme 2.5 (voir [15]) Il existe une constante c positive inde´pendante de H
telle que, pour tout vH dans XH on ait :
‖vH‖L∞(Ω) ≤ cρ(H)‖vH‖H1(Ω) =
{
c(1 + | logH|)‖vH‖H1(Ω) si d =2
cH−
1
2 ‖vH‖H1(Ω) si d =3.
(49)
Ainsi en utilisant le Lemme 2.5 on trouve :
‖uH − IHu‖L∞(Ω) ≤ cρ(H)‖uH − IHu‖H1(Ω)
≤ cρ(H)[‖uH − u‖H1(Ω) + ‖u− IHu‖H1(Ω)]
≤ cHρ(H)‖u‖H2(Ω) −→
H→0
0 (en utilisant (48) et ( 21)).
et donc, il en resulte
‖uH‖L∞(Ω) < +∞. (50)
En utilisant maintenant le the´ore`me des accroissements ﬁnis, il vient que
f(u2)− f(u2H)
u2 − u2H
est borne´. On a e´galement que u ∈ H2(Ω), et donc borne´ dans L∞(Ω). Ainsi
en utilisant ceci et (50) dans (44), Il vient que
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Ainsi en revenant dans (43) on a que pour tout vh ∈ Xh,
|b(vh, uHh − u)| ≤ c‖vh‖L2(Ω)[‖u− uH‖L2(Ω) + ‖u− uHh ‖L2(Ω) + |λHh − λ‖] (52)
Il nous faut maintenant e´valuer l’erreur commise sur les valeurs propres, et celle
commise sur les fonctions propres e´value´e en norme L2(Ω).
λHh − λ = 〈E′(uHh ), uHh 〉X′,X − 〈E′(u), u〉X′,X
= a(uHh , u
H




















= a(uHh − u, uHh − u) + 2λ
∫
Ω












































= 〈(Au − λ)(uHh − u), (uHh − u)〉X′,X +
∫
Ω
wH(uH − u)(uHh )2.
D’ou`
|λ− λHh | ≤ c[‖u− uHh ‖2X + ‖u− uH‖L2(Ω)]. (53)
En utilisant (22) avec δ = H et k = 1, on peut e´noncer le lemme suivant :
Lemme 2.6 Si V ve´rifie l’hypothe`se (7) et si F ve´rifie les hypothe`ses (8)-(11),
alors il existe c ∈ R+ et δ0 ∈ R+ tels que pour tout 0 < h ≤ δ0 et 0 < H ≤ δ0
on ait :
|λ− λHh | ≤ c‖u− uHh ‖2X +H2‖u‖H2(Ω)]. (54)
Regardons maintenant l’estimation de l’erreur en norme L2, pour cela comme
dans le Chapitre 1 on conside`re le proble`me adjoint suivant :
Trouver ψ ∈ u⊥ tel que pour tout v ∈ u⊥alors,




En utilsant la coercivite´ de la forme biline´aire d sur u⊥ et le The´ore`me de
Lax-Milgram, on en de´duit qu’il existe une unique solution au proble`me (55) et
qu’elle ve´riﬁe les hypothe`ses de re´gularite´ suivantes :
ψ ∈ H10 (Ω) ∩H2(Ω)
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et
‖ψ‖H2(Ω) ≤ c‖ u− uHh ‖L2(Ω). (56)
Ainsi il existe ψh ∈ Xh telle que
‖ψ − ψh‖L2(Ω) ≤ ch2‖ψ‖H2(Ω) ≤ ch2‖ u− uHh ‖L2(Ω) (57)
et
‖ψ − ψh‖X ≤ ch‖ψ‖H2(Ω) ≤ ch‖ u− uHh ‖L2(Ω) (58)







de sorte que uH∗h − u ∈ u⊥, on remarque que
uH∗h − uHh =
1
2
u‖u− uHh ‖2L2(Ω). (60)
Alors
‖u− uHh ‖2L2 =
∫
Ω
(u− uHh )(u− uH∗h ) +
∫
Ω
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uHh ψh − 〈(AuH − λ)uHh , ψh〉X′,X





















[uH − u]wHuHh ψh + (λ− λHh)
∫
Ω













En remplancant |λ − λHh | par son estimation obtenue dans le lemme 2.6 et en
utilisant (57), (58) et (51) , on trouve que
‖u− uHh ‖2L2(Ω) ≤ c[H2‖u‖H2(Ω) + h‖u− uHh ‖X ]‖u− uHh ‖L2(Ω
On en de´duit que
‖u− uHh ‖L2(Ω) ≤ c[H2‖u‖H2(Ω) + h‖u− uHh ‖X ]. (61)
En utilisant (52), (53) et (61), on trouve que pour tout vh ∈ Xh,
|b(vh, u− uHh )| ≤c‖vh‖L2(Ω)[H2‖u‖H2(Ω) + ‖u− uHh ‖2X + h‖u− uHh ‖X ]
≤c‖vh‖X [H2‖u‖H2(Ω) + ‖u− uHh ‖2X + h‖u− uHh ‖X ].
(62)
Passons maintenant a` l’estimation de ‖u−uHh ‖X . On peut montrer le The´o-
re`me 2.1 de deux fac¸ons, selon que l’on utilise la coercivite´ de b sur X ou sur le




- La me´thode la plus naturelle est d’utiliser la coercivite´ de b sur X. Pour cela
on choisira vh = xh − uHh ou` xh est tel que
‖u− xh‖X = inf
vh∈Xh
‖u− vh‖X ≤ ch‖u‖H2(Ω).
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On note que
‖u− uHh ‖X ≤ ‖u− xh‖X + ‖xh − uHh ‖X . (63)
D’apre`s la coercivite´ de b sur X, il existe une constante M > 0 telle que
M‖xh − uHh ‖2X ≤ b(xh − uHh , xh − u) + b(xh − uHh , u− uHh ).
De plus en utilisant (62), on obtient
M‖xh − uHh ‖2X ≤b(xh − uHh , xh − u)) + c[H2‖u‖H2(Ω) + h‖u− uHh ‖X ]‖xh − uHh ‖X
≤c‖xh − uHh ‖X [‖u− xh‖X +H2‖u‖H2(Ω) + h‖u− uHh ‖X ].
Finalement, a` partir de (63) on trouve que
‖u− uHh ‖X ≤ c‖u− xh‖X + cH2‖u‖H2(Ω) ≤ c[h+H2]‖u‖H2(Ω). (64)
- Une autre me´thode pour estimer ‖u−uHh ‖X est d’utiliser la coercivite´ de b sur
u⊥. Le meˆme raisonnement pourra alors eˆtre employe´ dans le cas des e´quations
de Kohn-Sham.
On note que
‖u− uHh ‖X ≤ ‖u− uH∗h ‖X + ‖uH∗h − uHh ‖X (65)
ou` u∗Hh est de´ﬁnit par (59).
Pour simpliﬁer les notations, on appelera v = u − uH∗h et l’on choisira vh telle
que
vh = Πhv = Πh(u− uH∗h )
ou` Πh est l’ope´rateur de projection dans Xh muni du produit scalaire H
1, ainsi
‖v − vh‖X ≤ ‖v‖X + ‖vh‖X ≤ c‖v‖X (66)
et
v − vh = v −Πhv
= u− uHh − u+ u
∫
Ω




= −uHh + u
∫
Ω


















‖v − vh‖X ≤ c‖u−Πhu‖X ≤ chr−1‖u‖Hr(Ω) 1 ≤ r ≤ 2. (67)
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La forme biline´aire b e´tant coercive sur u⊥, il existe donc un M > 0 tel que
M‖v‖2X ≤ b(v, v)
≤ b(v − vh, v) + b(vh, v)
≤ b(v − vh, v) + b(vh, uH∗h − uHh ) + b(vh, uHh − u)
≤ b(v − vh, v) + 1
2
‖u− uHh ‖2L2(Ω)b(vh, u) + b(vh, uHh − u)
(en utilisant (60)).
En utilisant (66) on obtient
|b(vh, u− uHh )| ≤ c‖v‖X [H2‖u‖H2(Ω) + ‖u− uHh ‖2X + h‖u− uHh ‖X ] (68)
Regardons maintenant le terme b(v − vh, v). On a
|b(v − vh, v)| ≤ c‖v − vh‖X ‖v‖X
et en utilsant (67) avec r = 2, on obtient donc,
|b(v − vh, v)| ≤ ch‖u‖H2(Ω)‖v‖X . (69)
Il reste alors a` e´valuer le terme b(vh, u). On a
|b(vh, u)| ≤ c‖u‖X‖v‖X . (70)
Finalement en regroupant (68) - (70), on trouve que
M‖v‖2X ≤ c‖v‖X [h‖u‖H2(Ω) + ‖u− uHh ‖2L2(Ω) +H2‖u‖H2(Ω)
+‖u− uHh ‖2X + h‖u− uHh ‖X ]




[(h+H2)‖u‖H2(Ω) + ‖u− uHh ‖2X + h‖u− uHh ‖X ]. (71)
A partir de cette dernie`re ine´galite´ dans (65), on obtient que
‖u− uHh ‖X ≤ C[(h+H2)‖u‖H2(Ω) + ‖u− uHh ‖2X + h‖u− uHh ‖X ]
Finalement, en utilisant (38 ) on trouve que
‖u− uHh ‖X ≤ C[h+H2]‖u‖H2(Ω),
de`s que h est assez petit, ce qui termine la de´monstration du the´ore`me 2.1. ✷
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3 Re´solution d’un proble`me line´arise´ avec second
membre sur la grille fine
Dans cette partie, on traitera le cas ou` l’on choisit de re´soudre un proble`me
line´aire avec second membre dans la seconde e´tape de la me´thode a` deux grilles.
Deux possibilite´s s’oﬀrent a` nous. La premie`re consiste a` re´soudre le proble`me
suivant, que l’on notera
Proble`me 2 :
Trouver u˜Hh ∈ Xh telle que









L’ alternative est de re´soudre le proble`me suivant, que l’on notera
Proble`me 3 : Trouver uHh ∈ Xh telle que







Pour simpliﬁer les notations, on appelera g la forme biline´aire de´ﬁnie par :
g(w, v) = a(w, v) +
∫
Ω
f(u2H)wv ∀w, v ∈ X. (74)
De plus on supposera que V et F sont tels que la forme biline´aire g ve´riﬁe la
proprite´te´ suivante :
g(v, v) ≥ ξ‖v‖2X ∀ v ∈ X. (75)
Commenc¸ons par montrer que les formes biline´aires g et a sont continues dans













≤ ‖V ‖Lp(Ω)‖v‖L2p′ (Ω)‖w‖L2p′ (Ω) ( ou` p′ =
p
p− 1)
et H1(Ω) →֒ L2p′(Ω) de`s lors que p ≥ 32 . Ainsi en combinant ceci avec (5), il
vient
∀ v, w ∈ X |a(v, w) ≤ c‖v‖X‖w‖X . (77)
Par ailleurs, en utilisant l’hypothe`se (8), on obtient
∀ v, w ∈ X |
∫
Ω








2q)|v w| (avec 0 ≤ q < 2 )
≤ c ‖v‖L2(Ω) ‖w‖L2(Ω) (en utilisant que (50))
≤ c ‖v‖X ‖w‖X . (78)
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Alors, en regroupant (77) et (78) on trouve
∀ v, w ∈ X |g(v, w)| ≤ c‖v‖X‖w‖X . (79)
(80)
3.1 Etude du proble`me 2
The´ore`me 3.1 Si V ve´rifie l’hypothe`se (7), si F ve´rifie les hypothe`ses (8)-(11)
et si la forme biline´aire g de´finie en (74) ve´rifie l’hypothe`se de coercivite´ (75)
alors il existe c˜ ∈ R+ et δ0 ∈ R+ tels que pour tout 0 < h ≤ δ0 et 0 < H ≤ δ0
on ait :
‖u− u˜Hh ‖X ≤ c˜[h+H2]‖u ‖H2(Ω) (81)
Ceci est semblable a` l’estimation (21) de`s que l’on choisit h ∼ H2.
De´monstration Dans un premier temps on montrera que le proble`me 2 ad-
met une unique solution note´e u˜Hh dans Xh et que celle-ci veriﬁe la proprie´te´
suivante :
‖u− u˜Hh ‖X −→
h→0
0. (82)
Conside´rons le proble`me continu suivant :
Trouver u˜H∗ ∈ X telle que









et son approximation de Galerkin dans Xδ









avec δ = H ou h.
La forme biline´aire g e´tant continue, coercive et syme´trique sur X, le The`ore`me
de Lax-Milgram nous dit qu’il existe une unique solution au proble`me (83) dans
X et une unique solution au proble`me (84) dans Xδ.
Montrons dans un premier temps que u˜H∗ ∈ H2(Ω). Remarquons que le proble`me
(83) est e´quivalent au proble`me suivant :
Trouver u˜H∗ ∈ X telle que
−∆u˜H∗ + V u˜H∗ + f(u2H)u˜H∗ = λHuH (85)
Ainsi en remarquant que f(u2H) ∈ L2(Ω) et en utilsant que V ∈ Lp(Ω), il vient
−∆u˜∗H ∈ L2(Ω) et donc que u˜H∗ ∈ H2(Ω) et
‖u˜H∗ ‖H2 ≤ c ‖uH‖L2
≤ c ‖uH − u‖L2 + ‖u‖L2
≤ c(1 +H)‖u‖H2 . (86)
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Montrons maintenant que
‖u˜H∗ − u˜Hδ ‖X −→
δ→0
0. (87)
Pour cela on va utiliser la coercivite´ de g dans X et le fait que g(u˜H∗ − u˜Hδ , wδ) =
0. Soit ǫ, la constante d’ellipticite´ de g, il de´coule de (83) et (84), que pour tout
wδ ∈ Xδ
ξ‖u˜H∗ − u˜Hδ ‖2X ≤ g(u˜H∗ − u˜Hδ , u˜H∗ − u˜Hδ )
≤ g(u˜H∗ − u˜Hδ , u˜H∗ − wδ) + g(u˜H∗ − u˜Hδ , wδ − u˜Hδ )
≤ g(u˜H∗ − u˜Hδ , u˜H∗ − wδ)
≤ c‖u˜H∗ − u˜Hδ ‖X‖u˜H∗ − wδ‖X .
Ainsi en choisisant wδ ∈ Xδ telle que
‖u˜H∗ − wδ‖X = inf
vδ∈Xδ
‖u˜H∗ − vδ‖X ≤ c δ‖u˜H∗ ‖H2(Ω)
on obtient
‖u˜H∗ − u˜Hδ ‖X ≤
c
ξ






De plus, on remarque uH est la solution de (84) pour δ = H, u˜
H
h est la solution
de (84) pour δ = h et
‖u− u˜Hh ‖X ≤ ‖u− uH‖X + ‖uH − u˜H∗ ‖X + ‖u˜H∗ − u˜Hh ‖X .
Alors en utilisant (21) avec δ = H pour le terme ‖u−uH‖X et (87) avec δ = H
pour le terme ‖uH− u˜H∗ ‖X ainsi que (87) avec δ = h pour le terme ‖u˜H∗ − u˜Hh ‖X
dans l’ine´galite´ pre´ce´dente, on obtient (82).
Revenons a` la de´monstration de l’estimation (81). Soit xh ∈ Xh, on note que
‖u− u˜Hh ‖X ≤ ‖u− xh‖X + ‖xh − u˜Hh ‖X , (89)
ainsi d’apre`s la coercivite´ de la forme biline´aire b de´ﬁnie par (24) sur X, il existe
une constante positive M telle que
M‖xh − u˜Hh ‖2X ≤b(xh − u˜Hh , xh − u˜Hh )
≤b(xh − u, xh − u˜Hh ) + b(u− u˜Hh , xh − u˜Hh ).
(90)
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Notons vh = xh − u˜Hh ; le premier terme dans (90) sera traite´ comme suit
b(u− u˜Hh , vh) =〈(Au − λ)(u− u˜Hh ), vh〉X′,X
=− a(u˜Hh , vh)−
∫
Ω






























[f(u2)− f(u2H)]u˜Hh vh + 2
∫
Ω




uHh vh − λH
∫
Ω







(uH − u)u˜Hh vhwH + 2
∫
Ω




uHh vh − λH
∫
Ω







(u+ uH). Ainsi, en utilsant (51) on a
|b(u− u˜Hh , vh)| ≤ c˜[|λ− λH |+ ‖u− uH‖L2(Ω) + ‖u− u˜Hh ‖L2(Ω)]‖vh‖L2(Ω).
(91)
Il nous faut e´valuer ‖u− u˜Hh ‖L2(Ω), pour cela on utilisera l’ine´galite´ suivante
‖u− u˜Hh ‖L2 ≤ ‖u− uH‖L2 + ‖uH − u˜H∗ ‖L2 + ‖u˜H∗ − u˜Hh ‖L2 . (92)
Ainsi en utilisant un raisonnement de type Aubin pour e´valuer les termes
‖uH − u˜H∗ ‖L2 et ‖u˜H∗ − u˜Hh ‖L2 , on montrera que
‖u− u˜Hh ‖L2 ≤ cH2‖u‖L2 . (93)
En eﬀet, on a




w(u˜H∗ − u˜Hδ )
‖w‖L2
avec δ = H ou h. (94)




w(u˜H∗ − u˜Hδ ) ∀w ∈ X.
En utilisant (75) et (79), le the´ore`me de Lax-Milgram assure l’unicite´ de cette
fonction pw. De plus en remarquant que pw est e´galement solution du proble`me
suivant : trouver pw ∈ X tel que
−∆pw + V pw + f(u2H)pw = w,
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on a les re´sultats de re´gularite´ suivant :
pw ∈ H2(Ω) (95)
‖pw‖H2 ≤ c‖w‖L2 . (96)
Ainsi on peut re´e´crire (94) de la fac¸on suivante
‖u˜H∗ − u˜Hδ ‖L2 = sup
w∈L2(Ω)
g(pw, u˜
H∗ − u˜Hδ )
‖w‖L2
. (97)
Notons pδ,w ∈ Xδ (avec δ = H ou h), tel que
‖pw − pδ,w‖H1 ≤ c δ‖pw‖H2 . (98)
Alors en utilisant le fait que pour tout vδ ∈ Xδ, g(vh, u˜H∗ − u˜Hδ ) = 0 et (79), il
vient que
‖u˜H∗ − u˜Hδ ‖L2 ≤ sup
w∈L2(Ω)
‖pw − pδ,w‖H1‖u˜H∗ − u˜Hδ ‖H1
‖w‖L2
≤ c δ‖u˜H∗ − u˜Hδ ‖H1 . (99)
Enﬁn en utilisant (86) et (88), il vient
‖u˜H∗ − u˜Hδ ‖L2 ≤ c δ2‖u˜‖H2 (100)
et donc
‖u− u˜Hh ‖L2 ≤ cH2‖u‖H2 . (101)
Revenons a` l’estimation (90), alors
M‖xh − u˜Hh ‖2X ≤b(xh − u, xh − u˜Hh ) + b(u− u˜Hh , xh − u˜Hh )
≤b(xh − u, xh − u˜Hh ) + c˜[H2‖u‖H2(Ω) + h‖u− u˜Hh ‖X ]‖xh − u˜Hh ‖L2(Ω)
≤c˜‖xh − u˜Hh ‖X [‖u− xh‖X +H2‖u‖H2(Ω) + h‖u− u˜Hh ‖X ].
Finalement, a` partir de (89) on trouve que
‖u− u˜Hh ‖X ≤ c˜1‖u− xh‖X + c˜2H2‖u‖H2(Ω) ≤ c˜[h+H2]‖u‖H2(Ω). (102)
Ce qui termine la preuve du The´ore`me 3.1. ✷
3.2 Etude du proble`me 3
Ici, on supposera e´galement que la forme biline´aire a ve´riﬁe la proprie´te´
suivante :
a(v, v) ≥ ξ‖v‖2X ∀ v ∈ X. (103)
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The´ore`me 3.2 Si V ve´rifie l’hypothe`se (7), si F ve´rifie les hypothe`ses (8)-(9)
et (11), et si la forme biline´aire a ve´rifie l’hypothe`se de coercivite´ (103). Alors
il existe c ∈ R+ et δ0 ∈ R+ tels que pour tout 0 < h ≤ δ0 et 0 < H ≤ δ0 on ait
‖u− uHh ‖X ≤ c[h+H2]‖u ‖H2(Ω) (104)
Ceci est semblable a` l’estimation (21) de`s que l’on choisit h ∼ H2.
De´monstration Dans un premier temps on montrera que le proble`me 3 ad-
met une unique solution note´e uHh dans Xh et que celle-ci veriﬁe la proprie´te´
suivante :
‖u− uHh ‖X −→
h→0
0. (105)
Pour cela, on conside`re le proble`me suivant : Trouver uH∗ ∈ X telle que







et son approximation de Galerkin dans Xδ : Trouver u
H
δ ∈ Xδ telle que







avec δ = H ou h.
En remarquant que f(u2H) ∈ L2(Ω) et en utilisant les proprie´te´s de coercivite´ et
de continuite´ de la forme biline´aire a, on peut appliquer le The´ore`me de Lax-
Milgram pour montrer que le proble`me (106) admet une unique solution dans
X. De la meˆme fac¸on on obtient l’unicite´ de la solution du proble`me (107) dans
Xδ.
Montrons maintenant que
‖uH∗ − uHδ ‖X −→
δ→0
0. (108)
Pour cela on va utiliser la coercivite´ de la forme biline´aire a, en eﬀet on a
ξ‖uH∗ − uHδ ‖2X ≤ a(uH∗ − uHδ , uH∗ − uHδ )
≤ a(uH∗ − uHδ , uH∗ − wδ) + a(uH∗ − uHδ , wδ − uHδ ) ∀wδ ∈ Xδ
≤ a(uH∗ − uHδ , uH∗ − wδ)
( en utilisant que a(uH∗ − uHδ , wδ) = 0, ∀wδ ∈ Xδ)
≤ c‖uH∗ − uHδ ‖X‖uH∗ − wδ ‖X .
Ainsi en choisissant wδ telle que ‖uH∗ −wδ‖X = inf
vδ∈Xδ
‖uH∗ −vδ‖X ≤ cδ‖uH∗ ‖2H(Ω),
on obtient (108).
De plus, on remarque que uH est la solution de (107) pour δ = H et u
H
h est la
solution de (107) dans δ = h.
Alors on utilisant
‖u− uHh ‖X ≤ ‖u− uH‖X + ‖uH − uH∗ ‖X + ‖uH∗ − uHh ‖X
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et (21) avec δ = H pour le terme ‖u−uH‖X et (108) avec δ = H pour le terme
‖uH − uH∗ ‖X ainsi que (108) avec δ = h pour le terme ‖uH∗ − uHh ‖X dans l’in-
e´galite´ pre´ce´dente, on obtient (105). Revenons, maintenant a` la de´monstration
de l’estimation (104). Soit xh ∈ Xh, on note que
‖u− uHh ‖X ≤ ‖u− xh‖X + ‖xh − uHh ‖X , (109)
or d’apre`s (103), il existe une constante positive ξ tel que
ξ‖xh − uHh ‖2X ≤a(xh − uHh , xh − uHh )
≤a(xh − u, xh − uHh ) + a(u− uHh , xh − uHh ).
(110)
Notons wh = xh − uHh , le premier terme de l’ine´galite´ pre´ce´dente sera traite´ de
la manie`re suivante









































(u+ uH). Ainsi, a` partir de (8) et de (51), on obtient
|a(u− uHh , wh)| ≤ c
[|λ− λH |+ ‖u− uH‖L2(Ω)] ‖wh‖L2(Ω). (111)
En utilisant ceci dans (110), on trouve que
ξ‖xh − uHh ‖2X ≤a(xh − u, xh − uHh ) + c[|λ− λH |+ ‖u− uH‖L2(Ω)]‖xh − uHh ‖L2(Ω).
Par conse´quent, d’apre`s (77)
ξ‖xh − uHh ‖2X ≤c‖xh − uHh ‖X [‖xh − u‖X + |λ− λH |+ ‖u− uH‖L2(Ω)]
(112)
alors
‖xh − uHh ‖X ≤ c[‖xh − u‖X + |λ− λH |+ ‖u− uH‖L2(Ω)]
et donc en utilisant (22) et (23) avec δ = H, on obtient
‖xh − uHh ‖2X ≤ c[‖xh − u‖X +H2‖u‖H2(Ω)].
Finalement en revenant a` (109) et en choisissant xh = Πhu on retrouve que
‖u− uHh ‖X ≤ [h+H2]‖u‖H2(Ω).
Ce qui termine la preuve du The´ore`me (3.2). ✷
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4 Re´sultats Nume´riques
Dans cette section on s’inte´resse aux proble`mes discrets aux valeurs propres











avec F (t2) = tp+1, 2 < p ≤ 3, en dimension 2 sur un domaine carre´ [0, π]2.
On a choisit de tester notre me´thode sur plusieurs maillages grossiers de
taille Hi, et un maillage ﬁn h. A` partir d’une triangulation T0, on construit les
triangulations Tn,1≤n≤4 en de´coupant chaque triangle K appartenant a` Tn−1 en
quatre triangles de meˆme diame`tre HnK tel que HnK =
H(n−1)K
2 (voir ﬁg 4). Le
sous-espace XHn obtenu est environ quatre fois plus grand que XHn−1 et ve´riﬁe
XH0 ⊂ XHn .
Fig. 1 – Construction de maillage emboite´s
On prendra Xh = XH4 et notera (uh, λh) la solution du proble`me aux valeurs
propres non line´aires sur Xh.
On remarque que les approximations de u calcule´es sur le maillage TH0 sont
aussi bonnes que uh, bien que ce maillage soit 32 fois moins pre´cis que le maillage
TH4 . On remarque aussi que le temps de calcul a e´normement diminue´, en eﬀet il
est en moyenne 10 fois plus court, que celui ne´cessaire a` re´solution du proble`me
non line´aire sur la grille ﬁne. Les tables 1 et 2 illustrent les estimiations d’erreurs
obtenues suivant les diﬀe´rentes me´thodes utilise´es et le raﬃnement du maillage
grossier. De meˆme la table 3 illustre les temps de calcul CPU obtenu,. Ces tests
nume´riques ont e´te´ imple´mente´s sous Freefem++ [22].
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Tab. 1 – Comparaison des solutions obtenues par les me´thodes a` deux grilles
pour p = 3
‖u− uh‖H1(Ω1) = 0.00647426
Tn
Me´thode a` 2 Grilles ‖u− uHn‖H1(Ω1)‖u− uHnh‖H1(Ω1) ‖u− u˜Hnh‖H1(Ω1) ‖u− uHnh‖H1(Ω1)
0 0.00647816 0.00658694 0.00660524 0.118264
1 0.00647449 0.00648174 0.00648297 0.0594255
2 0.00647426 0.00647474 0.00647482 0.0296258
3 0.00647426 0.00647428 0.00647429 0.0144717
Tab. 2 – Comparaison des valeurs propres obtenues par les me´thodes a` deux
grilles pour p = 3.
|λ− λh| = 4.25× 10−5
Tn
Me´thode a` 2 Grilles |λ− λHn |‖λ− λHnh H1(Ω1) ‖λ− λ˜Hnh‖H1(Ω1) ‖λ− λHnh‖H1(Ω1)
0 3.46× 10−5 8.411× 10−5 9.69× 10−5 1.41× 10−2
1 4.05× 10−5 5.29× 10−5 5.61× 10−5 3.58× 10−3
2 4.20× 10−5 4.50× 10−5 4.59× 10−5 8.91× 10−4
3 4.24× 10−5 4.30× 10−5 4.33× 10−5 2.13× 10−4
Tab. 3 – Comparaison des temps de calcul CPU par les me´thodes a` deux grilles
pour p = 3.
Re´solution du proble`me non line´aire sur grille ﬁne temps CPU = 121.46 s
Tn
Me´thode a` 2 Grilles
Proble`me 1 Proble`me 2 Proble`me 3
0 14.64 s 7.57 s 7.17 s
1 15.61 s 8.65 s 8.22 s
2 21.08 s 12.78 s 12.27 s
3 39.36 s 34.25 s 33.68 s
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5 Annexe
De´monstration du Lemme 2.2 :
Montrons d’abord le re´sultat suivant : si v ∈ X, chaque terme de EH(v) est
ﬁni.
Soit w ∈ X, par de´ﬁnition de l’espace H1,
∫
Ω
|∇w|2 < +∞. Supposons d’abord




V v2 ≤ c ‖V ‖Lp‖v‖2L2p′ ≤ ∞. Ainsi on obtient EH(v) ≤ ∞.
Montrons maintenant que EH(w) est borne´e infe´rieurement sur l’ensemble
{v ∈ X |
∫
Ω
v2 = 1}. Soit v ∈ X. En utilisant et la convexite´ de F , il vient que










≥ α‖∇v‖2L2 − ‖V ‖Lp‖v‖2L2p′ + (f(0))‖v‖2L2
(en utilisant (5))







































. et C6 est la constante
venant de l’ine´galite´ de Sobolev suivante : ∀v ∈ X, on a ‖v‖L6 ≤ C6‖v‖H1 .
• Existence
Revenons maintenant a` la preuve de l’existance d’un minimiseur de EH :
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1. Soit (uH∗n)n∈N une suite minimisante telle que
uH∗n ∈ X
EH(uH∗n)ցn→+∞ I = inf{EH(v), v ∈ X, ‖v‖2L2(Ω = 1}
‖uH∗n‖2L2(Ω = 1.
2. Montrons que cette suite est borne´e dans X.
En remarquant que ‖uH∗n‖L2 = 1, il vient que cette suite est borne´e dans L2. De
plus en utilisant que pour tout v ∈ X ve´riﬁant
∫
Ω
v2 = 1, on a
EH(v) ≥ Z, on obtient EH(uH∗n) ↓ I ≥ Z. Ainsi pour n assez grand, EH(uH∗n) ≤
I + 1 et ∫
Ω




I + 1− Z.
Donc la suite (uH∗n) est borne´e dans X.
3. On montre uH∗n ⇀ uH∗ dans X.
La suite (uH∗n) e´tant borne´e dans X, on peut extraire une sous-suite (uH∗nk) qui
converge faiblement dans X vers uH∗ ∈ X.
L’ouvert Ω e´tant borne´, les injections compactes de Sobolev nous disent
H1(Ω) →֒ L2(Ω). Ainsi on peut extraire de la suite (uH∗nk) une suite, encore
note´e (uH∗nk) pour simpliﬁer, qui ve´riﬁe
uH∗nk → uH∗ dans L2(Ω)) fort.
Et donc par unicite´ de la limite uH∗ = uH∗ .
4. On montre{
(uH∗n) borne´e dans X
uH∗n ⇀ uH∗ borne´e dans X
=⇒ ‖uH∗ ‖2L2(Ω = 1 et ∃(uH∗nk)/EH(uH∗ ) ≤ lim inf EH(uH∗nk)






Les fonctionnelles v 7→
∫
Ω




2 e´tant continues pour la
topologie forte dans X, il re´sulte qu’elles sont s.c.i. pour la topologie faible dans
X.On en de´duit que la fonctionnelle d’e´nergie EH est s.c.i. pour la topologie
faible dans X. Et donc
uH∗nk ⇀ u
H
∗ dans X faible, E
H(uH∗ ) ≤ limn←+∞E(u
H
∗nk) = I.
5. Il en re´sulte que uH∗ est solution du proble`me 33
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• Unicite´
Montrons que la fonctionnelle EH est strictement convexe sur K.
Commenc¸ons par regarder le terme ρ 7→ ∇(√ρ)2. Soient ρ1 et ρ2 ∈ K et
t ∈ [0, 1], on pose u1 = √ρ1, u2 = √ρ2, ρ = (1 − t)ρ1 + tρ et u = √ρ.
Pout tout x ∈ Ω on a
u(x)|∇
√



















≤[(1− t)u21(c) + tu22(x)]1/2[(1− t)|∇u1(x)|2 + t|∇u2(x)|2]1/2
= u(x)[(1− t)|∇u1(x)|2 + t|∇u2(x)|2]1/2.
on obtient alors
|∇(√ρ)2| ≤ (1− t)|∇u1(x)|2 + t|∇u2(x)|2
Donc ρ 7→ ∇(√ρ)2 est convexe sur K, de meˆme la fonctionnelle ρ 7→ V ρ est
convexe sur K. De plus la fonctionnelle ρ 7→ f(u2H)ρ est strictement convexe sur
K. Ceci montre que la fonctionnelle d’e´nergie E est strictement convexe sur K.
Alors la fonctionnelle E admet un unique minimiseur ρH = (uH∗ )2 sur K, et
donc uH∗ et −uH∗ sont les seuls minimiseurs de(33). On notera uH∗ la solution
positive.
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Deuxie`me partie
Sche´ma a` deux grilles
combine´e a` la me´thode des
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Abstract
In the frame of optimization process in industrial framework, where
numerical simulation is used at some stage, the same problem, modeled
with partial diﬀerential equations depending on a parameter has to be
solved many times for diﬀerent sets of parameters. The reduced basis
method may be successful in this frame and recent progress have permitted
to make the computations reliable thanks to a posteriori estimators and
to extend the method to non linear problems thanks to the “magic points”
interpolation. However, it may not always be possible to use the code (for
example of finite element type that allows for evaluating the elements of
the reduced basis) to perform all the “off-line” computations required for
an efficient performance of the reduced basis method. We propose here an
alternating approach based on a coarse grid finite element the convergence
of which is accelerated through the reduced basis and an improved post
processing.
1 Introduction
Let X be a closed subspace of the Sobolev space H1(Ω) over a bounded domain
Ω ⊂ Rd and D a set of parameter. We consider the following problem: given
µ ∈ D, find u(µ) ∈ X such that
∀ v ∈ X, a(u(µ), v;µ) = (f, v), (1)
where f ∈ L2(Ω) and a is a bilinear form, such that there exist (γe(µ), γc(µ)) ∈
R × R, a couple of non negative constants that depends additionally on a pa-
rameter µ ∈ D such that
a(v, v;µ) ≥ γe(µ)‖v‖2H1(Ω) ∀ v ∈ X (2)
a(v, w;µ) ≤ γc(µ)‖v‖H1(Ω)‖w‖H1(Ω) ∀ (w, v) ∈ X. (3)
In addition we assume that u(µ) ∈ H2(Ω) and there exist c(µ) > 0 such that
‖u(µ)‖H2(Ω) ≤ c(µ)‖f‖L2(Ω). (4)
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In order to approximate the solution to this problem, one can use a standard
numerical approach, as a ﬁnite element method, that provides a very accurate
approximation of the solution u(µ) for any ﬁxed value of the parameter µ. This
accurate approximation will be called “truth approximation” in what follows.
The computation of the truth approximation of u(µ) for many values of µ can
however become very expensive as it has to be repeated for each parameter.
The reduced basis method is an alternative that takes its roots upon the low
“complexity” of the set of all solutions MD = {u(µ), µ ∈ D} that can e.g. be
measured by the Kolmogorov width [25] (see also [43]). This can for instance
be formalized by the fact that for any ǫ > 0, there exist a set of parameters
µ1, µ2, · · · , µN ,∈ D, where N = N(ε) is reasonable, such that,
∀µ ∈ D ∃(αi(µ)) ∈ RN , ‖u(µ)−
N∑
i=1
αi(µ)u(µi)‖H1(Ω) ≤ ε. (5)
Based on the potential approximation property expressed above, the reduced
basis method is in a Galerkin approach to the problem (1) for each new value
of µ, within a space XN spanned by N particular truth approximations of u(µ)
corresponding to suitably chosen parameters µ.
To keep the interest of this method,
1. the parameters µi have to be adequately chosen,
2. the corresponding solution has to be properly calculated or approximated
through an accurate discretization method (as a finite element method,
for example)
3. the construction of the stiffness matrix A(µ) with entries
a(u(µi), u(µj);µ) as to be done for each new value of µ.
All the expensive computations involving in the three previous steps are done
off-line which allows to have online computations that scales only like powers of
N and do not involve the dimension of the finite element space (see e.g. [34]).
Various recent contributions have permitted to extend the range of the re-
duced basis method, e.g. the a posteriori error estimates for validation and
determination of the proper parameters µi’s [44], the “magic points” , for gen-
eralization to nonlinear problems [18].
In an industrial framework, for optimization processes for instance these ap-
proaches have a great potential, unfortunately part of the off line computations
require to enter in the code that computes the truth approximation which is
not possible in case the simulation code has been bought or relies on a long evo-
lution so that only a black box use of the code is possible. Those computations
require indeed the use of some component involved in the implementation of
discretization method which are not available to the user. As a consequence the
reduced basis method cannot be efficiently implemented, an alternative needs
to be proposed.
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2 An alternating reduced basis method
Let us assume that the truth approximation is based on a P1-ﬁnite element
code, capable of giving us a good enough approximation of the u(µ) in a ﬁnite
element space Xh such that







Moreover using that ∀ v ∈ H2(Ω), inf
vh∈Xh
‖v − vh‖H1(Ω) ≤ ch‖v‖H2(Ω) and (4),
we get
∀µ ∈ D, ||u(µ)− uh(µ)||H1(Ω) ≤ c1(µ) h ‖f‖L2(Ω) < Tol. (6)
Where Tol is a a tolerance chosen in accordance to the ﬁnal goal we have. In
the standard reduced basis method we ﬁrst compute the truth approximation
uh(µi), then form a discrete space
XNh = Span{uh(µi), i = 1, .., N}
and we build a Galerkin approximation of (1) in XNh : ﬁnd u
N
h (µ) ∈ XNh such
that,
∀v ∈ XNh , a(uNh (µ), v;µ) = (f, v). (7)
In this case (5) is replaced by
∀µ ∈ D ∃(αhi (µ)) ∈ RN , ‖uh(µ)−
N∑
i=1
αhi (µ)uh(µi)‖H1(Ω) ≤ ε. (8)
Remark 2.1 From (5), (6) and (8) we can see that for all µ ∈ D there exist a
set




αhi (µ)uh(µi)‖H1(Ω) ≤ ǫ+ c2(µ)h‖u(µ)‖H2(Ω),
where c2(µ) = Nc˜2(µ) and ΠNuh(µ) =
N∑
i=1
αhi (µ)uh(µi) is the best approxima-
tion of uh(µ) in X
N
h .
The implantation of this reduced basis method involves the construction of the
stiﬀness matrix Ah(µ) with entries a(uh(µi), uh(µj);µ).
In an industrial framework, the ﬁnite element code is often locked, so we
can not decompose the construction of the stiﬀness matrix Ah(µ) into a series
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of independent part that can be evaluated oﬀ line. This prevents us from
employing the usual technique to compute quickly each stiﬀness matrix for
a new value of µ, and take away the beneﬁt of the reduced basis method (i.e.
having a complexity depending only on N, independently of the dimension of the
ﬁnite element space). First of all, let us remind that for a stable implementation
of the reduced basis technique, it is required to build a better prepared basis
than the one composed with the u(µi), usually a Gramm-Schmidt method is
here advocated. We replace it here by the resolution of an eigenvalue problem:
ﬁnd ξ ∈ XNh and λ ∈ R such that







that provides L2(Ω) and H1(Ω) orthogonal eigenvectors ξi,BR (chosen to be
normalized in L2). We note, that the ξi,BR also constitute a second basis of the
space XNh . Secondly we remark that, the standard reduced basis method aims
at evaluating the coeﬃcients intervening in the decomposition of uNh (µ) in the










of ΠNuh(µ), the L
2-projection of uh(µ) on X
N
h . This substitute is still good
enough since, from Cea’s Lemma we have




then by using (5), (6) and (8) we derive
‖u(µ)− uNh (µ)‖H1(Ω) ≤ ǫ+ c2(µ)h‖u(µ)‖H2(Ω (11)
Our alternative method ﬁrst presented in [11] and illustrated by numerical
results proving the potential interest of this alternative consists in proposing,





Since, the computation of uH(µ), for H >> h and XH ⊂ Xh, is less expensive
than the one of uh(µ), the use of the industrial code with the parameter H to
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in XNh . In what follow we explain in which case this can still be a very good
approximation. We ﬁrst notice that
‖u(µ)− uHhN (µ)‖H1(Ω) ≤ ‖u(µ)−ΠNuh(µ)‖H1(Ω) + ‖ΠNuh(µ)− uHhN (µ)‖H1(Ω)
≤ ǫ+ c2(µ) h‖u‖H2(Ω) + ‖ΠNuh(µ)− uHhN (µ)‖H1(Ω)
and we get that
‖ΠNuh(µ)− uHhN (µ)‖H1(Ω) ≤
N∑
i=1
|βhi (µ)− βHi (µ)|‖ξi,BR‖H1(Ω).
Since the eigenvalue λi of the problem eigenproblem (8) are positives and can
be ranked in increasing order 0 < λ1 ≤ λ2 ≤ ... < λN , we can deduce from the
L2 orthogonality of the eigenfunctions that
‖ξi,BR‖H1(Ω) ≤
√
(1 + λi)‖ξi,BR‖L2(Ω) ≤
√
(1 + λN ).
Then
‖uNh (µ)− uHhN (µ)‖H1(Ω) ≤
√
(1 + λN )
N∑
i=1
|βhi (µ)− βHi (µ)|.
Since |βhi (µ)−βHi (µ)| ≤ ‖uh(µ)−uH(µ)‖0,Ω a classical Aubin-Nitsche argument1
provides the following estimate:
‖u(µ)− uH(µ)‖0,Ω ≤ c(µ)H‖u(µ)− uH(µ)‖H1(Ω) ≤ cH2‖u(µ)‖H2(Ω).
Therefore
‖uNh (µ)− uHhN (µ)‖H1(Ω) ≤ N
√
(1 + λN )[c1(µ)H
2 + c2(µ)h
2]‖u(µ)‖H2(Ω).
By regrouping all this estimate we ﬁnally get that
‖u(µ)− uHhN (µ)‖H1(Ω) ≤ ε+ c3(µ)h+ c4(µ)H2
where c3(µ) = c3(N,µ) and c4(µ) = c4(N,µ) which is asymptotically similar to
(11) when we choose h ∼ H2.
In the case of an higher order ﬁnite element approximation, Pk, we can as
well use an Aubin-Nitsche argument to get the improved error estimation. First
we deﬁne Φi,BR ∈ X, such that




1Actually, the convergence results stated here either require that there is no corner or edge
type singularities in the solutions — of the primal or dual problem for the Aubin-Nitsche
argument — or that we relax somehow the definition of h and H being here a parameter
associated with the grid size and the way the global refinement is done for convergence but
not the size of the finer elements that should be defined such that the error bound by a
conatant times h or H holds.
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hence
βhi (µ)− βHi (µ) =
∫
Ω
(uh(µ)− uH(µ))ξi,BR = a(uh(µ)− uH(µ),Φi;BR;µ) (9).
Since XH ⊂ Xh we obtain, from the deﬁnition of uh(µ) and uH(µ),
∀χH ∈ XH a(uh(µ)− uH(µ), χH ;µ) = 0,
thus using this in (9) we derive
∀χH ∈ XH , βhi (µ)− βHi (µ) = a(uh(µ)− uH(µ),Φi,BR − χH ;µ).
Therefore by choosing χH such that




|βhi (µ)− βHi (µ)| ≤ c(µ)‖uh(µ)− uH(µ)‖H1(Ω)‖Φi,BR − χH ;µ)‖H1(Ω) ≤ c(µ)H2k
and then by proceeding as in the P1 approximation we obtain that
‖u(µ)− uHhN (µ)‖H1(Ω) ≤ ε+ c5(µ)hk + c6(µ)H2k
(where c5(µ) = c5(N,µ) and c6(µ) = c6(N,µ)). Finally, we get to the same
conclusion as previously by choosing h ∼ H2.
3 Post-processing
To improve even further the accuracy of the approach we propose to do a simple
post processing of the results.
Let βH(µj) be the vector (β
H
i (µj))16i6N and β
h(µj) the one corresponding to
the (βhi (µj))16i6N . We decide to improve the computation of the β
H(µ), by a
post-processing that will insure that for each parameters µ = (µj)j=1,··· ,N that
are used in the construction of the reduced basis, the method returns exactly
uh(µj).
Indeed contrarily to uh(µ), that we do not want to compute for a large num-
ber of values of µ, the truth solutions uh(µj), j = 1, · · · , N have been actually
computed. In order to deﬁne this post-processing, we consider the linear trans-
formation F : RN → RN , that maps βH(µj) on to βh(µj). The post processing
consist in applying it to all the vector βH(µ).
Let T be the matrix associated to the transformation F . For large values
of N , the solutions uh(µj), j = 1, · · · , N mays become almost linearly depen-
dent which results in a bad conditioning of the matrix T . This loss of stability
may result in an important deterioration of the vectors βH(µ). To avoid this
problem we propose to map only the ﬁrst solutions in the previous set and thus
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construct an alternative matrix denoted Tk, 1 ≤ k ≤ N verifying:(
Tk
) (




βh(µp1), · · · , βh(µpk), γk+1, · · · , γN
)t
where the N vectors γ
k












∈ Span{βH(µp1), · · · , βH(µpk)}.
The set (µpk)1≤k≤N is identical to the one used in the construction of the
reduced basis, but it has been arranged diﬀerently. Indeed for each itera-
tion k, we choose µpk among the N − k parameters (µpq),k≤q≤N , such that
max
1≤j≤N
‖TkβH(µj) − βh(µj)‖∞ is the smallest. We notice that, at the end, the
matrix TN and T are similar.
We denote by (αk,H(µ))i=1,··· ,N the vector obtained by doing the following
matrix-vector product (Tk)(β
H(µ)), with 1 ≤ k ≤ N chosen in such a way that
the condition number of the matrix Tk is moderate enough. Finally the solution





The problems we consider in this section are in 2 dimensions. From an original
coarse triangulation TH0 , we built successive reﬁned triangulations THi,1≤i≤4
by recursively splitting each triangle K in THi−1 into four triangles with equal
diameter HiK such that HiK =
H(i−1)K
2
. We get a superspace XHi about four
times larger than XHi−1 that satisﬁes XH0 ⊂ XHn .
The set of µi used to build the subspace X
N
h is found using a proper orthog-
onal decomposition (POD) technique :
Step 1 : Solve a Pk ﬁnite element approximation of the problem (1) for n=100
diﬀerent values of µ and obtain a set of n “snapshots” uh(µj), j = 1, · · · , n.










Step 3 : Solve the eigenvalue problem SW = λMW .
Step 4 : Choose the N eigenvectors (Wj)1≤j≤N associated to the N largest
eigenvalues and then rewrite them as a linear combination of the snapshots i.e





Step 5 : For each of the N eigenvectors Wi, previously chosen, we take uh(µi),
among the snapshots, with i = argmax
1≤j≤n
(γj) to generate our reduced basis X
N
h .
We denote by uhPN (µ), the H






It is the best we can expect from the reduced basis, that is one of the ingredient
entering in the approximation.
4.1 Example 1
We ﬁrst consider the nonlinear problem: ﬁnd u ∈ H1(Ω) such that
−∆u+ u3 = sin(x) sin(y) in Ω = [0, 1]2 \ (]12 , 1[2) (L-shape domain)
−αu+ ∂u∂n = y(1− y) on ΓF = {(1, y), y ∈ [0, 12 ]}
u = η xy(1− y)(1− x) on ΓD = ∂Ω \ ΓF
In this example, the set of parameters, µ = (α, η), that we use is varying
in [1, 37]× [1, 100]. Let be µHi = argmax
µ=(β,η)∈[1,37]×[1,100]




The results of the P1 approximation are showed in the table 1. We ﬁrst
remark that we need at least N = 10 elements in the reduced basis to recover
the truth error. Second, before post-processing we note that the H1-error made
with the solution uhH2N is close to the one made with uh, for any value of µ in
D, despite the fact that TH2 is eight times less accurate than TH4 , at least for
N ≥ 10. We also note a small deterioration of the evaluation of the solution,
when N rises, conﬁrming that the constant c4(N) is growing with N . Finally,
we note that the post-processing improved even more the approximation since
it allows to recover the truth error even starting from the computations of the
coarsest solution uhH0N , at least if we use the proper number of reduced elements
(10 or 15) , which is a very substantial savings. We note also that the reduction
of indices in the post-processing is used, even it is important since, in the case
N = 15 the error ‖u(µH1)− uhH1N (µH1)‖1,Ω with the full matrix is 0.50.
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Table 1: Error for the example 1 with Xh = {v ∈ C0(Ω), v|T ∈ P1(T ), T ∈ TH4}
||u(µh)− uh(µh)||1,Ω = 3.3× 10−2
N k i
||u(µHi)− uhHiN (µHi)||1,Ω ||u(µHi)− uhHiN (µHi)||1,Ω ||u(µHi)− uHi(µHi)||1,Ωwith post-processing without post-processing
5
||u(µh)− uBRh (µh)||1,Ω = 0.19
5
0 0.15 0.13 0.49
1 0.17 0.16 0.28
2 0.19 0.18 0.15
3 0.19 0.19 7.3× 10−2
10
||u(µh)− uBRh (µh)||1,Ω =3.6× 10−2
10
0 3.6× 10−2 0.35 0.49
1 3.5× 10−2 6.8× 10−2 0.28
2 3.5× 10−2 3.8× 10−2 0.15
3 3.6× 10−2 3.5× 10−2 7.3× 10−2
15
||u(µh)− uBRh (µh)||1,Ω =3.4× 10−2
15 0 3.5× 10−2 0.47 0.49
7 1 3.7× 10−2 0.14 0.28
15
2 3.4× 10−2 3.4× 10−2 0.15
3 3.4× 10−2 3.4× 10−2 7.3× 10−2
20
||u(µh)− uBRh (µh)||1,Ω =3.3× 10−2
20
0 5.5× 10−2 0.56 0.49
1 3.4× 10−2 0.20 0.28
2 3.4× 10−2 4.8× 10−2 0.15
3 3.4× 10−2 3.4× 10−2 7.3× 10−2
4.2 Example 2
The second problem is a convection dominated problem : ﬁnd u ∈ H1(Ω) such
that
−(0.01)∆u+ v · ∇u = 0 in Ω = [0, 1]2
u = x2 on Γ1 = {(1, y), y ∈ [0, 1]}
u = y2 on Γ2 = {(x, 1), x ∈ [0, 1]}
u = 0 on Γ3 = ∂Ω \ (Γ1 ∪ Γ2).
where v is such as v = (cos µ, sin µ). Here, the varying parameter is the









{||u(µ) − uh(µ)||1,Ω}. The table 3 shows the results of P1
approximation while the table 2 shows the P2 ones. We can make the same
conclusion than in the previous example : this combined method (reduced basis
+ two grids) is thus even improved by the trivial postprocessing. Note that the
mathematical justiﬁcation of this last ingredient is still missing.
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Table 2: Error for the example 2 with Xh = {v ∈ C0(Ω), v|T ∈ P2(T ), T ∈ TH3}
‖u(µh)− uh(µh)‖1,Ω = 3.5× 10−3
N k i
||u(µHi)− uhHiN (µHi)||1,Ω ||u(µHi)− uhHiN (µHi)||1,Ω ||u(µHi)− uHi(µHi)||1,Ωwith post-processing without post-processing
5
||u(µh)− uBRh (µh)||1,Ω = 1.41× 10−2
5
0 6.4× 10−2 6.5× 10−2 0.11
1 6.1× 10−2 6.1× 10−2 3.3× 10−2
2 6.1× 10−2 6.1× 10−2 8.7× 10−3
10
||u(µh)− uBRh (µh)||1,Ω = 3.5× 10−3
10
0 3.5× 10−3 4.1× 10−2 0.16
1 3.5× 10−3 5.6× 10−3 5.1× 10−2
2 3.5× 10−3 3.5× 10−3 1.4× 10−2
15
||u(µh)− uBRh (µh)||1,Ω = 3.5× 10−3
15
0 3.5× 10−3 5.8× 10−2 0.16
1 3.5× 10−3 7.8× 10−3 5.1× 10−2
2 3.5× 10−3 3.5× 10−3 01.4× 10−2
Table 3: Error for the example 2 with Xh = {v ∈ C0(Ω), v|T ∈ P1(T ), T ∈ TH4}
‖u(µh)− uh(µh)‖1,Ω = 3.5× 10−2
N k i
||u(µHi)− uhHiN (µHi)||1,Ω ||u(µHi)− uhHiN (µHi)||1,Ω ||u(µHi)− uHi(µHi)||1,Ωwith post-processing without post-processing
5
||u(µh)− uBRh (µh)||1,Ω = 3.6× 10−2
5
0 5.7× 10−2 0.17 0.45
1 6.2× 10−2 9.0× 10−2 0.24
2 6.5× 10−2 7.0× 10−2 0.12
3 6.6× 10−2 6.7× 10−2 6.1× 10−2
10
||u(µh)− uBRh (µh)||1,Ω = 3.5× 10−2
10
0 3.5× 10−2 0.244 0.53
1 3.5× 10−2 9.1× 10−2 0.31
2 3.5× 10−2 4.2× 10−2 0.16
3 3.5× 10−2 3.6× 10−2 7.9× 10−2
15
||u(µh)− uBRh (µh)||1,Ω = 3.5× 10−2
15
0 3.5× 10−2 0.36 0.53
1 3.5× 10−2 9.8× 10−2 0.31
2 3.5× 10−2 4.2× 10−2 0.16
3 3.5× 10−2 3.6× 10−2 7.9× 10−2
20
||u(µh)− uBRh (µh)||1,Ω = 3.5× 10−2
13
0 3.5× 10−2 0.37 0.53
1 3.5× 10−2 0.13 0.31
2 3.5× 10−2 4.6× 10−2 0.16
3 3.5× 10−2 3.6× 10−2 7.9× 10−2
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Dans ce travail, nous nous inte´ressons a` l’analyse nume´rique de proble`mes
aux valeurs propres non line´aires, comme on peut en trouver en chimie quantique
ou en me´canique. La re´solution de ces proble`mes e´tant tre`s couˆteuse, l’ide´e est
de proposer de nouvelles me´thodes permettant de simpliﬁer la re´solution de
ce type de proble`mes et ainsi diminuer le couˆt de calcul. L’analyse nume´rique
est ne´cessaire pour comprendre si l’impact positif sur le couˆt de calcul total
n’a pas de mauvaise conse´quence sur la pre´cision des re´sultats. On propose un
comple´ment aux travaux existants sur les estimations d’erreur a priori, aﬁn
d’obtenir des re´sultats e´quivalents a` ceux connus dans le cas de proble`mes aux
valeurs propres line´aires. Ces re´sultats ont e´te´ utilise´s pour la mise en œuvre et
l’analyse nume´rique de nouveaux sche´mas a` deux grilles pour l’approximation
de proble`mes aux valeurs propres non line´aires.
Ensuite, on propose d’adapter ce type de me´thode de sous-grilles, pour une
utilisation associe´e a` la me´thode des bases re´duites.
Mots-cle´s : Me´thodes a` deux grilles, me´thodes des bases re´duites, e´le´ments






This thesis focuses on the numerical analysis of nonlinear eigenvalue problem,
as in quantum chemistry or mechanics. Since solving them is quite expensive.
We provice new methods to simplify this computation. The numerical analysis
is necessary to understand the eﬀect of this simpliﬁcation on the accuracy of the
result. First, we establish some a priori errors estimates of the discretization
of for variational approximations of the ground state energy, eigenvalue and
eigenvector of nonlinear elliptic eigenvalue problems. Then, we focus on the
analysis of the planewave discretization of the Thomas-Fermi-Von-Weizacker
model. Since our objectif is to gain in time computation, we provide the nu-
merical analysis of two-grid scheme for a nonlinear eigenvalue problem.
The reduced basis method may be successful in this frame and recent progress
have permitted to make the computations reliable thanks to a posteriori estima-
tors to extend the method to non linear problems. However, it may not always
be possible to use the code to perform all the “oﬀ-line” computations required
for an efficient performance of the reduced basis method. We propose, in the
second part, an alternating approach based on a coarse grid finite element the
convergence of which is accelerated through the reduced basis and an improved
post processing.
Keywords: Two-grid schemes, reduced basis method, finite elements method,
planewaves, nonlinear eigenvalue problem, Thomas-Fermi-VonWeizacker model.
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