We prove a splitter theorem for tight multimatroids, generalizing the corresponding result for matroids, obtained independently by Brylawski and Seymour. Further corollaries give splitter theorems for delta-matroids and ribbon graphs.
Introduction
A matroid M = (E, B) is a finite ground set E together with a non-empty collection of subsets of the ground set, B, that are called bases, satisfying the following conditions, which are stated in a slightly different way from what is most common in order to emphasize the connection with other combinatorial structures discussed in this paper.
1. If B 1 and B 2 are bases and x ∈ B 1 B 2 , then there exists y ∈ B 1 B 2 such that B 1 {x, y} is a basis.
All bases are equicardinal.
Matroid theory is often thought of as a generalization of graph theory, as a matroid (M, B) may be constructed from a graph G by taking E to be set of edges of G and B to be the edge sets of maximal spanning forests of G. Graph theory and matroid theory are mutually enriching: many results in graph theory have been generalized to matroids, and results in matroid theory have sometimes been proved before the corresponding specialization in graph theory. In [13] , Chun, Moffatt, Noble and Rueckriemen showed that the mutually-enriching relationship between graphs and matroids is analogous to the mutually-enriching relationship between cellularly-embedded graphs, which we view as ribbon graphs, and objects called delta-matroids. They gave further evidence for this by establishing several new results for delta-matroids in [12] , each of which was inspired by a previously known result concerning ribbon graphs. Delta-matroids were extensively studied by Bouchet in the 1980s, but until recently had been little studied since that foundational work. In addition to [12, 13] , where the authors were led to delta-matroids by studying ribbon graphs, they have been studied extensively by Brijder and Hoogeboom who were originally interested in the principal pivot transform in binary matrices (see, for example, [7, 8, 9] ).
A delta-matroid D = (E, F) is a finite ground set E together with a nonempty collection of subsets of the ground set, F, that are called feasible sets, satisfying the following condition known as the symmetric exchange axiom. If F 1 and F 2 are feasible sets and x ∈ F 1 F 2 , then there exists y ∈ F 1 F 2 such that F 1 {x, y} is a feasible set. Note that we allow y = x. It follows immediately from the definitions that every matroid is a delta-matroid. In fact, the axiom for the feasible sets of a delta-matroid corresponds exactly to (1) in the axioms we gave earlier for the bases of a matroid. A delta-matroid is said to be even if the sizes of its feasible sets all have the same parity. Thus a matroid is an even delta-matroid.
As in many other areas of mathematics, structural results on matroids often require an assumption of some level of connectivity of the matroid. In [15] , Geelen defined connectivity for delta-matroids as follows. Given delta-matroids D 1 = (E 1 , F 1 ) and D 2 = (E 2 , F 2 ) with disjoint ground sets, their direct sum, written D 1 ⊕ D 2 , is the delta-matroid with ground set E 1 ∪ E 2 and collection of feasible sets {F 1 ∪ F 2 :
If X is a separator of a delta-matroid D and ∅ = X = E(D) then we say that X is a proper separator of D. A deltamatroid D is disconnected if it has a proper separator. Otherwise D is connected. Clearly the matroids that satisfy the definition of delta-matroid connectivity are exactly those that satisfy the well-known definition of matroid connectivity [20] . Moreover when applied to matroids, the definition of a separator in a deltamatroid is exactly the same as that of a separator in a matroid [20] . Our aim is to study the effect on connectivity of removing elements from a deltamatroid. As a consequence we provide useful tools for inductive proofs of results concerning 2-connected ribbon graphs, which we define later.
Deletion and contraction are the two natural ways in which to remove an element from a matroid or delta-matroid. For a delta-matroid D = (E, F), and e ∈ E, if e is in every feasible set of D, then we say that e is a coloop of D. If e is in no feasible set of D, then we say that e is a loop of D. If e is not a coloop, then, following Bouchet and Duchamp [6] , we define D delete e, written D\e, to be D\e = (E − e, {F : F ∈ F and F ⊆ E − e}).
If e is not a loop, then we define D contract e, written D/e, to be D/e = (E − e, {F − e : F ∈ F and e ∈ F }).
If e is a loop or coloop, then D/e = D\e. Both D\e and D/e are delta-matroids (see [6] ). Let D be a delta-matroid obtained from D by a sequence of deletions and contractions. Then D is independent of the order of the deletions and contractions used in its construction (see [6] ) and D is called a minor of D. We let D|A denote D\(E − A). All of these definitions are entirely consistent with the corresponding better-known definitions for matroids.
Two early results describing the effect of deleting or contracting an element from a matroid are the following. The first was proved by Tutte [22] and the second independently by Brylawski [10] and Seymour [21] . Theorem 1.1. Let e be an element of a connected matroid M . Then either M \e or M/e is connected. Theorem 1.2. Let N be a connected minor of a connected matroid M and let e be an element of E(M ) − E(N ). Then either M/e or M \e is connected and has N as a minor.
Results of the first type are known as chain theorems; results of the second type are known as splitter theorems. Our original aim was to prove a splitter theorem for connected even delta-matroids, but it turns out that the natural setting for these results is an even more general object, namely multimatroids, which we discuss in the next section. Working in this more general setting requires no extra effort and indeed allows us to make use of previous work of Bouchet establishing a chain theorem for connected multimatroids [5, Theorem 8.7 ]. As we shall see later, Bouchet noted that this result implied a chain theorem for even delta-matroids.
The structure of this paper is as follows. In the next section we describe multimatroids and prove our main result; in the final section we describe the implications of this result to delta-matroids and ribbon graphs.
Multimatroids and the main result
We begin by defining a multimatroid and associated terminology. All definitions follow Bouchet [3, 4, 5] . Let U be a finite set and Ω a partition of U , where each set of the partition is called a skew class. Every pair of elements contained in a skew class is a skew pair. A set T ⊆ U is a transversal of Ω if it meets each skew class in exactly one element, and a set is a subtransversal of Ω if it is contained in a transversal of Ω. Let S(Ω) be the set of subtransversals of Ω. The triple Q = (U, Ω, r) is a multimatroid, where r : S(Ω) → Z + is its rank function, if r obeys the following axioms: A multimatroid whose skew classes each have size q is called a q-matroid. It follows immediately from the definition that (U, Ω, r) is a 1-matroid if and only if it is a matroid with ground set U and rank function r. We will see in the next section that there is a correspondence between 2-matroids and delta-matroids. A subtransversal is an independent set if its rank is equal to its cardinality, otherwise it is dependent. The maximal independent sets are the bases of a multimatroid. If no skew class consists of a single element, then the multimatroid is non-degenerate, and Bouchet [3, Proposition 5.5] showed that the bases of a non-degenerate multimatroid are transversal. A subtransversal is a circuit if it is dependent but every proper subset is independent.
Let Q = (U, Ω, r) be a multimatroid and take A ∈ S(Ω). Let Ω = {ω ∈ Ω : ω ∩ A = ∅}, let U ⊆ U be the set of elements in the skew classes of Ω and let r : S(Ω ) → Z + be defined by
Then it is straightforward to verify that (U , Ω , r ) is a multimatroid which we call the minor of Q with respect to A and which we write as Q|A. More generally, we say that (U , Ω , r ) is a minor of Q. The following is a slight generalization of a theorem of Bouchet [4, Theorem 5.6] and is similar to the Scum Theorem in matroid theory. The proof is a straightforward extension of Bouchet's but is included for completeness. Theorem 2.2. For a non-degenerate multimatroid Q = (U, Ω, r), A ∈ S(Ω) and element e of A satisfying r(e) = 1, there is an independent set I of Q such that e ∈ I and Q|A = Q|I.
Proof. We proceed by induction on |A|. If |A| = 1, then the result is clear. Otherwise choose an element x other than e in A. Let Q = Q|x and A = A−x. By induction there is an independent set I of Q such that e ∈ I and Q |I = Q |A . If I ∪ x is an independent set of Q then the proof is complete. So we may assume that I ∪ x is dependent in Q and thus r(I ∪ x) ≤ |I |. Since I is independent in Q , we have |I | = r(I ∪x)−r(x). Consequently r(x) = 0 and so the skew class containing x is singular in Q. Choose another element y from this skew class. Then by Axiom (4) in the definition of a multimatroid, r(y) = 1, and by Lemma 2.1, Q|x = Q|y. Now choose I = I ∪ y. We have Q|A = Q|x|A = Q |A = Q |I = Q|y|I = Q|I and r(I) = r(I ∪y) = r (I )+r(y) = |I |+1 = |I|, where r denotes the rank function of Q . Hence the result follows by induction.
A set X ⊆ U is a separator of Q if X is a union of skew classes of Ω such that, for all A ∈ S(Ω),
We say that a separator X is proper if X is non-empty and X = U . A multimatroid Q is disconnected if it has a proper separator. Otherwise Q is connected. Notice that separators of a 1-matroid are precisely the separators of the corresponding matroid and that a 1-matroid is connected if and only if the corresponding matroid is connected.
We will restrict our attention to tight multimatroids. We shall see later that tight 2-matroids correspond to the class of even delta-matroids and that tight 3-matroids correspond to the class of vf-safe delta-matroids, which we define later. Let Q = (U, Ω, r) be a multimatroid. We say that a subtransversal is a near-transversal if it meets all of the skew classes except for one. Then Q is tight if it is non-degenerate and for every skew class ω and every near-transversal A that avoids ω,
By Axiom (4) for the multimatroid rank function, the left-hand side is bounded below by the right-hand side for all multimatroids, but we insist on equality in the case of a tight multimatroid. Bouchet [5, Proposition 4.1] showed that every minor of a tight multimatroid is tight. The main result in [5] is the following chain theorem by Bouchet.
Theorem 2.3. Let {e 1 , e 2 , . . . , e k } be a skew class of a connected tight multimatroid Q. At least k − 1 of the minors in {Q|e 1 , Q|e 2 , . . . , Q|e k } are connected.
Bouchet [5] provided an example, which is attributed to an unpublished manuscript of Gasse, showing that the tightness condition is necessary.
The following splitter theorem is our main result.
Theorem 2.4. Let Q be a connected tight multimatroid and let A be a nonempty subtransversal such that Q|A is connected. If e ∈ A, then (i) Q|e is connected; or
(ii) for all x such that {e, x} is a skew pair, Q|x is connected with Q|A as a minor.
The remainder of this section is devoted to proving this result. A key notion in the proof is that of a fundamental circuit which generalizes the notion of a fundamental circuit of a matroid. Let B be a basis and ω be a skew class of a non-degenerate multimatroid Q. Then it follows immediately from the definition of a multimatroid that B ∪ ω contains at most one circuit. Furthermore, if Q is tight, then B ∪ ω contains precisely one circuit. Following Bouchet [5] , this circuit is called the fundamental circuit of Q with respect to B and ω, and is denoted by C(B, ω). Define a relation ∼ B on the elements of B, by e ∼ B f if e belongs to the fundamental circuit of Q with respect to B and the skew class containing f . Bouchet [5, Proposition 6.1] showed that ∼ B is symmetric. The graph of ∼ B is called the fundamental graph of B. The following theorem, combining a special case of Proposition 7.3 and Theorem 8.3 from [5] , describes the properties of fundamental graphs that we will need. Theorem 2.5. Let Q be a tight multimatroid, B a basis of Q and G the fundamental graph of B. Then the following hold.
(i) If e ∈ B then B − e is a basis of Q|e and its fundamental graph is obtained from G by deleting e and all of its incident edges.
(ii) The fundamental graph G is connected if and only if Q is connected. Moreover X is a separator of Q if and only if X is formed by choosing a (possibly empty) collection of connected components of G and taking the union of all the skew classes corresponding to elements of B belonging to these connected components.
We also need the following lemma due to Bouchet [4, Lemma 8.5].
Lemma 2.6. If a multimatroid (U, Ω, r) is connected and has more than one skew class, then r(e) = 1 for all e ∈ U .
Combining the previous results enables us to find a circuit with particularly useful properties. Lemma 2.7. Let Q be a connected tight multimatroid containing an element e such that Q|e is disconnected. If X is a proper separator of Q|e then Q has a circuit C such that e ∈ C ⊆ X ∪ e.
Proof. Lemma 2.6 implies that r(e) = 1, hence e is contained in a basis B of Q. Theorem 2.5 implies that the fundamental graph G of B is connected and that deleting e from G gives a disconnected graph. So G − e is disconnected but each connected component of G − e has at least one vertex that is adjacent to e in G. Let X be a proper separator of Q|e. Then X is the union of all the skew classes corresponding to elements of B − e belonging to at least one but not all of the connected components of G − e. There is an element f ∈ B ∩ X such that f is adjacent to e in G. Let C be the fundamental circuit of Q with respect to B and the skew class containing f . Then C is a circuit of Q. It contains e by the definition of the edges of the fundamental graph. Moreover, this circuit does not contain any element of B − e − X, again by the definition of the edges of the fundamental graph and the connectivity properties of G and G − e. Thus e ∈ C ⊆ X ∪ e and the lemma holds.
The proof of the following lemma requires applying the definition of a separator and the rank function of a minor with some straightforward manipulation and is omitted.
Lemma 2.8. Let X be a separator in a multimatroid Q and let A be a subtransversal of Q. Let U A be the union of the skew classes of Q that meet A. Then X − U A is a separator in Q|A.
Next we see that whenever we take a minor with respect to a sub-transversal of some skew classes forming a separator, it does not matter which subtransversal we choose to form the minor and the resulting multimatroid has a simple description.
Lemma 2.9. Let Q = (U, Ω, r) be a multimatroid, X be a separator of Q and A be a subtransversal such that A ⊆ X and A meets every skew class included in X. Then Q|A is the multimatroid with ground set U − X, having as skew classes the skew classes of Q avoiding X and as rank function the restriction of r to subtransversals of U − X.
Proof. We must check that the rank function of Q|A is as described. Let S be a subtransversal of the skew classes of Q|A. Then
However (S ∪ A) ∩ X = A and (S ∪ A) − X = S. Thus r Q|A (S) = r(S) as required.
We are now in a position to prove our main result.
Proof of Theorem 2.4. Suppose that (i) does not hold.
By Lemma 2.6, {e} is independent in Q. By Theorem 2.2, we may assume that A is independent in Q. Now Q|e has a proper separator X. Let Y be the complement of X in Q|e. As Q|A has no separator, Lemma 2.8 implies that the elements in Q|A are all contained in X or all contained in Y . Without loss of generality, since both X and Y are separators in Q|e, we assume that the elements of Q|A are contained in Y .
By Lemma 2.7, we know that Q has a circuit C such that e ∈ C and C ⊆ X ∪ e. Let Z be a subtransversal of Q|e containing C − e and meeting every skew class in X, and let A be the restriction of A to the skew classes in X. Then Lemma 2.9 implies that Q|e|A = Q|e|Z. Hence Q|A is a minor of Q|e|Z which is a minor of Q|C.
As C is a circuit in Q, the rank r Q|(C−e) (e) = r Q (C) − r Q (C − e) = 0. Hence e is singular in Q|(C − e). Lemma 2.1 implies that Q|C = (Q|(C − e))|x = (Q|x)|(C − e) for all x in the skew class containing e. Theorem 2.3 implies that (ii) holds. Table 1 . In the next section we will describe a correspondence due to Brijder and Hoogeboom [9] between certain delta-matroids and tight 3-matroids. In this case Q is constructed from the delta-matroid with ground set {a, b, c, d} and collection of feasible sets F = {{∅}, {a}, {b}, {c}, {d}, {a, b}, {c, d}, {a, b, c}, {a, b, d}, {a, c, d}, {b, c, d}}.
Notice that if case (i) of Theorem 2.4 does not hold, then
To verify that F is the collection of feasible sets of a delta-matroid, we must verify that the symmetric exchange axiom holds. Because F contains every feasible set with odd size, it follows that whenever F has even size, F e ∈ F for every e ∈ {a, b, c, d}. Due to symmetry, it remains to show that the symmetric exchange axiom holds when F 1 = {a} or F 1 = {a, b, c}. We may assume that |F 1 F 2 | ≥ 3. Thus the only remaining pairs of sets for which the symmetric exchange axiom must be verified are given by
Each of these cases is easily checked.
Both {a, b, c } and {a, b, d } are circuits of Q, so the fundamental graph of Q with respect to the basis {a, b, c, d} is connected. Consequently it follows from Theorem 2.5 that Q is connected. Now consider Q|a . Neither Q|a nor Q|a contain Q|a as a minor, because Q|a has more bases than the other two. Moreover Q|a is connected, because {b, c, d } is one of its circuits.
Note that in this example something slightly stronger holds: neither Q|a nor Q|a is isomorphic to Q|a . There are connected tight 3-matroids with three skew classes containing an element a such that Q|a is connected but for any x other than a in the skew class containing a, Q|x does not contain Q|a as minor. However in all these cases Q|x is isomorphic to Q|a whenever Q|x is connected. Consequently Q is the smallest example for which this stronger property holds.
Applications to delta-matroids and ribbon graphs
We begin by briefly describing the relationship between delta-matroids and 2-matroids from [3] . Bouchet notes in [3] that a 2-matroid is determined by its bases, proving the following. Theorem 3.1. Let U be a finite set and Ω be a partition of U into pairs. Then a non-empty collection B of transversals of Ω is the collection of bases of a 2-matroid if and only if whenever B 1 and B 2 belong to B and p is a skew pair such that p ⊆ B 1 B 2 , there is a skew pair q such that B 1 (p ∪ q) ∈ B.
{a, b, c, d}
Let D = (E, F) be a delta-matroid. Now we construct a 2-matroid Q 2 (D) as follows. The ground set is U = {e, e : e ∈ E}. The set of skew classes is Ω = {{e, e } : e ∈ E}. For a subset A of E, we define A = {e : e ∈ E}. Then Q 2 (D) has a basis F ∪ (E − F ) corresponding to each feasible set F of D. It follows from Theorem 3.1 that Q 2 (D) is indeed a 2-matroid. On the other hand suppose that Q = (U, Ω, r) is a 2-matroid, B is its collection of bases and T is a transversal of Ω. Then the section of Q by T is a delta matroid with ground set T and set of feasible sets equal to {B ∩ T : B ∈ B}. Using Theorem 3.1, one may verify that a section is indeed a delta-matroid. In [5] , Bouchet proves that Q 2 (D) is tight if and only if D is even and, conversely, that every section of Q is even if and only if Q is tight. Note that if one section of Q is even then all sections of Q are even.
It is not difficult to check that if e is an element of a delta-matroid D, then Q 2 (D/e) = Q 2 (D)|e and Q 2 (D\e) = Q 2 (D)|e . Furthermore one may also define a direct-sum for multimatroids. Let Q 1 and Q 2 be multimatroids on disjoint ground sets U 1 and U 2 , sets of skew classes Ω 1 and Ω 2 and sets of bases B 1 and B 2 respectively. Then Q 1 ⊕ Q 2 is the multimatroid with ground set U 1 ∪ U 2 , set of skew classes Ω 1 ∪ Ω 2 and set of bases {B 1 ∪ B 2 : B 1 ∈ B 1 and B 2 ∈ B 2 }. Now it is easy to see that Q fails to be connected if and only if Q = Q 1 ⊕ Q 2 for two multimatroids Q 1 and Q 2 , each of which has a non-empty ground set. It follows from this that Q 2 (D) is connected if and only if D is connected and, conversely, that every section of Q is connected if and only if Q is connected. Again, note that if one section of Q is connected, then all sections of Q are connected. Consequently all the key notions in delta-matroids and 2-matroids correspond and we may deduce the following from Theorem 2.3 and Theorem 2.4, respectively. Because every matroid is an even delta-matroid, we also immediately obtain Theorems 1.1 and 1.2 as corollaries. Furthermore, the example that Bouchet gave in [5] to show that the chain theorem for connected tight multimatroids does not hold for connected multimatroids in general is a 2-matroid. Hence this example also shows that Corollary 3.2 does not hold for connected deltamatroids in general.
Ribbon graphs provide an alternative description of cellularly embedded graphs that is more natural for the present setting. A ribbon graph G = (V (G), E(G)) is a surface with boundary, represented as the union of two sets of discs: a set V (G) of vertices and a set of edges E(G) with the following properties.
1. The vertices and edges intersect in disjoint line segments.
2. Each such line segment lies on the boundary of precisely one vertex and precisely one edge.
Every edge contains exactly two such line segments.
It is well-known that ribbon graphs are just descriptions of cellularly-embedded graphs (see for example [16] ). We say that two ribbon graphs are equivalent if they define equivalent cellularly embedded graphs, and we consider ribbon graphs up to equivalence. This means that ribbon graphs are considered up to homeomorphisms that preserve the graph structure of the ribbon graph and the cyclic order of half-edges at each of its vertices. We say that a ribbon graph non-loop non-orientable loop orientable loop G G/e G * e Table 2 : Contraction and partial dual of an edge e (highlighted in bold) in a ribbon graph.
is orientable if it is orientable when regarded as a surface with boundary. A loop in a ribbon graph is orientable if the subgraph comprising the loop and the vertex it meets is an orientable ribbon graph. Let G = (V, E) be a ribbon graph. If e is an edge of a ribbon graph G, then edge deletion is defined by G\e = (V, E − e). The definition of edge contraction G/e is a little more involved. For the purposes of this paper, we define it merely by illustrating its effect on different types of edges as shown in Table 2 . For a formal definition, see [13, 14] . It is not too difficult to show that the definitions may be extended to deleting or contracting sets of edges. If some edges in a ribbon graph are selected for deletion and some others are selected for contraction, then the same ribbon graph will be produced regardless of the order of operations. Again, for full details, see [13, 14] . If H is obtained from a ribbon graph G by a sequence of edge deletions, vertex deletions, and edge contractions, then we say that H is a minor of G.
A quasi-tree of a ribbon graph G is a subgraph (V (G), E ), where E ⊆ E(G), that has a single boundary component for every component of G. Note that each component of a quasi-tree of G, when viewed as a cellularly-embedded graph, has a single face. In [12] , Chun, Moffatt, Noble, and Rueckriemen proved the following theorem, which is a restatement of a result by Bouchet [2] . Theorem 3.4. Let G be a ribbon graph with edge set E and quasi-tree collection Q. Then (E, Q) is a delta-matroid.
If G is a ribbon graph we denote its associated delta-matroid by D(G). Any delta-matroid arising in this way is called ribbon-graphic. Deviating slightly from standard practice, we say that a vertex v of a connected graph is a cutvertex if there is a partition of the edges of the graph into two non-empty sets, so that v is the only vertex incident with edges belonging to both sets of the partition. In contrast with the standard definition of 2-connectivity, in a graph with at least two edges, any vertex incident with a loop is a cut-vertex. A graph is 2-connected if it has a single connected component and has no cut-vertex.
The point of our definition of 2-connectivity is that a graph is 2-connected if and only if its cycle matroid is connected.
From any ribbon graph G, we can derive an (abstract) graph, which we call the underlying abstract graph, with a vertex corresponding to each vertex of G and an edge corresponding to each edge of G, with incidences between edges and vertices if the corresponding vertex and edge intersect in G. A cutvertex of a connected ribbon graph G is any vertex v that is a cut-vertex of the underlying abstract graph. If v is a cut-vertex of G, with P and Q being two ribbon subgraphs that intersect in v, such that neither E(P ) nor E(Q) is empty and E(P )∪E(Q) = E(G), then we say that G = P ⊕ Q. In this case, knowledge of P and Q gives complete knowledge of the underlying abstract graph of G, but does not give complete knowledge of G. For example, suppose that E(P ) and E(Q) are loops p and q, respectively. Then G depends on the order in the order in which p and q are met when traveling around the boundary of the vertex v and whether or not they are orientable. Suppose that both p and q are orientable loops. If they are met in the order p, p, q, q when traveling around the boundary of v, then G has three boundary components, whereas if they are met in the order p, q, p, q, then G has one boundary component. In the first case, D(G) is disconnected, but in the second case it is connected. Because of this distinction, the two possible ribbon graphs have different connectivities, which we now define precisely.
Let G be a ribbon graph. We say that G is connected if it consists of a single connected component. Two cycles C 1 and C 2 in G are said to be interlaced if there is a vertex v such that V (C 1 ) ∩ V (C 2 ) = {v}, and C 1 and C 2 are met in the cyclic order C 1 C 2 C 1 C 2 when traveling around the boundary of the vertex v. We say that G is the join of P and Q, written G = P ∨ Q, if G = P ⊕ Q and no cycle in P is interlaced with a cycle in Q. In other words, G can be obtained as follows: choose an arc on a vertex of P and an arc on a vertex of Q such that neither arc intersects an edge, then identify the two arcs merging the two vertices on which they lie into a single vertex of G. The join is also known as the "one-point join," the "map amalgamation," and the "connected sum" in the literature. A ribbon graph is 2-connected exactly when it is connected and it is not the join of any pair of its subgraphs. We refer the reader to [18, 19] for a fuller discussion of separability for ribbon graphs.
The following results from [13, Proposition 5.21, Proposition 5.3, and Corollary 5.14] provide the tools we need to reformulate our delta-matroid results as ribbon graph results. We obtain the following corollaries of Theorem 2.3 and Theorem 2.4 for ribbon graphs. Corollary 3.6. Let G be a 2-connected orientable ribbon graph. If e ∈ E(G), then G\e or G/e is 2-connected.
Corollary 3.7. Let G be a 2-connected orientable ribbon graph with a 2-connected minor H. If e ∈ E(G) − E(H), then G\e or G/e is 2-connected with H as a minor.
Unfortunately it is not possible to extend Corollary 3.7 to the class of all ribbon graphs, as the following example illustrates. Let G be the ribbon graph formed by taking a planar embedding of the graph with two vertices and three parallel edges joining the two vertices, and giving a half-twist to one of the edges. Let e denote the edge with a half-twist and let a, b denote the other two edges. Then G is 2-connected with the 2-connected minor G/b\e comprising one vertex with an orientable loop attached. However G/b is not 2-connected. On the other hand G\b is 2-connected but does not contain G/b\e as a minor.
However it is possible to exploit results of Brijder and Hoogeboom to establish a different splitter theorem for all ribbon graphs. We need to define three operations on delta-matroids and ribbon graphs. Bouchet introduced the twisting operation in [1] . Let D = (E, F) be a delta-matroid and let A ⊆ E. Then D * A is the delta-matroid with ground set E and collection of feasible sets {F A : F ∈ F}. It is easy to show that D * A is indeed a delta-matroid. The analogous operation in ribbon graphs is the more complex operation of partial duality introduced by Chmutov in [11] . For the purposes of this paper it is sufficient to define this operation by illustrating in Table 2 how to form G * e for each type of edge e. If e 1 and e 2 are edges of a ribbon graph G then (G * e 1 ) * e 2 = (G * e 2 ) * e 1 , and so for A = {a 1 , . . . , a n } ⊆ E(G) we can define the partial dual of G by A, as D * A = D * a 1 * · · · * a n . For more information see [11, 14] . It is shown in [13] that these operations are compatible in the sense that if G is a ribbon graph, then D(G * A) = D(G) * A.
Following Brijder and Hoogeboom [7] , let D = (E, F) be a set system and e ∈ E. Then D+e is defined to be the set system (E, F ) where F = F {F ∪e : F ∈ F and e / ∈ F }. If e 1 , e 2 ∈ E then (D + e 1 ) + e 2 = (D + e 2 ) + e 1 , and so for A = {a 1 , . . . , a n } ⊆ E we can define the loop complementation of D by A, as D + A = D + a 1 + · · · + a n . Note that the set of delta-matroids is not closed under loop complementation. A delta-matroid is said to be vf-safe if the application of any sequence of twists and loop complementations always results in a delta-matroid. The class of vf-safe delta-matroids is known to be minor closed and strictly contains the class of ribbon-graphic delta-matroids (see [8] ). For a ribbon graph G and set of edges A, let G + A denote the ribbon graph formed by applying a half-twist to every edge in A. It is shown in [12] that loop-complementation and applying a half-twist are compatible operations, in the sense that D(G)+A = D(G+A). For a delta-matroid D (respectively ribbon graph G), we define D * A = D + A * A + A (respectively G * A = G + A * A + A).
Brijder and Hoogeboom have recently shown in [9] that there is a natural correspondence between vf-safe delta-matroids and tight 3-matroids as follows. Let E be a finite set and let E 0 = E, E 1 = {e : e ∈ E} and E 2 = {e : e ∈ E}.
Let U = E 0 ∪E 1 ∪E 2 and Ω = {{e, e , e } : e ∈ E}. There is a natural projection π mapping transversals of Ω to subsets of E. Theorem 3.8 (Brijder and Hoogeboom) . Using the notation from above, there is a one-to-one correspondence between vf-safe delta-matroids with ground set E, and tight 3-matroids with ground set U and set Ω of skew classes, given by the following map. The vf-safe delta-matroid D is mapped to the tight 3-matroid Q 3 (D) in which a transversal B is a basis of Q 3 (D) if and only if π(B ∩ E 1 ) is a feasible set of D * π(B ∩ E 2 ). The inverse map takes a tight 3-matroid Q to a vf-safe delta-matroid D(Q) in which F is feasible if and only if there is a basis B of Q such that B ⊆ E 0 ∪ E 1 and π(B ∩ E 1 ) = F .
Moreover, as shown in [9] , minor operations are preserved by this correspondence in the following sense. Let e ∈ E. Then The third equation above suggests a third minor operation in vf-safe deltamatroids and, as a consequence, ribbon-graphs. We call the operation of taking a loop complementation with respect to e followed immediately by contracting e to be the twist-contraction of e. It is not difficult to show that in both ribbon graphs and delta-matroids, the order in which a set of deletions, contractions and twist-contractions is applied does not affect the result. If D is a vf-safe deltamatroid, then we say that D is a 3-minor of D if D may be obtained from D by a sequence of deletions, contractions and twist-contractions. Similarly we say that a ribbon graph H is a 3-minor of a ribbon graph G if H may be obtained from G by a sequence of deletions of edges, deletions of vertices, contractions of edges and twist-contractions of edges.
In order to translate results from the setting of tight 3-matroids to vf-safe delta-matroids, we need one final result. Proof. It is clear from the form of the map taking a tight 3-matroid to a vfsafe delta-matroid that if Q 3 (D) is disconnected, then so is D. We now prove the converse. We claim that if X is separator of D, then it is also a separator of both D + A, D * A and D * A for any subset A of E(D). It is simple to verify this claim in the case that A comprises a single element and then the claim follows using an easy induction.
We keep the notation used above in the construction of Q 3 (D), in particular E 0 , E 1 , E 2 and π. Suppose that X is a proper separator of D. Thus D = D 1 ⊕ D 2 , where E(D 1 ) = X and E(D 2 ) = E − X. Let U denote the ground set of Q 3 (D) and Ω the partition of U into skew classes. Recall that each skew class corresponds to an element of E. Let Y denote the union of all the skew classes of Q 3 (D) corresponding to elements of X. The condition that B is a basis of Q 3 (D) is equivalent to saying that π(B ∩ E 1 ) is a feasible set of D * π(B ∩ E 2 ). This in turn is equivalent to saying that π(B ∩E 1 )∩X is a feasible set of D * π(B ∩E 2 )|X
