Abstract. Estimation of central moments is among the most significant criteria in the measurement of the extent of skewedness and kurtosis. The U −statistics which have interesting characteristics are taken into our consideration here. In this article, it has been tried to establish a connection between the U −statistics and sampling moments and also to study their limiting distributions.
Introduction
In the theory of U -statistics, we consider a functional θ, defined on a set F of distribution functions on R : θ = θ(F ), F ∈ F. The θ = θ(F ) estimated by using a sample from the random variables X 1 , X 2 , ..., X n , which are independently and identically distributed with distribution function F . Halmos (1946) proved that the functional θ admits an unbiased estimator if and only if there is a function h of k variables such that r dF, the rth central moment. Heffernan, P. M. (1997) obtained an estimator of the rth central moment of a distribution, which unbiased for all distributions for which the first r moments exits.
There is a unique symmetric unbiased estimator of µ r
where the sum extends over all (n−r)! n! permutations (i 1 , . . . , i r ) of r distinct integers chosen from 1, 2, . . . , n and
where the second summation is over i 1 , . . . , i j+1 = 1 to r with i 1 = i 2 = · · · = i j+1 and
U r (x 1 , . . . , x n ) has, among all estimators which are unbiased for all F in F , minimum variance for each F in F . This follows from theorem 3 of section 1.1 of Lee(1990) .
U r does not have a presentation of the role of sample moments on estimation of µ r , obviously.
After constructing U 3 and U 4 , our first aim is to show the relationship between the U −statistics and sampling moments. The second aim of this paper is to state limiting distribution of U 3 and
In this article, section 2 deals with limiting distribution for U -statistics. Section 3 reviews limiting distribution of U -statistics for the second central moment, variance. In sections 4 and 5 we study the forms of estimation for central moments with the third and fourth orders. Here, we also study their limiting distribution.
Limiting distribution
Consider a symmetric kernel h satisfying
We shall make use of the function h c and h k . h k = h, and for 1 ≤ c ≤ k − 1,
The following results were established by Hoeffding (1948) .
For the function h 2 (x 1 , x 2 ) associated with the kernel h = h(x 1 , . . . , x k ) (k ≥ 2), an operator A on the function space L 2 (R, F ) was defined by
That is, A takes a function g into a new function Ag. In connection with any such operator A, the associated eigenvalues λ 1 , λ 2 , . . . to be the real number λ (not necessarily distinct) corresponding to the distinct solutions g 1 , g 2 , . . . of the equation
The following theorem was established (Korolyuk and Borovshich (1994) ).
The essential difference between theorem 1 and theorem 2 in their conditions is about the value of ξ 1 . This point will tend to finding the group of distributions that they satisfy in conditions of theorem 2.
3. Limiting distribution of µ 2
, the U -statistic estimator of the variance with the kernel
where B = {β|β is one of the
 unordered subsets of 2 integers chosen without replacement from the set {1, 2, . . . , n}}.
Assuming that F is such that σ 4 < µ 4 < ∞, so that E F h 2 < ∞ and ξ 1 > 0, we obtain from
It is easy to show that ξ 2 = 1 2 (µ 4 + σ 4 ) and
Suppose that F is binomial (1, p), with p = 
where
Using the facts
4 , the proof is completed.
Is there any distribution, except B(1, 1 2 ), which satisfies in conditions of theorem 2? The answer to this question can br found by noticing this point: ξ 1 = 0 implies that
Let random variable X have two points on its support, say a and b, with probability p and 1 − p, respectively. Again, by definitions of E(X) and E(X − E(X)) 2 , the unique value of p, 1 2 , will be determined.
Limiting distribution of µ 3
For µ 3 , the symmetric kernel is
and the U -statistics obtained as following from
where B = {β|β is one of the   n 3   unordered subsets of 3 integers chosen without replacement from the set {1, 2, . . . , n}}. Instead h, we use unbiased asymmetric kernel, h * (x β1 , x β2 , x β3 ) =
2 β1 x β2 + 2x β1 x β2 x β3 , and the sum on U -statistics's formula changes to extend over all (β 1 , β 2 , β 3 ) ordered subset of 3 integers chosen without replacement from the set {1, 2, . . . , n}. The h * 3 has three parts.
Therefore, the simple form of U -statistics estimator of µ 3 is
3 , is 3th sample central moment. U 3 tends to M 3 as n −→ +∞. In this step, the value of ξ 1 is evaluated.
With condition on Theorem 1,
). Case ξ 1 = 0 implies that h 1 (X) − µ 3 = 0 with probability one. That is
Any random variable, which satisfies in above equation with probability one, the second distribution will be induced for U 3 . Especially case can be occurred when µ ′ = 0,
For having a symmetric distribution, assumed that µ 3 = 0. In this case, P (X = a) = P (X = −a) = p, P (X = b) = 1 − 2p. With restriction in (4), the value of p equals 1 6 . Again suppose that a = 1. We seek values of λ such that the equation
has solutions g in L 2 (R, F ). It is readily seen (justify) that any such g must be in form:g(x) =
Substituting this form of g in the equation and equating coefficients of
, and x 3 , we obtain the system of equations λA = 1 6 2g(y)dF (y),
Then the system of equations becomes equivalent 9λA = B + 3D,
It is easily found that A = 0, B = −3D, and λ = ± √ 6
18 . The theorem 2 thus yields, for this F,
2 ).
Limiting distribution of µ 4
The structure of mth central moment can be partition to m distinct parts.
It is easy to see that any linear combination of estimable parameters is estimable, and any product of estimable parameters is estimable. Thus, there are U -statistics for estimating all moments and all cumulants. If for any parts, µ
, determine the form of U -statistics then the U -statistics estimator for µ m will be obtained.
Again similar section 4, the unbiased estimator for µ 4 , is
The h * 4 has four parts. The U −statistics will made by summing overall (β 1 , . . . , β 4 ) ∈ B.
Therefore, the U 4 for µ 4 is
4 , is 4th sample central moment. Obviously, U 4 tends to M 4 as n −→ ∞.
For finding the limiting distribution of U 4 , we determine the form of h 2 (x, y). In short, it seems that the estimator of odd central moments for the distribution B(1, 1 2 ) will have a normal distribution and for the even central moments, they tend to a transformed of the distribution of chi-square. So, another conclusion will be: var(n(U 2 − µ 2 )) = 1 8 , var( √ n(U 3 − µ 3 )) = 1 16 , var(n(U 4 − µ 4 )) = 1 32 .
