On the type of a polynomial f, when f*(0)f−f(0)f* is a monomial  by Miller, John J.H.
Camp. & Moths. with Appls. Vol. 1. pp. 299-306. Pergamon Press. 1975. Printed inGreat Britain.
ON THE TYPE OF A POLYNOMIAL i.
WHEN f*(O)/ - f(O)/* IS A MONOMIAL
JOHN 1. H. MILLER
SchoolofMathematics.TrinityCollege, Dublin 2.Ireland
Communicatedby E. Y. Rodin
(Receh'ed February. 1975)
Abstract-A polynomial is said to be of type (P,. p~, p,) relative to a directed line in the complex plane if.
counting multiplicities, it has P, zeros to the left of, p, zeros on, and p, zeros to the right of the line. In this
paperwedetermine explicitly the types of allpolynomials belongingto a very restricted(butinfinite)family of
polynomials. A polynomial f belongs to this family if and only if its coeffic ients are such that the polynomial
f*(O)f(z)- frO) f*(z) is a monomial; here f* denotes the reflection of f in the directed line.
A special case of the present result appeared in an earlier publication.
l.
Consider the polynomial with real or complex coefficients
f ez) = a,,+ a, z +. . .+a. z"
and assume that ao¥- 0 and a" l' O. We say that f is of type T = (Pt. pz, P3) relative to a directed
line L in the complex plane if, counting multiplicities. it has P I zeros to the left of, pz zeros on,
and P3zeros to the right of L. To simplify the notation we shall assume in what follow s that L is
the imaginary axis.
We nowgive a few simple definitions. The reflection z* in the imaginary axis of any point z is
defined by
z* = - i
and that of the polynomial f by
f*(z) = f( z *),
It is easy to see that
f *(z) = a,,- alz +. .. +(- l)"a"z".
If the zeros of f are denoted by Zj, then the zeros of f * are z ~ . Clearly z, lies on the imaginary axis
iff z~ = z, The common zeros of f and f * are the zeros z, lying on the imaginary axis together
with any zero Zj of f whose reflection d is also a zero of f. If f and r have the same zeros and
the same set of multiplicities then f is said to be self-inversive. It is easy to see that a polynomial
is a commonfactor of f and f * only if it is a self-inversive polynomial. Such a commonfactor of f
and f* is called a self-inversive factor of f. The GCD of f and f* is called the maximal
self-inversive factor of f. If T =:: (p I, o-;P3) then we define T* by T* =(P3' p-, PI)' If f is of type T
it is clear that f * is of type T*. Furthermore f andr have the same maximalself-inversive factor
and in particular the same zeros on the imaginary axis.
For convenience we introduce the notation
O=:; i, j -sn.
Then it is easy to see that
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aii == 0
. {real if i +j is odd
aij IS imaginary if i +j is even.
The following notation for special types of polynomials of degree n will also be useful:
( n -I n -I)T2 == -2-,1'2
(
n - 2 n - 2)T3 == -2-,2, -2-
T == (n - 10 n+1)
4 2" 2
( n -2 n +2)t, == -2-,0, -2- .
We now state and prove an almost trivial theorem.
THEOREM 1. Consider the four polynomials
Z n + 1, zn - 1, zn + i, zn - i
for any positive integer n. Then each polynomial either is self-inversive or has no self-inversive
factor; its only possible zeros on the imaginary axis are either i or -i. Furthermore the type of
each polynomial is one of T I , T2 , T" T4 and n, dependingonly on the value of n (mod4). The
precise results are summarized in the following table (we note that we have used the abbreviation
s. i. for self-inversive):
n·O (mod 4) n • 1 (mod 4) n • 2 (mod 4) n • 3 (mod 4)
T1 T' T3 T44
zn + 1 e s L, no s.i. s.i. no e , r,
no imaqlnary factor i and -1 factor
zeros are zeros
T3 T4 T1 T'4
z
n
-
1 s.!. no a.l. s.1. no s.l.
1 and -1 factor no imaginary factor
are zeros zeros
T1 T2 T1 T2
z
n
+ 1 no s.1. s.i. no s.l. a.l.
factor -1 1s factor 1 1.
a zero a zero
T1 T2 T1 T2
•
n
-
1 no s.i. s.l . no s.l. s.l.
factor 1 1. factor -1 is
a zero a zero
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Proof. To determine the self-inversive factors we observe that if 1denotes anyone of the four
polynomials
Z n + I, zn - I, zn + i, zn - i
then the polynomials 1*(0) I(z) - I(O)/*(z) are, respectively,
(1+(-lr l)zn, -(1 + (-I)"+')zn, -i(1+(-lnz n, i(l+(-Inz n.
Sincethe latter polynomials either vanish identically or have all their zeros at the origin, it is not
hard to see that 1and1* either have the samezeros or have no zeros in common. In other words1
is either self-inversive or has no self-inversive factor.
That i and -i are the only possible zeros on the imaginary axis is obvious. The remaining
details of the proof are omitted; they are given in part in the proof of Theorem I in [I].
We now state our first main result.
THEOREM 2. Consider the polynomial
I(z) = ao+ alz +... +a.z"
with ao i 0 and an i O. Suppose, for some k satisfying 1::; k ::; n, that aOk i 0 and aOi =0 for all
j = 1,... , n with j i k. Then1 has no self-inversive factor. Furthermore the type of 1 is one of
Ts, T., Tt, T, and Tt, depending only on the values of k (mod 4) and n - k (mod 4) and on the
signs of aOk and aoanIaOk. The precise results are summarized in the following table:
k n - k
'ok aoan/aOk Type of f
even T1
> 0 T'
1 (mod 4) 4
even < 0 T4
> 0 T4
3 (mod 4)
< 0 T'4
> 0 T'4
even
< 0 T4
Opposite slqns T
1
1 (mod 4) > 0 > 0 T'5
1 (1lIOd 4) < 0 < 0 TS
Sam. !!Iiqns T1
3 (mod 4) > 0 < 0 T'5
< 0 > 0 TS
> 0 T4
even
< 0 T'4
Sam. signs T1
1 (moo 4) > 0 < 0 TS
3 (1lIOd 4) < 0 > 0 T'5
Opposite siqns T1
3 (mod 4) > 0 > 0 TS
< 0 < 0 T'5
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The theorem will be established by means of several lemmas, which we prove under the
hypotheses of the theorem. We begin with a lemma that proves the first part of the theorem.
LEMMA I f has no self-inversive factor.
Proof. We note that
Since aOk f. 0, the only possible common zero of f and f* is the origin. But this is not a zero of i.
and hence the lemma is proved.
We now introduce the polynomial
h(z; A) = iiof(z) - Aaof*(z)
where we restrict the parameter A to the range °~ A ~ I. The following lemma reduces our
problem to that of finding the type of h (z; A) for any A sufficiently close to 1.
LEMMA 2. For each value of the parameter A in the range °~ A < 1 the degree, the maximal
self-inversive factor and the type of the polynomial h are the same as those of f. Furthermore, in
the limit, as A approaches 1 from below, k zeros of h collapse to the origin and n - k become
infinite.
Proof.The coefficient of z" in h is aoan +(-1)" + I Aaoiin which is non-zero whenever II. If. 1.
We observe now that
h*(z; A) = - Aiiof(z) +aof*(z)
and hence, if a is a common zero of f and f*, it is also a common zero of hand h*. Conversely,
suppose that a is a common zero of hand h *. Then
aof(a) - Aaof*(a) = o}
-Aaof(a)+aof*(a) = 0 .
The determinant of the coefficient matrix of this system of equations is laoI2(l - A2), which is
non-zero whenever II. If. I, and so the only solution is the trivial one
f(a) = 0, f*(a) =0.
But this shows that a is also a common zero of f and f*. We have thus established that a is a
common zero of f and f* iff a is a common zero of hand h* for all A such that II. If. 1. In other
words h has the same maximal self-inversive factor as f for all A such that II. If. 1.
Now Lemma 1 shows that f has no self-inversive factor. The same is therefore true of h for
all A such that II. If. I. In particular then h has no zeros on the imaginary axis for all A such that
II. If. 1. Hence the type of h is the same for all A in the range °~ A < I and we remark that
h (z; 0) = iiof(z).
Finally, since h(z; 1) = aOkz k, k zeros of h collapse to the origin as A approaches I from
below. Moreover the zeros of h that become infinite correspond to the zeros of
k(z; A) = z"h (l/z; A) that collapse to the origin. But k(z; I) = aOkz"-\ and so n - k zeros of h
become infinite as A approaches I from below. This completes the proof of the lemma.
By Lemmas 1 and 2 we know that each zero of h approaches either the origin or infinity as A
approaches 1 from below. In addition they show that none of the zeros approach these limit
points along the imaginary axis. We can therefore determine the type of h, for all A sufficiently
close to 1, by determining how many zeros of h approach either the origin or infinity from, say,
the left of the imaginary axis, as A tends to I from below.
To do this we put A = 1- E with arbitrarily small E > 0. We then observe that
where
and
where
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hl(z; E) = Elaol2 + aOkz k
h2(z; E) = WO(-a 1z +... +(-I)"anz n)
k(z; 1- E) = aOkz n-k+(-I)"wo(an - an-Iz +... +(-I)"aoz n)
= kl(z; E)+k2(z; E)
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The next two lemmas show that we need to determine only the types of h, and k-, for all
sufficiently small E > 0, in order to find out how many zeros of h approach, respectively, the
origin and infinity from the left of the imaginary axis, as A tends to I from below.
LEMMA 3. Let k satisfy I ~ k ~ n. Then, for all non-zero E, the polynomial h1(z; E) has no
self-inversive factor. Furthermore, as E tends to zero from above, the number of zeros of h(z;
I - E) that collapse to the origin from the left (right) of the imaginary axis is the same as the
number of zeros of hl(z; E) that are to the left (right) of the imaginary axis for all sufficiently
small E > O.
Proof. We note first that
and hence h, and h f have no common zeros, in other words n, has no self-inversive factor. In
particular h, has no zeros on the imaginary axis, and clearly all of its zeros are O(E 11k).
For any fixed p, satisfying 0 < p < 1/k, let C(O; E P ) be the circle of radius E P centred at the
origin and let S+(O; E P ) denote the semicircle formed by a segment of the imaginary axis and that
part of C(O; E P ) lying to the right of the imaginary axis. Since all the zeros of h, lie within C(O;
E P ) , for all sufficiently small E > 0, and noneare on the imaginary axis, it follows that all the zeros
of h, to the right of the imaginary axis lie within S+(O; E P ) , for all sufficiently small E > O.
Now suppose that ZES+(O; EP ) , then either z = EP e" or z = iy where Iyl ~ EP • In both cases
[z I~ E P and hence, for all sufficiently small E > 0 and some constant Cl, we have
Also, if z = E P e" and for all sufficiently small E > 0, we have
Moreover, if z = iy where Iy I~ E P , and for all sufficiently small E > 0, we have
since Re(ikaOk) = O. But kp < I and so, for any ZES+(O; E P ) , we have
for some constant C2 and all sufficiently small E > O. Combining the bounds on h, and h2 we
conclude that, for any ZES+(O; E P ) , we have
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for some constant C and all sufficiently small E > O. Applying Rouche's theorem to S+(O; E P ) we
see therefore that, for all sufficiently small E > 0, the polynomials hl(z; E) and h(z; I - E) = h,(z;
E) +hz(z; E) have the same number of zeros within the semicircle S+(O; EP ) .
Byan argument exactlyanalogous to the above wecan alsoshowthat, for all sufficiently small
E > 0, the polynomials h,(z; E) and h(z; 1- E) have the same number of zeros within the
semicircle S-(O; E P ) , where S-(O; E P ) is the semicircle formed by a segment of the imaginary axis
and that part of C(O; E P ) lying to the left of the imaginary axis. Since the numberof zeros of h(z;
1- E) that collapse to the origin as E tends to zero from above is equal to the degree of ht(z; E),
the proof of the lemma is complete.
If k = n then all n zeros of h(z; 1- E) collapse to the origin as E tends to zero from above and
Lemma 3 suffices. On the other hand if 1:s k :s n - 1 then n - k zeros of h(z; 1- E) approach
infinity as E tends to zero from above, and we must therefore study the n - k zeros of k (z; 1- E)
that collapse to the origin as E tends to zero from above. We remark at once that this case arises
only if k < n, which implies, by the hypotheses of the theorem, that aOn = 0 or equivalently that
iioan = (-l}"aoiin. Then k, may be written in the slightly simpler form
LEMMA 4. Let k satisfy 1:s k :s n - 1. Then, for all non-zero E, the polynomial kJ(z; E) has no
self-inversive factor. Furthermore, as E tends to zero from above, the number of zeros of h (z;
1- E) that approach infinity from the left (right) of the imaginary axis is the same as the number
of zeros of k 1(z ; E) that are to the left (right) of the imaginary axisfor all sufficiently small E > O.
Proof. As E tends to zero from above, the number of zeros of h(z; 1- E) that approach
infinity from the left (right) of the imaginary axis is the sameas the number of zeros of k (z; 1- E)
that collapse to the origin from the left (right) of the imaginary axis. The proof of the lemma
therefore follows closely that of the previous lemma.
We remark first that
where we have used the fact that aOn = O. Hence k, has no self-inversive factor. In particular k,
has no zeros on the imaginary axis, and clearly all of its zeros are O(E J/(n-k»).
Let q be any fixed numbersatisfying 0 < q < l!(n - k). Then all the zeros of k, lie within C(0;
Eq) for all sufficiently small E > 0, and noneare on the imaginary axis.Hence all the zeros of k I to
the right of the imaginary axis lie within 5+(0; E q), for all sufficiently small E > O.
Now suppose that ZE5+(0; E "). Then, for all sufficiently small E > 0 and someconstant CI, we
have
Also, if z = E q e" and for all sufficiently small E > 0, we have
Ik ( )1 (n-klq(1 I 1- I 1--(n-k 1q) II I (n-k)qt z; E ~ E aOk - aoan E ~ " aOk E .
Moreover, if z = iy where IyI :S E q, and for all sufficiently small E > 0, we have
since Re(in-kaOk!iioan) = O. But kq < 1 and so, for any ZES+(O; E") we have
for some constant Cz and all sufficiently small E > O. Combining the bounds on k, and kz we
conclude that, for any ZES+(O; E"), we have
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for some constant C and all sufficiently small e > O. The remainder of the proof is the same as
that of the previous lemma, and so we omit the details.
In the next two lemmas we find the types of the polynomials h I(Z; E) and k I(Z; E) for all
positive E.
LEMMA 5. Let k satisfy I ~ k ~ n.Then, for all positive E, the polynomial hl(z; E) is of type
( k - I 0 k+l)2 ' , 2
if k is even
if {either k = I(mod 4)and aOk > 0
or k = 3(mod4)and aUk < 0
if {either k = I(mod4) and aOk < 0
or k = 3(mod4)and aOk > O.
Proof. The monic polynomial corresponding to hl(z; E) is Zk +ElaoI2/aUk' Since aOk is real
(imaginary) if k is odd (even), the results of this lemma are an immediate consequence of
Theorem I.
LEMMA 6. Let k satisfy I ~ k ~ n - I. Then, for all positive E, the polynomialkl(z; E) is of type
(n ~ k, 0, n~ k)
(
n - k +I n - k -I)
2 ,0, 2
( n - k - I n-k+l)2 ,0, 2
if n - k is even
if {either n - k = I(mod4)and ~oan /aOk > 0
or n - k = 3(mod4)and aoan/aUk < 0
if {either n - k = I(mod4)and ~oan /aOk < 0
or n - k = 3(mod4)and aoan/aOk > O.
Proof. The monic polynomialcorresponding to k1(z ; E) is Zn -i. + Eiioan/aOk. Since iiuan/aOk is
real (imaginary) if n - k is odd (even), the results of this lemmaare an immediateconsequence of
Theorem I.
Combining the results of Lemmas 5 and 6 now completes the proof of Theorem 2. This
follows because we then know, by Lemmas 3 and 4, as E tends to zero from above, how many of
the k zeros of h(z; 1- E) that collapse to the origin and how many of the n - k zeros of h(z;
I - E) that approach infinity do so from the left and do so from the right of the imaginaryaxis. But
this, by Lemma 2, suffices to determine the type of f.
Remark. Theorem 2 includes the main result of [I] as the special case k = n.
We now state and prove the second main result.
THEOREM 3. Consider the polynomial
[(z) = ao+alz +---+a.z"
with ao#- 0 and an #- O. Suppose, for some k satisfying 1~ k ~ n, that an,n-k #- 0 and an,n-j = 0 for
all j = I, ... , n with j #- k. Then [ has no self-inversivefactor. Furthermore, the type of [ is one of
TJ, T., n, T, and n, depending only on the values of k(mod 4) and n - k(mod 4) and on the
signs of an.n-k and iinao/an.n-ko The precise results are summarized in the table given in Theorem 2
provided that in the table aOk and iiOan/aOk are replaced by an,n-k and iinao/an.n-k respectively.
Proof. Consider the polynomial
g(z) = bo+o.z+... +bnzn
where b, = an-j for j = 0, ... , n. Then g(z) = znfO/z) and the zeros of g are the reciprocals of
those of f. Hence f and g are of the same type relative to the imaginary axis.
Defining bii in the obvious way by
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it is easy to verify that
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We see therefore that the conditions an.n -k f- 0 and an.n - j = 0 for all j = 1,... , n with j f- k are
equivalentto the conditions bOk f- 0 and bOj = 0 for all j = 1, . .. , n with j f- k. Applying Theorem 2
to the polynomial g(z) completes the proof of the theorem.
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