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Abstract
Using multiconformation continuum electrostatics model for pKa and
proton transfer pathway calculations in protein
by
Xuyu Zhu
Adviser: Professor Marilyn Gunner
Residue protonation state changes and proton transfer reactions in protein are basic
and ubiquitous reactions in biological chemistry. The Multiconformation Continuum
Electrostatics (MCCE) program is applied here to calculate the pKa of residues in the
specially engineered protein staphylococcal nuclease (SNase) and further modified to
investigate the unidirectional proton transfer mechanism in the proton pump protein
bacteriorhodopsin. The pKas are obtained by Monte Carlo sampling of coupled side
chain protonations and positions as a function of pH in MCCE. The pKas of 96 acids
and bases introduced into buried sites in the SNase protein were calculated and the
results compared with experimental values. It‘s found that the pKas of the introduced
residues have a clear dependence on the protein dielectric constant ✏ in the continuum
electrostatics analysis, while native ionizable residues do not. The native residues
have electrostatic interactions with other residues in the protein favoring ionization,
which are larger than the desolvation penalty favoring the neutral state, while the
v
introduced residues have a larger desolvation penalty and negligible interactions with
residues in the protein. For these residues changing protein dielectric constant ✏ has a
large influence on the calculated pKa. An ✏ of 8-10 and a Lennard-Jones scaling of .25
is best here. A hydrogen-bonded network of residues and water in protein can be also
obtained with Monte Carlo sampling of coupled side chain protonations and positions
at a fixed pH. The proton transfer pathways can then be analyzed from the hydrogen-
bonded network and the free energy barriers of the pathways can be further estimated.
Bacteriorhodopsin has three key sites that bind and release protons: D96 near the
cytoplasmic side, the central (D85, D212 and the Schi↵ Base) and exit (E194 and
E204) clusters. Its proton transfer networks have been analyzed in crystal structures
of bacteriorhodopsin trapped in the ground and M states. Internal pathways between
D85 and the exit cluster are seen in the bR but not M state structures. In contrast, in
the M state but not the bR structures the exit cluster is connected to the extracellular
side. The free energy is found for the non-equilibrium protonation states for single
element hops between D85 and the exit cluster. The proton transfer from R82 to a
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Chapter 1 
Introduction to pKa calculation and proton transfer in 
protein 
Protonation reactions represent one of the simplest chemistries, involving only transfer of 
protons. Acid/base reactions play important roles in biology. The change in protonation state of 
protein residues is an important source of the pH dependence of protein stability [1] and essential 
for protein function.  Protonable groups can change their charges by protonation or 
deprotonation, those within proteins can modify electrostatic fields at protein active sites [2], and 
those on proteins surfaces are essential for protein-protein [3, 4] and protein-lipid [5] 
recognition. Residues changing protonation states also provide proton conduction pathways [6, 
7]. NMR [8, 9] and FTIR [10-13] are the experimental techniques most often used to measure 
residue pKas and protonation state changes. A number of computational methods [1, 14-19] are 
devoted to understand the free energy of protonation of residues, cofactors and substrates. 
Different computational methods have their own strengths and weaknesses. Computer 
simulations using these methods could provide detailed and quantitative analysis, which 
improves our understanding of how the protein works. Trusted calculations can further explore 
various possibilities in silico which are difficult to do in experiment.  
Among all these methods, Molecular dynamics (MD) techniques [20] and quantum 
mechanical-molecular mechanics (QM/MM) [21-26] methods are widely used now and still very 
actively evolving. With more and more computer power these computer simulations become a 
greater aid to research. While MD and QM/MM are very well known approaches, a Monte Carlo 
simulation (MC) approach is used here. The MC approach is usually fast and has its unique 
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advantage, especially when only the thermodynamics of a process needs to be considered 
without much concern for the dynamics. The program MCCE (Multiconformation Continuum 
Electrostatics) [27] using the continuum electrostatics model [1, 16, 28-31] and the MC 
technique with extensive conformation sampling was developed for the pKa and Em calculation 
of residues or cofactors in protein. In this thesis, a benchmark work on the program revealing the 
relation between the pKa of residue in protein and the dielectric constant used for protein in 
calculation is shown.  In addition, proton transfers in protein usually involves a series of 
protonation state changes of ionizable residues and waters.  A general approach to study the 
proton transfer pathways in protein is proposed based on the MCCE program by identifying 
hydrogen bonded pathways and evaluating their energy using continuum electrostatics energies. 
 
1.1 pKa of residue in protein 
For a genetic acid AH, pKa is defined as the negative logarithm with base 10 of the acid 
dissociation constant Ka.  
!"! ⇌ !! + !!! 
!!! = !−!"#!"!! = !−!"#!" !
! [!!]
[!"]                 (1.1) 
 
It is also the number that denotes the pH at which half the molecules of acid exist in 
protonated form and half exist in deprotonated form.  !"! !" = ! !! : 
!!! = !−!"#!" !
! !!
!" = −!"#!" !
! = !!"          (1.2) 
 
It is the quantity used to indicate the strength to lose or gain a proton of an ionizable 
residue. The pKa of a residue in vacuum can be calculated using a quantum mechanical analysis 
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[21, 32, 33]. The pKa in solution would differ from the one in vacuum, due to the additional 
interaction between the solute and solution. The pKa of residues within protein would further 
differ from the one in solution, due to the interaction with the other portion of the protein and the 
change of interaction with the solution.  
A thermodynamic box could be used to calculate the pKa of residue in protein based on 
the one in solution, which can be measured [34] as long as the protonated and deprotonated 
forms are stable in solution. 
For the acid AH releasing a proton in vacuum (Gas phase), the reaction free energy is 
∆!!"# = !!!"#!
! + !!!"#!
! − !!!"#!" = !∆!!"#° + !"#$ !
! [!!]
[!"]            (1.3) 
 
At the equilibrium, ∆!!"# = 0. 
!!!!!!!!!!!!!!!!!!0 = ∆!!"#° + !"#$
!! [!!]
[!"] = ∆!!"#
° + !"#$!!,!"# = ∆!!"#° + 2.303!"!"#!"!!,!"#
= !∆!!"#° − 2.303!"!!!!,!"# 
 
∆!!"#° = 2.303!"!!!!,!"#              (1.4) 
Where !!,!"# is the equilibrium constant, and !!!,!"# is the pKa in vacuum. 
 
While in the solvent (Aqueous solution), a solute gets favorable electrostatic interactions 
with the polar solvent such as water ∆!!"#→!!" (reaction filed energy ∆!!"#).  So the reaction 
free energy in solvent is 
              ∆!!"# = !!!"#!
! + !!!"#!
! − !!!"#!" !
!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!!= !∆!!"#° + !!!"#$ !
! !!
!" = !2.303!"!!!!,!"# + !!"#$
!! !!
!" !   (1.5) 
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 When the reaction happens in protein, take the whole protein as the system. Using the 
reaction in solvent as the reference state, from the thermodynamic box [35], the reaction free 
energy in protein is 
∆!!"#! = ∆!!"#$ !!→! + ∆!!"#$ !→!! =
∆!!"# + ∆!!"#,!"#→!"#$! + ∆!!"#$ !! − ! ∆!!"#,!"#→!"#$! + ∆!!"#$ !! + ∆!!"#$ !→!! =
!∆!!"# + ∆!!"#,!"#→!"#$! − ∆!!"#,!"#→!"#$! + ∆!!"#$ !! − ∆!!"#$ !! + ∆!!"#$ !→!! =
!∆!!"# + !∆∆!!"# + !!∆!!"#$ !!→! + ∆!!"#$ !→!!  = ∆!!"# + !∆∆!!"#$%&'          (1.6) 
Here       ∆∆!!"#$%&' = !∆∆!!"# + ∆!!"#$(!)!→! + ∆!!"#$(!→!)!  
 
∆∆!!"#$%&' accounts for the free energy difference between the reactant and products in the loss 
of reaction field energies moving from solvent to protein (∆∆!!"#)!and the interaction with the 
protein ∆!!"#$(!)!→! , as well as the free energy needed for the protein to change its configuration 
from equilibrated with the reaction to the one equilibrated with the products ∆!!"#$(!→!)! .  
The pKa of a residue in protein is perturbed due to this ∆∆!!"#$%&' free energy term when, 
compared with the residue in a reference solvent. In order to use the pKa of a residue in solvent 
as a reference value to calculate the one in protein, those free energy terms need to be taken care 
of properly. 
 
1.2 MCCE (Multiconformation Continuum Electrostatics) 
MCCE [27] is a program for pKa calculation implementing the method described above, 
providing an extensive conformational sampling of side chains of residues with a rigid backbone. 
Each conformation of side chain of residue with a specific protonation state is a conformer. A 
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residue could have several pre-generated conformers (ranging 1~1000), using the crystal 
conformer or by rotating around each rotatable bond every 60°. These pre-generated conformers 
are then pruned and further optimized. 
 
 
Figure 1.1 Generation of multiple conformers of a Glutamic acid in MCCE. The side chain of Glutamic acid is 
rotated around each rotatable bond (CA-CB, CB-CG, CG-CD) every 120° (default 60°). Hydrogen atoms will then 




Choosing one conformer for each residue in the protein yields a microstate of the protein. 
All the microstates are subject to Monte Carlo sampling yielding a canonical ensemble of protein 
configuration. The fractional occupancies of the protonated and deprotonated forms of each 
residue can be obtained from the ensemble at a fixed pH titration point. These occupancies could 
vary with the pH values. A series of MC samplings is done at various pH values (usually pH 
0~14). The Henderson-Hasselbalch equation [36] then is used to fit the occupancies of the 
protonated and deprotonated forms of each residue in the pH range in the calculation to get the 
pKa of residue in protein. The pKa of a residue is the pH at which the free energies of the protein 
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with it being protonated or deprotonated are the same, hence the occupancies of the protonated 
and deprotonated form of the residue in MC sampling are the same. 
 
In metropolis sampling of the MC simulation, the energy of the whole protein is used for 
each microstate. The total energy for one microstate (∆Gx) is [35]:   
       (1.7) 
M is the total number of conformers.  is 1 if conformer i is present in the microstate or 0 
otherwise. The term in brackets on the first line gives the energy of ionizing this type of residue 
in solution at a given pH. mi is 1 for bases, -1 for acids, and 0 for neutral conformers.  is 0.59 
kcal/mol (0.43 ∆pK units) at 25°C, the default temperature. The pKa,sol,i is the reference solution 
pKa for residue i. The second line describes the conformer self-energies, which are independent 
of the other conformers in the microstate. The third line gives the electrostatic (CE) and Lennard-
Jones (LJ) pair wise interactions, which depend on the conformers selected in the microstate [27, 
37-40]. The non-electrostatic (LJ) interactions and torsion energies are calculated with standard 
AMBER parameters [41]. An implicit LJ interaction with the solvent is given as 0.06 
Kcal/mol/Å2 for each Å2 of accessible surface (SAS) for each conformer [27, 42]. 
A microstate in the MC sampling here could serve just like a snapshot in MD 
simulations. The canonical ensemble formed by all the microstates in MC sampling could be 
used to calculate some other thermodynamic properties like the fraction of hydrogen bonding 
between every two residues in protein and the free energy of protein with a specific protonation 
state, as well as for pKa calculation. 
€ 
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1.3 Proton transfer in protein 
Building a transmembrane electrochemical proton gradient is a key form of stored energy 
used by organisms [43-46]. Some transmembrane proteins can generate this proton gradient 
using the energy stored in low potential reduced substrates [47-49] or light [50]. The established 
proton gradient then is used by other membrane proteins to do work, such as ATPase [51] and 
flagellar motors [52], by the downhill movement of protons. It also plays a role in active 
transport of metabolites. In protein, proton transfer reactions occur along ionizable and polar 
residues and waters. The hydrogen-bonded networks serve as proton transfer pathways. 
Proton transfer can occur by an acid base reaction or the Grotthuss mechanism. The 
former is mainly determined by the pKas of acid and base and happens in a short distance, 
usually within the hydrogen bond range. And the latter is often used to explain the high mobility 
of proton in water. In the Grotthuss mechanism an “excess” proton can diffuse through the 
hydrogen-boned network of water through the formation or cleavage of covalent bonds. As the 
covalent bonds between water and proton can form and cleave almost simultaneously along a 
water chain, the diffusion rate of proton is much higher than that of other cations, which is 
simply due to random thermal motion, such as the Brownian motion. 
Although the mechanism was first proposed by Theodor Grotthuss in 1806, the details of 
the hopping and transport mechanism is still debated [53, 54]. In protein, the protonatable amino 
acids can also form a hydrogen-bonded network together with water, and a proton can be 
conducted along a chain of hydrogen-bonded groups in the network using a Grotthuss-Like 
mechanism between adjacent groups. 
A method to obtain the hydrogen-bonded network of residues and water in protein and 
estimate the energy barrier of proton transfer along a pathway in the network is proposed here, 
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utilizing the MCCE program, which can take both the conformation and protonation state 
degrees of freedom into account and calculate the free energy of protein with a fixed protonation 
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Chapter 2 
MCCE analysis of the pKas of introduced buried 
acids and bases in staphylococcal nuclease 
 
2.1 Introduction 
The acidic and basic residues Asp, Glu, Arg and Lys make up approximately 25% of 
amino acids in an average protein [55].  These residues affect the protein fold and stability, the 
solubility in the aqueous or membrane compartments and the association with other proteins. 
These residues, with the addition of His make up a large fraction of protein active sites [56]. The 
energy of acid/base ionization thus helps define the free energy landscape that determines protein 
structure and function. The pKa is the measurable quantity that encapsulates the free energy of 
residue protonation at a given pH [1, 17, 18]. In water at pH 7, isolated Asp, Glu, Arg and Lys 
side chains would be ionized.  However, the protein environment modifies the pH dependence of 
residue protonation mostly by electrostatic interactions, yielding shifted in situ pKas [29, 57]. 
The goal of pKa calculations is to achieve a quantitative match to real world values. This 
remains a difficult task for a number of reasons. While a pKa shift of one pH unit can have a 
significant effect on a biological reaction, this changes the protonation energy by less than 1.4 
kcal/mol and the simulation errors can be of that order. Side chain ionization can trigger 
conformational changes, so a pKa calculation must consider the total energy of the protein 
structure [58]. Also, despite the importance of protonation reactions there are only a small 
number of good benchmark values to be used for analysis [59-62]. Many of the directly 
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measured pKas are for residues that are on the protein surface and are little changed from their 
values in solution.  
A dataset of 100 mutants of staphylococcal nuclease (SNase) has been constructed and 
analyzed in the laboratory of Bertrand Garcia-Moreno at Johns Hopkins (Table A.2) [63-66]. 
These represent a unique dataset of protonatable residues designed to be buried in the protein 
interior. The pKas were measured in one laboratory and thus are more comparable. Also, 
analyzing many sites in a single protein permits an integrated approach to the analysis, although 
the transferability of the conclusions must then be independently established. 
The early work of Kassner [67], Warshel [57], Honig [68, 69], and Warwicker [70] 
recognized that it is the electrostatic interactions that primarily modify the free energy of 
protonation and redox reactions in proteins. However, the simple Coulomb's Law and Debye-
Huckle equations cannot account for the important difference in the electrostatic properties of 
water and protein.  Rather, the classical, continuum electrostatics formalism encapsulated in the 
Born and the Poisson-Boltzmann equations began to be used for analysis, allowing different 
dielectric constants to be defined in different regions of the simulation.  
A continuum electrostatics (CE) treatment of a residue pKa in a protein starts with the 
intrinsic proton affinity, as provided by the pKa of the residue in solution (pKa,sol).  Then in the 
protein the group will loose some solvation (also known as the reaction field, Born or self) 
energy that stabilizes an ionized group in water.  This always favors the residue's neutral form.  
However, the protein can compensate for this loss of the solvation energy through interactions 
with specific backbone and side chains dipoles and charges [35, 71, 72].  In a system with many 
ionizable sites all charge states are interdependent.  Thus, there are 2n possible protonation 
microstates with n protonatable residues [73]. Monte Carlo sampling is generally used to 
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determine the Boltzmann distribution of microstates as a function of pH [29, 30, 74]. In CE 
calculations the energy of electronic and atomic reorganization is treated by the dielectric 
constant.   An analysis method considering only these terms would provide exact values for the 
free energy change due to a protonation reaction if the changes in the protein structure were 
small and uniform so they could be described by a homogeneous protein dielectric constant.  
The dielectric constant is a clearly defined measurable macroscopic quantity [75]. 
However, it is far less clear what this parameter means when used in an environment that has a 
heterogeneous electronic polarizability and conformational flexibility [76, 77]. Continuum 
electrostatics derived treatments model the electrostatic component of the solvation energy and 
the screening of the pair-wise interactions by water with a continuum, implicit solvent with a 
dielectric constant of 80 rather than requiring a full, all atom water simulation.  Thus, despite 
concerns about its meaning implicit solvents are used routinely.  In Molecular Dynamics 
simulations, the Generalized Born technique generates an implicit solvent [78-80]. In Density 
Functional simulations of quantum mechanical properties, molecules are also embedded in a 
continuum solvent [81, 82].  
The work of changing equilibrium electronic and atomic positions modifies the total 
energy. When calculating the free energy of protonation or redox reactions, the dielectric 
constant assigned to the protein should account for real rearrangement of the protein and solvent 
induced by different charge distribution in reactant and product [17, 35]. In the CE framework 
this work results in the screening of pair-wise interactions and the increase in the implicit, Born 
solvation energy.  The electronic polarizability gives a dielectric constant for ≈2 for organic 
liquids.  A value of 4 has been measured for dry proteins or simulated for peptides in regular 
secondary structures [83]. Molecular Dynamics Simulations show a core with a fairly low value 
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of the dielectric constant, with a much higher the value at the surface due to the external water 
and to the flexibility of exposed charged and polar residues [84-86]. However, the dielectric 
constant is also a fudge factor, representing a free parameter in benchmark pKa calculations. 
The initial exploration of dielectric constants focused on the analysis of protonation 
changes in a single protein configuration.  This assigns all conformational flexibility to the 
dielectric continuum [29, 30, 74]. Antosiewicz and Gilson [87] showed clearly that with a fully 
rigid protein it is difficult to get reasonable values for benchmark pKas with  a protein dielectric 
constant (eprot) smaller than 20. As many measured pKas of amino acids used in benchmark 
calculations are close to pKa,sol the use of a large eprot  diminishes the desolvation penalty and the 
pair-wise interactions. This moves the calculated value closer to that obtained with the Null 
hypothesis, where pKas are assumed to be the same as for amino acids in water. In considering 
the best way to incorporate eprot a variety of simulations were carried out using heterogeneous 
dielectric constants in a rigid protein [88]. It has been proposed that different values of eprot 
should be used for calculation of the solvation energy and for the pair-wise interactions [89, 90].  
At the same time models with a uniform eprot , but explicit motions were explored. These 
included carrying out Molecular Dynamics simulations in an assigned protonation state, then 
averaging the pKas obtained within a standard single conformer continuum dielectric analysis of 
individual structures along the trajectory [91, 92]. However, averaging pKas from different MD 
derived structures ignores the energy difference between the different structures, which also 
contributes to the change in protonation free energy. 
 Methods that allow full coupling of side chain conformational and protonation degrees of 
freedom have been developed.  Initially only hydroxyl protons, His tautomers and Gln and Asn 
rotation, all essentially isosteric changes, were allowed [93-95]. More complete sampling of side 
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chain rotamers has been added in Multiconformation Continuum Electrostatics (MCCE) [27, 37, 
39]. These methods properly treat the energy required to change conformation when the residues 
titrate as protonation and positions are sampled in a single calculation. However, with additional 
side chain positions being considered, it becomes increasingly important that the non-
electrostatic and electrostatic energy terms are properly balanced so that the energies of all 
protonation and configuration states can be calculated accurately.   
The study presented here uses a model of SNase with a rigid backbone but side chain 
flexibility to evaluate the free energy of ionization of charges introduced into the interior of this 
small protein.  Different models of flexibility are compared. Averaged, implicit motion is added 
via the dielectric constant while explicit motions are added with greater side chain rotamer 
sampling. The Lennard-Jones (LJ) forces limit possible side chain positions. Scaling the LJ 
parameter thus can also increase the freedom of motion. The optimal eprot and LJ interactions are 
compared in structures where mutations are added in silico or where the crystal structure of the 
mutated protein is available. This provides insight into the role of the eprot in truly representing 
the protein response to charge compared with its role in reducing errors by reducing the strength 
of interactions some of which are likely to be in error.  The comparison of the calculations of 
native and introduced residues shows how proteins may have evolved to stabilize buried charges.   
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2.2 Methods 
2.2.1 Structures used 
Multiconformation Continuum Electrostatics (MCCE) [27] is used to calculate the pKas 
of all residues in staphylococcal nuclease (SNase). In MCCE a rotamer defines all non-hydrogen 
atomic positions available for a side chain, while a conformer is the complete side chain, with 
assigned proton positions and protonation state. MCCE uses a Continuum Electrostatics (CE) 
and Molecular Mechanics (MM) force field to develop the Boltzmann distribution of available 
side chain conformers as a function of pH. The pKa is determined from the pH dependence of 
residue protonation in the full analysis. All side chains can be allowed to move on a rigid 
backbone and all protonatable residues can be ionized or neutral. The dielectric response is 
composed of the implicit, continuum solvent with a high dielectric constant of 80, a defined 
protein dielectric constant (eprot) and the explicit side chain rearrangements.  Unified sampling of 
conformational and protonation changes correctly treats the coupling between these degrees of 
freedom in determining the total energy of the protein in each protonation state. 
 A hyperstable variant of SNase was used as the parent protein for the introduced 
mutations [63-66]. The crystal structure 3BDC [96] is used here. While the protein is 149 
residues long, the first 6 and last 8 residues are not present in the structure file and were not 
replaced. Thus, there are no chain termini considered in the pKa calculation. A separate structure 
is prepared for each mutant from 3BDC with the MCCE side chain rebuilding subroutine. The 
mutant built on the Gly at position 20 was not analyzed. When the initial calculations were 
carried out, MCCE required a CB to grow the new residue when making a mutation. Four 
structures were made for each mutation. These start with or without Gromacs [97] relaxation of 
the mutated protein and use either QUICK or FULL levels of MCCE conformer making as 
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described below. Thus, there are 376 individual SNase structures of an in silico derived mutated 
3BDC with an appropriate set of MCCE position and protonation conformers for each side chain. 
In addition, the same 4 methods of protein preparation are applied to 23 crystal structures of 
mutated SNase and to 3BDC without mutation to analyze the native ionizable residues [65, 98-
102]. The backbone of the 23 mutant x-ray crystal structures was compared with the 3BDC 
structure showing RMSD of only 0.24±0.07 Å. 
There are two strategies for MCCE side chain conformer making used here [27]. The 
QUICK analysis maintains all heavy atoms (C, N, O) positions fixed in the crystal structure 
positions or rotated into essentially isosteric positions. Hydroxyl protons on Ser, Thr, Tyr and 
neutral Asp and Glu are placed in all torsion minima and both neutral His tautomers are made. In 
addition, His is rotated by swapping ND1-CD2 with CE1-NE2. This allows a fairly extensive 
search of possible hydrogen bond geometries with minimal changes in structure. The FULL 
analysis carries out a search of all side chain positions, by first making rotations around each 
rotatable bond in 60° increments, pruning for clashes with the side chain itself or with the 
backbone, followed by dihedral angle optimization in the context of pairs of neighboring 
rotamers, then additional optimization following proton addition and lastly pruning of similar 
positions [27]. The 96 QUICK runs for the different mutants have on average 321±13 isosteric 
conformers made for all polar and protonatable residues and the FULL runs have 3150±230 
conformers for all residues (average±standard deviation of all structures). In the QUICK 
structures the individual mutated residues have: 10±4 conformers for neutral and ionized Asp 
and Glu; 4±1 for Lys and 14±5 for Arg. For the FULL run there are: Asp 42±22 conformers; Glu 
49±27; Lys 28±13 and Arg 72±48. The various optimization and pruning stages provides 
different numbers of conformers even for the same residue type [27].  
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2.2.2 Continue Electrostatic Model 
The electrostatic interactions are calculated with the Poisson-Boltzmann equation using 
multiple DelPhi [103] runs integrated into MCCE. The solvent is assigned a dielectric constant 
of 80 with a salt concentration of 0.15 M. PARSE charges and radii are used for protein atoms 
[104]. The water probe radius is 1.4 Å and the ion probe radius (Stern Layer) is 2 Å. Focusing is 
carried out so that the final resolution is 2 grids/Å or better using a 653 grid. The Null hypothesis 
pKa,sol is 3.9 for Asp, 4.3 for Glu, 10.5 for Lys and 12.0 for Arg. The side chain pKa of an 
isolated carboxyl group of 4.75 is assigned to Asp and Glu. The pKa of Asp and Glu are 
generally lowered by interactions with the adjacent backbone dipoles [72]. These backbone 
interactions are explicitly considered in the MCCE pKa calculation. This procedure recovers the 
correct pKa,sol for isolated Asp and Glu in MCCE. The longer Lys and Arg are not significantly 
affected by their amide backbones so no corrections are needed.   
The pKas are calculated in structures with and without Gromacs energy minimization 
[97]. The steepest decent algorithm is used in vacuum for a maximum 1000 steps with the step 
size of 0.01nm, the tolerance force of 10.0 KJ mol-1nm-1 and OPLS-AA/L all atom force field. 
By default, Gromacs considers each Asp, Glu, Arg, and Lys residue to be in an ionized state. 
Gromacs optimization changes the structures little. The effects of the differences in the Gromacs 
and MCCE force fields were not explored here. The RMSD of the backbone changes by 
0.081±0.015 for the 96 proteins formed by in silico mutation of 3BDC. The relaxation of the 23 
crystal structures leads to changes of 0.061±0.14 Å.  
  
The pKas are calculated as a function of the protein dielectric constant (eprot) and the LJ 
parameters. The conformer placing method requires a significant number of randomized steps for 
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conformer optimization and pruning. Thus, conformers prepared starting with the same 
parameters and input structure will be somewhat different. In the analysis presented here 
calculations establishing the role of these two parameters are carried out with the same initial 
MCCE prepared structure. When the LJ energy is modified, the energy initially calculated for a 
given interacting pair is scaled by a value from 0.5 to 0.001 during Monte Carlo sampling. The 
maximum LJ interaction in MCCE is 999.99 kcal/mol, so a 1000 fold reduction removes all LJ 
interactions. When the dielectric constant is changed all electrostatic interactions are recalculated 
with a complete set of DelPhi runs. The desolvation energy is the difference between a reference 
value calculated for an isolated amino acid and the value found for a particular residue at its 
location in the protein. This is always a positive number, favoring the neutral form of the residue. 
For each eprot the solution reference energy is recalculated using the internal dielectric constant to 
be assigned to the protein.   
 
2.2.3 Error Analysis  
The experimental pKas were taken from the values distributed via the pKa challenge web 
site http://amylase.ucd.ie/cgi-bin/pKacoop/main.py. This site requires registration to enter. When 
a limit for the pKa is provided, the error is considered to be 0 if the calculation and measurement 
are both on the same side of the limit.  Otherwise the error is the difference between the 
calculated value and the experimental limit.  The standard MCCE calculation runs from pH 0 to 
14.  Thus, the lowest predicted pKa is 0 and the highest is 14, which will diminish the reported 
error.  For the native residues, only the Asp and Glu were considered [96]. The titration of Asp 
19 and 21 are found to be coupled together here and experimentally [96]. They are not 
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considered in the analysis of errors.  Glu 75 and Asp 77 are included in the analysis of the wild 
type residues. 
 
2.2.4 Mean Field analysis   
The pKas in MCCE are obtained by Monte Carlo sampling. The resulting distribution of 
residue ionization and conformation states can then be subjected to a mean field analysis to gain 
insight into the factors that determine the pKa in situ. The calculated pKa results from the sum of 
several contributions to the energy of protonation:  
              (2.1)     
This includes the pKa of the group in solution, the stabilization of the neutral form by the 
desolvation penalty, the interaction with the backbone dipoles and the , which is the mean 
field pair-wise interaction between the residue of interest and the average conformer occupancy 
all other residues in the protein in the distribution derived by Monte Carlo sampling at pH 7. All 
other terms are as found in equation 1.7. In all cases negative energies stabilize site ionization. 






pKa = pKa,sol + ΔΔGdsolv + ΔGbkbn + ΔGres
mfe
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2.3 Results 
The Garcia-Moreno laboratory has constructed and analyzed 100 mutated staphylococcal 
nuclease (SNase) mutants where each introduces a single Asp, Glu, Arg or Lys into a buried site 
that has not evolved to hold it [63-66, 96, 99, 101, 102, 105-110]. These residues have been 
measured to experience more substantial pKa shifts, changing the energy of ionization more than 
those previously used for benchmark simulations [27, 59-62]. The aim is to explore the 
dependence of the match between calculated and measured pKas on the computational 
parameters and strategies.  
 
2.3.1 Data analyzed 
The errors in the pKas calculated with QUICK and FULL levels of MCCE 
conformational flexibility, with and without Gromacs optimization before the MCCE analysis 
are compared. The 4 run types are thus Q-NR, Q-R, F-NR, F-R where Q or F refer to the QUICK 
or FULL MCCE conformer degrees of freedom and NR and R to structures that are Not Relaxed 
or are Relaxed by Gromacs. The SNase pKa values are divided into four groups: the wild type 
residues in the crystal structure 3BDC (wt); 96 singly mutated structures prepared from 3BDC 
(in silico); 24 crystal structures of singly mutated proteins (x-ray); and the sub-group of in silico 
mutations that have a corresponding x-ray structure (in silico*). In each case the dependence of 
the pKas on the protein dielectric constant (eprot ) and the Lennard-Jones (LJ) parameters is tested. 
Of the 24 experimental pKas for each residue type calculated here, only limits are given 
for 2 of the Asp (pKa<4.0), 1 Glu (pKa<4.5), 4 of the Lys (pKa >10.4) and all 24 Arg (pKa 
>10.4). Treating residues with only limits on their pKas being known as having a pKa = pKa,sol, 
the average introduced Asp pKa is measured to be shifted 3.5±1.3 pH units up from the solution 
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pKa,sol of 3.9.  The shift is 3.3±1.2 from the Glu pKa,sol of 4.3.  Lys shifts 2.4 ±1.7 down from the 
pKa,sol of 10.5 (Table 2.1).[66] All introduced Arg have pKas >10.4, so are not shifted by this 
criteria. There are 23 crystal structures of mutated SNase, encompassing 21 different mutants. 
This subset has larger shifts, of 4.5±0.4 for the 2 Asp, 3.4±0.8 for the 6 unique Glu, and -3.1±1.6 
for the 10 Lys.  There are also crystal structures of 3 Arg mutations analyzed here.  Positive 
shifts for the pKas of acids and negative shifts for bases both show the neutral form of the residue 
is stabilized.   
 The data is analyzed in several ways. The root mean square deviation (RMSD) of the 
errors provides a single global result. However, a few residues with large errors can distort the 
RMSD. The likelihood that a given calculation will have an error below a defined threshold is 
also presented. Here if calculation and experiment are within 1 pH unit of each other the result is 
considered a good match, while errors of over 2 pH units represent a significant error.  
An every atom-based simulation of a protein must define many parameters. MCCE uses 
both classical Continuum Electrostatics (CE) and Molecular Mechanics (MM) force fields. 
DelPhi is used to calculate CE energies from the Poisson-Boltzmann equation, generating the 
electrostatic solvation and electrostatic pair-wise interactions. This requires defining the atomic 
partial charge and Born atomic radius for each atom, the internal and external dielectric constant 
for the protein, the solution ionic strength and the water and ion probe radii. In a CE pKa analysis 
without any explicit side chain or backbone flexibly, all non-electrostatic interactions are 
assumed to be independent of protonation state of the residue. By adding conformational 
sampling, choices are available in Monte Carlo sampling that have different distances to other 
groups and different torsion and dihedral angles. Amber non-electrostatic parameters are used to 
determine the contribution of conformational changes to the free energy of the protonation 
 
   21 
reaction [111]. These various parameters are not independent. Changing the Born radii, the 
surfacing algorithm, the charge distribution or the dielectric constant in the CE analysis changes 
the calculated solvation energy in an interdependent manner. The energy of a hydrogen bond is 
obtained from balance of the electrostatic and LJ attractions against the very steep LJ repulsion 
for the individual atoms of the two groups. Thus, it depends on both the electrostatic and non-
electrostatic parameters. Increasing the eprot without changing the LJ parameters will change the 
hydrogen bond strength and its distance dependence.   
 
2.3.2 Results of the MCCE analysis of the SNase pKas 
The analysis of SNase began with blind calculations submitted prior to a meeting in 
Telluride, Co in the summer of 2009. The initial calculations used in silico mutations of one 
SNase structure with FULL conformer sampling (in silico/F-NR calculations here). Unscaled, 
standard Amber LJ parameters were used with an eprot of 4. These parameters had provided fits to 
305 benchmark pKas of wild type residues with an RMSD of 0.90 and 90% of the errors <1.5 pH 
units [27]. A similar level of accuracy was found in the analysis of the electrochemistry of 63 
hemes [112]. Thus, earlier benchmark calculations provided fairly accurate results.  However, 
the absence of many sites with large errors meant that we lacked good data to help refine the 
method. In contrast, calculations of the SNase mutants with these parameters gave an RMSD of 
5.6 with only 8 of the 96 pKas within 1 pH unit of experiment and 83 of the errors >2 pH units. 
This provided a depressing starting point, but also implied that much could be learned in 
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2.3.2.1 Dependence of the results on the protein dielectric constant 
The dielectric constant is the magic sauce in a CE analysis. An implicit solvent is a very 
efficient way to account for the many, slowly equilibrating degrees of freedom of solvent water. 
However, the perennial problem has been to decide what is the right value for eprot. An ideal 
uniform dielectric constant would be just high enough to simulate the electronic polarization and 
atomic rearrangement characteristic of any compact chain of amino acids when there is a change 
in ionization state. The electronic polarizability gives a dielectric constant of ≈2 [113]. In 
addition, small scale, high frequency motions could be included, perhaps raising the background 
dielectric constant to ≈4 [83, 114-116]. However, much of the protein response to ionization 
state changes is not expected to be uniform.  Some regions of the protein have polar residues that 
can stabilize charges with small structural rearrangements. In other regions larger structural and 
ionization changes are coupled together. Also, while the dielectric constant in the Poisson-
Boltzmann formalism is a powerful tool for simulating real physical processes, it can also hides 
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Figure 2.1 The dependence of the root mean square errors in the pKa (RMSD) on the protein dielectric constant 
(eprot) for: ( ) in silico/Q-NR structures, ( ) in silico/Q-R, ( ) in silico/F-NR, ( ) in silico/F-R, (___) 
x-ray/F-R structures of mutated SNase and ( ) wt/F-R analyzing 15 native Asp and Glu. The in silico data set 
represents one protein for each of 96 mutations prepared by modification of the 3BCD structure; the x-ray dataset 
uses 23 crystal structures to analyze 21 mutants; and wt indicates the results for 15 native Asp and Glu with known 
pKas (excluding the coupled residues Asp 19 and 21). R indicates that the structure is subjected to one round of 
Gromacs optimization after the mutation is made, prior to MCCE conformer making, and NR indicates it is not. Q 
indicates that only MCCE isosteric conformers are available, while F indicates that the FULL rotamer degrees of 
freedom are allowed.   
 
 
2.3.2.2 Modifying the protein dielectric constant 
The complete set of SNase structures were analyzed as a function of the protein dielectric 
constant while the LJ parameters kept at the standard Amber values, with the maximum 
interaction between two groups capped at 1000 kcal/mol (Figure 2.1 and Figure 2.2).  Starting 
with an eprot of 2, increasing eprot for the mutants significantly improves the match between 
simulation and experiment.  At a dielectric constant of 10, for the 96 in silico/F-NR structures 
obtained by in silico mutation of the 3BDC structure the RMSD is 2.8 (Figure 2.2) and 54% of 
the residues have errors <1 and 23% have errors >2 (Supplementary Fig S1A and Fig S1B). 
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However, increasing eprot to 20 leads to a small increase in RMSD to 3, but the number of 
individual residues that have significant errors doubles.   
The side chain conformational sampling in MCCE is important (Figure 2.1 and Figure 
2.2).  Thus, with only the QUICK, isosteric side chain sampling in the in silico/Q-NR structures, 
the best fit with standard Amber LJ parameters has an RMSD of 5.8 at eprot of 20.  Pre-relaxing 
the structures or allowing side chain relaxation within MCCE independently yields significant 
improvements. The in silico/Q-R or F-NR structures have similar RMSD and eprot dependence 
with a best RMSD of 2.9 at eprot of 10-12.  Combining Gromacs relaxation and FULL MCCE 
conformer sampling (in silico/F-R structures) gives the best RMSD of 1.7 at eprot of 10-12. These 
calculations are now clearly worse when eprot is raised to 20. 
The results with the in silico mutations can be compared with the smaller set of mutants 
where the crystal structure is available. For the x-ray/F-NR structures the best RMSD is 1.3 with 
an eprot of 10. Now increasing eprot to 20 doubles the RMSD (Figure 2.1). The best eprot with 
standard Amber LJ parameters for the x-ray structures is centered at 8-10, while it is 10-12 with 
the in silico mutations. Gromacs relaxation improves the fit, but less dramatically than with the 
in silico mutations (Figure 2.1).  The best RMSD for the x-ray/F-R structures is 1.1 at eprot of 10.  
Now 57% of the residues have errors <1 pH units and only 1 residue has an error >2 pH units.   
This represents a remarkable improvement from the original predictions. 
At the optimal eprot the dataset with least information content (x-ray/Q-NR) has an RMSD 
of 1.6 while it is only 1.1 in the dataset with the best information about the structure and the most 
conformational sampling (x-ray/F-R).  Thus, more optimized structures provide better results. 
However, at an eprot of 20, all 4 x-ray derived structures have similar RMSD of 2.7. Therefore, 
the increasing dielectric constant averages away the benefits of explicit conformational sampling.  
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Figure 2.2. Carpet plots of the RMSD as a function of eprot and the scaling of Lennard-Jones parameters. The 
description of each dataset can be found in the legend for Figure 2.1. More accurate results in blue, poorer results 
shade to red.  The region with the two best RMSDs in each figure is marked in bold.   
 
 
2.3.2.3 Scaling the Lennard-Jones parameters 
The LJ interaction becomes important when conformational flexibility, allowing 
sampling of different atomic positions, is added to a CE analysis. With the standard AMBER 
parameters there can be significant LJ attraction for particular conformers.  However, the 
repulsive term has an extraordinarily steep r12 dependence on the distance and so can overwhelm 
the electrostatic interactions when conformer positions are not well relaxed. There are 4 different 
in silico structures built for each 96 mutants giving 384 individual pKa calculations.  Of these, 57 
have errors > 5 pH units, and in 81% of these the large pKa shift was due to there being at least a 
5 kcal/mol difference in the LJ energy of the protonated and deprotonated residue. This group, 
where there are large errors because of LJ clashes, represents 39% of the in silico/Q-NR 
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calculations, 7% of the F-NR calculations, 3% of the Q-R and none of the F-R values.  Thus, 
adding conformer optimization either by relaxation or MCCE conformer search is necessary and 
effective.  
The LJ interactions were scaled and the pKas calculated for the QUICK MCCE analysis.  
In the Q-NR or Q-R calculations only isosteric conformational sampling is performed to 
optimize hydrogen bonding networks. The LJ interactions of the protons should not dominate the 
analysis and when they do they lead to errors. To find the dependence of the results on the LJ 
parameters, the standard Amber values were reduced by 0.5 to 0.001 fold prior to input into the 
Monte Carlo sampling step of MCCE. Given that MCCE caps the LJ clash at 999 kcal/mol the 
maximum scaling removes the LJ interactions (Figure 2.2 and Figure 2.4). With the in silico/Q-
NR structures at an eprot of 12 with standard LJ the RMSD is 5.8 and 64% of the residues have 
errors > 2 pH units. Diminishing the LJ interactions 1000 fold reduces the RMSD from 5.8 to 1.8 
and now 59% of the residues have errors <1 pH unit. For the in silico/Q-R structures at eprot 12, 
reducing the LJ interactions by 10 fold halves the RMSD to 1.5, and the errors >2 pH units to 
18% of the residues. With the x-ray structures of the mutants the improvements are smaller as 
the initial errors are less, but scaling the LJ interactions in the x-ray/Q-NR or Q-R runs by 100 
fold improves the outcome. In general, for the QUICK runs the effective LJ parameter can be 
reduced to zero without significant increase in the RMSD. 
 When FULL MCCE conformer sampling is carried out the shape of the correlation 
between LJ energy and the success of the pKa calculation is different than found for the QUICK 
runs (Figure 2.2 and Figure 2.4).  Thus, for the in silico/F-NR structures the RMSD is diminished 
as the LJ interactions are reduced by ≈100 fold, but further scaling increases the errors.  For the 
in silico/F-R structures the optimal LJ parameters are reduced by only ≈75% from their full 
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values. The increase in errors with decreasing LJ energy was investigated for several individual 
residues. With full rotamer sampling the LJ repulsion is needed to keep atoms from building up 
very favorable and incorrect electrostatic pair-wise interactions. For example, the error in the pKa 
of Glu 32 increases when the LJ interactions are reduced 100 fold.  Now the selected ionized Glu 
conformer makes an unphysical hydrogen bond with Tyr 88 ≤1Å away, lowering the Glu pKa 
below 0.  
 
2.3.2.4 Analysis of the different residue types 
The difference in the behavior of the 4 different residue types was investigated. We 
consider here the in silico mutation of 24 sites in the 3BDC crystal structure to Asp, Glu, Lys or 
Arg. There is significant difference between the goodness of fit especially for the in silico/Q-NR 
structures analyzed with standard LJ parameters. Here the RMSD at a dielectric constant of 10 is 
7.8 for Arg, 3.9 for Lys, 5.1 for Asp and 3.5 for Glu. With this crudely made mutation the Arg 
often has a LJ clash with other residues, which is then relieved by removing one of the terminal 
protons reducing the calculated pKas to be below 0. Reducing the LJ interactions by 0.001 in the 
Q-NR structures reduces the RMSD to ≈2 for Asp, Glu and Lys. The Arg now all have high pKas 
consistent with experiments only being able to measure a lower limit for any Arg pKa at pH 10.4. 
Relaxing the Q-NR structures, either by adding FULL MCCE sampling (F-NR) or Gromacs 
relaxation (Q-R) improves the fit. Now optimal calculations are found at a dielectric constant 
between 10 and 12 and a LJ scaling of 0.1.  For the individual residue types, the best RMSDs 
were achieved using the fully relaxed in silico/F-R structures. For Asp and Glu the best RMSD is 
1.1 and it is 1.6 for Lys.  All Arg have pKas greater than the limit of the experimental value.  Asp 
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and Glu are better served with a dielectric constant of 10, while Lys and Arg are better at 12 
(data not shown). 
 
2.3.2.5 Comparison of native and mutated residues 
The pKas for the native side-chains were calculated in the 3BDC structure  (Figure 2.2 
and Figure 2.4). Even in the least relaxed wt/Q-NR analysis of 3BDC, the RMSD is 0.9, with all 
but one residue with its calculated pKa within 1 pH unit of the experimental value.  Relaxation 
by adding side chain flexibility or by an initial Gromacs run improves the RMSD to 0.5-0.6. As 
with the mutants there is little penalty for too small LJ parameters with the QUICK runs since 
there are only essentially isosteric changes. The F-R structure yields an RMSD of 0.4. Here as 
with the FULL conformer sampling for the mutants, the errors increase as the LJ interactions are 
scaled by too large an amount.   
The wild type and introduced residues have a significantly different dependence on eprot 
(Figure 2.1). For the native residues the calculated pKas are essentially independent of eprot at 
values above 6. In contrast, pKas for the mutated residues in the well-relaxed structures have a 
much narrower optimum for the dielectric constant (Figure 2.1 and Figure 2.2). As will be seen 
this is only partially due to the native residues being on the protein surface. Rather the balance 
between destabilizing and stabilizing interactions for each acidic or basic residue is also different 
in the native and introduced residues.   
 
2.3.2.6 Effect of the mutations on native ionizable residues  
The changes in the pKas of all wild-type ionizable residues due to the introduced 
mutations was determined in the in silico/F-R dataset. Data from Asp 19, 21, and 77, and Glu 75, 
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residues known to have unstable, coupled pKa s were excluded.  The mutations were found to 
have had negligible effects on all but 4 of the wild type residues, with a standard deviation in the 
average pKa of <= 0.3 across all the mutants. The exceptions, Glu 10 and 129 and Asp 40, and 83 
have pKas that were changed by their close proximity to a specific mutant.  For example, in the 
V74K mutant, the CA of Lys 74 and Glue 10 are only 5.1 Å apart. The Lys stabilizes the Glu 
ionization shifting its pKa from 3.7 in the 3BDC to 1.9 in the mutant.  
 
Table 2.1. Breakdown of the Energies that Contribute to the Calculated Residue pKas in SNase 
  Energy breakdown; calculated at eprot =10; LJ 0.1; Energy in ∆pK units 
  Q-NR Q-R F-NR F-R 
in 
silico Desolvation 2.9 ± 0.7 2.9 ± 0.8 2.8 ± 0.9 2.8 ± 0.9 
  Backbone 0.1 ± 1.4 -0.2 ± 1.3 0.0 ± 1.1 -0.2 ± 1.2 
 Side chains 0.0 ± 1.4 -0.2 ± 1.4 -0.2 ± 1.3 -0.3 ± 1.5 
 LJ 3.0 ± 16.2 0.0 ± 0.2 1.0 ± 7.4 0.2 ± 1.3 
 
Calc shift from 
pKa,sol 4.3 ± 4.2 2.4 ± 1.8 2.9 ± 2.3 2.2 ± 1.9 
 
Expt shift from 
pKa,sol 2.3 ± 2.9          
              
x-ray Desolvation 3.0 ± 1.0 3.0 ± 1.0 2.9 ± 1.1 3.0 ± 1.1 
  Backbone -0.3 ± 0.9 -0.5 ± 0.9 -0.3 ± 0.9 -0.6 ± 0.9 
 Side chains -0.4 ± 1.4 -0.5 ± 1.4 -0.5 ± 1.1 -0.4 ± 1.1 
 LJ 0.0 ± 0.2 0.0 ± 0.1 0.0 ± 0.1 0.0 ± 0.1 
 
Calc shift from 
pKa,sol 2.2 ± 2.5 2.0 ± 2.3 2.1 ± 2.2 2.2 ± 2.1 
 
Expt shift from 
pKa,sol 3.1 ± 3.5          
              
in 
silico* Desolvation 3.1 ± 0.6 3.1 ± 0.6 3.1 ± 0.9 3.0 ± 0.8 
  Backbone 0.1 ± 1.2 -0.2 ± 1.1 0.0 ± 1.0 -0.3 ± 1.0 
 Side chains 0.0 ± 0.9 -0.1 ± 0.7 -0.1 ± 0.8 -0.3 ± 0.7 
 LJ -2.9 ± 14.8 0.0 ± 0.2 1.0 ± 3.8 0.0 ± 0.2 
 
Calc shift from 
pKa,sol 3.0 ± 2.7 2.9 ± 1.6 3.7 ± 2.4 2.4 ± 1.6 
 
Expt shift from 
pKa,sol 3.1 ± 3.5          
              
D Desolvation 3.1 ± 0.5 3.0 ± 0.6 3.0 ± 0.6 2.9 ± 0.6 
  Backbone -0.7 ± 1.2 -1.4 ± 0.6 -0.9 ± 0.7 -1.3 ± 0.6 
 Side chains 0.7 ± 0.8 0.7 ± 0.8 0.7 ± 0.9 0.6 ± 0.8 
 LJ -3.1 ± 17.0 -0.1 ± 0.0 -0.3 ± 0.8 0.0 ± 0.1 
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Calc shift from 
pKa,sol 3.3 ± 4.0 3.0 ± 1.0 3.4 ± 1.2 3.0 ± 1.1 
 
Expt shift from 
pKa,sol 3.5 ± 3.7          
              
E Desolvation 3.1 ± 0.3 3.1 ± 0.5 3.1 ± 0.7 3.1 ± 0.6 
  Backbone -0.6 ± 1.3 -1.1 ± 0.5 -0.6 ± 0.6 -1.1 ± 0.4 
 Side chains 1.1 ± 1.2 0.9 ± 0.8 0.6 ± 0.7 0.7 ± 0.9 
 LJ 4.3 ± 14.5 -0.2 ± 0.1 0.1 ± 0.4 0.0 ± 0.2 
 
Calc shift from 
pKa,sol 5.3 ± 3.6 3.2 ± 0.9 3.6 ± 1.3 3.0 ± 1.3 
 
Expt shift from 
pKa,sol 3.3 ± 3.5          
              
K Desolvation 3.5 ± 0.4 3.5 ± 0.4 3.3 ± 0.8 3.3 ± 0.8 
  Backbone 0.9 ± 0.7 0.8 ± 0.7 0.8 ± 0.7 0.8 ± 0.7 
 Side chains -1.0 ± 1.2 -1.3 ± 1.4 -1.1 ± 1.2 -1.5 ± 1.7 
 LJ 0.6 ± 2.0 0.0 ± 0.2 0.1 ± 0.5 0.0 ± 0.2 
 
Calc shift from 
pKa,sol 4.0 ± 3.2 3.2 ± 1.8 3.2 ± 1.9 2.8 ± 1.8 
 
Expt shift from 
pKa,sol 2.4 ± 2.9          
              
R Desolvation 1.9 ± 0.4 1.9 ± 0.4 1.9 ± 0.5 1.9 ± 0.5 
  Backbone 0.7 ± 1.5 0.9 ± 0.8 1.0 ± 0.8 0.9 ± 0.7 
 Side chains -0.8 ± 1.3 -1.0 ± 1.2 -1.1 ± 1.1 -1.0 ± 1.0 
 LJ 10.2 ± 22.0 0.1 ± 0.3 4.1 ± 
14.
4 0.7 ± 2.5 
 Calc shift from pKa,sol 4.4 ± 5.5 0.2 ± 1.5 1.4 ± 3.6 0 ± 1.6 
 Expt shift from pKa,sol 0            
              
wt Desolvation 1.0 ± 0.7 0.9 ± 0.6 0.9 ± 0.7 0.9 ± 0.7 
  Backbone -0.8 ± 1.0 -0.8 ± 0.9 -0.7 ± 1.0 -0.7 ± 0.9 
 Side chains -1.2 ± 1.3 -1.3 ± 1.4 -1.1 ± 0.9 -1.2 ± 1.1 
 LJ 0.0 ± 0.1 0.0 ± 0.0 0.0 ± 0.1 -0.1 ± 0.4 
 
Calc shift from 
pKa,sol -1.0 ± 1.1 -1.2 ± 1.2 -0.7 ± 0.8 -0.9 ± 1.0 
 
Expt shift from 
pKa,sol -0.8 ± 1.0          
 
The averaged mean field energy breakdown of the factors that influence the pKa of the mutated and wild 
type residues (equation 2.1). The difference in energy between the ionized and neutral form is given with negative 
values stabilizing the ionized form of the residue.  The energy is given in ∆pK units, the energy needed to shift a pKa 
by one pH unit; 1 ∆pKa unit=1.36 kcal/mol.  Desolvation: the average desolvation energy; Backbone: the interaction 
between the residue of interest and the backbone; Side chains: the mean field electrostatic pair wise interaction 
between the residue of interest and the other residues in the protein at pH 7; LJ the mean field Lennard-Jones 
interaction with other side chains and the protein backbone; Calculated shift from pKa,sol, i.e. the null pKa value: The 
difference of the calculated pKa from the pKa,sol for that residue type.  Experimental shift from pKa,sol: The difference 
of the measured pKas  from pKa,sol for that residue type. 
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2.3.2.7 Energy terms contributing to the in situ pKas 
The changes in pKa can be broken down by a mean-field analysis to gain insight into 
what is shifting each individual pKa (eqn. 2.1, Table 2.1, Figure 2.3). This analysis will focus on 
the in silico/Q-NR and the x-ray/F-R structures at an eprot of 10 and LJ scaling of 0.1 (Table 2.1, 
Figure 2.3). The Q-NR structures analyze a relatively rigid structure, little changed from the 
initial wild type protein. The F-R structures have the most optimization considered here and 
generally provide the best results. The average desolvation energy in the Q-NR structures is 2.9 
∆pH units (where a ∆pH unit is sufficient to shift a pKa by 1 pH unit =1.36 kcal/mol).  In the F-R 
structures this is only reduced to 2.8 ∆pH units. Thus, on average GROMACS and MCCE side 
chain degrees of freedom are not moving the residues significantly closer to the surface. The 
electrostatic pairwise interactions start out with a negligible contribution for Q-NR structures, 
while the LJ energies are 3.0±1.7 ∆pH units, a value that is dominated by the residues that have 
very unfavorable contacts described above. For the F-R structures the electrostatic interactions 
are on average -0.3 ∆pH units favoring ionization and the LJ interactions shift the pKa by <0.2 
∆pH units. Calculations that start with the x-ray structures of the mutants, x-ray/Q-NR and F-R, 
show a similar pattern. The average desolvation energy is 3 ∆pKa units, a value that is not 
dependent on Gromacs or MCCE relaxation or on scaling the LJ potential. The electrostatic 
interaction with the backbone and side chains is -0.4 ∆pKa units with or without relaxation. In 
the x-ray derived structures the average LJ interactions are always very small.   
The factors in the protein that change the protonation free energy can be broken down for 
the different residue types (Table 2.1).  Here only the in silico/F-R structures at a dielectric 
constant of 10 are considered. The average desolvation energy is 2.9 ∆pK units for Asp, 3.1 for 
Glu, 3.3 for Lys and only 1.9 for Arg. The backbone dipoles tend to make the protein interior 
 
   32 
more positive [72] and this is seen here even though these proteins have not evolved to have 
these charges in these positions. Thus, on average the backbone dipoles favor ionization of Asp 
by -1.3, Glu by -1.1 ∆pK units.  Lys and Arg are stabilized in the neutral form by ≈0.8 ∆pK 
units. The side chains destabilize ionization of Asp and Gly by ≈0.7 kcal/mol, while Lys and Arg 
ionization is stabilized by 1.5 and 1.0 ∆pH units respectively. This bias towards the residues in 
SNase stabilizing ionization of the bases better than acids is somewhat unexpected as there are 
17 acids and 23 bases in the background 3BCD structure. 
A similar analysis can be made of the wild type residues. The residues for which the pKas 
are known in the wt/F-R calculations are considered at an eprot of 10 (Table 2.1). The desolvation 
energy is 0.9 ∆pK units, ≈30% of the mutant. However, the backbone and side chains contribute  
-1.9 ∆pK units to stabilize ionization, twice that found for the engineered residues. As found for 
all relaxed structures the average LJ energy is small, ≈-0.1 ∆pK units. Thus, the balance between 
unfavorable and favorable electrostatic energies shows the residue-residue and residue-backbone 
interactions replace the lost solvation energy favoring the ionized state of the Asp and Glu for 
which we have pKas. This is supported by the measured average experimental pKas being shifted 
down by ≈0.7 pH units from the solution values for these residues. The calculated interactions 
for all native ionizable residues in 3BDC, not only those for which experimental pKas are known 
are given in TableA.1. For each residue type the electrostatic interactions with the backbone and 
or side chains are calculated to more than compensate for the desolvation penalty.  
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Figure 2.3 Average shifts in the protonation free energy in the protein vs. that found for the isolated residue in 
aqueous solutions for the F-R structures (FULL MCCE conformer sampling and Gromacs pre-relaxation) for the in 
silico, x-ray and wild type datasets: (Clear bars) destabilization of ionized states due to loss of solvation energy, 
(Black bars) shifts due to pair-wise electrostatic interactions with other side chains and protein backbone, and (Grey 
bars) the sum of the desolvation energy and pair-wise interactions. Error bars show the standard deviation of the 
values. The arrow on the on the right side of each graph points to the experimentally derived free energy shift of the 
pKa from pKa,sol in the respective data set.  This should correspond to the summed energy term (Grey bar).  The 
trend line falls at (desolvation energy at eprot=2)/eprot. This follows the trend expected by the Born equation for the 
solvation energy which depends on 1/eprot. 
 
2.3.2.8 Analysis of residues of interest 
There have been prior analyses of several specific SNase mutants. Lys 38 has been 
studied as it has a normal high pKa despite being buried in the protein [102]. With eprot of 10 and 
LJ scaling of 0.1 the pKa in the in silico/F-R calculation is 6.7, significantly lower than found 
experimentally and similar to that reported with MCCE calculations previously (Table 2.2) 
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[102]. However, with the x-ray structure 2RKS [102] the error is <1 pH unit. The energy 
breakdown shows that the crystal structure has less desolvation energy and more favorable 
interactions with other side chains. Substitution of Glu at the same position yields a residue with 
a measured high pKa of 7 [65]. The MCCE analysis stabilizes the ionized form too much. 
However, the errors with the x-ray structure are <0.5 pH units.  This is a case where the full LJ 
interactions provide a better match between experiment and calculations when the mutation is 
made in silico.   
The mutations to Asp, Glu and Lys at position 66 have also been subjected to special 
scrutiny [58, 101, 106, 110, 117-120]. There are two available crystal structures 2SNM and 
3HZV for the Lys mutant [98, 99].  Ionization of each of these residues is destabilized by 2-3 pH 
units from the pKa,sol for the residue, raising the pKa for the acids and lowering it for the bases. 
The MCCE calculations all somewhat over stabilize the ionized form. With the in silico mutation 
the error is -1.2 for Glu, -1.4 for Lys and -1.6 for the Asp (with a negative value stabilizing the 
ionized form).  With the crystal structure the errors are -0.9 for Glu, -0.8 for Lys and -1.3 for 
Asp. The Lys pKa in the two crystal structures differs by less than 0.2 pH unit.  This position is 
associated with crystal structure waters in the vicinity of the acid side chains [101, 118] and with 
motion coupled to ionization [120]. However, MCCE is able to model the mutations at this 
position as well at other positions with only implicit solvent and with any backbone motions 
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Table 2.2.  pKas and the energy breakdown of the factors that modify the pKa in MCCE for 
residues of interest (Eqn. 2.1).  
Structure Mutant pKa,expt pKa,calc ∆pKa,expt Error ∆∆Gdsolv ∆Gbkb ∆Gres ∆GLJ 
LJ 
scaling 
2RKS L038K >10.4 9.6 0.0 0.8 2.1 0.8 -1.9 -0.1 0.1 
2RKS L038K  10.2  0.2 2.0 0.7 -1.8 -0.3 1.0 
3BDC L038K  6.7  3.7 3.4 0.9 -0.7 -0.1 0.1 
3BDC L038K   5.6   4.8 3.4 0.9 -0.7 1.0 1.0 
3D6C L038E 7 6.7 2.7 -0.3 3.3 -2.0 0.7 -0.1 0.1 
3D6C L038E  6.6  -0.4 3.2 -1.8 0.9 -0.5 1.0 
3BDC L038E  5.1  -1.9 3.3 -2.1 -0.7 -0.6 0.1 
3BDC L038E   6.1   -0.9 3.2 -1.8 0.2 -0.5 1.0 
2OXP V066D 8.7 7.4 4.8 -1.3 3.1 -0.9 0.5 -0.1 0.1 
2OXP V066D  7.4  -1.3 3.1 -1.0 0.6 -0.2 1.0 
3BDC V066D  7.1  -1.6 2.9 -1.0 0.5 -0.1 0.1 
3BDC V066D   6.8   -1.9 2.9 -1.0 0.4 -0.3 1.0 
1U9R V066E 8.5 7.6 4.2 -0.9 3.1 -1.0 0.5 -0.1 0.1 
1U9R V066E  8.0  -0.5 3.3 -0.8 0.7 -0.1 1.0 
3BDC V066E  7.3  -1.2 3.4 -1.2 0.5 0.2 0.1 
3BDC V066E   7.8   -0.7 3.6 -1.2 0.6 -0.1 1.0 
2SNM V066K 5.6 6.3 4.9 -0.7 4.0 0.9 -0.8 0.0 0.1 
2SNM V066K  6.5  -0.9 3.9 0.2 -0.7 0.4 0.1 
3HZX V066K  6.6  -1.0 4.0 0.9 -1.0 -0.2 1.0 
3HZX V066K  7.1  -1.5 3.9 0.3 -0.9 0.0 1.0 
3BDC V066K  7.0  -1.4 3.6 1.0 -0.5 0.1 0.1 
3BDC V066K  7.3  -1.7 2.6 0.8 -0.5 -0.4 1.0 
Crystal structures and pKas are from: L38K, L38E, V66D, V66E, and V66K. The calculations reported here are 
for x-ray/F-R and in silico/F-R structures with eprot of 10.  The information for in silico structures is italicized.  The 
LJ interactions either used unscaled Amber parameters or were scaled to be 10% of the full value for each individual 
pair-wise interaction prior to Monte Carlo sampling that determines the Boltzmann distribution of conformer and 
protonation states. Reported energies are the difference in energy of the ionized and neutral forms of the residue of 
interest in the Boltzmann distribution of conformers of interest.  The sign of ∆pKa,expt, the error and all energy terms 
is negative when the ionized state is stabilized.   The energies are in ∆pH units (1∆pH unit = 1.36 kcal/mol).  
∆∆Gdsolv, ∆Gbkbn and ∆Gres are for the electrostatic interactions, while ∆GLJ has the LJ interactions with the backbone, 
the other residues and includes small changes in torsion energy.  Both electrostatic and non-electrostatic interactions 
with other residues are obtained by the mean field analysis of the conformer distribution that is obtained by Monte 
Carlo sampling at pH 7 (eqn. 2.1). 
 
 
2.3.2.9 What are the best values for calculation 
  Figure 2.2 summarizes the RMSD for different structure types, eprot and LJ scaling. 
Figure 2.4 provide parallel pictures of the percentages of pKas with errors ≤ ±1 pH unit or > ±2 
pH units. At the bottom left of each of these figures the energies are largest as the LJ interactions 
are not scaled and eprot is 2. At the top right the calculations have 0.1% of the full LJ interactions 
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and the pairwise electrostatics interactions screened by an eprot of 20. The structures can also be 
ranked by their degree of optimization, comparing the x-ray structures of the mutants with 
structures of mutations made in silico and different degrees of MCCE side chain optimization. 
Pre-relaxation by Gromacs minimization reduces LJ clashes while FULL MCCE conformer 
sampling allows more side chain position changes within the pH titration.   
With in silico/Q-NR structures the smallest LJ parameters (0.1%, essentially LJ=0) a 
larger eprot of 12 gives the best results (RMSD 1.8), and scaling eprot up to the largest value of 20 
makes little difference (RMSD 1.9).  Looking at the x-ray/F-R calculations a much better RMSD 
can be achieved with full LJ parameters and an eprot as small as 8 (RMSD of 1.2).  When the 
crystal structure is available, adding MCCE degrees of freedom in the FULL structure improves 
the calculation more than GROMACS relaxation. When the mutated structures are made in silico 
the GROMACS relaxation, which can locally optimize the backbone atoms, is more important. 
In all cases, eliminating the LJ interactions by maximal scaling does not damage the calculations 
in the QUICK structures, which have only isosteric conformers.  With FULL rotamer sampling 
the errors increase when the LJ energies are scaled by more than 20 fold.  Thus, with mutations 
made in silico the recommendation for best results would be to carry out a molecular mechanics 
minimization of the mutated structure, with Full MCCE rotamer sampling. The energy would be 
calculated with eprot of 10-12 and a 25% of the standard LJ parameters. If a crystal structure is 
available of the mutated protein molecular mechanics is not required and eprot should be 8-10.  
The dependence on the LJ parameters is smaller.   
The data set allows us to see how good the pKas can be without access to a crystal 
structure by comparing the pKas calculated with the x-ray/F-R and in silico/F-R structures with a 
dielectric constant of 10 and LJ scaled to 10% of the standard values. For this comparison dataset 
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the in silico mutations are restricted to the mutations for which crystal structures are available (in 
silico*) (Table 2.3). The in silico* calculations have an RMSD of 1.3 compared to 1.1 for the x-
ray dataset, 52% have errors <1 pH unit rather than 70% for the pKas calculated in the crystal 
structures. However, both datasets have only 4% of the values with errors >2pH units. Thus, by 
relaxation and conformer sampling in silico mutations of a wild type crystal structure can result 
in calculations with as few large errors, but not as accurate values as calculations that start with 
the mutated protein crystal structure. 
 
Table 2.3 Parameters Providing the Best Results for Analysis of Residue pKas in MCCE 
      Values at eprot =10; LJ 0.1 







RMSD 1.8 1.4 2 1.3 4.4 1.5 2.2 1.4 
 best eprot   12 12 12, 20 10,      
 best LJ 0.001   0.001 0.01 0.25      
 
% w/in 
1pH 59% 54% 55% 65% 41% 56% 59% 57% 
 % > 2 pH 15% 18% 17% 12% 48% 19% 15% 14% 
           
x-ray 
Best 
RMSD 1.4 1.5 1.1 1.1 1.6 1.5 1.2 1.1 
 best eprot   10 10 10 10      
 best LJ 
0.01, 
0.001 <=0.5 0.25 1~0.1      
 
% w/in 
1pH 57% 65% 70% 70% 57% 65% 61% 70% 
 % > 2 pH 9% 13% 9% 4% 17% 17% 9% 4% 
           
in silico* 
Best 
RMSD 1.5 1.4 1.5 1.2 2.8 1.5 2.8 1.3 
 best eprot   10, 12 10 10 8      
 best LJ 0.001 <=0.01 0.01 0.25~0.05      
 
% w/in 
1pH 48% 52% 61% 83% 44% 52% 48% 52% 
 % > 2 pH 17% 17% 9% 9% 26% 22% 9% 4% 
           
D 
Best 
RMSD 2 1.7 1.6 1.1 3.5 1.7 1.7 1.7 
 best eprot   12 8, 10 10, 10      
 best LJ 0.001 <=0.5 0.05 1      
 % w/in 46% 58% 58% 58% 38% 50% 63% 33% 
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1pH 
 % > 2 pH 17% 17% 8% 4% 46% 25% 13% 17% 
           
E 
Best 
RMSD 1.7 1.3 1.1 1.1 4.1 1.3 1.3 1.3 
 best eprot   12 10, 12 10 10      
 best LJ       0.001 <=0.1 0.05 0.25      
 
% w/in 
1pH 58% 63% 58% 83% 46% 50% 54% 54% 
 % > 2 pH 21% 8% 4% 8% 46% 17% 8% 8% 
           
K 
Best 
RMSD 1.9 1.8 1.8 1.6 3.5 2.1 2.3 1.9 
 best eprot   12 12 12 12      
 best LJ 0.01 <= 0.1 1 0.25, 0.1      
 
% w/in 
1pH 38% 42% 29% 54% 25% 33% 38% 50% 
 % > 2 pH 17% 25% 17% 17% 54% 33% 29% 29% 
           
R 
Best 
RMSD 0.1 0 0.4 0 5.9 0.4 3.1 0.5 
 best eprot   20 12, 20 20 20      
 best LJ 0.001 <=0.1 0.001 0.1~0.01      
 
% w/in 
1pH 100% 100% 96% 100% 54% 92% 83% 92% 
 % > 2 pH 0% 0% 0% 0% 46% 0% 8% 0% 
          
wt 
Best 
RMSD 0.5 0.5 0.4 0.4 0.5 0.5 0.5 0.4 
 best eprot   6~20 
10, 
12,20 12, 20 6~20      
 best LJ <=0.1 <=1 <=0.25 0.1~0.01      
 
% w/in 
1pH 1 1 1 1 93% 93% 93% 1 
 % > 2 pH 0 0 0 0 0 0 0 0 
 
The datasets (in silico and x-ray) and run types (Q or F and NR and R) are defined in the legend to Figure 
2.1. In silico*: the subset of mutations built in silico, which also have an available crystal structure.  Best RMSD: 
the smallest RMSD for this set of structures (see Figure 2.2). Best eprot: the dielectric constant of the protein that 
gives the smallest RMSD; Best LJ: the scaling of the Lennard-Jones parameter that gives the smallest RMSD; % 
w/in 1pH: the percentage of the errors that are within 1 pH of the experimental pKa using the best eprot  and best LJ 
(Figure 2.4A); % > 2 pH: the percentage of the errors that are larger than 2 pH units using the best eprot  and best LJ 
(see Figure 2.4B). D,E,K,R: Values for the different introduced residue types.  The 4 columns on the right are the 









Figure2.4 Carpet plots of the percentage of residues within a given error range as a function of eprot and the scaling 
of Lennard-Jones parameters. The in silico data set represents one protein for each mutation prepared by 
modification of the 3BCD structure; the x-ray dataset uses 23 crystal structures to analyze 21 mutants; and wt 
indicates the results for 15 native Asp and Glu with known pKas (excluding the coupled residues Asp 19 and 21). 
NR and R refers to the structures that are not or are relaxed with Gromacs prior to MCCE conformer making. Q or F 
designates the use of MCCE QUICK or FULL conformer making. More accurate results in blue, poorer results 
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2.4 Conclusion 
The dataset provided by the Garcia-Moreno group [64] has provided an opportunity to 
reevaluate a number of computational approaches to calculate pKa. Much has been learned. 
Perhaps for the first time there is a clear view of an optimal value for the protein dielectric 
constant in CE simulations. The goal has been to lower the implicit protein dielectric constant 
through use of conformational sampling to provide explicit channels for dielectric relaxation in 
MCCE and other similar approaches. This sampling clearly improves the output, showing a clear 
minimum in the errors near eprot 8-10. In contrast, the errors in the pKas of the evolved, wild-type 
residues are independent of eprot above eprot≈6.  The pKas of the introduced acids and bases are 
predominantly controlled by their desolvation penalties and so directly depend on how this 
values varies with eprot. In contrast, native ionizable residues have pKas that result from a balance 
of electrostatic interactions with neighboring groups and the desolvation penalty. These two 
terms have compensating dependence on eprot  and thus a much weaker dependence on this 
variable. It will be left to future studies to determine if the best value for eprot found here would 
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Chapter 3 
Changing connectivity of the hydrogen-bonded network 
in bacteriorhodopsin intermediates to direct proton 
pumping 
 
3.1 Proton pump in bacteriorhodopsin 
 A transmembrane proton gradient is established in cells by proton pumping through 
membrane embedded proteins from the high pH, N-side of the membrane to the low pH [121, 
122]. The energy to build the gradient comes from sunlight in photosynthesis or from energy 
liberated by redox chemistry such as in the reduction of oxygen in cytochrome c oxidase [123]. 
The proton gradient fuels the controlled transfer of ions and substrates across the membrane 
needed for cell signaling and metabolism and the production of ATP, the universal energy 
currency for biochemical reactions, by the F0/F1 ATPase [124, 125]. To pump protons the 
protein must change the proton affinity of buried amino acids and active site ligands that serve as 
intermediate proton donors and acceptors [28, 126]. A hydrogen bond pathway containing 
ionizable and polar residues and waters must exist to connect proton donors and acceptors [123, 
127-129]. The accessibility of proton transfer pathways to the N- and P-sides of the membrane 
must also change during the reaction cycle to ensure that the proton transfers do not dissipate the 
proton gradient [130]. The gates that change the conductivity of the proton transfer have been 
difficult to identify as they must be transient and may occur anywhere along the proton transfer 
pathways.   
 The membrane protein bacteriorhodopsin is a light-driven proton pump found in the 
archaea halobacteria. It carries out photosynthetic energy storage using a retinal as the only 
chromosphere. Its structural simplicity and a wealth of experimental studies have made it a 
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testing ground for the study of proton transport mechanisms [131, 132]. There is a remarkable 
number of x-ray structures trapped in various intermediate states, revealing structural change 
through the reaction cycle [133-139]. The reaction sequence has been studied by time resolved 
spectroscopy as the reaction can be synchronized by being initiated with a flash of light [127, 
131, 132, 140, 141]. Infrared and NMR spectroscopy has been used to monitor the changes in 
protonation states of the retinal, active site amino acids and buried waters [142-145]. Key 
residues have been identified by function being diminished by their removal by mutation [146-
148]. The proton transfers in bacteriorhodopsin have also been analyzed by MD and QM/MM 
[149-157] and by Monte Carlo sampling with continuum electrostatics energies [28, 36, 158, 
159]. 
 In bacteriorhodopsin, retinal is covalently attached to the Lys216, forming a Schiff base, 
buried inside the protein. Absorption of a photon triggers the trans to cis isomerization of the 
Schiff base, which leads to one proton being pumped across the membrane against the pH 
gradient (Figure 3.1). There are three clusters of residues directly involved in the reaction, the 
central cluster (CC) consisting of the retinal Schiff base, Asp85 and Asp212, the extracellular 
proton exit cluster (EC) consisting of Glu194, Glu204 and a nearby hydrogen-bonded water 
[160, 161] and the isolated Asp96 on the intracellular, proton uptake side. 
 The internal bacteriorhodopsin proton transfer pathway can be subdivided into two half 
channels, from the proton uptake side Asp96 to the CC and from the CC to the EC, divided by 
the retinal (Figure 3.1). To carry out unidirectional pumping against the pH gradient, the 
accessibility of each channel has to be controlled. At the start of the reaction cycle both D96 and 
the EC hold a proton. The proton is lost to the N-side of the membrane from the EC, even though 
the pH of the cytoplasmic side is higher. In the bR, M1 or M2 crystal structures the region 
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around D96 is sufficiently non-polar that the acid is protonated and there is no pathway from 
D96 to the cytoplasmic surface [129]. However, in the M2 to N transition the Schiff base, in the 
center of the protein must be reprotonated from Asp96 rather than from the extracellular side of 
the membrane (Figure 3.1). This requires remodeling the cytoplasmic side of the protein to create 
a water channel from the outside to the Schiff base via D96 leading to a Grotthuss-type linear 
water chain that facilitates the proton transfer between Asp96 and SB [154, 162-164]. The 
pathway from the CC via the EC must be blocked to prevent the thermodynamically preferred 
leakage of protons from the P-side until the N’ state is formed. Finally, after the SB is 
reprotonated the path between the central and extracellular clusters must be opened in the O-to-
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Figure 3.1.  The proton transfers in the reaction cycle in bacteriorhodopsin. D96, the central cluster (CC: SB, D212 
and D85), R82 and the exit cluster (EC: E194 and E204) are shown. The ground state is designated bR. The 
photocycle begins with the retinal being isomerized from the all-trans (thin green line boxes) to the 13-cis (heavy 
purple line boxes) configuration [129, 131, 132]. There are no proton transfers prior to the M1 state and earlier states 
are not considered here. D212 is always deprotonated. A proton is first transferred from the SB to the nearby Asp85 
to form M1. A proton is released to the extracellular side from the EC to form M2, followed by the reprotonation of 
the SB by the proton uptake site D96 to form N. D96 binds a proton from the cytoplasmic side to form N’. Retinal 
reisomerizes to form O. The proton on D85 is then transferred to the EC, restoring the initial bR state (black arrow 
labeled O to bR). The net reaction has pumped one proton from the high-pH cytoplasmic side to the lower pH 
extracellular side of the membrane.  A pathway that will dissipate energy goes through the bR-like intermediate.  
Here a proton is transferred from the protonated D85 to the SB yielding the bR protonation state with the cis-retinal 
(green, dashed arrow labeled bR-like to N’). Proton transfer from the EC to D85 moves the system into the N’ state.  
Red arrow: proton uptake from the high pH (N-) compartment; Blue arrow: proton release to the low pH (P-) 
compartment; cyan arrows: internal proton transfer. The labeled arrows show the pathway investigated here.   
 
 In a pumping cycle at least one transition can be identified which could short-circuit the 
process [130]. At this juncture thermodynamics favors the wrong intermediate so a kinetic 
barrier is needed to ensure pumping. In bacteriorhodopsin one important decision step occurs in 
the M1 to M2 transition where the proton is released from the EC to the low pH compartment 
[28, 35, 165]. If instead the proton was transferred from the EC to the CC the system would 
move into the N’ state, returning to the ground state with no proton release or uptake from 
solution (green arrow in Figure 3.1). The short-circuiting path transfers the proton from D85 to 
the SB and from the EC to D85. The blockage of the pathway between D85 and the SB has been 
studied previously [166, 167], while the possibility of a blockage between EC and CC will be 
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investigated here.   
 Moving from M1 to N’ rather than M2 is energetically favored primarily because of the 
repulsion between the charges on the EC and CC [28, 131, 165, 168]. Considering the two acids 
and SB in the CC and the two acids in the EC in all states other than M2, the net charge on the 
two clusters is -2, with the CC either having a charge of -1 with an EC charge of -1 (bR and M1 
states) or of 0 with an EC charge of -2 (N, N’, O states). In the M2 state the total charge is -3 
with a CC charge of -1 and EC charge of -2. The two cluster, while 8 Å apart have an 
electrostatic interaction of ≈3 kcal/mol destabilizing the M2 state, providing some of the driving 
force to bring a proton into the CC [28]. Because the free energy of N’ is higher than M2 the 
pathway between the CC and EC must be closed in the M1 and M2 states. However, once the 
retinal has returned to the trans-conformer in the O state, the proton must be transferred to the 
EC from D85 to reform the bR state. Thus, the O and bR states must favor the internal proton 
transfer and block transfer to the outside. Modulating the H-bonded network from the EC to the 
P-side protein surface pathway can also contribute to the control of the directionality of proton 
pumping [160, 169, 170].  
 The accessibility of the proton transfer pathway between the CC and the EC in the O to 
bR and M1 to M2 transitions are investigated here. Prior studies have calculated the proton 
affinity of the key residues in structures trapped in the bR, M1 and M2 structures, showing that 
the canonical protonation states for bR and M1 (Figure 3.1) are at equilibrium with the structure 
[28, 165]. However, the M2 structure has begun to stabilize the N’ protonation state. In the work 
presented network analysis is used to study the connectivity of the hydrogen-bonded network 
[77] between D85 and E194 and the surface of the protein in multiple crystal structures in the bR 
state and structures trapped in the M1 and M2 states.  bR is formed from O by downhill proton 
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transfer from D85 to the EC. The assumption is made that bR and O structures will have the 
same connectivity as these two species are in equilibrium [131, 168]. The connectivity is first 
compared for the side chain and water positions in the crystal structures. Then pathways are 
mapped using Monte Carlo sampling with additional waters and side chain rotamers added to the 
fixed protein backbone. The energy barrier for translocating a proton is evaluated for all 
pathways assuming the proton is transferred by a set of single proton hops. The connectivity and 
barrier energy are calculated with the residues fixed in either their N’/O protonation state or in 
the bR protonation state. The pathway between the EC and CC is found to be closed in all M 
state structures, while there is a path from the EC to the surface.  This helps to block transfer of a 
proton from the EC to CC, while aiding in the proton release to the P-side of the membrane to 
form M2. In contrast, in the bR state structures the pathway between the CC and EC is 
connected, while the path to the surface is broken. This aids in the reprotonation of the EC from 
CC to complete the cycle without proton leaking back from the P-side in the O to bR transition. 
 
3.2 Methods 
3.2.1 Structures used 
 Seven high resolution bacteriorhodopsin structures [171], trapped in three intermediate 
states along the proton pumping reaction pathway, are analyzed. These are: bR (1C8R [139], 
1C3W [133], 1KG9 [134]), the M1 (1DZE [136] and 1KG8 [134]) and M2 (1C8S [139] and 
1F4Z [129]). 1C8R and 1C8S are D96N mutants and 1F4Z is an E204Q mutant (Table B.1). The 
structures are returned to the wild type sequence within the MCCE program [27]. The retinal is 
all-trans in the bR ground state and 13-cis in M1 and M2 states. Lipids, other bound ligands and 
surface waters are removed at the start. A 33Å thick slab of neutral spheres with a dielectric 
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constant of 4 is added around the protein using IPECE to orient it to bury the fewest ionizable 
residues [28]. This creates a low dielectric region for the continuum electrostatics calculations. 
Surface waters are deleted. IPECE is also used to add explicit waters into cavities.  Additional 
information about the individual structures is found in the SI. 
 All Asp, Glu, Arg and Lys not in the extracellular and central clusters (Figure 3.1) are 
fixed in their ionized form except D96 and D115, which are protonated [28]. In the N’/O 
protonation state the SB and D85 have a proton and E194 does not. In the bR protonation state 
the SB and E194 are protonated and D85 is not. D212 near the CC and E204 [172] in the EC are 
always deprotonated. There are no His in bacteriorhodopsin and the N and C termini are neutral. 
 
3.2.2 Conformational degrees of freedom 
 In MCCE a rotamer defines the position of the non-hydrogen atoms in the side chain, 
water or ligand, while a conformer also includes the proton positions and so defines the 
protonation states. The protein backbone is fixed [27]. Here the protonation states of all residues 
are fixed in the desired intermediate in the photocycle [131, 173]. Two levels of conformer 
generation are used. Isosteric sampling considers all hydrogen-bonded networks that are possible 
fixing the rotomers in the crystal structure positions. Conformers are added with different proton 
positions for hydroxyls, neutral acids and His tautomers. In addition, the Gln and Asn terminal O 
and N can be exchanged. Full rotamer sampling adds additional rotamers by bond rotation for all 
side chains [27, 173]. Each rotamer then has conformers built with the same degrees of freedom 
as in isosteric sampling. 
 Starting with the crystal waters, each water oxygen generates conformers with different 
proton positions. In addition, each water has a conformer with no interaction with the protein 
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indicating it has moved into solution. IPECE is used to add oxygens into internal cavities on a 
cubic lattice of edge length 1Å [28]. These positions provide translational degrees of freedom for 
water molecules as they are too close together to all be occupied in the same accepted microstate. 
The number of waters considered in each structure can be found in the (Table B.3). Each oxygen 
then has conformers generated as for isosteric conformer sampling and an additional conformer 
where the water has moved to solution. Each water conformer then spawns 3 ionized conformers. 
One with a third proton added to form hydronium and two where either proton is removed to 
form a hydroxyl. The retinal is covalently attached to K216 to form the Schiff base, which is 
treated as a single group. The partial charges for the protonated and neutral Schiff base are from 
Spassov [36]. While these were derived for the trans retinal Schiff base, they are used here for 
both the trans and 13-cis configurations. TIPS charges [174] are used for water. For hydronium, 
the oxygen has a charge of -0.5 and each proton has a 0.5 charge. For hydroxyl, the oxygen 
charge is -1.2 and the proton charge 0.2. MCCE has been used previously for calculation of the 
equilibrium protonation states in bacteriorhodopsin [28, 165] and halorhodopsin [175]. 
 
3.2.3 Hydrogen-bonded network and pathways 
 A matrix that contains all geometrically possible hydrogen bonds for all pairs of 
conformers without consideration of the energy of the conformations that generate the 
connections is built. The possible hydrogen bond donors and acceptors are listed in the  (Table 
B.2). An M*M matrix is constructed for M conformers indicating if the conformer geometry 
allows a hydrogen bond to be made between every two conformers. The matrix is not symmetric, 
as the presence of a hydrogen bond with conformer M1 as the donor and conformer M2 the 
acceptor, does not require there is also a hydrogen bond where M1 is the acceptor and M2 the 
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donor.  
 Directed pathways are determined in the various bacteriorhodopsin structures including 
only isosteric conformers and crystal waters, considering the directions of the hydrogen bonds at 
the atom level. Thus, the same O in an Asp or Glu or the same N in Arg must be connected to a 
proton donor in the incoming path and an acceptor in the outgoing path. All ionization states are 
considered, thus an ionized Asp can be a hydrogen bond accepter while the neutral Asp can be a 
hydrogen bond donor or acceptor. This analysis treats all conformers equally without evaluating 
their relative free energy. Thus, a neutral Asp, Glu, Arg, Lys or hydroxyl or hydronium may not 
be found in the equilibrated structure, but it is considered a potential intermediate in a hydrogen 
bond pathway.  
 With full rotamer sampling there are ≈10,000 conformers for the side chains and waters 
in each structure.  Monte Carlo (MC) sampling is used to find energetically acceptable hydrogen 
bonds. All accepted microstates are stored for a collection of ≈108 microstates. A hydrogen bond 
is formed if two residues are in connected conformers in the same accepted microstate. Pairs of 
residues that make a hydrogen bond in at least 1% of the microstates are saved. Connections are 
evaluated on a pairwise basis and do not require that multiple connections in a given path are 
found in the same microstate. These pathways are built from connections between residues and 
do not require all connections be between the same atom. A weighted hydrogen-bonded network 
is derived from the microstate analysis.  
 
3.2.4 Proton transfer hopping sequences   
Proton transfer sequences of single hops between adjacent hydrogen-bonded residues are 
determined for all pathways identified in the Boltzmann distribution of microstates. Starting in 
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the N’/O protonation state, the proton moves from the protonated D85 to the deprotonated E194 
(O to bR arrow in Figure 3.1). The reverse transfer from protonated E194 to D85 is studied 
starting with the bR protonation state (bR-like to N’ arrow in Figure 3.1). Hopping intermediates 
are formed by a single proton transfer where the proton always moves from the donor to the 
acceptor. Except for the initial donor and final acceptor every group accepts and donates a proton 
once. For a path of n residues, n-1 hops are needed. Arg must give up a proton before it can 
accept one. Water can donate a proton to form a hydroxyl or accept a proton to form a 
hydronium. Not all intermediates along a pathway are connected assuming these rules. Many 
hopping sequences can move a proton along any pathway. The number of hopping sequences for 
a given path depends on the type and order of residues. For the pathways here with 5, 6 or 7 
groups, there are 12, 60 or 360 distinct hopping sequences, respectively if all the groups other 
than D85, R82 and E204 are waters. There are fewer hopping sequences if a water is replaced by 
a protonable residue, as residues have 2 possible protonation states while water has 3.  
 
3.2.5 Energy barrier for a proton transfer pathway  
 The free energy of each protonation intermediate in a hoping sequence is determined by a 
restrained Monte Carlo analysis where all residues can change conformation with their charges 
fixed for each intermediate analyzed [77]. Waters not on the pathway that are >50% occupied in 
the calculations can be present in the protein as a neutral water or moved into the solvent in MC 
sampling. Less occupied waters that are not on the pathway being studied are removed. 
Neighboring waters that clash with waters on the path are removed. Thus, within a given protein 
different waters can be present in the calculations of the energy of different pathways. The 
energy is recorded for all accepted microstate during MC sampling. The average microstate 
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energy gives the free energy of the intermediate. The hopping sequence barrier is the difference 
between the free energy of the highest energy intermediate and the state with D85 protonated and 
E194 deprotonated. The hopping sequence with the lowest free energy barrier gives the barrier 




3.3.1 Connectivity of the pathway between the CC and EC 
 The geometrical connectivity of the hydrogen-bonded network between D85 and E194 is 
first determined in each protein crystal structure using isosteric conformers and only the waters 
found in the structure (Table 3.1). These pathways determine if a properly directed hydrogen 
bond can be made between two conformers, but do not consider the energy of the association. 
Multiple connected pathways are found in structures crystalized in the bR state (Figure B.4A). 
The shortest atom connected paths have 5 (1C8R and 1KG9) or 7 (1C3W) hydrogen bonds 
separating any given pair of oxygens in D85 and E194. There is one path with 8 hydrogen bonds 
in the M1 structure 1KG8 and the M2 structure 1F4Z. No connected paths are found in 1DZE 
(M1) or 1C8S (M2) structures. Thus, the density of the path connections is significantly greater 
in the structures crystalized in the bR state than in either M state. In all structures E194 or E204 
is connected to S193, leading to the P-side of the membrane. 
 Sixteen possible connected hydrogen bond paths of length 8 are found in the bR crystal 
structure 1C3W from D85 to E194 (Figure B.4A). All paths go from w407 to the NH2 of R82 to 
w403 to E194. (The w indicates a water found in the crystal structure). Paths between D85 to 
w407 can start with w402 or w401, followed by D212 or w406. D212 is only linked to w407 via 
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Y57. Water 406 can be linked to w407 via Y57 or the NH1 of R82. There are shorter and simpler 
pathways in the bR structures 1C8R and 1KG9. The connectivity with length 6 is: Asp85 > 
(w401 or w402) > w406 > R82 > w405 (1KG9), w403 (1C8R, 1KG9) > E194. There is one 8 
hydrogen bond pathway in the M1 structure 1KG8: Asp85 > w401 > Asp212 > Tyr57 > w407 > 
w406 > R82 > E204 > E194. The two 8 hydrogen bond pathways in the M2 structure 1F4Z are 
very similar to the one in 1KG8. In 1F4Z alternative paths use w409 rather than w406 and w404 
rather than E204. Either OE1 or OE2 of E194 can be the hydrogen bond acceptor in 1F4Z, while 
only OE1 can be in 1KG8.  
 
Table 3.1 Shortest atom connected paths between D85 (OD1 or OD2) and E194 (OE1 or OE2) 
   Length OD1 to OE1 OD1 to OE2 OD2 to  OE1 OD2 to OE2 Total number of paths 
bR 
1C3W 8 3 3 5 5 16 
1C8R 6 2 1 4 2 9 
1KG9 6 1 1 2 2 6 
M1 1DZE 0 0 0 0 0 
0 
1KG8 9 0 0 1 0 1 
M2 1C8S 0 0 0 0 0 
0 
1F4Z 9 0 0 1 1 2 
 Atom connected hydrogen bond pathways between D85 and E194 are found using only isosteric 
conformers, and crystal structure waters without considering the bond energy. The length is the number of oxygen or 
nitrogen connected in the chain. In a path with n groups there are n-1 hydrogen bonds. (Figure B.4A,C shows the 
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FIGURE 3.2. Undirected residue based hydrogen bond networks using the conformers selected in MC sampling 
with added IPECE waters and full rotamer sampling with D85 protonated and E194 deprotonated (N’/O state). The 
ellipses are colored: acids red, bases blue, waters cyan and polar side chains green. Waters are labeled w (crystal 
water) or x (added by IPECE). Each node is a residue or water. An edge is placed between two nodes if the 
probability of hydrogen bonding between them is at least 1% in MC sampling. The width of the edge is proportional 
to the probability of hydrogen bonding. Dangling edges are shown in dashed lines. A) Network found in the 
structure 1C3W crystalized in the bR state. B) Network in the M1 structure 1DZE. R82 is connected to the EC but 
not the CC. The software “Cytoscape” [176]  is used to draw the networks. See Fig. S2 for the undirected residue 
based networks for all the other structures studied.   
 
Hydrogen bond pathways are then found when the protein side chains are allowed to 
sample multiple rotamer positions on a fixed backbone (Figure 3.2). The cavities of the protein 
are filled with extra waters. First the pathways are determined with the protein equilibrated 
around the residues fixed in the N’/O intermediate state considering proton transfer from a 
protonated D85 to E194 for all 7 structures. N’ and O have the same protonation state, referred to 
as N’/O here (Figure 3.1). N’ has a cis-retinal while it is trans in the O state. Afterwards the 
networks will be discussed when the protonation states are equilibrated in the bR protonation 
state. 
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Complete pathways are found in the 3 bR state structures 1C3W, 1C8R and 1KG9. All 
paths go through R82 as found in the analysis of the directed pathways in the crystal structures 
(Figure B.4A,C). Considering paths of length 5-7 (5 is the length of the shortest path), D85 
utilizes an alternative conformer that is connected to R82 by only a single introduced water 
molecule 63% of the time. Longer paths take a detour through the SB and D212. R82 can be 
connected to E194 by 1 (45%), 2 (33%) or 3 (8%) waters (Table B.4). (The percentages reflect 
the number of pathways not the probability that these pathways are selected in MC sampling). 
Alternately, a hydrogen bond between Y83 and E194 can be connected to R82 through 1 or 2 
waters. E204 is rarely connected to the network. In the bR structures 1C3W or 1KG9 there are 
no connections to S193 or other residues near the surface. In 1C8R, a path from E204 ends at 
S193. Thus, the structures with a path between D85 and E194 are poorly connected to the 
surface.   
There are no complete paths from D85 to E194 in any of the four M state structures 
(Figure 3.2B, Figure B.2B,C). In all M structures the break is between D85 and R82. R82 
remains connected to E194. The loss of the completed pathway is due to the downward motion 
of R82 in the structures with a cis-retinal (Figure 3.1). However, in the M state structures there 
are extensive paths to the P-side surface. The path is either via E204 and S193 or directly from 
E194 through a water network to E74.   
The network connectivity was compared in proteins equilibrated in the bR and N’/O 
protonation states (Figure B.2). In the N’/O state the proton transfer is from a protonated D85 to 
the deprotonated E194.  In the bR state the system starts with an anionic D85 and neutral, 
protonated E194. Given that the backbone is held rigid in these calculations only minor changes 
are found. The CC and EC are connected in the bR structures when the system is equilibrated in 
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the bR or N’/O ionization states. In the M1 and M2 structures the connection between the two 
clusters remains broken, while the connection to the surface is retained. The most notable change 
in the pathway is that MC sampling finds a hydrogen bond between the retinal SB and D85 in the 
structures crystalized in the bR state and equilibrated with a deprotonated D85. This path will 
facilitate the proton transfer from D85 to the SB to form the M1 state. This connection is not 
found in the structures crystalized in the M1 or M2 state where the SB is in the cis configuration. 
The break would help to prevent back proton transfer to form the bR-like structure (Figure 3.1). 
 
3.3.2 Energy of the proton hoping sequences   
In the structures crystalized in the bR state there are pathways between D85 and E194. 
The energy barrier to translate a proton along each pathway is estimated by calculating the free 
energy of the intermediate protonation states formed by single proton hops (Table B.6). Hopping 
sequences never change the protein total charge. For each hydrogen bond pathway, there are 
many proton hopping sequences (Figure 3.3A).  
 The lowest free energy paths for proton transfer from a protonated D85 to E194 have 
barriers of 10.0 (1C3W), 10.0 (1C8R) and 11.8 (1KG9) kcal/mol (Table 2). These are the energy 
of the highest metastable protonation state intermediate along the hopping sequence with the 
lowest barrier (Table B.6(A-C)ii). The free energies are obtained in a fixed intermediate 
protonation state with relaxed waters and dipoles. These are not the energy of the transition state, 
but rather chart the accessibility of the proposed intermediates. When the protein is equilibrated 
in the bR protonation state the barrier is ≈2-5 kcal/mol higher because of modest changes in the 
energy of all states along the pathway (Table 3.2).  
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The energies of all intermediates in the low energy pathways were investigated for each 
structure (Table B.6(A-C)ii). The highest energy intermediates almost always have a hydroxyl or 
one or two hydroniums. Hydroxyls are never found in the preferred hopping sequences. 
Pathways with a single hydronium can be lower in energy than those with a neutral Arg.  The 
highest energy intermediate on the lowest energy hopping sequence in all three bR crystal 
structures has a neutral Arg with an adjacent hydronium closer to E194. This would suggest 
proton transfer from R82 to a nearby water is the most difficult intermediate to form.   
 
3.3.3 Pathways beyond D85 and E194   
The bacteriorhodopsin photocycle requires that the proton is released from the EC rather 
than transferred into the CC in the M state. The network analysis shows that in the bR structures 
there is very limited connection from the EC to the protein surface. In contrast, in the four M 
state structures there is no path from E194 to D85, but there is a pathway from E194 to residues 
on the surface including S193 and E74. This favors proton release from the EC to the P-side of 
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Figure 3.3  Hopping sequences separating D85 and E194 in the1C3W structure crystalized in the bR state 
equilibrated by Monte Carlo sampling in the N’/O protonation state (Figure 3.2A). (A) Possible proton hopping 
sequences for the pathway containing the protonated D85, water x292, R82, water x358 and E194.  Each of the 12 
nodes represents a different protonation state in the hopping sequence moving from node 1 to 12 (Table B.6Ai 
provides the identity of each node). E194 can accept a proton. Water can lose a proton to form a hydroxyl or accept 
one to form hydronium.  R82, which is initially protonated, is not a proton acceptor. There are 3 possible states 
separated from the initial state by a single hop, with D85, R82 or water x358 donating a proton to the next group on 
the path. Four steps are needed to transfer a proton from D85 to E194. Not all ionization states are linked by single 
proton hops. The lowest energy hopping sequence is shown with a thicker line. The intermediates are ordered from 
left to right by energy, with the darker spheres at lower energy. (B) The energy for each proton hopping intermediate 
for the lowest energy hopping sequence for the pathway shown in Panel A. The free energy difference between the 
initial state and the intermediate with the highest free energy is the estimated barrier for that hopping sequence. 
Schematic at the top shows the protonation states along the path. Red: anion; Blue: cation; Light blue: protonated 
Asp or Glu.  
 
 
Table 3.2  Number of paths and the corresponding lowest energy barrier for bR structures 
  N’/O protonation bR protonation 
Length (n)  5 6 7 5 6 7 
bR-1C3W  count 4 6 6 1 1 2 
  ∆G 10.0 10.5 10.3 11.8 13.1 14.9 
bR- 1C8R count 2 4 4 0 2 2 
  ∆G 10.1 13.5 10.4 NA 12.3 12.9 
bR-1KG9  count 1 4 9 1 3 5 
  ∆G 13.0 12.6 11.8 12.6 11.8 12.2 
Full rotamer sampling is used with added IPECE waters. No complete paths are found in M1 (1DZE or 
1KG8) or  M2 (1C8S or 1F4Z) structures via hydrogen bonds that are found in ≥1% of the accepted microstates in 
Monte Carlo sampling. Count: the number of pathways of length n in the structure; ∆G: the barrier for the lowest 
free energy pathway in kcal/mol. In both calculations with bR and N’/O protonation states the state with D85 
protonated and E194 deprotonated is used as the reference state to calculate the barrier.   
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3.4 Discussion 
 In bacteriorhodopsin to ensure directional proton pumping from the N- to the P-side of 
the membrane a proton must be released from the exit cluster (EC) to the extracellular side while 
a proton is taken up to the central cluster (CC) via D96 from the interior. Finally, a proton is 
transferred from the CC to the EC to return to the initial state (Figure 3.1). A proton transfer 
from the EC to the CC in M1 would result in the formation of the N’ state, with two protons in 
the CC and a deprotonated EC, skipping the M2 and N states, short circuiting proton uptake and 
release. Thus, the internal connection between CC and EC must be blocked in the M state, while 
the EC needs a connection to the P-side to facilitate proton release.  However, the system is 
returned to the ground state by the internal transfer of the CC proton on D85 to the EC, requiring 
an internal pathway between D85 and E194. The connectivity and free energy for proton 
hopping is explored in 7 bacteriorhodopsin crystal structures trapped in the bR, M1 and M2 
states.  The structures crystalized in the ground state (bR) have a trans-retinal. This is the isomer 
also found in the O state where the channel between the EC and CC must be open. 
 As seen in Figure 3.1 there are two proton shifts needed to move from M1 to N' to short-
circuit proton transfer. The back transfer from D85 to the SB has been studied previously [155, 
166, 167]. The forward proton pathway from the SB to D85 occurs via a direct connection or via 
waters, T89 or D212 and the transfer is complete by the M1 state. Once the proton has been 
transferred there are multiple factors that have been proposed to stabilize the proton on D85 and 
raise the barrier for back proton transfer to the SB in the states with cis-retinal. Continuum 
electrostatics calculations show that SB0D85H0 is lower in energy that SBH+D85- in M1 
structures, while the order is reversed in bR structures [28, 158, 165]. Quantum Mechanical 
analysis showed the loss of a water connecting the two groups and the breaking of the hydrogen 
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bond between D85 and T89 also stabilizes the proton on D85 rather than the SB [155].  
However, the N’ state has been calculated to be at lower energy than the M2 state [28], so 
additional blocks to internal proton transfer between EC and CC will help ensure that a proton 
does not transfer from the P-side via the EC for the microseconds needed to form the N’ state.     
 The hydrogen-bonded networks of residues and waters in 7 crystal structures of 
bacteriorhodopsin are found, using MCCE to sample different conformations in defined 
protonation states. The network analysis shows the pathways are broken between the CC and EC 
in all M state structures. In contrast the EC is well connected to the surface in these structures as 
needed. Thus, there is a robust change in the proton transfer accessibility between the bR and M 
state structures that will help ensure the correct direction for pumping. In these calculations the 
rotation of the Arg to face the EC acids is found to be essential to break the pathway. The break 
arises here because the backbone in the crystal structure raises the energy of conformers that 
could form a pathway between EC and CC. Ongoing work analyzing the connectivity in bR and 
M state ionization shows changes in the hydrogen bond network are also found under in 
Molecular Dynamics trajectories (manuscript in preparation).  
  The bR protonation state is formed from the O state and we assume that the protonation 
states are in equilibrium in these two structures. The energy calculations show that the bR 
protonation state is 3-5 kcal/mol lower in energy than the N’/O protonation in structures 
crystalized in the bR state, so that the reaction is downhill as expected. These bR structures with 
a trans retinal all have an upward facing Arg and a pathway between the EC and CC. MD 
simulations have shown that the neutralization of D85 forming the M1 state stabilizes the motion 
of R82 towards the EC [177]. Continuum electrostatics calculations show that the R82 rotation 
towards the EC significantly lowers the pKa of the cluster favoring proton release to the low pH 
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side of the membrane [165]. In addition, the downward facing R82 raises the proton affinity of 
the CC, stabilizing proton binding to the SB via D96 from the N-side of the membrane.   
A hopping mechanism rather than a Grotthuss mechanism is explored here. In a 
Grotthuss mechanism proton transfer is viewed as occurring by essentially simultaneous 
transfers in a hydrogen-bonded network prearranged so each side chain or water can both donate 
and accept a proton [53]. In an ideal Grotthuss transfer the bridging groups on the pathway do 
not change their ionization state as the proton is transferred, with only the ultimate proton donor 
and acceptor changing protonation state. This mechanism requires each bridging group has a 
lone pair to accept a proton and a labile proton to donate to the next group along the chain. An 
ionized Arg cannot participate in a Grotthuss mechanism as it lacks a lone pair hydrogen 
acceptor. Thus, we have analyzed hopping mechanisms for proton transfer between D85 and 
E194.  
A neutral Arg is considered as a high energy intermediate in the pumping pathway. Arg 
has a pKa higher than 12 in solution [178]. There is IR and NMR measurements suggesting that 
R82 is in a unique environment that may poise it to lose a proton [178-180]. Using a solution pKa 
of 12.5 the energy of the states with neutral R82 are >9 kcal/mol above the ground state. The 
highest energy intermediates in the favored pathways all have a deprotonated R82 with a 
neighboring hydronium. The energy of this state is ≈11 Kcal/mol. Thus, the simulations suggest 
that a neutral R82 is accessible in a high energy intermediate in a reaction that is taking place in 
microseconds. This identification of the highest energy intermediate in a hopping sequence can 
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Chapter 4 
Summary 
 Two related subjects pKa (protonation state change) and the proton transfer in the protein 
environment have been studied here using the program MCCE, which can generate possible 
configurations of protein taking into account both the conformation and protonation degrees of 
freedom and create a canonical ensemble in a Monte Carlo sampling. Being able to sample 
different configuration and protonation states is essential in the simulation to calculate pKa given 
the flexibility of protein configuration and the protonation state changes that could happen 
during pH titration. And the canonical ensemble could be used to obtain the hydrogen-bonded 
network of residues and water in protein leading to proton transfer. 
 The pKa of residue in protein is perturbed by loss of solvation energy (desolvation 
energy) and the interaction with the other residues in protein, comparing with the pKa in solvent. 
In simulations, correctly calculating these two terms is essential for the pKa prediction. The 
dielectric constant of protein is an important parameter in the continuum electrostatics model 
needed to calculate the desolvation energy.  The molecular mechanics LJ interactions must be 
added to the electrostatic pairwise interactions between residues. Various values of the dielectric 
constant have been used in different programs for pKa calculation. The systematic benchmark 
work done here against a set of consistently measure pKas suggests that the optimal value of the 
dielectric constant of protein is around 8. This optimal value may change a little when different 
scaling factors of LJ parameter are used. Nevertheless, the dielectric constant and LJ parameters 
are implicit parameters that account for the flexibility of protein. The extent of protein 
conformation sampling could change the optimal value of these parameters. In the quick run of 
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MCCE, only the crystal conformation of residues are used, while in the full run extra conformers 
are generated, which increases the flexibility of protein. 
 Despite of the rich set of experimental pKas of residue and crystal structures are provided 
here, further benchmark work still needs to be done to confirm the conclusion here. 
 Besides the benchmark work of the program MCCE, a method is proposed which can 
identify the averaged static hydrogen-bonded network of residues and water in protein taking 
into account both the conformation and protonation degrees of freedom from the canonical 
ensemble in MC sampling at a fixed pH. Hydrogen-bonded chains of residues and water that 
could lead to proton transfer can then be obtained from the network. Further more, assuming the 
proton is transferred by proton hops between adjacent groups in the hydrogen-boned chain one at 
a time in one direction, the energy barrier of proton transfer along the chain is estimated by 
considering the free energies of the intermediate states during proton hopping. Except for the 
beginning and ending group, every element in the chain gets and loses a proton once and only 
once. Using different orders of proton gain and lose for a given pathway, different intermediate 
protonation states may appear, hence the energy barrier will be different. All different scenarios 
are considered here, and the minimum energy barrier is chosen as the energy barrier of proton 
transfer along a particular hydrogen-bonded chain. The free energy of each intermediate state is 
calculated from MC with of MCCE with the corresponding protonation states of residues and 
water.  
 The MC method is applied to the membrane protein bacteriorhodopsin showing different 
hydrogen bond connectivity between the central cluster and the exit cluster and between the exit 
cluster and the extracellular side of membrane in the trans configuration ground state, BR and the 
13-cis configuration exited state M. This may explain the unidirectional proton transfer in 
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bacteriorhodopsin proton pump. 
 The hydrogen-bonded network obtained from this method is static and the fraction of 
hydrogen bond formation is only considered between every two groups here, the fraction of 
forming a complete hydrogen bonded chain is not considered. This could be done in the future, 
since it could also be obtained from the canonical ensemble, which has all the accepted 
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Appendix A 
Supplementary Information for Chapter 2 
Table A.1. The averaged mean field energy breakdown of the energy terms that influence the 
pKa for all wild-type residues in SNase (Eqn. 2.1).  
  Energies breakdown; calculated at eprot =10; LJ 0.1; Energy in ∆pK units 
  Q-NR Q-R F-NR F-R 
All 
WT Desolvation 0.6 ± 0.6 0.6 ± 0.6 0.5 ± 0.6 0.5 ± 0.6 
  Backbone -0.3 ± 0.8 -0.3 ± 0.8 -0.3 ± 0.8 -0.3 ± 0.7 
 Side chains -0.8 ± 1.1 -0.9 ± 1.2 -0.7 ± 0.8 -0.8 ± 1.0 
 LJ 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 -0.1 ± 0.2 
              
D Desolvation 1.5 ± 0.7 1.5 ± 0.7 1.5 ± 0.7 1.4 ± 0.8 
  Backbone -1.9 ± 1.0 -1.8 ± 1.0 -1.8 ± 0.9 -1.7 ± 1.0 
 Side chains -0.8 ± 1.7 -1.0 ± 1.9 -0.9 ± 1.5 -1.2 ± 1.6 
 LJ 0.0 ± 0.0 0.0 ± 0.1 -0.1 ± 0.1 -0.3 ± 0.6 
               
E Desolvation 0.8 ± 0.5 0.7 ± 0.4 0.6 ± 0.5 0.6 ± 0.5 
  Backbone -0.4 ± 0.3 -0.4 ± 0.3 -0.3 ± 0.2 -0.3 ± 0.3 
 Side chains -1.1 ± 1.3 -1.2 ± 1.2 -0.9 ± 0.8 -1.0 ± 0.8 
 LJ 0.0 ± 0.1 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 
               
K Desolvation 0.3 ± 0.3 0.3 ± 0.3 0.2 ± 0.1 0.2 ± 0.1 
  Backbone 0.1 ± 0.2 0.1 ± 0.2 0.1 ± 0.2 0.1 ± 0.2 
 Side chains -0.3 ± 0.5 -0.4 ± 0.5 -0.3 ± 0.5 -0.3 ± 0.4 
 LJ 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 
               
R Desolvation 0.5 ± 0.2 0.5 ± 0.3 0.4 ± 0.3 0.5 ± 0.3 
  Backbone 0.1 ± 0.4 0.1 ± 0.4 0.1 ± 0.2 0.1 ± 0.3 
 Side chains -1.6 ± 1.1 -1.8 ± 1.3 -1.1 ± 1.0 -1.4 ± 1.1 
 LJ 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.0 0.0 ± 0.1 
 
 The difference in energy between the ionized and neutral form is given with positive values stabilizing the 
neutral form.  The energy is given in ∆pK units, the energy needed to shift a pKa by one pH unit; 1 ∆pKa unit=1.36 
kcal/mol.  Desolvation: the average desolvation energy; Backbone: the interaction between the residues of interest 
and the backbone; Side chains: the mean field electrostatic pair wise interaction between the residue of interest and 
the other residues in the protein; LJ: the mean field Lennard-Jones interaction with other side chains and the protein 
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Table A.2 The pKa values of all the residues (wt, in silico, x-ray) of interest at dielectric constant 
10 and LJ scaling factor 0.25 using four different starting structures (NR-Q, NR-F, R-Q, R-F) and 
the experimental values. The RMSDs of experimental values (1.2*, 2.9*, 3.5*) are the RMSDs using the NULL 
model. For the mutants with x-ray structure, the PDB names are listed on the right. The experimental pKas were 
taken from the values distributed via the pKa challenge web site http://amylase.ucd.ie/cgi-bin/pKacoop/main.py. 
This site requires registration to enter. 
 
!
Res!type! Res!num! Exp! Q.NR! Q.R! F.NR! F.R! PDB!
wt! ASP! 19! 2.21! 3.37! 2.45! 4.08! 2.83!
!
!
ASP! 21! 6.54! 3.21! 4.7! 2.75! 3.7!
!
!
ASP! 40! 3.87! 4.03! 3.95! 3.98! 3.84!
!
!
ASP! 77! <2.2! 1.27! 0.68! 1.32! 0.72!
!
!
ASP! 83! <2.2! 0.06! 0.27! 1.61! 1.07!
!
!
ASP! 95! 2.16! 3.3! 3.06! 3.36! 3.42!
!
!
GLU! 10! 2.82! 2.38! 2.56! 3.71! 3.68!
!
!
GLU! 43! 4.32! 5.09! 4.46! 4.22! 4.24!
!
!
GLU! 52! 3.93! 4.39! 4.39! 4.38! 4.42!
!
!
GLU! 57! 3.49! 4.1! 4.18! 4.02! 3.84!
!
!
GLU! 67! 3.76! 2.65! 2.88! 3.56! 3.44!
!
!
GLU! 73! 3.31! 3.15! 2.66! 3.69! 3.26!
!
!
GLU! 75! 3.26! 3.14! 2.64! 3.09! 2.85!
!
!
GLU! 101! 3.81! 3.52! 3.5! 3.35! 3.08!
!
!
GLU! 122! 3.89! 3.28! 3.26! 3.31! 3.53!
!
!
GLU! 129! 3.75! 3.12! 2.81! 3.7! 3.52!
!
!





1.2*! 1! 0.7! 1.1! 0.8!
!
! ! ! ! ! ! ! ! !in!silico! ASP! 23! 6.8! 7.5! 7.3! 7.1! 7.2!
!
!
ASP! 25! 6.8! 6.6! 6.2! 6.9! 6.6!
!
!
ASP! 34! 7.8! <0.0! 6! 7! 6.3!
!
!
ASP! 36! 7.9! 0.9! 6.5! 7.6! 7.2!
!
!
ASP! 37! <4.0! 2.1! 6.7! 6.2! 5.4!
!
!
ASP! 38! 6.8! 7! 5.8! 8.1! 7.5!
!
!
ASP! 39! 8.1! 8.5! 7.1! 8.4! 7.6!
!
!
ASP! 41! <4.0! <0.0! 7.8! 9.7! 6.8!
!
!
ASP! 58! 6.8! <0.0! 8! <0.0! 7.9!
!
!
ASP! 62! 8.7! 5! 6.2! 8.1! 7.5!
!
!
ASP! 66! 8.7! 7.7! 6.8! 7.4! 6.9!
!
!
ASP! 72! 7.6! >14.0! 4.5! 6.6! 5.3!
!
!
ASP! 74! 8.3! 8.1! 7.3! 7.5! 7.1!
!
!
ASP! 90! 7.5! 5! 6.8! 7.1! 6.6!
!
!
ASP! 91! 7.2! 9.3! 7.4! 6.9! 5.3!
!
!
ASP! 92! 8.1! <0.0! 6.9! 7.5! 6.8!
!
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!
ASP! 99! 8.5! >14.0! 7.6! 6.9! 6.7!
!
!
ASP! 100! 6.9! 5.2! 4.2! 6.5! 5.1!
!
!
ASP! 103! 8.7! >14.0! 8.4! 8.4! 8.6!
!
!
ASP! 104! 9.7! 8.9! 6.8! 8.9! 7.7!
!
!
ASP! 109! 7.5! >14.0! 7.7! 8.4! 7.5!
!
!
ASP! 118! 7! 5.9! 5! 5.1! 5.3!
!
!
ASP! 125! 7.6! 5.9! 6.5! 7.1! 6.6!
!
!
ASP! 132! 7! 9.5! 7.4! 8.2! 7.9!
!
!
GLU! 23! 7.1! 6.7! 6.5! 8! 6.5!
!
!
GLU! 25! 7.5! 7! 6.2! 7.4! 6.6!
!
!
GLU! 34! 7.3! 6.9! 5.9! 6.7! 6.3!
!
!
GLU! 36! 8.7! >14.0! 7.7! 8.5! 7.8!
!
!
GLU! 37! 5.2! 9.3! 8.3! 6.8! 5.9!
!
!
GLU! 38! 7! 6.4! 6.7! 6.6! 6.4!
!
!
GLU! 39! 8.2! 8.4! 8.4! 8.5! 8.8!
!
!
GLU! 41! 6.5! >14.0! 7.8! 13.9! 9.4!
!
!
GLU! 58! 7.7! 12.9! 8.4! 8.8! 8.3!
!
!
GLU! 62! 7.7! >14.0! 8.7! 7.7! 8.5!
!
!
GLU! 66! 8.5! 6.9! 6.8! 7.4! 7.7!
!
!
GLU! 72! 7.3! 7.1! 6.5! 7.2! 6.5!
!
!
GLU! 74! 7.8! 8! 7.7! 7.5! 7.2!
!
!
GLU! 90! 6.4! >14.0! 6.5! 7.5! 6.2!
!
!
GLU! 91! 7.3! 0.1! 5.6! 7.2! 5.5!
!
!
GLU! 92! 9! 6.9! 6.7! 7.2! 6.9!
!
!
GLU! 99! 8.4! 8.4! 8.4! 7.6! 7.6!
!
!
GLU! 100! 7.6! >14.0! 8! 8.3! 7.5!
!
!
GLU! 103! 8.9! 9.6! 9! 8! 9.6!
!
!
GLU! 104! 9.4! >14.0! 6.5! 8.3! 9.1!
!
!
GLU! 109! 7.9! >14.0! 8.4! 12.1! 8.6!
!
!
GLU! 118! <4.5! 8.1! 6.4! 4.7! 4.9!
!
!
GLU! 125! 9.1! 8.2! 7.5! 8.6! 7.5!
!
!
GLU! 132! 7! 7.6! 7! 8.5! 7.1!
!
!
LYS! 23! 7.3! 4.7! 5.6! 5.9! 6!
!
!
LYS! 25! 6.3! 2.4! 5.9! 5.9! 5.8!
!
!
LYS! 34! 7.1! 4.9! 5.1! 6.7! 6.6!
!
!
LYS! 36! 7.2! 2.6! 2! 7.2! 7.3!
!
!
LYS! 37! >10.4! >14.0! 8! 8.6! 8.3!
!
!
LYS! 38! >10.4! 5.5! 7.7! 6.3! 6.5!
!
!
LYS! 39! 9! 6.3! 7.8! 6.8! 8.7!
!
!
LYS! 41! 9.3! 12.3! 10.1! 11.5! 13.5!
!
!
LYS! 58! 10.4! >14.0! 12.5! 13.7! 11.6!
!
!
LYS! 62! 8.1! 5! 8.7! 7.4! 8.7!
!
!
LYS! 66! 5.6! 5.8! 6.4! 6.2! 7.3!
!
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!
LYS! 72! 8.6! 4.3! 5.4! 9.7! 7.7!
!
!
LYS! 74! 7.4! <0.0! 7.1! 8.3! 8.1!
!
!
LYS! 90! 8.6! 5.5! 4.7! 5.6! 5.6!
!
!
LYS! 91! 5.3! >14.0! 9.7! 8.3! 7.3!
!
!
LYS! 92! 5.3! 5.9! 5.4! 5.5! 5.9!
!
!
LYS! 99! 6.5! 5.9! 7.9! 6.4! 6.6!
!
!
LYS! 100! 8.6! 7! 5.2! 5.6! 5.7!
!
!
LYS! 103! 8.2! 6.7! 8.6! 7.2! 8.2!
!
!
LYS! 104! 7.7! 4.5! 6.3! 6.8! 6.4!
!
!
LYS! 109! 9.2! 4.9! 7.5! 6.7! 8.2!
!
!
LYS! 118! >10.4! <0.0! 9.1! 9.5! 9.3!
!
!
LYS! 125! 6.2! <0.0! 7.8! 5! 7.4!
!
!
LYS! 132! >10.4! 8.1! 8.2! 7.7! 8.7!
!
!
ARG! 23! >10.4! 10.2! 11.1! 11.3! 11.1!
!
!
ARG! 25! >10.4! 10.5! 10.4! 10.2! 9.9!
!
!
ARG! 34! >10.4! <0.0! 10.3! 10.9! 11.3!
!
!
ARG! 36! >10.4! <0.0! 8.7! 10.6! 12.1!
!
!
ARG! 37! >10.4! >14.0! 12.7! 12.9! 13.2!
!
!
ARG! 38! >10.4! >14.0! 11.4! 4.1! >14.0!
!
!
ARG! 39! >10.4! 7.3! 13.4! 12.1! 14!
!
!
ARG! 41! >10.4! 9.9! >14.0! <0.0! >14.0!
!
!
ARG! 58! >10.4! <0.0! 13.5! 12.2! 13.3!
!
!
ARG! 62! >10.4! <0.0! 11.1! 10.9! 11.5!
!
!
ARG! 66! >10.4! <0.0! 11.6! 11.3! 10.2!
!
!
ARG! 72! >10.4! 10.8! 10.2! 12.1! 12.6!
!
!
ARG! 74! >10.4! >14.0! >14.0! >14.0! 12.8!
!
!
ARG! 90! >10.4! 9.2! 10.9! <0.0! 11!
!
!
ARG! 91! >10.4! <0.0! >14.0! 12.6! 11.8!
!
!
ARG! 92! >10.4! >14.0! 11! 9.8! 7.8!
!
!
ARG! 99! >10.4! <0.0! 6.9! 4.9! 10.8!
!
!
ARG! 100! >10.4! <0.0! 9.4! 10.7! 10.2!
!
!
ARG! 103! >10.4! <0.0! 10.9! 12! 11.3!
!
!
ARG! 104! >10.4! 10.5! 10.6! >14.0! 10.2!
!
!
ARG! 109! >10.4! 9.9! 13.4! 11! 13.1!
!
!
ARG! 118! >10.4! 13! 13.6! 13.7! 13.7!
!
!
ARG! 125! >10.4! <0.0! 10! 12.2! 9!
!
!





2.9*! 5.1! 1.7! 2.4! 1.3!
!
! ! ! ! ! ! ! ! !x.ray! ASP! 66! 8.7! 6.9! 7.1! 6.9! 7.3! 2OXP!
!
ASP! 92! 8.1! 7.3! 7.2! 7.2! 7.2! 2OEO!
!
GLU! 25! 7.5! 7.7! 7.4! 7.8! 7.4! 3EVQ!
!
GLU! 38! 7! 8.3! 7.7! 7.9! 7.2! 3D6C!
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!
GLU! 66! 8.5! 8! 7.9! 7.8! 7.6! 1U9R!
!
GLU! 72! 7.3! 5.5! 5.4! 5.3! 5.1! 3ERO!
!
GLU! 91! 7.1! 9.5! 7.9! 6.6! 8.4! 3D4D!
!
GLU! 92! 9! 7.6! 7.4! 7.4! 7.3! 1TR5!
!
GLU! 92! 9! 7.6! 7.2! 7.6! 7.2! 1TQO!
!
LYS! 25! 6.3! 6.1! 6.4! 5.9! 6.2! 3ERQ!
!
LYS! 36! 7.2! 7.2! 7.7! 7.8! 7.5! 3EJI!
!
LYS! 38! >10.4! 9.5! 9.7! 9.6! 9.7! 2RKS!
!
LYS! 62! 8.1! 7.2! 7.4! 7.3! 7.8! 3DMU!
!
LYS! 66! 5.6! 6! 6.1! 6.3! 6.4! 2SNM!
!
LYS! 66! 5.6! 7.2! 7.8! 6.5! 7.2! 3HZX!
!
LYS! 72! 8.6! 11.4! 11.2! 11.2! 11.2! 2RBM!
!
LYS! 92! 5.3! 6.3! 6.3! 6.4! 6! 1TT2!
!
LYS! 103! 8.2! 12.6! 12.7! 9.7! 9.8! 3E5S!
!
LYS! 104! 7.7! 8.3! 10.3! 7.9! 8.4! 3C1F!
!
LYS! 125! 6.2! 5.8! 6.6! 5.4! 6.1! 3C1E!
!
ARG! 72! >10.4! 13.8! 13.8! 14! 13.8! 3D8G!
!
ARG! 90! >10.4! >14.0! >14.0! >14.0! >14.0! 3DHQ!
!
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Appendix B 
Supplementary Information for Chapter 3 
 
Figure B.1.    Bacteriorhodopsin structure and proton transfer scheme. A retinal chromophore is covalently bond to 
Lys216 buried inside the seven helixes membrane protein bacteriorhodopsin, forming a Schiff Base (SB). Upon the 
photoisomerization of SB, one proton is pumped from the cytoplasmic side to the extracellular side. First, a proton is 
transferred from the protonated SB to the nearby Asp85. Then the proton is released to the extracellular side from 
the exit cluster (EC) made up by E204, E194 and nearby waters, followed by the reprotonation of SB by the proton 
uptake site D96. The deprotonated D96 then becomes protonated again from the cytoplasm side. At last, the proton 
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Table B.1 Crystal structures of Bacteriorhodopsin 
Intermediate State PDB Id Resolution (Å) Memo Reference 
BR 1C3W 1.55  [133] 
1C8R 1.8 D96N mutant [139] 
1KG9 1.81  [134] 
M1 1DZE 2.5  [136] 
1KG8 2.0  [134] 
M2 1C8S 2.0  [139] 
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Table. B.2 Possible hydrogen bond donor and acceptor 
Residue Donor Acceptor 
ASP HD1, HD2 OD1, OD2 
ARG 1HH1, 2HH1, 1HH2, 2HH2, HE NE, NH1, NH2 
ASN 1HD2, 2HD2 OD1 
CYS HG 
 
GLN 1HE2, 2HE2 OE1 







TYR HH OH 




HOH 1H, 2H, 3H O 
RSB HZ NZ 
 For a hydrogen bond to be formed the distance between the hydrogen atom H and the acceptor must be 
between 1.2 and 3.2Å, and, the angle between the D-H bond in the donor and the H~A bond in the acceptor must be 













   72 
Table B.3.  Water occupancy in bacteriorhodopsin structures 
 crystal 
IPEC
E total added crystal IPECE selected occupied 
1C3W 23 592 605 6 48 54 13.9 
1C8R 26 557 583 7 54 61 14.9 
1KG9 22 671 693 7 53 60 17.3 
1DZE 18 649 667 0 45 45 15.7 
1KG8 13 659 672 5 67 72 15.9 
1C8S 14 681 695 2 61 63 13.0 
1F4Z 25 633 658 4 55 59 17.8 
Average 20 635 653 4 55 59 15.5 
std 4.82 41.61 39.91 2.44 6.90 7.66 1.59 
 
Water is essential for having a complete proton transfer pathway. Waters on the surface are stripped off.  
There are 20±4.8 waters remaining. The standard deviation is for the 7 structures used.  All cavities in the protein 
are filled on a 1Å grid using the program IPECE [28]. This adds 653±40 waters. Between 59±7.7 waters have 
occupancy >1% following Monte Carlo sampling in the N’/O protonation state. All of these waters can participate in 
the hydrogen-bonded network. Summing the occupancy of all waters shows that 15.5±1.6 waters are found in the 
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Table B.4. Diversity of pathways found in bacteriorhodopsin bR structures using Monte Carlo 
sampling with added waters and full rotamer sampling of side chains 
 
# paths # paths # paths # total % 
               D85 to R82 1C3W 1C8R 1KG9 total 
 1 w 12 8 5 25 62.5 
2 w 0 0 6 6 15 
RSB > D212 > 1w 4 2 2 8 20 
1w > D212 > 1w 0 0 1 1 2.5 
                  R82 to  E194 
     1w 8 4 6 18 45 
2w 4 3 6 13 32.5 
3w 0 1 2 3 7.5 
1W > Y83 2 1 0 3 7.5 
2W > Y83 2 0 0 2 5 
1W > E204 > 1W 0 1 0 1 2.5 
 
The N’/O protonation state is used. No completed pathways are found in the M1 or M2 structures. The 
percentages reflect the number of pathways not the probability that these pathways are selected in MC sampling.  
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Table B.5. Energy of all paths of length 5-7 in 1C3W 
path               Barrier 
1 D85 x292 R82 x358 E194     9.95 
2 D85 x292 R82 w405 E194     11.07 
3 D85 x290 R82 x358 E194     10.02 
4 D85 x290 R82 w405 E194     11.1 
5 D85 x292 R82 x358 w405 E194   10.53 
6 D85 x292 R82 w405 x358 E194   13.71 
7 D85 x292 R82 w405 Y83 E194   17.98 
8 D85 x290 R82 x358 w405 E194   11.3 
9 D85 x290 R82 w405 x358 E194   13.93 
10 D85 x290 R82 w405 Y83 E194   20.83 
11 D85 x292 R82 x358 w405 Y83 E194 16.24 
12 D85 SB D212 x292 R82 x358 E194 10.31 
13 D85 SB D212 x292 R82 w405 E194 13.56 
14 D85 SB D212 x290 R82 x358 E194 13.09 
15 D85 SB D212 x290 R82 w405 E194 12.66 
16 D85 x290 R82 x358 w405 Y83 E194 18.86 
 
Energy in kcal/mol.  The energy highlighted in green is the lowest energy of a path of this length.   
w designates crystal waters; x designates waters added by IPECE. SB, D212, R82 and Y83 are highlighted as an 
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Table B.6. Lowest energy hopping sequences in the three bR crystal structures optimized in 
N’/O protonation 
 
Blue: hydronium; red: hydroxyl; light green: neutral Arg. w designates crystal waters; x designates waters added by 
IPECE. 
(Ai) All intermediate states in the lowest energy pathway in 1C3W with 5 sites in the path (Fig. S2A) ordered by 
their free energies. The state numbering is that used in Fig. 3A of the main text. 
 
State D85 x292 R82 x358 E194 Energy kcal/mol 
12 - 0 + 0 0 -5.41 
1 0 0 + 0 - 0 
2 - + + 0 - 5.13 
5 0 0 0 0 0 7.4 
9 - + 0 0 0 7.82 
3 0 0 0 + - 9.95 
10 - 0 + + - 10.19 
6 - + 0 + - 12.9 
11 0 - + 0 0 26.17 
4 0 0 + - 0 28.22 
7 - + + - 0 30.72 
8 0 - + + - 37.92 
 
(Aii) Lowest energy hopping sequence for 1C3W. 
 
D85 x292 R82 x358 E194 Energy 
(kcal/mol) 
0 0 + 0 - 0 
0 0 0 + - 9.95 
0 0 0 0 0 7.4 
- + 0 0 0 7.82 
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(Bi) All intermediate states for lowest energy path in 1C8R with 5 sites 
D85 x274 R82 w405 E194 Energy (kcal/mol) 
- 0 + 0 0 -4.29 
0 0 + 0 - 0 
- 0 + + - 4.39 
- + + 0 - 5.31 
- + 0 0 0 6.56 
0 0 0 0 0 7.07 
0 0 0 + - 10.29 
- + 0 + - 13.46 
0 0 + - 0 14.42 
- + + - 0 18.91 
0 - + 0 0 25.53 
0 - + + - 33.75 
 
 
(Bii) Lowest energy hopping sequence for 1C8R. 
D85 x274 R82 w405 E194 Energy kcal/mol 
0 0 + 0 - 0 
0 0 0 + - 10.29 
0 0 0 0 0 7.07 
- + 0 0 0 6.56 
- 0 + 0 0 -4.29 
 
 (Ci) All intermediate states for lowest energy path in 1KG9 with 7 sites 
D85 x220 x309 R82 x436 x236 E194 Energy 
kcal/mol 
- 0 0 + 0 0 0 -2.87 
0 0 0 + 0 0 - 0 
- 0 + + 0 0 - 1.27 
- + 0 + 0 0 - 4.66 
- 0 0 + + 0 - 5.83 
- 0 0 + 0 + - 7.78 
- 0 + 0 0 0 0 9.39 
0 0 0 0 0 0 0 10.3 
0 0 0 0 0 + - 10.7 
- 0 + 0 0 + - 10.96 
- 0 + 0 + 0 - 11.79 
0 0 0 0 + 0 - 12.65 
- + 0 0 0 + - 16.36 
- + 0 0 0 0 0 16.59 
- + 0 0 + 0 - 18.5 
- 0 0 + + - 0 19.29 
0 0 0 + 0 - 0 19.61 
- 0 + + 0 - 0 20.45 
0 0 - + 0 0 0 24.77 
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0 - + + 0 0 - 24.91 
- + 0 + 0 - 0 25.72 
0 0 0 + - 0 0 25.74 
0 - 0 + 0 0 0 25.95 
- 0 + + - 0 0 27.3 
- + 0 + - 0 0 31.88 
- 0 + 0 + - 0 32.5 
- + - + 0 0 0 32.72 
0 0 - + + 0 - 33.56 
0 0 0 0 + - 0 33.82 
0 - + 0 0 0 0 34.12 
0 - 0 + + 0 - 34.84 
0 0 0 + - + - 35.1 
0 - + 0 0 + - 35.23 
0 0 - + 0 + - 36.16 
- 0 + + - + - 36.46 
0 - + 0 + 0 - 36.93 
0 - 0 + 0 + - 37.63 
- + 0 0 + - 0 38.7 
- + 0 + - + - 39.74 
- + - + + 0 - 42.67 
- + - + 0 + - 43.47 
0 - + + 0 - 0 45.16 
0 0 - + + - 0 47.67 
0 - 0 + + - 0 48.32 
0 - + + - 0 0 50.85 
- + - + + - 0 55.07 
0 - + 0 + - 0 56.85 
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Cii) Lowest energy hopping sequences for 1KG9. Each sequence uses the same highest energy 
state, but finds three different paths following this state.  
D85 x220 x309 R82 x436 x236 E194 Energy kcal/mol 
0 0 0 + 0 0 - 0 
- + 0 + 0 0 - 4.66 
- 0 + + 0 0 - 1.27 
- 0 + 0 + 0 - 11.79 
- 0 0 + + 0 - 5.83 
- 0 0 + 0 + - 7.78 
- 0 0 + 0 0 0 -2.87 
        
        0 0 0 + 0 0 - 0 
- + 0 + 0 0 - 4.66 
- 0 + + 0 0 - 1.27 
- 0 + 0 + 0 - 11.79 
- 0 + 0 0 + - 10.96 
- 0 0 + 0 + - 7.78 
- 0 0 + 0 0 0 -2.87 
        
        0 0 0 + 0 0 - 0 
- + 0 + 0 0 - 4.66 
- 0 + + 0 0 - 1.27 
- 0 + 0 + 0 - 11.79 
- 0 + 0 0 + - 10.96 
- 0 + 0 0 0 0 9.39 
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Figure B.2.  Undirected residue based hydrogen bond networks using the conformers selected in MC sampling 
with added IPECE waters and full rotamer sampling. The ellipses are colored: acids red, bases blue, waters cyan and 
polar side chains green. Waters are labeled w (crystal water) or x (added by IPECE). Each node is a residue or 
water. An edge is placed between two nodes if the probability of hydrogen bonding between them is at least 1% in 
MC sampling. The width of the edge is proportional to the probability of hydrogen bonding between the two 
residues, which are nodes of the network. Dangling edges are shown in dashed lines. There can be different 
pathways that connect two nodes in a network and each generates a proton transfer pathway. The software 
“Cytoscape” [176] is used to visualize each network. 
   2A) bR structures 
i. Network optimized with N’/O ionization with D85 protonated and E194 deprotonated. 
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ii. Network optimized with BR ionization with D85 deprotonated and E194 protonated. 
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2B) M1 structures 
i. Network optimized with N’/O ionization with D85 protonated and E194 deprotonated. 
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ii.  Network optimized with BR ionization with D85 deprotonated and E194 protonated. 
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2C) M2 structures 
i. Network optimized with N’/O ionization with D85 protonated and E194 deprotonated. 
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ii.  Network optimized with BR ionization with D85 deprotonated and E194 protonated. 
          1C8S    1F4Z 
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Figure B.3.  Distribution of energy barriers for all pathways in the three bR structures equilibrated in the N’/O 
protonation state. There are 16, 10 and 14 different pathways with length 5~7 between D85 and E194 with full 




































Figure B.4. Atom based and residue based directed hydrogen-bonded networks found in the structure 1C3W 
crystalized in the bR state and 1DZE crystalized in the M1 state. The labeling ellipses are colored: acids are red, 
bases are blue, waters are cyan and polar side chains are green. Waters are labeled w (crystal water) or x (added by 
IPECE). (A-B) Networks in the bR structure 1C3W. A) Directed atom based hydrogen-bonded network formed 
considering all isosteric conformers and only crystal waters without considering the free energy of the conformation. 
This includes all protonation states of Asp, Glu, Arg, Lys and water. The pathway direction is from hydrogen bond 
donor atom to acceptor atom. Each node represents an atom in a specific conformer. The same atom must be used to 
connect upstream to a proton donor and downstream to an acceptor.  B) Directed residue based hydrogen-bonded 
network. Each node represents a residue that utilizes any of the atom-based hydrogen bonds in A. (C-D) Networks 
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Glu194. D) Directed residue based hydrogen-bonded network. D85 is connected to R82 NH1, while R82 NH2 is 
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