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We present a characterization of the many-body lattice wave functions obtained from the conformal blocks
(CBs) of the Ising conformal field theory (CFT). The formalism is interpreted as a matrix product state using
continuous ancillary degrees of freedom. We provide analytic and numerical evidence that the resulting states
can be written as BCS states. We give a complete proof that the translationally invariant 1D configurations
have a BCS form and we find suitable parent Hamiltonians. In particular, we prove that the ground state of the
finite-size critical Ising transverse field (ITF) Hamiltonian can be obtained with this construction. Finally, we
study 2D configurations using an operator product expansion (OPE) approximation. We associate these states to
the weak pairing phase of the p+ ip superconductor via the scaling of the pairing function and the entanglement
spectrum.
I. INTRODUCTION
Even though superconductivity was discovered experimen-
tally in 1911 by Kamerlingh Onnes1, a sufficiently predic-
tive microscopic theory was not available until the work of
Bardeen, Cooper and Schriefer, published in 19572 (known
today as BCS theory). One of the fundamental features of this
construction is the realization of the ground state of the sys-
tem as a grand canonical state of fermionic pairs. Following
these steps, several other many-body systems have benefited
from these insights and extended the result to other non-trivial
Gaussian states.
Another seminal landmark of many-body physics is On-
sager’s solution of the two-dimensional Ising model, pub-
lished more than a decade earlier3. Despite its cumbersome
original formulation, current understanding of this model is
closely related to BCS theory. More concretely, the ground-
state of the associated one-dimensional quantum spin chain
can also be constructed from a condensate of fermionic
pairs4–6. This is a remarkable result if we consider that both
models have very different descriptions and applications.
BCS theory has remained an important starting point for the
analysis of more exotic phenomena. For instance, in the past
few decades two-dimensional superconductors have become
testbeds for novel topological features, some of them closely
related to the fractional quantum Hall (FQH) effect. Read and
Green7,8 established a connection between the weak pairing
regime of the p+ ip superconductor and the topological phase
defined by the Moore-Read Pfaffian state9. The robustness
of these phases to local perturbations have turned them into
strong candidate schemes for quantum computing10.
One of the shared tools for the study of these strongly corre-
lated quantum systems is conformal field theory (CFT)6,11–15.
Due to its symmetry constraints, these theories have powerful
algebraic structures that may allow for exact solutions. This
has been exploited in the construction of trial wave functions
for many-body systems, both in the lattice and the continuum.
This is done by computing correlators in the CFT and using
them as variational wave functions. The most famous appli-
cations have been in FQH physics9, however it has also been
used to study 1D spin systems using infinite matrix product
states (iMPS)16–19. In this latter case, the entanglement struc-
ture has some features that cannot be easily obtained from fi-
nite matrices, such as logarithmic scaling of the entanglement
entropy16.
It has been argued that conformal blocks (CBs) of ratio-
nal CFTs can be used to construct wave functions for lattice
spin systems20. Even if there is no straightforward spin-like
structure arising from the representation of internal symme-
tries (for instance, in the case of minimal CFTs11), the physi-
cal degrees of freedom can still be encoded in the different fu-
sion channels of non-Abelian operators. This was illustrated
using the Ising CFT, where the relevant CBs were obtained
from chiral correlators of several spin operators σ, grouped in
pairs to describe two-level systems.
In this paper, we provide further characterization of the
many-body lattice wave functions obtained from the Ising
CFT. In particular, we show both analytic and numerical evi-
dence that states describingN spins obtained from the CBs of
2N σ fields (dubbed |ψee〉) can be understood as BCS wave
functions.
This article is organized as follows: Sect. II presents a gen-
eral short review of BCS states. Sect. III and Sect. IV in-
troduce the notion of vertex operators. We use this formalism
to write |ψee〉 and other related states as matrix product states
with continuous ancillary degrees of freedom. In Sect. V, we
develop a first-order operator product expansion (OPE) that
allows us to write |ψee〉 as an explicit (albeit approximate)
BCS state. Sect. VI reviews the exact formulas for the Ising
CBs. In Sect. VII, Sect. VIII and Sect. IX, we study in de-
tail translationally invariant 1D states. We prove that in this
case |ψee〉 can be written as a BCS state in an exact manner
and find suitable parent Hamiltonians. In particular, we prove
that the ground-state of the finite critical Ising transverse field
(ITF) spin chain corresponds to |ψee〉 for a homogeneous con-
figuration. In Sect. X, we study 1D excitations by means of
wave functions obtained from CBs with different asymptotic
boundary conditions. Sect. XI presents some general remarks
about the problem of writing |ψee〉 as a BCS state for an ar-
bitrary coordinate configuration. Finally, in Sect. XII, we
provide a brief study of the 2D states obtained from the OPE
regime. We use both the entanglement spectrum21 and the
scaling of the entanglement entropy to relate these states to
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2the weak pairing phase of the p+ ip superconductor.
II. BCS WAVE FUNCTIONS: A SHORT REVIEW
Given a collection of (spinless) fermionic modes {cn}Nn=1
on a lattice, we can define the BCS many-body wave function
|ψBCS〉 =
∏
n<m
(
unm + vnmc
†
nc
†
m
) |0〉c , (1)
where |0〉c is the state annihilated by all the operators cn, and
unm, vnm are complex numbers that satisfy the normalization
condition |unm|2 + |vnm|2 = 1. Furthermore, we impose
unm = umn and vnm = −vmn. This state can be written as
|ψBCS〉 = CN exp
(∑
n<m
gnmc
†
nc
†
m
)
|0〉c , (2)
where gnm = vnm/unm is the pairing function (or more gen-
erally pairing matrix) and CN =
∏
n<m unm is a normaliza-
tion constant. Note that gnm is a (generally complex) anti-
symmetric tensor gnm = −gmn.
We can interpret this wave function as a grand canonical
state of pairs created by the operator P =
∑
n<m gnmc
†
nc
†
m.
From the fermionic anticommutation relations, it can be
shown that the wave function amplitude for 2M fermions oc-
cupying sites r(1) < · · · < r(2M) is given by
Ψ(r(1), · · · , r(2M)) = CNPf(M), (3)
where M is the 2M × 2M antisymmetric matrix
(M)ij = gr(i),r(j), (4)
and we make use of the Pfaffian
Pf(Q) =
1
2MM !
∑
σ∈S2M
sgn(σ)
M∏
j=1
(Q)σ(2j−1),σ(2j). (5)
BCS wave functions are Gaussian states that arise natu-
rally from mean-field solutions of Hamiltonians describing
superconductivity5,7. In that context, both uij and vij can be
written in terms of single-particle energies k and the pairing
interaction potential Vk,k′ . Being spinless fermions, we say
that these states correspond to p-wave superconductivity, due
to the fact that the wave functions for the spatial degrees of
freedom are antisymmetric.
The aim of this paper is to provide an alternative route to the
BCS state using CFT. More precisely, we shall consider states
obtained from the chiral conformal blocks of the critical Ising
model and relate them to known BCS states.
III. VERTEX OPERATORS IN THE CHIRAL ISING CFT
The (chiral) Ising CFT is a minimal RCFT that consists of
three primary fields, 1, χ (Majorana), and σ (spin) with con-
formal weights 0, 1/2, and 1/16, respectively. They have the
(non-trivial) fusion rules14
σ × σ = 1+ χ, χ× χ = 1, σ × χ = σ. (6)
A conformal block (CB) in a RCFT is a chiral correlator that
encodes an allowed fusion channel for a given set of primary
fields. If we start withN primaries {φjn}, a CB can be written
as13,22,23
Fp(z1, · · · , zN ) =
〈
N∏
n=1
φjn(zn)
〉
p
. (7)
where p labels the internal channels. The number of confor-
mal blocks of this type depends on the possible allowed fusion
channels of the φjn fields.
The exact formulas for the CBs obtained from the Ising pri-
mary fields have been calculated in Ref.24,25. We will be inter-
ested mainly in CBs containing only 2N spin field operators
F (2N)p (z1, · · · , z2N ) = 〈σ(z1) · · ·σ(z2N )〉p . (8)
Given the fusion rules, a pair of σ fields can be seen as
a single degree of freedom20. This allows us to write the
fusion channels in terms of local binary variables. In or-
der to see this explicitly, we group the fields in reference
pairs [σ(z2n−1), σ(z2n)]. When they are fused pairwise,
the different channels can be labeled using the vector m =
(m1, · · · ,mN ), with mi = 0 (1) representing an identity op-
erator 1 (a fermion χ). In this representation, there is an en-
forced parity coming from the preservation of fermion parity,
so that
∑
imi ≡ 0(mod 2).
The local pair-wise fusion produces bilocal chiral vertex
operators
V bac(z2n−1, z2n) : Vc → Va, a, b, c = 1, χ (9)
where b = mn corresponds to the fusion channel of reference
pair [σ(z2n−1), σ(z2n)], Va are the Verma modules associated
to the corresponding primary fields, and we require the con-
servation of fermionic parity at each vertex [Fig.(1)]. We can
use these operators to express explicitly the inner structure of
each CB.
FIG. 1. Graphical representation of the bilocal vertex operator
V bac(z1, z2).
3IV. MANY-BODY LATTICE STATES FROM ISING
CONFORMAL BLOCKS
Let us now consider the 2N -dimensional Hilbert space H
obtained from N spinless fermionic modes {cn}Nn=1 and de-
fine the 2× 2 operator matrix
A(n)(z2n−1, z2n) =
(
V 111 c
†
nV
χ
1χ
c†nV
χ
χ1 V
1
χχ
)
. (10)
This yields the map
A(n)(z2n−1, z2n) :
( V1 ⊗He
Vχ ⊗Ho
)
→
( V1 ⊗He
Vχ ⊗Ho
)
, (11)
where He (Ho) is the Fock space with even (odd) number of
fermions
He =
{
|0〉c , c†i1c†i2 |0〉c , · · ·
}
, (12)
Ho =
{
c†i1 |0〉c , c†i1c†i2c†i3 |0〉c , · · ·
}
,
so that H = He ⊕Ho. The product of N matrices of type A
gives the 2× 2 operator matrix
Φ(N) = A(1)(z1, z2) · · ·A(N)(z2N−1, z2N )
=
(
Φ
(N)
ee Φ
(N)
eo
Φ
(N)
oe Φ
(N)
oo
)
. (13)
Using this notation, we have that the operator Φ(N)ee acting on
V1 ⊗He defines the (unnormalized) state
|ψee〉 =
〈
0
∣∣∣Φ(N)ee ∣∣∣ 0〉 |0〉c ∈ He, (14)
where 〈0| · · · |0〉 corresponds to the expectation value in the
vacuum of the CFT.
As noted in Ref.20, this construction is very similar to ma-
trix product states (MPS) obtained from CFT16,17. In both
cases, the ancillary degrees of freedom are described by a
quantum field theory and the resulting many-body wave func-
tions describes a lattice system. As a matter of fact, note that
|ψee〉 corresponds to the many-body state defined in that paper
written in fermionic variables
Ψ(ee)m = 〈m|ψee〉 = Fm(z1, · · · , z2n), (15)
where |m〉 = |m1 · · ·mN 〉. The present formulation high-
lights both the inner (i.e., entanglement) structure of these
states and its relation to the physical degrees of freedom.
We can also contruct other states by adding fermions
to the asymptotic states (within the operator-state
correspondence14), in particular
|ψoo〉 =
〈
χ
∣∣∣Φ(N)oo ∣∣∣χ〉 |0〉c ∈ He. (16)
As we will see in a later section, these wave functions are
natural ansa¨tze for low-energy excited eigenstates.
V. FIRST-ORDER PICTURE: OPE ANALYSIS
The construction we have discussed so far is quite gen-
eral. In order to get a more intuitive picture of these states,
we can consider a first-order approximation using the oper-
ator product expansion (OPE). This scheme will allow us to
get a glimpse of the structure of state |ψee〉 using simplified
operators.
The full expression of the OPE of two σ fields is given by14
σ(z1)σ(z2) =
1
z
1/8
12
( ∑
α∈V1
zhα12 C
α
σσα
(
z1 + z2
2
)
(17)
+
∑
β∈Vχ
z
hβ
12 C
β
σσβ
(
z1 + z2
2
))
,
where z12 = z1 − z2, α (β) are the fields with conformal
weights hα (hβ) that generate the Verma module V1 (Vχ) by
acting on the vacuum, and Cασσ, C
β
σσ are constants fixed by
3-point functions. (Note that we are using a symmetrized ver-
sion of the OPE, instead of pinning the resulting operators on
z2.) If we only keep the lowest orders in the expansion, we
get the familiar expression
σ(z1)σ(z2) ∼ 1
z
1/8
12
(
1 +
(z12
2
)1/2
χ
(
z1 + z2
2
))
, (18)
where we used the fact that Cχσσ = 1/
√
2.
Assume now that we haveN pairs of σ fields, parametrized
by
z2n−1 = wn − 1
2
δn, z2n = wn +
1
2
δn. (19)
Using this notation and the OPE, we can write the approxi-
mate expression for (10)
A(n) ∼ 1
δ
1/8
n
[
12 +
(√
δn
2
c†nχ(wn)
)
σx
]
, (20)
where σx =
(
0 1
1 0
)
is one of the Pauli matrices. Note that
this approximation implies
V 111 = V
1
χχ ∼
1
δ
1/8
n
1, V χ1χ = V
χ
χ1 ∼
1√
2
δ3/8n χ(wn).
(21)
Given that (c†n)
2 = 0, we have
A(n) ∝ exp
(√
δn
2
c†nχ(wn)σ
x
)
, (22)
so that (13) becomes
Φ(N) ∝ exp
[
N∑
n=1
(√
δn
2
c†nχ(wn)
)
σx
]
. (23)
4Now, using the fact that the vacuum of the Ising CFT is a free
Gaussian state for the Majorana fermions14, we employ the
familiar identity
〈exp(A)〉Gaussian = exp
(
1
2
〈
A2
〉
Gaussian
)
(24)
(assuming 〈A〉Gaussian = 0) to obtain〈
0
∣∣∣Φ(N)ee ∣∣∣ 0〉 ∝ exp
[∑
n<m
√
δnδm
2
〈χ(wn)χ(wm)〉 c†nc†m
]
= exp
[∑
n<m
√
δnδm
2 (wn − wm)c
†
nc
†
m
]
. (25)
We conclude then that |ψee〉 is a BCS state defined by the
(real-space) pairing function
g(OPE)nm =
√
δnδm
2(wn − wm) . (26)
Note that this result holds for arbitrary complex coordinates
and only depends on the validity of the OPE approximation.
One may wonder if this expansion is really needed to guaran-
tee the BCS structure of the lattice wave function. As we will
show in a later section, numerical calculations suggests that
this result extends beyond the OPE expansion, albeit with a
different pairing function. We will also discuss some aspects
regarding a full analytical proof of this fact.
If |zn| = 1, it is also convenient to use the conformal trans-
formation that maps the plane to the cylinder
z 7→ exp(iθ). (27)
In this setting, we parametrize the coordinates as
θ2n−1 = φn − 1
2
n, θ2n = φn +
1
2
n, (28)
so that the OPE can be written as
σ(θ2n−1)σ(θ2n) (29)
∼
(
1
2 sin
(
n
2
))1/8 (1 + sin1/2 (n
2
)
χ(φn)
)
.
Given that on the cylinder we have
〈χ(φ1)χ(φ2)〉cyl =
1
2 sin
(
φ1−φ2
2
) , (30)
a similar analysis yields a BCS state with the pairing function
g(OPE, cyl)nm =
√
sin
(
n
2
)
sin
(
m
2
)
2 sin
(
φn−φm
2
) . (31)
This representation is particularly useful for lattice configura-
tions which are periodic, such as cylinders. Note again that
this analysis holds for arbitrary configurations, allowing for
complex θn.
VI. EXACT EXPRESSIONS FOR THE ISING
CONFORMAL BLOCKS
Finding the exact form of the CBs for an arbitrary CFT is
in general an ardous task. While it is known that they must
satisfy a set of well-known differential equations14, it is far
from obvious that they can be solved analytically for any given
number of primary fields. In the case of the Ising CFT, one can
find exact closed expressions by means of bosonization24,25.
We will make use of the multiperipheral basis to write the
exact formulas for the CBs. This is a canonical representation
that is valid for all types of CBs13,20. We will omit the σ’s in
this notation and write p = (p1, · · · , pN−1), where pi = 0
(1) corresponds to an identity operator 1 (a fermion χ). (Note
that p can take 2N−1 different values, as expected.)
We can easily relate the multiperipheral basis to the one
obtained from the pair-wise fusion of operators (see Fig. (2)).
The latter is the basis that we used previously in (15). Note
that, in order to preserve the number of fermions at each ver-
tex, there is the restriction mk = pk−1 + pk(mod 2). (We
define fixed auxiliary values p0 = pN = 0.)
=
0 0· · ·
· · ·
p1
 (z1)  (z2)  (z3)
   pN 1
 (z2N 1)  (z2N )
0 0· · ·
· · ·
p1 p2
m1 m2
 (z1)  (z2)  (z3)  (z4)  (z2N 1)  (z2N )
pN 1
mN
FIG. 2. A conformal block using only σ field operators grouped in
reference pairs (σ(z2k−1), σ(z2k)). The equivalance between the
two representations is obtained from the relation mk = pk−1 +
pk(mod 2).
Before stating the formulas for the CBs, we introduce some
extra notation. First, we will need certain bipartitions of the
σ field coordinates that associate the points of each reference
pairs to different groups. We call these macrogroups `q, `′q
and they are generated from an integer q = 0, · · · , 2N−1 − 1
according to20,25
`q(k) = 2k− 1
2
(1+sk), `
′
q(k) = 2k−
1
2
(1−sk), (32)
where qk are the binary digits of q = (q1, q2, . . . , qN−1),
sk =
k−1∏
i=1
(1− 2qi) , (33)
and s1 = 1 by definition.
Using this notation, we can define
z`q =
∏
k<m
z`q(k),`q(m). (34)
where zab = za − zb. We will also need the sign given by
pq ≡ (−1)
∑
k pkqk =
N−1∏
k=1
(1− 2pkqk) (35)
=
N−1∏
k=1
(1 + pk(sksk+1 − 1)) ≡ ˜ps.
5using the binary expansion of both p and q.
The expression for the CB can be written as25
F (2N)p =
1
2
N−1
2
2N∏
a<b
z
−1/8
ab
2N−1−1∑
q=0
pq
√
z`qz`′q
1/2 .
(36)
Note that the sum inside the square root is the only part that
depends on p.
It is important to remark that we are assuming radial order-
ing
|z1| ≥ |z2| ≥ · · · ≥ |z2N |. (37)
Moreover, if |zn| = |zm| and n < m, we will assume that
the angular parts in the polar decomposition are ordered with
respect to the principal value of the logarithm. In other words,
if zn = exp(an + ibn), whenever an = am, we will assume
− pi < bn < bm ≤ pi (38)
if n < m.
The ordering of the coordinates will be important because it
ensures that we consistently choose the same branches of the
(complex) square root. In order to see this, let us define
Bq =
N∏
n<m
[(
1− z`q(m)
z`q(n)
)(
1−
z`′q(m)
z`′q(n)
)] 1
2
. (39)
Using this notation, we note that we can write the p-dependent
part of (36) using only the main branch of the square root
F (2N)p ∝
2N−1−1∑
q=0
pq
Bq
B0
1/2 . (40)
This will be particularly important for 2D spin configurations.
Note that we can obtain CBs for coordinates which are not
radially ordered by analytic continuation of these expressions.
This can be done by means of the Ising braid matrices13,20,23.
VII. 1D WAVE FUNCTIONS
We focus now on a one-dimensional configuration. For this
purpose, we choose the 2N coordinates to be given by zk =
exp(iθk), where (see Fig. (3))
θk =
2pi
2N
(
k + (−1)kδ −N) , (41)
and δ ∈ (− 12 , 12 ) is a fixed parameter. Using this parametriza-
tion, we can rewrite the wavefunction amplitudes (15) as20
Ψ(ee)p (δ) =
1
N˜0
2N−1−1∑
q=0
pqAq(δ)
1/2 , (42)
where
Aq =
N∏
n>m
[
sin
θ`q(n) − θ`q(m)
2
sin
θ`′q(n) − θ`′q(m)
2
] 1
2
,
(43)
and N˜0 is a normalization constant
N˜20 =
NN/2
2(N−1)(N−2)/2
. (44)
We can also write (43) in terms of the auxiliary spins (33)
(see the Appendix in Ref.20)
A({sk}) =
N∏
j>i
sin
[
pi
N
(
j − i+ 1 + 2δ
4
(sj − si)
)]
. (45)
Note that for all values of δ, the resulting wave function de-
scribes a translationally invariant spin chain with periodic
boundary conditions. This is a consequence of the fact that
we are describing physical degrees of freedom on the lattice
by means of pairs of σ fields. The centers-of-mass of the pairs
are uniformly distributed on the circle, while their size is con-
stant for fixed δ
θ2k − θ2k−1 = 2pi
N
(
1
2
+ δ) ≡ 2pi
N
, (46)
θ2k + θ2k−1
2
=
2pi
N
(
k − 2N + 1
2
)
.
σ1
σ2
ε
σ3
σ4
ε
σ5σ6
ε
σ7σ8
εσ9
σ10
ε
σ11
σ12 ε
σ13
σ14
ε
σ15
σ16
ε
σ17σ18
ε
σ19σ20
ε σ21
σ22
ε
σ23
σ24ε
FIG. 3. Coordinate configuration on the complex plane for a 1D
system with 12 spins. Note that the reference pairs are uniformly
distributed, so the wave function is translationally invariant for all
values of .
In this representation, there is an exponentially large num-
ber of numerical operations that need to be performed. Luck-
ily, we can obtain a determinant form for these particular con-
figurations that simplifies the calculations. Once again, we
make use of the pair-wise fusion basis m = (m1, · · · ,mN ).
It can be shown that the normalized wave function amplitudes
can be written as (we will leave the details for Appendix A)
Ψ(ee)m (δ) =
(
det(Fm ∗ V )
det(V )
)1/2
, (47)
6where Fm∗V is the element-wise matrix product (also known
as the Hadamard product of matrices)
(Fm ∗ V )rt = (Fm)rt(V )rt, (48)
obtained from matrices
(V )rt = exp
(
i
2pi
N
r(t− 1)
)
(49)
and
(Fm)rt =
{
cos
[
pi
4N (1 + 2δ) (2t−N − 1)
]
, mr = 0,
i sin
[
pi
4N (1 + 2δ) (2t−N − 1)
]
, mr = 1.
(50)
Determinant expression (47) can also allow us to write
|ψee(δ)〉 as a BCS state. If we define the lattice momenta
as
k =
pi
N
(2m−N − 1), m = 1, · · · , N (51)
we can write the normalized state as
|ψee(δ)〉 = CN (δ) exp
(∑
n<m
g˜nm(δ)c
†
nc
†
m
)
|0〉c , (52)
where
CN (δ) =
∏
k
√
cos
[
(1 + 2δ)
4
k
]
, (53)
and g˜nm = gn−m with
gr = (−1)r 2
N
∑
k>0
tan
[
(1 + 2δ)
4
k
]
sin (kr) . (54)
We will leave the details for Appendix B. Note that this result
is exact and does not depend on any approximation. We also
highlight that this is further evidence that |ψee〉 as defined in
(14) has a BCS structure beyond the OPE regime.
VIII. THE GROUND STATE OF THE CRITICAL ISING
SPIN CHAIN FROM CONFORMAL BLOCKS
In Ref.20, it was argued from numerical evidence that
|ψee(δ = 0)〉 correspond exactly to the ground-state of the
even sector (defined by 〈Q〉 = 〈∏n σzn〉 = 1) of the Ising tran-
verse field (ITF) critical Hamiltonian with periodic boundary
conditions
H = −
N∑
n=1
σxnσ
x
n+1 −
N∑
n=1
σzn. (55)
We will now present a analytical proof of this result.
The exact solution of (55) is well-known4–6. The ground
state can be obtained by mapping the spin variables to spinless
fermions using a Jordan-Wigner (JW) transformation
σzn = 1− 2c†ncn, (56)
σxn =
n−1∏
m=1
(1− 2c†mcm)(c†m + cm),
to obtain
H = −
∑
n
(1− 2c†ncn)−
∑
n
(c†n − cn)(c†n+r + cn+r).
(57)
This is a translationally invariant quadratic Hamiltonian that
can be solved via a Fourier transform
c†n =
1√
N
∑
k
eiknc†k, (58)
where we take k as in (51), followed by a Bogoliubov trans-
formation. The normalized ground state has a BCS structure
|gs〉 =
∏
k>0
[
cos
(
θk
2
)
+ i sin
(
θk
2
)
c†kc
†
−k
]
|0〉c (59)
=
∏
k>0
cos
(
θk
2
)
exp
[∑
k>0
i tan
(
θk
2
)
c†kc
†
−k
]
|0〉c ,
where we define
cos
(
θk
2
)
=
√
1 + sin
∣∣k
2
∣∣
2
, (60)
sin
(
θk
2
)
= −sgn(k)
√
1− sin ∣∣k2 ∣∣
2
.
This implies that the normalization constant is
∏
k>0
cos
(
θk
2
)
=
∏
k>0
√
1 + sin
(
k
2
)
2
(61)
=
N∏
m=1
√
cos
[ pi
4N
(2m−N − 1)
]
.
We can also compute the real-space pairing function by doing
a Fourier transform of gk = i tan
(
θk
2
)
gr =
2
N
∑
k>0
1− sin (k2 )
cos
(
k
2
) sin (kr) (62)
= (−1)r 2
N
∑
k>0
tan
(
k
4
)
sin (kr) , r ∈ Z,
where the second expression is obtained from the first one by
replacing k 7→ pi − k.
Now, coming back to the wave functions obtained from
the Ising CBs, note that these expressions correspond to the
normalization constant (53) and the pairing function (54) ob-
tained in the previous section when δ = 0, so that
|gs〉 = |ψee(δ = 0)〉 . (63)
This is a remarkable result given that the expression for the
CBs (36) was obtained from the infrarred fixed point of the
critical theory. It is non-trivial that it would agree with the
ground state of a finite-size lattice system.
7IX. PARENT HAMILTONIANS FOR 1D
We have checked numerically that for δ 6= 0, we can find
parent Hamiltonians that can also be mapped to a quadratic
fermionic form. We consider the following family of Hamil-
tonian terms
Z = −
∑
n
σzn,
Xr = −
∑
n
σxnσ
z
n+1 · · ·σzn+r−1σxn+r, (64)
Yr = −
∑
n
σynσ
z
n+1 · · ·σzn+r−1σyn+r,
with r = 1, · · · , N/2. (Note that X1 is the usual Ising term.)
This particular choice for the family of Hamiltonian terms cor-
responds to those that will yield quadratic forms in fermionic
variables (see Appendix C for an explicit fermionic formu-
lation). Given that |ψee(δ)〉 is translationally invariant and
describes a system with periodic boundary conditions, we im-
pose the same constraints on the Hamiltonian terms.
We know that the variational wavefunctions obtained from
the CB of the Ising model behave nicely under a Kramers-
Wannier (KW) duality transformation20,26. In particular, we
have that
|ψee(δ)〉 7→ |ψee(−δ)〉 . (65)
Something similar can be said about the Hamiltonian terms
we are considering.
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FIG. 4. Variational coefficients of the parent Hamiltonians of the
form (70) for |ψee(δ)〉 for N = 20 spins. They are normalized so
that a1 = 1.
The action of the KW transformation can be summarized in
the map
σzn 7→ σxnσxn+1, σxn 7→ σz1 · · ·σzn. (66)
(See Appendix C for a formulation of the KW transforma-
tion in terms of Majorana fermions.)From these relations,
it is easy to compute the action of the KW transformation
(for the even-parity sector of the Hilbert space, defined by
〈Q〉 = 〈∏n σzn〉 = 1)
Z 7→ X1, X1 7→ Z, Xr 7→ −Yr−1, (r = 2, · · ·N/2),
Yr 7→ −Xr+1, (r = 1, · · · , N/2). (67)
Note first that the KW dual of a Hamiltonian that can be writ-
ten as a quadratic form in fermionic variables is once again of
the same type.
We can try to take advantage of the KW duality. For our
variational fits, we used the Hamiltonian family
H˜0 = 1, H˜1 = X1 + Z, H˜2 = X1 − Z, (68)
H˜r = Xr−1 + Yr−2, (r = 3, · · ·N/2 + 1).
We need H˜0 to be equal to the identity for the variational al-
gorithm (see Appendix C). Notice also that H˜1 corresponds to
the critical ITF Hamiltonian (55). Using these definitions, the
whole family is closed under a KW transformation
H˜0 7→ H˜0, H˜1 7→ H˜1, (69)
H˜r 7→ −H˜r, (r = 2, · · · , N/2 + 1).
We checked numerically that the wavefunction |ψee(δ)〉 ob-
tained from the Ising CBs with |δ| < 1/2 is the ground state
of a Hamiltonian of the form (see Fig. (4))
H = −
N/2+1∑
r=1
arH˜r. (70)
The duality implies that a1(δ) = a1(−δ), so we will set a1 =
1. (Remember this is the coefficient associated to the critical
ITF Hamiltonian term.) Note also that
ar(−δ) = −ar(δ), (r = 2, · · · , N/2 + 1). (71)
In Fig. (4), we plot the variational coefficients obtained for
different values of δ andN = 20 spins. We see that the Hamil-
tonian is dominated by H˜1, namely, the ITF critical Hamilto-
nian (55). The other significant contribution comes from H˜2,
in particular for |δ| ≈ 1/2, so that the ground state approxi-
mates the trivial Ising fixed points in these limits (see Ref.20).
For |δ| ≈ 0, all the Hamiltonian terms that change sign
under a KW transformation are very small compared to H˜1.
Given that the whole Hamiltonian family {H˜r} respect the ba-
sic Ising symmetries, this implies that |ψee(δ)〉 approximates
small massive perturbations away from criticality. If we drop
the Hamiltonian terms for r > 2, we see that in this vicinity
the corresponding transverse field will be given by
h =
1− a2
1 + a2
≈ 1− 2a2 +O(a22). (72)
This explains the relative good agreement between |ψee(δ)〉
for |δ|  1 and the ground state of the ITF Hamiltonian close
to the critical point20.
8X. EXCITED STATES
We can extend the previous discussion to other states ob-
tained from operator matrix (13). Let us first consider state
|ψoo〉, defined in (16). In this case, the asymptotic states of
the CFT are fermions
Ψ(oo)p ∝ 〈χ|σ(z1) · · ·σ(z2N )|χ〉p . (73)
Assuming radial ordering, we can obtain the amplitudes for
this state by adding two fermions at z = 0,∞. Starting from
the exact expression25 and taking the appropriate limit, the
corresponding amplitudes for the associated wave function are
given by
Ψ(oo)p =
1
N˜2
2N−1−1∑
q=0
pqAq
−1/2 (74)
2N−1−1∑
q=0
pqAq

√√√√ N∏
k=1
z`q(k)
z`′q(k)
+
√√√√ N∏
k=1
z`′q(k)
z`q(k)
 .
If we use the homogeneous 1D configuration (41), we can
rewrite these amplitudes as
Ψ(oo)p =
1
N2
∑
{sk}
˜psA({sk})
−1/2 (75)
∑
{sk}
˜psA({sk}) cos
[
pi
2N
(1 + 2δ)
N∑
k=1
sk
]
,
They can also be written in terms of determinants. Define
the matrix
(Jm(q))r,t = exp
(
i
2pi
N
r(t− 1)
)
(Fm(q))r,t , (76)
where
(Fm(q))r,t (77)
=
{
cos
[
pi
4N (1 + 2δ) (2t−N − 1 + q)
]
, mr = 0,
i sin
[
pi
4N (1 + 2δ) (2t−N − 1 + q)
]
, mr = 1.
We can easily show that
Ψ(oo)m ∝
1
(det(Jm(0))
1/2
[det(Jm(2) + det(Jm(−2)] .
(78)
Given that this wave function can be written in terms of
real amplitudes (up to a possible overall phase that does not
depend on p), it is easy to compute the overlap with |ψee〉
〈ψee(δ)|ψoo(δ)〉 =
∑
p
Ψ(ee)p Ψ
(oo)
p (79)
∝ cos
(pi
2
(1 + 2δ)
)
= − sin (piδ) .
This implies that the two states will be orthogonal if δ = 0.
(Recall that we are assuming |δ| < 1/2.) This is exactly the
case for which |ψee〉 describes the ground state of the critical
ITF Hamiltonian (55).
We have checked numerically the action of this Hamilto-
nian on |ψoo(δ = 0)〉 for sizes up to N = 20 spins using
a Lanczos algorithm. We found that it corresponds within
machine precision to the first excited state of the even-parity
sector of the critical ITF Hamiltonian (55). This is again
a remarkable result given that the amplitudes are computed
from CBs obtained at the infrared limit of the thermodynamic
model.
These results reflect the relation between the finite-size
study of the Ising spin chain and the operator content of the
Ising CFT4,27,28. It is known that the spectrum of the even-
parity sector of (55) with periodic boundary conditions corre-
sponds to the Virasoro towers of both operators 1 and . These
are the primary operators of the full Ising CFT that are even
under the internal Z2 symmetry. Starting from these states,
we can in principle construct the full spectrum of the Hamil-
tonian by acting with the corresponding representation of the
Virasoro algebra. These operators can be obtained on the lat-
tice from the local Hamiltonian density29,30.
It is tempting to extend this construction to the odd-parity
sector of the ITF spin chain. Finite-size scaling using periodic
boundary conditions relate this sector to the Virasoro tower of
σ4. We tried the natural candidates obtained from (a) using a
single fermion on the asymptotic states, both at z = 0,∞, so
that the CFT degrees of freedom are traced out by 〈0| · · · |χ〉 or
〈χ| · · · |0〉; (b) using a pair of σ fields on the asymptotic states
〈σ| · · · |σ〉. In both scenarios, the amplitudes obtained using
configuration (41) for δ = 0 contained complex amplitudes
that cannot be factored to an overall phase. This implies that
these states cannot be used naively to describe ground states
of real Hamiltonians. Moreover, using σ for both asymptotic
states can yield wave functions that are not translationally in-
variant even if the degrees of freedom are arranged uniformly
on the circle. This suggests that there is a richer structure un-
derlying the general framework that needs to be understood in
further work.
XI. BCS STRUCTURE BEYOND OPE: GENERAL
OBSERVATIONS
We have seen that the OPE expansion of the CBs yields
many-body wave functions with a BCS structure, and that this
remains true in the exact case for translationally invariant 1D
configurations. One may wonder if this result still holds true
for the exact CBs using an arbitrary configuration (assuming,
of course, radial ordering). In order to check this, let us con-
sider N = 4 spins described by |ψee〉. This provides the
smallest system size in which a BCS wave function is non-
trivial and it allows us to understand the problem in more de-
tail.
First, consider a general BCS wave function for N = 4. If
9we write it in full detail, we have
|ψBCS〉 ∝
(
1 +
∑
n<m
gnmc
†
nc
†
m + g1234c
†
1c
†
2c
†
3c
†
4
)
|0〉c ,
(80)
where we define for convenience
g1234 = g12g34 − g13g24 + g14g23. (81)
Note that this definition relates explicitly to Wick theorem for
fermions. If |ψee〉 does indeed describe a BCS state, we ex-
pect its amplitudes to fulfill this constraint.
In order to check this, let us write the operator matrix (10)
as (we omit the coordinates for simplicity)
A(n) =
(
V00 c
†
nV01
c†nV10 V11
)
. (82)
Using this notation, it is easy to see that condition (81) will be
fulfilled for |ψee〉 if and only if (see Fig. (5))
〈V00V00V00V00〉 〈V01V10V01V10〉 =
〈V01V10V00V00〉 〈V00V00V01V10〉 (83)
− 〈V01V11V10V00〉 〈V00V01V11V10〉
+ 〈V01V11V11V10〉 〈V00V01V10V00〉 .
Note first that this equation is trivially satisfied if all Vij are
numbers. Also, if we use the OPE approximation (21), the
equation reduces to the usual Wick theorem for free fermions.
If we write this using the exact amplitudes in the pair-wise
fusion basis, we get
F0000F1111 = F1100F0011 −F1010F0101 + F1001F0110.
(84)
FIG. 5. Graphical representation of equation (83).
We have checked numerically the condition for (radially or-
dered) random configurations using the exact CBs and they do
indeed describe BCS wave functions. Unfortunately, we can-
not provide a general proof even for such a small system size.
One possible route is to expand the vertex operators using the
full OPE expansion (17). In that case, condition (83) can be
recast into a perturbative expression. Some subtleties regard-
ing this approach are discussed in the Appendix D.
XII. 2D WAVE FUNCTIONS
So far, we have used coordinate configurations for the σ
fields that are constrained to the unit circle on the complex
plane. We now study 2D configurations, where the formalism
for the construction of the wave function will be very simi-
lar. Unfortunately, we cannot use the same procedure we de-
scribed in Appendix B to write the amplitudes using a deter-
minant form such as (47). This limits the system sizes we
can consider numerically. However, we can get around this
impasse by considering the OPE approximation we already
discussed.
We will relate |ψee〉 for a 2D configuration to the weak
pairing phase of the effective mean-field Hamiltonian that de-
scribes p+ ip superconductivity7
H =
∑
k
[
ξkc
†
kck +
1
2
(∆∗kc−kck + h.c.)
]
, (85)
where
ξk =
1
2m
k2 − µ, ∆k = ∆ˆ(kx − iky), (86)
µ is the chemical potential, and ∆ˆ is a constant defining the
gap function. The (normalized) ground state of this theory is
obtained by usual BCS methods and can be written as
|gs〉 =
∏
k
′ (
uk + vkc
†
kc
†
−k
)
|0〉 , (87)
where the prime on the product indicates that each pair
(k,−k) appears only once, and uk, vk are the Bogoliubov
functions obtained from the Bogoliubov-de Gennes (BdG)
equations
Ekuk = ξkuk −∆∗kvk, Ekvk = −ξkvk −∆kuk. (88)
This reduces to
Ek =
√
ξ2k + |∆k|2, (89)
|uk|2 = 1
2
(
1 +
ξk
Ek
)
, |vk|2 = 1
2
(
1− ξk
Ek
)
.
The ground state can then be rewritten as
|gs〉 =
(∏
k
|uk|2
)
exp
(
1
2
∑
k
gkc
†
kc
†
−k
)
|0〉 , (90)
where
gk =
vk
uk
= −Ek − ξk
∆∗k
. (91)
(Note there is no restriction on k, except maybe for k = 0.)
Using the fermionic statistics, the amplitudes of the ground
state can be written as Pfaffians (5) using the real-space pair-
ing function
g(r) =
1
N2
∑
k
eik·rgk. (92)
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If µ > 0, the system will be in the so-called weak pairing
phase7,8. For small momenta we have ξk < 0 and
gk ∼ − 2µ
∆ˆ(kx + iky)
. (93)
The leading behavior of the real-space pairing function is
given by (see Appendix E for details)
g(r) ∼ − 2a
2µ
2pii∆ˆ
1
x+ iy
, (94)
where a is the lattice spacing. Note that this analysis is done
on a regular square lattice, assuming a very large system size.
However, the leading singular term gives the qualitative in-
frared behavior that determines the phase of the system.
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FIG. 6. 2D configuration corresponding to 48 σ fields arranged on
a cylinder with Nx = 6 and Ny = 4. We represent it on the plane
according to the exponential map z 7→ exp(iθ). For clarity, we
label the 24 physical spins, each one obtained from a pair of σ fields.
Using coordinates (95), spins with equal yn are located at the same
radius.
Pairing function (94) is similar to the one obtained from
|ψee〉 using an OPE approximation (26). This suggests that
|ψee〉 can be related to the weak pairing phase of (85) as long
as the OPE regime yields a good approximation of the CBs.
The set of distances between the σ fields can then be related
to the chemical potential of the p+ ip superconductor. We ex-
pect then that |ψee〉 can describe the topological weak pairing
phase of (85), which has been associated to the Moore-Read
Pfaffian state in the fractional quantum Hall effect7,8.
Based on the previous analysis, we focus now 2D spin sys-
tems on finite cylinders. The lattice will contain Ny spins
along the longitudinal direction and Nx spins along the peri-
odic one. We follow the analysis presented in Sect. V for the
OPE approximation on the cylinder. We set zn = exp(iθn)
using the cylinder coordinates (28), where φn corresponds to
the location of the n-th physical spin and n to the size of its
reference pair. We parametrize them as (see Fig. (6))
φn =
2pi
Nx
(xn − iRyn) (95)
where n = 1, · · · , NxNy labels the spin sites, xn ∈
{1, · · ·Nx} and yn ∈ {1, · · · , Ny} are positive integers that
define the lattice on the cylinder, and R is the anisotropy fac-
tor. (We will use a regular square lattice, so we set R = 1.)
We also define the same separation for all reference pairs
n =
2pi
Nx
. (96)
We can use complex values for , but the radial ordering leads
to subtleties when we extrapolate to the exact regime. We
will focus then on real values, noting that the OPE regime
corresponds to 0 <  1.
Using this notation, the OPE pairing function becomes
gnm =
sin
(
pi
Nx

)
2 sin
(
pi
Nx
(xn − xm − iR(yn − ym))
) . (97)
Note that, for large values of Nx, we can approximate this
expression by a power law, so the leading singular term is
similar to (94).
0
0.01
0.02
0.03
0.04
0.05
0.06
0.07
0.08
2 4 6 8 10 12 14 16 18 20
E
xp
ec
te
d
oc
cu
pa
ti
on
Layer index, yn
ǫ = 0.1
ǫ = 0.05
ǫ = 0.01
FIG. 7. Expected occupation per site for different values of  for a
cylinder with Nx = Ny = 20. The layer yn correspond to the lon-
gitudinal y-direction in the cylinder. Note that being periodic along
the x-direction, the expectation value does not depend on xn.
In order to characterize these wave functions, we study the
entanglement spectrum21 and the entanglement entropy ob-
tained from the reduced density matrix ρcyl of half a cylinder
(corresponding to all sites with yn = 1, · · · , Ny2 ). Being a
BCS state, we know that ρcyl can be written as31,32
ρcyl =
1
Z
exp
(∑
m
λmb
†
mbm
)
, (98)
where {bm} are fermionic modes and Z the normalization
constant. In Appendix F, we describe a general algorithm to
obtain both the spectrum {λm} and the fermionic modes from
the pairing function gnm.
We compute the expected occupation per site for different
values of  (see Fig. (7)). We see that the boundaries do not
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FIG. 8. (a) Entanglement (single-body) spectrum for different values
of  on a cylinder with Nx = Ny = 20. (b) Scaling of the entangle-
ment entropy as a function of the circumference of the cylinder for
different values of  and set Ny = 80.
affect the physics deep inside the bulk for large enough Ny .
Given that in the limit → 0 the state corresponds to a trivial
vacuum, the occupation is small in the OPE regime.
The periodicity in the x-direction is preserved in ρcyl, so
that we can associate a momentum k to each mode. We can
then write the single-body entanglement spectrum as a dis-
persion relation. In Fig. (8(a)), we see the single-body spec-
trum for different values of . It corresponds to a chiral free
fermion. For values close to  → 0, there is a gap in the
dispersion that closes at around  ∼ 0.1. This behavior is in
agreement with the entanglement spectrum of p + ip super-
conductors in the weak pairing phase33.
From the entanglement spectrum, we computed the scal-
ing of the entanglement entropy for different values of  by
changing the cincumference of the cylinder (see Fig. (8(b))).
In all cases, the scaling follows an area law S(Nx) ∼ cNx,
with non-universal slopes. According to the scaling, there is
no topological correction in the entanglement entropy. Once
again, this is in agreement with the behavior of p + ip
superconductors33,34.
XIII. CONCLUSIONS
We have presented a characterization of many-body states
for lattice systems constructed from the CBs of the chiral Ising
CFT. The basic feature of the construction is the use of pairs of
σ fields to describe single localized spins. Writing these CBs
using local vertex operators enables us to relate this formalism
to usual matrix product states. This rewriting makes explicit
the relation between the ancillary CFT degrees of freedom and
the lattice fermionic modes.
We have provided evidence that states constructed from
CBs using only σ fields can be written as BCS states. A par-
tial proof of this fact can be obtained whenever an OPE ap-
proximation is valid. In this case, an explicit BCS form can
be obtained using the local vertex operator formalism. In the
case of translationally invariant 1D configurations, we can go
beyond the approximation and write a full non-perturbative
proof. This also allows us to obtain a whole family of quasi-
local parent Hamiltonians that can be written as quadratic
fermionic forms. They are closely related to the critical ITF
Hamiltonian (55). In particular, we presented a proof that the
ground state of the critical ITF Hamiltonian can be obtained
exactly from this construction. The first excited state of the
even-parity sector of this Hamiltonian can also be obtained
using CBs with fermions in the asymptotic CFT states.
The OPE approximation can be used to study large 2D spin
configurations. By placing the degrees of freedom on finite
cylinders, we have related the states obtained from the CBs in
the OPE regime to the weak pairing phase of the p+ ip super-
conductor. This has been done via the entanglement spectrum
obtained from the reduced density matrix of half of the cylin-
der.
Further work is needed to deepen the connection between
CBs and the ground states of finite systems. In the case of
the Ising CFT, this would mean a general proof that |ψee〉 de-
scribes a BCS wave function regardless of the coordinate con-
figuration. A deeper understanding of the formalism may pro-
duce other physically relevant states, such as the ground state
of the 1D odd parity sector of the ITF Hamiltonian, or vortices
in 2D superconductors. In additional, generalizations to other
rational CFTs, such as the Potts model or the Zn model12–14,
are worth studying. Due to the algebraic constraints, we ex-
pect those constructions to be related to anyon chains35,36 or
parafermions37–39.
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APPENDIX A: DETERMINANT FORM FOR THE 1D WAVE
FUNCTION
We can rewrite the wave function amplitudes as
Ψp =
1
N˜0
 ∑
{s1=1,··· }
˜psA({sk})
1/2 (99)
where
A({sk}) =
( N∏
j>i
sin
[
pi
N
(
j − i+ 1 + 2δ
4
(sj − si)
)]
(100)
sin
[
pi
N
(
j − i− 1 + 2δ
4
(sj − si)
)])1/2
.
Using the fact that (see Appendix in20)
N∏
j>i
sin
[ pi
N
(
j − i+ α
4
(sj − si)
)]
(101)
=
N∏
j>i
sin
[ pi
N
(
j − i− α
4
(sj − si)
)]
, (102)
for arbitrary real α, we can eliminate the square root in
A({sk}) and lift the restriction on s1 noting that∑
{s1=1,··· }
˜psA({sk}) = 1
2
∑
{s1=±1,··· }
˜psA({sk}). (103)
Putting all the pieces together, we have
Ψp =
1
N0
∑
{sk}
˜psA({sk})
1/2 , (104)
where now
A({sk}) =
N∏
j>i
sin
[
pi
N
(
j − i+ 1 + 2δ
4
(sj − si)
)]
(105)
and
N20 = 2N˜
2
0 = 2
N
(
N
2N−1
)N/2
. (106)
Note first that, using the identities
∑
σ∈SN
sgn(σ)
N∏
n=1
ασ(n)−1n =
N∏
n>m
(αn − αm) (107)
and
sin
(
θn − θm
2
)
= exp
(
−iθn + θm
2
)(
zn − zm
2i
)
,
(108)
we have
A({sk}) =
N∏
j>i
[
exp
(
−iθj + θi
2
)(
zj − zi
2i
)]
= CN
∑
σ∈SN
sgn(σ)
 N∏
j=1
aj,σ(j)
 N∏
j=1
bj,σ(j)

(109)
where
(V )r,t = ar,t = exp
(
i
2pi
N
r(t− 1)
)
(110)
defines a Vandermonde matrix,
br,t = exp
(
i
pi
4N
sr(1 + 2δ)(2t−N − 1)
)
(111)
contains all the dependence on {sk}, and
CN = (2i)
−N(N−1)/2e−i
pi
2 (N
2−1) (112)
Coming back to Ψp, we can now sum over the auxiliary
spins {sk}∑
{sk}
˜psA({sk}) (113)
= CN
∑
σ∈SN
sgn(σ)
N∏
j=1
aj,σ(j)
∑
{sk}
˜ps
N∏
j=1
bj,σ(j)
 .
We can perform the sum
∑
{sk}
˜ps
N∏
j=1
bj,σ(j) = 2
N
N∏
j=1
fj,σ(j). (114)
where
fr,t =
{
cos
[
pi
4N (1 + 2δ) (2t−N − 1)
]
, mr = 0,
i sin
[
pi
4N (1 + 2δ) (2t−N − 1)
]
, mr = 1,
(115)
and we make use again of the pair-wise basis m =
(m1, · · · ,mN ). In other words, we have a cosine whenever
the r-th reference pair fuses to an identity and sine when it
fuses to a fermion. We can now clean everything up. Note
first that
N20 = 2
N
N∏
j>i
sin
( pi
2N
(j − i)
)
= 2NCN
∑
σ∈SN
sgn(σ)
 N∏
j=1
aj,σ(j)
 (116)
= 2NCN det(V ),
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where V is the Vandermonde matrix defined by ar,t. If we
define the matrix Fm by the elements fr,t, we have
Ψm =
(
det(Fm ∗ V )
det(V )
)1/2
, (117)
where Fm ∗ V is the Hadamard product
(Fm ∗ V )r,t = ar,tfr,t . (118)
APPENDIX B: BCS STATE FROM DETERMINANT FORM
FOR 1D WAVE FUNCTIONS
In order to show that the wave function amplitudes (47) cor-
respond to a BCS state, we need to write them as Pfaffians
obtained from a given pairing function. We will accomplish
this by using the multilineality of the determinant.
First, consider the matrix
(U)r,t =
1√
N
exp
(
i
2pi
N
r
(
t− 1
2
))
. (119)
It is easy to show that U is a unitary matrix. Also, by multi-
lineality of the determinant,
Ψ2m =
det(Fm ∗ V )
det(V )
=
det(Fm ∗ U)
det(U)
. (120)
Now, note that we can write
det(Fm ∗ U) = CN (δ)2 det(Hm ∗ U), (121)
where
CN (δ)
2 =
N∏
m=1
cos
[ pi
4N
(1 + 2δ) (2m−N − 1)
]
, (122)
and Hm is defined by matrix elements
(Hm)r,t =
{
1, mr = 0,
i tan
[
pi
4N (1 + 2δ) (2t−N − 1)
]
, mr = 1.
(123)
We can further simplify this expression. If we define
Mm =
(
(Hm ∗ U)U†
)
and
gr = (−1)r i
N
N∑
m=1
tan
[
pi(1 + 2δ)
4N
(2m−N − 1)
]
ei
2pi
N mr
= (−1)r 2
N
∑
k>0
tan
(
k
4
)
sin (kr) , (124)
(using momenta k as defined in (51)), it is easy to see that
(Mm)r,t =
{
δr,t, mr = 0,
gr−t, mr = 1.
(125)
Note that gr is an anti-symmetric function. Taking into ac-
count that
∑
mn = 2R is an even number, assume that the
1’s are located at positions r(1) < · · · < r(2R). In order to
compute the determinant of Mm, note that
det(Mm) = det(Gm) (126)
where
(Gm)ij = gr(i)−r(j), (127)
is the 2R × 2R anti-symmetric matrix obtained from Mm
by keeping only the rows and columns corresponding to
r(1), · · · , r(2R). Being anti-symmetric, note also that
det(Gm) = Pf2(Gm). (128)
Summing up, we have
Ψ2m = CN (δ)
2 det(Hm ∗ U)
det(U)
= CN (δ)
2 det (Mm) (129)
= (CN (δ) Pf(Gm))
2
.
Given that this result holds for all m, we conclude that |ψ〉 =∑
m Ψm |m〉 corresponds to a BCS state defined by pairing
function (124).
APPENDIX C: FINDING THE 1D PARENT HAMILTONIANS
Consider a family of Hamiltonian terms
Hα =
∑
i1,··· ,ik
h
(α)
i1,··· ,ik (130)
which can be either local or non-local. For convenience, we
set H0 = 1. Given a wavefunction |Ψ〉, we would like to find
a linear superposition of these operators that will have |Ψ〉 as
an eigenstate. In other words, we want to find coefficients Jα
such that (∑
α
JαHα
)
|Ψ〉 = 0. (131)
In order to solve this, consider the matrix
(M)αβ = 〈Ψ |HαHβ |Ψ〉 . (132)
It is easy to see that condition (131) will be satisfied for a
certain set of coefficients {Jα} if and only if M has a non-
trivial kernel. (Note that M is positive-definite.)
Going back to the Hamiltonian terms (64), we can use the
JW transformation,
σzn = 1− 2c†ncn,
σxn =
n−1∏
m=1
(1− 2c†mcm)(c†m + cm), (133)
σyn = i
n−1∏
m=1
(1− 2c†mcm)(c†m − cm),
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to obtain
Z 7→ −
∑
n
(1− 2c†ncn),
Xr 7→ −
∑
n
(c†n − cn)(c†n+r + cn+r), (134)
Yr 7→
∑
n
(c†n + cn)(c
†
n+r − cn+r).
We pick the convention for the JW transformation so that
|0〉c = |↑〉⊗N . Note that, for the even parity sector 〈Q〉 =〈∏n σzn〉 = 1, we have antiperiodic boundary conditions for
the fermions cN+m = −cm.
It is illuminating to write these operators in terms of Majo-
rana fermions
a2n−1 = cn + c†n, a2n =
cn − c†n
i
. (135)
Antiperiodic boundary conditions on the fermions imply
a2N+r = −ar. In these variables, we have
Z = i
∑
n
a2n−1a2n,
Xr = i
∑
n
a2na2(n+r)−1, (136)
Yr = −i
∑
n
a2n−1a2(n+r).
Now, let us consider the variational Hamiltonian family de-
fined in (68). Using the Majorana variables, we obtain
H˜1 = i
∑
n
anan+1, (137)
H˜r = i
∑
n
(−1)nanan+2(r−1)−1,
with r = 2, · · · , N/2 + 1. Tha action of the KW transforma-
tion on the Majorana fermions is simply
ar 7→ ar+1, (138)
which acts as expected on the Hamiltonian family. Note that
this action mimics the interpretation of the KW transformation
as a consequence of the braiding of sigma fields as discussed
in Ref.20.
The Hamiltonian family we have used is very similar to the
conserved quantities of the Ising model, seen as an integrable
model29. Those can be obtained from
Ep = (−1)p i
2p
∑
n
anan+p. (139)
Note that H˜1 = −2E1 and that [Ep, Eq] = 0. It has been
shown that formal manipulations of {Ep} can yield lattice
representations of the Virasoro algebra29,30.
APPENDIX D: TOWARDS A GENERALIZED WICK
THEOREM
The OPE of two σ fields is given by (17). One can easily
identify the fields α(z) as the ones appearing in the fusion
channel of the CVOs V00 and Vχχ, while the fields β(z) are
the ones appearing in the CVOs V0χ and Vχ0. This implies
that (83) holds provided the fields α(zi) and β(zi) satisfy the
relation
〈α1α2α3α4〉 〈β1β2β3β4〉 = 〈β1β2α3α4〉 〈α1α2β3β4〉
(140)
− 〈β1α2β3α4〉 〈α1β2α3β4〉
+ 〈β1α2α3β4〉 〈α1β2β3α4〉 ,
where αi = α(zi) and βi = β(zi). This equation coincides
with the standard Wick theorem if α(z) = 1 and β(z) =
χ(z). Let us provide other examples.
Suppose α1 = T (z1) with T (z) the stress tensor14, α2 =
α3 = α4 = 1 and βi = χ(zi). Using this, (140) becomes
〈T1〉 〈χ1χ2χ3χ4〉 = 〈χ1χ2〉 〈T1χ3χ4〉 − 〈χ1χ3〉 〈T1χ2χ4〉
+ 〈χ1χ4〉 〈T1χ2χ3〉 . (141)
The left hand side of the equation vanishes because on the
plane 〈T (z)〉 = 0. To find 〈Tχχ〉, we use Ward identities11 to
conclude
〈T (z1)χ(z2)χ(z3)〉 = z23
2z212z
2
13
. (142)
Plugging these equations into (140) yields
1
z12
z34
2z213z
2
14
− 1
z13
z24
2z212z
2
14
+
1
z14
z23
2z212z
2
13
= (143)
z12z34 − z13z24 + z14z23
2(z12z13z14)2
= 0,
so that the condition is satisfied.
As a more elaborate example, choose αi = 1, β1 =
L−nχ(z1) with L−n the mode operator of the stress tensor
that belongs to the representation of the Virasoro algebra14,
and βi(z) = χ(zi) (i = 2, 3, 4). Equation (140) becomes
〈(L−nχ1)χ2χ3χ4〉 = 〈(L−nχ1)χ2〉 〈χ3χ4〉 (144)
− 〈(L−nχ1)χ3〉 〈χ2χ4〉
+ 〈(L−nχ1)χ4〉 〈χ2χ3〉 ,
where
L−nχ1(z1) =
∮
z1
dζ (ζ − z1)−n+1 T (ζ)χ(z1), n ≥ 1
(145)
(We have suppressed the denominator 2pii in the integral.)
Equation (140) can be written as
Ωn ≡
∮
z1
dζ (ζ − z1)−n+1 f(ζ, {zi}) = 0, (146)
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with
f(ζ, {zi}) = 〈T (ξ)χ1χ2χ3χ4〉 − 〈T (ξ)χ1χ2〉 〈χ3χ4〉
(147)
+ 〈T (ξ)χ1χ3〉 〈χ2χ4〉 − 〈T (ξ)χ1χ4〉 〈χ2χ3〉 .
We now use the familiar identity for general fields φi with
conformal weights hi14〈
T (ζ)
∏
i
φi(zi)
〉
= (148)[∑
i
(
hi
(ζ − zi)2 +
1
ζ − zi
∂
∂zi
)]〈∏
i
φi(zi)
〉
,
to find
f(ζ, {zi}) =
(
ζ − z1
(ζ − z2)(ζ − z3)(ζ − z4)
)2
z23z24z34
2z12z13z14
.
(149)
Hence, equation (146) becomes
Ωn =
∮
z1
dζ (ζ − z1)−n+1
(
ζ − z1
(ζ − z2)(ζ − z3)(ζ − z4)
)2
=
∮
z1
dζ
(ζ − z1)−n+3
[(ζ − z2)(ζ − z3)(ζ − z4)]2 = 0. (n ≥ 1)
(150)
This equation holds for n = 1, 2, 3 but for n = 4 one has
Ω4 =
∮
z1
dζ
(ζ − z1)−1
[(ζ − z2)(ζ − z3)(ζ − z4)]2 =
1
(z12z13z14)2
(151)
It seems that Ωn 6= 0 for n ≥ 4. Hence in these cases (140)
does not hold. What is the explanation of this fact?
The characters of the Verma modules V1 and Vχ are given
by
χ0(q) = TrV1q
L0−c/24 (152)
= q−
1
48
(
1 + q2 + q3 + 2q4 + 2q5 + 3q6 + . . .
)
,
χ1(q) = TrVχq
L0−c/24 (153)
= q−
1
48− 12
(
1 + q + q2 + q3 + 2q4 + 2q5 + . . .
)
.
Notice that at level n = 4 there are two states in the Majorana
sector. As a matter of fact, the descendants we had considered
above correspond to the derivatives of the field χ(z),
(L−nχ)(0) =
n+ 1
2
χ−n− 12 (154)
The conclusion is that equation (83) reduces to equation (140)
only if the fields α and β that appear in the OPE (17) are
unique at a given level. Otherwise one has to consider all the
fields appearing at the same level.
APPENDIX E: FOURIER TRANSFORM OF 2D PAIRING
FUNCTION
If µ > 0, we have ξk > 0 for small momenta and
gk ∼ − 2µ
∆ˆ(kx + iky)
. (155)
Let us try to fix the constants in the Fourier transform, at least
in an asymptotic way. Taking L = aN to be the length of the
systems (so that the total number of sites is N × N ), we can
define
kx =
2pi(n− 12 )
aN
, ky =
2pi(m− 12 )
aN
, (156)
where n,m = −N/2,−N/2 + 1 · · · , N/2. Using this, we
have
1
N2
∑
kx,ky
exp [i (kxx+ kyy)]
kx + iky
(157)
→ a
2
(2pi)2
∫ pi/a
−pi/a
dkx
∫ pi/a
−pi/a
dky
exp [i (kxx+ kyy)]
kx + iky
.
Here we need to be careful. We will both take the limit a→ 0
and keep it explicitly in the prefactor. (This can be fixed by
changing the normalization of the Fourier transform.) Note
that for y > 0∫ ∞
−∞
dky
2pii
exp [i (kxx+ kyy)]
ky − ikx = Θ(kx) exp [ikx (x+ iy)] .
(158)
Using this, we have
g(r)→ − 2a
2µ
2pii∆ˆ
1
x+ iy
. (159)
For a fixed number of fermions, this corresponds to the
Moore-Read state for the FQHE. In this phase, the ground-
state of the p+ ip conductor is then a grand-canonical state of
fermions with this pairing.
APPENDIX F: BOGOLIUBOV TRANSFORMATION FROM
A BCS PAIRING MATRIX
Let us consider a fermionic system with on-site creation
operators c†i , i ∈ {1, · · · , N} and annihilation operators ci.
We will adopt the following notation:
{Cl}2Nl=1 = {c1, · · · , cN , c†1, · · · , c†N}. (160)
Thus, creation and annihilation operators are bundled to-
gether. Let us consider a different set of creation and anni-
hilation operators,
{Bl}2Nl=1 = {b1, · · · , bN , b†1, · · · , b†N} (161)
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with Bl =
∑
pMlpCp. The linear transformation will be a
Bogoliubov transformation if the b† and b are bona-fide cre-
ation and annihilation operators, with the expected anticom-
mutation and adjoint relations. The first condition is that M
is unitary. If that is the case, the Bogolibov matrix M can be
naturally split: (
b
b†
)
=
(
D E
E∗ D∗
)(
c
c†
)
, (162)
where D and E are N ×N complex matrices, D∗ and E∗are
their complex conjugates (not Hermitian adjoints!) and they
must fulfill
DD† + EE† = 1, DET + EDT = 0 (163)
so that matrix M will be unitary. Notice that A† is the Hermi-
tian adjoint, and AT is merely the transpose.
In our case, the BCS state is defined via the pairing function
gij , which is anti-symmetric, gij = −gji,
|Ψ〉 = exp
∑
ij
gijc
†
i c
†
j
 |0〉c ≡ exp(P ) |0〉c (164)
where the last relation defines the pairing operator P . This
state is the vacuum of a certain Bogoliubov set of operators,
{Bl}2Nl=1 = {b†1, · · · , b†N , b1 · · · , bN}, which means that
bk |Ψ〉 = 0, k ∈ {1, · · · , N}. (165)
Let us impose that condition in order to find the Bogoliubov
transformation M . By definition,
bk =
∑
i
Dkici + Ekic
†
i , (166)
so our condition becomes
0 = bk exp(P ) |0〉 = (exp(P )bk + [bk, exp(P )]) |0〉 .
(167)
Remember that bk can be expanded as a linear combination of
ci and c
†
i . Using
[ci, f({cj , c†j})] =
∂f
∂c†i
, (168)
we find that
[ci, exp(P )] = exp(P )
∑
j
gijc
†
j
 . (169)
Of course, c†i commutes with exp(P ). Thus, the annihilation
condition becomes
exp(P )
∑
i
Dkici +
∑
ij
Dkigijc
†
j +
∑
i
Ekic
†
i
 |0〉 = 0.
(170)
which implies the following relation between D, E and g:
∑
i
Dkigij + Ekj = 0. (171)
Thus, in order to find the Bogoliubov transformation given
the pairing matrix g, we have to solve the following matrix
equations:
Dg + E = 0,
DD† + EE† = 1, (172)
DET + EDT = 0,
From the first equation we get E = −Dg, which when
inserted into the third equation yields D(gT + g)D = 0. But
this relation is trivial due to the antisymmetry of g. Then, the
only non-trivial equation becomes
D
(
1+ gg†
)
D† = 1. (173)
This equation can be easily solved in the eigenbasis of 1+gg†,
which is self-adjoint and positive-definite.
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