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Abstract
An effective and efficient architecture performance eval-
uation scheme is essential for the success of Neural Archi-
tecture Search (NAS). To save computational cost, most of
existing NAS algorithms often train and evaluate intermedi-
ate neural architectures on a small proxy dataset with lim-
ited training epochs. But it is difficult to expect an accurate
performance estimation of an architecture in such a coarse
evaluation way. This paper advocates a new neural archi-
tecture evaluation scheme, which aims to determine which
architecture would perform better instead of accurately pre-
dict the absolute architecture performance. Therefore, we
propose a relativistic architecture performance predictor in
NAS (ReNAS). We encode neural architectures into feature
tensors, and further refining the representations with the
predictor. The proposed relativistic performance predictor
can be deployed in discrete searching methods to search for
the desired architectures without additional evaluation. Ex-
perimental results on the NASBench dataset suggests that,
sampling 424 (0.1% of the entire search space) neural ar-
chitectures and their corresponding validation performance
is already enough for learning an accurate architecture per-
formance predictor. The accuracy of our searched neural
architecture is higher than that of the state-of-the-art meth-
ods and lies in the top 0.02% of the whole search space.
1. Introduction
Recent years have witnessed the emergence of many
well-known Convolutional Neural Networks (CNNs), (e.g.
VGG [22], ResNet [5], MobileNet [6]). They have achieved
state-of-the-art results in many real-world applications [25,
13, 17, 22, 29]. However, the design of these sophisti-
cated CNNs were heavily relied on human expert experi-
ence. Thus, it is attractive to investigate an automatic way
* corresponding author
to design neural network architectures without human inter-
vention. Neural Architecture Search (NAS) has been pro-
posed to address this need.
Motivated by different searching strategies and assump-
tions, a number of NAS algorithms have been proposed to
increase the search speed and the performance of the re-
sulting network [2, 7, 23, 10], including discrete searching
methods such as Evolutionary Algorithm (EA) based meth-
ods [11, 14, 16, 20, 21, 26] and Reinforcement Learning
(RL) based methods [1, 15, 30, 31], and continuous search-
ing methods such as DARTS [12] and CARS [27].
There have been a large body of works focusing on de-
signing different searching methods. However, the archi-
tecture evaluation scheme has not been sufficiently stud-
ied yet. For the sake of evaluation efficiency, early stop-
ping strategy is often adopted in the architecture evaluation
phase of discrete searching methods. Based on the inter-
mediate performance of a super-net, continuous searching
methods optimize a series of learnable parameters to select
layers or operations in deep neural networks. Nevertheless,
these coarse architecture evaluations could prevent us from
selecting the optimal neural architecture (detailed informa-
tion can be found in Sec.3.1). A recent report suggested that
the performances of the network discovered by current NAS
frameworks are similar to that of random search [18].
Most recently, there is an alternative way to evaluate
neural architecture by learning an architecture performance
predictor. For example, Domhan et al. proposed a weight
probabilistic model to extrapolate the performance from
the first part of a learning curve [4]. Klein et al. used
a Bayesian neural network to predict unobserved learn-
ing curves [9]. These two methods rely on Markov chain
Monte Carlo (MCMC) sampling procedures and hand-
crafted curve function, which are computationally expen-
sive. Deng et al. developed a unified way to encode indi-
vidual layers into vectors and bring them together to form
an integrated description via LSTM, and directly predict the
performance of a network architecture [3]. Sun et al. pro-
posed an end-to-end off-line performance predictor based
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on random forest [24].
Methods mentioned above focused on predicting the
exact performance of a given neural architecture with
element-wise loss function such as mean squared error
(MSE) or least absolute error (L1). However, in neural
architecture search, what we care about is actually which
neural architecture would lead to a better validation perfor-
mance. Hence, instead of a deterministic evaluation of neu-
ral architectures, it is more reasonable to adopt a relativistic
way to evaluate the performance of architectures.
In this paper, we aim to learn an architecture perfor-
mance predictor that focuses on the rankings of different
architectures. Specifically, given a cell-based search space
with a unified super-net for all of the architectures (e.g.
NASBench [28], DARTS [12]), we produce a way to en-
code architectures into tensors by leveraging the adjacency
matrix of the cell and features that can well represent the
computational power of a given architecture (e.g. FLOPs
and parameters of each node). Then, pairwise ranking based
loss function is used instead of element-wise loss function,
since keeping the rankings between different neural net-
works are more important than accurately predicting their
absolute performance for most of the searching methods.
The experimental results on NASBench search space show
that the proposed predictor achieves a higher prediction per-
formance compared to the other state-of-the-art methods,
and can efficiently finding the architecture with top 0.02%
accuracy in the whole search space by training only 424
(0.1% of the entire search space) neural architectures.
2. Related Works
In this section, we give a brief introduction of the net-
work performance predictor. Although recent NAS ap-
proaches can achieve promising performance based on the
well-designed super-net and search space, the evaluation
scheme utilized in these methods are not accurate enough,
which makes the searching procedure unstable. Thus, the
network performance predictor tries to predict the perfor-
mance of a given neural architecture more accurately.
There are limited works on predicting the performance
of the neural networks. A kind of methods are to predict
the validation accuracy using part of the learning curve af-
ter training the architectures for several epochs. A series of
validation accuracies is collected for each neural network
configuration as the training data, and different regression
models are used to predict the performance of a neural net-
work. Domhan et al. used a weight probabilistic model [4],
Klein et al. used a Bayesian neural network [9], and Baker
et al. proposed a sequential regression model to predict the
validation accuracy [2]. Such methods rely heavily on the
smoothness of the learning curve, and will not be effective
when an abrupt change occurs, e.g. the change of the learn-
ing rate, which is frequently used in neural network training
procedure. Moreover, to predict the performance of an ar-
chitecture, we need to train it for several epochs, which is
time-consuming.
Another kind of methods produce performance predic-
tors without any training of the neural architectures, which
can largely accelerate the search process. Deng et al. en-
coded each individual layers into vectors and bring them
together to form an integrated description via LSTM. An
multi-layer perceptron (MLP) is used to predict the final
accuracy [3]. Istrate et al. proposed a performance pre-
dictor that estimates in fractions of a second classification
performance for unseen input datasets, thus it is designed
to transfer knowledge from familiar datasets to unseen ones
[8]. Sun et al. proposed to use less training data by using an
end-to-end offline performance predictor based on random
forest [24].
However, features or representations of neural architec-
tures are not well-designed, and most of them adopted the
element-wise loss functions (e.g. MSE loss or L1 loss) to
guide the training of predictors. Thus, an effective frame-
work for ranking different neural networks and improving
NAS algorithms is urgently required.
3. Problem Formulation
In this section, we first instantiate the problem of evalua-
tion scheme used in the previous methods. Then, we give an
elaborate introduction of the proposed performance predic-
tor. Specifically, developing architecture performance pre-
dictor consists of three parts: encoding network architecture
into a feature tensor, the neural network to predict the per-
formance and the objective function to be optimized. In this
paper, we propose a new approach to encode neural network
architectures in cell-based search space into feature tensors
and to design the regressor. Furthermore, we propose the
pair-wise ranking loss to optimize the regressor.
3.1. Evaluation Scheme
In case of saving computational resource and time, a
commonly used evaluation scheme in the previous NAS
methods is to train the neural networkN on part of the train-
ing dataset D˜ ∈ D with early stop strategy, in which D is
the entire training dataset. The model is then tested on the
validation set, and the intermediate accuracy ACC(N, D˜)
stands for an approximation of the performance of the
model in the subsequent searching algorithms instead of the
ground-truth accuracy ACC(N,D). Previous methods as-
sumed that there is a linear relationship between the inter-
mediate accuracy and the ground-truth accuracy:
ACC(N,D) = k ×ACC(N, D˜) + σ, (1)
where k is the scaling factor and σ is the offset. How-
ever, the assumption in Eq. 1 may not hold in practice, and
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Figure 1: An example of encoding neural network architecture into feature tensor. (a): The skeleton of the neural network
architecture. (b): A specific cell architecture with 6 nodes. (c): The corresponding adjacency matrix A, type vector t, flop
vector f and parameter vector p of the cell. (d): Padding adjacency matrix A to 7× 7 and vectors accordingly. Note that the
zero-padding is added at penultimate row and column, since the last row and column represents the output node. (e): Vectors
are broadcasted into matrix, and an element wise multiplication is made with the adjacency matrix to get the type matrix, flop
matrix and parameter matrix. (f): There are 9 cells in the network, thus producing 9 different flop matrices and parameter
matrices. All the cells share the same type matrix. We concatenate all the matrices to get the final 19× 7× 7 tensor.
the intermediate accuracy may break the original rankings
between architectures since lighter architectures often con-
verge faster on smaller dataset than cumbersome architec-
tures, but perform worse when using the whole training set
[18]. Note that producing correct rankings for the search-
ing algorithm is rather important, since the searching algo-
rithms always select relatively better architectures regard-
less of their absolute performance.
Thus, we focus on learning the correct rankings between
different architectures with predictor. Specifically, given a
predictor ε and two different architectures N1 and N2. De-
note ε(N ;W) as the predicted performance of a given ar-
chitectureN in whichW is the weight matrix of the predic-
tor, we should have:
ε(N1;W) > ε(N2;W),
if and only if ACC(N1, D) > ACC(N2, D),
(2)
which means that the predictor should rank different net-
work architectures into the right order according to their
ground-truth performance.
3.2. Feature Tensor of Cell-Based Search Space
Commonly, a cell-based search space with a unified
super-net stacks the same searched cell to get the final ar-
chitecture [12, 28]. In this section, we give an introduction
on encoding the architectures in cell-based search space into
feature tensors.
Encoding a neural architecture is important for a predic-
tor to predict the performance. Peephole [3] chose layer
type, kernel width, kernel height and channel number as the
representation of each layer. E2EPP [24] forced the net-
work architecture to be composed of the DenseNet blocks,
ResNet blocks and pooling blocks, and generated features
based on these blocks.
However, those features are not strong enough to en-
code a network architecture. Different from the methods
mentioned above, we focus on encoding architectures into
feature tensors by leveraging the adjacency matrix of the
cell and features that can well represent the computational
power of a given architecture. In the following, we use
NASBench dataset [28] as an example, which contains over
423k unique CNN architectures and their accuracies on
CIFAR-10 dataset. The same methods can be applied on
other cell-based search space.
Different cells produce different CNN architectures. In
each cell there are no more than 7 nodes in which IN and
OUT nodes are fixed to represent the input and output ten-
sors to the cell, respectively. The other nodes are randomly
selected from 3 different operations: 3×3 convolution, 1×1
convolution and 3 × 3 max-pooling. The edges are limited
to no more than 9. Specifically, the cell can be represented
by a 0-1 adjacency matrixA ∈ {0, 1}n×n and a type vector
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t ∈ {1, · · ·, 5}n (5 different node types containing input,
3 × 3 conv, 1 × 1 conv, 3 × 3 max-pooling and output), in
which n is the number of nodes. Furthermore, we calculate
the flops and parameters of each node and derive a flop vec-
tor f ∈ Rn (we assume the input image size is 32× 32) and
a parameter vector p ∈ Rn.
Since the number of nodes may be different in each cell,
we pad the adjacency matrixAwith 0 and the size is fixed as
7× 7. The type vector t, flop vector f and parameter vector
p are padded accordingly. Note that the input and the output
node should be fixed as the first and last node, thus the zero-
padding is added at penultimate row and column each time.
After that, we broadcast the vectors into matrices, and make
an element-wise multiplication with the adjacency matrix to
get the type matrix T, flop matrix F and parameter matrix
P, and finally concatenate them together to get a 19× 7× 7
tensor T to represent a specific architecture in NASBench.
Detailed implementation can be viewed in Fig. 1.
3.3. Architecture Performance Predictor
Given the feature tensor mentioned above, we propose
the architecture performance predictor and introduce the
ranking based loss function.
In practice, there are usually limited training data for
the predictor due to the massive time and resource spent on
training a single neural architecture. Thus, we use a simple
modified LeNet-5 architecture (as shown in Tab. 1) to pre-
dict the final accuracy of a given network architecture tensor
T , in order to prevent the over-fitting problem. Batch nor-
malization (BN) is used after each convolutional layer, and
ReLU activation function is used after each BN layer and
FC layer.
Table 1: Architecture of the predictor.
Layer name output size parameters
conv1 7× 7 (3× 3, 38)
conv2 7× 7 (3× 3, 128)
fc1 120 (128× 7× 7, 120)
fc2 84 (120, 84)
fc3 1 (84, 1)
In order to train the predictor, a commonly used loss
function is element-wise MSE or L1 loss function [3, 8, 24].
They assume that a lower MSE or L1 loss leads to a better
ranking results. However, this is not always the case. For
example, given two networks with ground-truth classifica-
tion accuracies of 0.9 and 0.91 on the validation set. In the
first circumstances, they are predicted to have accuracies of
0.91 and 0.9, and in the second circumstances of 0.89 and
0.92. MSE losses are the same in both situations, but ap-
parently the former is worse since the ranking between two
networks is changed and the architecture with worse perfor-
mance will be selected by the searching methods. We be-
lieve that the rankings of the predicted accuracies between
different architectures are more important than their abso-
lute performance when applying the network performance
predictor to different searching methods.
Formally, given n different network architectures
and their ground-truth performance {(Ni, yi)}ni=1, and
{ε(Ni;W)}ni=1 is the output of the predictor (short as
ε(Ni)), which are the n objects to be ranked. We define
the pairwise ranking based loss function as:
L1(W) =
n−1∑
i=1
n∑
j=i+1
φ((ε(Ni)− ε(Nj)) ∗ sign(yi − yj)),
(3)
in which φ(z) = (1 − z)+ is the hinge function. Given a
pair of examples, the loss is 0 only when the examples are in
the correct order and differed by a margin. Other functions
like logistic function φ(z) = log(1 + e−z) and exponential
function φ(z) = e−z can also be applied here.
Besides utilizing the final output of the predictor, we
believe that the feature extracted before the final FC layer
is also useful. Note that the continuity is a common as-
sumption in machine learning, i.e. the performance changes
continuously along the feature space. However, this is not
the case for the primary network architecture, in which a
slightly change of the architecture may lead to a radical
change of the performance (e.g. skip connect). Thus, we
consider learning the feature with the property of continu-
ity.
In order to generate features with continuity, consider
the triplet {(ε˜(Ni;W), yi)}3i=1 in which ε˜(Ni;W) (short
as ε˜(Ni)) is the feature generated before the final FC layer.
The Euclidean distance between the two features is com-
puted as dij = ||ε˜(Ni) − ε˜(Nj)||2, and the difference of
the performance between two architectures is simply com-
puted as lij = |yi − yj |. Thus, we achieve the property of
continuity by defining the loss function as:
L2(W) =
n−2∑
i=1
n−1∑
j=i+1
n∑
k=j+1
φ((dij − dik) ∗ sign(lij − lik)).
(4)
Note that although Eq. 3 and Eq. 4 are similar, the purposes
behind are quite different. Given the equations above, the
final loss function is the combination of them:
L = L1 + λL2, (5)
in which λ is the hyper-parameter that controls the impor-
tance between two different loss functions. Therefore, the
effects of the proposed predictor are two folds. The first is
to directly predict accuracies with correct ranking, the sec-
ond is to generate features with the property of continuity
which indirectly helps to predict the accuracies.
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Finally, the performance predictor is integrated into dis-
crete searching algorithms such as EA (or RL) based search-
ing method by replacing the fitness (or reward) of a given
architecture with the output of our predictor. EA based
method is used in the following experiments, and the in-
dividual is fed into the predictor and the output of the pre-
dictor is treated as the fitness of the model in EA method
within milliseconds.
4. Experiments
In this section, we conduct several experiments on ver-
ifying the effectiveness of the proposed network perfor-
mance predictor. After that, the best CNN architecture is
found by embedding the predictor into EA algorithm and
is compared to other state-of-the-art predictors to verify its
performance.
The parameter settings for training the predictor and
searching for the best architecture are detailed below. When
training the predictor, we used the Adam algorithm to train
the LeNet architecture with initial learning rate of 1×10−3;
the weight decay is set to 5 × 10−4; the batch size is set to
1024 and trained for 200 epochs. When searching for the
best CNN architecture, the search space is the same as in
NASBench dataset. We set the maximum number of nodes
and edges in each cell as 7 and 9, and each node is randomly
chosen from 3× 3 conv, 1× 1 conv and 3× 3 max-pooling.
We set the maximum generation number to 500 and popula-
tion size to 64. The probability for selection, crossover and
mutation are set to 0.5, 0.3 and 0.2, respectively.
4.1. Predictor Performance Comparison
We compared the proposed predictor with the methods
introduced in Peephole [3] and E2EPP [24]. The NAS-
Bench dataset is selected as the training and testing sets of
the predictors.
Recall that one of the fundamental idea in our proposed
method is that the ranking of the predicted values is more
important than their absolute values when embedding the
predictor into different searching methods. Thus, for the
quantitative comparison, we use the Kendall’s Tau (KTau)
[19] as the indicator:
KTau = 2× number of concordant pairs
C2n
− 1, (6)
in which n is the number of samples and concordant pair
means the rankings of predicted values and the actual values
of a given pair are the same. KTau ranges from −1 to 1 and
is suitable for judging the quality of the predictive rankings.
A higher value indicates a better ranking.
In order to clearly review the influence of using feature
tensor and pairwise loss, we conduct the following 6 ver-
sions of the proposed methods by fixing the predictor as
LeNet and varying the feature encoding methods and the
loss function, including:
• ReNAS-1 (type matrix + MSE): Using only the type
matrix as feature and MSE loss function.
• ReNAS-2 (tensor + MSE): Using the proposed fea-
ture encoding method (feature tensor) and MSE loss
function.
• ReNAS-3 (type matrix + L1): Using only the type
matrix as feature and loss function L1 (Eq. 3).
• ReNAS-4 (tensor + L1): Using the proposed feature
encoding method (feature tensor) and loss functionL1.
• ReNAS-5 (type matrix + L): Using only the type ma-
trix as feature and loss function L (Eq. 5).
• ReNAS-6 (tensor + L): Using the proposed feature
encoding method (feature tensor) and loss function L.
Note that the search space in NASBench dataset and
E2EPP are different from each other, and the encoding
method proposed in E2EPP is unable to be used directly
on NASBench dataset. In order to apply NASBench dataset
to E2EPP, we produce surrogate method for E2EPP and use
the feature encoding method proposed in the previous sec-
tion instead of the original encoding method produced by
E2EPP. The other parts remain unchanged.
The experimental results are shown in Tab. 2. Consider
that the training samples can only cover a small proportion
of the search space in reality, we focus on the second col-
umn when using only 0.1% (424 models) of the NASBench
dataset as training set. Different proportions are used in the
experiment for integrity. The results show that the proposed
encoding method can represent an architecture better than
without using it, and the KTau indicator increases about
0.14 when using MSE loss and 0.05 when using pairwise
loss. When using pairwise loss instead of element-wise
MSE loss, the KTau indicator increases about 0.26 when
using only the type matrix as feature, and about 0.17 when
using the proposed feature tensor. It means that pairwise
loss is better than MSE loss at ranking regardless of input
feature.
Comparing to other state-of-the-art methods, Peephole
used kernel size and channel number as features in addition
to layer (node) type, and shows better result than proposed
v1 method which uses only the layer (node) type as features.
However, it performs worse than proposed v2 method when
using all the feature proposed, which again shows the supe-
riority of using feature tensors. E2EPP used random forest
as predictor, which has advantages only when the training
samples are extremely rare. When using limited training
data, the proposed method with loss function L (Eq. 5)
achieves the best KTau performance, while the proposed
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Table 2: The Kendall’s Tau (KTau) of Peephole, E2EPP and the proposed algorithms on the NASBench dataset with different
proportions of training samples.
Methods 0.1% 1% 10% 30% 50% 70% 90%
Peephole [3] 0.4556 0.4769 0.4963 0.4977 0.4972 0.4975 0.4951
E2EPP [24] 0.5038 0.6734 0.7009 0.6997 0.7011 0.6992 0.6997
ReNAS-1 (type matrix + MSE) 0.3465 0.5911 0.7914 0.8229 0.8277 0.8344 0.8350
ReNAS-2 (tensor + MSE) 0.4856 0.6090 0.8103 0.8430 0.8399 0.8504 0.8431
ReNAS-3 (type matrix + L1) 0.6039 0.7943 0.8752 0.8894 0.8949 0.8976 0.8995
ReNAS-4 (tensor + L1) 0.6335 0.8136 0.8762 0.8900 0.8957 0.8979 0.8997
ReNAS-5 (type matrix + L) 0.6096 0.7949 0.8756 0.8854 0.8898 0.8911 0.8918
ReNAS-6 (tensor + L) 0.6574 0.8161 0.8763 0.8873 0.8910 0.8923 0.8954
(a) Peephole (b) E2EPP (c) Proposed
Figure 2: The predicted ranking and true ranking of Peephole, E2EPP and the proposed method on NASBench dataset.
1000 models are randomly selected for exhibition purpose. The x axis denotes the true ranking, and the y axis denotes the
corresponding predicted ranking.
method with L1 loss (Eq. 3) is better when more training
data is used. The results show that generating features with
continuity has advantageous to model ranking when little
training data is used, which is often the case in reality.
A qualitative comparisons on NASBench dataset is
shown in Fig. 2. We show the results of training predictors
using 0.1% training data, the x axis of each point represents
the true ranking among all the points and the y axis denotes
the corresponding predicted ranking. The points made by a
perfect predictor lie on the line y = x, and the closer the
points to line y = x the better. The results show that the
predicted ranking made by the proposed method is notably
better than other state-of-the-art methods.
4.2. Architecture Search Results
When searching for the best architecture, the size of the
training set of the predictor should be limited since the
search space in EA algorithm is the same as in NASBench,
and we cannot prevent EA algorithm from searching the ar-
chitectures in the training set. Thus, in order to reduce the
influence of the training set, we used only 0.1% of NAS-
Bench dataset as training samples to train the predictor,
and subsequently used for EA algorithm. The final perfor-
mance tested on CIFAR-10 dataset with the best architec-
ture searched by EA algorithm with the proposed predictor
and the peer competitors mentioned above are shown in Tab.
3. Specifically, the best performances among top-10 archi-
tectures selected by EA algorithm with different predictors
are reported and the experiments are repeated 20 times with
different random seed to alleviate the randomness.
The second column represents the classification accu-
racies of the selected models on CIFAR-10 test set, and
the third column represents the true ranking of the selected
models among all the 423k different models in NASBench
dataset. The proposed method outperforms other competi-
tors, and finds an network architecture with top 0.02% per-
formance among the search space using only 0.1% dataset.
The fact of achieving good performance with little training
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Table 3: The classification accuracy (%) on CIFAR-10
dataset and the ranking (%) among different architectures
in NASBench dataset using EA algorithm with the pro-
posed predictor and the peer competitors. Predictors are
trained with 0.1% samples randomly selected from NAS-
Bench dataset.
Method accuracy(%) ranking(%)
Peephole [3] 92.63 ± 0.31 12.32
E2EPP [24] 93.47 ± 0.44 1.23
Proposed v1 92.36 ± 0.27 16.93
Proposed v2 93.03 ± 0.21 6.09
Proposed v3 93.43 ± 0.26 1.50
Proposed v4 93.90 ± 0.21 0.04
Proposed v5 93.48 ± 0.18 1.21
Proposed v6 93.95 ± 0.11 0.02
data is reasonable for two reasons. The first is that the fun-
damental features of flops and parameters can represent the
architecture well and tensor like input is suitable for CNN.
The second is that using pairwise loss expand the training
set to some extent. Given n individuals, there are actually
n(n−1)/2 pairs and n(n−1)(n−2)/6 triplets for training.
We further extend our method to search space with un-
known labels by searching for architecture in NASBench
search space that performs well on CIFAR-100 dataset.
Specifically, we randomly select 424 architectures and
train them on CIFAR-100 dataset from scratch and get the
ground-truth labels. These samples are further used to train
the predictor, and the best architecture is searched using the
methods mentioned above. The results in Tab. 4 show the
priority of the proposed method. Note that almost all of the
time are spent on deriving training samples, which spent 2
days with 8 NVIDIA-Tesla-P100 GPUs. Searching with EA
method can be done within seconds which is negligible. The
proposed method can also be applied on other cell-based
search space with a unified super-net. The size of the adja-
cency matrix is the maximum number of nodes in a cell, and
the number of channels in the tensor is related to the number
of layers of the super-net. Given an architecture, the corre-
sponding tensor can be derived using exactly the same way
mentioned in the above section, and can be further applied
to the proposed relativistic performance predictor.
Note that when using performance predictor in practice,
the search space is often different from NASBench dataset,
which means the training samples needs to be collected
from scratch. Thus, we give some intuitions of selecting
model architectures from search space as training samples.
0.1% samples are selected from NASBench dataset as train-
ing samples with the method of random selection, select by
parameters and select by flops. When selecting by param-
eters (flops), all samples are sorted by their total param-
Table 4: The classification accuracy (%) on CIFAR-100
dataset among different architectures in NASBench using
EA algorithm with the proposed predictor and the peer com-
petitors. Predictors are trained with 424 samples randomly
selected from NASBench.
Method Peephole [3] E2EPP [24] Proposed
top-1 acc (%) 73.58 75.49 78.56
top-5 acc (%) 91.97 92.77 94.17
Table 5: The classification accuracy (%) on CIFAR-10
dataset and the ranking (%) among different architectures
in NASBench dataset using the predictors trained with 0.1%
samples selected from NASBench dataset. Different selec-
tion methods are used.
Method accuracy(%) ranking(%)
random selection 93.95 ± 0.11 0.02
select by parameters 93.84 ± 0.21 0.08
select by flops 93.76 ± 0.13 0.16
eters (flops), and selected uniformly. Different predictors
are trained with different training samples using proposed
method, and are further integrated into EA algorithm for
searching. The performance of the best architectures are
shown in Tab. 5.
The results show that random selection performs best.
A possible reason is that architectures with similar param-
eters (flops) perform diversely, and the uniformly selected
architectures cannot represent the true performance distri-
bution of the architectures with similar parameters (flops).
Thus, random selection is our choice, and is worth trying
when generating training samples from search space in real-
ity. The best cell architecture searched by EA algorithm us-
ing proposed predictor trained with random selected train-
ing samples is shown in column 2 of Fig. 3.
In the following we give an intuitive representation of
the best architectures selected by the performance predictor
with different number of training samples as shown in Fig.
3. Note that the rank-1 architecture in NASBench dataset
cannot be selected by the predictor even when using 90% of
the training data. This is because when using pairwise rank-
ing based loss function, there are n(n− 1)/2 training pairs
and it is inefficient to train them in a single batch. Thus,
mini-batch updating method is used and a single architec-
ture is compared with limited architectures in one epoch,
which causes the lack of global information about this ar-
chitecture especially when the number of training samples
is large. In fact, the mini-batch size b is set to 1024 in the
experiment, and it is a compromise between effectiveness
and efficiency.
This is the same reason that the performance of the ar-
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Figure 3: The best architectures found by the predictor with different ratio of training samples.
chitecture found by the predictor trained with 90% dataset
is marginally better than that trained with 0.1% dataset.
Specifically, we divide the architectures into two parts. The
first part is the architectures trained with 0.1% and 1%
dataset, and the second part is the rest. Note that in the
first part the number of training sample is on the same or-
der of magnitude with the mini-batch size b, thus the global
information of a single model is easy to obtain and the per-
formance becomes better when there are more training data.
In the second part, the number of training sample is signif-
icantly larger than b. On one hand, increasing the number
of samples helps training. On the other hand, the global
ranking information is harder to get. Thus, the performance
marginally better when using more training samples.
Finally, there are some common characteristics among
these architectures. The first is that the distance between
input and output node is at most 2, which shows the signifi-
cance of skip-connection. The second is that 3×3 operation
appears in each architecture. Based on these observations,
we separate the NASBench dataset based on the distance
between input node and output node, and whether the 3× 3
operation is used. Some statistics are shown in Tab. 6.
It shows that the shorter the distance between input node
and output node, the better the performance is. Besides,
3 × 3 operation helps the architecture to perform better.
Based on the observation above, we may form a better
search space of NASBench dataset by using only 68552
models with 3 × 3 operation and skip-connect between in-
put node and output node. An experiment of training and
evaluating performance predictor is conducted on this sub
dataset and the results show that the predictor trained and
evaluated with sub dataset performs better than the previ-
ous one as shown in Tab. 7. It shows that a better search
space helps to produce a better performance predictor.
Table 6: Statistics on NASBench dataset. ‘3 × 3’ refers to
whether the model uses this operation. ‘Distance’ refers to
the distance between input node and output node. ‘#model’
refers to the number of models. ‘Best acc’ refers to the per-
formance of the best architecture among ‘#model’ number
of models on CIFAR-10 dataset. ‘Average acc’ refers to
the average performance of ‘#model’ number of models
on CIFAR-10 dataset.
3× 3 Distance #model Best acc Average acc
yes
1 68552 94.32 91.97
2 153056 94.05 91.02
3 110863 93.68 89.31
4 27227 92.36 87.40
5 2516 90.54 86.51
6 211 88.87 84.91
no
1 12468 91.62 88.40
2 26282 90.81 86.69
3 17735 90.24 83.53
4 4282 88.95 80.20
5 400 88.16 78.84
6 32 86.71 74.93
Table 7: Predictors trained and evaluated with the whole
NASBench dataset and sub dataset. The experiments are
repeated 20 times to alleviate the randomness of the results.
Datasets accuracy(%) ranking(%)
whole dataset 93.95 ± 0.11 0.02
sub dataset 94.02 ± 0.14 0.01
5. Conclusion
We proposed a new method for predicting network per-
formance based on its architecture before training. We en-
code an architecture in cell-based search space into a feature
tensor by leveraging the adjacency matrix of the cell and
features that can well represent the computational power
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of a given architecture. The pairwise ranking based loss
function is used for the performance predictor instead of
the element-wise loss function, since the rankings between
different architectures are more important than their abso-
lute values in different searching methods. We then embed
the proposed predictor into discrete searching method such
as EA method and search for the best architecture. Sev-
eral experiments are conducted on NASBench dataset, and
shows the priority of the proposed predictor on sorting the
performance of different architectures and searching for an
architecture with top performance among the search space
using only 0.1% of the dataset. A better sub search space
is generated by utilizing the common statistics of the best
architectures generated by the predictor and this sub-space
helps to produce a better predictor.
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