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Abstract
As we are in the throes of a climate crisis, we need to scrutinise how our everyday
activity impacts it. A significant portion of the global CO2 emissions are a result
of passenger vehicles (16%) with a significant portion of these being sports utility
vehicle geometries (37.5%). The squareback nature of sports utility vehicles is
desired by some manufacturers to maintain brand identity, but these geometries
are not typically aerodynamic. On top of this, the emissions regulations do not
take into account realistic conditions that a vehicle will operate in, resulting in an
underestimation of their impact on the global CO2 emissions.
This thesis implements cavities and small trailing edge side edge tapers on
a quarter scale Windsor model (with and without wheels) at more realistic flow
conditions to generalise drag reduction techniques. These generalisations focus on
the base of the model as this region generates a significant portion of the overall
drag. As the geometries are unlikely to be implemented on a full-scale vehicle, the
generalisations provide a goal for a lower drag vehicle which can be applied to any
baseline geometry.
Irrespective of the device used it was found that a way to reduce drag generally
was to force the wake into a balanced, symmetric condition. The lateral symmetry
is shown to reduce the instantaneous base drag at yaw on the baseline geometry, but
also the mean base drag with a cavity or side edge tapering at yaw. The vertical
symmetry is shown to improve the mean base drag on the Windsor model with
wheels, both with a cavity and with the side edge tapering at all yaw angles tested.
A symmetric, balanced wake was shown not to be the only route to low drag.
The cavities showed a reduction in base drag due to the reduced flow velocity in the
wake with flow field measurements inside the cavity, while presenting an asymmetric
wake. The tapering generated base drag reductions with slower velocities parallel
to the base, higher velocities perpendicular to the base and shorter wakes that were
upwash or downwash dominated.
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1.1 Motivation
Climate change is here [1]. Carbon Dioxide (CO2) is the most significant contributor
to climate change [2], and passenger vehicles account for 12% of CO2 emissions in the
European Union [3] and 16% globally [4]. The emissions from vehicles are, therefore,
often legislated by governments to limit their impact on the environment.
One way the EU [5] has tried to force a reduction in passenger vehicle CO2 is
with fleet average limits. At the time of writing (2019), the fleet average threshold is
95g/km (grams per kilometre) [6,7]. The fleet average is defined as a sales-weighted
average CO2 mass from all the vehicles sold by a manufacturer or group of manu-
facturers. Any fleet average over these limits by 2021 will incur a penalty of e5
for the first gram over the limit, e15 for the second, e25 for the third and a e95
penalty for every subsequent gram over the limit for each vehicle sold in the fleet.
Currently, emissions are measured in a controlled environment on a drive cycle.
Drive cycles are intended to mimic driving conditions but also provide a baseline
for comparison between vehicles. Previously this drive cycle was the NEDC (New
European Drive Cycle) in Europe but has been superseded by the WLTP (Worldwide
Harmonised Light Vehicle Test Procedure). The WLTP is a more realistic drive cycle
resulting in CO2 values reported to be much closer to a real world condition when
compared to the NEDC [8].
Dynamometers are used to test the vehicles, whereby the resistive forces are an
input into the system to measure the tailpipe emissions. The forces opposing the
forward motion of the vehicle in the real world are caused by acceleration (Equation
1.1 [9]), climbing gradients (Equation 1.2, derived from Equation 1.1 [9]), rolling
resistance (Equation 1.3 [10]) and aerodynamic drag (Equation 1.4 [11]). The drive
cycles do not include a gradient so are neglected from further analysis.
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Facceleration = m · a (1.1)
where m is the mass (kg), and a is the acceleration (m/s2).
Fclimbing = m·g · sin(α) (1.2)
where g is the gravitational acceleration (9.81m/s2) and α is the angle of the slope
(◦).
Rr = m · g · (Ad +Bd·u) (1.3)
where Rr is the rolling resistance force, Ad and Bd are rolling resistance coefficients,
and u is the velocity (m/s).
D =
1
2
· ρ · u2 · Cd ·A (1.4)
where D is the aerodynamic drag force, ρ is the density of air (kg/m3), Cd is the
drag coefficient, and A is the frontal area of the vehicle (m2).
Of these, two are a function of the velocity. Figure 1.1 shows the resulting drag
from both the rolling resistance and the aerodynamic drag with vehicle velocity.
This figure is generated using the data for a generic vehicle described in Table 1.1.
As the aerodynamic drag has a squared relationship with velocity, it becomes more
critical to reduce at higher vehicle speeds.
To illustrate the impact of the aerodynamic drag, the change in the cumulative
energy between the NEDC and WLTP drive cycles is compared. Figure 1.2 illustrates
the drive cycles and the cumulative energy calculated using Equation 1.5 with the
parameters in Table 1.1. Considering the energies at 1200s, when the NEDC finishes,
the energy used by the WLTP is 13% more (Table 1.2 and 1.3). The increase in
energy is a result of accelerating the vehicle, which is more realistic on the WLTP
as real driving is not steady state and constant accelerations.
Etotal =
i∑
t=1
(Di + Faccelerationi +Rri)·ui·(ti − ti−1) (1.5)
where t is time in seconds and E is energy in joules.
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Aside from the full WLTP being 50% longer, it also includes a period of sustained
high speed. For the generic vehicle used this results in a 78% increase in the average
power, with the power as a result of the aerodynamic drag increasing by 99%.
Figure 1.1: Effect of velocity on rolling resistance and aerodynamic drag for a generic vehicle.
Figure 1.2: Vehicle velocity and cumulative energy for the NEDC and WLTP drive cycles.
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Parameter Value
Cd [] 0.35
A [m2] 2.5
m [kg] 2000
Ad [] 0.0087
Bd [s/m] 0.000217
Table 1.1: Variables used for a generic vehicle in Equation 1.5.
Energy Source (×106J) NEDC WLTP at t = 1200s Full WLTP
Acceleration 2.56 4.79 7.44
Aerodynamic 2.14 1.18 6.39
Rolling Resistance 2.69 2.36 6.02
Total 7.39 8.33 19.85
Average kJ/s (kW ) 6.16 6.94 11.01
Table 1.2: Energy for the NEDC and WLTP drive cycles, separated into individual components.
Percentage of total energy NEDC WLTP at t = 1200s Full WLTP
Acceleration 34.6 57.5 37.5
Aerodynamic 29 14.2 32.2
Rolling Resistance 36.4 28.3 30.3
Table 1.3: Percentage of total energy for the NEDC and WLTP drive cycles, separated into
individual components.
It can be seen that the aerodynamic drag is an important variable in passenger
vehicles’ contribution to climate change. A direct result of the contribution to
climate change is the legislation on emissions. The legislation is now becoming an
essential variable in manufacturer competitiveness. A lower drag is ultimately better
for the end user as the vehicle will be more efficient and go further, regardless of the
powertrain.
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Jaguar Land Rover, the sponsor for this work, recognise the impact of legislation
on their vehicles and the impact of their vehicles on the environment. Sports Utility
Vehicles (SUV) are of particular importance as 70% of Jaguar Land Rover’s vehicle
sales are from the Land Rover brand [12]. More generally, SUV geometries represent
37.5% of new vehicle sales in Europe [13]. SUV geometries can be considered bluff
due to their shape, with the Land Rover brand resembling a squareback geometry
(Figure 1.3a) with sharp trailing edges, shown in Figure 1.4.
(a) Squareback (b) Fastback (c) Notchback
Figure 1.3: Automotive rear end shapes.
(a) Land Rover Defender (b) Range Rover Evoque
Figure 1.4: Example vehicles from the Land Rover brand that represent bluff geometries.
1.2 Aim
This thesis aims to reduce the drag coefficient of automotive bluff bodies. The
specific focus will be on squareback geometries due to their widespread popularity
and relevance to the sponsor of this work. The investigations will be undertaken
using experimental methods with a model that has an interchangeable base geometry.
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The objectives for this work are presented after the work relating to base drag and
base drag reduction has been reviewed as the previous work will inform the direction
of the work.
1.3 Origins of Aerodynamic Drag
Hucho [14] has stated that there are only two mechanisms of aerodynamic drag for
road vehicles. These are the skin friction (Equation 1.6) and the pressure normal
to the surface around the body (Equation 1.7). Both of these are illustrated on a
simple automotive shape in Figure 1.5.
Df , the drag due to skin friction is given by:
Df =
∮
(τ · cosθ)dA (1.6)
where τ is the shear stress (Pa), θ is the angle to the drag axis, and dA is the area
over which τ is acting.
Dp the drag due to pressure is given by:
Dp =
∮
(P · sinθ)dA (1.7)
where P is the pressure normal to the surface.
The drag caused by skin friction is typically less than 20% of the total drag
[14, 15]. The skin friction contribution is small enough that when changing the
geometry at the rear of the vehicle, the skin friction can be assumed to be constant
[16, 17]. Alternatively, the skin friction can be assumed to be proportional to the
wetted area of the geometry [18].
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Figure 1.5: Diagram showing normal and shear pressure drag as well as generic flow features around
a square back Windsor model.
The areas of interest for the pressure drag depend on the shape of the body.
The forward portion of any body will have a stagnation point; this is the point at
which the velocity of the flow is zero and normal to the surface, as illustrated by a
singular arrow in Figure 1.5. The body is also likely to have a portion of accelerated
flow which has the potential to reduce the overall drag or modify lifting forces. The
accelerated flow and associated suction are also illustrated in Figure 1.5.
At the rear of a geometry, the suction on the base of a body originates from a
separated flow that occurs either due to a strong adverse pressure gradient (pressure
driven separation) or a fixed separation point (geometry driven separation). This
region of separated flow, encompassed by shear layers and solid boundaries, has a
velocity that is lower than that of the free stream and, in places, reversed. This
flow generates a low pressure wake on the body base and as the base of the body is
typically rearward facing this contributes to the drag force.
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The pressure exerted on a shape from the separated flow is highly dependent on
Reynolds number [19] (Equation 1.8) and for a cylinder undergoes several regimes.
At Reynolds numbers ≤ 1000 the boundary layer over a cylinder is laminar. A
laminar boundary layer causes the separation to be before top dead centre on the
cylinder (Figure 1.6a), causing a large wake and high drag. As the Reynolds number
increases the location that a transition to a turbulent boundary layer would occur
moves upstream. Once this transition point is located where the laminar separation
occurred, the separation moves downstream past top dead centre, Figure 1.6b, this
typically occurs in the region of Re = 2 × 105 and results in a much smaller wake
with lower drag.
Re =
ρ · u · L
µ
(1.8)
where L is the characteristic length (m) and µ is the dynamic viscosity (Pa · s).
(a) (b)
Figure 1.6: Illustrated flow field around a cylinder at pre- (a) and post- (b) critical Reynolds
numbers [20].
Roshko [21] has stated, for simple two dimensional (2D) shapes, that the base
drag of a shape is a function of the free stream velocity and the velocity at the
separation point. Roshko uses Bernoulli’s equation (P+ 12ρv
2 +ρgh = constant [22])
and the velocity at the separation point to calculate the static pressure at the
separation point. The calculated static pressure was then assumed to be equal
to the base pressure, with the base pressure proportional to the drag coefficient.
For the simple shapes tested (flat plate, cylinder and a 90◦ plate) these assumptions
9
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correlated well. While these results are interesting, the Reynolds numbers discussed
(< 105) are an order of magnitude lower than those experienced by automotive
vehicles.
Bearman [19] and Maull [23] both conducted experiments with 2D shapes and
showed that regardless of the care taken during the experiments, the flow is three
dimensional above a critical Reynolds number. For nominally 2D shapes, this is of
the order 10 < Re < 100. Similarly, Young [24] showed that when mounting a 2D
object, there is no way to completely remove all aspects of the three dimensional
flow and its effect on base pressure. This was shown by mounting a nominally two
dimensional bluff body in a flow. One end was in the freestream and had a variety
of end plate attachments tested. Young demonstrated that while certain endplate
geometries reduce the impact of 3D flow on the base pressure, no geometry ensured
a fully 2D flow.
When considering intrinsically 3D flows, such as a 3D bluff body or an automotive
geometry, the shape of the body has a significant influence on the pressure drag.
Bearman [19] states that streamwise vortices dominate the wake region of 3D flows,
rather than the spanwise vortices seen in 2D flows, concluding this from investigations
using a notchback shape. These shapes have a large rear taper acting as a lifting
surface, which produces large longitudinal vortices that persist through time. A
similar result has been seen in other literature, including for the Ahmed [15, 25, 26]
and Windsor geometries [27] (Figure 1.7) with similar rear tapers that emulate
a fastback (Figure 1.3b, p.6), rather than a notchback (Figure 1.3c, p.6). These
streamwise vortices have high velocity in comparison to the other wake flow, which
results in regions of high suction along the slanted surfaces.
A squareback geometry is, however, one instance where the mean flow appears
not to be dominated by the streamwise vortices, see Figure 1.8. The wake flow
appears to have a 2D separation that is distorted into a toroid around the base as
indicated, in Figure 1.9 [29], by two spanwise vortices in both the mid-vertical (y∗ =
0) and mid-horizontal (z∗ = 0.67) planes. However, the toroid is a result of averaging
the interference between spanwise and streamwise vortices with instantaneous recons-
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(a) Ahmed Geometry [15]
(b) Windsor Geometry [28]
Figure 1.7: Illustration of the Ahmed and Windsor models.
tructions showing dominant longitudinal vortices (Figure 1.10 [30]). This shows
the assertion by Bearman [19] to be correct as the mean toroid is an average of
instantaneous longitudinal vortices. At the time of Bearman publishing this level of
detail and understanding was not available.
Figure 1.8: Ahmed model with no dominant
streamwise vortices [26]. Figure 1.9: Mean flow fields for a Windsor
model [29].
There have been attempts to apply low aspect ratio wing theory to automotive
aerodynamics, by linking the lift and side force coefficients to an induced drag
coefficient. It can be used to show that an increase in drag is approximately
proportional to the increase in lift [17,28,31,32] or sideforce [33,34]. In the case of lift,
the proportionality is a direct result of the lifting surface having a drag component,
11
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Figure 1.10: Mean flow field (a) and reconstructed instantaneous flow fields (b-d) from a cross plane
in the Windsor geometry wake [30].
but the analysis relates to single geometry modifications (tapering or spoilers etc.).
Hucho [14] showed this approach to be flawed for a full vehicle by implementing
geometries that had the same change in the lift but distributed differently between
the front and rear of the vehicle, can have vastly different drag results. In the case of
sideforce generating an induced drag [33,34], the relationship is a result of the drag
being measured in the vehicle coordinates but converted to the wind coordinates. As
a result, the wind coordinate drag is a function of the vehicle coordinate sideforce,
generating at least part of the relationship. If only a single geometry type is being
considered (top, bottom and side edge tapers), the relationship shown with low
aspect ratio wing theory can be useful for interpreting these specific geometries.
1.4 Mechanisms of Pressure Drag Reduction
The primary mechanism of drag production on bluff bodies has been determined to
be the pressure drag, specifically the separated wake. There are various methods for
reducing pressure drag that the literature describes, explaining the effect on drag
reduction of different devices. To better understand the flow and simplify these
devices, the way they achieve the reduction needs to be characterised. The work
discussed throughout is experimental using wind tunnels unless otherwise stated,
this allows for the physics of the flows to be considered with a generally larger range
of tested geometries.
12
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For a wake dominated body, Grandemange [26] stated that the drag is based
on the maximum width of the wake (bluffness) and the length of the recirculating
near wake (referred to throughout this thesis as the wake), citing work on cavities
by Wu [35] and Parezanovic´ and Cadot [36]. A reduction in bluffness can also
be achieved by reducing the base area of a geometry [16], assuming attached flow
upstream of the base.
The literature also shows, for a wake dominated body with a pressure driven
separation, a trend of less pressure drag with a longer wake on a 2D geometry [21,36].
This trend is also apparent for axisymmetric [37, 38] and automotive geometries
[39–41] with geometrically driven separations. However, the mechanisms used for
increasing the length of the wake, do not isolate the length from other modifications
to the separated flow.
Other literature shows that a shorter wake reduces drag for a pressure driven
separation. Korkischko and Meneghini [42] performed experiments at low Reynolds
numbers on a 2D cylinder with smaller rotating cylinders, spanwise of the main
cylinder. The maximum drag reduction was achieved by rotating the smaller cylinders
at five times the freestream velocity. The rotating cylinders force the flow to remain
attached to the point that there was no visible wake. The removal of the wake could
also be considered a reduction in bluffness.
A shorter wake resulting in lower drag is also shown by Perry et al. [43] for a
simplified automotive test case in ground effect with a geometry driven separation.
Perry et al. showed using low and high drag cases that both had similar near wall
velocities but differences in the wake length. In this instance, the low drag geometry
had a shorter wake. This result was part of a broader set of results that showed that
lower drag correlated with a lower wall velocity close to the base. This correlation
suggests that base drag is caused in part by flow parallel to the base.
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Littlewood and Passmore [44] used steady blowing along the top edge of a simple
automotive geometry in ground effect. The drag reduction from this was initially
attributed to the shortening of the wake. However, in later work, Littlewood [45]
went on to attribute the drag reduction to a reduction in the wall velocity in the
lower part of the wake.
Littlewood et al. [46] (experimentally) and Luckhurst et al. [47] (computationally,
using detached eddy simulation) used small plates perpendicular to the base of a
simplified automotive geometry. The plates achieve a drag reduction by disrupting
the wall velocity (less suction) and increasing the number of impingement regions.
The effectiveness of the plates is very sensitive to position on the base, as the region
which these were placed by Littlewood et al. has a high wall velocity, whereas
Luckhurst et al. in a more comprehensive study showed that positioning the plates
between the region of high wall velocity and impingement does not produce as
significant a drag reduction (≈ 0.001, within error), whereas locating them at or
close to the rear stagnation gave reasonable base drag reductions (≈ 0.004).
Grandemange [26] reported a long time wake dynamic, coined bistability, while
testing a simplified automotive geometry. Bistability is a long period wake flow
phenomenon that is characterised by two flow fields that are antisymmetric about
a centreline, and that tends to switch, seemingly randomly, between the sides.
When averaged over a long time period, the antisymmetric flow fields result in
an apparently symmetric flow field. This is illustrated simply in Figure 1.11 with
the blue region indicating low pressure. The two bistable states can also be seen in
measurements of the base pressures [29] and in the sideforce fluctuations [48], with
each state resulting in either a positive or negative sideforce of the same magnitude.
Grandemange et al. [48] went on to perform experiments on an Ahmed model
with a small cylinder in the wake. This experiment showed a trend of low drag
with a low fluctuation in the side force, indicating the suppression of the bistable
wake. This result is similar to Parezonivic´ and Cadot [36] and is attributed to the
prevention of the formation of large vortex structures at the trailing edge of the
14
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Left State Right State Averageu∞
Figure 1.11: Diagram illustrating the two bistable states and the resulting average where blue
represents a low pressure region.
geometry. Perry et al. [29] also shows, on a simple automotive shape with tapering,
that the lowest drag configuration had the least bistable behaviour but was unable
to separate the effect of bistability and wake length on the drag.
Pavia et al. [49] have shown, on the same geometry as Perry et al. [29], a reduction
in drag as bistability is introduced by pitching the model by 1◦. The change in pitch
also reintroduced vertical symmetry to the wake and base pressure. A vertically
symmetric wake is counter to Bonnavion et al. [32] who shows a vertically asymmetric
wake resulted in the lowest drag.
Garcia de la Cruz et al. [50] and Li et al. [51] both test automotive geometries at
yaw with tapering [50] and blowing [51]. Garcia de la Cruz et al. shows the return
of the bistable wake as the wake is forced into a laterally symmetric state, which
was also the lowest drag. Li et al. agreed, with the lowest drag also being the most
symmetric. The work by Garcia de la Cruz et al. and by Pavia et al. [49] suggests
that low drag occurs when the geometry is bistable.
As the bistable wake switches from one steady bistable wake flow to the other,
Evrard et al. [39] and Pavia et al. [52] (both with simple automotive geometries)
show that there is an instantaneous low drag state (∼ 7% [52]). This instantaneous
low drag state is laterally symmetric but does not have the same flow features as
the mean flow field, seen in Figure 1.10 (p.12).
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Evrard et al. [39] applied a cavity to an Ahmed geometry, stating that the drag
reduction is due to the removal of the bistable behaviour in the wake. This statement
is somewhat contrary to Morel [53] and Viswanath [38] who suggest that the drag
reduction from implementing a cavity, on an axisymmetric geometry, is due to the
lengthening of the mean wake. However, the lengthening is a result of moving the
vortex shedding further downstream, with the cavity having no real impact on the
velocity fluctuations in the shear layers [53].
Mariotti and Buresti [37], with an axisymmetric geometry, and Perry [43], again
with a simple automotive test case, show that a thicker boundary layer at the rear
separation point results in lower base drag. Both suggest this is because the vortex
shedding occurs further downstream. This is shown as a reduction in the fluctuation
in the shear layers [37], or the effect is seen on the base as a reduction in the
fluctuation of pressure [43]. Lou et al. [54], when testing inclined 2D geometries,
agrees, showing a reduction in base drag as the shear layer vortices formed further
downstream. Forming the vortices further downstream has the effect of making the
wake longer as entraining the high momentum flow into the wake happens further
from the base.
These effects are also confirmed by Barros et al. [55] who used pulsed jets at the
edge of the model, forcing the shear layer mixing closer to the model. This resulted
in fewer fluctuations in the shear layers further downstream, a longer wake and lower
drag. An alternative interpretation of the wake of Korkischko and Meneghini [42],
previously discussed, also confirms this result, with the rotating cylinders preventing
any vortex shedding as the flow was prevented from separating.
Oxlade [56] uses high frequency jets on an axisymmetric geometry and found
that it forced the wake into an asymmetric, low base drag state. This state was also
found by Pavia et al. [57] using the same geometry but by applying a high pass filter
to the pressure data. Pavia et al. showed that the lowest drag for an axisymmetric
geometry was instead an axisymmetric wake and pressure distribution driven by
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low frequency flows, matching the work from Grandemange et al. [58]. This result
shows that a geometry can have, and exploit, more than one low base drag condition
caused by different wake flows.
In summary, the literature reports on a number of methods of reducing the drag of
a bluff geometry demonstrating correlations with a number of wake descriptions:
• Reduce the width of the wake [16,26,35,36,42].
• Induce [49,50] or suppress [29,39,48,59] bistability in 3D geometries.
• Obtain a laterally symmetric wake [50,51].
• Obtain a vertically symmetric [29,49,59] or asymmetric wake [32,56].
• Reduce the length of the wake [29,42,44].
• Increase the length of the wake by modifying the vortex shedding in the shear
layers to reduce high momentum flow into the wake [37,38,43,44,55].
• Locally reduce the wall velocity [45–47].
The list demonstrates that there is no consensus on how to effectively reduce drag,
because the descriptors or effects identified may often be consequential rather than
causal.
1.5 Trailing Edge Tapering
Following the general overview of drag reduction mechanisms, an in depth analysis
of practical drag reduction methods is presented. Tapering the trailing edges of the
vehicle is the first geometry modification considered and generally reduces the drag of
a given geometry. The different types of tapering discussed are illustrated in Figure
1.12. At Ψ = 0◦ (where Ψ is the yaw angle) with a vertically asymmetric wake, a
drag reduction can be achieved by restoring vertical symmetry [29, 49]. Otherwise,
the tapering turns the separated shear layers, providing the flow is not separated
over the tapered surface, towards the base. Turning the shear layers has the effect
of shortening the wake and improving the pressure recovery [43], reducing the base
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drag at the expense, potentially, of taper drag. The unsteady motions of the wake
can also be modified with the tapering, with the potential to alter or completely
remove the bistable behaviour [29,41,49].
(a) Top (b) Bottom (c) Side
θ
(d) Bonnavion
and Cadot [59]
(e) Grandemange
et al. [31]
Figure 1.12: Illustrations of tapering types.
The three taper types discussed here are top, side and bottom. The taper angle
is defined as the angle between the horizontal or vertical surface and the tapered
surfaces, for the horizontal and side edge tapering respectively. The length of the
taper is defined by either slope length or taper length, as illustrated in Figure 1.13.
Some authors also present an aspect ratio, and in that instance, it is the area of the
tapered surface divided by the taper length squared. For rectangular tapering the
aspect ratio simplifies to the span of the taper divided by the taper length.
Slope Length
Taper Length
Figure 1.13: Definition of Taper Geometries.
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1.5.1 Top Tapering
Tapering along the top edge of the geometry can be broken into low aspect ratio
(large), and high aspect ratio (small) tapers. The low aspect ratio tapers more
closely represent a fastback geometry, whereas a high aspect ratio taper is equivalent
to applying a small amount of tapering to a square back geometry just before the
base.
Low Aspect Ratio
Buchheim et al. [60] investigated large tapers with slope lengths from 30% to 160%
of the model height (assuming 4m model length and 1.1m model height) on simple
automotive shapes with wheels. The work showed that the optimum taper angle
increases as the taper length is increased. This is as well as the maximum drag
reduction increasing with a larger slope length. The shortest tapers (30%) show a
maximum reduction of 0.020 but this reduction increases to 0.100 for the largest
(160%) tapering. The increased optimum is a result of separated flow reattaching
on the longer tapers whilst this does not happen at a smaller taper length. The 30%
and 65% slope lengths show that an increase in drag relative to the baseline can be
achieved for larger taper angles at 22◦ and 30◦ respectively.
Ahmed et al. [15] investigated the impact of top tapering on a 25% scale Ahmed
model with a taper length of 59% of the model height. This work showed that
the optimum angle for drag reduction (0.020) was 12.5◦ with the drag reduction
caused by an increase in base pressure, counteracted by the introduced drag from
the tapered surface. These results indicate how significant the base drag is to the
total drag but also how simple geometry modifications can introduce additional
source of drag that offset the base drag reductions.
Increasing the top taper angle above 12.5◦, the base drag continues to reduce
as the base area is smaller, and the wake is smaller, but the total drag increases.
The drag increase is caused by increasing suction on the tapered surfaces as well
as increasing tapered surface area being exposed at the rear of the model. The
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drag increase is largest at a taper angle of 30◦ (0.148 above minimum), which is
approximately where Buchheim et al. [60] showed peak drag for similar taper lengths.
The high drag is the result of a large pair of streamwise vortices formed from the
tapered surface, Figure 1.14, that increase in strength with increasing taper angle.
These are therefore much larger at 30◦ than the same structures at the optimum
taper angle, 12.5◦. At a 30◦ taper, the taper drag is responsible for over half the
total drag and is more than double the base drag.
(a) 12.5◦ Slant Angle
(b) 30◦ Slant Angle
Figure 1.14: Ahmed geometry pressure contours [15].
The same 30◦ taper on the Ahmed geometry can also produce a lower drag
condition (0.118 from the high drag), by putting a vertical plate into the wake,
preventing the streamwise vortices from interacting. The downwash generated from
the streamwise vortices is thereby prevented and therefore, the flow over the slanted
surface completely separates. This geometry has a slightly higher drag than with
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no taper as there is additional suction as the flow accelerates over the leading edge
of the tapered surface that is not present with the 0◦ taper. The low drag condition
can also be achieved with a small increase in taper angle beyond the 30◦ taper.
More recently, Howell and Le Good [16] investigated taper lengths of 60%, 77%
and 107% of the model height on a quarter scale Windsor model over a range of angles
between 0◦ and 25◦. Howell and Le Good confirm the statements from Buchheim
et al. regarding the increased optimum taper angle with increased taper length.
The increments of taper angles tested cause the 77% and 107% taper length to have
the optimum taper angle between 10◦ and 15◦. The larger taper lengths result in
a more considerable drag reduction (≈ 0.020 and ≈ 0.040 for the 60% and 107%
taper lengths), as the taper is more able to change the downwash and structure of
the wake. The increase in drag as the taper angle is increased beyond the optimum
is also seen. A low drag, high taper angle, is not shown by Howell and Le Good as
the range of taper angles tested (0◦−25◦) was smaller than Ahmed et al. (0◦−40◦).
The cause of the drag reduction is likely the same as Ahmed et al., whereby the
reduced base drag is not offset by the additional slant drag. However, the slant and
base drag components were deduced, so exact values cannot be confirmed.
Howell and Le Good went on to consider the total lift coefficient, which was not
measured by Ahmed et al. or Buchheim et al. The increase in lift coefficient with
the taper angle is near linear as the suction on the surface increases. The increase
in lift coefficient is larger for larger taper lengths with a longer taper resulting in a
larger lift coefficient.
As a result of the lift and drag measurements, Howell and Le Good linked the
change in drag from the optimum to the change in the lift from the optimum drag
taper angle. This showed a parabolic relationship, for all but the largest taper angles
for the 77% and 107% taper lengths, where they conclude that there is separated
flow. Using low aspect ratio wing theory (Equation 1.9) the present results for the
calculated vortex drag. This can be a useful way of visualising the drag, but the
drag is ultimately a result of the pressure distribution.
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Cd = k·(Cl − C ′l)2 (1.9)
where k is a constant, Cl is the lift coefficient and C
′
l is the lift coefficient at minimum
drag.
The most recent work on low aspect ratio tapering has been carried out by
Bonnavion and Cadot [59]. The tapers were applied to a 25% scale Ahmed model
with a slope length of 50% of the model height. The taper geometry here differs
from the other Ahmed model literature discussed so far, as the other geometries
use a plane taper, whereas Bonnavion and Cadot use a curved taper, illustrated in
Figure 1.12d (p.18). The optimum taper angle for these geometries was 5◦ with the
reduction in drag of ≈ 0.01 caused by an increase in base pressure. Although this
result broadly agrees with a smaller taper having a smaller optimum angle, the drag
reduction and optimum taper angle are approximately 50% of the drag reduction
and taper angle (10◦) shown by Howell and Le Good for a similar (60%) taper length.
This is likely to be a result curved taper being implemented instead of a plane taper.
Bonnavion and Cadot also showed the introduction of tapering suppresses the
bistable wake behaviour. The bistable behaviour was captured by plotting a histo-
gram of the time history of a pressure measurement location on the base. Without
a taper, the histogram showed two peaks, but by introducing the 5◦ taper the
histogram results in a single peak, showing the bistable behaviour to be suppressed.
This result suggests that the bistable behaviour is sensitive to the vertical balance
in the wake.
High Aspect Ratio
High aspect ratio tapering is more applicable to SUV vehicles as the short length
preserves rear entry space (boot/trunk space) and allows the design intent of a
square geometry to be maintained while reducing drag.
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Perry et al. [17, 29] and Pavia [30] investigated roof tapers that are 16% of the
model height on a 25% scale Windsor model. They both show the optimum top taper
angle to be 6◦, with the drag reduction (0.009) driven by a reduction in base drag.
The difference between the total and base drag is caused by the drag introduced from
the 6◦ taper surface. The drag reduction and optimum taper angle are in agreement
with the trend shown by Howell and Le Good [16], with a smaller optimum taper
angle with a shorter length taper.
Littlewood and Passmore [45,61] apply the same length roof tapers (16% of the
model height) to the same model (25% Windsor model) as Perry et al. [17, 29] and
Pavia [30]. Littlewood and Passmore tested the model with a ground clearance of
10% of the model height, whereas Perry et al. and Pavia use 17% ground clearance.
The lower ground clearance causes an upwash dominated wake but results in a similar
total drag reduction (0.012) and base drag reduction but at a larger optimum taper
angle of 12◦. The optimum taper angle is larger because it turns the top shear layer
further into the wake than a smaller taper angle. In the lower ground clearance,
upwash dominated case that Littlewood and Passmore tested, this aids in balancing
the wake making it more vertically symmetric wake and lower drag.
Pavia and Passmore [62] introduced wheels to the 25% scale Windsor model
(illustrated in Figure 1.15), resulting in a strong upwash dominated wake. Pavia
and Passmore present a single 16% model height taper with an angle of 12◦. This
taper showed a similar drag reduction (0.008) to the same taper on the no wheel
Windsor model tested by Perry et al. and Littlewood and Passmore. The 12◦ taper
geometry resulted in a vertically symmetric wake as it balanced the upwash from the
wheels, in the same way as Littlewood and Passmore. In combination these result
show that the optimum taper angle is dependant on the rest of the geometry, rather
than a general optimum existing. The common finding, however, is that using the
tapers to balance the wake is of benefit to the base drag.
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Figure 1.15: Illustration of the geometry tested by Pavia and Passmore [62].
Figure 1.16: Illustration of the geometry tested by Grandemange et al. [31].
Figure 1.17: Illustration of the geometry tested by Grandemange et al. [63].
Grandemange et al. [31] applied small extension plates, with a taper length of
17% of the model height, to a 25% Ahmed model, illustrated in Figure 1.12e (p.18)
and 1.16. The small protrusions have a similar impact on the bulk wake flow as
taper geometries, but caution is taken when comparing them to tapers. The small
protrusions also alter the flow by moving the rear separation point downstream
relative to the base. The optimum top taper angle for drag reduction is 6◦, in
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agreement with Perry et al. [17, 29] and Pavia [30]. The drag reduction for the
optimum taper angle is, however, smaller than reported by Perry et al. and Pavia
and Passmore.
In later work, Grandemange et al. [63] applied tapers with a slope length of 17%
of the model height to a full scale Ahmed model with wheels, illustrated in Figure
1.17. Grandemange et al. found the optimum taper angle at full scale, 7.5◦, to be
similar to the 25% scale tests, 6◦, with a larger drag reduction of ≈ 0.012 compared
to ≈ 0.005. The difference between the optimum angle is due to the resolution
of taper angles tested. The drag reduction shown by Grandemange et al. with the
tapering is more similar to Perry et al. [17,29] and Pavia [30] than the drag reduction
with the base extensions. The larger drag reduction with tapering indicates that
the base extensions have a negative effect on the tapering.
All the work on high aspect ratio tapering [17, 29–31, 45, 62, 63] has shown that
small taper geometries are able to modify the bulk wake flow. The tapers also have
minimal aesthetic impact on the geometry of the model base.
The change in lift coefficient for high aspect ratio top tapering is smaller than
the change in the lift coefficient for low aspect ratios. The maximum change in lift
for the high aspect ratio tapering was with a 16◦ taper from Pavia [30] and Perry et
al. [17,29]. As the taper angle is increased to 20◦, Perry et al. showed that the flow
begins to separate over the tapered surface, indicated by an increase in pressure on
the surface. The separation causes a reduction in the lift relative to the 16◦ taper
angle. This result is of interest if tapering is applied to a model where the lift is a
significant concern, as a drag reduction can be achieved with a smaller increase in lift.
Grandemange et al. [31, 63], Perry et al. [17, 29], Pavia [30] and Bonnavion and
Cadot [59] all show that the optimum top taper angle is dependent on the bottom
taper angle that was implemented on the model. The results of combining the top
and bottom tapering are discussed in Section 1.5.4.
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1.5.2 Bottom Tapering
Tapering on the bottom edge of a geometry, commonly referred to as a diffuser
[64, 65], is typically implemented to reduce lift, and is of particular interest to race
vehicles, or high performance consumer vehicles [65], but can also be exploited to
reduce drag.
Low Aspect Ratio
Buchheim et al. [60] present results for bottom tapering with slope lengths of 75%
and 180% of the model height on a simplified automotive model with wheels. A
bottom tapering length of 180% shows the optimum taper angle for drag to be 4◦
(≈ 0.035 reduction) whereas the 75% slope length shows the optimum taper angle
for drag to be 18◦ (≈ 0.025 reduction). An increase in drag is shown with the
75% slope length at 5◦ bottom taper angle (0.01 increase), but no drag increase is
shown for the 180% taper. This shows the inverse relationship to the top tapering
regarding length and optimum angle, with a larger taper length here resulting in a
smaller optimum angle.
Cooper et al. [64] investigated bottom tapering, in the context of plane diffuser
performance, on a 10% scale model similar to the Ahmed model, measuring both
total lift and drag coefficients. The slope length investigated was 59% of the model
height, with taper angles from 0◦ to 15.9◦. Although the model scale is small, the
tests were performed at high enough Reynolds numbers (8.3× 105) to be Reynolds
insensitive. The analysis extends to a range of ground clearances (3% to 65% of the
model height) and the affect of different ground plane simulations.
At ground clearances more representative of real vehicles (5% to 20% of the
model height), Cooper et al. showed the optimum drag reduction is achieved with a
1.5◦ bottom taper. The drag reduction for the 1.5◦ taper varies, 0.005 to 0.015, but
generally shows a smaller drag reduction with a smaller ground clearance. Employing
a moving ground plane at the same representative ground clearances (5% to 20%)
a similar trend is apparent. The optimum bottom taper angle is still 1.5◦, showing
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similar drag reductions. For a ground clearance of less than 10% of the model
height the moving ground plane simulation reduces the drag of all of the geometries,
suggesting a reduction in the viscous effects under the model.
As with the top tapering, the change in lift coefficient is a concern when imple-
menting a bottom taper. The bottom taper reduces the lift as it is on the opposing
side of the model to the top taper. A reduction in lift coefficient can be beneficial,
but not always necessary. Vehicles that require less lift for speed or safety, such as
race cars or vehicles with a high lift surface, would benefit from a reduction in lift.
Irrespective of ground plane simulation, the optimum taper angle for lift reduction
does not occur at the same angle as for the optimum drag reduction. A similar
mechanism causes this as with the top tapering, the taper has a component in
both the drag and lift axis direction, causing a change in drag and lift respectively.
However, in addition the bottom taper introduces a diffuser pumping effect that
reduces the pressure, and hence lift, upstream of the taper. For a fixed ground plane,
the optimum taper angle for lift reduction is dependant on the ground clearance,
varying from a 9.6◦ to a 15.6◦ taper. The trend is a larger ground clearance resulting
in a larger optimum bottom taper angle (for reducing lift) and less reduction in lift.
Kowata et al. [66] applied bottom tapering with a slope length of 77% of the
model height to a 16% scale Ahmed model at a ground clearance of 16% of the
model height. The maximum drag reduction (≈ 0.005) is achieved with a bottom
taper angle of 3◦. This optimum is a different optimum to Cooper et al. (1.5◦) for
this ground clearance, but this was also the smallest taper angle tested by Kowata
et al. Although the spatial resolution in the pressure measurements is low, the
pressure results show that drag reduction is a result of increasing pressure on the
base. Kowata et al. also investigated the wake flow using particle image velocimetry,
showing that increasing the bottom taper angle increased the upwash in the wake,
resulting in a shorter wake that allowed the top and bottom shear layer to interact
closer to the base.
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Bonnavion and Cadot [59] implemented a radius instead of a taper, illustrated in
Figure 1.12d (p.18), with a slope length of 50% of the model height on the bottom
edge of a 25% Ahmed geometry. Bonnavion and Cadot found the drag to increase
for the smallest bottom taper angle tested, 5◦ with an increase of ≈ 0.015, with
approximately the same increase in base drag. This is also a different result to
Cooper et al., but the taper type is different, and a smaller taper angle would show
a different drag reduction.
Wood et al. [67] investigated a bottom taper length of 40% of the model height
on a generic SUV model at a ground clearance of 21% of the model height. The
model was generated by Wood et al. to represent a generic SUV. This method of
generating a model resulted in a bottom taper angle of 30◦ that is representative of
the departure angle of SUVs, rather than an aerodynamic feature. The results being
considered here are the impact on the diffuser of the inclusion of static wheels.
Without wheels at Ψ = 0◦, the bottom taper is separated in the centre, but
attached towards the edges. This separation is likely a result of the larger taper
angle and a non-smooth underbody that represented the axles, and the attached
region is due to the strong longitudinal vortices that form at the edges of a 30◦
taper.
The bottom taper introduces unique behaviour when at yaw shown in Figure
1.18. As the yaw angle is increased, the diffuser produces a step in the drag
coefficient between ±2◦ and ±4◦. This behaviour is caused by the bottom taper
fully separating, increasing the pressure on the tapered surface and reducing the
drag. The reduction in drag by inducing a separation on the tapered surface is the
same effect reported by Ahmed et al. [15] with a 30◦ taper and a splitter plate in
the wake.
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Figure 1.18: Wood et al. [67] yawed results for the Generic SUV geometry with and without wheels
The introduction of wheels to the generic SUV geometry at Ψ = 0◦ causes
the flow to remain attached on the bottom taper, generating a stronger upwash
dominated wake than that seen by Pavia and Passmore [62] when introducing wheels,
with a 0◦ bottom taper, on a Windsor model. As the yaw angle is increased, the
bottom taper gradually separates, shown as a reduction in drag with yaw up to ±4◦
in Figure 1.18.
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High Aspect Ratios
Grandemange et al. [31] (Figure 1.12e, p.18) and Perry et al. [17] apply short bottom
tapers of 16% [17] or 17% [31] of the model height on the 25% scale Ahmed [31]
or Windsor [17] model at a ground clearance of 17% of model height. Perry et al.
showed a small, 0.001, increase in drag with the smallest bottom taper angle tested,
6◦. Grandemange et al. showed a small reduction in drag of 0.001 with a 5◦ bottom
taper, but they are both within the experimental error (±0.001). Grandemange et
al. [63] went on to implement smaller bottom tapering, 8% of the model height,
to a full scale Ahmed geometry with wheels. These 8% tapers did not show any
significant (> 0.002) drag reductions. If these authors had tested smaller increments
of taper angle, then a drag reduction outside of error may have been achieved, as
the optimum taper angle shown by Cooper et al. at this ground clearance was 1.5◦.
Grandemange et al. [31,63] and Perry et al. [17] present the total lift coefficients
for the body with diffusers installed. The high aspect ratio tapers show a smaller
reduction in lift than the low aspect ratio tapering, caused by the smaller area for
the suction to act over.
Pavia and Passmore [62] investigated the impact of stationary and rotating
wheels on a 25% Windsor model with a single 12◦ bottom taper with a taper length
of 16% of the model height. The wheels tested were simple, with no spokes to
allow flow to pass through which will influence the results. This angle showed a
similar increase in base drag (relative to the 0◦ taper) for the model with stationary,
0.008, and rotating, 0.012, wheels, suggesting that the most significant change is the
inclusion of the wheels, and that rotating them is less important.
30
CHAPTER 1. INTRODUCTION
If bottom taper geometries are to be tested in a representative way during
vehicle optimisation, the test should include wheels and a moving ground plane.
The moving ground plane is crucial for a small ground clearance due to its impact
on the lift coefficient. The introduction of wheels is important as they impact the
flow attachment for larger bottom taper angles and impact the yaw response of the
model with a bottom taper.
1.5.3 Side Tapering
The final tapering type is on the vertical edges of the model, Figure 1.12c (p.18),
referred to here as side tapering. Typically, a taper is applied equally on both
vertical edges of the model, but there are cases of applying a different taper angle to
each side of the geometry [50]. The literature regarding side edge tapering is largely
focused on high aspect ratio tapers, because the reduction in base area is effectively
double for a given taper angle.
Side tapering on a square missile type geometry was investigated by Wong and
Mair [68]. The analysis was relatively coarse, with 10◦ increments in the taper
angle, but included taper lengths of 16% to 49% of the model height. Wong and
Mair showed that for all the taper lengths tested; the best result was 10◦, but the lack
of resolution is likely a factor here. The reduction in drag is 0.03 for the 49% taper
reducing to 0.01 for the 16% taper length. A higher resolution sweep is required to
determine the true optimum as a 20◦ taper, for all taper lengths, increased the drag
over the 0◦ condition.
On a simplified automotive model, Perry et al. [17] and Pavia et al. [69] test
short tapers, 16% of the model height, on a 25% scale Windsor model. Perry et
al. and Pavia et al. showed the optimum taper angle for drag reduction, ≈ 0.02,
to be 12◦. The drag reduction is caused by an increase in the base pressure with
the difference between the total and base drag reduction attributed to the slant drag.
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Increasing the taper angle beyond 12◦ causes both the total and base drag to
increase. The increase in both is caused by partial separation on the taper surface at
a 16◦ taper angle, shown by Pavia et al. [69] and full separation on the tapered surface
at a 20◦ taper angle. When the flow over the tapered surface is fully separated, the
drag is higher than the 0◦ condition due to the suction caused by the accelerated
flow at the leading edge of the taper in a similar fashion to that seen for the roof
tapering [15].
Pavia et al. [69] and Perry et al. [17] present similar force data, but they show
different wake flows and base pressure distributions. Perry et al. shows an upwash
dominated wake and Pavia et al. shows a downwash dominated wake. This discrep-
ancy has since been shown to be a result of this geometry being sensitive to the pitch
angle close to 0◦ yaw [49], with a change in pitch angle of only 0.1◦ sufficient to force a
vertically symmetric wake into an upwash or downwash dominated condition. Other
simplified automotive [64,70,71] and real [32] geometries present a pitch sensitivity,
with each model presenting a different critical pitch angle. This is an important
considering during model set up during wind tunnel tests.
In a different implementation of side edge tapering, Garcia de la Cruz et al. [50]
applied tapers to each side of the model independently of one another. The tapers
were investigated using a 25% scale Ahmed model with short base extensions along
the vertical edges that had a taper length of 7% and 10% of the model height at yaw
angles of 0◦, −3◦, −6◦ and −9◦. The results for the 10% taper length are replicated
in Figure 1.19 where θ1 and θ2 represent the taper angles on the left (leeward) and
right (windward) edges.
For a symmetric taper application at 0◦ yaw Garcia de la Cruz et al. showed
that the optimum symmetric taper angle was 5◦, which is less than Perry et al. [17]
and Pavia et al. [69]. A smaller optimum is assumed to be due to the trend of a
smaller taper length resulting in a smaller optimum taper angle [16,60,68], confirmed
with the optimum for the 7% length tapers being 4◦. When the model yaw angle
is increased above 0◦, the optimum symmetric taper angle changes, at 3◦ yaw the
optimum is a 10◦ side edge taper angle and at 9◦ yaw, a 12.5◦ or 16◦ side edge taper
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angle for the 7% and 10% taper lengths respectively. An interesting note from this
work at yaw is that the larger taper lengths have a smaller optimum taper angle.
The larger optimum could be due to the windward taper having a generally smaller
pressure gradient, allowing the windward taper angle to be larger without separating
the flow.
(a) Ψ = 0◦ (b) Ψ = 3◦ (c) Ψ = 6◦ (d) Ψ = 9◦
Figure 1.19: Drag with flap angles (10% of model height) for an Ahmed geometry at yaw [50].
When applying different angles for θ1 and θ2 at yaw, an additional 2-4% drag
reduction is achieved by increasing the angle of the windward taper (θ2) and reducing
the angle of the leeward taper (θ1). The drag reduction is matched by a reduction in
the base pressure drag (replicated in Figure 1.20a), caused by the wake being made
more laterally symmetric. The lateral symmetry is indicated by an increase in the
fluctuations of a lateral mode, similar to a lateral pressure gradient, calculated from
the base pressures and replicated in Figure 1.20b. High fluctuations in the side force
or lateral pressure gradients are an indicator of a bistable wake [39, 48, 52], which
only occurs with a symmetric wake [29,52]. This result showed the potential benefit
of applying an active side edge taper system at non-zero yaw condition to optimise
the real world drag.
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(a) Base drag (b) Variance of lateral mode
Figure 1.20: Base pressure drag (a) and variance if the lateral mode (b) at 6◦ yaw with flaps 10%
of the model height [50].
1.5.4 Combined Tapering
Applying a taper to a single edge of the model is useful to study the effect that they
have on the wake, but tapering is normally applied to all four edges. As a result,
various studies have been conducted combining different tapering strategies.
Wong and Mair [68] tapered all edges on a square missile type geometry with
slope lengths from 16% to 49% of the model height with tapering angles of 0◦ to 70◦
in steps of 10◦. When compared to the optimum drag reduction for the same 49%
slope length, the combined tapering shows a significant benefit over tapering two
sides. The optimum combined taper angle, for all slope lengths, shifts from a side
edge taper angle of 10◦ to between 10◦ and 20◦. The trend in the drag reduction for
the combined taper suggests that a larger slope length results in a larger optimum
taper angle for drag reduction, which is in agreement with other literature [16,60].
Bonnavion and Cadot [59] tested a 25% scale Ahmed model with a slope length
of 50% of the model height, showing the drag optimum, with a reduction of ≈ 0.02,
was achieved with a 5◦ bottom taper and a 7.5◦ top taper with the reduction shown
to be an increased base pressure. The optimum also shows the reintroduction of
the bistable wake behaviour, showing the bistable wake is apparent with a vertically
symmetric wake and can exist in a low drag condition. The presence of bistability in
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a low drag state was also reported by Pavia et al. [49] when pitching a 25% Windsor
model, and by Garcia de la Cruz et al. [50] when applying asymmetric tapers to
25% scale Ahmed model.
Perry et al. [17] tested a 25% scale Windsor model with tapers applied to the
top and bottom of the model. The tapers had a taper length of 16% of the model
height. The application of top and bottom tapering had a positive influence, with
the optimum being a 6◦ bottom taper and a 16◦ top taper. This reduction, 0.014,
is more than the maximum drag reductions for an individual top taper, 0.009, or
bottom taper, 0.001 penalty, combined. The result for a 12◦ top and bottom taper
are within experimental error of the 6◦ bottom and 16◦ top taper angle, so are
considered as a broad optimum [29].
Grandemange et al. [31, 63] investigated flaps with a taper length of 17% of the
model height on the top and bottom edges on a 25% Ahmed model. Grandemange et
al. showed an optimum of a 12◦ top and bottom taper angle. The full range of flap
angles, for the drag reduction, is replicated in Figure 1.21. The figure shows how a
number of different configurations can result in the same drag reductions. Multiple
optimums were also shown by Perry et al. showing an optimum of 6◦ bottom taper
and 16◦ top taper [17] or 12◦ top and bottom taper [29].
Figure 1.21: Results of a varied top (φT ) and bottom
(φB) taper angle [31].
Figure 1.22: Upperbody tapering
on the Windsor model [27].
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Howell et al. [27] implemented top and upper body side edge tapering (upper
56%, illustrated in Figure 1.22) to a 25% scale Windsor model as this is considered
to be more realistic than full side edge tapers. Slope lengths were tested from 26% to
77.5% of the model height with angles from 0◦ to 25◦ in steps of 5◦. The optimum
taper angle was found to be 10◦ regardless of the length of the taper. The drag
reductions varied from ≈ 0.025 to ≈ 0.035, showing a longer taper produced larger
drag reductions.
1.6 Base Extensions
Base extensions are geometries that use plates extending into the wake from the
model. They include geometries such as offset flaps, full or partial cavities, splitter
plates and base slats. Example geometries are illustrated in Figure 1.23. Partial
cavities are flaps but applied to three edges, and a full cavity is applied to all edges.
Splitter plates and base slats are both perpendicular plates between the edges of the
model base. Slats are typically smaller than splitter plates with slats also having
been applied in multiples. Offset flaps are plates perpendicular to the base but offset
from the edge of the model base. These geometries are less likely to be implemented
directly on passenger vehicles as they may interfere with rear entry (boot/trunk
space) space and present safety concerns (pedestrian, crumple zone). However, there
are opportunities to use these geometries to take advantages of flow features that
are already present in the wake.
It is noted that the work from Garcia de la Cruz et al. [50] and Grandemange
et al. [31] would be relevant here, but no experiments were performed without the
base extensions in place, so have been discussed where relevant.
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(a) Offset Plates (b) Splitter Plate (c) Multiple Slats
(d) Partial Cavity (e) Full Cavity (f) Hollow Cavity (g) Hollow Porous
Cavity
Figure 1.23: Illustrations of examples of base extension types.
Splitter Plates
Roshko [21] investigated the application splitter plates on a 2D cylinder at low
Reynolds numbers (< 105). The drag reduction was a result of a pressure drag
reduction and an increase in skin friction from the splitter plate. The pressure
around the rear of the cylinder increased as the shear layers were unable to interact,
lengthening the wake and forcing the shear layers to break down differently, which
did not produce as much pressure drag.
Duell and George [72] experimented with splitter plates on a 25% scale Ahmed
model. When the plate was positioned towards the edges it trapped a vortex that
was bound by the plate, base and separated shear layer that acts as a fluidic taper by
turning the flow. This vortex produces a region of low pressure where it is trapped,
but generally improves the overall base pressure. When the trapped vortex is driven
by the flow emerging from the underbody, the low pressure is sufficient to offset
the improvement in base pressure on the rest of the base. This work also showed a
longer plate results in a large reduction in drag, similar to Roshko [21].
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Slats
Littlewood et al. [46] experimentally tested multiple slats in the lower region of the
base on a 25% Windsor model. The slats protruded 3% of the model height into
the wake and covered either the lower 36% (3 plates) or 48% (4 plates) of the base.
They were positioned such that they were in the region of highest velocity parallel
to the base, highlighted in Figure 1.24 [46]. Both the 36% and 48% geometries were
successful at modifying the drag behaviour, reducing the drag by ≈ 0.008 through
increasing the pressure above the upper slat. The additional slats continue to disrupt
the near wall flow, preventing an increase in suction.
Figure 1.24: Initial flow field for multiple small splitter
plates - Littlewood et al. [46].
Figure 1.25: Velocity plots from
Luckhurst et al. [47] for a slat at, from
left to right, 37.5%, 50%, 62.5% and
75% model height positions [47].
Luckhurst et al. [47] performed a computational experiment, using detached eddy
simulation, with a small perpendicular plate, ∼ 3.5% of the model height, on the
base of a 25% scale Windsor model. The geometry showed small drag reductions,
0.004, when the plate is positioned near the rear impingement (Figure 1.25 [47]) by
creating multiple rear impingement points, increasing the pressure on this part of
the base. When the plate was positioned elsewhere, the drag reductions were smaller
(≤ 0.003), and were a result of disrupting the local wall velocity, generating a higher
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pressure on the base above the slat. As only a single slat was used the flow was
able to generate suction below the slat, resulting in smaller drag reductions than
Littlewood et al. [46].
Straight Cavities
Morel [53] investigates the application of cavities to an axisymmetric model. The
cavities varied in length from no cavity to 100% of the model diameter, with an
optimum depth of 35% of the model diameter with a drag reduction of ≈ 0.030.
The reduction in drag was shown to be due to the base pressure increasing. As the
depth is increased past the optimum, the drag slowly increased with cavity depth.
The increasing drag was stated to be due to increased skin friction caused by a longer
geometry and was termed device drag. Viswanath [38], who summarised numerous
works on cavities, went on to state that the cavity reduces the drag by lengthening
the wake, but Morel [53] also shows a reduction in energy of the shear layers.
A large volume of work exists for cavities applied to simple automotive geometries
on 12.5% [72,73], 16% [66] and 25% scale [39–41] Ahmed models. The range of cavity
depths tested depends on the author but cover a range from 0% to 87% of the model
height.
The literature that considers a range of depths [39, 40, 72, 73] does not agree
on where the optimum occurs but show a similar magnitude of drag reduction at
their respective optimums. There are a number of reasons for the disagreement in
optimum, some of which are the ground clearance, model used, initial conditions
and different experimental set ups. Duell and George [72, 73] show the largest drag
reduction, 11%, with a cavity length of 80% of the model height, which was also
the maximum depth considered by Duell and George. Howell et al. [40] showed an
optimum at 45% of the model height (0.027 reduction), whereas, Evrard et al. [39]
agrees in drag reduction magnitude with Howell et al. but at a 27% model height
cavity depth.
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Evrard et al. [39] and Duell and George [72, 73] show the cause of the drag
reduction to be an increase in base pressure, in agreement with Morel [53], with
Duell and George going on to show that the base pressure is more uniform. Evrard
et al. showed a trend for the base pressure drag that agreed with the total drag. The
optimum was not able to be determined for the base drag as the mean measurement
had an uncertainty of ±0.002.
A possible explanation for the variations in optimum cavity depth, aside from
onset conditions, is a different cavity wall thickness. Brown et al. [74] showed that
the thickness of the cavity wall had a significant impact on the drag. As the wall
is thickened, the geometry tends towards the original base model with the same
associated flow field. Brown et al. is discussed in more detail later.
Kowata et al. [66] tested a single cavity depth, 40% of the model height, on a
12.5% Ahmed model. This work investigated the effect of the full cavity as well as a
partial cavity (no device along the bottom edge). The drag reduction with a partial
cavity was half that of a full cavity (≈ 0.04). This result shows the importance of
the bottom edge when considering a cavity, as it alters the upwash and wake balance.
Bonnavion et al. [41] tested a single cavity depth, 28.5% model height, on a 25%
scale Ahmed model with a varying ground clearance (6% to 17% of the model height).
This work showed that the drag reduction varies from ≈ 0.01 to ≈ 0.02 with ride
height with a larger ground clearance generating a larger drag reduction, until 8%
ground clearance when it stabilises. Bonnavion et al. showed that this reduction was
caused by a higher, more uniform base pressure, which at smaller ground clearances
counteracted the upwash. A more uniform base pressure and lower drag are in
agreement with the increased uniformity shown by Duell and George [72,73].
Evrard et al. and Bonnavion et al. showed that the introduction of the cavity
suppressed the bistable behaviour of the wake. Evrard et al. states this is partly
the cause of the drag reduction but is not able to isolate this from the lengthening
of the wake.
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Howell et al. [75] went on to test solid wall cavities by moving the base into
the model, rather than extending plates into the wake on a 25% Windsor model.
Generating a cavity this way benefits from not increasing the model length, keeping
the skin friction contribution constant. The optimum cavity depth here was 35% of
the model height with a reduction of ≈ 0.030, between Howell et al. [40] (45%) and
Evrard et al. [39] (27%) on Ahmed models.
Tapered Cavities
When applied to a full scale production vehicle [76–78] the implementation of a
cavity has employed the approach of Kowata et al. [66]; only being applied to the
top and side edges. The cavity, in this instance, is also shaped to the rear of the
geometry rather than a straight edge, shown in Figure 1.26. The optimum cavity
depth is 13% of the model height at 0◦ yaw with a reduction of 0.008. The optimum
cavity depth increases as the yaw angle of the model is increased, with the optimum
at ≥ 2.5◦ yaw being 22% of the model height with a maximum drag reduction of
≈ 0.015.
Figure 1.26: Shaped cavity edges tested by Sterken et al. [78].
Brown et al. [74] investigates cavity on an aerobuck (late stage aerodynamic
prototype for a production vehicle, pictured in Figure 1.27) geometry by extending
plates into the wake and moving the base into the model. On the baseline model,
the base of the model contains some tapering. As Brown et al. introduced a cavity,
the tapering that was initially present is removed, introducing a sharp edge and a
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fixed separation point (Figure 1.28), leading to a larger wake. The fixed separation
resulted in all the cavity depths that were formed by extending plates into the wake,
increasing the drag. The external cavities were also tested with a varying cavity
wall thickness, with a larger cavity wall thickness increasing the drag more, up to
7% for a wall thickness 27% of the model height. The best drag reduction found by
Brown et al. was by moving the base into the model. The lowest drag was with a
cavity depth of 35% of the base height, but this was also the largest depth tested.
Figure 1.27: Aerobuck model tested by Brown et
al. [74].
Figure 1.28: Brown et al. [74] external cavity
extensions.
Heavy goods vehicles are a prime target for drag reduction with a cavity and
have been investigated extensively [79–84]. Typically, these are tested in the real
world as full scale tunnels that can fit a heavy goods vehicles are rare. In the real
world the mechanisms of drag reduction are significantly harder to isolate due to
large scale turbulence and unsteady yaw conditions but show the potential over all
the tested conditions to generate drag reductions.
At model scale [80, 83] these issues are mostly resolved. The cavity geometries
implemented in these studies also implement tapering, which increases complexity.
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Offset Flaps
Cary III et al. [85] investigated two plates inset from the horizontal and vertical edges
of the model using a full scale Ahmed model. These were implemented from both
the horizontal and vertical edges. When inset from the vertical edges, the plates
generated a trapped vortex, similar to Duell and George [72] when using a splitter
plate. These geometries were also tested at yaw, showing that a larger effective taper
angle resulted in larger reductions with increased yaw. When the plates were inset
from the horizontal edges the largest drag reduction was when the geometry was
most like a cavity, with the plates mounted flush with the upper and lower edges of
the model.
1.7 Other Methods
In the preceding sections only the effects of shape changes on the drag reduction
have been considered. Additional passive and active methods are reviewed briefly
here. Active methods require energy input in order to reduce drag, making them
controversial because of the uncertainty of scaling in the real world, and because of
the cost of physically implementing active systems.
Passive wake momentum injection takes flow from one region of the model and
directs it into the wake and has been implemented in different ways depending on the
model it has been applied to (wing mirror, sphere, simplified automotive geometry).
Some geometries use the high pressure stagnation region at the front of a model,
ducting the flow into the centre of the base [74, 86, 87], or to the edge of the model
near the shear layer [88, 89]. Other implementations collect flow towards the rear
of the model and inject it near the shear layers [18, 90]. These geometries attempt
to improve the base pressure on the model by modifying the wake. The drag is
generally reduced but depends on the implementation of the device as it generates
an additional drag component.
43
CHAPTER 1. INTRODUCTION
Active wake momentum injection can be achieved using two methods. The first
method is by moving a surface on the model, the second is by manipulating the fluid
by injecting it with additional fluid (blowing) or cycling the injection (synthetic jets).
A moving surface leverages the skin friction of a geometry to draw the flow
with the geometry. These geometries are typically rotating cylinders and are used
to draw the flow around an edge. These have previously been tested on simple
geometries [42, 91–95] and scale models of heavy goods vehicles [91, 94]. Generally,
the more rough the surface of the rotating surface, the more purchase it has on the
flow and the better able it is to turn the flow. The drag reduction also correlates
with the surface velocity of the rotating surface, with higher velocities producing
larger drag reductions.
Active pneumatic momentum injection can be broken down into three types.
Two of the types, steady [44, 55, 75, 96–103] and pulsed [45, 51, 55, 101, 104–107]
jets, require the model to have a compressed air source. A pulsed jet attempts
to reduce the total energy used by the system but maintain the drag reduction of
steady blowing. The third type is synthetic jets [108–110], these use an actuator
(for example a loudspeaker) to drive a fixed volume of air in and out of orifices in
the model, and only require an electrical input rather than ducted air.
When a steady blowing system is applied [44, 75, 96–98] the drag reduction
correlates with a higher mass flow rate. When pulsed jets are used, the duty cycle is
reduced which reduces the required energy input. The pulsed jets are also sensitive
to the frequency of actuation [45,55] with the highest frequencies (800Hz) showing
the largest reductions. Both of these methods increase the base pressure of the
model by turning the separated shear layers, reducing the drag in the same manner
as geometric tapering.
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The experiments on synthetic jets [108–110] tend to reduce the drag by preventing
or delaying separation. Reducing the separation at the front of a geometry, partic-
ularly if the geometry is such that without intervention the flow doesn’t reattach
[111], increases the base pressure as the wake is less bluff. This is the same mechanism
of reducing drag as the low aspect ratio tapering and rotating cylinders on the
trailing edge of the model.
The most relevant implementation of these approaches to this thesis is Li et
al. [51] and Li [112], who applies pulsed blowing to a 25% scale Ahmed model at
5◦ yaw. The pulsed blowing is applied to the leeward and windward edges of the
model. When the jets are applied to the leeward edge of the model, there was only
an increase in drag, caused by an increased asymmetry in the wake. When the
jets were applied to the windward edge, the drag was reduced, replicated in Figure
1.29, with the reduction claimed to be an improved lateral symmetry. This is the
same conclusion as Garcia de la Cruz et al. [50] who showed similar results with
asymmetrically applied base flaps. Neither author comment on the offset between
the lowest drag and the most symmetric wake, but it is illustrated in Figure 1.29 for
Li et al. and in Figure 1.20 for Garcia de la Cruz et al.
Figure 1.29: Drag ratio, γD, and lateral centre of pressure,
δCp
δy
, with non-dimensionalised jet
frequency [51].
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1.8 Real World Drag
The conditions experienced during real world driving are rarely those applied in the
homologation drive cycles [113–116] that assume zero wind, hence only requiring the
0◦ yaw drag coefficient. All aerodynamic tests performed to provide input data to
the homologation process are in low turbulence tunnels, whereas the real world [116]
contains higher levels of turbulence. As such, the results from the simulated drive
cycle tests provide potentially unrealistic values for emissions [8], fuel consumption
and electric vehicle range.
One way to move towards a more real world drag is by calculating a wind
averaged drag. This is calculated using a fixed vehicle speed with either a fixed
wind speed [117,118] or a statistical wind speed [119] applied over a full ±180◦ wind
angle range with equal [118, 119] or statistical [117] yaw weighting. The result is a
value that is more representative of the drag experienced by a vehicle in the real
world. There are three methods widely used for calculating the wind averaged drag,
MIRA (Motor Industry Research Association [119]), SAE (Society of Automotive
Engineers [118]) and TRRL (Transport and Road Research Laboratory [117]). The
calculations for these methods are well described by Windsor [115], who applied
the methods to data for 29 vehicles showing a maximum difference between wind
averaged and 0◦ drag of +0.014/− 0.004 (70mph, SUV body style). Windsor notes
that the vehicles fall into two categories, those where the vehicles have a rapid
increase in drag with yaw, and those that have a more shallow gradient. The
vehicles with a more shallow gradient tend to have a much smaller increase between
the 0◦ and the wind averaged drag and consequently will produce more realistic fuel
economy and emissions predictions.
The calculations for the wind averaged drag coefficient assume a single value for
vehicle speed, which is unrealistic [113, 120]. The higher speeds in the drive cycles
will have more overall effect, as the aerodynamic drag is a function of speed squared.
In an attempt to address this Howell et al. [120] proposed a drive cycle wind averaged
drag coefficient (Equation 1.10, the fit to the data) for the WLTC. The WLTC is
made up of a low, medium, high and extra high speed phase, representing urban,
46
CHAPTER 1. INTRODUCTION
suburban and highway conditions. Howell et al. assumed different atmospheric
conditions for the different parts of the drive cycle as well as the speeds for each
part of the drive cycle. This results in a representative drag coefficient for the cycle.
Howell et al. went on to show that the change between Cd0 and Cdwc to be vehicle
specific but on average, showed a 6% increase.
Cdwc = 0.53Cd0 + 0.345Cd5 + 0.13Cd10 + 0.007Cd15 (1.10)
where CdΨ is the drag coefficient at yaw angle Ψ.
The impact of yaw in the real world is further illustrated in Figure 1.30 using the
mean wind speed in the EU for the 3rd July 2017 taken from the NOAA (National
Oceanic and Atmospheric Administration) database [121]. The Howell method [120]
is applied using the generic vehicle data illustrated in Figure 1.30c. The resultant
cycle averaged drag coefficient is shown in Figure 1.30. This shows that for the
same vehicle, depending on where in Europe it is driven, the cycle averaged drag
coefficient can vary by as much as 0.08. This explains at least some of the difference
experienced by end users compared to the published results from drive cycles.
While a number of researchers have measured the road wind conditions [116,122],
few have considered the effect of real world turbulence on vehicle drag. Dalessio et
al. [113] used the on-road data from McAuliffe et al. [116] to investigate the impact of
the turbulence intensity and yaw angles on a single SUV type geometry. Dalessio et
al. showed that the drag increase due to a real world yaw profile is 5.3% (0.373) and
an additional 2% (0.379) is due to the turbulence but is specific to the vehicle tested.
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(a) (b)
(c)
Figure 1.30: Mean wind speed (a) in Europe on the 3rd of July 2017 using data from NOAA [121] and
the wind averaged drag (b) for the same day using the MIRA method as described by Windsor [115]
for a generic vehicle with the yaw response in (c).
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1.9 Objectives
This literature review has shown the importance of base drag as a major contributor
to the overall drag of passenger vehicles. The flow mechanisms for achieving the drag
reduction, however, remain unclear. There is also a need to bridge the gap between
the simplified bodies and a more realistic geometry, relevant for passenger vehicles
in the real world.
The objectives of this thesis are:
• Investigate the zero yaw flow field using 3D tomographic PIV to capture the
entire separated flow field at once. This will allow correlation against previous
works without the need for combining multiple uncorrelated 2D measurements.
• Investigate the near wake behind a squareback geometry with and without
wheels at a range of yaw angles with a novel 3D flow field measurement
technique. The literature is extensive for zero yaw, but no data exists for
models at yaw. This study will further the understanding of wake flows,
particularly yawed and the wake with wheels, and how to modify them to
achieve a lower drag.
• Extend the earlier work on side edge tapering to include the effects of yaw and
adding wheels. This will also extend to exploring the impact of limiting the
span of the tapering to a more realistic implementation. These results will also
improve the understanding of the interaction between geometry modifications
and a geometry with wheels.
• Understand the potential drag reduction from asymmetric side tapering on a
body with wheels at yaw.
• Investigate the drag benefit from introducing a base cavity on the same body
with and without wheels for a range of yaw angles. Obtain flow data in the
near wake and inside the cavity.
• Use these geometries and results to generate a generalised method to reduce
drag.
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In all cases data will be obtained for forces and pressures on the body. The near
wake flow will be measured using particle image velocimetry, with some instances
using the tomographic technique.
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Chapter 2
Experimental Methodology
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2.1 Model Selection
The model used throughout this thesis is based on the Windsor model, as developed
by Steve Windsor of Jaguar Land Rover. The model was modified by Pavia et
al. [62], to provide a version with wheels that is used in this work, as shown in
Figure 2.1. The model is a good representation of real vehicles (hatchbacks, estate
backs or SUVs) without too much simplification such as the Ahmed model [15] or the
One Box model [43]. This model has also been chosen due to a wealth of experience
with it at Loughborough University [30,43,45,52,69].
The ground clearance tested throughout this work is 50mm, giving a non-
dimensional ground clearance of 0.17h (where h is the height of the model). The
pitch angle is constant at 0◦ ± 0.1◦ measured with an inclinometer once the model
was installed in wind tunnel.
Figure 2.1: Windsor model with wheel modification.
In this work, when the wheels are included, they are stationary but attached to
the geometry. The benefit of this, over previous work [30,62], is that it captures the
interference effects between base geometric changes and the wheels. The geometric
difference between the wheels and no wheel cases is shown in Figure 2.2 where the
empty wheel arch is covered by a 3D printed part to produce the original Windsor
model. Typically models with wheels flatten the bottom of the wheel to represent the
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contact patch, but with a small amount of clearance to prevent the model grounding
with the tunnel floor. This version of the model was initially designed to have
rotating wheels, but here they have been hard mounted to the model body and to
prevent grounding of the model, a pad beneath each wheel is recessed to maintain
a ∼ 4mm gap between the wheel and the floor, as shown in Figure 2.3.
(a) No wheels - Wheel arch blank (b) With wheels - Wheel installed
Figure 2.2: Comparison between the no wheel and with wheel models.
Figure 2.3: Windsor wheel interface with the tunnel floor.
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2.2 Facilities
2.2.1 Wind Tunnel
The Loughborough University Large Wind Tunnel was used for all of the tests
described in this thesis. This tunnel has an open circuit and a closed working
section. The rectangular working section is 1.92m wide by 1.3m high, with 0.2m
corner fillets, and is 3.6m long. The wind tunnel is shown in Figure 2.4, for more
information refer to Johl [123].
Figure 2.4: Loughborough University Large Wind Tunnel [123].
This tunnel operating velocity is 5-45m/s. At the nominal design working section
speed of 40m/s the free stream turbulence is no more than 0.2%. Typically, the
boundary layer depth (δ99) is approximately 60mm at the model centre line, giving
a displacement thickness (δ∗) of 9.4mm [123]. The tunnel is not equipped with a
moving ground plane because they add considerable complexity to the measurement
and are unnecessary when investigating the underlying flow physics. However, in
the development of a real vehicle where an optimum configuration is required they
are considered essential as they are a requirement for homologation [124].
The wind tunnel velocity, u∞, measurement is calculated using Equation 2.1.
The resulting velocity is accurate to ±0.1m/s.
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u∞ =
√
2(pt − ps)
ρair
(2.1)
where pt is the total pressure (Pa), ps is the static pressure (Pa), and ρair is the
density of air.
ρair =
pamb
R·Tair (2.2)
where pamb is the ambient pressure (Pa), R is the specific gas constant for air
(287J/kg ·K), and Tair is the air temperature (K).
The total and static pressure are measured by a pitot-static probe mounted
approximately 2m upstream of the model on the working section roof. A thermo-
couple is mounted alongside the pitot probe to record the inlet tunnel temperature.
A barometer, reading the ambient pressure, is located outside of the tunnel working
section.
All tests have been performed at u∞ = 40m/s, the freestream velocity. This
velocity results in a length based Reynolds number of Re = 2.9 × 106. For this
Reynolds number, the Windsor model drag (Cd) and base drag (Cdb) coefficients are
insensitive for the range of yaw angles tested. The effect of Reynolds number on the
drag coefficient for the squareback geometry is shown in Figure 2.5; these results are
discussed in more depth in Chapter 3.
2.2.2 Force Balance
A 6 component virtual centre balance, as shown in Figure 2.6, is installed below the
wind tunnel working section. The balance includes a yaw position drive allowing it to
be rotated, in 0.1◦ increments. The models are attached to a rigidly mounted frame
on the balance using 8mm bolts. The accuracy and ranges of force and moment
measurements are shown in Table 2.1.
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Figure 2.5: Windsor model Reynolds sweep.
Component
Force and
Moment Ranges
Accuracy
(% full scale)
Accuracy
(Absolute)
Drag ±120N 0.010 ±0.012N
Side Force ±420N 0.005 ±0.021N
Lift ±500N 0.010 ±0.050N
Roll Moment ±150Nm 0.010 ±0.015Nm
Pitching Moment ±60Nm 0.010 ±0.006Nm
Yawing Moment ±45Nm 0.015 ±0.007Nm
Table 2.1: Balance ranges and accuracy.
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Figure 2.6: Force balance.
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2.2.3 Force and Moment Coefficients
Coefficient Calculations
The calculation for the three force coefficients (drag, lift and side force) and three
moment coefficients (pitch, yaw and roll) are shown in Equation 2.3 and 2.4 respec-
tively [125].
Cforce =
F
1
2 · ρ · u2corr ·Am
(2.3)
Cmoment =
M
1
2 · ρ · u2corr ·Am · Lw
(2.4)
where Lw is the length of the wheelbase of the model (m).
The coordinate system and sign conventions for the coefficients used in this work
are illustrated in Figure 2.7, with the origin on the floor of the working section, at
mid-track and mid-wheelbase.
Figure 2.7: SAE J1594 aerodynamic sign convention [125].
The force coefficients are calculated using a solid blockage continuity corrected
velocity based on the cross sectional area of the wind tunnel and the frontal area
of the model. The correction is shown in Equation 2.5 [126] with the derivation in
Appendix A.1.
58
CHAPTER 2. EXPERIMENTAL METHODOLOGY
ucorr =
umeas·At
At −Am (2.5)
where ucorr is the corrected velocity (m/s), umeas is the measured velocity
(m/s), At is the tunnel cross sectional area (m
2) and Am is the projected
frontal area of the model (m2).
The coefficients presented are calculated from an average of 300s of data captured
at 300Hz, using Equation 2.6. This sample length is considerably longer than
typically employed in automotive aerodynamics research or vehicle development
but is required to capture a representative mean when considering long time wake
dynamics. To illustrate this, Figure 2.8 shows the range of mean values, for Cd, with
different sampling periods. The 95% confidence interval is also presented in Figure
2.8; this is calculated using Equation 2.7 [127]. Figure 2.8 shows a 300s sample to
be adequate to capture the drag coefficient to within ±0.001 to a 95% confidence.
x =
Σx
N
(2.6)
where x is the mean, x is the data set, and N is the sample size.
Figure 2.8: Uncertainty in drag coefficient (Cd) with time for the no wheel geometry at Ψ = 0
◦.
∆x = 1.96
σ√
N
(2.7)
where σ is the standard deviation of the sample.
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During the testing, a daily baseline was taken. The baseline is the squareback
Windsor model with or without wheels, depending on the test case. The daily
baseline was used to generate the changes in coefficients for the rest of the tests on
that day. This method has been used as the range between testing period (typically
months) can show a range in the baseline value of 0.008, as illustrated in Figure 2.9.
Figure 2.9: All Windsor model tests for the squareback configuration.
2.3 Pressure Measurement
In order to measure the pressures on the surface of the model, two compact solid
state 64 channel differential pressure scanners were used with the static reference
pressure taken from a pitot-static probe approximately 2m upstream of the model.
These were attached to 1mm bore brass tubes, flush mounted to the model surface,
via ∼ 500mm long smooth bore silicone tubing. The accuracy of the scanner
measurement is between ±0.06% and ±0.1% of full scale (±232mm·H2O) depending
on the operating conditions.
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During the tests, both pressure scanners were located inside of the model, shown
in Figure 2.10. The required cabling to allow communication for data logging is
passed from the model to balance room. The cabling is exposed to the flow, but the
effect is minimised by locating it in the wake of the front wheels, as shown in Figure
2.11.
Figure 2.10: Internal model pressure scanner
placement.
Figure 2.11: Pressure scanner cable
management.
The locations of the pressure tappings can be seen in Figure 2.12. The vertical
centre line, front bumper and upper glass house centreline are presented as well as
a 7 × 8 grid on the base of the geometry. In some experiments, a more sparse grid
(7×6) is used (see Figure 2.13a) to allow for other measurement locations elsewhere
on the model simultaneously. For each experimental campaign the grid used is stated
at the start of the chapter. No results are compared between the grid densities.
(a)
(b)
Figure 2.12: All round Windsor model pressure tapping distribution.
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(a) Sparse pressure tapping grid, 7× 6 (b) Dense pressure tapping grid, 7× 8
Figure 2.13: Differing base tapping distributions used in this work.
The coefficient of pressure is calculated using Cp =
p−ps
1
2
ρv2
= p−pspt−ps , where p is the
measured pressure at the model surface (Pa). The pressure coefficient is continuity
corrected for blockage with Equation 2.8; the derivation of this is shown in Appendix
A.2.
Cp corr =
Cpmeas + 2E
1 + 2E
(2.8)
where E = AmAt .
The pressure scanners each have a single analogue to digital stage so work by
scanning each of the 64 ports, resulting in each pressure measurement occurring at a
different time instance. The pressure results are then time aligned using a correction
algorithm introduced by Wood [128], which is required to perform coherence analysis
between pressure ports. No corrections have been made for tubing length as the
method implemented at Loughborough is for a fixed length of silicone and brass
tubing, which is different for this model than for the model it was implemented for
(+0%/− 10% length). As a result, it has been decided that not correcting is more
appropriate than using a correction that is known to not be applicable.
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Equation 2.9 is used to calculate the base pressure contribution (base drag) to
the total drag coefficient. To calculate a comparative contribution from a single
line of tappings, for example the horizontal row around the front of the model, a
modified version of Equation 2.9 is used (Equation 2.10). This is not intended to
result in an actual drag contribution, but can be used to identify sources of change
in the flow field.
The frequency of measurement for the two scanners was set at 260Hz (the
maximum for this system), with 300s of data sampled. This sample period is based
on Figure 2.14, where Cdb is the base drag coefficient. This sampling time results in
a 95% confidence interval of ±0.001 at 300s, matching the similar analysis for the
balance measurement.
Cdb =
1
Am
∫
A
CpdA (2.9)
where dA represents the area over which each tapping location is measuring.
Cf =
1∑n
i=1 Si
∫
S
CpdS (2.10)
where S is the linear distance represented by a pressure tapping.
2.3.1 Setting the Zero Yaw Condition
For these simplified geometries, a yaw angle of 0.1◦ is sufficient to make the wake
asymmetric [29,52] so it is necessary to adjust these geometries during set up in order
to capture a symmetric wake. This was achieved by recording a full length sample in
yaw increments of 0.1◦ until the most symmetric wake was found. The symmetry was
determined objectively by calculating the Centre Of Pressure (COP, see Equation
2.11) on the base. The yaw angle that resulted in the smallest absolute lateral centre
of pressure over the full sample length was chosen as the zero yaw condition for that
geometry.
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Figure 2.14: Base drag coefficient (Cdb) uncertainty with sample time for a squareback Windsor
model without wheels.
The Centre of Pressure is given by:
COPy =
∑n
i=1Cpi · yi∑n
i=1Cpi
(2.11)
where Cpi is the mean pressure coefficient for the i
th pressure
tapping, and yi is the y position of the i
th tapping.
Some of the geometries tested are geometrically asymmetric (for example, asym-
metric tapers), meaning the procedure described above cannot be followed. In these
cases, the 0◦ yaw condition is defined by employing the method described above
to the model with symmetric 12◦ side edge tapers. This geometry was used as it
does not present a bistable wake at 0◦ pitch [49]. Without removing the model the
asymmetric geometries were then applied in-situ.
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2.3.2 Polar Centre of Pressure
To capture the relationship between the base pressure distribution and the flow field,
the Centre of Pressure (COP) can be calculated and presented in polar coordinates.
The non-dimensionalised radius, r∗, and angular position, θ, measured from the
centre of the base (Figure 2.15) are given by Equations 2.12 and 2.13 respectively.
This method has the advantage over similar methods as the aspect ratio, and shape
of geometry is not important in the result, provided the base is flat.
Figure 2.15: Diagram showing the centre of pressure (green point) for a given base pressure
distribution as well as the sign conventions for the new Cartesian and polar coordinate system.
r =
√
y′2 + z′2 (2.12)
θ = arctan
(
y′
z′
)
(2.13)
where y′ and z′ are the y and z position of the centre of pressure on the base of the
model relative to the centre of the base.
2.3.3 Temporal Pressure Analysis
Temporal analysis of the pressure signals has been undertaken with three techniques
using Welch’s overlapped segment averaging estimator integrated into MATLAB R©.
The three techniques are a Power Spectral Density (PSD), magnitude-squared coher-
ence and cross power spectral density. The PSD allows the power of each frequency
to be shown, with knee points or peaks representing significant frequencies. The
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magnitude-squared coherence and cross power spectral density allow two signals to
be compared. The coherence output from the magnitude-square coherence indicates
when two signals share the same frequency information. The cross power spectral
density allows the phase information of the frequency range to be calculated. All the
analysis uses an ensemble average with a sliding window of 520 samples (2 seconds)
with a 50% overlap, ensuring a reduction in the noise of the result, but also a reduced
low frequency resolution.
The phase from cross PSD is used to map the phase across the base of the
geometry. The phase map is generated by applying the analysis from one pressure
tapping to all other pressure tappings on the base and then plotting the result for
a single frequency. The coherence is also calculated and, in the plots in the results
sections, areas with a coherence of less than 5% are hatched to indicate that there
is significant uncertainty in these areas.
2.4 Particle Image Velocimetry
Particle Image Velocimetry (PIV) is a minimally intrusive optical flow measurement
technique that allows velocity measurement over a large area at a single time instance.
This technique uses a flow laden with neutrally buoyant particles that are illuminated,
in a sheet for planar PIV or a volume for Tomographic PIV, with at least two pulses
of laser light. The particles then scatter the laser light, which is captured by an
imaging device that is synchronised with the laser pulses. The only requirement for
intervention within the flow field is the particles that are introduced. This assumes
optical access is sufficient so that the laser and imaging devices can be situated
outside the airflow.
The system used throughout is a commercially available system provided by
LaVision R© using propriety software and camera equipment. All decisions regarding
set up, acquisition and processing are a combination of best practice [129, 130],
seminars from the manufacturer [131] and compromises discussed with LaVision R©
[132]. The light source used is a 200mJ Neodymium-Doped Yttrium Aluminium
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Garnet (Nd:YAG) double pulsed laser which is passed through an optic to diverge
the beam into a sheet (typically ∼ 1mm thick) for planar PIV or into a cone
for tomographic. The laser sheets or volumes then illuminate the particle laden
flow. Both CCD (Charge-Coupled Device) and sCMOS (scientific Complementary
Metal-Oxide-Semiconductor) cameras have been used in the experiments. The two
5.5 Megapixel sCMOS cameras have been used in the planar experiments. The two
additional 4 Megapixel CCD cameras are also used in the tomographic experiment
as the implementation of the technique by LaVision R© requires a minimum of 4
cameras [133].
2.4.1 Planar PIV
The particles used in planar PIV are Di-Ethyl-Hexyl-Sebacat (DEHS), approximately
1µm in diameter. These are generated by a PIVpart 45 atomiser using a series of
Laskin nozzles driven by compressed air at 3 bar. The particles are introduced into
the flow at two locations. The first location is a seeding rake in the tunnel settling
chamber, downstream of the turbulence screens. The second location is a boundary
layer seeder at the start of the working section, where particles are introduced into
the flow through an under-floor mounted plenum and a series of slots in the floor.
Particles are continuously introduced during testing due to the open circuit tunnel
design.
To position the laser sheet at the plane of interest, it is aligned to a flat calibration
plate in the tunnel (Figure 2.16). The plate is placed in the tunnel at the desired
location with fluorescing tape at the leading and trailing edge of the board (with
the direction of the laser, not the flow). The laser sheet is then adjusted to clip the
leading and trailing edge of the board equally. This ensures the mid-thickness of the
sheet is on the plane of interest. The laser position is also adjusted to make sure the
peak power of the Gaussian distribution is approximately in the centre of the field
of view.
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The calibration plate (Figure 2.16) was machined in house with crosses (6mm
in size) spaced 10mm apart which are used to provide the spatial calibration. The
calibration board is also used to define the field of view and focus of the cameras.
In all planar experiments 50mm fixed f-stop (f#) lenses have been used with the
resulting field of view shown in Figure 2.17. The values for the f# used are 5.6 for
both the vertical and horizontal planes.
(a) (b)
Figure 2.16: Images of the calibration board for the two cameras in the y = 0h plane.
(a) y = 0h
(b) z = 0.657h
Figure 2.17: PIV set up representations.
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Once the field of view and focus has been set, the average of three images of the
calibration board is then taken and the crosses are used to de-warp the image and
define an origin for the images and the flow field. The images are then calibrated
using a pinhole model, as only one fluid is being used. A true rectilinear grid is then
fitted to the image and compared to the rectilinear grid calculated from the image.
The Root Mean Squared (RMS) of the difference between the true grid and the
de-warped grid in pixels is a measure calibration quality, with less than 0.3 required
for a good calibration. In this work this value is less than 0.2.
In order to remove as much error in the de-warped image as possible, the
calibration plate should cover the entire field of view (Figure 2.16) for the camera.
This is not always possible when using two cameras as the whole field of view is
larger than the calibration plate. The location of the calibration plate is prioritised
to the area of interest (wake flow). When two cameras are used an overlap is required
in order to merge the resulting vector fields, in these experiments the overlap is at
least 50mm (Figure 2.16).
Prior to acquiring data, the location of the seeding is adjusted iteratively by
blocking regions of the seeding rakes. This is to ensure the seeding is homogeneous
in the areas of interest in the field of view. Once this homogeneous seeding has
been achieved the inter-frame time (dt, time between the two laser pulse triggers) is
chosen by taking 50 images over a range of dt values. Typically, this is 20−40µs for
wake flows at u∞ = 40m/s. All the image pairs are then processed and the resulting
vectors in the region of interest have their decimal pixel shift value compared using
a Probability Density Function (PDF). The aim of this is to prevent peak locking, a
bias towards an integer pixel value. The ideal result is a uniform PDF. An objective
measure for the peak locking uses the maximum and minimum (Nmax and Nmin)
values from the PDF in Equation 2.14 [134]. This value is then calculated for all
the images in the dt sweep. The highest mean value from the dt sweep is chosen,
provided an optimum is seen, as the testing value for dt for this plane and field of
view. The dt value used for the y = 0h plane was 30µs and for the z = 0.675h was
32µs.
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PeakLock = 1− Nmin
Nmax
(2.14)
where N is the value in any bin for the PDF of decimal pixel shifts.
Each test consists of 1000 image pairs, shown to be adequate to capture the
mean flow field within ±2% at 99% confidence [135], and was taken at 5Hz to align
with the maximum tomographic PIV system recording frequency.
To further improve the quality of the data, pre-processing of the images is
employed. Initially a background subtraction is performed by removing the average
value of all the images from each image. A mask is added to remove any areas that
are not of interest, such as the model or the tunnel floor, as this prevents stationary
data in the correlation and also speeds up the processing. The images are then
split into interrogation windows, with a correlation calculated between the first and
second images from each image pair for each camera. The output of this is a set of
correlations values. Typically, the highest correlation value is chosen as the correct
result. If the highest peak is not larger than 1.3 times the second highest peak
(Qratio = 1.3) the vector is deemed invalid and is removed and the value of that
interrogation windows is interpolated.
This process of breaking the image into windows, performing the correlation and
checking the validity of the vectors is repeated with progressively smaller interr-
ogations windows. The smaller windows use the displacement vector from the
previous correlation result to offset the interrogation window to include more particles
and improve the correlation peak. This is also repeated with a set number of passes
for the first and final window size to improve the accuracy of the measurement. A
window overlap is used to improve the vector density.
The processing used for the planar results is a 256 × 256 pixel initial window
size with a 50% overlap and two passes. This decreases to a 48 × 48 pixel final
window size with a 75% overlap and three passes. This results in a vector every
2.7mm in the z = 0.675h plane and every 1.9mm in the y = 0h plane. The final
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window size should ideally be matched with the interframe time (dt) to have the
pixel displacement approximately 14 of the final window size [129] but practically it
is a compromise with being able to capture vectors in areas of more sparse seeding.
When two cameras are used to achieve a larger field of view the two vector
fields are merged in the DaVis software by interpolating one of the vector fields
onto the grid of the other vector field and taking a mean of the overlapping region.
This produced undesirable results as the edges of each of the region is visible in
the mean [43], so a bespoke technique was developed where there is a quarter sine
wave transition from one vector field to the other which resulted in a more desirable
transition and is discussed in depth in Appendix B.
2.4.2 Tomographic PIV
The particles used for tomographic PIV are Helium Filled Soap Bubbles (HSFB)
with a diameter of 300µm. These are generated at a rate of 10,000 per nozzle,
per second from the LaVision R© HSFB system. Illuminating a volume, rather than
a sheet, results in a lower power density, which requires larger particles as the
reflectance of the particles is a cubed relationship with the particle diameter [136].
As the particles have more mass, they follow the flow less readily than the DEHS
particles, which prevents resolving small structures in the wake. The HFSB particles
are capable of capturing the large wake flow structures [137]. Guidelines suggested
by LaVision R© were followed in order to ensure the particles were neutrally buoyant.
Experiments with HSFB particles were run at 30m/s (Re = 2.2 × 106, Figure 2.5)
because it was found in the early tests [138] that at 40m/s there was insufficient
seeding density in the wake.
Three HSFB rakes are used in these experiments (Figure 2.18), with each rake
having 10 nozzles. Two are mounted in the tunnel contraction, and one is mounted
approximately 25mm off of the floor at the start of the working section to seed
underneath the model.
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The depth of field and focus are adjusted for all four cameras by using several
calibration plates staggered at the edges of the necessary volume and points within
the volume. The cameras are oriented in an approximate star configuration, not a
linear array of cameras, due to the physical constraints of the set up (see Figure
2.19 and 2.20). An emphasis has been placed on obtaining the largest angle possible
between the cameras as this has a direct influence on the accuracy of the final vectors
[139]. The reconstruction accuracy is defined as a normalised cross correlation
coefficient between the true and reconstructed particle field, and with the inclusive
angle achieved here (40◦) results in a value of at least 0.925.
Figure 2.18: HFSB seeding rake
instillation.
Figure 2.19: Tomographic PIV set up representation.
Figure 2.20: Tomographic camera
positioning.
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Scheimpflug mounts are typically used during tomographic measurements [57,
133, 140–142] to rotate the lens bodies relative to the camera bodies. This allows
the images to be focused over the field of view and depth of field without increasing
the f# (f-stop). In this instance, Scheimpflug mounts were not able to be used as
they offset the lens from the camera body, changing the effective back focal length.
Using them meant that no part of the field of view was in focus. In order to combat
this a larger f# of 8 was used with 35mm lenses to improve the focus over the depth
of field, this compromise ensured good focal depth and sufficient light to the camera
sensor.
The initial calibration process for the tomographic is similar to the planar PIV,
with the same calibration plate being used. The calibration plate is imaged in five
positions (Figure 2.21), at the edge of the volume parallel to the longitudinal model
axis close (y = 210mm) and far (y = −210mm) from the cameras, in the centre of
the volume (y = 0) and diagonally across the volume in both directions. The cameras
take an average of three images for each position, and a 3D calibration is generated
based on the pinhole model. The initial RMS pixel error (RMS of the error between
a true grid and the dewarped grid in pixels) of the calibration is ∼ 0.27. The final
calibration is generated using the images from the experiment [143]. The particles
are triangulated in space with an allowed displacement between the particles in
3D. This allows a map of the disparity to be generated for where the particles are
triangulated to and where they should be on each image. This is an iterative process
until the RMS pixel error is below 0.01 for every camera [131], this improves the
quality of the data over the initial calibration [143] as it takes into account any
vibrations and small misalignments.
(a) Centre (b) Far (c) Near (d) Diagonal #1 (e) Diagonal #2
Figure 2.21: Images of the five calibration board positions for a single camera.
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Before any reconstruction algorithm is applied, each of the images is halved
in resolution as the reconstruction is computationally expensive and the computer
systems available cannot process the data promptly.
The reconstruction algorithm used is FastMART (Fast Multiplicative Algebraic
Reconstruction Technique) whereby the images from each camera are projected into
the volume [144,145]. The initialisation step is Multiplicative Line of Sight (MLOS),
whereby all cameras images are projected into the volume, and the results multiplied
together. Then the volume is projected back to the cameras, and the ratio of the
projection to the camera relative to the initial image is used to update the image
for the next iteration. As there are overlapping regions from the projection that are
not real particles (called ghosts [146]), this is performed iteratively, six times in this
work. The ghost particles can be reduced by increasing the number of iterations or
reducing the particles per pixel [139], which reduces the number of overlaps when
projected [139].
Prior to reconstruction, the images then undergo the background subtraction as
described for the planar PIV, a subtraction of a constant pixel value and an intensity
normalisation to make all of the particles as bright as one another. This is to remove
as much of the background noise as possible to reduce the number of ghost particles
and the number of iterations required to have removed the ghost particles.
Once the volume has been reconstructed the technique described for the planar
PIV is used for the correlation but in 3D. The initial pass is a 256× 256× 256 voxel
windows (with volume binning of 8 × 8 × 8), two passes, 75% overlap, decreasing
down to 96 × 96 × 96 voxel windows, two passes 75% overlap resulting in a vector
every 12mm. A dt sweep was also performed for this but is less sensitive as the
particles are less likely to leave the volume of interest, due to the thickness of the
volume. The dt used for tomographic testing is 80µs.
For any further information regarding the experimental set up of the tomographic
system, refer to Pavia et al. [57].
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2.5 Proper Orthogonal Decomposition
Proper Orthogonal Decomposition (POD) is a procedure used to isolate the main
fluctuating features of a measurement. This is preferred to other decomposition
methods as it is not as sensitive to the spatial or temporal resolution. Two POD
methods are discussed here, the standard method used when temporal resolution is
greater than spatial resolution (e.g. pressure data), and the snapshot method, used
when the spatial resolution is much higher than the temporal resolution (e.g. PIV
data). Both the standard and snapshot method are implemented in MATLAB R©
and are based on code presented by Meyer [147].
2.5.1 Standard Method
In the standard method [148] a generic dataset, F(x, t), is decomposed as in Equation
2.15 where Nt is the number of measurement points in time, F0 is the mean of the
dataset through time, and f ′ is the fluctuating component.
The spatial coefficients are represented by Φn(x) and are defined as the eigen-
functions of the covariance matrix R, see Equation 2.16, with X being a matrix
of spatial (rows) and temporal (columns) measurements. The temporal coefficients
(an(t)) are defined in Equation 2.19.
F(x, t) = F0(x) + f
′(x, t) = F0(x) +
Nt∑
n=1
Φn(x)an(t) (2.15)
R = XXT (2.16)
RΦn = λnΦn, Φn ∈ RNs (2.17)
The eigenvalues (λn, with the values decreasing from the first to the last eigen-
value) associated with the spatial modes are proportional to the energy content of
the fluctuations of each spatial mode. By choosing a number of spatial modes, a
low order reconstruction can be generated using Equation 2.18 where M < Nt and
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an(t) is calculated by multiplying each spatial coefficient with the original dataset.
F(x, t) ∼ F0(x) +
M∑
n=1
Φn(x)an(t) (2.18)
an(t) = Φn(x)
T f(x, t) (2.19)
2.5.2 Snapshot Method
The snapshot method, developed by Sirovich [149] (Equation 2.20 and 2.21), is
applied here due to it being more efficient for data with significantly more spatial
than temporal points. The reconstruction of low order models is the same for both
methods.
XTXAn = λnAn, An ∈ RNt , (2.20)
Φn =
1√
λn
XAn ∈ RNs , n = 1, 2, ..., Nt, (2.21)
2.5.3 Sensitivity of Input Data
As POD isolates the fluctuating features of the wake, it is important to carefully
define the region to which it is being applied. This is not an issue for the pressure
data as any failure in the measurement results in a low fluctuating component but
in PIV, inconsistent seeding in a region can generate spurious vectors, for example
30m/s in on instantaneous flow field and 0m/s in the next. There are two causes
for this. The first being the inability to seed the freestream as well as the wake.
The second is related to tomographic PIV and is due to poor 3D reconstruction of
the seeding close to the base generating the same spurious vectors. These spurious
fluctuations, or noise, are much larger than the natural wake flows, it can override
any wake flows in the analysis and has to be removed.
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For planar and tomographic PIV data this is addressed by cropping the analysis
region to the edge of the model, Figure 2.22a. Additional limits have been placed
on the tomographic PIV to ensure that the POD is applied only to the objectively
high quality data. One limit is a value of ux > 0.75u∞, where ux is the longitudinal
velocity in model axis, this removes noisy freestream, Figure 2.22b. The other limit
is a longitudinal turbulence intensity of greater than 0.2 which filters out highly
fluctuating data close to the model base, Figure 2.22c. An example of how the
application of these limits influences the POD is shown in Figure 2.22.
(a) Geometric
(b) Geometric and Velocity
(c) Geometric, Velocity and
Longitudinal Turbulence
Intensity
Figure 2.22: Three stages of blanking the tomographic PIV data in order to improve the POD
results.
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3.1 Introduction
This chapter aim is to improve the understanding of the flow field around the
Windsor baseline configuration, Figure 3.1a, and with the inclusion of wheels, Figure
3.1b. In both cases, this includes considering the effect of yawing the model.
(a) Without wheels (b) With wheels
Figure 3.1: Squareback models tested in Chapter 3.
The results from these geometries will be used to quantify changes to the flow
fields for work undertaken in this thesis.
The latest experimental tomographic PIV technique is coupled with more trad-
itional measurements of force and surface static pressure measurements, discussed in
Chapter 2. These techniques are used to identify sources of drag and their associated
flow fields.
Tomographic PIV is the only PIV method used in this chapter because it allows
the full wake flow field to be captured at one time instance. This avoids the need to
reconstruct and interpret 3D flow fields from a series of 2D planes.
Figure 3.2 shows the locations for the surface static pressure measurement,
repeated from Figure 2.12 for the clarity of the reader. The resolution of pressure
measurement locations on the base is referred to as the dense tapping distribution.
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Figure 3.2: Surface static pressure measurement locations for Chapter 3.
The tomographic PIV produces a volume of vectors in the wake of the model.
The tomographic data is then presented either as iso-surfaces of planes through the
volume. For ease of interpretation, the results focus on seven planes within the
volume. These are illustrated in Figure 3.3. All figures displaying tomographic data
include an illustration of which plane is being presented.
Figure 3.3: Volume slice information for the horizontal mid-base plane (z = 0.675h - red), principal
cross plane (x = 2.32h - green), other cross planes (x = 2h, 2.68h, 3h and 3.37h - blue), and the
mid-vertical plane (y = 0h - magenta).
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3.2 Results and Discussion
3.2.1 Reynolds Sensitivity - No Wheels
The total drag measured with the balance, and the base drag calculated by integ-
rating the base pressures, are shown in Figure 3.4 as a function of the Reynolds
number. At Ψ = 0◦ at Reynolds number above 1.5 × 106, the variation is ±3% for
both the total and base drag relative to the highest Reynolds number. This variation
shows that the model is Reynolds insensitive as long as the tests are conducted above
1.5× 106.
Figure 3.4: Length based Reynolds sweep for drag and base drag coefficients for the Squareback
without wheels. This data has been replotted from the data in Figure 2.5 for clarity.
Over the complete Reynolds number range tested the total drag reduces by
∆Cd = −0.036, whereas the base drag increases by 0.012 over the same range. As
the total drag is reducing and the base drag increasing, the overall result is due to
skin friction and frontal drag. Figure 3.5 illustrates the frontal drag by showing
the horizontal sets of wall normal vectors, derived from the pressure tappings and
showing increased suction with increasing Reynolds number.
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Figure 3.5: Wall normal horizontal static pressure measurements without wheels at Ψ = 0◦ for the
Reynolds sweep.
The increase in base drag with increasing Reynolds number is likely caused by
the reduction in the boundary layer thickness with Reynolds number. The boundary
layer thickness over the model with Reynolds number is approximated with Equation
3.1 [150], showing a thinner boundary layer with a higher Reynolds number. A
thinner boundary layer has been shown in the literature to be detrimental to the
base drag [37,43,151] and is likely the cause of the 0.012 increase in base drag over
the Reynolds range.
δ99 ≈ 0.16l
Re
1/7
l
(3.1)
To consider the front end drag in more detail, the pressure tappings on the
front of the model were used to estimate the front end contribution. This has
been performed using the weighted pressure integration shown in Equation 2.10.
As this calculation uses only a single line of pressure tappings, the results should
be interpreted as indicative, rather than absolute. The result presented in Figure
3.6a is shown as a change in Cd compared to the highest Reynolds number tested,
2.9× 106. These show a constant reduction in the frontal drag up until the largest
Reynolds number tested with a post critical value not shown. This result is similar to
Newnham [152], and Cooper [153] who conducted studies on front radius optimisation
and show that, for the radii used on the front of this model (50mm), the post critical
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behaviour begins between 2.2×106−2.7×106. This suggests that there is still some
front end sensitivity at this Reynolds number, but this is not relevant to the work
here as it is focused on the rear of the model.
Ψ = 0◦
(a)
Ψ = 10◦
(b)
Figure 3.6: Integrated frontal drag coefficients for the Reynolds sweep on the Windsor model without
wheels at Ψ = 0◦ (a) and Ψ = 10◦ (b).
Figures 3.4 and 3.6 also include the data for the largest yaw angle considered in
this work (Ψ = 10◦). The trends are the same over the Reynolds sweep as they are
at Ψ = 0◦. The biggest difference is the drag associated with the a-pillar and lateral
edges on the nose of the model. These rounded edges produced larger variations
over the Reynolds sweep, shown in Figure 3.6b. This also shows the frontal drag for
the two largest Reynolds numbers tested are closer in magnitude than at Ψ = 0◦.
This is in-line with Newnhams [152] work showing a reduction in the transitional
Reynolds number for yaw at this front radius. The effect of this is a larger difference
in total drag, ∆Cd = −0.087 (Figure 3.4), over the Reynolds sweep than at Ψ = 0◦.
The conclusion from these results is the requirement to test above Re = 1.5×106
to ensure a representative flow over and around the model. As such the standard
test speed is 30ms−1 for the tomographic PIV and for balance and pressures is
40ms−1 equating to Reynolds numbers of 2.5× 106 and 2.9× 106 respectively. The
tomographic PIV requires a lower tunnel speed to ensure adequate seeding in the
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wake as our experience with the helium bubbles shows slower flow causes less to
burst. These Reynolds numbers ensure that the absolute values will be within 3%
of the highest Reynolds number tested here.
3.2.2 0◦ Yaw Wake Structure
At Ψ = 0◦ the mean base pressure, Figure 3.7, and the mean flow field, Figures 3.9
and 3.10, appear to show the widely reported toroidal ring vortex [154,155]. This is
best observed in the shape of the iso-surface of λ2 (defined in Equation 3.2 and the
accompanying text) from the tomographic PIV in Figure 3.9. It is also indicated in
Figure 3.7 with the high-low-high pressure distribution from the centre of the base
to the outer edges. This is in agreement with Roumeas et al. [154] and Volpe et
al. [155], both of whom show the same mean flow on similar models.
Figure 3.7: Mean base pressures distribution
without wheels at Ψ = 0◦.
Figure 3.8: Root Mean Squared (RMS)
of the fluctuating component of the base
pressure distribution without wheels at Ψ =
0◦).
S =
J + JT
2
Ω =
J− JT
2
(3.2)
λ2 is defined as the second eigenvalue of S
2 + Ω2, were S is the symmetric
decomposition of the gradient velocity tensor, J, and Ω is the asymmetric
decomposition of the gradient velocity tensor defined below.
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Figure 3.9: Mean flow field for the Windsor
body without wheels at Ψ = 0◦ showing an
isosurface of λ2 = −0.1 coloured with the
longitudinal velocity with streamlines on the
horizontal mid-base slice (z = 0.657h).
Figure 3.10: Mean flow fields for the
Windsor body without wheels at Ψ = 0◦
showing the mid-vertical slice (z = 0.675h)
with streamlines with the contour showing
normalised mean streamwise velocity.
Figure 3.11 shows the time history of two pressure measurement locations, shown
in red and blue on the accompanying image. The pressure locations chosen are in
each of the high RMS regions that are evident in Figure 3.8. The time history shows
that there are two anti-symmetric states. These are a suction on one side when
the other side is impinging (higher pressure). These two states can also be seen,
from Figure 3.11, to be of the same magnitude but never existing together. The
most important conclusion from this result is that the toroidal flow field is a result
of time averaging and may not exist in any instantaneous flow field. This wake
dynamic is now widely recognised and referred to as bistability [26]. It is common
among sharp edged bluff bodies with non-square aspect ratios [39,48,59,155]. This
is also in agreement with Pavia et al. [52] and Perry et al. [29], both showing the
same behaviour on the Windsor model.
In common with the approach reported in the literature [30, 49, 57, 70, 156], the
wake is decomposed using proper orthogonal decomposition (POD). Figure 3.12
shows the axial component of velocity for the three highest energy POD spatial
modes. The highest energy mode (a) shows a left/right motion driven by the
bistability and lateral flapping. The literature [30, 52, 57, 157] refers to this mode
as the lateral symmetry breaking mode, which is commonly the highest energy
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Figure 3.11: Time history of two pressure locations in the high RMS region without wheels at
Ψ = 0◦. A moving average filter of 500 samples (≈ 2s) is applied to the signals.
mode. Mode 2 (b) and 3 (c) show the vertical symmetry breaking and symmetry
preserving states, respectively. These motions are driven by the vertical flapping
and wake pumping motions, respectively. Both these modes agree with the literature
[30,52,157] in terms of shape and their rank from energy content.
(a) E = 15.7% (b) E = 2.6% (c) E = 1.9%
Figure 3.12: Isosurfaces displaying above (red) and below (blue) a 0 value in the axial component
of the three highest energy spatial POD modes (Φ).
The POD modes here correlate well with the motions seen in the wake using
other methods. The three motions discussed here, lateral, vertical and pumping
motions act in the y, z and x axes respectively. Whilst the spatial modes of the
flow are useful for comparison, they can be difficult to interpret, especially as a flow
becomes more complex (yawed). As such, a phase average reconstruction will be
implemented.
87
CHAPTER 3. CHARACTERISATION OF THE SQUAREBACK GEOMETRY
Phase averaging is a way to sort the temporal coefficients, with no phase repres-
enting a real point in time but being representative of the explored states [158,159].
The benefit of this method is that it shows the motions that the wake explores rather
than orthogonal representations of the motions. This has previously been applied
to wake flows on the Windsor model [49].
The phase averaging has been applied here using the first two POD temporal
coefficients, Figure 3.13. It uses them as Cartesian coordinates for conversion to
polar coordinates. Once in polar coordinates, the temporal locations that fall within
each of the bins are noted, see Figure 3.14. These temporal locations are then used
to reconstruct a flow using the average of the coefficients in every bin for each of the
first five POD modes. This number of modes has been chosen to filter out the lower
energy modes that do not represent bulk wake flows. This average is then repeated
for each phase angle bin. The range of angles used throughout is 0, to 2pi in steps
of pi/4. Results are typically presented in pi/2 steps for clarity.
Figure 3.13: Time history for the first and
second temporal POD coefficients over the
sampling period for the tomographic PIV at
Ψ = 0◦ for the no wheels model.
0, 2pi, pi0 2, pi, pi, pipipipipipi
Figure 3.14: Phase bin locations using the
first and second temporal POD coefficients.
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Figure 3.15 for φ = 0 and φ = pi show the two antisymmetric longitudinal vortex
structures. The upper vortex of each pair is significantly strong to also appear in the
mean flow field, highlighted by the two ellipses in Figure 3.17a. The bridge between
these structures in the average, Figure 3.9, occurs during the switch between the
two states and is present at φ = pi/2. This confirms that the toroidal model is a
result of averaging rather than a physical flow feature. This is in agreement with
the work by Pavia et al. [52] and their interpretations of the wake flow.
φ = 0, 2pi
(a)
φ = pi/2
(b)
φ = pi
(c)
φ = 3pi/2
(d)
Figure 3.15: POD phase average reconstructions using the first and second POD modes,
reconstructed using 5 POD modes with streamlines shown at x = 2.32h, without wheels at Ψ = 0◦.
Figure 3.16a and 3.16b show the radial and angular centre of pressure for the
baseline model with no wheels, calculated using the method discussed in Section
2.3.2. The angular position shows the wake moving through a laterally symmetric
low base drag condition at pi/2, with the associated pressure distribution shown in
Figure 3.16d, in agreement with Pavia et al. [52] and Evrard et al. [39]. This low
drag state is a 4% improvement over the mean of all the samples. The corresponding
wake structure for this low drag condition is shown in Figure 3.15 (phi = pi/2 and
φ = 3pi/2), which is also in agreement with Pavia et al. [52].
The change in drag as the centre of pressure moves across the lower half of the
base (pi → 2pi, Figure 3.16b) is much smaller than when it moves across the top half.
This contradicts Bonnavion et al. [32] who shows, on more square models, that an
upper centre of pressure position is beneficial for reduced drag.
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The discrepancy between Bonnavion et al. [32] and the results presented is likely
a result of a difference in pitch angle. Squareback models when close to 0◦ pitch
and 0◦ yaw condition generally have a more unsteady wake. A result of this is a
significant sensitivity to both pitch and yaw. This has been shown in the literature
to bias a wake into a given state [32,49,70,71,155] or reintroduce symmetry from a
biased wake [32, 49]. This sensitivity is of the order of 0.1◦ for both pitch and yaw.
With a biased wake the preferred switch direction is correlated with the mean low
pressure region. Here this is shown with the low pressure region in the mean, Figure
3.7, to be on the upper part of the base; hence the preferred direction for a switch
is 0→ pi, Figure 3.16b. By changing the vertical wake balance, the preferred switch
direction will also change as well as the low base drag condition [49].
(a) (b)
(c) (d)
(e) (f)
Figure 3.16: Bivariate histograms showing the distribution of radial (a) and angular (b) position of
the centre of pressure on the base of the model relative to the centre of the base. Plots c through
f show the reconstructed base pressure contours including the minimum base drag conditions from
the radial (c) and angular (d) averaging as well as the maximum base drag (e) and maximum radial
centre of pressure (f). These were generated using 5% of the total sample length (3900 samples, 5
seconds equivalent) for the model without wheels at Ψ = 0◦.
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Other low drag states can be seen by considering the radial position of the centre
of pressure in Figure 3.16a. The lowest existing when the radial centre of pressure is
closest to r∗ ≈ 0 (most symmetric) with the associated reconstructed base pressure
shown in Figure 3.16c. This is in agreement with Perry et al. [29], Pavia et al. [49,57]
and Grandemange et al. [58], and here shows a 2.8% drag reduction from the mean
value.
The highest drag condition is shown at r∗ = 0.064 with the base pressure
distribution shown in Figure 3.16e. This shows a similar distribution to the mean
flow field with the majority of points in the histogram occurring around this point.
This instantaneous result is, therefore, a result of the average of the two bistable
states, as both of the states exist for much more time than the switch between them.
A second lower base drag state exists at the most asymmetric condition (Figure
3.16f), with the asymmetry present between the top and bottom of the base, but
does not show a benefit relative to the mean. This condition is the same as shown
by Oxlade [56] and Pavia et al. [57] on axisymmetric models. The base pressure
distribution from this low base drag state did not match any of the flow fields found
from phase averaging.
The baseline model under the standard Ψ = 0◦ condition has been shown to
produce the same behaviour as that reported in the literature. This has shown
the bistable wake flows and confirmed that the toroidal wake model is a result of
averaging. Low base drag states have been shown to exist during a switch between
bistable wake states and when the wake is most symmetric.
3.2.3 Yawed Wake Structure - No Wheels
Extending the discussion of the wake dynamics to the yawed cases, Figure 3.17b
and 3.18b show the time averaged flow field for the baseline model at Ψ = 2.5◦.
They both show that a hairpin vortex dominates the flow field with the longitudinal
vortex pair highlighted in Figure 3.17b. This flow field is similar to that shown
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for one of the bistable states at Ψ = 0◦, Figure 3.15b (φ = pi/2), derived using
the phase averaging. This result is consistent with the literature [52, 69, 71, 155] on
several different models showing that a small yaw angle, of the order of Ψ = 0.1◦,
causes the suppression of the bistable behaviour by preferentially selecting one of
the bistable states.
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Figure 3.17: Mean flow fields for the Windsor body without wheels at Ψ = 0◦ (a, replication on
Figure 3.9 for clarity), 2.5◦ (b), 5◦ (c) and 10◦ (d) showing an isometric view of an isosurface of
λ2 = −0.1 coloured with the longitudinal velocity with streamlines on the horizontal mid-vertical
slice (z = 0.657h).
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Ψ = 0◦
(a)
Ψ = 2.5◦
Lee.
Wind.
(b)
Ψ = 5◦
Lee.
Wind.
(c)
Ψ = 10◦
Lee.
Wind.
(d)
Figure 3.18: Mean flow fields for the Windsor body without wheels at Ψ = 0◦ (a, replicated from
Figure 3.10 for clarity), 2.5◦ (b), 5◦ (c) and 10◦ (d) showing the mid-vertical slice (z = 0.675h) with
streamlines and a contour showing normalised mean streamwise velocity.
The time averaged base pressure distribution, seen in Figure 3.19b, shows how
the biasing of the head of the hairpin vortex towards the leeward side, results in
more suction on the base than the Ψ = 0◦ condition and an increase in base drag of
0.021 (Table 3.1) from Ψ = 0◦. This matches the increase in total drag compared
to Ψ = 0◦ to Ψ = 2.5◦.
As the yawed flow no longer presents bistable behaviour, the two distinct regions
of high RMS present at Ψ = 0◦ (Figure 3.20a) are now replaced with a single region
(Figure 3.20b).
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Figure 3.19: Mean base pressures contour plots without wheels at Ψ = 0◦ (a, replicated from Figure
3.7 for clarity), 2.5◦ (b), 5◦ (c) and 10◦ (d).
Ψ 0◦ 2.5◦ 5◦ 10◦
Cd 0.280 0.301 0.324 0.356
Cdb 0.177 0.198 0.225 0.280
Cd − Cdb 0.103 0.103 0.099 0.076
Table 3.1: Drag coefficients at yaw for the squareback without wheels.
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Figure 3.20: Root Mean Squared (RMS) of the fluctuating component on the pressures on the base
of the model without wheels at Ψ = 0◦ (a, replicated from Figure 3.8 for clarity), 2.5◦ (b), 5◦ (c)
and 10◦ (d).
Applying the phase averaged POD method to the yawed case (Figure 3.21) the
wake flow shows a growing and shrinking of the vortex on the windward side of the
model, with the vortex being largest at φ = pi (Figure 3.21c). This is where the
vortices on both sides are the most equal in size. The windward vortex is then shed
or weakened to the point where it is no longer visible at φ = 0 or 2pi (Figure 3.21a).
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φ = 0, 2pi
Lee.
Wind.
(a)
φ = pi/2
Lee.
Wind.
(b)
φ = pi
Lee.
Wind.
(c)
φ = 3pi/2
Lee.
Wind.
(d)
Figure 3.21: POD phase average reconstructions using the first and second POD modes,
reconstructed using 5 POD modes with streamlines shown at z = 0.675h for the no wheel model at
Ψ = 2.5◦.
For the centre of pressure distributions at yaw, only the radial position is consid-
ered as the angular position did not present any notable results or trends. The
lowest base drag instance for Ψ = 2.5◦ occurs when the base pressure is the most
asymmetric (r∗ >> 0, Figure 3.22a). This results in a 3.3% benefit in the drag
relative to the mean value, and it is clear from the phase averaged data, Figure
3.21c and 3.22b, that the cause is the increasing size of the windward vortex. This
is confirmed in Figure 3.22b that shows a reconstructed base pressure distribution
with a larger stagnation region on the base, caused by the larger windward vortex.
The size of the leeward and windward vortices are more balanced in this flow field.
This approach to reducing drag at yaw has been reported in the literature for similar
geometries [50, 51] by showing that a more laterally balanced wake, at yaw, results
in lower drag.
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Figure 3.22: Bivariate histograms showing the distribution of radial (a) position of the centre of
pressure on the base of the model relative to the centre of the base with the mean base pressure
contours for the minimum (b) and maximum (c) base drag from the radial averaging (using 5% of
the total sample length (3900 samples, equivalent to 15 seconds) for the model without wheels at
Ψ = 2.5◦.
The centre of pressure on the base for Ψ = 2.5◦ shows that a more symmetric
base pressure results in a higher drag. This is shown in Figure 3.22a and 3.22c,
resulting in a 2% penalty over the mean base drag. Although this result goes against
conventional wisdom that a more symmetric wake means lower drag [29, 49, 57, 58],
it is a result here of the leeward vortex dominating the wake. The wake structure
in Figure 3.21a shows a large amount of parallel flow close to the base, which is
detrimental to the drag [29]. As a result of this, the high drag base pressure in
Figure 3.22c presents a near uniform distribution. The angular position of the
centre of pressure does not show any trends that might be usefully employed in drag
reduction.
As the yaw angle is increased further to Ψ = 5◦ and 10◦, the hairpin vortex
becomes increasingly dominant. This is shown with the larger longitudinal vortex
pair, Figure 3.17c-d, and a larger leeward vortex, Figure 3.18c-d. These wake changes
shift the stagnation region on the base towards the windward edge (Figure 3.20c-d).
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Also, the single high RMS region is strengthened, growing in size and moving towards
the top of the base with the increasing dominance of the hairpin vortex structure.
The upward motion of the impingement is further confirmed with the mid-vertical
plane streamlines in Figure 3.23, showing the impingement region higher up the base
at Ψ = 10◦ than Ψ = 0◦. The effect on the mean base pressure is summarised in
Table 3.1, with Cdb increasing by 0.048 and 0.103 for Ψ = 5
◦ and Ψ = 10◦ from
Ψ = 0◦ respectively.
(a) Ψ = 0◦ (b) Ψ = 10◦
Figure 3.23: Mean flow fields for the Windsor body without wheels at Ψ = 0◦ (a) and Ψ = 10◦ (b)
showing the mid-vertical slice (y = 0h).
The effect of yaw on the integrated pressure around the front of the model is
shown in Figure 3.24 along with Figure 3.25, showing the pressure distribution. The
integrated pressures (Figure 3.24) show a reduction in contribution to the drag from
the front edges, particularly for Ψ = 5◦ and 10◦. The normal pressures (Figure 3.25)
show this is caused by an increase in suction over the leeward edges, not matched by
an increase in pressure on the windward edges. This reduction in drag at the front
is the cause of the difference between the increase of Cd and Cdb for the largest yaw
angles (Table 3.1). This effect is best illustrated in Figure 3.24, where the Ψ = 10◦
case shows between four and five times more net thrust than at 5◦. This is the same
order of magnitude as the six times increase in the difference between Cd and Cdb
(0.004→ 0.027) from 0◦ for the same yaw angles.
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Favre and Eframisson [160] investigated the Windsor model in an active crosswind
in an attempt to study the mechanisms that generate side force. The investigation
also showed that as the model entered the crosswind, the drag reduced, with the
drag increasing as the model began to leave. This is in agreement with the results
presented here showing that increased suction on the forebody can generate more of
a drag reduction than the increase in base drag.
Figure 3.24: Integrated weighted frontal drag
coefficients for a yaw sweep on the Windsor
model without wheels.
Figure 3.25: Wall normal horizontal static
pressure measurements without wheels at yaw.
The centre of pressure result shows the same trends for Ψ = 5◦ (Figure 3.26a) and
Ψ = 10◦ (Figure 3.26b), as those described for Ψ = 2.5◦, where a more symmetric
base pressure results in a higher drag and a more asymmetric base pressure results
in a lower drag. The wake dynamic causing this is also identical to that described for
Ψ = 2.5◦. The phase average flow field (Figure 3.27) shows the high (a) and low (b)
drag wake flow for Ψ = 5◦, with the windward vortex becoming larger generating a
more balanced, lower drag, wake.
As with Ψ = 2.5◦ the benefit and penalty for an asymmetric and symmetric
wake respectively are the same for Ψ = 5◦ and 10◦. The magnitude of the penalty
and benefit is smaller in magnitude with ±2.7% for Ψ = 5◦ and ±1.4% for Ψ = 10◦
compared to the 3.3% benefit at Ψ = 2.5◦.
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Figure 3.26: Bivariate histograms showing the distribution of the radial position of the centre of
pressure on the base of the model relative to the centre of the base for Ψ = 5◦ (a) and Ψ = 10◦
(b) along with the resulting minimum (c) and maximum (d) base drag conditions from the radial
averaging (using 5% of the total sample length (3900 samples, equivalent to 15 seconds) for the
model without wheels at Ψ = 5◦.
The low drag state results in some additional flow features that do not appear
to have an influence on the drag. A vortex originating from the lower edge is strong
enough to be visible in the mean flow field and was highlighted in Figure 3.17c. In
Figure 3.27c-d, the phase average shows the lower vortex to be present at φ = 5pi4
(highlighted). There may also be an upper vortex (highlighted), but it is not fully
resolved because of the spatial resolution of the PIV. When the flow is in the high
drag state with no visible windward vortex (Figure 3.27a and 3.27c), neither of these
flow features exist. The vortex roll up seen here is a feature of the flow at yaw, which
is reported widely in the literature [160,161].
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φ = 3pi4
Lee.
Wind.
(a)
φ = 5pi4
Lee.
Wind.
(b)
(c) (d)
Figure 3.27: POD phase average reconstructions using the first and second POD modes,
reconstructed using 5 POD modes with streamlines shown at z = 0.675h (a,b) and x = 2.32h
(c,d) for the no wheel model at Ψ = 5◦.
The source of these longitudinal vortices in the low drag state is the flow near
the base. The windward vortex, close to the base, is directed towards the shear
layer, aiding the roll up over the sharp corners on the upper and lower windward
edges. This holds true in the opposing case with the high drag flow, with less flow
directed towards the shear layer, and no vortices being apparent. These results are
in agreement with Garcia de la Cruz et al. [50], who tested asymmetrically applied
flap geometries at yaw. Garcia de la Cruz et al. showed that the geometries tested
were able to have a greater effect on the flow at smaller yaw angles.
3.2.4 Reynolds Sensitivity - With Wheels
The resulting sensitivity to the Reynolds number for total and base drag are presented
in Figure 3.28. The trends in the sensitivity with the wheels in place are identical
to the trends seen previously without the wheels, as the cause of the change in total
and base drag are the same. Figure 3.29 shows the coefficients derived from the
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integrated pressure data around the front of the model showing a similar reduction
to those in Figure 3.6. The difference between Ψ = 0◦ and Ψ = 10◦ is also the same
with more change in the frontal drag at higher yaw.
Figure 3.28: Reynolds sensitivity sweep for drag and base drag coefficients for the Squareback with
wheels, replotted from the data in Figure 2.5 for clarity.
Ψ = 0◦
(a)
Ψ = 10◦
(b)
Figure 3.29: Integrated frontal drag coefficients for a Reynolds sweep on the Windsor model with
wheels at Ψ = 0◦ (a) and Ψ = 10◦ (b).
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3.2.5 Impact of Wheels at 0◦ yaw
The total and base drag coefficients are shown in Table 3.2 for Re = 2.9× 106. The
total drag shows an increase of 0.073 (26%) over the no wheel case with the base drag
showing little change (0.007). The small change in Cdb is consistent with Pavia [30],
who shows a 0.009 increase for the same case. The frontal drag for the two rows
of horizontal pressure tappings shows only a small change, less than 0.001 on the
integrated value. The centreline pressures, Figure 3.30, show a potential increase
in frontal drag with the wheels showing less suction around the lower front radius,
resulting in less thrust. The change in the weighted value here is 0.01 but should be
interpreted as a directional indicator rather than as an absolute change because of
the sparsity of the pressure tappings. The remaining much larger increase in total
drag is therefore due to the wheel and wheel arch drag itself.
Configuration No Wheels With Wheels
Cd 0.280 0.353
Cdb 0.177 0.184
Table 3.2: Drag coefficients at yaw for the squareback with wheels.
Figure 3.30: Centreline wall static pressure measurements with and without wheels for Ψ = 0◦.
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Figure 3.31 shows the mean base pressure distribution for the model with wheels
at Ψ = 0◦. The base pressure shows more suction in the lower region relative to
the no wheel model. The mean distribution with wheels is U-shaped instead of a
vertically symmetric or toroidal distribution as with the no wheel model (Figure
3.7). The U-shape and additional suction are caused by the upwash introduced with
the wheels, seen in the associated mean flows, Figure 3.32 and 3.33.
Figure 3.31: Mean base pressures
distribution with wheels at Ψ = 0◦. Figure 3.32: Mean flow field for the Windsor
body with wheels at Ψ = 0◦ showing an
isometric view of an isosurface of λ2 = −0.1
coloured with the longitudinal velocity with
streamlines on the horizontal mid-vertical
slice (z = 0.657h).
A pair of longitudinal vortices are present in the upper part of the wake, shown
in Figure 3.32. These are the same as those in the flow field without wheels, Figure
3.32, but are more dominant here due to the upwash. Both the upwash and U
shaped pressure distribution are in agreement with the literature on the effect of
wheels [32,62,63].
The upwash and U shape can also be seen from the RMS of the pressure
fluctuations, Figure 3.34. The region of high fluctuation, indicative of the stagnation
region, is towards the upper edge. This region is quite large, indicating that the wake
is quite mobile. There are no longer two separate areas of high RMS, which is an
indication of a less bistable wake. This is confirmed by selecting two pressures
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(a) (b)
Figure 3.33: Mean flow fields for the Windsor body without (a) and with (b) wheels at Ψ = 0◦
mid-vertical slice (y = 0h) with streamlines and a contour showing mean streamwise velocity.
tappings on either side of the base in the high RMS region, shown in Figure 3.35,
does not show bistable behaviour to the extent of Figure 3.11, in agreement with
previous work [32,49,71].
Figure 3.34: Root Mean Squared (RMS) of the fluctuating pressure distribution on the base of the
model with wheels at Ψ = 0◦.
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Figure 3.35: Time history of two pressure measurement locations in the high RMS region with
wheels at Ψ = 0◦, a moving average of 500 samples (≈ 2s equivalent) has been applied to the
signals.
It is concluded that instead of the wake occupying one of two states, there is a
swinging of the wake as reported by Pavia [30] and similar to Pavia et al. [49]. The
motion is best shown in the phase averaged POD in Figure 3.36. Figure 3.37b
reinforces this interpretation with two preferential, but not exclusive, centre of
pressure positions. It also shows that there is no longer a low drag state when
passing from one preferred state to another.
φ = 0, 2pi
(a)
φ = pi/2
(b)
φ = pi
(c)
φ = 3pi/2
(d)
Figure 3.36: POD phase average reconstructions using the first and second POD modes,
reconstructed using 5 POD modes with streamlines shown at x = 2.32h with wheels at Ψ = 0◦.
The centre of pressure calculation, Figure 3.37a, shows a more symmetric instant-
aneous wake (r∗ ≈ 0) results in lower base drag. Reconstructing the pressure
distribution for the low drag state, Figure 3.37c, yields a 1.6% base drag reduction
compared to the mean, and shows a more vertically symmetric wake and lower drag.
An increased vertical symmetry has been shown in the literature to result in lower
base drag [39,41,49], in agreement with these results.
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To summarise, the introduction of the wheels increases the total drag. This is
partly due to the upwash that they generate in the bulk wake flow, causing more
suction on the base and an increase in base drag. The wheels also change the
wake from a bistable wake, without the wheels, to a wake that swings across the
lower portion of the base. Reconstructing base pressures shows a more vertically
symmetric base pressure produces a lower drag.
(a) (b)
(c)
Figure 3.37: Bivariate histograms showing the distribution of radial (a) and angular (b) position
of the centre of pressure on the base of the model relative to the centre of the base along with
the reconstructed minimum base drag conditions from the radial (c) for the model with wheels at
Ψ = 0◦. The moving average uses 5% (3900 samples) of the total sample length, equivalent to 15
seconds.
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3.2.6 Impact of Wheels on Yaw Sensitivity
As with the no wheels instance, the increase in yaw angle comes with an increase
in drag. This is partly explained by the twisting of the U-shaped base pressure
distribution (Figure 3.38b), causing increased suction. Without wheels, the difference
between the drag and base drag was the same at Ψ = 0◦ and 2.5◦. This is not the
case here, and as the frontal drag shows no change (Figure 3.42), the wheels are
generating a drag increase of 0.006 relative to Ψ = 0◦ case.
The lack of correlation between the base drag increase and the total drag increase
is not in agreement with the literature [162, 163]. Kawamata et al. [162] tested two
real vehicles up to Ψ = 10◦ showing the increase in base drag closely matched the
increase in total drag. Howell et al. [163] showed data for a DrivAer model in
a crosswind indicating no change in the frontal drag between Ψ = 0◦ to Ψ = 10◦
and attributed the increase to the rearward facing surfaces. The difference may arise
from the greater exposure of the wheels on the Windsor body relative to the DrivAer.
Ψ 0◦ 2.5◦ 5◦ 10◦
Cd 0.353 0.370 0.395 0.437
Cdb 0.184 0.195 0.212 0.246
Cd − Cdb 0.169 0.175 0.183 0.191
Table 3.3: Drag coefficients at yaw for the squareback with wheels.
The mean flow field for Ψ = 2.5◦ is shown in Figure 3.40b. It presents a
longitudinal vortex pair similar to that presented in the no wheels case in Figure
3.17b. The head of the hairpin vortex (Figure 3.18b, for the no wheels) is again
dominant on the leeward side of the model, as shown in Figure 3.41. The vortex
pair from the wheel upwash is not as clear as it was for Ψ = 0◦ but is still present,
and highlighted, on the upper windward edge.
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Figure 3.38: Mean base pressures distributions with wheels at Ψ = 0◦ (a, repeated from 3.31 for
clarity), 2.5◦ (b), 5◦ (c) and 10◦ (d).
Figure 3.39: Integrated frontal drag coefficients for a yaw sweep on the Windsor model with wheels.
The twisting of the U-shaped pressure distribution presents some complex flow
features that can be visualised using the phase averaged POD, shown in Figure 3.42.
The vortex pair that are generated by yawing the model are present close to the base
and are in the same approximate locations as the vortices generated from the wheel
upwash when at Ψ = 0◦. Both these sets of vortices have the same sign, which helps
them persist through all of the phases and into the mean.
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Figure 3.40: Mean flow fields for the Windsor body with wheels at Ψ = 0◦ (a, repeated from
3.32 for clarity), 2.5◦ (b), 5◦ (c) and 10◦ (d). These show an isometric view of an isosurface of
λ2 = −0.1 coloured with the longitudinal velocity with streamlines on the horizontal mid-vertical
slice (z = 0.657h).
The upper vortex pair from the wheel upwash at Ψ = 0◦ is still present, with the
windward vortex highlighted in Figure 3.42a. This is pushed towards the windward
edge but is the same sign as the lower vortex on the leeward edge. As this moves
downstream, they destructively interfere in the φ = 0, 2pi case.
The size of the leeward vortex pair is dependant on the size of the vortex on
the windward edge, as was the case without wheels. For φ = pi, Figure 3.42d, the
vortex on the windward side is larger and closer to the base, the effect of this is the
weakening of the longitudinal vortices.
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Ψ = 0◦
(a)
Ψ = 2.5◦
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Wind.
(b)
Ψ = 5◦
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Wind.
(c)
Ψ = 10◦
Lee.
Wind.
(d)
Figure 3.41: Mean flow fields for the Windsor body with wheels at Ψ = 0◦ (a), 2.5◦ (b), 5◦ (c)
and 10◦ (d) showing the mid-vertical slice (z = 0.675h) with streamlines and a contour showing
normalised mean streamwise velocity.
At yaw, the no wheels model showed a benefit to the reconstructed base drag
when the windward vortex is larger, Figure 3.21c, and a penalty when the windward
vortex is smaller, Figure 3.21a. This is not the case with wheels, with no trends for
Ψ ≥ 2.5◦ outside of experimental error for the angular or radial centres of pressure.
As with the no wheel model the flow features become better defined with larger
yaw angles. This is seen for base pressures, Figures 3.38c-d and the mean flow field,
Figures 3.40c-d. The U-shaped distribution is further twisted towards the lower
windward edge and results in more base suction. The mean flow fields also show the
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Figure 3.42: POD phase average reconstructions with the first and second POD modes,
reconstructed using 5 POD modes with streamlines and vorticity contours shown at x = 2h, 2.32h,
2.68h, 3h and 3.37h for (a) and (c) and the streamlines at z = 0.675h for (b) and (d) the model
with wheels at Ψ = 2.5◦.
wake interacting with a separation on the floor that is present because the boundary
layer on the stationary ground is interacting with the wake. As a result of this, no
instantaneous analysis has been carried out for this model at these yaw angles.
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The suction over the front radii, Figure 3.39, is maintained for the model with
wheels. This is the same trend as the model without wheels and impacts the base
drag in a similar way.
3.3 Conclusions
The aim of this chapter was to improve the understanding of the flow field around the
baseline Windsor geometry with and without wheels as well as in yawed conditions.
This improves the understanding of how the flow features are modified with geometry
changes in later chapters. Regarding the geometry with and without wheels, both
the total and base drag are sensitive to the Reynolds number but become sufficiently
independent of Reynolds number above 1.5× 106, consistent with the literature. A
significant part of the total drag Reynolds sensitivity for both geometries is the
drag over the front radii. This is shown to be more sensitive at yaw with both
cases showing similar sensitivity. The base drag is an order of magnitude less
sensitive to the Reynolds number, with the changes assumed to be a result of the
changing boundary layer thickness as reported in the literature [37,43,164]. This is
a useful result for those testing at lower Reynolds numbers and carrying out base
drag reduction research. The overarching result from the Reynolds sweeps is that
testing must take place above 1.5×106 as beyond this neither the total or base drag
is sensitive.
The no wheel configuration at Ψ = 0◦ has a bistable wake, with a low drag
condition existing as the wake passes from one bistable state to another, in agreement
with the literature [39,52]. These results coupled with the tomographic PIV definit-
ively disprove the toroidal wake model, also in agreement with the literature [52].
Another instantaneous low base drag state exists for this model when the wake is
most symmetric but is not as effective as the low drag state between the bistable
states.
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The wheels introduce an upwash into the wake, that has the effect of increasing
the base suction and removing the bistable behaviour, replacing it with a swinging
motion of the vortex pairs, that show no instantaneous benefit to base drag.
An instantaneous low base drag state still exists for the with wheels case at
the most symmetric condition. This instantaneous low base drag state shows more
vertical symmetry than the mean flow field. These benefits were not present in
the no wheels case as the mean flow is vertically symmetric. As a result of this, a
vertically symmetric wake is a key consideration for low drag.
As the model is yawed, the flow fields are dominated by a hairpin vortex, with
the head of the hairpin near the base on the leeward side of the model, the tails then
extend downstream and towards the windward shear layer. For both geometries,
the strength of the hairpin is determined by the size of the windward vortex. As
the windward vortex grows, it opposes the motion of the longitudinal tails, and the
wake becomes more laterally balanced. For the no wheels model the lateral balance
generates an instantaneous low base drag condition. The model with wheels shows
the same change in the flow field, but a reduced benefit to drag. As a result of this,
the primary aim for drag reduction should be a vertically balanced wake and then
to also laterally balance it.
As the yaw angles become larger, the no wheels case shows the same trends as
Ψ = 2.5◦ for the influence of the size of the windward vortex on the low drag state,
but with less benefit. Suggesting, as is shown in the literature [50], that the drag
is easier to positively influence at smaller yaw angles. The model with wheels does
not show any instantaneous benefit to base drag outside of experimental error.
The experiments here show that the total drag increase with yaw for the no
wheels case is mostly due to the increase in base drag. At Ψ = 5◦ and 10◦ the
increase in base drag is countered by an increase in suction over the front radii,
resulting in less total drag than expected from the literature [162,163]. With wheels,
the base drag accounts for ∼ 80% of the drag increase at Ψ = 2.5◦, with the rest
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assumed to be wheel and wheel arch pressure drag. The increased suction over the
front radii at Ψ = 5◦ and 10◦ has the same impact as without wheels, a smaller
increase in drag than expected.
The result of this chapter shows that the drag can first be reduced by modifying
the mean wake flow to be both vertically and laterally symmetric. This has been
shown here, and in the literature, to be a promising first step to low drag.
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Chapter 4
Cavities
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4.1 Introduction
This chapter investigates the impact of cavities on the drag of the Windsor model
with and without wheels. In both cases, the analysis extends up to 10◦ yaw, and
aims to improve the understanding of the mechanisms of drag reduction.
Four cavity depths are tested, d = 0.035h, 0.07h, 0.173h and 0.346h, with the
addition of the baseline, 0h, geometry, all shown in Figure 4.1. The cavities were
generated using 3mm aluminium plate, giving a non-dimensionalised cavity wall
thickness of 0.01h.
(a) d = 0h (b) d = 0.035h (c) d = 0.07h (d) d = 0.173h (e) d = 0.346h
Figure 4.1: Rendering of cavity geometries.
The techniques used in this chapter are force, surface static pressure and planar
PIV measurements. These are used to identify the sources of the change in drag as
the cavity depth is increased.
The distribution of pressure tappings used is shown in Figure 4.2 and is the same
as in Chapter 3. Additional cavity edge tappings were applied to the 0.346h cavity,
as shown in Figure 4.3, to gain more understanding of the shear layer fluctuations
at the trailing edge of the cavity. These additional pressure tappings were routed
and secured to the middle of the cavity edges.
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Figure 4.2: Surface static pressure
measurement locations for Chapter 4.
Figure 4.3: Image of the base of the model
with a 0.346h cavity with circles highlighting
the pressure tappings secured to the inside
trailing edge.
The PIV measurement planes are located in the mid-vertical plane (y = 0h,
Figure 4.4a) and a horizontal plane centred with the base (z = 0.675h, Figure 4.4b),
as described in Section 2.4.1. When performing PIV with a cavity, the aluminium
cavities were replaced with optically clear acrylic sheets, of the same 0.01h thickness.
This allows camera and laser access into the cavity, providing unique insight into
the flow field in the cavity itself.
(a) y = 0h (b) z = 0.675h
Figure 4.4: Planar PIV locations for the y = 0h (a) and z = 0.675h (b) planes used in Chapter 4.
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The PIV was only applied to a limited number of geometries. At Ψ = 0◦ the
y = 0h plane was applied to the d = 0h, 0.173h and 0.346h cavities with and without
wheels. The z = 0.675h plane was applied to the d = 0h, 0.173h and 0.346h cavities
for Ψ = 0◦ and 2.5◦ without wheels. These instances were chosen as they captured
the bulk flow changes most clearly while minimising the number of tests.
The Ψ = 0◦ is selected for each cavity depth as these geometries are geometrically
symmetric. This is achieved by yawing the model in small 0.1◦ increments until
the most laterally symmetric base pressure was achieved. The lateral symmetry is
determined objectively with a lateral centre of pressure calculation, Equation 2.11
(p.64).
4.2 Results and Discussion
4.2.1 No Wheels at Ψ = 0◦
For the no wheel model at 0◦ yaw, introducing a cavity reduces the drag and base
drag, seen in Figure 4.5. For this model, the maximum total drag reduction is 0.021,
with a cavity depth of 0.173h. Evrard et al. [39] is the most relevant comparison in
the literature with tests on a 25% Ahmed model at similar Reynolds numbers and
cavity wall thickness. Evrard et al. showed for the depths tested here (0.173h and
0.346) the total drag reduction was ∼ 0.023 for both instances, agreeing well with
the results reported here.
An optimum for drag reduction is not clear due to the spatial resolution of cavity
depths tested. Evrard et al. [39] found the optimum to occur at 0.275d, which is
between the depths tested here.
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Figure 4.5: Drag (Cd) and base drag (Cdb) with cavity depth at Ψ = 0
◦ and no wheels.
The maximum reduction for base drag is a 0.346h cavity, but the difference from
the 0.173h cavity is less than 0.001, which is within experimental error (±0.001). In
all cavity cases the base drag reduction is caused by a more uniform, higher pressure
on the base, illustrated in Figure 4.6. This is consistent with the results shown
previously by Duell and George [72] on a 12.5% scale Ahmed model and by Sterken
et al. [77] on a production vehicle.
The inverted U shape on the base pressure distribution on the 0.173h and 0.346h
cavities both indicate that a slight downwash is being introduced into the wake. The
downwash is confirmed by the impingement region in the PIV data for the y = 0h
plane, Figure 4.7, moving towards the lower edge of the base.
(a) d = 0h (b) d = 0.035h (c) d = 0.07h (d) d = 0.173h (e) d = 0.346h
Figure 4.6: Mean base pressure distributions at Ψ = 0◦ without wheels.
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Figure 4.7: Planar PIV plots of velocity magnitude for d = 0h (a-b), d = 0.173h (c-d) and d = 0.345h
(e-f) for the y = 0h (a,c,e) and z = 0.675h (b,d,f) planes.
Perry et al. [29] suggested averaging the velocities in the wake within a certain
distance from the base and applied this analysis to a Windsor model with side edge
tapering to generate a correlation between low velocity and low base drag. In the
case of Perry et al. the correlation was shown when the analysis was applied close
120
CHAPTER 4. CAVITIES
to the wall (xwake = 0.1h). In this work this is applied using Equation 4.1 for the
horizontal (z = 0.675h) PIV plane, with the spatial average bounded by the base, a
point in the wake (0.5h downstream of the base) and both sides of the model. This
equation can be modified for the vertical (y = 0h) PIV plane by averaging with |u∗z|,
rather than |u∗y|, and bounded by the top and bottom edges of the model, instead
of the side edges.
u∗parallel =
1
Aw
∫ xwake
xbase
∫ yw/2
−yw/2
|u∗y|dydx (4.1)
where |u∗y| is the absolute normalised velocity in the y direction, xbase and xwake are
the x position of the base and a determined point in the wake which the integral is
performed over. ±yw/2 are the y positions of the side edges of the model and Aw is
a product of the x and y distances from the integral.
The result of applying Equation 4.1 with xwake = 0.5h is shown in Table 4.1
for y = 0h and z = 0.675h. The analysis here shows a lower velocity parallel
to the model base with a larger depth cavity, which also correlates with a higher
base pressure and lower base drag. For z = 0.675h, this trend is maintained when
considering a range of xwake values from 0.05h to 2h, showing that the entire wake
is slower, not just the flow close to the base. Assuming that the introduction of a
cavity does not change the dynamic pressure at separation point, the energy driving
the flow within the wake, acting through the shear layers, remains unchanged, but
has to drive a larger wake volume. As the same energy has more viscous flow to
drive, the flow is slower, resulting in a higher static pressure on the base.
The analysis, when applied to the y = 0h, only correlates when xwake ≥ 0.2h.
This is a result of the downwash introduced in this plane with the 0.173h and 0.346h
cavities. Perry et al. [29] commented that this analysis works best when applied to a
plane centred on a low pressure region. In this case, the y = 0h plane is not centred
on a low pressure region due to the downwash and the inverted U-shaped base
pressure distribution. If Equation 4.1 is applied to the velocity magnitude instead
of the parallel velocity, then the trend of slower velocity in the wake resulting in
lower base drag is present regardless of the plane considered or the xwake value
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d
No Wheels
Ψ = 0◦
y = 0h z = 0.675h
0h 0.042 0.046
0.173h 0.038 0.042
0.346h 0.023 0.034
Table 4.1: Mean of the absolute normalised velocity parallel to the base 0.5h downstream of the
base.
(0.05h < xwake < 2h range). The trend of reduced velocity in the wake, and close
to the base, is not something previously reported in cavity literature. The ability to
show it here is a direct result of using optically clear cavities.
The difference between the reduction in total and base drag increases from the
0.173h cavity to the 0.346h cavity. This effect is seen in the literature [53], for
cavities on axisymmetric models, and is attributed to skin friction. The skin friction
for the external cavity walls in the cases tested here is therefore approximated using
the seventh power law [150] (Equation 4.2). Using the calculated skin friction force
as a percentage of the total force measured, from the balance, allows an estimate of
the skin friction coefficient. This calculation, input variables and results are shown
in Table 4.2 with the results showing that the increase in skin friction is similar to
the difference between total and base drag reductions (0.003, from Figure 4.5).
Fskin =
0.027
Re
1
7
· ρu
2∞
2
·As (4.2)
where As is the area of the geometry parallel to the flow.
The internal walls of the cavity also contribute to skin friction. With the PIV
inside the cavity, the maximum velocity exiting the cavity can be determined and
used in a similar analysis to that presented in Table 4.2 to determine if there is a
significant drag contribution. The maximum ux velocity determined from the PIV is
used in the Reynolds number calculation with the cavity depth as the characteristic
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d
Drag
(N)
Cd
ρ
(kg/m3)
u (m/s,
corrected)
Rel
(×106)
As
(m2)
Fskin(N) ∼Csf
0h 34.2 0.280 1.22 42.2 3.00 1.33 4.63 0.038
0.173h 31.5 0.257 1.23 42.2 3.16 1.75 6.10 0.050
0.346h 31.7 0.259 1.23 42.2 3.30 1.89 6.53 0.053
Table 4.2: Calculations showing an estimate of skin friction contribution to total drag for 0h, 0.173h
and 0.346h cavity depths.
length. The maximum values for ux were 3.5m/s and 3.1m/s for the 0.173h and
0.346h cavities, respectively. The analysis resulted in negligible additional skin
friction drag estimate of 0.06% (0.173h) and 0.1% (0.346h).
In order to further analyse the mechanisms of drag reduction, unsteady analysis
is carried out. Initially, this considers the very low frequency bistable behaviour,
and then investigates higher frequency motions.
An increasing cavity depth reduces the strength of the bistable behaviour, signal-
led by the reduction in strength of the two regions of high RMS in the fluctuating
component of the base pressures, Figure 4.8. Only the baseline, the largest bistable
cavity (0.07h) and the largest cavities are presented for clarity. This is also clear
when considering the PDF of a pressure measurement close to the centre of the
base, Figure 4.9. The PDF shows a single, more narrow peak with increased cavity
depth. The reduction in the bistable behaviour with increased cavity depth is the
same trend as shown by Evrard et al. [39] on the Ahmed model.
The bistable behaviour is also evident from the angular position of the centre
of pressure on the base, Figure 4.10. Figure 4.10a repeats the data from Chapter 3
showing the low drag state that occurs during the switch between each bistable state
for no cavity. The 0.07h cavity (Figure 4.10b) shows the same bistable behaviour
with the same ∼ 4% drag reduction between the bistable states. For the largest
cavity, Figure 4.10c, the bistable behaviour is not present, in agreement with the
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(a) d = 0h (b) d = 0.07h (c) d = 0.346h
Figure 4.8: RMS of base pressure fluctuations at Ψ = 0◦ without wheels.
Figure 4.9: PDF of a pressure tapping near the centre of the base. Shown for all cavity depths with
no wheels at Ψ = 0◦.
PDF of the pressure tapping, Figure 4.9. However, this cavity depth still shows two
preferential angular positions in Figure 4.10c, but there is no longer a drag benefit
between the preferential states.
A bistable wake is only present when great care is taken during set up with
both pitch and yaw angle. Only slight disturbances, such as a small cylinder in the
wake [48] or small (0.1◦) yaw [69] and pitch [49] angles, are needed to prevent it. It
is therefore not unreasonable to expect that the additional wake volume generated
by the cavity is enough to suppress this behaviour.
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(a) d = 0h (b) d = 0.07h (c) d = 0.346h
Figure 4.10: Bivariate histograms showing the angular position of the centre of pressure relative to
the centre of the base for the three cavity depths without wheels at Ψ = 0◦. d = 0h (a), d = 0.07h
(b) and d = 0.346h (c). The moving mean uses 5% of the total sample length (3900 samples, 5
seconds equivalent).
Higher frequency analysis requires the use of PSDs applied to the base pressure
data (Section 2.3.3). The PSD data is presented in the form of a Strouhal number
(Equation 4.3).
Sth =
f · h
u∞
(4.3)
where f is the frequency (Hz) from the PSD analysis, h is the base height (m) and
u∞ is the freestream velocity (m/s).
Initially, an analysis of the temporal pressures on the base of the model is
considered, to determine the flows that reach the base of the model and how the
cavity depth impacts them. It should be noted that there are a number of spikes
in the high frequency region, Sth ≈ 0.625, that are present throughout the tests
and pressure locations. These spikes are a result of the rotation of the drive fan
far downstream of the model and do no represent any flow features [165]. Three
locations have been chosen for this analysis, near the vertical edge (Figure 4.11),
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the horizontal edge (Figure 4.12) and between the centre of the base and the vertical
edge (Figure 4.13). These locations are selected to help identify the lateral, vertical
and pumping motions of the wake, respectively. Once frequency peaks are identified
from the PSD, the phase coherence maps discussed in Section 2.3.3 are used to
show the wake motions. Figure 4.14 shows the resulting motions, labelled with the
identified peaks. The hatched area marks coherence between pressure tappings of
less than 5%.
In the no cavity instance, the lateral motion is present at Sth = 0.145 on the
vertical edge (Figure 4.11) with each side of the model out of phase in the coherence
map, Figure 4.14a. The vertical motion is present at Sth = 0.18 on the horizontal
edge (Figure 4.12) with the phase map showing an out of phase motion between the
top and bottom edges, Figure 4.14k. The pumping motion is present at Sth = 0.072,
but this motion involves the whole wake [52, 73, 155], so the peak is present in all
of the 0h PSDs (Figure 4.11, 4.12 and 4.13). The pumping motion is shown in
the phase coherence distribution (Figure 4.14g) with an in-out-in phase from the
pressure tapping to the vertical base edge. This motion is also mixed with the
lower frequency bistable motion, as shown by the general phase difference between
each side of the model. These frequencies and respective motions agree with the
literature [52,73,155] for similar bluff bodies.
The general trend for increasing cavity depth is for the peaks in the PSD to
become less pronounced. This is the clearest for the vertical motion (Figure 4.12)
at Sth = 0.18, and for cavities larger than 0.035h there is no longer a peak. The
reduction in coherence from Figure 4.14k to 4.14l is also clear as the region above
the 5% minimum is smaller.
The pumping motion peak, Sth = 0.072 without a cavity, becomes less pro-
nounced with increasing cavity depth, until the largest cavity when it is no longer
visible (Figure 4.13). At the largest cavity depth that displays the pumping motion,
0.173h, the in-out-in phase is still present, with the motion showing the same shape
regardless of cavity depth.
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The lateral motion does not change in shape (Figure 4.14a-f) with an out of
phase motion between the sides. The lateral motion instead shows a significantly
reduced frequency (Figure 4.11) with an increasing cavity depth. This is most likely
why two lobes appear in the angular centre of pressure plot, Figure 4.10c. The larger
cavities present a change in gradient on the PSD, rather than peaks. The reason for
this motion’s persistence is that when the major axis of the base and the direction
of the motion align, the motion is stronger [71].
The 0.173h cavity shows a strong peak at Sth = 0.149 in Figure 4.11 and 4.13.
Given the similarity in frequency and tapping position to St = 0.145h with the 0h
cavity, it could be interpreted as a lateral motion. However, the phase coherence
map, Figure 4.14e, shows this frequency to be mixing between the lateral (3rd
harmonic) and pumping (2nd harmonic) motions, confirmed by the ring of near
pi/2 phase on the base that is not in line with the pure lateral motion seen at
Sth = 0.051, Figure 4.14d, and is instead more similar to the Sth = 0.072 pumping
motion phases, Figure 4.14j.
The results of the phase coherence maps and PSDs show that the introduction
of the cavity removes the vertical motion. They also show that increased cavity
depth reduces the energy of the pumping motion but has no effect on its frequency.
The cavity depth also has no impact on the lateral motion but reduces its frequency
significantly.
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Sth = 0.07→.th 0 07.t ..
Sth = 0.145 −→.th 0 145.t ..
Figure 4.11: PSD of a pressure tapping close to the vertical edge of the model at Ψ = 0◦ and no
wheels.
Sth = 0.07→.th 0 07.t ..
Sth = 0.18 −→.th 0 18.t ..
Figure 4.12: PSD of a pressure tapping close to the horizontal edge of the model at Ψ = 0◦ and no
wheels.
Sth = 0.07→.th 0 07.t ..
Figure 4.13: PSD of a pressure tapping close to the centre of the base at Ψ = 0◦ and no wheels.
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Figure 4.14: Phase coherence maps for the vertical, lateral and pumping motions of the wake for the different cavity depths. The Strouhal
number is shown for each map. The model is without wheels at Ψ = 0◦.
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In order to investigate further how the motions on the base are affected by the
shear layers, a pressure tapping near the trailing edge of the cavity is used, shown
in Figure 4.15 (red), and compared to a pressure tapping on the base close to the
sidewall of the cavity (magenta) and, in the same location but without (black) the
cavity.
When comparing the pressure tappings close to the separation point with (red,
d = 0.346h) and without (black, d = 0h) a cavity the high frequency response is
similar. This is noted with a broad peak at Sth ≈ 0.145. The similarity in the
high frequency response near the shear layer is similar to Morel [53], who showed
that there was no significant difference in the frequencies of the shear layers with an
increasing cavity depth on an axisymmetric model.
Comparing instead the tappings close to the separated shear layer (red) at the
trailing edge of the cavity with the base of the model (magenta) with the cavity
(d = 0.346h), the low frequency response is more similar than the high frequency
response. This is clear as with the cavity, the frequencies associated with the
pumping motion, Sth = 0.07, and bistability, Sth ≤ 0.02, are not present.
Smith and Glezer [166] and Minelli et al. [111] show in their studies using
synthetic jets that lower frequency actuation penetrates further into the flow than
the high frequency actuation. If the same mechanisms are present here, this would
explain why only the low frequencies are present both near the shear layer and on
the base.
These results also suggest that the reduction in wake velocity and the reduction
in the frequency of the unsteady motions are linked as the wake is driven by unsteady
motions. As you increase the depth of the cavity, the volume of the wake increases
as well as moving the separated shear layers further from the base. As the higher
frequency motions are consistent when pressure measurements are taken close to
the shear layer, there is no effectively no change in the shear layer. This suggests
that the additional mass from the cavity is either dampening the fluctuations, as
there is a given amount of energy from the shear layer but it isn’t impacting the
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wake as much, or changing the resonant frequencies of the wake. It is more likely to
be a dampening effect as the vertical and pumping motions have gradually reduced
energy with increased cavity depth whilst maintaining the frequency associated with
the motion.
Sth = 0.02→.th 0 02.t ..
Sth = 0.07→.th 0 07.t ..
Sth = 0.145 −→.th 0 145.t ..
Figure 4.15: Comparison of a PSD for pressure measurement locations on the d = 0h (black) cavity
base, the d = 0.346h base (magenta) and on the trailing edge of the cavity (red) at Ψ = 0◦ without
wheels.
This experimental campaign shows similar drag reductions at similar cavity
depths to the literature [39], caused by a global reduction in base drag. Past
the optimum cavity depth an estimate of the skin friction confirms that the drag
increases because of an increase in skin friction from the outer walls of the cavity.
The increase in pressure on the base, and resulting reduction in base drag, is
correlated with a reduction in velocity in the wake flow. The frequencies associated
with the wake flows are also damped with increasing cavity depth. Once the
maximum cavity depth, 0.346h, has been achieved the only motion remaining,
compared to the 0h cavity, is along the width of the base.
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4.2.2 No Wheels at Yaw
As has been discussed previously, automotive vehicles are not typically at Ψ = 0◦ in
the real world, and the impact of cavities should be tested at yaw. The angles tested,
Ψ = 2.5◦, 5◦ and 10◦ are sufficient to accurately represent real world drag [120].
The drag and base drag reduction from no cavity and the four cavity depths, at
yaw, can be seen in Figure 4.16 and 4.17 respectively. As at Ψ = 0◦, all the cavities at
all yaw angles tested resulted in both an overall drag and base drag reduction. The
drag and base drag show the same trends at yaw with any differences being a result
of additional skin friction drag. When considering the front end drag (Figure 4.18)
and using the analysis described in Chapter 3, there are no significant differences to
the front end drag between cavity depths. This result shows that the changes to the
drag are a result of changing the base drag and wake flow.
At all yaw angles greater than 0◦, the largest reduction is achieved by the 0.346h
cavity, the trends suggest that a further increase in depth would produce further
drag reductions. This result is similar to Sterken et al. [77] when testing cavities on
a production geometry. Sterken et al. showed the largest (∼ 0.22h) geometry tested
resulted in the largest drag reduction for Ψ ≥ 2.5◦.
Figure 4.16: Drag reduction at
yaw for varying cavity depths
without wheels.
Figure 4.17: Base drag reduction
at yaw for varying cavity depths
without wheels.
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Figure 4.18: Integrated frontal drag coefficients for at Ψ = 2.5◦ with cavity depth.
The mean base pressures for the baseline model without a cavity, from Chapter 3
are repeated in Figure 4.19 alongside those for the cavity cases. The baseline shows
the flow shifting from the mean laterally symmetric wake to the wake bias on the
leeward side of the model. The bias is associated with the large hairpin vortex, the
head of which is seen in the PIV at z = 0.675h, Figure 4.20a. The same trend also
exists with a larger yaw angle resulting in a stronger hairpin vortex and more base
drag.
The mean base pressures with yaw for the cavities are presented in Figure 4.19
for 0.173h and 0.346h as these show the largest changes from 0h. A similar trend
is present for these yaw angles as that at Ψ = 0◦. The base pressure becomes more
uniform and higher pressure with an increased cavity depth. Sterken et al. [77] show
similar results at yaw with the base pressure distribution shape remaining but being
higher pressure with a larger cavity.
The PIV is limited to 2.5◦ yaw with the 0h, 0.173h and the 0.346h cavities. This
was the only yaw angle tested with PIV as it has been shown in Chapter 3 that the
wake behaves in a similar manner at larger yaw angles. The mean flow field from
the PIV at z = 0.675h is shown in Figure 4.20. The mean flow from the planar PIV
shows the lengthening of the wake with an increased cavity depth, also showing that
the location of the impingement point on the base is unchanged.
133
CHAPTER 4. CAVITIES
Ψ
=
2.
5◦
d = 0h
W
in
d
w
a
r
d
(a)
d = 0.173h
W
in
d
w
a
r
d
(b)
d = 0.346h
W
in
d
w
a
r
d
(c)
Ψ
=
5◦
W
in
d
w
a
r
d
(d)
W
in
d
w
a
r
d
(e)
W
in
d
w
a
r
d
(f)
Ψ
=
10
◦
W
in
d
w
a
r
d
(g)
W
in
d
w
a
r
d
(h)
W
in
d
w
a
r
d
(i)
Figure 4.19: Mean base pressures for three cavity depths (d = 0h [a,d,g], 0.173h [b,e,h] and 0.346h
[c,f,i]) at three different yaw angles (Ψ = 2.5◦ [a-c], 5◦ [d-f] and 10◦ [g-i]) for the model with no
wheels.
The spatial averaging analysis performed in Table 4.1 is repeated for the horizontal
PIV plane at Ψ = 2.5◦. Averaging the velocities parallel to the base, 0.5h downstream
(Table 4.3), shows the same relationship between lower velocities and lower base
drag.
Although the relationship between velocity and drag is identical between Ψ =
2.5◦ and Ψ = 0◦, at yaw the wake is also more symmetric. The improvement
in symmetry is indicated by the size of the windward vortex being much larger
with larger cavities, Figure 4.20. A low drag has been shown to be a result of
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Wind.
Lee.
(a) d = 0h
Wind.
Lee.
(b) d = 0.173h
Wind.
Lee.
(c) d = 0.346h
Figure 4.20: Horizontal PIV of velocity magnitude at z = 0.675h at Ψ = 2.5◦ for the d = 0h (a),
0.173h (b) and 0.346h cavities without wheels.
improved wake symmetry in the literature for yawed [50,51], pitched [49] and wake
balanced [29, 59] models, but here this is compounded with a reduction in wake
velocity.
d
No Wheels
Ψ = 0◦ Ψ = 2.5◦
y = 0h z = 0.675h z = 0.675h
0h 0.042 0.046 0.075
0.173h 0.038 0.042 0.061
0.346h 0.023 0.034 0.047
Table 4.3: Mean of the absolute normalised velocity parallel to the base 0.5h downstream of the
base for the PIV presented up to this point, including Table 4.1.
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The instantaneous size of the windward vortex was shown to be an indicator
of low base drag flows in Chapter 3. As the cavity seems to increase the size of
the windward vortex, an unsteady analysis is also useful here to determine how the
mean flow generates a base drag reduction. Initially, this analysis considers the
radial position of the centre of pressure and its relation to base drag, Figure 4.21.
The three cavity depths considered for this analysis are the same as tested using
the PIV. This allows reconstructed base pressure distributions to be compared with
phase averaged PIV, using the same method as Chapter 3. Only individual phase
average reconstructions are presented, the full set for each geometry is shown in
Appendix C.
The three geometries show very different responses in the base drag and radial
position of the centre of pressure. However, they all show the lowest base drag is
consistently at the most asymmetric, when the radial centre of pressure is farthest
from the centre of the base (r∗ >> 0), base pressure distribution.
The high base drag, without a cavity Figure 4.21a, occurs with a low radial
centre of pressure (min(r∗), Figure 4.22a) with a 2% increase in reconstructed base
drag. The cause of this is seen in the phase average PIV at φ = pi/2 (Figure 4.22c),
which shows no vortex on the windward side of the wake. The vortex on the leeward
side dominates the flow and produces a more uniform pressure distribution across
the base.
The low drag without a cavity occurs when the radial centre of pressure is a
maximum with a 3% reduction in reconstructed base drag. The wake flow causing
this is the opposite to the high base drag flow. The phase average (φ = pi, Figure
4.22d) shows the presence of the windward vortex. The windward vortex causes a
larger and stronger stagnation region on the base of the model (Figure 4.22a), not
offset by the increase in suction on the leeward side.
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(a) d = 0h (b) d = 0.173h (c) d = 0.346h
Figure 4.21: Bivariate histograms showing the radial position of the centre of pressure relative to the
centre of the base for the three cavity depths without wheels at Ψ = 2.5◦. d = 0h (a), d = 0.173h
(b) and d = 0.346h (c). The moving mean uses 5% of the total sample length (3900 samples, 5
seconds equivalent).
These results are identical to Chapter 3, but here are calculated using planar
rather than tomographic PIV. These results showing identical trends provides confid-
ence in the quality of the data.
The radial centre of pressure with the 0.173h cavity, Figure 4.21b, shows a
parabolic shape with base drag rather than the linear relationship seen without
the cavity (0h). The most symmetric condition (min(r∗)) is reconstructed in Figure
4.23c, and no longer results in a high base drag but results in a 1.7% reconstructed
base drag reduction. A flow field to match this condition could not be reconstructed
as the number of PIV images taken (1000) is limited and the size of the bins (pi/8)
used are relatively large. This most symmetric condition does not occur often, so
more images would need to be taken for a statistically significant flow field to be
produced with a smaller phase averaging bin.
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Figure 4.22: Comparison between the reconstructed low radial centre of pressure base pressure (a)
and high radial centre of pressure (b). Also presented with the reconstructed phase averaged PIV
(c,d) showing flow fields that generate the base pressures. Applied without wheels at Ψ = 2.5◦ and
d = 0h.
The same wake flow drives the high (max(C ′db for r
∗), Figure 4.23a, 1.7% increase
in base drag) and low (max(r∗) Figure 4.23b, 4.5% base drag reduction) base drag
conditions as without a cavity. The velocity data shows that as the windward vortex
is larger, Figure 4.23e, the base drag is smaller with the opposite also being true,
Figure 4.23d.
These results showing the size of the windward vortex correlating with a low
reconstructed base drag indicate that the underlying flow features have not changed.
This is significant as at 0◦ yaw the cavities modified the unsteady behaviour of the
flow.
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Figure 4.23: Comparison between the maximum reconstructed base drag from radial centre of
pressure position (a), high radial centre of pressure (b) and minimum radial centre of pressure (c).
Also presented with the reconstructed phase averaged PIV (d,e) showing flow fields that generate
the base pressures. Applied without wheels at Ψ = 2.5◦ and d = 0.173h.
The 0.346h cavity shows, in Figure 4.21, a third relationship between the radial
centre of pressure and base drag. This relationship cannot be simply characterised
but shows that the most asymmetric condition (max(r∗), Figure 4.24b) is the lowest
base drag with the vortex on the windward side causing the low base drag state
(φ = pi/2, Figure 4.24e).
The high base drag (max(C ′db for r
∗), Figure 4.24a, 1.2% increase in base drag)
and most symmetric (min(r∗), Figure 4.24c, 0.6% reduction in base drag) show
no penalty to the base drag outside of experimental error. The high base drag is
caused by a smaller windward vortex (Figure 4.24d), but unlike 0h and 0.173h it is
still present in the high base drag condition.
The most symmetric condition is present in the reconstructed base pressures,
Figure 4.24c, and the phase averaged flow field, Figure 4.24f, and is notable as it
does not show a benefit to the base drag for being symmetric. This is counter
to the literature [50, 51], which states the lowest base drag is the most symmetric
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base pressure condition for similar models at yaw, when employing different drag
reduction techniques such as base flaps [50] or blow geometries [51]. The reconstructed
flow for the most symmetric condition (φ = 3pi/2, Figure 4.24f) presents a windward
vortex that is thinner than the low base drag flow (φ = pi/2, Figure 4.24e), suggesting
that the size of the windward vortex correlates with a larger region of higher pressure,
with a larger vortex in the low base drag condition.
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Figure 4.24: Comparison between the maximum reconstructed base drag from radial centre of
pressure position (a), high radial centre of pressure (b) and minimum radial centre of pressure (c).
Also presented with the reconstructed phase averaged PIV (d-f) showing flow fields that generate
the base pressures. Applied without wheels at Ψ = 2.5◦ and d = 0.346h.
The face that the windward vortex is present in the phase averaged results
suggests that the change in size is a low frequency motion. When a PSD is performed
on a pressure tapping near the windward edge, Figure 4.25, well defined peaks or
gradient changes are only present at low (Sth ≤ 0.1) frequencies. Applying the phase
coherence analysis at the peak frequencies chosen (0.055 < Sth < 0.088), results in
Figure 4.26, showing that the windward and leeward edges are out of phase with one
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another at Sth = 0.088 for the 0h cavity, Figure 4.26a. This has the same effect on
the base pressure as the growing and shrinking of the windward vortex, confirming
this motion to be low frequency.
As with the lateral motion at Ψ = 0◦, at yaw the frequency reduces with increased
cavity depth. The initial low frequency at d = 0h (Sth = 0.088) results in less
reduction in frequency with cavity depth, down to Sth = 0.055 for the 0.346h cavity,
than at Ψ = 0◦. The motion remaining at such a low frequency allows it to propagate
upstream and be measured on the base.
Sth = 0.088→.th 0 088.t ..
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Figure 4.25: PSD at a pressure tapping near the windward edge of the model without wheels at
Ψ = 2.5◦.
When the cavity is present, the vortex on the leeward side of the model is
stretched along the body axis, Figure 4.20, presenting the same impingement location
on the base, Figure 4.19. As the main impingement location is maintained, it
allows for a larger mean windward vortex, which is a better initial condition for
the instantaneous base drag reductions. The size of the mean vortex is also the
reason it is maintained in the phase averaging analysis
The trends discussed for Ψ = 2.5◦ are broadly the same with the increased yaw
angle with regards to unsteady behaviour. As a result of this, the analysis is not
repeated for Ψ = 5◦ and 10◦, but is presented for completeness in Appendix D.
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Figure 4.26: Phase coherence maps at a pressure tapping near the windward edge of the model
without wheels at Ψ = 2.5◦.
This section shows that the optimum at yaw is not the same as the optimum at 0◦
yaw with the largest drag reductions at smaller (2.5◦) yaw angles. There are two drag
reduction mechanisms identified for these geometries at yaw, it is unknown which
is the primary mechanism but is clear they are compounded due to the significant
additional drag reduction from 0◦ to 2.5◦ yaw. The first mechanism is the reduction
in wake velocity, which matches the 0◦ yaw drag reduction mechanism. The second
mechanism is an improved mean lateral symmetry driven by the size of the windward
vortex. A larger windward vortex was also shown to correlate to a low instantaneous
reconstructed base drag. The size of the windward vortex was shown, with phase
coherence and PSD analysis, to be a low frequency motion, allowing this mechanism
to propagate upstream to the base unlike the higher frequency flows at 0◦ yaw.
142
CHAPTER 4. CAVITIES
4.2.3 With Wheels at Ψ = 0◦
The impact of drag reduction devices on a model with wheels is important because
of the added realism. This section aims to improve the understanding and bridge
the gap between simplified and real geometries for cavities.
The cavities with wheels show a much larger drag and base drag reductions than
without the wheels (Figure 4.27) and indicate that beyond that tested here. Similar
experiments on a real vehicle (Volvo XC60) show the optimum at ∼ 0.13h [77].
This difference was not expected and is likely a result of the simplified nature of
the Windsor model, or that the relationship is a complex one that is a function of
multiple geometric parameters.
Figure 4.27: Drag (Cd) and base drag (Cdb) for Ψ = 0
◦ with and without wheels. Data from Figure
4.5 is included for comparison.
The mean base pressure distribution, Figure 4.28, shows an increasing pressure
over the base with an increased cavity depth, the same trend without the wheels at
Ψ = 0◦. The base pressure also becomes more vertically symmetric with increased
cavity depth, countering the upwash from the wheels.
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(a) d = 0h (b) d = 0.035h (c) d = 0.07h (d) d = 0.173h (e) d = 0.346h
Figure 4.28: Mean base pressure distributions at Ψ = 0◦ with wheels.
The increasing vertical symmetry with increasing cavity depth is also seen in
the y = 0h PIV plane, Figure 4.29, that also shows the upper vortex becoming
larger with increasing cavity length. This shows a similar reaction to the no wheel
geometries at yaw, with the upper vortex behaving similarly to the windward vortex
at Ψ = 2.5◦.
(a) d = 0h (b) d = 0.173h
(c) d = 0.346h
Figure 4.29: Planar PIV plots of the velocity magnitude for d = 0h (a), d = 0.173h (b) and
d = 0.345h (c) for the y = 0h plane.
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Spatially averaging the velocities within 0.5h of the base, Table 4.4, shows that
the lowest wake velocities again correlate with the lowest base drag as for the no
wheel geometries. In this instance this result is partly due to the reintroduced
symmetry as well as a reduction in the velocity in the wake. These trends are
showing the compounding of the symmetrical wake and the reduced wake velocity
in same way as the no wheel geometry at 2.5◦ yaw, but it is still unknown which is
the primary mechanism.
d
No Wheels With Wheels
Ψ = 0◦ Ψ = 2.5◦ Ψ = 0◦
y = 0h z = 0.675h z = 0.675h y = 0h
0h 0.042 0.046 0.075 0.064
0.173h 0.038 0.042 0.061 0.053
0.346h 0.023 0.034 0.047 0.035
Table 4.4: Mean of the absolute normalised velocity parallel to the base 0.5h downstream of the
base for the PIV presented up to this point, including Table 4.1 and Table 4.3.
The radial centre of pressure and phase averaging results, Figure 4.30, for the
geometry with wheels at 0◦ yaw is similar to the results without wheels at 2.5◦ yaw.
The radial centre of pressure and phase averages show the upper vortex growing in
size (Figure 4.30e), generating a low drag condition (Figure 4.30c). Only individual
phase reconstructed flows have been presented in Figure 4.30; the full set is shown
for completeness in Appendix C.
To confirm the trends in frequency reduction when increasing cavity length, a
PSD is applied to the pressure tappings to identify the vertical, Figure 4.31, and
lateral, Figure 4.32, motions of the wake. The introduction of the wheels with no
cavity shifts the frequency of the lateral and vertical motions to Sth = 0.15 and
Sth = 0.22 respectively. These motions are confirmed in the phase coherences maps
with the lateral and vertical present in Figure 4.33a and 4.33f, respectively.
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(a)
(b) max(r∗) (c) min(r∗)
(d) φ = pi/2 (e) φ = pi
Figure 4.30: Bivariate histograms showing the distribution of radial (a) position of the centre of
pressure on the base of the model relative to the centre of the base. Plots (b) and (c) show the
reconstructed base pressure contours of the maximum (b) and minimum (c) base drag conditions
from the radial (a) averaging. Plots (d) and (e) show the phase averaged reconstructed flows at
pi/2 (d) and pi (e) using five modes in the y = 0h plane.
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The high coherence between the left and right hand sides across the upper part
of the base shows that, without a cavity, the lateral motion is constricted to the
upper portion of the base, Figure 4.33a. This is consistent with the impingement
region on the base (high pressure) in Figure 4.28a.
The lower frequency peaks for both the 0.173h (Sth = 0.084, Figure 4.33b) and
0.346h (Sth = 0.050, Figure 4.33d) cavities show coherent lateral motion across
the height of the base. The higher coherence is a result of the improved vertical
symmetry of the base pressure distribution in Figure 4.28.
When there are no wheels the vertical motion is suppressed by a short cavity
(0.07h), this does not happen until the cavity is much longer when the wheels are
present (0.346h). In this instance, the vertical motion is instead replaced with a
lateral motion (Figure 4.33h). The vertical motion being more persistent is due to
the strong upwash from the wheels. The wheels modify the wake flow such that the
cavities have less of an impact on suppressing the motions along the minor base axis.
Sth = 0.15 −→.th 0 15.t ..
Sth = 0.22 −→.th 0 22.t ..
Figure 4.31: PSD of a pressure tapping close to the top centre of the base at Ψ = 0◦ with wheels.
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Sth = 0.15 −→.th 0 15.t ..
Sth = 0.22 −→.th 0 22.t ..
Figure 4.32: PSD of a pressure tapping close to the top, offset from the centre of the base at Ψ = 0◦
with wheels.
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(f) Sth = 0.211 (g) Sth = 0.185 (h) Sth = 0.051
Figure 4.33: Phase coherence maps for the vertical and lateral motions of the wake for the different cavity depths. The Strouhal number is
shown for each map. The geometries are with wheels at Ψ = 0◦.
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4.2.4 With Wheels at Yaw
When the model with wheels is yawed, increasingly smaller drag reductions are
achieved with larger yaw angles, Figure 4.34. The base drag shows the same trend
as the total drag in Figure 4.35.
Figure 4.34: Drag reduction at yaw for
varying cavity depths with wheels.
Figure 4.35: Base drag reduction at yaw for
varying cavity depths with wheels.
The mean base pressure distribution, Figure 4.36, show that as the model is
yawed to Ψ = 2.5◦, the U shaped base pressure distribution is twisted towards the
leeward edge of the model. In contrast to the cavities without wheels, the effect
of the cavity at yaw is to improve the vertical symmetry and lessen the lateral
symmetry. This reduces the drag by increasing the area of impinging flow on the
base, signalled by a larger area of higher pressure.
The drag reduction at Ψ = 5◦ is shown as an improvement in the vertical
symmetry on the base pressure distribution as well as larger regions of high pressure.
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At Ψ = 10◦ the base pressure distribution shows a near vertically symmetric wake
for the 0.346h cavity with an increase in the low pressure region. Unlike smaller yaw
angles there is no improvement in the impingement region on the base resulting in
less drag reduction than at the other yaw angles.
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Figure 4.36: Mean base pressure distributions for three cavity depths (d = 0h [a,d,g], 0.173h [b,e,h]
and 0.346h [c,f,i]) at three different yaw angles (Ψ = 2.5◦ [a-c], 5◦ [d-f] and 10◦ [g-i]) for the model
with wheels.
The instantaneous flow at Ψ = 2.5◦ is again analysed as representative for the
larger yaw angles. The PSDs and phase coherence maps for vertical and lateral
motions are shown in Figures 4.37, 4.38 and 4.39.
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The vertical motion at Ψ = 0◦ shows a frequency of Sth = 0.22. This motion and
frequency are persistent at this yaw angle for the 0h cavity (Figure 4.39a), showing
that the wheels drive this motion. The larger area of lower coherence suggests the
weakening of this motion.
The 0.173h cavity shows, for the vertical motion, a significantly reduced frequency
of Sth = 0.083, Figure 4.39b. The coherence is also significantly impacted with high
coherence on the lower windward edge only. As the cavity is extended further
(0.346h) the vertical motion is completely suppressed and a peak at Sth = 0.055
emerges showing a lateral motion (Figure 4.39e).
The lateral motion for the 0h cavity at Ψ = 2.5◦ shows similarities with the no
wheel model at the same yaw angle. The phase coherence map, Figure 4.39c, shows
an out of phase motion between the windward and leeward sides of the model. This
suggests the same low frequency windward vortex growth as seen without the wheels
in Figure 4.26a. The similarity shows that the frequency from the windward vortex
is not dependant on the wheels.
The same trend is seen here as has been shown for the other geometries and yaw
angles, an increasing cavity depth reduces the frequency of the motions in the wake.
Sth = 0.055→.th 0 055.t ..
Sth = 0.083 −→.th 0 083.t ..
Sth = 0.22 −→.th 0 22.t ..
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Figure 4.37: PSD of a pressure tapping close to the top of the base at Ψ = 2.5◦ with wheels.
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Sth = 0.055→.th 0 055.t ..
Sth = 0.083 −→.th 0 083.t ..
Sth = 0.22 −→.th 0 22.t ..
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Figure 4.38: PSD of a pressure tapping close to the windward edge of the base at Ψ = 2.5◦ with
wheels.
This section shows that the cavity impact on drag with wheels is much smaller
at yaw than at 0◦ yaw. This is caused by the upwash from the wheels, with the
cavity only reintroducing symmetry on one axis of the base. The drag reduction at
yaw is again caused by a reduction in base drag. The base drag is improved as the
base pressure is higher and more uniform. The unsteady motions in the wake show
similar results to the geometries with wheels at 0◦ yaw with a persistent vertical
motion and lower frequencies as the cavity depth is increased.
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Figure 4.39: Phase coherence maps for the vertical and lateral motions of the wake for the different
cavity depths. The Strouhal number is shown for each map. The geometries are with wheels at
Ψ = 2.5◦.
4.3 Conclusions
This chapter investigates the impact that applying cavities has to a Windsor model
with and without wheels. The cavities showed an overwhelming potential for drag
reduction at all of the yaw angles tested (Ψ = 0◦ → Ψ = 10◦) with and without
wheels.
At 0◦ yaw without wheels, the optimum cavity depth and magnitude of drag
reduction are in agreement with the literature [39]. The drag reduction was shown
to be caused by an increase in base pressure, which is also in agreement with the
literature. The increase in base pressure was correlated with the reduction in flow
velocity in the wake using PIV measurements inside the cavity. The slower flow
seemed to be cause by moving the fixed separation point downstream. While this
did not change the high frequency content of the separated shear layers, also reported
in the literature [53], the high frequencies did not propagate upstream. The result
of this was a suppression, on the base, of high frequency motions such as the vertical
flapping (d = 0.07h, Sth ≈ 0.18) and the pumping motions (d = 0.346h, Sth ≈ 0.07).
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The lateral motions in the wake were maintained regardless of the cavity depth, with
the bistability being suppressed (d = 0.174h) but the lateral flapping frequency
reducing significantly (Sth = 0.145→ Sth = 0.033).
This yaw angle (Ψ = 0◦) and model (no wheels) showed how the optimum total
drag reduction and optimum base drag reduction are similar, but not identical.
This was shown, by using plate theory, to be a result of the additional skin friction
from the external walls. The PIV measurements inside the cavity provided the
unique ability to estimate the skin friction contribution from the internal cavity
walls. The contribution to the total skin friction from the internal cavity walls was
approximated to be four to five orders of magnitude smaller than the skin friction
contribution from the external walls.
As the model without wheels is yawed the optimum cavity depth for drag and
base drag reduction shifts, but a true optimum was not found. As the cavity depth
was increased, the base drag reduced, caused by a larger windward vortex and lower
wake velocity. The windward vortex is more persistent with a larger cavity and had a
greater ability to modify the instantaneous flow field. The instantaneous reductions
showed that the most symmetric reconstructed base pressure distribution was not
the lowest reconstructed base drag condition. Instead, the lowest reconstructed
base drag condition was with a large windward vortex driving a higher pressure
impingement region. This increase and decrease in size of the windward vortex were
shown to be low frequency (Sth = 0.055 to Sth = 0.088), which is why it was able
to propagate upstream and effect the base pressure. As with the 0◦ yaw instance,
the increased cavity depth resulted in a reduction of this lateral frequency.
Introducing the cavities to the Windsor model with wheels at 0◦ yaw produces
drag reductions approximately twice as large as the model without wheels. The
reduction is, again, a result of the increased base pressure but without changing the
shape of the pressure distribution. As the model without a cavity shows a significant
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upwash, the vortices present a similar behaviour as the no wheel model at 2.5◦ yaw.
A larger upper vortex correlates with a lower instantaneous and mean base drag.
The wake also correlates a lower velocity with a lower base drag.
Yawing the model with wheels resulted in increasingly small drag reductions
with increased yaw angle. This is caused by the cavities apparent ineffectiveness to
symmetrise more than one axis of the wake. As the model is yawed the U shaped
pressure distribution swings to the leeward side of the model, but the cavity is more
able to improve the vertical symmetry than the lateral symmetry.
Generally, this chapter shows that a more laterally and vertically balanced wake
reduce the drag. However, the largest drag reductions on the geometry without
wheels at 0◦ yaw introduced a vertical asymmetry, suggesting that the slower wake
flow is of greater importance for drag reduction than a symmetric wake. The
reductions in drag achieved with wheels at 0◦ yaw and without wheels at 2.5◦ yaw
show the compounding effect of these two mechanisms.
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Chapter 5
Side Edge Tapering
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5.1 Introduction
This chapter aims to investigate the application of side edge tapering to the base
of the Windsor model with and without wheels. In both instances, the analysis
extends up to a maximum yaw angle of 10◦. This investigation results in an improved
understanding of how tapers reduce the drag on all geometries, including when at
yaw.
Seven taper angles are tested with 45mm taper lengths, equating to 16% of the
model height. The taper angles, illustrated in Figure 5.1, range from θ = 0◦ (where
θ is the angle of the taper) to θ = 24◦, all tapers feature a sharp leading and trailing
edge.
Figure 5.1: Range of taper angles tested in Chapter 5.
The tapers were applied symmetrically and asymmetrically. When applied asym-
metrically θwind and θlee represent the taper angles on the windward and leeward
sides of the model, respectively. Additional geometries were tested whereby only
portions of the trailing edge was tapered, the upper 50% of the taper (Figure 5.2)
was investigated for the full range of geometries and yaw angles. A more in-depth
analysis of varied spans (25%, 50% and 75%) on both the upper and lower body
were considered for the Windsor model with wheels at 0◦ yaw, the geometries are
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illustrated in Figure 5.3. The partial span tapering better represents a practical
application of tapers applied to an SUV, as the rear departure angle and rear
overhang can prevent large full height tapering.
The techniques used in this chapter are force, surface static pressure and planar
PIV measurements.
The pressure distribution used on the base is a 7× 6 grid, shown in Figure 5.2,
with a further 7 × 2 grid applied to both tapered surfaces. When an upper taper
is implemented for the full geometry set, the tapered surfaces have a 3× 2 grid, as
the other pressure tapping locations are covered. When the range of reduced span
tapering is implemented, pressure measurements were only taken on the base of the
model.
(a) Full body taper (b) Upper body taper
Figure 5.2: Explanation of a reduced span upper body taper with the pressure tapping distributions
used throughout Chapter 5.
(a) 25% (b) 50% (c) 75% (d) 100% (e) 75% (f) 50% (g) 25%
← Lower Taper − Upper Taper →
Figure 5.3: Explanation of a reduced span upper and lower body tapering with the pressure tapping
distributions used in Chapter 5.
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The PIV has been performed on two planes, the z = 0.675h and y = 0h planes
(Figure 5.4). The method applied to the setup and processing of the data is as
described in Chapter 2.
(a) y = 0h (b) z = 0.675h
Figure 5.4: Planar PIV locations for the y = 0h (a) and z = 0.675h (b) planes used in Chapter 5.
The Ψ = 0◦ condition has been determined during the setup by applying a 12◦
side edge taper and yawed in 0.1◦ increments until an objectively symmetric base
pressure was found. The 12◦ side edge taper was chosen because as this geometry
does not present bistable behaviour at the 0◦ pitch condition [49]. The yaw angle that
was shown to produce the most symmetric result was then used as the Ψ = 0◦ for all
taper tests and combinations for the given model configuration (wheels or no wheels).
This approach was necessary as the asymmetric geometries tested in this chapter do
not have a symmetric wake until the geometry is yawed significantly, which would
result in false comparisons. This approach to the setup means that apart from
the 12◦ side edge taper configuration, the symmetric tapers at 0◦ condition do not
present a symmetric base pressure distribution.
5.2 Results
5.2.1 Symmetric Tapering at 0◦ Yaw
The results for all symmetric taper angles and models at Ψ = 0◦ are presented in
Figure 5.5; showing the change in total drag, ∆Cd (Figure 5.5a), base drag, ∆Cdb
(Figure 5.5b) and taper drag, ∆Cdt (Figure 5.5c), relative to θ = 0
◦ with and without
wheels.
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(a) (b) (c)
Figure 5.5: Change in drag (a, Cd), base drag (b, Cdb) and taper drag (c, Cdt) for symmetric
tapering at Ψ = 0◦.
The optimum total drag reduction configuration with no wheels and a 100% span
taper (Figure 5.5a) falls between θ = 8◦ and 12◦ with both taper angles showing a
reduction of 0.020. This optimum is consistent with Perry et al. [17], using the same
facility, who reports a distinct drag reduction optimum of 0.020 for θ = 12◦ and a
slightly smaller reduction of 0.018 at θ = 8◦.
The optimum total drag reduction is a combination of the base drag (Figure
5.5b) and taper drag (Figure 5.5c). The best base drag configuration is a 16◦ taper
(no wheels, 100% span) with a reduction of 0.037, but is accompanied by an increase
in the taper drag of 0.026. The reduction in base drag is evident in the base pressure
distribution shown in Figure 5.6. The shape of the base pressure distributions in
the θ = 8◦ to θ = 16◦ range shows a slight downwash dominated wake, that is also
confirmed by the PIV at y = 0h in Figure 5.7. This result is in agreement with
Pavia et al. [49] for these geometries.
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The PIV planes at y = 0h (Figure 5.7) and z = 0.675h (Figure 5.8) show the
mean flow fields for some of the taper angles. When calculating the perpendicular
and parallel velocities within 0.25h of the base (Equation 4.1, p.121, Table 5.1)
the speed of the flow perpendicular to the base increases towards the base in the
impingement region. This increase in flow speed is in agreement with the increased
pressure at y = 0h on the base pressure distribution for the 8◦ and 12◦ tapers.
The velocity parallel to the base also increases with increased base drag reduction
which here is caused by the downwash introduced by the tapering. The increased
parallel velocity agrees with the reduction in pressure in the upper region of the
base pressure distribution at y = 0h. If considering u∗y instead of |u∗y| in Equation
4.1 the downwash generated with the cavities (Chapter 4) shows the same trend
as these tapers. In contrast to the base drag reduction with the cavities, a shorter
wake length is presented, as a result of the shear layers being turned into the wake,
with a larger base drag reduction in agreement with previous literature [29, 42, 44].
The differentiation between the cavities and the tapering is the cavities relocate the
fixed separation point, whereas the tapers do not.
θ = 0◦
(a)
θ = 4◦
(b)
θ = 8◦
(c)
θ = 12◦
(d)
θ = 16◦
(e)
θ = 20◦
(f)
θ = 24◦
(g)
Figure 5.6: Rearward surface pressure distributions for the model without wheels with a 100% taper
at Ψ = 0◦ with the full range of taper angles tested.
Applying the 50% upper body tapering to the no wheel model only results in a
total drag reduction of 0.008 for the 4◦ taper angle (Figure 5.5a p.161). All other
taper angles show an increase in drag relative to the 0◦ tapering. This is caused
by the consistent base drag reduction with the upper body tapering, between 0.006
(θ = 16◦) and 0.010 (θ = 4◦), but with the increased taper drag with increased
taper angle of up to 0.013 (θ = 20◦). This result clearly shows that the 50% upper
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(a) θ = 0◦ (b) θ = 8◦ (c) θ = 12◦
Figure 5.7: Normalised velocity magnitude at the y = 0h PIV plane for the model without wheels
with θ = 0◦ (a), θ = 8◦ (b) and θ = 12◦ (c) side edge tapering.
(a) θ = 0◦ (b) θ = 12◦
Figure 5.8: Normalised velocity magnitude at the z = 0.675h PIV plane for the model without
wheels with θ = 0◦ (a) and θ = 12◦ (b) side edge tapering.
θ [◦]
y = 0h
u∗parallel u
∗
perpendicular
0 0.036 -0.026
8 0.041 -0.038
12 0.052 -0.051
Table 5.1: Mean of the absolute normalised velocity parallel and perpendicular to the base 0.25h
downstream of the base for the symmetric tapering geometries at Ψ = 0◦ on the Windsor model
without wheels.
body tapers are ineffective in modifying the wake flow and resulting base pressure
distributions, shown in Figure 5.9. Overall, the 50% upper body taper drag is
less than half the 100% span taper drag due to the halving of the tapered surface
area. There may also be an effect due to relatively sparse distribution of pressure
measurement locations.
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θ = 0◦
(a)
θ = 4◦
(b)
θ = 8◦
(c)
θ = 12◦
(d)
θ = 16◦
(e)
θ = 20◦
(f)
θ = 24◦
(g)
Figure 5.9: Rearward surface pressure distributions for the model without wheels with a 50% upper
taper at Ψ = 0◦ with the full range of taper angles tested.
Introducing wheels onto the Windsor model with full height tapering, results in a
similar total drag reduction as the no wheel model (Figure 5.5a p.161). The optimum
taper angle shifts from between 8◦ to 12◦ to a more broad optimum in the range of
12◦ to 20◦ with a drag reduction of ∼ 0.018. As in the previous cases, the change
in optimum is caused by a combination of the base and taper drag components,
with the largest base drag reduction of 0.045 occurring with a 20◦ taper angle. The
progressive reduction in base drag from 12◦ to the 20◦ taper is shown in the base
pressure distributions in Figure 5.10a-g, with an increase in pressure over the entire
base. The flow field measurements, Figure 5.11 provide evidence for the increase in
pressure on the base as the flow speed towards the base is increased with the 20◦
taper relative to the 12◦ taper (Table 5.2), matching the increase in pressure in the
impingement region. The velocity parallel to the base is also lower with the 20◦
taper relative to the 12◦ taper, matching the increased pressure in the low pressure
region on the base. The wake length with the 0◦, 12◦ and 20◦ tapering also shows a
correlation between lower base drag and a shorter wake, similar to that reported in
the literature [29,42,44].
Introducing the 50% upper taper to the model with wheels results in a total
drag reduction (Figure 5.5a p.161) for all taper angles, with an optimum at θ = 12◦.
The mean flow field (Figure 5.11d) shows that the 12◦ upper body taper generates
a vertically symmetric wake, matching the base pressure distribution (Figure 5.10k)
for this configuration. The vertical symmetry is achieved by generating longitudinal
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vorticies at the junction between the tapered and untapered surface. Although no
cross plane PIV is available to show these structures, a similar geometry was shown
by Howell et al. [27] (Windsor model, upper body tapering) to generate them.
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Figure 5.10: Rearward surface pressure distributions with wheels with a 100% taper (a-g) and with
wheels with an upper 50% taper (h-n) at Ψ = 0◦ with the full range of taper angles tested.
(a) θ = 0◦ (b) θ = 12◦ (c) θ = 20◦ (d) θ = 12◦ on
the upper 50% of the
model
Figure 5.11: Normalised velocity magnitude at the y = 0h PIV plane for the model with wheels
with θ = 0◦ (a), θ = 12◦ (c), θ = 20◦ (c) and a θ = 12◦ side edge taper on the upper 50% of the
model (d).
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θ [◦] u∗parallel u
∗
perpendicular
0 0.068 -0.068
12 0.061 -0.077
20 0.059 -0.098
12, Upper 50% 0.059 -0.084
Table 5.2: Mean of the absolute normalised velocity parallel and perpendicular to the base 0.25h
downstream of the base for the symmetric tapering geometries at Ψ = 0◦ on the Windsor model
with wheels.
While vertically symmetric wakes have been shown to result in a lower base
drag [29, 49, 59], this is not the case for the upper body tapering. The reduction
in base drag for the 12◦ 50% upper body taper is 0.034, whereas it is 0.045 for the
20◦, 100% span taper. In the 12◦ 50% upper body tapering configuration, the base
drag reduction relative to the baseline is a result of a higher speed flow towards
the base and a lower velocity flow parallel to the base, shown in Table 5.2. These
changes in velocity match the change in base pressure distributions (Figure 5.10k)
with generally higher pressure on the y = 0h plane. Relative to the 20◦, 100% span
taper the flow towards the base with the 12◦ 50% span upper body taper is lower
velocity, and as a consequence the impingement region is lower pressure.
The largest base drag reduction for the 50% upper body tapering with wheels
occurs at θ = 24◦, which, unlike the other geometries tested, does not separate over
the tapered surface. The base pressure distribution shows the reduction in base
drag is caused by the increased high pressure on the lower portion of the base. This
change in base pressure distribution is similar to how the 20◦ 100% span tapering
reduces the base drag with wheels, with a higher pressure impingement region.
Unsteady analysis on these geometries is not considered as they do not all present
a symmetric wake as a result of the way the experiment has been performed.
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In summary, this work shows that the side edge tapering is just as effective
with wheels on the model as they are without wheels. The drag reductions are
achieved by increasing the base pressure through modifying the velocity in the wake.
Additionally, reducing the span of the tapering shows the potential for modifying
the wake and reducing the base drag, but with a reduction in taper drag.
5.2.2 Additional Reduced Span Tapering with Wheels
The tests for these geometries were performed differently to the rest of this chapter.
As only symmetric configurations were tested at 0◦ yaw, the 0◦ yaw condition with
a symmetric base pressure distribution was selected for each geometry. This results
in the same trends, but slightly different optimums.
The drag and base drag reduction from implementing the reduced span tapering
is presented in Figures 5.12 and 5.13 for all configurations tested. In all cases, the
full body tapering results in a drag reduction, as with Figure 5.5a (p.161). When
introducing a partial span taper on the lower portion of the model, the maximum
drag reduction is 0.003 (θ = 4◦, 75% span lower body taper). This drag reduction is
small in comparison to the drag reduction with the same angle with 100% span (0.01,
θ = 4◦). In contrast, the upper body tapering always produces a drag reduction,
regardless of the angle or span. The optimum drag reduction for these geometries
is a 16◦ taper with tapering on the upper 50% of the model. This configuration
generates a drag reduction of 0.026, which is more than the 100% span tapering
drag reduction of 0.018. The 50% upper body tapering with the 20◦ taper results
in a drag reduction of 0.016, which is also larger than the 100% span equivalent
drag reduction of 0.013. These results differ slightly from the results earlier in this
chapter (Figure 5.5a, p.161) as here, the most symmetric base pressure distribution
was found for each geometry configuration.
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The base drag reduction, Figure 5.13, shows a minimum reduction of 0.002
(θ = 16◦, 25% span lower tapering), with the upper tapering resulting in generally
larger base drag reductions. The base drag reductions are largest for the 100% span
tapers, with the 20◦ taper resulting in the largest reduction in base drag (0.039).
This optimum is the same as shown for the different experimental set up presented
in Figure 5.5b (p.161).
Figure 5.12: Change in the
drag coefficient (Cd) with
taper angle and taper span
for the model with wheels at
Ψ = 0◦.
Figure 5.13: Change in the
base drag coefficient (Cdb)
with taper angle and taper
span for the model with
wheels at Ψ = 0◦.
The base pressure distributions (Figure 5.14) show that the drag reduction
achieved by the 100% span tapering is a result of increasing the overall base pressure.
As a reduced span lower taper is introduced, the strength of the upwash is increased.
With the 75% upper body tapering this results in a lower pressure impingement
region and a sharper low pressure region. As the span is reduced to a 25% lower
body taper, the peak low pressure is higher up the base signifying a larger lower
recirculation. On the 25% lower body taper, there is also a region of low suction on
the base of the 16◦ and 20◦ taper geometries close to the junction between the 0◦
upper portion and the tapered surface. This is the effect of the longitudinal vortex
shown by Howell et al. [27] but is not visible on the base pressure distributions at
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other span lengths. This is assumed to be a result of constructive interference with a
longitudinal vortex emitted from the wheelhouse as the low pressure does not occur
with other reduced spans.
When the upper body tapering is introduced, the longitudinal vortex pushes the
wake into a vertically symmetric state. A vertically symmetric wake is present for a
20◦ taper with the 25% upper span, but the 20◦ and 16◦ with an upper 50% taper
presenting a downwash dominated wake, based on the base pressure distributions.
The use of the upper body tapering presents a point that generates a switch between
and upwash and downwash dominated base pressure distribution. This is clear with
the up wash dominated base pressure distribution on a 16◦ taper on the upper 25%
of the body. This shows that there is a compromise between the taper angle and
span length in order to switch the wake position.
The total drag reduction is dependant on the taper drag, shown by reducing the
span (100%→50% upper body on a 16◦ taper), which increased the base drag but
resulted in a larger total drag reduction. It is, therefore, likely that the same drag
reduction could be achieved with several taper angles by modifying the taper span
in order to reduce the total drag. The taper drag causes the discrepancy between
the reduction in total drag and the reduction in base drag. Although this is not
measured here, it is shown in Figure 5.5c (p.161) that a smaller taper span results
in less taper drag.
Flow field measurements at y = 0h plane were performed using PIV for a select
number of geometries using a 16◦ side edge taper. The resulting flow fields are
presented in Figure 5.15 with the spatially averaged velocities (Equation 4.1, p.121)
within 0.25 presented in Table 5.3. The averages of the velocities within 0.25h of the
base show the drag reduction caused by the 16◦ taper with 100% span to be a result
of the reduction in wall velocity and higher velocity flow towards the base. This
result is in agreement with the low drag condition from the 20◦ 100% span tapering
in Figure 5.11c (p.165) and Table 5.2 (p.166) at 0◦ yaw with wheels. As the upper
body tapering is introduced, the 75% and 25% span (Figures 5.15c and 5.15e) shows
a lower velocity towards the base and higher wall velocities. These velocities match
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(a) θ = 0◦ or 0% tapering on any taper angle
(b) 25% (c) 50% (d) 75% (e) 100% (f) 75% (g) 50% (h) 25%
θ = 12◦
← Lower Taper − Upper Taper →
(i) 25% (j) 50% (k) 75% (l) 100% (m) 75% (n) 50% (o) 25%
θ = 16◦
← Lower Taper − Upper Taper →
(p) 25% (q) 50% (r) 75% (s) 100% (t) 75% (u) 50% (v) 25%
θ = 20◦
← Lower Taper − Upper Taper →
Figure 5.14: Base pressure distributions for the model with wheels for the baseline θ = 0◦ (a) and
the full range of tapering spans for the θ = 12◦ (b-h), the θ = 16◦ (i-o) and the θ = 20◦ side edge
tapering (p-v).
well with the base pressure distributions but lower pressure and higher base drag.
The 50% upper body tapering (Figure 5.15d) shows a downwash dominated wake,
matching the base pressure distribution. These geometries are where the analysis
using the spatially averaged velocities fails, as the 50% upper and low span tapers
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show similar wall and perpendicular velocities, but a difference in base drag (0.031).
Perry et al. [29], when using a similar analysis, expressed caution for using this
analysis with only one plane that is not aligned with the low pressure region.
(a) θ = 0◦ (b) θ = 16◦, 100% taper
span
(c) θ = 16◦, 75% upper
taper
(d) θ = 16◦, 50% upper
taper
(e) θ = 16◦, 25% upper
taper
(f) θ = 16◦, 50% lower
taper
Figure 5.15: Normalised velocity magnitude at the y = 0h plane for the model with wheels for the
baseline θ = 0◦ (a) and a range of tapering spans on the θ = 16◦ side edge taper (b-f).
← Lower Taper − Upper Taper →
0% 25% 50% 75% 100% 75% 50% 25%
u∗parallel 0.068 - 0.060 - 0.058 0.060 0.057 0.063
u∗perpendicular -0.058 - -0.022 - -0.071 -0.058 -0.021 -0.058
Table 5.3: Mean of the absolute normalised velocity parallel and perpendicular to the base 0.25h
downstream of the base for the symmetric tapering geometries at Ψ = 0◦ on the Windsor model
without wheels.
When considering the radial and angular centre of pressure on the base of the
model for the 16◦ taper with a 100% and 50% upper body span (Figure 5.16) the
most symmetric base centre of pressure (16◦, 100% span) shows an instantaneous
drag reduction of 0.003. However, when using the 50% upper body taper the wake
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is made symmetric but does not present a lower base drag. The 50% upper body
tapering with the radial centre of pressure in Figure 5.16d shows the reintroduction of
the bistable behaviour with two preferential states. There is not a low drag condition
between the states as the wake is not vertically symmetric. These results further
show that the lowest base drag condition is not necessarily the most symmetric
condition, but in this instance, it is the lowest total drag condition.
(a) 100% Span,
radial
(b) 100% Span,
angular
(c) 50% Upper span,
radial
(d) 50% Upper span,
angular
Figure 5.16: Bivariate histograms showing the radial (a,c) and angular (b,d) position of the centre
of pressure relative to the centre of the base for θ = 16◦ with a 100% span (a,b) and 50% span
upper body (c,d) taper. The moving mean uses 5% of the total sample length (3900 samples, 5
seconds equivalent).
5.2.3 Symmetric Tapering at Non-zero Yaw
The symmetric taper configurations were also tested at yaw and the results are
presented in Table 5.4. As the yaw angle is increased, the optimum taper angle
and magnitude of the drag reduction increases. This trend is present for all of the
taper configurations tested with and without wheels. A similar trend has also been
shown in the literature by Garcia de la Cruz et al. [50] on an Ahmed model. The
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mechanisms of drag reduction are investigated in detail for the no wheel model with
100% span tapers as the general trends with regards to base and taper drag are
transferable to other models and geometries.
Optimum Taper [◦] Drag Reduction
Wheels
Taper
Length
Ψ = 2.5◦ Ψ = 5◦ Ψ = 10◦ Ψ = 2.5◦ Ψ = 5◦ Ψ = 10◦
Without
100% 12 16 20 0.028 0.037 0.060
50% 8 12 16 0.010 0.016 0.035
With
100% 12-16 20 20 0.025 0.038 0.062
50% 16 20 20 0.031 0.032 0.042
Table 5.4: Optimum taper angles and associated drag reduction at all yaw angles and taper types.
The change in total drag, base drag and taper drag at yaw for the no wheel model
with a 100% span taper is presented in Figures 5.17a, 5.18 and 5.19, respectively.
The trends for the base drag are the same as the total drag, with the optimum
shifting to higher taper angles at larger yaw angles. The taper drag instead shows
a higher value for a given taper angle as the model is yawed. The increase is mostly
caused by the taper on the leeward side of the model, shown in Figure 5.20. The
increase in leeward taper drag is caused by the leeward side of the model having
more suction than the windward side of the model at yaw. Introducing a taper
onto the leeward side increases the initial value of suction and also increases the
component of the pressure on the taper acting in the drag axis.
The pressure distributions for the baseline and optimum configurations are shown
in Figure 5.21 for each geometry and offer insight into the mechanisms of pressure
drag reduction. For each yaw angle with the full height tapering on the model
without wheels, the pressure distribution is the same as the baseline but with an
increase in pressure.
173
CHAPTER 5. SIDE EDGE TAPERING
(a) No wheels, 100% taper (b) With wheels, 100% taper
Figure 5.17: Drag coefficient reduction with yaw for the no wheel model with a 100% span taper
(a) and with wheel model with a 100% span taper (b).
Figure 5.18: Change in base
drag with yaw for the no
wheel model and a 100%
span taper.
Figure 5.19: Change in taper
drag with yaw for the no
wheel model and a 100%
span taper.
Figure 5.20: Change in taper
drag for the left hand taper
with yaw for the no wheel
model and a 100% span
taper.
The change in base pressure is explained by the PIV measurements at z = 0.675h
for θ = 12◦ at Ψ = 2.5◦ and θ = 16◦ at Ψ = 5◦, shown in Figure 5.22. The PIV shows
a larger windward vortex at the optimum when compared to the 0◦ taper, and this
produces a low base drag condition by generating a higher pressure impingement
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region. The higher pressure impingement is caused by an increase in the average
perpendicular flow velocity towards the base of 0.041 from 0◦ to a 12◦ taper at
Ψ = 2.5◦, and a 0.056 increase from 0◦ to a 16◦ taper at Ψ = 5◦. This lateral
balancing has been shown by previous authors to generally reduce the base drag at
yaw [50,51].
No Wheels With Wheels
Ψ
=
2
.5
◦
θ = 0◦
W
in
d
.
(a)
100%
W
in
d
.
(b) θ = 12◦
50%
W
in
d
.
(c) θ = 8◦
θ = 0◦
W
in
d
.
(d)
100%
W
in
d
.
(e) θ = 16◦
50%
W
in
d
.
(f) θ = 16◦
Ψ
=
5
◦
W
in
d
.
(g)
W
in
d
.
(h) θ = 16◦
W
in
d
.
(i) θ = 12◦
W
in
d
.
(j)
W
in
d
.
(k) θ = 20◦
W
in
d
.
(l) θ = 20◦
Ψ
=
10
◦
W
in
d
.
(m)
W
in
d
.
(n) θ = 20◦
W
in
d
.
(o) θ = 16◦
W
in
d
.
(p)
W
in
d
.
(q) θ = 20◦
W
in
d
.
(r) θ = 20◦
Figure 5.21: Rearward facing surfaces pressure distributions for the taper angles that result in the
optimum drag reduction at each yaw angle and taper configuration.
The analysis of the radial centre of pressure on the base is presented at Ψ = 2.5◦
for the θ = 0◦ and θ = 12◦ taper geometries in Figure 5.23. Figure 5.23a shows the
same trend as reported for in Figure 3.22 (p.96) of a reduction in base drag with
a more asymmetric base pressure. The optimum drag reduction geometry, Figure
5.23b (θ = 12◦), instead shows a nearly flat response, with only a +0.001/ − 0.002
change from the mean value for the most symmetric (penalty) and asymmetric
(benefit) conditions. The reconstructions of the instantaneous base pressure distri-
bution and the matching phase averaged POD flow field is presented in Figure
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Wind.
Lee.
(a) Ψ = 2.5◦, θ = 0◦
Wind.
Lee.
(b) Ψ = 2.5◦, θ = 12◦
Wind.
Lee.
(c) Ψ = 5◦, θ = 0◦
Wind.
Lee.
(d) Ψ = 5◦, θ = 16◦
Figure 5.22: Normalised velocity magnitude at the z = 0.675 PIV plane for the model without
wheels with θ = 0◦ (a) and θ = 12◦ (b) tapers at Ψ = 2.5◦ as well as the θ = 0◦ (c) θ = 16◦ (d)
side edge tapers at Ψ = 5◦. The chosen taper angles represent the lowest symmetric side edge taper
drag at each yaw angle.
5.24. A similar result is seen for the 16◦ taper configuration at Ψ = 5◦ with a
±0.002 difference from the mean base drag. These results further confirm the results
reported that a mean base drag reduction (Chapter 4) and instantaneous base drag
reduction (Chapter 3 and 4) at yaw is correlated to the size of the windward vortex,
with a more laterally balanced wake resulting in a lower drag.
When applying the 50% upper body tapering to the no wheel geometry, the total
drag reductions at yaw are smaller than the full height tapering but larger than at
Ψ = 0◦. The inverted U shaped pressure distribution (Figure 5.21) from inducing
downwash is still present but is twisted towards the leeward side of the base. As the
yaw angle is increased to Ψ = 10◦ the U shape is overcome by the yawed motion,
with the yaw effects becoming more dominant than the downwash produced by the
tapers.
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(a) θ = 0◦, Ψ = 2.5◦ (b) θ = 12◦, Ψ = 2.5◦
Figure 5.23: Bivariate histograms showing the radial position of the centre of pressure relative to
the centre of the base for two side edge taper angles without wheels at Ψ = 2.5◦. θ = 0◦ (a)
and θ = 12◦ (b). The moving mean uses 5% of the total sample length (3900 samples, 5 seconds
equivalent).
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Figure 5.24: Comparison between the reconstructed low radial centre of pressure base pressure (a)
and high radial centre of pressure (b). Also presented with the reconstructed phase averaged PIV
(c,d) showing flow fields that generate the base pressures. Applied without wheels at Ψ = 2.5◦ with
a 12◦ side edge taper.
The tapering with the wheels on the model at yaw shows a re-symmetrising of
the wake by twisting the U shaped pressure distribution towards the model centre.
With the 50% upper body taper, the re-symmetrising is likely caused by a stronger
longitudinal vortex on the leeward side of the model generating more downwash.
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As the U shaped distribution swings towards the leeward side of model, generating
more downwash on one side would swing it back towards the centre. The additional
downwash and stronger longitudinal vortex would be generated due to the leeward
tapering having more suction (Figure 5.20).
With the 100% span tapering on the model with wheels, the pressure distribution
at 2.5◦ and 5◦ yaw (Figure 5.21) for the taper angles generating the largest drag
reductions show a laterally symmetric U shaped distribution. These distributions
are repeated in Figure 5.25 but show the leeward sides of the model and the RMS of
the pressure fluctuations. The reason for the improved lateral symmetry on the base
is the leeward taper separating along part of its span. For the 16◦ taper at 2.5◦ yaw,
the separation is indicated at the bottom of the taper with a higher pressure towards
the trailing edge of the taper and a higher fluctuating component. The same lower
pressure and high RMS is shown for the 20◦ taper at 5◦ yaw. It is thought that
this separation affects the wake in a similar way to the 50% upper body taper. The
detached flow over the bottom part of the taper with the attached flow over the top
part of the taper will generate a longitudinal vortex. The longitudinal vortex will
then generate a downwash on the leeward side of the model, swinging the U shaped
distribution back to a laterally symmetric position.
The separated flow over a lower part of the taper on the leeward side is also why
at 10◦ yaw the 100% span taper results in more drag reduction than the 50% upper
body tapering. With the upper body tapering, there is a low pressure region on the
lower leeward quadrant of the base that is not present with the 100% taper. It is
thought that the taper, which generates suction at its leading edge, turns the flow a
small amount before separating, mitigating the suction on the base. The separation
means that the 100% taper can generate the beneficial longitudinal vortex feature
found with the 50% upper body tapering but without the bluffness associated with
the square edged geometry.
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Figure 5.25: Mean and RMS pressure distributions for the optimum taper angles at Ψ = 2.5◦ and
5◦ for the model with wheels and a 100% span taper.
These results show that the tapering is as useful for reducing the drag coefficient
at yaw as it is at Ψ = 0◦, but the optimum angle for total drag reduction is larger.
The reduction in total drag is caused by an improved base pressure, but this is
offset by the introduced taper drag. The reduction in base drag is caused by a more
symmetric wake, in the case of a model with wheels, and a more laterally balanced
wake on a model without wheels.
If these geometries were to be implemented on a vehicle, there is a conflict
between low drag for the drive cycle (Ψ = 0◦) or low drag for ambient conditions. It
would, therefore, be useful to modify the angle of the taper depending on the onset
flow, at which point there is no requirement to maintain symmetric tapering.
5.2.4 Asymmetric Tapering
Applying the tapering asymmetrically offers the potential for different optimum
configuration at yaw that might be employed in an active drag reduction system.
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The no wheels and 100% span taper configuration is presented in detail as
it shows the trends, that are broadly present for all the geometries. The other
configurations present different magnitudes and positions of maximum drag reduction
but are not discussed in depth. However, the full results are summarised.
Figure 5.26 shows the change in drag (a-d), base drag (e-h) and taper drag (i-l)
with changing θlee and θwind angles. Figure 5.26a and 5.26e show that the optimum
condition for Ψ = 0◦ is not a symmetric taper. This arises because during the model
set up the 12◦ symmetric taper was used to set the 0◦ yaw condition, rather than
individual geometries.
Figure 5.26 shows that there is a drag benefit for almost all taper angles compared
to the 0◦ geometry, but also shows the benefit of having an asymmetric taper when
at yaw. At yaw, the optimum taper angle shifts towards a larger windward taper
angle (θwind) and smaller leeward taper angle (θlee). The benefits of asymmetrically
tapering the model at larger yaw angles are smaller than at Ψ = 2.5◦ with no true
optimum found for Ψ = 5◦ and 10◦. Garcia de la Cruz et al. [50] showed at larger yaw
angles the optimum value for θlee was negative. Negative leeward tapers protrude
from the model and were not considered in this experiment.
As the trends are the same for larger yaw angles, 2.5◦ yaw is considered in
greater depth as the results show the greatest additional drag reduction relative
to the best symmetric taper configuration. Garcia de la Cruz et al. [50] and Li
et al. [51] attribute the trend of lower drag at yaw to the re-symmetrising of the
wake on Ahmed models with blowing [51] and flaps [50]. While the broad trend of
a more symmetric base pressure reducing base drag is seen here, Figure 5.27, the
most symmetric distribution (θlee = 0
◦, θwind = 12◦, Figure 5.28 and Table 5.5) is
not the lowest drag. The result of the most symmetric base pressure and lowest
drag not being aligned is present in the literature (Figure 1.20 p.34 [50] and Figure
1.29 p.45 [51]) but was not discussed. The results here show that the lowest drag
geometry (θlee = 8
◦, θwind = 16◦) is towards the most symmetric condition, but
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slightly improving the lateral symmetry (θlee = 4
◦) increases the drag (Table 5.5),
showing the most symmetric base pressure distribution is not necessarily the lowest
drag.
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Figure 5.26: Total drag ((a-d), base drag ((e-h) and taper drag (i-l) for the asymmetric 100% span
taper geometries on the model without wheels at Ψ = 0◦ (a, e and i), 2.5◦ (b, f and j), 5◦ (c, g and
k) and 10◦ (d, h and l).
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Figure 5.27: Lateral centre of pressure on the base of the model for the no wheel model at Ψ = 2.5◦
with 100% span tapering.
Geometry ∆Cd ∆Cdb ∆Cdt COPy′ COPz′
θlee = θwind = 0
◦ 0 0 0 0.076h −0.001h
θlee = θwind = 12
◦ -0.028 -0.041 0.017 0.083h −0.004h
θlee = 8
◦
θwind = 16
◦ -0.045 -0.058 0.017 0.085h −0.001h
θlee = 4
◦
θwind = 16
◦ -0.043 -0.054 0.014 0.063h 0.005h
θlee = 0
◦
θwind = 12
◦ -0.040 -0.044 0.009 −0.002h 0.005h
Table 5.5: Comparison for a number of drag and pressure distribution metrics to compare optimums
for the no wheel model at Ψ = 2.5◦ with 100% span tapers.
The PIV planes at z = 0.675h are presented in Figure 5.29 for the θ = 0◦,
optimum symmetric (θ = 12◦), optimum asymmetric (θlee = 8◦/θwind = 16◦) and
the most symmetric base pressure distribution (θlee = 0
◦, θwind = 12◦). The
PIV matches well with the base pressure distributions presented in Figure 5.28,
showing that, using the spatial averages within 0.25h of the base, the flow velocity
towards the base increases with the optimum symmetric (θ = 12◦) and asymmetric
(θlee = 8
◦/θwind = 16◦) tapering when compared to the most laterally symmetric
(θlee = 0
◦, θwind = 12◦) flow field. This optimum asymmetric tapering also presents
higher flow velocity towards the base than the optimum symmetric tapering, which
matches the higher pressure impingement on the base (Figure 5.28).
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Figure 5.28: Rearward facing surface pressure distributions for the baseline (a, θlee = θwind = 0
◦),
optimum symmetric (b, θlee = θwind = 12
◦), optimum asymmetric (c, θlee = 8◦ and θwind = 16◦),
near optimum asymmetric (d, θlee = 4
◦ and θwind = 16◦) and most symmetric pressure distribution
(e, θlee = 0
◦ and θwind = 12◦) for the model without wheels at Ψ = 2.5◦.
The pressure distributions for the 12◦ taper (Figure 5.28b) and the θlee = 8◦/
θwind = 16
◦ (Figure 5.28c) tapering show a similar high pressure impingement region
but a different shaped low pressure distribution. The low pressure region for the 12◦
taper has a higher lateral gradient, whereas the θlee = 8
◦, θwind = 16◦ configuration
shows a more uniform region of low pressure. This is also the case in the PIV
(Figure 5.29b and d) with the θlee = 8
◦/θwind = 16◦ configuration showing a leeward
vortex that is less sharp, resulting in reduced streamline curvature. The reduction
in streamline curvature may, as a result, play a part in the drag reduction for this
geometry.
The angular position of the centre of pressure on the base presents another
possibility for the lower drag condition. Figure 5.30 shows the angular centre of
pressure for θ = 12◦, θlee = 8◦/θwind = 16◦, θlee = 4◦/θwind = 16◦ and θlee =
0◦/θwind = 12◦. As the wake is made more symmetric, it begins to exhibit bistable
behaviour by trying to pass through the low drag symmetric state discussed in
Chapter 3. The θlee = 4
◦/θwind = 16◦ condition shows the geometry passing into the
second antisymmetric state but does not occur frequently. The θlee = 8
◦/θwind = 16◦
configuration passes into the low drag symmetric switch condition more often than
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the 12◦ taper. Occupying the low drag switch state more frequently will result in a
lower mean drag for these configurations, but it is not known if this is a cause or
effect of low drag.
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Figure 5.29: Normalised velocity magnitude at the z = 0.675 PIV plane for the model without
wheels with θ = 0◦ (a, replicated from Figure 5.22), θ = 12◦ (b, replicated from Figure 5.22),
θlee = 0
◦/θwind = 12◦ (c) and θlee = 8◦/θwind = 16◦ (d) tapers at Ψ = 2.5◦. The chosen taper
angles represent the lowest drag from the symmetric side edge taper, most symmetric base pressure
and lowest drag asymmetric side edge taper.
To reiterate, at yaw angles larger than 2.5◦ yaw the primary mechanism of drag
reduction is improved symmetry, with a larger windward vortex driving a higher
pressure impingement region. This is shown in the PIV at z = 0.675h for θ = 0◦,
θ = 16◦ (lowest drag symmetric configuration) and θlee = 8◦/θwind = 16◦ (lowest
drag asymmetric configuration) in Figure 5.31. At larger yaw angles a symmetric
base pressure condition is not achieved, as the optimum leeward taper angle would
be negative and protrude from the model [50].
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(a) θlee = 12
◦
θwind = 12
◦
(b) θlee = 8
◦
θwind = 16
◦
(c) θlee = 4
◦
θwind = 16
◦
(d) θlee = 0
◦
θwind = 12
◦
Figure 5.30: Bivariate histograms showing the angular position of the centre of pressure relative to
the centre of the base for four combinations of side edge taper angles without wheels at Ψ = 2.5◦.
θlee = θwind = 12
◦ (a), θlee = 8◦/θwind = 16◦ (b), θlee = 4◦/θwind = 16◦ (c) and θlee = 0◦/θwind =
12◦ (d). The moving mean uses 5% of the total sample length (3900 samples, 5 seconds equivalent).
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Figure 5.31: Normalised velocity magnitude at the z = 0.675 PIV plane for the model without
wheels with θ = 0◦ (a, replicated from Figure 5.22), θ = 16◦ (b, replicated from Figure 5.22) and
θlee = 8
◦/θwind = 16◦ (c) tapers at Ψ = 5◦. The chosen taper angles represent the lowest drag
from the symmetric side edge taper and lowest drag asymmetric side edge taper.
The other implementations of the asymmetric tapering geometries do not show
as significant drag reductions. An example of this is presented for the model with
wheel and 100% span tapers at 2.5◦ yaw in Figure 5.32. Generally, the geometries
applied to wheels produce the largest base drag reductions (Figure 5.33) with the
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largest taper combination that generates a near symmetric base pressure distribution
(Figure 5.35). This low base drag condition is in the 20◦ symmetric tapering region,
but at 2.5◦ yaw this is not the lowest total drag. The base drag reduction is broadly
similar for a windward taper angle of 20◦, with an increase in base drag with a
smaller leeward taper angle, but this also reduces the taper drag (Figure 5.34).
The total drag reduction occurs at an 8◦ leeward taper angle, as this balances the
base drag reduction with the taper drag reduction. For yaw angles larger than 2.5◦
the largest drag reduction configuration aligns with the largest base drag reduction
configuration. As the lowest base drag configurations are close to a symmetric
taper, the drag reduction mechanisms discussed in depth in Section 5.2.3 remain
unchanged.
Figure 5.32: Change
in drag at Ψ = 2.5◦ for
asymmetric tapering
on the Windsor model
with wheels and 100%
span tapering
Figure 5.33: Change
in base drag at
Ψ = 2.5◦ for
asymmetric tapering
on the Windsor model
with wheels and 100%
span tapering
Figure 5.34: Change
in taper drag at
Ψ = 2.5◦ for
asymmetric tapering
on the Windsor model
with wheels and 100%
span tapering
Figure 5.35: Lateral
centre of pressure
at Ψ = 2.5◦ for
asymmetric tapering
on the Windsor model
with wheels and 100%
span tapering
186
CHAPTER 5. SIDE EDGE TAPERING
5.2.5 Asymmetric Tapering Impact on Cycle Averaged Drag
Asymmetric tapers would not be applied statically to a vehicle but would have to
adapt to the onset conditions the vehicle was experiencing. In order to quantify the
benefit of these geometries the cycle averaged drag, ∆Cdwc, is calculated (Equation
1.10, p.47, repeated in Equation 5.1) using the drag coefficients from 0◦, 5◦ and 10◦
yaw. These are then compared to the lowest cycle averaged symmetric geometry for
each configuration in Figures 5.36a (no wheels), 5.36b (with wheels) and in Table 5.6.
Cdwc = 0.53Cd0 + 0.345Cd5 + 0.13Cd10 + 0.007Cd15 (5.1)
(a) No Wheels (b) With Wheels
Figure 5.36: Comparison between the best case active asymmetric tapering and the best case static
symmetric tapering for all configurations without (a) and with (b) wheels.
Without wheels, the benefit of an adaptive system over the best static case is
30% for the 100% span taper. The 50% span upper body tapering results in an
improvement of 125%, which is a total of (relative to θ = 0◦) 0.018. This reduction
is less than half of the reduction of the proposed adaptive system with the 100%
span tapering (0.040). When introducing wheels, the overall cycle averaged drag
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Body Configuration Taper Configuration Cdwc
No Wheels
θ = 0◦ 0.311
100% Span, θ = 12◦ 0.280
100% Span, Active Tapers 0.271
50% Span, θ = 8◦ 0.303
50% Span, Active Tapers 0.293
With Wheels
θ = 0◦ 0.383
100% Span, θ = 20◦ 0.352
100% Span, Active Tapers 0.351
50% Span, θ = 12◦ 0.357
50% Span, Active Tapers 0.352
Table 5.6: Cycle averaged drag (Cdwc) values for the baseline, best static tapers and the active
taper cases.
reduction is 8% and 7% for the 100% span and the 50% span upper body tapering
respectively. The benefit of the adaptive system over the best static cases being 3%
and 19% respectively.
These drag reductions relative to the best static taper and θ = 0◦ are as a result
of the specific cycle average drag calculation used. The actual benefit of an adaptive
system is dependent on the vehicle as the conditions in which it will be used are
different. The differing conditions would result in some vehicles seeing no benefit,
but other seeing a substantial benefit. The drag reductions are not believed to be
dependant on high frequency events occurring in the transient environment. This is
due to the growing and shrinking of the windward vortex is shown in Chapter 4 to
be a low frequency motion with the size of the windward vortex generating a lower
drag. This is reinforced by Fuller et al. [167] who showed that high frequency events
produced little effect on the side force coefficient and as a result, the drag coefficient.
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5.3 Conclusions
This chapter investigates the effect of tapering on the drag of a Windsor model
with and without wheels. The drag reduction potential for these configurations is
significant without large geometric changes to the geometry, as with a cavity. The
potential for drag reduction was improved if the tapers on the left and right hand
side of the model were optimised independently of one another.
The taper geometries at 0◦ yaw on the Windsor model without wheels matched
previous drag reduction studies by Perry et al. [17] and Pavia et al. [69]. The lowest
total drag is attributed to an increase in base pressure that was not overcome by
the increase in taper drag, also in agreement with the literature. The increase in
base pressure was correlated with the flow velocity within 0.25h of the base, but the
wakes were not laterally symmetric, which may affect this result. The configuration
that generated the lowest drag without wheels presented a vertically asymmetric
distribution, but this configuration has been shown to benefit from the wake being
forced into a vertically symmetric state [49].
Introducing wheels into the analysis at 0◦ yaw resulted in a similar effect on
the drag reduction. A larger range of optimum taper angles was present, from 12◦
to 20◦, resulting in similar total drag reduction. This broad range was a result of
the combination of the changes in taper and base drag, with the 20◦ presenting
the largest base drag reduction, but also the largest taper drag increase. The base
pressure distribution with the 20◦ tapering showed the same upwash dominated
distribution as with the 0◦ tapering but was higher pressure everywhere, which was
correlated to the wake velocity and the wake length. The resulting low drag with
a vertical wake asymmetry, also with the optimum drag reduction configuration
without wheels, shows that low drag and symmetry are not synonymous.
The investigations into more realistic implementations of tapering (reduced span)
showed promise for beneficially modifying the wake flows, but only on the model
with wheels. Without wheels installed, a significant downwash was generated that
was unable to reduce the base drag with an increasing taper angle, resulting in a
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general increase in drag. When implemented on the model with wheels, optimising
the span of the tapering allows a compromise to be made between the reduction in
base drag and the increase in taper drag. This optimisation resulted in total drag
reductions greater than the full span equivalent by generating the same reduction in
base drag, but with a reduction in the taper area to generate taper drag. The base
drag reduction for the reduced span was a result of forcing the wake into a more
vertically symmetric wake, showing this condition to be a good starting point for
further optimisation.
Increasing the yaw angle with tapering results in a shift in the optimum taper
angle. As the yaw angle increases, the optimum taper angle and the total drag
reduction increase. The total drag reduction was shown to be caused by a reduction
in base drag. The reduction in base drag is driven by the size of the windward
vortex, with a larger vortex generating a larger base drag reduction, the same
conclusion as the work in the previous chapters. On the geometry with wheels, the
drag reductions were also correlated with the U shaped distribution being swung
into a symmetric condition. The symmetry for these base pressure distributions
was driven by longitudinal vortices on the leeward side of the model. Although
these optimum taper angles with wheels result in an upwash dominated wake, the
improved lateral symmetry aids in reducing the drag.
Applying the tapering asymmetrically allows a quasi-steady analysis of an imple-
mented system that would drive each taper independently. The benefits to drag
are based at smaller yaw angles and were most effective on the model without
wheels. The reduction in base drag was a result of pushing the wake into a more
laterally symmetric condition by increasing the size of the windward vortex. In these
instances, this was caused by a reduction in the taper angle on the leeward side of
the geometry. It was also found that the low base drag conditions began to pass
through the low drag bistable state, but it has not been confirmed if this is the result
of or the cause of the low drag condition. The lowest base drag configuration also
presented a wake that had less streamline curvature, which may also be a reason
for the drag reduction, but these geometries should be investigated further. The
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benefits from these geometries when applied to the Windsor model with wheels was
primarily centred on being able to track the optimum symmetric taper configuration
at yaw.
At yaw, this chapter bolsters the results from the previous chapters, with the
instantaneous and mean flows agreeing that a laterally balanced wake reduces drag.
Although this was not the case for the maximum base drag reduction for the model
without wheels a symmetric wake is shown to generate significant drag reductions.
At 0◦ yaw, the base drag reductions are correlated with the reduction in wall velocity
and reduction in wake length, with a benefit from a balanced wake but was not
necessary for low drag. These results suggest that to generate a low drag on a
vehicle, balance the wake and increase the taper angles, taking care to not overcome
the base drag reduction with taper drag increases.
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6.1 Conclusions
This thesis has successfully achieved the aim of investigating methods for reducing
the drag coefficient of automotive squareback models. This was achieved by focusing
on the separated region at the rear of the geometries and considering yawed flows,
with and without wheels. A range of techniques were used to investigate the
problem, including large volume tomographic PIV, which has not previously been
widely reported in the literature at these Reynolds numbers, and PIV of the internal
cavity flows which is not present in the literature. This work has helped to bridge
the knowledge gap in the literature between the simple and realistic geometries,
specifically relating to geometry interactions with the wheels. The work has ulti-
mately led to a generalised method for reducing the drag that can be applied to any
given baseline geometry.
The first set of experiments investigated the flow around the Windsor model
with and without wheels at a range of representative yaw angles (0◦ → 10◦).
Without wheels at 0◦ yaw, the wake exhibits bistability, with a low drag symmetric
condition as the wake switches between antisymmetric states. This result, coupled
with the tomographic particle image velocimetry definitively disprove the toroidal
wake model and confirms the wake models proposed in the literature [52]. A further
instantaneous low base drag condition exists when the base pressure distribution is
the most laterally and vertically symmetric.
Introducing the wheels onto the model induces an upwash dominated wake which
increases the suction on the base and the drag on the model. With wheels the lowest
instantaneous drag occurred when the wake was vertically symmetric, however this
did not produce a drag reduction as large as that arising in the no-wheels case during
a switch between bistable states.
As the model is yawed, a hairpin vortex dominates the flow field. The head of the
hairpin is on the leeward side of the model close to the base, with the tails extending
downstream and towards the windward side of the model. This flow structure occurs
both with and without the wheels installed and generates a significant increase in
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the mean total and base drag. A new finding is that, at 2.5◦ yaw there is an
instantaneous drag reduction as the vortex on the windward side of the model grows
in size. This results in a more laterally balanced, lower drag wake, which can reduce
the mean drag if this state is entered more frequently. This instantaneous symmetry
showed more significant reductions on the model without wheels. As the model
is yawed to larger angles, 5◦ and 10◦, the suction on the base increase, with the
hairpin vortex strengthening. The same instantaneous flow features exist and drag
reductions follow the same trend but with smaller magnitudes. These results showed
that the lateral symmetry is a critical component for a low drag condition, but is
more easily manipulated at smaller yaw angles.
Introducing the cavities to the Windsor model results in drag reductions regard-
less of the cavity depth, yaw angle or if the wheels are installed. At 0◦ yaw the
drag reductions are in line with the literature [39], and are shown to be a result of
the increased base pressure. Beyond what is presented in the literature, the work
here correlated a reduced wake velocity, inside and outside the cavity, with a lower
base drag, despite a slight reduction in vertical symmetry. The slower wake flow is a
consequence of moving the fixed separation, and resulting shear layer, downstream
as the high frequencies are unable to impact the bulk wake flow inside the cavity.
The cavities also reduce unsteadiness for all frequencies and modes reaching the base
of the model, with a reduction in the frequency of lateral flapping and suppression
of the other wake motions (bistability, vertical flapping, pumping) with increasing
cavity depth.
Yawing the Windsor model without wheels and a cavity has not been reported
previously in the literature; it shows that the optimum cavity depth is longer and
probably outside the range tested here. The drag reductions at yaw are larger than
at 0◦ yaw. Both the mean and instantaneous flows showed that a reduction in drag
correlated with the size of the windward vortex but also showed the most symmetric
reconstructed flows were not the lowest drag. The change in size of the windward
vortex, and its impact on the instantaneous drag, was shown to be a low frequency
motion, hence it wasn’t suppressed by the increasing cavity depth.
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Introducing cavities to simple automotive models with wheels isn’t well reported
in the literature. In the tested instances on the Windsor model the drag reductions
were greater than without the wheels, partly due to the reduced wake velocity but
also a counter to the upwash introduced by the wheels. The instantaneous base drag
reductions behaved similarly to the no wheel geometry at small yaw angles, with
a correlation of a lower drag with more equal size of the upper and lower vortex
structures. As the model is yawed, the drag reductions are smaller with increasing
yaw angle as the cavity is only able to correct the vertical asymmetry.
The cavity results showed that generally obtaining a wake that is laterally and
vertically balanced reduced the drag, however the largest drag reductions were
achieved by combining this with a lower velocity in the wake.
The taper geometries are more practical for real vehicles than the cavities but
showed similar mechanisms for drag reduction. The drag reductions for these
geometries were more complex as the tapered surfaces also contributed to the drag.
As a result, the largest total drag reductions were a result of a significant reduction
in base drag, without being countered by the increase in taper drag. Without wheels
at 0◦, this resulted in the same optimums as those reported in the literature [17,69].
The low drag was caused by an increased pressure on the base which correlated with
a slower velocity parallel to the base for the model with a full height taper. The
optimum configurations also presented a shorter vertically asymmetric wake. The
wake length is a result of the shear layers being turned towards the base, but there
were not enough results to correlate this measurement with the base drag. Additional
reduction has previously been found by reintroducing the vertical symmetry for the
optimum condition without wheels [49].
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Applying more realistic tapering to the model with wheels, by only applying
tapering to a portion of the model, results in a larger optimum drag than a full
span taper. This optimum geometry reduced the base drag by the same amount
as the optimum full span tapering through vertically symmetrising the wake, but
contributed approximately half of the taper drag, resulting in a greater total drag
reduction. This is further evidence for a symmetric wake producing less drag.
Yawing the tapering geometries, which isn’t a study present in the literature, the
optimum total drag reduction and the optimum taper angle became larger. Without
wheels the mechanism for base drag is the same as the cavity geometries, increased
windward vortex size resulting in a more laterally symmetric wake. With wheels the
tapering geometries swing the U shaped recirculation towards a laterally symmetric
state, reducing the drag. The swinging of the wake to a symmetric state was caused
by a longitudinal vortex formed on the leeward side of the model towards the floor,
or in some instances the partial separation of the taper. This is the same mechanism
as the upper body tapering, but with the benefit of some tapering on the lower body.
An additional 30% drag reduction, over the best symmetric tapering, can be
achieved by applying the tapering asymmetrically, which is a potential approach for
an active system. This was most effective on the model without wheels and was
achieved with a smaller leeward, turning the shear layer less, and larger windward,
turning the shear layer more, taper angle. The shift in taper angles generated a
larger windward vortex and smaller leeward vortex, but the optimum configuration,
at 2.5◦ yaw, was not the most symmetric configuration. The optimum configuration,
at 2.5◦ yaw, began to indicate passing into an instantaneous low drag symmetric
condition seen on the bistable baseline geometry at 0◦. It is not known if the low
drag bistable configuration is the cause or an effect of the low drag condition.
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Applying the asymmetric tapering to the wheels, not previously reported in the
literature, the optimum asymmetric full height tapers were close to the optimum
symmetric taper angle. In this instance the largest benefit of applying active tapering
with the wheels would be the ability to track the optimum symmetric condition over
any yaw angle.
Overall, the drag reductions have generally been a result of making the wake
more symmetric, especially at yaw, by balancing the shear layers. Although it
has also been shown that low total drag can be achieved with an asymmetric
configuration and wake, forcing the wake into a more symmetric condition will tend
to be beneficial.
6.2 Further Work
There is potential for a significant amount of work to be undertaken as a result
of this thesis. The general trend of a more symmetric wake, either vertically or
laterally, is worth a deep investigation. This is especially true for the taper and
cavity geometries that showed the largest reductions with a slightly asymmetric
wake, as it was not clear to the author the reason for this. This would be most
interesting if a method for altering the balance of the separated shear layers without
altering the geometry of the model, similar to the underbody roughness, but on
single edges. This would allow a much more precise alteration of the bulk wake flow
to more simply investigate the relationship between the wake balance and low drag.
When considering the cavities specifically, applying a taper to the cavity to
re-symmetrise the wake laterally (at yaw) or vertically (with wheels) is likely to
further improve the drag reductions, but it isn’t necessarily clear why. It may be
the case that a slightly asymmetric wake allows the low drag condition with the
growth of the weaker vortex to occur more often. Whilst this is similar to the low
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drag condition between the bistable states, if that wake is made more unsteady it can
enter the lower drag condition more easily, especially if there aren’t two relatively
stable higher drag conditions.
Further reduction may also be possible with the cavities by testing a large design
space or using an optimisation algorithm for the length of the cavity on each edge.
This would shift the separation point of a given shear layer and, depending on the
implementation, generate some longitudinal vortices that have been shown with
the tapering to drastically alter the wake flow. This would also provide additional
benefit to an active system, especially with regards to yawing the model as a true
optimum could be tracked in the real world.
More work is also required with the tapering and wheel geometries. The separated
taper surfaces at large (10◦) yaw angles showed the benefit of some tapering with the
longitudinal vortex, so a stepped taper should be considered whereby the upper body
has, for example, a 16◦ upper body taper but 12◦ on the lower body. This would
prevent the separation but also generate the beneficial flow feature that resulted in a
symmetric base pressure. This work may also be of interest when implementing an
active system, as only half of the taper would need to be active, providing that
the other half was a suitable match. This would allow for the benefits of the
re-symmetrising through the longitudinal vortex but also the modification of the
windward vortex.
199

REFERENCES
References
[1] NASA, Climate Change: How Do We Know? https://climate.nasa.gov/
evidence/, 2019 (accessed December 11th, 2019).
[2] T. Stocker, D. Qin, G.-K. Plattner, M. Tignor, S. Allen, J. Boschung,
A. Nauels, Y. Xia, V. Bex, and P. Midgley, “Climate Change 2013: The
Physical Science Basis. Contribution of Working Group I to the Fifth
Assessment Report of the Intergovernmental Panel on Climate Change,” tech.
rep., IPCC, Cambridge, UK, 2013.
[3] European Parliment, CO2 emissions from cars: facts and figures. http:
//www.europarl.europa.eu/news/en/headlines/society/20190313STO31218/
co2-emissions-from-cars-facts-and-figures-infographics, 2019 (accessed
August 1st, 2019).
[4] L. Schipper, E. Deakin, and C. McAndrews, Carbon Dioxide Emissions from
Urban Road Transport in Latin America: CO2 Reduction as a Co-Benefit of
Transport Strategies, pp. 111–127. New York, NY: Springer New York, 2011.
[5] European Parliament and Council of the European Union, “REGULATION
(EU) No 333/2014 OF THE EUROPEAN PARLIAMENT AND OF THE
COUNCIL of 11 March 2014 amending Regulation (EC) No 443/2009 to define
the modalities for reaching the 2020 target to reduce CO 2 emissions from new
passenger cars THE,” Off. J. Eur. Union, no. 333, pp. 15–21, 2014.
[6] F. X. Breu, S. Guggenbichler, and J. C. Wollmann, “Proposal for a
REGULATION OF THE EUROPEAN PARLIAMENT AND OF THE
COUNCIL amending Regulation (EC) No 443/2009 to define the modalities
for reaching the 2020 target to reduce CO2 emissions from new passenger
cars,” 2008.
[7] European Parliament, Reducing CO2 emissions from passenger cars. http:
//ec.europa.eu/clima/policies/transport/vehicles/cars/index en.htm, 2016
(accessed May 8th, 2016).
201
REFERENCES
[8] G. Fontaras, B. Ciuffo, N. Zacharof, S. Tsiakmakis, A. Marotta, J. Pavlovic,
and K. Anagnostopoulos, “The difference between reported and real-world
CO2 emissions: How much improvement can be expected by WLTP
introduction?,” Transp. Res. Procedia, vol. 25, pp. 3933–3943, 2017.
[9] I. Newton, Philosophiae naturalis principia mathematica, vol. 1. G. Brookman,
1833.
[10] G. Sovran and M. S. Bonn, “Formulae for the Tractive-Energy Requirements
of Vehicles Driving the EPA Schedules,” in SAE Int. Congr. Expo., vol. 1,
SAE International, feb 1981.
[11] W.-H. Hucho, “Chapter 1 - Introduction to automobile aerodynamics,” in
Aerodyn. Road Veh. (W.-H. Hucho, ed.), pp. 1–46, Butterworth-Heinemann,
1987.
[12] Jaguar Land Rover, Jaguar Land Rover Reports July 2019 Sales.
https://www.jaguarlandrover.com/news/2019/08/jaguar-land-rover-reports-
july-2019-sales, 2019 (accessed August 30th, 2019).
[13] JATO, Demand for SUVs slows to lowest recorded rate in June, indicating
that registrations may have peaked in the European market. https:
//www.jato.com/demand-for-suvs-slows-to-lowest-recorded-rate-in-june-
indicating-that-registrations-may-have-peaked-in-the-european-market/,
2019 (accessed August 30th, 2019).
[14] W. H. Hucho. Society of Automotive Engineers.
[15] S. R. Ahmed, G. Ramm, and G. Faltin, “Some Salient Features Of The
Time-Averaged Ground Vehicle Wake,” in SAE Tech. Pap. 840300, SAE
International, SAE International, 1984.
[16] J. Howell and G. Le Good, “The Effect of Backlight Aspect Ratio on Vortex
and Base Drag for a Simple Car-Like Shape,” in SAE Tech. Pap. 2008-01-0737,
SAE International, 2008.
202
REFERENCES
[17] A.-K. Perry, M. Passmore, and A. Finney, “Influence of Short Rear End tapers
on the Base Pressure of a Simplified Vehicle.,” SAE Int. J. Passeng. Cars -
Mech. Syst., vol. 8, pp. 317–327, 2015.
[18] M. Varney, M. Passmore, and A. Gaylard, “The Effect of Passive Base
Ventilation on the Aerodynamic Drag of a Generic SUV Vehicle,” SAE Int. J.
Passeng. Cars - Mech. Syst., vol. 10, pp. 345–357, 2017.
[19] P. W. Bearman, “Near wake flows behind two-and three-dimensional bluff
bodies,” J. Wind Eng. Ind. Aerodyn., vol. 69, pp. 33–54, 1997.
[20] D. Hummel, “Chapter 2 - Some fundamentals of fluid mechanics,” in Aerodyn.
Road Veh. (W.-H. Hucho, ed.), pp. 47–82, Butterworth-Heinemann, 1987.
[21] A. Roshko, “On the Wake and Drag of Bluff Bodies,” J. Aeronaut. Sci., vol. 22,
pp. 124–132, feb 1955.
[22] D. Bernoulli, Hydrodynamica: sive de viribus et motibus fluidorum
commentarii. Johannis Reinholdi Dulseckeri, 1738.
[23] D. J. Maull, Aerodynamic Drag Mechanisms of Bluff Bodies and Road Vehicles,
ch. Mechanisms, pp. 137–159. Boston, MA: Springer US, 1978.
[24] R. A. Young, Bluff bodies in a shear flow. PhD thesis, University of Cambridge,
1972.
[25] W. Hanfeng, Z. Yu, Z. Chao, and H. Xuhui, “Aerodynamic drag reduction of
an Ahmed body based on deflectors,” J. Wind Eng. Ind. Aerodyn., vol. 148,
pp. 34–44, 2016.
[26] M. Grandemange, Analysis and Control of Three-dimensional Turbulent
Wakes: from Axisymmetric Bodies to Road Vehicles. PhD thesis, Ph.D.
Thesis, ENSTA ParisTech, E´cole Polytechnique, Paris, 2013.
[27] J. Howell, M. Passmore, and S. Tuplin, “Aerodynamic Drag Reduction on a
Simple Car-Like Shape with Rear Upper Body Taper,” SAE Int. J. Passeng.
Cars - Mech. Syst., vol. 6, pp. 52–60, 2013.
203
REFERENCES
[28] J. Howell and G. Le Good, “Vortex Drag for a Simple Bluff Body at Incidence
in Ground Proximity,” in SAE Tech. Pap., SAE International, 2005.
[29] A. K. Perry, G. Pavia, and M. Passmore, “Influence of short rear end tapers
on the wake of a simplified square-back vehicle: wake topology and rear drag,”
Exp. Fluids, vol. 57, no. 11, pp. 1–17, 2016.
[30] G. Pavia, Characterisation of the unsteady wake of a square-back road vehicle.
PhD thesis, Loughborough University, 2019.
[31] M. Grandemange, A. Mary, M. Gohlke, and O. Cadot, “Effect on drag of the
flow orientation at the base separation of a simplified blunt road vehicle,” Exp.
Fluids, vol. 54, no. 5, 2013.
[32] G. Bonnavion, O. Cadot, V. Herbert, S. Parpais, R. Vigneron, and J. De´lery,
“Asymmetry and global instability of real minivans’ wake,” J. Wind Eng. Ind.
Aerodyn., vol. 184, no. October 2018, pp. 77–89, 2019.
[33] E. Mercker, “A Blockage Correction for Automotive Testing in a Wind Tunnel
with Closed Test Section,” J. Wind Eng. Ind. Aerodyn., vol. 22, no. 2-3,
pp. 149–167, 1986.
[34] J. Howell, “Aerodynamic Drag of Passenger Cars at Yaw,” SAE Int. J.
Passeng. Cars - Mech. Syst., vol. 8, pp. 306–316, 2015.
[35] T. Y. T. Wu, “Cavity and Wake Flows,” Annu. Rev. Fluid Mech., vol. 4, no. 1,
pp. 243–284, 1972.
[36] V. Parezanovic´ and O. Cadot, “Experimental sensitivity analysis of the global
properties of a two-dimensional turbulent wake,” J. Fluid Mech., vol. 693,
pp. 115–149, 2012.
[37] A. Mariotti and G. Buresti, “Experimental investigation on the influence of
boundary layer thickness on the base pressure and near-wake flow features of
an axisymmetric blunt-based body,” Exp. Fluids, vol. 54, no. 11, pp. 1–16,
2013.
204
REFERENCES
[38] P. R. Viswanath, “Flow management techniques for base and afterbody drag
reduction,” Prog. Aerosp. Sci., vol. 32, no. 2-3, pp. 79–129, 1996.
[39] A. Evrard, O. Cadot, V. Herbert, D. Ricot, R. Vigneron, and J. De´lery, “Fluid
force and symmetry breaking modes of a 3D bluff body with a base cavity,”
J. Fluids Struct., vol. 61, pp. 99–114, 2016.
[40] J. Howell, D. Sims-Williams, A. Sprot, F. Hamlin, and R. Dominy, “Bluff
Body Drag Reduction with Ventilated Base Cavities,” SAE Int. J. Passeng.
Cars - Mech. Syst. 2012-01-0171, vol. 5, pp. 152–160, 2012.
[41] G. Bonnavion, O. Cadot, V. Herbert, S. Parpais, and R. Vigneron, “Effect of
a base cavity on the wake modes of the squareback Ahmed body at various
ground clearances and application to drag reduction . Re´sume´ : Abstract :,”
2017.
[42] I. Korkischko and J. R. Meneghini, “Suppression of vortex-induced vibration
using moving surface boundary-layer control,” J. Fluids Struct., vol. 34,
pp. 259–270, 2012.
[43] A.-K. Perry, “An Investigation into the Base Pressure of Simplified Automotive
Squareback Geometries,” 2016.
[44] R. Littlewood and M. Passmore, “Aerodynamic drag reduction of a simplified
squareback vehicle using steady blowing,” Exp. Fluids, vol. 53, no. 2,
pp. 519–529, 2012.
[45] R. Littlewood, Novel methods of drag reduction for squareback road vehicles.
PhD thesis, Loughborough University, 2013.
[46] R. Littlewood, M. Passmore, and D. Wood, “An Investigation into the Wake
Structure of Square Back Vehicles and the Effect of Structure Modification on
Resultant Vehicle Forces,” SAE Int. J. Engines, vol. 4, no. 2, pp. 2629–2637,
2011.
205
REFERENCES
[47] S. Luckhurst, M. Varney, H. Xia, M. Passmore, and A. Gaylard,
“Computational investigation into the sensitivity of a simplified vehicle wake
to small base geometry changes,” J. Wind Eng. Ind. Aerodyn., vol. 185,
no. December 2018, pp. 1–15, 2019.
[48] M. Grandemange, M. Gohlke, and O. Cadot, “Turbulent wake past a
three-dimensional blunt body. Part 2. Experimental sensitivity analysis,” J.
Fluid Mech., vol. 752, pp. 439–461, 2014.
[49] G. Pavia, M. Passmore, and M. Varney, “Low-frequency wake dynamics for
a square-back vehicle with side trailing edge tapers,” J. Wind Eng. Ind.
Aerodyn., vol. 184, no. December 2018, pp. 417–435, 2019.
[50] J. M. Garcia de la Cruz, R. D. Brackston, and J. F. Morrison, “Adaptive
Base-Flaps Under Variable Cross-Wind,” SAE Tech. Pap. Ser., vol. 1, 2017.
[51] R. Li, J. Bore´e, B. R. Noack, L. Cordier, and F. Harambat, “Drag reduction
of a yawed car model by combining fluidic flaps and turbulence control,”
No. Aerovehicles 3, p. Presentation Only, 2018.
[52] G. Pavia, M. Passmore, and C. Sardu, “Evolution of the bi-stable wake of a
square-back automotive shape,” Exp. Fluids, vol. 59, pp. 1–20, dec 2018.
[53] T. Morel, “Effect of Base Cavities on the Aerodynamic Drag of an
Axisymmetric Cylinder,” Aeronaut. Q., vol. 30, no. 2, pp. 400–412, 1979.
[54] S. C. Luo, M. Yazdani, Y. T. Chew, and T. S. Lee, “Effects of incidence and
afterbody shape on flow past bluff cylinders,” J. Wind Eng. Ind. Aerodyn.,
vol. 53, pp. 375–399, dec 1994.
[55] D. Barros, J. Bore´e, B. R. Noack, A. Spohn, and T. Ruiz, “Bluff body drag
manipulation using pulsed jets and Coanda effect,” J. Fluid Mech., vol. 805,
2016.
[56] A. Oxlade, High-frequency Pulsed Jet Forcing of an Axisymmetric Bluff Body
Wake. PhD thesis, Imperial College London, 2013.
206
REFERENCES
[57] G. Pavia, M. Varney, M. Passmore, and M. Almond, “Three dimensional
structure of the unsteady wake of an axisymmetric body,” Phys. Fluids, vol. 31,
no. 2, p. 025113, 2019.
[58] M. Grandemange, M. Gohlke, V. Parezanovic´, and O. Cadot, “On
experimental sensitivity analysis of the turbulent wake from an axisymmetric
blunt trailing edge,” Phys. Fluids, vol. 24, no. 3, 2012.
[59] G. Bonnavion and O. Cadot, “Boat-tail effects on the global wake dynamics
of a flat-backed body with rectangular section,” J. Fluids Struct., pp. 1–11,
2019.
[60] R. Buchheim, K.-R. Deutenbach, and H.-J. Lu¨ckoff, “Necessity and Premises
for Reducing the Aerodynamic Drag of Future Passenger Cars,” in SAE Tech.
Pap., SAE International, 1981.
[61] R. Littlewood and M. Passmore, “The Optimization of Roof Trailing Edge
Geometry of a Simple Square-Back.,” in SAE Tech. Pap. 2010-01-0510, SAE
International, 2010.
[62] G. Pavia and M. Passmore, “Characterisation of Wake Bi-stability for a
Square-Back Geometry with Rotating Wheels,” in Prog. Veh. Aerodyn. Therm.
Manag. (J. Wiedemann, ed.), (Cham), pp. 93–109, Springer International
Publishing, 2018.
[63] M. Grandemange, O. Cadot, A. Courbois, V. Herbert, D. Ricot, T. Ruiz, and
R. Vigneron, “A study of wake effects on the drag of Ahmed’s squareback
model at the industrial scale,” J. Wind Eng. Ind. Aerodyn., vol. 145,
pp. 282–291, 2015.
[64] K. R. Cooper, T. Bertenyi, G. Dutil, J. Syms, and G. Sovran, “The
Aerodynamic Performance of Automotive Underbody Diffusers,” in SAE Tech.
Pap. 980030, SAE International, 1998.
[65] K. R. Cooper, J. Syms, and G. Sovran, “Selecting automotive diffusers to
maximise underbody downforce,” tech. rep., 2000.
207
REFERENCES
[66] S. Kowata, J. Ha, S. Yoshioka, T. Kato, and Y. Kohama, “Drag Force
Reduction of a Bluff-Body with an Underbody Slant and Rear Flaps,” SAE
Int. J. Commer. Veh., vol. 1, pp. 230–236, 2008.
[67] A. Wood, M. Passmore, D. Forbes, D. Wood, and A. Gaylard, “Base Pressure
and Flow-Field Measurements on a Generic SUV Model,” SAE Int. J. Passeng.
Cars - Mech. Syst., vol. 8, pp. 233–241, 2015.
[68] D.-M. Wong and W. Mair, “Boat-tailed afterbodies of square section as
drag-reduction devices,” J. Wind Eng. Ind. Aerodyn., vol. 12, no. 2,
pp. 229–235, 1983.
[69] G. Pavia, M. Passmore, and A. Gaylard, “Influence of Short Rear End Tapers
on the Unsteady Base Pressure of a Simplified Ground Vehicle,” in SAE Tech.
Pap. 2016-01-1590, SAE International, 2016.
[70] V. Gentile, B. W. van Oudheusden, F. F. J. Schrijer, and F. Scarano,
“The effect of angular misalignment on low-frequency axisymmetric wake
instability,” J. Fluid Mech., vol. 813, p. R3, 2017.
[71] G. Bonnavion and O. Cadot, “Unstable wake dynamics of rectangular
flat-backed bluff bodies with inclination and ground proximity,” J. Fluid
Mech., vol. 854, pp. 196–232, 2018.
[72] E. G. Duell and A. R. George, “Measurements in the Unsteady Near Wakes
of Ground Vehicle Bodies,” in SAE Tech. Pap., SAE International, 1993.
[73] E. G. Duell and A. R. George, “Experimental Study of a Ground Vehicle Body
Unsteady Near Wake,” in SAE Tech. Pap., SAE International, 1999.
[74] Y. A. I. Brown, S. Windsor, and A. P. Gaylard, “The Effect of Base Bleed
and Rear Cavities on the Drag of an SUV,” in SAE Tech. Pap. 2010-01-0512,
SAE International, 2010.
[75] J. Howell, A. Sheppard, and A. Blakemore, “Aerodynamic Drag Reduction for
a Simple Bluff Body Using Base Bleed,” in SAE Tech. Pap., SAE International,
2003.
208
REFERENCES
[76] M. Urquhart, S. Sebben, and L. Sterken, “Numerical analysis of a vehicle
wake with tapered rear extensions under yaw conditions,” J. Wind Eng. Ind.
Aerodyn., vol. 179, no. February, pp. 308–318, 2018.
[77] L. Sterken, L. Lofdahl, S. Sebben, T. Walker, and V. C. Corp, “Effect of
Rear-End Extensions on the Aerodynamic Forces of an SUV,” in SAE Tech.
Pap., SAE International, 2014.
[78] L. Sterken, S. Sebben, L. Lofdahl, T. Walker, T. Wo¨lken, L. Sterken,
S. Sebben, L. Lofdahl, T. Walker, and T. Wo¨lken, “Wake and Unsteady
Surface-Pressure Measurements on an SUV with Rear-End Extensions,” in
SAE Tech. Pap., SAE International, 2015.
[79] R. Veldhuizen, J. P. van dr Krieke, and G. M. R. Van Raemodnck, “Design
of a Rear-End Aerodynamic Drag Reduction Device for Semi-Trailers,” tech.
rep., Institution of Mechanical Engineers, London, 2016.
[80] J. P. Kehs, K. D. Visser, J. Grossman, J. Niemiec, A. Smith, and C. M.
Horrell, “A Comparison of Full Scale Aft Cavity Drag Reduction Concepts
With Equivalent Wind Tunnel Test Results,” SAE Int. J. Commer. Veh.,
vol. 6, no. 2, pp. 486–497, 2013.
[81] K. Grover and K. D. Visser, “Over-the-Road Tests of Sealed Aft Cavities on
Tractor Trailers,” in SAE Tech. Pap., SAE International, 2006.
[82] W. R. Lanser, J. C. Ross, and A. E. Kaufman, “Aerodynamic performance
of a drag reduction device on a full-scale tractor/trailer,” in SAE, Aerosp.
Technol. Conf. Expo., vol. 1, 1991.
[83] M. Hassaan, D. Badlani, and M. Nazarinia, “On the effect of boat-tails on
a simplified heavy vehicle geometry under crosswinds,” J. Wind Eng. Ind.
Aerodyn., vol. 183, no. October, pp. 172–186, 2018.
[84] K. R. Cooper, “Truck aerodynamics reborn - Lessons from the past,” SAE
Tech. Pap., no. 724, 2003.
209
REFERENCES
[85] W. K. Cary, D. Landman, and R. Wood, “Experimental Investigation of Wake
Boards for Drag Reduction on an Ahmed Body,” in SAE Tech. Pap., SAE
International, 2006.
[86] G. K. Suryanarayana, H. Pauer, and G. E. A. Meier, “Bluff-Body Drag
Reduction by Passive Ventilation,” Exp. Fluids, vol. 16, no. 2, pp. 73–81,
1993.
[87] G. K. Suryanarayana and G. E. A. Meier, “Effect of Ventilation on the
Flowfield Around a Sphere,” Exp. Fluids, vol. 19, no. 2, pp. 78–88, 1995.
[88] W. B. Bartow, A. C. Moreyra, T. Hirst, G. H. Woyczynski, A. Lefebvre, and
G. Zha, “Experimental Investigations of Vehicle Base Drag Reduction Using
Passive Jet Boat-Tail Flow Control,” in SAE Tech. Pap. 2014-01-2448, SAE
International, 2014.
[89] J. Wang, W. Bartow, A. Moreyra, G. Woyczynski, A. Lefebvre, E. Carrington,
and G. Zha, “Low Drag Automotive Mirrors Using Passive Jet Flow Control,”
SAE Int. J. Passeng. Cars - Mech. Syst., vol. 7, pp. 538–549, 2014.
[90] T. Hirst, C. Li, Y. Yang, E. Brands, and G. Zha, “Bluff Body Drag Reduction
Using Passive Flow Control of Jet Boat Tail,” SAE Int. J. Commer. Veh.,
vol. 8, pp. 713–721, 2015.
[91] V. J. Modi, M. Fernando, and T. Yokomizo, “Moving Surface Boundary-Layer
Control as Applied to Two-Dimensional and Three-Dimensional Bluff Bodies,”
J. Wind Eng. Ind. Aerodyn., vol. 38, no. 1, pp. 83–92, 1991.
[92] V. J. Modi, “Moving Surface Boundary-Layer Control : a Review,” J. Fluids
Struct., vol. 11, pp. 627–663, 1997.
[93] S. R. Munshi, V. J. Modi, and T. Yokomizo, “Fluid dynamics of flat plates and
rectangular prisms in the presence of moving surface boundary-layer control,”
J. Wind Eng. Ind. Aerodyn., vol. 79, no. 1-2, pp. 37–60, 1999.
[94] V. J. Modi, B. Ying, and T. Yokomizo, “Boundary-Layer Control of Bluff
Bodies Through Momentum Injection,” in SAE Tech. Pap., SAE International,
1990.
210
REFERENCES
[95] S. Mittal, “Control of Flow Past Bluff Bodies using Rotating Control
Cylinders,” J. Fluids Struct., vol. 15, no. 2, pp. 291–326, 2001.
[96] R. J. Englar, “Improved Pneumatic Aerodynamics for Drag Reduction, Fuel
Economy, Safety and Stability Increase for Heavy Vehicles,” in SAE Tech.
Pap., no. 724, SAE International, 2005.
[97] R. J. Englar, “Drag Reduction, Safety Enhancement, and Performance
Improvement for Heavy Vehicles and SUVs Using Advanced Pneumatic
Aerodynamic Technology,” in SAE Tech. Pap., SAE International, 2003.
[98] R. J. Englar, “Advanced Aerodynamic Devices to Improve the Performance,
Economics, Handling and Safety of Heavy Vehicles,” in SAE Tech. Pap., SAE
International, 2001.
[99] R. J. Englar, M. J. Smith, C. S. Niebur, and S. D. Gregory, “Development
of Pneumatic Aerodynamic Concepts for Control of Lift, Drag and Moments
plus Lateral/Directional Stability of Automotive Vehicles,” in SAE Tech. Pap.,
SAE International, 1996.
[100] D. Geropp and H.-J. H.-J. Odenthal, “Drag reduction of motor vehicles by
active flow control using the Coanda effect,” Exp. Fluids, vol. 28, no. 1,
pp. 74–85, 2000.
[101] E. Varon, Y. Eulalie, S. Edwige, P. Gilotte, and J.-L. Aider, “Control of the
chaotic dynamics of a turbulent 3D wake,” pp. 1–24, 2017.
[102] H.-J. Schmidt, R. Woszidlo, C. N. Nayeri, and C. O. Paschereit, “Drag
reduction on a rectangular bluff body with base flaps and fluidic oscillators,”
Exp. Fluids, vol. 56, no. 7, p. 151, 2015.
[103] T. Heinemann, M. Springer, H. Lienhart, S. Kniesburges, C. Othmer, and
S. Becker, “Active flow control on a 1:4 car model,” Exp. Fluids, vol. 55, no. 5,
pp. 1–11, 2014.
[104] A. Brunn and W. Nitsche, “Active control of turbulent separated flows over
slanted surfaces,” Int. J. Heat Fluid Flow, vol. 27, no. 5, pp. 748–755, 2006.
211
REFERENCES
[105] P. Joseph, X. Amandole`se, and J.-L. L. Aider, “Drag reduction on the 25◦
slant angle Ahmed reference body using pulsed jets,” Exp. Fluids, vol. 52,
no. 5, pp. 1169–1185, 2012.
[106] M. Pastoor, L. Henning, B. R. Noack, R. King, and G. Tadmor, “Feedback
shear layer control for bluff body drag reduction,” J. Fluid Mech., vol. 608,
no. 7, pp. 161–196, 2008.
[107] A. Seifert, T. Shtendel, and D. Dolgopyat, “From lab to full scale Active Flow
Control drag reduction: How to bridge the gap?,” J. Wind Eng. Ind. Aerodyn.,
vol. 147, pp. 262–272, 2015.
[108] J.-C. C. Be´ra, M. Michard, M. Sunyach, and G. Comte-Bellot, “Changing lift
and drag by jet oscillation: experiments on a circular cylinder with turbulent
separation,” Eur. J. Mech., vol. 19, no. 5, pp. 575–595, 2000.
[109] R. Mittal and P. Rampunggoon, “On the virtual aeroshaping effect of synthetic
jets,” Phys. Fluids, vol. 14, no. 4, pp. 1533–1536, 2002.
[110] C. Lee, G. Hong, Q. P. Ha, and S. G. Mallinson, “A piezoelectrically actuated
micro synthetic jet for active flow control,” Sensors Actuators A Phys.,
vol. 108, no. 1, pp. 168–174, 2003.
[111] G. Minelli, E. Adi Hartono, V. Chernoray, L. Hjelm, and S. Krajnovic,
“Aerodynamic flow control for a generic truck cabin using synthetic jets,”
J. Wind Eng. Ind. Aerodyn., vol. 168, no. August, pp. 81–90, 2017.
[112] R. Li, Aerodynamic Drag Reduction of a Square-Back Car Model Using Linear
Genetic Programming and Physic-Based Control. PhD thesis, 2017.
[113] L. Dalessio, B. Duncan, C. Chang, J. I. Gargoloff, and E. Tate, “Accurate Fuel
Economy Prediction via a Realistic Wind Averaged Drag Coefficient,” SAE
Int. J. Passeng. Cars - Mech. Syst., vol. 10, no. 1, pp. 2017–01–1535, 2017.
[114] J. Howell and M. Passmore, “A proposed drag coefficient relevant for drive
cycle application,” in Int. Conf. Veh. Aerodyn. 2016 Aerodyn. By Des.,
pp. 143–156, IMechE, 2016.
212
REFERENCES
[115] S. Windsor, “Real World Drag coefficient - Is It Wind Averaged Drag?,” in Int.
Veh. Aeroyndamics Conf. 2014, no. October 2014, pp. 3–19, Elsevier, 2014.
[116] B. McAuliffe, L. Belluz, and M. Belzile, “Measurement of the On-Road
Turbulence Environment Experienced by Heavy Duty Vehicles,” SAE Int. J.
Commer. Veh., vol. 7, no. 2, pp. 685–702, 2014.
[117] K. C. Ingram, “The wind-averaged drag coefficient applied to heavy goods
vehicles,” in Aust. Road Res. Board Symp., no. Supp. Report 392, 1978.
[118] SAE International, “SAE wind tunnel test procedure for trucks and buses,”
2012. Standard J1252.
[119] MIRA Aerodynamic Wind Tunnel Facilities Users’s Handbook.
[120] J. Howell, D. Forbes, and M. Passmore, “A drag coefficient for application to
the WLTP driving cycle,” Proc. Inst. Mech. Eng. Part D J. Automob. Eng.,
vol. 231, no. 9, pp. 1274–1286, 2017.
[121] National Centers for Environmental Information and National Oceanic and
Atmospheric Administration, “Integrated Surface Dataset (Global, Hourly),”
2019.
[122] S. Watkins, J. W. Saunders, and P. H. Hoffmann, “Comparison of road and
wind-tunnel drag reductions for commercial vehicles,” J. Wind Eng. Ind.
Aerodyn., vol. 49, no. 1, pp. 411–420, 1993.
[123] G. Johl, The Design and Performance of a 1.9m×1.3m Indraft Wind
Tunnel. PhD thesis, Ph.D. thesis, Aeronautical and Automotive Engineering,
Loughborough University, 2010.
[124] Economic Commission for Europe Inland Transport Committee, “Proposal for
a new global technical regulation on the Worldwide harmonized Light vehicles
Test Procedure (WLTP),” tech. rep., 2013.
[125] SAE International, “Vehicle Aerodynamics Terminology,” 2010. Standard
J1594.
213
REFERENCES
[126] K. R. Cooper, “Closed-test-section Wind Tunnel Blockage Corrections for
Road Vehicles. Special Publication SAE SP1176,” Soc. Automot. Eng. SAE,
1996.
[127] H. W. Coleman and W. G. Steele, Experimentation, validation, and
uncertainty analysis for engineers. John Wiley & Sons, 2009.
[128] D. Wood, The Effect of Rear Geometry Changes on the Notchback Flow Field.
PhD thesis, Loughborough University, 2015.
[129] L. Adrian, R. J. Adrian, and J. Westerweel, Particle Image Velocimetry.
Cambridge Aerospace Series, Cambridge University Press, 2011.
[130] A. Schroder, F. Scarano, C. Willert, and S. Discetti, “ISPIV 12th International
Symposium on PIV,” June 2017.
[131] LaVision, “Tomo-PIV Seminar,” October 2016.
[132] D. Hollis, U. Dierksheide, and D. Michaelis, “Private Communications,” 2018.
[133] K. P. Lynch and F. Scarano, “Experimental determination of tomographic
PIV accuracy by a 12-camera system,” Meas. Sci. Technol., vol. 25, no. 8,
p. 84003, 2014.
[134] E. F. J. Overmars, N. G. W. Warncke, C. Poelma, and J. Westerweel, “Bias
errors in PIV: the pixel locking effect revisited,” in 15th Int. Symp. Appl. laser
Tech. to fluid Mech. Lisbon, Port., pp. 5–8, 2010.
[135] D. Hollis, Particle image velocimetry in gas turbine combustor flow fields. PhD
thesis, Loughborough University, 2004.
[136] R. Adrian and C. S. Yao, “Pulsed laser technique application to liquid and
gaseous flows and the scattering power of seed materials,” Appl. Opt., vol. 24,
no. 1, pp. 44–52, 1985.
[137] F. Scarano, S. Ghaemi, G. C. A. Caridi, J. Bosbach, U. Dierksheide, and
A. Sciacchitano, “On the use of helium-filled soap bubbles for large-scale
tomographic PIV in wind tunnel experiments,” Exp. Fluids, vol. 56, no. 2,
p. 42, 2015.
214
REFERENCES
[138] A.-K. Perry, P. M. Almond, Mathew, and R. Littlewood, “The study of a
bi-stable wake region of a generic Squareback vehicle using Tomographic PIV,”
SAE World Congr., 2016.
[139] F. Scarano, “Tomographic PIV: principles and practice,” Meas. Sci. Technol.,
vol. 24, no. 1, p. 12001, 2013.
[140] S. Ghaemi, D. Ragni, and F. Scarano, “PIV-based pressure fluctuations in the
turbulent boundary layer,” Exp. Fluids, vol. 53, no. 6, pp. 1823–1840, 2012.
[141] S. Ghaemi and F. Scarano, “Counter-hairpin vortices in the turbulent wake of
a sharp trailing edge,” J. Fluid Mech., vol. 689, no. 2011, pp. 317–356, 2011.
[142] D. T. D. Violato, “3D flow organization and dynamics in subsonic jets,” 2013.
[143] B. Wieneke, “Volume self-calibration for 3D particle image velocimetry,” Exp.
Fluids, vol. 45, no. 4, pp. 549–556, 2008.
[144] C. Atkinson and J. Soria, “An efficient simultaneous reconstruction technique
for tomographic particle image velocimetry,” Exp. Fluids, vol. 47, no. 4, p. 553,
2009.
[145] G. E. Elsinga, F. Scarano, B. Wieneke, and B. W. van Oudheusden,
“Tomographic particle image velocimetry,” Exp. Fluids, vol. 41, no. 6,
pp. 933–947, 2006.
[146] G. E. Elsinga, J. Westerweel, F. Scarano, and M. Novara, “On the velocity of
ghost particles and the bias errors in Tomographic-PIV,” Exp. Fluids, vol. 50,
no. 4, pp. 825–838, 2011.
[147] K. E. Meyer, Identify flow structures with Proper Orthogonal Decomposition (
POD ), 2008.
[148] J. L. Lumley, “The structure of inhomogeneous turbulent flows,” Atmos.
Turbul. Radio Wave Propag., 1967.
[149] L. Sirovich, “Turbulence and the dynamics of coherent structures part 1:
coherent structures,” Q. Appl. Math., vol. 45, no. 3, pp. 561–571, 1987.
215
REFERENCES
[150] F. White, Fluid Mechanics. New York City: McGraw-Hill, 7th ed., 2011.
[151] A. Rowe, A. L. A. Fry, and F. Motallebi, “Influence of boundary-layer
thickness on base pressure and vortex shedding frequency,” AIAA J., vol. 39,
no. 4, pp. 754–756, 2001.
[152] P. S. Newnham, The influence of turbulence on the aerodynamic optimisation
of bluff body road vehicles. PhD thesis, Loughborough University, 2007.
[153] K. R. Cooper, “The Effect of Front-Edge Rounding and Rear-Edge Shaping
on the Aerodynamic Drag of Bluff Vehicles in Ground Proximity,” in SAE Int.
Congr. Expo., SAE International, feb 1985.
[154] M. Roumeas, P. Gillie´ron, and A. Kourta, “Analysis and control of the
near-wake flow over a square-back geometry,” Comput. Fluids, vol. 38, no. 1,
pp. 60–70, 2009.
[155] R. Volpe, P. Devinant, and A. Kourta, “Experimental characterization of
the unsteady natural wake of the full-scale square back Ahmed body: flow
bi-stability and spectral analysis,” Exp. Fluids, vol. 56, no. 5, p. 99, 2015.
[156] O. A. R. M. A. S. Rigas, G. and J. F. Morrison, “Low-dimensional dynamics
of a turbulent axisymmetric wake,” J. Fluid Mech., vol. 755, p. R5, 2014.
[157] M. Grandemange, M. Gohlke, and O. Cadot, “Bi-stability in the turbulent
wake past parallelepiped bodies with various aspect ratios and wall effects,”
Phys. Fluids, vol. 25, no. 9, p. 95103, 2013.
[158] G. Ceglia, S. Discetti, A. Ianiro, D. Michaelis, T. Astarita, and G. Cardone,
“Three-dimensional organization of the flow structure in a non-reactive model
aero engine lean burn injection system,” Exp. Therm. Fluid Sci., vol. 52,
pp. 164–173, 2014.
[159] M. Stohr, R. Sadanandan, and W. Meier, “Phase-resolved characterization of
vortex-flame interaction in a turbulent swirl flame,” Exp. Fluids, vol. 51, no. 4,
pp. 1153–1167, 2011.
216
REFERENCES
[160] T. Favre and G. Efraimsson, “An assessment of detached-eddy simulations of
unsteady crosswind aerodynamics of road vehicles,” Flow, Turbul. Combust.,
vol. 87, no. 1, pp. 133–163, 2011.
[161] R. Volpe, V. Ferrand, A. Da Silva, and L. Le Moyne, “Forces and flow
structures evolution on a car body in a sudden crosswind,” J. Wind Eng.
Ind. Aerodyn., vol. 128, pp. 114–125, 2014.
[162] H. Kawamata, S. Kuroda, S. Tanaka, and M. Oshima, “Improvement of
Practical Electric Consumption by Drag Reducing under Cross Wind Defining
the Crosswind Condition,” SAE 2016 World Congr. Exhib., apr 2016.
[163] J. Howell, D. Forbes, M. Passmore, and G. Page, “The Effect of a Sheared
Crosswind Flow on Car Aerodynamics,” SAE Int. J. Passeng. Cars - Mech.
Syst., vol. 10, no. 1, pp. 2017–01–1536, 2017.
[164] H. Schlichting and K. Gersten, Boundary-layer theory. Springer, 2016.
[165] J. T. B. Fuller, The Unsteady Aerodynamics of Static and Oscillating Simple
Automotive Bodies. PhD thesis, Loughborough University, 2012.
[166] B. L. Smith and A. Glezer, “The formation and evolution of synthetic jets,”
Phys. Fluids, vol. 10, no. 9, pp. 2281–2297, 1998.
[167] J. Fuller, M. Best, N. Garret, and M. Passmore, “The importance of unsteady
aerodynamics to road vehicle dynamics,” J. Wind Eng. Ind. Aerodyn., vol. 117,
pp. 1–10, June 2013.
217

APPENDIX A. BLOCKAGE CORRECTION DERIVATION - CONTINUITY
Appendix A
Blockage Correction Derivation -
Continuity
A.1 Velocity Correction
Volumetric flow rate at the measurement point upstream of the geometry (Qm) is
the same as the volumetric flow rate around the geometry (Qc).
Qm = Qc
The volumetric flow rate at each cross section is defined by the area (A) multiplied
by the velocity (u) at that cross section.
Qm = At·um
Qc = Ac·uc
Where the area at the geometry (Ac) is the area of the tunnel (At) minus the frontal
area of the model (Am).
Ac = At −Am
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Substituting this in to the initial equivalence, and rearranging, results in the continuity
correction used here.
At·vm = (At −Am)·vc
uc =
At
At −Am ·vm
A.2 Pressure Coefficient Correction
By correcting for 1 − Cp with subscript of c and m being corrected and measured
components respectively, the following derivation can be performed.
(1− Cpc)uc = (1− Cpm)um
1− Cpc = (1− Cpm)um
uc
uc =
um
(1− E)2 Where E =
Am
At
Cpc = 1− (1− Cpm)(1− E)2
Cpc
(1− E)2 =
1
(1− E)2 − (1− Cpm)
1
(1− E)2 ≈ 1 + 2E if E is small
Cpc(1 + 2E) = (1 + 2E)− (1− Cpm)
Cpc =
Cpm + 2E
1 + 2E
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Appendix B
Vector Merge Algorithm
Particle Image Velocimetry (PIV) can be done with multiple cameras in order to
extend the field of view captured. This results in a larger field of view with a
similar vector resolution or the same field of view with a higher vector resolution.
When a comparison is needed for the final vector field and post processing (Proper
Orthogonal Decomposition or Dynamic Mode Decomposition for example), it is
easier to interpret results of an entire field of view, rather than sections of it.
In the commercial software DaVis this is achieved by interpolating each vector
field to the same grid spacing and then taking an average of the overlapping regions.
Due to the particles not being imaged outside the field of view, new particles can
appear at the edges of the field of view or old particles disappear from the field of
view. This results in a poor correlation at the edge of the field of view for each
camera and as a result the overlapping region.
A new method to merge the vectors is tested here on some simulated data (Figure
B.1). One of the simulate vector results uses a large scaling factor (1.2) to highlight
the improvements. This method still uses a linear interpolation to adjust the vector
fields to the same grids. In this instance the higher resolution grid is used for
interpolation.
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Figure B.1: Simulated Vector Data from Two Cameras
The two alternative methods applied here are a linear ramp and a half sine wave
ramp across a number of vectors close to the edge of the field of view. This is an
attempt to more naturally transition between the two vector fields. Here the number
of vectors that this has been applied to is 20. The multipliers for both can be seen
in Figure B.2. The standard DaVis processing would result in a multiplier of 0.5 for
each vector field in the overlapping region.
The resulting overlap region, along with the ramp type, can be seen in Figure B.3.
It can be seen that both the linear and the half sine wave ramps offer a significant
improvement over the DaVis equivalent. The sine and linear ramps still show edges
close to regions with multiple boundaries (Y > 100mm). This is of less concern
than the bulk portion of the wake, which has the most visible impact.
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Figure B.2: Resultant Multiplications for a 20 Vector Overlap
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Figure B.3: Result of Varying Vector Merge Methods
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Appendix C
Cavity PIV Phase Averaging
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C.0.1 z = 0.675h, No Wheels, Ψ = 2.5◦
d = 0h
φ = 0, 2pi φ = pi/2
φ = pi φ = 3pi/2
d = 0.173h
φ = 0, 2pi φ = pi/2
φ = pi φ = 3pi/2
d = 0.346h
φ = 0, 2pi φ = pi/2
φ = pi φ = 3pi/2
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C.0.2 y = 0h, With Wheels, Ψ = 0◦
φ = 0, 2pi φ = pi/2
φ = pi φ = 3pi/2
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APPENDIX D. CAVITY RADIAL CENTRE OF PRESSURE, Ψ ≥ 5◦
Appendix D
Cavity Radial Centre of Pressure,
Ψ ≥ 5◦
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(a) min(r∗) (b) max(r∗)
Figure D.1: d = 0h, Ψ = 5◦
(a) min(r∗) (b) max(r∗)
Figure D.2: d = 0h, Ψ = 10◦
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(a) min(r∗) (b) max(r∗)
Figure D.3: d = 0.173h, Ψ = 5◦
(a) min(r∗) (b) max(r∗)
Figure D.4: d = 0.173h, Ψ = 10◦
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(a) min(r∗) (b) max(r∗)
Figure D.5: d = 0.346h, Ψ = 5◦
(a) min(r∗) (b) max(r∗)
Figure D.6: d = 0.346h, Ψ = 10◦
232
