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LATTICE CONGRUENCES, FANS AND HOPF ALGEBRAS
NATHAN READING
Abstract. We give a unified explanation of the geometric and algebraic prop-
erties of two well-known maps, one from permutations to triangulations, and
another from permutations to subsets. Furthermore we give a broad general-
ization of the maps. Specifically, for any lattice congruence of the weak order
on a Coxeter group we construct a complete fan of convex cones with strong
properties relative to the corresponding lattice quotient of the weak order. We
show that if a family of lattice congruences on the symmetric groups satisfies
certain compatibility conditions then the family defines a sub Hopf algebra of
the Malvenuto-Reutenauer Hopf algebra of permutations. Such a sub Hopf
algebra has a basis which is described by a type of pattern-avoidance. Ap-
plying these results, we build the Malvenuto-Reutenauer algebra as the limit
of an infinite sequence of smaller algebras, where the second algebra in the
sequence is the Hopf algebra of non-commutative symmetric functions. We
also associate both a fan and a Hopf algebra to a set of permutations which
appears to be equinumerous with the Baxter permutations.
1. Introduction
The results of this paper are motivated by the relationship between the per-
mutohedron, the associahedron and the cube, and the corresponding relationship
between the Malvenuto-Reutenauer Hopf algebra [30] of permutations, the Hopf al-
gebra of planar binary trees [28] and the Hopf algebra of non-commutative symmet-
ric functions [22]. The permutohedron is an n-dimensional polytope with vertices
indexed by the permutations Sn+1. The associahedron is an n-dimensional poly-
tope whose vertices correspond to triangulations of a convex (n + 3)-gon, counted
by the Catalan numbers. The Malvenuto-Reutenauer algebra is a graded infinite-
dimensional Hopf algebra whose nth graded piece has a basis indexed by Sn. The
algebra of planar binary trees is a Hopf algebra whose nth graded piece has a basis
indexed by planar binary trees with n + 1 leaves, which are also counted by the
Catalan numbers. The nth graded piece of the Hopf algebra of non-commutative
symmetric functions has a basis indexed by subsets of [n− 1].
There is a well-known [10, 29, 39, 42] map η from permutations to Catalan-
objects, which has interesting properties with respect to these polytopes and alge-
bras. More precisely, several maps have been studied, related by natural bijections
on permutations such as the inverse map, but for the purposes of this introduction,
we call all of these maps “the map η.” In [4], Billera and Sturmfels give a realization
of the associahedron and the permutohedron such that the normal fan of the permu-
tohedron refines that of the associahedron, and η is the inclusion map from maximal
normal cones of the permutohedron to maximal normal cones of the associahedron.
The descent map, mapping a permutation to its descent set, can be realized as
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the inclusion map from the maximal normal cones of the permutohedron to the
maximal normal cones of a combinatorial cube. This map factors through η, giving
a triangle of maps relating the permutohedron to the cube, via the associahedron.
On the algebraic side, the dual maps to this triangle of maps give an embedding of
the Hopf algebra of non-commutative symmetric functions as a sub Hopf algebra
of the Hopf algebra of planar binary trees, and an embedding of the Hopf algebra
of planar binary trees as a sub Hopf algebra of the Malvenuto-Reutenauer Hopf
algebra [28].
The fact that these maps have such nice properties with respect both to polytopes
and to algebras demands a unified explanation. We provide a unified explanation
using lattice congruences. A lattice congruence Θ is an equivalence relation on a
lattice L such that the equivalence classes are the fibers of some lattice homomor-
phism. The quotient lattice of L with respect to Θ is denoted L/Θ. The key to
the unified explanation is the observation that η is a lattice homomorphism from
the weak order on Sn to the Tamari lattice, a natural partial order on triangula-
tions, and that the descent map is a lattice homomorphism from Sn to a Boolean
algebra. A generalization of this observation about the Tamari lattice is proven
in [37], although essentially all the ingredients for proving it for the Tamari lattice
were previously obtained in [10]. The fact that the descent map is a lattice homo-
morphism is due to Le Conte de Poly-Barbut [26]. We now summarize our main
results, leaving precise definitions for later sections as much as possible.
A hyperplane arrangement A in Rd is a collection of hyperplanes, that is, (d−1)-
dimensional subspaces. The closures of the connected components of Rd − ∪A are
called regions. A Coxeter arrangement A is the set of reflecting hyperplanes of a
finite Coxeter group, that is, a finite group W generated by Euclidean reflections.
The group elements correspond naturally to the regions of A. The regions of A
together with their faces define a complete fan F of convex cones. The symmetric
group Sn is in particular a Coxeter group. The symbolW will stand for the Coxeter
group equipped with the weak order, which has a purely combinatorial definition,
or which can be defined geometrically in terms of the Coxeter arrangement A. This
partial order is a lattice [5].
The combinatorics of the weak order is closely connected to the geometry of F .
To generalize this close connection, we introduce fan posets and establish their
basic properties. A fan poset (F , P ) is a partial order P on the maximal cones
of a complete fan F in Rd, with some conditions relating the partial order to the
structure of the fan. A complete fan F defines a cellular sphere ∆. Not every fan
is the normal fan of a polytope, but every complete fan has a dual cellular sphere Γ
which plays the role of the polytope. If (F , P ) is a fan poset, then the Hasse diagram
of P is isomorphic as a graph to the 1-skeleton of Γ. Facial intervals of (F , P ) are
intervals I in P such that, for some cone F of F , the interval I consists of all of
the maximal cones of F containing F . The fan poset (F , P ) is homotopy facial if
all non-facial intervals are contractible and if, for every cone F , the facial interval
corresponding to F is homotopy equivalent to a sphere of dimension d− 2−dimF .
If (F , P ) is homotopy facial then in particular the Mo¨bius function of a non-facial
interval is zero and the Mo¨bius function of a facial interval corresponding to a face F
is (−1)d−2−dimF . The fan poset (F , P ) is atomic-facial if the facial intervals are
exactly the atomic intervals. The definition of bisimplicial fan posets will be given
in Section 3.
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The main geometric result of this paper is a more general version of the following
theorem.
Theorem 1.1. If W is a Coxeter group with associated fan F then for any lattice
congruence Θ on the weak order on W there is a fan FΘ, refined by F , such that
(FΘ,W/Θ) is a fan lattice. Furthermore, (FΘ,W/Θ) is homotopy facial, atomic-
facial and bisimplicial with respect to any linear functional b whose minimum on the
unit sphere occurs in the interior of the cone representing the identity of W . Any
linear extension of W/Θ is a shelling order on the facets of the associated sphere ∆.
The maximal cones of FΘ are the unions over Θ-classes of the maximal cones
of F . If Θ and Φ are congruences such that Θ refines Φ then the lattice homomor-
phism associated to Φ factors through the homomorphism associated to Θ. In this
case FΦ is refined by FΘ. The main shortcoming of Theorem 1.1 is that it gives no
means of knowing when FΘ is the normal fan of a polytope. It would be helpful to
have a criterion for determining which of these fans are normal fans, particularly
if the criterion were decisive for the examples given later in the introduction. The
fan FΘ is not necessarily simplicial, but we give necessary and sufficient conditions
on Θ for FΘ to be simplicial (Proposition 5.9).
The Malvenuto-Reutenauer algebra is K [S∞] :=
⊕
n≥0K [Sn] for a field K , with
a product which takes permutations u ∈ Sp and v ∈ Sq to the sum of all shuffles of u
and v in Sp+q. Loday and Ronco [29] pointed out that this product can be expressed
as the sum of the elements in a certain interval in weak order. Furthermore they
showed that the products on the algebra of planar binary trees and the algebra of
non-commutative symmetric functions can be expressed as sums over intervals in
Tamari lattices and Boolean algebras respectively. The maps in [29] relating these
partial orders are η and the descent map.
These facts are explained and generalized using lattice congruences. A family
of lattice congruences Θn on the weak order on the symmetric groups Sn is called
translational and/or insertional under certain conditions defined in Sections 7 and 8.
Given any family {Θn}n≥0 of congruences, let
{
ZΘn
}
n≥0
be the family of lattice
quotients Sn/Θn, and define a graded vector space K [Z
Θ
∞] :=
⊕
n≥0K [Z
Θ
n ]. Define
a map c : K [ZΘ∞] → K [S∞] by sending each element x ∈ Z
Θ
n to the sum of the
elements of the corresponding congruence class in Sn. We define a product on
K [ZΘ∞] using each partial order Z
Θ
n in a manner analogous to Loday and Ronco’s
order-theoretic characterization of the shuffle product. We also define a coproduct
on K [ZΘ∞]. The main algebraic results of this paper are the following theorems.
Theorem 1.2. If {Θn}n≥0 is a translational family then the map c embeds K [Z
Θ
∞]
as a subalgebra of K [S∞].
Theorem 1.3. If {Θn}n≥0 is an insertional family then the map c embeds K [Z
Θ
∞]
as a subcoalgebra of K [S∞].
A translational and insertional family of congruences is called anH-family, where
the “H” indicates “Hopf,” in accordance with the following immediate corollary of
Theorems 1.2 and 1.3.
Corollary 1.4. If {Θn}n≥0 is an H-family then the map c embeds K [Z
Θ
∞] as a sub
Hopf algebra of K [S∞].
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The antipode of K [ZΘ∞] is easily written in terms of the antipode in K [S∞] (see
Remark 9.5). Given two H-families {Θn} and {Φn} such that Θn refines Φn for
each n, K [ZΦ∞] is a sub Hopf algebra of K [Z
Θ
∞].
We now discuss the application of Theorem 1.1 and Corollary 1.4 to some exam-
ples, including the descent map and the map η. The congruences of Sn associated
to the descent map and the Tamari lattice are both nicely described in terms of pat-
tern avoidance. Given permutations y = y1y2 · · · yk ∈ Sk and x = x1x2 · · ·xn ∈ Sn,
say that the pattern y occurs in x if there are integers 1 ≤ i1 < i2 < · · · < ik ≤ n
such that for all 1 ≤ p < q ≤ k we have yp < yq if and only if xip < xiq . Otherwise,
say that x avoids y. For more information on patterns in permutations, see [44].
We extend the definition of pattern avoidance in order to describe H-families. Say
a permutation y ∈ Sk has a cliff at j if yj = k and yj+1 = 1. If y has a cliff at j,
say y occurs in x with adjacent cliff if there is some occurrence xi1xi2 · · ·xik of y in
x such that ij+1 = ij + 1. Otherwise say x avoids cliff-adjacent instances of y.
If Θ is a lattice congruence on a finite lattice L, then every congruence class of
Θ is an interval of L, and the quotient L/Θ is isomorphic to the subposet of L
consisting of the bottom elements of the congruence classes. The homomorphism
associated to a congruence Φ factors through the homomorphism associated to a
congruence Θ if and only if the subposet L/Φ is a subset of L/Θ. We show that,
for an H-family, the set of bottom elements of congruence classes in each Sn is
characterized by cliff-adjacent pattern avoidance (Theorem 9.3).
The Tamari lattice (the image of η) is the subposet of Sn consisting of 312-
avoiding permutations (or alternately 231-avoiding permutations). This was noted
by Bjo¨rner and Wachs [10], who showed that these permutations in fact form a
sublattice of Sn. The (left) descent map on Sn is a projection down to permu-
tations avoiding both 231 and 312, and it follows that the descent map factors
through η. It is easily checked that a permutation avoids 312 if and only if it
avoids cliff-adjacent instances of 312, and similarly for 231. Applying Theorem 1.1
recovers the refinement relationships on the associated fans. Applying Theorem 1.4
and Theorem 9.3 to these maps recovers the sub Hopf algebra relationship of the
corresponding algebras.
The geometric results of this paper also apply to a broad generalization of the
Tamari lattices, defined in [37]. For any finite Coxeter group W a family of Cam-
brian congruences is defined on the weak order on W . The quotient of W by a
Cambrian congruence is called a Cambrian lattice. The fans associated, via Theo-
rem 1.1, to the Cambrian congruences are conjectured to be combinatorially equiv-
alent to the normal fans of the generalized associahedra [19] and this conjecture is
proven in types A and B.
In the present paper, we exhibit several additional examples. One of these ex-
amples builds K [S∞] as the limit of a sequence of smaller Hopf algebras K [S∞,k]
where the first Hopf algebra in the sequence is the graded Hopf algebra with one-
dimensional graded pieces and the second is the Hopf algebra of non-commutative
symmetric functions. Another example builds the Hopf algebra of planar binary
trees as the limit of a similar sequence.
A third example concerns the twisted Baxter permutations, a set of permutations
defined similarly to, and apparently equinumerous with, the Baxter permutations
of [15]. By Theorem 9.3, the subposet of weak order on Sn consisting of the twisted
Baxter permutations is in fact the quotient of the weak order by a certain lattice
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congruence. This congruence is identified as the meet of two congruences, one of
which defines the Tamari lattice as the 231-avoiding permutations, while the other
defines the Tamari lattice as the 312-avoiding permutations. The family of con-
gruences defining the twisted Baxter permutations is an H-family, so Theorem 1.4
shows that there is a sub Hopf algebra of K [S∞] such that a basis for the nth graded
piece is indexed by the twisted Baxter permutations in Sn. Theorem 1.1, besides
proving several nice properties of the subposet of Sn consisting of twisted Baxter
permutations, also constructs a (non-simplicial) complete fan in Rn−1 whose maxi-
mal cones are indexed by the twisted Baxter permutations. It would be interesting
to know if this fan is the normal fan of some polytope.
This paper is the second in a series of papers beginning with [36] and continuing
in [37]. Each paper relies on the results of the preceding papers and cites later
papers only for motivation or in the context of examples.
The organization of the remainder of this paper is as follows: In Section 2,
we provide background information on lattice congruences. Section 3 defines fan
posets and exhibits their basic properties. Section 4 defines the poset of regions of
a central hyperplane arrangement, and quotes results which show that this poset is
a fan poset with particularly nice properties. In Section 5 we prove a generalization
of Theorem 1.1. Section 6 provides background on the weak order on Sn which is
necessary for the exposition and proof of Theorem 1.2 in Section 7 and Theorem 1.3
in Section 8. Section 9 presents the characterization of H-families by pattern-
avoidance, remarks on computing the product, coproduct and antipode in K [ZΘ∞],
then concludes with examples.
2. Lattice congruences
In this section we give background information on lattice congruences. A more
detailed exposition of lattice congruences can be found for example in [23]. The
poset notation used here is standard, and we assume basic poset and lattice termi-
nology as for example in [39]. If x < y in P and there is no z ∈ P with x < z < y,
say y covers x and write x <· y. If P is a poset with a unique minimal element and
a unique maximal element (for example if P is a finite lattice), then the minimal
element is denoted 0ˆ and the maximal element is 1ˆ. The elements covering 0ˆ are
called the atoms of P , and the elements covered by 1ˆ are coatoms.
Let P be a finite poset with an equivalence relation Θ defined on the elements
of P . Given a ∈ P , let [a]Θ denote the equivalence class of a. The equivalence
relation is an order congruence if:
(i) Every equivalence class is an interval.
(ii) The projection pi↓ : P → P , mapping each element a of P to the minimal
element in [a]Θ, is order-preserving.
(iii) The projection pi↑ : P → P , mapping each element a of P to the maximal
element in [a]Θ, is order-preserving.
Define a partial order on the congruence classes by [a]Θ ≤ [b]Θ if and only if
there exists x ∈ [a]Θ and y ∈ [b]Θ such that x ≤P y. The set of equivalence
classes under this partial order is P/Θ, the quotient of P with respect to Θ. The
quotient P/Θ is isomorphic to the induced subposet pi↓(P ). The map pi
↑ maps
pi↓(P ) isomorphically onto pi
↑(P ). The inverse is pi↓. For more information on
order congruences and quotients, see [14, 33].
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The join ∨X of a subset X ⊆ P is the unique minimal element, if it exists, of
the set {y ∈ P : y ≥ x for all x ∈ X}. Dually the meet ∧X is the unique maximal
lower bound of X . A finite poset L is called a lattice if every subset of L has both a
meet and a join. An element γ in a finite lattice L is join-irreducible if and only if
it covers exactly one element, which we denote γ∗. The subposet of L consisting of
join-irreducible elements is denoted Irr(L). A lattice congruence is an equivalence
relation on a lattice which respects joins and meets. Specifically, if a1 ≡ a2 and
b1 ≡ b2 then a1 ∨ b1 ≡ a2 ∨ b2 and similarly for meets. When L is a finite lattice,
order congruences are exactly lattice congruences, and the quotient construction
described above corresponds to the algebraic notion of the quotient of a lattice
with respect to a congruence.
The following properties of lattice congruences do not hold in the generality of
poset congruences. Let Θ be a congruence on a lattice L. For x ∈ L, let [x]Θ denote
the congruence class of x mod Θ.
Lemma 2.1. If [x, y] is an interval in L, then {[z]Θ : z ∈ [x, y]} is the interval
[[x]Θ, [y]Θ] in L/Θ, and this interval is isomorphic to [x, y]/Θ, where Θ also denotes
the restriction of Θ to [x, y].
Proof. If z ∈ [x, y] then by definition [z]Θ ∈ [[x]Θ, [y]Θ]. If [z]Θ ∈ [[x]Θ, [y]Θ] then
in particular y ≥ pi↓z and x ≤ pi↑z. So y and pi↑z are both upper bounds on x and
pi↓z and thus x ∨ pi↓z is below both y and pi
↑z. Thus we have x ∨ pi↓z ∈ [x, y] and
x ∨ pi↓z ∈ [pi↓z, pi↑z] = [z]Θ, so [z]Θ = [x ∨ pi↓z]Θ ∈ {[w]Θ : w ∈ [x, y]}.
Since the interval [x, y] is in particular a sublattice of L, the restriction of Θ to
[x, y] is a lattice congruence and the join and meet operations in [x, y] are inherited
from L. Therefore the join and meet operations in L on congruence classes intersect-
ing [x, y] are the same as the join and meet of the restrictions of those congruence
classes to [x, y]. Thus [[x]Θ, [y]Θ] and [x, y]/Θ are isomorphic as lattices. 
Proposition 2.2. Let L be a finite lattice, Θ a congruence on L and x ∈ L. Then
the map y 7→ [y]Θ restricts to a one-to-one correspondence between elements of L
covered by pi↓x and elements of L/Θ covered by [x]Θ.
Proof. First, we show that the restriction of the map y 7→ [y]Θ to elements covered
by pi↓x is one-to-one. Suppose that y and y
′ are both covered by pi↓x and y ≡ y′. If
y 6= y′ then pi↓x is a minimal upper bound for y and y′, so it is in fact their join, and
in particular y ≡ pi↓x. This contradicts the fact that pi↓x is the minimal element
of its congruence class, thus proving that y = y′. We now show that [y]Θ <· [x]Θ if
and only if there is some y′ ≡ y such that y′ <· pi↓x in L.
Suppose that [y]Θ <· [x]Θ. Thus in particular pi↓y < pi↓x, so let y′ be any element
of L such that pi↓y ≤ y′ <· pi↓x. If y′ 6≡ y then [y]Θ < [y′]Θ < [x]Θ, which is a
contradiction. Thus the element y′ covered by pi↓x has [y
′]Θ = [y]Θ.
Suppose that y <· pi↓x in L. We want to show that [y]Θ <· [x]Θ in L/Θ. Since pi↓x
is minimal in [pi↓x]Θ we have y 6≡ pi↓x, so [y]Θ < [x]Θ. Suppose that [y]Θ <· [z]Θ ≤
[x]Θ for some z and let y
′ be the unique element of [y]Θ covered by pi↓z whose
existence was proved in the previous paragraphs. If pi↓z ≤ y, then pi↓z ≤ pi↓y, thus
contradicting our supposition. Since pi↓x is an upper bound for y and pi↓z, we have
y ∨ pi↓z ≤ pi↓x, and since y 6≥ pi↓z and pi↓x ·> y, we have y ∨ pi↓z = pi↓x. Now,
since y ≡ y′, we have y ∨ pi↓z ≡ y′ ∨ pi↓z, or in other words pi↓x ≡ pi↓z, so that in
particular [z]Θ = [x]Θ. 
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Congruences on L are, in particular, partitions of the elements of L, and Con(L)
is the set of congruences of L partially ordered by refinement. The partial order
Con(L) is a distributive lattice [21], and thus is uniquely determined by the subposet
Irr(Con(L)). The meet in Con(L) is intersection of the congruences as relations. If
Θ1 and Θ2 are congruences on L, with associated downward projections (pi↓)1 and
(pi↓)2, let Θ1 ∨Θ2 have associated downward projection pi↓. It follows immediately
from [23, Theorem I.3.9] that x ∈ L has pi↓x = x if and only if both (pi↓)1x = x
and (pi↓)2x = x. Thus the quotient of L mod Θ1 ∨Θ2 is isomorphic to the induced
subposet ((pi↓)1L) ∩ ((pi↓)2L) of L.
If x <· y and x ≡ y mod Θ, we say Θ contracts the edge x <· y. For an ele-
ment y, if there exists an edge x <· y contracted by Θ, we say Θ contracts y. Thus
Θ contracts a join-irreducible γ if and only if γ ≡ γ∗. A lattice congruence is deter-
mined by the set of join-irreducibles it contracts (see for example [20, Section II.3]).
Given a covering pair x <· y in L, let Cg(x, y) be the smallest lattice congruence
contracting that edge. Then Cg(x, y) is a join-irreducible congruence. Given a join-
irreducible γ of L, write Cg(γ) for Cg(γ∗, γ). The map Cg : Irr(L) → Irr(Con(L))
is onto, but need not be one-to-one. A lattice L is congruence uniform if Cg is a
bijection and if a dual statement about meet-irreducibles holds as well [16]. When
L is a congruence uniform lattice, Irr(Con(L)) can be thought of as a partial order
on the join-irreducibles. If Θ is a congruence on L, then Irr(Con(L/Θ)) is the order
filter in Irr(Con(L)) consisting of join-irreducibles of L not contracted by Θ.
Given a congruence Θ1 on a lattice L1 and a congruence Θ2 on a lattice L2, define
an equivalence Θ1 × Θ2 on L1 × L2 by setting (x1, x2) ≡ (y1, y2) mod Θ1 × Θ2 if
and only if x1 ≡ y1 mod Θ1 and x2 ≡ y2 mod Θ2. It is an easy exercise to show
that Θ1 × Θ2 is a congruence, and furthermore that any congruence on L1 × L2
has the form Θ1 × Θ2 for some congruence Θ1 on L1 and some congruence Θ2 on
L2. The join-irreducibles of L1 × L2 are exactly the pairs (γ1, 0ˆ) where γ1 is a
join-irreducible of L1, and the pairs (0ˆ, γ2) where γ2 is a join-irreducible of L2.
Given lattices L1 and L2 a homomorphism from L1 to L2 is a map η : L1 → L2
such that for all x and y in L1 we have η(x ∨ y) = η(x) ∨ η(y) and similarly for
meets. Given a lattice homomorphism η, the equivalence relation whose classes
are the fibers of η is a congruence, and conversely, given a congruence Θ on L,
the map from an element to its equivalence class is a homomorphism L→ (L/Θ).
Alternately, the map pi↓ is a homomorphism from L to pi↓L ∼= L/Θ. If η1 : L→ L1
and η2 : L → L2 are lattice homomorphisms, we say η2 factors through η1 if there
is a lattice homomorphism η : L1 → L2 such that η2 = η ◦ η1. If Θ1 and Θ2 are the
lattice congruences associated to η1 and η2 and Θ1 ≤ Θ2 in Con(L) then η2 factors
through η1.
Given a partially ordered set P , topological statements about P refer to its order
complex, the abstract simplicial complex whose faces are the chains (totally ordered
subposets) of P . The proper part of a finite lattice L is L −
{
0ˆ, 1ˆ
}
. The following
is a special case of the Crosscut Theorem (see the explanation surrounding (10.8)
of [8]).
Theorem 2.3. If L is a finite lattice with atoms A, then the proper part of L is
homotopy equivalent to the abstract simplicial complex consisting of subsets of A
whose join is not 1ˆ.
For convenience here, we call this abstract simplicial complex the crosscut com-
plex of L, although the usual definition of a crosscut complex is much more general.
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Corollary 2.4. If L is a lattice and Θ is a congruence on L such that no atom of
L is congruent to 0ˆ and no coatom is congruent to 1ˆ, then the proper part of L is
homotopy equivalent to the proper part of L/Θ.
Proof. Since no atom of L is congruent to 0ˆ, there is a one-to-one correspondence
between atoms of L and atoms of L/Θ. We use A to denote both sets of atoms.
Since no coatom is congruent to 1ˆ, the top element of L/Θ is the equivalence class{
1ˆ
}
. For S ⊆ A the join of A in L/Θ is the equivalence class of the join of A in L,
so S joins to 1ˆ in L if and only if it joins to
{
1ˆ
}
in L/Θ. Thus the crosscut complex
of L/Θ is isomorphic to the crosscut complex of L. 
3. Fan Posets
In this section we define fan posets and prove some of their basic properties.
We assume the definitions of polytopes, cones, simplicial complexes, regular CW
complexes, combinatorial isomorphism and homotopy equivalence. For more in-
formation on regular CW complexes, particularly as they relate to combinatorics,
see [8] and Section 4.7 of [9]. We call the closed cells of a CW complex faces.
The 1-skeleton of a CW complex Γ is the subcomplex consisting of the 0- and 1-
dimensional faces of Γ. Given a regular CW complex Γ with face poset P , the poset
P −
{
0ˆ
}
is topologically equivalent to Γ, because the order complex of P −
{
0ˆ
}
is combinatorially isomorphic to the barycentric subdivision of Γ. The following
theorem is due to Bjo¨rner [6].
Theorem 3.1. A non-trivial poset P with a unique minimal element 0ˆ is the face
poset of a regular CW complex if and only if every interval (0ˆ, x) is a sphere.
A fan in Rd is a family F of nonempty closed polyhedral cones with the following
properties:
(i) Every nonempty face of a cone in F is also a cone in F .
(ii) The intersection of two cones in F is a face of both.
A complete fan has the additional property that ∪F = Rd. Since F is closed under
intersections and has a minimal element ∩F , if one partially orders F by inclusion
and adjoins a maximal element 1ˆ, one obtains a lattice, called the face lattice of F .
The intersection ∩F of all cones in F is a subspace, because otherwise it must have
at least one proper nonempty face. If for every maximal cone C of F , the normals
to the facets of C are linearly independent, then F is a simplicial fan. We need the
following lemma.
Lemma 3.2. Let C be a finite set of d-dimensional closed cones in Rd with non-
intersecting interiors such that ∪C = Rd, with the property that the intersection of
any two cones in C is a face of each. Then the collection F of cones, consisting of
arbitrary intersections of cones in C, is a fan.
Proof. We first show that F is exactly the set of faces of cones in C. Let F be the
intersection of some subset S ⊆ C. We prove by induction on |S| that F is a face
of some C ∈ S. The base of the induction is the case |S| = 1, or in other words
F ∈ C, which is trivial. Let S′ = S−{D} for some D ∈ S. Then by induction, ∩S′
is a face of some C ∈ S′. Since C ∩D is a face of C as well, the intersection ∩S is
the intersection of two faces of C, and thus is a face of C.
Conversely, let G be a face of some cone C in C. Then G can be written as the
intersection of some set M of facets of C. Since ∪C = Rd, and the members of C
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intersect in faces, each facet F of C is the intersection of C with some CF ∈ C.
Then G is the intersection of C with all of the CF for F in M .
We have thus established condition (i) in the definition of a fan. Furthermore,
since each cone in F is the intersection of some set of cones in C, the intersection
of two cones F and G in F is also the intersection of some set of cones in C, and
thus F ∩G is the face of some cone in C. Since F and G are each faces of cones in
C, the intersection F ∩G is a face of each. 
Given a cone C of F , we define the restriction F|C of F to C as follows. Let U
be an open d-ball centered at a point p in the relative interior of C, such that U
does not intersect any cone not containing C. Then the intersection of F with U
gives a cellular decomposition of U . We center a d-dimensional vector space at p
and extend this cellular decomposition of U linearly to a cellular decomposition of
the vector space. The resulting decomposition is the fan F|C .
A complete fan F is essential if ∩F is the origin. If F is essential then the
intersection of F with the unit sphere defines a cellular decomposition of the sphere.
Given a non-essential fan F , a combinatorially isomorphic essential fan F/(∩F) is
obtained by intersecting F with the orthogonal complement (∩F)⊥ of ∩F . We
define the associated sphere ∆ of F to be the CW sphere whose cellular structure
is the decomposition of the unit sphere in (∩F)⊥ induced by F/(∩F). The upper
interval [C, 1ˆ] in the face lattice of F is isomorphic to the face lattice of F|C . In
particular, [C, 1ˆ] is spherical, and by Theorem 3.1 there is a regular CW sphere Γ
whose face poset, upon adjoining a maximal element 1ˆ, is dual to the face lattice
of F . We call Γ the dual sphere to F .
If Π is a polytope and F is a face of Π, the normal cone to F is the set of linear
functionals which are maximized at every point on F . The normal fan of Π is the
collection of normal cones to the faces of Π. A fan is called polytopal if it is the
normal fan of some polytope.
A fan poset is a pair (F , P ) where F is a complete fan in Rd and P is a finite poset
whose elements are the maximal cones of F , subject to the following conditions:
(i) For every interval I of P , the union of the maximal cones in I is a polyhedral
cone.
(ii) For every cone C of F , the set of maximal cones containing C is an interval
in P .
The intervals arising as in (ii) are called facial intervals.
Say (F , P ) is homotopy facial if the homotopy types of intervals are described
as follows: If [x, y] is a facial interval associated to a cone of dimension k, then the
open interval (x, y) is homotopy equivalent to a (d − 2 − k)-sphere. If [x, y] is not
a facial interval, then (x, y) is contractible. By convention the complex containing
only the empty set is a (−1)-dimensional sphere, and the empty complex is a (−2)-
dimensional sphere. If (F , P ) is homotopy facial then in particular the face lattice of
F can be determined from the abstract partial order P . Specifically, the face lattice
is dual to the set of non-contractible intervals, partially ordered by containment.
The non-contractible intervals in P are exactly the intervals with non-zero Mo¨bius
functions.
An interval I in a poset is called atomic if the maximal element of I is the join
of the set of atoms of I. Call (F , P ) atomic-facial if the facial intervals are exactly
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the atomic intervals. If (F , P ) is atomic facial, then the face lattice of F is dual to
the set of atomic intervals, partially ordered by containment.
Let (F , P ) be a fan poset and let b be a linear functional on Rd. For any covering
relation C1 <· C2 in P , let ν be the unit normal vector to the hyperplane separating
C1 from C2, oriented to point from C1 to C2. Say that (F , P ) is induced by b if for
any such C1 <· C2 and ν we have b(ν) > 0. For any maximal cone C of F , let N+
be the set of outward-facing unit normals ν of C such that b(ν) > 0 and let N− be
the set of outward-facing unit normals for which b(ν) < 0. Say a maximal cone C
is bisimplicial with respect to b if both N+ and N− are linearly independent sets.
Say (F , P ) is bisimplicial with respect to b if it induced by b and if each maximal
cone of F is bisimplicial with respect to b.
A facial interval of a fan poset is itself a fan poset. That is, if C is a cone of
F and I is the corresponding interval of P , then (F|C , I) is a fan poset. If (F , P )
enjoys some subset of the properties of being polytopal, homotopy facial, atomic-
facial, induced, bisimplicial and/or simplicial, then (F|C , I) enjoys those properties
as well.
The fan poset (F , P ) is defined to be polytopal and/or simplicial if F is. If (F , P )
is polytopal, then the polytope is combinatorially isomorphic to Γ, so we refer to the
polytope as Γ. If (F , P ) is a polytopal fan poset induced by a linear functional b,
then P is the partial order induced by b on the vertices of Γ.
Suppose P is a partial order on the vertices of some CW sphere Γ. Say P orients
the 1-skeleton of Γ if the 1-skeleton of Γ is isomorphic as a graph to the Hasse
diagram of P via the identification of elements of P with vertices of Γ.
Proposition 3.3. If (F , P ) is a fan poset then P orients the 1-skeleton of the dual
sphere Γ.
Proof. Edges in Γ correspond to pairs of maximal cones of F intersecting in di-
mension d − 1. Condition (ii) in the definition of a fan means in particular that
the 1-skeleton of Γ has no multiple edges. Thus showing graph isomorphism is
equivalent to showing that two maximal cones form a cover in P if and only if the
maximal cones intersect in dimension d− 1.
Suppose C1 and C2 are maximal cones of F such that C1 ∩ C2 is a cone F of
dimension d−1 in F . Then {C1, C2} is the complete set of maximal cones containing
F . By the definition of a fan poset, {C1, C2} is an interval in P , necessarily a cover
relation.
Suppose C1 <· C2 in P , so that in particular {C1, C2} is an interval in P . By
the definition of fan poset, C1 ∪C2 is a polyhedral cone, so in particular C1 and C2
must intersect in dimension d− 1. 
Let ∆ be a CW complex all of whose facets have dimension d. Given any face
(closed cell) F of ∆, let δF be the boundary of F . A linear order F1, F2, . . . , Ft on
the facets of ∆ is a shelling of ∆ if d = 0 or if d ≥ 1 and the following conditions
hold:
(i) δF1 has a shelling,
(ii) For 2 ≤ j ≤ t, the intersection Fj ∩ (∪
j−1
i=1Fj) is a pure CW complex of
dimension d− 1, and
(iii) For 2 ≤ j ≤ t, the boundary δFj has a shelling in which the (d − 1)-
dimensional faces of Fj ∩ (∪
j−1
i=1Fj) appear first.
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The boundary complex of a convex polytope is the boundary of the polytope
with a cellular decomposition consisting of the relative interiors of the faces of the
polytope. Bruggesser and Mani [12] defined, for any linear functional b not parallel
to any facet hyperplane of the polytope, a shelling of the boundary complex. Their
shelling has the following property: Every facet whose outward-facing normal ν has
b(ν) < 0 precedes every facet whose outward-facing normal ν has b(ν) > 0.
Proposition 3.4. If (F , P ) is a fan poset induced by a linear functional then any
linear extension of P is a shelling order on the associated sphere ∆.
Proof. Let ∆ be the d′-dimensional sphere associated to F and let F1, F2, . . . , Ft be
a linear order on the facets of ∆ induced by some linear extension of P . For each i
let Ci be the maximal cone of F containing Fi. We first establish condition (ii) in
the definition of shelling, independent of the hypothesis that (F , P ) is induced by
a linear functional. Suppose 1 ≤ i < j ≤ t. The maximal cones of F containing
Ci ∩ Cj form an interval in P . Since i < j, in particular Cj is not the bottom
element of the interval, so we can find a maximal cone Ck which is in the interval
and is covered by Cj . Since Ck is covered by Cj , by the proof of Proposition 3.3
the intersection Cj ∩ Ck is a facet of Cj , and since Ck is in the interval, we have
Ci ∩ Cj ⊆ Ck. Finally, since Ck is below Cj in P , we have k < j. Intersecting
with the unit sphere in (∩F)⊥, we have the following statement about ∆: For
every 1 ≤ i < j ≤ t there exists 1 ≤ k < j such that Fi ∩ Fj ⊆ Fk and Fj ∩ Fk
is a facet of Fj . This means that every face of Fj ∩ (∪
j−1
i=1 δFj) is contained in a
(d′−1)-dimensional face of δFj∩(∪
j−1
i=1 δFj), implying condition (ii) in the definition
of shelling.
We can assume F is essential because if not, we replace F by F/(∩F). Since
F1, . . . , Ft is a linear extension of P , the set Cj∩(∪
j−1
i=1Cj) is exactly the union of the
facets of Cj which separate Cj from maximal cones covered by Cj in P . If (F , P ) is
induced by b then this set of facets is exactly the set of facets whose outward-facing
normals ν have b(ν) < 0. Intersecting Cj with an affine hyperplane H parallel to b
so as to produce a convex polytope of dimension d−1, the Bruggesser-Mani shelling
with respect to b is a shelling of Cj ∩H in which the (d − 2)-dimensional faces of
Cj ∩H ∩ (∪
j−1
i=1Cj) appear first. Since Cj ∩H is combinatorially isomorphic to Fj ,
this satisfies (iii). We can shell F1 in a similar manner, using any linear functional
not parallel to a facet of F1. 
Our proof is patterned after the proof, due to Bjo¨rner and Ziegler, of a similar
statement [9, Proposition 4.3.2] due to Lawrence about the “big” face poset of an
oriented matroid.
Any linear ordering of the facets of a simplex is a shelling order. Thus if ∆ is a
pure simplicial complex, a total order on the facets of ∆ is a shelling if and only
if it satisfies condition (ii) in the definition of shelling given above. In the proof
of Proposition 3.4, condition (ii) was established independent of the condition that
(F , P ) is induced. Thus we have the following:
Proposition 3.5. If (F , P ) is a simplicial fan poset, then any linear extension of
P is a shelling order on F .
One application of a shelling order on a simplicial complex is in determining the
face numbers of the simplicial sphere ∆ associated to a simplicial fan F . The f -
vector of a simplicial complex Λ of dimension d− 1 is (f−1, f0, f1, . . . , fd−1), where
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fi is the number of simplices of Λ of dimension i and the empty simplex is by
convention (−1)-dimensional. The h-vector of Λ is (h0, h1, . . . , hd), defined by the
polynomial identity
d∑
i=0
fi−1(x− 1)
d−i =
d∑
i=0
hix
d−i.
For example f0 = h1 + d and hd is (−1)d−1 times the reduced Euler characteristic
of Λ. When Λ is shellable, for each maximal simplex Fj in the shelling order there
is a unique minimal face R(Fj) of Fj among faces of Fj not contained in ∪
j−1
i=1Fi.
Furthermore
∑d
i=0 hix
i =
∑t
i=0 x
|R(Fi)|, where |R(Fi)| is the number of vertices
of R(Fi). Equivalently, |R(Fi)| is the number of facets of Fi contained in ∪
j−1
i=1Fi.
For (F , P ) a simplicial fan poset, C a maximal cone of F and any linear extension
of P , the quantity |R(C)| is the number of elements covered by C in P . Thus for
i = 0, 1, . . . , d the number of elements of P covering exactly i elements is hi in the
h-vector of ∆. This is in keeping with the fact that P is a good orientation of Γ in
the sense of Kalai [25].
The Dehn-Sommerville equations hi = hd−i for i = 0, 1, . . . , d are satisfied by the
boundary complexes of simplicial polytopes. If (F , P ) is a simplicial fan poset and
if P ′ is the dual partial order to P , then (F , P ′) is a simplicial fan poset with the
same associated sphere. An element covering i elements in P covers d− i elements
in P ′. Since the h-vector is a combinatorial invariant of ∆ we have the following.
Proposition 3.6. If (F , P ) is a simplicial fan poset then the associated simplicial
sphere satisfies the Dehn-Sommerville equations.
For a cone C of F , the star of C is the fan whose maximal cones are the maximal
cones of F which contain C. Say the star of C is convex if the union of the maximal
cones of the star is a convex set. A fan F is locally convex if for every cone C of
F , the star of C is convex. The following is immediate from the definition of a fan
poset.
Proposition 3.7. If (F , P ) is a fan poset then F is locally convex.
A simplicial complex ∆ is called flag if every minimal set of vertices not spanning
a face of ∆ has cardinality 2. In [27] it is shown that, given a simplicial locally
convex fan F , the simplicial sphere ∆ is flag. Thus Proposition 3.7 implies the
following.
Proposition 3.8. If (F , P ) is a simplicial fan poset then the corresponding sim-
plicial sphere is flag.
4. Posets of Regions
In this section we give background information on the poset of regions of a
hyperplane arrangement, prove or quote basic results, and restate some known
results in the language of fan posets.
A hyperplane arrangement A is a finite collection of codimension 1 linear sub-
spaces in Rd called hyperplanes. The complement of the union of the hyperplanes
is disconnected, and the closures of its connected components are called regions.
In general, one might consider an arrangement of affine hyperplanes. Hyperplane
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arrangements consisting entirely of linear subspaces are called central, and all hy-
perplane arrangements considered in this paper are central. The rank of an ar-
rangement is the dimension of the linear span of the normals to the hyperplanes.
A region R of A is called simplicial if the normals to the facets of R are linearly
independent. A central hyperplane arrangement is called simplicial if every region
is simplicial.
We fix once and for all a central hyperplane arrangement A and a region B of A.
For any region R, define the separating set S(R) of R to be the set of hyperplanes
separating R from B. The poset of regions P(A, B) is a partial order on the regions
with R1 ≤ R2 if and only if S(R1) ⊆ S(R2). The region B, called the base region,
is the unique minimal element of P(A, B). The map sending each region R to its
antipodal region −R is an anti-automorphism and corresponds to complementation
of separating sets. In particular, P(A, B) has a unique maximal element −B. Given
a region R, call those facets of R by which one moves up in P(A, B) upper facets
of R, and call the other facets of R lower facets. The poset of regions has been
studied in [7, 17, 18, 34, 35].
Associated to A there is a complete fan which we call F , consisting of the regions
of A together with all of their faces. Given a cone C of F , the set of regions
containing C is an interval in P(A, B), isomorphic to the poset of regions P(A′, B′),
where A′ is the set of hyperplanes of A containing C and B′ is the region of A′
containing B. Given an interval [R1, R2] in P(A, B), the union of the corresponding
regions is the set of points weakly separated from B by every hyperplane in S(R1)
and weakly separated from −B by every hyperplane in A − S(R2). This set is a
polyhedral cone, and thus (F ,P(A, B)) is a fan poset. The definition of P(A, B) by
separating sets can be rephrased as the statement that P(A, B) is the partial order
induced on the maximal cones of F by any linear functional b whose minimum
on the unit sphere lies in the interior of B. The fan F is the normal fan to a
zonotope which is the Minkowski sum of the normal vectors to the hyperplanes.
The dimension of the zonotope is the rank of the arrangement. In particular,
(F ,P(A, B)) is polytopal. Edelman and Walker [18, Theorem 2.2] determined the
homotopy type of open intervals in P(A, B). In the terminology of fan posets, their
theorem is exactly the statement that (F ,P(A, B)) is homotopy facial.
Lemma 4.1. If R is the set of regions covering B in P(A, B) then ∨R = −B and
any proper subset S ( R has an upper bound strictly below −B.
Proof. For any R ∈ R, there is some H ∈ A such that S(R) = {H} and S(−R) =
A−{H}. Any element covered by −B is −R for some R ∈ R, and in particular, no
element covered by −B is above every element of R, so ∨R = −B. For any subset
U ( R, take R ∈ R − U , and let H have S(R) = {H}. Then S(−R) = A − {H}
contains in particular the separating set of every R′ ∈ U , so −R is an upper bound
for U . 
If I is a facial interval of (F ,P(A, B)), then since I is isomorphic to some other
poset of regions, by Lemma 4.1 it is an atomic interval of P(A, B). If A is simplicial
and I is an atomic interval, let R be the minimal element of I, and let A be the
set of atoms of I. Then C := R ∩ (∩A) is a face of R and thus a cone F . Let A′
be the set of hyperplanes of A containing C. The join of A is the region containing
C whose separating set is S(R) ∪ A′, and thus I is the complete set of regions
containing C.
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We summarize these facts in the following theorem:
Theorem 4.2. If A is a central hyperplane arrangement, B is a region of A and
F is the corresponding fan, then
(i) (F ,P(A, B)) is a fan poset,
(ii) (F ,P(A, B)) is polytopal, homotopy facial, and induced by any linear func-
tional b whose minimum on the unit sphere lies in the interior of B.
(iii) Facial intervals are atomic, and if A is simplicial then (F ,P(A, B)) is
atomic-facial.
The following easy lemma will be useful in a later section.
Lemma 4.3. For any two regions Q and R of A, there is a sequence of regions
Q = R0, . . . Rt = R such that for every i the intersection Ri ∩ Ri−1 is (d − 1)-
dimensional and Q ∩R ⊆ Ri for every i.
Proof. We may as well take Q = B. Then because F is a fan poset, the set of
regions containing Q∩R is an interval in P(A, Q), and the desired sequence is any
unrefinable chain from Q to R in the interval. 
Bjo¨rner, Edelman and Ziegler [7] showed that if A is simplicial, then P(A, B)
is a lattice for any choice of B. In [36] it is shown that when A is simplicial then
P(A, B) admits special congruences called parabolic congruences, which we now
define. Let A be simplicial and let B be the set of facet hyperplanes of B, and for
each H ∈ B let R(H) be the atom of P(A, B) separated from B by H . For any
K ⊆ B the intersection of the hyperplanes of B −K is a subspace LK . Let AK be
the set of hyperplanes containing LK and let BK be the AK-region containing B.
The arrangement AK is simplicial. Let ΘK be the equivalence relation on P(A, B)
setting R1 ≡ R2 if and only if R1 and R2 are contained in the same AK-region. In
other words, the AK regions are the unions over ΘK-classes of the A-regions. The
equivalence ΘK is a lattice congruence [36, Proposition 6.3], and furthermore:
Theorem 4.4. [36, Theorem 6.9] Let A be simplicial and let K ⊆ B. Then ΘK
is the unique minimal lattice congruence with B ≡ R(H) for every H ∈ (B −K).
When A is a Coxeter arrangement, the homomorphism associated to ΘK is
projection to a parabolic subgroup.
In the next section, for any congruence Θ on a lattice P(A, B) we construct a
fan FΘ whose maximal cones are the unions over Θ-classes of the maximal cones
of F . Suppose A is simplicial, K ⊆ B and Θ is any congruence contracting atoms
R(H) for H ∈ K. By Theorem 4.4, Θ is refined by ΘK , so that Θ can be thought
of as a congruence on P(AK , BK). Thus we can first pass to the fan associated to
P(AK , BK) and form the fan FΘ by taking unions of AK-regions. In particular,
when A is simplicial we can always reduce to the case where Θ contracts no atoms
of P(A, B). Furthermore, we have the following:
Proposition 4.5. let A be simplicial and let Θ be a congruence on P(A, B). If
[B]Θ 6= {B} then (∩F) ( (∩FΘ).
Proof. We have ∩F = ∩A. If [B]Θ 6= {B} then for some nonempty K ⊆ B we have
R(H) ≡ B for every H ∈ K. Thus (∩A) ( (∩AK) ⊆ (∩FΘ). 
It follows easily from the definition of a lattice congruence that [B]Θ = {B} if
and only if [−B]Θ = {−B}.
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5. Congruences and fan lattices
This section is devoted to proving a generalization of Theorem 1.1 and other
facts about the fans FΘ.
Theorem 5.1. If A is a central hyperplane arrangement and B is a region of A
such that P(A, B) is a lattice, then for any lattice congruence Θ on P(A, B) there
is a complete fan FΘ, refined by F , with the following properties:
(i) (FΘ,P(A, B)/Θ) is a fan lattice.
(ii) (FΘ,P(A, B)/Θ) is induced by any linear functional whose minimum on
the unit sphere lies in the interior of B.
(iii) Any linear extension of P(A, B)/Θ is a shelling of FΘ.
(iv) If A is simplicial then (FΘ,P(A, B)/Θ) is homotopy facial, atomic-facial
and bisimplicial with respect to any linear functional whose minimum on
the unit sphere lies in the interior of B
IfA is a Coxeter arrangement thenA is simplicial and P(A, B) is a lattice isomor-
phic to the weak order on the associated Coxeter group. Thus Theorem 1.1 is a spe-
cial case of Theorem 5.1. As mentioned in the introduction, when (FΘ,P(A, B)/Θ)
is homotopy facial, the Mo¨bious function of a non-facial interval in P(A, B)/Θ is
zero, and a facial interval for a face F has Mo¨bius function (−1)d−2−dimF .
To construct the fan FΘ for P(A, B)/Θ, recall that each congruence class of Θ
is an interval in P(A, B), so the union of the corresponding maximal cones of F
is a convex cone. Let C be the set of cones thus obtained from the congruence
classes and let FΘ be the collection of cones consisting of arbitrary intersections
of the cones C. If is convenient to blur the distinction between cones of FΘ and
Θ-equivalence classes. We now proceed to prove Theorem 5.1 by a series of propo-
sitions. Specifically, Proposition 5.2 verifies that FΘ is a complete fan refined by F .
Propositions 5.3 and 5.4 establish (i) and (ii) respectively. Assertion (iii) follows
from (ii) by Proposition 3.4. Proposition 5.5 proves the claim of the bisimplicial
property when A is simplicial. Proposition 5.6 shows that non-facial intervals are
contractible and non-atomic, and Proposition 5.7 completes the proof of (iv) by
showing that when A is simplicial, facial intervals are atomic and homotopy equiv-
alent to spheres of the correct dimensions.
Proposition 5.2. FΘ is a complete fan which is refined by F .
Proof. We check the conditions of Lemma 3.2. First, suppose that C1, C2 ∈ C
intersect in dimension d− 1. Then since each is a finite union of regions of A, there
are regions R1 and R2, intersecting in dimension d− 1 with R1 ⊆ C1 and R2 ⊆ C2.
The intersection of R1 and R2 is contained in some hyperplane H of A, and without
loss of generality R1 ·> R2. Also, C1 ∩H and C2 ∩H are (d− 1)-dimensional faces
of C1 and C2 respectively. We claim that in fact C1 ∩H = C2 ∩H . To prove this,
consider the set R of A-regions contained in C1 which intersect H in dimension
d−1. Call two regionsQ and R inR adjacent if Q∩R∩H has dimension d−2. Since
C1 ∩H is in particular a topological ball, any two regions in R are connected via a
sequence of adjacent elements of R. Let Q1 be adjacent to R1 in R and let Q2 be
the A-region whose intersection with Q1 is Q1 ∩H , so that in particular Q1 ·> Q2.
Let A′ be the set of hyperplanes containing R1 ∩ Q1. Then A′ is an arrangement
of rank two. Let B′ be the A′-region containing B. If Q1 and R1 are unrelated in
P(A, B) then Q1∧R1 is some A-region contained in B
′, and in particular, Q1∧R1
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is across H from both Q1 and R1. But Q1 ∧ R1 is congruent to R1, contradicting
the fact that H defines a facet of the union over the congruence class of R1. If
Q1 ≤ R1 then since S(R2) = S(R1) − {H} and S(Q2) = S(Q1) − {H}, we have
Q1 ∧ R2 = Q2. Thus the fact that Q1 ≡ R1 means that Q1 ∧ R2 ≡ R1 ∧ R2, or
in other words, Q2 ≡ R2. If Q1 ≥ R1 we argue similarly that Q2 ≡ R2. Thus for
every region in R, the A-region whose intersection with R is R ∩ H is in C2, so
C1 ∩H ⊆ C2 ∩H . By symmetry, we have C1 ∩H = C2 ∩H .
Now let C,D ∈ C intersect in dimension k < d− 1. Then there are A-regions Q
and R with Q ⊆ C and R ⊆ D such that Q ∩ R has dimension k. By Lemma 4.3,
there is a sequence of Q = R0, R1, . . . Rt = R of regions such that for every i the
intersection Ri ∩Ri−1 is (d− 1)-dimensional and Q∩R ⊆ Ri for every i. For each
Ri, let Ci be the cone in C containing Ri. Then, C = C0, C1, . . . , Ct = D is a
sequence of cones in C such that each cone contains Q ∩ R and for each i we have
either Ci = Ci−1 or Ci ∩Ci−1 is (d− 1)-dimensional.
Now we show by induction that C0 ∩C1 ∩ · · · ∩Ci is a face of Ci for each i. The
base case is trivial, and when Ci−1 6= Ci, the intersection Ci−1 ∩ Ci is a (d − 1)-
dimensional face of Ci−1 and of Ci, so C0 ∩C1 ∩ · · · ∩Ci is a face of Ci−1 ∩Ci, and
in particular a face of Ci. Thus C0 ∩ C1 ∩ · · · ∩ Ct is a face of D = Ct, and since
C ∩D has dimension k and each Ci contains the k-dimensional set Q∩P , we have
that C0 ∩ C1 ∩ · · · ∩ Ck is a k-dimensional face of D. Because C and D are both
convex sets, the intersection C∩D, being k-dimensional, cannot be any larger than
the k dimensional face of D it contains, so C ∩D is a face of D, and by symmetry,
C ∩D is a face of C.
We have shown that the intersection of two cones in C is a face of each. By
Lemma 3.2, FΘ is a fan. By construction, FΘ is refined by F . Since the union of
the maximal cones of FΘ is equal to the union of the maximal cones of the complete
fan F , the fan FΘ is also complete. 
If Θ and Φ are congruences such that Θ ≤ Φ in Con(P(A, B)), then FΦ is refined
by FΘ.
Proposition 5.3. (FΘ,P(A, B)/Θ) is a fan lattice.
Proof. If [[x]Θ, [y]Θ] is an interval in P(A, B)/Θ, then the union of the correspond-
ing maximal cones of FΘ is equal to the union of the maximal cones of F in
[pi↓x, pi
↑y], which is a polytopal cone by the fact that (F ,P(A, B)) is a fan lattice.
Each C ∈ CF is the union over an equivalence class of regions in P(A, B), and
F is the intersection ∩C∈CFC. Since this is an intersection of finite unions, there
is some set of representatives {RC : C ∈ CF } whose intersection is full-dimensional
in F . Since (F ,P(A, B)) is a fan lattice, we can let [R1, R2] be the interval in
P(A, B) consisting of all regions containing ∩C∈CFRC . Any Q ∈ [R1, R2] is in
some congruence class C containing the full-dimensional subset ∩C∈CFRC of F ,
and thus containing F . Thus the set CF is the set {[Q]Θ : Q ∈ [R1, R2]}, which by
Lemma 2.1 is the interval [[R1]Θ, [R2]Θ] in P(A, B)/Θ. 
Proposition 5.4. (FΘ,P(A, B)/Θ) is induced by any linear functional b whose
minimum on the unit sphere lies in the interior of B.
Proof. Suppose C1 <· C2 in P(A, B)/Θ, and let R1 ⊆ C1 and R2 ⊆ C2 be regions
of A such that R1 ∩ R2 is (d − 1)-dimensional. Then in particular R1 <· R2, and
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since normal vectors to C1 ∩ C2 are exactly normal vectors to R1 ∩ R2, the result
follows from the fact that P(A, B) is induced by b. 
Proposition 5.5. If A is simplicial, then (FΘ,P(A, B)/Θ) is bisimplicial with
respect to any linear functional b whose minimum on the unit sphere lies in the
interior of B.
Proof. Let C be a maximal cone of FΘ, and N−(C) be the set of outward-facing
unit normals ν to facets of C for which b(ν) < 0. Then since (FΘ,P(A, B)/Θ) is
induced by b, the facets of C corresponding to normals in N−(C) are the facets
separating C from maximal cones covered by C in P(A, B)/Θ. Let R be the region
of A contained in C such that pi↓R = R. Proposition 2.2 implies that the normals
N−(C) are in one-to-one correspondence with the normals in N−(R). Since R
is minimal among regions contained in C, each facet corresponding to a normal
in N−(R) is contained in a facet corresponding to a normal in N−(C), so that
N−(C) = N−(R). Since A is simplicial, the set N−(C) is linearly independent.
The dual argument proves that N+(C) is linearly independent as well. 
This proof of Proposition 5.5 goes through under the weaker hypotheses that
(F ,P(A, B)) is bisimplicial with respect to any linear functional b whose minimum
on the unit sphere lies in the interior of B.
Proposition 5.6. If [x, y] is a non-facial interval in (FΘ,P(A, B)/Θ), then [x, y]
is a non-atomic interval and (x, y) is contractible.
Proof. Let [x, y] = [[R1]Θ, [R2]Θ] be a non-facial interval in P(A, B)/Θ. Let R be
maximal among regions in [R1]Θ which are below pi↓R2. Thus [[R1]Θ, [R2]Θ] =
[[R]Θ, [pi↓R2]Θ], so by Lemma 2.1, the interval [[R1]Θ, [R2]Θ] is equal to the set
{[Q]Θ : Q ∈ [R, pi↓R2]}. We first show that [R, pi↓R2] is not a facial interval in
(F ,P(A, B)).
Suppose for the sake of contradiction that there is a cone C of F such that
[R, pi↓R2] is exactly the set of maximal cones of F containing C. Let D be minimal
among cones of FΘ containing C, so that in particular C intersects the relative
interior of D. Thus a maximal cone of FΘ contains D if and only if it contains C.
If Q ∈ [R, pi↓R2] then [Q]Θ contains C and therefore also D. Conversely if [Q]Θ
contains D, then [Q]Θ contains C and therefore some region R
′ ∈ [Q]Θ contains C,
so that R′ ∈ [R, pi↓R2]. Thus {[Q]Θ : Q ∈ [R, pi↓R2]} is exactly the set of maximal
cones of FΘ containing D, contradicting the fact that [[R1]Θ, [R2]Θ] is a non-facial
interval.
This contradiction shows that [R, pi↓R2] is not a facial interval in P(A, B), so
that the proper part of [R, pi↓R2] is contractible. Now since pi↓R2 is minimal in
its congruence class and R is maximal in its congruence class among elements
≤ pi↓R2, the restriction of Θ to [R, pi↓R2] does not contract any atoms, nor does it
set any coatoms equivalent to pi↓R2. By Lemma 2.1, [[R1]Θ, [R2]Θ] is isomorphic
to [R, pi↓R2]/Θ, and by Corollary 2.4 the proper part of [R, pi↓R2]/Θ is contractible
as well. Since [R, pi↓R2] is not a facial interval in P(A, B), it is not atomic, and
since the restriction of Θ to [R, pi↓R2] neither contracts atoms, nor sets coatoms
equivalent to pi↓R2, the interval [R, pi↓R2]/Θ is also not atomic. 
Proposition 5.7. If A is simplicial and [x, y] ⊆ (FΘ,P(A, B)/Θ) is a facial in-
terval associated to a cone C of dimension k, then [x, y] is an atomic interval with
d− k atoms and (x, y) is homotopy equivalent to a (d− 2− k)-sphere.
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Proof. As in the proof of Proposition 5.3, we let [x, y] be [[R1]Θ, [R2]Θ], where
[R1, R2] is a facial interval in P(A, B) corresponding to a cone D of F , such that
D is a full-dimensional subset of C. Since [R1, R2] is a facial interval in P(A, B),
(F|C , [R1, R2]) is a simplicial homotopy facial and atomic-facial lattice fan, where
F|C is the fan obtained from F by restriction. To obtain the restriction, we have
a choice of p in the relative interior of C and a ball U at p intersecting only cones
which contain C. We can choose p in the relative interior of D, so we have F|C
refining (FΘ)|D. Thus we might as well assume that [R1, R2] = P(A, B) and thus
that D = ∩F is a full-dimensional subset of C = ∩FΘ. But since these are both
subspaces, we have C = D. We apply Proposition 4.5 to show that [B]Θ = {B}
and equivalently that [−B]Θ = {−B}.
The atoms of P(A, B)/Θ number d−dimC and are in one-to-one correspondence
with the atoms of P(A, B). Since the join of the atoms of P(A, B) is −B, the join
of the atoms of P(A, B)/Θ is {−B}, so [x, y] is atomic and has d − dimC atoms.
Also, by Corollary 2.4, the proper part of P(A, B)/Θ is homotopy equivalent to the
proper part of P(A, B), which is homotopy equivalent to a sphere of the desired
dimension. 
Proposition 5.8. If [B]Θ = {B} then (∩FΘ) = (∩F).
Proof. For any Θ the inclusion (∩F) ⊆ (∩FΘ) follows immediately from the fact
that each maximal cone of FΘ is a union of maximal cones of F . Let C be the
maximal cone of FΘ containing B. If B contains ∩FΘ then since ∩FΘ is a subspace,
it is contained in every face of B, including ∩F , so that (∩F) = (∩FΘ). But C
contains ∩FΘ. Thus if (∩F) ( (∩FΘ) we have B ( C and thus [B]Θ 6= {B}. 
The proof of Proposition 5.5 established, independent of the hypothesis that A is
simplicial, that the facets of the cone corresponding to [R]Θ in (FΘ,P(A, B)/Θ) are
in one-to-one correspondence with the elements either covered by pi↓R or covering
pi↑R in P(A, B). Thus we have the following proposition. Recall that d is the
dimension of the vector space in which F is defined.
Proposition 5.9. FΘ is simplicial if and only if for every [R]Θ the number of
elements covered by pi↓R plus the number of elements covering pi
↑R is d−dim(∩FΘ).
When A is simplicial, this condition is equivalent to requiring that the num-
ber of elements covered by pi↓R minus the number of elements covered by pi
↑R is
dim(∩F)− dim(∩FΘ), which is equal to the number of atoms contracted by Θ.
In the case where FΘ is simplicial, Proposition 3.5 allows the h-vector of the
corresponding simplicial sphere to be determined directly from L/Θ. In particular,
the quantity h1 is the number of join-irreducible elements of P(A, B)/Θ. These are
exactly the join-irreducible elements of P(A, B) not contracted by Θ. When Θ is a
congruence which does not contract any atoms, f0 is the number of atoms plus the
number of uncontracted join-irreducibles. By a slight abuse of terminology we call
a cone in a complete fan F a ray if its dimension is one more than the dimension of
the minimal cone in F . If the minimal cone of F is the origin then this is the usual
definition of a ray, and if not then we mod out by the minimal cone ∩F to obtain a
fan whose minimal cone is the origin. For a simplicial fan F , the quantity f0 is the
number of vertices of the associated simplicial sphere, that is, the number of rays
of FΘ. Thus the number of rays of FΘ is the number of atoms plus the number
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of uncontracted join-irreducibles. By the previous paragraph, the join-irreducibles
not contracted by Θ are in bijection with join-irreducibles γ with pi↑γ = γ.
If we lift the requirement that FΘ be simplicial, when Θ does not contract any
atoms the number of rays of FΘ is still the number of atoms of P(A, B) plus the
number of join-irreducibles γ with pi↑γ = γ. We identify these rays explicitly.
Proposition 5.10. Suppose that A is simplicial and that [B]Θ = {B}. Then the
rays of FΘ are exactly the cones arising in one of the following two ways:
(i) For a facet hyperplane H of B, let L be the subspace which is the intersection
of the other facet hyperplanes of B. Then the cone consisting of points in
L weakly separated from −B by H is a ray of FΘ.
(ii) Given a join-irreducible γ of P(A, B) such that pi↑(γ) = γ, let L be the
intersection of the upper facet hyperplanes of γ. The cone consisting of
points in L weakly separated from B by the unique lower facet hyperplane
of γ is a ray of F(Θ).
Proof. Since [B]Θ = {B}, by Proposition 5.8 we have ∩F = ∩FΘ. By Proposi-
tion 5.7, if [x, y] is a facial interval in (FΘ,P(A, B)/Θ) associated to a ray C, then
[x, y] has d−dim(∩FΘ)− 1 atoms and is the quotient modulo Θ of a facial interval
[x′, y′] with d−dim(∩FΘ)−1 atoms, associated to a rayD in (F ,P(A, B)). Further-
more no atoms of [x′, y′] are contracted to x′ by Θ. Each D is a half-subspace, that
is, the product of ∩F with a ray (in the usual geometric sense) in (∩F)⊥. Similarly
each C is the product of ∩FΘ with a ray in (∩FΘ)⊥. Since D ⊆ C and ∩F = ∩FΘ,
we have D = C. Thus every interval [x′, y′] of P(A, B) with d−dim(∩F)−1 atoms,
none of which are contracted to x′, gives rise to a distinct ray of FΘ.
Since A is simplicial, the atomic intervals of P(A, B) with d − dim(∩F) − 1
atoms are of two types. First, [B,R] where R is the join of a set containing all but
one of the atoms of P(A, B), and second, for each join-irreducible γ, the interval
[γ,Q], where Q is the join of the elements covering γ. Since no atoms of P(A, B)
are contracted by Θ, no atoms of [B,R] are contracted. Requiring that no atoms of
[γ,Q] are contracted to γ is exactly the requirement that pi↑γ = γ. It is now easily
checked that these rays match the descriptions in (i) and (ii). 
6. Weak order on the symmetric group
For the remainder of this paper we will be concerned with a particular poset of
regions, which appears in the guise of the weak order on the symmetric group. In
this section we give a brief description of the weak order on the symmetric group,
and quote some results concerning its lattice congruences.
Let Sn be the symmetric group of permutations of [n] := {1, 2, . . . , n} and write
an element x ∈ Sn in one-line notation x1x2 · · ·xn, meaning that xi := x(i). The
inversion set I(x) of x is
I(x) := {(xi, xj) : xi < xj , i > j}.
The length of a permutation x is l(x) := |I(x)|. One definition of the right weak
order is that x ≤ y if and only if I(x) ⊆ I(y). Equivalently, moving up by a
cover relation in the right weak order on Sn corresponds to switching adjacent
entries in a permutation so as to create an inversion. For the rest of the paper,
the phrase “weak order” means right weak order, and the symbol “Sn” denotes the
symmetric group as a poset under the weak order. This partial order is the poset of
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regions of a Coxeter arrangement of type A, with the inversion set I corresponding
to the separating set S. The arrangement is most easily constructed in Rn, as
the set of hyperplanes normal to the vectors ei − ej for 1 ≤ j < i ≤ n. The
base region B is most conveniently chosen to be the region consisting of points
p = (p1, p2, . . . , pn) with p1 ≤ p2 ≤ · · · ≤ pn. The weak order on Sn has a maximal
element w0 := n(n− 1) · · · 1. We denote the identity permutation 12 · · ·n by 1n.
Given a permutation x, say x has a right descent at i if xi > xi+1, and say
the right descent set of x is the subset of [n − 1] consisting of right descents of x.
The left descent set of x is the set consisting of indices i ∈ [n− 1] such that i + 1
occurs before i in x. Join-irreducible elements of Sn are permutations with only
one right descent. For any nonempty subset A ⊆ [n], let Ac := [n] − A and set
m = minA and M = maxAc. If γ is a join-irreducible element of Sn with unique
right descent i, then γ has γi > γi+1 but γj < γj+1 for every other j ∈ [n− 1]. Let
A := {γi+1, γi+2, . . . , γn}. This is a bijection between join-irreducibles of Sn and
nonempty subsets of [n] withM > m. The inverse map takes A to the permutation
whose one-line notation consists of the elements of Ac in increasing order followed
by the elements of A in increasing order.
The weak order on the symmetric group (or more generally on any finite Coxeter
group) is a congruence uniform lattice [13, 34]. In [36], the poset of irreducibles of
Con(Sn) is determined explicitly as a partial order on the join-irreducibles of Sn.
Theorem 6.1. [36, Theorem 8.1] The poset Irr(Con(Sn)) is the transitive closure
of the directed graph in which γ1 → γ2 if and only if the corresponding subsets A1
and A2 satisfy one of the following:
(i) A1 ∩ [1,M1) = A2 ∩ [1,M1) and M2 > M1, or
(ii) A1 ∩ (m1, n] = A2 ∩ (m1, n] and m2 < m1.
Theorem 6.2. [36, Theorem 8.2] Let γ and γ′ be join-irreducibles with correspond-
ing subsets A and A′ and let m and M be associated to A as described above. Then
γ covers γ′ in Irr(Con(Sn)) if and only if A
′ is one of the following:
A− {M + 1} for M < n,
(A− {M + 1}) ∪ {M} for M < n,
A ∪ {m− 1} for 1 < m, or
(A ∪ {m− 1})− {m} for 1 < m.
Given a set K ⊆ [n − 1], the parabolic subgroup (Sn)K of Sn is the subgroup
generated by the transpositions {(i, i+ 1) : i ∈ K}. Any x ∈ Sn has a unique
factorization x = xK · Kx which maximizes l(xK) subject to the constraints that
l(xK) + l(
Kx) = l(x) and that xK ∈ (Sn)K . The set KSn :=
{
Kx : x ∈ Sn
}
, called
the left quotient of Sn with respect to (Sn)K , is a lower interval in weak order, with
maximal element Kw0. There is an analogous factorization x = x
K ·xK , and (Sn)K
is the right quotient. A parabolic subgroup (Sn)K is also a lower interval in the
weak order on Sn, and the projection x 7→ xK is a lattice homomorphism. The
corresponding congruence is a parabolic congruence in the sense of Section 4. The
parabolic subgroup (Sp+q)〈p〉 for 〈p〉 := [p+ q− 1]−{p} is isomorphic to the direct
product Sp × Sq, and the map from Sp × Sq is (u, v) 7→ u× v, where
(u× v)i =
{
ui if 1 ≤ i ≤ p
p+ vi−p if p+ 1 ≤ i ≤ p+ q
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The upper interval (Sp+q)〈p〉 ·
〈p〉(w0) is also isomorphic to Sp×Sq, and isomorphism
is (u, v) 7→ u⋉ v, where
(u⋉ v)i =
{
p+ vi if 1 ≤ i ≤ q
ui−q if q + 1 ≤ i ≤ p+ q
We have u× v ≤ u ⋉ v in weak order, and the congruence classes of the parabolic
congruence associated to 〈p〉 are the intervals [u× v, u⋉ v]. The join-irreducibles of
(Sp+q)〈p〉 are the elements of the form γ×1q for γ a join-irreducible of Sp and 1p×γ
for γ a join-irreducible of Sq. The upward projection associated to the parabolic
congruence is w 7→ w〈p〉 ·
〈p〉(w0), which restricts to an isomorphism from (Sp+q)〈p〉
to (Sp+q)〈p〉 ·
〈p〉(w0). The following is a specialization of [36, Lemma 6.4].
Lemma 6.3. For a congruence Θ on Sp+q, the restriction of Θ to (Sp+q)〈p〉 corre-
sponds, by the map w〈p〉 7→ w〈p〉 ·
〈p〉(w0), to the restriction of Θ to (Sp+q)〈p〉 ·
〈p〉(w0).
Define the support supp(x) of a permutation x to be the minimal K such that x
is in (Sn)K , and let the degree of x be |supp(x)|. The degree of a join-irreducible
γ in Sn is the size of its unique descent. That is, if γi > γi+1, then the degree
of γ is γi − γi+1. The poset Irr(Con(Sn)) is dually ranked by the degree. In a
more general context in [36], it is shown that if γ1 ≤ γ2 in Irr(Con(Sn)), then
supp(γ2) ⊆ supp(γ1). A congruence Θ on P(A, B) is homogeneous of degree k if it
is generated by contracting join-irreducibles of degree k.
We conclude the section with an observation that allows us to reconstruct a
congruence on Sn explicitly from the set of join-irreducibles contracted. Given a
permutation x = x1x2 · · ·xn with xi > xi+1 define
A(x, i) := {xj : 1 ≤ j ≤ i, xj > xi} ∪ {xj : i+ 1 ≤ j ≤ n, xj ≥ xi+1}.
Then A(x, i) has M = xi and m = xi+1 < M , so A(x, i) is associated to a join-
irreducible which we denote λ(x, i). The permutation λ(x, i) consists of all elements
of Ac(x, i) in increasing order followed by all elements of A(x, i) in increasing order.
Proposition 6.4. If x ·> y in the weak order and this covering relation corresponds
to transposing xi and xi+1, then a congruence Θ contracts the edge x ·> y if and
only if it contracts the join-irreducible λ(x, i).
Proof. If two entries a > b are inverted in λ(x, i), then b ∈ A(x, i) and a ∈ Ac(x, i).
If a < xi+1 then so is b, contradicting the fact that b ∈ A(x, i). Therefore, a =
xj ≤ xi for some 1 ≤ j ≤ i. Since a ≤ xi, we have b ≤ xi as well, so the fact that
b ∈ A(x, i) implies that b = xk for some i + 1 ≤ k ≤ n. In particular, a and b are
inverted in x as well and we have shown that λ(x, i) ≤ x in weak order. The unique
element λ∗(x, i) covered by λ(x, i) is obtained by undoing the inversion (xi, xi+1),
so λ∗(x, i) ≤ y. We have x ∧ λ(x, i) = λ(x, i), y ∧ λ(x, i) = λ∗(x, i), y ∨ λ(x, i) = x
and y ∨ λ∗(x, i) = y. Applying the definition of lattice congruence to these four
equations shows that Θ contracts the edge x ·> y if and only if it contracts the edge
λ(x, i) ·> λ∗(x, i). 
7. Translational families of congruences
In this section, we define translational families of congruences and prove The-
orem 1.2, which relates translational families to subalgebras of the Malvenuto-
Reutenauer algebra. We also give a combinatorial characterization of translational
families in terms of sets of contracted join-irreducibles.
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Let K be a fixed field. For n ≥ 0, let K [Sn] be the vector space over K spanned
by the elements of Sn and let K [S∞] :=
⊕
n≥0K [Sn]. For u ∈ Sp and v ∈ Sq,
Malvenuto and Reutenauer [30] defined the shuffle product u •S v ∈ Sp+q to be
the sum of all shuffles of u and v. This is a graded associative product on K [S∞].
Loday and Ronco [29] pointed out that the shuffle product can be expressed as
u •S v =
∑
w∈[u×v,u⋉v]
w.
and readers not familiar with shuffles may take this as a definition. The partial
order here is the weak order. In fact, Loday and Ronco used the left weak order,
so our product is in fact the dual product used for example in [2].
The product “ •S ” can be rewritten in terms of parabolic subgroups.
u •S v =
∑
x∈Sp+q
x〈p〉=u×v
x,
where x〈p〉 refers to the factorization x = x〈p〉 ·
〈p〉x. Note that x〈p〉 = u × v if and
only if x[p−1] = u and x[p+1,p+q−1] = v.
For each n ≥ 0, let Θn be a lattice congruence on Sn and let (pi↓)n and (pi↑)n
be the associated downward and upward projections respectively. As the subscript
n is typically given by the context, we refer to all of these projections simply as
pi↓ and pi
↑. Let ZΘn = Sn/Θn. Since Z
Θ
n
∼= pi↓(Sn) we will think of ZΘn as the
subposet pi↓(Sn) ⊆ Sn. Define a graded vector space K [ZΘ∞] :=
⊕
n≥0K [Z
Θ
n ]. We
often suppress the superscript Θ and write K [Z∞]. Define a product on K [Z∞] by
setting, for u ∈ Lp and v ∈ Lq,
(1) u •Z v :=
∑
x∈Zp+q
x〈p〉=u×v
x.
That is, we sum over all shuffles of u and v which are the minimal elements of
congruence classes of Θp+q. Define a map c : K [Z∞] → K [S∞] by sending each
element x ∈ Zn to the sum of the elements of the congruence class of x in Sn.
The map c is one-to-one and the inverse map r, defined on c(K [Z∞]), is the map
which fixes x if pi↓x = x and maps x to zero otherwise. The names c and r for
these maps indicate “class” and “representative” respectively. We can write the
definition of •Z concisely as u •Z v = r(u •S v) for u, v ∈ K [Z∞].
For every p, q ≥ 0, the congruence Θp × Θq on Sp × Sq induces a congruence
on (Sp+q)〈p〉 via the map (u, v) 7→ u × v. Call the family {Θn}n≥0 of congruences
translational if for every p, q ≥ 0, this induced congruence on (Sp+q)〈p〉 is equal to
the restriction of Θp+q to (Sp+q)〈p〉.
Theorem 1.2. If {Θn}n≥0 is a translational family then the map c embeds K [Z
Θ
∞]
as a subalgebra of K [S∞].
Proof. Suppose that {Θn}n≥0 is a translational family of congruences. The map
c respects the vector-space structure and the grading and is one-to-one. We check
that it respects the products of K [Z∞] and K [S∞].
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Let u ∈ Zp and v ∈ Zq. Then
c(u •Z v) =
∑
x∈Zp+q
x〈p〉=u×v
c(x) =
∑
x∈Sp+q
(pi↓x)〈p〉=u×v
x.
On the other hand,
c(u) •S c(v) =
∑
y:pi↓y=u
z:pi↓z=v
∑
x∈Sp+q
x〈p〉=y×z
x.
Define I :=
{
x ∈ Sp+q : (pi↓x)〈p〉 = u× v
}
. Define J to be the set of elements
x ∈ Sp+q such that, writing x〈p〉 = y×z for some y ∈ Sp and z ∈ Sq we have pi↓y = u
and pi↓z = v. Then c(u •Z v) is the sum of the elements of I and c(u) •S c(v) is
the sum of the elements of J , and we complete the proof by showing that I = J .
Suppose x ∈ I and write x〈p〉 = y × z for some y ∈ Sp and z ∈ Sq. We have
x ≥ x〈p〉 and therefore pi↓x ≥ pi↓(y × z). By the order-preserving projection to
(Sp+q)〈p〉 this implies u × v ≥ (pi↓(y × z))〈p〉, but since y × z ∈ (Sp+q)〈p〉, which
is a lower interval in Sp+q, pi↓(y × z) ∈ Sp+q, so (pi↓(y × z))〈p〉 = pi↓(y × z). Thus
u×v ≥ pi↓(y×z). On the other hand, x ≥ pi↓x, so by the order-preserving projection
to (Sp+q)〈p〉 we have y× z ≥ u× v and therefore pi↓(y× z) ≥ pi↓(u× v). Since {Θn}
is a translational family we have
u× v ≥ (pi↓y)× (pi↓z) ≥ (pi↓u)× (pi↓v) = u× v,
so pi↓y = u and pi↓z = v. Thus x ∈ J and we have shown that I ⊆ J .
Suppose x ∈ J . Since x = (y × z) · 〈p〉x we have (y× z) ≤ x ≤ (y× z) · 〈p〉w0. We
now apply pi↓ to the inequality. Because {Θn} is a translational family, pi↓(y× z) =
(pi↓y) × (pi↓z) = u × v. Let (pi′↓) be the downward projection associated to the
restriction of Θp+q to (Sp+q)〈p〉 ·
〈p〉w0. By Lemma 6.3,
(pi′↓)[(y × z) ·
〈p〉w0] = pi↓(y × z) ·
〈p〉w0 = (u× v) ·
〈p〉w0.
We have pi↓[(y × z) · 〈p〉w0] ≤ (pi′↓)[(y × z) ·
〈p〉w0], so
u× v ≤ pi↓x ≤ pi↓[(y × z) ·
〈p〉w0] ≤ (u × v) ·
〈p〉w0.
To this inequality we apply the order-preserving projection down to (Sp+q)〈p〉, thus
obtaining u× v ≤ (pi↓x)〈p〉 ≤ u× v, so x ∈ I. We have shown that I = J . 
There is a more constructive definition of a translational family. For k ≤ n,
y ∈ Sk and x ∈ Sn, say x is a translate of y if x is 1p × y × 1q for some p ≥
0 and q ≥ 0. In this case x is join-irreducible in Sn if and only if y is join-
irreducible in Sk. Also, since “×” is associative and 1p = 11×· · ·× 11, an arbitrary
translation can be obtained as a sequence of translations, each of which increases
length by 1. Call x untranslated if there is no permutation y such that x is a
translate of y, or equivalently if x1 > 1 and xn < n. For any permutation x there
is a unique untranslated permutation y such that x is a translate of y. Recall from
the introduction that a permutation x ∈ Sn has a cliff if and only if n immediately
precedes 1 in the one-line notation for x. A join-irreducible γ in Sn is untranslated
if and only if it has a cliff. This is equivalent to saying the degree of γ is n − 1,
which, since Irr(Con(Sn)) is dually ranked by degree, is equivalent to saying that γ
is minimal in Irr(Con(Sn)). Let C be a set of join-irreducible permutations of
various sizes, each of which is untranslated. For each n ≥ 0, denote by Tr(C)n
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the smallest congruence on Sn contracting every join-irreducible of Sn which is a
translate of some element of C. The family of congruences each of which has a
single congruence class is {Tr(21)n}, and the family of congruences for which each
congruence class is a singleton is {Tr(∅)n}.
Proposition 7.1. A family of congruences is translational if and only if it has
the form {Tr(C)n}n≥0, where C is a set of join-irreducible permutations of various
sizes, each of which is untranslated.
Proof. Let γ be a join-irreducible in Sn. Then γ is contained in some parabolic
subgroup (Sn)〈p〉 with p + q = n if and only if either γ = γ
′ × 1q for some join-
irreducible γ′ in Sp or γ = 1p × γ′′ for some join-irreducible γ′′ ∈ Sq. If γ is not in
any parabolic subgroup, then in particular it is untranslated. Since congruences are
determined by the set of join-irreducibles they contract, the requirement that {Θn}
is a translational family is equivalent to the requirement that a join-irreducible is
contracted if and only if all of its translates are. Therefore a translational fam-
ily is Tr(C)n, where C is the set of untranslated join-irreducibles of various sizes
contracted by the family. 
The proof of Proposition 7.1 constructs C as the set of all contracted untranslated
join-irreducibles. However, in many examples we take C to be a finite generating
set. The following lemmas are easily checked by reducing to the case p+ q = 1 and
applying Theorem 6.1.
Lemma 7.2. Let γ1 and γ2 be join-irreducibles in Sk. Then γ1 ≤ γ2 in Irr(Con(Sk))
if and only if 1p × γ1 × 1q ≤ 1p × γ2 × 1q in Irr(Con(Sp+k+q)).
Lemma 7.3. If γ1 ≥ 1p× γ2× 1q in Irr(Con(Sn)) then γ1 = 1p× γ
′
1× 1q for some
γ′1.
Refinements of congruences give rise to further subalgebra relationships. Specif-
ically, let {Θn} and {Φn} be two translational families such that Φn refines Θn
for each n. Alternately, we can think of Θn as a congruence on the lattice Sn/Φn.
Then K [ZΘ∞] is a sub algebra of K [Z
Φ
∞].
This restriction of the refinement order on families to translational families is
a distributive lattice. Specifically, the join of two translational families {Tr(C1)}
and {Tr(C2)} is {Tr(C1 ∪ C2)}. If C1 is the complete set of untranslated join-
irreducibles contracted by {Tr(C1)} and similarly for C2 then {Tr(C1 ∩C2)} is
the meet of {Tr(C1)} and {Tr(C2)}. We wish to define a partial order Tr∞ on
untranslated join-irreducibles such that the possible sets C of all contracted un-
translated join-irreducibles for a translational family are exactly the order ideals
in Tr∞. A priori, this means defining Tr∞ as the transitive closure of the relation
setting γ1 ≥ γ2 whenever some translate of γ1 is above some translate of γ2 in
Irr(Con(Sn)) for some n. However, this definition can be simplified.
Proposition 7.4. Let γ1 and γ2 be untranslated join-irreducibles, such that γ2 ∈
Sk. Then γ1 ·> γ2 in Tr∞ if and only if some translate γ′1 of γ1 covers γ2 in
Irr(Con(Sk)). Furthermore, γ
′
1 is either 11 × γ1 or γ1 × 11.
Proof. Suppose γ1 ·> γ2 in Tr∞, so that in particular some translate γ′1 of γ1 is
above 1p × γ2 × 1q in Irr(Con(Sp+k+q). Then by Lemma 7.3, γ′1 = 1p × γ
′′
1 × 1q for
some γ′′1 . By Lemma 7.2 we have γ
′′
1 > γ2 in Irr(Con(Sk)). But γ1 is untranslated,
and γ′′1 is not minimal in Irr(Con(Sk)), so it is a translate. Thus γ1 6= γ
′′
1 , so γ
′′
1 is
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a translate of γ1. If there is some γ3 such that γ
′′
1 > γ3 > γ2 in Irr(Con(Sk)), then
there is some untranslated join-irreducible γ′3 such that γ3 is a translate of γ
′
3, and
γ1 > γ
′
3 > γ2 in Tr∞, contradicting the hypothesis that γ1 ·> γ2. Thus γ
′′
1 ·> γ2 in
Irr(Con(Sk)).
Suppose conversely that some translate γ′1 covers γ2 in Irr(Con(Sn)). Recall that
Irr(Con(Sn)) is dually ranked by degree, and that the degree of a join-irreducible
is the size of its unique descent. Since γ2 has degree k − 1, the translate γ′1 has
degree k − 2. Thus the unique descent of γ′1 consists either of the entry k followed
by 2 or k− 1 followed by 1, so that γ′1 is either 11× γ1 or γ1× 11. We have γ1 > γ2
in Tr∞. If there is some γ3 such that γ1 ·> γ3 > γ2 in Tr∞, then by the previous
paragraph there would have to be a translate of γ1 covering γ3 and a translate of
γ3 greater than γ2. But this is impossible since γ1 ∈ Sk−1 and γ2 ∈ Sk. 
To explicitly describe the cover relations in Tr∞ we introduce an operation called
insertion. Let γ be a join-irreducible in Sn with associated subset A and let i ∈
[n + 1]. Then the left insertion of i in γ is a join-irreducible Li(γ) in Sn+1 whose
associated subset is (A∩[1, i−1])∪{j + 1 : j ∈ A ∩ [i, n]}. The right insertion of i in
γ is a join-irreducible Ri(γ) in Sn+1 whose associated subset is (A∩ [1, i−1])∪{i}∪
{j + 1 : j ∈ A ∩ [i, n]}. When γ is written γ1γ2 · · · γn, it consists of the elements
of Ac in increasing order on the left, followed by the elements of A in increasing
order on the right. The effect of these insertions is to increase each entry ≥ i by
1 and then insert i into either the left increasing sequence or the right increasing
sequence. Note that L1(γ) = 11 × γ and Rn+1(γ) = γ × 11.
Proposition 7.5. Let γ be an untranslated join-irreducible in Sn. Then the set of
elements covered by γ in Tr∞ is {R1(γ),L2(γ),Rn(γ),Ln+1(γ)}. These elements
are not necessarily distinct.
Proof. We apply Proposition 7.4. Using Theorem 6.2, it is easily checked that the
two elements covered by 11 × γ are R1(γ) and L2(γ), and that the two elements
covered by γ × 11 are Rn(γ) and Ln+1(γ). 
The poset Tr∞ is dually ranked by size, that is, by the n such that γ is in
Sn. The top four ranks of Tr∞ are pictured in Figure 1. Reflecting this picture
through a vertical line is the symmetry of Tr∞ which corresponds to applying to
each Irr(Con(Sn)) the antipodal symmetry defined in [36, Section 6].
8. Insertional families of congruences
In this section we define insertional families of congruences and prove The-
orem 1.3, which relates insertional families to subcoalgebras of the Malvenuto-
Reutenauer Hopf algebra. We also give a combinatorial characterization of inser-
tional families in terms of sets of contracted join-irreducibles.
A (graded) coproduct on a graded vector space K [V∞] is a map ∆ : K [V∞] →
K [V∞] ⊗ K [V∞] such that the image of the restriction of ∆ to Vn is contained
in
⊕
p+q=n Vp ⊗ Vq . Under certain conditions which are dual to the definition of
a graded algebra, K [V∞] is called a graded coalgebra. A subcoalgebra K [W∞] of
K [V∞] is a graded subspace such that the image of the restriction ∆W of ∆ to
K [W∞] is contained in K [W∞] ⊗ K [W∞]. If K [Vn] has a product “ • ” as well,
then under certain compatibility conditions, (K [V∞], • ,∆) is called a graded Hopf
algebra. Suppose (K [V∞], • ,∆) is a graded Hopf algebra and K [W∞] is both
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Figure 1. The top four ranks of Tr∞.
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a subcoalgebra and a subalgebra of K [V∞], with dimV0 = dimW0 = 1 Then
(K [W∞], •W ,∆W ) is a Hopf algebra, and in particular a sub Hopf algebra of
(K [V∞], • ,∆), where “ •W ” is the restriction of “ • ” to K [W∞]. For more in-
formation on Hopf algebras, see [31, 40].
Malvenuto and Reutenauer [30] defined a coproduct ∆S on K [S∞] such that
(K [S∞], •S ,∆S) is a Hopf algebra. To any sequence (a1, a2, . . . , ap) of distinct
integers, we associate a standard permutation st(a1, a2, . . . , ap). This is the permu-
tation u ∈ Sp such that for each i, j ∈ [p] we have ui < uj if and only if ai < aj . So
for example st(73591) = 42351. The standard permutation of the empty sequence
is the empty permutation in S0. The coproduct of an element x ∈ Sn is
∆S(x) =
n∑
p=0
st(x1, . . . , xp)⊗ st(xp+1, . . . , xn).
For convenience, let (Sn)〈0〉 and (Sn)〈n〉 both denote Sn which is, in a trivial sense,
a parabolic subgroup of itself. We should think of (Sn)〈0〉 as S0 × Sn and (Sn)〈n〉
as Sn × S0. As discussed in Section 6, for p ∈ [n − 1], the product Sp × Sn−p
is isomorphic to the parabolic subgroup (Sn)〈p〉 by the map (u, v) 7→ u × v. The
following formula for ∆S is useful in the proof of Theorem 1.3 despite the fact that
the second and third sums are each sums of a single term.
∆S =
n∑
p=0
∑
w∈(Sn)〈p〉
∑
u∈Sp,v∈Sn−p
w·(u×v)=x
u⊗ v.
To avoid confusion, we stress the fact that (Sn)
〈p〉 is the right quotient of Sn
with respect to (Sn)〈p〉 rather than the left quotient which was used to define the
product •S .
For {Θn}n≥0 with pi↓ and pi
↑ be as before, we define a coproduct ∆Z on K [Z
Θ
∞].
Given a sequence x1, x2, . . . , xp of distinct positive integers, let st
Θ(x1, x2, . . . , xp) =
st(x1, x2, . . . , xp) ∈ K [ZΘ∞] if pi↓(st(x1, x2, . . . , xp)) = st(x1, x2, . . . , xp), and other-
wise let stΘ(x1, x2, . . . , xp) = 0. For x ∈ Zn, let ∆Z = (r ⊗ r) ◦ ∆S ◦ c, where c
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and r are the maps defined in Section 7. That is:
(2) ∆Z(x) :=
∑
y∈Sn
pi↓y=x
n∑
p=0
stΘ(x1, . . . , xp)⊗ st
Θ(xp+1, . . . , xn).
We can rearrange the sum to read
∆Z(x) =
n∑
p=0
∑
w∈S
〈p〉
n
∑
u∈Zp,v∈Zn−p
pi↓(w·(u×v))=x
u⊗ v.
Each left coset of a parabolic subgroup in Sn is an interval in the weak order
isomorphic to the weak order on the parabolic subgroup. For any p, q ≥ 0 and
any w ∈ S
〈p〉
p+q, the product Sp × Sq is isomorphic to w · (Sp+q)〈p〉 by the map
(u, v) 7→ w · (u × v). The congruence Θp × Θq on Sp × Sq induces a congruence
on w · (Sp+q)〈p〉 via the map (u, v) 7→ w · (u × v). Call the family {Θn}n≥0 of
congruences insertional if for every p, q ≥ 0 and every w ∈ S
〈p〉
p+q, the congruence
induced on w · (Sp+q)〈p〉 by Θp × Θq is a refinement of the restriction of Θp+q to
w · (Sp+q)〈p〉. The term “insertional” will be justified later by Proposition 8.1.
Theorem 1.3. If {Θn}n≥0 is an insertional family then the map c embeds K [Z
Θ
∞]
as a subcoalgebra of K [S∞].
Proof. We check that c respects the coproducts. Let x ∈ Zn and think of x as usual
as an element of Sn with pi↓x = x. Then
(c⊗ c)(∆Z(x)) =
n∑
p=0
∑
w∈S
〈p〉
n
∑
u∈Zp,v∈Zn−p
w·(u×v)∈[x,pi↑x]
c(u)⊗ c(v).
On the other hand,
∆S(c(x)) =
n∑
p=0
∑
w∈S
〈p〉
n
∑
u∈Sp,v∈Sn−p
w·(u×v)∈[x,pi↑x]
u⊗ v.
For each w ∈ S
〈p〉
n , the map (u, v) 7→ w · (u × v) maps each (Θp × Θq)-class in
Sp × Sq to an interval in w · (Sp+q)〈p〉. If {Θn} is an insertional family, then for
each w this interval is either entirely contained in w · (Sp+q)〈p〉 ∩ [x, pi
↑x] or disjoint
from w · (Sp+q)〈p〉 ∩ [x, pi
↑x]. Thus these two sums are equal. 
Proposition 8.1. A family of congruences is insertional if and only if for every
join-irreducible γ contracted by Θn with associated subset A and m = minA, M =
maxAc, the following two conditions hold:
(i) Θn+1 contracts the right insertion Ri(γ) for every i ∈ [m+ 1,M + 1].
(ii) Θn+1 contracts the left insertion Li(γ) for every i ∈ [m,M ].
Proof. Let γ be a join-irreducible in Sn. Let A be the subset corresponding to γ
and let the unique descent of γ be between the entries γk =M and γk+1 = m. The
choice of w ∈ S
〈n〉
n+1 amounts to choosing an element i ∈ [n+1] so that the one-line
notation for w consists of the entries of [n+1]−{i} in increasing order followed by
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the entry i. Choose i ∈ [m + 1,M + 1] and let x be the permutation w · (γ × 11),
so that st(x1, x2, . . . , xn) = γ. Let y = w · (γ∗ × 11), so that y agrees with x except
that the entries in positions k and k + 1 are transposed. We have
xj =


γj if j < n+ 1 and γj < i,
γj + 1 if j < n+ 1 and γj ≥ i, or
i if j = n+ 1.
Consider the join-irreducible λ(x, k) defined in connection with Proposition 6.4.
Since i > m, λ(x, k) is constructed from x by moving the entry i into a posi-
tion to the right of position k such that the entries in positions k + 1 to n + 1
are increasing. In other words, λ(x, k) is Ri(γ). By Proposition 6.4, the edge
w · (γ × 11) ·> w · (γ∗ × 11) is contracted by Θn+1 if and only if the join-irreducible
Ri(γ) is contracted by Θn+1.
Choosing w ∈ S
〈1〉
n+1 amounts to choosing an i ∈ [n + 1] so that the one-line
notation for w consists of the entry i followed by the entries in [n + 1] − {i} in
increasing order. Choose some i ∈ [m,M ], let x = w·(11×γ) and let y = w·(11×γ∗).
We have
xj =


i if j = 1,
γj−1 if j > 1 and γj < i, or
γj−1 + 1 if j > 1 and γj ≥ i.
Since i ≤ M , we have Li(γ) = λ(x, k) which, by Proposition 6.4 is contracted if
and only if the edge w · (11 × γ) ·> w · (11 × γ∗) is contracted.
If {Θn} is insertional then for any join-irreducible γ ∈ Sn contracted by Θn, the
edges w · (γ × 11) ·> w · (γ∗ × 11) and w · (11× γ) ·> w · (11× γ∗) are contracted by
Θn+1. By the previous two paragraphs this implies (i) and (ii).
Since congruences are determined by the set of join-irreducibles they contract,
the definition of an insertional family can be rewritten as the following requirements
for each p, q ≥ 0 and w ∈ S
〈p〉
p+q.
(i’) If a join-irreducible γ ∈ Sp is contracted by Θp, then Θp+q contracts the
edge w · (γ × 1q) ·> w · (γ∗ × 1q), and
(ii’) If a join-irreducible γ ∈ Sq is contracted by Θq then Θp+q contracts the
edge w · (1p × γ) ·> w · (1p × γ∗).
Now suppose conditions (i) and (ii) in the statement of the proposition hold and
let γ be a join-irreducible in Sp contracted by Θp with A, m, M and k as above.
For fixed p and q, the choice of w ∈ S
〈p〉
p+q corresponds to choosing some subset Q
of [p + q] with q elements. Let a1a2 · · ·ap be the unique permutation of the set
[p + q] − Q whose standard permutation is γ. Let x := w · (γ × 1q), so that x
consists of the entries a1 · · · ap followed by the elements of Q in increasing order.
Let b1, . . . , br be the elements of Q ∩ [1, ak+1] in increasing order, let c1, . . . , cs be
the elements of Q ∩ [ak+1 + 1, ak + 1] in increasing order, and let d1, . . . , dt be the
elements of Q ∩ [ak + 2, n+ 1] in increasing order. Then
λ(x, k) = Rdt · · ·Rd1(Rcs · · ·Rc1(Lbk · · ·Lb1(γ))).
For any join-irreducible γ with corresponding m and M , if j < m we have Lj(γ) =
Lm(γ) so that, by condition (ii), Lbk · · ·Lb1(γ) is contracted. By condition (i),
Rcs · · ·Rc1(Lbk · · ·Lb1(γ)) is contracted. For any join-irreducible γ with correspond-
ing m and M , if j > M +1 we have Rj(γ) = RM+1(γ), so by condition (ii), λ(x, k)
is contracted. Thus by Proposition 6.4, w · (γ × 1q) ·> w · (γ∗ × 1q) is contracted.
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We have verified that conditions (i) and (ii) imply condition (i’). The proof for (ii’)
is similar. 
9. Sub Hopf algebras
Recall that an H-family is a translational and insertional family of congruences,
and that Corollary 1.4 states that if {Θn}n≥0 is anH-family then the map c embeds
K [ZΘ∞] as a sub Hopf algebra of K [S∞]. In this section we study H-families.
Proposition 9.1. Let C be a set of untranslated join-irreducibles of various sizes.
Then C is the complete set of untranslated join-irreducibles contracted by an H-
family if and only C is closed under insertions which are not translations.
In other words, for every γ ∈ C∩Sn, the requirement is that {Ri(γ) : i ∈ [1, n]} ⊂ C
and {Li(γ) : i ∈ [2, n+ 1]} ⊂ C.
Proof. By Proposition 7.5, C is the complete set of untranslated join-irreducibles
contracted by a translational family if and only if for every γ ∈ C ∩ Sn we have
{R1(γ),L2(γ),Rn(γ),Ln+1(γ)} ⊂ C. If the family is insertional as well, by Proposi-
tion 8.1, the join-irreducibles Ri(γ) for i ∈ [2, n+1] and Li(γ) for i ∈ [1, n] are con-
tracted as well. Note that Rn+1(γ) = γ×11 and L1(γ) = 11×γ, but that all of these
other insertions yield untranslated join-irreducibles. Thus {Ri(γ) : i ∈ [1, n]} ⊆ C
and {Li(γ) : i ∈ [2, n+ 1]} ⊆ C.
Conversely, let C have {Ri(γ) : i ∈ [1, n]} ⊆ C and {Li(γ) : i ∈ [2, n+ 1]} ⊆ C
for every n and every γ ∈ C ∩ Sn. Let γ be a join-irreducible contracted by
Θn with associated subset A, let m = minA and let M = maxA
c. Then γ =
1m−1× γ′× 1n−M for some untranslated join-irreducible γ′. If i ∈ [m,M +1], then
Ri(γ) = 1m−1 × Ri−m+1(γ′)× 1n−M , and Li(γ) = 1m−1 × Li−m+1(γ′)× 1n−M , so
these conditions on untranslated join-irreducibles imply conditions (i) and (ii) of
Proposition 8.1. 
We define a partial order H∞, in analogy to Tr∞, such that the possible sets C
of contracted untranslated join-irreducibles for an H-family are exactly the order
ideals in H∞. In particular, the set of H-families is a distributive lattice. Proposi-
tion 9.1 can be interpreted as a description of the cover relations in H∞, keeping in
mind that the set {Ri(γ) : i ∈ [1, n]} ∪ {Li(γ) : i ∈ [2, n+ 1]} does not necessarily
contain 2n distinct elements. The poset H∞ is an extension of Tr∞, in the sense
that the underlying sets coincide and every order relation in Tr∞ is an order rela-
tion in H∞. Like Tr∞, the poset H∞ is dually ranked by size. In Figure 1, one
adds in the cover relations 2341 ·> 24513 and 4123 ·> 35124 to obtain a diagram of
the top four ranks of H∞.
We recall several definitions from the introduction and make an additional def-
inition. The permutation y ∈ Sk occurs as a pattern in x if there are integers
1 ≤ i1 < i2 < · · · < ik ≤ n such that for all 1 ≤ p < q ≤ k we have yp < yq if
and only if xip < xiq . Otherwise, x avoids y. A permutation y ∈ Sk has a cliff at
j if yj = k and yj+1 = 1. In this case, y occurs in x with adjacent cliff if there is
some occurrence xi1xi2 · · ·xik of y in x such that ij+1 = ij +1. Otherwise x avoids
cliff-adjacent instances of y. For an untranslated join-irreducible γ ∈ Sk with a cliff
at j, that is γj = k and γj+1 = 1, a scramble of γ is any permutation σ with σj = k,
σj+1 = 1 and {σi : i ∈ [j − 1]} = {γi : i ∈ [j − 1]}. Notice that every scramble of γ
has a cliff at j.
30 NATHAN READING
Let C be a set of join-irreducible permutations of various sizes, each of which is
untranslated, and define {H(C)n} to be the smallest H-family of congruences con-
tracting each element of C. Thus the complete set of untranslated join-irreducibles
contracted by {H(C)n} is the smallest order ideal of H∞ containing C.
Proposition 9.2. A join-irreducible γ′ ∈ Sn is contracted by H(C)n if and only if
there is some γ ∈ C which occurs as a pattern in γ′.
Proof. Since H-families correspond to order ideals in H∞, we may as well take
C = {γ} for some untranslated join-irreducible γ ∈ Sk. Other order ideals are
obtained as unions of these principal order ideals. Also, we can reduce to the case
where γ′ is untranslated. Otherwise, write γ′ = 1p × γ′′ × 1q for some p and q
and some untranslated join-irreducible γ′′. Because {H(C)n} is in particular a
translational family, γ′ is contracted if and only if γ′′ is contracted. Furthermore,
γ′ contains the untranslated join-irreducible γ if and only if γ′′ contains γ. Now it
is easily proven by induction on n that γ′ is contracted by H(γ)n if and only if γ
occurs in γ′. 
Theorem 9.3. A permutation x ∈ Sn is contracted by H(C)n if and only for some
γ ∈ C there is a scramble σ of γ which occurs in x with adjacent cliff.
Proof. Again we reduce to the case where C = {γ} for some γ ∈ Sk, because when
|C| > 1, the permutation x is contracted by H(C)n if and only if it is contracted
by H(γ)n for some γ ∈ C. Recall that x is contracted if and only if some edge
x ·> y is contracted. Let xi > xi+1, and let y be obtained from x by transposing
xi and xi+1. Proposition 6.4 says that H(γ)n contracts the edge x ·> y if and only
if it contracts the join-irreducible λ(x, i). By Proposition 9.2, λ(x, i) is contracted
if and only if it contains the pattern γ. Since the unique descent in λ(x, i) consists
of the element xi followed by the element xi+1 and since γ is untranslated, λ(x, i)
contains γ if and only if there is an occurrence of γ in λ(x, i) which includes the
entries xi and xi+1. Also, in the definition of λ(x, i), note that all entries of λ(x, i)
with values weakly between xi+1 and xi are on the same side of the pair (xi, xi+1)
in x as in λ(x, i). Thus γ occurs in λ(x, i) if and only if there is some scramble σ
of λ which occurs in x such that the cliff of σ occurs in positions i and i + 1 of
x. Letting i vary over all descents of x, we have that x is contracted if and only if
there is some scramble σ of λ which occurs in x with adjacent cliff. 
Remark 9.4. Computing products in K [ZΘ∞] via Equation (1) involves only iden-
tifying permutations with pi↓x = x, where pi↓ is the downward projection associated
to the congruence H(C)n. This means checking the pattern avoidance condition
imposed by Theorem 9.3. However, to compute coproducts by Equation (2) one
needs to know pi↓x for every x ∈ Sn. The proof of Theorem 9.3 indicates how to
compute pi↓x inductively. Suppose for some γ ∈ C with cliff at j that there is a
scramble of γ occurring as the subsequence xi1xi2 · · ·xik of x, with ij+1 = ij + 1.
Then x ·> y and x ≡ y, where y is obtained from x by transposing the entries xij
and xij+1. Since pi↓x = pi↓y we continue inductively until we reach an uncontracted
permutation.
Remark 9.5. In general, the definition of a Hopf algebra requires the existence
of a map S called the antipode. In the graded case, the existence of the antipode
follows from the other axioms. Let K [V∞] and K [W∞] be Hopf algebras with
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dimV0 = dimW0 = 1 with antipodes SW and SV . Suppose c is a graded one-
to-one map which restricts to a vector-space isomorphism W0 → V0 and embeds
K [W∞] as a sub Hopf algebra of K [V∞]. If r is the inverse map, defined on the
image of c, then SW = r ◦ SV ◦ c. In the case of K [S∞] and K [ZΘ∞], the maps c
and r were defined in Section 7 and we have
(3) SZ = r ◦ SS ◦ c
In [2, Theorem 5.4], Aguiar and Sottile give a formula for SS . This formula and
Equation (3), along with Remark 9.4, allows computation of SZ for any Θ.
Remark 9.6. If K [S∞] is given the structure of a combinatorial Hopf algebra in
the sense of [1], then this structure can be pulled back to K [ZΘ∞]. One defines a
multiplicative character ζZ := ζS ◦c, where ζS is the chosen multiplicative character
of K [S∞], so that by definition c is a morphism of combinatorial Hopf algebras.
Since in particular c is injective, the even and odd subalgebras of K [ZΘ∞] and K [S∞]
are related by [1, Proposition 5.8(f)].
We conclude the section by discussing some examples, which by no means ex-
haust the possibilities. The examples given in the introduction define H-families of
congruences. Specifically, the Tamari lattice is known [10] to be the sublattice of Sn
consisting of 312-avoiding permutations. The permutation 312 is an untranslated
join-irreducible and the only scramble of 312 is 312 itself. It is easy to check that
the pattern 312 occurs in a permutation x if and only if it occurs in x with adjacent
cliff. One can specialize [37, Theorems 6.2 and 6.4] to state that the Tamari lattice
is Sn mod the congruence H(312)n, or alternately H(231)n. The fibers of the (left)
descent map, in the case of Sn, are the congruence classes of H({231, 312})n. Thus
we recover the setup described in the introduction.
For a second example, we construct an infinite sequence {K [S∞,k]}k≥1 of graded
Hopf algebras, each included in its successor, limiting to K [S∞], such that the first
Hopf algebra consists of one-dimensional graded pieces, and the second Hopf algebra
is the Hopf algebra of non-commutative symmetric functions. Since H∞ is graded
by size, for each k ≥ 1 we define anH-family {∆n,k}n≥0 := {H(Ck)n}n≥0 by letting
Ck be the set of untranslated join-irreducibles of size k+1. The congruence ∆n,k is
homogeneous of degree k, and by Theorem 9.3, ∆n,k contracts every permutation
x containing adjacent elements xi and xi+1 with xi − xi+1 ≥ k. Notice that ∆n,1
is the congruence on Sn with a single equivalence class, and ∆n,2 is the congruence
associated to the descent map. When k ≥ n, the congruence ∆n,k consists of
congruence classes which are all singletons.
Let Sn,k be the quotient of Sn with respect to ∆n,k, and as usual identify Sn,k as
the induced subposet pi↓(Sn), where pi↓ is the downward projection corresponding
to ∆n,k. Specifically, Sn,k is the subposet of Sn consisting of permutations with
no right descents of size k or larger. Applying Theorem 1.2, we obtain an infinite
sequence K [S∞,k] of graded Hopf algebras, each included as a sub Hopf algebra of
its successor, limiting to the Malvenuto-Reutenauer Hopf algebra K [S∞].
Elementary counting arguments (for example, induction on n) show that
|Sn,k| =
n∏
i=1
min(i, k).
Thinking of Sn as a poset of regions as explained in Section 6 we see that ∆n,k
contracts every cover R1 <· R2 such that R1 and R2 are separated by a hyperplane
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normal to ea − eb for a − b ≥ k. Thus each Sn,k is obtained from Sn by deleting
hyperplanes, so Sn,k is a lattice of regions, or in other words, Sn,k is obtained by
directing the 1-skeleton of a zonotope.
A related construction yields a sequence of graded Hopf algebras limiting to the
Hopf algebra of planar binary trees. For each k ≥ 1, let C′k be the set containing
the two permutations 231 and (k+1)123 · · ·k and define an H-family {Φn,k}n≥0 :=
{H(C′k)n}n≥0. For each k the family {Φn,k}n≥0 is the meet, in the distributive
lattice of order ideals of H∞, of {∆n,k}n≥0 and {H(231)n}n≥0. Construct Pn,k and
K [P∞,k] from {Φn,k} exactly as Sn,k and K [S∞,k] were constructed from {∆n,k}.
We obtain an infinite sequence of Hopf algebras, each included as a sub Hopf algebra
of its successor, limiting to the Hopf algebra of planar binary trees. Also, K [P∞,k] is
a sub Hopf algebra of K [S∞,k] for each k. For k = 1, 2 we have K [P∞,k] = K [S∞,k]
and a simple argument shows that the dimensions of the graded pieces of K [P∞,3]
satisfy the defining recurrence of the Pell numbers, sequence A000129 in [38].
Our final example is an H-family such that the congruence classes appear to
be equinumerous with the Baxter permutations. Say a permutation x is a twisted
Baxter permutation if and only if the following two conditions hold:
(i) For any 2413-pattern in x, the “4” and the “1” are not adjacent in x, and
(ii) For any 3412-pattern in x, the “4” and the “1” are not adjacent in x.
For the definition of the usual Baxter permutations, see for example [15]. West [43]
showed that the Baxter permutations are the permutations x such that if 2413
occurs in x then it occurs as a subpattern of some 25314 pattern in x, and if 3142
occurs, then it occurs as a subpattern of some 41352. This is easily checked to the
set of permutations satisfying (i) above and (ii’) below.
(ii’) For any 3142-pattern in x, the “1” and the “4” are not adjacent in x.
Computer calculations show that for n ≤ 15 the twisted Baxter permutations in
Sn are equinumerous with the Baxter permutations in Sn.
The congruences associated to the Tamari lattice and the descent map are both
homogeneous of degree two, and these are the only H-families of homogeneous
degree-two congruences. Specifying an H-family of homogeneous degree-three con-
gruences amounts to choosing a non-empty subset of {2341, 3412, 2413, 4123}. The
following theorem is an immediate corollary of Theorem 9.3.
Theorem 9.7. The quotient of Sn mod H(3412, 2413)n is isomorphic to the sub-
poset of Sn induced by the twisted Baxter permutations.
Thus by Theorem 1.4, the twisted Baxter permutations are the basis of a Hopf
algebra which can be embedded as a sub Hopf algebra of the Malvenuto-Reutenauer
Hopf algebra.
Proposition 9.8. The congruence H(3412, 2413)n is the meet H(231)n ∧H(312)n
of the two congruences defining the Tamari lattices.
The weaker statement, that {H(3412, 2413)n} is the meet, among H-families, of
{H(231)n} and {H(312)n} is immediate by inspection of H∞.
Proof. By Theorem 9.3, a join-irreducible is contracted by H(231)n if and only if
it contains a 231-pattern, and similarly for H(312)n. Thus the join-irreducibles
contracted by H(231)n ∧H(312)n are exactly the join-irreducibles containing both
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a 231- and a 312-pattern. Since 2413 and 3412 each contain a 231- and a 312-
pattern, by Theorem 9.3, every join-irreducible contracted byH(3412, 2413)n is also
contracted by H(231)n ∧H(312)n. Conversely, if γ is a join-irreducible contracted
by H(231)n ∧H(312)n, let A be the associated subset. Since γ contains 231, there
is an element c ∈ Ac with m < c < M , and since γ contains 312, there is an element
b ∈ A withm < b < M . If b < c then cMmb is a 3412-pattern in γ, and if b > c then
cMmb is a 2413-pattern in γ. Thus γ is also contracted by H(2413, 3412)n. 
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