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Abstract
One approach to analyzing the dynamics of
a physical system is to search for long-lived
patterns in its motions. This approach has
been particularly successful for molecular dy-
namics data, where slowly decorrelating pat-
terns can indicate large-scale conformational
changes. Detecting such patterns is the central
objective of the variational approach to confor-
mational dynamics (VAC), as well as the re-
lated methods of time-lagged independent com-
ponent analysis and Markov state modeling. In
VAC, the search for slowly decorrelating pat-
terns is formalized as a variational problem
solved by the eigenfunctions of the system’s
transition operator. VAC computes solutions
to this variational problem by optimizing a lin-
ear or nonlinear model of the eigenfunctions us-
ing time series data. Here, we build on VAC’s
success by addressing two practical limitations.
First, VAC can give poor eigenfunction esti-
mates when the lag time parameter is chosen
poorly. Second, VAC can overfit when using
flexible parameterizations such as artificial neu-
ral networks with insufficient regularization. To
address these issues, we propose an extension
that we call integrated VAC (IVAC). IVAC in-
tegrates over multiple lag times before solving
the variational problem, making its results more
robust and reproducible than VAC’s.
Introduction
Many physical systems exhibit motion across
fast and slow timescales. Whereas individual
subcomponents may relax rapidly to a quasi-
equilibrium, large collective motions occur over
timescales that are orders of magnitude longer.
These slow motions are often the most scien-
tifically significant. For instance, the large-
scale conformational changes that govern pro-
tein function require microseconds to days, even
though individual atomic vibrations have peri-
ods of femtoseconds. However, when explor-
ing new systems, such slow collective processes
may not be fully understood from the outset.
Rather, they must be detected from time series
data.
One approach for automating this process is
the “variational approach to conformational dy-
namics” (VAC).1–3 In the VAC framework, slow
dynamical processes are identified using func-
tions that decorrelate slowly. These functions
are the eigenfunctions of a self-adjoint operator
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associated with the system’s dynamics known
as the transition operator. The transition oper-
ator evolves expectations of functions over the
system’s state forward in time, and completely
defines the dynamics on a distributional level.
VAC estimates the transition operator’s eigen-
functions by constructing a linear or nonlinear
model and using data to optimize parameters
in the model. VAC encompasses commonly
used algorithms such as time-lagged indepen-
dent component analysis3–6 and eigenfunction
estimates constructed using Markov state mod-
els.6–9 In addition, recent VAC approaches use
artificial neural networks to learn approxima-
tions to the eigenfunctions.10,11
While VAC has been successful in some appli-
cations, the approach has limitations. The ac-
curacy of the estimated eigenfunctions depends
strongly on the function space in which the
eigenfunctions are approximated, the amount of
data available, and a hyperparameter known as
the lag time. In our previous work12 we gave a
comprehensive error analysis for the linear VAC
algorithm. This error analysis showed that the
choice of lag time can be critical to achieving an
accurate VAC scheme. Choosing a lag time that
is too short can cause substantial systematic
bias in estimated eigenfunctions, while choos-
ing a lag time that is too long can make VAC
exponentially sensitive to sampling error.
In this paper, we present an extension of the
VAC procedure in which we integrate the cor-
relation functions in VAC over a time window.
We term this approach integrated VAC (IVAC).
Because IVAC is less sensitive to the choice of
lag time, it reduces error compared to VAC.
Additionally, when IVAC is applied using an
approximation space parameterized by a neural
network, the approach leads to stable training
and mitigates the overfitting problems associ-
ated with VAC.
We organize the rest of the paper as follows.
In the theory section, we review the role of the
transition operator and its eigenfunctions, and
we introduce the VAC approach for estimating
eigenfunctions. We then present the procedure
for IVAC. In the results section, we evaluate the
performance of IVAC on two model systems.
We conclude with a summary and a discussion
of further ways IVAC can be extended.
Methods
Background
In this section, we review the VAC theoretical
framework1,13 that shows how the slowly decor-
relating functions in a physical system can be
identified using a linear operator known as the
transition operator.
We assume that the system of interest is a
continuous-time Markov process Xt ∈ Rn with
a stationary, ergodic distribution µ (specifically
a Feller process14). We use E to denote expec-
tations of the process Xt started from µ. For
example, if µ is the Boltzmann distribution as-
sociated with the Hamiltonian H and tempera-
ture T , then expectations of the process satisfy
E [f (Xt)] =
∫
f(x)e−H(x)/kBTdx∫
e−H(x)/kBTdx
(1)
for all t ≥ 0. However, our results are valid
for systems with other, more general, stationary
distributions.
The transition operator
To begin, we consider the space of real-
valued functions with finite second moment
(E
[
f (X0)
2] < ∞). Equipped with the inner
product
〈f, g〉 = E [f (X0) g (X0)] (2)
this forms a Hilbert space, which we denote
L2µ. We define the transition operator
14 at a
lag time τ to be the operator
Tτf(x) = E [f (Xτ ) |X0 = x] (3)
applied to a function f ∈ L2µ. Here, we are
interpreting the conditional expectation as a
function of the initial point x.
The transition operator is also called the
Markov or (stochastic) Koopman operator.6,15
We use the term transition operator as it is well-
established in the literature on stochastic pro-
cesses, and the terminology emphasizes the con-
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nection with finite-state Markov chains. For a
finite-state Markov chain, f is a column vector
and Tτ is a row-stochastic transition matrix.
The transition operator lets us rewrite corre-
lation functions in terms of inner products in
L2µ:
E [f (X0) g (Xτ )] = 〈f, Tτg〉 . (4)
Moreover, we can express the slow motions of
a system’s dynamics in terms of the transition
operator. The slow motions are identified by
functions f for which the normalized correlation
function
E [f(X0)f(Xτ )]
E [f(X0)f(X0)]
=
〈f, Tτf〉
〈f, f〉 (5)
is large. We will show in the next subsection
that these slowly decorrelating functions lie in
the linear span of the top eigenfunctions of the
transition operator.
Eigenfunctions of the transition operator
We can immediately see that Tτ has the con-
stant function as an eigenfunction, because
Tτ1 = E [1|X0 = x] = 1. (6)
However, there is no guarantee that any other
eigenfunctions exist. We must therefore impose
additional assumptions.
We first assume that Xt obeys detailed bal-
ance. For any functions f, g ∈ L2µ, we have
E [f (X0) g (Xτ )] = E [f (Xτ ) g (X0)] , (7)
or equivalently
〈f, Tτg〉 = 〈Tτf, g〉 . (8)
This detailed balance condition ensures that Tτ
is a self-adjoint operator on L2µ.
Next we assume that Tτ is a compact oper-
ator. In our context, assuming compactness
is the same as assuming that the action of Tτ
can be decomposed as an infinite sum involving
eigenfunctions and eigenvalues:
Tτf(x) =
∞∑
i=1
e−σiτ 〈ηi, f(x)〉 ηi(x). (9)
Our assumption of compactness is made for the
sake of simplicity; in fact a weaker assumption
of quasi-compactness is sufficient. We refer the
reader to Webber et al. 12 for a more general
treatment.
At all lag times τ > 0, the function ηi is an
eigenfunction of the transition operator T τ with
eigenvalue
λτi = e
−σiτ . (10)
The eigenvalues are indexed so that
0 = σ1 < σ2 ≤ σ3 ≤ · · · (11)
and limi→∞ σi =∞. Because the process is er-
godic, it is known that the largest eigenvalue
λτ1 = 1 is a simple eigenvalue and all other
eigenvalues are bounded away from 1. The
particular dependence of the eigenvalues on τ
occurs because the transition operator can be
written as
Tτ = eLτ , ∀τ ≥ 0 (12)
where L is an operator known as the infinitesi-
mal generator.14 We note that it is also common
to consider the implied timescale (ITS) associ-
ated with eigenfunction i, defined as
ITSi = σ
−1
i . (13)
We can use the eigenvalues and eigenvectors
of the transition operator to rewrite the normal-
ized correlation function (5). Observing that
T0f(x) = f(x) and substituting (9) into the
numerator and denominator of (5) gives
E [f(X0)f(Xτ )]
E [f(X0)f(X0)]
=
∑∞
i=1 e
−σiτ 〈ηi, f〉2∑∞
i=1 〈ηi, f〉2
. (14)
We now consider which functions maximize
the normalized correlation function. Apply-
ing (11), we find that the normalized correlation
function is maximized when we set f to be the
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constant function f(x) = η1(x) = 1, because∑∞
i=1 e
−σiτ 〈ηi, f〉2∑∞
i=1 〈ηi, f〉2
≤
∑∞
i=1 e
−σ1τ 〈ηi, f〉2∑∞
i=1 〈ηi, f〉2
(15)
=e−σ1τ (16)
for all functions f ∈ L2µ. If we constrain the
search to functions that are orthogonal to η1,
i.e., functions where
〈η1, f〉 = E [f(x)] = 0 (17)
and assume σ2 > σ3, the normalized correlation
function is maximized when f = η2. If we con-
strain f to be orthogonal to both η1 and η2, then
the next slowest decorrelating function would
be η3, and so forth. Maximizing (5) is therefore
equivalent to identifying the eigenfunctions of
the transition operator with the largest eigen-
values.
The variational approach to conforma-
tional dynamics
The “variational approach to conformational
dynamics” (VAC) is a procedure for identify-
ing eigenfunctions by maximizing the normal-
ized correlation function. The first eigenfunc-
tion, η1 (x) = 1, is known exactly and is set to
the constant function. To identify subsequent
eigenfunctions, we parameterize a candidate so-
lution f using a vector of parameters θ. We
then construct an estimate γi for the ith eigen-
function by tuning the parameters to maximize
(5), that is, γi = fθ′ , where
θ′ = arg max
θ
E [fθ (X0) fθ (Xτ )]
E [fθ (X0) fθ (X0)]
(18)
subject to 〈fθ, γj〉 = 0 for all j < i. In practice,
we use empirical estimates of the correlations
constructed from sampled data. For instance,
if our data set consists of a single equilibrium
trajectory x0, x∆, . . . xT−∆, we would then con-
struct the estimate
Eˆ [f (X0) g (Xτ )] =
∆
T − τ
T−∆−τ
∆∑
s=0
f(xs∆)g(xs∆+τ ) + f(xs∆+τ )g(xs∆)
2
.
(19)
Here and in the rest of the paper, we denote
any quantities constructed using sampled data
using the ˆ symbol.
Once we have obtained an estimated eigen-
function γˆi using data, we can estimate the as-
sociated eigenvalue and implied timescale using
λˆτi =
Eˆ [γˆi(X0)γˆi(Xτ )]
Eˆ [γˆi(X0)γˆi(X0)]
(20)
σˆi = −1
τ
log λˆτi . (21)
If the sampling is perfect, the variational princi-
ple ensures that VAC eigenvalues and VAC im-
plied timescales are bounded from above by the
true eigenvalues e−σiτ and implied timescales
σ−1i , and the upper bound is achieved when the
VAC eigenfunction is the true eigenfunction ηi.
However, since the empirical estimate (20) is
used in practice, it is possible to obtain esti-
mates that exceed the variational upper bound.
The earliest VAC approaches estimated the
eigenfunctions of the transition operator by us-
ing linear combinations of basis functions {φi},
a procedure now known as linear VAC. In lin-
ear VAC, the optimization parameters are the
unknown linear coefficients v, which solve the
generalized eigenvalue problem
Cˆ(τ)vi = λˆ
τ
i Cˆ(0)vi, (22)
where
Cˆjk(t) = Eˆ [φj(X0)φk(Xt)] . (23)
In approaches known as time-lagged indepen-
dent component analysis4 and relaxation mode
analysis,13,16 the basis functions {φi} were cho-
sen to be the system’s coordinate axes. This
choice of approximation space is still commonly
used to construct collective variable spaces ei-
ther for analyzing dynamics or for streamlin-
4
ing further sampling. Markov state models
(MSMs) provide an alternative approach for
estimating eigenfunctions using linear combi-
nations of basis functions.7,9,17,18 MSMs can
serve as general dynamical models for the es-
timation of metastable structures and chemical
rates.18–21 When MSMs are applied to estimate
eigenfunctions and eigenvalues, the approach is
equivalent to performing linear VAC using a ba-
sis of indicator functions on disjoint sets.6
Noe´ and Nuske 1 unified the linear VAC ap-
proaches and exploited a general variational
principle for identifying eigenvalues and eigen-
functions of the transition operator. Subse-
quent work further developed the methodol-
ogy and introduced more general linear basis
functions.2,22–24 Moreover, it was observed that
the general variational principle allows one to
model the eigenfunctions using nonlinear ap-
proximation spaces such as the output of a neu-
ral network.10,11 In this approach, the neural
network outputs a set of functions φ1, φ2, . . . , φS
that serve as a basis set for linear VAC calcu-
lations. The network parameters are then op-
timized to maximize the VAMP score,25 which
under our assumption of detailed balance can
be calculated using
VAMP-k =
S∑
i=1
|λˆτi |k. (24)
The hyperparameter k is typically set to 1 or
2. In this paper, we use the VAMP-1 score,
since we find that it leads to more robust train-
ing. We note that the score function we use
is also called the generalized matrix Rayleigh
quotient.26 Nonlinear VAC leads to very flexible
and powerful approximation spaces. However,
this greater flexibility can also allow overfitting
and unreliable training to occur, as indicated in
our numerical experiments below.
Challenges in VAC calculations
A major challenge in VAC calculations is select-
ing the lag time τ . Since the early days of VAC,
it was noted that lag times that are too short
or too long can lead to inaccurate eigenfunction
estimates.27,28 Our recent work12 revealed that
the sensitivity to lag time is caused by a combi-
nation of approximation error at short lag times
and estimation error at long lag times. In this
section, we describe the impact of approxima-
tion error and estimation error and provide a
schematic (Figure 1) that illustrates the trade-
off between approximation error and estimation
error at different lag times.
Approximation error is the systematic error of
VAC that exists even when VAC is performed
with an infinite data set. We expect approxima-
tion error to dominate the calculation when the
basis set is of poor quality and our approxima-
tion space cannot faithfully represent the eigen-
functions of the transition operator. The ap-
proximation error is greatest at short lag times,
and it decreases and eventually stabilizes as the
lag time is increased. Therefore, VAC users can
typically reduce approximation error by avoid-
ing the very shortest lag times.
Estimation error is the random error of VAC
that comes from statistical sampling. As shown
in our previous work,12 with increasing lag time
the results of VAC become exponentially sensi-
tive to small variations in the data set, leading
to high estimation error. At large enough lag
times, all the eigenfunction estimates γˆτ2 , γˆ
τ
3 , . . .
are essentially random noise.
0.0 0.2 0.4 0.6 0.8 1.0
Lag time
0.0
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Total error
Figure 1: Schematic illustrating the sources of
VAC error at different lag times. Even with-
out sampling, VAC solutions have approxima-
tion error. Random variation due to sampling
contributes additional error.
In Webber et al. 12 , we proposed measuring
VAC’s sensitivity to estimation error using the
condition number κ. The condition number
5
measures the largest possible changes that can
occur in the subspace of VAC eigenfunctions{
γτj , γ
τ
j+1, . . . , γ
τ
k
}
when there are small errors
in the entries of C(0) and C(τ). The condition
number is calculated using the expression
κτ =
1
min
{
λˆτj−1 − λˆτj , λˆτk − λˆτk+1
} . (25)
At long lag times, eigenvalue gaps λˆτj−1−λˆτj and
λˆτk− λˆτk+1 approach zero quickly, and the condi-
tion number quantifies the exponential increase
in estimation error that can occur. As τ → 0,
the condition number also increases yet there is
a cancellation of errors in C (0) and C (τ), so
the estimation error stabilizes.
Although we rigorously derived the condition
number only in the case of linear VAC, we find
that the condition number is also helpful for
measuring estimation error in nonlinear VAC.
If κτ & 5 at all lag times τ , then identifying
eigenfunctions is very difficult and requires a
large data set. We recommend that authors
report the condition number along with their
VAC results, helping readers to assess whether
the results are potentially sensitive to estima-
tion error.
Integrated VAC
To address the difficulty inherent in choosing a
good lag time, we propose an extension of VAC
called “integrated VAC” (IVAC) where we inte-
grate over a range of different lag times before
solving a variational problem. We find that the
new approach is more robust to lag time selec-
tion and it often gives better results overall.
Just as VAC maximizes the Rayleigh quotient
in (5), we solve a variational problem by identi-
fying a subspace of functions f that maximize
the integrated correlation function∫ τmax
τmin
E [f(X0)f(Xs)]
E [f(X0)f(X0)]
ds . (26)
As in VAC, the functions solving the variational
problem are the eigenfunctions of the transition
operator. When the eigenfunction ηi is substi-
tuted into the integrated correlation function
(26), the resulting expression is related to the
implied timescales by∫ τmax
τmin
E [ηi(X0)ηi(Xs)]
E [ηi(X0)ηi(X0)]
ds
=
e−σiτmin − e−σiτmax
σi
. (27)
Therefore, like VAC, IVAC is a variational ap-
proach for identifying both eigenfunctions and
implied timescales.
IVAC is a natural extension of VAC: in the
limit as τmax approaches τmin, IVAC gives the
same eigenfunction and implied timescale esti-
mates as regular VAC. However, when τmax and
τmin are separated from each other, the results
of IVAC and VAC start to diverge. We find that
IVAC with minimal tuning performs compara-
bly to VAC with optimal tuning. IVAC has the
desirable feature that it is not very sensitive to
the values of τmin and τmax.
Previous approaches for estimating eigenfunc-
tions using multiple time lags have attempted
to reduce approximation error by accounting for
unobserved degrees of freedom.29–32 In contrast,
IVAC uses multiple time lags to reduce estima-
tion error and improve robustness to parameter
choice.
Linear IVAC
Linear IVAC uses linear combinations of ba-
sis functions to maximize the integrated auto-
correlation function (26). However, as simula-
tion data are sampled at discrete time points,
we cannot directly calculate the integral. We
therefore replace (26) with a discrete sum taken
over uniformly spaced lag times. We seek to
maximize
τmax∑
τ=τmin
E [f(X0)f(Xτ )]
E [f(X0)f(X0)]
, (28)
where τ = τmin, τmin + ∆, τmin + 2∆, . . . , τmax
and ∆ is the sampling interval. The discrete
sum (28) approximates (26) up to a normalizing
constant, and its value is maximized when f
lies within the span of the top eigenfunctions
of the transition operator. Setting f to be the
eigenfunction ηi, we can sum the resulting finite
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geometric series:
τmax∑
τ=τmin
E [ηi(X0)ηi(Xτ )]
E [ηi(X0)ηi(X0)]
=
e−σiτmin − e−σi(τmax+∆)
1− e−σi∆ . (29)
In linear IVAC, we optimize linear combina-
tions of basis functions {φi} to maximize the
functional (28). The optimization parameters
are the unknown linear coefficients v, which
solve the generalized eigenvalue problem
Iˆ(τmin, τmax)vi = λˆiCˆ(0)vi, (30)
where we have defined
Cˆjk(t) = Eˆ [φj(X0)φk(Xt)] (31)
Iˆ (τmin, τmax) =
τmax∑
τ=τmin
Cˆ(τ). (32)
We solve the generalized eigenvalue problem to
obtain estimates γˆi for the transition operator’s
eigenfunctions. Then, we form the sum
τmax∑
τ=τmin
Eˆ [γˆi(X0)γˆi(Xτ )]
E [γˆi(X0)γˆi(X0)]
, (33)
and we estimate implied timescales by solving
(29) for σˆi using a root-finding algorithm.
Nonlinear IVAC
Nonlinear IVAC maximizes the integrated cor-
relation function (26) by constructing approxi-
mations in a nonlinear space of functions, for
example, those represented by a neural net-
work. Specifically, the nonlinear model pro-
vides a set of functions φ1, φ2, . . . , φS that serve
as a basis set for linear IVAC. The parameters
are trained to maximize the IVAC score func-
tion
tr(Cˆ(0)−1Iˆ(τmin, τmax))
=
τmax∑
τ=τmin
tr
(
Cˆ(0)−1Cˆ(τ)
)
. (34)
Note that the summand is equivalent to the
VAMP-1 score.25
The main practical challenge in an appli-
cation of nonlinear IVAC is that the basis
functions φ1, φ2, . . . , φS change at every iter-
ation, requiring costly re-evaluation of Cˆ(0),
Iˆ(τmin, τmax), and the gradient of (34) with re-
spect to the parameters. To reduce this cost,
we have developed the batch subsampling ap-
proach described in Algorithm 1, which we ap-
ply at the start of each optimization iteration.
Algorithm 1: subsampling routine
input : data x0, . . . , xT−∆, τmin, τmax,
number of samples N
for n ∈ 1, 2, . . . , N do
Sample τn from {τmin, . . . , τmax};
Sample sn from {0, . . . , T − τn −∆};
end
output: sampled pairs (xsn , xsn+τn)
In the subsampling approach, we draw a ran-
domly chosen set of data points, which allow us
to estimate the matrix entries Cˆij(0) using
N∑
n=1
φi(xsn)φj(xsn) + φi(xsn+τ )φj(xsn+τ )
2N
(35)
and the matrix entries Iˆij(τmin, τmax) using
N∑
n=1
φi(xsn)φj(xsn+τn) + φi(xsn+τn)φj(xsn)
2N∆/ (τmax − τmin + ∆) .
(36)
After constructing these random matrices, we
calculate the IVAC score function
tr
(
Cˆ(0)−1Iˆ (τmin, τmax)
)
. (37)
We then use automatic differentiation to obtain
the gradient of the IVAC score function with
respect to the parameters, and we perform an
optimization step. By randomly drawing new
data points at each optimization step, we en-
sure a thorough sampling of the data set and
we are able to train the nonlinear representa-
tion at reduced cost. Typically, we find that
103–104 data points per batch is enough for the
IVAC score function (37) to be estimated with
low bias.
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Results and discussion
In this section, we provide evidence that IVAC
is more robust than VAC and can give more ac-
curate eigenfunction estimates. First, we show
results from applying IVAC and VAC to the
alanine dipeptide. VAC can provide accurate
eigenfunction estimates for this test problem
owing to the large spectral gap and the approx-
imation space that overlaps closely with the
eigenfunctions of the transition operator. How-
ever, VAC requires a careful tuning of the lag
time. In contrast, IVAC is much less sensitive
to lag time choice. IVAC gives solutions that
are comparable to VAC with the optimal lag
time parameter and substantially better than
VAC with a poorly chosen lag time.
Second, we show results for the villin head-
piece protein. Because the data set has a small
number of independent samples and the neu-
ral network approximation space is flexible and
prone to overfitting, VAC and IVAC suffer from
estimation error at long lag times. Despite
these challenges, we present a robust protocol
for choosing parameters in IVAC to limit the es-
timation error, and we show that IVAC is less
sensitive to overfitting for this problem com-
pared with VAC.
Application to the alanine dipep-
tide
In this section we compare linear IVAC and
VAC applied to Langevin dynamics simulations
of the alanine dipeptide (i.e., N -acetyl-alanyl-
N ′-methylamide) in aqueous solvent; further
simulation details are given in the supporting
information.
The alanine dipeptide is a well-studied model
for conformational changes in proteins. Like
many protein systems, the alanine dipeptide
has dynamics that are dominated by transitions
between metastable wells. The top eigenfunc-
tions are useful for locating barriers between
wells, as these eigenfunctions change sharply
when passing from one well to another. We fo-
cus on estimating η2 and η3, as large changes in
these eigenfunctions correspond to transitions
over the alanine dipeptide’s two largest barri-
ers. In our experiments, we consider trajecto-
ries of length 10 ns and 20 ns. The trajectories
are long enough to observe approximately 15
or 30 transitions respectively along the dipep-
tide’s slowest degree of freedom. Folding simu-
lations of proteins, such as the villin headpiece
considered below, often have a similar number
of transitions between the folded and unfolded
states.
There are several features that make it pos-
sible for VAC to perform well on this exam-
ple. First, the linear approximation space is
small (just 8 basis functions), and it is known
to overlap heavily with the top eigenfunctions
of the dynamics. We are estimating eigenfunc-
tions by using linear combinations of sines and
cosines for all the dihedral angles in the molecu-
lar backbone. Second, we are estimating a well-
conditioned subspace with a minimum condi-
tion number of just
min
τ
κτ = min
τ
(
λˆτ3 − λˆτ4
)−1
= 1.4, (38)
and therefore we do not expect a heavy ampli-
fication of sampling error that degrades eigen-
function estimates.
To evaluate the error in our eigenfunction es-
timates, we compare to “ground truth” eigen-
functions computed using a Markov state model
built with a very long time series (1.5 µs) and a
fine discretization of the dihedral angles. We
measure error using the projection metric,33
which evaluates the overlap between one sub-
space and the orthogonal complement of an-
other subspace. For subspaces U and V with
orthonormal basis functions {ui} and {vi}, the
projection metric is given by
d (U ,V) =
√∑
i,j
(
δij − 〈ui, vj〉2
)
. (39)
Our main result from the alanine dipeptide
application is that IVAC is more robust to the
selection of lag time parameters than VAC.
In Figure 2, we report the accuracy of IVAC
and VAC for different lag times and trajectory
lengths. In the left column, we show the root
mean square errors (RMSE) for IVAC (orange)
8
and VAC (purple), aggregated over thirty in-
dependent trajectories. From the aggregated
results, IVAC performs nearly as well as VAC
with the best possible τ and consistently gives
results much better than VAC with a poorly
chosen τ . The RMSE of IVAC is just 0.58 with
10 ns trajectories and 0.45 with 20 ns trajecto-
ries. These low error levels compare favorably
with the minimum error of 0.37 that is possible
using our linear approximation space.
0.0
0.5
1.0
1.5
3D
 S
ub
sp
ac
e 
Er
ro
r 10 ns
RMSE
10 ns
1 trajectory
100 101 102 103
Lag Time (ps)
0.0
0.5
1.0
1.5
3D
 S
ub
sp
ac
e 
Er
ro
r 20 ns
RMSE
100 101 102 103
Lag Time (ps)
20 ns
1 trajectory
VAC IVAC
Figure 2: Linear IVAC and VAC errors for ala-
nine dipeptide trajectories. IVAC was applied
with τmin = 1 ps and τmax = 1 ns. VAC was ap-
plied with variable lag time τ (horizontal axis).
Left: root mean square errors (RMSE) over 30
independent trajectories. Right: errors for a
single trajectory.
In the right column of 2, we show results for
a 10 ns trajectory and a 20 ns trajectory. The
trajectories were selected to help illustrate dif-
ferences in the error profiles for VAC and IVAC;
similar plots for all other trajectories can be
found in the supporting information. We ob-
serve two key differences. First, VAC error can
exhibit high-frequency stochastic variability as
a function of lag time, a source of variability
that does not affect integrated VAC results.
Second, VAC can have high error levels at ex-
tremely short and long lag times. The projec-
tion metric against our reference often reaches
1.0, which might indicate that a true eigenfunc-
tion is completely orthogonal to our estimated
subspace. The error of IVAC is unlikely to reach
such high extremes.
We note that the parameter values τmin = 1 ps
and τmax = 1 ns used in IVAC are not hard to
tune. The range 1 ps− 1 ns is a broad window
of lag times over which VAC eigenvalues λˆτ2 and
λˆτ3 decrease from values near one to values near
zero. In contrast, it is much harder to tune the
VAC lag time τ . VAC results are very sensitive
to high or low lag times as seen in Figure 2.
Next, we present additional analyses applied
to a single 20 ns alanine dipeptide trajectory,
which provide insight into why IVAC is more
robust to lag time selection than VAC. We
start by reporting internal consistency results
for VAC in Figure 3, left. To generate the fig-
ure, we performed VAC with a range of different
lag times, and we measured the projection met-
ric between the VAC results obtained at one
lag time τ1 (horizontal axis) and the VAC re-
sults obtained at a different lag time τ2 (vertical
axis). The square with low projection distance
between 3 ps and 200 ps indicates that VAC re-
sults with lag times chosen within this range are
consistent with one another, but not with those
with lag times taken from outside this range.
VAC’s inconsistency at low and high lag times
can be explained by a plot of VAC eigenvalues
(Figure 3, center). At 3 ps, there is an eigen-
value crossing between the eigenvalues λˆτ3 and
λˆτ4 (shown in purple and magenta). The eigen-
value crossing causes VAC to misidentify the
third VAC eigenfunction (which is inside the
3D subspace) and the fourth VAC eigenfunc-
tion (which is outside the 3D subspace). At
200 ps, there is a different problem related to
insufficient sampling. The third eigenvalue de-
scends into noise, causing VAC to fit the 2D
subspace at the expense of the 3D subspace.
With integrated VAC, the problem of find-
ing a single good lag time is replaced with the
problem of finding two endpoints for a range of
lag times. This proves to be an easier task as
IVAC is more tolerant of lag times outside the
region where VAC gives good results. In Figure
3, right, we show the error of IVAC as a function
of τmin and τmax (horizontal and vertical axes,
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Figure 3: Consistency of VAC and IVAC results for the alanine dipeptide. Left: internal consistency
between the 3D VAC subspace at different lag times. Center: first six estimated eigenvalues of the
transition operator. Right: error in the 3D IVAC subspaces at different lag times. All results shown
are for a 20-ns trajectory.
respectively). This figure, which shows the er-
ror of IVAC estimates computed from compari-
son with the reference, is different from the fig-
ure on the left which shows only the internal
consistency of VAC at different lag times. Fig-
ure 3, right, also shows the error of VAC, which
appears along the diagonal of the plot corre-
sponding to the case τmin = τmax.
Figure 3, right, reveals that the range of lag
time parameters for which IVAC exhibits low
error levels is much broader than the range
of lag times for which VAC exhibits low er-
ror levels. This supports our basic argument
that choosing good parameters in IVAC is eas-
ier than choosing good parameters in VAC. To
achieve low errors, we do not need to identify
the optimal VAC lag times but only integrate
over a window that contains the optimal VAC
lag times while ensuring that τmax is not exces-
sively high.
Application to the villin headpiece
Next we apply IVAC to a difficult spectral esti-
mation problem with limited data. We seek to
estimate the slow dynamics for an engineered
35-residue subdomain of the villin headpiece
protein. Our data consist of a 125 µs molecu-
lar dynamics simulation performed by Lindorff-
Larsen et al. 34 Villin is a common model sys-
tem for protein folding for both experimental
and computational studies,34–37 where the top
eigenfunctions correlate with the folding and
unfolding of the protein.
On the surface, the villin data set would seem
to be much larger and more useful for spectral
estimation compared to the 10 − 20 ns trajec-
tories we examined for the alanine dipeptide.
However, the villin headpiece relaxes to equi-
librium orders of magnitude more slowly than
the alanine dipeptide. The data set contains
just 34 folding/unfolding events with a fold-
ing time of 2.8 µs. The limited number of
observed events is characteristic of simulations
of larger and more complex biomolecules, since
simulations require massive computational re-
sources and conformational changes take place
over many molecular dynamics time steps.
In contrast to the alanine dipeptide results,
where we applied IVAC using linear combina-
tions of basis functions, here we apply IVAC
using a neural network. The increased flexibil-
ity of the neural network approximation reduces
approximation error. However, the procedure
for optimizing the neural network is more com-
plicated than the procedure for applying lin-
ear VAC. Moreover, the increased complexity
of the neural network representation (around
5 × 104 parameters) makes estimation error a
larger concern for this example.
We use a slight modification of the neural net-
work architecture published in Sidky et al. 38 ,
with 2 hidden layers of 50 neurons, tanh nonlin-
earities, and batch normalization between lay-
ers. The network is built on top of a rich set of
features, consisting of all the Cα pairwise dis-
tances as well as sines and cosines of all dihedral
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angles. At each optimization step, we subsam-
ple 104 data points using Algorithm 1. Then
we optimize the neural network parameters us-
ing AdamW39 with a learning rate of 10−4 and
a weight decay coefficient of 10−2. Following
standard practice, we use the first half of the
data set for training and we use the second half
of the data set for validation. We validate the
neural network against the testing data set ev-
ery 100 optimization steps, and perform early
stopping with a patience of 10.
We present our results for villin in two parts.
First we describe our procedure for selecting pa-
rameters in nonlinear IVAC. Next we highlight
evidence that nonlinear IVAC shows greater ro-
bustness to overfitting compared to nonlinear
VAC.
Selection of parameters
Here, we describe the protocols we use for se-
lecting IVAC parameters that help to ensure
that IVAC is robust to estimation error. Our
first protocol is to evaluate the condition num-
ber for the subspace of eigenfunctions that we
are estimating. This protocol is motivated
by the theoretical error analysis in Webber
et al. 12 , where we showed that spectral esti-
mates are much less sensitive to estimation er-
ror for a well-conditioned subspace compared
to a poorly-conditioned subspace. To ensure
that we are estimating a well-conditioned sub-
space, we first use IVAC to estimate eigenvalues
for the transition operator. We then identify
a subspace of eigenfunctions η1, η2, . . . , ηk that
is separated from all other eigenfunctions by a
large spectral gap λˆτk − λˆτk+1.
For the villin data, we choose the subspace
consisting only of the constant eigenfunction
η1 = 1 and the first nontrivial eigenfunction
η2. This is a well-conditioned subspace with a
minimum condition number
min
τ
κτ = min
τ
(
λˆτ2 − λˆτ3
)−1
= 1.6. (40)
Our second protocol for ensuring robustness
is to check that eigenfunction estimates are con-
sistent when we change the random seed used
in the optimization. We train the nonlinear
IVAC neural net ten times with different ran-
dom seeds and we evaluate the typical distance
between two IVAC solutions when different ran-
dom seeds are used. The results of this calcu-
lation are plotted in Figure 4 across a range of
τmin and τmax values. The internal consistency
results for VAC appear along the diagonal of
the plot in Figure 4, corresponding to the case
τmin = τmax.
For both IVAC and VAC, Figure 4 reveals
problems with internal consistency. For IVAC,
setting τmax < 30 ns or τmax > 300 ns leads to
poor internal consistency. If we train the neu-
ral network with these problematic τmax values,
then solutions can look highly different depend-
ing on the random seed. With VAC, setting
τ < 10 ns or τ > 300 ns would lead to inconsis-
tent results.
IVAC provides more flexibility to address the
internal consistency issues compared to VAC,
since we can integrate over a range of lag times.
For the villin data, we choose to set τmin = 1 ns
and τmax = 100 ns. For these parameter values,
the internal consistency score is very good. The
typical projection distance between subspaces
with different random seeds is just 0.05. More-
over, 1 − 100 ns is a wide range of lag times,
helping to ensure that optimal or near-optimal
VAC lag times are included in the integration
window.
To help explain why the internal consistency
of IVAC is so poor for small τmax values, we
present in Figure 5 a set of IVAC solutions ob-
tained with an integration window of 1 − 3 ns
and three different random seeds. We see that
all three solutions identify clusters in the data,
but the clusters are completely different in the
three cases. We conjecture that IVAC is ran-
domly fitting three different eigenspaces. This
is supported by the eigenvalue plot in Figure 4,
which shows that three nontrivial eigenvalues of
the transition operator all lie close to one over
the 1 − 3 ns time window, making it possible
that eigenspaces are randomly misidentified by
IVAC.
In contrast to the inconsistent results ob-
tained with an integration window of 1− 3 ns,
we obtain more reasonable results with an in-
tegration window of 1 − 100 ns. As shown in
11
100 101 102 103 104
Lag Time (ns)
0.0
0.2
0.4
0.6
0.8
1.0
Ei
ge
nv
al
ue
s
1 3 10 30 10
0
30
0
10
00
30
00
10
00
0
min (ns)
1
3
10
30
100
300
1000
3000
10000
m
ax
 (n
s)
0.0
0.2
0.4
0.6
0.8
1.0 2D Subspace Dist.
Figure 4: Nonlinear IVAC results for the 125µs villin headpiece trajectory. Left: estimated eigen-
values of the transition operator. Right: internal consistency of nonlinear IVAC with different τmin
and τmax values.
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Figure 5: Nonlinear IVAC results plotted on the first two time-lagged independent component
analysis (tICA) coordinates. Top: IVAC with a 1 − 3 ns integration window and three different
random seeds. Bottom: IVAC with a 1 − 100 ns integration window and three different random
seeds.
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Figure 5, the IVAC solutions are nearly identi-
cal regardless of the random seed.
Robustness to overfitting
In this section, we present results suggesting
that nonlinear IVAC is more robust to overfit-
ting than nonlinear VAC. The added robustness
can be crucial if there are insufficient data to
construct a statistically meaningful validation
data set, heightening the tendency to overfit.
To identify the overfitting issue with small
data sets, we eliminate the early stopping and
we train IVAC and VAC until the training loss
stabilizes. We calculate implied timescales by
performing linear VAC on the outputs of the
networks trained using IVAC and VAC, which
we present in Figure 6.
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Figure 6: Implied time scales (ITS) and power
spectral densities (PSD) obtained with nonlin-
ear IVAC and VAC with neural network basis
functions applied to the villin headpiece data
set. The VAC training lag time is marked by
the dotted line in each panel.
We first compare the estimated implied
timescales between the training and validation
data sets. For both algorithms, the implied
timescales calculated on the training data are
larger than those calculated on the validation
data. This is clear evidence of overfitting. How-
ever, we see that integrated VAC gives larger
implied timescales on the validation data. In
combination with the variational principle asso-
ciated with the implied timescales, this suggests
that IVAC is giving an improved estimate for
the slow eigenfunctions.
Examining the implied timescales estimated
on training data show further signs of overfit-
ting. The VAC implied timescale estimates for
the training data exhibit sharp peaks at the
training lag times which are absent in the im-
plied timescale estimates of the validation data.
This suggests a hypotheses for the mechanism
of overfitting: with a sufficiently flexible ap-
proximation space, VAC is able to find spurious
correlations between features that happen to be
separated by τ . This explains the smaller peaks
at integral multiples of the lag time, as features
artificially correlated at τ will be correlated at
2τ as well.
To confirm our hypothesis, we we plot the
power spectral density (PSD)40 of the time
trace of eigenfunction estimates in Figure 6.
The PSD confirms the existence of a periodic
component in VAC results with a frequency at
the inverse training lag time.
In contrast, IVAC does not exhibit such a pe-
riodic component. In Figure 6, we see that the
1− 100 ns integration window leads to implied
timescale estimates that depend smoothly on
the data both for the training and the test data
set. The PSD shows no periodic components
in the spectra for IVAC, providing further evi-
dence that IVAC is comparatively robust while
VAC results can be very sensitive to the partic-
ular lag time that is used.
Conclusion
In this paper we have presented integrated
VAC (IVAC), a new extension to the popular
variational approach to conformational dynam-
ics (VAC). By integrating correlation functions
over a window of lag times, IVAC provides ro-
bust estimates of the eigenfunctions of a sys-
tem’s transition operator.
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To test the efficacy of the new approach, we
compared IVAC and VAC results on two molec-
ular systems. First, we applied the spectral es-
timation methods to simulation data from the
alanine dipeptide. This is a relatively simple
system that permits acquisition of extensive
reference data for validating our calculations.
As we varied the lag time parameters and the
amount of data available, we observed the im-
proved robustness of IVAC compared to VAC.
IVAC gives low-error eigenfunction estimates
even when the lag times range over multiple
orders of magnitude. In contrast, VAC requires
more precise lag-time tuning to give reasonable
results
Next we applied IVAC to analyze a fold-
ing/unfolding trajectory for the villin head-
piece. These data contain relatively few fold-
ing/unfolding events despite pushing the lim-
its of present computing technology. For this
application, we used a flexible neural network
representation built on top of a rich feature set.
We presented a procedure for selecting param-
eters in IVAC that helps lead to robust per-
formance in the face of uncertainty. For the
application to villin data, we found that VAC
exhibited pronounced artifacts from overfitting
when precautions were not taken to specifically
prevent it, while IVAC did not.
Our work highlights the sensitivity of VAC
calculations to error from insufficient sampling.
Examining our results on the villin headpiece,
we see that regularization (here, by early stop-
ping) and validation are crucial when running
VAC with neural networks or other flexible ap-
proximation spaces. With insufficient regular-
ization or poor validation these schemes easily
overfit. Even for the alanine dipeptide exam-
ple, where we employ a simple basis on a sta-
tistically well-conditioned problem, we see that
VAC has a high probability of giving spurious
results with insufficient data.
Integrated VAC addresses this problem by
considering information across multiple time
lags. Future extensions of the work could
further leverage this information. For in-
stance, employing a well-chosen weighting func-
tion within the integral in (5) could further
decrease hyperparameter sensitivity. Addi-
tionally, future numerical experiments could
point to improved procedures for selecting
τmin and τmax values. Finally, we could in-
tegrate over multiple lag times in other for-
malisms using the transition operator, such as
schemes that estimate committors and mean-
first-passage times.32 These extensions would
further strengthen the basic message of our
work: combining information from multiple lag
times leads to improved estimates of the tran-
sition operator and its properties.
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Simulation details for the alanine dipeptide experiments
All simulations were conducted using Gromacs 5.1.4.1–6 The molecule was represented by the
CHARMM 27 force field7 in a solvent modelled by 513 water molecules using a rigid TIP3P
model.8 Long-range electrostatics were performed using particle-mesh Ewald summation at
fourth order with a Fourier spacing of 0.12 nm.9 Each simulation used Langevin dynamics,
integrated using the GROMACS leap-frog Langevin integrator with a 1 fs time step and a
time constant of 0.1 ps at a temperature of 310 K. Hydrogen bonds were constrained to be
rigid using LINCS,10 and water rigidity was enforced using SETTLE.11 In each simulation,
the system was initialized at a density of 1 kg / L. The system was then equilibrated for
50 ps at constant volume, followed by another 50 ps equilibration at constant pressure using
the Parrinello-Rahman barostat.12 Finally, the system was again equilibrated at constant
volume for 50 ns. The data set used was obtained from a production run of 50 ns, with
structures saved every 500 fs. To construct our references for the true eigenfunctions, we ran
10 simulations each of length 150 ns, and constructed an MSM on all dihedral angles. This
MSM had 500 Markov states; these were identified by k-means clustering, and we estimated
the eigenfunctions and eigenvalues using pyEMMA.13
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VAC and IVAC errors for all alanine dipeptide trajectories
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Figure S1: VAC (at the horizontal axis lag time) and IVAC (with τmin = 1 ps and τmax = 1 ns)
errors for all 30 of the 10-ns long alanine dipeptide trajectories.
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