A comprehensive empirical analysis based on exact quantum simulations of all available total absorption coefficient and branching-ratio data for the UV photodissociation spectra of HI and DI has been used to determine the potential energy curves of the four excited electronic states A 1 ⌸ 1 , a 3 ⌸ 0 ϩ, a 3 ⌸ 1 , and t 3 ⌺ 1 ϩ , and the associated transition moment functions. It is shown that there is no need to invoke coupling among the various final-state wave functions to explain the data.
I. INTRODUCTION
The UV photochemical decomposition of HI has been studied for more than a century, 1 but it is still not fully understood. As shown in the top and bottom segments of Fig. 1 , the low-energy portion of this spectrum consists of a broad peak ͑half-width ca. 6 000 cm Ϫ1 ) centered near 45 000 cm Ϫ1 , known as the ''A-band.'' At higher frequencies the continuum intensity decreases by ca. 1/3 to a minimum around 53 300 cm Ϫ1 , and then grows monotonically into what is known as the ''B-band'' region, which merges with the discrete spectrum of transitions into highly excited 3 ⌸ states at around 56 500 cm Ϫ1 . Research on this problem began in earnest in the 1930's with a series of measurements of the UV photodissociation continuum over an increasingly wide range of frequencies. [2] [3] [4] Rollefson and Booher suggested that the A-band spectrum might be due to transitions into two different final electronic states with asymptotes separated by the I( 2 P 3/2 )→ I( 2 P 1/2 ) atomic spin orbit splitting, 2 but the available experimental data could not prove this, and in the first empirical inversion analysis applied to this system, Goodeve and Taylor 4 interpreted their spectrum in terms of transitions onto a single repulsive final state potential energy curve.
A decade later, Romand extended the range of the experimental data 10 000 cm Ϫ1 farther to the blue, spanning the B-band region where much of the absorption is due to unresolved discrete transitions into highly excited bound states. [5] [6] [7] This gave the first clear measure of the shape of the continuum at the onset of the B-band, although his absorption coefficients are ca. 20% smaller than those obtained in later work. His empirical analysis concluded that the lowerenergy A-band continuum could not be explained by transitions to a single final electronic state, and his decomposition of that spectrum into two main components is roughly consistent with the present work, although Martin and Willard showed that his assignment of the final states was incorrect. 8 Twenty years later Huebert and Martin reported absorption coefficients for HI spanning most of the A-band and extending past the absorption minimum near 53 300 cm Ϫ1 into the low frequency edge of the B-band. 9 Within a scaling of 3.4% their results are consistent with the most recent measurements available for the A-band region. The current best total absorption coefficients for this system are the measurements for HI and DI on the interval 32 000-52 000 cm Ϫ1 reported by Ogilvie in 1971;  10 these are the key results on which all subsequent empirical analyses of this system ͑including the present work͒ have relied. The experimental total absorption coefficients used in the present analysis are plotted in the top and botton segments of Fig. 1 .
By the early 1970's, photochemical studies had begun to be used to measure the relative intensities of photodissociation to yield I( 2 P 3/2 ) versus I*( 2 P 1/2 ) atoms. In particular, from the absorption spectra of the atomic products produced by broadband flash photolysis, Donovan and Husain 11 concluded that ca. 1/5 of the atomic iodine produced was I *( 2 P 1/2 ). Studies of the kinetics of reactions of the translationally hot H atoms led to estimates of the quantum yield (I*) of electronically excited iodine atoms at a handful of excitation energies. [12] [13] [14] [15] However, while the one HI value of Cadman and Polanyi 12 and the four DI values of Betts 15 are consistent with results obtained by more direct methods ͑see below͒, others 11, 13, 14 are not. The era of modern direct methods of determining quantum yields for this system began in 1975 when Clear et al. 16 used TOF photofragment translational spectroscopy to measure both (I*) and the angular distributions of the I( 2 ⌸ 3/2 ) and I*( 2 ⌸ 1/2 ) atoms produced by HI and DI photolysis at 266.2 nm. Since that time a variety of new methods were developed and applied to this system, including Doppler analysis of the product H atoms, [17] [18] [19] two-photon LIF of the atomic iodine, 20 monitoring of the infrared I* ( 2 P 1/2 ) → I( 2 P 3/2 ) emission 21 and ion imaging, 22, 23 as well as more TOF measurements of the fragment H atom intensities. 24 With a few exceptions, most of these measurements are fairly consistent with one another and with the results of the present analysis, but they were only obtained at a scattered handful of photolysis frequencies.
By the late 1990's the sparse nature of and inconsistencies among the earlier HI photolysis quantum yield measurements stimulated five new sets of experiments. In 1995 Heck and Chandler 22 reported the first application of ion imaging techniques to this type of process, and presented (I*) values for DI at three frequencies. Then in 1998 both Langford et al. 25 and Gendron and Hepburn 26 reported quantum yields and product angular distributions at a number of wavelengths spanning most of the A-band region, the former using TOF analysis and the latter using Doppler spectroscopy of the H atom fragments. While these two studies agreed regarding the shape of the frequency dependence of (I*) and the anisotropy of the angular distributions, they disagreed sharply regarding the magnitude of the quantum yields. However, that discrepancy was settled the next year when Regan et al. 27 used REMPI detection of the I( 2 P 3/2 ) and I*( 2 P 1/2 ) fragments to obtain a set of quantum yields in good agreement with those of Gendron and Hepburn, 26 and showed that an experimental artifact had biased the Langford et al. detection of I*( 2 P 1/2 ) relative to I( 2 P 3/2 ). They also determined approximate wavelength-dependent corrections for the Langford et al. measurements. Finally, the most recent sets of results for this system are the dense set of quantum yield measurements on the low frequency side of the A-band obtained by ion imaging, reported in the preceding paper. 28 These results greatly improve the delineation of the frequency dependence of (I*) on the red side of the A-band, and agree closely with the one Regan et al. 27 measurement in this region. The two middle segments of Fig. 1 show the photolysis quantum yield data used in the present analysis.
While the theoretical work on this system has been less extensive, it has provided considerable insight. Although the data available at the time were quite limited, in 1937 Mulliken 29 published a remarkable study of this system whose essential predictions remain unchallenged to this day. He argued that the A-band portion of the UV continuum ( Շ50 000 cm Ϫ1 ) was due to overlapping continuum transitions of increasing energy into the a 3 ⌸ 1 , a 3 ⌸ 0 ϩ, and A 1 ⌸ 1 states, the first and third of which dissociate to yield ground-state (I 2 P 3/2 ), while the second yields I*( 2 P 1/2 ). However, he was unable to make firm predictions of their relative intensities. His discussion also allowed for contributions from transitions into the t 3 ⌺ 1 ϩ state; however, in the region of good Franck-Condon overlap with the ground state, the t -state was predicted to lie at significantly higher energy than the others, and to contribute little to the A-band spectrum. Very recently Alekseyev et al. 30 reported very high quality ab initio calculations for this system which confirm most of the qualitative conclusions of Mulliken.
29 Their calculated potentials for the states relevant to this analysis are shown in Fig. 2 aries of the Franck-Condon region sampled by the photodissociation data. A particularly interesting feature of these ab initio results was the determination of strong radial dependence in the transition moment functions driving the various electronic transitions; those results will be discussed in Sec. IV D.
Over the years there have been a number of efforts to analyze the UV photodissociation data for HI to empirically determine the upper-state potential curve ͑or curves͒ which give rise to it. In the earliest such inversion analysis, Goodeve and Taylor used a ␦-function or Condon reflection method analysis 31, 32 to interpret their data in terms of a single repulsive potential energy curve dissociating to ground state atoms. 4 Romand later concluded that the A-band spectrum could not be interpreted in terms of a single finalstate potential, and used the reflection method to determine two final-state potentials. 7 On the other hand, Ogilvie's 1972 reflection method analysis of his A-band absorption coefficients concluded that they could be explained in terms of a single upper-state potential. However, the potentials he obtained for the HI and DI isotopomers were displaced from one another by ca. 500 cm Ϫ1 , a difference orders of magnitude larger than the isotopomer shifts one may expect to arise from Born-Oppenheimer breakdown effects. Moreover, the pointwise potentials he obtained show a troubling inflection point near 1.8 Å. In a subsequent analysis of those data based on quantum simulation of the photodissociation, Ogilvie and Tipping also claimed that a single final-state potential could explain more than 90% of the intensity. 33 The first modern multistate analysis of this problem was that of Clear et al., 16 who used the corrected ␦ -function approximation 34 to simulate and fit to Ogilvie's HI and DI absorption coefficients and the handful of ͑somewhat contradictory͒ quantum yield values available at the time. Their analysis determined ͑constant͒ transition moment functions and repulsive potentials represented by simple exponential functions for transitions into the three states Mulliken had predicted to be responsible for most of the A-band continuum: a 3 ⌸ 1 , a 3 ⌸ 0 ϩ, and A 1 ⌸ 1 . However, they were unable to account for the HI absorption data for Ͼ45 500 cm Ϫ1 and the DI data for Ͼ47 000 cm Ϫ1 due to '' . . . increasing participation of another absorption.'' A few years later van Veen et al. 24 reported conclusions about the anisotropy associated with the I* photolysis products which differed with those of most other work, and accompanied their measurements with a four-state analysis which placed the t 3 ⌺ 1 ϩ potential function nearly coincident with that for a 3 ⌸ 0 ϩ in the Franck-Condon region, a result which sharply disagreed both with Mulliken and a 3 ⌸ 0 ϩ state potentials very close to one another, and argued that this spectrum was strongly affected by coupling among the three ⍀ϭ1 final electronic states. 35 The results of the Levy-Shapiro work were four final-state potential functions, four transition moment strengths, and three interstate coupling strength functions. Finally, a decade later Gendron and Hepburn argued that the van Veen et al. 24 anisotropy measurements were simply not correct, and interpreted their new quantum yield measurements and Ogilvie's HI absorption coefficients in terms of a sum of potential energy curves for the a 3 ⌸ 1 , a 3 ⌸ 0 ϩ and A 1 ⌸ 1 states. However, unlike Clear et al., their analysis neglected the DI results, and it relied partially on spectral decomposition in a region beyond the range of any of their quantum yield measurements.
The preceding paragraphs summarizes the somewhat uncertain state of our understanding of this system at the onset of the present work. It leaves a number of open questions:
• The proposal of Levy and Shapiro 35 that coupling among the various final electronic states must be taken into account to describe the spectrum had been disputed, 26 but not really disproved.
• There was substantial disagreement between Gendron and Hepburn 26 and the initially reported Langford et al. 25 measurements regarding the magnitude of (I*) near its maximum. While the results of Regan et al. 27 appear to have resolved this, further confirmation would be desirable.
• Since the 1948 Romand analysis, 7 no one had attempted to explain the composition of the spectrum extending into the B-band region up to the onset of the discrete spectrum at 56 500 cm Ϫ1 , 36,37 even though the lowfrequency tail of the B-band clearly overlaps the A-band.
• Most analyses had made little effort to take account of the HI and DI data together.
• The various estimates of the final-state potential functions were not in good agreement.
• The importance of the shape of the transition moment functions on these spectra has never been examined. The present work addressed these concerns by undertaking a comprehensive empirical analysis of all available data for these systems in an effort to ascertain exactly how much information about the upper-state potential energy curves and the transitions moment functions giving rise to this spectrum could be determined from the available experimental data, and to determine the best possible estimates of those functions. This will provide quantitative tests of the recent ab initio calculations for this system, 30 and should allow us to make reliable predictions of the quantum yields as functions of frequency, for use in photochemical and hot-atom chemistry studies.
II. THEORY, MODELS AND COMPUTATIONAL METHODS
All of the present work was based on exact quantal calculations of the partial cross-section or continuum absorption coefficient for photodissociation from a thermal population of initial ground-state vibration-rotation levels into each of the relevant final electronic states. In the conventional units associated with the decadic molar absorption coefficient, l/mole •cm, the molar absorption coefficients for transitions into electronic state s are generated from the expression [38] [39] [40] ⑀͑,T;s͒ϭ
͑1͒
Here, N A is Avogadro's number, is the wave number of the light ͑in cm Ϫ1 ), g s the upper-state electronic degeneracy, 41 F v,J (T) the fractional thermal population of initial-state vibration-rotation level (v,J), JЈ the final ͑continuum͒ level angular momentum quantum number, and S J JЈ the Hönl-London rotational intensity factor. 42 The initial-state radial wave function v,J (R) at energy E 0 (v,J) and the final-state continuum wave function E,J Ј (R) at energy EϭE 0 (v,J)ϩh are obtained by exact numerical solution of the radial Schrödinger equation
for the relevant initial-or final-state potential energy function V(r), where is the reduced mass of the two atoms forming the molecule and ⍀ the projection of the total electronic angular momentum on the molecular axis. The mesh and range parameters governing the numerical integration of Eq. ͑2͒ and the asymptotic amplitude convergence criterion for the continuum wave functions were chosen to ensure that calculated intensities were accurate to better than 10 Ϫ5 of the intensity maximum, which is ca. 10 Ϫ3 smaller than typical experimental uncertainties.
Since HI and DI have relatively large vibrational and rotational level spacings, and all of the available experimental data were obtained at modest to low temperatures, the summations over v and J in Eq. ͑1͒ could readily be performed; this involves only vϭ0 and 1 and Jр18 for HI and Jр25 for DI.
The experimental data considered herein consist of both total absorption coefficients
and the quantum yields (I*) for electronically excited product iodine atoms:
where sϭa 3 ⌸ 0 ϩ and t 3 ⌺ 1 ϩ are the electronic states which correlate with production of electronically excited I*( 2 P 1/2 ) atoms. 29 These observables are readily generated from linear combinations of the partial absorption coefficients of Eq. ͑1͒ calculated for the participating excited electronic states. One other type of observable reported for this system is the anisotropy of the photofragment distribution, which effectively determines the fraction of molecules which photodissociate to a given asymptote through ⍀ϭ1 (
However, rather than utilize them in the analysis, these results will be used as an independent check on the results of our analysis.
A. The initial-state potential energy function
The ground electronic state potential energy functions for HI and DI are very well known. In particular, Coxon and Hajigeorgiou use a combined analysis of high resolution spectroscopic data for both isotopomers to determine explicit analytic functions for them based on a generalized Morse potential form in which the exponent coefficient is allowed to be a function of the internuclear distance. 43 Their analysis also incorporates Born-Oppenheimer breakdown correction functions which give rise both to small differences between the effective intermolecular potentials for the two isotopomers, and to a weak distance-dependence of the reduced mass associated with the centrifugal potential energy term in Eq. ͑2͒. These are the potential energy functions for the ground electronic states of HI and DI used in the present work. Although these analytical potentials are known to behave badly at distances beyond 3 Å , 44 that occurs far beyond the range of the initial-state wave functions involved in this analysis, and hence has no effect on our calculations.
B. The final-state potential energy functions
Two different types of functional forms were considered for the potential energy functions of the ͑mainly͒ repulsive electronically excited final states associated with the photodissociation process. The first is an exponential function with the exponent coefficient expanded as a power series in a chosen radial distance variable This definition minimizes the correlation between parameters governing the vertical energy and the shape of the repulsive potential wall in the Franck-Condon overlap region, so this parameterization is particularly appropriate when the the existence and approximate position of the potential well are important, but the details of its shape are not. In contrast, for cases in which the Franck-Condon overlap region extends into the attractive well of the final-state potential, another approach should be used. 38,46 -48 Since the Franck-Condon overlap region, the domain over which the radial wave functions of the thermally populated initial-state levels has significant amplitude, is fairly narrow for this system ͑ca. 1.49Ϫ1.76 Å͒, the photodissociation data will be only modestly sensitive to features of these potentials other than their energy and slope in the interaction region. Thus, we expect to require at most a low-order polynomial expansion to describe ␤(y p ) in these potential forms.
C. The transition moment functions
The models for the transition moment functions used herein are either a power series expansion in a chosen radial variable,
with y p defined as above, or a constant factor multiplying a known function, M s (r)ϭc 0 M s (r), where M s (r) is a known function determined ͑say͒ from electronic structure calculations, and c 0 is a scaling factor to be determined from the analysis.
D. The least-squares fitting procedure
The present analysis uses nonlinear least-squares fits to experimental data to determine optimum values of parameters characterizing the various final-state potential energy and transition moment functions. In these fits, all data are considered simultaneously, each weighted by the inversesquare of its estimated uncertainty ͑see below͒. The quality of fit is characterized by values of the dimensionless root mean square residual or RMSR,
where each of the N d experimental data Y obs (i) has uncertainty u(i) associated with it, and Y calc (i) is the value of datum-i calculated from the model. While nonlinear fits require initial trial values of the parameters defining the model being treated, simple reflection or ␦-function approximation arguments 32, 42 and the final-state potentials of Mulliken 29 or Alekseyev et al. 30 yield sufficiently plausible potential parameter estimates that least-squares stability was not a serious problem.
An essential requirement of any least-squares procedure is the ability to generate values of the partial derivatives of each datum with respect to each of the parameters of the model. Consideration of Eq. ͑1͒ shows that partial derivatives with respect to the parameters defining the transition moment functions can be evaluated exactly from matrix elements of partial derivatives of the transition moment func-
These matrix elements may be computed from the bound and continuum wave functions at the same time as the transition intensities themselves, and hence are obtained with very little additional computational effort. However, an analogous direct way of calculating exact partial derivatives of the individual partial absorption coefficients sections with respect to the parameters defining the final-state potentials has not yet been fully developed. Thus, the latter were evaluated by symmetric finite differences, where the parameter increment was chosen by an algorithm which ensures that on average ͑across the entire data set͒, the difference in the observables was less than 0.1 times their experimental uncertainty. All of the calculations reported herein were performed using program BCONT. 46 One of the key features of this code is its ability to simultaneously fit to data for multiple isotopomers and treat quantum yield or branching ratio data together with total or partial absorption coefficient measurements.
III. DATA USED IN THE ANALYSIS
In any least-squares treatment of data, the set of uncertainties ͑or weights͒ associated with different measurements has the ability to significantly skew the results. It is therefore important to record the choices made in this regard. An overview of the data used in the present analysis is presented in Table I . The total absorption coefficients for HI and DI measured by Oglivie 10 are the most important of these, since they span the entire A-band and extend into the B-band region with a fairly dense and internally consistent set of measurements. It is these data which determine the absolute magnitudes of the transition moment functions. Moreover, the significant differences between the profiles of the initial-state vϭ0 radial wave function for these two isotopomers, combined with the fact that any valid model must simultaneously account for both sets of observations, makes the simultaneous treatment of both sets of data a particularly demanding feature of the present analysis.
Ogilvie's paper stated that his absorption coefficients had an absolute uncertainty of Ϯ5% and a relative accuracy of Ϯ2%, ''except at the extremes of the range of absorption'' where the relative uncertainties are ͑presumably͒ larger. 10 His Ϯ5% reflects his uncertainties regarding the absolute pressure measurements determining the HI or DI concentration in the absorption cell. However, the only effect of an error of this type on an empirical analysis would be to introduce a common multiplicative correction factor scaling the magnitude of all the transition moment functions being determined. On the other hand, if the error in the DI pressure measurement differed from that for HI, it would introduce an artificial apparent inconsistency between these two data sets. In the present analysis, therefore, Ogilvie's HI pressure measurements are taken to be exact, while the global scaling factor f ⑀ ͑DI͒ for his DI absorption coefficients is treated as a parameter to be determined in the least-squares fit procedure. However, Ogilvie's 5% absolute ͑pressure measurement͒ uncertainty associates an overall multiplicative uncertainty of Ϯ2.5% with the strength of any transition moment functions determined from his data.
The question of the relative uncertainty-what uncertainty to associate with the individual HI absorption coefficients-is a more difficult one to address. Both the smoothness of Ogilvie's measurements and the results of our analysis suggests that the relative uncertainties in the larger absorption coefficient values are much smaller than the 2% mentioned in his paper. After considerable experimentation, we decided to weight each of his data by an uncertainty of Ϯ1 ͓l/mole cm͔. This would correspond to Ogilvie's 2% for ⑀ tot ϭ50 ͓l/mole cm͔, but would be smaller than that for larger values, and larger for smaller values. The latter consideration takes account of Ogilvie's expectation that the relative uncertainties are larger ''at the extremes of the range of absorption,'' as far as the red end of the spectrum ͑where the absorption coefficients approach zero͒ is concerned. To include an analogous allowance at the blue end of his data range, we chose to double the uncertainties associated with his ͑two for each of HI and DI͒ data points for Ͼ51 000 cm Ϫ1 to 2 ͓l/mole cm͔. The other total absorption coefficient data used in the present analysis are those Huebert and Martin, 9 who obtained 11 values on the interval 33 333Ϫ50 000 cm Ϫ1 for HI at 296 K, and 6 values at frequencies 50 000Ϫ55 555 cm Ϫ1 for HI at 195 K. Comparisons of the former with the more extensive results of Ogilvie allowed us to determine a scaling factor of 1.034(Ϯ0.007) to account for inconsistency between the pressure measurements in the two experiments, and also led us to attribute uncertainties of Ϯ2 ͓l/mole cm͔ to these data. Moreover, their datum farthest to the blue ͑at 180 nm, in parentheses in Fig. 1͒ is believed to be compro- mised by overlap with the onset of the discrete band spectrum, so it was omitted from the analysis. The uncertainties used for the quantum yield data were those reported in the literature, with minor modifications. In particular, while the uncertainties Gendron and Hepburn reported for their nine measurements varied from 0.006 to 0.018, the irregularities in their frequency dependence and the degree of consistency with the results of other work led us to weight them all with uncertainties of Ϯ0.02. Since no uncertainties were reported for the three DI values of Heck and Chandler, 22 we assigned them uncertainties of 0.03, based on those reported for the analogous ion-imaging results of Ref. ͑28͒. In addition, while the results reported by Langford et al. 25 were later shown to be somewhat in error, 26, 27 the values obtained on applying frequencydependent correction factors determined by Regan et al. 27 were in good agreement with other data on the blue side of the A-band, and since they extend to somewhat higher frequency than most other results, their six highest-frequency quantum efficiencies ͑I*͒ were used in our analysis with the reported uncertainties of Ϯ0.03. The lower-frequency Regan-corrected 27 Langford et al. 25 data were omitted, since the discrepancies with other measurements was somewhat larger, and the scaling correction was in any case only approximate. Finally, although the anisotropy measurements of van Veen et al. 24 are contradicted by all other work, their quantum yields at their three experimental wavelengths are consistent with those obtained by others. However, since the uncertainties reported for their two longer wavelength values are larger than those for later work, only their (I*) value for 193 nm was utilized in the present analysis.
IV. RESULTS

A. Analysis in term of one final-state potential
Since much of the earlier work on this problem interpreted the then-available data in terms of transitions into only one or two final electronic states, we begin by examining the question of whether, within their uncertainties, the total absorption coefficient data could in fact be fully explained in this way. To this end, the results of a number of one-potential fits to Ogilvie's HI and DI absorption coefficients, 10 considered both separately and together, are summarized in Table II and Fig. 3 . It would be tedious and unnecessary to list all of the potential energy and transition moment function parameters defining the various models considered in the course of the present work. However, to facilitate comparison among the various models, Table II lists the values of the final-state potential energy function͑s͒ at the expansion center r x ϭ1.609 Å, which lies approximately at the minimum of the ground-state HI potential energy curve. These potential energies are expressed relative to the energy at the minimum of the ground-state potential; for the exponential potential form of Eq. ͑5͒, V s (r x )ϭD s ϩA s .
We first consider fits to a single final-state potential energy curve which is represented by the exponential function of Eq. ͑5͒ and has the same asymptote as the ground-state potential, D s ϭD e (X)ϭ25 778 cm Ϫ1 , 43 with the transition moment function being treated as a constant ͑independent of r). The first two rows of Table II and the solid curves in Fig.  3 show the results of independent fits of the HI and the DI data sets with the potential function exponent parameter treated as a constant, ␤(y p )ϭ␤ 0 . The quality of fit is clearly poor for both isotopomers, with average discrepancies of 3 -4 times the experimental uncertainties. Moreover the potentials obtained are quite inconsistent with one another, with that for HI lying more than 600 cm Ϫ1 above the one for DI. This inconsistency is further demonstrated by the third and fourth rows of the table and the short-dash curves in Fig. 3 , which show the very much worse quality of the predictions (RMSRϭ11.8 or 14.3͒ for the other isotopomer, as generated from the potentials yielded by the single-isotopomer fits of the first two rows of this table.
In an effort to improve on the above results, we also performed further single-isotopomer fits to the HI and DI absorption coefficients while allowing the exponent parameter ␤(y p ) to vary with distance. The results of those fits are shown as dotted curves in Fig. 3 and in rows 5 -8 of Table  II . With the RMSR's for the HI and DI fits now reduced to 2.0 and 1.8, respectively, it is clear that use of this more flexible model potential greatly improves the quality of fit. However, the incompatibility of the potentials obtained from these single-isotopomer fits is substantially increased, with the DI-fit potential at rϭr x now lying almost 1200 cm
Ϫ1
below that for HI, and the ability of the potential obtained from one isotopomer to predict the data for the other is even worse than before.
As a final test of one-potential models, a fit to the data for both isotopomers simultaneously was performed using each of the above potential models ͓constant versus linear ␤(y p )]; the results are summarized in rows 9 and 10 of Table  II , and shown as long-dash curves in Fig. 3 . The large RMSR values and the systematic discrepancies seen in the figure further confirm the fact that within a model which attempts to attribute the absorption to transitions into a single final electronic state, the data for the two isotopomers are completely inconsistent. Thus, it is clear that more than one final electronic state is necessary to explain these data. It is also clear that the availability of data of equivalent quality for the two isotopomers is a key discriminating feature of this analysis.
A final point here is the fact that allowing the transition moment to vary with distance had no effect on the above results and conclusions. In particular, allowing M s (r) to be a linear function with a large positive or negative slope at r x gave rise to a shift of the potential energy parameter A s ϭV s (r x ), but it had essentially no effect on the quality of the fit. As discussed in Ref. ͑38͒, this insensitivity to the shape of the transition moment function͑s͒ is to be expected for cases in which most of the absorption arises from the vϭ0 level of the initial electronic state. Figure 4 and the last eight rows of Table II illustrate the results of fits to a model which treats the absorption as being due to transitions into two different final electronic states, one sharing the same asymptote as the ground electronic state, and one which dissociates to yield HϩI* at an asymptote some 7603.15 cm Ϫ1 above the former. For convenience, these two potentials are given the labels of electronic states known to dissociate to these two limits.
B. Analysis in terms of two final-state potentials
The first two two-potential cases ͑rows 11 and 12 in Table II and solid curves in Fig. 4͒ show that for either isotopomer considered separately, a model which attributes the absorption to two final-state potential energy functions does provide an entirely satisfactory description of the data, in that the associated RMSR values for both cases are less than unity. Indeed, the size of these RMSR values is taken as confirmation of the validity of our assumptions regarding the relative uncertainties associated with the Ogilvie data ͑see Sec. III͒. However, the differences among the results in the next three rows of the table and between the long-and shortdash curves in Fig. 4 again indicate that within a model which allows for only two final electronic states, the HI and DI absorption coefficients are completely incompatible with one another.
Since the energies (D s ) at the asymptotes of these potentials are substantially smaller than their values in the Franck-Condon overlap region (ϷD s ϩA s ), one might expect that an analysis of this type would not be particularly sensitive to the locations of those asymptotes. Moreover, the results of any nonlinear least-squares fit may depend on the initial trial values chosen for the various parameters of the model. Thus, it seemed possible that the result that the potential with the lower asymptote (A 1 ⌸ 1 ) lay above the other one in the Franck-Condon region could be an artifact due to a memory of those initial trial values, rather than being a sound physical conclusion yielded by the data. The above two-potential fits were therefore repeated using initial trial parameters which placed the A 1 ⌸ 1 potential ͑the one with the lower asymptote͒ below the a 3 ⌸ 0 ϩ curve in the FranckCondon region.
As is shown by the last three rows of Table II , this approach did yield fitted potentials with the reverse energy ordering at rϭr x , and the single-isotopomer fits again fully explain the data within their uncertainties. However, the values of V s (r x ) for those separate HI and DI fits are again quite incompatible. Although the large parameter uncertainties associated with these fits leaves room for doubt regarding the rigor of this last conclusion, the combined-isotopomer fit of the last row of the table still has an RMSR value of 2.5, which is three times as large as that for the single-isotopomer two-potential fits, which we take to define the resolution of these data. Moreover, giving the exponent functions ␤(y p ) a strong dependence on distance did not significantly improve the quality of fit or reduce the parameter uncertainties. Thus, it seems clear that the total absorption coefficients cannot be properly explained by a model which allows for transitions into only two final electronic states. Once again, however, it is clear that the existence of good data for the two isotopomers was essential for reaching physically-significant con- clusions regarding the validity of a two-final-state model.
As a final test of the validity of a two-potential analysis, the potential energy and transition moment functions of our two combined-isotopomer two-potential fits ͑rows 15 and 18 in Table II͒ , were used to predict the quantum yield data for HI and DI listed in Table I . On average, the predictions of these two-potential models disagreed with experiment by, respectively, 9.1 and 7.0 times the experimental uncertainties. Moreover, even when the quantum yield data were also used ͑together with the HI and DI absorption coefficients͒ as data in the fit, the lowest overall RMSR value obtained was 5.4. Thus, it is clear that use of only two final-state potential energy functions will not explain the experimental data for this system.
C. Analysis in terms of three final-state potentials
The course of this work included numerous fits to the combined absorption coefficient and quantum yield data sets using three final-state potential curves. However, a detailed presentation of those results would add considerable clutter to this paper, while yielding limited additional physical insight, so we content ourselves with a summary of the conclusions reached.
The preceding sections clearly demonstrated that even if the quantum efficiency (I*) data are neglected, the HI and DI total absorption coefficients alone cannot be represented adequately by only two final-state potentials. The early work of Clear et al. 16 had shown that a three-potential analysis could account for both the absorption coefficients for the two isotopomers and the limited amount of branching ratio data available at the time. This conclusion was reaffirmed by the analysis of Gendron and Hepburn; 26 however, while the (I*) data they used were more extensive and more reliable, their neglect of the available DI data makes the rigor of their conclusions somewhat uncertain. In any case, the present work did confirm the conclusion that across much of the A-band region, the HI and DI total absorption coefficient and quantum efficiency data may be reasonably well accounted for by fits to three final-state potentials, two of which dissociate to ground-state atoms while the third dissociates to yield I*( 2 P 1/2 ) atoms. However, as was found by Clear et al., 16 this analysis becomes increasingly unsatisfactory at transition frequencies significantly higher than those associated with the A-band absorption intensity maxima.
D. Analysis in terms of four final-state potentials
All of the results presented in this section are based on simultaneous fits to all of the 164 absorption coefficient and quantum efficiency data for HI and DI listed in Table I Ϫ1 with its minimum located at 2.7 Å , fits were also performed using the EMO potential form of Eq. ͑7͒ for this state. In the following discussion, therefore, the a 3 ⌸ 0 ϩ state potential is identified as having either the exponential ͑''exp''͒ or the EMO form, and the potential exponent coefficients are either held constant (␤(y 8 )ϭ␤ 0 ) or allowed to be linear or quadratic (␤(y 8 )ϭ␤ 0 ϩ␤ 1 y 8 (r)ϩ•••). In practice, the data are most strongly sensitive to the details of the transitions into the A 1 ⌸ 1 and a 3 ⌸ 0 ϩ states, so efforts to determine additional potential function shape parameters (␤ 1 and ␤ 2 values͒ focussed on those two states, and the potentials for the other two states were always treated as simple exponential functions with constant exponent coefficients ␤(y p )ϭ␤ 0 .
In all of the fits reported below, the transition moment expansion coefficients ͕c i (s)͖, the exponent expansion parameters ͕␤ 0 (s)͖ ͑and sometimes also ͕␤ 1 (s)͖ and ͕␤ 2 (s)͖), and the pre-exponential factors ͕A s ͖ of Eq. ͑5͒ are free parameters determined by the fits. When an EMO potential is used for the a 3 ⌸ 0 ϩ state, the well depth D e and equilibrium distance r e are sometimes held fixed at the values determined by the ab initio calculations, 30 and sometimes allowed to vary, and the calculated difference ͓V s (r x ) ϪD s ͔ is the analog of the parameter A s for the exponential potential energy functions. The number of free parameters in a given fit is denoted by N p .
Representation for the t 3 ⌺ 1 ¿ state potential
Mulliken's work suggested that the t 3 ⌺ 1 ϩ state, which dissociates to the upper ͑I*͒ limit, was responsible for the continuum part of the B-band. His prediction that the potential curve for that state lay at significantly higher energy that did those for the three states giving rise to the A-band (A 1 ⌸ 1 , a 3 ⌸ 0 ϩ and a 3 ⌸ 1 ) is also consistent with the intensity increase in the HI absorption continuum at frequencies above ca. 53 000 cm Ϫ1 observed by Romand 5, 7 and by Huebert and Martin. 9 Unfortunately, the available continuum absorption coefficients do not discern the intensity maximum associated with transitions into this state, and for տ56 500 cm Ϫ1 their behavior is obscured by structure due to discrete absorption into various highly excited bound states.
5,7,36,37 Thus, the available data cannot provide a de-finitive estimate of the position and slope of this potential function in the region of good Franck-Condon overlap with the ground-state vϭ0 level. At the same time, both Romand's results and perturbations in the discrete spectra of transitions into the highly excited b 3 ⌸ states do suggest that the potential curve of the state giving rise to the red wing of the B-absorption band lies ca. 57 000Ϫ65 000 cm Ϫ1 above the ground-state potential minimum ͑or 23 600 Ϫ31 600 cm Ϫ1 above its asymptote͒ at r x ϭ1.609 Å Ϸr e (X 1 ⌺ ϩ ). The potential form used to represent the t 3 ⌺ 1 ϩ state is the exponential function of Eq. ͑5͒. However, since only the red tail of the t-state spectrum is observed, reflection-method arguments indicate that the slopes of the potential energy and the transition moment functions in the Franck-Condon region would be totally correlated to the strength c 0 of the transition moment and the energy of the potential A s . In other words, the effect of changes in ␤ 0 or c 1 on the predicted lowfrequency tail of the t-state spectrum could be completely compensated for by correlated changes in A s and c 0 ; numerical experiments confirmed this assertion. Thus, one can at best expect our empirical analysis to be able to determine one potential-function parameter and one transition-moment function parameter for this state.
In view of the above, the recent ab initio results of Alekseyev et al. 30 were used to provide a constraint on the shape of the t 3 ⌺ 1 ϩ potential energy curve. An unpublished extension of their Fig. 1 , 51 shows that at our expansion center, r x ϭ1.609 Å, the diabatic extension of their calculated t 3 ⌺ 1 ϩ state potential has an energy of approximately 61 800 cm Ϫ1 and slope of ca. Ϫ73 900 cm Ϫ1 Å Ϫ1 . Relative to the potential asymptote at D s ϭ33 381 cm Ϫ1 , for the exponential potential form of Eq. ͑5͒ this implies that the leading potential shape parameter ͓the exponent coefficient in Eq. ͑5͔͒ is
where primes (Ј) denote differentiation with respect to r. In all of the four-final-state fits described below, the exponent coefficient ␤ 0 for the t 3 ⌺ 1 ϩ -state potential was held fixed at this value.
Results using constant (''flat'') transition moment functions
The uppermost segment of ͑exponential or ''exp'' versus EMO͒, and for both it and the A 1 ⌸ 1 state, the potential shape parameters varied in the fit are identified in the columns labeled ''free.'' When the a 3 ⌸ 0 ϩ state was represented by an exponential function, the energy parameter A s ϭ͓V s (r x )ϪD s ͔ was also a fitting parameter, while when an EMO potential was used for this state, the value of and uncertainty in ͓V s (r x )ϪD s ͔ were calculated from those for the other fitting parameters (␤ 0 , and when appropriate, one or more of ␤ 1 , ␤ 2 , r e and D e ).
The first four rows in Table III describe cases in which all four final-state potentials were represented by exponential functions. In the first one, all exponent coefficients were treated as constants, while in the next three, one or both of the exponent parameters for the A 1 ⌸ and a 3 ⌸ 0 ϩ states were allowed to be linear functions of y 8 (r). These results show that within this flat-TMF model, introducing that additional flexibility into the shape of the A 1 ⌸ 1 state potential has little effect on the overall quality of fit ͑represented by RMSR͒. On the other hand, allowing the a 3 ⌸ 0 ϩ potential exponent parameter to vary with r ͑rows 3 and 4͒ does yield a distinct improvement in the value of RMSR. The fact that the fitted values of the linear expansion coefficient for those two cases ͓␤ 1 (a 3 ⌸ 0 ϩ) ϭ1.21(Ϯ0.17) and 1.57(Ϯ0.17) Å Ϫ1 , respectively͔ are large and positive suggests that within the constraint of a purely repulsive exponential form, the fit is attempting to make the a 3 ⌸ 0 ϩ state potential drop off increasingly sharply at larger distances, as if to mimic the presence of a potential well lying beyond the Franck-Condon overlap region.
Rows 5-9 of Table III show the results of fits in which the potential for the a 3 ⌸ 0 ϩ state was represented by the EMO function of Eq. ͑7͒. The results in rows 5 and 6 again confirm that within a flat-TMF model, introducing additional flexibility into the shape of the A 1 ⌸ 1 state potential does not improve the quality of fit. For these two cases, both r e and D e for the EMO potential were held fixed at the ab initio values, 30 and only its leading exponent coefficient ␤ 0 was allowed to vary. In the next three cases ͑rows 7-9͒, one or more of r e , D e and ␤ 1 was also allowed to vary. Since the predicted potential well for this state 30 lies well outside the Franck-Condon overlap region, the photodissociation data are not expected to be directly sensitive to its properties, and allowing r e and/or D e to vary in the fits mainly serves as an indirect way of modifying the shape of the a 3 ⌸ 0 ϩ state potential wall in the Franck-Condon region. Freeing one or both of ␤ 1 and r e yields little improvement ͑within this flat-TMF model͒, and while a slightly smaller RMSR was obtained when D e was also allowed to vary, the fact that the resulting fitted value of D e is an implausible 3.7 times larger than the ab initio prediction 30 underlines the fact that varying the potential well parameters is merely an indirect way of adjusting the shape of the potential wall in the FranckCondon region, and that no meaningful estimate for them can be obtained from the present analysis. Hence, in all further fits using an EMO potential for the a 3 ⌸ 0 ϩ state, D e and r e were held fixed at the ab initio values ͑600 cm Ϫ1 and 2.7 Å , respectively͒. 30 Overall, these results suggest that the data are sensitive to the fact that the a 3 ⌸ 0 ϩ -state potential has a shallow well lying somewhat outside the Franck-Condon region. However, the quality of agreement with experiment for even the best of these flat-TMF fits is somewhat unsatisfactory, both because the overall RMSR values are distinctly larger than unity, and because of a complete inability to adequately represent the high frequency behavior of the experimental (I*) values for HI. The latter problem is clearly illustrated by the second-lowest panel of Fig. 5 , which presents the results of the flat-TMF fit associated with the fourth row of Table III . The analogous plots for the other flat-TMF fits are very similar to this; in all cases, the high-frequency (I*) values calculated from the fitted potentials and TMF's pass through a minimum value of ca. 0.22Ϫ0.26 around 48 000 Ϫ49 000 cm Ϫ1 , and increase sharply at higher frequencies. As the ͑in͒ability to represent the experimental (I*) values for HI at high energies seems to be a key discriminating feature in the analysis, the calculated value of (I*) at the wavelength 193 nm ͑energy 51 813 cm Ϫ1 ) of the highestenergy experimental data is listed in the second column of Table III , as a second measure of the quality of fit for each case. The values of 193 (I*) yielded by all of these flat-TMF fits are clearly much larger than the experimental values of 0.11(Ϯ0.03) and 0.09(Ϯ0.05). 21, 24 Moreover, in all of these cases there is a tendency for the calculated DI total absorption coefficients to lie above the experimental values for the highest frequencies, as seen in the uppermost segment of Fig. 5 . Although the latter discrepancies are almost within the range of realistic experimental uncertainties, they do also suggest a flat-TMF model is inadequate for explaining the experimental results at the higher frequencies.
Results with transition moment functions linear in y p "r…
It is well documented, both here and elsewhere, 38 that it is virtually impossible to determine the r-dependence of a TMF solely from total absorption coefficients originating in the vϭ0 initial-state level, because of the very high correlation between the slope of the TMF and the position of the final-state potential. However, when the quantum yield data were included in our combined-isotopomer analysis, this limitation was removed. This conclusion is documented in the second segment of Table III by the results of fits in which the transition moment functions for the A 1 ⌸ 1 , a 3 ⌸ 0 ϩ, and a 3 ⌸ 1 states were treated as linear functions of y p (r), where for consistency with the models for the potential energy function, we again set pϭ8. Because the interparameter correlation problems discussed earlier, the transition moment function for the t 3 ⌺ 1 ϩ state was again treated as a constant in this second group of fits.
The overall quality of fit for these linear-in-y 8 (r) TMF function cases is a factor of 2 better than those for the corresponding flat-TMF fits. On average, all of the experimental data are represented within the estimated experimental uncertainties (RMSRՇ1 ), and the associated highfrequency behavior of (I*) is generally in good agreement with experiment ͓see the 193 (I*) values in column #2͔͒. Moreover, to within the uncertainties, the essential features of the potentials and TMF's obtained from the very best of these fits ͑cf. rows 12 and 16 in Table III͒ are the same, independent of the choice of analytic function used for the a 3 ⌸ 0 ϩ state potential. With regard to the TMF functions, this similarity is illustrated in Fig. 6 where the long-dash curves show the TMF's obtained from the ''exp'' case of row 12 and the dot-dash curves those for the EMO case of row 16 .
From the viewpoint of a purely empirical analysis, the present study would now seem to be complete. A straightforward empirical analysis has explained all available experimental data within their uncertainties ͑on average͒ in terms of a model which attributes the spectrum to a sum of independent transitions into four final electronic states. For three of those states the analysis yields well-defined potential energy curves and r-dependent transition moment functions which in the Franck-Condon region are in semi-qualitative agreement with the recent ab initio results ͑see Fig. 6͒ , and in the best fit of each type ͑rows 12 and 16 of ) suggested by experiment, and the associated fitted TMF strength coefficients c 0 (t 3 ⌺ 1 ϩ ) are more than an order of magnitude larger than the ab initio TMF for this state. In addition, the scaling of the DI total absorption coefficient data required to make them consistent with those for HI, within this model, f Ϸ1/0.925(Ϯ0.005), 52 deviates from unity more than might be expected.
The main source of these difficulties is almost certainly the fact that the transition moment function for the t 3 ⌺ 1 ϩ state was treated as a constant, a constraint imposed by interparameter correlation and the fact that only the red wing of the spectrum for this state is within the range of the existing data. This flat-TMF approximation is very strongly contradicted by the theoretical prediction of a TMF for this state which has a very sharp spike in the middle of the Franck-Condon region ͑see Fig. 6͒ . 30, 51 This suggests that the physical significance of an analysis which ignores the strong r-dependence of this transition moment function is questionable. In order to obtain the most realistic possible physical model for this system, we therefore chose to utilize the ab initio transition moment functions of Ref. 30.
Results using the ab initio transition moment functions
As was mentioned earlier, a particularly interesting feature of the ab initio calculations of Ref. 30 was their prediction of strongly r-dependent transition moment functions for the electronic transitions giving rise to the UV photodissociation spectrum of HI. Their results for the four transitions of interest, scaled slightly as described below, are plotted in Fig. 6 ͑points joined 51 which correspond to an ''effective diabatic'' description of that state. For the first three of these functions, Fig. 6 shows that the slope and strengths of these ab initio TMF's ͑points joined by solid curves͒ in the Franck-Condon region are roughly similar to those of the empirical linear-in-y 8 (r) functions determined above ͑long-dash and dot-dashed curves͒. However, it is also clear that they do not represent the shape of those ab initio functions adequately, even in that narrow region, and the ͑constant͒ fitted t 3 ⌺ 1 ϩ state values have magnitudes of several debye, which is completely unrelated to the strength of the narrow peaked function calculated by Alekseyev. 51 The final segment of Table III summarizes the results of fits in which each of the four transition moment functions was defined by a cubic spline function through the ab initio TMF values, 30, 51 M s (r), multiplied by a fitted scaling factor, while the potentials were represented in the same manner as in the preceding sets of fits. The overall quality of fit for these cases was not quite as good as those for the analogous purely empirical TMF-linear-in-y 8 (r) fits. However: ͑i͒ There is good agreement among the fitted A s ͓or V s (r x ) ϪD s ] values for most of these cases, ͑ii͒ the A s values determined for the t 3 ⌺ 1 ϩ state are always within the range suggested by experiment, and ͑iii͒ the associated fitted values of the DI absorption coefficient scaling factor f Ϸ1/0.965 (Ϯ0.007) is relatively close to unity. 52 The model independence of these results indicates that in spite of the slightly larger RMSR values, this model is physically more realistic than is the purely empirical analysis in which the TMF for the t 3 ⌺ 1 ϩ state had to be treated as a constant and the others as simple linear functions of y 8 (r). Moreover, the best of these scaled-theoretical-TMF fits still explains all of the data to well within the experimental uncertainties.
Consideration of the values of 193 (I*) yielded by these scaled-theoretical-TMF fits clearly delineates which cases yield the most realistic results; the two optimum cases are identified by bold-font entries in Table III . Note that these two fits have the same total number of free parameters (N p ), and more particularly, although they involve different functional forms for the a 3 ⌸ 0 ϩ state potential, both require the same number of free potential parameters to describe that state. The potential curves obtained for these two cases are compared in Fig. 7 ; it is clear that the choice of functional form for the a 3 ⌸ 0 ϩ potential has no significant effect on the nature of the resulting potential functions in the FranckCondon overlap region. These two ͑''bold-font''͒ cases provide essentially equivalent representations of the experimental data, and yield potential energy functions which are essentially equivalent in the Franck-Condon region. However, although the data considered here are not sensitive to its properties, the fact that theory predicts that the a 3 ⌸ 0 ϩ state has a shallow well around 2.7 Å leads us to select the model in which the EMO potential form was used for this state ͑last row in Table III͒ as our final recommended result. The excellent agreement of this model with the experimental data used in the analysis is seen in Fig. 8 .
As an independent test of the validity of our recommended model, it was used to predict and compare with experiment values of the parameter characterizing the anisotropy of the distribution of photofragment I* atoms. For the parallel transition a 3 ⌸ 0 ϩ← X 1 ⌺ ϩ this parameter has the value ϩ2, while for the perpendicular transition t 3 ⌺ 1 ϩ ←X 1 ⌺ ϩ it is Ϫ1, so the quantity calculated from the various partial absorption coefficients is ␤͑I*͒ϭ 2 ⑀͑,T;
The excellent agreement of our predictions with the experimental values of Gendron and Hepburn 26 and of Langford et al. 25 seen in Fig. 9 provides further assurance of the validity of the present results. Figures 8 and 9 suggest that measurements of the quantum yield and the I* photofragment anisotropy distribution at frequencies տ50 000 cm
Ϫ1
would provide a discerning test of the present description of this system.
The parameters defining this final recommended set of potential energy functions and the associated ͑fitted͒ TMF scaling parameters are listed in Table IV . The numbers of significant digits required to adequately represent the various fitted parameters were minimized using the sequential rounding and refitting procedure of Ref. 53 , which is implemented in program BCONT. 46 We note that our conclusion that the DI absorption coefficients should all be increased by ca. ͓since 52 f ϭ0.9694(Ϯ0.0047)] is well within Ogilvie's estimated absolute uncertainty of 5%. Note too that this is a relative correction factor, and the truth might be that the HI absorption coefficients are 3.1% too large, rather than the DI values being 3.1% too small, or some intermediate combination of scaling factors. As mentioned earlier, Ogilvie's 5% absolute ͑pressure measurement͒ uncertainty 10 implies an overall uncertainty of 2.5% in the strength of our final recommended TMF's for this system.
Finally, since this analysis involves TMF's defined as spline functions through the ab initio function values, multiplied by an empirical fitting parameter, for the convenience of potential users, Table V lists the resulting final scaled set of TMF function values. Cubic spline functions through those sets of points define our final recommended TMF functions. It is reassuring to note ͑last row of Table IV͒ that the fitted TMF scaling factors are generally close to unity; this attests both to the high quality of the original ab initio TMF values of Alekseyev et al. 30, 51 and to the physical significance of the present results. As mentioned earlier, the computer program used in this analysis may be freely downloaded from the first author's www site ͑http:// leroy.uwaterloo.ca͒, while the input data file for the final fit, including all of the experimental data used in this analysis, may be obtained from the Journal's online archive. 54 In addition, tables of partial and total absorption coefficients for HI and DI calculated for a wide range of frequencies at temperatures Tϭ10, 300 and 1000 K are included with the archived data.
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V. DISCUSSION AND CONCLUSIONS
The potential energy and transition moment functions presented in Tables IV and V represent our current best understanding of the UV photodissociation spectra of HI and DI. These functions are able to account for all of the available absorption coefficient and quantum yield data within the estimated experimental uncertainties ͑on average͒, without any need to invoke the type of coupling amongst various final-state continuum wave functions proposed by Levy and Shapiro. 35 Thus, while such coupling certainly may occur, we find no empirical evidence that it contributes to the existing HI and DI photodissociation spectra.
It is interesting to note that the above conclusion is very different from that reported by Alexander et al. 55 and Regan et al. 56 for the analogous UV photodissociation of HCl. They concluded that the absorption step excites HCl into the A 1 ⌸ state, and that non-Born-Oppenheimer coupling between it and the neighboring triplet states at distances well outside the Franck-Condon overlap region governed the production of spin-orbit excited Cl* atoms. If such interstate coupling were occurring for HI, we would expect to find our independent-state analysis unable to explain the observed branching ratios. Had we considered only constant TMF's in our analysis, this would have appeared to be the case ͑see Fig. 5͒. However, Fig. 8 shows that an independent-state analysis using r-dependent TMF's is able to account for all Table IV. available data, which suggests that such coupling is not important for HI. This conclusion is supported by a recent timedependent wave packet simulation of HI photolysis using the potential curves and transition moment functions of Ref. 30 together with a new theoretical spin-rotational matrix element coupling the A 1 ⌸ 1 and a 3 ⌸ 0 ϩ states, which found that spin-rotational coupling had no significant effect on the predicted spectrum. 57 This is the first empirical analysis of this system since the early work of Romand 7 to take quantitative account of the observed part of the UV B-band which begins to dominate this spectrum at frequencies above 50 000 cm Ϫ1 . The fact that the existing data only sample the tail of the red wing of this spectrum means that a definitive description of this state cannot be obtained here. However, it is reassuring to note the good agreement between the energy of this state in the middle of the Franck-Condon region determined here (A s ϩ33 381ϭ60 271(Ϯ1800) cm Ϫ1 ) with the energy 61 800 cm Ϫ1 associated with the effective diabatic potential of Alekseyev et al. 30, 51 Comparisons of the present potentials ͑solid curves͒ both with the ab initio potentials ͑points͒ and with the sets of final-state potentials reported by Clear et al. 16 ͑dashed curves͒ and by Gendron and Hepburn 26 ͑dot-dot-dashed curves͒ are presented in Fig. 10 . Those earlier analyses focussed attention on the lower-frequency A-band region, and made no attempt to characterize the t 3 ⌺ ϩ state. The Gendron-Hepburn analysis neglected both the data for the second isotopomer ͑DI͒ and the r-dependence of the transition moment function, while the Clear et al. 16 analysis made only the latter approximation. Thus, it seems clear that the availability of data for more than one ͑small reduced mass͒ isotopomer is very important for allowing a unique multistate deconvolution of featureless absorption spectra such as those seen in the top and bottom segments of Fig. 1 .
One key feature of this analysis is the determination that although essentially all of the photodissociation data involves transitions originating in the vϭ0 vibrational level of the initial state, those data could not be adequately described without taking account of the r-dependence of the TMF's. This is partly due to the presence of data for more than one isotopomer, and partly because of the inclusion of the quantum yield data in the analysis. It is clear from Fig. 6 that the empirical ͓linear in y 8 (r)] TMF's determined in the analysis described above ͑dashed and dot-dashed-curves͒ do not agree well with the shapes of the recent ab initio results of Alekseyev et al. 30 ͑points and solid curves͒; at the same time, those ab initio TMF's cannot fully account for the experimental data without the modest scaling determined by the present analysis. It is also clear than no empirical analy- sis is likely to be able to determine accurately a TMF with the unusual shape associated with the theoretical function for the t 3 ⌺ 1 ϩ →X 1 ⌺ ϩ transition. Thus, our recommended TMF's for this system are spline functions through the ͑scaled͒ ab initio points of Table V .
Finally, it appears that after more that a century of study we have finally attained a definitive description of the UV photodissociation spectrum of HI and DI in the lowerfrequency A-band region, and a good semiquantitative description of the portion of the B-band accessed by current experiments. The resulting potentials and transition moment functions allow us to readily generate reliable predictions of total and partial absorption coefficients and of photodissociation branching ratios for this system across this whole region. 54 This study illustrates the utility of incorporating total absorption coefficient and quantum yield ͑or branching ratio͒ data in the same analysis, and the importance of having good total absorption coefficient data over a wide frequency range for more than one isotopomer of such small-reducedmass systems.
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