The filtered-x LMS algorithm (FXLMS) has been successfully applied to the active control of periodic and random noise and vibration. This paper presents a modified algorithm for active control of periodic noise based on the FXLMS algorithm which uses random noise for on-line cancellation path transfer function (CPTF) estimation. In the proposed algorithm, another two short adaptive filters are introduced. One is an adaptive noise cancellation filter, which is used to improve the convergence speed of the CPTF modelling filter in the presence of very large amplitude primary noise by cancelling the component of the error signal that is correlated with the primary noise. The other is an adaptive estimator, which is used to re-estimate the obtained CPTF (long FIR filter estimated by random noise) with a short FIR filter by using the periodic reference signal as the input. The traditional FXLMS algorithm is then used with the shortened FIR filter to filter the reference signal, thus providing significant processing flexibility in practical situations where the primary path transfer function changes much faster than the CPTF. Simulation results demonstrate the effectiveness of the proposed algorithm.
INTRODUCTION
The adaptive finite impulse response (FIR) filter used together with the LMS algorithm is probably the most widely used adaptive algorithm for practical applications such as electrical noise cancellation and system estimation, owing to its simplicity, robustness and effectiveness. The filtered-x LMS (FXLMS) algorithm is a simple extension of LMS algorithm for active noise and vibration control (ANVC) systems taking account of the presence of the cancellation path transfer function between the output of an adaptive control filter and the error sensors. Usually, the cancellation path transfer function (CPTF) is estimated online to track the time varying parameters in the physical system [1] .
The main difference between a traditional adaptive filtering system (using the LMS algorithm) and an ANVC system (using the FXLMS algorithm) is the presence of the CPTF, which changes the convergence properties of the adaptive filter by making the error signal not align in time with the output of the adaptive filter. If the phase difference for a particular frequency between the true and the estimated CPTF is more than 90° the ANVC system can become unstable. It has been shown both theoretically and experimentally that fast and precise estimation of the CPTF is one of the most important factors for faster convergence of an ANVC system using the FXLMS algorithm [1] [2] [3] [4] [5] . For example, for a multi-channel control system in a cavity, the controller converges within the first 100 iterations if the CPTFs are already known prior to the operation of the ANVC system, while it needs thousands of iterations to achieve the same performance with on-line CPTF modelling approaches [3] .
A variety of methods have been tried for on-line CPTF modelling [3] [4] [5] [6] [7] , which can be roughly divided into two distinct types. The first type of approach is based on the injection of auxiliary uncorrelated random noise into the system, and the level of the auxiliary noise can be 20-30dB lower than the unwanted disturbance. By contrast, the second type of approach, called the overall modelling algorithm, is based on the use of the very correlated control signal to perform CPTF modelling by employing an extended least squares approach. An extensive comparison of these two types of on-line CPTF modelling approach shows that the first approach is characterised by faster convergence speed and a larger stability margin, and it is not necessary to perform updating at every sampling interval to track changes of the primary noise as required by the second type of approach [3] . The advantage of the second approach is that a very short adaptive filter length can be used to model the CPTF for a disturbance consisting of multiple sinusoids, although the models can be sometimes completely wrong, yet still have minimal total estimation error. Unfortunately, the second type of approach has no unique solution and normally should start from a nearly optimum solution if good results are to be obtained.
For noise consisting of multiple sinusoids, there is usually no need to be concerned about the causality or delay associated with the cancellation path. Once the phase and amplitude changes at the characteristic noise frequencies due to the cancellation path transfer function are obtained, the ANVC system using the FXLMS algorithm can be analysed in almost the same way as a system using the traditional adaptive filtering with a LMS algorithm. As a result, many other adaptive algorithms other than the FXLMS algorithm have been developed for active noise and vibration control of multiple sinusoids [8] [9] [10] [11] [12] [13] [14] .
If the primary noise is periodic and the primary path and secondary path change slowly, the influence of the primary noise on the CPTF modelling can be minimised by subtracting two successive periods of the error signal. This method does not use additive noise. However, the reference signal must be synchronised with the primary noise and the number of samples in one period of the noise must be known [8] .
There are some adaptive ANVC algorithms which try to avoid CPTF modelling by using artificial neural networks, a genetic search method or Newton's method (using the second derivative estimate of the error signal) etc. [5, 9] . However, all of these types of approach result in very slow adaptation and can only be used as an alternative for some slowly time-varying systems which only have a few parameters to be adjusted.
The delayed-X harmonic synthesiser (DXHS) requires only the error signal and the information on the fundamental frequency of the harmonics of the primary noise and achieves control by adjusting the amplitude and phase for each harmonic component [10, 11] . It can also include an on-line CPTF modelling such as the overall modelling algorithm discussed above. However, this makes it more sensitive to changes in the fundamental frequency than without on-line frequency tracking.
The delayed-X LMS (DXLMS) is a simplification of the FXLMS algorithm for a long duct or narrow band noise cancellation application [12] . The algorithm reduces the computational load of the FXLMS algorithm based on the hypothesis that the CPTF modelling for the FXLMS algorithm does not have to be accurate and can be represented by a delay in such cases. An on-line adaptive delay estimation method belonging to the overall modelling algorithm has also been proposed to be used with the DXLMS algorithm.
Another algorithm specially developed for attenuating tonal noise was demonstrated to be robust and to outperform the FXLMS algorithm in simplicity and convergence speed [13] . It adjusts the weights of the in-phase and the in-quadrature components of the reference signal respectively and the in-quadrature components can be obtained using a Hilbert transform. For a disturbance consisting of multiple sinusoids, a bank of band-pass filters are needed to separate each tonal component. An on-line cancellation path phase shift estimator belonging to the overall modelling algorithm has also been used.
To avoid the inefficient long adaptive FIR filter associated with the FXLMS algorithm, a linear combination of fixed stable IIR filters can be used to attenuate periodical noise [2, 5, 14] . A series of orthogonal IIR based filter pairs are designed first, then the reference signal is filtered by these IIR filters into in-phase and in-quadrature components. The attenuation is achieved by adjusting the weights of these in-phase and in-quadrature components in a similar way to the DXHS algorithm [10] [11] and the algorithm proposed in [13] where only two weights are needed for each frequency. The algorithm can save much computational power without instability and non-linearity problems which are usually associated with the IIR adaptive filters. However, no on-line CPTF modelling algorithm is provided with the algorithm. It is a viable alternative to the conventional FIR based algorithm when the noise frequencies are known a priori.
Using as a basis all the above techniques, a modified algorithm based on the FXLMS algorithm with on-line CPTF modelling is proposed in this paper for active control of periodic noise. The new algorithm uses another two adaptive filters to increase the convergence speed of the CPTF modelling and to shorten the pre-filter length of the FXLMS algorithm. The proposed algorithm is especially suitable for the situation where the primary path transfer function changes much faster than the CPTF. Figure 1 shows a block diagram of the proposed algorithm. x(n) is the noise source, which is also used as the reference signal here and is assumed to be periodic. P(Z) is the primary path transfer function (structural/acoustic system) between the primary noise pri(n) and x(n). s(n) is the actual control signal at the position of the error sensors, and is obtained by filtering the output of the controller, y_tot, with the physical CPTF S(Z). v(n) represents other uncorrelated additional noise (such as wind noise) picked by the error sensors. The error signal e(n) comes from the sum of pri(n), s(n) and v(n). The total controller output y_tot consists of the control filter W(Z)'s output y(n) and the CPTF modelling signal r(n). r(n) is broad band random noise generated by a random noise generator RN. K(Z) is one of the two adaptive filters introduced in the proposed algorithm to increase the convergence speed of the CPTF modelling. Unlike the case for the adaptive control filter W(Z) where pri(n) is the desired signal to be cancelled, the error signal e(n) is the desired signal to be cancelled by K(Z). Because x(n) is the input of K(Z), so the correlated part of e(n) (with x(n)) is cancelled by the output of K(Z), ex_cor(n), while the residual error, ex_uncor(n). which is used to adjust K(Z) should be uncorrelated with x(n) after convergence of K(Z). The update algorithm for K(Z) is the LMS algorithm. Block diagram of the modified FXLMS algorithm S^(Z) is the CPTF modelling filter obtained using the random noise signal r(n). The input of S^(Z) is r(n) and S^(z) is updated by e_cance(n), which is the difference between ex_uncor(n) and y_cance(n). S p^( Z) is a short adaptive FIR filter, whose input is the refernce signal x(n) and is updated by e_sp(n), the difference between S^(Z)'s output s_sp(n) and S p^( Z)'s output y_sp(n). S p^( Z) is used to partially estimate S^(Z) only at the frequencies of interest in x(n) by a LMS algorithm. The control filter W(Z) is updated by the FXLMS algorithm. Filtered by a copy of S p^( Z), x(n) becomes f_x(n) and is fed into a leakage normalized LMS (LNLMS) algorithm as input and the residual error used to adjust W(Z) is e(n).
THE MODIFIED FILTERED-X LMS ALGORITHM
In the proposed algorithm, the random noise used for the CPTF modelling is uncorrelated with the control signal and primary noise, so it can provide an unbiased estimation of the CPTF at the frequencies of interest (unlike the overall modelling algorithm). Using a FIR filter to estimate the CPTF belongs to the "parametric estimation" category because the model (a few filter coefficients here) combines the information available from all the frequencies in only a few parameters [15] . That is the reason that even though most correlated information of e(n) with x(n) is already filtered by K(Z), the CPTF modelling using the random noise signal can still obtain some limited accuracy. In a parameter estimation approach, the energy of the identification signal normally had better be concentrated at the frequencies where it contributes most to the knowledge about the parameters. For the CPTF modelling in the time domain by a FIR filter, it may be necessary to optimise the CPTF modelling signal.
It is well known that the LMS algorithm is very sensitive to large amplitude additive noise when the convergence coefficient is large. pri(n) is the unwanted additive noise here for the CPTF modelling signal r(n). Although the convergence coefficient to update S^(Z) can be set small enough to obtain a good CPTF modelling even when r(n) is much smaller than pri(n), the result is that the CPTF modelling becomes very slow to converge. The de-correlation adaptive filter K(Z), which is used to cancel the component of the error signal correlated with the primary noise, can improve the convergence speed of the CPTF modelling adaptive filter in the presence of very large amplitude primary noise. Theoretically, after the convergence of the coefficients of K(Z), the error signal can be divided into two parts; the correlated one (with the primary noise) can be used to adjust the control filter while the uncorrelated one can be used to adjust the CPTF modelling filter. However, in computer simulations, this does not work well, probably because of the complicated interaction between the two adaptive filters K(Z) and W(Z). For this reason, e(n) instead of ex_cor(n) is used to adjust W(Z) here. A similar idea has been used by others [3] [4] [5] [6] [7] 16] . For example, it is called extended modelling in [5] , which means to model both the CPTF and the correlated background disturbance.
The reason for using S p^( Z) is to shorten the pre-filter length for the update of the control filter weights W(Z) as required by the FXLMS algorithm. For a practical system, normally W(Z) filtering and its update should be in real time while the filtering and update of S(Z) and S p^( Z) can be on-line but not in real time; for example they can be updated in batch or by block [17] . If the primary transfer function P(Z) does not change rapidly, the update of W(Z) can also be done at fixed intervals instead of in real time. Using a short S p^( Z) (2-4 taps per tone to be controlled) instead of a long S(Z) (for example, at least 60 taps are required to represent a 30ms group delay for a 2 kHz sampling rate system) to pre filter the reference signal provides significant processing flexibility for the system so that more channels can be processed in real time.
COMPUTER SIMULATIONS
The sampling frequency used for the simulations was 2 kHz, and the disturbance was a 200Hz sine wave. The resolution of the AD/DA converters were 16 bits and the algorithms were assumed to be realised by a 32 bit floating point DSP platform. The simulations were not intended to find which algorithm is superior. Actually it is very hard to compare these adaptive algorithms because their convergence speed and mean square error depend on many parameters such as cancellation path transfer functions and convergence coefficients. The simulations are intended only to show that the proposed algorithm can work.
In all simulations, three algorithms were tried: the common FXLMS algorithm, the FXLMSA algorithm and the FXLMXAP algorithm. The FXLMSA algorithm is the FXLMX algorithm with just one additional adaptive cancellation filter (or de-correlation filter) K(Z) to cancel the primary noise contribution to the CPTF modelling, which is also called FXLMS with ADNC (adaptive noise cancellation) in [3] or extended modelling in [5] . The FXLMSAP is the algorithm proposed in this paper, which introduces an additional single short length adaptive filter S p^( Z) to partially estimate the CPTF at the frequencies of interest on the basis of the FXLMSA. It is the FXLMSA algorithm with a re-estimation adaptive filter S p^( Z). In the FXLMSAP algorithm, the reference signal x(n) is filtered by a copy of S p^( Z) instead of S^(Z) which is used in the FXLMX and FXLMSA algorithms.
For the simulations, W(Z), K(Z), S(Z), S^(Z) and Sp^(Z) were all FIR filters. The length of W(Z) was 8 taps, S(Z) and S^(Z) were both 64 taps, K(Z) and S p^( Z) were both only two taps, v(n) was 0 and the phase of the primary path transfer function P(Z) changed from -180 degrees to 180 degrees. The amplitude of r(n) was 3% of the primary disturbance amplitude, about 30dB lower than the primary noise. So the limit of active control was about 30dB. The Mean Square Error (MSE) was obtained by averaging the results over a number of trials with different P(Z).
CPTF (Cancellation Path Transfer Function) is just a delay
The first simulation was tried on a configuration for which the primary noise was a 200Hz tone and the CPTF was a delay of 31 samples, corresponding to a phase shift of -36 degrees at 200Hz. Figure 2 is the learning curve (MSE against iteration number) when the CPTF is obtained off-line before the adaptive cancellation started. Figures 3-5 are the learning curves of the FXLMS algorithm, FXLMSA algorithm and FXLMSAP algorithm respectively, all with on-line CPTF modelling. The convergence coefficients for updating each of the adaptive filters were adjusted so that stable results were obtained. For example, the convergence coefficient for W(Z) was 0.05 in Figure 2 and 0.03 in Figures  3-5 . The convergence coefficients for S(Z), K(Z) and S p^( Z) were 0.3, 1 and 0.1 respectively.
It can be seen from the comparison of Figure 2 with Figures 3-5 the importance of the CPTF on the convergence speed of the system. If the CPTF can be known a priori, the controller converges very fast as shown in Figure 2 . It is shown in Figures 3-5 that all the algorithms converge to their minimum, the difference between the FXLMX and FXLMSA is not large, and the performance of FXLMXAP is slightly worse than the FXLMS and FXLMSA algorithms. This may be due to the simplification of the CPTF modelling from a 64 tap S^(Z) to a 2 tap S p^( Z) filter. Because the difference between the FXLMS and FXLMSA was also small in the simulations that followed, the simulation results of the FXLMSA are not included in the following section. The use of the FXLMSA may be necessary in some circumstances such as in a multiple input and output system where the amplitude of the CPTF modelling signal cannot be large or in a situation where both P(Z) and the CPTF are relatively stable so that the convergence coefficients of K(Z) and W(Z) in the FXLMSA algorithm can be optimally adjusted to obtain a better performance than obtained using the FXLMS algorithm [3] . However, the controller may become unstable if the system changes. Figures 6-7 are the learning curves of the FXLMS and FXLMSAP algorithms when the delay is 35 samples, which corresponds a phase shift of 180 degrees at 200Hz. The same trends can be found in each of the two figures. Figure 8 is the spectrum of the CPTF for a complicated structural/acoustical system. The magnitude of the CPTF at 200Hz is about 1 (or 0 dB) while the phase shift at 200Hz is about 90 degrees (-8.0 degrees at 198Hz). Figure 9 is the learning curve with off-line CPTF modelling. Figures 10-12 are the learning curves for the three algorithms. For the off-line CPTF modelling case of Figure  9 , there is no need for on-line CPTF modelling, so the random noise level was set to 0.001 of the primary disturbance amplitude. It can be seen from Figure 9 that the MSE is continuously going down with iteration number until it reaches the background noise level. In Figures 10-12 , the CPTF modelling signal level is 3% of the primary disturbance amplitude. However, as the amplitude of the CPTF at some frequencies is more than 20dB, so the background uncorrelated noise at the error sensors is higher than the situation where the CPTF is just a pure delay. For example, being filtered by the cancellation path, the component at 200Hz of the random noise used to do the CPTF modelling is still 3% of the primary disturbance amplitude at the error sensors, however the amplitude of the 74Hz component of the random noise is more than 30% of the primary disturbance amplitude at the error sensors due to the 26dB gain of the CPTF at 74Hz. Thus the overall attenuation for the system can only be about 10dB for all cases due to the large uncorrelated 74Hz component in the random noise used for the CPTF modelling. The spectrum of the CPTF for a structural/acoustical system
CPTF from a complicated structural/acoustical system

Other simulations
More simulations were done to show the tracking ability of the proposed algorithm. Figures 13-14 show the learning curves of the algorithms when the CPTF is a pure delay of 35 samples, but the disturbance frequency changes from 200Hz to 228Hz. This corresponds to a phase change of the CPTF from 180 degrees (at 200Hz) to 3.6 degrees (at 228Hz). The sudden change takes place at iteration number 2000. Figures 15-16 show the results when the CPTF is still a pure delay but the delay changes from 30 to 35 samples at iteration number 3000. The disturbance frequency is fixed at 200Hz and this corresponds to the phase change of the CPTF from 0 degrees to 180 degrees. It can be seen from these figures that the proposed algorithm can effectively track the changes of the primary disturbance frequency and the CPTF. 
Considerations during implementation
The proposed algorithm is especially useful for a rapidly changing primary path transfer function and a simultaneously slowly changing CPTF; for example, for a situation where the position of the primary source is changing continuously. The estimation of S p^( Z) is fast and accurate because it is just an ordinary LMS identification procedure to estimate S(Z) at frequencies of interest without other additive noise. It is also possible to reduce the computational load by combining the estimation of S^(Z) and S p^( Z) together. For example, by feeding the sum of r(n) and x(n) into S^(Z) and only doing one long FIR filtering of S^(Z). However, the accuracy of the estimation will be decreased slightly in this case.
Compared with other algorithms, the algorithm proposed in this paper is very easy to implement. It belongs to the first type of on-line CPTF modelling approaches based on the injection of random noise, so it has a faster convergence speed and larger stability margin than the overall modelling methods, and need not perform updating at every sampling interval. It can be used for a single frequency or multiple frequency disturbance and can also be extended naturally to a multi-channel system by using uncorrelated random noise generators for different control sources. For sinusoidal noise with rapidly changing frequencies, the algorithm needs to estimate S p^( Z) in real time because the CPTF estimated by S p^( Z) usually has large errors at other out-ofband frequencies and this means it may need more processing power than the FXLMS algorithm. Another shortcoming of the proposed algorithm is that it is complex (needs four adaptive filters), so that the theoretical analysis of the algorithm performance and stability is very difficult.
The proposed algorithm is useful when the primary path transfer function changes very rapidly while the primary disturbance frequency and the CPTF change very slowly. When S(Z) changes quickly, the best algorithm is the FXLMS algorithm with real time CPTF modelling. When S(Z) changes slowly but P(Z) changes rapidly, the CPTF modelling can be done on-line but not in real time. In this situation, if the noise source x(n) is broad band or multiple frequency periodic noise with rapidly changing frequencies, the FXLMS algorithm is the best, and it is unnecessary to use a partial estimator S p^( Z); however, if x(n) consists of multiple frequency periodic noise and its frequency changes very slowly, the FXLMSAP offers an option which can save a lot of real time computation load. If both S(Z) and P(Z) change slowly, and x(n) is broad band noise, it is only necessary to filter x(n) in real time while updating W(Z) and S(Z) both on-line, but not in real time so as to reduce the real time computational load.
CONCLUSIONS
The FXLMS is commonly used in active control of periodic as well as random noise and vibration. A modified algorithm has been proposed in this paper for active control of periodic noise, which is based on the FXLMS algorithm using additional random noise for on-line CPTF modelling. In the algorithm proposed here, another two short adaptive filters are introduced. One is an adaptive noise cancellation filter, being used to improve the convergence speed of the CPTF modelling adaptive filter in the presence of very large amplitude primary noise by cancelling the component of the error signal that is correlated with the primary noise. The uncorrelated error signal so obtained is used to adjust the CPTF modelling filter. It was found that this adaptive filter does not provide much benefit in terms of the convergence speed when the CPTF modelling signal is about 30dB lower than the primary disturbance amplitude, but it may be useful when the modelling signal is extremely small such as in a multichannel active noise control system.
The second contribution of the paper was introduction of an adaptive estimator, which is used to re-estimate the CPTF (long FIR filter estimated by random noise) with a short FIR filter by using the periodic reference signal as the input. In this case, the FXLMS algorithm uses the shortened FIR filter to filter the reference signal, thus reducing the real time computational load and providing significant processing flexibility in some practical implementations of the FXLMS algorithm, especially for the situation where the primary path transfer function changes much faster than the CPTF. Simulation results demonstrate the effectiveness of the proposed algorithm and also show that the proposed algorithm is slightly slower in terms of convergence speed than the FXLMS algorithm.
