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Abstract
The current trend towards “smart” devices brings with it a multitude of Internet-enabled
and thereby connected devices. The corresponding communication of these devices must
inevitably be secured by suitable measures, in order to meet the privacy and security re-
lated requirements for the transmitted information. However, the large number of security-
critical incidents in the context of “smart” devices and the Internet of Things indicates, that
this safeguarding of communication is currently only inadequately implemented.
There are many reasons for this: Essential security measures are sometimes not taken
into account in the design process or are not implemented due to price pressure. In addi-
tion, the nature of the devices used hinders the application of classic security procedures.
In this context, solutions are primarily tailored to specific use cases, and due to the specific
hardware used, they usually have only limited computing and energy resources available.
With respect to these limitations, physical layer security (PLS) solutions offer an alter-
native to classic cryptography. In the context of wireless communication, the properties
of the transmission channel between the legitimate communication partners can be used
to implement security primitives and thus realize security goals. Specifically, for example,
the channel properties can be used to generate a trust anchor in the form of a shared
symmetric secret. This approach is called channel reciprocity based key generation (CRKG).
Due to its widespread availability, CRKG is usually implemented using the channel prop-
erty of received signal strength indicator (RSSI). However, this comes with the disadvantage
that all physical channel properties are broken down to a single value and thus most of the
available information is neglected.
This is contrasted with the use of complete channel state information (CSI). Current tech-
nical developments increasingly make it possible to provide this information also in every-
day devices and thus to reuse it for PLS.
In this work, we analyse issues arising from the shift towards CSI as a basis for the keyma-
terial used. Specifically, we investigate CSI in the form of ultra-wideband channel impulse
responses (CIR).
For these investigations we conducted extensive real world measurements in realistic
settings. These measurements allowed to analyse to what extent the basic assumptions of
PLS and CRKG are fulfilled and whether CIRs are suitable for key generation. We show that
the CIRs of the legitimate communication partners exhibit a higher similarity than those of
an attacker, and that therefore an advantage over the attacker exists at the physical layer
that can be exploited for key generation.
Based on the results of these initial analyses, we propose basic procedures, which are
necessary to improve the similarity of the legitimate measurements and thus to enable
the key generation. Specifically, procedures are presented that remove the temporal off-
set between reciprocal measurements and thus increase the similarity, and methods that
remove the noise that is inevitably present in the measurements.
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At the same time, we examine to which extent the fundamental security assumptions
are fulfilled from the point of view of an attacker. For this purpose, we present, implement
and analyse different practical attack scenarios. These procedures include, for example,
approaches that use deterministic channel models or ray tracing to predict the legitimate
CIRs. Furthermore, we investigate machine learning approaches that aim to infer the legit-
imate CIRs directly from the observations of an attacker. Especially with the help of the last
method, it can be shown here that large parts of the CIRs are deterministically predictable.
This leads to the conclusion that rawCIRs should not be used as input for security primitives
without adequate preprocessing.
Based on these findings, we then conclude by designing and implementing procedures
that are resistant to the attacks presented. The first solution builds from the insight, that
the attacks are possible due to predictable parts within the CIRs. Hence, we propose a
classical preprocessing approach, which removes these deterministically predictable parts
and thus secures the input material. We implement and analyse this solution and show its
effectiveness as well as resistance against the proposed attacks. In a second solution, we
leverage the capabilities of machine learning by introducing them into the system design
as well. Building on their strong pattern recognition performance, we design, implement
and analyse a solution that learns to extract the random parts from the raw CIRs that de-
fine channel reciprocity and discard all other, deterministic parts. Thus, not only the key
material is secured, but also reconciled at the same time, as any differences are efficiently
removed. All proposed solutions completely omit the exchange of information between
legitimate communication partners, thereby the associated information leakage as well as
energy consumption is avoided by design.
Kurzfassung
Der derzeitige Trend hin zu “smarten” Geräten bringt eine Vielzahl an Internet-fähigen und
verbundenen Geräten mit sich. Die entsprechende Kommunikation dieser Geräte muss
zwangsläufig durch geeignete Maßnahmen abgesichert werden, um die datenschutz- und
sicherheitsrelevanten Anforderungen an die übertragenen Informationen zu erfüllen. Je-
doch zeigt die Vielzahl an sicherheitskritischen Vorfällen im Kontext von “smarten” Geräten
und des Internets der Dinge auf, dass diese Absicherung der Kommunikation derzeit nur
unzureichend umgesetzt wird.
Die Ursachen hierfür sind vielfältig: so werden essentielle Sicherheitsmaßnahmen imDe-
signprozess mitunter nicht berücksichtigt oder auf Grund von Preisdruck nicht realisiert.
Darüber hinaus erschwert die Beschaffenheit der eingesetzten Geräte die Anwendung
klassischer Sicherheitsverfahren. So werden in diesem Kontext vorrangig stark auf Anwen-
dungsfälle zugeschnittene Lösungen realisiert, die auf Grund der verwendeten Hardware
meist nur eingeschränkte Rechen- und Energieressourcen zur Verfügung haben.
An dieser Stelle können die Ansätze und Lösungen der Sicherheit auf physikalischer
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Schicht (physical layer security, PLS) eine Alternative zu klassischer Kryptografie bieten.
Im Kontext der drahtlosen Kommunikation können hier die Eigenschaften des Übertra-
gungskanals zwischen zwei legitimen Kommunikationspartnern genutzt werden, um Si-
cherheitsprimitive zu implementieren und damit Sicherheitsziele zu realisieren. Konkret
können etwa reziproke Kanaleigenschaften verwendet werden, um einen Vertrauensan-
ker in Form eines geteilten, symmetrischen Geheimnisses zu generieren. Dieses Verfahren
wird Schlüsselgenerierung basierend auf Kanalreziprozität (channel reciprocity based key ge-
neration, CRKG) genannt.
Auf Grund der weitreichenden Verfügbarkeit wird dieses Verfahren meist mit Hilfe der
Kanaleigenschaft des Empfangsstärkenindikators (received signal strength indicator, RSSI)
realisiert. Dies hat jedoch den Nachteil, dass alle physikalischen Kanaleigenschaften auf
einen einzigen Wert heruntergebrochen werden und somit ein Großteil der verfügbaren
Informationen vernachlässigt wird.
Dem gegenüber steht die Verwendung der vollständigen Kanalzustandsinformationen
(channel state information, CSI). Aktuelle technische Entwicklungen ermöglichen es zuneh-
mend, diese Informationen auch in Alltagsgeräten zur Verfügung zu stellen und somit für
PLS weiterzuverwenden.
In dieser Arbeit analysierenwir Fragestellungen, die sich aus einemWechsel hin zu CSI als
verwendetes Schlüsselmaterial ergeben. Konkret untersuchen wir CSI in Form von Ultra-
breitband-Kanalimpulsantworten (channel impulse response, CIR).
Für die Untersuchungen haben wir initial umfangreiche Messungen vorgenommen und
damit analysiert, in wie weit die grundlegenden Annahmen von PLS und CRKG erfüllt sind
und die CIRs sich grundsätzlich für die Schlüsselgenerierung eignen. Hier zeigen wir, dass
die CIRs der legitimen Kommunikationspartner eine höhere Ähnlichkeit als die eines Angrei-
fers aufzeigen und das somit ein Vorteil gegenüber diesem auf der physikalischen Schicht
besteht, der für die Schlüsselgenerierung ausgenutzt werden kann.
Basierend auf den Ergebnissen der initialen Untersuchung stellen wir dann grundlegen-
de Verfahren vor, die notwendig sind, um die Ähnlichkeit der legitimen Messungen zu ver-
bessern und somit die Schlüsselgenerierung zu ermöglichen. Konkret werden Verfahren
vorgestellt, die den zeitlichen Versatz zwischen reziproken Messungen entfernen und so-
mit die Ähnlichkeit erhöhen, sowie Verfahren, die das in den Messungen zwangsläufig vor-
handene Rauschen entfernen.
Gleichzeitig untersuchen wir, inwieweit die getroffenen fundamentalen Sicherheitsan-
nahmen aus Sicht eines Angreifers erfüllt sind. Zu diesem Zweck präsentieren, implemen-
tieren und analysieren wir verschiedene praktische Angriffsmethoden. Diese Verfahren
umfassen etwa Ansätze, bei denen mit Hilfe von deterministischen Kanalmodellen oder
durch ray tracing versucht wird, die legitimen CIRs vorherzusagen. Weiterhin untersuchen
wir Machine Learning Ansätze, die darauf abzielen, die legitimen CIRs direkt aus den Beob-
achtungen eines Angreifers zu inferieren. Besonders mit Hilfe des letzten Verfahrens kann
hier gezeigt werden, dass große Teile der CIRs deterministisch vorhersagbar sind. Daraus
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leitet sich der Schluss ab, dass CIRs nicht ohne adäquate Vorverarbeitung als Eingabe für
Sicherheitsprimitive verwendet werden sollten.
Basierend auf diesen Erkenntnissen entwerfen und implementieren wir abschließend
Verfahren, die resistent gegen die vorgestellten Angriffe sind. Die erste Lösung baut auf
der Erkenntnis auf, dass die Angriffe aufgrund von vorhersehbaren Teilen innerhalb der
CIRs möglich sind. Daher schlagen wir einen klassischen Vorverarbeitungsansatz vor, der
diese deterministisch vorhersagbaren Teile entfernt und somit das Eingabematerial absi-
chert. Wir implementieren und analysieren diese Lösung und zeigen ihre Effektivität sowie
ihre Resistenz gegen die vorgeschlagenen Angriffe. In einer zweiten Lösung nutzen wir die
Fähigkeiten des maschinellen Lernens, indem wir sie ebenfalls in das Systemdesign ein-
bringen. Aufbauend auf ihrer starken Leistung bei der Mustererkennung entwickeln, im-
plementieren und analysieren wir eine Lösung, die lernt, die zufälligen Teile aus den rohen
CIRs zu extrahieren, durch die die Kanalreziprozität definiert wird, und alle anderen, de-
terministischen Teile verwirft. Damit ist nicht nur das Schlüsselmaterial gesichert, sondern
gleichzeitig auch der Abgleich des Schlüsselmaterials, da Differenzen zwischen den legiti-
men Beobachtungen durch die Merkmalsextraktion effizient entfernt werden. Alle vorge-
stellten Lösungen verzichten komplett auf den Austausch von Informationen zwischen den
legitimen Kommunikationspartnern, wodurch der damit verbundene Informationsabfluss
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As the Internet of Things (IoT) and its descendants and evolutions continue to grow, so does
the need for adequate protection of these systems and of their communication. Recent
attacks and high-impact security incidents impressively demonstrate the importance of
protecting such connected environments, the structures built upon them as well as the
messages exchanged between and within them.
Since the end devices in these environments are primarily solution specific and, hence,
rather simplistic and resource-constrained products, protective measures must be found
that take this very nature of the devices into account. In concrete terms, this means that
lightweight and resource-efficient solutions have to be applied to protect these infrastruc-
tures and their communication.
In this scope, the concepts and approaches of Physical Layer Security (PLS) offer a suit-
able alternative to classical cryptography, as they provide very lightweight security primi-
tives with proven information-theoretic security. In the area of key generation in particular,
these methods rely on simple physical properties such as link quality indicators.
In this work, we investigate the question of how to realize the practical transition from
these simple channel properties to the use of the complete information contained in the
channel, paying particular attention to the underlying assumptions and the resulting prac-
tical security of the methods.
Throughout the remainder of this introduction, we describe the motivation for the work
inmore detail and specifically formulate the resulting research questions. Finally, we present
the achieved contributions of this work as well as outline the structure of the work.
1.1. Motivation and Use Cases
The number of interconnected devices is growing steadily. Ever since the days of Wireless
Sensor Networks (WSNs) the notion of “ubiquitous computing” has become, in the most
literal sense of the word, ubiquitous. Although the mostly ambitious predictions for the
number of connected devices have not been met — for example, in 2012 IBM predicted
one trillion devices in 2015 and in 2017 Cisco predicted 25 billion devices in 2020 — the
actual number of connected devices is growing steadily, reaching an estimated 17 billion
devices in 2016 [150]. This is accompanied by a huge global market share, which size is
estimated around 1 to 10 trillion US dollar [217, 63].
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Regardless of these numbers, the IoT is still expanding and brought its concepts and
ideas to a wide variety of domains, spawning further networks of things like Industrial In-
ternet of Things (IIoT) [28], Internet of Medical Things (IoMT) [66], or the whole area of
vehicular connections (V2x) [68, 128]. In parallel, the underlying concepts and approaches
are constantly improving and evolving, creating the next generations of networked devices
and networks, such as the Tactile Internet [59, 60]. Due to this constant expansion of appli-
cation areas aswell as the continuous technical advances, networked devices are becoming
pervasive in every area of our daily lives.
Nevertheless, this persistently growing area comes with its own set of challenges and
issues. Since the early days of IoT to the present, the biggest challenge in this area is to
reliably ensure security. A considerable number of studies and surveys describe the multi-
faceted causes and corresponding manifestations of this security problem [99, 62, 217, 7,
116, 203, 202, 91, 68, 101, 128]. The impact of this issue extends well beyond the scientific
community and the relevant circle of experts: Various security incidents, whose original
attack vectors can be located in the IoT domain, have not only attracted considerable me-
dia attention but also caused significant economic damage. Examples range from targeted
attacks on industrial facilities such as Stuxnet in 2010 [58, 110] or the German steel mill
attack in 2014 [32], to a wide variety of botnets such as Mirai [11] and its various muta-
tions [105], Hajime [55] or the Mikrotik network [35], to straight forward exploits against
“smart” devices like doorbells [188], light bulbs [159], web cameras [83], fitness devices [41]
or even children’s toys [187, 40, 173].
One of the core reasons for this security problem is the very nature of the edge de-
vices in use. Due to the intended use cases as well as the ever-present price pressure of
the market, these devices are often strongly optimized for specific applications as well as
minimal maintenance. As a result, supporting but equally important topics, like security,
are sometimes neglected during product development [62]. In addition, due to their low
complexity design, the corresponding devices usually offer only limited computational and
energy resources hindering the straight forward application of classical cryptography [217].
With all of this in mind, providing reliable security for such IoT devices requires, besides
an increased attention and focus, the use of lightweight, resource-efficient, yet effective
security measures.
At this point, PLS presents itself as a promising alternative to classical cryptography to
meet all these requirements. The core idea of PLS is to facilitate the properties of the
physical environment to provide security primitives and achieve the respective security
goals. Due to its origins in the realm of Information Theory, the corresponding primitives
and processes are well analysed theoretically and information theoretic security has been
proven — given that the respective underlying assumptions are met in practice [238, 26,
114].
PLS approaches are especially applicable in the scope of wireless communication, where
the characteristics of the transmission layer shared between two legitimate communica-
tion partners can be employed [26, 228, 92]. Here, the physical properties of this shared
channel are unique to the specific environment and terminal positions of these legitimate
partners. Furthermore, these properties are reciprocal, meaning that the observations are
approximately identical for both legitimate communication partners. A possible attacker,
on the other hand, can only obtain weakly correlated observations of these properties.
Additionally, it is assumed that an attacker cannot predict such properties accurately.
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Building on this basic concept, these channel properties can be used as input values for
security primitives. Specifically since these properties are unique to specific terminal posi-
tions and are assumed to be hard to predict by adversaries, they can be used to create a
common trust anchor for the legitimate partners by generating a shared secret or symmet-
ric key. This process is known as Channel Reciprocity-based Key Generation (CRKG) [228,
92].
The basic idea of CRKG was already raised in the 90s and is by now well established
both theoretically and practically. CRKG builds on a comprehensive theoretical foundation,
which proves both its feasibility and information-theoretic security [26].
In terms of practical implementations, most systems rely on link quality indicators such
as the Received Signal Strength Indicator (RSSI) value, since these are provided by virtually
all wireless interface devices. However, using this channel property as input material for
CRKG entails certain drawbacks. The most noticeable is the exclusion of most of the actual
properties contained in the physical channel by condensing all of them into a single value.
This in turn causes a low effective Key Generation Rate (KGR) of less than a single bit per
channel usage.
An alternative strategy here is to use the complete Channel State Information (CSI) and
thereby facilitate all available information contained in the physical channel. This approach
and its practical feasibility is fuelled by current technical development. Concretely, special
firmwares for IEEE 802.11 interface cards have been developed and adapted so that they
report the channel characteristics per channel subcarrier and thus provide rich information
about the channel. Examples are firmwares developed for Intel [77] and Atheros [214]
chips or the nexmon firmware patching framework for Braodcom chips [73]. In addition,
Ultra Wideband (UWB) chips are being installed in more and more end-user devices, such
as the latest flagship models of Apple [94] and Samsung [11] smartphones or in current
indoor localization solutions [46]. Through this technology and especially through its high
spatial resolution, particularly rich channel information can be provided.
In this work, we explore the practical challenges associated with the transition to CRKG
based on complete CSI. Here, we put a special focus on CSI provided in the form of UWB
Channel Impulse Responses (CIRs). The specific issues are analysed through use case
driven real world measurements, with particular attention to the underlying security as-
sumptions. Based on these analyses, we then design and analyse Channel Impulse Re-
sponse (CIR)-based CRKG systems that provide inherent security and efficiency by design.
1.2. Research Questions
With this motivation and use cases in mind, we derived the following core research ques-
tions for this work. Here, we present the core reasoning for each research question — a
detailed background for each can be found in the state of the art analysis in Chapter 3.
1. Enabling the transition to CIR-based CRKG.
Previously, compared to RSSI-based CRKG systems, only a limited number of works
have proposed and evaluated practical CRKG system based on CIRs. These works
have given little attention to the special form of this input data. However, in order to
make comprehensive practical use of the complete channel information contained in
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CIRs, these special CIR properties must be considered and exploited. Here we raise
the questions of how this can be done in an efficient and secure manner.
2. Ensure secure design of CIR-based CRKG.
Analogously, previous works have placed their primary focus on efficient processing,
leaving aside the fundamental security of the respective processes. This is particularly
negligent considering that already the initial works in the field of CRKG postulated
fundamental attacks such as the predictable channel attack. Therefore, we investigate
to what extent CRKG and specifically CIRs can be attacked and possibly corrupted by
adversaries. Building on such findings, CRKG systems can then be designed to be
inherently secure against such attacks.
3. Increase efficiency through reduced communication overhead.
In order to achieve efficient processing, different solution approaches were added to
CRKG often requiring additional communication. Within the scope of our use cases,
additional communication comes with several drawbacks: it leaks information to an
attacker, reduces the achievable secure key rate, and consumes time and energy re-
ducing key rates and energy efficiency. Moreover, it requires an authenticated com-
munication channel between to legitimate partners. Therefore, minimizing the com-
munication throughout the processing would be beneficial for CRKG. Thus, we want
to investigate how and to which extent communication efforts can be reduced. The
ultimate goal herewould be to completely avoid all interaction between the communi-
cation partners, which would not only eliminate the disadvantages, but also the basic
but very high requirement that an additional, authenticated communication channel
is available.
4. Implications of Machine Learning (ML) primitives used by adversaries.
Considering the remarkable results of ML approaches in a variety of different do-
mains, their effectiveness must be conceded. This inevitably raises the question of
howML primitives affect CRKG. From an attacker’s perspective, ML simply represents
another tool with which CRKG can be attacked. Thus, the question arises to what ex-
tent the use of ML gives an adversary advantages and whether they are more potent
than “conventional” attacks.
5. Inclusion of ML primitives into CRKG system design.
The questions of the effectiveness of ML in the CRKG context and its implications do
not only extend to the attacker part. Using the same rationale as an attacker, system
designers of CRKG processes can also incorporateML primitives into the correspond-
ing systems. With the requirements regarding security and reduced communication
inmind, we therefore want to investigate howCIR-based CRKG can be improved using
ML.
These questions are addressed within this work.
1.3. Structure and Contributions
By pursuing the research questions outlined above, we were able to make the following
contributions:
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1. Real world CIR measurements and data sets.
To adequately analyse the research questions with a special focus on the real world
applicability, we conducted several extensive measurement studies. The setups and
scenarios of these measurements are designed to suit the use cases of CRKG. We
conducted different measurement campaigns aligned with the research questions in
order to closely examine the specific aspects of each question. The benefits of the
individualmeasurements were combined in a final data set, whichwasmade available
to the research community in open access. Thus, the verifiability of our results as well
as further research in this area is enabled and supported.
2. Fundamental analysis of CIRs as input material for CRKG.
We analyse the properties of the obtained measurements with respect to PLS and
CRKG. Specifically, we analyse the suitability of such measurements as input for key
generation. This includes investigation concerning the respective required proper-
ties, e.g., reciprocity of the legitimate observations or an advantage over the eaves-
dropper in the sense of Wyner’s wiretap channel [212].
3. General approaches to facilitate CIRs for CRKG.
The initial analysis of the CIR measurement data reveals certain challenges regarding
the use of such data in the context of CRKG. To overcome these and remove the
errors caused by them, we propose and analysemethods and procedures to basically
enable the use of CIR within CRKG.
4. Security analysis of the key material.
In order to work out the design criteria of a secure key generation from scratch, we
thoroughly investigate to what extent an attacker can attack the input material, i.e.,
CIRmeasurements, and thus the key generation. We investigate different approaches
an adversary can utilize to directly infer or predict the keymaterial based on the infor-
mation available to him. This analysis clearly shows that an attacker can predict large
portions of deterministic CIR parts and thus corrupt corresponding security primi-
tives. Based on this, we strongly advise against the direct use of unprocessed CIRs
as key material, but recommend preprocessing that removes the deterministic and
thus predictable parts of the key material. Only in this way CIRs can be used securely
as key material.
5. Proposal of attack resilient CIR-based solutions.
Based on the insights of the security analysis, we propose two different process-
ing pipelines providing secure CIR-based CRKG. One solution is purely preprocessing
based and can be used as drop-in solution with existing approaches. A second, ML-
based solution provides an “all-in-one” solution for CIR-based CRKG. We show that
both approaches are resilient against the presented attacks. Further, all proposed
solutions work without communication between the legitimate partners and provide
better key generation rates than the current state of the art.
6. Introduction of machine learning into the adversary and system model.
Given the recent success of ML in a wide variety of domains, we introduce ML primi-
tives both in the design of CRKG and as an attack method. Our results show that even
basic neural network perform significantly better than their “conventional” counter-
parts on both the offensive and defensive side. To the best of our knowledge, we are
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the first to introduce these ML primitives in the CRKG context, especially as attack
approach.
These contributions are also reflected in the publications associated with this thesis,
which are included in the author publication list on page 9.
The content of this thesis if organized as follows. In the upcoming Chapter 2 the required
background of this thesis and the core methodology is presented. Sections 2.1 to 2.4 de-
scribes the concepts of CRKG as well as the adopted channel model and derives a system
model for this work. Section 2.5 presents the CRKG specific metrics used. In Section 2.6 we
give a high level introduction to machine learning, specifically neural networks. Chapter 3
presents the state of the art regarding CRKG as well as CIR-based CRKG and highlights the
open research questions.
Chapter 4 details the measurement campaigns conducted in the scope of this work.
Correspondingly, Chapter 5 details the analysis of the obtained CIR measurements.
In Part III we present the general approaches to CIR-based CRKG. This includes the fun-
damental design decisions made for all solutions presented in this work.
The Part IV provides details about our security analysis. Within, Chapter 8 shows “con-
ventional” attack approaches and their results, whereas Chapter 9 introduces ML for the
attacker and shows the respective results.
Based on these results, Part V proposes solutions for CIR-based CRKG resilient against
these attacks. In correspondence to the former part, an approach without ML is presented
in Chapter 10 and one with ML in Chapter 11. This includes the analyses of the respective
attack resilience. Chapter 12 embeds these solutions in the greater context of CRKG.
Finally, Part VI summarizes the results of this thesis and outlines possible directions for
future research as well as research questions that arise directly from the results.
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This chapter introduces the necessary background concepts on which this work is based
as well as the applied methodology.
The main part is a high level presentation of Physical Layer Security and its application in
Sec. 2.1, followed by a more detailed introduction to Channel Reciprocity-based Key Gen-
eration, the main topic of this work, in Sec. 2.2. Subsequently, we take a step back again
and discuss the electrical engineering fundamentals of wireless transmission that are rele-
vant to the work. These introductory chapters are then integrated in Sec. 2.4 and a system
model is established, which is applied in the upcoming measurement campaigns as well as
solution approaches. Based on this system model we describe the metrics used through-
out the evaluation process. In addition, an overview of basic machine learning subjects that
are relevant to some of the proposed attacks and solutions is presented in Sec. 2.6.
The Fig. 2.1 shows the dependencies between the individual sections of this chapter.
2.1 PhysicalLayer Security
2.2 ChannelReciprocity-basedKey Generation 2.3 Wireless Channel
2.4 System Model 2.5 Evaluation Metrics2.6 Selected MachineLearning Topics
Figure 2.1.: Overview of the background chapter and the relations between its sec-tions.
11
2. Background and Methodology
2.1. Physical Layer Security
The beginnings of Physical Layer Security (PLS) can be traced to Claude Shannon’s definition
of information theoretic security [171]. In reference to the key used in the cryptosystem,
Shannon defined a transmission model for secure communication. The basic idea of this






























(b) Wyner’s channel model
Figure 2.2.: The channel models as developed by Shannon and Wyner [171, 212].
Based on this, Wyner defined the so-called "wiretap channel" which is shown in Fig. 2.2b
[212]. Here a distinction is made between the channel used by Alice and Bob, and the
channel between Alice and Eve: that is, there is an inherent difference between these two
transmissions. In general, Alice and Bob are assumed to have a "better" transmission chan-
nel than Eve, since Eve’s observation Z is degraded relative to Y . Thus, the legitimate com-
municators have an advantage over the attacker. In the context of wireless transmission,
this advantage may be, e.g., a better Signal-to-Noise Ratio (SNR). This basic property of the
degraded channel was confirmed in later works [43].
Wyner posited that these better characteristics of the legitimate channel can be exploited
to conceal information from an attacker and thus achieve a secure transmission. The
basic functionality of this approach was successfully demonstrated analytically. Further-
more, it underwent rigorous security analyses and its information-theoretic security could
be proven.
This core idea that there is a physical difference between the legitimate communication
partners and the attacker was then used in a variety of ways for security purposes. In the
realm of wireless communication the different physical propagation properties, e.g., fading,
interferences or spatial diversity, are exploited to achieve different security goals. Exam-
ples are Wyner’s wiretap codes achieving confidentiality [212] or Simmon’s identification
schemes providing authentication [176, 175].
In addition to the application in the field of wireless communication, other concepts
based on physical differences are now considered part of the PLS domain. Examples of
this are Physical Unclonable Functions (PUFs) or biometric data.
The concepts of PLS and the approaches developed from them can now provide a variety
of security-critical applications and solutions. A selection is shown in Fig. 2.3. In this work,
we are primarily concerned with confidentiality, specifically secure key derivation based on
wireless physical properties, as well as certain aspects of wireless identification.
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Figure 2.3.: Possible applications of Physical Layer Security.
2.2. Channel Reciprocity-based Key Generation
In this section we introduce the basics of the key derivation scheme CRKG. The information
theoretic perspective onto this topic will be prevalent. Practical considerations, e.g., chan-
nel properties and reciprocity, is presented in Section 2.3 and 2.4. From the information
theoretic point of view, CRKG is an implementation of the source model for key derivation,
combined with a sequential key derivation. Both concepts are presented next.
It should be noted that CRKG is also referred to by other names, mostly concerning the
last part— examples are Channel Reciprocity based Key Agreement [92] or Channel Reciprocity
based Key Extraction [230, 229, 231, 228].
2.2.1. Source Model for Key Derivation
The source model for secret sharing was independently conceptualized by Maurer [134]
as well as Ahlswede and Csiszar [1] in 1993. Both works addressed the problem, how
two legitimate parties can derive a common shared secret from correlated observations
of a randomness source, while a third party tried to infer the derived secret from its own
correlated observations. The core of the source model is a common shared randomness
source PXY Z from which all participants receive realizations. Both original works assumethis source to be Discrete Memoryless Source (DMS), which implies that the respective
observations are independent and identically distributed (iid.). In the general description,
the actual physical process acting as randomness source is completely abstracted away.
This in turn means that no assumptions about the respective correlations between the
observations are made.
To realize the further processing throughout the sequential key derivation, the source
model also includes a public channel over which the legitimate partners perform the com-
munication, which is assumed necessary for the key derivation. The set of messages ex-
changed during the key exchange is denoted asMex. It is assumed that the eavesdropperhas full listening access to this channel and, in turn, toMex. Additionally, it is assumed thatthis channel is authenticated, i.e., the eavesdropper cannot modify the protocol messages
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Figure 2.4.: The source model of key derivation from common randomness PXY Z .Adapted from Fig. 4.1 [26].
without detection. This assumption guarantees that the key derivation protocol can be
executed correctly by the legitimate partners.
Figure 2.4 depicts the source model [26, adapted from Fig. 4.1]. The name source model
originates from the common source of randomness providing its realization to all partici-
pants. By convention the legitimate partners are Alice A and Bob B, receiving the respec-
tive observations X and Y , and the eavesdropper is Eve E with observation Z . X,Y and
Z sometimes have a superior letter n denoting the length of the respective observations.
Maurer [134] as well as Ahlswede and Csiszar [1] analysed the source model for key
derivation from the information theoretic point of view and thereby derived lower and up-
per bounds as well as fundamental requirements of this key derivation. Most relevant for
this work are the derived lower and upper bounds for the achievable secret key capacity
Cs as theoretic bounds for the key generation rate:
I(X;Y )−min(I(X;Z), I(Y ;Z)) ≤ Cs ≤ min(I(X;Y ), I(X,Y |Z)) (2.1)
Here, I(·, ·) represents the Mutual Information (MI).
Additionally, both works derive security requirements for the keys derived, namely relia-
bility, secrecy and uniformity:
Reliability
Pr(KA 6= KB) < ε (2.2)





I(K;Mex) < ε (2.3)
Secrecy requires that only a negligible amount of information is leaked towards the
attacker. Given the resulting key K and the set of exchanged messages Mex, the
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mutual information between those should be small.
Here, the notion of weak secrecy is shown, which is normalized over the length of the






log2 |K|− ε (2.4)
Uniformity requires that the derived keys are uniformly distributed in the key space
K, i.e., every possible key has the same occurrence probability. Again, the equation
shows the weak uniformity normalized by the key length n, whereas the strong uni-
formity is not normalized.
Although those requirements are explicitly formulated in the context of this key deriva-
tion, they probably apply to all key derivations due to their fundamental nature.
Independently of these information theoretic approaches, Hershey et al. proposed the
usage of the channel between two wireless transceivers as keying variable [84]. This pro-
posal combines the following two observations: first, the wireless transmission between
two transceivers can be considered fixed for a certain amount of time (cf. Section 2.3) and
additionally, the observations of the channel properties at those two transceiver are highly
correlated due to channel and antenna reciprocity. Second, due to the scattering of the mul-
tipath propagation it is very hard for an attacker to measure the same channel properties,
which is commonly denoted as spatial decorrelation.
Within the reciprocity observation, antenna reciprocity is based on the radiation char-
acteristics of the respective antennas, which are reciprocal according to the Lorentz Reci-
procity Theorem directly derived from Maxwell’s equations [17]; channel reciprocity, on
the other hand, results from the characteristics of wireless wave propagation, as described
in [95].
The effect of spatial decorrelation is founded in Uniform Scattering model described by
Jakes [95], At its core, this states that with increasing spatial distance the correlation of
observed CIRs decreases. This concept is described in detail in Section 2.3.
This proposal connects the abstract source model with a real physical phenomenon.
This connection allows the qualitative estimation of the correlations between the respec-
tive observations of the common source: In a loose analogy to the wiretap channel, the
observations of the legitimate partners Alice and Bob, X and Y , are considered highly cor-
related, whereas the observations of an eavesdropper Eve Z is assumed to be less corre-
lated. Hence, Alice and Bob can consider their observations a shared secret and use them
to generate a common key.
2.2.2. Sequential Key Derivation
The source model alone describes the setup only regarding the common randomness
source and the public communication channel. After observing their respective realiza-
tions, the legitimate partners still have to derive a shared key from it without disclosing
information to the attacker.
Following the explanations in [26, Chapter 4.3], this derivation is realized by perform-
ing the following four steps at the legitimate partners Alice and Bob: Randomness Sharing,
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A:
B:
ChannelProbing AdvantageDistillation InformationReconciliation PrivacyAmplification







Figure 2.5.: Processing steps of sequential key derivation at the legitimate commu-nication partners A and B as proposed in theory.Adapted from Fig. 2.7 [228].
followed by Advantage Distillation and Information Reconciliation, and finally Privacy Amplifi-
cation. Some of these steps might require information exchange between the legitimate
partners, which is then performed over the authenticated channel assumed by the source
model. The general progression of these steps at Alice and Bob is depicted in Fig. 2.5 [228,
Adapted from Fig. 2.7]. This describes the key derivation in the context of CRKG, i.e., the
Randomness Sharing is denoted as Channel Probing.
The initial step of the key derivation is Randomness Sharing. Here, all parties observe
their respective realization of the shared randomness source PXY Z . As the processingitself as well as the source model do not assume any particular randomness source, the
acquisition of said realizations cannot be further specified. In the context of CRKG, the
randomness sharing is realized either explicitly, through bidirectional exchange of suitable
probing messages, or implicitly, by using channel estimations and alike of regular traffic.
Thus, for CRKG, randomness sharing is also commonly termed channel probing. In the
general model, the only assumption about the Randomness Sharing is the DMS nature of
the source. Since the source itself is unspecified, no further assumptions prevail.
During Advantage Distillation the legitimate partners generate an advantage over the
eavesdropper. As no assumption about the respective realization ismade, it is possible that
an eavesdropper has “more information” than the legitimate partners about the keyingma-
terial. Hence, Alice and Bob have to use their observations to generate an advantage over
the attacker. One possibility to achieve this, is to use only those values for key derivation,
which were obtained with high confidence, e.g., with high Signal-to-Noise Ratio (SNR) [26].
Depending on the actual implementation, this selection of a subset of the measurement
values might need to be aligned between Alice and Bob, implying optional communication
about the selected key material. After this step, the legitimate partners will have highly
correlated key material, about which they “know more” than the eavesdropper.
Subsequently, Information Reconciliation (IR) is performed to transform these highly
correlated values into equal ones. In this step Alice and Bob exchange further informa-
tion about the current key material, which allows them to remove any difference between
their key candidates. Common approaches for this are the usage of parity information,
Error Correction Code (ECC) or secure sketches/fuzzy commitments. It is important to no-
tice, that such solutions are very dependent on the actual key material and the respective
differences. Since, by design, within this step information about the keymaterial is commu-
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Figure 2.6.: Qualitative representation of the information about the key material atthe different participant during sequential key derivation.Adapted from Fig. 4.4 [26].
nicated over the public channel, this information is directly leaked to the attacker. Hence,
it needs to be carefully considered, which information are disclosed and whether the at-
tacker can gain advantage from this additional knowledge. After reconciliation, Alice and
Bob will have completely equal key candidates and Eve will have gained some information
about it.
This knowledge at Eve is completely equalized in the final step, Privacy Amplification,
in which the key candidate is processed to remove any possible advantage of the attacker.
The approach proposed in theory is to remove exactly as much information from the re-
spective key candidate as can have been leaked to the attacker up to that point. One possi-
ble realization is the usage of Universal Hash Functions, where the respective output length
is chosen in such a way, that the difference between input and output contains as much
entropy/information as were leaked to Eve. With this reduction, Privacy Amplification effec-
tively reduces the possible knowledge of Eve to zero and thereby guarantees the security
of the key candidate. Nevertheless, for practical implementations this step is challenging,
since the information leakage to the attacker is unknown. In order to better estimate this
parameter, the usage of themin-entropy or the collision-entropy were proposed [26]. Nev-
ertheless, in practice the actual values are not available at runtime making this step, which
is crucial for the keys security, very challenging.
A qualitative representation of the knowledge or information about the respective key
material is visualized in Fig. 2.6 [26, adapted from Fig. 4.4]. It depicts the key points of
the sequential key derivation: the randomness sharing does not assume a direct advan-
tage, i.e., Eve might know more than Alice or Bob. Only after Advantage Distillation Alice
and Bob have more information than Eve. This knowledge becomes equal by Information
Reconciliation and finally Privacy Amplification reduces Eve’s knowledge to zero.
The combination of the source model and the respective key derivation allows the legit-
imate partners to derive a shared key. Nevertheless, the associated proofs and models
come with certain assumptions, which need to be considered when realizing key deriva-
tions based on those. The following core assumptions have to be considered:
Randomness of source The source model itself assumes a common source of random-
ness PXY Z as input for the key derivation. Although this assumption might seemtrivial, this source P should generate truly random realizations. If the source is not
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random, i.e., it produces predictable events, the resulting keys have to be considered
predictable as well, which results in an insecure key exchange.
In the context of CRKG, this means that regardless of the specific channel proper-
ties used, the Alice-Bob channel itself must undergo variations in order for new true
random alterations to be induced for key generation.
Independence of consecutive realizations The proofs concerning the common source
of randomness collectively assume a Discrete Memoryless Source forPXY Z . Thismeansthat subsequent realizations, i.e., the measurements of the channel, need to be in-
dependent and identically distributed. If such realizations are produced, e.g., by the
respective statistical channel models, this identical distribution might be given.
However, in practical CRKG settings the consecutive measurements are mainly influ-
enced by the respective movements of the terminals, which represents a continuous
movement with respect to space and time. Hence, the independence of the indi-
vidual measurements cannot be guaranteed. On the contrary, a certain correlation
must be assumed, which, in turn, must be removed or at least adequately reduced
by appropriate measures.
Discrete realizations Again originating from the assumption of aDMS, the realizations are
assumed to be discrete. Actual channel properties are in fact continuous values. An
initial quantization with high resolution is performed throughout themeasurement of
the channel properties. Extendedmodels, like the Satellite Source Model even assume
the source observations to be binary values. In the general model, at some point of




Within this section the fundamental ideas of wireless transmission in the scope of CRKG
are described. First, the wireless transmission itself as viewed from the system theoretic
point of view is introduced. Then, those properties of the wireless channel are detailed,
which are especially relevant for the CRKG system model, e.g., multipath propagation, spa-
tial decorrelation and channel coherence. Finally, the channel properties usable in CRKG
are described.
2.3.1. Wireless Transmission
In the following we describe the basic process of wireless transmission and the respective
adopted assumptions. The most notable difference to classical wireless communication
is the focus on the channel itself, instead of the transmitted signals: The main purpose
of wireless signals in the context of CRKG is not the transmission of information, but the
collection of keying material, i.e., properties of the wireless channel.
Sx(t) y(t)
(a) General linear system.
Sδ(t) h(t)
(b) Exciting the linear system usingthe Dirac impulse yields the sys-tems impulse response.
Figure 2.7.: Wireless transmission as linear system S .
From a system theoretic point of view, the wireless transmission of signals is themapping
of an input signal to an output signal through the wireless system. Generally speaking,
wireless transmission transforms the input signal x(t) through the system S into the output
signal y(t). This transformation is visualized in Fig. 2.7 and can be represented as
y(t) = h(t) ∗ x(t) + n(t). (2.5)
Here, h(t) stands for the systems impulse response which represents alterations caused
by the wireless transmission, i.e., the wireless propagation and the transmitter/receiver
hardware. The operator ∗ denotes the convolution. n(t) represents the noise present
in the system, which additionally changes the signal. Within this work, we assume n(t)
to be Additive Gaussian White Noise (AWGN). Further it should be noted, that we represent
the wireless transmission in the respective equivalent lowpass representation, to remove the
carrier frequency from the analysis.
For the actual wireless transmission system we assume multipath propagation of the
wireless signal as defined in [69]. As visualized in the Fig. 2.8 the multipath propagation
causes different versions of the original signal to arrive delayed and altered by their re-
spective propagation path. Distortions along this path could be reflections and scattering,
diffractions like knife edge diffraction or even refraction in the troposphere. These distor-
tions cause power loss and time delay. Hence, the finally received signal y(t) consists of
the different time delayed copies of the original signal. This can be expressed as sum over
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Figure 2.8.: Example indoor multipath propagation of a wireless signal from trans-mitter Tx to receiver Rx.






Here, x(t − τn) is the nth copy of the original signal x(t) arriving after time delay τn, i.e.,the nth multipath component. This component is distorted by the respective multipath
propagation. More specific, its power might be reduced and its phase shifted compared to
the original signal, which is represented by the properties αn and φn.This description of the received signal y(t) contains the input signal x(t) of the wireless
transmission as well as an inherent representation of the wireless channel h(t). In typical
wireless communication systems, the aim is to reconstruct the sent signal as accurate as
possible. With CRKG, the aim is to estimate the channel properties h(t) as accurate as pos-
sible. To estimate the channel as accurately as possible, a globally known input signal is
used, which means that the expected output signal is also known. In theory, this known in-
put signal would be the Dirac impulse δ. Since the Dirac impulse is a theoretical construct, in
praxis a known signal suitable for the respective communication scheme is used. By excit-
ing the wireless systemwith the known signal and subsequently removing this known input
from the received signal, an estimation of the Channel Impulse Response can be obtained.






It is worth noting, that this representation assumes a time-invariant channel. This means,
that the number of multipath components N as well as amplitude αn, phase φn and delay
τn of the multipath clusters are assumed to be static over time. In praxis, these propertiesdo change over time due to e.g., mobility of the terminals, changes in the environment or
interferences. Moreover, following the requirement of fresh keying material, such time-
variant channels are explicitly required in order to generate non-predictable key material.
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(a) Point scatterer (b) Distributed scatterer
Figure 2.9.: Schematic differences between ideal reflector/point scatterer and a re-flector cluster/distributed scatterer.
Hence, in spite of the notation used above, this work generally assumes time-variant chan-
nels.
The estimation of the channel properties as described in Eq. (2.7) are the core of the sub-
sequent processing schemes, since it yields the input data used in the key derivation. The
estimations obtained by the participants of the key derivation scheme are the realizations
of the common source of randomness described in Section 2.2.
Multipath clusters
The preceding description of multipath propagation only considers single specular reflec-
tors, which produce single resolvable reflections. This originates from the idealizations of a
single ray hitting a perfect reflector. In practice, this assumption does not hold, mainly for
the following two reasons: first, the reflector does not have a perfectly planar surface, but
its surface structure consists of irregular unevenness. And second, the radio wave propa-
gates not as single ray, but as a radial wave front. By integrating these two aspects into the
reflection, the single reflector, or point scatterer, becomes a reflector cluster, or distributed
scatterer, as shown in Fig. 2.9.
This differentiation is relevant, if the single rays from a reflector cluster are resolvable. In
general, two multipath components are resolvable, if the respective delay between them
is significantly larger than the inverse channel bandwidth [69]. So, two components with
delay τi and τj are resolvable, if it holds that




In this formula, B represents the channel bandwidth. If this requirement is not fulfilled,
the respective components are non-resolvable, since x(t − τi) ≈ x(t − τj) in Eq. (2.6).This means, that those components are “merged” together and appear as one. Such non-
resolvable components are varying quickly compared to resolvable ones, due to the com-
bined interferences of the underlying components. However, if the requirement in Eq. (2.8)
is fulfilled, the respective multipath component cannot be considered a single ray, but be-
comes a multipath cluster consisting of several rays.
As an example, if we consider an UWB transmission with 500 MHz, the inverse of the
bandwidth is 1B = 1500 MHz = 2 ns. So, as long as the delay between multipath componentsis longer than 2 ns, they are resolvable with this channel. Given an appropriate sampling
frequency, such multipath components can be recorded accordingly.
This transition from single reflectors to reflector clusters is also expressed in the statisti-
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cal modelling of the corresponding channels. Models for wideband channels, which come
with bandwidths capable of resolving different rays of clusters, incorporate this cluster/ray
distinction.
In the realm of UWB, the channel model proposed by Saleh and Valenzuela [163] was the
first indoormodel to include the cluster nature of ray arrival. Thismodel was later extended
into the UWB reference model for indoor propagation by the IEEE 802.15.3 Working Group
for Wireless Personal Area Networks [144].
The core of the Saleh-Valenzuela (S-V) model is the extension of the CIR as defined in
Eq. (2.7) into a double sum to express the clustered arrival of the rays. This adaption yields







jφk,lδ(τ − Tl − τk,l) (2.9)
This is again the time-invariant representation of the channel, for time variations the pa-
rameters L, Kl, αk,l, φk,l, Tl and τk,l would become time-dependent. Within this equation,
L represents the number of multipath clusters, whereas Kl represents the rays within therespective cluster. Further, Tl is the cluster arrival time, i.e., the arrival time of the first rayof the lth cluster; τk,l is the respective delay of the kth ray in the lth cluster.
Additionally, and for CRKG more importantly, the S-V model also defines a general pro-
gression of the received ray magnitudes and their respective arrival times. For this, the
following additional variables are needed:
Λ cluster arrival rate
λ ray arrival rate, i.e., the arrival rate within a cluster
Γ cluster decay factor
γ ray decay factor
With this, the arrival times of clusters and rays are defined [163]:
P (Tl|Tl−1) = Λe
−Λ(Tl−Tl−1) (2.10)
P (τk,l|τk−1,l) = λe
−λ(τk,l−τk−1,l) (2.11)









By combining these definitions, this channelmodel describes the basic shape and course
of a channel impulse response of UWB channels. A schematic representation thereof is
depicted in Fig. 2.10. It clearly demonstrates the double exponential decay of the respective
ray power: first, the clusters arrive with exponentially decaying power; and second, within










Figure 2.10.: General progression of a CIR as described by the Saleh-Valenzuelamodel.
Spatial Decorrelation
Spatial decorrelation is the core security assumption of CRKG. The general system and
adversary model states, that the channel coefficients of the reciprocal channel are consid-
ered to be a shared secret used to derive a symmetric key. Hence, to have a secure key
exchange, the attacker should not have access to this shared secret. In terms of the wire-
less transmission, this corresponds to observing uncorrelated channel coefficients during
the channel measurement. Since the concrete point in time of the channel measurement
is known to any eavesdropper due to the broadcast nature of wireless communication, this
decorrelation can only be achieved by a spatial displacement of the attacker.
In the literature concerning PLS it is generally assumed that with spatial distances larger
than half a wavelength of the carrier frequency an eavesdropper can only observe un-
correlated channel coefficients. This assumption is based on the uniform scattering model
developed by Jakes [95].
By following the descriptions of Goldsmith [69, Chapter 3], this decorrelation argument
can be derived as follows. First, we denote that the autocorrelation A for the in-phase and






E[αn] cos(2πvτ cos θn/λ), (2.13)
where v is the movement speed, θn is the angle of arrival of the respective scattered mul-tipath cluster and λ is the wavelength. Now, by adopting the uniform scattering model it is
assumed, thatN scatterer are distributed uniformly and densely over all possible angles of
arrival. It is further assumed, that all multipath components have the same share of the to-
tal received power Pr , i.e., E[α2n] = 2PrN , and due to the uniform distribution the respective
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Figure 2.11.: First order Bessel function, which depicts the relation between ex-pected correlation and distance (in multiples of wavelength λ) follow-ing Uniform Scattering as derive by Jakes [95].













To represent the uniform scattering from all direction, the number of scatterers tends to





cos(2πvτ cos θ/λ) dθ (2.16)
By substituting the integral with the Bessel function of 0th order, J0(x), we finally have
A(τ) = PrJ0(2πvτ cos θ/λ). (2.17)
This states, that the correlation as function of the displacement vτ follows the progression
of the Bessel function of 0th order J0(x), which is shown in Fig. 2.11.It is visible in the plot that the correlation reaches 0 at vτ ≈ 0.383λ, which is the basis for
the decorrelation argument. In the literature, this value is occasionally rounded up to 0.4λ
whereas in the vast majority of cases "distances greater than half a wavelength", i.e., 0.5λ,
is reported.
Since this derivation is the basis for the security argument regarding spatial decorrela-
tion, it is reasonable to consider the corresponding assumptions of the individual steps as
described above:
• The propagation model assumes that there is no dominant Line-of-Sight (LOS) com-
ponent in the impulse response.
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• The scatterers are densely and uniformly distributed over all possible angles of arrival.
• All multipath clusters have the same power.
• The phase offset φn of themultipath clusters is uniformly distributed over [−π,π], dueto rapid changes.
Only if all these underlying assumptions are fulfilled, the derived security assumption of
the spatial decorrelation can be accepted in good conscience.
Finally, it is noteworthy, that with the further progression of the Bessel function the cor-
relation again increases. Hence, although the correlation reaches zero at ≈ 0.383λ, it again
rises to values 6= 0 with increasing distance. Therefore, a correlation of zero for distances
> 0.383λ cannot be assumed.
Channel Coherence and Sampling Interval
Considering the assumed channelmodel, there is a fundamental discrepancy regarding the
time variance of the channel: with respect to the realizations of the reciprocal measure-
ments, the channel is assumed to be quasi time invariant, so that the channel symmetry is
fulfilled. Contrary to this, the requirement of fresh entropy for the keymaterial requires the
channel to change to generate new input. Both requirements can be met simultaneously
if the reciprocal measurements are taken within the coherence time of the channel whereas
consecutive measurements are far apart in time.
In a real world scenario, the channel is always time-variant. Due to interference, noise
as well as movement of the terminals and of other surrounding objects, the channel coef-
ficients change continuously over time (see Eq. (2.7)). Nevertheless, if the considered time
interval is small enough, the respective changes becomes smaller as well — up to the point
where the coefficients can be considered to be static. The time interval at which this is true
is the coherence time Tcoh, which at a general scope can be expressed as:
h(t) ≈ h(t+ τ) , ∀τ < Tcoh (2.18)
hAB(t) ≈ hBA(t+ τ) , ∀τ < Tcoh (2.19)
The second form incorporates the CRKG system setup, in which the legitimate partners
acquire their channel estimates hAB and hBA in a half-duplex fashion. This means, hABrepresent the estimate recorded by B after the input from A.
There are different approximations for the concrete value of the channel coherence time
Since the changes of the channel coefficient are primarily caused bymovements, the differ-
ent approximations are commonly based on the Doppler spread or the Doppler frequency
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Speed Tcoh
k = 1 k = 34∗π k =
9
16∗π
m/s s s s
0.005 14.9971 3.5803 2.6852
0.05 1.4997 0.3580 0.2685
0.1 0.7499 0.1790 0.1343
0.15 0.4999 0.1193 0.0895
0.2 0.3749 0.0895 0.0671
0.25 0.2999 0.0716 0.0537
0.5 0.1500 0.0358 0.0269
0.75 0.1000 0.0239 0.0179
1.0 0.0750 0.0179 0.0134
1.25 0.0600 0.0143 0.0107
1.5 0.0500 0.0119 0.0090
1.75 0.0428 0.0102 0.0077
















Figure 2.12.: Example values for Tcoh = kfD for transmission at 3.998 GHz and vary-ing speeds. In Fig. (b) the speed v is given in m/s and the Y axis is inlog scale.
A straight forward approximation is k = 1 as described in [69]. Also, more restrictive ap-
proximation have been proposed, e.g., k = 34∗π or k = 916∗π in [179]. Table 2.12a andFig. 2.12b show the implications of these different approximations for an assumed trans-
mission at 3.998 GHz center frequency.
As long as the reciprocal measurements of the legitimate partners are conducted within
the time interval Tcoh the coefficients of their shared channel can assumed to be fixed.Hence, the respective channel estimation will be highly correlated as implied by Eq. (2.19).
In contrast to the reciprocal measurements, the consecutive measurements should be
spaced far enough apart in time that the channel coefficients have changed sufficiently. If
the measurements are too close together and the channel coefficients have changed only
slightly, limited entropy can be provided for key generation. This in turn means either slow
key generation or low entropy key material, i.e., easily predictable and thereby insecure
key material. Hence, the interval at which successive estimates are taken should be large
enough to yield uncorrelated observations. In accordance to the general description of the
coherence time, the sampling time Ts can be expressed as:
h(t) 6≈ h(t+ τ) ,∀τ > Ts (2.22)
hAB(t) 6≈ hAB(t+ τ) , ∀τ > Ts (2.23)
As this requirement is less common in classical wireless communication, there is no gen-
erally accepted approximation of Ts.A reasonable option to estimate the sampling interval is to use the limits derived in the
context of channel sounding. Here, a common assumption is that a channel is identifiable
over time, if it is sampled with frequency at least twice the maximum Doppler frequency
fs ≥ 2fD [143, 151]. This implies that for sampling frequencies below this threshold, the
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subsequent channel estimation should not be identifiable, i.e., they can be considered un-
correlated. Thereby, a very defensive lower bound for the sampling interval can be esti-
mated with:





This requirement follows the same decorrelation argument as presented above stating that
for distances larger than half a wavelength the observationswill be uncorrelated. Thereby, a
terminal should move at least ∆x = λ2 between subsequent measurements to yield uncor-related channel coefficients. By combining this required distance with the classic definition











In accordance to Eq. (2.20) this allows an estimation of the minimum sampling interval with





It is worth noting, that this contradicts the approximation of Tcoh with k = 1, since thiswould yield a coherence time twice as large as Ts. Hence, the more restrictive approxima-tions should be applied.
In summary, regarding the acquisition of channel estimations, there a two different time
intervals, which need to be considered. On the one hand, there is the coherence time Tcohof the channel, which is the time interval within which the channel properties can be con-
sidered static. The legitimate partner of CRKG should acquire their estimation within this
interval to maintain high correlation between their realizations. On the other hand, there
is the sampling time Ts of the participants, which denotes the interval between subsequentmeasurements at one partner. Following the assumption that subsequent realizations are
distributed independently, this interval should be large compared to Tcoh in order to reducethe respective correlation. Both of these aims should be realized together.
2.3.2. Channel Properties
The channel itself is completely described by the Channel Impulse Response. This is a direct
continuation of the system theory view of wireless communications, based on which the
wireless channel can be modelled as a Finite Impulse Response (FIR) filter. This leads to
the consequence that the channel itself is completely described by its respective Channel
Impulse Response, since all relevant channel properties are contained in the CIR.
It is worth noting, that other representations of the Channel State Information, i.e., of
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the channel and its properties, exist. Following the analyses of Bello, a set of transfer func-
tions can be constructed [19], which allow transforming the different representations into
each other. Depending on whether the input and output values of the channel are ex-
amined in their respective representation in the time or frequency domain, the following
additional transfer functions can be described besides the CIR: time varying transfer func-
tion (also Channel Transfer Function (CTF)), delay Doppler-spread function and frequency
domain function. All four functions can be transformed into each other by applying (in-
verse) Fourier-Transformations [19]. This means, although the functions visualize different
features of the wireless transmission, at their base they all contain the same information,
or relevant for CRKG the same entropy. Following the argumentations of the Data Process-
ing Inequality the transformation between the different representations might even reduce
the available entropy [18, 102]. Hence, we only consider the CIR in the following.
By looking at the CIR as shown in Eq. (2.7), all the relevant channel properties can be
described. Equation (2.9) could be used as well, but it introduces no more suitable prop-
erties. CRKG processing derives fresh entropy for the key derivation from the differences
between successive measurements, i.e., the time variant parts of the CIR. Hence, we look






All properties with dependence on the time t are in theory suitable as entropy source,
i.e., N , τ , α and φ. From a practical point of view, some are more suitable than others:
The number of multipath clusters N is closely related to the time delay τ of the respec-
tive paths. Both are determined by the respective capture process of the CIR: the total
measurement time of the CIR capture limits the maximum of τ . Paths with a long time of
flight might simply not be recorded, which in turn would affect the number of multipath
clusters. Additionally, the measurement bandwidth determines the granularity of resolv-
able multipath components. If paths are non-resolvable, this directly alters N . In theory,N
and τ were proposed as entropy source for CRKG [90, 89]. Nevertheless, in practice these
properties are hard to obtain robustly, in part because there is no robust way to identify
multipath clusters within the CIR.
The phase of the respective multipath components φ is time-variant and was also pro-
posed as input for CRKG [104]. Practical evaluations in this realm showed, that it is hard to
measure the phase accurately enough to facilitate an efficient key derivation [104, 133].
Finally, there is the amplitude α of the multipath components. Several studies rely on
this property and successfully use it for CRKG, e.g., [79, 234, 31]. As for the amplitude, no
work has reported practical problems regarding robustness and accuracy of recording this
property.
Apart from using the features present in the CIR directly, there is also the possibility to
derive aggregated metrics. Due to its availability, the most prominent aggregated metric is
the Received Signal Strength Indicator (RSSI).
RSSI is a single value indicating the overall link quality of the wireless transmission. In
general, it has no formal definition but is a vendor specific indicator and the actual imple-
mentation is up to the hardware manufacturer. Nevertheless, since the RSSI is an indicator
28
2.4. System Model
of the total received energy, it is inherently derived from the CIR. A possible way of calcu-
lating a RSSI from the CIR is by summing up the single values of the CIR [218]:
RSSI = 10log(||h||2) (2.31)
As RSSI values are reported by nearly every wireless transceiver, its usage for CRKG was
proposed several times. Nevertheless, in direct comparison to the CIR it containsmuch less
entropy. This already manifests itself when the RSSI as a single scalar value is contrasted
with the CIR as a vector of values. Further, the summation into one single value inevitably
discards all information about the multipath clusters contained in the CIR. Additionally, as
RSSI is only an indicator, it comes with two more drawbacks: its actual implementation is
not defined and therefore up to the respective manufacturer, and due to the multipath
cluster summation the RSSI value varies strongly even in static immobile settings (up to
5 dB in [210] and up to 7 dB in [115]). Hence, we refrain from using RSSI values and similar
link quality indicators as entropy source for CRKG.
2.4. System Model
In this section we define the system model used throughout the remaining work. The core
of this model is derived from the explanations and arguments detailed in Section 2.3 and
Section 2.2. Thismodel is also used to design the practical experiments andmeasurements
in the upcoming parts.
The general setup for the key derivation is shown Fig. 2.13. The arrangement as a triangle






Figure 2.13.: General system setup considered in this work
To keep the system as general and simple as possible, we assume that all terminals
are single-antenna systems with omnidirectional radiation patterns. Thus, due to the re-
spective half-duplex radio mode, Alice and Bob use a ping-pong protocol for randomness
sharing. Specifically, Alice sends an initial probingmessage to Bob, who upon receipt sends
a probe of his own to Alice. Due to the broadcast nature of the wireless medium, Eve can
listen to this message exchange and record her own channel measurements.
Following the reasoning in Section 2.3, we use the Channel Impulse Response (CIR) as a
measured channel property and thus as input to the subsequent key derivation. The mea-
surement messages thus provide the respective CIRs hXY , with X and Y in [A,B,E], asshown in Fig. 2.13. More precisely, the measurement hardware estimates the actual CIR h
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based on the known input signal x (see Eq. (2.5) and Eq. (2.6))1. This estimate is acquired
with respect to the hardware’s sampling rate, i.e., one value for each sampling step. Typ-
ically, the hardware delivers the complex channel properties. Following the arguments in
Section 2.3 we focus on the amplitude of the CIR. Hence, we calculate the magnitude of
each sample within the CIR by taking its real Re(·) and imaginary Im(·) parts and combine
them to |hi| = √Re(hi)2 + Im(hi)2, for each time index i within the estimate. Thereby, theresulting h is a vector of scalars v
h = {v0, v1, v2, . . . , vn} vi ∈ R, (2.32)
where the indices i = {0, 1, 2, . . . ,n} represent the respective acquisition time τi with re-spect to the sampling interval Ts, i.e., τi = Ts · i. An example of this vector resulting fromthe obtained CIR, i.e., the input data for CRKG used in this work, is display in Fig. 2.14.
Due to the rich multipath information in their CIR, we use Ultra Wideband (UWB) trans-
missions. Specifically, system-dependent, our measurements take place at 4 GHz center
frequency, 500 MHz bandwidth, and a sampling rate of 1 ns, which can be easily imple-
mented by the Commercial Of-The-Shelf (COTS) components used. Given that UWB tech-
nology has recently been integrated into various end-user devices, a practical implemen-
tation of the presented solution is realistic.
To introduce the required fresh entropy for new keys, we assume that the channel prop-
erties change adequately. Typically, this is realized by keeping one of the legitimate ter-
minals, typically Alice, in motion. Alternatively, changes can be introduced through the
transmission channel itself, i.e., objects or persons passing through the channel’s LOS.
It is worth mentioning, that for other PLS primitives, e.g., wireless identification and au-
thentication, the opposite has to be assumed: here, the channel should change as little as
possible to keep the respective identifiers stable.
















Figure 2.14.: Example of a CIR as described in Eqs. (2.9), (2.30) and (2.32).




In this section, we describe the metrics used to evaluate the performance of CRKG. In the
different processing steps, different metrics are utilized to best evaluate the effectiveness
of the particular step.
2.5.1. Measured Channel Properties
Themain evaluation goal after the acquisition of the channel properties is to assess the cor-
relation between the different realizations of the common source of randomness. Hence,
we need ametric computing the correlation between two signals g and h, which in our case
are CIRs.
Considering CIRs as input material, we want to have two special requirements for this
metric: First, the metric should be self-aligning. Since the CIRs of different devices are not
necessarily synchronized in time, the metric should ignore such time offset. And second,
the metric should be normalizing to ignore potential offsets or linear scaling effects.
Common approaches to this are the Mean Squared Error (MSE), the Pearson correlation






(gi − hi)2 (2.33)
In this version, the MSE is neither normalizing nor self-aligning. There is a normalizing










Here, ~g and ~h are g and h interpreted as vectors.
A widely usedmetric in the field of RSSI based CRKG is the Pearson correlation coefficient.
It is defined as
ρ(g,h) =
∑N−1
i=0 (gi − ḡ)(hi − h̄)√∑N−1
i=0 (gi − ḡ)2
∑N−1














The Pearson correlation is normalizing, but not self-aligning. Additionally, its intended use
case does not match the usage with CIRs: originally the correlation is calculated for N pairs
of scalar values as g and h. The application to g and h as CIRs is not justified here.
Finally, the cross correlation can be used as metric. The cross correlation between two
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The input signals g and h are padded with zeros to matching length. If the cross correlation


















We use the normalized cross correlation rgh asmetric for the correlation between two CIRs.We introduced the other two, as they will become relevant in the scope of ML.
The best metric to evaluate the suitability of the estimated CIRs for use in CRKG would
actually beMutual Information, as defined in Information Theory [42]. However, the special
properties of CIRs significantly complicate the computation of MI. Especially the possible
existence of correlations between single/adjacent values within one CIR, as well as between
consecutive CIRs make this calculation difficult. To the best of our knowledge, there is
currently no robust approach to calculate the MI of CIRs, which is why we currently have to
refrain from employing this metric.
To visualize the cross correlation results, we use a combination of boxplots and split
violinplots. An example is shown in Fig. 2.15. The main feature of this plot is the Gaussian
density estimation, which visualizes the respective result distribution. The three solid black
lines are the minimum, maximum and median; the dotted line is the mean. The darker
area in the middle represented the interquartile range (IQR). Especially in cases where the
attacker data should be directly opposed to those of the legitimate partners, we employed
the split version of the violin plot. Here, the results of the legitimate partners (upper split,
green) are directly compared with those of the eavesdropper (lower split, red). It is worth
noting, that both splits are normalized independently to the maximum violin width. Hence,
the area under the curve with respect to the estimated density is equal to 1 in both splits
— although the actual sizes might differ, e.g., a “flat” and “wide” distribution might appear
bigger, than a “narrow” one. If multiple violinplots are combined into one plot, the Y axis
will denote the respective scenario.
In addition to correlation, we examine the raw measurement data primarily for the time
synchronization of reciprocal measurements, or, respectively, the temporal shift between
them. The concrete problem and the corresponding implications are described in more
detail in Sections 5.3 and 7.1. To describe the metric for this analysis, it is sufficient to know
that the reciprocal measurements are not time synchronous but are shifted with respect
to each other by a random value that we call absolute offset δ. This δ has to be interpreted
with respect to the sampling rate of the measurement and actually represents time shift of
δts. For instance, if we have δ = 2 and a sampling rate of fS = 1 GHz, the actual time delayis δ 1fS = 2 11× 109/s = 2 ns.We now introduce the metrics we propose to use for the analyses of this problem:
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Figure 2.15.: Example plot to visualize the cross correlation rgh of the legitimatepartners and the respective attacker.
To remove the time shift between the reciprocal measurements, we need an approach
which correctly identifies the offset δ. The optimal solution for determining this temporal
shifts or time offsets between two signals is a function which perfectly identifies the actual
offset of two given signals. This means in turn, that such a functions uniquely identifies
a time shift for which the “overlapping” of the given signals is maximal — since the given
signals would overlap maximally in case of δ = 0.
Equations (2.37) and (2.38) concerning the correlation already define the cross correla-
tion, which calculates the offset with a maximum overlap of the reciprocal measurements.
Hence, we can also use the cross correlation as a reference point or ground truth for the
calculation of the time offset. However, it cannot be used directly for the calculation of the
necessary time synchronization, since both measurements are required for the formula
evaluation — which is not possible in practice, since here the respective communication
partners have only their own observations available.
Equation (2.38) actually delivers the maximum cross correlation rgh over the range k ∈
[−∞,∞]. To determine the optimal time offset, we are actually using the value of the argu-







Here, we assume that ∆opt is sufficiently close to δ. Keep in mind, that this is only usefulduring the evaluation of different time synchronization approaches, as both reciprocal CIRs
are needed.
To actually employ this as metric for different approaches, we proceed as follows: The
different locally executed approaches A define a unique anchor in time at each communi-
cation participant. This anchor is a unique data point within the measurement, which acts
as the origin of the time axis for this measurement. By using the global view of this analysis,
these local anchors can be related to each other to calculate a time offset for this actual
approachA. The closer a given approach’s time offset is to the optimal shift ∆opt, the betteris the respective approach’s synchronization performance.
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|{d ∈ ~∆A : d = 0}|
|~∆A|
(2.42)
We implement the metrics as follows: The difference between the optimal time offset
∆opt and approach A’s time offset ∆A for a given pair of CIR measurements g and h isshown in Eq. (2.40). By applying this difference to all n available CIR observations we obtain
the vector ~∆A. This vector is used in a twofoldmanner: First, it is used to calculate themeanand standard deviation of the time differences for this approach. And second, it is used to
computed the final metric ∆0A, which is the fraction of optimal time offset generated by thecurrent approach (Eq. (2.42)). An optimal solution is an approach with ~∆ = (0, . . . 0), i.e.,
∆0 = 1.
2.5.2. Quantized Key Material
Usually, the measured channel characteristics are quantized into bit strings after optional
preprocessing. In formal terms, the quantization function fQ maps the real-valued mea-surements (see Eq. (2.32)) to integers:
fQ : Rn → Zn (2.43)
In the context of CRKG, this function usually maps directly to the binary number space:
fQ : Rn → {0, 1}m (2.44)
That is, after quantization, the observed CIRs hXY at Alice, Bob, and Eve are bit strings,which we denote as bXY . The processing steps subsequent to quantization typically allutilize bit strings. Hence, the following metrics are applicable at all of these stages.
Themost important properties security-wise are still the similarity or non-similarity of the
respective observations as well as their randomness.
To assess the similarity of bit strings, we employ the Bit Error Rate (BER). In the context
of CRKG, this metric is often called Bit Disagreement Rate (BDR), which despite the different
name is the same metric.
Generically, the BDR is defined as
BDR =
Erroneous bits
Total number of bits . (2.45)
In our case and with respect to the quantized bit string bX and bY , this is realized as
BDR =
w(bX ⊕ bY )
|bX |
. (2.46)
Here, ⊕ denotes the XOR operation, w(·) the Hamming weight, and | · | the length of
the bit string. Since we assume the same processing at all participants, the respective bit
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strings are assumed to be of equal length. Hence, the length of bX is representative for thelength of all bit strings.
It is worth noting, that for multiple bit string pairs with a fixed length, the BDR is equal to
the average Hamming distance of all pairs. So, assuming n pairs of bX and bY with length






|{j ∈ {1, . . . ,m} : bX,i[j] 6= bY ,i[j]}| (2.47)
In the scope of CRKG, the BDR of the legitimate partners should be as low as possible,
ideally 0, whereas those between one of the legitimate partners and an attacker should
optimally be 0.5. If the attacker has a BDR of 0.5, it means that each outcome is equally
probable, which in turn means the attackers chance of getting a correct bit is no better
than with mere guessing.
In addition to this similarity metric, it is easier to calculate or estimate the Mutual Infor-
mation with quantized values. Specifically, this means that for short bit strings (leq 16 bit)
the MI can be calculated by setting up the joint distribution p(x, y) of the respective real-
izations x,y. From this, the marginal distributions p(x) and p(y) can then be derived, which








For bit strings whose length is greater than 16 bits, setting up the joint distribution quickly
leads to exhaustion of the computing capacity. Therefore, the analytical calculation cannot
be performed for these instances. Instead, estimators can be used here. An established
estimator in this area is the KSG estimator developed by Kraskov, Stögbauer, and Grass-
berger [106]. It is based on the work of Leonenko and Kozachenko and employs the k-
Nearest Neigbours (kNN) algorithm [113]. Thereby, this estimator already provides valid
results from 1000 realizations. Nevertheless, it must be mentioned that this procedure
only provides an estimate and thus does not necessarily yield correct MI results [65, 14].
Finally, a common metric to assess the efficiency of CRKG is the Key Generation Rate
(KGR), often also called Secure Key (Generation) Rate (SKR/SKGR). In the literature this met-
ric is often employed as bit/s, e.g. [12, 133, 96, 157, 74, 129, 222, 120, 31]. Here, we ex-
plicitly deviate from this notion of bit/s and instead use generated bits per channel usage,
i.e., bit/cu.
The reason for this is that the inclusion of an explicit time frame, 1 s, yields an unre-
liable comparison metric regarding the actual processing. This is illustrated by the fact,
that different solutions sample the channel at different rates. In this case, if a solution in-
creases the channel sampling rate without changing the processing, the metric bit/swould
increase whereas the actual processing efficiency of the key generation bit/cu stays the
same. Hence, the bit/s does not reflect the processing efficiency correctly, but is heavily
influenced by the respective sampling rate. It is worth noting that in initial works regarding
CRKG like [134] the unit for key generation rate is proposed to be bit/cu and not bit/s.
In summary, for evaluation and comparison of CRKG efficiency we use KGR in terms of
bit/cu.
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2.6. Selected Machine Learning Topics
Since we apply Machine Learning (ML) methods in different solution designs and realiza-
tions, we now give a high level introduction to relevant topics of this field. Since this field of
research is extremely diverse and extensive, only a rough overview can be given here. For
a more detailed and in-depth introduction, please refer to the relevant literature [24, 142,
6]. The following descriptions are mainly based on [24, Chapter 5].
Within this work, we primarily use the ML approach of Artificial Neural Networks (ANNs),
more specifically Convolutional Neural Networks (CNNs), which are trained via backpropa-
gation. At its core, an ANN is a representation of a complex mapping of an input vector xkto an output vector yk. This mapping is realized by employing artificial neurons in a multi-layer architecture. Hence, classical ANNs are also referred to as multilayer perceptrons. An




Figure 2.16.: Simple example of a multi layer Artificial Neural Network.
The actual “neurons” within the single layers are functions of their respective inputs,
weights and local biases. Based on these inputs and weights the respective sum is cal-
culated which is passed to the activation function z. With the first layer (1) the output of










j + bk (2.49)
Here, wkj are the weights and bk is the bias of the respective neuron. The result ofthis function is then passed to a non-linear activation function h(·). This function is typically
sigmoidal. Thereby the actual output of the neuron is
zk = h(yk). (2.50)
The core idea is presented in Fig. 2.17.
The multilayer nature of the network can be shown by composing the function of the
different layers. So, if at layer (i) the neurons are activated by function h(i) and the weights
w
(i)
kj of the single neurons are represented as vector W (i), the resulting vector z(i) can be
36













Figure 2.17.: Concept of a single artificial neuron in an ANN.
written as
z(i) = h(i)(W (i)zi−1) (2.51)
Hence, the output y of a network withM layers with input x is
y = hM (WMhM−1(WM−1 · · ·h1(W 1x) · · · )) (2.52)
This calculation is executed for all neurons in all layers to compute the final output, i.e.,
the result vector of the last layer. This is the forward pass through the network.
To actually facilitate training and adaption of the network the resulting error, i.e., the
difference between the current result vector and aimed for vector, the ground truth, has
to be propagated back through the network. This so called backpropagation enables the
training of the neural network and is based on two core principles: first, the loss function L
which quantifies the actual error of the current prediction; and second, the gradient descent
which enables the minimization of the loss.
The loss function L “compares” the result of the forward pass y with a known ground
truth ŷ. Thereby the error of the respective calculation is quantized and the learning pro-
cess can be adapted. The loss itself is a function of the input vector x, the current weightsW
and the ground truth ŷ, i.e., L(W ,x, ŷ). Typical loss functions are the Mean Square Error or
Cosine Similarity for regression, and Binary or Categorical Cross-Entropy for classification
[30, 148].
Building from this loss value, gradient descent enables the training of the network by
adapting the networks weights W in dependence of the current loss L. For this, the influ-




The overall gradient in dependence of the weights W is written as ∇L(W ). As our goal
is to minimize the error of the networks results, we want to find those values for W for
which L becomes minimal. Since it is impossible to find an analytical solution to this, this
minimization of L is performed iteratively. In a single iteration step τ the values w are
adapted as
wτ+1 = wτ + δwτ (2.54)
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The actual value of the update δ depends on the concrete implementation. But at the core
all updates incorporate the gradient ∇L(W ) in order to determine the “direction” within
the weight space.
This iterative processing is the so called training of the ANN. It is repeated until a mini-
mum is reached in which, ideally, ∇L(W ) = 0 or at least no further improvement can be
achieved through the weight adaption. In such a minimum, the update of the weights no
longer reduces the final loss L, i.e., the gradient descent has converged. Since no further
improvement or learning is possible, the training of the network is completed. It must be
kept in mind that this minimum does not necessarily represent the optimal solution —
only with respect to the current network, its weights and the available data, a minimum
has been reached here from which no further improving step is possible.
Typically, the training process incorporates different measure to ensure generalization
of the network. This is required to avoid overfitting of the network. As neural networks
are generally intended to solve a problem for a certain class of data, the weight adaption
should not be a perfect match to the given training data. In such case, the network could
solve the respective problem exactly for this set of data, but not for similar data. Hence,
generalization measures are employed, like e.g., Dropout layers or Batch Normalization.
By combining the different described parts it is possible to devise powerful neural net-
works, which can significantly outperform “classical” approaches.
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In this section we introduce the current state of the art with respect to the topics addresses
in this thesis. We start with notable works, both theoretical and practical, proposing com-
plete CRKG systems. Subsequently, we introduce approaches related to the different sin-
gle processing steps of CRKG. Finally, we present practical attack approaches proposed to
compromise this key generation scheme.
3.1. Implementations of Channel Reciprocity-based Key
Generation
In the following, we present notable works in the realm of CRKG. Given their prevalence
in the research literature, we first talk about RSSI-based schemes. Although this is not the
major focus of this work, the ideas originating from this part of CRKG were often the first
of their kind and reused in works handling different input data.
Thereafter, we present the state of the art concerning CIR-based CRKG. This is divided
into theoretical and practical works: in the former several core ideas of current CRKG imple-
mentations were proposed. Nevertheless, given the drawbacks of simulation-based input
data, the respective schemes and their evaluations might not represent real world per-
formances. Hence, we subsequently focus on works, which realize their ideas in practical
implementations and evaluate them with real world data.
3.1.1. Received Signal Strength Indicator
RSSI is one of the most common channel characteristic used for CRKG. Due to its general
availability at almost every wireless transceiver, multiple research groups focussed on this
characteristic. In the following, we give an overview over practically oriented solutions in
the field of RSSI-based CRKG.
One of the first implementations of CRKG in a real world setting was those of Mathur et
al. [133]. This work proposes a RSSI-based solution, which employs an IEEE 802.11a/b/g de-
velopment board, equipped with additional custom logic to extract further channel proper-
ties beside the RSSI. Themain contributionwith respect to RSSI-based CRKG is the proposal
of the level crossing-based quantization scheme, dubbed Guard Band Quantizer (GBQ),
which is widely employed in later RSSI-based CRKG implementations. Beside quantization
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it inherently achieves reconciliation. The real world measurements of this RSSI-approach
yielded a KGR of 1.3 bit/s with 22 samples per second.
With a focus on quantization Jana et al. [96] realized a further RSSI-based scheme. They
proposed a different quantization scheme, called Adaptive Secret Bit Generation (ASBG),
which used blockwise processing to generate the statistical moments required for the ac-
tual quantization. Further, they proposed to use Gray Code [72] based multi-level quan-
tization to increase the generation rate of secret bits. In their schemes they relied on the
Cascade scheme [29] for Information Reconciliation, which was adopted by several upcom-
ing works. Later, they expanded their schemes to Multiple Input Multiple Output (MIMO)
settings as well as IEEE 801.15.4 based technologies [157] and IEEE 802.15.1, i.e., Bluetooth
[158].
Zenger et al. proposed a system based on IEEE 802.11 RSSI values, designed as plugin
solution for existing IEEE 802.11 systems [229]. This work also showed the connection
between the RSSI correlation and the resulting BDR — in their experiments, a correlation
of 0.75 results in BDR below 0.03. Additionally, they analysed the computation effort of
CRKG compared to Elliptic Curve Diffie-Hellman (ECDH) and showed that CRKG requires
up to 61.3 times less energy than ECDH.
Guillaume et al. analysed different transmitter/receiver setups in varying indoor and out-
door scenarios [74] and thereby confirmed that the legitimate channel has an advantage
over the eavesdropper channel in practice. They achieved effective key generation rates
of 0.01 bit/s to 15.45 bit/s. It is worth noting, that they use a very high sampling rate of up
to 122 samples/s to 230 samples/s, which implies that at most 0.127 bit were extracted per
channel use.
In [236] an adaptive version ofMathurs GBQ scheme is proposed. Here, the guard bands
are adapted over the course of application in accordance to the currentmean and standard
deviation of the RSSI values. They implemented a complete scheme with Cascade [29]
as Information Reconciliation (IR) solution and tested it with real world measurements of
802.11g transmissions. With a sample rate of 20 samples per second, they achieved a KGR
of 18.8 bit/s, which equals 0.94 bit/cu.
Finally, Lin et al. proposed a multilevel version of GBQ [118]. Again in combination with
Cascade, their approach yields a rather high BDR of 14.3%. They authors claim a KGR of
4.3967 bit/s without stating a sampling rate.
The core approach of using link quality indicators as input for CRKG was also proposed
for technologies apart from IEEE 802.11.
In the realm of IEEE 802.15.4 several RSSI-based solutions have been proposed.
The most notable work in this realm is of Aono et al. [12]. Beside the proposal of dif-
ferent quantization schemes for RSSI streams, they achieve a high key rate of 128 bit/s.
Nevertheless, to realize this key rate they proposed and employed special ESPAR antennas
and beam-forming, making this scheme highly specialized. The respective high key rate
was achieved with ≈384 samples/s, implying 0.333 bit/cu.
In [206] the authors investigated RSSI values onmultiple channels. In their approach they
proposed amultilevel quantization schemebased onblockwise statistics. Additionally, an IR
scheme is proposed, which transmits the offset of the current blocks mean to the partner,
which adjusts hismeasurements accordingly. Themain evaluationmetric is the BDR, where
they achieved 0.03.
Using the same technology in the context of Body Area Network, Ali, Sivaraman, and
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Ostry proposed to employ Savitzky-Golay filters to enhance reciprocity [4]. Employing the
quantization scheme of Mathur et al. and no IR at all, they still claim a BDR below 4% using
fast changing components of the RSSI stream. By sampling the channel with 25 samples
per second, their maximum KGR is reported as 10.18 bit/s, resulting in an effective BDR of
0.4072 bit/cu. The authors later published an extended analysis of their results [3]
RSSI-based systemswere also proposed in the realmof LoRaWAN. Xu, Jha, andHupresent
a system facilitatingmultibin guardband quantization [215]. The authors conclude that due
to the low data rate, an efficient key generation is challenging with LoRaWAN.
Different works are proposing further preprocessing steps to either reduce the correla-
tion of subsequent samples or to enhance the reciprocity.
Patwari et al. proposed the HRUBE system, which includesmechanisms for both: for reci-
procity enhancement they proposed the application of a fractional interpolation filter; for
temporal decorrelation they applied the discrete Karhunen Loèven transformation (KLT)
[154]. In their evaluation they showed the effectiveness of both approaches for RSSI vec-
tors. The overall system achieved a KGR of 22 bit/s, with a BDR of 0.022. Nevertheless, as
this system works with 50 samples per second, the effective KGR is actually 0.44 bit/cu.
Yasukawa, Iwai, and Sasaoka proposed a system based on ESPAR antennas and special
beamforms [219]. To decorrelate subsequent measurements they proposed the usage
of the discrete cosine transformation (DCT) [220]. Under optimal conditions, this system
reaches a KGR of ≈0.9 bit/cu, with a BDR of zero for SNR >30 dB. The application of DCT
was also re-introduced later [129].
Finally, we present the works of Yuliana et al. [226, 224, 225]. In their works they employ
Kalman filters as preprocessing (as proposed in [8]) and proceed with Gray code-based
multilevel quantization. What is special about their work is, that they completely omit the
IR phase and thereby the respective communication overhead. Since they do not adapt the
processing accordingly, their achieved KGR is very low with 0.93 bits/s — as they measured
≈ 9.1 RSSI samples per second, this represents 0.102 bit/cu. Further, the effectiveness of
this processing is suboptimal— from 4000 samples only 4 keys could be derived. Addition-
ally, the BDR between the legitimate partners appears only slightly better than those of the
attacker — this suggests that the derived keys may be also obtained by the attacker. Since
no evaluation to this end is conducted, this cannot be verified. Nevertheless, this approach
is the only one so far trying to omit all communication cost of the CRKG processing.
In Table 3.1 we give an overview of the state of the art regarding RSSI-based CRKG ap-
proaches. Beside the Key Generation Rate reported in many works, we also show the key
bits generate per probe or channel use. As discussed in Section 2.5, this exclusion of the
data acquisition time frame yields a much more meaningful metric than KGR. This is vividly
illustrated by the entries [12] and [154], both reporting high KGR values. If their probing
frequency is considered, 384 MHz and 50 MHz respectively, the schemes effectiveness in
terms of bits/channel use is much more realistic compared to the related works.
Often different works implement different metrics without defining clear relations to
other approaches. Therefore, certain values not directly reported in the cited works were
manually derived from the mentioned metrics or extracted from visual representations.
The communication column indicates the minimally required communication between
the legitimate partners, in terms of repetitions × directionality. This means, e.g., 1× 2 repre-
sents one bidirectional exchange.
41
3. State of the Art
Table 3.1.: Overview over selected RSSI-based solutions.




1.3 < 0.059 1× 2[96] 802.11g 15.45 < 0.127 1× 2[157] 802.11g 0.9 < 0.250 n× 2[74] 802.11n 15.5 < 0.127 1× 2[236] 802.11g 18.8 < 0.940 n× 2[118] 802.11g 4.4 ? n× 2[158] 802.15.1 0.2 < 0.276 n× 2[154] 802.15.1 22.0 < 0.440 1× 1[12] 802.15.4 128.0 < 0.333 1× 2[3] 802.15.4 0.3 < 0.250 1× 2[129] 802.15.4 1.6 < 0.930 1× 1
The main drawback of using RSSI as channel characteristic is its inherent simplification
of the channel: it ignores the multipath nature of the wireless propagation and reduces
these rich information into a single value. Further, as the calculation of RSSI values is not
standardized, it is up to each hardware provider to define its calculation, which can lead to
non-reciprocity of the legitimate channel, which is shown in [74]. For reasons like this, the
application of richer channel characteristics should be favoured.
3.1.2. Channel State Information
Although CSI are less frequently available as a common source than RSSI, there are several
approaches based on this characteristic— typically in the form of CIRs. This is primarily due
to the fact that very systematically CIRs can deliver a significantly higher bit rate per channel
usage than RSSI. However, given the only starting practical availability, primarily theoretical
approaches supported by simulation data exist, and only some practical implementations
are available. In the following, we present both important theoretical work and practical
realizations that use CIRs.
Theoretical approaches and simulations
One of the first theoretical works to propose the usage of reciprocal channel state infor-
mation was those of Ye et al. [221]. In their work they proposed direct quantization to
generate bits from the assumed Gaussian random variables. For IR, a LDPC code with rate
0.5 and block size 4800 bit is proposed, where syndromes are transmitted for reconcilia-
tion. The main contribution is the analysis of the theoretical secret key rate with respect to
the channel SNR.
The authors later extended their scheme to ITU channels [223]. Here, they proposed a
scheme to decompose the channel and to extract the respective complex channel taps.
The subsequent CRKG related processing is equal to that in [221].
Following this initial work, the usage of several different channel properties were pro-
posed for key derivation.
Kitaura et al. [104] proposed a system based on time delays of different simulated UWB
multipath components. Using syndrome-based decoding they achieve perfect matches
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between Alice and Bob and at least 2 bits differences to Eve (at 30 bit key length). Nev-
ertheless, the usage of time delays implicitly requires robust multipath cluster detection,
which is an open question for real world measurements.
This approach was adapted by Huang et al. [90, 89]. In their work they proposed to em-
ploy Rake Receivers to robustly extract the time delays between different multipath clusters.
After this extraction, they applied to CASCADE protocol for IR, without any Privacy Amplifi-
cation. They evaluated their scheme by adapting the Saleh-Velenzuela channel model and
simulating a LOS and a NLOS channel. The evaluation mainly targets the achieved BDR,
which ranges from 1% to 10%, depending on the simulated SNR. Huang and Jiang addi-
tionally applied the NIST test suite to the results, indicating randomness of the resulting
key material [89].
It was also proposed to facilitate Bit Error Rate fluctuation as entropy source [104]. Simu-
lations of the respective channel properties yielded potential key rates of 10.31 bit/s. Con-
sidering the sampling time of 10 ms this system extracted 0.10 bit from each channel ob-
servation.
An alternative approach is to use to occurrence of deep fades in the Channel State In-
formation [15]. The major challenge here is to synchronize the generated bitstreams. For
this, the authors design a scheme relying on the exchange of Key Verification Information
calculated via a keyed hash function. Concretely, they transmit a subsequence of the bit-
stream to the legitimate partner, who, in turn, performs an exhaustive search on their own
bitsequence. Due to this brute force approach this scheme comes with high computational
effort. The evaluation solely shows the effectiveness of the scheme, but none of the typical
metrics are reported. In an exemplary calculation it is shown, that a 55 bit key could be
generated in 42 seconds, which represents a secret key rate of 1.31 bit/s.
With a focus on UWB transmissions, different theoretical works derived bounds regard-
ing the achievable secret key rates.
Wilson, Tse, and Scholtz analysed the upper bound of the secret key rate [208]. Simula-
tion with the Saleh-Valenzuela channel model yield key rates ranging from 95 bit to 105 bit,
given 30 dB SNR. Further they derived the secret key capacity of this channel and showed
that the Mutual Information represents the upper bound for this capacity. Finally, they
analysed the key rate with respect to the channel bandwidth and showed a non-monotonic
increase of the key rate with increasing channel bandwidth.
The theoretical analyses of Liu, Draper, and Sayeed confirmed these results for Orthog-
onal Frequency Division Multiplexing (OFDM) channels [121]. Following their analysis, an
effective key rate of 104 bit/cu is theoretically possible for such transmissions.
A very different result was deduced by Wallace: in their analysis single antenna system
can achieve at most ≈2 bit/cu. Only by increasing either the number of antennas into a
MIMO system or by increasing the number of multipath components, this value can be
increased to at most 25 bit/cu for 4x4MIMO systems [190]. In this work the channel quan-
tization with guardbands (CQG) is proposed (not to be confused with GBQ from [133]),
which is later extended into the more general channel quantization alternating (CQA). Both
schemes rely on global knowledge of the channel properties Cumulative Density Function
(CDF) and assume zero mean Gaussian channel properties. The CGQ scheme was further
analysed theoretically in [182]. The authors showed that CQG yields at most 0.14 bit/cu at
8 dB SNR.
Finally, Zhang et al. analysed the autocorrelation of subsequent OFDM-based CTFs [233].
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They showed that the 50% coherence time, i.e., the time until the autocorrelation falls to
50%, does not yield uncorrelated subsequent measurements. They showed this by apply-
ing a CDF-based quantization scheme and analysing the output with the NIST randomness
test suite. Here, sampling intervals lower than the 12% coherence time yielded bit strings
which pass all National Institute of Standards and Technology (NIST) tests.
The works of Madiseh et al. [125, 124, 126], which are cumulated in the respective the-
sis [123], also employed real world UWBmeasurements to evaluate the initial key material.
Special waveform generators and oscilloscopes with a sampling frequency of 40 GHz were
used to analyse the temporal and spatial correlation of CIR observations. The analysis was
performed only on the legitimate partners for which correlations in the range ρ = 0.90
to 0.97 were reported. The two most important results of this work are that the CIR data
were found to be suitable for key generation with respect to their temporal and spatial
correlation, and that even small synchronization errors between reciprocal CIRs reduce
the respective MI and thereby the achievable key rate very quickly.
Although the correlation analysis was performed using real measured values, these mea-
sured values were unfortunately not used for the actual key generation. For this pur-
pose the statistical Saleh-Valenzuela model was used: here, the authors customized the
CM1 model so that 2000 values per CIR were observed. Thus, a very high key rate of
≈10× 104 bit/cu could be generated in these simulations, which however do not reflect
realistic values.
Real World Measurements
The first proposed practical systemusing CIRs is again the work ofMathur et al. [133]. In the
same work in which the RSSI-based solution was presented, a CIR-based solution was pro-
posed as well. Although it is dubbed a CIR-based solution, it does not exploit the potential
of this property: instead of using the complete vector of the CIR, solely themagnitude of the
highest peak within the CIR is facilitated. This implicit reduction from CIR to pseudo-RSSI by
considering only the peak value dismisses all effectiveness advantages of CIR usage. This
is also reflected in the evaluation of this approach: The authors report a KGR of 1.13 bit/s.
Since the channel observations are recorded with 9.091 samples per second, the effec-
tive key generation rate is 0.1243 bit/cu. Nevertheless, considering the goal of omitting the
need for an authenticated channel in CRKG, it can be said that this work already aimed in
the same direction as ours (even if its solution still required communication).
Hamida et al. [79] extended the work of [133] by applying adaptivity to the guardband
quantizer. They evaluate their scheme using 23 UWBmeasurements, for which correlation
coefficients of ρAB = 0.95 and ρE = 0.00 are calculated. After application of the proposedquantizer and ECC-based IR, they report perfect agreement between the legitimate part-
ners. Nevertheless, in their approach an attacker also correctly derives ≈ 40% key bits,
making this scheme inherently insecure.
The system ofMathur et al. was later expanded in [222]. Themain improvement is the in-
troduction of an LLR-based quantizer, which is based on the CDF of the input data. Thereby,
over-quantization could be facilitated, which significantly improved the key rate. Further,
an explicit IR step was added, where a (3,6)-LDPC code was used on blocks of 400 bits for
syndrome-based reconciliation. Hence, 200 bits are revealed as they are exchanged as
syndrome. Although the overall performance of the system was considerably improved,
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the main drawback of the original system is still retained: the majority of the input entropy
is discarded, as only the peak value of the CIR is used for key generation.
In [234] the authors try to account for the nature of the CIR input data and the respective
differences to RSSI processing. For this, a quantization scheme dubbed Jigsaw Encoding is
proposed: here, each time step of the CIR is assigned 2 vectors of random numbers of
the size equalling the intended quantization width, which are called zero- and one-map.
Then, the values at each time step are quantized as usual with the intended width. But the
quantized value is used as index, indicating fromwhich vector the random values are taken.
This means, for indices below the index random values from the zero-map are taken, for
indices above they are taken from the one-map. Afterwards, they proceed with RS-based
IR, where parity bits are exchanged. The scheme is solely evaluated regarding secret key
rate, which is ≈5 bit/cu.
The proposed scheme implicitly requires an additional exchange of the zero- and one-
maps, which also leaks this information to the attacker. Considering the well-defined un-
derlying structure of the input data, this exchange leaks substantial portions of the prelim-
inary key material to the attacker. No evaluation towards this end was conducted.
With general CRKG asmotivation, Marino et al. [130] conducted real world UWBCIRmea-
surements with special hardware nodes. The main focus of their work is the comparison
of different quantization schemes, which are variations of Adaptive Secret Bit Generation
(ASBG). The evaluation regarding BDR showed, that this guardband-based quantization
achieves 9− 41%mismatches for the legitimate partners and 46− 52% for the eavesdrop-
per. Additionally, they reported the correlations of the rawmaterial, with 0.89 ≤ ρAB ≤ 0.97and 0.03 ≤ ρE ≤ 0.43, respectively. No processing beyond quantization was conducted oranalysed. Nevertheless, it is one of the few works, which highlight the importance of time
synchronization of raw CIRs.
Similar questions were tackled by Bulenok et al. [31]. In this paper the authors also inves-
tigate the effect of quantization and temporal synchronization on key exchange. For tem-
poral synchronization, they first evaluate a leading edge-based solution, which is deemed
insufficient regarding the resulting synchronization. Hence, they apply a system based on
maximizing the correlation coefficient, which is not feasible in practice as both parties need
to know both input vectors. For quantization, they apply direct quantization as well as
quardband-based approaches to their measurement. As both approaches yield BDR be-
tween 14% and 41%, they proposed to concatenate the data after cropping the noise and
subsequently apply a moving average filter of size 10 ns Thereby they reduced the BDR to
“less than 10%” [31]. Finally, with their respective measurement setup, they achieved a key
rate of ≈2.7 bit/cu. No Information Reconciliation or Privacy Amplification was performed
or evaluated.
Besides approaches where the CIRs are recorded directly, there are also tools allowing
to extract channel estimates from regular WiFi Network Interface Cards (NICs). Examples
are the respective tools for Intel 5300 NICs [77] or for Atheros NICs [214], which are based
on custom Intel firmware and, respectively, the ath9k kernel driver. Here the channel coef-
ficients are analysed and reported for the respective OFDM subcarriers, resulting in a CTF
with low resolution [228]. It is worth noting, that in [213] a non-negligible correlation be-
tween neighbouring subcarriers was shown— hence, the authors concluded that systems
using CTFs from subcarriers are inherently prone to attacks. In the following we present
work based on these tools.
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Table 3.2.: Overview over selected practical CSI-based solutions.
Ref. Technology bit/s bit/cu Communication
[133] 802.11
CTF
1.1 < 0.124 1× 2[222] 802.11 13.0 < 1.430 2× 1[237, 213] 802.11 ? < 0.600 n+ 2× 2
[79] UWB
CIR
? ? 1× 2[234] UWB ? < 5.000 2× 2[31] UWB 18.0 < 2.713 1× 1
A systembased on the Intel 5300NICs is presented by Zhao et al. [237], whichwas further
analysed and evaluated in [213]. The input data for each subcarrier is treated separately
with the approach proposed in [133]. Afterwards, for each subcarrier a hash is exchanged
to verify if this bitstream is already equal. If this is not the case, a random subset of all bits
is picked, which is expected to have a lowmismatch ratio. If the bit strings of all subcarriers
are unequal, IR is performed by iteratively dividing the bitstrings into blocks and comparing
the respective parities. Although less communication overhead is claimed, in at least 80%of
the key exchanges 10 message exchanges and more are required. In [213] the system was
compared to different other approaches and their results were confirmed, e.g., for [133].
The evaluation shows, that up to 0.6 bit could be extracted per channel use.
A system based on the same hardware is proposed in [120]. Here, the quantization is
performed by calculating the CDF over all observations and subsequently determine bins
for a multi-bit quantization. They further propose a method to reduce the non-reciprocity
of the legitimate observations by subtracting the Channel Gain Complement. To obtain this,
the legitimate partners exchange a set of full CIRs to estimate their non-reciprocal compo-
nents. Although IR and Privacy Amplification (PA) are mentioned, they are not included in
the implementation.
This system comes with certain drawbacks making a practical deployment unfeasible: The
statistics for the quantization are calculated with global knowledge, i.e., with all recorded
observations, which are not timely available in practice. Further, exchanging full CIRs leaks
this information to potential attackers— this was not discussed or evaluated at all. The sub-
sequent learning of the non-reciprocal parts are solely a snapshot of these components
— given that the channel components need to change to generate “fresh” entropy, this
estimation will become outdated quickly and no update function is specified. Last but not
least, an independent evaluation in [213] reports secret key rate of 1.5 bit/cu, which is sig-
nificantly below the authors claims, and additionally showed that this system is inherently
attackable.
Finally, Hamida, Pierrot, and Castelluccia conducted a study regarding reciprocity of dif-
ferent channel features [80]. They measured 13 different CIR realizations and derived the
power delay profile and the envelope thereof. The subsequent reciprocity analysis showed
clearly that the CIR should be preferred over the other features. Although no actual key
derivation scheme was implemented, this work still demonstrates that UWB CIRs are opti-
mal for key derivation.
A summary of all practical approaches facilitating CSI as input material is shown in Ta-
ble 3.2. It is worth noting that the effective key rate for OFDM CTF-based systems is only
slightly higher than those of RSSI-based systems. The UWB CIR-based systems achieve bet-
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ter key rates of up to 5 bit/cu. Nevertheless, when compared with the theoretically derived
possible key rates, these results fall well short of expectations.
3.1.3. Further CRKG Approaches
In the following we present additional approaches which apply the CRKG concept to further
wireless channel properties.
Although the phase information of the CSI is hard to extract accurately in practice [104,
133], some authors have analysed theoretically the possibility of key generation based on
phase information.
Sayeed and Perrig were one of the first to propose the usage of the channel estimates
phase as input for CRKG [164]. For this, the quantization of different coherence bands is
explored. A great focus is put on the theoretical derivation of the error probability with
respect to the SNR. Finally, the minimum energy required for a key exchange with this
system is deduced. No practical evaluation of this approach is provided.
This theoretical work was further extended in [204] by proposing a potential extraction
scheme for such key material. The evaluation is focused on the probability of different
output results, which is analysed theoretically in terms of the respective SNR. Simulations
yield key rates of up to 10× 104 bit/s, where samples were taken every 100µs—hence, per
channel use less than 0.001 bit is extracted.
A similar study analysing time division duplex (TDD) OFDM was presented in [155]. Here,
the authors proposed the usage of guard band quantizers for amplitude and phase in
parallel. The authors analytically derive upper and lower bounds for their key derivation
schemes efficiency. By simulating the respective TDD transmission, key rates in the realm
of 15× 104 bit/s are claimed. Again, a very high sampling frequency of 15.2 MHz is used,
which delivers an actual efficiency of <0.001 bit/s.
Extending from there, Alhasanat et al. propose to combine the channel estimation and
especially the phase information with different modulation approaches [2]. Thereby, dif-
ferent interpretations of the same signal can be realized depending on the angle of arrival.
This in turn is then facilitated to thwart approaches of intelligent attackers. Finally, they
analyse the effectiveness of the approach by evaluating the BDR with respect to the SNR
for the legitimate partners as well as for different attackers.
Considering the effective key rates per channel use, these schemes validate the analyses
in [104, 133] stating that the phase information does not deliver high quality input material
for CRKG.
The CRKG principles were also applied toMultiple Input Multiple Output (MIMO) set-
tings.
Wallace and Sharma build such a MIMO system and are the first to back such a solution
with real worldmeasurements. In theirmeasurements they used antenna arrays consisting
of 8 antennas. Extending from their channel quantization with guardband (CQG) presented
in [191], they proposed the channel quantization alternating (CQA) scheme for quantiza-
tion, which relies on the CDF of the channel properties. Further steps like IR or PA are
not described. Their system achieves key rates of 7.3 bit/cu to 16.9 bit/cu, implying a sin-
gle antenna key rate of ≈2.1 bit/cu. Unrelated to the MIMO aspects of their solution, they
analysed the effect of different numbers of paths and found that an increased number of
multipaths result in a higher MI between Alice and Bob.
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Chen and Jensen proposed a similar scheme in [36], which was later extended in [38].
They also employed CQA for quantization and a LDPC-based IR scheme. Using this system,
they achieved ≈12 bit/cu for a 2x2 antenna system with SNR >30 dB.
Overall, the MIMO results seem to validate the effectiveness and performance of SISO
system, by achieving comparable results scaled linear by number of antennas.
3.2. Processing Steps
In the following we present notable concept for the single different processing steps of
typical CRKG systems.
3.2.1. Preprocessing
Practical implementations of Channel Reciprocity-based Key Generation commonly include
a preprocessing step. At its core this step serves one of two goals: increase reciprocity or
temporal decorrelation. The former addresses the entropy sources realizations at the le-
gitimate partners. The preprocessing aims to extract with high probability the properties
from the realizations that define the reciprocity of the observations. Alternatively, this goal
can be achieved by removing explicitly non-reciprocal properties. The second goal, tem-
poral decorrelation, is based on the requirement of the input data that the observations
should be independent and identically distributed—especially on the property of indepen-
dence. To ensure this property, attempts are made during pre-processing to minimize, if
not eliminate, the correlation between successive observations.
Besides, there are different approaches to specific problems, e.g., in dependence of the
input data. For example, recorded Channel Impulse Response observations do not have
a defined starting point but are preceded and succeeded by a varying length of noise. A
preprocessingmight aim for the removal of such noise-dominated parts of the observation.
Below, we describe essential approaches proposed in the realm of preprocessing.
With focus on reciprocity enhancement the following approaches were proposed:
One of the first ideas is the usage of Savitzy-Golay Filters as proposed in [3]. The authors
proposed to pass the sequence of RSSI values through a Savitzky-Golay filter, which acts as
a low pass filter, to extract the slow-moving features of the RSSI trace. Subsequently, this
filtered version of the trace is subtracted from the original one, to extract the fast changes.
This approach increased the correlation coefficient between Alice and Bob by up to 4.47
percent points. Nevertheless, the filtering also reduces the KGR significantly — it drops
from 0.23 bits/s to as low as 0.001 bits/s.
Similar approaches with the main intend being smoothing of the original signal include
interpolation based preprocessing [154], curve fitting [8], and discrete cosine transforma-
tions [129].
A further approach in the realm of RSSI processing is the usage of a Kalman filter to
increase the reciprocity of the traces [8]. This approach was later extended to the usage
of autoregression based Kalman filters [136]. The main aim is to transform the traces of
RSSI values into sequences of independent Gaussian vectors. Tomake this approach work,
buffering and blockwise processing is necessary — concretely they evaluated this method
on blocks of 1000, 2000 and 4000 samples. Although the feasibility of the approach is
shown, no comparison to baseline approaches is conducted. Due to the computational
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complexity of O(n3) for the straight forward Kalman filter, these approaches might not be
suitable for resource constrained devices.
Similar approaches use wavelet transformations with different wavelets to enhance the
reciprocity of RSSI traces. This method was first proposed in [232] and later studies com-
pared different families of wavelets regarding their efficiency [5, 118]. It was shown, that
Haar wavelets performed best, which increased the correlation by up to≈ 5 percent points.
A detailed comparison of the core approaches of the described works can be found
in [71].
In the area of CIR based CRKG only few works propose preprocessing.
In [31] a method to remove noise around the actual CIR is proposed. This is achieved
by determine a sample within the CIR by both partners, which is then used as “starting
point”. For this, two methods are proposed: the first is a threshold based algorithm, where
the starting point is the first occurrence passing a certain threshold. Within the paper,
the authors themselves dismiss this approach due to its subpar performance. The sec-
ond approach the starting sample is identified by determining a shift, which maximize the
correlation between Alice and Bob’s observation. Although this approach exhibits strong
performance, it is not applicable in practical implementations, since the calculation of the
correlation requires full knowledge of both observations.
A similar problem is approached in [130]. In order to achieve synchronization in time
for each key candidate, it is proposed to exchange the first 100 bits of the quantized key
material. Based on these 100 bits, the respective partner determines an offset resulting in
maximal correlation. Subsequently, this offset is used to shift their own raw key material
and thereby achieve synchronization. The exchanged raw bits are discarded. It is explic-
itly stated, that these exchanged bits can be used to approximate statistics about the key
material.
To achieve the temporal decorrelation of successive observations, typical approaches
to decorrelation are applied.
In [154] the authors propose the application of discrete Karhunen Loèven transforma-
tion (KLT), due to its decorrelating property. The transformation would provide an orthog-
onal basis for the input data, which could be used to decorrelate the input vectors. A major
assumption for this calculation is amodel of the original input’s covariance. As such amodel
is not known for RSSI traces, the authors derive it based on their measurements — which,
as the authors state, is no general model, but specific to their current setup.
This idea was later adapted in [38], where der eigenvectors of the covariance matrix are
used for decorrelation. Furthermore, the theoretical foundation of this approach was anal-
ysed. Of particular interest is the analysis of the computational complexity of this approach,
which is O(n3).
Another approach is the usage of discrete cosine transformations (DCT) for decorrela-
tion. This was initially proposed in [220] were the typical application of images compression
is transferred to this use case. For IEEE802.11a transmissions, they interpret the matrix of
the 52 subcarriers times 256 time frames as a single image. The DCT than removed the low
power components from this “image” and the resulting compressed representation was
used for further processing.
Similar approaches with different primitives at their core were proposed in [71]. In
their analysis, KLT and DCT were compared to Haar transformations and Walsh-Hadamard
transformations. The final analysis showed, that no significant difference between these
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approaches can be observed.
In recent works, Principal Component Analysis (PCA) is proposed to achieve decorrela-
tion [177]. Here, blocks of RSSI samples are passed to PCA, which in turn gives the principal
components. In their implementation 200 samples are used to generate one eigenvector
and only the first 4 components are correlated enough for further processing. Further-
more, the authors state that the analysis is highly computational expensive — hence, it
should be conducted on an unconstrained device and the resulting eigenvector should be
transmitted to the partner nodes.
No decorrelation approaches for CIR have been proposed so far.
In summary, the presented approaches achieve effectiveness to a certain degree. Nev-
ertheless, it has to be noted, that such approaches like Kalman filtering or KLT are very
computation intensive, with computational complexities of O(n3) for both. Considering
the intended use case of resource contained edge devices and the general aim of energy
efficient key derivation, such approaches cannot be considered applicable here. Addition-
ally, all the proposed schemes focus on RSSI traces and their direct applicability to CIR
based processing is not necessarily given, since different assumptions regarding the input
data need to be considered.
In the realm of CIR based CRKG only few works explicitly addressed preprocessing for
enhancing the input data. Unfortunately, these comewithmajor drawbacks: either the pro-
posed method is not applicable in praxis as both partner’s observations would be needed
for the respective calculation, or the method leaks a considerable amount of key bits to the
attacker and therefore has to be considered insecure.
3.2.2. Quantization
In the following we describe quantization approaches proposed in the realm of CRKG. We
survey works not only with the target channel characteristic CIR in mind, but also notable
works for other input data.
The simplest approach is the one bit quantization based on a fixed threshold. Here, all
values above the threshold are mapped to 1 and all below to 0, or vice versa. The threshold
can be determined by applying an averaging function to the current data, e.g., the arith-
metic mean [31] or the median [12].
This one bit quantization was extended with a guardband in [133] as Guard Band Quan-
tizer. The core functionality stays the same, but all samples which lie within the guardband
are dropped, where the width of the guardband is determined by the standard deviation.
To use the same values at Alice and Bob, a vector of indices has to be exchanged, which de-
notes the dropped values. The GBQ approach is probably the most widely used approach
for RSSI based systems.
Extensions of this scheme were proposed in [186], [79] or [96]. All works aim for opti-
mization of quantization thresholds by incorporating blockwise statistics like the CDF about
the seen data into their calculation.
Several quantization schemes for general zero-mean Gaussian input data were pro-
posed, e.g. channel quantizationwith guardband (QCG) [190], its extension channel quanti-
zation alternating (QCA) [191] or multi-bin adaptive quantization (MAQ) [154]. At their core
these schemes work similar. First, different quantization maps are generated based on
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known channel properties. For each observed sample, the best matching map is selected
and the respective selection is stored in a vector. This vector is transmitted to the partner,
so that the same quantization map is in use. The approaches differ in the creation and
border selection of the quantization maps. It is worth noting, that these approaches rely
on pre-known distribution of the channel properties, which are unknown in practice [228].
The CQA scheme was later generalized by [37] for multiple bins and further by [86],
where the general scheme was interpreted as variant of vector quantization. The major
drawback of this solution is that the choice of cell size allows either low BDR but high in-
formation leakage to an attacker, or vice versa. Both choices are suboptimal for the overall
system, since either the basic functionality or the security of the process is compromised.
To the best of our knowledge only one quantization schemewas proposed which directly
addressed CIRs. Zhang, Kasera, and Patwari presented the so-called jigsaw encoding to
quantize CIRs [234]. The idea is to generate two maps of random values, where the X axis
is the time scale of the CIR and the Y axis is the respective amplitude. The quantization
results of the approach are picked column-wise: for every time column the content of
one of the generated maps is picked. If the current X value, i.e., the current amplitude
step, is below the current CIR value, the content of the first map is picked. If it is above,
the content of the second map is picked. Again, this approach comes with major security
concerns: first of all, the maps generated in advance are exchanged in clear to ensure
that both partners have the same map content. Since the general slope of a CIR is known,
this means that an adversary thereby obtains the majority of the resulting bits, just by
observing the maps. Further, the scheme claims to enhance the similarity of reciprocal
measurements, which is shown via lower BDR. But the lower BDR in fact originates from
mapping the majority of values to fixed values due to the general CIR shape. Nevertheless,
the authors did not include an adversary in their system model and, hence, no evaluation
to this end is conducted.
3.2.3. Information Reconciliation
In this section we present commonly applied Information Reconciliation schemes.
In extension of the initial work on Quantum Key Derivation Bennet et al. proposed an
Information Reconciliation scheme, which was later dubbed BBBSS after the respective au-
thors [21]. This work first introduced a scheme to remove a certain low number of differ-
ences from two binary sequences via public discussion in the presence of an eavesdropper.
The core building block is the bisect algorithm, which combines parity check based error
detection with a divide-and-conquer strategy. Each of the binary sequences is broken into
smaller blocks, while for each block the parity bits are exchanged and compared. As this al-
gorithm obviously cannot detect all errors, it is applied within a wrapping algorithm, which
performs bisect in several rounds and additionally permutes the input sequences to in-
crease the success probability. Nevertheless, the BBBSS scheme is not guaranteed to find
all errors in a given sequence, it leaks up to 100% of the input sequences and is highly
interactive [92].
This scheme was later improved by the proposal of the CASCADE protocol [29]. CASCADE
removed one of the major drawbacks of BBBSS — the dropping of bits to remove errors.
Thereby it increased the processing efficiency of the protocol. Nevertheless, CASCADE is
still computationally complex [26] and since at its core it still relies on bisect, the main draw-
backs remained. Most notable, the full disclosure of the reconciled sequence for high error
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rates and high interactivity with typically 30 rounds of bi-directional interaction.
Calver conducted an extensive study of the CASCADE protocol and showed concrete
numbers for the information leakage to an attacker. Since the number of exchanged mes-
sages depends on the BDR of the input material, the leakages does as well. The author
showed, that for a very low bit mismatch of 1%, CASCADE leaks ≈10% of the reconciled
bits. For BDRs of 10% ≈64% are leaked and for error rates of 15% ≈87% leakages occurs;
For error rates above 18% the complete reconciled bit string is leaked to the attacker [34].
Considering that the expected BDRs for CIR input material is in the range of 10% to 20%,
CASCADE has to be considered insecure for this application and should not be used.
As an alternative, the application of Error Correction Codes (ECCs) was proposed.
The simplest variant here is the direct application of an ECC to the input material [190,
121]. Here, the incoming bit string is directly decoded as a would be codeword of the
respective ECC, e.g., LDPC codes [121]. As it is tried to directly decode random bit strings,
this approach has a low success rate.
In extension of this, the transmission of certain side information is proposed. This side
information can then be used to reduce the distance of the codeword or the resulting
word at the reconciliation partner. Typical side information are the parity bits of the ECC
codeword [234] or the error syndromes after decoding [104]. By combining this side in-
formation with the respective observation of the communication partner, he might shift
his observation into the vicinity of the other observation and the subsequent decoding
yields the same decoded word. Such schemes were proposed with a multitude of different
ECCs: repetition codes [134], Hamming codes [33], Bose-Chaudhuri-Hocqenghem (BCH)
codes [184, 228], Reed-Solomon (RS) codes [234], Golay codes [132], Turbo codes [149] or
Low-Density-Parity-Check (LDPC) codes [27, 56]. With respect to RSSI based CRKG, the ef-
fectiveness of all these approaches is shown with slight differences regarding the achieved
BDR and key generation rate.
In addition to the direct transmission of the syndrome or parity, there are also derived
methods with further steps. For instance, the Bit Mismatch Mitigation Algorithm randomly
flips up to three bits in the transmitted syndrome [174]. This is intended to diminish Eve’s
chance for successful reconciliation. Nevertheless, the authors themselves indicate that
the transmission of the syndrome causes a non-negligible information leakage to Eve.
It is worth noting, that since parity and syndromes are calculate directly from the re-
spective codewords, their exchange inevitably leaks information about the key material to
eavesdropping attackers. Mathur et al. analysed that for the Golay code they used and
showed that every parity bit transmitted corresponds to one bit leaked about the key ma-
terial [132].
Special applications of ECCs are Secure Sketch schemes and Fuzzy Extractors based on
Secure Sketches as proposed by Dodis, Reyzin, and Smith [49]. The core idea is to apply
a fuzzy commitment scheme like the Jules-Wattenberg commitment scheme [100] to the
key candidate. Thereby the transmission of the key material itself is intended to be cloaked
and, therefore, protected from eavesdroppers. This scheme was used in practice in e.g.,
[15].
To reconcile two realizations of bit strings at Alice and Bob, i.e.,WA andWB , the schemewould work as follows: The scheme builds on an ECC with encoding function enc() and de-
coding function dec(). Assuming that Alice is the leader of the scheme, she picks a random
number x from the source alphabet of the ECC used. This x is encoded with the ECC and
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XORed to WA to produce the Secure Sketch SS(WA) = enc(x) ⊕WA. This sketch is thentransmitted to Bob. Bob proceeds by XORing his own observation with the sketch SS′ =
SS⊕WB and subsequently decodes the result SS′. This yields x′ = dec(enc(x)⊕WA⊕WB).The core assumption for effectiveness is that the Hamming distance between WA and
WB is smaller than the error correction capabilities of the ECC. Then WA ⊕WB yields anerror for enc(x) which is correctable and, hence, x′ = x. If this is not given, the scheme will
not work. Likewise, the security relies on the Hamming distance betweenWA andWE , i.e.,Eves bit string, is larger the error correction capability.
Currently, no analysis regarding effectiveness and security of Secure Sketches using real
world CIR data is available. Further, it is worth noting, that with this scheme not the physical
observations WA and WB are used for further key generation, but the chosen x — thevaluesWA andWB are only used to “hide” the value of x in the fuzzy commitment.
3.3. Attacks
Attacks against CRKG can be divided into two categories: first, jamming attacks which pri-
marily aim to obstruct legitimate key exchange and thus either prevent successful key gen-
eration or force it into a predetermined way. And secondly, key recovery attacks that aim to
derive the same key as the legitimate partners. The majority of the attacks presented are
against RSSI based systems, being simpler for the attacker due to the lower level of detail
of the key material. A classification of different attacks is presented in [229].
The first kind of attacks aiming for direct interference with the wireless transmission be-
tween Alice and Bob are primarily realized via jamming approaches. The simplest approach
here is constant jamming acting as Denial of Service (DoS) attack with the sole aim of pro-
hibiting the key exchange [222, 227, 52, 139, 140]. Zafer, Agrawal, and Srivatsa showed
in their theoretical analysis that the effective key rate is rapidly declining with adversarial
signal power [227].
Several approaches construct dedicated jamming schemes which aim for a direct influ-
ence of the key exchange [52, 98, 97]. By coordinating the jamming with the probing phase
of CRKG, the attacker can force the values of single bits in the preliminary keymaterial. With
such a reactive jamming scheme Eberz et al. attacked the CRKG scheme of Mathur et al.
Using real world measurements, they could force the key material to be predictable and
could thereby recover up to 47.4% of the legitimate key [52]. Similar approaches are so-
called session hijacking attacks, where the attacker injects high power signals to force the
values of the key material [88]. It is worth noting that such reactive jamming approach will
not work against CIR based CRKG — the jamming would here alter the whole CIR vector,
which makes the dedicated change of single bits infeasible.
Studies of key recovery attacks cover a wide range of sub-topics from analyses of eaves-
dropper correlation to active side channel attacks.
Several analyses of eavesdropper correlation have been conducted [53, 231, 82, 54],
primarily targeting the assumption of uncorrelated observations for distances > λ2 . Ed-man, Kiayias, and Yener studied the correlation of eavesdropper observations for locations
2.0, 5.0 and 7.5 wavelengths away from a legitimate node [53]. They showed that a passive
eavesdropper’s RSSI values reach correlations up to 0.9, indicating that the λ2 assumptiondoes not hold in practice. Zenger et al. investigate the correlation of RSSI measurements
in dependence of the eavesdropper’s distance [231]. The authors showed, that there are
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still notable correlation for distances greater than half a wavelength and noted, that the
respective channel models need to be adapted for CRKG applications. These results are
confirmed by similar studies, e.g., [82, 54].
The usage of multiple antennas at the attacker can significantly improve the attack’s suc-
cess chance. Steinmetzer, Schulz, and Hollick investigated the achievable secrecy rate of
the CRKG system proposed in [70] with attackers using up to four antennas [180]. They
showed that the usage of a second antenna effectively halves the secrecy rate of the sys-
tem and that it drops to zero for four antennas. In the same vein, practical attacks against
PLS encryption schemes were developed and shown to be practically feasible [168, 167].
Similar results were obtained by a theoretical study for colluding attackers [205]. The re-
spective simulations show with increasing number of colluding attackers, the achievable
conditional min-entropy of Alice and Bob is significantly reduced.
There are also side channel attacks against CRKG, though side channel is defined rel-
atively broadly here. The most notable side channel attack is the so-called re-radiation
as proposed in [50]. Here, the reflections of a receiving antenna are facilitated to learn
about the legitimate partners communication. Döttling et al. performed experiments in
an anechoic chamber and showed that re-radiations are measurable [50]. In a theoretical
analysis, [189] verified these results and further derived that an attacker, given full CSI and
high SNRs, can reduce the effectively achievable key rate to zero. Another side channel
attack is the repetition attack [229], where an attacker mimics the movements of Alice and
Bob to derive the same key. The practical evaluation shows low success probability of this
attack, with a maximum correlation of 0.7 for the attack. Literal side channel attacks are
attacks against IR phase messages and their information leakage, which are presented in
Section 3.2.3.
A notable subtopic is the class of predictable channel attacks which was already proposed
in the early works regarding CRKG by Jana et al. [96]. This approach relies on the core idea
that the channel between the legitimate partners can be predicted or inferred by an ad-
versary, with or without additional knowledge. Jana et al. already showed that the majority
of RSSI based systems are prone to this attack [96]. This approach was further investi-
gated in [157]: here, the authors showed that via targetedmanipulation of the transmission
environment, e.g., deliberately blocking the LOS, predictable channel attacks are feasible
against RSSI based CRKG. Several works claim that CSI based CRKG is not prone to pre-
dictable channel attacks due to the higher detail level of the channel properties and the
complexity it entails [120, 157, 152].
To our knowledge, no work combines the working mechanisms of different attacks to
achieve higher attack effectiveness.
It is important to note here that the previous attacks were directed exclusively against
RSSI-based systems. Due to the significantly higher complexity of the target, attacks against
CIR systems are rare.
Notable works are the room reconstruction attack of Döttling et al. [50] and the ray tracing
attacks by Ben Hamida et al. [20] and Madiseh [123].
Döttling et al. proposed the so called room reconstruction attack [50] against CIRs. The
idea is that an adversary can reconstruct reflector positions, i.e., the room, based on timing
difference of her own observations. Given the time delay of a multipath component, which
represents the respective time of flight, and the position of Alice, Eve can derive an ellipsis,
on which the respective reflector has to reside. Combining this information with the same
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from Bob, Eve can construct two ellipses with potential reflector positions for each multi-
path cluster. The actual reflector is then assumed to reside at the intersection of these two
ellipses. This attack is presented more as a theoretical construct and only backed up with
highly simplified simulations, as it is based on strong assumptions. Especially robustly ex-
tracting the singlemultipath clusters andmatching them accordingly between the Alice and
Bob observation seems problematic. Nevertheless, this approach shows the capabilities
of a technically advanced adversary.
Ben Hamida et al. as well as Madiseh both presented ray tracing attacks against CIR
based CRKG [20, 123]. Both assume that the room geometry and the transmitter positions
of the legitimate partners are known to the attacker. The attacker then tries to predict the
current CIR for this setting by using a ray tracing tool like WISE [61]. In [20] the 30 most
significant multipath clusters were considered. Thereby, the ray traced CIRs could achieve
cross correlations to the legitimate one up to 0.7. Considering the whole CIR, the cross
correlation only reaches 0.44. In [123], with respect to their specific processing, the author
claim that ray tracing produces results en par with complete channel state information. It
is worth noting, that although the authors call this approach ray tracing, they are actually
using the Saleh-Valenzuelamodel [163] to solely calculate the single cluster decays. For the
actual processing, they start with the CIR measured by Alice and Bob and extract the first
path of each multipath cluster. Then, the Saleh-Valenzuela model is used to re-calculate
the expected decay for the clusters; the result is then treated as attacker prediction. Given
this specific processing, this cannot be considered a realistic or practical attack.
To our knowledge, these are the only direct inference attacks against CIR based CRKG.
However, these works are only theoretical approaches or use small actual sample sizes,
hence the respective practical implications are hard to qualify. Further, none of the existing
works leverage the capabilities of machine learning approaches to attack CRKG or CIRs
themselves.
3.4. Adjacent Topics
The sourcemodel of key distribution works with amultitude of shared entropy sources and
is not necessarily bound to reciprocal wireless transmissions. As long as the participating
legitimate partners have access to highly correlated realizations of the common source, the
key derivation might work. In the following we present further common sources of entropy
used for key generation as described above.
Mathur et al. use wireless radio or TV broadcast as general input, where they employ
a TV signal (584.34 MHz) and an FM signal (88.7 MHz) [132]. Given that A and B are close,
< 0.1λ (5.1cm and 33.79cm, respectively), and Eve is further than 0.4λ away from them,
they can use the signal changes as input for key derivation. They use direct median-based
1bit quantization or alternatively a scheme encoding maxima/minima into index lists. For
reconciliation, they use perfect binary Golay-Codes in an offset-based decoding approach
(direct decoding transmit error). They achieve a KGR of ≈4 bit/s, with a BDR of 10−4.
Different systems also use acoustic input data as input for the key derivation:
In [122] the FREE system is proposed. Here, the core principles like channel reciprocity
and spatial decorrelation are adapted for sound waves. The respective sound channel is
modelled analogously to the wireless channel and it is shown, that acoustic data is also
a usable input. The processing itself does not provide new approaches: quantization is
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realized via the ASBG quantizer, which realizes a guard-band approach. For reconciliation,
they employ a direct ECC approach, with exchange of the syndromes. Although they reach
KGR of up to 250 bit/s, the approach only works for distances <1 m — for greater distances
the BDR between Alice and Bob quickly reaches 0.5, making the system unusable. Further,
with additional sources of noise closer than 6 m to either Alice or Bob, their BDR is also 0.5.
Bala and Raman follow the same approach of using ambient noise for secure key gen-
eration [16]. They employ guard-band based quantizer and CASCADE as reconciliation
approach. Using experimental data they claim key rates of ≈80 bit/s with a BDR of 0.25.
They further propose an echo based approach in analogy to CIR based solutions, where
the echoes are the multipath clusters — here, they reach KGR of 8 bit/s and a BDR of 0.05.
Another research direction proposes the application of CRKG principles in the context of
powerline transmissions. With the VoltKey approach, the noise of the powerline transmission
is used as source of randomness [112]. This means, noise within the powerline commu-
nication itself, originating e.g., from fluctuation in the power grid, is used as reciprocal in-
put. Again, the core principles of CRKG are used: quantization is based on Mathur’s guard
band quantizer and an offset-based ECC information reconciliation using Golay codes is
employed. The feasibility of the setup is shown successfully.
A survey covering approaches employing powerline communication is given in [156].
Finally, different approaches in the realm of Body Area Networks have been proposed.
In [216] the usage of electricity generated by human muscle contraction is proposed.
Here, the shared source of randomness is an electromyogram (EMG) of the muscles in the
wrist and forearm of the user. Slight movements of the fingers, hand or forearm induce
the necessary randomness. The EMG graph is quantized using by detecting turning points,
i.e., the change between rises and falls. Subsequently, the employ an ECC based IR using
Golay codes. This approach yields a KGR of 5.51 bit/s, but only generates matching keys in
88.84% of the cases.
Another input source can be the person’s heart beat measured by piezo sensor [117].
In their work, they also analysed the usage of ECC codes for reconciliation by using a (15,3)
Reed Solomon code. Although the ECC approach was not successful, the overall architec-
ture could generate matching keys with a probability of 95.6%.
Further approaches in the realm of Body Area Networks employ gait recognition [169,
183, 211], further heart beat measurements [160, 87] or accelerometer data [103, 135].
3.5. Summary
From the perspective of the present work, the current state of the art is as follows:
There is a multitude of approaches leveraging RSSI measurement as key material and
only few practical CIR based systems have been proposed. Nevertheless, these systems
clearly demonstrate that CIRs can deliver much more entropy for key generation — this is
expressed by a significantly larger effective KGR. Due to the high resolution of the respective
CIR measurements, UWB based system are especially effective. Given the fact that tools
are available to extract CSI from NICs of common technologies like IEEE 802.11 and that
current COTS start to incorporate UWB transceiver, considerably more focus should be
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Figure 3.1.: CRKG processing steps at the legitimate nodes A and B following cur-rent state of the art.
Of the few current CIR based solutions, only one takes the special shape of CIRs into
account. Considering the quantization phase, this yields two major drawbacks: first, by
applying threshold based approaches to CIRs a biased outcome is generated. And sec-
ond, neglecting the CIR shape inevitably causes information to be lost, reducing the overall
effectiveness of the procedures. Therefore, the first step of CIR based CRKG, i.e., either
preprocessing or quantization, should definitely take into account the special form of CIRs,
such as described in [163].
The currently proposed solutions address all individual steps of CRKG from preprocess-
ing to IR. However, the solutions proposed here are primarily accompanied by their own
information exchange and, thereby, communication overhead. As a result, current CRKG
solution work as shown in Fig. 3.1, in contrast to the originally envisioned processing de-
picted in Fig. 2.5. This additional communication effort comes with distinct disadvantages
for CRKG: First of all, information exchanges always leak information to potential attackers
— this not only degrades the basic security of the system, but also reduces the achievable
key rate, since the achievable secret key capacity Cs is upper bounded by the informationleak to an adversary (see Eq. (2.1)). Furthermore, communication slows down the proto-
col itself, since every exchange is accompanied by the corresponding round trip times.
Considering the intended application scenario of resource-constrained IoT devices, com-
munication is also disadvantageous due to the comparatively high energy consumption
for such devices. Sending and receiving transmission consume up to 10x the power of
typical operation [45]. Finally, information exchange requires an additional, authenticated
communication channel itself. Summarizing, due to the detrimental effects of intensive
information exchange, excessive communication should be avoided and the overall com-
munication exchanges must be reduced as much as possible.
Further, the current approaches do not take recent developments of adjacent fields into
account. Most notably the effectiveness of ML approaches are not yet considered in the
CRKG domain.
Last but not least, state-of-the-art approaches subordinate the security aspects of their
respective solutions to efficiency. In fact, most works do not evaluate their proposed sys-
tems with respect to known attack vectors such as predictable channel attacks for RSSI sys-
tems. Hence, all the points mentioned up to here must be equally considered from an
attacker’s point of view, in order to investigate their true capabilities. Only by including all
these attacker perspectives a newly proposed system can be effectively evaluated for its
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security.
In consequence, we identified the following aspects, which we address in this work: First,
we want to enable the shift towards CIR based CRKG. For this, we intend to leverage the
very nature of CIRs and extract and use the rich channel contained in them. Additionally,
we analyse how and to which extent the communication between the legitimate partners
can be reduced, to increase the performance and efficiency of CRKG. Besides “classical”
approaches, we further investigate how CRKG can benefit from ML capabilities. This is not
only relevant in the system design, but also for potential attackers — hence, we also incor-
porate ML primitive in attacks against CRKG system. Finally, we want to enable a secure
design of CRKG approaches by comparing them to known and newly designed attacks.
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Parts of this Chapter are published in [200, 193, 197, 194, 198, 196, 195].
This chapter describes the real world measurement campaigns conducted in the scope
of this thesis. Four different sets of real world measurements were created. Following
the system model defined in Sec. 2.4, all measurements are recordings of Ultra Wideband
Channel Impulse Responses, taken in typical indoor communication setups. Each setup
consists of two legitimate terminals and at least one eavesdropper.
The following sections describe the four measurement setups:
• The first data set, dubbed scenarios, is designed to capture a variety of different com-
munication setups. For this, seven different constellations of the three terminals in
an office space are set up and used for measurements.
• The second set, called longterm, aims for a larger data acquisition to generate more
meaningful evaluations. The setup is a static one, in which environmental changes
are mainly induced by movements of third objects.
• The third data set, attack, is designed to facilitate the deterministic attacks. Hence, it
is the first to combine the CIR realization with concrete location information.
• The fourth and final data set, called robot combines the merits of the former ones
into a final realistic setting. Here, an autonomous robot moves in an office space
employing different settings and configurations while recording CIRs along with lo-
cation information. This set exceeds all former ones regarding the total number of
measurements with ≈ 1.5× 106 recordings.
The data sets scenarios, longterm and attack were designed and realized in cooperation
with the Center of Excellence CoSa (Communications - Systems - Applications) of the Lübeck
University of Applied Sciences.
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4.1. Data Set: Scenarios
In the following we describe the data set scenarios.
4.1.1. Rationale
The core idea of the scenarios data set is to provide a range of different communication
settings, which are used to evaluate the general feasibility of different schemes as well as
the influence of the respective settings. Hence, the measurements are taken in a typical
environment for CRKG, i.e., an indoor office space.
To enable the usage with different interpretations, no roles were predetermined for each
terminal. Hence, the respective measurements could be either used for the legitimate
partners or for the eavesdropper.
4.1.2. Realization
The measurement setup consisted of Tektronix DPO72304DX oscilloscope1 with three
antennas and a Tektronix AWG70002A signal generator2. All three oscilloscope antennas
were treated equally, i.e., none was explicitly interpreted as Alice, Bob or Eve. Themeasure-
ment were conducted as Impulse Radio UWB at a baseband of 4 GHz and with a bandwidth
of 500 MHz, which satisfies UWB requirements. The oscilloscope recorded the CIRs with a
resolution of 1 ns, which corresponds to a spatial resolution of 30 cm.
To excite the wireless system and initiate the channel estimation, the signal generator
sent a short time domain impulse. This pulse is designed in compliance to the IEEE 802.15a
channel specification [162]. It has a duration of 3 ns and is constructed of a set of ternary
symbols, which exhibit perfect autocorrelation properties — thereby, the CIR can be iden-
tified as peaks in the periodic correlation sequence.
The measurement environment is an indoor office room, which is 8 m long and 6 m
wide. Within this room the following seven scenarios were realized (see also Fig. 4.1):
Static A,B,C In this scenario, the three terminals form an equilateral triangle with side
length 4 m within the room. The respective variants A, B, and C correspond to ro-
tations of this triangle by angles of 0°, 45° and 90°, respectively. A schematic view of
this scenario is shown in Fig. 4.1a.
Static D In this scenario, two terminals reside close to each other as shown in Fig. 4.1b.
The distance between the two nodes is ≈ 30 cm, which corresponds with the spa-
tial resolution of the measurements. This is to investigate whether a short spatial
distance of the attacker gives her an advantage.
Moving Eve Here, one of the terminals is moving randomly in the room without crossing
the LOS of the other two terminals. The speed of its movement is≈ 20 cm/s. Although
the scenario is called Moving Eve, the moving terminal could be interpreted as any of
the participants. Fig. 4.1c depicts this scenario.
1https://de.tek.com/oscilloscope/dpo70000-mso700002https://de.tek.com/signal-generator/awg70000-arbitrary-waveform-generator
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(d) Scenarios: Interference A,B
Figure 4.1.: Schematic floor plans of the different setups in the scenarios data set.All lengths are given in mm.
Interference A,B In these scenarios one terminal is moving in a predetermined fashion:
In case A, it is moving back and forth on the line connecting the other two nodes,
i.e., their LOS. In case B, it is moving perpendicular to the center of the other nodes
LOS. Again, the speed of its movement is ≈ 20 cm/s. It is expected, that the inferring
movements will reduce the similarity of the legitimate terminals CIR realizations. This
case is depicted in Fig. 4.1d
Within this environment the following measurement procedure was conducted. For
each measurement, the signal generator produces a signal which is sent via one of the
antennas. The respective CIRs is recorded at the other two antennas. To capture the full
set of channel pairs, each antenna is used as sender once:
• Antenna A sends an impulse, which is recorded at antenna B and C
• Antenna B sends an impulse, which is recorded at antenna A and C
• Antenna C sends an impulse, which is recorded at antenna A and B
Thereby, the setup records CIRs for all possible reciprocal antenna pairs, i.e., A-B, A-C
and B-C. Obtaining one set of measurements, i.e., the six recordings as described above,
takes≈ 90 ms. Afterwards, the system has to process and store the acquired data and reset
the internal state, which takes ≈ 100 ms. In combination, every 200 ms a set of CIRs can be









Measurement i+ 1(90 ms)
200 ms
Figure 4.2.: The general measurement procedure for data set scenarios (also ap-plied for data set longterm).
The internal processing of the CIRs includes a leading edge detection, which removes
noise before the actual CIR. The length of the CIR itself is fixed to 200 samples, i.e., 200 ns.
Considering the room size, the maximum distance which can be travelled by the wave
is √(6m)2 + (8m)2 + (2.5m)2 ≈ 10.3m. Given the speed of light c, the electromagnetic
wave travels this distance in 10.3m/c ≈ 34.38ns. Hence, 200 ns allows for approximately
six reflections in this room. Considering that the amplitude and thereby the impact of the
multipath clusters decreases exponentially, we consider six reflections to be sufficient.
4.1.3. Resulting Data
An example of the recorded data in the time domain is plotted in Fig. 4.3.















Figure 4.3.: Example record of the data set scenarios.
For each scenario, 201 measurements were taken, each consisting of 6 CIRs or respec-
tively, 3 reciprocal pairs and a corresponding “overheard” CIR. Hence, in each setting, there
are 603 pairs and overall 4221 pairs (plus the respective observation at Eve). The CIRs are
taken every 200 ms, thus providing five CIRs per second.
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4.2. Data Set: Longterm
In the following we describe the data set longterm.
4.2.1. Rationale
The main purpose of the longterm data set is to verify the findings of the set scenarios
with more extensive measurements. The former data set, intended for proof-of-concept
and general feasibility studies, only provides few data per scenario. Hence, the respective
evaluations might not be generally applicable. Therefore, we created another data set with
the same hardware to have the possibility to verify the findings of the scenarios data set.
4.2.2. Realization
Themeasurement’s setup as well as themeasurement’s procedure is the same as with
the scenarios data set. That is, the same signal generator and the same oscilloscope were
used and the measurements were performed in the same sequence per measurement
point.
Different from the previous setup is themeasurement environment. In general, a long
term measurement in the CRKG context only provides useful data, if there are changes in
the channel. A long term measurement of a static channel would yield slight variations of
the respective channel, without any “fresh” entropy for key generation. Hence, the mea-
surement environment needs to change for varying realization of the CIRs.
For the actual setup, including oscilloscope, signal generator and wired antennas, au-
tonomous movements were not realizable. Hence, the movement scenarios of the former
data set could not be realized as long term measurement.
As an alternative, we set up the measurement hardware in an environment which con-
tained changes through movements in the environment itself. Concretely, the setup was
installed in a busy hallway, where people crossing the respective LOSs cause interferences
in the wireless propagation. The setup of this measurement as realized by our partners is










An example of the recorded data in the time domain is plotted in Fig. 4.5. Given that the
same hardware was used, the resulting data is similar to those of data set scenarios.
Differences are a slightly more pronounced LOS component and fewer multipath com-
ponents. This is mainly due to the open ends of the hallway — here reflections have fewer
possibilities to “return” to the respective terminals.












Figure 4.5.: Example record of the data set longterm.
Overall, the longterm measurement ran for one work day, approximately from 8:30 to
18:15. In this time, 175 005 CIR pairs were recorded, combined with the respective obser-
vations at the eavesdropper. As the same hardware setup was used, again five CIRs per
second were recorded.
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4.3. Data Set: Attack
In the following we describe the data set attack.
4.3.1. Rationale
As the name suggests, the main driver for this data set is the intended usage for attack-
ing scenarios. One of the core ideas is to pre-calculate the resulting CIR of the legitimate
partners only by using knowledge about their terminal positions and about the current
environment. For such an attack, measurements of the legitimate partners channel prop-
erties need to be taken, in combination with their current position within the environment.
This data set is intended to be facilitated for proof-of-concept realizations of such deter-
ministic attacks. For this reason, only a limited number of measurements were performed.
Additional to the attack idea, this data set also prepares the transition to realistic end user
hardware. The former two data sets were both acquired with high-end signal processing
hardware. This is justified by the intended use for proof-of-concept and feasibility studies.
Nevertheless, as the final key derivation should be feasible on consumer hardware, the
correspondingmeasurementsmust also be performedwith such hardware. This data set is
a first step towards this goal since it employs hardware designed for and used in consumer
products.
4.3.2. Realization
The measurement setup is composed of two separate DecaWave EVB1000 UWB devel-
opment boards3. These boards consist of the DecaWave DW1000 wireless transceiver
accompanied by an ARM microprocessor, STM32F1054. The DW1000 itself is a fully inte-
grated UWB transceiver compliant to the IEEE 802.15.4-2011 specification [93].
The DW1000 chip on the EVB1000 is calibrated to its channel 2, which corresponds to a
center frequency of 3.9936 GHz and a 499.2 MHz bandwidth. For debugging purposes the
DW1000 stores the internal CIR estimation in an accessible memory register. This estimate
is at most 1016 samples long and is recorded with a sample interval of TS = 1 ns. Each tapis recorded as complex values, more precisely a 16-bit real integer and a 16-bit imaginary
integer [47].
To record the respective CIR, the DW1000 chip generates a short time domain pulse
about 2.5 ns in duration [78]. The shape of the pulse is defined by the IEEE 802.15.4 stan-
dard [93]; the actual realization is depicted in Fig. 13 of the datasheet [45]. This short pulse
is then transmitted to the respective receiver. As the receiver knows the transmitted pulse,
it can use this to estimate its respective CIR. The result of this estimation is subsequently
stored in the debugging register ACC_MEM.
The EVB1000 itself is shown in Fig. 4.6.
The followingmeasurement environment was realized to record CIRs with associated
position data: within a cuboid room, 12 positions were defined. First, the transmitting ter-




(a) front (b) back
Figure 4.6.: The EVB1000 evaluation boards used for the data sets attack and robot.
XII. Then, the receiving terminal moves in a quarter circle around the transmitter over po-
sitions II-XI. Finally, the transmitter is set to positions II, IV and VI and for each position
measurements were conducted with points XI and XII. Throughout the evaluation, these
measurements are numbered sequentially. The measurement setup and the respective
measurement runs are depicted in Fig. 4.7.
The measurement procedure for this data set is straightforward: After setting up the
respective measurement setup manually, the transmitting EVB1000 boards sent impulses
every 200 ms. The corresponding receiver boards recorded the CIRs, where the whole con-
tent of the ACC_MEM register is stored, i.e., all 1016 samples. It was intended to record at
least 1000CIRs permeasurement run. With respect to the intended use case, nomovement
or intentional interferences are performed or induced.
4.3.3. Resulting Data
An example of the recorded data in the time domain is plotted in Fig. 4.8. Beside the
example data itself, this figure also visualizes the transition from the high-end oscilloscope
to consumer hardware: no internal noise removal like on the oscilloscope was done, which
is clearly visible by the noise before the actual CIR.
For each of the 17 described pairs, a set of CIRs was recorded, where each set consists
of at least 1000 CIR realizations. Due to the manual processing, the actual set sizes vary
from 1014 to 1112 realizations. Within these sets, each single CIR consists of 1016 samples
The CIRs are taken every 200 ms, thus providing five CIRs per second.
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1: I → II2: I → III3: I → IV4: I → V5: I → VI6: I → VII7: I → VIII8: I → IX9: I → X10: I → XI11: I → XII12: II → XI13: II → XII14: IV → XI15: IV → XII16: VI → XI17: VI → XII
Figure 4.7.: Measurement environment for the attack data set. All distances aregiven in mm. The grid step size is 1 m.















Figure 4.8.: Example record of the data set attack.
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4.4. Data Set: Robot
In the following we describe the last data set robot. This dataset was released under open
access [195].
4.4.1. Rationale
This data set is intended to integrate the useful features of the former sets, e.g., simultane-
ous eavesdropper realizations and position information, while eradicating the drawbacks
like manual terminal movements.
The main design goals for this data set are:
• Autonomous movement, independent of room geometry
• Longterm measurements possible
• Simultaneous measurements of the legitimate partners as well as the eavesdropper5
• No fixed interpretation of recorded CIR, i.e., no predefined roles.
• Measurements with consumer hardware
• Adaptable parameters
The goal that all terminals should be interpretable as any role, combined with the goal
of COTS equipment usage, also means that the attacker uses such technology. We accept
this apparent weakening of the attacker, since this in turn makes the respective attacks per
se stronger.
To achieve all of these goals we build an autonomous robot platform which is used to
semi-deterministically move COTS measurement hardware through the determined mea-
surement environment.
4.4.2. Realization
The measurement setup itself consists of three main parts: (1), the hardware used to
obtain the actual CIR realizations, (2), the autonomous robot moving one of the terminals
within the environment and (3), the hardware facilitating the aggregation of the different
measurements.
The first part (1) is realized with the same EVK1000 hardware as used for the data set
attack. Here, we expanded the setup by two additional boards, to a total of 4, to achieve
two goals: first, the additional nodes enable the simultaneous recording of multiple CIRs,
which can be interpreted as, e.g., multiple eavesdroppers, and second, with four nodes
the EVK1000 boards can autonomously perform localization of the moving terminal and
thereby provide position information. For the latter, the EVK1000 were set up in a position-
ing setup as described in the DecaWave manual. Here, three nodes are at fixed positions
(anchors) and one is moving in the room (tag). The detailed implementation of this process
is described below in measurement procedure.
The second part (2), the autonomous movements, is realized with a Lego MINDSTORMS
EV3 set6. The core components of the set are used to build a driving robot platform as
depicted in Fig. 4.9.
The main components used in this robot are: the EV3 brick itself, a gyroscope, an ultra-
sonic sensor and two touch sensors. The EV3 brick controls the movements of the robot
5Simultaneous in the sense that they fall within the coherence time.6https://www.lego.com/de-de/product/lego-mindstorms-ev3-31313
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Figure 4.9.: The robot built from the Lego EV3 set, equippedwith themeasurementhardware and the custom extensions.
and processes the sensor data. In addition, the EVB1000 is connected to it via USB and the
EV3 relays the recorded measurements of the EVB1000. The gyroscope is used to deter-
mine the orientation of the robot and to rotate it precisely. The ultrasonic sensors detect
the distance to obstacles in the robots way — the touch sensors are a backup solution,
which would trigger in the case of a collision.
To adapt the EV3 to our special requirements, the following two custom modifications
were added: To attach the EVB1000 to the EV3 brick, we 3D-printed a mount consisting of
a base plate, an arm and a bracket for the EVB1000. Further, to facilitate longterm mea-
surements, we adapt the power supply of the robot. The standard Lithium-Polymer battery
of the EV3 has a capacity of 2050 mA h. In our intended use case, the robot consumes up
to 3.4 W (including movements, powering the EVB1000 and data transmission). Hence, the
standard battery can power the whole robot for max. (7.2 V · 2.05 A h)/3.4 W ≈ 4.3 h. In
order to enable longer measurements, we adapted the battery slot of the EV3 with a 3D-
printed plate, which provide connectors for external battery packs. We then incorporated
a 5300 mA h Lithium-Polymer battery pack7into the robot (visible in Fig. 4.9). Thereby, we
extend the expected runtime to ≈ 10.6 h.
All 3D-printed parts are produced using Polylactic Acid (PLA). As PLA is non-conductive,
we expect negligible interference with the signal propagation [228].
Finally, with part (3), the single components need to be connected to aggregate the single













(a) Schematic floor plan of the measurementroom. (b) Picture of the roomwith the reflector setup.
Figure 4.10.: Measurement environment for the data set robot.
anchors are directly connected to the PC via USB and communicate over serial ports. The
Tag is connected to the EV3 brick via USB and the respective serial port. The EV3 brick
then receives the messages from the EVK1000 and simply relays them via Bluetooth to the
measurement PC.
Themeasurement environment is an indoor office room, which is 5.9 m long and 3.05 m
wide as shown in Fig. 4.10a.
Within this measurement room the following obstacles are present:
• the doorway on the right side of the schema is an inset into the wall 1350 mm wide
and 186 mm deep
• two cable channels at the bottom, each 220 mm wide, 70 mm deep and 600 mm high
• a radiator on the left, which is 1400 mm wide, 95 mm deep and 600 mm high, while
sitting 155 mm above the ground
The three anchors A0,A1,A2 are attached to the walls at 1150 mm height. To realize the
recommended distance to the wall of at least 150 mm, we attached them using 3D-printed
mounts (visible in Fig. 4.10b). The coordinates of the anchor position are given in Table 4.1.
Table 4.1.: Anchor positions in mm measured from lower left corner of the room.
Anchor x y
A0 5696 186A1 242 189A1’ 185 1275A2 3000 2861
To break the symmetry between A1 and A0, a subset of the measurement were taken
with A1 in position A1′.
Within this room we realized different measurement scenarios. For all scenarios, the
robot moves randomly within the room at 0.15 m/s. The pseudo-random movement is re-
alized by stopping and rotating over a certain angle at random points in time. For this,
each second the robot decides whether to rotate or not with probability B(1/60), i.e., ap-
proximately once in a minute. The rotation angle to rotate is sampled from U(10°, 90°). If
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the robot detects an obstacle in its way, e.g., a wall, it backs off 10 cm, rotates randomly
for U(100°, 180°) and then proceeds its movement. The following different scenarios were
realized:
symmetric This is the basic setting. The robot operates as described above. The anchors
are positioned at locations A0, A1 and A2. Due to the symmetry of A0 and A1 this
scenario is dubbed “symmetric”.
asymmetric The same as above, but A1 resides at position A1′.
varying speed The overall setting is as in the first one. Instead of fixing the speed at
0.15 m/s, we started at 50% of the robots possible speed, i.e., 0.25 m/s. The speed
was then reduced by 0.05 m/s steps until it reaches the final value of 0.05 m/s.
reflector The robot movement and the anchor setup are as in the asymmetric setting. Ad-
ditionally, a moving reflector is mounted in the room to induce further interferences
(see Fig. 4.10b). The reflector consists of 750 mm long aluminium foil strips attached
to a 1000 mm long wire. A steppermotor in themiddle of the wire rotates the reflector
with a constant speed of 2 rotations per minute. The construction is suspended from
the ceiling with simple string, so that the wire is at 1200 mm height.
no movement We predefined spots in the room which form a 1 m × 1 m grid. The grid is
visualized in Fig. 4.10a — the grid intersections are the predefined spots. The robot
is manually put into the single spots and does not move.
For all measurements, the measurement procedure followed the DecaWave two-way
ranging procedure. At its core this is a Time of Flight (ToF) based localization procedure,
where the distances between the tag and each anchor are determined. Based on these
single distances and the known anchor positions, the tag can perform a multilateration to
calculate its own position.
To estimate the respective ToFs, the tag T broadcasts a start signal. Upon reception
of this signal, each anchor A0 − A2 immediately replies to the tag. After the final anchor
message arrives at the tag, it sends a final message to conclude the ranging [44]. The








Measurement i+ 1(30 ms)
240 ms
Figure 4.11.: The general measurement procedure for data set robot.
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For our intended use case, we adapted the DW1000 firmware realizing this regular local-
ization procedure in the following ways: Upon reception of any message, all DW1000 chips
record the content of the internal registers describing CIR and RSSI of this transmission.
The DW1000 calculates RSSI values from the RX Level and the First Path Power Level. To in-
crease the processing speed, we do not record the full 1016 possible samples of the CIR
register. Instead, we facilitate the internal first path detection of the DW1000 and record
only 50 samples before and 200 sample after the first path. These values are selected in
accordance to the rationale in Section 4.1. With this adaption, we could reduce the time
required for the actual ranging to 30 ms. Additionally, we reduced the time slots for par-
ticipating anchors from 10 to 3, which allows for faster consecutive measurements every
240 ms.
4.4.3. Resulting Data
An example of the recorded data in the time domain is plotted in Fig. 4.12. The different
time scale again demonstrates the adapted processing: instead of recording the completed
CIR register as in the data set attack, we only record the 251 values around the detected
first path.















Figure 4.12.: Example record of the data set robot.
For all settings used, the following parameters are constant: Every 240 ms a set of CIRs is
recorded, resulting in 4.1667 CIRs per second. Each ranging consists of 12 CIRs (6 possible
channels, eachmeasured reciprocally). Each single CIR consists of 251 samples, taken every
1 ns. Table 4.2 shows the number of realizations in each setting.
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Table 4.2.: Data recorded in the robot data set. Every realization consists of 12 CIRs(3 for each of the 4 terminals) with 251 samples each.
Data Set Duration Realizations




In the following, we perform an initial analysis of the key material acquired in the measure-
ment campaigns described in Chapter 4. First, we analyse the core property with respect
to CRKG, the correlation between the participating parties. Then, we proceed to analyse
the results from the attacker’s point of view. Subsequently, the time synchronization of the
raw CIRs is evaluated. Finally, we summarize and discuss the findings in an intermediate
summary.
For this analysis, we use the metrics introduced in Section 2.5.1.
5.1. Correlations
In this section we evaluate the cross-correlation of raw, unprocessed measurement data,
i.e., the CIRs of Alice, Bob and Eve. This gives us insight into whether the basic assumption
of CRKG is true: that the legitimate communication partners have an advantage over the
attacker by the very nature of their shared channel. This means, following the respective
assumptions, we expected that the CIRs of the eavesdropper will have a much lower cor-
relation to the CIRs of Alice and Bob than their CIRs to each other. If this is the case, we
denote the shared channel as advantageous
The correlations for the measurements of data set scenarios are depicted in Fig. 5.1.
The main message of this figure is that the fundamental assumption that the legitimate
partners have an advantageous channel is fulfilled in all scenarios: In all scenarios there
is a clear separation between the majority of the legitimate observations and those of the
attackers, i.e., between the respective IQRs.
The following artefacts should be noted: On average, the eavesdropper achieves the
best results in scenario Static D. This is in line with expectations, since Eve is positioned
right next to one of the legitimate terminals. Despite this advantageous position, there
is still a clear separation, thus no direct advantage through this position can be assumed
here.
The eavesdropper observations appear to yield bimodal distributions in Static B and Static
C. No clear reason for this could be established. The most plausible explanation is that this
is a direct result of the terminal positions with respect to the measuring room.
Finally, there are small overlaps between the distribution tails in scenarios Static C, Static
D, Interference A and Interference B. In turn, this is also visible in the Total summary row.
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Figure 5.1.: Correlations of the different scenarios of the scenarios data set.
This overlap means that for this concrete distribution estimate it would be possible for the
eavesdropper to measure a CIR observation whose correlation with the legitimate CIR is
higher than that of the reciprocal measurement. In the actual measurements no such pair
occurred in any scenario.
Nevertheless, the fundamental possibility of such observation pairs must be considered
when designing CRKG systems. Concretely, not all possible combinations of reciprocal
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Figure 5.2.: Correlations of the longterm data set.
measurements must be accepted for key generation — if the deviation between the CIRs
becomes too high, the process must not generate a valid key any more. This is practicable
in the IR phase: here not arbitrarily high differences may be eliminated. Instead, a concrete
lower limit for the accepted difference has to be defined and implemented.
In total, the legitimate partners achieve correlations from 0.902 to 0.997, with a mean
at 0.979± 0.015 and a median at 0.984. Accordingly, the eavesdropper correlations range
from 0.615 to 0.935, with mean of 0.820± 0.045 and median of 0.826. The complete values
for all scenarios can be found in Table 5.1.
The correlations for the measurements of data set longterm are depicted in Fig. 5.2. In
general it confirms the observations of the data set scenarios: There is a clear separation
between the respective IQRs indicating the advantageous channel between the legitimate
partners. Again, there is a small overlap between the extrema of the density estimations.
The minimum whisker of the legitimate partners is not visible, as there is a single outlier at
0.5731.
Overall, the eavesdropper achieves slightly higher correlations than in the data set sce-
narios. This corresponds to the expectation as the environment for this data set is much
more static and thus provides fewer changes and thereby “fresh” entropy.
In total, the legitimate partners achieve correlations from 0.573 to 0.999, with a mean at
0.983± 0.013 and a median at 0.986. The eavesdropper correlations range from 0.598 to
0.952, with mean of 0.875± 0.032 and median of 0.889. The complete values are shown in
Table 5.1.
0.60 0.65 0.70 0.75 0.80 0.85 0.90 0.95 1.00
rgh
Total
Figure 5.3.: Correlations of the attack data set.
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The correlations for the measurements of data set attack are depicted in Fig. 5.3. Here,
the legitimate correlations have values in the range of 0.9115 to 0.9999, with mean and
standard deviation of 0.9773± 0.0193 and median at 0.9826. The eavesdropper achieves
correlations in the range from 0.6819 to 0.8991, with mean 0.7927± 0.0372 and median
0.7873.
The correlations for the measurements of data set robot are depicted in Fig. 5.4. Overall,
the legitimate partners achieve correlations from 0.8177 up to 0.9991, the mean and stan-
dard deviation are 0.9783± 0.0159 and the median 0.9828. The eavesdroppers CIRs have
correlations from 0.6003 to 0.97, mean of 0.8231± 0.0503 and median of 0.8277. Again, the
complete values for all scenarios can be found in Table 5.1.








Figure 5.4.: Correlations of the robot data set.
Overall, the results indicate that for a secure, functional CRKG system, legitimate partners
should observe CIRs with a cross correlation > 0.95, whereas the correlation of attacker
observations should be < 0.90.
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5.2. Spatial and Temporal Decorrelation
The rich information in the robot data set allows to further analyse the correlation of both
the legitimate partners and the attackers. In this context, changes caused by temporal or
spatial shifts of the attackers are of particular importance.
The spatial decorrelation relates the achieved cross correlation to the available po-
sition information. This allows to further inspect the CRKG security argument of spatial
decorrelation based on uniform scattering. Following this argument it is expected that the
achieved correlation’s magnitude is decreasing with increasing spatial distance. Addition-
ally, it should follow the Bessel function with respect to distance between eavesdropper
and legitimate terminal (cf. Section 2.3).
To visualize the achieved correlations as well as the spatial decorrelation we show the
achieved cross correlations in a heatmap imposed over the room geometry displayed in
Fig. 4.10a. For all heatmaps, if not stated otherwise, the moving robot is interpreted as
legitimate terminal Alice; the anchor in the lower right corner of the map is Bob (denoted
as B).
We first show the actual cross correlations in dependence of the current position of the
robot platform. The heatmap for the legitimate partners Alice and Bob is shown in Fig. 5.5a.
It shows the cross correlation in the range of 0.75 to 1.00. Figure 5.5b shows the respective
cross correlation between the CIRs obtained at E2 and those of Alice and Bob. It can be
seen that, in general, the obtained results are significantly lower. In the heatmap, no region
can be discerned where the attacker has a noticeable advantage in terms of the achieved
correlation.
In addition to the straight forward comparison of cross correlations, we also look at the
correlation with the uniform scattering assumption in mind. If this assumption is fulfilled in
practice and the correlation periodically decreases and increases with growing distance as
predicted with the Bessel function, concentric circles around a legitimate terminal or the
respective eavesdropper should be recognizable in the correlation heatmap. Consider-
ing the center frequency of 3.99 GHz, circular structures repeating with period λ ≈ 7.5 cm
should be recognizable around A or E2. Since terminal A is constantly moving, these arte-
facts should be recognizable around the attacker position E2 in Fig. 5.5b. In the actual
heatmap, no clearly identifiable circular structures can be found.
The respective heatmap for eavesdropper position E1 is shown in Appendix A.2.1. This
generally confirms the findings of Fig. 5.5b, with an overall low correlation for the eaves-
dropper, no explicit advantage regions and no circular but radial patterns.
Within the attacker heatmap in Fig. 5.5b, some regions of particularly low correlation can
be seen— such as in the lower left region or fairly centrally below E2. Such regions appear
in all heatmaps and change depending on the evaluated channels. Due to the dependence
on the evaluated channel and the spatial propagation radially away from the source, these
artifacts are probably attributable to the radiation characteristics of the antennas used. A
corresponding image with Bob at positionA2 can be found in the appendix Appendix A.2.2,
where the origin of the radial pattern changes accordingly to this position.
In order to investigate the spatial decorrelation in more detail, we analysed distances
smaller than two wavelengths separately. For this purpose, we searched for CIR measure-
ments for channel Alice-Bob, independent of the respective measurement time, whose
distance is smaller than 2λ. That is, here we compare the correlation between Alice and
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(a) Correlations rAB between Alice (robot) and Bob (B).
(b) Correlations rAE2 at the attacker E2.
Figure 5.5.: Cross correlation in dependence of terminal positions between the le-gitimate partners CIRsand between the legitimate and eavesdroppedCIRs, respectively, superimposed on the room geometry.
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Figure 5.6.: Cross correlation rAB in dependence of spatial displacement. The redline is the trend of the data, the green line is the expected correlationfrom the uniform scattering.
Bob at different times, but at similar positions. Following the argument of spatial decorre-
lation, the same effects should occur here as for an attacker. Concretely, the values of the
correlation should also follow the Bessel function in Fig. 2.11.
We have visualized the concrete results for a sample of 25000 such pairs as a scatter
plot in Fig. 5.6. Overall, the correlations range 0.684 to 0.998, with a mean of 0.871 and stan-
dard deviation of 0.038. Hence, the correlations are below the actual legitimate correlation
of 0.978, but are higher than the plain eavesdropped ones of 0.830. The red line repre-
sents the trend within this data, representing the local average, which drops from 0.876 to
0.870. It is clearly visible that the correlation data does not follow the trend predicted by
uniform scattering. The plot of the individual values also shows that sometimes very high
correlations are obtained even for distances larger than 0.38λ. In 0.152% of all cases the
correlation is larger than the average correlation of the legitimate partners, i.e., >0.97.
In addition to the spatial decorrelation we also analysed the temporal decorrelation. To
analyse these correlations, we compare the correlation of a particular CIR realization with
time shifted variants of the same channel. This is accomplished by facilitating the succes-
sive measurements obtained during the measurements. Concretely, we take a single CIR
pair, e.g., those of Alice and Bob, and calculate the correlation to the samepair’s realizations
obtained later in time. Since, the acquisition time of the single measurements is 240 ms the
temporal shifts will be multiples of this value. Following the assumptions about the wire-
less channel, especially the channel coherence time, we expect the channel to decorrelate
quickly with increasing time differences.
This analysis for the legitimate partners as well as for the two eavesdropper positions
is shown in Fig. 5.7. The figure shows the average cross correlations for all CIRs in the
dataset robot. The shift of 0 denotes the average correlations of the respective observa-
tions. Hence, it is in line with the analyses before, showing average correlation between
Alice and Bob of 0.98 and to the eavesdroppers, 0.85 and 0.84 respectively.
It is clearly visible that the correlation of the legitimate partners drops rapidly with in-
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Figure 5.7.: Cross correlation rgh for different CIR measurements. As the record-ings were made in 240 ms time steps, the X axis is given in multiples ofthis time step.
creasing time lag. At an time offset of 1, i.e., 240 ms, the average correlation already drops
to 0.89. From there, it drops further to 0.86 at 1 s, reaching the value range of the attacker’s
correlation here. The attackers experience neither an improvement nor a worsening of the
correlation due to the time shifts — the average correlation remains low regardless of the
offset.
In this analysis, it must be taken into account that the temporal displacement inevitably
includes a spatial displacement due to the robots continuousmovement. Specifically, at the
standard speed of 0.15 m/s, the robot moves about 0.036 m between two measurements.
The influence of the spatial displacement becomes apparent when the different velocities
are considered, as shown in Fig. 5.8. Here, the different velocities cause decorrelation at
different speeds, with slower motion also causing slower decorrelation. The lowest speed
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Figure 5.8.: Cross correlation rAB in dependence of movement speeds and timeshifts.
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Figure 5.9.: Cross correlation rAB in dependence of temporal displacement. Thered line is the trend of the data.
of 0.005 m/s decorrelates so slowly, that correlations <0.9 are only reached for shifts >47,
i.e., >11.28 s, which corresponds to a spatial displacement of 0.0564 m. This indicates that
the spatial displacement has a greater influence on the correlation than the temporal shift.
To remove the influence of the spatial displacement, we finally looked at CIR pairs with
low spatial but high temporal distance. For this, we analysed pairs with arbitrary time offset
and a maximum spatial displacement of 50 mm, which is the average localization error. In
the same vain as Fig. 5.6, we show the results as scatter plot in Fig. 5.9. The red line is again
the trend of the correlation data. It can be seen that the correlation does not change with
respect to a purely temporal shift. The trend changes only minimally from 0.8824 to 0.8816.
These results confirm that the correlation is primarily determined by the spatial shift.
This figure provides another insight regarding the potential for attack. Due to the small
spatial offset, even with high temporal shifts, i.e., >20 s, correlations can still be achieved
that are in the range of legitimate CIR pairs. In 1.15% of the cases, this correlation exceeds
the average value of 0.97 for the legitimate partners. This is not only significantly more
frequent than with spatial change but also suggests that attacks like the stalker attack [119]
might also be possible in the context of CIR based CRKG.
5.3. Time Synchronization
In the following section we analyse the time synchronization of the measured data.
In this scope, time synchronization is considered to be the following problem: If we con-
sider a typical CIR as described in Chapter 2, the multipath clusters arrive at certain points
in time. Considering the CIR as returned by the hardware, we have a vector of scalars
h = {v0, v1, v2, . . . , vn}. (5.1)
With this vector, the indices i = {0, 1, 2, . . . ,n} of the single scalars are the respective points
in time, when this value was recorded. So, in dependence of the sampling interval Ts, we
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can say that the respective arrival times τi are offsets from the first recorded value v0:
τi = Ts · i , i ∈ {0, 1, 2, . . . ,n} (5.2)
After the reciprocalmeasurements of Alice andBob are conducted, each has a realization
hA and hB . For the single multipath component as well as for the LOS component, to be
time synchronous means that if the component arrives at time offset τAx at Alice, it alsoarrives at the same time offset at Bobs, i.e., τBx .As the time difference between the single multipath clusters can be interpreted as part
of the CIR information itself, this requirement can be relaxed to only the LOS component.




where τLOS is the offset of the LOS component.If CIRs are not synchronous and τALOS 6= τBLOS , a difference between these τ occur, whichwe call an offset. The absolute offset between two CIRs is denoted by δ. This offset is
calculated as difference between the respective times at Alice and Bob. So, if τALOS = Ts · iand τBLOS = Ts · j, then the offset δ is
δ = |i− j| (5.4)
If time synchronization is not given and the reciprocal CIRs are not synchronous, process-
ing after quantization will be significantly impaired because this will cause an additional,
comparatively large mismatched between the quantized reciprocal bit strings. The actual
implications are considered precisely in the appropriate context in Section 7.1.
In all measurement setups, and likewise in all practical CRKG scenarios, Alice’s and Bob’s
wireless terminals are independent participants. This means in particular that they do not
have a common clock or clock signal available. Hence, we cannot assume that the esti-
mated CIRs are synchronous in time, i.e., have an offset of δ = 0 for all measurements.
Thus, we analysed the absolute offset δ for each data set.
The results of this analysis for every data set are shown in Fig. 5.10. All data sets have
a median of 2. The median is exactly at 2, since the offsets are integer values. This also
causes the “spiky” progression of the distribution longterm and robot. Further, the data
sets longterm and robot achieve comparable results, with means at 2.027 and 2.076 as well
as standard deviations of 1.584 and 1.449.
A notable deviation here is the data set attack: With a mean offset of 4.074 and a corre-
sponding standard deviation of 16.457, it shows significantly greater differences than the
other data sets. This clearly proves the influence of adequate processing with regard to
time synchronization. In this data set no fine granular synchronization was performed —
the data was used as recorded. On the other hand, in the case of the data set robot, which
uses the same hardware, the internal leading edge detection algorithm was utilized. The
resulting improved synchronicity is clearly visible in the data.
The plot is cut at offset δ = 10 and thereby does not show the respective maximum
outliers. This is intentional as the outliers can become quite large and, in turn, the actual
plot would be very small. For the respective data set themaximum outliers are at: scenarios
at 25, longterm at 56, attack at 243, and robot at 33.
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Figure 5.10.: The summarized distributions of the absolute time offset of all datasets. This summary is calculated over all settings of the respectivedata sets.
The analysis of the time synchronization showed that for all data sets the raw measure-
ments are not synchronous. Thismeans, for an effective quantization and in turn key gener-
ation itself, the single reciprocal measurements must be preprocessed to be synchronized
in time. The complete results including the single settings are shown in Table 5.1.
5.4. Intermediate Summary
The initial analyses of raw CIR measurement data generally show that CIRs are suitable as
input data for CRKG.
The analysis of the cross correlations in particular showed that the basic assumption of
an advantageous channel for the legitimate communication partners or a degraded chan-
nel for the attacker, in the sense of the wiretap channel, is confirmed. This is shown by
a consistently high correlation of the legitimate reciprocal measurements, which is con-
trasted by a comparatively low correlation of the eavesdropped measurements. Thus, in
general, higher correlations can be assumed for Alice and Bob and thus also appropriate
key material.
Nevertheless, it can be seen that in isolated cases the eavesdropper can also achieve
high correlations. This is visible in the correlation plots by means of the outliers in the
distribution. Consequently, this means that not the complete range of Alice-Bob observa-
tions should be used, but a lower limit for the acceptable correlation should be defined.
Concretely, this means that, for example, in the IR step the parameters of the respective
solution should be selected in such a way that legitimate observations below the defined
correlation lower limit are also not successfully reconciled. This is a valid result in the con-
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text of IR and leads here to an increased security — which is the highest criterion for CRKG.
However, the initial analysis also shows a need for further processing, to prepare the
use of CIRs. The recorded measurements show a high proportion of noise. Since by defi-
nition these measurement points do not carry any information and certainly no reciprocal
information, they must be removed before further processing. This has to be done in a de-
terministic manner on both legitimate communication partners to ensure consistent key
material at both parties.
Analogously, the analysis also shows a temporal offset between the reciprocal measure-
ments. Thismust also be removed so that no additional, but avoidable differences between
the reciprocal measurements, or their quantizations, are induced.
Finally, the analysis of the correlation as a function of the spatial placement of the termi-
nal questions the accepted security assumption of uniform scattering. Although the eaves-
dropper has low correlations even in proximity of the legitimate nodes, their correlations
do not follow the progression predicted by the uniform scattering. Considering that this
assumption itself is based on strong assumptions about the physical propagation environ-
ment, these results can be interpreted as an indication that the uniform scattering assump-
tion does not hold in practice. This in turn implies the assumption of decorrelation for
distances > 0.5λ is not justified in practice either.













































































































































































































































































































































































































































































































































































































































































6. General Objectives and Design
Choices
The general processing during CRKG as well as the usage of CIRs as common source of ran-
domness come with certain requirements regarding the processing to assure the overall
goal of secure and efficient key exchange. In the following we describe these requirements
as well as constraints and highlight the high level approaches to the solutions.
The requirements for key derivation based on reciprocal channel properties can be
divided into two groups: first, the requirements derived from the information theoretic
proofs as developed by Maurer [134] and Ahlswede and Csizar [1]. And second, the re-
quirements derived from the specific use cases and respective practical realization of such
key derivation schemes.
The requirements of the supporting information theoretic proofs are the following (cf.
Section 2.2): Reliability states that the probability for Alice and Bob to derive different keys
is negligible, i.e., they derive the same key with high probability. Secrecy means that the
messages of the key derivation protocol only leak negligible amount of information about
the key material to an attacker. This is most commonly defined via the set of exchanged
messages, but also includes the initial randomness sharing. Uniformity requires that the
resulting keys are distributed uniformly over the key space.
Another set of requirements is derived from the use cases of CRKG and practical ques-
tions regarding actual implementations. These can be divided into resource centric and
efficiency centric requirements.
The resource centric requirements are primarily derived from the actual use case of CRKG
implementations. In our case, the use case consists primarily of resource-constrained end-
points, such as in the IoT context or in Tactile Internet scenarios. Hence, in parallel to the
actual functionality of such devices, energy-efficient processing is always an additional goal.
The most important drivers of energy consumption are, on the one hand, computing ef-
fort and, on the other hand, communication by means of wireless technology. This in turn
means that practical realizations in this use case scenario should save energy at exactly
these two points.
In terms of efficiency, specifically performance, of the key derivation protocol, the main
requirement is a high key generation rate. However, this apparently simple requirement
is subject to influence by a wide variety of measures. One important point, for instance,
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(b) Small scale vs. large scale fading and theresp. average calculated as threshold.
Figure 6.1.: Visualization of the potential biases introduced by blockwise statistics.
is the utilization of the available entropy in the key material — the better the entropy is
harnessed, the greater the number of secure key bits that can be generated. This require-
ment also influences practical concerns, such as ensuring that the necessary entropy is
provided by changes to the reciprocal channel. Finally, the efficiency of the overall proto-
col is directly influenced by the time efficiency of the single processing steps, i.e., highly
complex computations can actually hinder the protocol efficiency.
From these requirements actual constraints for the solution design can be derived:
The first two constraints are straight forward derivations of the resource centric and
the efficiency centric requirements of the practical implementations. As mentioned above
the main drivers of energy consumption are computing effort and wireless transmissions.
Here, communication is especially resource demanding: considering the measurement
devices used, with up to 126 mA communication consumes up to 10× the power of typical
operation with 12 mA [45] and up to ≈ 3.3× the power of maximum computing effort of
38 mA (at default frequency of 36 MHz) [138]. Additionally, the time that must be spent
on transmissions and communications is the single largest contributor to time delays, as
analysed by Zenger [228] and Huth [92]. To achieve better energy and time efficiency,
actual implementations should pay particular attention to these points. Specifically, this
means that both highly complex calculations and heavily interactive protocols should be
avoided.
The constraint to avoid excessive communication carries two additional aspects: First,
exchangingmessages about the keymaterial reveals information about it to the attacker. In
the worst case, the keymaterial gets completely revealed [92]. This means that the attacker
might directly learn information about the key material from this message exchange. And
second, leaking information about the key material reduces the achievable secure key rate
Cs. Equation (2.1) defines the upper bound for the secure key rate, which in terms ofknowledge at the participants A, B and E can be stated as Cs ≤ min(I(A;B), I(A,B|E)).Hence, leaking information about the key material to the attacker E effectively reduces the
achievable key rate.
The next constraint is that blockwise processing of the key material is reduced or even
completely removed. This is again a direct consequence of the requirement for efficiency:
blockwise processing requires buffering of key material, which can only be processed once
the block is full. Hence, it implies wait times and thus delays.
As an extension of this, another constraint is that the usage of blockwise statistics should
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Table 6.1.: Summary of the defined constraints and their respective objectives.
Constraint Objective TargetedRequirement
Avoid(excessive) communication
Reduce information leakage SecrecyReduce processing complexity Efficiency, ReliabilityIncrease time efficiency Efficiency, Key rateIncrease energy efficiency Efficiency
Avoid complex computations Increase time efficiency Efficiency, Key rateIncrease energy efficiency Efficiency
Avoid blockwise processing Reduce delays Efficiency
No blockwise statistics Avoid potential biases Uniformity
No global statistics Avoid potential biases UniformityGeneral feasibility (Feasibility)
be avoided. This primarily fulfills the requirement for uniformity of the keys, since biases can
be avoided with this. To illustrate how the utilization of blockwise statistics can introduce
biases, we present two examples in which this is exactly the case: first an approach where
the total number of zeros and ones in the quantized measurements is forced to be equal
to generate a uniform-like distribution [200]; and second a commonly applied approach
where blockwise averages are used for quantization used, e.g., in [133, 12, 192, 75].
The quantization approach in the first example assumes that in a given block of quantized
measurements the numbers of zeros and ones are roughly equal. Hence, this approach
adapts itself until this equal number is realized in the output. This assumption might hold
for very large block size by the law of large numbers. However, if we consider a practical
block size of 16, this actually introduces the following bias. Given that the original random
numbers follow the uniform distribution U(0, 216), the numbers of ones of the quantized
values follow a normal distribution N (8, 2). This transition to normal distribution is due to
the binary representation of the real original values, i.e., many ones and few zeros for small
input values and vice versa for large ones. If the quantization algorithm now excludes val-
ues with too few or too many ones, the tails of the normal distribution are essentially “cut
off”. This bias is visualized in Fig. 6.1a. Since the values represented by the red zones in the
figure are removed by the algorithm, the range of possible results is significantly reduced.
Put simply, the results containing primarily ones or zeros, i.e., large or small input values, re-
spectively, are simply discarded. This reduction of possible results also narrows the search
space for an attacker — which in turn increases the attacker’s chances of success.
The second example concerns quantizations approaches which calculate averages over
blocks of measurements to determine quantization thresholds. Such approaches can lead
to biases if the different effects of small scale and large scale fading are not carefully dif-
ferentiated. The core idea of this is shown in Fig. 6.1b: you can see the progression of a
channel characteristic that is subject to large scale fading due to movement in space —
this is the coarse progression of the line. The changes of the small scale fading which are
actually interesting for CRKG are shown as smaller fluctuations. A blockwise quantization
approach now might treat the whole progression as a single block for quantization. Given
that the mean is used as threshold for quantization, the respective calculation of the mean
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over this block yields the red dashed line in the figure. If now values above this line are
quantized as ones and values below as zeros, this inevitably leads to a distorted result.
The result will be dominated by the more predictable large scale fading, i.e., the coarse
progression of the line. However, CRKG and its security relies on the usage of the small
scale fading, which is completely neglected. Hence, such approach using blockwise statis-
tics might introduce biases affecting CRKG itself as well as its security.
Finally, we exclude the usage of global statistics, i.e., statistics calculated over the com-
plete data set. In addition to the same reasoning as the previous constraint, this one is
primarily due to plain feasibility: in practice, respectively in the application of the proto-
cols, the complete data sets are simply not available, meaning that such calculations are
practically not realizable.
A summary of the defined constraints along with the objectives sought in each case can
be found in the Table 6.1.
In accordance with these requirements and constraints, we define the following two gen-
eral design decisions, which are taken into account in all solution approaches and further
design work.
Blind solutions Every solution design is intended to operate in what we call a blindmode.
In this context, blind means that the legitimate communication partners do not have
to exchange messages in order to achieve the respective goal. They therefore do not
see the input of their partner, hence the term blind. This design decision is primar-
ily a direct implementation of the constraint that communication should be avoided.
Achieving this constraint would directly yield the advantages mentioned above. In
addition, a completely blind solution would have the advantage that the previously
necessary authenticated channel for this communication would be omitted as a re-
quirement for CRKG. As a result, the corresponding solution would bemuch easier to
implement in practice and may find acceptance more quickly. Therefore, this can be
considered the most important design decision — all solutions should work prefer-
ably blind, that is, without any kind of interaction between the legitimate communica-
tion partners.
Online solutions All processing steps of a solution should be executed in an onlinemode.
This means that measurements of channel properties are processed immediately,
in order to avoid potential biases of blockwise processing, any kind of buffering or
the like. For our specific use case, that means that as soon as a CIR is acquired, it is
instantly processed by the corresponding CRKG pipeline. This applies analogously to
the respective substeps, such as preprocessing, quantization or IR, as well as to their
substeps in turn.
By following these two design principles, the defined constraints are effectively taken into
account and thereby the corresponding requirements are pursued.
96
7. Enabling CIR based CRKG
Parts of this Chapter are published in [193, 194].
In this chapter, we present methods and solutions necessary for basic processing of
CIR in the context of CRKG. Since CIR have a different basic structure than, for example,
RSSI values, a certain amount of preprocessing is necessary to make the measured values
suitable for further processing.
Mainly, we consider two key issues here: first, how to synchronize the CIR observation in
time at the legitimate participants— this is required to avoid additional errors as described
in Section 5.3. And second, how the parts relevant for key derivation can be extracted
from the overall measurement of a CIR. The second point is mainly due to the fact that the
different measurement methods record varying amounts of noise before and/or after the
parts of the CIR that actually carry information. For correct processing, this noise must be
removed or at least reduced to a minimum.
7.1. Blind Synchronization of CIRs
In the following we describe a blind solution to synchronize CIRs at the legitimate commu-
nication partners. To the best of our knowledge, this problem has not been considered
before and we present here the first solution.
7.1.1. Problem Statement
Our initial analysis of the measurement data in Section 5.3 has shown that the raw mea-
surement data are not synchronous — on average there are absolute deviations of δ = 2,
with the mean value for the data set attack even being δ = 4. Such a deviation means
that the subsequent quantization inevitably generate bit strings which contain significant
differences between Alice’s and Bob’s instance. The extent of this additional error can be
illustrated intuitively, if one starts from actually perfectly equal CIRs and quantizes each
measuring point within. After this quantization into a bitstring, the δ corresponds to a shift
of the reciprocal CIRs by exactly δ bits. The following small example illustrates how such
simple shifts produce significant differences in the quantized measurements:
97
7. Enabling CIR based CRKG
Alice bits 01011011 011010100Bobs bits (shifted by 2 positions) 00010110 110110101Induced errors 01001101 101100001
These errors would further degrade the reciprocity of the bit strings in addition to the
differences that exist anyway due to interference and non-reciprocal hardware paths.
Basically, these time shifts are due to the fact that the respective devices per se do not
operate time-synchronously. As a result, the measurements are recorded at minimally
different times, which causes the corresponding shifts within the measurement vectors.
But in addition, our analysis shows that state-of-the-art as well as common approaches
to related problems like maximum based algorithms (MAX), leading edge detection algo-
rithms (LED), and their modern derivates employed in millimeter range UWB location ap-
plications [137, 107] (max ration, MR) do not perform sufficiently in the described scenario.
Due to the specific progressions of the respective CIRs, these methods do not achieve an
effective synchronization of the measurements. Figure 7.1 depicts examples in which the
straight forward approaches fail and their respective causes: The first example in Fig. 7.1a
shows LOS components of two reciprocal measurements at Alice and Bob. It is visible that
either this component is composed of two peaks or the LOS component is closely followed
by another component of similar power. In any case, this strong component consists of
two peaks with approximately the same amplitude. The reason why the MAX algorithm
generates wrong synchronizations in such cases is that the amplitudes of these two peaks
are interchanged. Therefore, the MAX approach would deliver one peak as maximum on
one side and vice versa on the other side. The second example in Fig. 7.1b depicts a case,
where leading edge algorithms like LED and MR fail. Here, the CIR does not have a contin-
uous strictly monotonically increasing first edge. In addition, the respective discontinuities
have different amplitudes. This results in the case that the edge of the “smaller” disconti-
nuity is not recognized as a peaks rising edge by one communication partner and only the
following edge is used. In the corresponding reciprocal measurement, on the other hand,
the slightly higher amplitude of the discontinuity means that it is recognized and used as
the leading edge.




(a) Exchanged maxima points




(b) Leading edges which neither are strictlymonotonous increasing nor have recip-rocal amplitudes
Figure 7.1.: Examples for cases where straight forward synchronization fails. Thegreen line is Alice’s CIR, the blue one Bob’s.
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Since CRKG, especially in terms of secret key rate and secure key bits, is driven by the
reciprocity of the respective channel estimations, it is crucial to minimize any influence
diminishing this reciprocity. Mismatches in synchronization inherently lead to decreased
reciprocity, since even equal reciprocal measurements differ, if they are out of sync. In
state-of-the-art approaches to CRKG, this problem has not been addressed yet.
Therefore, to make CRKG as efficient as possible, an approach is needed which can de-
termine a sufficient synchronization while keeping the information leakage low. To fulfill the
second part and to adhere to our general design decisions, we only consider completely
blind approaches
In consequence, this means that such blind approaches have solely local knowledge, i.e.,
no information about the reciprocal measurement is available. Hence, there is no feedback
about the performance of the applied algorithm.
7.1.2. Solution Design
In order to present the solution design adequately, we first describe the requirements that
must be met by a corresponding solution. Then we specify our concrete solution.
Requirements
Our analysis of common as well as state-of-the-art approaches showed, that in the worst
case, i.e., the worst analysed scenario, the best of these approaches only achieves ∆0MR =
0.49. This means, that none of the traditional and modern approaches achieves optimal
synchronization in more the 49% of the observed CIRs. The reasons for this lacking per-
formance are shown in Fig. 7.1: First, the existence of multiple local maxima within the
first arriving cluster with non-reciprocal amplitude differences (Figure 7.1a), which cause
errors for maximum based synchronization approach. Second, non-strictly monotonous
increasing first edges (Figure 7.1b), which are especially hard for leading edge detection
algorithms.
In relation to the described error causes, an optimal algorithm would expose 2 major
properties:
Uniqueness A single data point within an observation needs to be identified, which there-
upon acts as this CIRs anchor for synchronization.
Robustness The same unique time anchor needs to be identified in the reciprocal mea-
surements, irregardless of noise and interference.
An explicit non-requirement is the preservation of edges. Since the main error causes
in Fig. 7.1b are superfluous edges in the leading edge, it is not necessary to preserve such
artefacts. Even more, the removal of such interference based edges would be favourable.
In consequence, this non-requirement rules out filtering solution, which aim for perfect
waveform structure preservation at the cost of computation complexity, e.g., wavelet filter-
ing [209].
Finally, we disregard solutions which exchange information about the received CIRs. Al-
though they might exhibit good performance, following the argumentation in Chapter 6
surplus information exchange about the CIR should be avoided. Hence, we only consider
blind approaches.
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Solution
The two major requirements for the solution are achieved by the following means.
Uniqueness can be achieved by selecting the global maximum of a given CIR. As shown
above this approach alone does not perform well, since it is lacking robustness. Hence, we
propose to combine it with an algorithm which provides this second requirement.
The robustness property can be achieved through two approaches: The first approach is
the application of noise reduction. This can be realized by employing classical digital Finite
Impulse Response (FIR) filters like Butterworth or Chebyshev filters in low- or band-pass
mode [153]. Although they are very powerful, they need careful fine-tuning regarding the
transmission properties, e.g., baseband and bandwidth. Nevertheless, we still include FIR
filters in this evaluation.
The second approach, we are propose, is to use blurring or smoothing filters originating
from the realm of image processing. These have the advantage of independence of trans-
mission properties and, additionally, they fulfill the requirements defined above. Through
the application of such filters with appropriate parameters, the noisy artifacts of the signal
can be eradicated.
Due to their proven strong performance in the fields of image noise reduction and image
edge detection [48], as well as signal processing for localization [127, 57], we propose to
use a one dimensional Gaussian filter for the time synchronization.
According to the system model the single CIR are vectors of values. Hence, we apply a





By applying this filter to the single CIRs, a unique synchronization anchor can be iden-
tified by taking the maximum of the resulting filtered signal. This constitutes the overall
processing of the newly proposed approach: 1. Filter the obtained CIR with a Gaussian
1D filter. 2. Take the maximum of the filtered signal as time anchor for synchronization.
This effectively determines a single point within the vector of values, which we call the time
anchor τsync.Figure 7.2 shows an example CIR after applying a Gaussian 1D filtering. It depicts that
the filter successfully removed the aforementioned major error causes. In addition, the
Gaussian filtering yields a robust time root for the corresponding CIRs, the robustness of
which is thoroughly evaluated in the upcoming section.
7.1.3. Evaluation
We are interested in both the performance and robustness of our approach compared to
alternative solutions. Employing the metrics as introduced in Sec. 2.5, we assess to which
extent it independently identifies identical anchors in corresponding CIR observations.
Methodology We set out to evaluate the alternative approach on a data set as diverse as
possible to cover as many scenarios as possible. Hence, we use the data set scenarios for
the real world measurement evaluation. Nevertheless, all data sets are representative only
for the given scenario. For a broader evaluation of the robustness we hence subsequently
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Figure 7.2.: Example of a CIR after applying the Gaussian 1D filter.
evaluate all approaches on synthetic data, generated with accepted UWB models from
literature and simulating broad ranges of interference.
We finally evaluate the impact of the improved synchronization for the actual CRKG case,
comparing the achieved BDR after quantization with algorithms tailored to key generation
[200].
The synthetic impulse response used to evaluate robustness in situations as diverse
as possible were generated as follows:
The basis for these synthetic data is the IEEE 802.15 UWB channel model as presented
in [144], which is a slight modification of the Saleh-Valenzuela UWB model [163]. In ad-
dition to the channel model itself, [144] also defines 3 parameter sets for typical indoor
UWB propagation. The first parameter set represents a strong LOS scenario, whereas the
second and third models describe typical Non-Line of Sight (NLOS) setups. Finally, a fourth
parameter set is defined, which is artificially generated and aims to resemble an extreme
NLOS case. We call these four parameter sets Model 1-4.
Since the channel model itself does not support the generation of correlated measure-
ments, we adapted it to support this in the following manner: In accordance with the chan-
nel model described in Section 2.3, the correlated observations were realized by adding
two different realizations of independent AWGN to a single observation. This allows us
to generate highly correlated observations Xi and Yi, which also include edge cases asdescribed above.
Since the main task of the approaches is time synchronization, an additional time offset
was added to one of the generated observations. Theoretically, the value of this offset does
not matter, since the algorithms identify the unique data points within a single realization
as anchors. This means, they do not have a global view on both realizations and thereby
the actual time offset is irrelevant. It would suffice to show that the approach identifies the
same data point in both observations, to demonstrate their feasibility. But to keep the re-
sults comparable to the real world, we added similar offsets between the two observations.
Analysing the real world data indicated typical offsets in t ∼ N (8.3, 11.4). We hence used
this distribution to generate artificial offsets in the synthetic data.
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Various other 1D filters exist that can be used as comparable approaches. Within the
domain of CRKG the time synchronization problem has not been addressed. Nevertheless,
there exist alternative solutions for, e.g., time calibration. We apply these approaches to
the same data sets for comparison.
A simple maximum detection (MAX ) and state of the art leading-edge detection mecha-
nisms (LED and MR) [137, 107] are used as baselines.
In addition, we compare our one-dimensional Gaussian filter to other, more complex dig-
ital FIR filters, for which we choose Butterworth and Chebyshev Type II filters, both realized
as low-pass and band-pass, as representative candidates. These filters as parameterized
to the acquired real world measurements — additionally, low and high cut frequencies as
well as the filter order were determined manually to minimize 1−∆0.
To assess the difference between Gaussian and other smoothing filters, we also com-
pare to moving average or one dimensional uniform filter, Savitzky-Golay filter, Sobel filter,
Hilbert filter, Wiener filter, and the spline interpolation. Again, the respective algorithm
parameters are determined a priori, to optimize their performance with respect to 1−∆0.
Results with real world impulse responses The results for the physical measurements
used for this comparison are shown in Table 7.1. Each result shows ∆0 as well as mean µ
and standard deviation σ of the respective vector ~∆. The different compared approaches
are listed in the rows, with the last row showing the proposed 1D Gauss filter. For each
scenario we highlight the best results with respect to ∆0.
Our Gaussian filter outperforms all other approaches in all but one scenario. Only in
scenario StaticD, the manually optimized Chebyshev band-pass performs slightly better
(0.95 vs. 0.93). Both band-pass approaches (Butterworth Band and Chebyshev Band) fare
equally well in the other static scenarios.
In the dynamic scenarios with interference, which are most relevant to the CRKG prob-
lem, our Gaussian filter performs better than all competing algorithms with advantages up
to 13%, even over the best baseline approach with global knowledge.
It is also themost robust approachwith consistently high performance across all different
measurement scenarios.
Results with synthetic impulse responses The results for simulated data used for com-
paring the different approaches are shown in Table 7.2. Again, the new approach shows
highest robustness, outperforming all others in all but one model.
By recalling the model setup of Model 1 is clear, why the simple leading edge detection
algorithm is slightly better in this single case: Model 1 represents a strong LOS channel,
as described in [144], which is characterized by a strong first cluster in the CIR. This is
distinguished by an unusually strong leading edge, which is also strictly monotonously ris-
ing. These two properties are highly advantageous for leading edge detection algorithms.
Nevertheless, the Gaussian 1D approach still performs almost on par, even in this case
(0.88/0.86).
For the generic NLOSmodels, our Gaussian filter again significantly outperforms all other
approaches, with advantages of up to 31% over the second-best approach.
In conclusion, the Gaussian 1D approach delivers best results in most cases: it comes
in second only for two scenarios that have minor relevance for CRKG, achieving almost
identical performance with the respective winner. It achieved optimal synchronization for
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7. Enabling CIR based CRKG
Table 7.2.: Solution performance in different synthetic scenarios
∆0 and (µ,σ) of ∆
Algorithm Saleh-Valenzuela ModelsModel 1 Model 2 Model 3 Model 4
MAX 0.50 (0.01, 3.47) 0.42 (-0.03, 5.96) 0.36 (0.53, 9.63) 0.36 (0.23,16.37)LED 0.76 (0.04, 1.26) 0.66 (0.02, 1.80) 0.61 (-0.11,12.12) 0.49 (0.18,13.01)MR 0.88 (-0.03, 1.37) 0.77 (0.16, 5.56) 0.62 (0.46,12.38) 0.44 (-0.03,17.11)
Butterworth Low 0.47 (-0.05, 4.33) 0.40 (0.01, 6.20) 0.41 (-0.22, 9.27) 0.36 (0.23,16.37)Butterworth Band 0.56 (0.15, 3.79) 0.46 (-0.08, 5.42) 0.42 (0.47,10.36) 0.37 (0.29,17.73)Cheby2 Low 0.53 (-0.03, 3.12) 0.45 (0.06, 5.71) 0.40 (0.24, 9.24) 0.38 (0.19,15.57)Cheby2 Band 0.54 (0.21, 4.36) 0.46 (0.21, 6.16) 0.41 (-0.01,10.87) 0.38 (0.77,16.31)
Uniform 0.68 (-0.08, 2.42) 0.49 (-0.01, 4.84) 0.46 (0.05, 8.26) 0.43 (-0.26,13.59)Hilbert 0.50 (0.01, 3.47) 0.42 (-0.03, 5.96) 0.36 (0.53, 9.63) 0.36 (0.23,16.37)SavGol 0.83 (0.02, 2.30) 0.59 (0.90, 2.69) 0.55 (0.32, 7.86) 0.49 (-0.42,15.17)Sobel 0.33 (0.24, 8.57) 0.27 (-0.34, 9.39) 0.27 (-0.17,16.85) 0.26 (-0.90,22.32)Wiener 0.51 (-0.02, 3.29) 0.42 (0.05, 5.67) 0.38 (0.27, 9.18) 0.37 (0.14,13.88)Spline Interpolation 0.50 (0.01, 3.47) 0.42 (-0.03, 5.96) 0.36 (0.53, 9.63) 0.36 (0.23,16.37)
Gaussian 1D 0.86 (0.45, 11.61) 0.83 (-0.01, 15.72) 0.82 (-0.21,11.27) 0.80 (-0.82,16.49)
over 90% of the comparisons in measured data sets, and for over 80% even of the synthetic
inputs simulating artificially bad conditions. This consistent good performance indicates a
good general applicability, since it performs stable and robust under a broad variety of
potential settings.
Bit Disagreement Rate To visualize the effect of time synchronization and the advan-
tages of applying our solution in the context of CRKG , we show the BDR of the quantized
scenariosmeasurements, with and without our synchronization approach.
Figure 7.3 shows the bit disagreement rates when applying our filter before quantization
according to CRKG . The upper part of violin plots visualizes the BDRwithout the application
of our proposed approach, whereas the lower green part shows the results after applying it.
While the BDR remains high for all scenarios, the results clearly demonstrate the benefit of
applying our approach: Single improvements reach up to 21% reduction in BDR for scenario
Static A. Averaging over all obtained measurements the improvement exceeds 18%.
This resulting BDR over the total measurements verifies that the slightly higher standard
deviation our approach exhibits has no significant influence on the final performance.
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Figure 7.3.: Improved BDR after application of the proposed algorithm. The blueupper part shows the BDR without our approach; the lower green partwith our approach respectively.
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7.2. Noise Removal
By definition noise is “[. . . ] any unwanted signal that tends to interfere with the required
signal.” [39]. Thus, to minimize the effects of such interference, the impact of noise on
processing must be minimized.
The impulse responses, as they are estimated respectively captured by the hardware,
contain not only information carrying parts, i.e., the actual impulse response itself, but
also additional noise before and after the information bearing parts. The corresponding
examples for this are to be seen for instance in Fig. 4.3 and even more pronounced in
Fig. 4.8. Following the notation of Eq. (2.5), a certain part of the measurement before h
consists exclusively of noise n, followed by the actual impulse response h + n, which then
changes again into a part consisting of n only. Since we assume AWGN, the noise cannot
be expected to be reciprocal in any way. This means that after quantization, there is a high
probability that bit mismatches will occur in the noise-only parts. In turn, this means that
the more pure noise is included in the processing, the more the respective BDR increases.
Since a high BDR complicates information reconciliation to the point of failure, this should
be avoided at all costs. Thus, the parts of the CIRmeasurements consisting entirely of noise
must be removed for the basic effectiveness and functionality of the CRKG key exchange.
With reference to Fig. 4.3, the Fig. 7.4 shows the aim of such noise removal. The red
areas are considered pure noise and need to be removed from the measurement data.













Figure 7.4.: Example of the aimed for noise removal — the red shaded parts needto be removed from the measurement data.
Basically, this problem consists of finding the information-bearing part, i.e., the impulse
response itself, and its boundaries within themeasurement. Thus, it can be divided into the
two partial questions, how to locate the beginning and the end of the impulse response,
respectively.
With respect to the data set attack the following approach was proposed in [194]. In this
data set, it holds for eachmeasurement that the actual impulse response is in the back half
of themeasurement. Thus, the front half could be used to determine a threshold t from the
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noise level by calculating the average of these values. Recalling the vector representation







where N is the number of data points within the recorded CIR. Based on this, a thresh-
olding procedure was used to determine both the beginning and the end of the CIR: if
two consecutive values exceeded the threshold t, this defines the beginning of the impulse
response; two consecutive values below define the end.
Considering all available data sets, this approach has the following drawbacks: first, it
cannot be generally assumed that the front half consists exclusively of noise and is thus
available as a basis for determining the noise level. Second, this method basically imple-
ments a leading edge detection approach, which we saw in the previous section can be
ineffective on general measurement data.
Starting from the last argument, we therefore adapt the processing for general measure-
ments as follows: Instead of the leading edge procedure described, we use the time anchor
determined by time synchronization to define both the beginning and end of the CIR: For
the starting point, we include five more values before the time anchor to account for any
preceding fluctuation. Starting from this index, the next 64 values including the starting
point are used as CIR. This value is based on the reflection argument from Section 4.1 —
within the largest measurement room used, this value still allows for at least two complete
reflections over the longest diagonal. Most reflections arrive much earlier and within the
selected interval. In addition, reflections after this limit are usually of such low power that
distinguishing them from noise is difficult. Both of these values were determined empiri-
cally.
Originating from the time anchor τsync, we determine the start and end points, τA and
τB , of the CIR as follows:
τA = τsync − 5 (7.3)
τB = τsync + 58 (7.4)
= τA + 63 (7.5)
Including the values at indices τA and τB this yields a CIR as vector of 64 values.It is worth noting, that both parameters of the noise removal, i.e., 5 and 64, depend on
the sampling rate of the hardware in use, which is 1 ns in our case. If these actual values
are to be used for differing sampling rates, the parameters must be adjusted to represent
the respective absolute times.
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8. “Classical” Attacks on CIR-CRKG
Parts of this Chapter are published in [194, 198, 196].
In the following we discuss two different approaches to attack CRKG processing at the
common source of randomness, specifically whether this common source is as unpre-
dictable as assumed. The designation as “classical” here is solely to distinguish it from the
next chapter, where machine learning-based approaches are presented.
The basic question posed by all these attacks is invariably the same, namely whether the
assumption is justified that an attacker can record exclusively uncorrelated observations
of the legitimate channel impulse responses.
If this assumption does not hold, a key derivation-based on these physical properties or
properties derived from them would have to be considered insecure. This is due to two
main properties of key derivation based on channel properties:
First, the key generation is completely deterministic. In the case of our attacks, thismeans
that the same input into the CRKG process will generate the same key. This property ex-
plicitly allows Alice and Bob to generate the same key, and also requires the channel to
change, resulting in new entropy leading to new keys. Hence, if the attacker has the same
input material as Alice or Bob the same key can also be generated.
And second, the input materials at Alice and Bob are not perfectly the same, so the CRKG
process itself removes a certain amount of differences. The specific amount depends on
the implementation used. This fact, however, also favours attacks against the inputmaterial
— the attacker thus does not need to have a perfect replica of the keymaterial as in Alice or
Bob, but it is sufficient to get hold of reasonably similar inputmaterial. The CRKGprocessing
itself then removes a certain number of differences, whichmakes the corresponding attack
much easier.
Following this argument, the attacks presented here try to predict or infer the inputmate-
rial of CRKG allowing the attacker to derive the same key as Alice and Bob. We first present
the two attacks, their ideas, realizations and results, and then put the achieved results into
perspective by showing their implications and compare them to the state-of-the-art.
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8.1. Rationale and Attack Idea
Wenowdescribe the core idea of the presented attacks and the rationale behind it. The key
idea behind the attacks is that certain parts of a CIR can be computed deterministically and
that the assumption of uncorrelated observations at the attacker is based on very strong
assumptions. By combining the knowledge of what the attacker can derive from each part,
a potential attack surface is created — specifically, that an attacker can predict the input
material for the key derivation or derive it from her observations.
Regardless of the key derivation itself, the following observations can be made about the
channel properties between the respective communication partners:
CIRs are well described statistically Taking existing channel models into account, for ex-
ample the Saleh-Valenzuela model or the IEEE channel model (cf. Section 2.3), we
know what general progression can be expected from a CIR: Under LOS conditions,
there will be a dominant LOS component. This is followed by the different multipath
clusters, which arrive with exponentially distributed time intervals and with exponen-
tially decaying power. Within the multipath clusters the single rays exhibit the same
behaviour as the cluster: arriving with exponentially distributed time delays and ex-
ponentially decaying power — only with differing rates. In NLOS environments no
LOS component is present.
Keeping such statistical knowledge about the impulse responses in mind, the general
progression of a CIR measurement is known. An example is visualized in Fig. 2.10.
Main CIR components can be calculated deterministically Proceeding from the previ-
ous point, the main components of the impulse response are the LOS component
and themultipath components. Given a known transmission environment and known
terminal positions, these components can be calculated deterministically: The LOS
component is primarily determined by the spatial distance between the communi-
cation partners. The multipath components result from the corresponding reflec-
tions of the environment and the thereby extended distance. This extended distance
in turn determines the multipath clusters amplitude and arrival time through an in-
creased path loss and propagation time.
Figure 8.1 illustrates a simplified and idealized shape of an impulse response and
how it can be derived from the current environment.
Interferences originating from the environment affect all CIRs equally That is, inter-
ferences from sources outside the system model are present at all terminals in the
same way. For example, if such causes yield a signal drop between Alice and Bob, it
will also be visible in Eve’s observation.
Intuitively, this can be expressed in reference to Eq. (2.5): here we can decompose the
noise term n into two parts. A local part nloc for noise, which depends specifically onthe terminal, and a global part nglob, which stands for system-wide or system-externalcauses. Thus, n = nglob + nloc, where nglob is the same for all participants.Based on this, the attacker is potentially able to infer abnormalities in the legitimate
CIR from abnormalities in her observation.
More concretely associatedwith CRKG is the security assumption that an attacker located
further than half a wavelength away from the legitimate participants can only observe un-
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Figure 8.1.: The simplified general course of a CIR and how it can be reconstructedfrom the transmission environment.
correlated channel properties. However, it must be pointed out that this assumption is in
turn based on further assumptions, which in practice must be considered quite improba-
ble (cf. Section 2.3). These assumptions are: no dominant LOS component, uniformly and
densely distributed scatterers and all multipath clusters having the same power (cf. Sec-
tion 2.3).
Considering a typical application environment for CRKG, indoor office space, the con-
crete assumptions have to be evaluated as follows: The scatterers will not be densely and
uniformly distributed over all possible angles of arrival. Possible scatterers, e.g., furniture,
typically represent only a small part of the roomgeometry, i.e., they are sparsely distributed.
Given the cuboid shape of typical indoor rooms, the walls as scatterers are also not uni-
formly distributed. As described by the statistical channel models, the multipath clusters
in indoor scenarios do not have the same power. And finally, within a room a direct LOS
connection between two terminals and the respective LOS component in the CIR is likely.
Thus, it is justified to question the security assumption of uncorrelated attacker obser-
vations.
Further, the CRKG processing itself eases attacks against the common source of ran-
domness used: due to non-reciprocal properties of the estimated CIR, caused by, e.g., non-
reciprocal noise and differing hardware paths, the observations of the legitimate partners
themselves are not perfectly equal. Hence, in the IR phase, a certain amount of differences
is removed by design. Therefore, an adversary attacking the source of randomness does
not need to predict or infer perfectly matching CIRs. As long as the attackers resulting CIRs
are within the range of error of the legitimate partners, the subsequent key derivation will
generate the same key. Thus, it is sufficient for the attacker to reproduce the CIR within
this fuzziness to successfully compromise the key exchange.
In summary, the issues described represent a non-negligible attack surface: If the at-
tacker has knowledge about the transmission environment, she can predict certain parts
of the CIR and thus the input data for the key derivation. Additionally, due to the assump-
tions used, completely uncorrelated observations of the channel properties cannot be pos-
tulated at the attacker. The attacks presented here address precisely the combination of
these two aspects. It is investigated to what extent an attacker can exploit these points to
predict or infer the key material and what accuracy can be achieved.
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8.2. Attacker Model
All attacks presented in this chapter are modelled using the same attacker model. To keep
the presented attacks as general as possible, the model restricts the attacker as little as
necessary.
In general, we assume a plain passive, eavesdropping attacker. This means in particular:
• The attacker only observes the respective system, in our case Alice, Bob and the en-
vironment they are residing in.
This explicitly excludes modifying interactions with the communication infrastructure
as well as with the physical environment. Here, “interaction with the physical environ-
ment” refers to active changes of this environment with the goal of influencing the
transmission properties of the wireless communication, such as proposed in [96].
This restriction is included to render the attack both as strong and as practical as
possible.
• The attacker is computationally restrained, i.e., he does not have infinite computing
power.
Regardless of how realistic the assumption of infinite computational power is, such an
assumptionwouldmean that the attacker has the ability to perfectly simulate wireless
transmissions to any level of detail — this would be equivalent to directly breaking
CRKG as described above. Therefore, we must exclude infinite computational power
for the attacker in our context.
In addition to this basicmodel, individual extensions to thismodel becomenecessary due
to the concrete procedure during the presented attacks. For the two attacks presented in
this chapter, this means in concrete terms:
Channel model-based attack The attacker needs representative CIRmeasurements with
the help of which the corresponding channel model is adjusted to the actual environ-
ment (see Section 8.3).
This can take place completely independently of the actual attack, which significantly
increases feasibility. Such measurements can easily be realized as follows, in ascend-
ing order of effort for the attacker, conspicuousness, and expected representative-
ness of the measurements: passive eavesdropping on a legitimate communication;
own dedicated measurements depending on the environment; or own dedicated
measurements with special hardware.
Ray Tracing-based attack For this attack, the attacker does not even need actual wireless
measurements, but only knowledge about the physical layout of the current wireless
transmission environment.
Such knowledge can be easily obtained by inspecting blueprints or by plain visual
inspection through video cameras, photos, or mere physical presence.
In summary, the attacker model even with the respective adaptations for the presented
attacks is realistic and practically implementable, not only for state-level attackers but also
for less powerful attackers.
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8.3. Channel Model-based Attack
In the attack presented here, we investigate whether deterministic propagationmodels are
suitable for predicting themain characteristics of a channel impulse response. For this pur-
pose, we use such a channel model and fit it to the actual conditions of our measurements.
Based on these adjustments, we then evaluate how well the model can predict legitimate
CIRs for the specific measurement space.
In the following, we present the concept and procedure for this attack, the concrete
realization as well as our evaluation.
8.3.1. Concept
The attack concept is based on the practically oriented sequence of the attack, which de-
fines three distinct phases in which the attacker acts differently. These three phases can
be described as follows:
Phase 1 - Data acquisition A local attacker is physically present in the environmentwhere
the future communication of the key exchange will take place. Within this environ-
ment the attacker obtains representative CIR measurements with known terminal
positions.
This might be realized by performing CRKG itself and recording the measurements
accompanied by the respective terminal positions. Alternatively, the attacker can per-
form active reference measurements, where concrete measurement scenarios are
set up and the respective observations are recorded.
Phase 2 - Model preparation During a second preparatory step, the attacker used the
obtained reference measurements to adapt his local representation of the propaga-
tion environment, i.e., the deterministic channel model used in the attack.
Phase 3 - Actual attack To carry out the actual attack on the random source of key gen-
eration, the information from the preparation is combined with the position informa-
tion from the actual communication to compromise the key generation. The attacker
predicts the CIR based on the channel model and the terminal position of the legiti-
mate nodes. This predicted CIR is then used as input for CRKG by the attacker. If the
prediction was sufficiently close to the real one, the attacker will inevitably derive the
same key as Alice and Bob.
To do this, the attacker does not need to be in the vicinity and theoretically does not
need to interact either actively or passively with the legitimate communication part-
ners1. Based on the representation developed in phase 2, an attempt is made to
reconstruct the readings of the legitimate communication partners. Apart from the
terminal locations, no other information has to be available for this step.
All phases are easy to implement in practice, and the attacker does not need to have any
special resources in terms of the technology used, computing effort or time. Even the last
phase places only little demands on the attacker, since position data can be easily collected
(e.g., through physical proximity or visually through windows or surveillance cameras).
1From a practical point of view, it would of course be reasonable to record data processed with the attackedkey to realize a higher-level target of the attacker, e.g., a breach of confidentiality. For the presented attackon the key exchange itself, however, this is not necessary.
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8.3.2. Realization
The main points of realization are the selection of a suitable deterministic channel model
and a strategy how to adapt it to the referencemeasurement. Once this has been selected,
the attack can be implemented analogously to the procedure described in the concept.
The main criterion formodel selection is the determinism of the model, so that bidirec-
tionally reciprocal CIRs can be computed from known positions. Therefore, well-known sta-
tistical channel models, such as the Saleh-Valenzuelamodel [163] or the IEEE UWB channel
model [144] are unsuitable for the present case — these could only be used to generate
randomized CIRs. In the field of deterministic channel models, the model of Kunisch and
Pamp has been well established [108]. Since it was designed primarily for the description
of radio channels in buildings it corresponds exactly to the system model used.
At its core the Kunisch-Pamp model calculates the CIR by resolving the respective reflec-
tions of the transmitted signal. This is achieved by unwrapping the reflections into so called
virtual sources or echos— based on the sender and receiver position as well as the mirror
point, the point of the reflection, a virtual source can be determined. The distance between
the virtual source and the receiver can then be used to determine the time of flight of this
transmission. This in turn is used as path delay for the respective multipath cluster. The








Figure 8.2.: Transformation from reflection to virtual sources.
The model can handle multiple reflections by unwrapping the virtual sources accordingly.
The depth to which this is done is determined by the parameter Q— if the value is set to
Q = x, then paths with up to x reflections are integrated into the transmission simulation.
One disadvantage of this model worth mentioning is that it supports only rectangular
spaces in the current implementation.
The Kunisch-Pamp channel model has a large number of parameters relevant to the
calculation of channel properties. For our attack, these can be divided into free and fixed
parameters as follows:
free, locations These parameters are the concrete input values for the impulse response
calculation. Specifically, these are the positions of the legitimate communication part-
ners. Since they will or can move in space, these parameters remain open and po-
tentially change for each calculation of the model.
free, environment These parameters are determined by fitting the model to the refer-
ence measurements and represent the adaptation of the transmission environment
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by the model. Specifically, these are the selected virtual sources K , the reference
distance d0, the slope of the path loss function α, the cluster decay γ and the clustergains GMP and GMP ,LOS .
fixed These parameters are either static for all transmission or have no significant influ-
ence on the success of the presented attack. This includes parameters like the center
frequency and bandwidth of the transmission or the sampling interval.
A comprehensive description of the channel model’s system parameters can be found
in the corresponding publication [108].
In addition, value ranges are given in the description of the channel model for the individ-
ual parameters, which was derived from the corresponding measurements during model
development. The proposed value ranges are listed in Table 8.1.
Table 8.1.: Value ranges of the system parameters of the Kunisch-Pamp channelmodel as proposed by Kunisch and Pamp [108].
parameter value range
Q 3
α 2.0 to 3.0
GMP −20 dB to −16 dB
GMP ,LOS −13 dB to 0 dB
γ 9.5 ns to 12.5 ns
β 1.01 to 1.3
To adapt the channel model to the references measurements, i.e., fit the model pa-
rameters to them, we proceed as follows:
In general, we use a set of measurements, which in turn consists of different measure-
ment runs r, as the basis for the fitting. Here we denote the set of measurement runs as R
and the respective measurements of a single run asM . For the fitting, the mentioned free
environment parameters have to be fitted to these measurements. For this purpose, we
define a scoring function fscore(~p) based on the metrics defined in Section 2.5, which takesa parameter set ~p as input Internally, the function performs the following substeps: First,















This is the final value of the scoring function.
The input of the score function is the set of free environment parameters described
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above.
~p = {K, d0,α, γ,GMP ,GMP ,LOS} (8.3)
By encapsulating the computation of the metric in this way, we can view it as a black box
model and use Bayesian optimization to determine the optimal set of parameters [170].




The implementation is based on the open source tool Hyperopt2 proposed and developed
by Bergstra, Yamins, and Cox [22]. For the optimization, we define the ranges of the pa-
rameters as described in Table 8.2b.
As the channel model itself calculates the CIR without taking noise into account, we ad-
ditionally analyse whether the addition of noise to the simulation would alter the attack
success. For this we add pseudo-random noise to the resulting simulated CIR. The values
of this noise are sampled in accordance to an additional noise variance parameter VN . Thisparameter defines a Normal distribution N (0, 10VN/10dB), from which the actual values are
sampled. For these experiments, VN is included in the set of optimized parameters.
Finally, there are the fixed parameters of the model. According to the system model,
the center frequency and bandwidth of the transmission are set to 4 GHz and 500 MHz
respectively, and the sampling interval to 2 ns. Themodel parameters gainG and frequency
domain decay exponent β did not yield any effect on the attack success. Hence, we set
themmanually to 120 dB and 1.2 in accordance to the proposed values [108]. Likewise, the
number of considered echoes Q is set to 3.
To summarize the model parameters used for simulation and optimization, we present
them consolidated in Table 8.2.











K Echos / virtual sources
d0 0.5 to 1.5dLOS
α 2.0 to 3.0
GMP −25 dB to −10 dB
GMP ,LOS −15 dB to 0 dB
γ 9 ns to 13 ns
8.3.3. Evaluation
As this kind of attacks requires location data of the respective sender and receiver termi-
nals, only the data set attack and robot can be used for evaluation. Thus, we use the attack
data set for a general feasibility study and the robot data set for verification.
2Available at https://github.com/hyperopt/hyperopt
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1: I → II2: I → III3: I → IV4: I → V5: I → VI6: I → VII7: I → VIII8: I → IX9: I → X10: I → XI11: I → XII12: II → XI13: II → XII14: IV → XI15: IV → XII16: VI → XI17: VI → XII
Figure 8.3.: Simplified roommodel, adjusted to adhere to the Kunisch-Pamp chan-nel models restrictions.
Data Set attack
To investigate the general feasibility of the attack, we use two different optimization strate-
gies for this attack: First, a so-called individual optimization, where the parameters are ad-
justed for exactly one of the 17 measurement setups. Subsequently, the achieved cross-
correlations are calculated again for the same measurement setup. This serves as basic
investigation whether the Kunisch-Pamp model can simulate sufficiently accurate CIRs at
all. Since this approach fits the whole channel model to one concrete measurement setup,
we expect considerably higher cross correlations for the simulation than for the eaves-
dropped CIRs.
In a second step, the so-called attacker-oriented optimization, we select fourmeasurement
setups that are used to adapt themodel. Here, the four selectedmeasurements represent
the previously known measurements of the attacker. The evaluation is then performed on
the 13 remaining measurement setups. Concretely, the setups R = {11, 13, 15, 17} are
used for the attacker-oriented optimization — these are the setups involving the lower
right position XII in the scheme (see Fig. 8.3). As this optimization approach is much
more general, we expect a lower accuracy for the results. Hence, the respective achieved
cross correlations are expected to be lower than for individual optimization.
It should be mentioned that individual optimization does not provide robust informa-
tion about the applicability of the attack, since it cannot be performed in practice by an
adversary. This is only the case with attacker-oriented optimization.
For this data set, the following constraint must be considered: Since the channel model
only supports rectangular spaces, themodelling of the spacemust be adjusted accordingly.
Thus, instead of the real space shown in Fig. 4.7, a simplifiedmodel shown in Fig. 8.3 is used
for the simulation.
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(a) Best setup #14






















(b) Worst setup #17
Figure 8.4.: Histogram of the achieved cross correlation between attacker simula-tion and measurement. Best and worst run using the individual opti-mization.






















(a) Best setup #9





















(b) Worst setup #17
Figure 8.5.: Histogram of the achieved cross correlation between attacker simula-tion and measurement. Best and worst run using the individual opti-mization with additional noise.
To visualize the general prediction performance of this attack we show histograms of the
achieved cross correlation. For each optimization approach, we present the performance
of the best and the worst measurement setup.
Each figure consists of three actually shown histograms: the first, “measurements (same
pos.)” shown in blue, shows the cross correlation within the current measurement run.
The second, “measurements (different pos.)” shown in orange, shows the cross correlation
of the analysed measurement to all other measurements. And finally, “simulation” shown
in green, depicts the cross correlation of the attacker simulation to the analysed measure-
ment.
First, we show the performance based on the individual optimization. The respective best
and worst results, from the attackers point of view, are shown in Fig. 8.4. The best attacker
results are achieved for the setup #14, IV → XI , with an average cross correlation 0.936.
The worst results are recorded for setup#17, V I → XII , with 0.883. In general the results
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(a) Best setup #16






















(b) Worst setup #12
Figure 8.6.: Histogram of the achieved cross correlation between attacker simula-tion andmeasurement. Best andworst run using the attacker-orientedoptimization.





















(a) Best setup #12





















(b) Worst setup #4
Figure 8.7.: Histogram of the achieved cross correlation between attacker simula-tion andmeasurement. Best andworst run using the attacker-orientedoptimization with additional noise.
here closer to the correlations of the legitimate CIRs then to the eavesdropped ones— the
overall average cross correlation for the simulated CIRs are at 0.92.
By adding pseudo-random noise as described above, the results of the individual opti-
mization could be slightly enhanced. In the best setup, here run #9, I → X , the attacker
simulation achieves an average cross correlation of 0.941. The worst results are again ob-
tained in setup#17, V I → XII with 0.883 as well. Histograms for this optimization strategy
are shown in Fig. 8.5.
The results of the parameter optimization, i.e., the parameter sets for each individual
optimization, are listed in Appendix A.1. Table A.1 shows the parameters for the individual
optimization without noise, Table A.2 with noise respectively.
After the individual optimization, we evaluated the attacker-oriented optimization. The
achieved cross correlation with and without noise are shown in Fig. 8.6 and Fig. 8.7, respec-
tively. As expected, the overall results of this optimization strategy are lower than for the
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Table 8.3.: Optimized parameters for Kunisch-Pamp channel model using theattacker-oriented optimization.
(a) Without noise
Parameter Value
K {172, 123, 165, 173, 179,
221, 130, 164, 170, 174,








K {172, 171, 173, 179, 221,





GMP ,LOS −2.23 dB
γ 12.83 ns
VN 14.47 dB
individual optimization. With or without noise, the best results of this approach achieve
approximately the same cross correlation as the worst results of the individual optimiza-
tion. The best setup without noise, setup #16, V I → XI achieves 0.877. With noise, the
best setup is#12,II → XI with 0.874. The overall average of this optimization approach is
0.825 without and 0.836 with noise.
The final optimized model parameters for the attacker-oriented approach are listed in
Table 8.3
A summary of the cross correlations of all 17 measurement runs is depicted in Fig. 8.8.


















Individual Opt + Noise
Attacker Opt.
Attacker Opt. + Noise
Figure 8.8.: Achieved average cross correlations for all 17 measurement setups ofdata set attack.
Overall these result show, that the deterministic channel model is capable of predicting
major parts of the legitimate CIRs. This is demonstrated by the performances of the indi-
vidual optimization. Hence, in settings where the adversary can collect samples of actual
future transmission positions, this attack poses a non-negligible risk. Nevertheless, the re-
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sults of the attacker-oriented optimization shows, that the model itself does not generalize
very well. This means that the final channel model predicts CIRs at different positions in
the transmission environment with only low precision.
Data Set robot
To verify the results obtained with the data set attack, we also applied this attack to the
robot data set.
Since this data set is significantly more extensive, not all individual location combinations
can be considered. Therefore, we apply an adapted strategy: In general, we only use the
attacker-oriented adjustment. For this we use 10 000 random measurements, which are
chosen from all measurements of one of the two eavesdroppers. These 10 000 measure-
ments form the set R, which is used for the adaptation. Then, we use these optimized
parameters to simulate 1000 randomly chosen measurements between Alice and Bob. Fi-
nally, the correlation between the simulation and the actual measurement is taken.
The resulting correlations of this evaluation are visualized in Fig. 8.9. The average cross
correlation achieved with this approach is 0.835. It can be seen from the histogram that
the attack does not provide any advantage over mere eavesdropping, i.e., the attack pre-
dictions do not yield higher correlations than the eavesdropped CIRs. The only difference
to mere eavesdropping is a slightly narrower distribution. Nevertheless, this does not help
the attacker in any particular way.




Figure 8.9.: Histogram of the achieved cross correlations for the data set robot
The final optimizedmodel parameters for the attacker-oriented approach given the robot
data set are listed in Table 8.4.
The results of this data set confirm the findings that the optimized channel model does
not generalize very well. In this dynamic environment the predictions of this attack do not
yield higher correlations than the CIRs obtained by eavesdropping.
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Table 8.4.: Optimized parameters for Kunisch-Pamp channel model using therobot data set.
Parameter Value
K {172, 123, 165, 171, 173,
179, 122, 124, 130, 164,




GMP ,LOS −6.29 dB
γ 9.30 ns
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8.4. Ray Tracing-based Attack
In the following we describe the ray tracing-based approach to the CIR pre-calculation at-
tack. The basic idea of this attack is to reduce the complexity and error-proneness of the
attack execution by choosing an approach that does not require substantial adaptation.
We investigate to which extent this is achieved by applying ray-tracing concepts.
8.4.1. Concept
Ray tracing is an alternative approach to channel modelling to deterministically calculate
location-specific parameters of a wireless transmission such as receive strengths or path
delays. Thus, it is also an approach to deterministically predict CIRs depending on the
transmission environment.
For this purpose, ray tracing considers the propagation of electromagnetic waves as
quasi-optical, which means that a ray-optical approach can be adopted for the propaga-
tion calculation. This assumption is considered fulfilled as long as the reflecting objects are
much larger than the wavelength of the transmission. Compared to the evaluation of a full
field solution, this simplifies the calculations considerably and thus reduces the complexity.
It is already shown that this approach is very suitable for the calculation of CIRs and
can achieve high prediction accuracies. In comparison with empirically recorded measure-
ments, it could be shown that ray tracing approaches produce results with a very high
matching. Additionally, the corresponding statistical and structural properties of the CIRs
were reproduced very well [67]. This is also true for UWB transfers [181].
Since ray tracing assumes only the space geometry and terminal positions in addition to
the basic transmission parameters, it provides a much simpler approach for the determin-
istic computation of CIRs compared to the Kunisch-Pamp channel model.
Using such an approach also changes the underlying concept of the attack built upon it.
Since only the environment and the terminal position are required for the evaluation in ad-
dition to the center frequency and the bandwidth, the step of adapting the channel model
to the actual environment can be omitted. This in turn means that no preparatory data
acquisition is required. Thus, the preparatory steps of the preceding attack are completely
unnecessary and can therefore be removed.
Nevertheless, the attacker must prepare the evaluation of the corresponding ray tracing
tool. Thus, we have the following procedure for this attack:
Phase 1 - Tool preparation The attacker models the transmission environment in accor-
dance to the tool’s requirements.
Typically, this means, that a representation of the environment is generated, i.e., a
model of the actual room. Considering that most indoor rooms are cuboids varying
only in width, length and height, this step requires negligible effort. Increased effort
is only expected if highly complex environments are to be modelled or if material
properties are to be taken into account in addition to geometry.
Phase 2 - Actual attack The attacker predicts CIRs using the ray tracing tool and uses the
prediction as input for his evaluation of the CRKG protocol. This step resembles Phase
3 of the preceding attack.
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Both steps can again be implemented in practice without major problems. Since no
preparatorymeasurements are necessary here, this attackmust even be considered easier
to realize than the previous one.
8.4.2. Realization
For the implementation of this attack we employ the wireless propagation simulator Py-
Layers3 [9]. Since this tool is completely open source, it is also fully available to a potential
attacker.
PyLayers uses a graph-based approach to ray tracing [109] According to the authors,
based on this approach, on the one hand a significantly faster execution can be achieved
and on the other hand, environment-dependent transmission characteristics can be real-
ized more effectively. Specifically for the application in the domain of localization, e.g., an
improved calculation of the arrival times of multipath components is claimed [109]. Since
this is also directly applicable to the use case of our attack, PyLayers is an appropriate can-
didate for implementation.
For the actual implementation, we modelled the concrete transfer environment for Py-
Layers . The corresponding transfers were then simulated in this environment. The relevant
parameters for the simulation were the center frequency, the bandwidth and the terminal
positions. With reference to our collected measurement data, the frequency is fixed at
3.9 GHz and the bandwidth at 500 MHz. The positions are set in dependence of the con-
cretely examined measurement.
Furthermore, the parameter cutoff influenced the evaluation significantly — it deter-
mines the depth to which the graph is explored. This corresponds to the number of per-
missible reflections. This parameter required a cost-benefit trade-off: for spaces that are
not simple cuboids, such as the space for the data set attack, the runtime and memory re-
quirements increase rapidly for higher cutoff values. The step from cutoff= 4 to 5 increased
the average runtime from typically 0.66 s to 674.48 s and the memory consumption from
510.97 MB to 2231.26 MB, while changing the cross correlation by only <0.01%. Therefore
we set the parameter cutoff fixed to 4.
In the course of our investigations, we found that the scaling of the time axis of the
resulting CIR was partly non-deterministically distorted. As a result, we added the following
post-processing step to the actual simulation:
The time axis was stretched or compressed bymultiplying the originally simulated axis by
a scaling factor s, in the range 0.5 to 9.5. In order to keep the post-processing as simple and
easy as possible, the necessary adjustment of the simulated values based on the scaling
was realized by linear interpolation. This correction of the time axis significantly improved
the results of the attack.
Since the distortion of the time axis did not follow from any traceable cause, the concrete
values of the scaling factor were found by exhaustive search within the half-open interval
[0.5, 9.5) with a step size of 0.1. The corresponding distribution of the resulting factors can
be seen in Fig. 8.10.
For the attacker, this step does not represent a significant additional effort. Since the
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Figure 8.10.: Distribution of the scaling factor used.
8.4.3. Evaluation
Since the evaluation of this attack also requires position information of the terminals, we
use the same data sets as in the previous attack, i.e., data sets attack and robot. The data
sets scenarios and longterm do not contain location information and are therefore not ap-
plicable here.
Data Set attack
The modelling of the environment and a corresponding exemplary ray tracing simulation,
concretely of attack setup 7 : I → V III , are depicted in Fig. 8.11 In Fig. 8.11b, rays passing
through the modelled furniture are results of the configured material, i.e., wood, and its
predefined complex relative permeability.
(a) Model of the transmission environment. (b) Simulated rays within the model.
Figure 8.11.: Environment model and ray tracing simulation example for data setattack.
For the attack data set, as there are only 17 different setups, we present the correlations
achieved on average for all setups for a comprehensive presentation. In analogy to Fig. 8.8,
we compare the results of the ray tracing attack to those of attacker oriented optimization
of the channel model-based attack. As we are primarily interested in generally applicable
attacks, we are omitting the results of the individual optimization. The corresponding results
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Figure 8.12.: Achieved average cross correlation of the ray tracing-based attack fordata set attack, compared to the channel model-based attack.
related to the results of the channel model-based attack, can be seen in Fig. 8.12.
In 9 of the 17 setups the Ray Tracing-based attack achieved equal or better results than
the Channel Model-based attack. For the remaining cases, the achieved results are only
slightly behind. In total the average results are better than those of the general Channel
Model-based attack, with a mean and standard deviation of 0.850± 0.046, compared to
0.825± 0.043.
In summary these results show, that the Ray Tracing-based attack is slightly more suit-
able for a general attack. Nevertheless, the overall performance in terms of generalization
capabilities is still lacking.
Data Set robot
Since the robot data set is too large for a detailed evaluation of the single positions, we
show the overall results here. The achieved correlations of this attack are presented in
Fig. 8.13. To visualize the effect of the time scaling, we included the unscaled ray tracing
results.
The raw results of the ray tracing clearly visualize the scaling issues of the simulation.
With a mean of µ = 0.690 and standard deviation of σ = 0.078 the raw ray tracing simu-
lation perform significantly worse than plain eavesdropping, with µ = 0.827 and σ = 0.044
respectively. By adding the described scaling factor, the correlations could be improved
significantly. The scaled versions achieve cross correlations with µ = 0.848 and σ = 0.037.
Overall, the range of the scaled version is smaller with 0.741 to 0.940, compared to eaves-
dropping 0.652 to 0.949.
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Figure 8.13.: Achieved cross correlations of the ray tracing-based attack for dataset robot.
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8.5. Discussion
The results of the two attacks presented yield the following insights regarding the security
of CRKG.
The Channel Model based attack provides two findings:
First, deterministic channel modelling is very well capable of predicting actual channel
impulse responses given the actual propagation environment and actual measurements.
CIRs calculated in this way provide a significant advantage over plain eavesdropping on the
communication. This is verified by the individual optimization approach of this attack.
And second, the channel model approach does not generalize well. Despite the high
accuracy achieved through individual optimization, the general optimization approaches
yield low cross correlations. This is already indicated by the attacker-oriented optimization
of the attack data set and confirmed by the evaluation of the robot data set.
This means, the deterministic channel model attack, on the one hand, provides high
prediction accuracy for concrete transmission situations, i.e., those where environment
and the actual positions are used in the optimization, and on the other hand low prediction
accuracy for generalized transmission situations, i.e., those where only the environment
and different positions are used for the optimization.
For the adversary, this means that for a promising attack, shemust either have reference
measurements for the concretely attacked positions or hemust improve the generalization
of the optimization
In general, the Ray Tracing based attack confirmed these insights. In case of the attack
data set, this attack on average achieved higher results than the one based on the Channel
Model. Nevertheless, with the data set robot, which includes a lot more variations and
different settings, the attack does not yield an advantage over mere eavesdropping. This
verifies the missing generalization capabilities of this attack.
Hence, in the context of CRKG, this leads to the same conclusion as above: the attack
can be successful in favourable settings, but is lacking with respect to generalization per-
formance.
Looking at the larger context of PLS, these attacks are nonetheless a threat. Considering
PLS primitives relying on static or slowly changing channel properties, these attacks are ca-
pable of predicting relevant features. For example, physical layer authentication methods
require comparably stable identifiers, which are based on static or slowly changing envi-
ronments. Here, the adaptation of the presented attacks to the actual positions is quite
feasible.
Additionally, the attacker may be able to implement an iterative optimization procedure.
Thus, the now separate steps of data acquisition, model optimization, and attack can be




Parts of this Chapter are published in [194, 198].
In this chapter, we extend the attacker’s capabilities to include the powerful approaches
of machine learning. The basic goal of the attack is the same as in the previous chapter,
with a slight twist on the attacker model and underlying assumptions.
Although the powerful capabilities of machine learning have already been used on the
system design side, for example in the context of cognitive radio [25] or to design efficient
wiretap codes [23], to the best of our knowledge they have not yet been used on the at-
tacker side. Thus, we are the first to introduce the concept of machine learning assisted
attacks on Physical Layer Security.
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9.1. Adapted Attacker Model
Basically, we assume the same attacker model for attacks of this class as in the previous
chapter — a passive eavesdropping attacker.
Additionally, the following two slight alterations to the model are imposed:
First, the attacker employs the capabilities of machine learning. Although, this is not
directly a modification of the attacker model itself — the attacker per se is still computa-
tionally restrained — this significantly enhances the attacker capabilities.
Second, the application of machine learning approaches typically requires the acquisi-
tion of appropriate training data. Hence, the attacker models include access to such data.
This assumption is comparable to the modification applied throughout the Kunisch-Pamp
based attack: there, the attacker would also have access to CIRs acquired in the respective
transmission environment.
The first adaption is easily justifiable — the relevant knowledge and tools are primarily
public knowledge and open source. Hence, there is only a small hurdle to the practical use
of these tools by attackers.
The second adaption is somewhat less clear, but here the same argument can be made
as for the Kunisch-Pamp based attack. Specifically, this means that we consider it very
realistic for an attacker to have access to the environment of the actual attack in order
to record the corresponding measurements as training data. Since these measurements
are completely independent in time from the actual attack, this only increases practical
feasibility. Concretely, such recordings could be performed, for example, already during
the construction phase of the corresponding buildings or at any time by service personnel
[161, 165].
One notable difference to the attacks described before is the transition to a model-free
attack. This attack does not require any knowledge or makes any assumptions about the
actual physical properties of the attacked wireless communications. Specifically, no prior
knowledge about the room, the terminal positions or the wireless properties like center
frequencies, bandwidth and alike is required. Following the notation presented in [201]
this changes the adversary model from model-based to model-free, as we no longer need a
predefined physical model of environment and transmission, but instead learn them im-
plicitly, based on prior observations of the adversary. Further, in difference to the state of
the art, our attack does not require any optimization with respect to the terminal positions.
Summarizing, it is fair to say that this attacker model must be considered close to reality
and relevant to practice as well.
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9.2. Machine Learning-assisted Inference Attack
In this section we describe the proposed Machine Learning assisted Inference Attack. We
start with the concept of and the reasoning behind this attack. Subsequently, we describe
the actual realization of the attack. Then we evaluate this attack in comparison to the at-
tacks described before and to the state-of-the-art. Finally, we put this attack into perspec-
tive regarding CRKG.
9.2.1. Concept and Rationale
The basic idea of this attack is rooted in the following three observations: First, as already
shown in the preceding attacks, the CIRs recorded by the respective participants have an in-
herent structure, in the sense that the individual features follow a well-defined pattern [69,
163]. These are exactly the features used as key material in CRKG, for example. As demon-
strated in Chapter 8, these features can be estimated with deterministic calculations to a
certain extent, given sufficient information.
Second, the core assumption, that an eavesdropper who resides more than λ/2 away
from the legitimate partners measures that lead to completely uncorrelated channels esti-
mates, might not hold in practice. This assumption has already been questioned in recent
work [185, 228], and in theory it is possible to reconstruct parts of the roomgeometry solely
from overheard features [50]. Hence, we postulate that it may be possible to reconstruct
parts of the key material only from features overheard in larger distances.
And finally, as the CRKG processing itself corrects certain differences between input data
during Information Reconciliation, an attack does not need to predict the input data per-
fectly. For a successful attack it is sufficient to predict input valueswhich do not have greater
differences than the respective hAB , hBA pair. In this work, we hence want to investigateto which extent these three facts combined facilitate a practical inference attack.
Our attack aims to predict the CIR accurate enough to be within a distance that subse-
quently is corrected successfully by Information Reconciliation. To achieve this, we propose
a machine learning model, which implicitly performs geometry reconstruction as well as
the subsequent prediction of legitimate channel characteristics. It allows an attacker to
predict the input values for the CRKG processing, which in turn enables her to derive the
supposedly secret key of Alice and Bob.
The core concept is equal to those of the Channel Model based attack, presented in
Section 8.3: the attacker collects samples in the room where the attack will be performed,
uses this samples to adapt, here train, her local model, and finally employs the resulting
model in the attack itself. This approach comes with the same three phases as the Channel
Model based attack:
Phase 1 - Data acquisition The adversary collects CIR samples within the environment
where legitimate communication will occur.
Again, these samples are used to adapt the selected model to this actual environ-
ment. More specifically, in terms of the machine learning approach, these samples
are used at train the selected MLmodel. Different to the preceding attack, the adver-
sary needs to collect samples of hAB and hBA as well as the corresponding hAE and
hBE . Since the attack directly uses hAE and hBE to infer hAB/hBA, all four observa-tions need to be acquired.
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Figure 9.1.: Core idea of the ML based inference attack: use a trained model todirectly infer the legitimate CIR from the overheard ones.
Phase 2 - Model training The acquired samples are used to train the chosen machine
learning primitive.
Phase 3 - Actual attack The trained model is used on live captured CIRs to infer the re-
spective legitimate CIR.
During the attack itself, the adversary is completely passive and is only listening to
the legitimate communication between Alice and Bob. The attacker locally processes
the CIRs overheard with the trained model and infers the CIR between Alice and Bob.
Since all messages of the subsequent CRKG processing are sent in clear text, the at-
tacker can subsequently use the inferred CIR to derive the same key as the legitimate
partners.
The core idea of the attack is visualized in Fig. 9.1. With a trained model the attacker
tries to directly infer the legitimate input of the key derivation, i.e., hAB/hBA. All steps ofthe attack are carried out with COTS hardware — thus, no special capabilities are needed
for the adversary.
9.2.2. Realization
In the following we describe how we implemented the presented attack. First, the data
used and the respective preprocessing are presented. Second, we describe the core ar-
chitecture of our machine learning approach. And finally, we show how these parts are
combined to successfully mount the corresponding attack.
Data With exemption of data set attack, we are using all data sets available for the real-
ization of this attack approach. Since the training of a machine learning model requires a
comprehensive representative set of samples, this excludes the use of the data set attack,
which contains only 17 different measurement points. The other three data sets were used
in this attack.
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(c) Target values and CNN generated pre-diction
Figure 9.2.: Exemplary CIR realizations at different nodes as well as the derivedtarget values and the values predicted by the attacking CNN.
To prepare the data for the processing, the following preliminary steps were conducted
for all measurements: we synchronized the CIR pairs by using the maximum of the cross
correlation, in accordance to the argumentation in Section 2.5 and Section 5.3. This is valid,
because during training the attacker has all samples locally at hand, so no blind synchro-
nization needs to be applied.
Subsequently, we purge the parts containing only noise to extract those that bear infor-
mation of the CIR, based on the approach described in Section 7.2. As last preparatory
step, the CIRs were scaled by the standard deviation of the measurements.
Fig. 9.2a depicts the acquired measurements hAB and hBA after this processing. InFig. 9.2b the corresponding measurements at Eve, hAE and hBE , are shown. The mea-surements of the legitimate, reciprocal channel hAB and hBA are called reciprocal, whereasEves CIRs (overheard measurements and predictions) are called non-reciprocal, since they
are not part of the reciprocal channel.
Finally, we defined the mean of hAB and hBA as target for the model training process.This decision is based in the CRKG processing itself: one of the main steps is Information
Reconciliation, which removes slight differences between hAB and hBA, as those are notperfectly equal either. Hence, for an attack to succeed, it suffices to solely have the same
amount or fewer differences as Alice and Bob.
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Figure 9.3.: The core architecture of the Convolutional Neural Network used in theinference attack.
Architecture The main aim is to reconstruct the channel characteristics of the legitimate
channel from the features observed by Eve. Literature indicates that CNNs excel at this
task [111, 235]. We hence chose them when designing our core architecture. Since our
input data is one dimensional, we use 1D convolutional layers (Conv).
The architecture of the final network used in the attack is depicted in Fig. 9.3. It is a
straight forward CNN realization consisting of three 1DConv layers with 16, 32, 64 feature
maps respectively, followed by a 1D MaxPooling layer. Afterwards a Flatten layer reshapes
the data for the subsequent processing done by two fully connected layers (Dense). The
intermediate Dense layer has size 256 and the final layer has the size of the targeted output,
i.e., 64 elements. After each 1DConv and before each Dense layer, a Dropout layer with rate
0.5 is applied, to avoid overfitting and to provide generalized learning results. All 1DConv
and Dense Layers have Rectified Linear Activation functions.
Although this architecture might seem simple, it is sufficient to extract relevant features
from the CIRs as the results show. Note that we also tested more complex architectures
like VGG, DenseNet or InceptionNet, but despite their significantly higher complexity, none
of those achieved better results than the architecture presented here.
Training To train the network, we split the respective data set by 0.7 and used the 70 %
for training and the remaining 30 % for evaluation. In the case of the data set scenarios,
this division was made separately for each scenario. Since we intend to fit real valued
output data, we used the Mean Squared Error as loss function and Mean Absolute Error
as accuracy metric. Dozat suggested training the network using the ADAM optimizer with
Nesterov momentum for such tasks, as it can achieve the best performance [51].
Fig. 9.2c shows an example of the prediction performances of the trained network.
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9.2.3. Evaluation
To evaluate our attack, we first assess the accuracy of the attack predictions. Subsequently,
we compare the results with those of similar attacks, i.e., the two attacks presented in Sec-
tion 8.3 and Section 8.4 as well as the work of Ben Hamida et al. [20]. For both evaluations
we employ the metric of normalized cross correlation, as introduced in Section 2.5, to ease
comparison.
Prediction accuracy To assess the accuracy of the CNNs prediction, we first show the
measurement metrics as split violin plots. As the data sets scenarios and robot are very
diverse, we expect a spread out distribution of the resulting cross correlations. In con-
trast, the longterm data is more stable, hence, the histograms are expected to be more
consolidated.
In the plots of Fig. 9.4, the upper split violin plot show the results for plain eavesdrop-
ping, i.e., the cross correlation achieved by the attackers overheard CIRs. The respective
lower violin plot titled “Inference attack” presents the results of this attack. These cross cor-
relations are between the legitimate CIRs and the output of the trained CNN. Due to the
training towards the mean of hAB and hBA, we expect to see a distinctively higher crosscorrelation than for the predicted CIRs.
The upper plot, Fig. 9.4a, shows the results for the data set scenarios: for the reciprocal
measurements the mean cross correlation is 0.980, for the non-reciprocal ones 0.807. The
fact that the non-reciprocal distribution appears to bemulti-modal apparently results from
the different measurement scenarios: some scenarios include much interference, which
translates to significantly worse results for the non-reciprocal measurements.
For the inference attack, the mean cross correlation of the predicted CIRs lies at 0.902.
The CIRs predicted by the attack are closer to the reciprocal than to the non-reciprocal
ones, which means that the inferred CIRs substantially match the legitimate ones. Again,
the histogram appears to be multi-modal due to the differing performance in the varying
scenarios.
The middle plot, Fig. 9.4b, presents the results for the data set robot. In this setting the
reciprocal measurements cross correlations have an average of 0.912, whereas the non-
reciprocal ones achieve 0.823. The distribution of the cross correlations do not appear
multimodal as in the scenarios results, which indicates that the different settings of this
data set achieve similar result distributions.
In this setting, the presented inference attack could again increase the correlations for
the attacker: the predicted CIRs achieve cross correlations of 0.915. Additionally, the dis-
tribution is much more consolidated, with a standard deviation of 0.026, nearly half of the
eavesdropped one, 0.050. It is also apparent that the distribution of the attack CIRs clearly
overlaps with that of the legitimate communication partners. This means that in this data
set, too, the attacker can infer CIRs whose correlation with the legitimate ones is compara-
ble or even better than that of the reciprocal measurements of Alice and Bob.
The plot Fig. 9.4c depicts the results for the long-term data. The cross correlations are
more stable and higher, the non-reciprocal mean is at 0.871, the reciprocal one at 0.990, as
expected.
For these measurements, the average attacker correlation is 0.997 — so in fact higher
than the average correlation of the legitimate CIRs, which is at 0.990. This is possible, as the
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Figure 9.4.: Achieved normalized cross correlation between legitimate terminals,eavesdroppers, and predictions for current attack.Mind the different scales of the X axis.
138
















































Kunisch-Pamp Ray Tr. ML
Reciprocal Non-Reciprocal
Figure 9.5.: Comparison of the current attack with the state-of-the-art and the pre-sented attacks.
CNN learns to predict the mean between hAB and hBA. Hence, a very precise prediction iscloser to hAB than hBA. Consequently, this result means that the attacker in this setting canpredict the CIRs on average so well that he has better knowledge of the reciprocal channel
than the legitimate participants — and thus also of the implicit shared secret of them.
The bimodal shape of the attacker results are presumably also results of the training
target: apparently, the CNN predicts hAB slightly better than hBA, or vice versa. Hence,during evaluation, the bimodal distribution is generated — one “peak” for hAB and hBAeach.
Overall, these results clearly demonstrated the high prediction accuracy of the trained
attack CNN. This accuracy allows the attacker to significantly expand his information about
the legitimate channel up to concrete knowledge about the channel characteristics.
Comparison to “classical” attacks In Fig. 9.5 we compare the prediction performance
of the ML inference attack to those of the baseline attack [20] as well as to the Channel
Model and Ray Tracing based attacks.
Compared to [20], our presented attack provides substantially better results for the at-
tacker. Since only the maximum can be reliably extracted from their paper, we compare
here our average value with their maximum. The attack presented here provides better
average cross correlations, with 0.902 to 0.997, than the maximum of ≈ 0.7 in [20], despite
this unfavourable comparison.
The Channel Model based attacks need to be differentiated regarding their optimization
approach: Only results originating from the “general” or attacker-oriented optimization are
comparable to the current results, as only those are generalized to be applicable to all
measurements in this room. With this optimization the previous work achieves average
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cross correlations of 0.825 and 0.837. Again, the attack presented here outperforms the
previous work with a cross correlation of 0.902 to 0.997.
The individual optimizations are each specifically adapted to a concrete terminal posi-
tion and room geometry. Hence, higher correlations are achieved here, with 0.920 and
0.927. However, since this specific optimization cannot be applied to other measurements
but to the concrete one, these results are not comparable to the results of our generally
applicable attack.
Nevertheless, in the context of the presented attack, a fair analogy to “Individual Opti-
mization” would be an evaluation regarding the training data, since these are also special-
ized and not generally applicable — here our attack would reach correlations of 0.975 to
0.999, thus again outperforming the Channel Model attack. However, as we are only inter-
ested in generally applicable attacks and as evaluating the training data is no meaningful
analysis, these results are shown more transparent in Fig. 9.5 to indicate that these are
not generally applicable. Furthermore, our attack, even in the generic version, achieves
significantly better cross correlation with 0.997 for the long-termmeasurements.
Finally, it should be mentioned that Fig. 9.5 shows the achieved average cross correla-
tions. The single approaches might still yield CIR predictions accurate enough to corrupt
the subsequent key exchange. This is further investigated in the upcoming discussion.
9.3. Discussion
In general, the ML assisted attack increases the attacker’s chances of success once again
significantly compared to the previously presented attack as well as to comparable attacks.
Considering that even the straight forward architecture applied in our attacks can achieve
such significant results, this class of attacks pose a considerable risk to PLS primitives rely-
ing on CIRs as input material. To further assess the implications of this prediction perfor-
mance, we further evaluate the inferred CIRs in the context of CRKG.
Security of keying material The processing subsequent to the channel measurement
is currently not standardized and many different solutions for the key generation exist.
Hence, a definite analysis of the attack’s impact on the key exchange is difficult. Neverthe-
less, to still show the possible implications of this attack, we implement a threshold based
quantization scheme, as used in, e.g., [12, 96, 133], and analyse the resulting Hamming
distances between Alice/Eve and Bob/Eve. Such threshold based quantization approaches
were also used as baseline in previous quantization related work, e.g., [229, 75]. Note, that
Alice and Bob would aim to achieve very low Hamming distance between each other, and
as high Hamming distances as possible to the sequence Eve infers. Since the resulting bit
vectors are of equal length, the average Hamming distance equals the BDR.
As we trained our CNN to predict the mean of hAB and hBA, the resulting quantized bitvector of the predicted CIRs are expected to have significantly lower Hamming distances
than quantized hAB/hAE or hAB/hBE .
Figure 9.6a presents the Hamming distances for the observations obtained by Eve, Alice
and Bob in the scenarios data set as well as for the predictions generated by the presented
attack. The reference is the green bar in the middle showing the average Hamming dis-
tance of 0.069 for the quantized CIRs of Alice and Bob. The two blue bars show the average
Hamming distance between the overheard CIR measurements at Eve and Alice’s/Bob’s CIR
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Figure 9.6.: Average Hamming Distances for overheard CIRs (blue bars), legitimateCIRs (green bar) and the values predicted by the attack (red bars).
after quantization, with 0.263 and 0.261, respectively. On the right, the red bars show the
Hamming distance between the attack predictions and Alice’s/Bob’s quantized CIRs, achiev-
ing 0.105 and 0.110, respectively. It is visible, that the attack generates values well within the
standard deviation of the legitimate channel, i.e., binary sequences which should be suc-
cessfully corrected during Information Reconciliation. Further, the attack yielded a perfect
match, i.e., a Hamming distance of 0, in 1.2% of all cases and Hamming distances below
those of Alice and Bob in 39.1% of all cases.
In combination, this means that an adversary carrying out this attack can derive the same
key bits as the legitimate communication partners in at least 39.1% of all cases.
Figure 9.6b shows the Hamming distances for the quantized inferred CIRs of the data set
robot. In this setting, the ML based attack could not achieve such results as with the other
data sets. Nevertheless, the attackers Hamming distances could still be improved: the
eavesdropped CIRs achieve average Hamming distances of 0.247 and 0.281, for Alice/Eve
and Bob/Eve, respectively. This is opposed by the results of the inference attack with 0.172
and 0.165. Although these results are not as clearly within the standard deviation of the
legitimate partners as in the previous results, the attacker can still use these results to
significantly corrupt the key exchange: in 14.6% of all cases the achieved Hamming distance
is lower than Alice’s/Bob’s, meaning that the attacker can derive the same key as them.
Finally, Fig. 9.6c depicts the same values as measured for the longterm data set. Since
thesemeasurements, unlike the previous ones, do not contain highly dynamic interference,
all distances are considerably lower. The green Alice/Bob reference is 0.032; the respec-
tive results for Alice/Eve and Bob/Eve are 0.125 and 0.101. In this setting, the CNN attack
achieved significantly better results: with average Hamming distances of 0.021 and 0.026,
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the predictions achieved even better results, than the legitimate Alice/Bob CIR pairs. This is
possible, because we trained the network to predict the mean of Alice and Bobs measure-
ments. Hence, if the attack prediction is accurate enough, the resulting Hamming distance
at Eve can even be lower than those of Alice and Bob. Further, the attack yields Hamming
distances of 0 in 33.5% of all cases and distances below the legitimate one in 83.5% of all
cases.
Again, this means that the attack can derive the correct key bits in 83.5% of all cases.
In conclusion, these results show that a significant proportion of the key material can be
successfully inferred, using the proposed attack. Within all data sets, the CIRs predicted
by the attack show high correlation to the legitimate CIRs and in many cases even exceed
the correlation of the reciprocal measurements, resulting in a significant proportion of the
keying material being compromised.
Using RSSI instead of CIR-based schemes cannot improve security, as indicated above.
To the contrary, since RSSI can directly be derived from CIR with loss of information, RSSI-
based systems will be much more vulnerable to our attack.
Considering that other PLS primitives have different input data requirements, the results
of the long-term measurement reveal a further problem: since these measurements were
recorded with comparatively little dynamic range in the channel, they would also be suit-
able for PLS primitives requiring more stable channel characteristics, such as authentica-
tion. The obtained results of the presented attack imply that the underlying assumption of
uncorrelated observations is not unconditionally acceptable. Hence, similar PLS primitives
relying on the same core assumption may be affected in the same way as the presented
CRKG.
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Parts of this Chapter are published in [200].
Despite the considerable success of the attacks, we still believe that CRKG can be secured
successfully. This is rooted in the fact that the attacks succeed because they predict parts
of the CIR that are deterministically driven by the environment. If these predictable parts
are removed from the raw input data, this would inherently thwart the attacks.
In this chapter, we design and implement a generic preprocessing step, called Channel
Characteristics Estimation (CCE), that has two main goals: The most important goal is to
reduce or even remove the weaknesses that enable the attacks presented in the previous
part. For this purpose, we concretely consider the special properties of the common ran-
domness sources realizations, which are the main reason for the success of the attacks,
for our solution design.
As an additional goal, the preprocessing should handle the special properties of CIRs in
such a way that, on the one hand, the contained entropy is preserved as well as possible
and made available to the key derivation, and, on the other hand, an effective quantization
is enabled, taking into account the special properties of CIRs.
Both the resilience to the presented attacks and the consideration of the special CIR
characteristics have not yet been investigated in the literature.
10.1. Channel Characteristics Estimation
Wedescribe CCE by first introducing themain reasoning and design decisions. Then follows
the description of the actual realization and how the respective parameters are selected.
Finally, we evaluate the approach using our data sets.
10.1.1. Concept
First of all, the approach obeys to the general design principal detailed in Chapter 7. This
means, it operates in a blindmodus, i.e., nomessage exchange between the legitimate par-
ties, and it runs online, i.e., without buffering ofmeasurements or alike, to avoid information
leakage and to increase efficiency.
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The core idea of CCE is based on the following two observations: first, and as seen in the
previous attacks, the main properties of CIRs are determined by the physical environment
and the resulting reflections, and second, these properties change comparatively slowly
due to the natural movement of the terminals in space.
By combining these two observations, one can conclude that the measured CIR consists
of a “static” part and a “dynamic” part. Here, the static part results from reflections by the en-
vironment. Due to the slow, continuous movement of the terminal this static part changes
slowly as well. Additionally, since the static part is deterministically generated based on the
environment and the terminal position, we conjecture that this part does not carry entropy
usable for key generation. In terms of wireless communication systems, this static part can
be interpreted as slow fading process. Hence, between successive measurements, this
static part will only change little.
The dynamic part, on the other hand, consists of quickly changing channel properties,
i.e., is fast fading. These are changes in the channel happening quicker than the respective
sampling interval. Thereby, these changes alter the respective properties in between two
successive measurements. Hence, they are denoted as non-static or dynamic.
The CCE approach now intends to approximate the static part of the current CIR and
then remove it before the actual processing.
With the removal of the static part the following goals will be achieved:
• Increase attack resilience of the respective processing.
Since the presented attacks are successful due to their prediction capabilities regard
the general CIR shape, the removal of such predictable features will inherently in-
crease the resilience against such attacks.
• Increase security and quality of key material. Since the static parts of the CIR are
predetermined by the environment, they are by definition low entropy. The CRKG
processing itself cannot create entropy. Hence, a low entropy input material will lead
to low entropy keys, i.e., keys with bad randomness or respectively predictable keys.
Thereby, the removal of predictable features itself increases the entropy of the re-
spective key material.
• Enabling established processing approaches.
This mainly addresses the fact, that common approaches, e.g., regarding quantiza-
tion, assume the input material of CRKG as stationary process, at least regarding its
mean. Given the existence of the typical CIR signal progression, this cannot be as-
sumed for raw CIR measurement. Concretely, the values at the “beginning” of a CIR
will always be higher than those at the “end”. The removal of the predictable features
also removes the typical progression of CIRs and generates a stationary process with
mean 0
The actual characteristics estimation is conducted by computing the ensemble average
over the latest recorded CIRs. This process is described in the next section.
10.1.2. Realization and Parameter Selection
The realization of CCE builds from the fact that the static part of the recorded CIRs is only
changing slowly. This allows for the approximation of this part by building an element-wise
ensemble average of the CIRs over a given time window.
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Concretely, we proceed as follows. First, we define a system parameter w, which denotes
the size of the time window. The actual value of w is discussed below. Using this size, we
instantiate a ring buffer intended to hold the last w CIR observations. During the operation
and upon acquisition of a CIR realization, the following steps are performed: At time step
i, the CIR realization hi is acquired. With respect to Eq. (2.32), this CIR is a vector of scalars.
hi = {v0i , v1i , v2i , . . . , vni } vji ∈ R, (10.1)
Here, the subscript i describes the acquisition time, the superscript j denotes the timeindex within a single CIR. This current realization hi is pushed to the ring buffer, which alsoremoves the entry hi−w. Hence, the buffer now holds the last w CIR realizations, rangingfrom time i to i− (w− 1). Now, for each element vj within the CIRs the arithmetic mean v̄j







This results in a vector h̄ consisting of the respective elements v̄j .
h̄ = {v̄0, v̄1, v̄2, . . . , v̄n} (10.3)
For a given time i, the respective vector h̄i represents the approximation of the static part,or Channel Characteristics Estimation, at that time.
To finally remove this approximated static part from the current realization, we simply
element-wise subtract h̄i from hi which delivers the final result h∗i .
h∗i = hi − h̄i
= {vji − v̄
j
i } j ∈ {0, 1, . . . ,n}
= {v0i − v̄0i , v1i − v̄1i , v2i − v̄2i , . . . , vni − v̄ni }
(10.4)
This process delivers a simple yet effective way of preprocessing the acquired CIRs. Fur-
ther, the processing provides flexibility regarding the applied averaging function. Instead of
Eq. (10.2) the values of v̄j could also be computed through different averaging functions,
e.g., the median. Nevertheless, the usage of the arithmetic mean as averaging function
allows for an effective implementation as moving average.
Regarding the parameter selection, the relevant parameter to determine is the window
size w. To actually find an appropriate value for w we use two approaches: first, and more
practically oriented, we combine CCE with a quantization method and aim for the lowest
BDR of the quantized bit strings, and second, in a more analytical approach, we examine
the resulting entropy of the single bits in the bit strings.
The practically oriented approach takes the subsequent step of quantization in advance
and tries to optimize its result. Concretely, we execute the CCE preprocessing and the
quantization for each of the legitimate partners. Subsequently, the BDR of the resulting
bitstrings is analysed. To find to optimal value, we execute this analysis for window sizes w ∈
{2, . . . , 20} and determine the value with the minimal BDR. The window size 1 is excluded,
sincew = 1would include the current CIR only— hence, the respective CCE approximation
would be equal to the current CIR, h̄i = hi and the resulting vector h∗i would only consist
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(c) Average entropy of single bits wrt. w.
Figure 10.1.: Analysis of parameter window sizewwith respect to the resulting BDRand single bit entropy of the resulting bit strings.
of 0 elements. Therefore, the window size w = 0 has to be excluded as well.
The results of this analysis are shown in Fig. 10.1. Figure 10.1a shows the achieved BDR
for the respective window size. It is visible that the general trend is indicating a decreasing
BDR for increasing window sizes.
However, this result has to be taken with caution: as shown in Fig. 10.1c increasing the
window size w also decreases the entropy of the single bits of the resulting bit vector. This
means, that with high values of w the resulting bits tend to bemore static and less random.
This is perfectly in line with the results in Fig. 10.1a: as more values are mapped to static
results, the corresponding BDR decreases – at the expense of entropy. Hence, the resulting
window size should not be increased as much as possible, but in contrary be kept as small
as possible.
To find the right balance between these two opposing goals, we analysed the gains of
increasing the window size, which is shown in Fig. 10.1b. Here, the respective changes of
the BDR for increasing the window size are shown. The progression suggests that above a
window size of w = 6, the changes become marginal.
It is worth noting, that the windows size is dependent on the sampling interval of single
CIRs imposed by the hardware in use. A high sampling interval implies more changes in
between the single acquired CIRs — hence, the window size should be smaller, to not
generate static values as described above. Smaller sampling rates, on the other hand,
allow for greater window sizes. Therefore, the actual window size has to be adapted to the
sampling rate used.
In our concrete case, we employ a window size of w = 6.
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10.1.3. Evaluation
The evaluation here mainly targets the general requirements for application in context of
CRKG, i.e., the requirements detailed in Section 2.2. The resilience against the presented
attacks is analysed in the upcoming Section 10.2.
The CRKG requirements we want to analyse are, specifically, the reciprocity of the quan-
tized bit strings, their uniformity and their temporal independence. Hence, we analyse the
following core aspects of the CCE results.
First, we inspect the achieved Mutual Information (MI) between Alice and Bob using this
scheme. MI serves as metric for two core aspects of CRKG: it includes the reciprocity of
the bit strings at the legitimate partners and additionally, due to its computation from the
respective entropies, shows the extracted entropy as well. We expect that the application
of CCE increases the achieved MI.
Second, we analyse the distribution of the resulting bit strings. More specifically, we
analyse how close to a uniform distribution the achieved results are. This again serve two
purposes: it exposes potential biases introduced, i.e., non-uniformly distributed resulting
bit strings indicate a biased quantization, and it again hints at the quality of the entropy
extraction, since the maximum entropy is achieved with a uniform distribution. We expect
that the application of CCE moves the distribution of the resulting bit strings closer to the
uniform distribution.
And finally, we inspect the autocorrelation of the resulting bit strings. This shows, whether
subsequent bit strings are dependent on one another. Here, we expect that the autocor-
relation will have a single peak at lag 0.
The data sets used for evaluation are data sets scenarios, longterm and robot. We have to
consider, that CCE by design relies on successive measurements of natural movements or
changes. Data set attack with the “simulatedmovement” by setting up terminals in different
locations and conducting a multitude of measurements there does not provide such data.
Hence, data set attack has to be excluded from the CCE evaluation.
Mutual Information In order to study the influence of CCE on MI as closely as possi-
ble, we perform the analytical calculation of MI. Since computing the analytical solution for
bitstring of length 64 exceeds the hardware capabilities, we need to reduce the length of
the bit vector. For this we proceed as follows: First we performed a subsampling of the
incoming vector of length 64 to reduce its size to 16. The subsampling is realized by select-
ing every 4th value of the vector and dropping everything else. Subsequently, we perform
a threshold based quantization of the vectors, resulting in bit strings of length 16 bit. The
reciprocal realizations of these are the input for the MI analysis.
This processing is performed once with the proposed CCE preprocessing and once with-
out. The corresponding results are shown in Fig. 10.2. It is visible how the preprocessing
increased the MI of the reciprocal measurements for all data sets. With data set scenarios
CCE increased the MI by 3.67 bit, from 7.59 bit to 11.28 bit. For data sets longterm and robot,
the increases are large: with longterm the MI is increased from 5.46 bit to 10.91 bit; for data
set robot it was more than doubled from 5.95 bit to 12.71 bit.
Notice that with a bit string length of 16 bit the maximum entropy and MI is 16 bit as
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Figure 10.2.: Resulting mutual information with and without CCE preprocessing.
70.48%, 68.20% and 79.43% are achieved for data sets scenarios, longterm and robot respec-
tively.
Overall, the MI results show that the CCE preprocessing effectively extracted the recip-
rocal features of the CIRs and additionally enable the better preservation of the contained
entropy.
Uniformity To assess the uniformity of the resulting quantized bit strings, we start with
the histograms of the respective quantization. For data set robot, these histograms of the
results with and without the application of CCE are depicted in Fig. 10.3. The respective
results for scenarios and longterm are shown in Appendix A.3.
The two plots illustrate how the application of CCE changes the distribution of the result-
ing bit strings and that this distribution is thus much closer to uniformity than without CCE.
These results also highlight that a straight forward application of threshold based quan-
tization approaches lead to significantly biased distributions of the outcome: Due to the
typical progression of CIRs, a simple threshold based approach will inherently result in dis-
proportionally many one bits in the most significant bits. Hence, the larger numbers of the
event space, i.e., the bit strings, are significantly overrepresented in the resulting distribu-
tion. Such, biased distributions of key material should be avoided for key generation as it






























Figure 10.3.: Histogram of the 216 possible quantization outcomes.
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Figure 10.4.: Autocorrelation of the quantized results of data set scenarios after theapplication of CCE.
inherently weakens the schemes security.
Autocorrelation The plot of the resulting autocorrelation for data set scenarios is shown
in Fig. 10.4. The single spike at lag 0 is clearly visible. Additionally, the zoomed in section
shows that smaller lags do not exhibit strong correlations either. The second-largest cor-
relation is at log 12 with 0.1288.
Overall, these low correlation coefficients for lags 6= 0 suggest that no linear relation
between the subsequent bit strings exist. The very low correlation combinedwith the single
peak at lag 0 strongly indicates an independent distribution of the underlying sequence.
Data sets longterm and robot resulted in similar autocorrelation curves, which are display
in Appendix A.4
10.2. Attack Resilience
In the following we evaluate the CCE preprocessing with respect to the attacks presented.
As we are looking at a preprocessing and quantization scheme, we focus on the resulting
hamming distance of the quantized bit strings.
The general approach for the evaluation is the following:
• The legitimate partners operate in accordance to the CCE design.
Alice and Bob process the incoming CIRs as they are recorded. Based on this suc-
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(a) Channel Model-based attack

















(b) Ray Tracing-based attack
Figure 10.5.: Average Hamming Distances for overheard CIRs (blue bars), legiti-mate CIRs (green bar) and the values predicted by the two “classical”attacks (red bars) after execution of CCE on data set robot.
cession of measurements the CCE is calculated and subtracted. Afterwards, a one bit
quantization is executed.
• The adversary performs the attacks as described in the preceding sections and per-
form CCE on the attack results.
Eve executes the attack under evaluation as presented in the respective section in
Part IV. Afterwards, CCE is applied to the resulting CIRs predictions.
• Compute the hamming distance, i.e., the BDR, between the results.
To actually inspect the implications of CCE we analyse the BDR between the bit strings
quantized by the legitimate partners and those resulting from Eves attack.
Following the reasoning of CCE, we expect that the application will significantly increase the
BDR for the attacker. Optimally, the resulting BDR for the predictions of Eve should be 0.5
— this means, that Eve has no better chance than guessing each bit of the result, implying
that the performed attack does not generate any advantage at all.
Regarding the data sets used for evaluation of the attack resilience, we have the following
restrictions: As described during the evaluation of CCE we have to exclude data set attack
for CCE. This also affects the evaluation of the attack resilience, since the channel model-
based as well as the ray tracing-based attack rely on location information which are only
available in data sets attack and robot. This in turn means that for these two attacks we
evaluate CCE on the data set robot. The final and most effective attack based on machine
learning can be evaluated on the same data set as described in Section 9.3, i.e., data sets
scenarios, longterm and robot.
The resilience of CCE against the two “classical” attacks is visualized in Fig. 10.5. Since
both are evaluated against the same data set robot, the results of the legitimate partners
and of the overheard CIRs are the same. Concretely, after the application of CCE the le-
gitimate partners achieve a BDR of 0.1648, with a standard deviation of 0.0639. The eaves-
dropped CIRs have BDRs of 0.4972 and 0.4999 compared to the realizations at Alice and
Bob, respectively. Their deviations are similar with 0.0692 and 0.0643.
As for the single attacks, the results for the channel model-based attack are shown in
Fig. 10.5a. After applying this attack, the adversary achieves BDRs of 0.4917 and 0.4978. The
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distribution of the results become more spread out with standard deviations of 0.0894 and
0.0807.
In the same vain, the results for the ray tracing-based attack are depicted in Fig. 10.5b.
The resulting CIRs deliver BDRs of 0.4983 and 0.5016, again compared to Alice’s and Bob’s
CIR respectively. The standard deviation became a little wider compared to the measure-
ments with 0.0980 and 0.0943.
Both results show, that the application of CCE effectively removed any attacker advan-
tage.
The results for themachine learning-based attack are presented in Fig. 10.6. Overall,
they confirm the results from the previous attacks: the CCE preprocessing successfully
thwarted the attack completely. The adversary achieves an average hamming distance of
0.5 for both the measurements themselves and after the attack is executed— which is the
worst result for the attacker and the best for Alice and Bob.
Concretely the following BDRs are achieved: For data set scenarios the attacker measure-
ments after CCE have a BDR of 0.4997 and 0.5035 for Alice’s and Bob’s CIR, respectively. After
execution of the ML attack, these values are at 0.4997 and 0.5028. The standard deviation
of the attack results are higher than for the measurements with 0.0856/0.0886 compared
to 0.0598/0.0624.
With data set longterm, the values before and after the attack change from 0.5007 to
0.5008 for Alice/Eve and are constant at 0.4999 Bob/Eve. Here, the spread became also
wider with 0.0786 and 0.0795 compared to 0.0628 and 0.0652.
Finally, for the data set robot, the average BDR decreased marginally. As shown in for
the previous two attacks, the BDR with CCE before executing an attack is 0.4973 and 0.4999,
for Alice and Bob respectively. After the ML-based attack it is at 0.4943 and 0.4945. These
values are noticeable because it is slightly below 0.5 for both partners. Nevertheless, these
results still do not show any advantage for the attacker and are clearly above the legitimate
communication partners’ value of 0.164.
It is worth noting, that the ML-based attack can also be adapted to directly infer the
results of the CCE preprocessing. However, using this approach does not yield attacker
success either: We used the same attack approach to directly infer the CCE results and
still could not generate an advantage for the attacker. Here, BDRs of 0.4920 and 0.4913
are achieved for Alice’s and Bob’s CIR, respectively. Although a minimal improvement of
0.02 points was achieved, the overall results still indicated that CCE is resilient against this
attack.
Overall, these results clearly demonstrate, that the proposed CCE preprocessing suc-
cessfully thwarts all presented attacks. None of the attacks achieved a value significantly
below 0.5. This means that using CCE gives Alice and Bob a clear advantage in terms of





















(a) Data set scenarios

















(b) Data set longterm

















(c) Data set robot
Figure 10.6.: Average Hamming Distances for overheard CIRs (blue bars), legit-imate CIRs (green bar) and the values predicted by the MachineLearning-based attack (red bars) after execution of CCE.
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11. Introduce Machine Learning to
the System Model
Parts of this Chapter are published in [197].
In the same vein as attackers can use the powerful capabilities of machine learning prim-
itives to attack CRKG, system designers can leverage these methods to make the key ex-
change more secure and efficient. In the following, we present a machine learning-based
solution, called Blind Twins, that aims to solve two problems at once: first and foremost, to
be secure against the attacks described earlier. And additionally, we want to reduce the
communication between Alice and Bob as much as possible.
Again, the same design principles of the general solution approaches described in Chap-
ter 6 apply. This means that we want to design a solution which operates blindly, i.e., with-
out interaction, as well as online, meaning every collected CIR sample can be processed
right away.
11.1. Blind Twins
In this section, we introduce the machine learning approach for CRKG. Although the pri-
mary focus is on Information Reconciliation, the specific processing also implicitly incor-
porates preprocessing and quantization, making this an “all-in-one” solution for CIR-based
CRKG. As described above the main design focus of this approach is twofold:
Attack resilience The approach should be resilient against the described attacks.
This is the core idea — to prevent the attacks described in Part IV, ideally completely
thwarting them.
Communication avoidance Since superfluous communication is detrimental to CRKG,
we aim for a solution which avoids communication completely.
The complete removal of communication would not only remove the negative effects
of information leakage, surplus energy usage and efficiency reduction through wait
times. Further, the requirement of an additional authenticated communication chan-
nel to exchange the respective messages can be dropped. By removing this strong
155





































































































































Figure 11.1.: The core setup of the proposed Siamese Network— the CNNs withinthe dotted lines share their weights and are essentially one and thesame network. This CNN becomes the resulting network deployed atCRKG nodes in practice.For the triplet loss, three instances of the base CNN would be createdand their respective outputs combined in the triplet loss function.
requirement, CIR-based CRKG becomes significantly more realistically applicable and
practical.
In addition to these two main goals, we naturally also want to create an effective solution
that achieves competitive BDR results.
We address all of these goals together with the approach presented here.
To achieve these goals, we design a neural network that is trained to efficiently recognize
and extract those features of the CIRs that specifically drive the channel reciprocity. Further
the network discard the deterministic features, which are easily inferable by an attacker,
i.e., those features upon which the presented attacks thrive.
To the best of our knowledge, this is the first IR approach facilitating machine learning
primitives and, thereby, achieves reconciliation without communication.
11.1.1. Concept: Siamese Networks for Information Reconciliation
The core idea of our solution is to blindly extract the reciprocal channel characteristics
that are unique to the positions of the legitimate partners. We train a machine learning
model that distinguishes reciprocal components of legitimate measurements from those
overheard by the adversary, for this purpose. The model can be trained in advance, once,
and subsequently be used for blind information reconciliation. Tomake sure that Eve, even
in possession of trained models, cannot approximate the sequences reconciled by Alice
and Bob, we aim at extracting exactly those features, which represent the characteristics
of the legitimate channel well.
We leverage two ML concepts for this purpose. For extraction, the task is to take uni-
dimensional, sequential data and to output a sequence of bits. The input data at Alice
and Bob will be subject to transformations, most importantly due to gain differences and
temporal shifting as described in Section 2.3. According to literature and as shown in the
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ML-based attack, such feature extraction tasks are well performed using convolutional neu-
ral networks (CNNs) [111, 235]. Their real-valued output at the last layer can be quantized
using a simple threshold function. Thereby, a complete solution is established taking real
valued CIRs as input and yielding reconciled bit strings as output.
We also want to maximize the advantage of the extraction at legitimate parties versus
extraction at an adversary in an arbitrary position (different to the exact location of Alice or
Bob). We hence want to train the network to project correlated input sequences nearer,
and decorrelated input sequences further apart in the output space. For this purpose,
we train our CNN in a Siamese Network setup. In combination with a discriminating loss
function, like contrastive [76] or triplet loss [85, 166], this architecture is explicitly designed
to enable the learning of discriminative features within a single network. Here, the base
network learns to extract and use the unique features that represent the CIR reciprocity,
and to disregard all others.
Together, the architecture of suitable CNNs trained in a Siamese Network with con-
trastive/triplet loss, provide the properties needed for interaction-free IR.
Our concrete realization combines these concepts as follows: The Siamese network it-
self is instantiated by creating two of the above CNNs as Siamese twins with shared weights
as shown in Fig. 11.1. Since the networks share their weights, they effectively are two views
of the same network. To train the network with contrastive loss, the data is prepared by
defining pairs of data, which are flagged as collected from reciprocal measurements or
not. This flagging represents, whether the observations pairs originate from either Alice
and Bob or from Alice and Eve or Bob and Eve. Each of the Siamese CNN instances then
processes one CIR of this pair. By feeding the output of both CNNs combined with the sim-
ilarity flag to the contrastive loss, reciprocal pairs generate low losses for similar outputs,
whereas non-reciprocal ones are generating low losses for non-similar outputs. Hence,
through the respective backpropagation, the shared base network learns to discriminate
between the different input pairs. Thus, it effectively learns to extract those feature which
are reciprocal and discard non-reciprocal ones.
To train with triplet loss, the input data is not augmentedwith a similarity flag but arranged
into triplets of anchor (Alice), positive (Bob) and negative (Eve) samples. Subsequently, three
Siamese instances are used to learn the discriminating features. The core setup is similar
to Fig. 11.1, but with three instead of two coupled network instances.
After one-time training, the base CNN is deployed at the terminals and used to generate
reconciled outputs without seeing the partners input.
An attacker with access to the CNN, e.g., a malicious insider, is still not capable of recon-
ciling the same sequence since the overheard messages are different: the obtained hAE isnot reciprocal to hAB (hBE and hBA accordingly). Hence, the output of the attackers CNNis different to those of the legitimate terminals1.
A deployment then is done in the three following steps:
1. Instantiate the Siamese Network with an appropriate base CNN.
2. Train the network once with contrastive or triplet loss.
3. Deploy the base CNN at the terminal and use them for IR on live CIRs.
1In fact, the potential CIR pair hAE and hEA would reconcile into the same output. But this is a valid keyexchange scenario between reciprocal terminals and not an attack.
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As the CNN are trained to distinguish reciprocal from non-reciprocal features in the CIR
locally, this information reconciliation does not require any interaction.
11.1.2. Instantiation of the Siamese Network
The architecture of the model has three core properties that are relevant for actual instan-
tiations: the base network with its respective architecture, the activation function of the
final layer and finally the loss function used for learning.
For the base network, we implemented two different approaches: first, a rather sim-
ple network to test feasibility of the approach in general, and second, a more generalized
network to show applicability. Both approaches build from the basic idea of an initial con-
volutional layer, intended to capture the relevant features of the input data, followed by
fully connected layers, which combine those feature into the final results.
Since the first network, CNN1, is intended solely to demonstrate the approach’s feasibil-
ity, we omitted all measures for generalizations. The network is compromised of a single
1D convolutional layer (1DConv) with 128 kernels of width 3, followed by 3 fully connected
layers (FC) with 1024, 512 and 256 nodes, respectively. The final layer, whose output we call
embedding, is again fully connected, with the targeted embedding size chosen to be 16. All
layers are activated as rectified linear units (ReLU). It is expected, that this network overfits
the training data and is not generally applicable.
To demonstrate effective general applicability, we devise a second, more generalizing
network CNN2. It consists of 2 1DConvs with respectively 32 and 64 kernels of width 3,
followed by a 1D MaxPooling layer of size 2. After flattening, there are 2 FC layers with 256
nodes and the final FC layer sized to the embedding. We include a dropout with rate 0.5
before each FC layer (including the embedding layer). Again, all layers are ReLU activated.
For both base networks, the activation of the embedding layer, i.e., the last layer of the
base network, is especially important, due to its direct impact on the loss function. In the
first iteration, this activation was set to ReLU as with the intermediate layers. This is rea-
sonable when used in combination with the Euclidean distance or L2-Norm as distance
function DW .Our goal, however, is to reconcile the input into a binary sequence, so we changed the
activation to a sigmoid function, later. Restricting the final output to [0, 1], the quantization
is implicitly taken care of in this case: for a robust solution, we simply chose a threshold of
θ = 0.5 for quantization of the final embedding. This yields the great advantage that this
processing implicitly takes care of the quantization step as well.
Nevertheless, this quantization design invalidates the L2 normas chosen distancemetric.
It also does not reflect the intention of the IR process and its final data: the main goal is to
have equal binary sequences for the legitimate partners and different ones for the attacker.
We hence would prefer the Hamming distance between the binary sequences to measure
the final loss.
Including this quantization and Hamming distance calculation would result in a non-
differentiable function, meaning that learning would not be possible. Therefore, instead
of the classical Hamming distance, we chose its continuous variant as distance function
DW :
DW (x, y) = y(1− x) + (1− y)x (11.1)
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This metric can now be optimized to reach 0 for reciprocal/similar pairs (Alice and Bob) and
0.5 for non-reciprocal/dissimilar pairs (Eve).
Finally, the loss function used to learn the separation is of essential importance. Follow-
ing the reasoning above, the two candidates are contrastive loss (CL) and triplet loss (TL).
The contrastive loss is applied as






(max(m−DW , 0))2 (11.2)
Here, ~Xi are the respective outputs of the Siamese instances, DW is DW ( ~X1, ~X2) and Y isthe similarity flag. The margin m is set to 0.5, as we aim for a Hamming distance of 0.5 for
“non-similar” pairs, i.e., Eves observations.
The triplet loss is realised as
L(W , ~XA, ~XP , ~XN ) = max(D
P
W −DNW +m, 0) (11.3)
DPW denotes the distance between the anchor ~XA and the positive sample ~XP , DNW is thedistance between the anchor and the negative sample ~XN . The margin m is again set to
0.5 with the same reasoning as above.
Training and Data The data for training and evaluation of the Blind Twins approach were
obtained in two different ways: on the one hand we employ the extensive real world mea-
surements obtained to show the practical applicability of the approach, and on the other
hand, we used synthetically generated CIRs to demonstrate that the approach generalizes
well.
For the real worldmeasurementswe used the data set scenarios to explore the general
feasibility of this approach. In the upcoming Section 11.2 we extend the evaluation to the
other data sets.
The samples of the different scenarios were split into 70% training and 30% evaluation
sets. All training samples were combined into on data set and permuted before the actual
training. The same procedure was followed with the evaluation data.
In analogy to Section 8.3, the synthetic data was created by adapting the deterministic
Kunisch-Pamp channel model for UWB CIRs. Given a predefined environment and set-
ting for transceiver position and properties, this model allows to deterministically generate
noisy impulse responses with correlations similar to real world measurements. We used
the obtained real world measurements to perform a Bayesian optimization of the model
parameters (cf. Section 8.3). Thereby, the resulting parameter set resembles the environ-
ment of the real world measurements. Given the model and this specific parameter set,
we can create arbitrary CIRs for this environment.
11.1.3. Evaluation
For our evaluationwe employ the BDR as describe in Section 2.5. Aswe have a constant vec-
tor length, the BDR is equal to the average Hamming distance between the binary vectors.
We depict the histogram of achieved Hamming distances to convey their actual distribu-
tion, instead of the mere average. The length of our embedding vector, 16 bit, is also the
maximum distance, i.e those of two inverted sequences. For an attacker, the worst case
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(a) Contrastive Loss, DW is Euclidean dis-tance















(b) Constrastive Loss, DW as in (11.1)















(c) Triplet Loss, DW as in (11.1)
Figure 11.2.: Effectiveness of different CNN1 parameter realizations. The dottedlines represent the BDR.
would be a distance of 0.5, in our case equal to a distance of 8 bit, because in this case the
attacker can only guess which of her bits are correct. In the plots, the Y-axis always shows
the relative frequency and the X-axis the Hamming distance in bits; the dashed line is the
BDR.
Different Network Parameters and Losses
We show the evaluation results for different parameters of CNN1 in Fig. 11.2. The inter-
pretation of these results is twofold:
First, the plots demonstrate the general capability of the proposed network architec-
ture to differentiate between CIRs of legitimate partners and those of an eavesdropper.
Especially, Fig. 11.2c depicts the clear discriminative strength of the network: the learned
embeddings of the legitimate partners Alice/Bob have very low Hamming distances (0.033
BDR), whereas the eavesdropper Eve has a Hamming distance close to 0.5 (0.469 BDR) for
her observations.
Second, the results show the influence of the different described network parameters.
Figure 11.2a shows contrastive loss with Euclidean distance as DW . The general effective-ness of the network is visible, but not strongly expressed: the legitimate partners reconcile
to the same bit sequence in only 38% of cases, and the distribution of the attacker, albeit
clearly distinct, is still very close. The network in Fig. 11.2b employs the same loss, but with
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Figure 11.3.: The histograms of achieved Hamming distance of data set scenariosafter application of the trained model. The dotted lines represent theBDR.
aration between the legitimate and the adversarial observations: Alice/Bob have a BDR of
0.037, whereas Eve is restrained to a BDR of 0.475. Finally, Fig. 11.2c shows the increased
performance of applying triplet loss: separation is significantly better, with BDRs of 0.033
and 0.499, respectively, and a decreased standard deviation, e.g., from 0.087 to 0.049 for
Eve.
It is worth noting that with CNN1, the attacker sometimes achieves a Hamming distance
of 0, i.e., extracts the same binary sequence as Alice/Bob. This originates from the simple
architecture and overfitting of CNN1. The more powerful and generalizing network CNN2
completely removes this artifact as we show in the next section.
General Real World Performance
Network CNN2 was then used with continuous Hamming distance and triplet loss to eval-
uate the approach’s applicability in real world scenarios.
The results of the evaluation with the real world measurements are depicted in Fig. 11.3.
The lower right plot is a summary of all scenarios. The most notable outcome is that for
all cases the reconciled sequences of the legitimate partners are equal in nearly all cases
(99, 7%), whereas the attacker reach at most a distance of 0.5. This means, that the le-
gitimate partners robustly are reconciling into the same sequence, while the attacker is
unable the gain any significant insight into this sequence, despite full knowledge of the
used trained network.
Using the triplet loss with a margin m = 0.5, we expect the following: First, through the
“pull” of the positive samples, the reciprocal observations will have a Hamming distance of
0. Second, since only negative samples with distance < m contribute to the loss, there will
be few attacker results lower than 0.5, i.e., 8 bits, because these are “pushed” to the upper
half of the histogram. This should be particularly apparent in static scenarios, as these yield
relatively stable observations. Finally, due to the generalizing measures, the results will be
tolerant of movement and interference, which will be particularly visible in scenarios with
such characteristics.
The evaluation results of the data set scenarios accurately confirm these expectations:
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Within the static scenarios of this data set, the network achieves a distinct separation
between the reciprocal and non-reciprocal results. Alice and Bob achieve a BDR of 0, i.e.,
Hamming distance of 0 in all cases, with an overall BDR of 0.003. Only scenarios static B and
static C deviate slightly, with a BDR of 0.005. The attacker achieved an average hamming
distance of 0.692, while no result has a distance lower than 8 bit. As the static scenarios are
also static for Eve, her reconciled sequences have rather stable distributions.
The results of the dynamic scenarios verify the general effectiveness: Despite the pres-
ence of unfavourablemovements2, the legitimate partners reach perfect reconciliationwith
frequencies of 1.0 (IA), 0.97 (IB) and 0.99 (ME). The attacker’s observations again are located
in the histograms “upper” half, with a BDR of 0.717. Due to the additional interferences, the
attacker’s binary sequences are much more scattered than in the static scenarios.
To further assess the security of this approach, we used the Kunisch-Pamp channelmodel
for synthetic attacks to rule out that we missed an advantageous attacker position: We
used the real-world measurements to optimize the parameter of the channel model to our
measurement environment. Then we generated attacker observations for all positions in
this room, in steps of at most λ/2, using this optimized model. This synthetic attack data
was then again processed with the trained network. The results are shown in Fig. 11.4.
The average Hamming distance for this synthetic attack is 0.43. It is again visible, that in no
positions the attacker reconciles into the same sequences as Alice/Bob. Nevertheless, the
distribution of the histograms indicates that there are in fact more advantageous positions
for the attacker. These might be positions in very close vicinity of the legitimate partners
or positions where multipath clusters are shadowing each other.










Figure 11.4.: The histograms of Eves Hamming distances for synthetic attack data.
Overall, the results obtained show that the trained network effectively implements a non-
interactive Information Reconciliation. The synthetic attack even shows that attackers with
knowledge of the network in especially favourable positions are not capable of obtaining
the same sequence as the legitimate partners. Further, the average entropy of the single
reconciled bits is 0.99 bit. Hence, the network has not learnt something static, but in fact
2Movements per se are beneficial for CRKG, as they generate entropy to successive CIRs. Our experimentalso includes detrimental movement, like Eve moving directly on the Line-of-Sight between Alice/Bob.
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extracts the reciprocal randomness. The overall success rate for the proposed IR is 0.992,
which in turn can be represented as a BDR of 0.003. As invalid IR is a valid CRKG protocol
outcome [26], successful reconciliation in 99.2% of all interaction cases is a very good re-
sult. Compared to state of the art CIR solutions, our results are very competitive: current
solutions reach as low as 84% for successful IR [224]. But even high performing approaches
like [120] reach at most a BDR of 0.004, which is still higher than the 0.003 achieved by our
approach. This means, our solution is, in terms of effectiveness, at least as good as state of
the art solutions. Additionally, it is completely interaction free, i.e., it leaks no information
at all and can be processed quicker.
11.2. General Blind Twins
In the preceding section the Blind Twins scheme was applied to the data set scenarios to
show the effectiveness of the scheme. Nevertheless, the straight forward implementation
presented there comes with two drawbacks: first, the generalization capabilities are not
sufficient for diverse data sets like robot. This means, that in this instantiation Blind Twins
does not work for the data set robot. Concretely, the separation between the legitimate
CIRs and the overheard ones could not be guaranteed. And second, a network trained in
this manner is specialized to the exact room in which the training data was captured.
To fix these two problems, we extended the Blind Twins approach to a general one. For
this, two modifications were put in place: first, the input data was extended, and second,
the training itself was adapted. Using these adaptations, we successfully implement a so-
lution that works for all data sets, and most importantly, generalizes well enough that after
training on a single data set, the network also performs successfully for the other datasets.
We now proceed to describe the modifications in detail.
11.2.1. Extension of Input Data
With the same reasoning as for CCE, we expand the input to Blind Twins to the latest six
recorded CIRs. Thereby the natural progression of the terminal through the physical en-
vironment is accounted for. Additionally, this inclusion helps to determine the static parts
of the respective CIR — such parts need to be identified and removed as countermeasure
against the attacks.
This alteration is represented in the network, by expanding the input tensor from former
shape (n, l, 1) to (n, l, 6). Here, n is the batch size of the training and l is the length of the
current CIR. To accommodate for the slow fading effects, e.g., multipath component which
slowly “move” within the CIR, we also expanded the kernel width of the 1DConv layers from
3 to 7 and 5, respectively.
11.2.2. Training Adaptions
To ensure a successful training even on diverse data sets, we adapted the training in two
ways: first, we made the training as hard as possible for the desired loss function and
second, we took measures to prevent the network from collapsing into a trivial solution.
To increase the difficulty of the training we in turn implemented the following two mea-
sures. First, we ensured a non-negative loss, which would be ignored by the triplet loss
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through the maximum, throughout the entire training process by implementing hard min-
ing as proposed by [166]. Since our specific use case resembles one-shot training, i.e.,
every location specific CIR triplet is only seen once, we cannot employ online hard mining
but have to use offline hard mining. Further, to establish a correct ground truth for the
mining, we did not employ the distance of the embedding, but our known distance metric
of normalized cross-correlation with the raw CIRs. Concretely, for a triplet of anchor hAB ,positive sample hBA and negative sample hAE , we calculated the hardness score fhard as
fhard = r(hAB,hBA)− r(hAB,hAE) (11.4)
Here, r(g,h) = rgh is the cross correlation as defined in Eq. (2.38). With this calculation,“easy” sampleswill have a large score, since r(hAB,hBA)becomes large due to the similarity,whereas r(hAB,hAE) becomes small due to decorrelation. For hard samples, it will be theother way around resulting in a lower score. Hence, for the actual mining, we sort the
triplet according to their hardness score fhard in ascending order and then use only thefirst n triplets for the actual training. In our case, we selected the first 100 000 triplets.
Additionally to the offline hard mining, we also decreased the batch size for the training
process. In contrast to typical batch sizes for triplet networks, which are in the order of
1000 samples per batch [166], we employ batch sizes typical for gradient descent training,
i.e., at most 64 samples per batch [207, 131]. This is again rooted in the difference between
online and offline hard triplet mining — the large batch size for triplet networks follows the
reasoning, that large batch sizes will include several hard triplets for online mining. Since
we are using offlinemining, there is no reason to increase the batch size. Hence, we employ
a batch size of 64.
Finally, we applied the following data augmentation to increase the generalization ca-
pabilities of the CNN. For all available CIR triplets we created a copy of this triplet where
the time axis is reversed. This effectively “flips” the CIR along the time axis. Thereby, the
network cannot rely on the general progression over time, but has to actually identify and
extract the features within the CIR.
To prevent the training process from collapsing into a trivial solution we also adapt the
optimizer in use. With the increased hardness of the training, the risk of a collapsed solu-
tion increases as well. This means, it becomes more probable that the network statically
maps all samples to fixed value, irregardless of the actual input. To avoid such collapsed so-
lutions we reduce the learning rate of the Nadam optimizer in use from originally 1× 10−3
to 1× 10−5. In our concrete case, this effectively prevents collapsed solutions.
11.2.3. Evaluation
The evaluation of the general Blind Twins approach is performed analogously to the Blind
Twins above. This time we use not only the scenarios data set, but all data sets appropriate
for it, i.e., longterm, robot and scenarios. The evaluation focuses on the one hand on the
functionality of the diverse data set robot and on the other hand on the transferability
from one data set to others.
Since we need diverse input samples to effectively facilitate the offline hard mining, we
use the data set robot for training. Here, we facilitate the measurements of the attacker
in position E1. From these measurements the hard triplets are mined. The training uses
exclusively these mined triplets of data set robot.
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Figure 11.5.: Effectiveness of the generalized Blind Twins approach with differentdata sets.
For the actual evaluation of the trained general Blind Twins all three data sets are em-
ployed. This means, after the training with the robot data, we evaluate the network on the
data sets robot, longterm and scenarios. Here, the measurements of robot with the attack
in position E2 is used, to exclude any overlapping.
As with the evaluation of Blind Twins before, themetric in use is the BDR of the reconciled
bit strings.
The results of this evaluation are shown in Fig. 11.5.
The first plot in Fig. 11.5a shows the results for the evaluation with data set robot. First of
all, the network successfully provides reconciliation for the legitimate CIRs pairs: in 99.47%
of all cases the reconciliation is effective and delivers a perfect match between the Alice
and Bob CIR. Overall, the BDR for the legitimate partners is 0.000 55, which is significantly
lower than the BDR of simple Blind Twins.
Furthermore, this system also ensures security, since Eve does not obtain a result with a
Hamming distance less than 4. The smallest distances for Eve are 4 and 5, with relative fre-
quencies 0.0001 and 0.001, respectively. The majority of Eve’s observations have a distance
of 12. This is also reflected in the respective BDR of 0.768 83.
The remaining two plots of Fig. 11.5 visualize the transferability of the trained network to
other physical scenarios. Here, the network trained with robot data is applied to the data
set longterm (Fig. 11.5b) and scenarios (Fig. 11.5c). Overall, the results of the robot data set
are confirmed, indicating a successful transferability of the trained network.
For data set longterm, a perfect reconciliation was achieved in 94.88% of all legitimate
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cases. This is also reflected in the respective BDR of 0.013 36. With data set scenarios the
legitimate partner successful reconcile into the same bit string in 97.99% of the cases, re-
sulting in a BDR of 0.011 58. Although, these results are not as good as for robot, they are
still better than comparable state-of-the-art approaches, having BDRs of 0.04 [120].
For both data sets, the result histogram for the eavesdropper is shiftedmore towards the
optimal BDR of 0.5. With data set longterm, the majority, 68.06%, of the eavesdropped CIRs
have a Hamming distance of 11. The respective BDR is 0.644 74. With data set scenarios,
the distribution is even more spread out. Here, the largest peak is again at distance 11,
with 41.03%. The BDR is 0.586 75. In no case the eavesdropper reconciles into the same
sequence as the legitimate partners.
Overall, these results demonstrate that this general Blind Twins approach effectively erad-
icates the drawbacks of the simple Blind Twins approach. This generalized approach can
effectively handle very diverse data sets, as shown with the results of data set robot. Addi-
tionally, a network trained in this manner is transferable to different physical transmission
environments. This is demonstrated by the results of data sets longterm and scenarios. Es-
pecially the longterm results are noteworthy, since the respective environment is not even
cuboid.
As with the simple Blind Twins approach, the results achieved here outperform current
approaches like, e.g., [120, 224]. Additionally, these results are achieved without any com-
munication between the legitimate partners.
11.3. Attack Resilience
To evaluate the attack resilience of the Blind Twins approach we proceed as with the respec-
tive CCE evaluation. This means in particular: the legitimate partners apply general Blind
Twins as defined in the previous section, while the attacker executes the attack currently
evaluated as described before. Subsequently, Eve applies Blind Twins to the obtained at-
tack results. For the final evaluation, we compare the BDR of resulting bit strings.
With the same reasoning as for the CCE approach, we evaluate the channel model as
well as the ray tracing-based attacks on data set robot, and the machine learning-based
one on scenarios, longterm and robot.
The resilience against the “classical” attacks is shown in Fig. 11.6. Since the data set
robot was used for both attacks, the results for the overheard CIRs (blue bars) and for the
legitimate ones (green bars) are equal. The bars of the legitimate partners are actually
so close to zero, that they are not visible in the plots — the respective BDR is 0.000 55
with a standard deviation of 0.010 09. The eavesdropper CIRs after application of general
Blind Twins achieve BDRs of 0.768 69± 0.067 24 and 0.768 97± 0.066 97, for hAE and hBErespectively.
The results of the channel model-based attack are shown in Fig. 11.6a. After applying
this attack, the BDR were slightly lower than for the raw observed CIR. Concretely, BDRs of
0.658 87± 0.179 67 and 0.674 06± 0.169 64 are achieved.
The ray tracing-based attack achieved similar results. Again, the predictions of the
attack achieve lower results as the measurements, without yielding advantageous results
for the attacker. The actual BDRs are 0.659 28± 0.031 10 and 0.660 09± 0.031 20.
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(b) Ray Tracing-based attack
Figure 11.6.: Average Hamming Distances for overheard CIRs (blue bars), legiti-mate CIRs (green bar) and the values predicted by the two “classical”attacks (red bars) after execution of general Blind Twins on data setrobot.
It is worth noting, that both attacks achieve similar results in this setting. This is assumed
to originate from the underlying approach of the attacks: since both attacks predict the
main deterministic components of the CIR, they achieve similar results.
Although both attacks lowered the respectiveBDR, they could not create any advantage
for the attacker. This demonstrates that Blind Twins provides protection against these
attacks.
The results for themachine learning-based attack are shown in Fig. 11.7. Overall, the
results of the “classical” attacks are confirmed: Blind Twins does effectively protect from
this attack.
As for the different data sets used in this evaluation: With data set scenarios, the legiti-
mate partners achieve a BDR of 0.011 58± 0.094 21. By applying simple eavesdropping the
attacker reaches BDRs of 0.586 74± 0.165 23 and 0.586 37± 0.165 64, for hAE and hBE re-spectively. After application of the machine learning-based inference attack, the respective
BDRs were lowered to 0.512 53± 0.070 42 and 0.512 07± 0.070 72.
For data set longterm, the legitimate partners reach a BDR of 0.003 74± 0.051 55. The ap-
plication of the attack lowered the BDRs achieved by the adversary from 0.664 60± 0.084 95
and 0.664 61± 0.084 67 to 0.437 93± 0.012 62 and 0.437 94± 0.012 40.
Finally, with data set robot, the legitimate partners achieve a BDR of 0.000 55± 0.010 09.
Using the machine learning attack Eve decreased her BDRs from 0.756 33± 0.055 51 and
0.756 33± 0.055 51 to 0.402 00± 0.047 62 and 0.402 00± 0.047 62.
As with the “classical” attacks, the Blind Twins approach completely thwarts the effec-
tiveness of the machine learning-based attack. Nevertheless, the former effectiveness of
this attack is still hinted within these results. This attack could reduce the BDRs stronger
than the other approaches, which indicates that the respective predictions are closer to
the legitimate CIR. Nevertheless, considering the actually achieved BDRs, this attack is still
effectively prevented by Blind Twins. This is also highlighted by the fact, that in no case the
intermediate key sequence could be inferred correctly.
In summary, these results clearly show that Blind Twins provide effective protection
against the described attacks. The best attacker outcomes are achieved for the machine
learning attack with BDRs around 0.4. These poor results for the attacker show that the
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(c) Data set robot
Figure 11.7.: Average Hamming Distances for overheard CIRs (blue bars), legit-imate CIRs (green bar) and the values predicted by the MachineLearning-based attack (red bars) after execution of general BlindTwins on data sets scenarios, longterm and robot.
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method assures effective protection against the attacks.
Furthermore, the BDRs obtained confirm the strong results regarding the general effec-
tiveness as well as the transferability of Blind Twins. The plots show that Blind Twins effec-
tively generates matching bitstrings for Alice and Bob. These results are achieved for all
datasets, although training was only performed on the robot data set. Finally, we highlight,





To summarize the proposed fixes, we present their practical application in the context of
CRKG. For this we show the proposed schemes in the respective processing pipelines. This
is to be understood with reference to Fig. 3.1, which shows the processing chain of the
current state of the art. With reference to this figure, we illustrate the proposed changes.
12.1. Preprocessing-based Pipeline
The first proposed comprehensive solution incorporates the general CIR processing and
the CCE preprocessing steps. This combined solution is depicted in Fig. 12.1.
ChannelEstimation Preprocessing Quantization InformationReconciliation PrivacyAmplification
TimeSynchronization NoiseRemoval CCE
Proposed solutions
Figure 12.1.: CRKG processing steps at the legitimate nodes A and B following cur-rent state of the art.
This solution consists of the successive execution of the single steps proposed in this
work. These are specifically:
1. Time synchronization
This step facilitates the synchronization within the single CIR measurements based
on 1D Gaussian filters as proposed in Section 7.1. The result of this preprocessing
are CIRs measurements at Alice and Bob with no or minimal time shift in between
them.
2. Noise removal
Based on the time anchor defined by the time synchronization, the noise surrounding
the actual, information-bearing part of the CIR is removed, following the procedure
proposed in Section 7.2. This step results in CIRs with a fixed length of 64.
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3. Channel Characteristics Estimation
In the final step of preprocessing, the CCE is performed as described in Section 10.1.
Thereby, the static predictable parts of the CIR are removed.
Subsequent to this preprocessing is the quantization step. Since CCE delivers vectors
with a stable mean, the quantization can be a straight forward threshold based quantiza-
tion. The threshold can be chosen as zero or as an average over the vector, e.g., the mean
or the median. Alternatively, a guard band-based quantizer could be employed — but this
re-introduces communication into the pipeline.
In terms of the original theoretic CRKG approach as presented in Fig. 2.4 and with the
purpose and design of CCE in mind, these preparatory data processing steps realize an
effective Advantage Distillation.
Following the design decisions from Chapter 6 these sub-steps operate completely with-
out communication between the legitimate partners. Additionally, they do not facilitate
buffering or statistics relying on global knowledge or large sample sizes. Nevertheless, this
approach effectively thwarts the presented attacks and, thereby, provides secure key ma-
terial for the subsequent key derivation.
The implementation of the single steps is efficiently possible, allowing for fast execu-
tion of this pipeline. Using an ARM-based embedded device which facilitates a Broadcom
BCM2837 System-on-Chip, the execution of the preprocessing took on average 0.6576 ms
with a standard deviation of 0.013 67 ms. Considering the data sets sampling time of 200 ms
and 240 ms, this pipeline inflicts no additional delays and can be executed in real time of
the measurement acquisition.
The final result of this preprocessing is a 64 bit vector for each acquired CIR measure-
ment. It is worth noting that this 64 bit/cu is not the final KGR of this pipeline, since the
subsequent steps of quantization, information reconciliation and privacy amplification are
still to be performed. Depending on the respective implementations used, additional de-
lays, e.g., during IR, or reductions of the number of bits during PA might occur.
12.2. Blind Twins-based Pipeline
Additionally, we propose a pipeline which is based on the general Blind Twins approach.
This solution is visualized in Fig. 12.2.
ChannelEstimation Blind Twins PrivacyAmplification
Proposed solution
Figure 12.2.: CRKG processing steps at the legitimate nodes A and B following cur-rent state of the art.
The Blind Twins based solution incorporates the single processing steps of CRKG into a
single solution. Blind Twins handles all the necessary steps including CIR preprocessing, i.e.,
time synchronization and noise removal, quantization as well as information reconciliation.
This is achieved without requiring communication between the legitimate partners at all.
Thereby, the implicit requirement of an authenticated communication channel between
Alice and Bob is removed as well.
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Although the overall architecture of CRKG becomes significantly less complex with this
pipeline, the Blind Twins solution itself re-introduces complexity. Nevertheless, due to the
quite simple architecture of the underlying CNN, this solution is still performant enough
for real time application. Concretely, the execution of Blind Twins on a single CIR takes
5.394 ms, with a standard deviation of 0.6136 ms. It is worth noting, that although this ≈ 8×
the time of the preprocessing based pipeline, this is no fair comparison, since this result
is the time for the complete pipeline, including preprocessing, quantization and IR. Again,
considering the acquisition time of the single CIRs, this step can be executed in real time.
The final result of this solution is a 16 bit vector for each CIRmeasurement. Hence, before
execution of Privacy Amplification, the KGR is at 16 bit/cu.
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In this work we investigated the basic question, how Channel Reciprocity-based Key Gen-
eration (CRKG) based on Channel Impulse Response (CIR) measurements can be made
more practical. The motivation for this question is twofold: on the one hand there is the
ever-increasing number of connected and communicating devices, which require secure
and efficient communication. On the other hand, there are recent hardware developments
providing additional and powerful capabilities.
For the first point, we have seen increasing numbers for connected devices for recent
decades, with even further growing numbers prospected for upcoming years. The commu-
nication between those devices needs to be secured properly to avoid and mitigate risks
associated with this communication as well as with the physical processes connected with
this communication.
The second point puts increasing system capabilities into the hands of system design-
ers allowing for more complex and efficient solution approaches. In our case, we facilitate
key generation protocols building on CIRs instead of the more classical Received Signal
Strength Indicator (RSSI) as source of common randomness. This change is supported by
the incorporation of Ultra Wideband (UWB) transceivers into consumer grade hardware.
Such wireless systems allow for the acquisition of CIRs with high temporal resolution, pro-
viding access to the rich multipath information within.
In combination, the recent technological advances can be facilitated to effectively meet
the demand for secure connections between an increasing number of devices.
To approach the question about practical realization of UWB CIR-based CRKG, three sub-
questions were investigated: the fundamental challenge to show practical relevance of all
analyses is to provide representative data sets for the evaluation. Based on such data sets,
the security of the initial key material can be assessed, especially with focus on the attacker
side and the respective capabilities. Finally, based on the potential attack possibilities of
an adversary and their chances of success, a secure system can be designed that prevents
exactly these possibilities by its very design.
For the first task, we recorded four different sets of real world UWB Channel Impulse
Response measurements in realistic scenarios for CRKG. With focus on different partial
aspects of the CRKG topic, the first three data sets were recorded. Based on the insights
generated with these, an autonomous measurement setup was designed and built, com-
bining the different advantages of the former data sets. With this setup, the fourth data set
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was recorded, which was also released under open access.
The initial analysis of the raw CIR measurements confirmed the overall approach fea-
sibility: in all data sets the legitimate communication partners have an “advantage” over
the eavesdropper in the sense of Wyner’s wiretap channel. This advantage is expressed in
terms of the cross correlation between the respective CIRs. In all data sets the legitimate
partners Alice and Bob record CIR measurements with average cross correlations >0.93.
The eavesdropper Eve, on the other hand, observes CIRs with average correlation to the
legitimate one of 0.79 to 0.82. Hence, Alice and Bob do have an advantage over Eve which
can be exploited to derive a common secret key.
The initial analysis of the recorded CIR measurement data furthermore highlighted that
additional steps are necessary to prepare the rawmeasurement data for CRKG processing.
Here, it is necessary to consider the time synchronization of the reciprocal measurements,
which cannot be solved by straight forward approaches like maximum or leading edge-
based synchronization.
To investigate whether an attacker can overcome the advantage of the legitimate com-
munication partners, we propose three different inference attacks against the rawCIRmea-
surements.
The first attack facilitates a deterministic channel model, concretely the Kunisch-Pamp
UWB channel model. By using sample CIR measurements, the attacker adapts the model
parameters to the current physical setting. This model can than in turn be used to pre-
dict CIRs of the legitimate communication partners based on their current position. The
second attack operates in similar vein, but instead of building on a deterministic channel
model, ray tracing is used to predict the legitimate CIRs. Through the usage of ray tracing
the attacker model can be simplified as no explicit adaption to the current physical envi-
ronment is necessary. The third and final attack facilitates machine learning to directly infer
the legitimate CIR from the overheard ones at Eve’s position.
The results of the first two attacks provide two insights: first, these deterministic ap-
proaches are capable of predicting CIRs with high accuracy, and second, both approaches
do not generalize well. The former part is particularly evident in the channel model-based
attack — by employing the individual optimization, which is based on CIR samples from the
current positions, this attack can achieve average cross correlations up to 0.941. Thus, with
this attack, attackers can infer CIRs whose cross correlation to the legitimate CIRs is as high
as for the legitimate ones among each other. This is contrasted by the generalization ca-
pability of these attack approaches. Especially with the data set robot, which incorporates
many different settings and high variance, both approaches achieve correlations with are
only slightly better than those of mere eavesdropping. Concretely, eavesdropping results
in CIRs with average cross correlation of 0.827; the attacks predict CIRs with correlations of
0.848 and 0.835, for the channel model and ray tracing-based attack respectively.
The shortcomings of these two attacks are eradicated by the machine learning-based
attack, which achieves high accuracy as well as general applicability. The design of this at-
tack, i.e., the used architecture of the underlying neural network, and the employed training
procedure inherently makes this approach generally applicable. Nevertheless, this attack
still predicts CIRs with high accuracy: for all analysed data sets average cross correlations
>0.9 were achieved. For data set longterm, this attack yielded average cross correlations of
0.997, thus a higher correlation than the legitimate CIRs to each other.
The performance of these attacks poses a significant risk to the respective Physical Layer
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Security (PLS) primitives. Even the results of the individual optimized approach need to
be considered — in cases where terminal positions are known in advance or when the
terminals move only occasionally, these approaches are applicable in practice. An even
greater threat arises from themachine learning-based approach and its respective, general
performance. To further investigate this threat in the context of CRKG we analysed the
respective Bit Disagreement Rate (BDR) after quantization. This analysis showed that the
adversary’s predictions have lower BDRs than the legitimate partners in up to 83.5% of all
cases. Since the subsequent CRKG processing is deterministic, this means that in 83.5% of
all cases the attacker can derive the same key as the legitimate communication partners.
These results lead to the conclusion, that the unprocessed, raw CIR measurements should
not be used directly in the respective security primitives.
This insight begs the question of how the measurements and the contained entropy can
still be used for key generation in a secure way. Hence, we propose two different ways,
how such a processing can be designed and realized to provide a key exchange which is
efficient and still resilient against the presented attacks. These two processing approaches
are, on the one hand, a preprocessing based one, which incorporates different “classical”
processing steps, and, on the other hand, a machine learning-based one, which presents
an “all-in-one” solution.
In a preparatory step, we defined design guidelines for this based on the requirements
of the system to be designed, which are to be implemented for all solution approaches.
This includes for example the avoidance of buffering, of global statistics and especially of
excessive communication to prevent biases, latencies and additional energy consumption.
Proceeding from there, we designed the processing steps of the preprocessing based
solution. The first step of pre-processing is to synchronize the respective CIR observations
at Alice and Bob in time. To solve this, we proposed a synchronization approach based on
one-dimensional Gaussian filters. Applying this solution lead to an 18% improvement of the
respective BDR, while being completely interaction-free. This is followed by noise removal,
which essentially discards surplus measurements within the single CIRs which do not hold
reciprocal information. Finally, to ensure the resilience against the presented attacks, we
proposed the Channel Characteristics Estimation (CCE) technique. This approach is designed
to remove those parts of the single CIRs which are predictable and upon which the pre-
sented attacks thrive. By applying a moving average over the single data point within the
last n CIR observations the static, deterministic parts could be estimated and removed. This
approach not only increased the mutual information and yielded results closer to the uni-
form distribution, but also provided protection against the attacks: after applying Channel
Characteristics Estimation (CCE), the attacker consistently has a BDR of ≈0.5 to the legiti-
mate bits, the worst possible result for her, regardless of whether she merely eavesdrops
or applies one of the presented attacks. This is achieved without interaction between the
legitimate partners. The final outcome of the preprocessing solution is a 64 bit vector for
each observed CIR, which than can be passed to Information Reconciliation (IR).
As an alternative, we propose a second solution, which incorporates machine learning
capabilities, and thereby provides IR as well. The core idea is to train a neural network in a
discriminative manner so that it learns to use exactly those properties of the CIRs that de-
fine reciprocity of legitimate measurements or non-reciprocity of attacker measurements.
To achieve a generally applicable solution, we combined convolutional neural networks
with a training based on triplet loss, hard triplet mining and a CCE-like history. Thus, after
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one-time training on a single data set, this network can be deployed to the respective de-
vices and used in different settings. Due to the shift invariance of the Convolutional Neural
Network (CNN) and its feature extraction capabilities, this solution inherently handles time
synchronization and noise removal. Due to the triplet loss-based training, IR is provided: by
learning the discriminatory features of the reciprocity, the network maps similar, reciprocal
CIRs to equal bit strings, whereas non-reciprocal CIRs are mapped to dissimilar bit strings.
This is confirmed by the achieved results: after training with the robot data set and eval-
uation on all data sets, the BDR of the legitimate partners is <0.012 in all cases, whereas
the attacker using eavesdropping or the presented attack has BDRs in the range 0.402 to
0.756. The final outcome of this solution is a 16 bit vector for each observed CIR, which is
already reconciled.
It is worth noting, that all the proposed solutions are completely interaction-free, i.e., no
communication between the legitimate partners is required. Further, both overall solution
pipelines can be implemented efficiently allowing for a real time execution during the ac-
quisition of the CIR measurements. Thereby, with a Key Generation Rate (KGR) of at least
16 bit/cu (for the machine learning-based solution), or in the respective settings 38.4 bit/s,
the presented approaches are more efficient than the current state of the art solutions.
Finally, both presented solutions are secure against all the presented attacks.
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The analyses and approaches presented here present a comprehensive view of the situa-
tion of CIR-based CRKG. However, the studies conducted and their results certainly raise
further research questions that should be addressed in future investigations. In the fol-
lowing, we outline the most important of these issues.
With regard to the analyses of the acquired measurement data, the question inevitably
arises as to how the information-theoretical view underlying most of the analyses here
can be better implemented. Specifically, this would translate into analysing the raw CIR
observations of Alice, Bob, and Eve in terms of their respective Mutual Information (MI).
Current MI estimators have not yielded consistent results in our analyses to date.
Additionally, the measurement data could be used to generate insight into the trade-offs
governing the different processing steps of the CRKG pipeline. Specific trade-offs of inter-
est here include the effect of different quantization algorithms on entropy, randomness,
and resulting BDR of the quantization result, or the influence of IR algorithm in use on in-
formation leakage to the attacker contrasted by its effectiveness depending on the BDR of
the input data.
Likewise, current developments in adjacent areas and its impact on CRKG or CIRs, re-
spectively, should be considered. For instance, reconfigurable surfaces as proposed in
[178] can provide additional entropy for key generation if terminal movement alone can-
not ensure this.
In the domain of attacks, the results obtained have so far merely outlined the possibil-
ities of the respective attack vectors. Here, a refinement of the individual attacks as well
as the combination of the respective methods should be investigated with regard to the
resulting security implications. For the channel model-based attack, further possibilities
of parameter adaptation should be investigated in order to achieve a better generalization
performance and thus to achieve the prediction performance of the individual optimization
in the general setting. For this purpose, alternatives to Bayesian optimization for fitting per
se could be investigated, for example, or continuous improvement and adaptation of the
parameters with respect to the actual situations during the actual attack. Regarding the ray
tracing-based attack, the investigation of better transmission space modelling, which e.g.,
takes into account the transmission properties of the respective materials, is suggested.
Likewise, alternative ray tracing tools, e.g., the developments from [64], should be com-
pared to achieve the best results. The machine learning-based attack provides a variety
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of options for improvement: For example, more complex architectures can be used and
trained with more and diverse data to improve the prediction accuracy and/or generaliza-
tion of the attack. Similarly, the generalization techniques of Blind Twins could be used to
improve this attack, such as the use of history or the appropriate data augmentation. Fi-
nally, fundamentally different approaches from this area, such as recurrent networks, can
be investigated for their suitability as attack tools.
A promising approach in this area is to combine the individual attacks. In the simplest
case, all three attacks can be executed and evaluated in parallel so that the best attack is
used in each situation. In terms of a true combination, the “classical” attacks can also be
used for a “rough” prediction, which is then improved using Machine Learning (ML) meth-
ods. Thus, denoising techniques like autoencoders could be used to improve the attack
predictions.
Equally promising is the approach of collaborating attacks. Given the success of a single
adversary ML attack, the combination of eavesdropped information from different posi-
tions might yield even stronger attacks.
To be able to guarantee the security of the respective CRKG methods, such improved
attacks have to be investigated and the resilience of the CRKG methods against them has
to be shown.
The success of the machine learning approaches raises also questions about the chan-
nel modelling: as the ML-based attacks could infer much more information about the CIR
properties than the channel model it seems reasonable to assume that the channel model
is insufficient for such security analyses. Considering the corresponding expertise from
this domain, an improved channel model could possibly be developed, which on one hand
would enable better attacks, but on the other hand would also enable a more precise se-
curity analysis and thus the design of more secure CRKG systems.
The area of solutions presented also offers some points that should be further investi-
gated to find any improvements and prevent any problems.
For CCE, the structure of the recorded data raises the question whether the moving
average is the best solution. To account for the physical movements of the terminals, the
exponentially weighedmoving average or even a one dimensional Gaussian filter along the
time axis might deliver good results.
In the domain of Blind Twins, the most important connecting point is the verification
of the results, especially of the generalization capabilities, by further measurements from
diversified setups and scenarios. Such a validation based on additional and new measure-
ments not only increases confidence in the capabilities and performance of Blind Twins,
but also provides additional training material to train the model in the generalizing man-
ner. Further and similar to the enhancements of the ML-based attack, the Blind Twins
approach could also be shifted to other core architectures. Considering the incorporation
of a CCE like history, the application of recurrent architectures seems possible here as well.
Last but not least, an effective approach for Privacy Amplification needs to be imple-
mented. A real world implementation inevitably needs a policy by what proportion the key
information must be reduced so that Eve can no longer derive any information about the
key material. This can be done, for example, by a suitable online entropy estimator quan-
tifying the respective information content at Alice and Bob and deriving a guideline value
from it. Alternatively, reference can be made here to the MI estimation mentioned above
— a corresponding precise analysis of the rawmeasured CIR values MI could provide limits
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and boundaries for Eve’s information gain, from which corresponding practically oriented
“rules of thumb” can arise, always in consideration of practical security.
By addressing these points and analysing the corresponding questions, the working so-








A. Additional Evaluation Results
A.1. Complete Parameter Sets of Individual Optimization
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A. Additional Evaluation Results
A.2. Cross Correlation Heatmaps
A.2.1. Attacker Position E1
Figure A.1.: Cross correlation in dependence of terminal positions between the le-gitimate partners CIRs and eavesdropped CIRs atE1 superimposed onthe room geometry.
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A.2. Cross Correlation Heatmaps
A.2.2. Bob at Position A2
Figure A.2.: Cross correlation in dependence of terminal positions between the le-gitimate partners CIRs and eavesdropped CIRs atE2 superimposed onthe room geometry.
Figure A.3.: Cross correlation in dependence of terminal positions between the le-gitimate partners CIRs and eavesdropped CIRs atE1 superimposed onthe room geometry.
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A. Additional Evaluation Results
A.3. Uniformity of Bit Strings after CCE



























Figure A.4.: Histogram of the 216 possible quantization outcomes for data set sce-narios.

























Figure A.5.: Histogram of the 216 possible quantization outcomes for data setlongterm.
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A.4. Autocorrelation of Bit Strings after CCE
A.4. Autocorrelation of Bit Strings after CCE

























Figure A.6.: Autocorrelation of the quantized results of data set longterm after theapplication of CCE.
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