Abstract-This paper considers the Bayesian filtering problem in high-dimensional nonlinear state-space systems. In such systems, classical particle filters (PFs) are impractical due to the prohibitive number of required particles to obtain reasonable performances. One approach that has been introduced to overcome this problem is the concept of multiple PFs (MPFs), where the state-space is split into low-dimensional subspaces and then a separate PF is applied to each subspace. Remarkable performances of MPF-like filters motivated our investigation here into a new strategy that combines the variational Bayesian approach to split the state-space with random sampling techniques, to derive a new computationally efficient MPF. The propagation of each particle in the prediction step of the resulting filter requires generating only a single particle in contrast with standard MPFs, for which a set of (children) particles is required. We present simulation results to evaluate the behavior of the proposed filter and compare its performances against standard PF and a MPF.
I. INTRODUCTION

M
ANY problems in statistical signal processing are interested in estimating an unknown dynamical process, x = {x n } n ∈IN ∈ IR n x , from an observed process, y = {y n } n ∈IN ∈ IR n y . Let note x 0:n = {x 0 , x 1 , . . . , x n } and y 0:n = {y 0 , y 1 , . . . , y n }. Let also p(x n ) and p(x n | y 0:m ) denote the probability density function (pdf) (with respect to-w.r.t.-Lebesgue measure) of x n and the pdf of x n conditional on y 0:m , respectively. Such problems are usually addressed in the framework of a hidden Markov chain (HMC) model for which [1] - [3] :
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A classical HMC is given by the well-known state-space system [1] , [2] , [4] , [5],
x n +1 = F n (x n , u n ) ,
for which the state transition function, F n , and the measurement function, H n , are not necessarily linear; the input noise, u = {u n } n ∈N , and the observation noise, v = {v n } n ∈N , are assumed to be independent, jointly independent, and independent of the initial state, x 0 . The filtering problem consists in computing the so-called filtering pdf, p(x n | y 0:n ), at any instant in time n = 0, 1, . . .. Any relevant information of x n given y 0:n can then be computed, at least in theory, as for instance the a posteriori mean (AM),
x n | n = IE p(x n | y 0 :n ) [ x n ] = x n p (x n | y 0:n ) dx n , (4) which minimizes the a posteriori mean square error (MSE). Hereafter, as in (4), we denote by IE p(x) [f (x)] the expected value of a function f (x) w.r.t. the distribution p(x). Factorizations (1)-(2) are key tools enabling recursive computation of the filtering pdf following two steps [4] :
importance densities, along with various resampling procedures have been proposed in an attempt to tackle this issue [5] , [9] , [13] . Although many of these have provided satisfactory results in a number of low-dimensional state-space applications [10] , [5] , they nevertheless remain inefficient for systems with very large state dimension, n x [14] - [17] . This is mainly because the number of particles required to sufficiently sample the statespace needs to be very large; in some special situations it has been even shown that the required number of particles scales exponentially with n x (see e.g., [15] ).
To overcome this drawback, a class of multiple PFs (MPFs) has recently been proposed [18] - [20] , [14] , [21] , [22] , among other approaches (see e.g., [23] , [24] and references therein). Loosely speaking, the concept of MPFs involves splitting the state-space into K subspaces of smaller dimensions, assuming (a posteriori) the associated state partitions to be independent, and then applying one PF to each subspace. Motivated by the remarkable performances of MPF-like filters, here, we apply the variational Bayesian (VB) approach to introduce a new MPF, called the variational Bayesian MPF (VBMPF), which we derive by combining VB-like density approximations with MC-like approximations. Instead of directly assuming that the posterior pdf of the system state is separable, this pdf is first (theoretically) approximated by a product of independent marginal pdfs based on the Kullback-Leibler (KL) divergence minimization criteria (VB approximation stage) [25] - [27] . Each VB-like marginal distribution is then sampled as in the standard PF [11] . Each PF component of the VBMPF uses particles from the other components, similar to the MPF approach but following a different mechanism. More specifically, our goal is to derive a new MPFlike scheme that is theoretically sound and numerically efficient as compared to the standard MPF. The new filter will be derived based on the VB-like optimization criteria to split (a posteriori) the system state, in contrast with the standard MPF that assumes posterior independence of state partitions without using any mathematical criteria. Furthermore, for each state partition, the sampling step of our scheme generates one single particle for each trajectory which makes it computationally more attractive than the MPF, which requires generating a set of particles. Numerical experiments will be presented to demonstrate the efficiency of the proposed filter compared to the standard MPF and PF.
While the VB approach has already been adopted in several Bayesian inference problems (see e.g., [28] - [38] and references therein), it has not yet been applied for splitting the (large-dimensional) state in a PF framework. This paper is organized as follows. Section II describes the generic algorithm that propagates VB approximations of the filtering pdf. The VBMPF is then derived in Section III by applying two classical random sampling techniques to the generic algorithm from Section II, and a guideline for using the VBMPF is provided among other findings. Comparison with standard MPFs, along with extensions to more general cases are discussed in Section IV. Numerical simulations are performed in Section V comparing the performances of the proposed VBMPF w.r.t. standard PF and a MPF. Concluding remarks are given in Section VI.
II. THE GENERIC VB FILTERING ALGORITHM
Let the state vector, x n , be split into K sub-vectors (or partitions),
The extension of the proposed scheme to the more general case, for which the state is split into partitions with different dimensions, is trivial. A separable VB approximation,
where each marginal q(x k n | y 0:n ) "part" of the solution of (7) is given by [27] , [30] : 
A. Prediction Step
Starting at time n − 1 from a VB-like approximation,
we aim to compute a separable approximation of the prediction pdf, p(x n | y 0:n −1 ), using (5). Let us consider for now the following factorization of the HMC transition pdf:
By inserting (9) and (10) into (5), one obtains
However, the approximation (11) is not separable, that is not under a form of products of K marginal pdfs of x k n given y 0:n −1 unless the marginal processes, [30] , [38] for the linear Gaussian case). Moreover, using this approximation in the filtering step (6) does not guarantee a separable approximation of p(x n | y 0:n ) even when the approximation of p(x n −1 | y 0:n −1 ) (9) is separable. One way to go around this is to approximate the marginal transition pdf, p(x k n | x n −1 ) (involved in (11)), which is equal to p(x k n | x n −1 , y 0:n −1 ), by a pdf of the form, q(x k n | x k n −1 , y 0:n −1 ). In other words, the idea is to drop the dependence between x k n and x
This can be done using the VB approach, by approximating
. (12) Similarly to (8) , one obtains,
Replacing in (11) p(x k n | x n −1 ) by its approximation (13) , one eventually obtains a separable approximation of the joint prediction pdf:
with
B. Filtering Step
The filtering step consists in establishing, for each sub-vector x k n , a relationship between the VB-like marginal filtering pdf, q(x k n | y 0:n ), given in (8) , and the marginal prediction pdf,
which, in turn, arises from (1)-(2), then using (14) one obtains
The computation of the VB marginal filtering pdf of the kth subvector, q(x k n | y 0:n ), using (16) requires the knowledge of those of the other sub-vectors, q(x k − n | y 0:n ). However, these latter are unknown, which makes it impossible to derive an analytical solution of (16) . Similarly to [27] , [30] , one may circumvent this issue by proceeding with iterations of (16) 
III. THE VBMPF ALGORITHM
The practical derivation of the proposed approach depends on the nature of the system (3). Four classical cases can be distinguished depending on whether the noises, u n and v n , are additive or multiplicative. For the sake of simplicity we focus here on the case of additive noises, that is
where f n and h n are nonlinear functions. Lets assume
, and v n ∼ N (0, R n ), with P 0 , Q n and R n are positive definite matrices; 0 stands for a zero vector with appropriate dimension. The assumption (10) amounts to assuming Q n block diagonal. The nonlinearity and the assumed multidimensionality of f n and h n make it very difficult, or even impossible, to analytically compute the integrals in (13) , (15) and (16); closed forms of q(x k n | y 0:n −1 ) and q(x k n | y 0:n ) are therefore inaccessible. We thus resort to a PF-like algorithm, the VBMPF, propagating MC representations of these pdfs. The derivation of the proposed algorithm mainly relies on two random sampling techniques that we recall in Properties 1 and 2 below. The first technique, which is used in the prediction step, requires using a transition pdf, p(x 2 | x 1 ), to (exactly) draw samples from p(x 2 ) = p(x 2 | x 1 )p(x 1 )dx 1 starting from those of p(x 1 ). The second technique, which is used in the filtering step, is the Rubin's Sampling Importance Resampling (SIR) mechanism, which consists in using the likelihood, p(y | x), to (approximately) draw samples from the posterior pdf, p(x | y) ∝ p(y | x)p(x), starting from those of the prior pdf, p(x).
Property 1 (Hierarchical Sampling [39] ) Assuming that one can sample from p(x 1 ) and p(x 2 | x 1 ). Then, a sample, x * 2 , from p(x 2 ) can be drawn as follows: , is then computed by sampling from the probability mass function (pmf),
, where δ( · ) is the symbol of Kronecker.
A. Sampling Step (Prediction)
This section proposes MC approximations of the generic formulas of Section II-A. Assume that for n ≥ 1 one has an i.i.d. random set of samples (or particles), {x
, and wants to sample an i.
This can be achieved by first deriving (13) to provide an explicit form (but not exact) of
, then by using the hierarchical sampling technique (Prop. 1) in (15) .
where N u (m, C) denotes a Gaussian pdf with argument u and parameters (m, C), f
and covariance, Q k n −1 . However, since the multidimensional function, f k n −1 (x n −1 ), is possibly nonlinear and only a MC approximation of the measure, q(dx
, is available, the analytical computation of the mean (integral) (19) is not possible. We thus use the MC approximation of q(dx
, where δ u ( · ) stands for the Dirac mass at point u, to approximate (19) . One obtains,
where k,n−1 ) using the resampled particles; then taking their average as in (20) . , from the
2) Computation of
r For = 1, 2, . . . , J, evaluate the functions,
r Take their average as in (20) to obtain the
. The prediction step (or sampling step) of the VBMPF that computes for n ≥ 1 a random set
drawn from the VB-like approximate prediction pdf,
drawn from the previous VB-like approximate filtering pdf,
Let C f and C R (J) respectively denote the cost of evaluating the function, f n (x n ), and the cost of drawing J samples from a (possibly weighted) discret set of M ≥ J particles. The number of floating operations (flops) required by Algorithm 1 at each time step is approximately
For simplicity, the cost (21) has been computed under the assumption of Q n diagonal. All other costs computed later in the manuscript will be based on this same assumption.
B. Weighting and Resampling Steps (Filtering)
This section considers a MC implementation of the Bayes' like formula (16) 
Using the Rubin's SIR strategy (Prop. 2), this can be done by performing a weighting step assigning, for each k, a normalized weight, λ k,(s) n , followed by a resampling step from the discrete pmf,
Regarding the weighting step, one can see from (16) 
Due to the Gaussian likelihood (see (17)), 
q(x j n | y 0:n ), which is not known. Instead of considering an iterative strategy to overcome this problem, as suggested in Section II-B, we base our derivation on the avail-
. . , K, and resort to a non iterative computationally efficient scheme to compute a MC approximation of the expectation in (24) . Indeed, multiplying both sides of the Bayesian update (6) by dx n , and replacing p(x n | y 0:n −1 ) by its separable approximation,
where
is then obtained by marginalization and inserted in r.h.s. of (24) to obtain (by setting
T . In other words, the weight of each par-
, is computed by evaluating the observation model function, h n (Z (s,s ) k,n ), using the particles from the other sub-
, for s = 1, . . . , S; and taking the exponential of their sum as in (28) . This should be followed by a normalization step as in the standard PF to set , is summarized in Algorithm 2. Once the weighted support of par-
, is formed for each k, the resampling step is then performed providing an i.i.d. set of particles,
r For s = 1, 2, . . . , S, use (27) to compute the normalized weights, w (s) n , associated with the full joint particle,
is given in (28) r Computeλ
, by independently drawing each particle,
Let C h denotes the cost of evaluating the function h n (x n ). The number of flops of each weighting step is approximately
if the measurement noise covariance R n is diagonal, and
if not. Remark 2: Simplified versions of Algorithm 2 can be obtained in two particular cases:
r Case of linear observation models. In the case h n (x n ) = H n x n , one can show that (28) reduces to [41] :
. In such a case, C h = (2n x − 1)n y and C W VBMPF in (29) and (30) respectively become,
and
• Case of independent marginal likelihoods. As stated above, the weights are computed following (28) by exchanging particles between the partitions. However, this is not needed when the likelihood is factorized as: 
if the blocks of R n are diagonal, and
otherwise.
2 This reduces to K parallel weighting steps of the standard PF [11] . 
C. Summary
The sampling (S), weighting (W), and resampling (R) steps of the VBMPF in a general nonlinear system (17) are summarized in Algorithm 3.
D. Discussions
The proposed VBMPF algorithm combines VB-like density approximations with MC sampling techniques. The (joint) filtering pdf of the full system state, p(x n | y 0:n ), is first approximated by a separable product of VB-based marginal filtering pdfs, n −1 ), using (20) . As it is well known in the VB literature (see e.g., [42] , [43] , [25] , [26] ), it is difficult to clearly characterize the accuracy of VB-like approximations, since this depends on several factors, such as the number of partitions, K, and the strength of the dependencies between these partitions [42] , [25] . However, one can intuitively examine the question of when the accuracy of VB approximation is likely to be reasonable and when one may expect it to fail. Clearly, when the state partitions are weakly dependent (a posteriori) of each other, the VB approximation should be viable and even nearly perfect if the partitions are almost independent. In our system (17) , this can occur if each kth sub-vector f k n (x n ) of the state transition function and h k n (x n ) of the measurement function are weakly dependent on the other state sub-vectors x k − n , and the covariances Q n and R n are block diagonal matrices whose diagonal blocks are n x k × n x k matrices. In contrast, when these partitions become strongly dependent, the "assumption" of conditional independence becomes too strong and this may degrade the accuracy of the approximation. Consequently, the number of partitions K should be chosen to achieve as good a trade-off as possible between accuracy and computational efficiency. The larger K is, the more important computational efficiency is, but also the more dependence between the state partitions will be dropped, and this can degrade the VB approximation.
Although VB approximations should (theoretically) improve with decreasing K (or with increasing state partitions dimension, n x k ), the MC approximations, in turn, require a large enough number of particles, S. Thereby, for a given S the rule of thumb is to carefully choose n x k large enough to achieve as accurate a VB density estimate as possible, but not too large to mitigate the weights degeneracy phenomena.
Finally, it is important to note that the prediction and filtering VB marginals, q(x k n | y 0:n −1 ) and q(x k n | y 0:n ), are not necessarily unimodal pdfs (as is often the case for VB-like approximations). Indeed, inserting the approxima-
, which is multimodal. On the other hand, following (16), multiplying the Gaussian mixture pdf q(x k n | y 0:n −1 ) with the "likelihood" L n (x k n ) (24), leads to a multimodal VB marginal filtering pdf, q(x k n | y 0:n ). The case of unimodal (Gaussian) VB-like approximations has recently been addressed in [38] , [30] .
IV. COMPARISONS AND EXTENSIONS
In this section, we discuss similarities and differences between the VBMPF and existing MPF schemes. We further investigate the more general case for which the state transition pdf is not separable as in (10) , and the case of state-space systems with multiplicative noises.
A. Comparison With Other MPF Schemes
Although the VBMPF shares the same (S, W, R) structure as the existing MPFs (see e.g., [19] , [14] ), these steps were however derived based on different mechanisms. Let us consider the MPF introduced in [14] , whose performances are numerically compared in Section V against those of the proposed VBMPF. Starting from a filtering particle, x k,(s) n −1 , the S step of this filter generates J predicted particles (children), x k,(s,j ) n , while only one particle, x k,(s) n , is generated in the VBMPF. 3 To avoid any confusion, note that for each partition k and trajectory s, the VBMPF generates one predicted particle by inherently drawing J "parti-
), then taking their average as in (20) (see also Algorithm 1).
Consequently, the W and R steps consider SJ particles in the MPF and only S particles in the VBMPF. Furthermore, in the W step of the MPF, the weight of each x k,(s,j ) n is computed by drawing L particles from the other subspaces k = k (i.e.,
, and taking the average likelihood as (see ([14] , (7))):
Once the weighted set of particles, {{ x
, is computed, a resampling step is then performed to bring back the number of SJ particles to S i.i.d. filtering particles,
. Each x k,(s) n can be drawn from the discrete pmf,
The number of flops required by the MPF at each step in system (17) is approximately
if R n is diagonal, and
if not. For a given state-space system, the comparison with the cost of the VBMPF,
depends on the parameters S, J, L and n x k = n x K . Let us consider the example of a high-dimensional linear Gaussian statespace system for which n x = 1000, n y = 100, Q n and R n are diagonal, C f = 2n 2 x − n x = 199000 and C h = (2n x − 1)n y = 19900. We assume that the resampling cost, C R (S), which can be of the order of S (see e.g., [44] ), is equal to S. = 1000, n y = 100, AND DIAGONAL COVARIANCES, Q n AND R n partitioned into K = n x (scalar) components. 4 The proposed VBMPF is computationally cheaper than the MPF, and this becomes more pronounced when increasing S, J and L. For instance, the VBMPF is about three times cheaper when S = 10 and J = L = 5, and 100 times when S = J = L = 100.
Furthermore, in standard MPFs, the separation of the filtering pdf is not based on any optimization criteria, in contrast with the VBMPF. However, these filters still have the advantage of being applicable to systems for which the noises, u n and v n , follow any type of distributions, not necessarily Gaussian.
B. Extension to a Non Separable State Transition pdf
The derivation of the VBMPF assumes, through (10) , that the state transition pdf, p(x n | x n −1 ), is separable. In other words, the marginals of the system state at a given time n, {x
are conditionally independent based on the state at previous time, x n −1 . This assumption does not remove dependence between marginal states, {x
In the more general case of a non-separable state transition pdf; that is when (10) does not hold, the generic algorithm introduced in Section II (and its MC implementation of Section III) is no longer valid. One way to overcome this issue is to use the VB approach to approximate the state transition pdf, p(x n | x n −1 ), with a separable product of marginal pdfs,
denotes the kth n x k × n x k block diagonal of Λ n −1 , Λ n −1 (k, :) a n x k × n x matrix formed by n x k rows of Λ n −1 starting from the ((k − 1)n x k + 1)th row, and with
In (43), the covariances (Λ k n −1 ) −1 , which are not equal to Q k n −1 , are computed from all entries of Q n −1 . This is important since it emphasizes the fact that although the covariance of the approximated transition pdf,
, is block diagonal, it nevertheless involves all off-diagonal entries of the original covariance, Q n −1 . Now, comparing (43) with (18), one can see that the VBMPF algorithm is still valid by replacing
x ) because this requires inverting the n x × n x covariance matrix, Q n −1 . In situations for which Q n −1 is invariant in time, it must be inverted only once (at the initial time only), and then the sub-matrices
. . , K, can be computed and stored for subsequent use in the filtering algorithm.
C. Systems With Multiplicative Noises
The proposed VBMPF algorithm considers a state-space system (17) with additive noises. Here, we address the case for which (at least) one of these noises is multiplicative.
• In the case of a multiplicative input process noise; that is when depends on the state, x n . Now, based on (50), one can verify that (24) becomes
Similarly to Section III-B, the expectation in (51) can be approximated using the available prediction samples,
V. SIMULATIONS
In this section, we perform numerical experiments to assess the performance of the proposed VBMPF filter against the standard PF [11] and the MPF [14] . We consider a vectorial version of a nonlinear system extensively used in the PF literature (see e.g., [6] , [11] , [12] ):
where x k n denotes the kth scalar component of x n (the other components are defined similarly), N = 49 (50 observations), n x = n y = 40, x 0 ∼ N (0, 10 × II), u n ∼ N (0, Q) with Q = 10 × II, and v n ∼ N (0, R). All our results are averaged over 30 independent realizations (with different initial states). Two cases will be addressed depending on whether the measurement noise covariance, R, is diagonal or not.
A. The Case of R Diagonal
We consider R = II. We start by using the VBMPF and the MPF with full-factorization (i.e., K = n x components, x k n ). Based on the diagonal property of R n one has:
Thus, following Remark 2, Algorithm 2 is not needed to compute the weights since these can be computed separately using the marginal likelihoods as:
Instead we apply the SIR scheme to the Bayesian step associated with each state component, 
This independent weighting mechanism is also used in the MPF [14] .
We use S = 20 particles in the proposed VBMPF and the MPF, and S = 20 and 800 (= 20 × n x ) for the standard PF. In all our experiments, J, which, let recall, is used as the number of resampled predicted particles in the VBMPF, and the number of children in the MPF, is equal to S; the number L of resampled predicted particles in the MPF is also assumed to be equal to S. Fig. 1 plots the time-evolution of the MSE of the approximate AM estimate of the system state, x n . As one can see, the standard PF suffers from the large dimension of the system, requiring more than 800 particles to reach the accuracy of the MPF and VBMPF with only 20 particles. The MPF performs slightly better than the VBMPF. Such an outperformance can be explained by the fact that, on the one hand, the state variables in system (53) are weakly dependent, supporting the (free) independence assumption of the filtering pdf in the MPF, and on the other hand, the VB density estimation in the VBMPF becomes no longer necessary, and even seems to introduce extra errors when combined with another approximate SIR scheme.
In the following, we investigate the sensitivity of the VBMPF and MPF to changes in the number of particles, S, and the dimension of state partitions, n x k , which recall is inversely proportional to their number, K. For this purpose, we use the empirical standard deviation defined by
, where x n (j) is the state at the jth realization of the system, and x n | n (j) its estimate computed by one of the filtering algorithms (D is averaged over 30 independent realizations, and N = 50 time indices). Table II outlines the standard deviation of the state estimates using the proposed VBMPF and the MPF with full-factorization, and the PF, as a function of the number of particles. Overall, the performances of all filters improve with increased number of particles. One can further see that for any number of particles, the MPF is slightly more performant than the VBMPF, which, in turn, is widely more performant than the PF, which is consistent with Fig. 1 . On the other hand, the performances of the VBMPF and the MPF tend to be closer with increased number on particles; for instance, the difference between the errors D suggested by these filters is 2.49 when S = 5, and 0.26 only when S = 100.
Table III presents the standard deviation of the state estimates using the proposed VBMPF and the MPF with S = 20 particles, as a function of the dimensions of partitions, n x k , and the PF with S = 20 particles. For any state partition, the MPF behaves slightly better than the VBMPF, which, in turn, is more performant than the PF. Furthermore, overall, for the given number of particles, the two former filters tend to be less performant when increasing the dimension of partitions. For system (53), this is due to the need of more particles to deal with the increase of n x k , as it is well known in PF-based algorithms.
B. The Case of R Non-Diagonal
Now, let us consider the more complex measurement equation,
where the covariance of the measurement noise, v n , is no longer diagonal and whose entries are defined as
Unlike the second eq. of system (53), the measurement components, {y k n } n y k =1 , are not independent conditionally on the state, x n , and the factorization (54) of the likelihood, p(y n | x n ), is no longer valid (i.e., p(
The filtering pdf, p(x n | y 0:n ), is thus no longer separable even when starting from a separable prediction pdf, p(x n | y 0:n −1 ), and thereby the separability assumption of p(x n | y 0:n ) in the MPF becomes too severe. Table IV outlines the standard deviation of the state estimates as suggested by the VBMPF and the MPF with different numbers of particles and different dimensions of state partitions. The ratios,
, are also given to compare between the computational complexities of these algorithms; these are computed based on (40) , (41) , C f = 3n x + 8 and C h = 2n x . One can see that almost all errors in Table IV are much larger  than those of Tables II and III . This can be explained by the fact that the state components are more dependent in the new system with a non-diagonal R, a situation for which the separability assumption of the filtering pdf is less favorable. One can further see that the VBMPF suggests lower errors D than the MPF, in contrast with the diagonal case. In the non-diagonal case, the VBMPF benefits from the VB optimization criteria in the density estimation stage compared to the MPF. In addition, similarly to the diagonal case, for any partition dimension, the performances of both filters improve with an increasing number of particles, S. Beside the better performances of the VBMPF compared with the MPF, the former is also always computationally more relevant and it can be up to 100 times cheaper (when S = 100).
On the other hand, the values of n x k that achieve the lowest standard deviation (bold values) increase with S. As stated in Section III-D, this is due to the back-to-back approximation (first VB density approximation followed by a PF approximation) on which these filters are based. The VB approximation (or the free separability assumption in the MPF) is improved with increasing n x k , while the PF approximation is improved with increasing S. Moreover, to mitigate the degeneracy phenomena (since each state partition corresponds to one PF-based algorithm), S should be very large when n x k becomes large enough. To illustrate, for S = 5, the minimum of D is reached when n x k = 1, that is, when the PF-like algorithms are applied on scalar sub-systems only; a set of 5 particles is too small to prevent the degeneracy problem for the vectorial sub-systems with n x k = 2, 5, · · · . For S = 10, the minimum of D is reached when n x k = 5, while more particles are needed for larger state partitions.
To compare with the PF, we display in Table V the minimum values of D given in Table IV (bold values) and the values of D resulting from the PF. In contrast with the case of R n diagonal (Table II) , the PF behaves better than the MPF for all tested numbers of particles, S. As already discussed, this is due to the fact that the state partitions are more dependent in the new system with a non-diagonal R n , a situation in which the free separability assumption of the filtering pdf is less favorable. The proposed VBMPF still suggests smaller errors than the PF when S is less than 100 (this is confirmed by other tests that have been done with S = 50 and 90). For instance, for S = 20, the VBMPF with n x k = 8 outperforms the PF, which, in turn, outperforms the MPF in its "optimal condition" (when n x k = 5). In other words, the PF needs to be implemented with at least about 100 particles (i.e., with about 2.5 × n x particles) to behave better than the proposed VBMPF. The benefit of the VB optimization criteria becomes more pronounced when the observation equation in (53) becomes linear as y k n = 0.5x Tables VI  and VII, which are similar to Tables IV and V , respectively, the proposed VBMPF with S = 10, 20, 100 particles significantly outperforms the MPF. More precisely, although the VBMPF seems to need more particles for large partitions (for n x k = 10, 20), compared with the MPF, the lowest error D suggested for each S by this filter is still much smaller than that resulting from the MPF. For instance, for S = 10, the minimum error suggested by the VBMPF (D = 15.67) is smaller than Table IV . Regarding the behavior of the VBMPF w.r.t. the PF, one can see from Table VII that the proposed filter significantly outperforms the PF for S = 10, 20, 100 particles. Furthermore, the PF requires much more than 40000 particles (i.e., 1000 × n x particles) to reach the performances of the proposed VBMPF with only 10 particles (i.e., 
VI. CONCLUSION
We considered the Bayesian filtering problem for highdimensional state-space systems. We adopted the variational Bayesian (VB) approach to propose a unified and general framework for approximating the filtering pdf of the full state as a product of independent marginal pdfs under the KullbackLeibler divergence minimization criteria. Two classical random sampling techniques were then used to derive Monte Carlo representations of the approximate VB-like marginal distributions. While the proposed VB multiple particle filter (VBMPF) shares the same structure as the standard MPF, inasmuch as one PF is suggested for each state partition and that all PFs feed each other by exchanging information through the particles, however, the mechanisms of exchanging information between PFs in both filters are different.
Starting from one (filtering) particle, the sampling step of the VBMPF generates one single (predicted) particle and thereby this filter is computationally more efficient than the MPF, for which a set of (predicted) particles needs to be generated. The performance of the proposed VBMPF was evaluated and compared against those of the standard PF and a MPF. The results suggest that the behavior of the three filters depend on the strength of dependencies between the state partitions. The MPF is more performant in weakly dependent scenarios, whereas the advantage of the VBMPF becomes more pronounced when the system partitions are more dependent, especially when the observation operator is linear. Indeed, for the studied 40-dimensional system, to reach the performances of the proposed VBMPF with 10 particles, the MPF requires more than 100 particles, while the PF requires more than 40000 particles. matrix Σ n , require 2n x k flops. Accordingly, the total cost of these operations of all k and s is 3Sn x flops. By summing the costs of the five steps above and using K = n x n x k , one eventually obtains (21) .
B. Weighting
Step: C W VBMPF (29) 3) The normalization of the weights,w , for all k and s, then normalizing them as in 4) and 5) of Appendix B-B in which one can see that these require (S 2 + 3S − 1)K flops. Based on the approximated costs of the five steps above and using K = n x n x k , one eventually obtains (30) .
