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ABSTRACT 
 
 
 
 
 
Mobile agents often have a task to collect data from several predefined sites. This should 
be done in an efficient way by minimizing the elapsed time. Usually these agents only 
know the list of sites but not the distances between them. This research proposes a 
method to minimize a network routing time taken by the mobile agents 
using genetic algorithm (GA) to collect query datasets from different hosts from the 
World Wide Web. The mobile agents repeat traveling over short routes and avoid longer 
ones. The GA will be used to select the best routes that will be used by mobile agents to 
retrieve query datasets in a very short time. Specifically, the performance of mobile agent 
in obtaining a query result from the remote hosts using extended hierarchical query 
retrieval (EHQR) approach is proposed. It is based on a hierarchical and a parallel 
dispatching of mobile agents to the remote servers in order to retrieve the query results. 
the new dispatching algorithms for mobile agents to be dispatched to various sited have 
been developed such as an itinerary query retrieval approach (IQR), a parallel query 
retrieval approach (PQR), a serial query retrieval approach (SQR), a shuttle query 
retrieval approach (SHQR), a hierarchical query retrieval approach (HQR) and the EHQR 
approach Experimental results show that the proposed approach reduces the number of 
mobile agents and also improve the total time taken to retrieve the query results 
compared with other approaches. 
 
 
 
 
 
 
 
ABSTRAK 
 
 
 
 
Pada kebiasaannya, agen-agen mobil ditugaskan untuk mengumpul data daripada 
beberapa laman web. Ini perlu secara efisien bagi mengurangkan masa yang diambil bagi 
proses tersebut. Biasanya agen-agen ini hanya mengetahui senarai laman-laman web 
yang dilawati tetapi tidak mengambil kira jarak di antara mereka. Dengan itu, 
penyelidikan ini mencadangkan satu kaedah bagi meminimumkan masa sesebuah saluran 
rangkaian diambil oleh agen-agen mobil dengan menggunakan algoritma genetik (GA) 
untuk mengumpul set-set data pertanyaan daripada pelayan web yang berbeza daripada 
dunia jaringan luas. Di mana, agen-agen mobil akan  mengulangi semula proses melawati 
laman-laman web tersebut dengan menggunakan laluan-laluan pendek dan mengelakkan 
agen dari melalui laluan yang lebih panjang. Oleh itu, GA akan digunakan bagi memilih 
laluan-laluan terbaik untuk digunakan oleh agen-agen mobil dalam mendapatkan semula 
set-set data pertanyaan dalam masa yang singkat. Secara khususnya, keupayaan agen 
mobil dalam mendapatkan hasil pertanyaan daripada pelayan menggunakan pendekatan 
capaian pertanyaan yang berhierarki dan terlunjur (EHQR) adalah dicadangkan. Ini 
dilakukan berdasarkan penghantaran agen-agen mobil secara hierarki dan selari ke 
pelayan-pelayan bertujuan untuk mendapatkan semula hasil capaian pertanyaan. Terdapat 
pelbagai algoritma baru telah dibangunkan bagi proses penghantaran agen-agen mobil ke 
pelbagai pelayan, contohnya pendekatan jadual capaian pertanyaan (IQR),  pendekatan 
capain pertanyaan secara selari (PQR), pendekatan capaian pertanyaan secara bersiri 
(SQR), pendekatan capaian pertanyaan secara ulang alik (SHQR), pendekatan capaian 
pertanyaan secara berhierarki (HQR) dan EHQR. Namun begitu, hasil keputusan 
daripada eksperimen yang dijalankan menunjukkan bahawa pendekatan yang 
dikemukakan telah dapat mengurangkan jumlah agen-agen mobil dan juga memperbaiki 
jumlah masa yang digunakan dalam mendapatkan hasil pertanyaan berbanding dengan 
pendekatan-pendekatan lain. 
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CHAPTER 1 
 
 
 
 
INTRODUCTION 
 
 
 
1.1 Introduction 
 
Mobile agent is an emerging technology that is gaining momentum in the field 
of distributed computing. There are some advantages in using mobile agent 
technology compared with traditional client-server solutions. For example, it can 
reduce network traffic, it can support a large scale of computations with many 
computers in a distributed environment, it allows the use of disconnected computing 
for processing a user queries, and it provides more flexibility in the development and 
maintenance of distributed applications. The goal of this thesis is based on the 
application of mobile agent technology in supporting the query retrieval process from 
the World Wide Web (WWW). Specifically, the methods of dispatching the mobile 
agents to retrieve the query results from the search engines in WWW have been 
investigated.  
 
 
1.2 General Problem Statements 
 
Mobile agents often have a task to collect data from several predefined sites. 
This should be done in an efficient way by minimizing the elapsed time. Usually these 
agents only know the list of sites but not the distances between them. This research 
proposes a method to minimize a network routing time taken by the mobile agents 
using genetic algorithm (GA) to collect query results from different sites. The mobile 
agents repeat traveling over short routes and avoid longer ones. The GA will be used 
to select the best routes that will be used by mobile agents to retrieve image datasets 
in a very short time. The adaptations of mobile agents for network routing have been 
investigated by many researchers. For example, Sum et al. [1] and Kinoshita et al. [2] 
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have proposed a method to reduce the number of agents to be used to retrieve the 
information from then internet that will minimize the routing time taken by the mobile 
agents. Chen et al. [3] have proposed a method to reduce the cost and network traffic 
used by mobile agents to retrieve information from the internet, namely, the highest 
probability first search (HPFS) algorithm. However, there is a problem with the HPSF 
where the control function of agents after the target object has been located has not 
been investigated.  
 
 
1.3 Objectives 
 
Below are the objectives for this research: 
 
a) To study the available algorithms for mobile agent to select a suitable route to 
retrieve query results from a designated search engines in the World Wide 
Web (WWW). 
b) To analyze the performance of genetic algorithm (GA) for retrieving the query 
from the WWW. 
c) To analyze the retrieval of queries from distributed databases using different 
dispatching methods of mobile agent technology. 
 
 
1.4 Scopes 
 
[1] The scope of this study will focus on the development of a network routing 
algorithms by mobile agents for query retrieval using genetic algorithm 
(GA). We will apply the mobile agent technology for image query retrieval 
from distributed databases across the Web. The mobile agents will be using 
the shortest routes that have been defined by using the proposed algorithm in 
order to retrieve the image query results.  
[2] A mobile agent search system (MaSS) that has been developed will support 
the users to retrieve the image query results from the Web. The expected 
results will be a mobile agents system that enables users to retrieve the 
information from a distributed database within a minimum time period.  
[3] We will compare the effectiveness of the proposed algorithm compared with 
other techniques such heuristics methods such as an itinerary query retrieval 
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approach (IQR), a parallel query retrieval approach (PQR), a serial query 
retrieval approach (SQR), a shuttle query retrieval approach (SHQR), a 
hierarchical query retrieval approach (HQR) and the EHQR approach. 
Experimental results will be used to show that the proposed approach 
reduces the number of mobile agents and also improve the total time taken to 
retrieve the query results compared with other approaches. 
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CHAPTER 2 
 
 
 
 
LITERATURE REVIEWS 
 
 
 
2.1 Introduction 
 
The introduction of mobile agent in the field of distributed computing has 
proven useful where the mobile agents will roam the networks to search for 
information requested by the users. The mobile agents will also cooperate with other 
agents to accomplish the assigned tasks. There are four main properties belonging to 
mobile agents such as intelligence, communication, autonomy, and mobility. Maes et 
al., (1997) have described each of these properties. The biological insects have 
inspired most of the research related to agent based network routing and their colonies 
as described by Schoonderwoerd et al., (1997). It relies on the principles that 
individual insects will perform a simple behavior while the collective communities of 
these insects will perform complex problem solving capabilities. A research has been 
conducted in mapping the biological insects to the network routing management by 
using mobile agents. These agents are represented as artificial agents that traverse the 
network to collect specific information from the designated hosts. They will visit 
these hosts and coordinate with other agents to accomplish the assign tasks on behalf 
of users. They will also make several decisions to adapt their behavior according to 
the current environment in which they are currently resided. In this chapter, we 
present several literature reviews related to our research. 
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2.2  Related Works on Mobile Agents for Query Retrieval 
Many researchers have investigated the adaptations of mobile agents for 
network routing. For example, [12] have proposed a method to reduce the number of 
agents to be used to retrieve the information from then internet that will minimize the 
routing time taken by the mobile agents. [10] have proposed an adaptive routing 
algorithm for network routing by using a rule-based method. [11] have proposed a 
method to reduce the cost and network traffic used by mobile agents to retrieve 
information from the internet, namely, the highest probability first search (HPFS) 
algorithm. The HPSF has been used to locate the agent that has been dispatched to the 
Internet to collect the required information. However, there is a problem with the 
HPSF where the control function of agents after the target object has been located has 
not been discussed.  
Dikaiakos et al. [13] have developed a framework for benchmarking the 
performance of mobile agent systems for the distributed databases. The parameters 
that have been used in the benchmarks are the types of operating systems (e.g., Unix, 
Windows, etc.), the channel configuration (e.g., LAN, WAN, etc.), the size of mobile 
agents and together with the message size, and the loop size which determines the 
number of times the benchmarks are executed. 
Furthermore, Kawamura et al. [14] have analyzed three basic agent paradigms 
applied to the process of accessing data from distributed databases such as direct 
access, stationery agent access, and mobile agent access. Also, Papastavrou et al. [15] 
and Ismail et al. [16] have analyzed the comparisons between a Java applet-based 
approach and a mobile agent technology in accessing distributed databases from the 
WWW. However, the Java applet-based approach has a limitation in flexibility, 
scalability, and robustness in accessing the databases compared with the mobile agent 
technology. 
Moreover, the usage of mobile agents for information filtering has been 
analyzed by Theilmann et al. [17]. Two deployments approaches applied on mobile 
agents for retrieving the information such as a basic dissemination algorithm and a 
hierarchical dissemination algorithm have been proposed. The former is related to the 
increment of the number of agents to be dispatched to the servers in order to retrieve 
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query results. The latter is related to the process of traversing the mobile agents to the 
remote sites in order to retrieve the query results. However, the process of dispatching 
mobile agents to the remote hosts has not been clearly stated by all of the above 
authors. 
Jha et al. [18] have analyzed the quantitative comparisons between mobile 
agent and client–server approach. However, the mobility patterns of mobile agents are 
only based on the simple approaches such as a sequential client–server approach, a 
sequential mobile agent approach, a parallel client–server approach and a parallel 
mobile agent approach. Also, Cogan et al. [19] have analyzed the performance of 
mobile agents based on different platforms that are Voyager mobile agent platform 
[20] and Java Remote Method Invocation (Java-RMI) platform [21]. However, from 
the experiments, only the mobility and remote method invocation on mobile agents 
applications have been compared. Also, the parameters such as the number of agents 
to be dispatched to the hosts that affect the performance of the applications have not 
been investigated. 
Rubinstein et al. [22] have analyzed the performance of mobile agent in 
network management and comparing it with the client–server model where the 
topologies are similar to the Internet architecture have been used to analyze the 
mobile agents technology in a network environment. The results show that the mobile 
agents approach provides better response time in retrieving query results compared 
with client–server architecture. 
The application of mobile agents in workflow systems in order to improve 
network performance and scalability has been analyzed by Yoo et al. [23]. Here, a 
stochastic Petri-nets [24] simulation through the comparison of client–server 
architecture has been analyzed. However, the comparisons of the effectiveness of the 
systems have not been clearly identified by the authors. 
A framework for building a reusable mobile agent from two kinds of 
components such as an itinerary component and an application-specific component 
has been proposed by Satoh [25]. The former is a carrier of the latter over particular 
networks and the latter defines management tasks performed at each host 
independently of the network. This framework also provides a mechanism for 
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matchmaking the two mobile-agent based components. Since the mechanism is 
formulated based on a process algebra approach, it can strictly select a suitable 
itinerary component to perform management tasks at the hosts that the tasks want to 
visit over networks. However, the empirical comparisons of the effectiveness of the 
mobile agents performance have not been clearly stated. 
Schulze et al. [26] have proposed new mobile agent architecture with an 
availability service and a transparency interface. The mobility of agents is based on 
the proactive and reactive approaches where the former is related to the property of 
agents that are able to decide when and where to move. The later approach is based on 
the ability of the agents that will react in consequence of changes in the environment. 
Onishi et al. [27] have described a new ad hoc routing algorithm, which inspired by 
multiple entries for each of destinations in the routing table to store much more 
information from agents and evaluating them to make better use of information, 
which succeeded in raising network connectivity has been proposed. However, the 
numbers of mobile agents to be dispatched to the hosts to collect information have not 
been discussed. 
Here, we propose a different method of dispatching mobile agents to the 
remote hosts in order to retrieve the query results. We try to minimize the number of 
agents used to fetch the query results from the remote hosts in order to reduce 
network overload. It is different compared with the previous approaches [14], [15], 
[15], [17], [18], [19], [22], [23], [25], [26] and [27] by utilizing the mobile agent 
properties such as object cloning, dispatching, and disposing in the EHQR approach. 
This is done by combining a hierarchical and a parallel dispatching of mobile agents 
to the local prefetch servers in order to retrieve the query results in the Mobile Agent 
Search System (MaSS). Also, we have analyzed the on-line and off-line query 
retrieval approaches applied by mobile agents in the MaSS as discussed in chapter 3. 
In this research, we proposed a network routing by mobile agents for query 
retrieval using a genetic algorithm (GA). The agent repeats traveling over short routes 
and avoids longer ones. The GA approach for selecting the best routes has been 
applied to the mobile agents technology. We have applied the route selection of query 
retrieval by mobile agents in the MaSS [28]. The result shows that the proposed 
 8
method provides good time minimization in retrieving the query results by the mobile 
agents based on different GA parameters.  
 
 
2.3  Network Routing by Mobile Agents using GA 
 
In order to retrieve the query results in an optimal time, the MaSS search agent 
has applied the GA approach for route selection in order to minimize the query 
retrieval time as shown in figure 1. Further formulation of the route optimization is as 
follows:  
 
Min Qrt(route)  s.t. Delay(route)  ≤  MaxDelay         (1) 
 
where Qrt(route) is the query retrieval time taken to retrieve the query results, route is 
the paths that have been used by the MaSS search agent (Y) to send and retrieve the 
results from the LP servers. Delay(route) is the time constraint due to network 
bottleneck. The operational process of the MaSS search agent in using GA for 
selecting an optimal route is shown in figure1. MaxDelay is the maximum time delay 
applied to the path used by the MaSS search agent to retrieve the query results. 
 
Initialize the first generation of
solutions
Evaluate the fitness of each solution
Selection operation
Mutation operation
Crossover operation
Min. number of generation (k) <=
300? or best solution is illegal?
or ChangeRate(k) >= 90% ?
set the best solution to this computation
ChangeRate(k) >=90% or
the Min. number of
generation (k) <=  300?
Mix  past solution
Yes No
Yes
No
Evaluate the fitnesses of
new generation
 
Figure 1 The GA used to select a suitable route by the MaSS search agent. 
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2.4  Encoding of the GA 
 
The encoding of the GA that has been used by the mobile agents to select the 
optimal route in retrieving the query results is shown in figure1. We choose path 
representation approach to encode a route due to its easy implementation.  There are 
15 LP servers including with the web proxy server as shown in figure 1. The route 
from the MaSS Server to the web proxy server can be represented as [1 2 3 4 5 6 7 8 9 
10 11 12 13 14 15]. If the route does not exist then we include a value of 0 to the route 
such as [1 2 3 4 5 6 7 8 9 10 0 0 0 0 0].  
 
2.5  Population initialization 
 
We can randomly determine how many nodes the route will pass through and 
randomly determine which node will be in the route and the sequence of nodes of the 
route. However there will be some solutions that may violate constraint of delay 
connectivity. We use a penalty method to deal with these constraints. For those routes 
that do not exist, we assign a very large delay value to them. For those routes that 
violate the delay constraint, we add a penalty to their cost. In our algorithm, we use 
the following expression to evaluate the weighted cost of those illegal routes.  It is 
given by 
 
Qrt(route) =  Cost(route) + (α + Delay(route))          (2) 
 
where Qrt(route) is the weighted query retrieval time for a selected route as described 
at the beginning of this section, α is the penalty constraint if the route does not exist, 
e.g., α=1,2,3,…,10, and Cost(route) is the function that evaluates the total cost of the 
links that the route may pass through. The details of Cost(route) and Delay(route) are 
shown in tables 1 and 2, respectively.     
 
 
 10
     
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
2.6 Fitness Evaluation 
 
Fitness of the solutions is proportional to the chromosomes survivability 
during the GA operation where the good values are selected and the bad values are 
discarded. In our case, we have normalized the fitness of solutions to 0 ≤ Fitness 
(route) ≤ 1 by the following expression: 
 
MaxDelayrouteTotalCosts
routeCostsrouteFitness += )(
)()( (3) 
 
Host's ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 99 15 99 99 99 23 99 99 99 99 99 99 99 99 99 
2 15 18 99 99 23 99 99 99 99 99 99 99 99 99 99 
3 99 99 15 99 99 99 99 300 99 99 99 99 99 99 99 
4 99 23 99 99 99 50 30 99 99 99 99 99 99 99 99 
5 99 23 99 99 99 50 30 99 99 99 99 99 99 99 99 
6 23 99 99 99 50 99 20 99 18 99 99 99 99 99 99 
7 99 99 99 99 30 20 99 10 99 30 30 99 99 99 99 
8 99 99 300 99 99 99 10 99 99 99 15 99 99 99 99 
9 99 99 99 99 18 99 99 99 99 25 5 99 99 99 99 
10 99 99 99 99 99 99 99 99 25 99 99 99 99 99 99 
11 99 99 99 99 99 99 99 99 25 99 99 99 99 99 99 
12 99 99 99 99 99 99 99 99 25 99 99 99 99 99 99 
13 99 99 99 99 99 99 99 99 25 99 99 99 99 99 99 
14 99 99 99 99 99 99 99 99 25 99 99 99 99 99 99 
Table 1 Cost matrix of simulation.
Host's ID 1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 
1 999 7 999 999 999 10 999 999 999 5 999 999 999 999 999 
2 7 3 999 999 6 999 999 999 999 999 999 999 999 999 999 
3 999 999 1 999 999 999 999 5 999 999 999 999 999 999 999 
4 999 999 999 2 999 999 999 999 999 10 999 999 999 999 999 
5 999 6 999 999 999 20 5 999 999 999 999 999 999 999 999 
6 10 999 999 999 20 999 20 999 7 999 999 999 999 999 999 
7 999 999 999 999 5 20 999 7 999 9 5 999 999 999 999 
8 999 999 5 999 999 999 7 999 999 999 1 999 999 999 999 
9 999 999 999 999 999 7 999 999 999 3 2 999 999 999 999 
10 5 999 999 999 999 999 999 999 3 999 999 999 999 999 999 
11 5 999 999 999 999 999 999 999 3 999 999 999 999 999 999 
12 5 999 999 999 999 999 999 999 3 999 999 999 999 999 999 
13 5 999 999 999 999 999 999 999 3 999 999 999 999 999 999 
14 5 999 999 999 999 999 999 999 3 999 999 999 999 999 999 
Table 2 Delay matrix simulation. 
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where the Costs(routes) has been described in previous paragraph and the 
TotalCosts(routes) is the sum of Costs(routes) for all populations at generation k.  It is 
given by 
 
∑=
=
=
ki
i
routeCostsrouteTotalCosts
1
)()( .                         (4) 
 
For the first 30 generations, we have adjusted the Fitness (route) value when 
the Fitness (route) ≤  0.005 to Fitness (route) = 0.005 to prevent premature efficiency. 
 
2.7  Selection Operation 
 
In order to keep the “good” solutions and discard the “bad” solutions at the 
same time, two selection operators have been use in our algorithm. First, we add the 
fitness of all solutions by randomly generate number between zero and the total value 
of fitness. Second, we add the fitness value on each of the solutions until the value is 
greater than the current fitness value of each solution. Then the highest fitness value 
among the solutions will be selected. 
 
2.8 Crossover Operation 
 
In this research the traditional one-point crossover method is used. Firstly, we 
find a certain point of the array and swap the part before and after the cross point to 
generate two new solutions. However, because of the number of nodes the routes may 
pass through is not fixed, it is difficult to determine a fixed crossover point. So, we 
assigned a new dynamic crossover point method such as [((A+B)/4)] where A and B 
are the number of nodes that the two routes will pass through; respectively, and the 
operator “[]” is the rounding function. For example, two routes before the crossover 
operations are [1 2 3 4 5 0 0 0 0 0 0 0 0 0] and [6 7 8 0 0 0 0 0 0 0 0 0 0 0]. According 
to this procedure [((A+B)/4)] after crossover, we get [1 2 8 0 0 0 0 0 0 0 0 0 0 0] and 
[6 7 3 4 5 0 0 0 0 0 0 0 0 0]. In our approach, only part of the population will exercise 
the crossover operation. 
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2.9  Mutation Operation 
 
We have randomly chosen a solution in the population and then change the 
solution slightly to generate a new solution. In this way, we have chances to find 
better solution that cannot be found by only crossover operation.  
 
2.10 Repair Operation 
 
During crossover and mutation operations, illegal representation of route may 
be generated because duplicated elements (node) may appear in the same route. In our 
algorithm, we delete those duplicated nodes that bring high cost to the route. 
 
2.11 Finding route efficiently and dynamically 
 
Although GA can be used to search in large solution space and obtain an 
optimal solution, it may take a lot of time to coverage to the optimal solution. In some 
cases, GA can only find some other sub optimal solution. In practice, we usually want 
to find a sub optimal solution, which, however, is close to the optimal one. So, in this 
approach, we have used a combination of conditions to determine when to stop our 
algorithm's computation. The basic idea is as follows:  
 
After a minimum number of k generations (i.e., k ≤ 300), if the algorithm has 
found a feasible solution and has made no improvement for a specific period of time, 
we will have it stopped. In our algorithm, the “improvement” is presented by the 
coverage cost rate of the best solution of certain generation. This change     rate is 
evaluated as follows,  
 
100
)(
)1()( ×−=
kCosts
kCostskChangeRate             (5) 
 
where we assume the cost of the best solution of that     generation changes at k-th 
step and ChangeRate(k) is the     average change rate of cost at k-th step. Once this     
value is greater than a certain value (i.e., ChangeRate(k) ≤ 90%), then we may stop 
the GA computation. The flow of the GA process for a route selection by the MaSS     
search agent applied in the MaSS is shown in figure 2. 
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Send the MaSS search agent to the
LP servers
Start timer for routing
algorithms
Accept connection
Is a suitable route
found?
Route good
enough?
Choose best route from
routing candidates
Time out?
Route exists?
Refused connection
Save this route as a
candidate
Yes
No
Yes
No
Yes No
Yes
No
 
Figure 2 The algorithm that has been used to select a suitable route by the MaSS 
search agent in order to collect the query results from the LP servers. 
 
 
 
2.12 Conclusion 
 
In this chapter, we have discussed about genetic algorithm (GA) which are 
applied to a mobile agent for query retrieval in the MaSS. Our mobile agent for 
routing algorithm tries to minimize the query retrieval cost while maintaining a 
reasonable path delay. The number of generations required to reach a good solution 
has been reduced significantly by preferring shorter routes in initializing the 
chromosome pool and reusing the past solutions as the initial chromosomes for the 
new search.  
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CHAPTER 3 
 
 
 
 
METHODOLOGY 
 
 
 
3.1 Introduction 
 In this chapter, we discussed the process flow and the architecture of this 
research. There are several things we focus on to make sure the research completed 
successfully. 
 
3.2  The mobile agent search system (MaSS) 
We have developed the Mobile Agent Search System (MaSS) to support 
retrieval query results. The general architecture of the MaSS is shown in figure 3. The 
MaSS architecture consists of a MaSS client, a MaSS server, and a collection of the 
local prefetch (LP) servers. There are two types of query retrieval approaches applied 
by mobile agents in the MaSS. They are the off-line and on-line approaches. The 
details architectures of the off-line and on-line retrievals using mobile agents in the 
MaSS is shown in figure 4 and figure 5. Further descriptions on each of the MaSS 
components and the query retrieval approaches are described as follows:  
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Figure 3 The Mobile Agent Search System (MaSS) architecture. 
 
Host 1
Y Z1
LD
Host 2
Y Z2
LD
Host 3
Y Z3
LD
Host 64
Y Z64
LD
Server
W
X
SD
Web Proxy
Server
WWW
AltaVista
Web Server
Yahoo
Web Server
HotBot Web
Server
A
collection
of local
prefetch
(LP)
servers
Y
MaSS server
MaSS client
W = the MaSS client agent
X = the MaSS server agent
Y = the MaSS search agent
Z1, Z2,..,Z64 = the prefetch server's
stationery agent
SD = the MaSS server database
LD = the local prefetch server's database
       Represents one mobile agent
            the flow of information
Local Area
Network Wide Area
Network
Wsend
Wrecv
Excite Web
Server
1
2
3
4
5
6
7
The off-line query retrieval in the MaSS
 
Figure 4 The query retrieval process by the MaSS search agent (Y) using the off-line 
MaSS with 64 local prefetch (LP) servers. 
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Proxy
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WWW
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6
1. The on-line retrieval
3
5
network delay time
4
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X  : MaSS server agent
Y  : MaSS search agent
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Figure 5 The implementation of mobile agent for the on-line query retrieval approach 
in the MaSS. 
 
3.3  The MaSS client 
The MaSS client consists of the MaSS client agent and a simple user interface. 
A user interface is used as a medium for a user to interact with the MaSS. 
3.3.1 The MaSS client agent 
A user will enter a search keyword on the query form in the HTML browser. 
The MaSS client agent will send a request to the MaSS server agent in order to get the 
query search results. The MaSS client agent is represented as W in figure 4 and figure 
5. 
 
3.4  The MaSS server 
The MaSS server comprises of the MaSS server agent and the MaSS search 
agent. Both of them are represented as X and Y in figure 4 and figure 5. Further 
descriptions on each of them are as follows: 
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3.4.1 The MaSS server agent 
The MaSS server agent is a stationery agent. Upon receiving request from the 
MaSS client agent, the MaSS server agent will delegate the search tasks to the MaSS 
search agent. After receiving the search results from the MaSS search agent, the 
MaSS server agent will rank them using a Number of Relevant Ordering Score 
(NROS) method [28]. The quality of query results retrieved by mobile agents in the 
MaSS using the NROS method has been discussed in [28]. The search results will be 
stored into the MaSS server database (SD) before returning them to the MaSS client 
agent to be presented to the user as shown in figure 4 and figure 5. 
 
3.4.2 The MaSS search agent 
When receiving a query request from the MaSS server agent, the MaSS search 
agent will start to mobile to a collection of LP servers as shown in figure 4. Then it 
will communicate with the local agent (Z1) at each of N hosts where N = 1, 2,…,H. In 
figure 4, the maximum number of hosts H is 64. At host 1, the MaSS search agent will 
ask the local agent (Z1) about the query that is requested by the MaSS server agent. 
The query results will be given to the MaSS search agent by a local agent (Z1). The 
same process will be repeated at hosts 2 and 3 until host 64 with different local agents 
(Z1, Z2, Z3, …, Z64). Once the tasks have been completed, the MaSS search agent 
will return home and pass the search results to the MaSS server agent. 
 
3.5  The off-line query retrieval process in the MaSS 
The off-line query retrieval process by the mobile agents in the MaSS is 
presented in figure 4. When the MaSS server agent (X) receives a request from the 
MaSS client agent (W), it will pass the query item to the MaSS search agent (Y). The 
MaSS search agent will start its routes from the MaSS server to host 1 to collect the 
query results at the local prefetch server’s databases (LD). At host 1, the MaSS search 
agent will ask the local agent (Z1) for the search results. Once completed, it continues 
its search to the LP servers at hosts 2 and 3 until host 64. Also the MaSS search agent 
will communicate with local agents Z2 and Z3 until Z64 in order to get the query 
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results from different hosts. The MaSS search agent will return to the MaSS server 
and pass the results to the MaSS server agent. The MaSS server agent will rank the 
search query results and store them in the server database. Then the search results will 
be sent to the MaSS client agent to be presented to the user. Others off-line query 
retrieval approaches are described in section 3.7. The routes taken by the MaSS 
search agent to collect a query results in the off-line approach are represented by an 
arrow key from as shown in figure 4. 
 
3.6  The on-line retrieval process in the MaSS 
The on-line retrieval process is presented in figure 5. When the MaSS server 
agent (X) accepts a request from the MaSS client agent (W), it will pass the query 
item to the MaSS search agent (Y). Instead of looking for the prefetch servers, the 
MaSS search agent will search directly from the WWW and retrieve the search results 
from the search engines. The search results will be stored into the MaSS server 
database. Here, the processes of removing duplicated and broken links, stemming, 
stopping, and ranking the search results will take place as shown in figure 6. The 
WebL script programming language from Compaq [29] to develop a web-fetching 
program. The script program will fetch the HTML files from the WWW. The results 
will be sent to the user using an Aglet mobile agent [30].  
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Mobile agent  server core
module
Load associated HTML web
pages and remove the HTML
tags using a WebL tool
Remove the stop-words exists
in the web pages
Reduce the words to root using
a Porter stemming algorithm
Generate a frequency list (FL)
Append the FL to the
inverted keyword
frequency list
Preformat the query
results in the HTML
format and send
them to the users
Rank the query
results using the
NROS method
Return the query
results to users Query term from users
Get the results of the query
from the search engines, i.e.,
AltaVista, HotBot, etc.
Perform a tokenize
search according to
user query
 
Figure 6 The ranking process of query results retrieved by the mobile agents using 
the on-line and off-line approaches in the MaSS. The detail of the NROS method has 
been discussed in Selamat et al. [13]. 
 
Referring to figure 6, we have used the stop-words to remove the most 
frequent word that exists in a web page document such as ‘to’, ‘and’, ‘it’, etc. 
Removing these words will save spaces for storing document contents and reduce 
time taken during the search process. Then, a stemming process has been done in 
order to extract each word from a web page document by reducing it into a possible 
root word. For example, the words ‘compares’, ‘compared’, and ‘comparing’ have 
similar meaning with a word ‘compare’. The Porter stemming algorithm [31] has been 
used to select only the word ‘compare’ to be used as a root word in a web page 
document. Then the query results will be ranked using the NROS method [28]. The 
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routes taken by the MaSS search agent to collect a query results in the on-line 
approach are represented by an arrow key from as shown in figure 5. 
The on-line retrieval by mobile agents has been done during night-time by 
employing the activation and deactivation functions that exist in our mobile agent 
system. Activation is a process of activating the mobile agent to start retrieving the 
search engine databases based on specific queries. In our experiment we have set the 
number of queries to 15 as in Table 3. Also we have set the activation time to 24 h 
where in each hour, the mobile agent will retrieve the query results from the 
designated search engines. If the search query result is new, then it will be added to 
the local database, otherwise, it will be discarded. A deactivation is a process to stop 
the mobile agent from collecting the new search results, which will be determined by 
the user.  
Table 3 The comparison of the time taken by the MaSS using the on-line and off-line 
query retrieval approaches based on query number 1–15 
Query DS (kb) CPU (ms) T1 (ms) T2 (ms)
1. Computer engineering 6078 227,303 229,287 1984 
2. Mercedes Benz, Volvo and Fiat 5535 380,003 382,924 2921 
3. Visiting Australia and Japan 4640 677,661 678,242 581 
4. The Japan and European Garden 4380 456,793 458,045 1252 
5. Cancer or body disease 5819 341,996 343,814 1818 
6. Flower arrangements, origami, Japanese Culture 6445 744,275 745,740 1465 
7. Food and Beverages in Osaka 3652 173,387 173,893 506 
8. Biocomputing and evolutions 3128 165,294 166,115 821 
9. Visiting German and Europe 2915 176,812 177,833 1021 
10. Cooking Books 3251 211,725 213,188 1463 
11. Human Computer Interaction 2603 173,757 174,263 506 
12. Java 2890 364,751 366,624 1873 
13. Aglets 2675 255,463 2,656,184 721 
14. Data Mining and Farming 2322 720,81 73,242 1161 
15. Distributed Programming 3669 169,571 170,497 926 
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Note: Query = Query number; DS = Document size (kb); CPU = CPU time taken for 
the on-line retrieval process; T1 = Total of downloading time using the on-line 
retrieval process (ms); T2 = Total of downloading time using the off-line retrieval 
process (ms). 
The CPU time taken for query retrieval process using the off-line retrieval 
approach is not shown in this table because the time taken to rank the query results 
using the NROS method [28] is minimum. 
 
3.7  The query retrieval approaches applied to the off-line MaSS 
There are six query retrieval approaches that have been applied to the off-line 
MaSS as shown in figure 7. They are an itinerary query retrieval approach (IQR), a 
parallel query retrieval approach (PQR), a serial query retrieval approach (SQR), a 
shuttle query retrieval approach (SHQR), a hierarchical query retrieval approach 
(HQR) and the EHQR approach. The descriptions on each of them are as follows.  
 
 
Query retrieval approaches applied to the Mobile Agent
Search System (MaSS)
The on-line retrieval approach of
the MaSS
The off-line retrieval approach of
the MaSS
EHQR
approach
SQR approach SHQR approach
IQR
approachHQR approach
PQR
approach
Notes:
HQR : Hierarchical query retrieval
EHQR : Extended hierarchical query  retrieval
IQR : Itinerary query retrieval
PQR: Parallel query retrieval
SQR: Serial query retrieval
SHQR: Shuttle query retrieval  
Figure 7 The query retrieval approaches applied to the MaSS. 
 
3.7.1  The IQR approach 
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In the IQR approach, the MaSS search agent (Y) is created by the MaSS 
server agent (X) with the address of a list of LP servers as shown in figure 8. It 
migrates and visits all of the LP servers in its list one by one. When migrating to the 
next LP server, it will carry the query results retrieved from the previous and the 
current LP servers. After it has visited all LP servers, it returns to the MaSS server 
with the entire retrieved query results. The routes taken by the MaSS search agent to 
collect the query results by using the IQR approach are represented by an arrow key 
from as shown in figure 8.  
 
Server
W
SD
A collection
of local
prefetch (LP)
servers
MaSS server
MaSS client
Notes:
W : the MaSS client agent
X : the MaSS server agent
Y : the MaSS search agent
Z1,Z2,Z3,Z4: the prefetch
server's stationery agent
SD : the MaSS server
database
LD : the local prefetch
server's database
Wsend  , Wrecv:
The time taken to send
and receive the query
results from the agent W to
the agent X
Local Area Network
Wsend
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1
2
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4
5
6
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Z1
LD
Y
Host 2
Z2
LD
Y
Host 3
Z3
LD
Y
Host 4
Z4
LD
Y
Represents one
mobile agent
1 7
Represents the flow of
information using the
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Figure 8 The query retrieval process by the MaSS search agent (Y) using itinerary 
query retrieval (IQR) approach applied to the off-line MaSS. 
 
3.7.2  The PQR approach 
In the PQR approach as shown in figure 9, the MaSS server agent (X) will 
dispatch multiple MaSS search agents (Y) one by one to all of the LP servers that 
should be visited. All of the MaSS search agents will access the LDs in parallel and 
send the query results to the MaSS server agent after completing the query process at 
the LD on each of the LP servers. The process of sending each of the MaSS search 
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agents to each of the LP servers is done in serial. The routes taken by the MaSS 
search agent to collect a query results by using the PQR approach are represented by 
an arrow key from as shown in figure 9.  
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Figure 9 The query retrieval process by the MaSS search agent (Y) using the PQR 
approach. 
 
3.7.3  The SHQR approach 
The SHQR approach consists of one MaSS server agent (X) and one MaSS 
search agent (Y) as shown in figure 10. The MaSS search agent is dispatched to the 
LP servers in the list maintained by the MaSS server agent. When the MaSS search 
agent has read the query results from the LD in host 1, it returns to the MaSS server 
together with the search results. After sending the data to the MaSS server agent, the 
MaSS search agent will migrate to the next host in the LP servers that is written in the 
list. The same process is repeated until it arrives at the final host. Then it returns all 
the query results to the MaSS server agent. The routes taken by the MaSS search 
agent to collect a query results by using the SHQR approach are represented by an 
arrow key from as shown in figure 10.  
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Figure 10 The query retrieval process by the MaSS search agent (Y) using the SHQR 
approach. 
 
3.7.4  The SQR approach 
The SQR approach is similar to the SHQR approach. The MaSS server agent 
(X) dispatches an MaSS search agent (Y) to the LP server to collect a query results. 
Upon completing the process, the search agent will return to the MaSS server and 
pass the query results to the MaSS server agent. The MaSS search agent will be 
disposed when all of the query results have been given to the MaSS server agent. This 
is the main different of the SQR approach compared to the SHQR approach as shown 
in figure 11. The MaSS server agent will create a new MaSS search agent and 
dispatch it to the next host that has been written in the list. The process is repeated 
until the MaSS search agent has reached the final host.  
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Figure 11 The query retrieval process by the MaSS search agent (Y) using the SQR 
approach. 
 
3.7.5 The HQR approach 
The HQR approach is based on a hierarchical structure of the MaSS search 
agent (Y) that will be sent to the LP servers by the MaSS server agent (X) as shown in 
figure 12. The dispatching of the MaSS search agents to the LP servers is done in 
serial. To simplify the HQR architecture, we represent it as a tree as shown in figure 
12 and figure 13. Suppose that the MaSS server agent (X) is a root of the tree which is 
represented as tp in figure 13. The tree has a height (h = 3) which is represented as h1, 
h2, and h3 in figure 12. The number of branch (β) is set to 4. The MaSS search agent 
(Y) will be dispatched to a collection of LP servers to search for the query results. In 
our example, the number of LP servers or hosts H is 64 as described in section 3.4.2.  
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Figure 12 The tree architecture of dispatching the MaSS search agent (Y) to 64 LP 
servers using the HQR and EHQR approaches. The height of the tree (h) is 3 and the 
number of branch (β) is 4. 
 
 
 
Figure 13 The tree architecture of dispatching the MaSS search agent (Y) for 
retrieving the query results using the HQR approach from 64 LP servers. The height 
of the tree (h) is 3 and the number of branch (β) is 4. 
 27
Referring to figure 13, ∆t is the time to dispatch each of the MaSS search 
agents to the LP servers. The values of the parameters h, β, and H are based on the 
number of LP servers to be used in the experiments that will be described in section 
3.8. 
Referring to figure 13, the MaSS server agent will create and dispatch the 
MaSS search agents (t1,1, t1,2, t1,3, and t1,4) at time ∆t, 2∆t, 3∆t, and 4∆t, respectively, 
to the LP servers 1, 2, 3, and 4. ti,j denotes the MaSS search agent j at the ith level. 
Next, the parent MaSS search agent (t1,1) will create and dispatch another MaSS 
search agents (t2,1, t2,2, t2,3, and t2,4) at time 5∆t, 6∆t, 7∆t, and 8∆t, respectively, to the 
LP servers 5, 6, 7, and 8. The same process will be repeated until the parent MaSS 
search agent (t2,16) will create and dispatch another MaSS search agents 
(t3,61, t3,62, t3,63, and t3,64) at time 81∆t, 82∆t, 83∆t, and 84∆t, respectively, to the LP 
servers 61, 62, 63, and 64. The total number of the MaSS search agent to be created 
by using the HQR approach is 4 + 16 + 64 = 84. Therefore, the total time taken to 
retrieve the query results using the HQR approach is represented as below: 
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=
−++=
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σ
σσ SRWWT recvsendHQR  (1)
 
where the Sσ and Rσ represent the time taken to send and receive the query results by 
the MaSS search agent j from the LP servers applied in the HQR and EHQR 
approaches. σ denotes the number of mobile agents will be dispatched to the LP 
severs by using the HQR approach where σ = 1, 2, 3, …, 84. Referring to figure 13, 
the Sσ is given by 
 
Sσ=σ∆t. (2)
The values of Sσ and Rσ can be obtained through experiment that will be explained in 
section 3.8. The parameters of Wsend and Wrecv are the time taken to send and receive 
the query results from the MaSS client agent (W) to the MaSS server agent (X) as 
described in section 2.2. 
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3.7.6 The EHQR approach 
The EHQR and HQR approaches which have been applied to the off-line 
MaSS are based on the utilization of object cloning, dispatching, and disposing 
properties that exist in the mobile agent technology [30]. The EHQR approach is 
based on a hierarchical and a parallel dispatching of the MaSS search agents (Y) to 
the LP servers to retrieve the query results as shown in figure 14. Furthermore, it is 
based on the combination of the PQR and HQR approaches where the PQR approach 
has been explained in section 3.7.2. The parameters used in the HQR approach are 
also used in the EHQR approach.  
 
 
Figure 14 The tree architecture of dispatching the MaSS search agent (Y) for 
retrieving the query results using the EHQR approach from 64 LP servers. The height 
of the tree (h) is 3 and the number of branch (β) is 4. 
 
Suppose that the MaSS server agent (X) is represented as tp which is a root of 
a tree as shown in figure 14. It will create and dispatch in parallel the MaSS search 
agents (t1,1, t1,2, t1,3, and t1,4) at time ∆t, 2∆t, 3∆t, and 4∆t, respectively, to the LP 
servers 1, 2, 3, and 4. Then the MaSS search agent (t1,1) will create and dispatch 
another MaSS search agents (t2,1, t2,2, and t2,3) at time 5∆t,6∆t, and 7∆t, respectively, 
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to the LP servers 5, 6, and 7. Upon completing the dispatching of the MaSS search 
agent (t2,3) at time 7∆t, the MaSS search agent (t1,1) will dispatch itself to the LP 
server 8 at time 7∆t. The process of dispatching the MaSS search agents (t2,3) and 
(t1,1) is done in parallel. 
The same process will be repeated until the MaSS search agent (t1,4) will 
create and dispatch its MaSS search agents (t3,61, t3,62 and t3,63) at time 62∆t, 63∆t, and 
64∆t, respectively, to the LP servers 61, 62, and 63. Upon completing the dispatching 
of the MaSS search agent (t3,63) at time 64∆t, the MaSS search agent (t1,4) will 
dispatch itself to the LP server 64. The process of dispatching the MaSS search agents 
(t3,63) and (t1,4) is done in parallel at time 64 ∆t. 
The total number of MaSS search agents to be dispatched to the LP servers is 
4 + 12 + 48 = 64. Here, we try to reduce the number of mobile agent that roam the 
networks because if the numbers of MaSS search agents that will be used to retrieve 
the query results from the LP servers have been decreased, the network loads will also 
be reduced and the time taken to retrieve the query results can be minimized. 
The total time taken to retrieve the query results using the EHQR approach is 
represented as below, 
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where the parameters of Wsend, Wrecv, Sσ, and Rσ have been described in the HQR 
approach. The umber of mobile agents that will be dispatched to the LP servers by 
using the EHQR approach (σ) is 64. 
As the number of mobile agents used to retrieve the query results using the 
EHQR approach compared with the the HQR approach, we expect that the 
performance of the MaSS using the EHQR is better than the HQR approach. The 
simulation results using the HQR and EHQR approaches will be discussed in chapter 
4. 
3.7.7 The average of roundtrip time 
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The roundtrip time is the time taken by the MaSS client to send a query to the 
MaSS server, the MaSS server will send the MaSS search agent to each of the LP 
servers and return the query results to the MaSS client. The average of roundtrip time 
on each of the query retrieval approaches will be described in this section. The 
average of roundtrip time for the IQR approach is represented as below: 
( ) ( )( )∑
=
+−+=
τ φθτ 1
1
l
recvllsendIQR ll
WttWT  (4)
 
where t(θ) is the timestamp registered by the MaSS search agent prior to departing 
from the MaSS server to the LP servers, t( ) is the timestamp computed by the MaSS 
search agent immediately upon returning to the MaSS server from the LP servers, the 
parameters Wsend and Wrecv have been described in section 3.3. The parameters of H 
and N have been described in section 3.4. 
l is the number of trials that have been done in each of the experiments where 
l = 1,…,τ and τ is the maximum number of trials. The parameters Wsend, Wrecv, l, τ, H, 
N, t(θ), and t( ) also will be used to calculate the average time taken to retrieve the 
query results by using the PQR, SQR, and SHQR approaches. 
The average of the total time taken for query retrieval for the PQR and SHQR 
approaches is represented as below: 
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where Eq. (5) is also applied to the SHQR approach. The average of the total time 
taken for query retrieval using the SQR approach is represented as below: 
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where tcontext is the time taken to create a new MaSS search agent upon a disposal of 
the previous MaSS search agent when it returns home to the MaSS server after the 
first trip to the LP servers. 
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3.8  Experiments 
3.8.1.  The on-line retrieval evaluation 
As for the evaluation of the on-line retrieval technique, the MaSS server agent 
will send users request to the MaSS search agent. It is referring to the total time taken 
from as shown in figure 4. The MaSS search agent will retrieve the query 
results from the search engines in an on-line mode through the WWW. The removal 
process of duplicated or broken links and ranking the query results are done at the 
MaSS server described in section 3.6. The CPU processing time is the time taken by 
the CPU to process the query results. The processes involved in the on-line retrieval 
of web pages have been described in section 3.6. As these processes are done in a 
local MaSS server in real-time mode, the time taken to process the query and send the 
results to a user is significantly long compared to the off-line retrieval as shown in 
table 3. Also the network delay as in figure 4, contributes the time taken to finish the 
retrieval process. 
3.8.2 The off-line retrieval evaluation 
The off-line retrieval process is evaluated by the total time that the users have 
to send a query to the MaSS server agent and the turn-around time to finish the 
retrieval process. The turnaround time is the time from the user agent to the MaSS 
server agent, and from the MaSS server agent to the MaSS search agent, the waiting 
time of the MaSS search agent, and the return-time to the user. It is referring to the 
total time taken from as shown in figure 5. The waiting time is the time taken 
to complete the query process. The downloading time is low compared to the on-line 
retrieval process as described in previous section. This is due to the reason that the 
processes of creating the term frequency matrix, stemming, and stopping have been 
done during the prefetching process by the collection of local prefetch servers as 
described in sections 3.5 and 3.6, respectively. Also, the comparisons between the 
PQR, HQR, SQR, IQR, SHQR, and EHQR approaches will be evaluated in a different 
set of experiments. 
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3.9 Experiment setups 
The experiments have been done during the night-time since we did not have a 
dedicated and isolated network. Performing measurements at night allowed us to 
minimize the congestion and adverse factors. Our testbed workstations are connected 
to a 100 Mb/s Ethernet LAN segment. The evaluations on the quality of the query 
results that have been retrieved by the MaSS search agent (Y) are not discussed in this 
paper. Further information on query ranking and evaluations using the MaSS can be 
found in Selamat et al. [28]. There are three experiments have been conducted in 
order to evaluate the performance of query retrieval using the approaches that have 
been described previously. 
In the first experiment, the time taken to retrieve different types of queries by 
mobile agents is shown in table 3. For this experiment, we only compare the on-line 
and off-line query retrieval approaches by mobile agents in the MaSS. Further detail 
experiments are conducted in experiments two and three, respectively. 
In the second experiment, the average roundtrips time for the IQR, PQR, SQR, 
and SHQR approaches are measured using Eqs. (4), (5) and (6). In each approach, the 
MaSS search agent is dispatched to the LP servers to retrieve 100, 200, 300, 500, and 
1024 Kbytes, of query results, respectively. The number of LP servers (H) is set to 4, 
8, 12, and 16. These variants aim to observe the performance differences with 
different experiments and illustrate how these variations will impact the performance. 
In each of the experiments, we have rebooted the MaSS client host, the MaSS server 
host, and the LP servers in order to avoid the impact of class cache on the execution 
time of repeated experiments. 
In the third experiment, the comparisons of the time taken for a query retrieval 
process using the HQR and EHQR approaches have been investigated. The number of 
LP servers between 4 and 16 hosts did not affect the performance of the query 
retrieval compared with the first experiment. Therefore, we have increased the 
number of LP servers (H) to 64. The size of query results is set to 100 Kbytes. Eqs. 
(1), (2) and (3) have been used to find the total time taken to retrieve the query results 
using the HQR and EHQR approaches. The summary of the parameters used in the 
experiments one, two, and three is shown in table 4.  
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Table 4 The query retrieval approaches applied to the on-line and off-line MaSS 
Experiment no. QRA MDA LP servers (H) X 
Experiment one Off-line Serial 16 16 
Experiment one On-line Serial – 1 
Experiment two PQR Parallel 16 16 
Experiment two IQR Itinerary 16 1 
Experiment two SHQR Serial 16 1 
Experiment two SQR Serial* 16 16 
Experiment three HQR Hierarchical and serial 64 84 
Experiment three EHQR Hierarchical and parallel 64 64 
Notes: QRA: Query retrieval approach; MDA: Mobile agent dispatching approach; LP 
servers (H): The number of LP servers; X: The number of the MaSS search agents; 
Serial* The Mass search agent is created and disposed when arriving at the MaSS 
server and On-line: The Mass search agent is retrieving query results directly from the 
search engines in the WWW such as Altavista, Yahoo, Excite, etc. 
 
3.10 Conclusion 
 In this chapter, we have described the architecture of MaSS. There are several 
approaches we used in this research from the view of on-line retrieval approach and 
the off-line approach. For instance, the hierarchical query retrieval, the extended 
hierarchical query retrieval and itinerary query retrieval for on-line retrieval approach 
of the MaSS. For the off-line approach of the MaSS, there are parallel query retrieval, 
serial query retrieval and shuttle query retrieval used for comparison.  
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CHAPTER 4 
 
 
 
 
DATA AND DISCUSSION 
 
 
 
4.1 Introduction 
 
The experiments and the performance parameters of mobile agent using the 
GA routing have been conducted in a local area network (LAN) as shown in figures 
15 and 16.  In this figure, we only represent the nodes of interest (i.e., access nodes or 
edge nodes) and their interconnections. In the following we assume that cost and 
delay of links between two nodes at certain period time are given. If there are no links 
exist between nodes or bandwidth of the link cannot support the traffic request 
between the MaSS server and the web proxy server, a large delay value (i.e., 999) is 
assigned to that link. 
 
The objective of our experiment is to find the route from the MaSS server to 
the web proxy server that has the lowest cost and the delay is less than the maximum 
delay requirement. The cost matrix and the delay matrix are given in tables 1 and 2, 
respectively. In these tables, element (i,j, i ≠ j), is the Cost(delay) from node i to node 
j where i, j ∈ [1,2,,3,…,15], element (i,i) is the Cost(delay) from the MaSS server to 
node i, element (i, 15) is the Cost(delay) from node i to the web proxy server. The 
upper-bound requirement of time delay (MaxDelay) is assumed to be 25 times in this 
study. The parameters of the GA are shown in table 5. 
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Figure 15 The Mobile Agent Search System (MaSS) architecture. 
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Figure 16 The detail of the MaSS architecture. 
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Table 5 Genetic algorithm parameters. 
 
      
 
 
 
 
 
 
 
 
                
 
 
 
 
4.2  Results 
The results from each of the experiments are described as follows: 
4.2.1  Results for experiment one 
The result in experiment one indicates that the mobile agent has provides a 
significant time saving using the off-line query retrieval approach for sending results 
from the LP servers to the MaSS client compared with the on-line retrieval approach. 
The detail of query types is shown in table 3. For example, if a user makes a query on 
computer engineering, using the on-line retrieval process, the total time taken for a 
user to wait until the results are received is 229,287 ms. Comparatively, by using the 
off-line retrieval process, the time that the user has to wait until the query results are 
received is 1984 ms. Also for the query title Visiting Australia and Japan, the time 
taken using the MaSS in the off-line retrieval process is 581 ms. In comparison, the 
time taken using the on-line retrieval process is 678,242 ms. Further examples of the 
time taken by user to be on-line and off-line with different queries have been shown 
in table 3. The average percentage of time reduction by using mobile the off-line 
query retrieval approach compared with the on-line approach is 95.06%. 
Items Run-1 Run-2 Run-3 
No. of  populations 320 320 320 
No. of genomes 14 14 14 
Crossover rate 0.85 0.85 0.85 
Mutation rate 0.7 0.5 0.24 
No. of generations 420 420 420 
0.00
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Figure 17 The effect of the size of chromosome pool on the performance of the proposed 
algorithm. 
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4.2.2  Results for experiment two 
The results for experiment two are shown in figure 18, figure 19, figure 20, 
figure 21 and figure 22 are the average of roundtrip time from τ independent trials as 
explained in section 3.7.7. Figure 18 represents the average time taken to retrieve 100 
Kbytes of the query results from the LP servers. It shows that the PQR approach 
performs better than other approaches when 16 LP servers are used. Also the same 
characteristic of the PQR approach can be seen in figure 19, figure 20, figure 21 and 
figure 22 where the sizes of query results are 200, 300, 500, and 1024 Kbytes, 
respectively. With respect to the SHQR approach, it performs well compared to the 
SQR model as shown in figure 18 and figure 21 when 16 LP servers are used. 
However, the time taken by the SHQR approach does not perform well when the sizes 
of query results are 200, 300, and 1024 Kbytes, respectively, as shown in figure 19, 
figure 20 and figure 22. Furthermore, the time taken for the IQR approach is the worst 
when the size of query results and the number of LP servers are increased as shown in 
figure 19, figure 20, figure 21 and figure 22. However, the PQR approach performs 
better compared with other approaches in retrieving the query results from the LP 
servers for all sizes of query results in the second experiment.  
Time vs. The number of LP servers (100 Kbytes)
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Figure 18 The roundtrip time taken by each of the approaches to retrieve 100 Kbytes 
of query results from 16 LP servers. 
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Time vs. The number of LP servers (200 Kbytes)
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Figure 19 The roundtrip time taken by each of the approaches to retrieve 200 Kbytes 
of query results from 16 LP servers. 
 
Time vs. The number of LP servers (300 Kbytes)
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Figure 20 The roundtrip time taken by each of the approaches to retrieve 300 Kbytes 
of query results from 16 LP servers. 
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Time vs. The number of LP servers (500 Kbytes)
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Figure 21 The roundtrip time taken by each of the approaches to retrieve 500 Kbytes 
of query results from 16 LP servers. 
Time vs. The number of LP servers (1024 Kbytes)
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Figure 22 The roundtrip time taken by each of the approaches to retrieve 1024 Kbytes 
of query results from 16 LP servers. 
 
4.2.3  Results for experiment three 
The results of experiment two is shown in figure 23. The performance of the 
EHQR is better than the HQR approach. For example, the total time taken to retrieve 
100 Kbytes query results from 64 LP servers using the HQR approach is 55 s. 
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However, the time taken to retrieve the same size of query results using the EHQR 
approach is 35.5 s.  
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Figure 23 The roundtrip time taken by the EHQR and HQR approaches to retrieve 
100 Kbytes query results from 64 LP servers. 
4.3  Discussions 
The performance of mobile agents for information retrieval has previously 
been investigated by many research groups as described in Section 2. However, our 
proposed query retrieval approach is different compared with the previous approaches 
[14], [15], [16], [18], [19], [22] and [17] by utilizing the mobile agent properties such 
as object cloning, dispatching, and disposing. This is done by combining a 
hierarchical and a parallel dispatching of mobile agents to the LP servers in order to 
retrieve the query results which have been applied in the EHQR approach as 
described in section 3.7.6. The summaries of the results taken from experiments one, 
two and three are shown in table 6. The performance of mobile agents for query 
retrieval in the MaSS has shown that the off-line approach is better than the on-line 
approach as described in the first experiment.  
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Table 6 The summary of the results from all of the experiments 
Experiment no. LP servers (H) Retrieval approach Best approach 
Experiment one 16 LP servers On-line and Off-line Off-line 
Experiment two 16 LP servers IQR, PQR, SHQR, and SQR PQR 
Experiment three 64 LP servers HQR and EHQR EHQR 
Notes: LP servers (H): The number of LP servers; Retrieval approach: The query 
retrieval approaches applied to the off-line MaSS and Best approach: The best query 
retrieval approaches. 
 
The performance of mobile agents using the PQR approach is better compared 
with the IQR, SQR, and SHQR approaches when we retrieve the query results from 
the LP servers with different sizes of query results in the second experiment. For 
example, the roundtrips time taken to retrieve 1024 Kbytes of query results from 16 
LP servers using the PQR approach is 27.9 s. However, the roundtrips time taken to 
retrieve the same size of query results using the IQR, SQR, and SHQR approaches are 
534.4, 77.1, and 88.5 s, respectively. Approximately, 94.78%, 63.81%, and 68.47% of 
the times reductions have been achieved by using the PQR approach compared with 
the IQR, SQR, and SHQR approaches, respectively, when we apply the mobile agents 
for query retrieval process. In experiment three, the performance of mobile agent for 
query retrieval using the EHQR is better than the HQR approach. For example, the 
total time taken to retrieve 100 Kbytes of query results from 64 LP servers using the 
HQR approach is 55 s. However, the time taken to retrieve the same size of query 
results using the EHQR approach is 35.5 s. Approximately, 51.8% of time reduction 
has been achieved by using the EHQR approach compared with the HQR approach 
when applying the mobile agents for query retrieval process. 
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4.4 Conclusions 
In this chapter, the performance evaluation of mobile agents for query retrieval 
based on the EHQR approach applied to the off-line MaSS has been proposed. The 
factors that affect the performance of the MaSS such as the number of mobile agents 
and the dispatching approach applied to each agents when using mobile agents to 
retrieve the query results have been investigated. Three experiments have been 
conducted to evaluate the performance of mobile agents in the MaSS. The first 
experiment is based on the comparisons between the on-line and off-line query 
retrieval approaches by mobile agents in the MaSS. As a result the off-line query 
retrieval approach performs better than the on-line query retrieval approach. The 
second experiment is based on the evaluation of the dispatching of mobile agents in 
the IQR, PQR, SHQR, and SQR approaches with 16 LP servers applied in the off-line 
MaSS. As a result the query retrieval approach using the PQR performs better than 
the others. In the third experiment, the comparisons of the query retrieval approaches 
applied to the off-line MaSS have been done using the HQR and EHQR approaches 
with 64 LP servers. As a result the EHQR performs better in the second experiment. 
Although three experiments have been conducted in order to evaluate the performance 
of query retrieval using the mobile agent technology, further issues related to mobile 
agents such as load balancing in the networks and data security are subjects to be 
explored in the future.  
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CHAPTER 5 
 
 
 
 
CONCLUSION  
 
5.1 Introduction 
Mobile agents often have a task to collect data from several predefined sites. 
This should be done in an efficient way by minimizing the elapsed time. Usually these 
agents only know the list of sites but not the distances between them. This paper 
proposes a method to minimize a network routing time taken by the mobile agents to 
collect information from different sites using genetic algorithm (GA). The mobile 
agents repeat traveling over short routes and avoid longer ones. Mobile agents for 
query retrieval have used the GA to select the best routes that minimize the query 
retrieval time. The result shows that the proposed method provides good time 
minimization in retrieving the query results by the mobile agents based on different 
GA parameters. 
 
5.2 Remarks 
The factors that affect the performance of mobile agents in retrieving 
information from the Internet are the number of agents and the total of routing time 
taken by the participated agents to complete the assigned tasks. Fewer numbers of 
mobile agents used to execute the tasks will cause lower network traffic and consume 
less bandwidth, and the total time taken to retrieve the query results can be 
minimized. In this research, the performance of mobile agents for query retrieval is 
analyzed. Specifically, the performance of mobile agent in obtaining a query result 
from the remote hosts using extended hierarchical query retrieval (EHQR) approach is 
proposed. It is based on a hierarchical and a parallel dispatching of mobile agents to 
the remote servers in order to retrieve the query results. Experimental results show 
that the proposed approach reduces the number of mobile agents and also improve the 
total time taken to retrieve the query results compared with other approaches.  
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