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Abstract
In this reviewwe study quantum field theories and conformal field theories with
global symmetries in the limit of large charge for some of the generators of the
symmetry group. At low energy the sectors of the theory with large charge are
described by a hybrid form of Goldstone’s theorem, involving its relativistic and
non-relativistic forms. The associated effective field theory in the infrared allows
the computation of anomalous dimensions, and operator product expansion
coefficients in a well defined expansion in inverse powers of the global charge.
This applies even when the initial theory does not have a reliable semiclassical
approximation. The large quantum number expansion complements, and may
provide an alternative approach to the bootstrap and numerical treatments. We
will present some general features of the symmetry breaking patterns and the
low-energy effective actions, and a fairly large number of examples exhibiting
the salient features of this method.
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1 Introduction
The last decades have witnessed great progress in our understanding of the structure
the space of quantum field theories (qfts) – generic theories, generic amplitudes,
generic spectra. Unravelling its geometry and topology will very likely have deep
implications in mathematics, quantum gravity, string theory, cosmology and con-
densed matter physics. One of the basic tools to investigate its properties is the
study of the flows of the Wilsonian renormalization group (rg) (for a review and
references see [1]). If we consider the space of unitary, local, relativistic qfts in
various dimensions, the limiting behavior in the infrared (ir) and the ultraviolet (uv)
is believed to be given by fixed points. Without those assumptions, the long-term
behavior of the flows could be more elaborate and display features such as limit
cycles or strange attractors.
The fixed points are conformal field theories (cfts) – they represent the beacons
of light orienting us in the uncharted and hostile ocean of qfts. Unfortunately most
fixed points correspond to theories at strong coupling away from any simplifying
limit that would allow some form of semiclassical analysis. They may be studied
using numerical techniques like the Monte Carlo (rg [2, 3] and references therein).
The conformal bootstrap [4–8] had a major renaissance after [9] that led to many
deep results in cfts beyond two spacetime dimensions [10].
The approach we present in this review is the large quantum number expansion
which, although limited to theories with global symmetries, allows the analytic
treatment of otherwise inaccessible systems. In many cases, it complements bootstrap
techniques, and can offer results not easily accessible using bootstrap or numerical
methods in others.1 There is a long history to this approach.2 One could start
with Bohr’s correspondence principle and the Wentzel–Kramers–Brillouin (wkb)
approximation in quantum mechanics, or the Regge limit in the hadron spectrum,
or the large N-limit in qft [12]. More recently, examples abound: the large R-
charge limit in N = 4 super-Yang Mills theory [13], the large-spin limit in quantum
chromodynamics (qcd) [14] and conformal gauge theories [15], large-spin expansions
in general cfts [16, 17], large-spin expansions in hadrons [18, 19], or extremal
correlators in N = 2 theories and matrix theory [20], just to mention a few.
In [21], a systematic large-charge expansion was presented for generic systems
with Abelian global symmetries, and the authors obtained general results for the
scaling dimensions of spinless charged operators in the large-charge limit at the
three-dimensional Wilson–Fisher (wf) fixed point. A new form of Goldstone’s
theorem appears as a consequence of restricting to the large-charge sector of the
1 A very interesting study of the bootstrap approach for theories with global charges can be found in [11].
2 Simeon Hellerman often starts his talks by referring all the way back to Democritus and his atomic
hypothesis.
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Hilbert space of states. The minimal-energy state of large charge and zero spin (see
below) corresponds to a state breaking boost invariance, and for which the conserved
effective time translation operator includes also specific time-dependent charge
rotations in field space. This combined breaking of boosts and charge invariance by
the charged ground state leads to a novel application of Goldstone’s theorem.
The large-Q limit of the O(2)Wilson–Fisher theory in the ir is dominated by a
Goldstone-like state whose dispersion relation is E = 1√
d
k (where d is the space
dimension – this case is explored in Sections 3 and 4), and with a well-defined
effective field theory (eft), where most couplings are suppressed by inverse powers
of Qα, where α > 0 depends on the spacetime dimension. In [22] the results
of [21] were interpreted in terms of a finite-density superfluid phase for the theory
quantized on the cylinder. The results of [21] where extended in [23] to the non-
Abelian case, in particular, the O(2n) theory. It was found that the large-charge
sector of the theory presents a hybrid version between the relativistic and non-
relativistic forms of Goldstone’s theorem. In particular the low-energy eft contains
a “relativistic” Goldstone boson with speed of light 1√
d
as above, together with
n− 1 non-relativistic Goldstone bosons with a quadratic dispersion relation E ∼ k2.
This is in part a realization of the results of [24] in the context of the nonrelativistic
form of Goldstone’s theorem. Similar variations on this theorem in non-relativistic
contexts were found in the description of kaon condensation in qcd [25, 26], and in
the phenomenon of spontaneous symmetry probing (ssp) [27, 28].
The breaking of boost invariance in the charge sectors of a qft leads to a very
rich phenomenology, including the derivation of efts in the non-relativistic domain
pioneered by Leutwyler in [29], whose equations were finally solved in full generality
by Murayama and Watanabe [30]. The interplay between the lack of relativistic
invariance, ground-state charge densities, the special counting of Goldstone states,
the properties of the eft and its generic geometric make-up is an intricate and
fascinating subject that we review in Section two, where many results which have
appeared over decades scattered through the literature are collected. The subsequent
sections will show explicitly how some low-energy properties of the theories we
work with incorporate this generic analysis.
A useful way of looking at the charged sector of cfts is to use the state-operator
correspondence and radial quantisation [21, 22]. In that context, we can insert a
primary spinless operator with the lowest dimension and charge Q at the origin,
(and another with the opposite charge at infinity). In the spacelike sphere with
radius R this will generate a state describing a homogeneous charge density with
lowest energy in the cft. In the conformal group acting on the spacetime Rd+1, the
group of translations fixes infinity but moves the origin, while the group of special
conformal transformations fixes the origin but translates the point at infinity. In
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the cylinder picture, the state corresponding to the operator inserted at the center
of the sphere Sd will be manifestly invariant under the standard SO(d) group of
rotations; moreover, since the operator at the origin is primary, it is annihilated by
the special conformal transformations, and the state will be invariant under the
full isometry group of the sphere, SO(d + 1). In the symmetry-breaking pattern
we observe in the case O(2n) global symmetry, the kinematical part will exhibit
the breaking of the conformal group SO(d + 2, 2) → SO(d + 1). For the internal
symmetry an interesting pattern appears. The time translations of the problem are
redefined as a linear combination of the dilatation operator and a combination of the
broken generators. The natural clock in this sector involves uniform rotations in field
space along symmetry generators (this is reminiscent of ssp [27]). The details will be
spelled out in Sections three and four.
Sincewewant to invoke the state-operator correspondence of cft, wewill consider
the microscopic qft on a space R × Σd, with conformal coupling, where Σd is a
convenient d-dimensional manifold. Minimal-energy states with a given charge are
in the case of Σd = Sd related to scaling dimensions via radial quantization. For
constant charge density, the computations are essentially the same for any compact
Σd once we include the conformal coupling to the curvature of the surface. Hence, to
get the leading behavior and some generic properties of the semiclassical large-charge
ground states, it is often convenient to work with Σd being a flat torus, or a box with
adequate boundary conditions.
We can briefly illustrate the previous discussion by considering anO(2n)-invariant
theory with a set of scalar fields in the vector representation. The details appear
in Sections 3 and 4. For Σd we can take a box of characteristic size L and volume
Ld. In a state with total chargeQ, we have a new scale given by the charge density,
ΛQ = Q
1/d/L. In most cases the properties of the theory at scales in between the
uv scales and ΛQ are not accessible to semiclassical expansions or an eft treatment.
However, as theWilsonian scaleΛmoves belowΛQ, and the theorymoves towards the
ir fixed point, things simplify substantially. In the O(2n) case we can independently
fix the charge of the generators of the Cartan subalgebra. For this it is convenient to
represent R2n as a collection of n 2-planes. The independent O(2) rotations in each
plane generate the Cartan subalgebra. We charge each plane with a large charge
qi, Q =
∑
i |qi|, and describe the fields in the vector representation of O(2n) with
n complex fields φi = aieiχi/
√
2. As we move Λ ΛQ and look for the minimal
energy configurations under these conditions, the centrifugal barrier in field space
freezes the radial modes ai to some vacuum expectation value (vev)Ai determined by
the charge assignments, and synchronizes the circular motion in each plane, χi = µt,
which is the same for all i. Hence, the motion in the projected planes corresponds
to circles of different radii, but equal periods. The O(2n)-invariant combination
4
ρ =
∑
iA
2
i and µ take simple forms as we approach the scale-invariant region
(the scale-invariant potential has the form (φaφa)
d+1
d−1 ). Their leading large-charge
behavior is ρ ∼ Q(d−1)/d, µ ∼ Q1/d. The phases represent the Goldstone bosons
of the low-energy eft, where the count of relativistic vs non-relativistic degrees of
freedom (dof) is non-trivial. We will see that there is one relativistic-like Goldstone
boson as in the O(2) theory, and n − 1 non-relativistic ones. The eft describing
these low-energy excitations has universal properties, as in the case of pions in qcd,
and there is a number of non-trivial predictions that can be made in such theories.
For more elaborate models with various vector or matrix fields, the results are very
similar. As we move well below ΛQ the many “moduli” fields freeze in their vevs
determined by the centrifugal barrier, and the low-energy excitations are described
by the hybrid version of Goldstone’s theorem. Notice we are not considering the
most general formulation of symmetry breaking in non-relativistic theories. The qfts
we study are all local and relativistic in the uv: it is the restriction to the study of
large-charge sectors that breaks boost invariance.
It is also possible to consider charged states where space homogeneity does
not provide those with the lowest energy. This happens for charged states with
spin [31], where the lowest-energy state is represented by a charged superfluid
with vortices, or when in the O(2n) theory with n > 1 one considers states charged
along independent directions in the symmetry group. This case is presented in
Section 4.5 for an O(4) theory, where the ground state has cylindrical symmetry on
the sphere with two vortex-like configurations at the poles. We have not studiedmore
general configurations and groups, but this is a subject worth pursuing. Furthermore,
there are some interesting, preliminary results for matrix models that we present in
Section five. Also this subject remains so far largely unexplored.
The large charge or large spin limit of qfts has been studied in theories with
supercharges. The larger their number, the sharper the results. We cannot do justice
to the extensive literature on supersymmetric models. A sampling of results appears
in Section 6.
This review is not exhaustive. We concentrate on some aspects of the theory that
we know better, and feel more comfortable with. In the last section we will list a
series of other approaches not be covered here. We apologize to all those authors
whose work is not reviewed or cited. It is not a lack of appreciation, but simply an
expression of our limited competence in this vast subject.
The detailed plan of this review is as follows. In Section two, we revisit the basics
of spontaneous symmetry breaking (ssb). In Section 2.1, we follow the standard
operator approach to develop ssb in non-relativistic systems. In order to be able
to move on to the second approach to ssb via effective actions, we next discuss
the non-linear realization of broken symmetries in Section 2.2. This is followed by
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a brief review of the Callan–Coleman–Wess–Zumino [32, 33] (ccwz) construction
(Section 2.3). Finally, we discuss the Leutwyler equations (Section 2.4), including the
Murayama–Watanabe solution to them, the counting of the Goldstone bosons, and
its geometrical interpretation.
In Section three, we develop the large-charge expansion using the simplest
example of the O(2) model. We first present a rg flow argument in Section 3.1 and
then move on to a bottom-up argument using the dilaton dressing in Section 3.2. In
Section 3.3, we identify the classical ground state, the fluctuations around it and the
symmetry-breaking pattern in the linear sigma model (lsm) approach. In Section 3.4,
we develop the nonlinear sigma model (nlsm) based on our insights from the lsm.
The quantum corrections to the semi-classical results are discussed in Section 3.5. In
Section 3.6, we finally compute the conformal data for the lowest states of charge Q.
In Section four, we generalize our approach to the O(2n) vector model, which
displays a much richer structure due to its non-Abelian symmetry group. In a
first step, we discuss the meaning of charge fixing for a non-Abelian symmetry
(Section 4.1). We again discuss the lsm description in Section 4.2 and then the
fluctuations, which here comprise both type-I and type-II Goldstones (Section 4.3).
In Section 4.4, we briefly reinterpret our results in algebraic terms. In Section 4.5, we
comment on the nlsm approach to the O(2n) vector model, albeit not in full generality.
A new feature at large charge due to the non-Abelian symmetry group is the existence
of ground states with a spatial inhomogeneity, which we discuss in Section 4.6. Lastly,
we discuss the O(2n) vector model in the limit of large n (Section 4.7).
After having developed the large-charge expansion of the O(2n) model in great
detail, we move on to some other notable applications, but without the same level of
detail and generality. In Section five, we discuss examples of matrix models at large
charge, which display a richer phenomenology than the vector models. Section 5.1
deals with the SU(2) × SU(2) matrix model, which is equivalent to the O(4) vector
model, in Section 5.2 we discuss SU(N) matrix models, and in Section 5.3 we discuss
a phenomenological model with a matrix-valued scalar field.
In Section six, we discuss three instances of super-conformal field theory (scft) at
large charge, namely theW = Φ3 model in 2+1 dimensions (Section 6.1), the XYZ
model in 2+1 dimensions (Section 6.2), and N = 2 models in 3+1 dimensions with
a one-dimensional moduli space (Section 6.3). Here, we find in particular that the
behavior of models with and without a moduli space is qualitatively very different.
In Section seven, we comment briefly on alternative approaches to the large-charge
expansion.
Finally, we give some mathematical background needed for Section two in
Appendix A; discuss how finite-volume effects are controlled at large charge in
Appendix B; and comment on the difference between fixing the charge and fixing the
chemical potential in Appendix C.
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2 Revisiting Goldstone’s theorem
The notion of symmetries in physical systems and their realization at the classical
and quantum level plays a central role in modern physics [34]. In this review we
study qfts invariant under a global symmetry in the limit of large charge. As we will
show, there is an intimate interplay with the phenomena of symmetry breaking in
non-relativistic systems (see for instance [35, 36] and references therein). This is a vast
subject which has not yet revealed all of its secrets. There are new forms of symmetry
breaking that are discovered constantly [37]. In our case we consider theories that in
the uv are local relativistic field theories, and restrict our attention to the sector where
some of the global charges have fixed, large values [21]. In the low-energy limit those
sectors are described by non-relativistic efts with a surprisingly rich phenomenology.
We will show under rather general assumptions that the low-energy behavior in this
limit leads to interesting implementations of Goldstone’s theorem [38–42], namely a
hybrid of the relativistic and non-relativistic versions [24, 29, 30, 43–47].
The study of field theories in fixed-charge sectors is similar to the case of theories
with finite density and chemical potential (see for example [25, 26, 48, 49]). As we
will show using a simple example in Appendix C, there are however differences
between these cases. There are also many similarities with the study of ssp [27, 28],
where the breaking of Lorentz invariance is linked to the breaking of a global charge.
All these cases give rise to interesting variations on Goldstone’s theorem.
There is a basic difference between the implementation of symmetries in the
relativistic and non-relativistic domains. In the former, Coleman’s theorem [50, 51]
holds: the symmetries of the vacuum are the symmetries of the world. Coleman provided a
rather convincing heuristic argument that was made rigorous in [51]. Given a vector
current jµ(x) we can construct the charge:
Q =
∫
V
d3x j0(t, x). (2.1)
If one assumes that Q annihilates the ground state Q |0〉 = 0, then the postulates of
local relativistic field theory imply that
∂µj
µ(x) = 0, (2.2)
i.e. the current is conserved and therefore the charge Q commutes with the Hamilto-
nian. In proving this result it is necessary to use the Johnson–Federbush theorem [52]
implying that if a local operator annihilates the vacuum A(x) |0〉 = 0 for all x, then
A(x) = 0. This property can be heuristically understood because for local operators in
the interaction representation, A(x) always contains contributions with only creation
operators.
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Once Lorentz invariance no longer holds, the theorem does not apply, which in
part explains the simplicity of Goldstone’s theorem in relativistic theories on the one
hand, and the remarkable richness of ssb in the non-relativistic domain on the other.
In the traditional description of the implementation of continuous symmetries
in qft [34], one considers the Wigner–Weyl mode, where [Q,H] = 0, Q |0〉 = 0, i.e.
the charge annihilates the ground state and commutes with the Hamiltonian. The
Nambu–Goldstone mode appears when [H,Q] = 0 but Q |0〉 6= 0. The study of
theories with global symmetries in the large-charge sector limit falls in between:
the full theory is symmetric under a global symmetry group, but in the sector with
large charge, the lowest-energy state satisfies Q |0〉 6= 0. It is in this sector that
the low-energy excitations can be described by a mixture of the relativistic and
non-relativistic versions of symmetry breaking. We find it instructive to divide
the approach to ssb. We first follow the traditional operator approach [34]. It is
conceptually clear and easy to apply both in the relativistic and non-relativistic cases.
After that we turn to the theory of non-linear realization of symmetries and the
construction of effective actions. The two approaches complement each other, thus
providing a more complete picture of symmetry breaking.
Before proceeding with the technical details, we would like to highlight two
important issues.
Goldstone boson count. A simplifying aspect of the relativistic description in a
relativistic qft is the fact that to every broken generator, a Goldstone boson is
associated. This follows from the general properties of the generating function for
1pi diagrams or effective action Γ [Φ]. By translation and Lorentz invariance we can
write Γ [Φ] as an expansion in derivatives [34]:
Γ [Φa] =
∫
d3x
(
−Veff(Φ) +Gab(Φ)∂µΦ
a ∂µΦb + . . .
)
. (2.3)
In the vacuum the minimum of the effective potential describes the vev of the fields
Φa. The vev 〈Φa〉 are spacetime independent. If the theory is invariant under some
symmetry transformation,
δΦa = A(TA)
a
bΦ
b, ∂Veff
∂Φa
δΦa = 0, (2.4)
where the TAs are the generators of the symmetry group. The broken generators are
such that TA 〈Φ〉 6= 0. The mass matrix of the theory (up to a possible wavefunction
renormalization) is then given by
M2ab =
∂2Veff
∂Φa∂Φb
∣∣∣∣
Φa=〈Φa〉
, (2.5)
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and it follows immediately from differentiating the second expression in Eq. (2.4) and
evaluating it at 〈Φa〉 that for each broken generator there is an associated massless
scalar field. The count of fields is more subtle in the non-relativistic case as we will
see later when reviewing the work of Nielsen and Chadha [24]. The definitive count
was provided by Watanabe and Murayama in [30].
Finite charge and Lagrange multipliers. Many theories can be described by a set of
variables that satisfy constraints. For instance to describe the motion of a particle
on a sphere of radius a in n dimensions we can use the n variables x1, . . . , xn in
Rn satisfying the condition x21 + · · · + x2n = a2, where a could generically depend
on time. These constraints are called holonomic and they can be implemented
by including Lagrange multipliers in the theory. This method works both at the
classical and quantum levels. If however the constraint is non-holonomic, i.e. if it
also contains velocities fα(q, q˙, t) = 0, the naive implementation with Lagrange
multipliers leads often to the wrong physics even at the classical level. In some
cases, like in gauge theories, these constraints are implicitly contained in the very
formulation of the theory, and in general Dirac’s theory of constrained systems deals
with them satisfactorily. If, on the other hand, these non-holonomic constraints are
imposed in an ad hoc manner with multipliers, the results are often wrong. First,
the addition of such terms changes the canonical structure in an undesirable way.
Second, when migrating from Newton’s equation to a variational description of the
dynamics, i.e. to a Hamilton principle, we need to make sure that this is done by
implementing d’Alembert’s principle of virtual displacements (that can be shown to
be equivalent to Newton’s equations). In general, the Hamilton principle following
from the use of Lagrange multipliers is not equivalent to d’Alembert’s principle
(for many details and examples on this very interesting and not yet fully resolved
problem, see [53, 54]).
We went through this long digression because the restriction to a subsector of the
theory with a given value of the charge, if thought of as a constraint, would be of non-
holonomic type, and implementing the restriction with a Lagrange multiplier would
give a wrong result. A simple example of this phenomenon is the study of a particle
on a plane under the action of a central force. If we want to find the trajectories with
a given value of angular momentumM, and find the minimum-energy configuration
for fixedM, the use of Lagrange multipliers, or even the use of Dirac’s theory of
constraints does not generate the correct answer, unless accompanied by ad hoc
additional conditions that amount to knowing the correct answer from the beginning.
The correct procedure will be explained in detail in Section 4 for the example of the
O(2n) theory, and it has similarities to the definition of the grand partition function.
We find it convenient to work in finite but large volume, eventually taking the
infinite-volume limit. In Appendix B it is shown how transitions between different
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vacua are exponentially suppressed in the large-volume limit for spatial dimension
d > 1. This restriction makes many of the technical arguments much simpler and in
the end we can take the appropriate limit for the relevant quantities.
2.1 First approach to SSB – standard operator theory
As explained above, we work mostly at finite volume and when needed take the limit
V → ∞. Let us analyze a theory with ssb for some conserved currents jµa (for the
time being we will suppress the a index), and assume only spacetime translational
invariance. Let us define the charge operator at finite volume,
QV(t) =
∫
ddx j0(t, x). (2.6)
ssb implies the existence of some local field φ, such that
δφ = lim
V→∞ 〈0|[QV(t),φ]|0〉 6= 0. (2.7)
The state Q |0〉 is not normalizable in the infinite-volume limit, but commutators of
Q with other operators and current correlation functions are well defined. In the
large-volume limit, δφ is time-independent as a consequence of current conservation:
d
dtδφ = limV→∞ 〈0|
[∫
V
ddx ∂0j0(t, x),φ
]
|0〉 = − lim
V→∞ 〈0|
∫
dS · [j(t, x),φ]|0〉 = 0. (2.8)
The vanishing depends on two assumptions: that there are no charges at infinity, and
that commutators for space-like operators decay sufficiently rapidly as the distance
between them increases (without these conditions there is no “Goldstone”-like
theorem [44, 45]). Now we follow the standard techniques used in the study of
the Källén–Lehmann representations [34]. Sine we have spacetime translational
symmetry, we can write
j0(x) = eipxj0(0)e−ipx (2.9)
and compute the expectation value using the completeness relation of the theory
and translation symmetry,
δφ = lim
V→∞ 〈0|[QV(t),φ]|0〉 =
∑
n
(2pi)dδd(pn)
[ 〈0|j0(0)|n〉 〈n|φ|0〉 −
〈0|φ|n〉 〈n|j0(0)|0〉] . (2.10)
Furthermore,
d
dtδφ = −i
∑
n
δd(pn)En
[ 〈0|j0(0)|n〉 〈n|φ|0〉+ 〈0|φ|n〉 〈n|j0(0)|0〉]. (2.11)
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We learn from these two equations that the only states contributing are those satisfying
En(p)→ 0 as p→ 0, 〈0|φ|n〉 〈n|j0(0)|0〉 6= 0. (2.12)
These states are the Goldstone states.
Next, it is important to explore the possible forms of the dispersion relations
En = En(p). For this it is useful to consider the Fourier transform of the commutator
of the current jµ(x) and the fields getting vevs Φa. Since we want to consider
relativistic theories and some subset of non-relativistic theories, we will distinguish
a time-like direction nµ = (1, 0), and use the classical analysis of W. Gilbert that goes
back to [43]. Consider the Fourier transform
〈0|[jµ(x),Φa(0)]|0〉 =
∫
ddk e−ikxjµ(k)l. (2.13)
Current conservation and no charge at infinity imply that
kµjµ = 0. (2.14)
The general solution then takes the form
jµ(k) = kµρ1(k
2,kνnν) + (k2nµ − kµ(nνkν))ρ2(k2,kνnν)
+ nµδ(kνn
ν)ρ3(k
2) + nνδ
d+1(k)ρ4. (2.15)
For the first term, current conservation implies kµkµρ1 = 0, thus
ρ1 = ic1δ(k
2) sign(k0) + ic2δ(k2). (2.16)
As it is well known from basic qft, c2 does not contribute to the commutator in
Eq. (2.13). This implies the relativistic dispersion relation. In fact, if we consider
relativistic invariance, we can ignore ρ2, ρ3, ρ4 and consider the intermediate states
contributing in Eq. (2.12). Since theΦa fields are the order parameters, they belong
to a representation of the symmetry: if Q is the charge associated to the jµ current,
[Q,Φa] = iTabΦb. (2.17)
In the relativistic case, Eq. (2.11) to Eq. (2.16) imply that the vev of the action of the
symmetry in Eq. (2.17) will be dominated by massless relativistic spinless particles.
In that case, using relativistic normalization, the relevant matrix elements are
〈0|jλ(x)|GB〉 = iFp
λe−ipx√
(2pi)32p0
, 〈GB|Φa(x)|0〉 = Z
aeipx√
(2pi)32p0
, (2.18)
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where pµ is the momentum of the Goldstone boson, F is a constant of dimension 1
and Za are dimensionless constants. Then it can be shown that [34]
FZa =
∑
b
Tab 〈0|Φb(0)|0〉 . (2.19)
Now that the relativistic case is settled, we can go back to the general expansion
in Eq. (2.15) and analyze the various terms. The contribution from ρ4 would violate
microscopic causality, since the vev 〈0|[j0,Φa]|0〉 would get a contribution for all
positions x, and moreover ρ4 must scale as 1/V to get a finite value for the vev
〈0|[Q,Φa]|0〉. It is safe to set ρ4 = 0. If ρ3 6= 0, then there are states with k0 = 0, but
k 6= 0, and this implies that translational symmetry in space is broken. Since we are
assuming translational invariance, we take ρ3 = 0. The last term remaining is
jµ(k) = (k
2nµ − kµnνk
ν)ρ2(k
2,nνkν). (2.20)
Then
〈0|[j0(x),Φa(0)]|0〉 = ∫ dd+1k
(2pi)d+1 e
−ikxk2ρ2(k
2,k0)a. (2.21)
Integrating over finite volume,
〈0|[Q,φ(0)]|0〉 =
∫
dd+1k
(2pi)d+1 e
−ik0x0δdV(k)k
2ρ2(k
2,k0) 6= 0 (2.22)
because the φ are the fields getting expectation values and δdV(k) is the finite-volume
version of δd(k). Thus, for k→ 0,
ρ2(k) =
ρ¯2(k)
k2
, ρ¯2(0) 6= 0. (2.23)
Taking the time derivative of the last vev, that we know should vanish for V →∞,
we recover that the energy vanishes for zero momentum as expected:
k0 = k0(k2)→ 0 for k→ 0. (2.24)
In the early studies of ssb in non-relativistic systems [44–46], it was known that
the count of Nambu–Goldstone states did not follow the relativistic pattern. This is
the case for the Heisenberg ferromagnet, where SO(3)→ SO(2), but there is a single
magnon with dispersion relation E ∼ k2. The authors of [46] noted that the simplest
example is the free non-relativistic particle
L = iψ¯
∂
∂t
ψ−
1
2m∇ψ¯∇ψ (2.25)
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invariant under ISO(2) symmetry. The symmetries are
ψ→ ψ+ θ1, ψ→ ψ+ iθ2, ψ→ eiθ3ψ, (2.26)
whose charges satisfy the algebra
[Q3,Q1] = −iQ2, [Q3,Q2] = iQ1, [Q1,Q2] = 2iV . (2.27)
There are two broken generators but only one non-relativistic Goldstone boson (for
details see [26, 47]). We will recover this precise structure for the fluctuations around
the homogeneous ground state in the O(2n) model in Section 4.3.
Nielsen–Chadha theorem The first general result on the Goldstone boson count
was obtained in [24]. The statement of the theorem is as follows. Assume that
i. m of the Hermitian generators Qa, a = 1, . . . ,m of the symmetry group are spontaneously
broken. More precisely, there arem fields φi and a vacuum state such that
det( 〈0|[φi,Qa]|0〉) 6= 0. (2.28)
ii. The theory obeys some microcausality condition, so that for any two local operators A(t, x),
B(t, x) their commutator vanishes exponentially with the distance,
|〈[A(t, x),B(0)]〉| ∼ e−τ|x| for |x|→∞. (2.29)
iii. Translational invariance is not entirely broken.
Under these circumstances there are two types of Goldstone bosons in the system: type I for
which E ∼ k2n+1 and type II such that E ∼ k2n. Moreover, the number of type-I and type-II
Goldstone bosons satisfies nI + 2nII > m.
The proof is a further elaboration of the arguments used above. Let us outline
some of the salient features. Define the matrix
Mia = 〈0|[φi,Qa]|0〉 =
l∑
n=1
e−iEkt 〈0|φi|nk〉 〈nk|j0a|0〉− eiEkt 〈0|j0a|nk〉 〈nk|φi|0〉
∣∣∣∣∣
k=0
.
(2.30)
Using previous arguments, the sum receives contributions only from the l states
whose energy vanishes as k→ 0.
By assumption, the rank ofM ism, the number of broken generators. Consider
the following matrix, thought of as a collection of vectors:
νia = (νa)i =
l∑
n=1
〈0|φi|n〉 〈n|j0a|0〉 . (2.31)
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Note that
Mia = 2 Im(via). (2.32)
This, however does not mean that νia has rankm. In general the rank will be lower:
if we think of 〈0|φi|n〉 and 〈n|j0A|0〉 as vectors in Cl, the matrix νia is a generalized
Gram matrix and rank(ν) 6 l. Since νia is a n×mmatrix, it is more convenient to
construct l vectors in Cm:
An =

〈0|φ1|n〉
...
〈0|φm|n〉
 , n = 1, . . . , l (2.33)
and
νa =
l∑
n=1
Anγan, γan = 〈n|j0a|0〉 . (2.34)
Writing Im(νa) in terms of the real vectors Re(An) and Im(An) and using the fact
that rank(Im(ν)) = m, we learn that l > m/2. Let p = rank(ν). Then there arem−p
linear relations
m∑
a=1
cαaνa = 0, α = 1, . . . ,m− p (2.35)
with some of the cαa non-vanishing. Furthermore,
m∑
a=1
(cαa)
∗νa 6= 0, (2.36)
otherwise rank(Im(ν)) < m, contrary to assumption. Then for everyα = 1, . . . ,m−p,
Nielsen and Chadha show that there is one Goldstone boson whose energy goes
like E(k) ∼ k2n. The proof is based on the standard analysis of the commutator
〈0|[φi,∑ma=1 cαaj0a(x)]|0〉 by inserting a complete set of states. Then compute the
spacetime Fourier transform: its k → 0 limit, which is essentially computing
〈0|[φi,
∑m
a=1 c
α
aQa(x)]|0〉 contains a single sum, with the result
Fαi (k→ 0) = −2pi
l∑
n=1
δ(k0 + E0k)
m∑
a=1
cαa 〈0|j0a|n−k〉 〈n−k|φi|0〉
∣∣∣∣∣
k=0
. (2.37)
Since Ek > 0, this expression is different from zero only for k0 < 0. In k-space we
have the plane k0 = 0 and Fαi (k) is different from zero in a hypersurface tangent to
the k0 = 0 plane from below. The assumption (ii) about the exponential decay of
the expectation value of commutators at large space-like separations implies that
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Figure 1 – Type-I (a) and type-II (b) Goldstone dispersion relations in Fourier space
the Fourier transform is analytic in k. Close to the origin, this hypersurface then
is of the form Ek ∼ k2 (or higher even power). If instead of exponential decay, we
have power-law decay, the point of tangency may have a cusp Ek ∼ |k| near k = 0
(see Figure 1). Finally, we have (m− p) type–II Goldstone bosons and l− (m− p) of
type-I. Hence
nI + 2nII = l+m− p > m. (2.38)
This completes the proof of the theorem. There is not enough structure in the
assumptions to determine when the bound is saturated.
To better understand when there is a mismatch between the number of broken
generators and Goldstone bosons, we use a nice result in [25]. The authors were
studying the description of kaon condensation in qcd (see also [26]) and noted an
abnormal count of Goldstone states. They proved the following lemma.
Let theHermitian generatorsQ1, . . . ,Qn be broken in theV →∞ limit. If 〈0|[Qi,Qj]|0〉 =
0, then the number of Goldstone bosons is equal to the number of generators.
In this formulation it is important to work in finite volume and think of low-
momentum Goldstone bosons by acting with the Qi on the vacuum |0〉 (a more
rigorous proof using currents can be found in [47]). If there are less than n of them,
there are complex numbers ai ∈ C, i = 1, . . . ,n so that
n∑
i=1
aiQi |0〉 = 0. (2.39)
Some of the ai cannot be real, otherwise we would find a linear combination
of generators in the symmetry algebra annihilating the vacuum, contrary to the
hypothesis. Let
Qa =
∑
i
Re(ai)Qi, Qb =
∑
i
Im(ai)Qi, (2.40)
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and define |g〉 = Qa |0〉, and
(Qa + iQb) |0〉 = 0, Qb |0〉 = i |g〉 . (2.41)
But then
〈0|[Qa,Qb]|0〉 = −2i 〈g|g〉 6= 0, (2.42)
contrary to assumption. We learn that if the number of Goldstones is smaller than the
number of broken generators, there must be Goldstone states coupling to more than
one current. There is de facto a reduction in the number of dof: the zero modes of two
chargesQa,Qb satisfying 〈0|[Qa,Qb]|0〉 6= 0 become canonically conjugate variables
lowering the number of dof [55–57], and the kinetic term will be Schrödinger-like.
This will become clear in the effective Lagrangian approach of Leutwyler, Watanabe
and Murayama that will be presented later in this section.
To conclude the operator approach to ssb beforewe turn to the effective Lagrangian
methods we present a very nice result that we call Brauner’s theorem [47]:
Every time we have two broken generators Qa, Qb, such that 〈0|[Qa,Qb]|0〉 6= 0, there
is a single Goldstone boson coupling to both charges, and generically the dispersion relation is
quadratic.3
The starting point of the analysis is to use the available symmetries to write an
ansatz for the matrix elements of the conserved currents:
〈0|jµa(0)|n,k〉 = ikµ0nFan(k) + iδµ0Gan(k), (2.43)
where the kµ0n are understood on-shell, i.e. k00n = En,k is the correct dispersion
relation for the state |n,k〉. Current conservation implies
(
E2n,k − k
2)Fan(k) + En,kGan(k) = 0. (2.44)
If we try to understand the behavior of this equation, we encounter three cases:
i. if Gan = 0 we are back to the Lorentz-invariant case;
ii. ifGan/Fan = O(k) as k→ 0, then the dispersion relation is linear in k, En,k = ck+ . . .,
with c 6= 1;
iii. if Gan/Fan 6= 0 for k→ 0, then one of the roots of the quadratic equation must be
En,k = Fan/Gank
2.
To study which case applies we consider in detail the two-point functions involving
3 We should really consider 〈0|[Qa,Qb]|0〉 /V or 〈0|
[
Qa, j0b(0)
]
|0〉 to be precise.
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the currents:
iD
µν
ab(x− y) = 〈0|Tjµa(x)jνb(y)|0〉 , (2.45)[
j0a(t, x), j0b(t,y)
]
= iδD(x− y)cab(t, x), (2.46)
where cab is related to the charge density in the ground state. It is easy to show that
∂
∂αµ
iD
µ0
ab(x− t) = δ(x
0 − y0) 〈0|[j0a(x0, x), j0b(x0, x)]|0〉 . (2.47)
Next we compute this in momentum space using again the insertion of a complete
set of states, together with the relationΦ(x) = eipxΦ(0)e−ipx. Using the standard
Feynman prescription for time integrals,∫∞
−∞ dx0 θ(±x0)e±ix
0(k0−En,k±i) = ± i
k0 − En,k ± i , (2.48)
we find:
ikµD
µ0
ab(k) = i
∑
n
[(
kµk
µ
0nFan + k
0Gan
)(
k00nF
∗
bn +G
∗
bn
)
k0 − En,k + i
−
(
k00nFbn +Gbn
)(
kµk
µ
0nF
∗
an + k
0G∗an
)
k0 − En,k − i
]
. (2.49)
In the first term we expand k0 around En,k, then the coefficient of the pole enforces
the dispersion relation in Eq. (2.44), and similarly for the antiparticle contribution,
expanding k0 around −En,k. Adding up leads to
ikµD
µ0
ab(k) = −2i Im((En,kFan +Gan)(En,kF
∗
bnG
∗
bn)). (2.50)
In the k→ 0 limit,
lim
k→0
ikµD
µ0
ab(k) = −2i Im(GanG
∗
bn). (2.51)
From Eq. (2.45) we recover
2 Im(GanG∗bn) = 〈0|cab(0)|0〉 , (2.52)
as was to be shown. When 〈0|[Qa,Qb]|0〉 /V 6= 0, Ga and Gb have finite limits as
k→ 0 and we generically have a quadratic dispersion relation.
Note that all the arguments presented apply to the case of a fixed charge sector,
with the proviso that the energies En,k are really measured with respect to the energy
of the lowest-energy state with a given charge Q.
Now we change gears and address the problem of ssb in the non-relativistic
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domain using the theory of effective Lagrangians. The conclusions will be quite
similar, but we get a better view of the inner works of ssb when the ground state
contains charge densities.
2.2 Non-linear realization of broken symmetries
At the end of the sixties two papers appeared, laying down the general structure
of phenomenological Lagrangians [32, 33]. They considered the general setup to
describe theories where a global symmetry group G breaks into a subgroup H. The
low-energy excitations live in the coset space G/H and the geometric properties of
these homogeneous spaces can be used to describe the effective Lagrangians for the
associated Goldstone bosons and their couplings to the other low-energy fields.
We start with an observation which is the basis for constructing low-energy
effective actions, especially for theories with spontaneously broken continuous
symmetries. It is a systematic way of representing all associated Ward identities.
Ward identities and the effective action This result is the basis for the con-
struction of effective Lagrangians for theories with global symmetries (for a review
see [58]). It is important to note that in the arguments that follow, relativistic invari-
ance plays no role. We want a useful way of representing the properties of a field
theory with a collection of conserved currents, i.e. an effective way of summarizing
the Ward identities for the associated symmetries of a field theory with a set of
conserved currents
∂µj
µ
A = 0 (2.53)
satisfying the standard canonical commutation relations
[
j0A(t, x), j0B(t,y)
]
= fABCj
0
C(t, x)δ(x− y), (2.54)[
j0A(t, x), jmB (t,y)
]
= fABCj
m
C (t, x)δ(x− y) + Schwinger terms. (2.55)
LetΨa(t, x) represent all the fields in the theory transforming in a given representation
of the symmetry algebra,
[
j0A(t, x),Ψa(t,y)
]
= (TA)abΨb(t,y)δ(x− y). (2.56)
The quantity of interest is the generating functional for the correlation functions of
the Ψa and the currents jµA:
〈0|TΨa(x1)Ψb(x2) . . . jA1µ1 (y1)jA2µ2 . . .|0〉 (2.57)
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written using the sources η and Aµ
Z[η,Aµ] = 〈0|T exp
[
i
∫
dx ηaΨa +Aµ,Ajµ,A
]
|0〉 = eiW[η,Aµ]. (2.58)
The next step is to compute the Legendre transform in η and define the standard
effective action
Γ [Ψ,Aµ] +W[η,Aµ] =
∫
dx ηaΨa. (2.59)
The Ward identities associated to the current algebra Eq. (2.54), (2.56) are elegantly
reproduced by the condition that Γ [Ψ,Aµ] is gauge-invariant under [59]δΨa = A(TA)abΨb,δAAµ = DµA, (2.60)
whereDµ is the covariant derivative with connectionAµ. In case there are anomalies
associated with the currents we need to include the relevant Wess–Zumino–Witten
(wzw) terms [60, 61].
Non-linear realization of symmetries Our general context is the study of nlsms.
Given a Riemannian manifoldM, the fields are maps φ : Rd+1 →M, where Rd+1
represents the spacetime (Euclidean or Minkowski), and the kinetic term has the
form
L =
1
2gab(Φ)∂µΦ
a ∂µΦb, (2.61)
where gab(Φ) is a metric onM. We will later also consider terms with one derivative
that appear in theories without Lorentz invariance. The isometries of the metric gab
correspond to the global symmetries ofL . Let XaA(Φ), A,B = 1, . . . , dim(G) be the
vector fields generating the isometry group G, i.e. the Lie derivatives of gab with
respect to XA vanish,
L(XA)gab = ∇aXA,b +∇bXA,a = 0, (2.62)
and the symmetry transformations of the fields are
δΦa = AXaA(Φ). (2.63)
To implement the Ward identities of the global symmetry group it is convenient to
gauge the symmetry. For each generator XA we introduce a gauge field AAµ . The
Killing vectors XA satisfy the Lie algebra relations
[XA,XB] = fABCXC. (2.64)
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For simplicity we takeG to be compact and semisimple and normalize the generators
so that the Cartan–Killing metric is proportional to the identity matrix, and fABC is
totally antisymmetric. It is easy to see that
L =
1
2gabDµΦ
aDµΦb, DµΦa = ∂µΦa −AAµXaA(Φ) (2.65)
is invariant under δΦa = A(x)XaA(Φ),δAAµ = DµA = ∂µA + fABCABµC. (2.66)
For details on the properties of gauged nlsms including wzw terms and their role in
string theory see for instance [62, 63].
2.3 The CCWZ construction
We now review the seminal works [32, 33]. Let us consider a theory with a global
continuous symmetry G broken spontaneously to a subgroup H. Let g and h be the
associated Lie algebras, so that g = h⊕ k, where k is the tangent space at the origin of
the coset space G/H and represents the broken directions. We take
A,B, . . . = 1, . . . , dim(G), i, j, . . . = 1, . . . , dim(H), (2.67)
a,b, . . . = 1, . . . , dim(G) − dim(H), (2.68)
(TA)† = −TA, TA =
{
Hi,Xa
}
, (2.69)
with Lie algebra relations
[
Hi,Hj
]
= fijkHk,
[
Hi,Xa
]
= fiabXb,
[
Xa,Xb
]
= fabiHi + fabcXc. (2.70)
Symmetric spaces are those equipped with a Z2 isometry,
R(H) = H, R(X) = −X, (2.71)
implying fabc = 0. For simplicity, we will concentrate most of the time on such
spaces. Since the action of G is transitive on G/H, the local geometric properties of
this space can be obtained from those of the Lie algebra g at the origin of G/H. This
is a remarkable simplification with respect to other manifolds with isometries. We
can consider the fibered space H → G → G/H with G/H the base and H the fiber.
Choosing a coset representative l(ϕ) is a local section of this fibered space,
H G G/H.
l(ϕ)
(2.72)
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Close to the origin it is common to choose l(ϕ) = eϕX, so that ϕ are the local
coordinates close to the origin. These are analogues of the pion fields in the chiral
Lagrangian.
The left action of an element g ∈ G on the coset representative l(ϕ) normally
requires a compensating right action of H:
gl(ϕ) = l(ϕ ′)h(g,ϕ). (2.73)
For instance, if g = h ∈ H the compensating transformation is h itself. For symmetric
spaceswe can derive a useful identity. If we take the inverse of Eq. (2.73), l(ϕ)−1g−1 =
h−1l(ϕ ′)−1, act with the isometry R: l(ϕ)R(g−1) = h−1l(ϕ ′) and multiply with
Eq. (2.73) on the right term-by-term, we obtain
gl2(ϕ)R(g−1) = l2(ϕ ′), (2.74)
or, in the exponential parametrization,
ge2ϕXR(g−1) = e2ϕ
′X. (2.75)
Once we have constructed the coset representation l(ϕ)we define theMaurer–Cartan
one-forms
Ω = l−1 dl = ΩATA (2.76)
satisfying
dΩ = −Ω2; dΩA = −
1
2fABCΩB ∧ΩC. (2.77)
We can splitΩ along H and G/H:
Ω = e+ω (2.78)
withω ∈ H. Under the left action of G on l(ϕ) in Eq. (2.73),
Ω→ (glh−1)−1 d(glh−1) = heh−1 + hωh−1 + hdh−1 . (2.79)
Since the broken generators (on G/H) belong to a representation of Hwe find
e→ heh−1 G/H vielbein, (2.80)
ω→ h(ω+ d)h−1 H connection. (2.81)
We can use e to construct a G-invariant metric. Furthermore, if we want to couple
other fields to the nlsm invariantly with respect to G, we use the H-connection to
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define covariant derivatives. Thus, using e andωwe have the basic tools to construct
phenomenological Lagrangians according to the prescription of [32, 33]. It is also
possible to discuss general properties of wzw terms [30, 62, 63], but we will not
pursue this subject here.
2.4 The Leutwyler equations
In [29, 64], Leutwyler extended the considerations in [32, 33] to the non-relativistic
case. He limited his study to theories that still maintain translation and rotational
invariance as is the case for fixed charge. He derived a set of equations that the
lowest-order terms of the effective action should satisfy and worked out the example
of ferromagnetic and antiferromagnetic systems to illustrate the fact that the count
of Goldstone bosons is subtle in these systems, in agreement with [24]. We will see
in detail how the effective-action point of view captures neatly the results obtained
previously using the operator analysis of current commutators with order parameters.
The general solution to the Leutwyler equations was obtained in [30] and will be
presented below.
Leutwyler introduced a systematic way of obtaining the effective action in
Eq. (2.59) concentrating on the Goldstone excitations and writing the low-energy
Lagrangian as an expansion in derivatives. Unlike the number of Goldstone particles,
which depends on the dispersion law, the number of fields needed to describe them
is universal. The effective theory involves dim(G) − dim(H) real fields. As we have
seen in the discussion of the Nielsen–Chadha theorem discussed in Subsection 2.1,
the form of the dispersion relation ω(k) = γ|k|n + . . . determines the number of
independent one-particle states. A more explicit count of such states appears in [30].
Since we do not have boost invariance, the Lagrangian in Eq. (2.59) is a double sum,
L =
∑
s,t
L
(s,t)
eff , (2.82)
where s and t are respectively the number of space and time derivatives in the
effective action. When the external gauge field is included we count VA0 and VA as
the same order as ∂0 and∇. If we are interested in the counting of Goldstone bosons
and their leading ir properties it is sufficient to consider s, t = 0, 1, 2.
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Global invariance Before including gauge fields, let us consider the structure of
the lowest-derivative terms:
L (0,1) = ca(ϕ)ϕ˙
a,
L (0,2) =
1
2gab(ϕ)ϕ˙
aϕ˙b,
L (2,0) =
1
2hab(ϕ)∇ϕ
a · ∇ϕb.
(2.83)
ForL (0,2) andL (2,0), invariance under the global transformation Eq. (2.63) implies
that gab and hab behave as Riemannian metrics Eq. (2.62). Depending on the
properties of G/H there may be more than one second-rank invariant tensor that
can be used for g or h. The conditions for the invariance ofL (0,1), up to a total time
derivative, lead to new and interesting geometric conditions.
ca(ϕ)ϕ˙
a = ca(ϕ)
dϕa
dt , (2.84)
i.e. c(ϕ) = ca(ϕ)dϕa is a one-form on the target manifold. Using Eq. (A.4), the
change ofL (0,1) is related to the Lie derivative of c:
L(XA)c = d(i(XA)c) + i(XA)dc . (2.85)
Hence the condition of invariance ofL (0,1) becomes the existence of a function eA(ϕ)
for each generator XA such that
i(XA)dc = deA , (2.86)
AδAL
(0,1) = A
∂
∂t
(i(XA)c+ eA). (2.87)
Before further discussing the properties of ca(ϕ) and eA(ϕ), note that the conserved
current associated to the symmetry δAϕa = XaA receives a contribution from the
total derivative in Eq. (2.86):
δAL =
∂
∂t
(i(XA)c+ eA). (2.88)
Using the first two terms in Eq. (2.83) we find that the charge density becomes
j0A = gabX
a
Aϕ˙
b − eA(ϕ) + . . . (2.89)
and we learn that
〈j0A〉 = −eA(0). (2.90)
This, together with Eq. (2.86) implies that the existence of a charge density in the
ground state is at the origin of having a kinetic term for the ϕa fields linear in
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time derivatives. Hence, at low energies, this term will dominate the dispersion
relations. We recover the conclusion that dispersion relations of the form ω ∼ k2
come generically from the existence of charge densities.
We work out some useful properties of ca dϕa and eA(ϕ). The first is that dc is
an invariant two-form:
L(XA)dc = dL(XA)c = d(d(i(XA)c) + i(XA)dc) = d2(eA) = 0. (2.91)
Thus, although the one-form is only defined locally, its exterior differential dc is a
G-invariant closed two-form. Once we know G and H, it is not difficult to determine
how many such two-forms are there. As we show later, if the first homotopy group
vanishes, pi1(G) = ∅, then H2(G/H) ' pi2(G/H), and we can use the long exact
sequence of homotopy groups associated to the fibered space H → G → G/H to
count the dimension of H2(G/H). This is the analysis in [30]. Before working out the
details, we derive some useful properties of eA(ϕ). First note that
L(XA)eB = i(XA)deB = i(XA)i(XB)dc , (2.92)
hence
L(XA)eB + L(XB)eA = 0. (2.93)
Furthermore,
L(XB)deA = L(XB)i(XA)dc = i[XB,XA]dc = f CBA i(XC) = f CBA deC (2.94)
and since [d,L(XA)] = 0 we learn that
d
(
L(XB)eA − f
C
BA eC
)
= 0. (2.95)
In other words,
L(XA)eB = f
C
AB eC + ZAB, (2.96)
where ZAB are antisymmetric constants. They are related to the second Lie algebra
cohomology of G [30]. If G is semisimple, H2(G) = ∅. We will consider only this
simpler case (for the general case see [30]). The Leutwyler equations are
i(XA)dc = deA ,
L(XA)eB = f
C
AB eC.
(2.97)
The latter equation implies that eA belongs to the adjoint representation of the Lie
algebra. The complete solution to these equations was provided in [30].
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Gauge invariance The transformation in Eq. (2.86) of L (0,1) implies that the
gauging of L (0,1) does not follow from replacing ϕ˙a by D0ϕa. The gauging will
have the form
L (0,1) = ca(ϕ)ϕ˙
a + fAV
A
0 . (2.98)
For global transformations, VA0 transforms like an adjoint field. Hence fA should
also transform in the adjoint. Then from Eq. (2.86) it is clear that the only possible
choice is fA = eA(ϕ). It is possible to show that under gauge transformations,
δ(ca(ϕ)ϕ˙a + eA(ϕ)V
A
0 ) =
∂
∂t
(
eA(i(XA)c+ eA)
)
. (2.99)
If this term cannot be cancelled by some local term in the action, then the physical
wave functions get a change of phase under gauge transformations. The expression
in Eq. (2.98) again reinforces the identification of eA(0) with the ground-state charge
density: simply recall Eq. (2.64) to Eq. (2.66). The other terms in the effective
Lagrangian in Eq. (2.83) can be made gauge-invariant using the standard formulas in
Eq. (2.65) and Eq. (2.66).
We now work out the solution to the Leutwyler equations (2.97) following [30].
First recall the action of the symmetry group on the coset representative in Eq. (2.73).
If we make a specific choice for the coset representatives, then we can explicitly
construct expressions for XaA and h(g,ϕ) close to the origin in terms of the Lie algebra
structure constants. Regardless of which parametrization we choose, at the origin on
G/H, the Killing vector fields associated to H should vanish:
〈Xai (ϕ)〉ϕ=0 = 0. (2.100)
In fact, using the parametrization l(ϕ) = eϕX, it is possible to show that Xa =
∂/∂ϕa + . . . and Xi = −f bia ϕa ∂
/
∂ϕb . This provides an initial condition for the
Leutwyler equations (2.97). Choosing Xi in the unbroken group we learn that
f CiB eC(0) = 0. (2.101)
We will analyze this condition presently. To solve the equations we use the Maurer–
Cartan formΩA. The infinitesimal form of Eq. (2.73) is
l(ϕ+ AXA) = (1− ATA)l(ϕ)(1+ AkiAHi). (2.102)
Recalling thatΩ = l−1 dl = ΩATA, we obtain
i(XA)Ω = −l
−1TAl+ kA, (2.103)
where kA = kiAHi. Having chosen an orthonormal scalar product on the Lie algebra
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〈TA, TB〉 = δAB we can make the following ansatz for c(ϕ) and eA(ϕ):
c(ϕ) = 〈e(0),Ω〉 , (2.104)
eA(ϕ) = 〈e(0), l−1TAl〉 . (2.105)
Then we find
i(XA)dc = d 〈e(0), l−1TAl〉− 〈e(0), [kA,Ω]〉 , (2.106)
L(XB)eA = i(XB)deA = f CBA eC + 〈e(0),
[
l−1TAl,kB
]
〉 , (2.107)
where we have used the fact that d
(
l−1TAl
)
=
[
l−1TAl,Ω
]
. Observing that for Lie
algebras
〈X, [Y,Z]〉 = 〈Y, [Z,X]〉 = 〈Z, [X, Y]〉 , (2.108)
the Leutwyler equation are satisfied if
〈e(0),
[
l−1TAl,kB
]
〉 = 〈l−1TAl, [e(0),kB]〉 = 0. (2.109)
But this is precisely equivalent to the initial condition for eC(0) in Eq. (2.101). Note
that for generic g transformations, kB ranges over the full Lie algebra of H, and since
l−1TAl = DAB(l)TB is the adjoint representation that is irreducible for simple groups.
In any case the condition is
[Hi, e(0)] = 0, (2.110)
which is equivalent to Eq. (2.101).
Goldstone counting Beforedevelopingageometric understandingof theWatanabe–
Murayama solution to the Leutwyler equations, one obtains as a spin-off a precise
way of counting type-I and type-II Goldstone bosons (which they call type A and
type B). It suffices to consider the quadratic expansion of the Lagrangian terms in
Eq. (2.83) around the origin in the parametrization l(ϕ) = eϕX. The answer is
Leff =
1
2f
A
ab eA(0)ϕ˙aϕ˙b +
1
2gab(0)ϕ˙
aϕ˙b −
1
2hab(0)∇ϕ
a · ∇ϕb. (2.111)
We know that the time component of the current associated to the symmetry
δϕa = XaA is
j0A(x) = eA(ϕ) − gab(ϕ)X
b
A(ϕ)ϕ˙
b. (2.112)
The currents satisfy the standard commutation relations
[
j0A(x), j0B(x)
]
= if CAB j
0
C(x)δ(x− y). (2.113)
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The authors of [30] define the antisymmetric matrix
iρab = 〈
[
Qa, j0b(x)
]〉 . (2.114)
By translational invariance, ρab is independent of x, and it is related to the first term
in the effective Lagrangian,
ρab = f
A
ab 〈j0A(0)〉 = −f Aab eA(0). (2.115)
This is an antisymmetric matrix, so it can always be skew-diagonalized and its rank
is always even. Let rank(ρ) = 2m. Then we can perform an orthogonal rotation so
that the first 2m fields ϕa are associated in pairs with the skew-eigenvalues of ρ. The
effective Lagrangian takes the form
L =
m∑
j=1
λjϕ2j−1ϕ˙2j + gab(0)ϕ˙aϕ˙b + hab∇ϕa · ∇ϕb (2.116)
and we observe a reduction in the number of excitations.
As expected from the operator approach discussed in Subsection 2.1, when there
are charge densities, the zero modes of the currents become each other’s canonical
conjugates, which cuts the number of Goldstone excitations in half. The Lagrangian
in Eq. (2.116) clearly shows this phenomenon. Note that for the first 2m fields,
the symplectic (canonical) structure has changed and ϕ2j−1 and ϕ2j, j = 1, . . . ,m
become canonically conjugate pairs. The dispersion relation is generically of the
form E = γk2, and we find
nII = 1/2 rank(ρ), nI = dim(G/H) − rank(ρ). (2.117)
Hence,
nI + 2nII = dim(G/H) (2.118)
is the more precise counting rule for Goldstone bosons in the non-relativistic domain
when rotation and translational invariance are preserved.
Geometrical interpretation and classification Let us finally review the beauti-
ful geometrical description of the Watanabe–Murayama solution to the Leutwyler
equations. In G/H, dc is a G-invariant closed two-form. If det(dcab) 6= 0 it defines
a symplectic structure and in this case the theory describes only type-II Goldstone
bosons. The charge densities are represented by the matrix TAeA = e(0) and it
represents a torus T inside G. As we have seen, e(0) commutes with the generators
Hi, so the torus of charges commutes with H. One can consider the centralizer of T
in G, U. A theorem by Borel [65] plays a central role.
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Let G be compact and semisimple, and U be the centralizer of a torus in G. Then the
homogeneous space G/U is homogeneous Kähler and algebraic.
Thus, once e(0) is specified, we know the symplectic structure. We have the
fibration
F→ G/H→ B = G/U (2.119)
and the fiber F = U/H. The invariant closed two-forms in B are pulled back
to a two-form dc which is used to construct the effective Lagrangian terms in
Eq. (2.83). Counting the number of two-forms is relatively straightforward in some
circumstances. If we consider the case where pi1(G) = ∅, by a theorem of Hurewicz,
H2dR = H2(G/U) = pi2(G/U), (2.120)
and by the long exact sequence of homotopy groups for the fibration,
U→ G→ G/U, pi2(G/U) = pi1(U), (2.121)
which corresponds to the number ofU(1) factors inU (there are noU(1) factors inG).
We learn that the type-II Nambu–Goldstone bosons are described by the base manifold G/U
and the type-I bosons by the fiber U/H. This is one of the major results of [30]. They
also provide a detailed classification when G is any of the classical groups. We are
interested in the SU(n) and SO(n) groups because they are related to the examples
we will work out later. For SU(n), the possible form of eA(0)TA is
e(0) = diag(θ1, . . . , θ1︸ ︷︷ ︸
n1
, θ2, . . . , θ2︸ ︷︷ ︸
n2
, . . . , θk, . . . , θk︸ ︷︷ ︸
nk
) (2.122)
and the centralizer is
U = U(1)k−1 ×
∏
k
SU(nk);
k∑
i=1
ni = n,
k∑
i=1
niθi = 0. (2.123)
For SO(n) groups, any element in the adjoint is an antisymmetric matrix. Thus:
e(0) = diag(0, . . . , 0︸ ︷︷ ︸
m
, θ1, . . . , θ1︸ ︷︷ ︸
n1
, . . . , θk, . . . , θk︸ ︷︷ ︸
nk
)⊗ iσ2, (2.124)
with centralizer
U = SO(m)⊗
k∏
i=1
U(ni), n = m+ 2
k∑
i=1
ni. (2.125)
Consider for instance the coset space SU(n+ 1)/U(1)n, which is a Kähler manifold
according to Borel’s theorem. Hence G = SU(n + 1) and H = U(1)n. If we could
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charge allU(1)s with different charges, thenU = U(1)n, andwewould have no type-I
Goldstones and dim(SU(n+ 1)/U(1)n)/2 = n(n+ 1)/2 type-II. Another example is
to charge a single U(1), in which case U = SU(n)×U(1), then dim(G/H) = 2n and
nII = n andnI = dim(U/U(1)n) = n(n−1). Clearly there are plenty of intermediate
cases whose realization depends on the details of the theory under consideration
and the inequivalent ways of implementing charge densities. Many more details and
examples can be found in [30].
3 The O(2) model
After having worked out a number of general concepts needed for the large-charge
expansion, we are ready to apply it to concrete cases. Let us first study the simplest
example, namely the O(2)model in d+ 1 dimensions. In the uv, it is the theory of a
complex scalar field with the Lagrangian
LUV = ∂µϕ
∗
UV ∂
µϕUV − rϕ
∗
UVϕUV − 4u(ϕ∗UVϕUV)2, (3.1)
where the coupling r is fine-tuned such that in the ir, the model flows to the strongly
interacting wf fixed point for d < 3.4 This strongly interacting cft is what we will be
focusing on in the following. We will consider it on R×M, where for nowM is an
unspecified compact homogeneous manifold with a characteristic length scale L.
3.1 Top-down approach: the RG flow
In this section we want to show – using a top-down orthodox rg flow analysis – how
the low-energy physics of a sector of fixed charge is described by an approximately
scale-invariant action.5 We follow the argument given in [21]. While we present here
the salient features of the rg analysis, detailed calculations will follow in later sections.
For simplicity, we will consider the case of the O(2)model in d+ 1 dimensions. The
main idea is to use the radial mode of the field to set the energy scale of the rg flow
once we are near the ir conformal fixed point. We will use a toy-model version of
the rg flow to illustrate this argument, where we consider only the flow of the ϕ4
coupling and neglect all other operators that can appear in the flow (in the spirit
of [68]). In particular, we will assume that no singularities arise along the flow.
Separating two dof into a radial mode a and an angular mode χ, the microscopic
4 For d > 3 a similar argument can be made for a flow to a conformal uv fixed point [66].
5 In the next section we will use a different approach to reach the same conclusion, following the old
adage that “conclusions based on the renormalization group arguments [. . . ] are dangerous and must be viewed
with due caution.” [67].
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action becomes6
LUV =
1
2 ∂µa∂
µa+
1
2a
2 ∂µχ∂
µχ− ua4. (3.2)
In the flow towards the ir, the first scale that we encounter is fixed by u. Once the
cutoff scale Λ reaches Λ = ΛUV = u1/(3−d), the quantum effects become of the same
order as the tree-level terms, and the renormalized coupling u(Λ) is completely fixed
by the fixed point physics. Below this point it has to satisfy
u(Λ)
Λ3−d
= h, Λ ΛUV , (3.3)
where h is a dimensionless parameter that depends only on the universality class.
Fixing the charge
Q =
∫
dV δL
δ ∂0χ
(3.4)
results in a spontaneous symmetry breaking which gives rise to a vev for both fields
a and ∂χ:
〈a〉 = v, 〈∂χ〉 = µ. (3.5)
There is a major difference between the two fields. The fact that there is a potential
term for a suggests that the spectrum of the fluctuations a^ is gapped, and they are
frozen below a certain energy. This is to be contrasted with the ∂χ sector that, by
virtue of Goldstone’s theorem, has to remain free and massless in the ir. Keeping
this in mind, we see that in the flow to the ir, the next scale that we encounter is fixed
by the vev v. More precisely, expanding the potential, we see that the fluctuations of
the a field will have a mass fixed by
u(v+ a^)4 ∼ uv4 + 4uv3a^+ 6uv2a^2 + · · · 3 12m
2
aa^
2. (3.6)
Once the cutoff scale reaches Λ = ma, a is fixed to its vev and the fluctuations will
only give contributions controlled by positive powers of Λ/ma. At this point, the
coupling u(Λ) is frozen and its value is fixed by the condition
u(ma) = h Λ
3−d
∣∣∣∣
Λ=ma
. (3.7)
Using thatm2a = 12uv2, we get an equation for u(ma) which yields:
u(ma) = u¯ =
((
12v2
)3−d
h2
)1/(d−1)
(3.8)
6 This system cannot be quantized in a = 0, but since we will consider it only in the context where a has
a vev, this poses no issue.
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whence it follows that ma = (12hv2)1/(d−1). Plugging this back into our effective
action we find that the entire a-dependence is encoded in the vev v:
LΛ[a,∂χ] =
v2
2 ∂µχ∂
µχ−
(
123−dh2
)1/(d−1)
v2(d+1)/(d−1) + O
(
Λ
v2/(d−1)
)
(3.9)
In this regime, the effective action is approximately scale-invariant with higher-order
corrections controlled by Λ/v2/(d−1).
Now that the dynamics of a is frozen, let us concentrate on ∂χ. For ease of
exposition, it is convenient to introduce a new dynamical field B = (∂µχ∂µχ)1/2,
which is the simplest scalar that can be constructed with the derivatives of χ
(remember that only the derivative of χ is physical, since the field χ is shifted by a
constant by the action of the U(1) symmetry). At these energies, the vev 〈B〉 = µ is
related to v by µ2 = 2(d+ 1)/(d− 1)
(
123−dh2
)1/(d−1)
v4/(d−1), which in turn we can
use to express both vevs in terms of the charge density ρ = Q/V :
v = 6(d−3)/(4d)
(
d− 1
d+ 1
)(d−1)/(4d)
(2h)−1/(2d)ρ(d−1)/(2d) (3.10)
µ = 6(3−d)/(2d)
(
d+ 1
d− 1
)(d−1)/(2d)
(2hρ)1/d, (3.11)
which could have been guessed from dimensional analysis, since the system is at
the fixed point where there are no dimensionful parameters, ρ has mass dimension
[ρ] = d, µ has mass dimension [µ] = 1, and v is a canonical scalar and has dimension
[d] = (d− 1)/2.
In fact, there is no need anymore to refer to the frozenmode at all. We can integrate
a out and write an action for the B field alone. Just as above, since we are expanding
around a non-vanishing vev, the effective action will contain a scale-invariant part,
plus quantum corrections depending on the derivatives ∂B, controlled by positive
powers of Λ/ma ≈ Λ/ 〈B〉 = Λ/µ:
LΛ[B] = Lcl[B] +
∑
∆<d+1
Λd+1−∆L
(∆)
q [B], Λ µ, (3.12)
where we have collected the quantum terms according to their classical dimension.
All in all we have the hierarchy
Λ  ma ∼ v2/(d−1) ∼ µ ∼ ρ1/d  ΛUV = u1/(3−d).
scale-invariant action
for B = ∂χ
a-fluctuations are frozen u is frozen
The charge-fixing condition results in a new scale proportional to the charge density
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ρ, ΛQ ∼ Q1/d/L = ρ1/d that controls the physics at energy Λ.
What terms can enter inLcl[B]? As we have seen above, Goldstone’s theorem
tells us that at low energies, the system is described by a free massless field. In
the action in Eq. (3.9), ∂µχ∂µχ = B2 appears as a source for the a field that is then
integrated out. Generically this means that we will obtain terms with powers of B at
the denominator, while its derivatives can only appear in the numerator, since we
are in a regime Λ 〈B〉where the fluctuations of B are small with respect to the vev.
The rg flow imposes strong constraints on the structure of the terms inLΛ[B] [69].
The terms inLq are completely fixed by the renormalization of the scale-invariant
partLcl: at the fixed point we have
Λ
δ
δΛ
LΛ =
∑
∆<d+1
(∆− d− 1)Λd+1−∆L (∆)q . (3.13)
Heuristically, if the renormalization of the scale-invariant part gives schematically
Λ
δ
δΛ
Lcl[B] = K1Λ
d + K2
Λd+2
B2
+ K3Λ
d+2 (∂B
2)2
B8
+ . . . , (3.14)
then, necessarily the corresponding coefficients of Λ inLq are fixed to be
Lq[B] = −
1
d
K1Λ
d −
1
d+ 2K2
Λd+2
B2
−
1
d+ 2K3Λ
d+2 (∂B
2)2
B8
+ . . . . (3.15)
Equivalently, in terms of ∂χ:
Λ
δ
δΛ
Lcl[∂χ] = K1Λ
d + K2
Λd+2
∂µχ∂µχ
+ K3Λ
d+2 (∂(∂µχ∂
µχ)2)2
(∂µχ∂µχ)4
+ . . . , (3.16)
corresponds to
Lq[∂χ] = −
1
d
K1Λ
d−
1
d+ 2K2
Λd+2
∂µχ∂µχ
−
1
d+ 2K3Λ
d+2 (∂(∂µχ∂
µχ)2)2
(∂µχ∂µχ)4
+ . . . . (3.17)
A systematic derivation of the terms in the effective action, that makes use of Weyl
invariance, will be presented in Section 3.4.
3.2 Bottom-up approach: the dilaton dressing
We have seen in the analysis above how the radial mode (or more precisely its vev)
plays the role of the rg-flow parameter. In this sense it plays the role of a dilaton,
since the rg transformation is a local scale transformation.
In this section we try to make this connection more precise, using a bottom-up
approach to write the eft for the ir physics of the O(2) model in a sector of fixed
charge, i.e. we start directly at the ir fixed point. The idea is that since the global
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symmetry is spontaneously broken, the system is naturally described by a free
massless (Goldstone) field. In order to realize the expected conformal symmetry
at the fixed point, this Goldstone has to be supplemented by another field: the
dilaton [70]. We will see that this is precisely the radial mode of the eft [71]. The role
of the dilaton was originally investigated in Zumino’s lectures [59] and independently
in [72–74]. The aim is to transform any given local theory into one that is conformally
invariant. The prescription is simple and elegant: first, make the action generally
covariant. Second, make it Weyl-invariant by introducing an additional dof.
We start with a two-derivative eft for the prospective Goldstone of the type
L2[χ] =
f2pi
2 ∂µχ∂µχ− C
d+1, (3.18)
where fpi and C are dimensionful constants related to the underlying theory. If
we want to describe a (near) conformal theory, we can introduce a new field σ –
the dilaton – that realizes non-linearly conformal invariance and under dilatations
x → eαx transforms as σ(x) → σ(eαx) − (d − 1)α/(2f), where f is a constant of
dimension [f] = −(d−1)/2. Using this fieldwe can turn any action into a non-linearly
realized conformally-invariant one by dressing all the operators Ok of dimension
[Ok] = k as
Ok(x)→ e2(k−d−1)/(d−1)fσOk(x). (3.19)
In our U(1) case we obtain
LCFT [χ,σ] =
1
2g
µνf2pie
−2σf ∂µχ∂νχ− C
d+1e−2(d+1)/(d−1)σf
+
1
2e
−2σf
(
gµν ∂µσ∂νσ−
ξR
f2
)
+ O
(
R2
)
, (3.20)
where we have also added a kinetic term for the dilaton (including the curvature
coupling that generates an improved energy-momentum tensor)7. We now have
obtained an effective action for the two Goldstones resulting from the breaking of
the internal and of the conformal symmetry.
The two fields can be combined into a complex one, akin to the string-theoretical
axio-dilaton:
Σ = σ+ ifpiχ. (3.21)
Now the action can be recast in the form
L [φ] = ∂µφ
∗ ∂µφ− ξRφ∗φ− g(2φ∗φ)(d+1)/(d−1) + . . . , (3.22)
7 The dilaton here should not be confused with a modulus of the cft. It is a gapped Goldstone that
realizes classical conformal invariance in the eft. cfts with moduli space are typically supersymmetric
and are described at large charge by a qualitatively different eft [75, 76] that we will discuss later on in
this review.
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where φ = 1/(
√
2f)e−fΣ, which means the dilaton appears as the radial mode of φ.
We are describing a cft, which by definition has no dimensionful parameters. The
three dimensionful constants fpi, C and f are combined into the two dimensionless
quantities b = ffpi and g = (Cf2/(d−1))d+1. The former controls the deficit angle for
the field φ, which covers the whole complex plane only if b = 1. Since this is not a
microscopic, but an effective Lagrangian, an angle deficit may have arisen along the
flow. In odd dimensions, also a Weyl-anomaly term has to be added to the effective
Lagrangian, however, it does not affect correlation functions of local operators [10].
The description of the radial mode via the dilaton can also be harnessed to
introduce a small mass term for σ which explicitly breaks conformal invariance [70].
This idea has been used to explore near-conformal dynamics at large charge [71, 77].
In general, the systematic use of the dilaton simplifies the arguments considerably,
as we will see in the explicit examples.
3.3 The linear sigma model
In the following, we will write down our treatment for general dimension d+ 1, to
keep maximum generality but cover the same material that appeared first in [21].
We have argued above that we can describe the ir physics in terms of a complex
scalar φ, (which is generically related to the microscopic field ϕUV by a complicated
transformation). As before, we parametrize it in terms of a radial and an angular dof:
φ =
a√
2
eibχ, (3.23)
where a ∈ R+, χ is 2pi periodic, and b encodes the possibility of a conical singularity
in the eft. This choice also makes the global O(2) or U(1) symmetry manifest that
lends its name to the model: the U(1) acts by shifting χ by a constant, χ→ χ+ α.
We want to study the ir fixed point in a sector of fixed and large global charge Q
and aim to write down an eft in terms of the light dof in this sector. As discussed in
Section 2, the ground state at fixed charge (which does not coincide with the ground
state of the full theory) will give rise to a spontaneous symmetry breaking. This is
the effect that will actually furnish us with the light dof, namely the Goldstone fields,
in terms of which we can write down an eft for a strongly coupled system.
As discussed in the rg-flow analysis, we will work in the range
1
L
 Λ Q
1/d
L
 u1/(3−d), (3.24)
where Λ is the cut-off of our effective theory. The lsm, written in terms of a and χ
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must be approximately scale-invariant and takes the form
LLSM =
1
2 ∂µa∂
µa+
1
2b
2a2 ∂µχ∂
µχ−
ξR
2 a
2 −
d− 1
2(d+ 1)ga
2(d+1)/(d−1) (3.25)
+ higher-derivative terms+ higher-curvature terms, (3.26)
where b and g are dimensionless constants in the sense of Wilsonian couplings,
ξ = (d− 1)/(4d) is the conformal coupling and R the Ricci scalar ofM. The form of
the lsm Lagrangian is determined by dimensional reasoning and scale invariance:
the kinetic term for a shows that a has approximately dimension (d− 1)/2, while χ,
being a pure phase, must be dimensionless. This in turn determines the kinetic term
of χ to come with a2. Scale invariance requires us to couple to the Ricci curvature
with a power of Ra2. Lastly, a potential term proportional to a
2(d+1)
d−1 must be included
on dimensional grounds. In general there will also be higher-derivative terms
and, depending on dimensionality, higher-curvature terms. In writing the above
Lagrangian, we have assumed a large vev for a,
Λ 〈a〉2/(d−1)  u1/(3−d), (3.27)
which we will justify in the following.
Ground state We now want to identify the classical minimal energy solution at
fixed charge. To do so, we solve the Euler–Lagrange equation for the lsm (3.25).
Since we start out with only two real dof in the uv, there are only enough dof to
support one Goldstone, corresponding to the broken global symmetry. The rotational
symmetry must remain unbroken, leading to a homogeneous solution (i.e. ∇φ = 0).
We write the equations of motion (eom) directly for this simpler case:
δLLSM
δχ
− ∂t
δLLSM
δ(∂tχ)
= b2 ∂t(a
2χ˙) = 0, (3.28)
δLLSM
δa
− ∂t
δLLSM
δ(∂ta)
= b2aχ˙2 − ξRa− ga
2(d+1)
d−1 −1 − a¨ = 0. (3.29)
The first equation is nothing but the equation of charge conservation, ∂tj0 = 0 and
gives the charge density
ρ = b2a2χ˙, (3.30)
or Q = ρ · Vol(M). The lowest-energy solution corresponds to a = v = const. When
plugged into the first equation, this results in the solution
χ = µt, µ = ρ
b2v2
. (3.31)
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Put back into the eom for a, and multiplying both sides by v we find an implicit
function definition for v(ρ):
ρ2
b2v2
− ξRv2 − gv2(d+1)/(d−1) = 0. (3.32)
We see that via the vev, the classical potential has acquired a centrifugal term ∝ v−2
and in consequence, its minimum is shifted away from the origin. The explicit
minimum solution for v is easy to find for R = 0, otherwise, we have to give an
asymptotic expansion in the limit ρ 1. The relevant scale for this expansion, ΛQ,
is fixed by the charge. This is precisely the scale that we have found in the rg-flow
analysis and marks the threshold of the eft:
ΛQ = ρ
1/d. (3.33)
In terms of ΛQ, the vevs of a and χ˙ are:
v2 = (gb2)(1−d)/(2d)Λd−1Q
[
1− (d− 1)b
2ξR
2d(gb2)(d−1)/d
1
Λ2Q
+ O
(
Λ−4Q
)]
, (3.34)
µ =
1
b2
(gb2)(d−1)/(2d)ΛQ
[
1+ (d− 1)b
2ξR
2d(gb2)(d−1)/d
1
Λ2Q
+ O
(
Λ−4Q
)]
. (3.35)
At large charge, this result justifies our earlier assumption of a having a large vev.
We are now ready to calculate the energy of the ground state by performing the
Legendre transform of the lsm Lagrangian (3.25) and plugging in the lowest-energy
solution (3.31). The resulting Hamiltonian is given by
Hlsm =
1
2P
2
a +
1
2(∇a)
2 +
1
2b2a2P
2
χ +
1
2b
2a2(∇χ)2 + ξR2 a
2 +
d− 1
2(d+ 1)ga
2(d+1)
d−1 + . . . ,
(3.36)
where Pa = a˙ and Pχ = b2a2χ˙ = ρ. The resulting energy density of the ground state
is given by
E0
VolM =
dg(d−1)/(2d)
(d+ 1)b(d+1)/d
Λd+1Q
[
1+ (d+ 1)ξRb
2/d
2dg(d−1)/d
1
Λ2Q
+ O
(
Λ−4Q
)]
. (3.37)
Fluctuations The classical lowest-energy state at fixed and large charge we have
found above serves as the vacuum around which we will now consider quantum
fluctuations:
φ(t, x) = eibµt
(
v√
2
+ pi(t, x)
)
, (3.38)
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where the fluctuations are parametrized by the complex field pi. Expanding the lsm
Lagrangian on the vacuum solution (3.31) to second order in the fields gives the
following action for pi (where we did not write constant terms, which were studied
in the vacuum solution):
Lpi = D0pi
∗D0pi−∇pi∇pi∗ − b2µ2pi∗pi− b
2µ2 − ξR
d− 1 (pi+ pi
∗)2, (3.39)
where we have introduced the covariant derivative D0 = ∂0−ibµ. From this
expression, we can compute the inverse propagator for the real and imaginary
part of pi(t, x),
D−1 =
(
1
2(∇2 − ∂20) − 2(b
2µ2−ξR)
d−1 µ∂0
−µ∂0
1
2(∇2 − ∂20)
)
. (3.40)
From its determinant, we find the dispersion relations:
ω =
1√
d
k
[
1− (d− 1)ξR2d b
2/dg1/d−1
1
Λ2Q
+ O
(
Λ−4Q
)]
+ O
(
k3
)
, (3.41)
ω =
√
4d
d− 1
g(d−1)/(2d)
b1/d
ΛQ
[
1− d− 22d
ξRb2/d
g1−1/d
1
Λ2Q
+ O
(
Λ−4Q
)]
+
k2
4ΛQ
√
1− 1
d
(2d− 1)b1/d
g(d−1)/(2d)
+ O
(
k4
)
.
(3.42)
The first observation is that, since the charge-fixing condition breaks Lorentz invari-
ance, the modes are not simply relativistic. We find a massless mode and a massive
mode:
• The massless mode is, at leading order, the Goldstone associated to the spontaneous
breaking of the global symmetry. It has a linear dispersion relation and its velocity is
1/
√
d. Note that this speed of sound is fully model-independent, determined solely
by the underlying symmetries. It is simply the consequence of conformal invariance:
the tracelessness of the stress tensor for a perfect fluid with energy density ρ and
pressure p requires c2 = dp/dρ = 1/d.
• The massive mode is, at leading order, the radial component of the field φ. As
expected from the rg-flow analysis, it has a mass of order ΛQ and decouples from
the low-energy theory when Λ ΛQ.
Symmetry breaking pattern Let us stop to see what we have learned about the
symmetry breaking pattern. We started with a conformal system having a global
O(2) symmetry. The time-dependent ground state breaks boosts and time-translation
invariance, as well as the global symmetry. As discussed in Section 3.2, the conformal
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invariance is non-linearly realized by the massive dilaton or radial mode, while the
spontaneously broken global symmetry leads to the massless Goldstone boson with
dispersion (3.41).
Starting from a system that lives inRd,1 and has conformal symmetry SO(d+1, 2)
times a global O(2), the breaking pattern (see also the discussion in the Introduction
and in [22]) is given by
SO(d+ 1, 2)×O(2)→ SO(d+ 1)×D×O(2) SO(d+ 1)×D ′, (3.43)
whereD is the generator of time translations andD ′ = D+µH, andH is the generator
of the global O(2) (see for example also [27]). D ′ is the helical symmetry of the
ground state. Here we have separated the symmetry breaking leading to massive and
to massless Goldstones into two steps to emphasize the difference (a more detailed
discussion will follow in Section 4.3). The massive mode has mass of O
(
ΛQ
)
and is
at the threshold of the eft.
In the O(2), we only have two dof to begin with. One turned out to be a massive
mode which non-linearly realized the conformal invariance, and the other a massless
mode corresponding to the broken global O(2) symmetry. We see that there is
no room to break also the spatial SO(d + 1) symmetry, since this would require
more dof. In other words, the large-charge ground state of the O(2) model must be
homogeneous. In the following we will use the state-operator correspondence to
compute the conformal dimensions of the lowest operators with fixed charge. Then
the SO(d+ 1) group that survives the first step is interpreted as the symmetry of the
sphere preserved by the insertion of an operator at the origin in the cylinder frame
(see Section 3.6).
The above breaking pattern forms the basis for working out the nlsm, where the
effective theory is expressed in terms of the massless dof only.
3.4 The non-linear sigma model
As we have seen in Section 3.3, the radial mode a is massive and should thus be
eliminated from the low-energy description of the theory. In principle, this is done
by integrating out a from Eq. (3.25), resulting in a nlsm action in terms of χ only. In
practice, this is however not feasible. To leading order, we can use the saddle-point
approximation and simply eliminate a via its eom.
To capture higher-order tree-level contributions we will constrain the form of
the terms appearing in the nlsm action via dimensional analysis and conformal
invariance. This leads to an effective action in the sense of Wilson, containing
infinitely many terms compatible with the symmetries of the model. Here, the power
of working at large charge makes itself manifest: By examining the Q scaling of the
various terms, we are able to truncate the effective action after few terms by retaining
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only terms with a non-negative Q scaling.
The leading term in the eft for χ is obtained using the eom for a in the lsm. Up to
a constant this must be
Lnlsm[χ] = k0(∂µχ∂
µχ)(d+1)/2 + . . . , (3.44)
where k0 is a dimensionless constant. This action is both scale and Weyl invariant.
The corresponding eom is just the charge conservation for the O(2) symmetry that
shifts χ→ χ+ α:
ρ =
δL [χ]
δ ∂0χ
= (d+ 1)k0 ∂0χ(∂µχ∂µχ)(d−1)/2 = const. (3.45)
and admits the homogeneous solution χ = µt, where now
µ =
(
ρ
k0(d+ 1)
)1/d
=
ΛQ
(k0(d+ 1))1/d
. (3.46)
The energy of the ground state is then
E0
VolM = µρ−L [χ] =
d
(k0(d+ 1)d+1)1/d
Λd+1Q . (3.47)
It should be pointed out that the Lagrangian (3.44) is singular at the origin χ = 0 and
cannot be used there. It must always be understood as an expansion around the
fixed-charge ground state χ = µt. It is convenient to write the fluctuations over this
homogeneous ground state by expanding the field as8
χ(t, x) = µt+ µ
(1−d)/2√
d(d+ 1)
pi(t, x), (3.48)
so that the second-order action for the fluctuations pi is canonically normalized and
reads
L [pi] =
1
2
(
(∂0pi)
2 −
1
d
(∇pi)2
)
. (3.49)
This is precisely themasslessmode thatwehad found in the analysis of thefluctuations
of the lsm. It is immediate to check that the corresponding energy-momentum tensor
is traceless, Tµµ = 0.
Now that we have found the leading term of the large-charge expansion of the
effective Lagrangian, we can write the subleading terms in the eft. A generic term in
the effective action has to obey conformal symmetry and parity.
To go beyond the leading order of the nlsm Lagrangian, we will now invoke a
8 Note that by abuse of notation, we again call the fluctuation pi, but as opposed to the lsm case, this is
now a real field.
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number of arguments to constrain the form of the terms that can appear:
• the eft cannot have singularities, except at points where it breaks down;
• since we write the action in terms of the Goldstone boson χ, only combinations of
derivatives of χ can appear;
• the terms must all have energy dimension d+ 1;
• Lorentz invariance requires that the terms be Lorentz scalars, so ∂µχmust be fully
contracted. This can be achieved either by contracting with the metric or (powers of)
curvature tensors;
• the terms must obey parity invariance (χ→ −χ);
• the terms must form fully Weyl-invariant combinations.
In the lsm the combination ∂µχ∂µχ appears as a source for the field a that we have
integrated out; it follows that it can appear with any positive or negative power in the
action. On the other hand, to avoid singularities, there can only be an integer number
of extra derivatives of ∂χ and they have to appear in the numerator. Similarly, there
can only be an integer number of curvature tensors, and they must appear at the
numerator in order to have a well-defined flat-space limit.
It is possible to construct infinitely many terms fulfilling these requirements.
Therefore, we now invoke the Q-scaling of the various ingredients and truncate all
the terms in the effective Lagrangian that scale with a negative power of Q. Using
the scaling of µ given in Eq. (3.46) and the scaling of the fluctuations in Eq. (3.48), we
find that
∂0χ ∼ Q
1/d, ∂iχ ∼ Q(1−d)/(2d), ∂. . .∂χ ∼ Q(1−d)/(2d). (3.50)
We can write the most general term based on dimensional arguments and parity
invariance and then consider itsQ-scaling. Invariance under conformal symmetry
will be checked in a second step. The most general term can schematically have the
form (
T∏
k=1
(∂2pk+1χ)i ∂
iχ
)
(∂µχ∂
µχ)r〈G(2l)2s , (∂χ)2s〉, (3.51)
where the last term 〈G(2l)2s , (∂χ)2s〉 refers to contractions of∂χwithgeometric invariants
G
(2l)
2s , where the lower index refers to the number of indices and the upper to the
dimension of the operator, e.g. G(2)0 = R, G
(2)
2 = Rµν, G
(2)
4 = Rµνρσ, G
(4)
0 =
RµνρσR
µνρσ, etc. The full geometry will always have the form R×M, which means
that G(2l)2s has only non-vanishing spatial components, which have zero contraction
with the homogeneous solution χ = µt.
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The condition on the total dimension of this operator reads
D = 2
T∑
k=1
pk + 2T + 2r+ 2l+ 2s = d+ 1. (3.52)
The leading Q-scaling of (3.51) is given by
DQ =
2r
d
− (T + s)
(
d− 1
d
)
. (3.53)
The Q-scaling of the last term of Eq. (3.51), −s(1 − 1/d), is due to the fact that
〈G(2l)2s , (∂χ)2s〉 contains only spatial derivatives. Since dDQ > 0, adding D to both
sides of the inequality yields the condition for a dimensionally correct term to have
non-negative Q-scaling:
D− d ·DQ = (d+ 1)(T + s) + 2l+ 2
T∑
k=1
pk 6 d+ 1. (3.54)
If T or s are non-zero, so must be also pk or l, so the only solution that is admitted is
T = s = 0, l 6 d+ 12 . (3.55)
This means that at fixed dimension d only a few scalar curvature invariants can be
added. The most general possible Lagrangian with non-negative Q scaling has thus
the form
Lnlsm =
√
det(g)
(d+1)/2∑
l=0
klG
(2l)
0 (∂µχ∂
µχ)(d+1)/2−l. (3.56)
We will see in the following that in the large-N case these terms have a natural
interpretation in terms of heat kernel coefficients forM. Each of these terms will
appear in the Lagrangian with a coupling which is generically of order 1 and that
depends only on the details of the fixed point i.e. on the universality class of the
system.
In general, the terms that we have found will not be Weyl-invariant and need
a completion. An efficient way of computing this completion is based on the
observation that a Weyl transformation can always be compensated with a dilaton;
and in our nlsm, the role of the dilaton is played by log(∂µχ∂µχ), as this solves
the classical eom for σ as given in Section 3.2. We can define the Weyl-invariant
combination
g ′µν = (g
ρσ ∂ρχ∂σχ)gµν = ‖dχ‖2gµν (3.57)
and the corresponding scalar curvature invariants will be automatically Weyl-
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invariant. The Lagrangian becomes
Lnlsm =
√
det(g ′)
(d+1)/2∑
l=0
klG
′(2l)
0
=
√
det(g ′)
[
k0 + k1R
′ + k(1)2 (R
′)2 + k(2)2 R
′
µνR
′µν + k(3)2 W
′2 + . . .
]
.
(3.58)
In these terms, the nlsm becomes a purely gravitational theory for the metric g ′
where ΛQ plays the role of the Planck’s length.9
Explicitly, the leading terms in the development read√
det(g ′) =
√
det(g)‖dχ‖d+1, (3.59)√
det(g ′)R ′ =
√
det(g)‖dχ‖d−1
(
R+ 2dg
µν ∂µν‖dχ‖
‖dχ‖ + d(d− 3)
gµν ∂µ‖dχ‖∂ν‖dχ‖
‖dχ‖2
)
,
(3.60)√
deg(g ′)R ′µνR ′
µν
=
√
det(g)‖dχ‖d−3
∥∥∥∥∥Rµν − (d− 1)∂µν‖dχ‖−1‖dχ‖−1 + 1d− 1 g
ρσ ∂ρσ‖dχ‖d−1
‖dχ‖d−1
gµν
∥∥∥∥∥
2
.
(3.61)
The first term is precisely the leading contribution to the nlsm that is Weyl-invariant
by itself. The others complete the expansion in Eq.(3.56) with contributions that have
negative Q-scaling. For concreteness, in d = 2 we have only the following two terms:
L d=2nlsm = k0(∂µχ∂µχ)3/2 + k1R(∂µχ∂µχ)1/2. (3.62)
In d = 3 we can have
L d=3nlsm = k0(∂µχ∂µχ)2 + k1R∂µχ∂µχ+
3∑
i
k
(i)
2 Ki, (3.63)
where the ki are constants that cannot be computed within the eft and the Ki are the
three quadratic invariants of R×M. A different way of arriving at the nlsm is the
ccwz coset construction, as was done in [22].
Nowwe can repeat the analysis that we have restricted above to the leading terms
and look for the fixed-charge minima of this action of the form χ = µt. The ground
state equations are
ρ =
δL
δ ∂0χ
=
(d+1)/2∑
l=0
klG
′(2l)
0 (d+ 1− 2l)µ
d−2l, (3.64)
9 In string theory this would be the “Einstein frame” as opposed to the “string frame” in Eq.(3.56).
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E0
V
= µρ−L =
(d+1)/2∑
l=0
klG
′(2l)
0 (d− 2l)µ
d+1−2l, (3.65)
Solving for µ in the former equation and substituting in the latter one, we obtain an
expansion for E0 as a function of the charge:
E0 =
(d+1)/2∑
l=0
c(d+1−2l)/dQ
(d+1−2l)/d, (3.66)
where the coefficients ck canbe computed in termsof the coefficients in theLagrangian
and the geometric invariants order by order. From the general form we see that the
Q-dimension of the terms starts at Q(d+1)/d and decreases by powers of Q2/d. It
follows that in d dimensions we will have at most b(d+ 1)/2c+ 1 terms and that if d
is even there is no classical term that scales like Q0. Again, for concreteness, in d = 2
we have only two terms that are not suppressed:
Ed=20 = c3/2Q
3/2 + c1/2Q
1/2 + O
(
Q−1/2
)
. (3.67)
In d = 3 there are only three terms,
Ed=30 = c4/3Q
4/3 + c2/3Q
2/3 + c0 + O
(
Q−2/3
)
. (3.68)
This is a crucial result: independently of the values of the couplings at cutoff (which
enter the coefficients ck), the energy of the ground state is under perturbative control
if the charge is sufficiently large.
Let us stop amoment to understand towhich extent the lsm and nlsm descriptions
are equivalent and useful. For one, the lsm correctly gives the pattern of the
spontaneous symmetry breaking (which for O(2) was easy to guess otherwise, but
this will not be the case for larger global symmetry groups).
From the nlsm analysis, we have learned that b(d+ 3)/2c classical terms are not
suppressed in the large-charge limit, so any effective description of the system must
contain at least as many free parameters. So we see that with the terms retained
explicitly in Eq. (3.25), we can only reproduce the LO and NLO terms, which for
d = 2 is sufficient, but not in higher dimensions.
3.5 Quantum corrections: the conformal Goldstone
We have seen on general grounds in Section 3.1, the quantum corrections are
controlled by inverse powers of the charge. Only one correction is not suppressed,
namely the Casimir energy of the Goldstone which in general is given by the product
of the speed of sound, which here is 1/
√
d, and a geometrical factor.
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Based on the quadratic action of the fluctuations Eq. (3.49), the Casimir energy of
a scalar field onM can be evaluated for example with a zeta-function regularization.
Wick rotating t → iτ and computing the determinant, we find that the one-loop
correction to the vacuum energy is given by the usual Coleman–Weinberg formula:
ECas = lim
T→∞ 12T log det
(
−∂2τ −
1
d
4M
)
=
1
2
√
d
Tr
(
−41/2M
)
=
1
2
√
2
ζ(s|M)
∣∣∣∣
s=−1/2
.
(3.69)
We will want to invoke the state-operator correspondence, so in practice, we will
want to evaluate the zeta function onM = Sd. It is convenient to distinguish the case
d even from d odd [78].
• For even-dimensional spheres we have
ζ(s|S2n) =
2
(2n− 1)!
n−1∑
j=0
βj,n
∞∑
k=0
(
−s
k
)
(−1)k
(
n− 12
)2k
ζ(2s+ 2k− 2j− 1,n+ 12),
(3.70)
where the βj,n are defined by
n−1∑
j=0
βj,nx
2j =
n−3/2∏
j=1/2
(x2 − j2), (3.71)
and ζ(s,q) is the Hurwitz zeta function
ζ(s,q) =
∞∑
n=0
1
(q+ n)s
. (3.72)
The zeta function has simple pole when its argument is one, while the binomial
coefficient has simple zeros for s = 0, −1, −2, . . . , 1−k. When the two coincide, they
cancel each other, so the series defines a meromorphic function that has simple poles
for s = 1, 2, . . . ,n.
• For odd-dimensional spheres we have
ζ(s|S2n−1) =
2
(2n− 2)!
n−1∑
j=0
αj,n
∞∑
k=0
(
−s
k
)
(−1)k(n− 1)2kζ(2s+ 2k− 2j,n), (3.73)
where the αj,n are defined by
n−1∑
j=0
αj,nx
2j =
n−2∏
j=0
(x2 − j2). (3.74)
In this case, poles and zeros never coincide, so the series defines a meromorphic
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function that has simple poles for s = n− 1/2,n− 3/2, . . ..
Ford even, the zeta function is analytic in s = −1/2 and there is no term in the effective
action that contributes at order Q0, so this term can be evaluated unambiguously.
For example, in the case of d = 2we obtain R0ECas = −0.0937 . . . (for an independent
numerical verification, see [79]).
For d odd, on the other hand, the Casimir energy corresponds to a pole of the zeta
function that still needs to be regularized and the result is scheme-dependent. This is
perfectly consistent with the observation made in Sec. 3.3 that when d = 2n−1, there
is a counterterm of O
(
Q0
)
proportional to the n-th curvature invariants of R× S2n−1.
The Casimir energy depends on a Wilsonian parameter and is incalculable in the eft.
3.6 Calculating the conformal data
Now that we have constructed the effective theory of the low-energy dof of our model
at large charge, we can finally start calculating physical observables. In cfts, we are
primarily interested in the so-called conformal data, namely the scaling dimensions
of operators and the three-point function coefficients. This data, together with the
operator product expansion are enough to construct any n-point correlation function
in cft thanks to the constraints that conformal invariance places on their form.
While so far, we have worked in Minkowski space, for the following we must
work in Euclidean space, which means that we assume that an analytic continuation
of time has taken place.
Two-point functions and the state-operator correspondence It is easy to see
that conformal invariance constrains two-point functions of scalar primaries to have
the form
〈Oi(xi)Oj(xj)〉 =

Cij
|xi−xj|
2∆ , ∆1 = ∆2 = ∆,
0 otherwise.
(3.75)
Cij is a constant, which by a suitable normalization of the fields is often chosen to be
Cij = δij, and ∆i is the scaling or conformal dimension of the operator Oi, in other
words, under a scale transformation x→ λx, it transforms as
Oi(x)→ O ′(λx) = λ−∆iOi(x). (3.76)
Knowing the conformal dimension of the operators appearing in a two-point function
thus gives us the full expression of the two-point function.
These conformal dimensions can be obtained without actually calculating the
two-point function via operator insertions in the path integral by invoking another
property specific to cfts, namely the state-operator correspondence. It is based
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on the fact that Rd+1 (flat space) and R × Sd(R0) (cylinder) are related by a Weyl
transformation and are therefore conformally equivalent:
ds2flat = dr2+r2 dΩ =
r2
R20
(
R20
r2
dr2 + R20 dΩ
)
= e2τ/R0
(
dτ2 + R20 dΩ
)
= e2τ/R0 ds2cyl ,
(3.77)
where dΩ is the volume form of a unit 1-sphere and R0 is the radius of the d-sphere.
Since the time direction τ on the cylinder is mapped to the radial direction r in
flat space, using radial quantization on R× Sd, the role of the Hamiltonian H in the
cylinder frame is played by the generator of dilatations D, and the role of the energy
eigenvalue is taken by the scaling dimension. The evolution operator takes now the
form
U = eiDτ, τ = R0 log
r
R0
. (3.78)
The origin r = 0 corresponds to τ = −∞ and R0 corresponds to τ = 0. Inserting unity
at the origin in the flat frame gives rise to the vacuum |0〉 on the cylinder, whose
energy is 0. Inserting a primary operator O∆ of scaling dimension ∆ at the origin
generates the state |∆〉, which satisfies
D |∆〉 = −i∆ |∆〉 . (3.79)
The state-operator correspondence relates the scalingdimensions of operators inserted
in flat space to the energies of states on the sphere Sd via
∆ = R0ESd . (3.80)
Since we are discussing configurations of fixed charge, it is also convenient to
map the charge density from one frame to the other. Under Weyl rescaling, ρ has
weight d, so we have
ρflat(r,Ω) =
(
R0
r
)d
ρcyl(r,Ω) = e−dτ/R0ρcyl(τ,Ω). (3.81)
We have seen that the lowest-energy state is homogeneous (in the cylinder frame), so
we have ρcyl = ρ0 = Q/Rd0 , which is mapped to
ρflat(r,Ω) =
(
R0
r
)d
ρ0 =
Q
rd
, (3.82)
which has a singularity at r = 0, as expected from the insertion of a (primary)
operator. In fact, we could have used the reverse logic. A primary field corresponds
to an insertion at the origin in flat space. Generically, this will lead to an isotropic
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charge configuration. Mapping such a configuration to the cylinder results in a
homogeneous density. Generically, a homogeneous configuration will have lower
energy than an inhomogeneous one, just like a primary field has lower scaling
dimension than its descendants.
In order to set the stage for computing higher correlation functions, let us spell
out the calculation of the two-point function of the lowest operator O∆,Q of charge
Q via insertions in the path integral (see also [71, 75, 80, 81]). In the low-energy
description, this operator must be expressible in terms of the Goldstones. We have
seen in Section 3.2 that the dilaton σ is the (massive) field that non-linearly realizes
scale invariance while χ is the field that realizes the global O(2) symmetry. Up to a
normalization constant, an operator with scaling dimension ∆ and charge Qmust
have the form10
O∆,Q(x) ∝ e−2∆/(d−1)σ(x)feiQχ(x). (3.83)
Charge conservation and conformal invariance imply that only two-point functions
of the form
〈O∆,−Q(x0)O∆,Q(x1)〉 =
∫
DχDσ e−2∆/(d−1)f(σ(x0)+σ(x1))e−iQ(χ(x0)−χ(x1))e−SE[χ,σ]
(3.84)
are non-vanishing, where SE[χ,σ] is the Euclidean version of the lsm action. In the
limit of large charge, the path integral localizes around the saddle point, which we
must however compute for the effective action including the contributions of the
field insertions:
Stot[χ,σ] = SE[χ,σ] +
∫
dd+1x [iQχ(x) (δ(x− x0) − δ(x− x1))
+
2∆
d− 1fσ(x)
(δ(x− x0) + δ(x− x1))
]
. (3.85)
To perform the calculation, we use cylindrical coordinates and go to the limit of large
separation of the insertions, x0 = 0, x1 →∞. The flat-space metric takes the form in
Eq. (3.77) and, imposing homogeneity, the action becomes
Stot[χ,σ] = Vol(Sd)
∫∞
−∞ dτ e
(d+1)τ
R0
[
1
2e
−2σf(σ˙2 + χ˙2) + Cde−2
d+1
d−1σf
]
+
+ lim
τ0→−∞
τ1→∞
∫∞
−∞ dτ
[
iQχ(τ)(δ(τ− τ0) − δ(τ− τ1)) +
2∆
d− 1fσ(τ)
(δ(τ− τ0) + δ(τ− τ1))
]
.
(3.86)
10 Note that only in a weak-coupling limit, this operator takes the form O∆,Q = φQ and ∆ ∝ Q.
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The resulting eom are
e
d−1
R0
τ−2σf
(
χ¨+
(
d− 1
R0
− 2σ˙f
)
χ˙
)
− iQ(δ(τ− τ0) − δ(τ− τ1)) = 0,
e
d−1
R0
τ−2σf
(
σ¨+ f(χ˙2 − σ˙2) +
d− 1
R0
σ˙
)
+ 2Cdd+ 1
d− 1fe
(d+1)
(
τ
R0
− 2σfd−1
)
+
2∆
d− 1f
(δ(τ− τ0) + δ(τ− τ1)) = 0.
(3.87)
In the interval τ0 < τ < τ1, we use the ansatz
σ =
d− 1
2fR0
τ−
1
f
log(v), v = const., (3.88)
which reduces the eom to
v2χ¨− iQ(δ(τ− τ0) − δ(τ− τ1)) = 0,
v2(d− 1)2
4fR20
+ v2fχ˙2 + 2Cdd+ 1
d− 1fv
2d+1d−1 +
2∆
d− 1f
(δ(τ− τ0) + δ(τ− τ1)) = 0.
(3.89)
The first equation admits the solution
χ(τ) =
iQ
2v2
(|τ− τ0|− |τ− τ1|), (3.90)
so for τ0 < τ < τ1 we can write (note that the vev of the field χ is imaginary after the
analytic continuation)
χ(τ) = iµτ, µ = Q
v2
. (3.91)
The source part of the action evaluated at the saddle point gives
SSource = iQ(χ(τ0) − χ(τ1)) +
2∆
d− 1f(σ(τ0) + σ(τ1))
= −µQ(τ0 − τ1) +
∆
R0
(τ0 + τ1) + const.,
(3.92)
where we have separated the τ-independent part which can be absorbed in the
normalization of the field O∆,Q. Adding also the contribution of SE, we find
Stot = Vol(Sd)(LE(v,µ) − µQ)(τ1 − τ0) +
∆
R0
(τ1 + τ0), (3.93)
where Vol(Sd)(LE − µQ) = E0 is precisely the energy of the large-charge ground
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state on a cylinder geometry. Collecting all terms, we find for x0 → 0, x1 →∞
〈O∆,−Q(x0)O∆,Q(x1)〉 = 1
|x0|∆
1
|x1|∆
1
|x0 − x1|R0E0
. (3.94)
Using Eq. (3.80), we see that we recover the form Eq. (3.75) of the two-point function
required by conformal invariance. The corrections to the saddle-point result can be
computed perturbatively.
Spectrum and scaling dimensions of states of charge Q We revert here to
using the state-operator correspondence in order to relate the energy of a state on
the sphere to the scaling dimension of the corresponding operator. In Eq. (3.37), we
had calculated the energy density of the ground state in a sector of fixed charge Q.
We have moreover seen that this classical result receives a quantum contribution
from the Casimir energy of the Goldstone boson. Putting the classical result together
with the Casimir energy Eq. (3.69) evaluated on Sd results directly in the scaling
dimension of the lowest operator with charge Q:
∆Q = R0(E0 + ECas) =
(d+1)/2∑
`=0
c(d+1−2`)/dQ
(d+1−2`)/d + R0ECas. (3.95)
In d = 2, it is given by
∆d=2Q = c3/2Q
3/2 + c1/2Q
1/2 − 0.0937 · · ·+ O
(
Q−1/2
)
. (3.96)
Next we consider the spectrum of excited states. The leading-order Lagrangian
Eq. (3.49) is that of a free field, so all we need to do to find the dispersion relation of
the excited states is remembering the eigenvalues of the Laplacian on the d-sphere:
ω` =
1
R0
√
E4
Sd
d
=
1
R0
√
`(`+ d− 1)
d
. (3.97)
The energy of an excited state with n` modes of angular momentum ` turned on is
then given by
E
(n1,n2,... )
Q =
∆Q
R0
+
1
R0
∑
`
n`ω`. (3.98)
Let us examine a moment the first few excited states. Taking one quantum of ` = 1,
we get the lowest excited state for which the operator dimension is increased by one.
We see that this is a descendant state and that the conformal raising operator Pµ
corresponds to the Goldstone with ` = 1.
Excited states with n1 = 0 are on the other hand conformal primaries, as none of
the other oscillators increases the scaling dimension by an integer value. Acting with
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a single mode with ` = 2 on the ground state results in a spin 1 state with energy
1/R0(∆Q +
√
2(d+ 1)/d). To construct the lowest primary with a given spin we can
use the standard Clebsch–Gordan decomposition. For example, from the tensor
product of two ` = 2 oscillators we obtain the first excited scalar, since
⊗ = ⊕ ⊕ 1, (3.99)
which has dimension (∆Q + 2
√
2(d+ 1)/d). From the product of one ` = 3 and one
` = 2 oscillator we obtain the lowest vector:
⊗ = ⊕ ⊕ . (3.100)
This state has scaling dimension ∆Q +
√
2(d+ 1)/d+
√
3(d+ 2)/d.
States with higher spins have been discussed [31, 82], making use of the particle-
vortex duality which has been first employed in the context of large charge in [21].
Three-point functions Three-point functions of scalar primaries are constrained
by conformal invariance to have the form
〈O∆i,Qi(xi)O∆j,Qj(xj)O∆k,Qk(xk)〉 =
Cijk
x
∆i+∆j−∆k
ij x
∆j+∆k−∆i
jk x
∆k+∆i−∆j
ik
, (3.101)
where xij =
∣∣xi − xj∣∣. The three-point function or fusion coefficient Cijk is not
constrained and must be calculated independently. Since in cfts we can use the
operator product expansion (ope) to reduce an n-point function to an n − 1-point
function, the knowledge of the scaling dimensions and fusion coefficients is sufficient
to construct any correlation function.
The actual computation can be carried out in the same large-charge saddle-point
limit discussed in the case of the two-point function above. We have:
〈O∆i,Qi(xi)O∆j,Qj(xj)O∆k,Qk(xk)〉 ∝∫
DχDσ e−2/(d−1)f(∆iσ(xi)+∆jσ(xj)+∆kσ(xk))eiQiχ(xi)+iQjχ(xj)+iQkχ(xk)e−SE[χ,σ],
(3.102)
which, by charge conservation is non-vanishing only if Qi +Qj +Qk = 0. The case
(Qi,Qj,Qk) = (−Q − q,q,Q) with q  Q in the limit Q  1 has been studied
in [22], where the authors found that the fusion coefficient is given by
Cijk ∝ Cqcδ3/2Qδ/2, (3.103)
where Cq is a constant and δ is the dimension of the operator of charge q.
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4 The O(2n) vector model
The most obvious generalization of the O(2) model that we discussed in detail in
Section 3 is the O(2n) vector model [23]. Here, we have a vector with 2n entries and
the global symmetry is O(2n).11 As we will see, the non-Abelian symmetry group
will give rise to new and interesting effects. In particular, we will encounter type-II
Goldstone bosons.
4.1 Fixing the charge in non-Abelian symmetry groups
Before delving into the eft description, let us stop a moment to think about what we
mean by “fixing a charge” in the case of a non-Abelian symmetry group.
The lsm model Lagrangian of the O(2n)model is given by
L =
1
2 ∂µφ
a ∂µφa −
1
2V(φ
aφa) + higher-derivative and higher-curvature terms,
(4.1)
a = 1, . . . 2n, living on R×M, whereM is a general d-dimensional compact homoge-
neous manifold, and we consider also the conformal coupling term to be part of the
general potential V . The vector φa transforms as
φa →Mabφb, MTM = 1. (4.2)
The Lagrangian (4.1) is obviously invariant under this transformation. The conserved
current associated to the global O(2n) symmetry is now matrix-valued and has the
form
(jµ)ab = (φa ∂µφb − φb ∂µφa). (4.3)
The current jµ and with it the charge density j0 is however not an invariant object, it
transforms in the adjoint representation of the O(2n) symmetry as
j0 →Mj0M−1, M ∈ O(2n). (4.4)
It follows that we can decompose the current in terms of the generators of the algebra
TA,
jµ =
∑
A
j
µ
AT
A, TA ∈ so(2n). (4.5)
11 We choose 2n for convenience, the case 2n+ 1 can be treated analogously.
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Similarly for the conserved charge,
Q =
∫
dx j0 =
∑
A
qAT
A. (4.6)
Naively, we could assume that we can fix dim(O(2n)) coefficients qA. However, we
can only fix the rank(O(2n)) coefficients in the directions of the mutually commuting
Cartan generators HI. This approach is one possible generalization of the one used
forO(2). We will use the notation [q1 q2 . . . qn] to denote the projections ofQ on the
orthonormal basis of Cartan generators:
qI =
1
2
〈QHI〉 , [HI,HJ] = 0, 〈HIHJ〉 = 2δIJ. (4.7)
The qI transform under the action of O(2n), while the spectrum of the system is
invariant. The energy of a state of fixed charge Q can only depend on the conjugacy
class of Q. This means that the energy in general only depends on the eigenvalues
of Q. Moreover, it is always possible to choose a representative of the conjugacy
class that lies in the Cartan. Equivalently, for each Q there is always an O(2n)
transformationM such that
MQM−1 =
n∑
I=1
q^IH
I =

0 q^1
−q^1 0
0 q^2
−q^2 0
. . .
. (4.8)
4.2 Semiclassical linear sigma model description
As in theO(2)model, we startwith the classical analysis and identify the lowest-energy
state at fixed charge. We fix the projections of the matrix Qab on the generators:
Q2I,2I−1 =
∫
dx
(
φ˙2Iφ2I−1 − φ2Iφ˙2I−1
)
= qI, I = 1, . . . ,n. (4.9)
This form suggests introducing polar coordinates in each of the two-planes spanned
by (φ2I−1,φ2I):
φ2I−1 = aI cosχI, φ2I = aI sinχI, (4.10)
so that
Q2I,2I−1 =
∫
dx (aI)2χ˙I = qI (4.11)
are the canonically conjugate momenta corresponding to the χI. Guided by our
results for O(2), we make an ansatz for a homogeneous solution aI(t, x) = aI(t),
χI(t, x) = χI(t), which, if it exists, will have the lowest energy at fixed charge. The
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eom under this ansatz are given by
a¨I = −aI(χ˙I)2 + aIV ′
(
(a1)2 + · · ·+ (an)2
)
, (4.12)
(aI)2χ¨I = 0. (4.13)
They admit the solution
aI = AI = const., χI = µt, (4.14)
with
µ2 = V ′(v2), (4.15)
(AI)2 =
qI
Vol(M)µ =
qI
Vol(M)
√
V ′(v2)
, (4.16)
where
v2 = A21 + · · ·+A2n. (4.17)
The µ are the same for all the χI. This ground state describes a circular motion in
each of the two-planes. The angular velocity µ is the same in all planes, while the
radius of the circle is proportional to (qI)1/2. The second equation above gives an
implicit definition for the AI. Summing over the I, we find
v2 =
1
Vol(M)
q^√
V ′(v2)
, (4.18)
where
q^ =
∑
I
qI. (4.19)
We see that µ depends on the sum of the charges qI. It is also interesting to evaluate
the charge matrix on the ground state. We find that
Q2I,2I
′
= Q2I+1,2I
′+1 = 0, Q2I,2I ′−1 = √qIqI ′ . (4.20)
Equivalently, we can write the charge matrix as the tensor product
Q = q1/2 ⊗ q1/2 ⊗ J, (4.21)
where
q1/2 =
(
q
1/2
1 q
1/2
2 . . . q
1/2
n
)
, J =
(
0 1
−1 0
)
. (4.22)
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This shows explicitly that the Qmatrix is singular. In fact, using an O(2n) transfor-
mation we can rotate the vector q into
(
q^ 0 . . .
)
, which shows that Q can always
be written as the product
Q =

q^
0
. . .
⊗ J. (4.23)
To see this more explicitly, we observe that since the model is invariant under O(2n)
transformations, we can map one solution to another via a transformation (4.2). If
we introduce complex fields ϕI,
ϕI =
1√
2
(φ2I−1 + iφ2I), (4.24)
and think of the ϕI as coordinates in CN, U(n) ⊂ O(2n) transformations act as a
change of basis. In our initial complex basis, the ground state is the vector
ϕ =
1√
2
(A1, . . . ,An)eiµt, ‖ϕ‖2 = v
2
2 . (4.25)
We can instead pick a basis (e0, ei) defined by
e0 =
(A1, . . . ,An)
v
, e0 · ei = 0, ei · ej = δij, (4.26)
where any orthonormal choice for the ei, i = 1, . . . ,n−1will do. This makes manifest
that the ground state preserves a U(n− 1) symmetry. Here, the ground state takes
the form
ϕ =
1√
2
(v, 0, . . . , 0)eiµt, (4.27)
or expressed in real coordinates,12
φ = (v cosµt, v sinµt, 0, . . . , 0). (4.28)
This is the basis in which the charge matrix Qab lies in the Cartan and takes the
block-diagonal form (see Eq. (4.8))
Qab = q^H1 =
 0 q^−q^ 0 0
. . .
. (4.29)
We see that a homogeneous minimum-energy solution at fixed charges qI can always
be rotated into a configuration inwhich the charge is concentrated in a single direction.
12 This solution can be rotated into φ = (v, 0, . . . , 0) with a time-dependent O(2n) transformation.
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All homogeneous fixed-charge ground states with the same sum of charges q have
the same energy. As long as we deal with a homogeneous ground state, we can
always work in the basis (4.26) and fall back directly to the techniques and results of
the O(2) model derived in Section 3.3.
For example the energy of the ground state is given by
E0 =
1
2v
2V ′(v2) +
1
2V(v
2), (4.30)
where v is implicitly defined by Eq. (4.18). So far, we have worked with general
potential. The leading terms of V are fixed by scale and conformal invariance to be
V(φaφa) = ξRφaφa +
d− 1
d+ 1g(φ
aφa)(d+1)/(d−1), (4.31)
which amounts to the same potential as for the O(2) model in Eq. (3.25). Now the
result for the energy density in the O(2n) model is simply given by Eq. (3.37).
4.3 Type I and type II Goldstones
We next study the fluctuations around the homogeneous ground state, parametrized
as
ϕI(t, x) = eiµt+iYI/v
(
1√
2
AI + XI
)
(4.32)
which we can collect in n complex fields piI = 1√2e
iYI/vXI. We are working in the
frame where all the fields rotate with the same angular momentum.13
We expand the lsm Lagrangian up to quadratic order around the ground state
and find
Lpi = D0piID
0piI −∇jpiI∇jpiI − 12V
(
2
(
A2
2 +
AI√
2
(piI + p¯iI) + p¯iIpiI
))
+ . . . ,
= D0piID
0piI −∇jpiI∇jpiI − µ2p¯iIpiI − 12V
′′(A2)(AI(piI + p¯iI))2 + . . . ,
(4.33)
where
D0pi
I = (∂0+iµ)pi
I. (4.34)
In we work instead in the basis (4.26), the fluctuations in the directions e0 and ei
decouple. The action then becomes
Lpi = L [pi
0] +
∑
i
L [pii], (4.35)
13 We could have also written the fluctuations as φI(t, x) = eiµtAI/
√
2 + piI(t, x), but this would have
introduced a time-dependence in the potential.
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where
L [pi0] = D0pi0D
0pi0 −∇jpi0∇jpi0 − µ2p¯i0pi0 − v
2
2 V
′′(v2)(pi0 + p¯i0)2, (4.36)
L [pii] = D0piiD
0pii −∇jpii∇jpii − µ2p¯iipii. (4.37)
We see thatL [pi0] describes directly the type I Goldstone boson found in the O(2)
model (3.39) and discussed in Section 2. Using the potential (4.31), we find again
a speed of sound of 1/
√
d. As before, the Casimir energy of this Goldstone gives a
quantum correction of O
(
Q0
)
to the classical ground state energy.
L [pii] is a new contribution we need to analyze. We can now arrange the
Goldstones into representations of the unbroken U(n− 1) symmetry. The pi0 are a
singlet, while the pii are in the vector representation ofU(n− 1). Due to this, we have
a single dispersion relation for the whole vector multiplet. The inverse propagator
for the real and imaginary part of pii(t, x) is
D−1 =
(
1
2 ∂µ∂
µ µ∂0
−µ∂0
1
2 ∂µ∂
µ
)
. (4.38)
From its determinant, we find the dispersion relations:
ω = ±ωp ± µ, ωp =
√
p2 + µ2. (4.39)
Ordering them,
−µ−ωp, µ−ωp, ωp − µ, ωp + µ, (4.40)
we see that they can be described by a pair of creation and annihilation operators
associated to (ωp − µ,−ωp + µ) and to −µ−ωp,µ+ωp. For large µ and small p,
the first pair corresponds to type-II Goldstone bosons:
ω =
p2
2µ + O
(
µ−3
)
. (4.41)
The other pair is a massive excitation withm = 2µ.
To summarize, we have found the following fluctuations around the homogeneous
ground state of the O(2n) model:
• a universal sector already present for n = 1 governed by a type I Goldstone with
the "conformal" speed of sound of 1/
√
d. We have seen in the O(2) model that this
massless mode comes together with the massive radial mode we had associated to
the dilaton which non-linearly realizes the conformal symmetry.
• a sector of n− 1massless modes with the quadratic dispersion relation typical of the
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type II Goldstone. They are paired with n− 1 massive modes.
In the limit of µ→∞, the massive mode is non-propagating and the Goldstones are
described by the action for a Schrödinger particle. To see this, we observe that if µ is
much larger than the typical time variation of the field, µ ∂0, the Lagrangian for
pii takes the form of Eq. (2.25).
While we have obtained the right qualitative picture, at the order we are working
(i.e. non-negativeQ-scaling), we cannot make any quantitative predictions at O
(
µ−1
)
appearing in the leading term of Eq. (4.41). We will see in the explicit example of the
O(4) model discussed in Section 4.5 that there is a higher-order operator that changes
the dispersion relation by a coefficient of O(1).
Canonical quantization If we want to proceed to a canonical quantization, we
need to find the wave functions associated to the zero of the kinetic term. The wave
equation is (
D20 +m
2 + µ2
)
pip(t)e
ipx = 0, (4.42)
and as it is standard in qft,
pip(t) = a(p)e
−i(ωp+µ)t + b†(−p)ei(ωp−µ)t. (4.43)
Hence,
pi(t, x) =
∫
[dp]
[
a(p)e−i(ωp+µ)t + b†(−p)ei(ωp−µ)t
]
eipx (4.44)
for some measure [dp] to be determined. The canonically conjugate momentum is
Πpi = D0pi = −i
∫
[dp]ωp
[
a(p)e−i(ωp+µ)t − b†(−p)ei(ωp−µ)t
]
eipx. (4.45)
Imposing the canonical commutation relations, we obtain[
a(p),a†(p ′)
]
= δ(p− p ′),
[
b(p),b†(p ′)
]
= δ(p− p ′), (4.46)[
a(p),b(p ′)
]
= 0, [dp] = d
dp
(2pi)d/2
√
2ωp
, (4.47)
and the free Hamiltonian becomes
H =
∫
ddp
(
(ωp + µ)a
†(p)a(p) + (ωp − µ)b†(p)b(p)
)
+ zero-point energy. (4.48)
The oscillators b(p) and b†(p) represent the type-II Goldstone bosons for large µ,
and there is one for each piI, I = 1, . . . ,n− 1. We have obtained a redefinition of the
problem in terms of separate particles and antiparticles that need not have the same
energy as Lorentz invariance is broken. The same result could have been obtained
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using the classical Foldy–Wouthuysen transformation [83].
For completeness, we present also the canonical quantization of pi0, which turns
out to be surprisingly involved. We can write the Lagrangian for pi0 in Eq. (4.36) in
terms of the real and imaginary parts of pi0 = (X+ iY)/
√
2:
L [pi0] =
1
2 ∂µX∂
µX+
1
2 ∂µY ∂
µY + µ(X∂0Y − ∂0XY) −
1
2m
2X2, (4.49)
where m2 = 2v2V ′′(v2). The analysis is very similar and the free wave equation
defined by the inverse propagator is(
1
2(∂µ∂
µ−m2) µ∂0
−µ∂0
1
2 ∂µ∂
µ
)(
X
Y
)
= 0. (4.50)
Acting on plane waves e−iωt+ipx, the operator becomes(
1
2(ω
2 − p2 −m2) −iµω
iµω 12(ω
2 − p2)
)
. (4.51)
There are four zeros to the determinant ∆(ω,p) of this matrix:
ω2 = ω2±, (4.52)
where
ω2± = p
2 + 2µ2
(
1+ m
2
4µ2
)
± 2µΩp, (4.53)
Ω2p = p
2 + µ2
(
1+ m
2
4µ2
)2
. (4.54)
The field operators and the Hamiltonian are determined as in the case of the type-
II fluctuations, but the algebra is substantially more complicated. The standard
procedure is as follows:
i. Assign annihilation (resp. creation) operators to the positive (resp. negative)
energy solutions of the wave equation i.e. the corresponding zero-eigenvalues of
∆(ω,p)
∣∣
±ω± .
ii. Expand the vector (X Y ) in terms of the zero modes of ∆(ω,p)with the relevant a,
a†, b and b† coefficients.
iii. Impose the canonical commutation relations to determine the quantum properties
and the measure in momentum space.
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After some algebra the results are
X(t, x) =
∫
ddp
(2pi)d/2
√
4Ωp
i√ ω+
µ− m
2
4µ +Ωp
(
ape
−ip+x − a†pe
ip+x
)
−i
√
ω−
−µ+ m
2
4µ +Ωp
(
bpe
−ip−x − b†pe
ip−x
) ,
(4.55)
Y(t, x) =
∫
ddp
(2pi)d/2
√
4Ωp
i
√
µ− m
2
4µ +Ωp
ω+
(
ape
−ip+x + a†pe
ip+x
)
+i
√
−µ+ m
2
4µ +Ωp
ω−
(
bpe
−ip−x + b†pe
ip−x
) ,
(4.56)
and the Hamiltonian is, up to the zero-point energy,
H =
∫
dp
(
ω+(p)a
†(p)a(p) +ω−(p)b†(p)b(p)
)
. (4.57)
The explicit expression becomes rather simple in the large-µ limit, and at leading
order the field Y(t, x) is identified with the Goldstone [23].
Casimir energy Like before, we can compute the Casimir energy. Due to the form
of the dispersion relation, this will result in a correction of O(1/µ) to the energy of
the ground state. In zeta-function regularization, we find
ECasII =
1
2
n− 1
2µ Tr
(4M) =
n− 1
4µ ζ(s|M)
∣∣∣∣
s=−1
. (4.58)
It is well-known that the quantum Hamiltonian for a Schrödinger particle on flat
space annihilates the vacuum, so there is no Casimir energy. This is consistent with
the fact that the zeta function on a square torus of side L vanishes at s = −1:
ζ(−1, Td) = 8pi
2
L2
dζ(−2) = 0. (4.59)
This is however not true in curved space. ForM = Sd, we can use the expansions
in equations (3.70) and (3.73). Both are well-defined in s = −1. For example, for
S2, ζ(−1|S2) = −1/15. To make a quantitative statement, we need however to add
higher-order terms to the effective action. Two things will happen: the dispersion
relation will be rescaled by a Wilsonian coefficient (see e.g. Eq.(4.88)), and further
contributions at O(1/µ)will appear (see e.g. the four-derivative term in Eq. (4.75)).
This is very different from the situation for the type I Goldstone which gives a
universal contribution, independent of the details of the effective action.
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For now, we will content ourselves with a qualitative result, which we will
improve upon in the discussion of the non-linear sigma model.
Symmetry-breaking pattern In the case of the O(2n) model (n > 1), the symme-
try breaking pattern is more interesting than for O(2). In fact, there are two ways
of looking at it. One is to understand the breaking as a consequence of the helical
ground state solution, the other is to see the breaking as a two-step process involving
an explicit breaking due to charge fixing and a spontaneous breaking due to the
ground state solution itself.
• The ground state is a classical solution with helical symmetry D ′ = D + µH,
i.e., a symmetry under a combined time translation and a global symmetry. It
spontaneously breaks the global symmetry of the model. This gives rise to both
massive and massless Goldstone bosons which realize the symmetry non-linearly.
Those Goldstones commuting with the generators of the helical symmetry are
massless, the others are parametrically massive in the limit of large charge and are
invisible to the low-energy theory (see also the discussion in [84]).14
• Fixing the charge restricts us to a slice of Hilbert space, in which not the full symmetry
of the system is linearly realized (as observed in Section 2, the lowest energy state is
not annihilated by the charge operatorQ |0〉 6= 0). We can understand this in terms of a
chemical potential for a global symmetryH. Only the symmetries that commute with
the chemical potential are linearly realized, while the others correspond to massive
modes. Since these modes are parametrically heavy and do not enter the effective
low-energy description, we can equivalently think of the chemical potential as an
explicit symmetry-breaking term. The ground state will in general spontaneously
break some of the remaining symmetries, thus leading to massless Goldstone bosons.
In this sense we can think of the breaking pattern in terms of a two-step process.
The two descriptions are equivalent. The analysis of the case of the homogeneous
ground state above provides an explicit example of this equivalence: expanding
around the helical solution in Eq. (4.25) we obtain the action (4.33) which contains
a chemical potential µ for the helical symmetry. The generator of the chemical
potential corresponds to the sum of the Cartan generators, H =
∑
IH
I. The system
has SO(d + 1, 2) × O(2n) symmetry, of which SO(d + 1) × D × U(n) is linearly
realized (see the discussion in the Introduction). The ground state breaks the latter
spontaneously (with massless Goldstones) to SO(d+ 1)×D ′ ×U(n− 1),
SO(d+1, 2)×O(2n)→ SO(d+1)×D×U(n) SO(d+1)×D ′×U(n−1), (4.60)
where D is again the generator of time translations and D ′ = D + µH. Based on
14 Some properties of the massive Goldstones are still controlled by the symmetries alone and can be
computed also in the strong-coupling regime, see the recent discussion in [85].
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this symmetry-breaking pattern, we expect dim (U(n)/U(n− 1)) = 2n− 1 massless
Goldstone degrees of freedom. This is consistent with one type I scalar and one type
II vector: since type II Goldstones account for two dof, the counting gives precisely
1 + 2 × (n − 1) = 2n − 1 dof.15 For n > 1, there are now however enough dof to
admit different symmetry-breaking patterns, for example including a breaking of the
spatial SO(d + 1) symmetry. This allows for the possibility of an inhomogeneous
ground state, which will be discussed in Section 4.6.
Scaling dimensions for the lowest operator of charge Q Up to O
(
Q0
)
, the
result for the scaling dimension of the lowest operator of charge Q remains the
same as for the O(2) model, as the classical contribution of the ground state can be
brought to the same form as for O(2), and in both cases only one conformal Goldstone
contributes to the Casimir energy:
∆Q =
(d+1)/2∑
l=0
c(d+1−2l)/dQ
(d+1−2l)/d + ECas. (4.61)
While the coefficients c(d+1−2l)/d depend on n, ECas is universal for any n. In d = 2,
the scaling dimension is again given by
∆d=2Q = c3/2(n)Q
3/2 + c1/2(n)Q
1/2 − 0.0937 · · ·+ O
(
Q−1/2
)
. (4.62)
This result has been verified to high precision for O(2) and O(4) in lattice studies [86,
87]. Moreover, the universality of the Q0 contribution from the conformal Goldstone
has been verified independently in [79] by numerical means.
4.4 Algebraic interpretation
Let us now interpret our results in algebraic terms. We have fixed the charges
[q1 q2 . . . qn] in the directions of the Cartan and have found the state of minimal
energy φ0. This state is homogeneous and its corresponding charge Q0 = Q(φ0)
belongs to the conjugacy class CQ^ of the Cartan element Q^ = q^H
1, where q^ =
q1 + q2 + · · ·+ qn:
∃M ∈ O(2n) :MQ0M−1 = Q^ =
 0 q^−q^ 0 0
. . .
. (4.63)
It follows in particular that the energy of the lowest state only depends on the sum of
the charges.
15 In the first picture, the breaking takes the form SO(d+ 1, 2)×O(2n)→ SO(d+ 1)×D ′ ×O(2n− 1).
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We can reformulate this cylinder-frame description in terms of states inserted on
the plane. To each state we associate an operatorOwith the same charges, i.e. weights,
[q1 q2 . . . qn] that belongs to some unspecified representation R. States with charges
in the same conjugacy class correspond to operators in the same representation.
The representative in the Cartan subalgebra corresponds to the operator with the
highest weight. Identifying the solution of lowest energy of the classical eom, we
find that among all the operators OR[q1 q2 ...qn], the one of lowest dimension sits in the
representation R with highest weight q^ = [q 0 . . . 0]. In the Dynkin basis (dual of the
simple coroot basis) this is
q^ =
 q q for D2q 0 . . . 0 for Dn, n > 3. (4.64)
Apart from the special case n = 2 (recall thatD2 = A1 ⊕A1), the lowest-dimensional
operator always sits in the totally symmetric representation.
We can ask whether we can find other solutions to the eom with a charge which
belongs to a different conjugacy class. This will require relaxing the homogeneity
hypothesis. Such solutions correspond to operators in different representations.16
From this point of view the Abelian case discussed in Section 3 is special. An Abelian
group only has one conjugacy class, and all the irreps are completely identified by
their charge. Fixing the charge is the same as fixing the representation. This is
reflected in the fact that all solutions to the eom are necessarily homogeneous, as we
have observed above.
4.5 Non-linear sigma model
Having identified the symmetry-breaking pattern we can write a nlsm describing the
low-energy dof. As discussed above, there are two equivalent ways of understanding
the breaking. In either case the coset manifold encoding the broken generators is an
odd-dimensional sphere
S2n−1 =
O(2n)
O(2n− 1) =
U(n)
U(n− 1) , (4.65)
which can be realized via 2n fields ψa that satisfy the constraint
2n∑
a=1
ψaψa = 1. (4.66)
16 In generalizing the O(2) model we have chosen to fix the charges [q1 . . . qn]. The operator picture
suggests yet a different approach: we could instead look for saddles in the path integral restricted to a
given representation of the symmetry group.
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Before writing the most general nlsm, let us use this description to find a physical
interpretation of the modes piI that we have introduced in Section 4.3. We repeat the
same dilaton-dressing construction as for the O(2) model in Section 3.2. We start
from a quadratic action
L2[ψ] =
f2pi
2
2n∑
a=1
∂µψ
a ∂µψ
a − Cd+1, (4.67)
and add a dilaton dressing for each operator of dimension k:
Ok → e2(k−d−1)/(d−1)fσOk. (4.68)
The resulting action can be recast in the form of the lsm in Eq. (4.1) if we identify the
exponential of the dilaton with the overall radial mode e−σf of the lsm fields φa and
the two constants satisfy ffpi = 1:
φa =
1
f
e−σfψa. (4.69)
Apart from reproducing our previous result, this identification is interesting also for
a different reason. Expanding the radial mode around the ground state we find:
1
f
e−σf =
√√√√ 2n∑
a=1
(φaφa) =
√
v2 +AI(piI + p¯iI) + piIp¯iI ≈ v+ 12(pi
0+ p¯i0)+ . . . , (4.70)
where we have expressed the fluctuations in the basis of Eq. (4.26). In Section 4.3
we have seen that the universal sector pi0 of the fluctuations describes the conformal
Goldstone (with dispersionω ∼ p/
√
d) and a massive mode. Now we see that the
real part of pi0 describes the fluctuations of the overall radial mode, which is in turn
identified with the dilaton. For all O(2n)models the dilaton is the massive partner
of the conformal Goldstone, and the respective excitations are collected into the
complex field pi0.
Now we can move on to writing the nlsm. The explicit construction of the terms
follows the one in Section 3.4. Using the observation that the role of the dilaton is
played by log(∂µψa ∂µψa), we can introduce the Weyl-invariant combination
g ′µν =
(
gρσ
2n∑
a=1
∂ρψ
a ∂σψ
a
)
gµν = ‖dψ‖2gµν (4.71)
and write an expansion in terms of the corresponding scalar curvature invariants:
63
Lnlsm[g ′] =
√
det(g ′)
(d+1)/2∑
l=0
klG
′(2l)
0 =
√
det(g ′)
[
k0 + k1R
′ + k(1)2 (R
′)2
+k
(2)
2 R
′
µνR
′µν + k(3)2 W
′2 + . . .
]
, (4.72)
or equivalently,
Lnlsm[ψ] =
√
det(g)
(
k0‖dψ‖d+1 + k1R‖dψ‖d−1 + . . .
)
. (4.73)
The corresponding O(2n) conserved current is then
Jabµ =
1
‖dψ‖
δLnlsm[ψ]
δ‖dψ‖
(
ψa ∂µψ
b −ψb ∂µψ
a
)
. (4.74)
In the non-Abelian case, though, this is not enough. The combination ‖dψ‖ is not
the only Lorentz and O(2N) invariant quantity. For example, we can consider the
four-derivative term17
K2 =
∥∥∂µψa ∂νψb − ∂µψb ∂νψa∥∥2 (4.75)
and add scale-invariant combinations of ‖dψ‖ and K (together with their Weyl
completions) to the nlsm actions. We will not do this here, but we will limit ourselves
to observing that if we add to the action the combination
∆L =
3
8
(λ− 1)K2‖dψ‖d−4, (4.76)
this will change the overall coefficient of the dispersion relation for the type-II
Goldstones in Eq. (4.41). While the overall structure and qualitative properties are
protected by the symmetries, the dispersion relation becomes ω = λp2/(2µ), and
the vacuum energy is multiplied by a newWilsonian parameter λwhich cannot be
computed in the eft.
Non-linear sigma model for O(4) To simplify the following considerations, we
will specialize our discussion to the simplest non-Abelian case, namely the O(4)
vector model in 2+ 1 dimensions on R× S2.
Our starting point is the nlsm
L =
√
det(g)
(
2c1
3
‖dψ‖3 − 2c2R‖dψ‖+ c14 (λ− 1)
K2
‖dψ‖
)
. (4.77)
17 We would like to thank Simeon Hellerman for pointing this out to us.
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We can solve the constraint ψaψa = 1 choosing three fields α,β,γ:
ψ1 = sin(γ) cos(α),
ψ2 = sin(γ) sin(α),
ψ3 = cos(γ) cos(β),
ψ4 = cos(γ) sin(β).
(4.78)
This coordinate system is chosen to diagonalize the action of the two Cartans H1 and
H2, which act as
H1 : α 7→ α+ 1, H2 : β 7→ β+ 2. (4.79)
The standard homogeneous ground state with charges [q1,q2] is obtained for γ = γ¯,
α = µt and β = µt. The corresponding charge matrix is
Qab = 8piR20
(
c1µ
2 −
2
R20
c2
) 0 sin(γ¯)2 0 cos(γ¯) sin(γ¯)− sin(γ¯)2 0 − cos(γ¯) sin(γ¯) 0
0 cos(γ¯) sin(γ¯) 0 cos(γ¯)2
− cos(γ¯) sin(γ¯) 0 − cos(γ¯)2 0

= 8piR20
(
c1µ
2 −
2
R20
c2
)(
sin(γ¯)
cos(γ¯)
)
⊗
(
sin(γ¯) cos(γ¯)
)
⊗ J
(4.80)
which fixes µ and γ¯ to be the solutions of the equations
8piR20
(
c1µ
2 −
2
R20
c2
)
sin(γ¯)2 = q1, 8piR20
(
c1µ
2 −
2
R20
c2
)
cos(γ¯)2 = q2. (4.81)
Note that the Wilsonian coefficient λ does not enter these expressions. As expected
and shown by the explicit form of the charge matrix, Qab can be rotated with an
O(4) transformation into
Q = (q1 + q2)

0 1 0 0
−1 0 0 0
0 0 0 0
0 0 0 0
 (4.82)
and only depends on the projection of Qab on the Cartan generator H1, while the
other projection vanishes:
q^1 =
1
2
〈QabH1〉 = q1 + q2 = q, q^2 = 12 〈Q
abH2〉 = 0. (4.83)
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The energy of the ground state is
E = c3/2q
3/2 + c1/2q
1/2 + O
(
q−1/2
)
, (4.84)
where
c3/2 =
1
3
√
2pic1
, c1/2 = 4c2
√
2pi
c1
. (4.85)
The first correction to this expression comes from the Casimir energy of the
quantum fluctuations. For simplicity, we set q1 = q2 = q/2 and the fluctuations over
the ground state can be parametrized by three fields pi1, pi2, pi3 defined by
α = µt+ 12pi1 −
1√
2pi2,
β = µt+ 12pi1 +
1√
2pi2,
γ = pi4 +
1√
2pi3.
(4.86)
The corresponding quadratic action is
L [pii] =
√
det(g)µc1
2
(
p˙i21 −
1
2(∇pi1)
2 + p˙i22 − λ(∇pi2)2 + p˙i23 − λ(∇pi3)2 − 4µpi3p˙i2
)
.
(4.87)
We recognize the expected conformal Goldstone pi1, together with a type-II Goldstone.
Note however that the parameter λ appears in front of the space derivatives, so that
the dispersion relation of the massless mode is given by
ω = |λ|
`(`+ 1)
2µ , (4.88)
where we used again the spectrum of the Laplacian on the 2-sphere as in Eq. (3.96).
4.6 Inhomogeneous ground states
So far, we have only realized charge configurations in which all the charge is aligned
with one Cartan generator. To access a generic charge configuration, we are forced
to relax the assumption of homogeneity of the ground state. This is possible
because with a non-Abelian global symmetry, there are enough dof to realize a
symmetry-breaking pattern which also breaks spatial symmetries. We will explore
this possibility using again the simplest non-trivial example, namely the O(4) vector
model in 2+1 dimensions using the nlsm we set up in the last subsection.
Let us now make a perturbative ansatz for an inhomogeneous solution:
α = µ1t, β = µ2t, γ = p(θ,φ), (4.89)
66
where θ,φ parametrize the angles of the 2-sphere. In the limit of µ2 − µ1  µ2 + µ1,
the eom reduce to the form
λ∆2S2p(θ,φ) +
µ22 − µ
2
1
2 sin
(p(θ,φ)) = 0, (4.90)
where
∆2S2 =
∂2
∂θ2
+
cos θ
sin θ
∂
∂θ
+
1
sin2 θ
∂2
∂φ2
(4.91)
is the Laplacian on the sphere. The system can be studied for any value of , but it is
instructive and qualitatively equivalent to consider the limit  1. With this ansatz,
the eom simplifies to the Laplace equation on the two-sphere:
λ∆2S2p(θ,φ) + (µ
2
2 − µ
2
1)p(θ,φ) = 0. (4.92)
If we impose smoothness of the solution we find
p(θ,φ) = Ym` (θ,φ), λ`(`+ 1) = µ22 − µ21, (4.93)
where Ym` are the usual spherical harmonics. The further requirement that p be real
selectsm = 0. Then p(θ) is a Legendre polynomial:
p(θ) =
√
2`+ 1
4pi P`(cos
(θ)). (4.94)
The inhomogeneity only depends on one of the angles of the sphere, replicating
the symmetry breaking pattern found for the inhomogeneous ground state of the
O(4) model on the torus in [84, 88]. Note that in order for p to be smooth, the
admissible values for µ22 − µ21 are quantized. This condition comes from the linear
approximation that we are using and can be relaxed. In particular, ` = 0 corresponds
to the homogeneous solution µ2 = µ1, but we have already seen that this leads
necessarily to q^2 = 0.
The lowest-energy solution with q^2 6= 0 corresponds to ` = 1 and the correspond-
ing operator is not a Lorentz scalar, but a spin 1 field. The scale of the inhomogeneity
is of the size of the sphere, which means that the eft description is indeed applicable.
The inhomogeneity of the lowest-energy solution however indicates that it cannot be
the ground state of a local action. Here, we are no longer in the representation Rwith
highest weight q^ = [q 0 . . . 0] as in the homogeneous case, see Section 4.4. To access
a different representation, we need to fix the values of the higher Casimir operators,
which are non-local quantities. This means that, even in principle, we cannot use a
Lagrange multiplier.
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Using the normalization∫
S2
dΩYm` Ym
′
` ′ = δ`` ′δmm ′ , (4.95)
we find that for general values of ` the charge matrix is in the Cartan subalgebra and
has the form
Qab =

0 q^1 0 0
−q^1 0 0 0
0 0 0 q^2
0 0 −q^2 0
 , (4.96)
where
q^1 =
c1(4pi− 2)λ`(`+ 1)µ1
µ2 − µ1
− 8pic2, (4.97)
q^2 = c1λ`(`+ 1)
(
2µ1
µ2 − µ1
+ 2 − 2pi
)
− 8pic2. (4.98)
The first observation is that using these expressions we can reframe the validity
of our approximation in terms of charges. The sum of the charges and the ratio
q^2/(q^1 + q^2) are given by
q^1 + q^2 = 2pic1`(`+ 1)λ
µ1 + µ2
µ2 − µ1
+ . . . , q^2
q^1 + q^2
=
2
4pi + . . . . (4.99)
From the first expression we see that the first approximation µ2 − µ1  µ2 + µ1
is consistent when the sum of the charges is large, q^1 + q^2  1, while from the
second expression we see that the linearization of sin(p(θ,φ)) obtained for  1 is
consistent when most of the charge is in one direction.
From the algebraic point of view, we see that these inhomogeneous solutions
correspond to operators that sit in new representations of O(4), with highest weight
[q^1 q^2], that were not accessible without breaking rotational invariance.
The energy of the ground state is now
E = c3/2(q^1 + q^2)
3/2 + c1/2(q^1 + q^2)
1/2 +
λ`(`+ 1)
3c3/2
q^2√
q^1 + q^2
+ . . . , (4.100)
which shows that, as expected, the lowest inhomogeneous solution is the one
with ` = 1. The energy has the form of the homogeneous case plus a correction
proportional to the charge q^2, that vanishes in the homogeneous case. We can identify
this correction with the energy of one quantum of the type-II Goldstone fluctuation
in Eq. (4.88). In fact, combining Eq. (4.93) and Eq. (4.99), at leading order, where
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Figure 2 – Solutions to the sine–Gordon equation and charge distributions on the
sphere for q^2/(q^1 + q^2) = 1/6 and Λ2 = µ22 − µ21 ≈ 2.5, 7.8, 16 and Legendre poly-
nomials P`(cos(θ)) for ` = 1, 2, 3.
µ1 ∼ µ2 ∼ µ, we have precisely
λ`(`+ 1)
3c3/2
1√
q^1 + q^2
=
λ`(`+ 1)
2µ + . . . (4.101)
The type-II Goldstone is charged under the unbroken U(1) symmetry of the homoge-
neous solution: adding a quantum to the homogeneous solution of weight [q^ 0] one
obtains a state of weight [q^ 1] which must coincide with the linear approximation of
the inhomogeneous solution that we have found here.
The linear approximation can be relaxed (see [87]) and one can study (numerically)
the full sine-Gordon problem in Eq. (4.90). Since the associated linear problem admits
smooth solutions for Λ2 = µ22 − µ21 = `(`+ 1), we expect a discrete spectrum starting
around these values when q^2 is very small. In the linear case, the allowed values
of Λ do not depend on the normalization of the field p. Here on the other hand,
different normalizations of p (which are fixed by the charges) will correspond to
different values of Λ. Larger values of q^2 lead to larger values of Λ2. The solution
is qualitatively similar to the solution of the linearized problem, i.e. the Legendre
polynomial q(θ) = P`(cos(θ)). Figure 2 shows the qualitative behavior of p(θ) for
q^2/(q^1 + q^2) = 1/6 for three different allowed values of Λ2 and we contrast it with
the behavior of the Legendre polynomials with the same integral normalization.
The advantage of this non-linear equation is that it extends the validity of our
approximation, which in this case is consistent for q^1 + q^2  1, independently of the
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charge distribution between the two Cartan generators.
Symmetry-breaking pattern and number of Goldstone bosons We have seen
in the previous discussion that the inhomogeneous ground state depends only on
the angle θ. Fixing the charge explicitly breaks the symmetry as follows:
SO(3, 2)×O(4)→ SO(3)×D×O(2)×O(2), (4.102)
where D is the time translation ∂t and the O(2)s are generated by the two Cartans
H1 and H2. The inhomogeneous ground state leads to the spontaneous symmetry
breaking pattern
SO(3)×D×O(2)×O(2)→ SO(2)×D ′, (4.103)
whereD ′ = D− (µ1H1 + µ2H2). We can convince ourselves of this by observing that
the ground state 〈ψ〉 is annihilated by the infinitesimal generator of D ′,
(
∂t−µ1 ∂α−µ2 ∂β
) 〈ψ〉 = 0. (4.104)
The breaking of the global symmetries results in two Goldstone modes. The novelty
of this solution is that it breaks the space symmetries and preserves only an SO(2).
More precisely, the generators of SO(3) are given by
T 1 = ∂φ, (4.105)
T 2 = − cosφ∂θ+ cot θ sinφ∂φ, (4.106)
T 3 = sinφ∂θ+ cot θ cosφ∂φ. (4.107)
T 1 is unbroken since 〈U〉 is function of t and θ. In the case of spontaneously broken
spacetime symmetries, there are in general fewer Goldstone bosons than broken
generators as the broken generators may not be independent. The breaking of the
spatial symmetry can result in maximally two Goldstone bosons, minus the number
of nontrivial solutions of the equation [89]
(
c2(φ)T
2 + c3(φ)T
3) 〈ϕ〉 = 0. (4.108)
Plugging in the generators, we find that equation (4.108) has one solution, {c2 =
sinφ, c3 = cosφ}, so the breaking of the spatial SO(3) produces only one Goldstone
dof. The explicit study of the fluctuations shows that the three dof are again arranged
into a type-I (conformal) Goldstone and a type-II Goldstone field (see [87]).
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4.7 Large n
A way of going beyond the eft treatment done so far, is to study the O(2n) model in
a regime of n→∞. We can adapt standard large-nmethods [90] to working at large
charge, see [91]. This extra control parameter enables us to verify the predictions of
our eft and study the interplay between the parameters. While within the eft, the
model-dependent Wilsonian coefficients are not accessible, we can compute them
from first principles in the path-integral formulation we adopt here.
The action We start with the Landau–Ginzburg model for 2n real scalar fields in
the vector representation ofO(2n) in (1+ 2) dimensions with Euclidean signature on
S1β × Σ, where Σ is a Riemann surface.18 Keeping all the terms up to mass dimension
three, the uv Lagrangian is
Sθ[ϕI] =
n∑
i=1
∫
dtdΣ
[
gµν(∂µϕI)
∗(∂νϕI) + rϕ∗IϕI +
u
2
(ϕ∗IϕI)
2 +
v
4
(ϕ∗IϕI)
3
]
,
(4.109)
where ϕI are complex fields.
We are interested in the canonical partition function at fixed charge, where we fix
the chargesQI that act as rotations on the complex fields ϕI, i.e. the Noether charges
Q^I =
∫
dΣ j0I = i
∫
dΣ [ϕ˙∗IϕI −ϕ∗Iϕ˙I]. (4.110)
The partition function takes the form
Z(Q1, . . . ,Qn) = Tr
[
e−βH
n∏
i=1
δ(Q^I −QI)
]
=
∫pi
−pi
n∏
i=1
dθI
2pi
n∏
i=1
eiθIQI Tr
[
e−βH
n∏
i=1
e−iθIQ^I
]
.
(4.111)
The integral over θI can be solved in terms of an asymptotic expansion in 1/QI. In
general such an expansion will receive contributions from the end points of the
integration θI = ±pi and from the saddle points of the integrand. In our case,
however, the integrand is a (2pi)-periodic function of θI, so the contributions from
the end points cancel each other and the leading contribution comes from the saddle
point.
The trace describes the grand-canonical partition function for a theory with
imaginary chemical potentials µI = iθI/β associated to the currents j0I. The θ-
dependent terms break the originalO(2n) symmetry to theU(n) that acts linearly on
the complex fields ϕI. The saddle-point equation for θI is iQI + ∂θIFgc(iθ/β) = 0,
18 As usual, we will mostly work on Σ = S2.
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where Fgc is the corresponding free energy. We will be discussing compact manifolds,
so we expect Fgc to be smooth and the derivatives to be well-defined. If the theory
is CP-invariant, Fgc is necessarily an even function of µ. The reason is that under
T , the chemical potential transforms as µ → −µ and if the theory is CP invariant,
then µ→ −µ has a to be a symmetry. It follows that at the saddle point θ has to be
necessarily imaginary, since the derivative of Fgc(µ) is an odd real function: taking
the complex conjugate of the equation one finds that at the minimum θ∗I = −θI, and
equivalently, the µI are real.
Since the current j0 in the trace depends on the momenta, the sum over the
momenta is non-trivial. The result can be understood in two equivalent ways: as
imposing a non-trivial boundary condition (bc) on the fields ϕI around the thermal
circle or as introducing a constant background field in the time direction for the
gauged U(1) symmetry and keeping periodic bc:
Tr
[
e−βH−iθ·Q^
]
=
∫
ϕI(β,x)=ϕI(0,x)
DϕI e
−Sθ[ϕI], (4.112)
where the gauged Euclidean action is
Sθ[ϕI] =
n∑
i=1
∫
dtdΣ
[
gµν
(
DiµϕI
)∗(
DiνϕI
)
+ rϕ∗IϕI +
u
2
(ϕ∗IϕI)
2 +
v
4
(ϕ∗IϕI)
3
]
(4.113)
and the covariant derivative is
DiµϕI =

(
∂0+i
θI
β
)
ϕI if µ = 0
∂iϕ otherwise.
(4.114)
We are interested in the ir behavior of the system at the conformal point where r
is fine-tuned to remain of order O(1), u diverges and v is generically of order O(1)
since it is dimensionless. Since we are working at fixed charge, our problem has
two intrinsic scales: the charge density ρI = QI/V and the scale u that has mass
dimension 1. We fix QI such that the hierarchy
1
L
 Λ ρ1/2I  u (4.115)
is satisfied, where L is the typical scale of the surface Σ, and Λ is the energy scale for
the physics that we want to study. Employing the standard approach to the vector
model [12, 92] we use a Hubbard–Stratonovich transformation [93, 94] and in this
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regime we can safely approximate the action as
SQ =
n∑
i=1
[
−iθIQI +
∫
dtdΣ
[(
DiµϕI
)∗(
DiµϕI
)
+ (r+ λ)ϕ∗IϕI
]]
(4.116)
with Di0 = ∂0+iθI/β, and λ which has been promoted to a collective field from a
Lagrange multiplier.
It is convenient to separate the zero modes:
ϕI =
1√
2
AI + piI, 〈piI〉 = 0. (4.117)
λ =
(
m2 − r
)
+ λ^, 〈λ^〉 = 0, (4.118)
and perform the quadratic path integral over the piI, expanding the functional
determinant as a formal series:
Sθ[λ^] =
n∑
i=1
[
Vβ
(
θ2I
β2
+m2
)
A2I
2 + Tr
[
log
(
−DiµD
i
µ +m
2)]− A2I2 Tr(λ^∆iλ^)
−
∞∑
n=2
(−1)n
n
Tr
(
∆iλ^
)n]
, (4.119)
where ∆λ^ are non-local terms written in terms of the propagator as
Tr
(
∆iλ^
)n
=
∫
dr1 . . . drn λ^(r1) . . . λ^(rn)
∏
i
∆i(rI − ri−1), r0 = rn. (4.120)
Our final result is an effective action for the fluctuations λ^ which depends on
the parameters m2, AI and θI. We have redefined the quantum structure of the
problem: instead of our original fields ϕI, we now have an action in terms of λ^. The
information about the fixed point and the symmetry-breaking pattern is contained
in the zero-modem2, which acts as a rg flow parameter.
The saddle point If we neglect the fluctuations λ^, we can identify the functional
determinant with the grand-canonical (fixed chemical potential) free energy:
Fgc(iθ) =
n∑
i=1
[
V
(
θ2I
β2
+m2
)
A2I
2 +
1
β
Tr
[
log
(
−DiµD
i
µ +m
2)]]. (4.121)
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The canonical (fixed charge) free energy is then
Fc (Q) = −i
n∑
i=1
θI
β
QI + Fgc(iθ)
∣∣∣∣∣
QI=−iβ
∂
∂θI
Fgc(θ)
= −
n∑
i=1
µIQI + Fgc(µ)
∣∣∣∣∣
QI=
∂Fgc
∂µI
,
(4.122)
where the value of θ is fixed by the saddle-point condition. This is a non-trivial
consistency check of our construction: at the saddle point we reproduce the usual
Legendre transform that relates the two thermodynamic potentials.
The functional determinant that appears in Eq. (4.121) needs to be regularized. In
viewof using the state/operator correspondence, we are interested in the theory living
on a two-sphere. It is therefore convenient to use the zeta-function regularization as
it does not affect the compactification manifold (see [95, 96] for an introduction). In
this scheme we introduce the sum over the eigenvalues of the operator−DµDµ+m2,
ζ(s|θ,Σ,m) =
∑
n∈Z
∑
p
((
2pin
β
+
θ
β
)2
+ E(p)2 +m2
)−s
. (4.123)
The E2(p) are the eigenvalues of the Laplacian on Σ,
4 fp(x) + E(p)2fp(x) = 0, (4.124)
and we have used the fact that the θ-terms shift the Matsubara frequencies on the
thermal circle from 2pin/β to 2pin/β+ θ/β. The functional determinant is written
using the identity log(x) = − dx−sds
∣∣∣
s=0
:
Tr
[
log
(
−DµD
µ +m2
)]
= −
d
ds
∑
n∈Z
∑
p
((
2pin
β
+
θ
β
)2
+ E(p)2 +m2
)−s∣∣∣∣∣
s=0
= −
d
dsζ(s|θ,Σ,m)
∣∣∣∣
s=0
. (4.125)
For β→∞, the zeta function ζ(s|θ,Σ,m) does not depend on θ, and is proportional
to the zeta function on the compactification manifold Σ:
lim
β→∞ 1βζ(s|θ,Σ,m) =
1
2pi
∫∞
−∞ dω
∑
p
(
(ω+ iµ)2 + E(p)2 +m2
)−s
=
Γ(s− 12)
2
√
piΓ(s)
∑
p
(
E(p)2 +m2
)1/2−s
=
Γ(s− 12)
2
√
piΓ(s)
ζ(s− 12 |Σ,m). (4.126)
The saddle-point equations are obtained by deriving the effective action with
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respect tom2, AI and θI at λ^ = 0. Using standard methods, we find:
1
2βVv
2 + nβ2 ζ(
1
2 |Σ,m) = 0,
iQI −
θI
β VA
2
I = 0, i = 1, . . . ,n,
2Vβ
(
m2 +
θ2I
β2
)
AI = 0, i = 1, . . . ,n,
(4.127)
where we have introduced
v2 =
n∑
i=1
A2I. (4.128)
The zero modes take the values
A2I =
QI
mV
(4.129)
and the remaining equations aremζ( 12 |Σ,m) = −
Q
n ,
v2 = QmV ,
(4.130)
where
Q =
n∑
i=1
QI. (4.131)
As we have seen in Section 4.2, the saddle point depends only on the sum of the
charges QI.
If we neglect the fluctuations λ^, the corresponding free energy is then given by19
F (Q) = −
1
β
n∑
i=1
[
iθIQI − βζ(−
1
2 |Σ,m)
]
= mQ+ nζ(− 12 |Σ,m), (4.132)
wherem is the saddle-point value.
Our final result for the free energy at fixed charge Q at leading order in the
fluctuations of λ on R× Σ isFΣ (Q) = mQ+ nζ(− 12 |Σ,m),mζ( 12 |Σ,m) = −Qn . (4.133)
The natural parameter that appears isQ/n which we hold fixed. In the following we
will study the systems in the limit of Q/n 1 in order to express the zeta functions
as asymptotic expansions.
19 The contribution from the zero modes to the energy vanishes at the saddle point.
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We use Mellin’s representation of the zeta function,
ζ(s|Σ,m) = 1
Γ(s)
∫∞
0
dt
t
tse−m
2t Tr
[
e4Σ t
]
. (4.134)
In the limit of large Q/n, we expectm to be parametrically large, so we can use the
corresponding asymptotic expansion where the integral localizes around t→ 0. The
trace over the eigenvalues of the Laplacian is expressed using Weyl’s asymptotic
formula in terms of heat kernel coefficients:
Tr
(
e4Σ t
)
=
∞∑
n=0
Knt
n/2−1. (4.135)
The heat kernel coefficients Kn can be computed using geometric invariants of the
surface Σ (see [97, 98] for a detailed introduction) and one finds that if Σ has no
boundary, all the odd coefficients vanish, K2n+1 = 0. The leading coefficients are
given in terms of the volume V and the scalar curvature R of Σ,
K0 =
V
4pi , K2 =
VR
24pi . (4.136)
Each consecutive order in the large-charge expansion is obtained by taking the next
term in the heat kernel expansion. This gives a precise geometrical interpretation
of our expansion large-charge expansion: the leading order is fixed by the volume,
the first correction by the scalar curvature and so on. This structure is of course
completely consistent with the general form of the nlsm found in Eq. (3.56). In the
case of the unit sphere we can use the explicit integral representation of the heat
kernel [99] and expressm and F as asymptotic expansions in 1/Q:
mS2(Q) =
(
Q
2n
)1/2
+
1
12
(
Q
2n
)−1/2
+
7
1440
(
Q
2n
)−3/2
+
71
120960
(
Q
2n
)−5/2
+ . . .
(4.137)
F
S2
(Q)
2n =
2
3
(
Q
2n
)3/2
+
1
6
(
Q
2n
)1/2
−
7
720
(
Q
2n
)−1/2
−
71
181440
(
Q
2n
)−3/2
+ . . .
(4.138)
We find precisely the expected large-charge expansion with the powers of Q we
found in the eft, see Eq. (4.62). The big difference with respect to the eft-treatment is
that the extra control-parameter n allows us now to compute the coefficients c3/2(n),
c1/2(n) which are incalculable within the eft:
c3/2(n) =
2
3(2n)
−1/2, c1/2 =
1
6(2n)
1/2, c−1/2 = −
7
120(2n)
3/2, . . . (4.139)
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The saddle-point equations (4.133) are valid for any value of the charge. So we
can also use them in the opposite limit ofQ/n 1. Using the appropriate expression
for the zeta function and expanding at next-to-leading-order (nlo) we find thatm
receives a Q/n correction to the conformal coupling value
m =
1
2 +
8
pi2
Q
2n + O
((
Q
2n
)2)
, (4.140)
and the corresponding conformal dimension is
∆(Q) = n
(
Q
2n +
8
pi2
(
Q
2n
)2
+ O
((
Q
2n
)3))
. (4.141)
The leading term was to be expected because in this limit we can identify the lowest
operator of charge Qwith ϕQ, which has engineering dimension Q/2.
The technology used here can also be used to study the case of small but finite
temperature, see [91].
The Goldstones Up to this point, n has been a generic parameter. We have derived
the saddle-point equations and then computed the free energy assuming that the
fluctuations λ^ could be neglected. This can be made more precise starting from
the action (4.119). In the standard treatment of the large-n limit [92, 100], a natural
rescaling of the quantum fluctuations is introduced that results in a self-consistent
1/n expansion. In our case, we rescale the fluctuations as λ^→ λ^/n1/2. In this way
we introduce a hierarchy among the terms in the effective action. The results of the
previous subsection are now understood as the leading effects in 1/n and we can
study the system perturbatively. From now on we will take the limit
n 1. (4.142)
We have however observed that the zeta functions have a natural expansion in
terms of the parameter Q/n 1. This means that we are effectively working in the
hierarchy
1 n Q n2. (4.143)
Equivalently, we have two large numbers, n andQ/n, with n Q/n controlling the
splitting between tree-level and quantum effects in the theory and Q/n giving an
expansion of the physical observables at each fixed order in n.
We have seen in Section 4.3 that one of the large-charge predictions for the O(2n)
vector model [21, 23] is that in the large-charge expansion of the ground state energy
there is a universal Q0 term due to the Casimir energy of the conformal Goldstone,
see Eq. (4.62). Since this term is n-independent, it has to appear as part of the first
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1/n correction to the (order n) results of before.
Consider the action for the piI and use the fact that at the saddle point all the
thetas are equal, θI = imβ:
SQ = −iθQ+
(
θ2
β2
+m2
)
v2
2 Vβ
∣∣∣∣
θ=imβ
+
n∑
I=1
∫
dtdΣ
[(
Dµpi
I
)∗(
Dµpi
I
)
+m2
∣∣piI∣∣2 + AI√
2
λ^
(
piI + (piI)∗
)
+ λ^
∣∣piI∣∣2],
(4.144)
If we use the same orthonormal basis of Cn as in Eq. (4.26) and project the fields piI
on it, the Hamiltonian reads
SQ = mβQ+
∫
dtdΣ
[(
Dµpi
0)∗(Dµpi0)+m2∣∣pi0∣∣2 + v√2 λ^(pi0 + (pi0)∗)+ λ^∣∣pi0∣∣2
]
+
n−1∑
I=1
∫
dtdΣ
[(
Dµpi
i
)∗(
Dµpi
i
)
+m2
∣∣pii∣∣2 + λ^∣∣pii∣∣2].
(4.145)
At the saddle point m2 = −θ2/β2 and we recognize the fields pii as the type-II
Goldstones discussed in Section 4.3.
The conformal Goldstone mode appears as a combination of pi0 (from now on,
for ease of notation pi0 = pi) and λ^. In order to see it, one can integrate out the type-II
Goldstones, which at order O
(
n0
)
give a mass term for λ^. The resulting one-loop
effective action at quadratic order is
S(2)[pi, λ^] =
∫
dtdΣ
[
∂µpi
∗ ∂µpi+m(pi∗ ∂0pi− pi∂0pi∗) +
√
−
ζ( 12 |Σ,m)
2V λ^
(pi+ pi∗)
−
ζ( 32 |Σ,m)
8V λ^
2
]
. (4.146)
There is no kinetic term for λ^ so we can integrate it out:
S(2)[pi] =
∫
dtdΣ
[
∂µpi
∗ ∂µpi+m(pi∗ ∂0pi− pi∂0pi∗) −
ζ( 12 |Σ,m)
ζ( 32 |Σ,m)
(pi+ pi∗)2
]
. (4.147)
The leading-order contribution in the 1/Q expansion of this term comes from the
leading term in the heat kernel expansion of the zeta function,
ζ(s|Σ,m) = K0
s− 1m
2−2s + . . . (4.148)
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and we find
S(2)[pi] =
∫
dtdΣ
[
∂µpi
∗ ∂µpi+m(pi∗ ∂0pi− pi∂0pi∗) +m2(pi+ pi∗)2
]
. (4.149)
This is precisely the action for the conformal Goldstone mode and its massive partner
in Eq. (3.39).
In summary, having another control parameter, we were able to confirm our
earlier eft predictions from first principles. Moreover, we were able to compute the
parameters ci which are incalculable within the eft.
5 Matrix models
The subject of matrix models at large charge is much richer than the vector models
discussed so far, but is also far less developed. While a number ofworks have appeared
which discussed theories of matrix-valued fields in sectors of large charge [87, 101–
103], their general properties havenot yet beendeveloped in an exhaustive fashion. We
will therefore confine ourselves to present those examples that have been understood
so far.
5.1 SU(2)× SU(2)
As a first (and so far best-understood) example we study a model in which the order
parameter is a unitary 2× 2matrix field Ψ. We assume the Lagrangian to be invariant
under the action of SU(2)× SU(2) that transforms Ψ as
Ψ(x) 7→ VLΨ(x)V−1R . (5.1)
Following the approach to the O(2n) vector model in Section 4.5 we write a nlsm
based on a scalar function of Ψwhich is Lorentz-invariant and invariant under the
global symmetry. The simplest such function is
‖dΨ‖2 = 〈∂µΨ† ∂µΨ〉 . (5.2)
The Lagrangian takes the same form as in Eq. (4.73):
Lnlsm[Ψ] =
√
det(g)
(
k0‖dΨ‖d+1 + k1R‖dΨ‖d−1 + . . .
)
. (5.3)
Unlike in the cases studied so far, we now have a left and a right current, which are
represented by 2× 2matrices that transform in the adjoint of the respective global
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groups:
JL =
i
2‖dΨ‖
δL
δ‖Ψ‖
(
dΨΨ† − ΨdΨ†
)
, JR =
i
2‖dΨ‖
δL
δ‖Ψ‖
(
dΨ† Ψ− Ψ† dΨ
)
, (5.4)
JL 7→ VLJLV−1L , JR 7→ VRJRV−1R . (5.5)
This is precisely the same situation that we had encountered for the O(2n)model
and the only invariant objects are the eigenvalues of these matrices. The conserved
charges are obtained as usual,
QL =
∫
dx JL,0, QR =
∫
dx JR,0, (5.6)
and we can fix 2 rank(SU(2)) = 2 charges, one on the left and one on the right,
corresponding to the projections of the charge matrices on the Cartan generator,
which we can choose to be the Pauli matrix HL = HR = σ3:
qL =
1
2
〈QLHL〉 , qR = 12 〈QRHR〉 . (5.7)
The energy of a given configuration will depend in general only on the eigenvalues of
QL andQR, which can always be diagonalized with a SU(2)× SU(2) transformation,
QL = jLσ3, QR = jRσ3. (5.8)
In this particular case, the parallel with the O(4)model is explained by the fact that
SU(2)× SU(2) is a double cover of O(4):
O(4) = SU(2)× SU(2)
{(1, 1), (−1,−1)} . (5.9)
Explicitly, if we parametrize Ψ ∈ SU(2) as
Ψ =
(
eiβ cos(γ) eiα sin(γ)
−e−iα sin(γ) e−iβ cos(γ)
)
, (5.10)
we find that the invariant function ‖dΨ‖ coincides with the invariant function ‖dψ‖
defined for the O(4)model with the parametrization in Eq. (4.78):
‖dΨ‖2 = 2‖dψ‖2. (5.11)
The Cartans HL and HR in SU(2)× SU(2) act as
HL :
α 7→ α+
L
2
β 7→ β+ L2
HR :
α 7→ α−
L
2
β 7→ β+ L2
. (5.12)
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Comparing with the action of H1 and H2 in O(4) found in Eq. (4.79) we see that the
actions are related by
H1 = HL −HR, H2 = HL +HR. (5.13)
With these identifications we can translate all the results of Section 4.5 into results
for this matrix model (see also [87]).
• If we fix the projections qL and qR and impose homogeneity, the lowest-energy
solution is such that the charge matrices can be rotated into the form
QL = jσ3, QR = jσ3, (5.14)
where j = qL + qR. The corresponding state lives in the representation (j, j) of
SU(2)× SU(2);
• states that live in generic representations (jL, jR), with jL 6= jR correspond to
inhomogeneous solutions [87]. The only difference with respect to the O(4) case is
that here, jL and jR are generically integers or half integers, while for O(4) they are
constrained by jL + jR ∈ Z;
• the dimension of the lowest operator in the representation (jL, jR) in 2+1 dimensions
is given by
∆(jL, jR) = c3/2j3/2 + c1/2j1/2 + λ2
|jL − jR|
j1/2
+ . . . , (5.15)
where j = max(jL, jR), and c3/2, c1/2 and λ2 are Wilsonian parameters;
• the fluctuations over the ground state are encoded by a (conformal) type-I Goldstone
and a type-II Goldstone.
5.2 SU(N) matrix models
Another option is studying an SU(N) matrix model in 2+1 dimensions at large
charge, where the fieldΦ ∈ su(N) and the global SU(N) symmetry acts on it via the
adjoint map [101, 102]. These models display a richer phenomenology than what
we have seen in the vector models. For example, it is possible to fix more than one
charge independently, while still obtaining a homogeneous ground state. These charge
assignments will correspond in general to different symmetry-breaking patterns
leading to distinct fixed points in the ir.
We study the lsm description of the model. Conformal symmetry requires scale
invariance of the action and fixes the potential to be a polynomial of order six in Φ
plus the conformal coupling ofΦ, while neglecting higher-derivative operatorswhose
contributions are controlled in the large-charge expansion. Given these assumptions,
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an effective irWilsonian action for Φ living in R×M is given by
Llsm =
1
2 Tr
(∂µΦ∂
µΦ)−V(Φ), (5.16)
with the potential
V(Φ) =
R
16 Tr
(
Φ2
)
+g1 Tr
(
Φ6
)
+g2(TrΦ3)2+g3 Tr
(
Φ4
)
Tr
(
Φ2
)
+g4(TrΦ2)3, (5.17)
which has to be bounded from below, meaning it cannot have a runaway behavior
when Tr
(
Φ2
) → ∞. This amounts to a set of conditions on the couplings gi. For
instance, when all gi > 0, V(Φ) is well bounded from below. By trace cyclicity we
readily see that the action is invariant under global SU(N) transformations acting on
Φ via the adjoint map:
V ∈ SU(N), Φ→ Ad[V]Φ = VΦV−1. (5.18)
The associated Noether current is given by
Jµ = i [Φ,∂µΦ] . (5.19)
Assigning to the field operator the classical mass dimension [Φ] = 1/2, the action
under consideration becomes also scale invariant.
The Euler–Lagrange eom are found by varying the action with respect to Φ:
Φ¨ = −V ′(Φ). (5.20)
Since Φ is Hermitian, we can diagonalize it,
Φ = UAU†, U ∈ SU(N)/U(1)N−1, (5.21)
and obtain the eigenvalue matrix
A = diag (a1, . . . ,aN) , a1 + · · ·+ aN = 0. (5.22)
Tracing both sides of Eq. (5.20) we deduce a necessary condition on the classical
solution:
Tr
(
V ′(Φcl)
)
= 0. (5.23)
The homogeneous solution to the eom Eq. (5.20) has two distinct branches, depending
on the values of the Wilsonian parameters gi, which can both be parametrized as
Φcl = Ad
[
exp
(
i
∑nh
j=1
µjH
j t
)]
Φ0, (5.24)
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where Φ0 ∈ su(N) denotes the time-independent part. The direction of the time
dependence can always be chosen to be inside the Cartan sub-algebra of su(N),
generated by the Hj. Different choices of the fixed charges will correspond to
appropriate values of the chemical potentials µj. Modulo accidental enhancements at
special charge configurations, the number nh of non-vanishing µj gives the number
of type-I Goldstones χj associated to the charges Qj in the low-energy theory.
The two branches of the classical solution mentioned are associated to different
fixed points of the rg flow. Quantizing the fluctuations on top of the corresponding
vacua leads to distinct predictions for the low-energy spectrum and the scaling
dimension of lowest charge-Q operators. We will summarize here the classification
of the fixed points appearing in [101].
The special cases of SU(2) and SU(3). In the classification of fixed points there are
two special cases. The SU(2) matrix model is locally equivalent to the O(3) vector
model and hence its analysis follows immediately from Section 4. Despite the SU(3)
matrix model not being equivalent to any vector model, it turns out that this matrix
theory gives qualitatively the same predictions as vector models [102]. In su(3), it is
always possible to choose a basis of Casimirs to be spanned by Tr
(
Φ2
)
and Tr
(
Φ3
)
.
This means that we can set g1 = g4 = 0 in the potential (5.17). Consequently, SU(3)
falls automatically into the class of Wilson–Fisher-like fixed points discussed next.
We can never fix more than one independent U(1) scale in the low-energy description
of a model with global SU(3) symmetry and be still homogeneous in space. From
the SU(4) matrix model on, we will see new non-trivial behavior not present in the
vector model.
Wilson–Fisher-like fixed point. To understand the fixed point structure, we take a
closer look at the role of the scalar potential (5.17) in the classical eoms for any SU(N)
matrix model. Concentrating on the locus where g1 = g3 = g4 = 0 and g2 is arbitrary,
the scalar potential evaluated on the classical solutionΦcl becomes
V(Φcl) = V(Acl) =
R
16 Tr
(
A2cl
)
+ g2
(
Tr
(
A2cl
))3 . (5.25)
Then, the full action S[Φcl] has a O(N2 − 1) symmetry. Consequently, this branch of
the solution follows the pattern of the classical ground state constructed forO(N2−1)
vector models. The lowest-lying state of fixed charge admits only one charge scale
given by Q, as there appears only one independent µ in Eq. (5.24), meaning nh = 1.
Only one relativistic Goldstone arises.
Multi-charge fixed point. In a SU(2k) or SU(2k+1) matrix model with k > 2 there
exists a fixed point for generic values of the couplings gi in V(Φ) (well inside the
allowed parameter range). This class of fixed points is generally characterized by k
different chemical potentials in the embedding of Eq. (5.24), i.e. nh = k. This leads
83
to k relativistic Goldstones, enabling us to fix up to k = bN/2c different U(1) charges
in the low-energy description, while still maintaining spatial homogeneity. In the
large-charge expansion up to order one, we obtain qualitatively distinct predictions,
compared to the vector models. In [101], this type of fixed point is referred to
as “multi-charge fixed point”, where “multi-charge” refers to the possibility to fix
multiple U(1) scales in the low-energy theory around a homogeneous vacuum.
For general N, the structure of the solutions becomes much richer and remains
to be explored. The situation is sensibly simpler in d = 3, where the scale-invariant
potentials are more constrained and it is possible to analyze the system in detail for
generic N. This is discussed in the following section.
5.3 An asymptotically safe CFT
The next matrix model that we will consider is part of a four-dimensional gauge-
fermion theory including a sector with a complex matrix-valued scalar field which
in the appropriate limit is known to develop an asymptotically safe fixed point in
four dimensions. Also this example is not a general treatment of charge-fixing in
the matrix model, as we single out one particularly simple charge-fixing pattern. It
serves however to illustrate a number of points that have not yet arisen in the simpler
models studied at large charge so far. One point is due to the large non-Abelian global
symmetry of the model, which gives rise to a more interesting symmetry-breaking
pattern and spectrum of light dof. We will see in particular how the resulting type I
and II Goldstone bosons appear in representations of the unbroken symmetry.
The other point arises from the fact that our model contains not just scalars as
in all the cases studied so far, but also fermions and gluons. We will see that at
large charge, these sectors decouple from the low-energy physics encoded by the
Goldstones as the fermions acquire large rest masses of order ρ1/3.
Another difference is that in this case the linear sigmamodel is under perturbative
control in the appropriate Veneziano limit and it can be used directly to study the
large-charge behavior.
We start from a cft in four dimensions, containing SU(NC) gauge fields Aaµ, NF
flavors of fermionsQi in the fundamental and anNF×NF complexmatrix scalar field
Hwhich is not charged under SU(NC). In the Veneziano limit ofNF →∞, NC →∞
with the ratio NF/NC fixed, this theory is asymptotically safe, as shown in [104]. Its
Lagrangian is given by
L = −
1
2 Tr
(FµνFµν) + Tr
(
Q¯i /DQ
)
+ yTr
(
Q¯LHQR + Q¯RH
†QL
)
+ Tr
(
∂µH
† ∂µH
)
− uTr
(
H†H
)2
− v(TrH†H)2 − R6 Tr
(
H†H
)
.
(5.26)
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The trace runs over both color and flavor indices and QL/R = 12(1 ± γ5)Q. The
rescaled couplings of the model appropriate for the Veneziano limit are
αg =
g2NC
(4pi)2 , αy =
y2NC
(4pi)2 , αh =
uNF
(4pi)2 , αv =
vN2F
(4pi)2 , (5.27)
where αg is the gauge coupling (as opposed to the original gauge coupling g in
Eq. (5.26)), αy the Yukawa coupling, αh the quartic scalar coupling and αv the
double-trace coupling. We also introduce the control parameter
 =
NF
NC
−
11
2 , (5.28)
which in the Veneziano limit is continuous and arbitrarily small. As shown in [104], if
0 6  1, the system develops a uv fixed point that has only one relevant direction,
the other three being irrelevant. At leading order in perturbation theory and properly
respecting the Weyl consistency conditions [105] the couplings at the fixed point
have the values
α∗g = 0.4561 + O
(
2
)
α∗y = 0.2105 + O
(
2
)
,
α∗h = 0.1998 + O
(
2
)
, α∗v = −0.1373 + O
(
2
)
.
(5.29)
Equations of motion and ground state Wewill first focus on the sector involving
just the scalar field H, using the Lagrangian
LH = Tr
(
∂µH
† ∂µH
)
− uTr
(
H†H
)2
− v(TrH†H)2 − R6 Tr
(
H†H
)
. (5.30)
In a later step, we will show that indeed, all the fermionsQi will receive large masses
from fixing the charge and, together with the gluons, decouple from the dynamics.
In this sector, the model naively has a global U(NF)L × U(NF)R symmetry at
the classical level. We know however that the full model (given in Eq. (5.26)) has
an axial anomaly due to the Yukawa term. For this reason, we work directly in the
quantum global symmetry group SU(NF)L × SU(NF)R ×U(1)B which is generated
by the currents
JL =
i
2
(
dHH† −HdH†
)
, JR = −
i
2
(
H† dH− dH†H
)
. (5.31)
For the sake of simplicity, we will consider only the behavior of the system fixing the
conserved charges to be proportional to the identity: QL = −QR = J1Nf . We make
the homogeneous ansatz
H0(t) = e
2iMtB, (5.32)
withM2 = µ2/41NF and B = b1NF . SinceM is proportional to the charge matrix
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that lives in the algebra su(N), it must be traceless and it contains NF/2 diagonal
elements equal to µ/2 and NF/2 diagonal elements equal to −µ/2. The eom is
∂
∂t
[
∂
∂H˙∗
(
Tr
(
H˙†H˙
))]
+
∂
∂H∗
V(H,H∗)
= ∂20H+ 2u(H†H)H+ 2vTr
(
H†H
)
H+
R
6H = 0, (5.33)
and on the above ansatz reduces to
µ2
2 =
(u+ vNF)b
2 +
R
12, (5.34)
with the condition
J = Vb2µ. (5.35)
If for given fixed charges a solution exists which is homogeneous in space, this will
be the solution of minimal energy in this sector. In general it is not easy to identify in
the strong-coupling regime the operator whose insertion corresponds to this charge
configuration. Progress beyond the simplest cases of vector models has been obtained
recently in [106].
It is convenient to assume J to be large and expand in series. The natural expansion
parameter is J:
J = J
(u+ vNF)
8pi2 = 2J
αh + αv
NF
= 2Jtot
αh + αv
N2F
, (5.36)
where Jtot = JNF/2 is the total charge. The expansion requires J 1 and, observing
that at the fixed point both αh and αv are of order , we see that the expansion is
consistent in the regime
Jtot  N
2
F

. (5.37)
This is a typical feature of the large-charge expansion, where the total charge has to be
the dominant large parameter in the problem. In the case at hand, also the number of
dofN2F and the inverse coupling 1/ are large. Since there are no other dimensionful
parameters in our problem, the energy scale ρ1/3 will control the tree-level and the
quantum corrections to the energy of the ground state. For our choice of charges, we
obtain an expansion in J for the energy of the ground state, starting from J4/3:
E =
3
2
N2F
αh + αv
(
2pi2
V
)1/3[
J4/3 +
R
36
(
V
2pi2
)2/3
J2/3 −
1
144
(
R
6
)2(
V
2pi2
)4/3
J0 + O
(
J−2/3
)]
.
(5.38)
Specialized to the sphere (V = 2pi2R30 and R = 6/R20), this yields again the semi-
classical contribution to the scaling dimension of the lowest fixed-charge operator.
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Since here we started from a calculable cft, which is described by a trustworthy
linear sigma model, the coefficients in front of J4/3 and J2/3 are trustworthy. This
is in contrast to the earlier cases where cfts which are not perturbatively accessible
were studied at large charge and their Wilsonian couplings could not be determined
within the framework of effective field theory. The coefficient in front of J0 will
however receive a scheme-dependent contribution from the Casimir energy of the
Goldstones.
Decoupling of the fermions and gluons Now that we have understood the effect
of fixing the charge in the bosonic sector, we can discuss the fermionic and gauge
sectors. We will see that the fermions become massive, with the mass scale given by
the charge density, and this in turn decouples also the gluons. The same mechanism
is at play in the case of the supersymmetricW = Φ3 model discussed in Section 6.1.
As expected, the large-charge, low-energy physics is therefore described completely
by the Goldstone fields that result from the symmetry breaking.
We start with the fermionic part of the Lagrangian (5.26),
Lf = Tr
(
Q¯i /DQ
)
+ yTr
(
Q¯LHQR + Q¯RH
†QL
)
. (5.39)
Expanded around the ground state H = H0(t) given in Eq. (3.31), the action takes
the form
Lf, GS = Tr
(
Q¯i /DQ
)
+ yTr
(
Q¯Le
2iMtBQR + Q¯RBe
−2iMtQL
)
. (5.40)
It is convenient to redefine the fermionic fields Q to eliminate the time-dependent
coupling and trade it for a mass term. A possible choice is
ψL = e
−iMtQL, ψR = eiMtQR, (5.41)
so that the Lagrangian reads
Lf, GS = Tr
(
ψ¯i /Dψ
)
− Tr
(
ψ¯Lγ
0MψL
)
+ Tr
(
ψ¯Rγ
0MψR
)
+ yTr
(
ψ¯Bψ
)
= Tr
(
ψ¯i /Dψ
)
− Tr
(
ψ¯γ0γ5Mψ
)
+ yTr
(
ψ¯Bψ
)
.
(5.42)
The simplest way to see if the fermions actually become massive and decouple is to
write down the inverse propagator. The zero-momentum limit of its determinant
gives the product of the masses of the fields:
det
(
D−1(ω,p)
)∣∣∣∣
ω=0,p=0
=
∏
fields
m2f. (5.43)
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The inverse propagator corresponding to the action in Eq. (5.42) is
D−1(ω,p) = −ωγ0 + piγi − γ0γ5M+ yB, (5.44)
and since B andM are diagonal matrices, we find
det
(
yB −M
M yB
)2
=
NF/2∏
i=1
det
ybi + µ2i4ybi 0
0 ybi +
µ2i
4ybi
2 det(ybi 0
0 ybi
)2
(5.45)
=
NF/2∏
i=1
(
µ2i
4 + y
2b2i
)4
. (5.46)
We see that both the Yukawa term (via the term y2b2i) and the kinetic term (via the
term µ2i) contribute to the final expression. If all the charges are equal, also all the
fermions have the same mass which is given by
mψ =
(
µ2
4 + y
2b2
)1/2
=
(
2pi2
V
)1/3(
1+ 2NF
Nc
αy
αh + αv
)1/2
J1/3 + O
(
J−1/3
)
.
(5.47)
We see that all the fermions are massive, with a mass fixed by the charge density,
and they decouple from the rest of the theory.
Once all the fermions of the theory have decoupled, at scales belowmψ the pure
gauge sector starts running towards lower energies as pure Yang–Mills theory. The
resulting theory gaps with an estimated confining scale ΛYM
ΛYM = mψ exp
[
−
3
22αg(mψ)
]
. (5.48)
Here αg(mψ) is very close to the uv fixed-point value that is of order . The gluons
will generically modify all the terms in the large-charge expansion of the energy.
These contributions are however exponentially suppressed as O
(
e−1/
)
and can
be neglected in our approximation. Below the scale ΛYM we have the Goldstone
excitations that we will discuss in the following.
Symmetry-breaking pattern and Goldstone spectrum We will again discuss
the symmetry-breaking in terms of the two steps separating the breaking leading
to massive and massless Goldstones. TheM matrix acts like a chemical potential
and gives rise to a term which breaks the symmetries explicitly (step 1), while the B
matrix is akin to a ground state that breaks the remaining symmetry spontaneously
(step 2).
The explicit breaking only happens for the SU(NF)L symmetry, which is reduced
to the subgroupC(M)L ⊂ SU(NF)L×U(1)B that commuteswithMwhich is diagonal,
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with half the elements equal to µ/2 and half equal to −µ/2. It follows that
C(M) = SU(NF/2)× SU(NF/2)×U(1)2. (5.49)
B is proportional to the identity, so the spontaneous breaking preserves a group
C(M) embedded “diagonally” in C(M)L × SU(NF)R × U(1), in the sense that B
remains invariant under the adjoint action of C(M). The full symmetry-breaking
pattern is thus
SU(NF)L × SU(NF)R ×U(1)→ C(M)L × SU(NF)R  C(M). (5.50)
By Goldstone’s theorem, the low-energy dynamics is described by dim(SU(NF)) =
N2F − 1 dof. By construction, the Goldstone fields will arrange themselves into
representations of the unbroken group C(M).
To study their spectrum, we need to expand the fields at second order in the
fluctuationsΦ around the ground state H0(t):
H(t, x) = exp
[
iµt
(
1 0
0 −1
)](
b
(
1 0
0 1
)
+Φ(t, x)
)
. (5.51)
Since we are only interested in the leading behavior at small momenta, we can neglect
the term proportional to the curvature and write the Lagrangian as:
L = Tr
[
∂µH
† ∂µH
]
− uTr
[
H†HH†H
]
− vTr
[
H†H
]2
= Tr
[
∂µΦ
† ∂µΦ
]
− iTr
[
µ(Φ† ∂0Φ− ∂0Φ†Φ)
]
+ µ2 Tr
[
Φ†Φ
]
− uTr
[
(b+Φ)(b+Φ)†(b+Φ)(b+Φ)†
]
− vTr
[
(b+Φ)(b+Φ)†
]2
.
(5.52)
The fluctuation Φ(t, x) can always be expanded as
Φ(t, x) =
N2F−1∑
A=0
(hA(t, x) + ipA(t, x))TA, (5.53)
where T 0 = 1/
√
2NF 1 and the Ta are the generators in the generalized Gell–Mann
basis of SU(NF), which satisfy the identity
TaTb =
1
2
(
δab
NF
+ (dabk + ifabk)T
k
)
, (5.54)
where fabc are the structure constants and dabc is the totally symmetric tensor of
SU(NF). The second-order expansion of the potential in terms of the hA and pA
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then takes the form
V(2) =
1
2M
2
hAhB
hAhB +
1
2M
2
pApB
pApB +
1
2M
2
pAhB
pAhB, (5.55)
where theM2 are those in Eq.(A.8) in [107] for the case of the background field state
being H = b1 =
√
2NFbT 0:
M2h0h0 = −µ
2 + 6b2(u+NFv) = 2µ2, M2hahb = 2µ
2 αh
αh + αv
δab, (5.56)
M2pApB =M
2
pAhB
= 0. (5.57)
Let us pause a moment and see what we have found. The effective mass matrix is
diagonal. Imposing the eom, we find that there areN2F massless andN2F massive dof.
This is not consistent with the symmetry breaking pattern C(M)× SU(NF)→ C(M).
The reason for this discrepancy is that we have decided not to consider the anomalous
U(1) axial symmetry that is broken by quantum effects. This means that one of
the massless dof found here is actually spurious, and we are left with the expected
N2F − 1.
We now need to identify the type I and type II Goldstones in the spectrum. This
information is encoded in the term linear in µwith one time derivative appearing
in Eq. (5.52). Remember that in our parametrization all the hA are massive, while
all the pA do have a vanishing quadratic termM2pApB . A cross term between a ha
mode and a pa mode gives a type-I Goldstone and a massive field as first observed
in the O(2) model, see Eq. (3.41).
• For h0, the inverse propagator reads
∆−1h0p =
(
1
2(ω
2 − p2) − µ2 iµω
−iµω 12(ω
2 − p2)
)
, (5.58)
corresponding to the expected conformal Goldstone with velocity 1/
√
3.
• For ha, the inverse propagator reads
∆−1hap =
(
1
2(ω
2 − p2) − αhαh+αvµ
2 iµω
−iµω 12(ω
2 − p2)
)
, (5.59)
corresponding to a massless and a massive mode with dispersion relations
ω =
√
αh
3αh + 2αv
p+ . . . ω =
√
2(3αh + 2αv)
αh + αv
µ+ O
(
p2
)
. (5.60)
In this case the velocity is not fixed by scale invariance, but we have the constraint
0 < αh/(3αh + 2αv) 6 1 from causality, which implies αh + αv > 0. This constraint
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type I I I II
dof 1 N2F/4− 1 N2F/4− 1 2×N2F/4
velocity 1/
√
3
√
αh
3αh+2αv
√
αh
3αh+2αv n/a
SU(NF/2)× SU(NF/2)
representation (1, 1) (
... , 1 ) (1,
... ) ( , )
Table 1 – The Goldstone spectrum resulting from fixing the charges in the sector
{J, . . . , J,−J, . . . ,−J}. The N2F − 1 DOF stemming from the breaking of the global sym-
metry are arranged into a singlet (the conformal Goldstone), two adjoints of SU(NF/2)
and a pair of bifundamentals (that together form a single bifundamental type-II Gold-
stone). The type-I Goldstones contribute to the zero-point energy according to their
velocities. The type-II Goldstone has a quadratic dispersion relation and has zero veloc-
ity. Not represented here is the spurious singlet corresponding to the anomalous axial
symmetry.
is satisfied at the fixed point since, using Eq. (5.29), αh + αv = 0.6991αh > 0.
• A type-II Goldstone arises when the fields pA and pB are related by a linear term
proportional to p˙ApB − pAp˙B. In this case, the corresponding inverse propagator is
∆−1pApB =
(
1
2(ω
2 − p2) iµω
−iµω 12(ω
2 − p2)
)
. (5.61)
How are these Goldstone fields organized into representations of the unbroken
groupC(M) = SU(NF/2)×SU(NF/2)×U(1)2? The originalSU(NF)global symmetry
is explicitly broken to SU(NF/2)× SU(NF/2). The dof pa in the adjoint of SU(NF)
decompose into the sum of two adjoints of SU(NF/2), a pair of bifundamentals (that
together form a single bifundamental type-II Goldstone) and a singlet (the conformal
Goldstone), see Table 1. We can verify that this distribution accounts for all the
expected low-energy dof:
dim(1, 1) + dim(N2F/4− 1, 1) + dim(1,N2F/4− 1) + 2 dim(NF/2,NF/2)
= N2F − 1 = dim(SU(NF)). (5.62)
The contribution of the Casimir energy of the Goldstones to the ground-state energy
is scheme-dependent in 3+ 1 dimensions, as discussed in Section 3.5, so the semi-
classical term at order J0 in Eq. (5.38) receives a contribution which is not calculable.
6 Supersymmetric models
A large and well-studied class of cfts to which we can apply the large-charge
expansion is super-conformal field theory (scft). scfts naturally come with a
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continuous global symmetry, namely R-symmetry and have the advantage that
we can make use of the constraining features of supersymmetry (susy), which in
combination with the large-charge expansion allows us to push our analysis further
that in the non-supersymmetric cases. It furthermore also allows us to compare
large-charge predictions to existing results obtained via localization techniques. In
the cases, where this was possible, we found excellent agreement (see [76, 108]).
The subject of scft at large R-charge has not yet been exhaustively developed. We
present here two cases with qualitatively different behaviors.
We begin by studying a simple model in three dimensions without a moduli
space, where we find that it displays the same characteristic behavior as the O(2)
model [21].
The generic case in scft can however involve a non-trivial moduli space of vacua,
which drastically changes the behavior at large charge. Of this kind, we present a
simple example in three-dimensions, the XYZ model [109], and N = 2 theories in
four dimensions with a one-dimensional moduli space [75, 76, 108].20
6.1 The supersymmetric W = Φ3 model
The simplest supersymmetric example to consider is an N = 2 model in 2 + 1
dimensions with a single chiral superfieldΦ = (φ,ψ, F) and
K = Φ†Φ, W = 13Φ
3. (6.1)
This model is known to flow to an interacting superconformal fixed point and has no
small parameters. It is special in that it contains no marginal deformations. At the
fixed point, Φ has R-charge = 2/3. We choose however to normalize the charge Q
to be 3/2 times the R-charge, so that φ carries the charge +1. We use a convention
in whichW is unit normalized and has dimension [mass]2. Based on the fact that
the superpotential does not renormalize, we find that at the fixed point, Φ has
engineering dimension Φ ∝ [mass]2/3. Since the ir Lagrangian must be classically
scale invariant, so the Kähler potential has dimension 1 in d = 2, and we pick
K =
16bK
9
|Φ|3/2. (6.2)
For φ, this results in the kinetic term and potential
Lkin = bK|φ|
−1/2 ∂µφ∂
µφ¯, V = 1
bK
|φ|9/2. (6.3)
20 While we were finishing this work, a paper appeared discussing an interpolation between these two
behaviors [110].
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Independently of the Kähler potential, there is also a Yukawa coupling
LYuk = iφψ↑ψ↓ + (h.c.). (6.4)
As before, we now want to write the leading terms of the large-Q effective action in
terms of a = |φ| and χ = argφ:
Llsm = bKa3/2 ∂µχ∂µχ+ bK
(∂a)2
a1/2
− V(a) + (higher-derivative terms) + (fermions).
(6.5)
As in the O(2) model, the action is minimized for a = v = const. in which case the
eom for a becomes
3
2bka
1/2 ∂µχ∂
µχ−
9
2bK
a7/2 + · · · = 0, (6.6)
which is solved by
∂µχ∂
µχ =
3
b2k
a3 + (higher-derivative terms) + (fermions). (6.7)
Eliminating a classically gives the same structure for the leading-order nlsm La-
grangian as in the O(2) model, plus fermionic terms:
Lnlsm = k0(∂µχ∂µχ)3/2+(lower-order terms in (∂µχ∂µχ)1/2)+(fermions). (6.8)
It turns out that the only real difference to the O(2) model at large charge, namely
the fermionic terms, do not play a role in the effective description: just like in the
case of the asymptotically safe cft discussed in Section 5.3, the fermions decouple.
They acquire a large rest mass via the Yukawa coupling and the kinetic term. This
means in particular, that the ground-state solution breaks susy completely and susy
is realized non-linearly by a massive Goldstino, i.e. the fermionic mode that must
have a rest energy proportional to |∂χ| = µ ∝ √Q.
The resulting scaling dimension associated to the ground state has again the form
∆(Q) = c3/2Q
3/2 + c1/2Q
1/2 + . . . (6.9)
On general grounds, we expect for Bogomol’nyi–Prasad–Sommerfield (bps) states
the behavior
∆(Q) = Q+ S, (6.10)
where S is the spin of the state. The fact that the ground state at large charge is thus
not a bps state but breaks susy completely might be surprising at first sight. But, in
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this model, one finds via a partition function calculation21 that at fixed charge, no
scalar bps states exist and S ∝ Q2: the first such state is parametrically heavier than
the ground state at large charge.
6.2 The XYZ model
The models that we have encountered up to this point have one common feature.
They describe isolated fixed points in the phase diagram. The physics is qualitatively
different in the presence of a moduli space of Lorentz-invariant vacua on flat space.
This is for example the case for supersymmetric theories with an infinite chiral ring.
Having a degenerate spectrum when the curvature of the space vanishes means that
the curvature is always relevant in the relationship between energy and charge and
in general the low-energy states will not anymore satisfy a simple relation of the type
E ∝ Q(d+1)/d. For a supersymmetric model with a moduli space the lowest state
always saturates the bps bound, fixing the conformal dimension to be equal to the
charge ∆ = Q. Equivalently, the energy of the ground state on the sphere must be
E = (R/(d(d− 1)))1/2Q. We find a correspondence between the chiral ring operators
and the helical solutions of the eft at large charge. This creates a dictionary between
the physics of the moduli space and the ope coefficients of the cft.
The simplest interacting theory with a moduli space is the three-dimensional
XYZ model. It describes three chiral superfields X, Y and Z with superpotential
W = gXYZ. It is known that for g  1 (or, more precisely at scales E  g2), the
theory flows to an interacting fixed point where all dimensions are of order O(1)
and there are no perturbative parameters. There is exactly one marginal operator
and the moduli space consists of three branches, freely generated by X, Y and Z
respectively. There are three independent U(1) global symmetries, rotating the
three fields independently. The R-charge is the linear combination of the three
corresponding charges
QR =
2
3
(QX +QY +QZ). (6.11)
A scalar superconformal primary is in the chiral ring if it satisfies the bps bound
∆ = QR. Wewant to see how this algebraic constraint is realized in the large-R-charge
eft [109].
First observe that we can consistently choose one of the three branches, where
the vevs of two of the fields (say Y and Z) vanish and the fields have masses above
the cutoff of the eft. The rg analysis of the possible terms is parallel to the one that
we have discussed in Sec. 3.1 for the O(2)model, with classical terms that now have
the superspace form
O =
∫
d2θd2θ¯ I, (6.12)
21 We thank Richard Eager for sharing his unpublished results with us.
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where I is an operator that must satisfy the following conditions
• Imust have scaling dimension 1;
• Imust be invariant under theWeyl transformation that transforms X into X→ e2σ/3X
(and its fermionic superpartner as ψ→ e7σ/6ψ);
• Imust be compatible with supersymmetry.
It is convenient to do a field redefinition and introduce the field φ = X3/4, that has
dimension [φ] = 1/2. This transformation is well-behaved at large values of X (where
the eft is defined) and it is singular only at the origin of field space. This becomes
however relevant, together with charge quantization, in fixing the allowed number
of quantum φ excitations.
The first term that we can write is the usual kinetic term ∂µφ∗ ∂µφ, together with
the usual conformal coupling to the curvature and its supersymmetrization. There is
no potential term, since |φ|6 is not compatible with supersymmetry. The interactions
are realized by higher-derivative terms. The leading one is the unique Weyl-invariant
operator with four derivatives, the Fradkin–Tseytlin–Paneitz–Riegert (ftpr) term [111–
113]:
Oftpr =
1
φ¯
(
∂µ∂
µ∂ν∂
ν+∂µ
(
5
4g
µνR− 4Rµν
)
∂ν−
1
8 4R+ R
µνRµν −
23
64R
2
)
1
φ
(6.13)
and its super-Weyl-invariant completion, that in flat space takes the simple form [114]
Oftpr =
∫
d2θ ∂µΦ∂
µΦ
(ΦΦ¯)2
, (6.14)
where Φ = φ+
√
2θψ+ . . . is the chiral superfield. It has been pointed out in [115]
that such a term can only appear with a positive sign in the effective action for a
massless field. A negative sign would give rise to superluminal signal propagation,
as well as unitarity violation in moduli scattering, within the regime of validity of
the eft. The component decomposition on R× S2 can be found in [109].
Fixing the R-charge does not break supersymmetry completely. It follows that the
operator of lowest dimension saturates the bound∆ = QR. In turn this implies that the
ground state on the cylinder must have energy E0 = QR/R0. Generically this helical
solution will preserve a linear combination of time translations and R-symmetry (see
the discussion after Eq. (3.43)) and its angular frequency is ω = dE/dQR = 1/R0.
Given the relationship between R-symmetry and the U(1) symmetry that rotates the
field X in Eq. (6.11) it follows that the ground state in the X-branch must have the
form
X¯ = X0e
2it/(3R0) ⇒ φ¯ = φ0eit/(2R0). (6.15)
The amplitude φ0 is not fixed by the symmetries but depends on the Wilsonian
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coefficients in the eft. However, since the eft cannot have dimensionful parameters,
it must be that
φ0 ∝
(
QR
R0
)1/2
. (6.16)
Just like in the non-supersymmetric eft discussed in the previous sections, this
implies that the derivative and curvature expansion of the effective Lagrangian is
actually an expansion in inverse powers ofQR. The leading term is the two-derivative
kinetic one, which controls the leading contribution to the amplitude φ0. Explicitly,
if the bosonic component of the Lagrangian is
L = k
(
∂µφ
∗ ∂µφ−
R
8φ
∗φ
)
+ . . . (6.17)
and the R-charge acts on φ as
φ→ ei/2φ, (6.18)
the ground state solution at fixed charge QR is
φ¯ =
(
Q
2pikR0
)1/2
eit/(2R0). (6.19)
The contribution of the ftpr term vanishes when evaluated on the ground state,
which means that there are no corrections at least up to order 1/Q2R. It should be
possible to prove that all the corrections cancel order-by-order in 1/QR, since this
state is protected by supersymmetry.
Apart from realizing explicitly the properties of the ground state, which is one of
the basic predictions of superconformal invariance, the eft can also be used to study
near-bps states which satisfy |∆−QR| QR, in the spirit of [13, 116]. This is done
in [109] and we refer the reader to the original literature for this discussion.
6.3 4d N = 2 models with 1d moduli space
In the previous example we have seen how the large-charge eft reproduces the
bps bound from supersymmetry. While this tells us that the eft is consistent, it
would be more interesting to extract results that could not be predicted by using the
constraints from the algebra alone. This is for example possible in four-dimensional
N = 2 theories with a dimension-one Coulomb branch [75, 76, 108]. The eft for these
theories is strongly constrained by supersymmetry and, together with an integrability
condition, this will let us resum completely the large-charge expansion and obtain
results only corrected by non-perturbative terms, exponentially suppressed by the
R-charge.
Just like in the previous example, the states of lowest fixed R-charge are bps and
their conformal dimension is fixed to be ∆ = Q. We will use the eft instead to
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compute the three-point function coefficients. Let O(x) be the operator that generates
the chiral ring. The only non-vanishing three-point functions are those of the form
〈
On1(x1)O
n2(x ′1)O¯
n3(x2)
〉
, n1 + n2 = n3. (6.20)
The ope of two chiral-ring operators is regular, so we can take the limit of x ′1 → x1
where the three-point function reduces to a two-point function:
〈
On1(x1)O
n2(x ′1)O¯
n3(x2)
〉 −−−−→
x ′1→x1
〈
On(x1)O¯
n(x2)
〉
=
COn
|x1 − x2|
2n∆ . (6.21)
In this way, computing the normalization of the two-point function we recover the
fusion coefficients λO. Note that this calculation will depend on the normalization of
the field O(x). It follows that it will be convenient to compute directly the two-point
function in terms of insertions in the path integral, as opposed to via the state-operator
correspondence, which is not sensitive to this normalization. In turn, this introduces
a new issue. The large-charge eft is only well-defined on a compact space. No matter
how large the charge is, far away from the insertions, the charge density will vanish
and the eft breaks down. For this reason, even if we are interested in the theory on
R4, in order to use the eftwe need to apply a Weyl transformation and work on S4.
In path-integral terms, the two-point function of interest is
〈
On(x1)O¯
n(x2)
〉
=
1
Z
∫
DOOn(x1)O¯
n(x2) exp
[
−
∫
Left[O]
]
. (6.22)
In the limit of large charge, n → ∞, we expect the integral to localize around its
saddle point. To see this explicitly, it is convenient to exponentiate the insertions and
minimize the action,
Sfull = Seft + Ssources =
∫
d4x[Left + n log(O(x))δ(x− x1) − n log(O(x))δ(x− x2)].
(6.23)
The path integral will localize around the saddle in the limit n→∞ or equivalently,
in terms of the R-charge, Q = n∆→∞.
How do we write the eft? By assumption the ir theory contains a single vector
multiplet, whose lowest component is a complex scalar ϕ. The kinetic term for ϕ
must describe a flat moduli space and take the free-field form
Skin[ϕ] =
∫
d4x Im(τ)4pi ∂µϕ¯ ∂
µϕ. (6.24)
It is actually convenient to reabsorb the parameter τ and define a new field φ with a
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canonically-normalized kinetic term,
Skin[φ] =
∫
d4x ∂µφ¯ ∂µφ. (6.25)
In turn, the generator of the chiral ring Omust be related to φ by
On(x) = NQOφ
Q(x), (6.26)
whereNO is a normalization that has to be fixed independently. Using the free action
for φ and the source term, we find that the full action has a saddle for
φ(x) =
eiβ0 |x1 − x2|
2pi(x− x2)2
Q1/2, φ¯(x) = e
−iβ0 |x1 − x2|
2pi(x− x1)2
Q1/2, (6.27)
and the vev of the action is
〈Sfull〉 = Q(− log(Q) + 2 log(|x1 − x2|) + 2 log(2pi) + 1). (6.28)
The log(|x1 − x2|) term reproduces the expected position dependence of the two-point
function, while theQ log(Q) term is the leading contribution to the fusion coefficient.
Of course a free action cannot be the end of the story. For one, the eft must
reproduce the a anomaly of the theory that we want to describe. This is possible
if we add an interaction in the form of a four-derivative Wess–Zumino term, with
a coupling α chosen to compensate for the difference in the anomaly between our
single-vector multiple eft and the full cft. The Wess–Zumino (wz) term is a function
of the dilaton τ, normalized so that e−τ transforms as a scalar of dimension one.
This must be the modulus |φ(x)| of the field that spontaneously breaks the scale
invariance as we have seen for example in Section 3.2. It follows the identification
τ = − log
(
|φ|
µ
)
, (6.29)
where µ is some mass scale.
We have seen that the vev of |φ| is at leading order proportional to Q1/2. The
leading contribution of the wz term is proportional to τ, and so it will scale as log(Q).
More precisely,
Lwz
∣∣∣∣
log(Q)
= −τ∆aE4, (6.30)
where ∆a is the difference in the a-anomaly coefficients between the eft and the cft
and E4 is the Euler density. In the case of interest, in the S4 frame, we find that the
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contribution to the action at the saddle is
〈Swz〉
∣∣∣∣
log(Q)
= ατ, (6.31)
where α = 2(acft − aeft) and aeft is the a-coefficient of the eft of massless fields in
moduli space22. Putting it all together, we find that the leading expression in Q for
the two-point function in Eq. (6.22) is
∫
DφφQ(x1)φ¯
Q(x2)e
−Seft =
(
NO
2pi|x1 − x2|
)2Q
Q!Qα
(
1+ O
(
Q−1
))
. (6.32)
A key difference between the theories that we have described in the previous
section and the one at hand is that the eftmade of the kinetic and wz term is all there
is at tree level. In a theory of rank one there are no other possible superconformally-
invariant higher-derivative F-terms. All higher-order contributions in 1/Q to the
two-point function must come from quantum effects due to the interaction described
by the wz term and will be functions of α alone even if the theory has a marginal
coupling. It is convenient to define the quantities qn as
〈
On(x1)O¯
n(x2)
〉
=
eqn−q0
|x1 − x2|
2n∆ (6.33)
and recast our leading-order large-charge result in the form
qn = AQ+ B+Q log(Q) +
(
α+
1
2
)
log(Q) +
∞∑
m=1
km(α)
Qm
, (6.34)
where A and B depend on the normalizations, and the coefficients km(α) can be
computed perturbatively using the effective action. k1 is for example given by
k1(α) =
1
2
(
α2 + α+
1
6
)
. (6.35)
If the theory has a marginal coupling τ, as it is for example the case for N = 2
SU(2) sqcd, the coefficients A and Bwill depend on τ, but the km(α)will not. This
is important because in this case one can show that the qn obey a Toda-lattice
equation [118–122]:
∂τ∂τ¯qn(τ, τ¯) = eqn+1(τ,τ¯)−qn(τ,τ¯) − eqn(τ,τ¯)−qn−1(τ,τ¯). (6.36)
Plugging the eft expansion into Eq. (6.34) and using the one-loop result in Eq. (6.35)
as a boundary condition, the recursion relation can be solved up to two functions of
22 We use the conventions in [117] for the normalization of the a anomaly.
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τ and τ¯:
qn(τ, τ¯) = QA(τ, τ¯) + B(τ, τ¯) + log(Γ(Q+ α+ 1)), (6.37)
where A and B are solutions to a Liouville equation [108]. Finally, we can write the
two-point function in a compact form:
〈
On(x1)O¯
n(x2)
〉
= cn(τ, τ¯)
Γ(n∆+ α+ 1)
|x1 − x2|
2n∆ , (6.38)
where
cn(τ, τ¯) = enA+B + O
(
e−k
√
n
)
. (6.39)
This completely resums the large-charge expansion, up to exponentially-suppressed terms.
Note that the τ-dependence enters only via the coefficient cn, which also has a
precise dependence in n. In particular, the second variation of qn with respect to
n is τ-independent. This means that, even though we have computed the explicit
form of qn using the Toda-lattice equation, the value that we have obtained for
this second variation is valid for any rank-one theory, including the non-Lagrangian
Argyres–Douglas theories [123] in the classification of [124]. Explicitly, we can define
λO2n = exp(qn+1 + qn−1 − 2qn) =
Γ((n− 1)∆+ α+ 1)Γ((n+ 1)∆+ α+ 1)
Γ(n∆+ α+ 1)2 .
(6.40)
This same quantity for n = 1 has been recently the object of study using bootstrap
techniques (see [125]) and the numerical values obtained with the eft approach
are consistent with the bootstrap bounds with an error of order 1%, which can be
attributed to the exponentially-suppressed non-perturbative corrections.
In the case of sqcd, where τ is the marginal coupling, we can choose a scheme
that preserves explicit S–duality invariance, which becomes a boundary condition
for the Liouville equation satisfied by A and B [108]. This allows a direct comparison
to the numerical estimates for the coefficients λO2n from localization [122]. Figure 3
shows the remarkable agreement between these estimates and the eft results.
7 Alternative approaches
Apart from the examples described in great detail in this review, there are also a
number of other approaches related to the large-charge expansion that have appeared
in the literature and deserve mention. In this section, we single out lattice simulations
that give an independent confirmation for some large-charge predictions put forward
here, and then we list a number of other topics related to the large-charge expansion,
a detailed discussion of which would go beyond the scope of this already sizable
review.
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7.1 Lattice results
We have seen that the large-charge expansion is self-consistent.
Since we have mostly dealt with strongly-coupled systems which are notoriously
hard to access, an independent verification of the large-charge predictions has
however been hard to come by (an exception is given by the sqcdmodel discussed
in Section 6.3, for which a comparison to the results of supersymmetric localization
computations was possible). Moreover, by construction, the large-charge expansion
depends on a set of parameters (for example the coefficients ci in the expression for
the conformal dimension in Eq. (3.96)) that enters as input and cannot be computed
within the eft.23 It is therefore important to pursue alternative, non-perturbative,
techniques to verify the eft predictions at large charge.
Obvious candidates to verify our predictions are numerical simulations that
make it possible to work directly at strong coupling. The conformal dimensions for
the lowest operators of chargeQ have been computed in the cases of the O(2) and
O(4) vector models in [86, 87] via lattice simulations. The main outcome of these
works is that the predictions for the conformal dimension as a function of the charge
are confirmed to high precision and that — surprisingly — in these models, the
large-charge approximation is still viable and reproduces the non-perturbative results
even for charges of order one. Moreover, the two-parameter fit of our prediction to
the numerical data has yielded numerical values for the parameters c1/2 and c3/2.
The detailed description of the lattice techniques goes beyond the scope of this
review. We will however highlight some of the most salient points and invite the
interested reader to consult the original literature for details.
• The two-point function in the O(2)model has been computed in [86] generalizing
the Worm algorithm of [126] to include local sources. The method is based on the
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Figure 3 – First variation ∆nqn(τ) = qn+1(τ) − qn(τ) as function of Im(τ) for fixed
values of n (left) and as function of n for fixed values of Im(τ) (right). The dots are nu-
merical values estimated from localization, the continuous lines are the EFT prediction
in [108].
23 If we introduce an extra controlling parameter as in Section 4.7, their direct determination is in principle
possible.
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Figure 4 – Plot of the values of the conformal dimension of the lowest operator as
function of the fixed charge extracted from the Monte Carlo calculations at the O(2)
Wilson–Fisher fixed point [86] (left) and at the O(4) Wilson–Fisher fixed point [87] (right),
together with the plot of the large-charge predictions in Eq. (3.96) (solid line)
decomposition of the partition function in terms of Bessel functions, in order to
sidestep sign problem issues [127].
• The energy of the torus for the O(2) model was again computed using a worm
algorithm, but this time introducing a chemical potential for the global symmetry
and computing the energy difference E(Q) − E(Q− 1) by tuning the value of µ [86].
• In the case of the O(4) model it was not possible to use directly the model given
by the Lagrangian in Eq. (4.1) because it leads to sign problems. Instead, in [87]
the authors used a vicious walkers model (non-intersecting paths) that had been
originally introduced in [128] as a model for pion physics in two-color qcd and was
shown to have the same critical exponents as the O(4)model.
The results of the simulations are reported in Figure 4. In both examples we see
that the large-charge prediction is extremely successful at reproducing the numerical
estimates, even for small values of the charge.
7.2 Other topics not included in this review
In this review, we havemainly focused on themost basic principles of the large-charge
expansion exemplified in the O(2) model, and the interesting effects arising from
a non-Abelian global symmetry group as evidenced in the O(2n) model. As the
literature on the large-charge expansion is growing continuously, there is a number
of very interesting topics that we have not discussed here, partially due to limitations
in space and partially due to the limits of our own expertise. While these topics
are being actively explored and deserve mentioning, we must confine ourselves to
referring the reader to the original literature.
• One of the main features of the large-charge approach is that it can be used for
strongly-coupled systems that are not otherwise perturbatively accessible. However,
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if the model at hand has a small control parameter , one can consider a double-
scaling limit in which, schematically, → 0 and Q→∞, but their product κ = Q
is kept fixed. We have seen for example this strategy in action in the case of the
large-N limit in Section 4.7 where  = 1/N, and in the case of the asymptotically free
model of Section 5.3 where  = 11/2−Nf/Nc. The advantage is that one can then
combine the semiclassical large-Q analysis with other, more standard, perturbative
techniques for  → 0. This has been done recently in a series of works, among
which [81, 129–132] for vector models in d = 4 −  dimensions, [80] in d = 3 − 
dimensions, [133] in d = 6− , [106] for U(N)×U(N) non-Abelian Higgs theories in
d = 4−  dimensions, and in [20, 134–136] for N = 2 sqcd in four dimensions. In all
these cases, the double-scaling parameter κ plays a role akin to the ’t Hooft coupling
and allows bridging between the weakly-coupled uv regime and the ir fixed point.
Since we cannot do justice to this rapidly-evolving and promising line of research,
we refer the interested reader to the original literature.
• Since in a sector of large charge we have analytic control over a strongly-coupled cft,
it would be very interesting to explore the holographic duals of these models. First
attempts in this direction have been made in [137–140], but this topic clearly deserves
a lot more attention.
• More in general, dual descriptions of the same physics can lead to interesting insights.
The authors of [31, 82] for example have used the particle-vortex duality to access the
higher-spin fixed-charge operators in the O(2)model. In the same vein, the study of
Chern–Simons-matter dualities has been initiated in [141].
• Much of the progress made in recent years in cfts in d > 1 is due to bootstrap
methods [10]. A comparison of large-charge and bootstrap results would thus be
very useful. A technical obstacle is that the regime typically accessed via bootstrap
is not same where the large-charge eft is well-defined. The only case which allows
direct comparison are the N = 2 theories discussed in Section 6.3, where we could
completely resum the large-charge expansion.
Some early large-charge predictions have been recovered via bootstrap methods
in [11].
• Non-relativistic systems with Schrödinger symmetry (also called non-relativistic
cfts) share many similarities to cfts, such as strong constraints on the correlation
functions and a state-operator correspondence (albeit involving a harmonic potential
instead of working on a sphere) [142]. Such theories are of special interest as they
can be experimentally realized by a cold Fermi gas in a trap tuned to unitarity [143,
144]. It turns out that also this class of theories lends itself to working at large charge.
This avenue has been explored in [145–147].
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A Mathematical background
We collect here a number of mathematical results that are useful in the construction
of effective actions. Most of the result can be found in standard texts on differential
geometry (see for instance [148]). The Lie derivative with respect to vector fields on a
manifold is defined on the full tensor algebra and satisfy the Leibnitz rule
L([X, Y]) = [L(X),L(Y)], (A.1)
where [X, Y] is the standard Lie bracket between vector fields. We will be considering
also the action of L(X) on differential forms on manifolds. Given a Riemannian
manifold M of dimension n, we can consider the space of p-forms Λp(M) that
generate the De Rham complex. The exterior derivative
d : Λp(M)→ Λp+1(M) (A.2)
satisfies d2 = 0 and it is a graded differential (or antiderivation) of degree one. For
any vector field Xwe define the interior product
i(X) : Λp(M)→ Λp−1(M). (A.3)
It is the unique antiderivation of degree −1 on the exterior algebra and such that on
one-forms i(X)ω = Xaωa, and it obeys a graded Leibnitz rule in the exterior algebra.
After introducing d and i(X) it is not difficult to prove that
L(X) = i(x)d+ di(X). (A.4)
Since we did not define L(X) in general, we can take Eq. (A.4) as its definition on
differential forms. Then, on p-forms the following identities hold:
[d,L(X)] = [i(x),L(X)] = 0, (A.5)
i([X, Y]) = [i(X),L(Y)] = [L(X), i(Y)]. (A.6)
Next recall the adjoint action of the group and the Lie algebra. For the Lie algebra
defined with the bracket
[XA,XB] = f CAB XC, (A.7)
the adjoint action is
ad(X)Y = [X, Y] (A.8)
and the Jacobi identity becomes
ad([X, Y]) = [ad(X), ad(Y)]. (A.9)
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In terms of structure constants
(TA)
C
B = −f
C
AB (A.10)
satisfies Eq. (A.7). We will use a scalar product 〈TATB〉 = δAB for simple compact
groups. The adjoint representation of the group is given by
Ad(g)TA = g−1TAg = DAB(g)TB. (A.11)
B Finite volume
Two crucial ingredients of the large-charge expansion are the compactification on a
sphere (or a more general manifoldM) and the fact that the low-energy dynamics
is dictated by Goldstone’s theorem. But there is a tension. ssb can only happen
for infinite systems. In this section we will see how finite-volume effects are
exponentially controlled in the large-charge limit for d > 1. The d = 1 case (two
spacetime dimensions) must be discussed separately.
The standard argument against ssb in finite systems is that in this case, all the
states in the theory live in a unique separable Hilbert space, the symmetry is realized
by a unitary operator acting on this space and it relates all possible minima to the
unique ground state. This is to be contrasted with the situation in an infinite-volume
system. Now the states of the theory live in a non-separable Hilbert space and the
algebra of observables has a family of inequivalent irreducible representations. Each
representation has its own (separable) Hilbert space and its own ground state. The
symmetry maps those representations into each other but it is not a well-defined
unitary operator, so we have a family of ground states and (one or more) Goldstone
bosons that relate them.
Tomake this more explicit and see the implications on the large-charge expansion,
consider the fluctuations over the fixed-charge ground state of a system with U(1)
symmetry. The Lagrangian takes the form
L =
1
2 ∂µχ∂
µχ, (B.1)
where χ is a real field. The U(1) symmetry is non-linearly realized as χ 7→ χ + f,
where f is a dimensionful constant that depends on the vev of the initial field. In
the case of a cftwith broken symmetries due to working at fixed charge, f can only
depend on the scale fixed by the charge and must be given by
f2 = cfΛ
d−1
Q , (B.2)
where cf is a dimensionless parameter, characteristic of the cft at hand. We
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decompose χ(t, x) into modes,
χ(t, x) = χ0 + pi0t+
∑
k6=0
1√
2Vk
(
a(k)e−ikt+ikx + a†(k)eikt−ikx
)
, (B.3)
andwe concentrate on the zeromodes, which only appear in finite volume. Promoting
the field to an operator and imposing the standard equal-time commutation relations,
[χ(t, x),∂0χ(t,y)] = iδ(x− y), (B.4)
we see that the zero modes satisfy
[χ0,pi0] =
i
Ld
, (B.5)
where L = V1/d is the scale fixed by the geometry. As usual, it is convenient to
express the modes in terms of ladder operatorsa = 1√2L(d−1)/2(χ0 + iLpi0),a† = 1√2L(d−1)/2(χ0 − iLpi0). (B.6)
They satisfy the usual commutation relation[
a,a†
]
= 1, (B.7)
which we can use to generate a highest-weight representation of the algebra, starting
from the vacuum |0〉.
Using the fact that the non-zero modes integrate to zero, the charge operator is
Q =
∫
dx f δL
δ ∂0χ
= f
∫
dx ∂0χ = fVpi0 =
fL(d−1)/2√
2i
(a− a†). (B.8)
For any real constant ξ, we introduce |ξ〉 as the state obtained by the action of Q on
|0〉:
|ξ〉 = eiξQ |0〉 . (B.9)
Given the expression ofQ, |ξ〉 is a coherent state with parameter α = ξfL(d−1)/2/√2,
|ξ〉 = eαa†−α∗a |0〉 . (B.10)
By the usual properties of coherent states, its overlap with the vacuum is
〈0|ξ〉 = 〈0|eαa†−α∗a|0〉 = e−ξ2f2Ld−1/4, (B.11)
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which we can rewrite in terms of the charge Q = (ΛQL)d:
〈0|ξ〉 = exp
[
−ξ2
cf
4 Q
(d−1)/d
]
. (B.12)
This is precisely what we wanted. Starting from the true vacuum |0〉 and acting with
the charge (that commutes with the Hamiltonian) we can construct a family of vacua
|ξ〉. For a finite system all these vacua have a non-zero overlap, so eventually the
system will relax to the true vacuum |0〉. In an infinite system,Q is not a well-defined
operator, so each vacuum belongs to a different Hilbert space and we have ssb. The
large-charge limit is somewhat in between. Different vacua have a non-zero overlap,
but it is exponentially suppressed if d > 1. So, for all practical purposes, up to
exponential correctionswe can treat the system as if therewas ssb and use Goldstone’s
theorem.
C Fixed µ vs. fixed Q
We briefly compare the analogies and differences between finite chemical potential
and finite charge. For some relevant references see [25, 26, 48]. Wewill study the same
O(2n) theory as in Section 4, but with a fixed chemical potential. The Hamiltonian
density is
H =
1
2pi
2
a +
1
2(∇φa)
2 + V(φ2/2), a = 1, . . . , 2n. (C.1)
The charges
QI =
∫
ddx (φ2I−1pi2I − φ2Ipi2I−1) (C.2)
generate the Cartan subalgebra and act on the complex fieldsϕI = (φ2I−1+iφ2I)/
√
2
as
eiαQIϕIe
−iαQI = eiαϕI. (C.3)
A chemical potential can be introduced for each QI. For simplicity we concentrate
only on the I = 1 sector, and later introduce more fields. The Hamiltonian density is
then
Hµ = H + µJ
0, (C.4)
and the Hamiltonian eom are given by
φ˙1 = pi1 − µφ2, φ˙2 = pi2 + µφ1. (C.5)
The Lagrangian density yields
Lµ =
1
2
(
φ˙1 + µφ2
)2
+
1
2
(
φ˙2 − µφ1
)2
+ · · · = |D0ϕ1|2 − |∇ϕ1|2 − V(|ϕ1|), (C.6)
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where
D0ϕ = (∂0−iµ)ϕ, V(|ϕ|) = m2|ϕ|2 +
λ
2
|ϕ|4. (C.7)
If we introduce more fields, for each pair (φ2I−1,φ2I)we can choose a different µj,
but to compare to the homogeneous solution with finite Q we take them to be all
equal, µI = µ, and think of ϕ as a complex n-vector field:
Lµ = ∂µϕ¯I ∂
µϕI − (m
2 − µ2)ϕ¯IϕI −
λ
2 (ϕ¯IϕI)
2 + iµ(ϕ¯I ∂0ϕI − ∂0ϕ¯IϕI). (C.8)
There are three cases:
i. Ifm2 > µ2, there is no ssb. For every complex field the determinant of the kinetic
2× 2 matrix in momentum space is(
(E+ µ)2 −ω2p
)(
(E− µ)2 −ω2p
)
= 0, (C.9)
withω2p = p2+m2. The four zeros are at±µ±ωp and the positive-energy excitations
are
E
(1)
p = ωp + µ = m+ µ+
p2
2m + . . . , (C.10)
E
(2)
p = ωp − µ = m− µ+
p2
2m + . . . , (C.11)
which are both massive.
ii. In the limiting casem = µ, we have
E
(1)
p = 2µ+
p2
2µ + . . . , (C.12)
E
(2)
p =
p2
2µ + . . . . (C.13)
This is the case closest to the fixed-charge analysis, where µ is the same for all fields
and we have (n− 1) type-II Goldstone bosons.
iii. Finally, take µ2 > m2. This leads to ssb. The minimum of the potential satisfies
〈ϕ¯ϕ〉 = µ
2 −m2
λ
= A20. (C.14)
With a U(n) rotation we can write
ϕ =

η1
...
ηn
+

0
...
A0
 , (C.15)
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and, similar to the finite-Q case, the low-energy excitations include (n− 1) type-II
Goldstone bosons with energy E = p2/(2µ) + . . ., and a type-I one with dispersion
relation
E =
2λA20
4µ2 + 2λA20
p2 + . . . . (C.16)
So we see that cases (ii) and (iii) are close to the case of fixed charge, but there are
more free parameters. On general grounds it makes sense that fixed µ and fixed
Q have such similar properties, because classically, they are related by a Legendre
transformation.
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