Unbalanced lane usage on motorways might lead to the reduction in capacity of the motorway. Lane-level traffic management present new opportunities to balance the lane-flow distribution and help reduce congestion. In order to come up with efficient traffic management strategies on a lane-level, there is a need for accurate lane-specific traffic state estimation models. This paper presents a first order lanelevel traffic flow model. The proposed model differs from the existing models in the following areas: i) incentive based motivation for lane changes and consideration of downstream conditions ii) transfer of lateral flows among cells. The model is tested against real world data. It is observed that the model is able to capture the lane-level dynamics in terms of the lane flow distribution. The model results are compared to a linear regression model and results show that the developed model performs better than the regression model on the test sections.
Introduction
Congestion on motorways has become a common phenomenon across the world and causes major discomfort to the road users and high societal costs. In order to come up with efficient and active traffic management strategies to tackle the problem of congestion, accurate modelling and prediction of traffic conditions is essential. Most of the existing real-time estimation and prediction methods aggregate traffic across lanes without taking into account the difference among lanes. But it has been observed that on multi-lane motorways, lanes operate differently. Depending upon the conditions, proportion of flows on different lanes vary (Duret et al. 2012 , Knoop et al. 2010 , Wu et al. 2006 ). This can lead to underutilization of multi-lane motorways, with the possibility of congestion setting in on heavily used lanes even though spare capacity is still available on other lanes. In case of right hand traffic, the majority of the traffic is using the right most lane at very low densities. With increase in the roadway density, drivers start using The remainder of the paper is organized as follows: Section 2 describes state-ofthe-art on multilane traffic flow models. Section 3 describes the proposed multilane traffic flow model including the computation and transfer of lateral flows and lane change rates based on incentives. In Section 4, the proposed model is calibrated and validated against real world data from two motorway sections. In Section 5, discussions on the results of the model and sensitivity of the model to parameters are reported, and finally in Section 6, we conclude the paper and mention recommendations for future works.
State-of-the-art on multi-lane traffic
Although motorway lane changing has gained significant attention in the last two decades, most of the research has been in the microscopic direction where lane changing decisions of individual drivers are evaluated and considered to be a function of multiple variables such as speed and positions of surrounding vehicles, gaps, road geometries etc. (Gipps 1986 , Toledo et al. 2003 , Kesting et al. 2007 . Microscopic models require detailed vehicle information which might be difficult to collect. These models also usually consist of a large number of parameters which can be quite difficult to estimate and calibrate. Hence, employing the use of microscopic models for real time traffic state evaluation of multi-lane motorways seems unrealistic.
Macroscopic models describe aggregate driving behaviour and typically involve a relationship between the density and flow of a network. One of the earliest works related to multi-lane modelling from a macroscopic perspective was by Munjal and Pipes (1971) which was an extension of the kinematic wave model for a two-lane highway. Michalopoulos et al. (1984) improved upon this work and developed a second order model considering the acceleration effects and extended it to highways with more than two lanes. These models however were formulated in a continuous space-time domain and could not be applied successfully due to the lack of numerical schemes for discretization at that time. Laval and Daganzo (2006) expanded on the earlier works and presented a hybrid model considering the lane changers as particles with bounded acceleration rates. The main incentive considered here for drivers to change lane is to increase their speed. A major drawback of these models is that they consider the traffic flow variables to be aggregated across lanes which is not the case. Shiomi et al. (2015) and Roncoli et al. (2015) presented first order multi-lane models considering the lane changing rates to be dependent upon speed difference and density difference of neighbouring lanes respectively. These models treated the lanes as independent entities and did not aggregate the variables. Pan et al. (2016 Pan et al. ( & 2019 proposed a mesoscopic multilane model to capture the multilane traffic dynamics and extended it to include multiclass mixed traffic of Connected and Automated Vehicles (CAV) and regular vehicles. The mesoscopic model requires the calibration of a number of parameters along with the fundamental diagram (FD) parameters. Jin et al. (2010 Jin et al. ( & 2018 Although the model was able to reproduce satisfactory lane changing patterns, this approach led to more number of parameters being introduced increasing the cost of calibration while not massively improving accuracy. Park et al. (2015) considered the influence of both speed and density difference in a log-regression model to explain discretionary lane changes in a mesoscopic scale. Laval & Daganzo (2006) used speed difference as motivations for lane change but it was based on the assumption of similar operating speeds across lanes which is not the case. Shiomi et al. (2015) also considered speed difference as motivation but took into account the different speeds across lanes (different FD for every lane). A single FD for all lanes implies that lane changes always happen among the lanes which is not the case (because of different operating speeds on each lane). The overtaking behaviour is also restricted by a keepright bias. Hence, using a single FD for all the lanes might not lead to accurate results.
Assuming the use of a triangular FD, one of the disadvantages of using speed as a motivation to explain lane changing is the constant relationship between speed and density in the free-flow state. This implies that no lane changes take place in the free flow state which is not a realistic assumption. Considering different shapes of FD to allow for lane changes in the free-flow state can increase the complexity of the model in terms of the computation of demand and supply capacities due to the introduction of nonlinear terms. Hence, relation between the densities on different lanes offers more opportunities for the computation of lane change rates even in free-flow conditions. In this study, the motivation behind lane changing is formulated more explicitly using different incentives related to the densities of lanes rather than speed to consider various types of lane changing scenarios. The transfer of lateral flows is also based on the assumption that the lateral demand is dependent upon the supply capacity of the adjacent and downstream cell segments on the target lane to yield more accurate results. The developed model is tested against real world data. The results are then compared to a benchmark model which is also not commonly found in existing literature.
First order multi-lane traffic flow model

Modelling Framework based on CTM
Similar to most first order models, the starting point of the model is the well-known CTM (Cell Transmission Model) by Daganzo (1994) which is extended suitably to consider the dynamics of lane changing. A multi-lane motorway subdivided into segments, wherein each segment comprises of a number of lanes is considered. The segments are indexed i = 1,2,3….n and the lanes as l = 1,2….m.
Fig 1: Representation of the discretized freeway
The conservation law of multi-lane traffic is given by (1) which has also been used in Munjal and Pipes (1971) and Laval and Daganzo (2006) . where, ′→ is the lane change rate from lane l' to lane l. Using the notations from Fig 1 and based on the Godunov scheme of discretization for (1), the conservation equation in discrete terms is given by:
In (2), and represent the density and flow at the boundary of the cell-segments respectively. ∆ is the size of the time step and ∆ is the length of the cell segment.
denotes the lateral flow between the cell segments. denotes the simulation horizon where = 1,2,3…..,T and the total simulation time is given as sim = T*∆ . In order to ensure numerical stability based on the Courant-Friedrichs-Lewy condition (CFL), the cell length must obey the following condition:
where, is the lane based free flow speed. To minimize the numerical diffusion, the length of the cell segments is chosen according to (4) which maps the length to the least integer greater than or equal to ∆ . As has been previously highlighted in state-of-the-art, it is better to represent the lane change rates as a function of density difference among lanes as opposed to the speed difference. The advantage of using density difference is the fact that densities are the state variables of the traffic flow model being calculated and lane changes can occur even in free-flow conditions which is more realistic. Roncoli et al. (2015) used density difference as a motivation to explain lane changes. In this study, a term called the attractiveness rate was defined which was used to compute the lateral flow demand. It is given by:
where and → ′ are parameters ranging from 0 to 1 reflecting the aggressiveness and location. For simplicity, → ′ was always taken as 1. While it has been mentioned that by varying the value of and → ′ for different locations and road configurations, the model can reproduce satisfactory results, a detailed explanation has not been provided by the authors. While (5) Roncoli et al. (2015) and is given by:
The term is considered to be a function of various incentives such as the density difference ( ∆k ), route ( r ), keep-right bias ( kr ) and courtesy ( coop ) similar to the incentive based microscopic lane change model by Schakel et al. (2012) .
The different parts of will be discussed in the forthcoming sections. The incentives are designed for smaller cell segment size and may not work well when the cell segments are too long (in the order of 1 km). In order to consider the effect of downstream conditions, the density term in (5) is also replaced by a weighted density term in (6) which is the weighted average of the considered cell segment and two downstream cell segments on the same lane. In the general case where there are no structural discontinuities, the value of is equal to 1 implying the tendency to change lanes with lower density. There are many reasons behind the lane change decision making and these reasons vary with road geometry, traffic conditions, vehicle type etc. By including a multitude of parameters to explain lane changing, the advantage of parsimony that macroscopic models possess is nullified.
Keep-right incentive/(Lane change restriction incentive)
The term ∆k is considered equal to one in cases where the desire to change lane is only to improve the current condition. On a homogenous motorway stretch with no infrastructural bottlenecks in the vicinity, lane changes can mainly be attributed to the desire to move to a lane with higher speed or lower density. Since (6) has been formulated considering density, we will stick with the desire to move to a lower density lane.
According to (6) is that if the density difference between the two lanes is quite low, drivers tend to stick to the right lane. So, in free-flow conditions, the term kr is given by:
Using (8) in (7), the incentive to change lanes in free-flow conditions assuming other incentives are not active is:
Since the incentive is formulated to restrict lane changes from right to left, (8) is valid only when l′ < l (assuming lanes are numbered in ascending order from left to right).
As can be seen from 
Route based incentive
The max operator in (6) definitely need to change lane as they approach the end. Hence it is given by: changing behaviour has been observed in many studies (Hidas, 2005 and Wang, 2005) .
A similar approach used in the keep-right incentive is used to formulate the cooperation incentive. For the distance less than , vehicles on the lane adjacent to a lane drop/ramp change lanes to create gaps for the merging vehicles. It is assumed that cooperative lane changing is possible only in free-flow conditions. The cooperation incentive is given as:
Computation of longitudinal flows
Longitudinal flows are flows going from one cell segment to its immediate downstream cell segment in the same lane. From the CTM, the traffic flow transferred from the upstream cell to downstream cell + 1 in the case of a single lane section is given as:
The longitudinal flow is given as the minimum of demand of cell and supply of cell + 1. The total demand of a cell in lane is given by:
The time index is dropped from the equations that follow for clarity. In (13), and represent the free flow speed and capacity of the cell respectively. The flow that is expected to change lane from this cell will be a certain fraction of this demand. The lateral demand of cell on lane is then given as:
The supply of cell + 1 on lane l is equal to:
where, and are the jam density and wave speed of the cell respectively. Since the cell on the adjacent lane can only accept a certain part of the lateral demand → ′ based on its capacity, a parameter θ is calculated to restrict the lateral demand.
The actual lateral flow among cells is finally given as:
Capacity drop
While first order models are popular because of their computational efficiency and simplicity, an important phenomena commonly observed in real traffic but not reproduced by the early first order models is the Capacity Drop (CD). After the onset of congestion, the capacity reduces by a certain fraction and this difference in the queue discharge rate and actual capacity value is termed as capacity drop. Second and higher order models were developed to overcome this problem by including an additional dynamic equation which describes the speed evolution. Various extensions to first order model to incorporate capacity drop have since been proposed. The authors refer to Kontorinaki et al. (2017) for a more comprehensive discussion on this topic. In order to maintain the simplicity of the model, extensions with linear formulations were considered for use in our model. Han et al. (2016) provided an extension of first order model with a linear formulation in order to incorporate the capacity drop phenomena by modifying the supply function of the downstream cell in order to reflect the reduced flow discharge during congestion. This was an extension of a similar method employed by Roncoli et al. (2015) where the demand function is linearly modified instead of the supply function.
The approach used by Han et al. (2016) is used to incorporate CD in the model. The 
where, +1, is the extent of the capacity drop and is the critical density of the cell segment. Hence, these modified supply and demand functions ((18 and (19) ) will be used when the cell is in a discharging state ( ≥ +1. ). In all other cases, (13) and (15) 
The overall flow being transferred from one cell to the next in the longitudinal direction is then given as:
There is much debate on the magnitude of the capacity drop (Chung et al., 2007 , Yuan et al., 2017 . For the sake of simplicity, in this paper, we will assume a capacity drop of 10% which leads to the value of being 0.1.
Case study
The traffic flow model presented in the previous section is tested on two different In this section, the details of the chosen study sites and data used, approach used for the estimation of FD parameters from this data and description of the statistical regression model which will be used as a benchmark to compare the developed model will be discussed. Results will follow in the next section.
A13 Homogenous section
The 
Fundamental Diagram (FD) calibration
The 3 FD parameters ( , and ) for the considered locations were calibrated using an optimization based approach where a cost function is minimized. The critical density of cells is a derived parameter and is equal to the density at the capacity of the cell. The capacity of cells is given by (23).
The FD parameter set * containing the lane-specific free-flow speeds, wave speeds and jam density is obtained by:
where, is the number of lanes and is the number of observations. The cost function represents the difference between the estimated values of densities from the model and actual values measured at the various detectors. Hence, the parameters were bounded between certain reasonable ranges and a constrained optimization approach was followed.
The optimization problem is solved by MATLAB implementation of the interior-point algorithm (fmincon). For example, the values of wave speed were restricted to [15, 25] km/h range since higher or lower values are rarely observed or unrealistic. Similarly, the bounds for free-flow speed and jam density were obtained from the q-k scatter plots of the detector data. Such a constrained approach yielded parameter values which were much more realistic as opposed to the unconstrained approach. Data from an arbitrarily chosen day (16 th March, 2018 in this case) is used for estimating the FD parameters for the A13 stretch. The remaining days are used for validating the model. 1-minute aggregated speed and flow information from stationary lane based detectors were used to compute densities. The traffic flow models generally use speeds that are space-mean but the measure speeds are time-mean. Stationary detector data (SDD) do not allow for an unbiased estimate of the density (Treiber and Kesting, 2013) . While this should not affect the results in free-flow conditions, there is a possibility to underestimate density by a factor of almost 2 in congested conditions (Knoop et al., 2009 ). Since the main scope of the paper is to evaluate the incentive based formulation, for simplicity, time-mean speeds are used in the model. The parameters of the lane-specific FDs for this road section are given in Table 1 . the calibration of an extra parameter. The parameters for this stretch are given in Table 2 . Lane 4 (after LD) 92.5 20.6 97
Performance Indicator
Using the FD parameters resulting from the calibration process, the model is tested for different days in order to demonstrate the validity of the model. Weighted density was used while considering density difference across lanes for calculating the lane change rates where information of the two downstream cells (apart from the current cell) was used in order to consider the effect of downstream conditions. Initial sensitivity analysis showed that the error values were indeed lower when downstream conditions were taken into account. The root-mean-square-error (RMSE) values of the densities at the various detectors are used as a metric to measure the performance of the model and compare it to the linear regression models. The RMSE is given by the equation:
Linear Regression (LR) Model
A naïve statistical model is used as a benchmark to compare the performance of the developed traffic flow model. Naïve approaches are generally cost-effective and provide a benchmark against which more sophisticated models can be compared. Linear
Regression models are used for this purpose as it is one of the simplest methods used for forecasting considering the time-series data available from the detectors (Neter et al. 1996) . For the LR model, the density of a detector is assumed to be dependent upon the 
where 0 , 1 ….. are the coefficients, , is the density in the origin lane and , ′ is the density in the neighbouring lane. In order to estimate the coefficients, detector data from the previous days is used and these estimated coefficients are used to predict the densities for the chosen day. For example, if the densities are to be predicted for March 16, data from the previous 15 days is used for estimating the coefficients using the linear regression approach and then (26) is used to predict the densities for March 16. A 5 minute moving average of the densities for the past data is used while estimating the coefficients to filter out the random fluctuations. Another variation of this model is also used for comparison where the information from the detector on the adjacent lane is not used. In this case, the following equation is used for detector 2.
2, = 0 + 1 * 1, + 2 * 3,
The final term in (26) containing information about the densities on the adjacent lane is omitted in (27) to see if it plays any role in enhancing the performance of the regression model.
Results
The model is applied to the two road stretches described in the previous section and the results are discussed here.
Lane-flow distribution and density plots for A13
The model is validated against data from different days using the parameters resulting from the calibration process. It was observed that maintained for all the detectors though there are some variations between the model results and real world data for D7 which is to be expected considering that there is an offramp downstream of the boundary of the considered stretch. Hence, near the end of the section, lane changing motivation is not just dependent upon improving the situation but also on maintaining the route.
Density time-series plots for A12
The Since the model does not take into account the driver reaction to VMS and their anticipatory behaviour in such scenarios while estimating the densities, the results will be different to those actually observed. For a detailed discussion on the effect of human factors on the fundamental diagram, the authors refer to Ni et al. (2017) . The comparison between the estimated results and the actual detector data for a particular detector ( which was quantified using a microscopic car-following model in Treiber et al. (2003) .
Drivers tend to get less responsive as they remain in a jam for a long time causing the driver to adapt and increase the net time gap in response to the surrounding traffic environment. This leads to a reduction in capacity. This effect can be introduced by Knoop et al. (2012) and Guo et al. (2018) . Knoop et al. (2012) observed a LC rate of 0.2-0.5 veh -1 km -1 on a motorway in the Netherlands. But the considered stretch was a homogenous one and the effect of mandatory lane changes (MLC) on the LC rate is not studied. Guo et al. (2018) observed higher values in their study ranging from 0.3-1.5 veh -1 km -1 . In this study, the considered stretch took into effect the presence of on/off ramps and they attribute the high LC rates to the aggressive lane changing at these locations. 
Comparison with the LR models
Using RMSE as a metric, the model results are compared to the LR models described in section 4. Fig 13 shows While the results of the model are indeed promising, there are some limitations.
The model results are sensitive to the FD parameters and cannot take into account changing FDs resulting from driver anticipatory behaviour. A feedback system such as the Kalman filter (and its extensions) used by Wang and Papageorgiou (2005) or an automatic fitting procedure as described in Knoop et al. (2017) can be used for the estimation of FD parameters. The model is also restricted to isolated bottlenecks. In the future, the model will be extended to consider interacting bottlenecks where the lane changing motivation is a function of multiple interacting incentives and not just dependent upon a single incentive.
