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Abstract: When finding the solutions of the nonlinear equation f(x) = 0 using Newton-Raphson’s iteration method, 
the following problems arise: 
(i) When should the iteration be terminated? 
(ii) How many significant digits does the obtained root have 
In this paper we give a practical criterion for the above two questions. 
1. Introduction 
Before presenting our own result, we will briefly review two typical stopping rules. For 
simplicity, let f(x) = 0 be an algebraic equation, such as 
f(x)= UOX” + alxn-1 + * * * +a,_,x + a,, f(0) # 0. (1) 
Newton-Raphson’s iteration method, 
xk+l = xk -f(xk)/f’(xk> (2) 
is considered. The well-known stopping rules used on a floating-point arithmetic machine are 
[W: 
lx k+l -x,1< EPS*Ixk+ll, 
If(Xk+,)lG i Iaix;;iI*EPS 
i-0 
(3) 
(4 
where the value of EPS is a constant which depends on the number of digits used. For a 
floating-point binary arithmetic machine with a 24-bit mantissa, EPS + 2-24. (3) is simple and 
effective if xk approaches a root which is sufficiently isolated, but the rule is ineffective if xk 
approaches a multiple root or a nest of roots. 
In a floating-point arithmetic, the significant digits of computed f (xk) decrease as xk 
approaches a root. Hence if f ( xk) no longer has significant digits for a xk the iteration (2) should 
terminate. The rule (4) is based on this idea. The right side of (4) represents an upper bound for 
the computation error in f(xk). This criteron is effective if xk approaches a multiple root or nest 
of roots. But it does not apply to a transcendental equation. 
In this paper we shall calculate f(x) using two different procedures and present a stopping 
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rule that uses the difference in the resulting values. These values are of use for investigating the 
accuracy of obtained roots. Furthermore this stopping rule is easily applied to two equations in 
two unknowns. 
2. Lost digits 
We calculate f(x) using two different procedures, and describe a stopping rule that uses the 
differences in the resulting values [2]. 
Procedure 1. Calculate f(x) by one of the usual methods, such as Horner’s, and let that value be 
A(x), 
A(x) = (( - - - (a,x + q)x + u2)x . . . )x + a,,. 
Procedure 2. Define the following three functions: 
c(x)= (V l)a,x”+(n-2)a,x”-‘+ *** +a,_,x’-a, (=-@(x)-f(x)), 
D(X)=naOx”+(n-l)a,x”-‘+ .*. +a,_,x (=xf’(x)), 
B(x) = D(x) - c(x) (=f(x)). 
If xk lies near a root of f(x) = 0, then the computed value A(xk) has more significant digits 
than the computed B( x,), because the relation 
hf’b,) I> Ifbd I (5) 
always holds true near a root of f(x) = 0. Therefore, the value for f( xk) obtained by Procedure 1 
is somewhat more accurate than that obtained by Procedure 2 (see Figs. 1, 2). However since the 
exponent of A(xk) agrees with that of B(xk), we may conclude that as xk comes sufficiently 
close to a root of f(x) = 0, both A( xk) and B(xk) cease to have any accurate digits, and two 
values differ. 
For transcendental equations, we suppose that the reduction in xf’( x) -f(x) is possible. We 
explain it using the numerical examples. 
Example 1. If f(x) = x sin(x), then we have 
x.‘(x) -f(x) = 1 x2 cos(x) +x sin(x)] -[x sin(x)] (4 
= [x’ co,(x)]. 03) 
We put C(x) = x2 cos(x). If x!‘(x) -f( x ) is evaluated by (A), then it is not reduction. While if it 
is evaluated by (B), then it is reduction. 
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Example 2. If f(x) = sin(x) - cos( x), then we have 
xf’(x) -f(x) = [ x cos(x) +x sin(x)] - [sin(x) - cos(x)] (A) 
= [(x + 1) cos(x) +(x - 1) sin(x)]. w 
We put C(x) = (x + 1) cos( x) + (x - 1) sin(x). (A) is not reduction, while (B) is reduction. 
3. Stopping rule 
Considering the above mentioned facts we give the following stopping rule: 
If 
I4xIC) -B(x,)Ia w * min[lA(xA Ph)l] (6) 
is satisfied for some xk, then one can terminate the iteration (2) and take xk as an approximated 
root of f(x) = 0, where W = 1 .O or 0.5 for an algebraic equation and W = 0.01 for a transcenden- 
tal equation. The reason why W is set like that will be clear in the following argument: 
If A(x)B(x) # 0 put 
R(x)=IA(x)-~(x)l/[~n[lA(x)l, PWll]- (7) 
0 CD (x0 OiDW) 
b. x=x, 
O(D’(xN 
< A.(x) i 
0 (D h t A(x) 
I I I 
I 
F accurate digits- :_ inaccurate digits _I 
b. x=x, 
bT* 
inaccurate digits 
O(d(x)) s-i XIX) _1 
I I 
* L I-inaccurate digits+ 4 
\ 
accurate digits 
Fig. 1 (left). f(a)= 0, a is a sufficiently isolated root; A(x) =f(x); B(x) = xf’(x)-[xf’(x)-f(x)]; D(x)= x!‘(x). 
Fig. 2 (right). f(a)=O, a is a double root; A(x)=f(x); B(x)=xf’(x)-[xf’(x)-f(x)]; D(x)=xf’(x). 
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The value - log,,R( x) nearly equals to the significant digits of f(x) in a decimal places. Hence if 
we put W= 1.0 in (6) for an algebraic equation, then we will get the best approximated root 
which is expected. Because both values A(xk) and B( xk) no longer have any accurate digits. It is 
natural to consider that every coefficient of an actual equation contains errors, such as 
observation error. Even if it does not contain such errors it will have a translation error when it 
converts in a binary or hexadecimal number system. If we take account of these errors, then 
W= 0.5. 
For the transcendental equation, if we use the built-in functions to solve the problem then the 
trancation error must also be considered in addition to the above mentioned errors. Considering 
the above mentioned facts, we decide the value of W. Fig. 3 shows a typical behavior of 
-log,,R(x,) and -log,,,ja - xJ/lal where (Y is the exact solution. In conclusion, if the leading 
agreement digits of A(xk) and B( xk) are less than one or two digits in decimal places, then the 
iteration (2) is terminated. 
4. Accurate digits of the numerical solution 
It is possible to estimate the accuracy of the result using the values A(x) and B(x) [2]. That is, 
if x/c+1 satisfies the rule, then the number of leading digits of 
x/c+1 = Xk -Abd/f’h) and %+, =xk - Bh)/f’bd 
which are in agreement is nearly equal to the number of accurate digits. 
Significant digits Significant digits 
1. o:sufficiently 
isolated root 
2. (I: double root _ 
* 
Iteration times 
, ) 
Iteration times 
Significant digits 
3. 0: triple root - 
Iteration times 
Fig. 3. Behavior of - logl(a - xi)/al and -log R(xi) 
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Table 1 
1 (x - 12.5)3 = x3 -37.5x2 +468.75x - 1953.125 
2 
3 
4 
5 
6 
7 
8 
9 
10 
11 
12 
13 
(x-1.20)(:-1.21)(x-1.22)(x-1.23)=x4 -,4.86x3 +8.8571x2 -7.173846x + 2.1788712 
(x-1)(x-2)...(x-6)=x6 -21x5-175x4-735x3+1624x2-1764x+720 
(x -1.20)(x - 1.21) * . . (x - 1.26) = x7 -8.61x6 +31.7695x5 -65.121735x4 + 80.08914424~~ - 59.0953690404~~ 
+24.22376210088x - 4.2553354536 
(x -1.5)(x2 -3x+4~x2+2x+2~x2-x+l)=x7-3.5x6+5x5-2x4+4.5x3-15x2+17x-12 
(x -8-9i)4(x -8+9i)4 = x8-64x7+2116x6 -44224x5 +637126x4 -6412480x3 +444888900x* 
-195112000x +442050625 
x1’ +2x9 +6x” +8x7 + 121046x6 +242076x’ +484144x4 +484136x3 + 3662549361~’ +7324130450x 
+7324130450 
x1’ -206x9 + 10800x* -21500x7+1060x6 -21.1~’ +0.211x4 -0.00106x3+0.00000217x2 -0.OONWOOO155x 
- o.OOOoooooooooooo114 
X ‘* -78x” +1001~‘~ -5005x9 + 12870x’ -19448x’+ 18564x6 -11628x’ +4845x4 -1330x3 +231x2 -23x +1 
(x*+2-*)(x4+1)(x+28) 
(x-1)(x-2)(x-3)...(x-20) 
(x-1)(x-2)~~~(x-10)(x-20)(x-30)~~~(x-100)(x-200) 
x’rn + x99 + x98 + . . . + x + 1 
Significant digits 
f(x) = (x-1.20)(x-- 1.21)(x- 1.22).....+- 1.26), 
15 - xo = 1.005 (HITAC M-150H) 
(I= 0.120000000000000OQ+01 
x,, = 0.1199972797246083D+Ol 
10 - x,, = 0.1199998358985720D+01 
0 5 10 
> 
20 25 
Iteration times 
Significant digits 
I 
f(x) = (x-1)(x-22)...... (x--6), xo = 8.2, (HITAC M-150H) 
15 
LT= 0.600000000000000OQ+01 
XI,,= 0.6000000000000075D+01 
10 - x,0= 0.6000000000000598D+01 
I I I ~ 
0 5 10 15 20 25 
Iteration times 
Fig. 4. 
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1 e-Xz-cos x
2 e”-0.5x2-x-1 
2 (x sin x-l)* 
4 (eSXz- cos x) 
5 e”-ex 
6 sinx-x+2v 
7 g(x)[g(x)-0.5Wcosh(xH)-cos &Z] , where g(x) = cosh(0.5x - xH)/cosh(0.5x), 
H-0.05,0.02 and W=1.5, 1.6, 1.7, 1.8. 
8 f(x,y)=eX+xy-1, g( x, y) = sin( xy)+ x + y - 1 
9 f(x,y)=xZ+xy3-9, g(x, y)==3x2y-y3-4 
10 f(x, y) = eSX sin x - y, g(x, Y) = emX - Y 
11 f(x,y)=(x--3)*(y+lo), g(x, Y)‘(Y -2)*(x +5) 
12 f(x,y)=(e’“‘-y)logy, g(x. y) = (y -1)*(x -3n) 
Significant digits 
I f(x) = (x+256)(x’+ 1)(x8+2-*), x0 = (l.O,-0.5)JHITAC M-15OH) 
Reta) = 0.4619397662556433Q+OO 
Re(x,,) = 0.4619397662556434D+OO 
Re(x,J = 0.4619397662556435D+OO 
[m(o) = -O.l913417161825448Q+OO 
Im(x,,) = -0.1913417161825449D+OO 
Im(il,) = -0.1913417161825450D+OO 
0 5 10 15 
> 
20 25 
Iteration times 
Significant digits 
f(x)=e-l-co, x, x0 = l.O,(HITAC M-150H) 
*-log y 
I I 
15 
a = -O.l447414271296236Q+Ol 
x,1 = -O.l447414271296237D+Ol 
i,, = -O.l447414271296236D+Ol 
10 - 
o/ -5 
Fig. 5. 
I 
20 25 
Iteration times 
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Table 4 
Numerical solutions of emX - cos x = 0 
x,, = 1.0 (HITAC M-150H) 
i xi Ax,) R(x,) 
1 0.2631060783733491D +Ol 0.8734701+ 00 0.14- 15 
0.2631060783733493D + 01 0.8734701+ 00 
2 0.8243403670810632D + 00 - 0.1721897 + 00 0.16 - 15 
0.8243403670810630D + 00 - 0.1721897 + 00 
io - 0.1447414370126866D + 01 
- 0.1447414370126866D + 01 
11 -0.1447414271296244D + 01 
-0.1447414271296244D + 01 
12 - 0.1447414271296237D + 01 
-0.1447414271296236D + 01 
Numerical solutions of (x sin x - 1.0)2 = 0 
(HITAC Mh50H) x0 = 100.0 
1 0.1003011738112213D + 03 
0.6286949 - 07 0.44 - 09 
0.6286949 - 07 
0.4371503 - 14 0.41 - 01 
0.4551914 - 14 
- 0.1387778 - 16 0.60 + 01 
0.6938893 - 16 
0.568632 + 03 0.44- 12 
0.1003011738112213D+03 0.568632 + 03 
2 0.1004235402665220D + 03 0.138467 + 03 0.54- 13 
0.1004235402665220D + 03 0.138467 + 03 
i3 0.1005409112231960D + 03 0.312058 - 10 0.71- 02 
0.1005409112234714D + 03 0.314276 - 10 
24 0.1005409112509755D+ 03 0.780141- 11 0.14+00 
0.1005409112511729D + 03 0.894871- 11 
25 0.1005409112648652D + 03 0.195034 - 11 0.11+01 
0.1005409112669078D + 03 0.427642 - 11 
Significant digits 
f(x, y) = e-‘sin x-y, g(x, y) = e-‘-y 
(x0, YO) = (0.1, 1.0) (HITAC M-150H) 
d(x) = O.l570796326794896Q+ 01 
xn = 0.1570796320436621D+Ol 
i,, = O.l570796324962540D+Ol 
Iteration times 
Fig. 6a. 
Table 5 
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Numerical solutions of sin x - x + 2n = 0 
xc = - 1.0 (UNIVAC 1100) 
1 0.1301293590244535843D + 02 - 0.629788 + 01 0.11-17 
O.l301293590244535846D+02 - 0.629788 + 01 
2 -0.5120905772134409194D + 02 0.566825 + 02 0.97 - 18 
-0.5120905772134409194D+02 0.566825 + 02 
32 0.6283173870136006117D+01 0.235922 - 15 0.24 - 01 
0.628317390954383017OD + 01 0.241800 - 15 
33 0.6283177477347585936D+Ol 0.693889 - 16 0.70 - 01 
0.6283177567218OCMl657D + 01 0.742633 - 16 
34 0.6283179741029263849D +Ol 0.138777 - 16 0.24+00 
0.6283179900046003668D + 01 0.172719 - 16 
Numerical solutions of g( x)[ g( x)+0.9 cosh(O.O5x)- cos(O.O5n)] = 0, 
where g(x) = cosh(0.5x - O.OSx)/cosh(O.Sx). 
x,, = 1.5 (UNIVAC 1100) 
1 0.1630532991498193514D+01 0.171778 -04 0.36 - 13 
0.1630532991498193497D +Ol 0.171778 -04 
2 0.1632453908816705404D +Ol 0.479137 - 08 0.27 - 09 
0.1632453908816705473D +Ol 0.479137 - 08 
3 0.1632454444913625882D + 01 0.371230 - 15 0.47 - 03 
O.l632454444913625734D+Ol 0.371407 - 15 
4 0.1632454444913667418D + 01 0.173472 - 17 0.61+ 00 
O.l632454444913667437D+Ol 0.280537 - 17 
5 0.163245444491366761OD + 01 0.0 0.10 + 50 
O.l63245444491366773OD+Ol ,0.140946 - 17 
Significant digits 
f(x, y) = e-=sin x-y, g(x, y) = e-‘--y 
(x, y,,) = (O&0.7) (HITAC M-150H) 
15 =(y)= 0.2078795763507619Q+OO 
yzs = 0.2078795776937421D+OO 
j,, = 0.207879577704628OD+OO 
! I I I I \ I 
10 20 30 * 0 5 15 25 
_ . . . . ~~ Iteration rimes 
Fig. 6b. 
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Table 6 
Numerical solutions off(x, y)= (x -3~~(y +IO)= 0, g(x, _v)= (_F -~J~(x +5) = o, cxO, yO) = (0.1.0s) 
(HITAC M-150H). 
n X Y Ax. Y) g(x. Y) R(x) 
k 9 /(k 9) gt:. j) R(Y) 
1 
2 
3 
i3 
24 
25 
26 
27 
28 
O.l685775553967119D+Ol 0.1483202287348106D + 01 O.l983D+02 O.l785D+Ol 0.297D - 15 
0.1685775553967119D + 01 0.14832022873481051) +Ol O.l983D+02 0.1785D + 01 0.300D - 15 
0.2359163630929840D + 01 0.1767626951382696D + 01 0.4832D + 01 0.3937D + 00 0.128D - 14 
0.2359163630929840D + 01 0.1767626951382696D + 01 0.4832D + 01 0.3973D+OO O.l69D- 13 
0.2682884597194432D + 01 0.1888924384457943D + 01 O.l195D+Ol 0.9478D - 01 0.758D - 14 
0.2682884597194432D + 01 0.18889243844579418 + 01 O.l195D+Ol 0.9478D - 01 0.655D- 13 
0.2999999700413670D + 01 0.1999999897973904D + 01 0.1088D - 11 0.8171D- 13 0.890D - 02 
0.2999999699528185D + 01 0.1999999896243839D + 01 O.l083D-11 0.8526D - 13 0.355D - 01 
0.2999999851118378D+Ol 0.1999999948029982D + 01 0.2557D - 12 0.2131D- 13 0.241D - 01 
0.2999999849789407D + 01 0.1999999949807902D + 01 0.2664D - 12 0.17761) - 13 0.833D - 01 
0.2999999922706401D + 01 0.1999999973665294D + 01 0.7105D - 13 0.3552D - 14 O.l52D+OO 
0.2999999924434864D + 01 0.1999999971694343D + 01 0.5684D - 13 0.7105D - 14 0.561D+OO 
0.2999999961009634D + 01 0.1999999982096929D + 01 O.l421D- 13 0.0 0.567D+OO 
0.2999999955951282D + 01 0.1999999986825571D + 01 0.2842D - 13 0.0 O.lllD+lO 
0.29999999761959231) + 01 0.1999999982096929D + 01 0.3552D - 14 0.0 0.217D + 01 
0.2999999984813711D+Ol 0.1999999968993504D + 01 0.0 0.3557D - 14 0.175D + 10 
0.2999999982414594D + 01 0.1999999982096929D + 01 0.7105D - 14 0.0 0.2151)+02 
0.2999999968906643D + 01 0.1999999973644479D + 01 O.l065D- 13 0.0 0.588D+09 
5. Numerical examples and conclusion 
We have made some numerical experiments to test whether rule (6) is effective or not. The 
machines used are a HITAC M-150H, floating-point hexadecimal arithmetic using a 56-digit 
mantissa and a UNIVAC 1100, floating-point binary arithmetic using a 60-digit mantissa. Table 
1 shows numerical examples for a single equation and Table 3, 4, 5 and Figs. 4, 5 show some of 
their results. Table 2 shows the numerical examples for two equations. Table 6 and Fig. 6 show 
some of their results. These results indicate that rule (6) is effective for approximating complex 
roots and transcendental equation. 
In conclusion, (3) is not effective for multiple root or nest of roots, while (6) is effective for 
these cases. Furthermore, we can estimate the accuracy of the obtained roots by using the values 
used in the stopping rule. 
References 
[l] M. Igarashi, Zeros of polynomials and an estimation of its accuracy, J. Inform. Process. 5 (1982) 172-175. 
[2] M. Igarashi, A termination criterion for iterative methods used to find the zeros of polynomials, Math. Compur. 42 
(1984) 165-171. 
[3] Elaine J. Weyuker, On testing non-testable programs, Comput. J. 25 (1982) 465-470. 
[4] S. Yamashita and S. Satake, On the calculation limits of roots of algebraic equations, Information Processing in 
Japan 7 (1967) 18-23. 
