Optimal regularity for the Pfaff system and isometric immersions in
  arbitrary dimensions by Li, Siran
ar
X
iv
:2
00
3.
05
59
5v
2 
 [m
ath
.D
G]
  1
5 J
ul 
20
20
OPTIMAL REGULARITY FOR THE PFAFF SYSTEM AND ISOMETRIC
IMMERSIONS IN ARBITRARY DIMENSIONS
SIRAN LI
Abstract. We prove the existence, uniqueness, andW 1,2-regularity for the solution to the Pfaff
system with antisymmetric L2-coefficient matrix in arbitrary dimensions. Hence, we establish
the equivalence between the existence of W 2,2-isometric immersions and the weak solubility of
the Gauss–Codazzi–Ricci equations on simply-connected domains. The regularity assumptions
of these results are sharp. As an application, we deduce a weak compactness theorem for
W
2,2
loc
-immersions.
1. Main Result
We establish the optimal regularity for the Pfaff system (Eq. (2) below) on simply-connected
domains in arbitrary dimensions, which is a fundamental system of first-order, matrix group-
valued geometric PDEs arising from the study of isometric immersions of Riemannian manifolds
(cf. [11, 24, 7, 1] and many others).
Our main result is as follows:
Theorem 1.1. Let U ⊂ Rn be a simply-connected domain. Let Ω ∈ L2(U ; so(m) ⊗
∧1
R
n).
Assume that Ω satisfies the compatibility equation
dΩ+ Ω ∧ Ω = 0 (1)
in the distributional sense. There exists a weak solution P ∈W 1,2(U ;SO(m)) to the Pfaff system
∇P +ΩP = 0, (2)
which is unique modulo a constant matrix in SO(m).
For Ω ∈ C∞(U ; so(m) ⊗
∧1
R
n), the existence and essential uniqueness of smooth solu-
tions is classical. It follows directly from the Frobenius theorem of involutive distributions; cf.
Tenenblat [24]. In 1950, Hartman–Wintner relaxed the assumption to Ω ∈ C0(U ; so(m)⊗
∧1
R
n)
and proved the existence of C1-solutions. Motivated by applications in nonlinear elasticity, S.
Mardare [16, 17] further extended this result to Ω ∈ W 1,r(U ; so(m) ⊗
∧1
R
n) with r > n = 2.
Recently, Litzinger [15] proved Theorem 1.1 for n = 2, utilising ideas and results from gauge
transforms and a theorem by Wente [26] on the Euler–Lagrange equation for elastic energy
minimisers with prescribed volume.
Here we establish Theorem 1.1 for any n and m. Building on the ideas of Litzinger [15], we
further explore structures of the Coulomb gauge à la Uhlenbeck [25], subject to the compatibility
condition (1). Indeed, it is essentially the antisymmetry of Ω and Eq. (1) that allow us to address
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the case of the “endpoint space” L2. For the Pfaff system (Eq. (2)) L2 is critical regardless of the
dimension n. This can be seen, e.g., in the context of weak continuity of properties of Eq. (1);
see [2, 3].
If Ω represents a connection 1-form of a principal bundle, then Eq. (1) is the equation for
flat curvature. It is thus natural that gauge transforms play a key rôle in our analysis.
Theorem 1.1 is sharp: for Eq. (1) to be well-defined in the distributional sense, the minimal
regularity for Ω is L2. In the application to isometric immersions of Riemannian manifolds (see
Section 5), it corresponds to the case of L2-second fundamental form, which is the minimal
regularity assumption to make sense of the Gauss and Ricci equations (Eqs. (24) and (26) below).
2. Nomenclature
Throughout this paper, U ⊂ Rn denotes a simply-connected domain.
gl(m;R) is the space ofm×mmatrices with real entries, GL(m;R) is the group of invertible
matrices in gl(m;R), SO(m) consists of the orthogonal matrices in GL(m;R), and its Lie algebra
so(m) consists of the skew-symmetric matrices. Also, Id denotes the identity matrix.∧k
R
n denotes the k-fold exterior power of the vectorspace Rn. Its sections are the differ-
ential k-forms on Rn. The tensor product gl(m;R)⊗
∧k
R
n can thus be viewed as k-form-valued
m×m matrices, or equivalently, as matrix valued k-forms. For a field of 1-form-valued m×m
matrices over U , namely, a function P : U → gl(m;R) ⊗
∧1
R
n, we can represent it in local
coordinates as below:
P =
(
[1]P ij ,
[2]P ij , · · · ,
[n]P ij
)⊤
,
where {P ij}1≤i,j≤m : U → gl(m;R). Throughout, by the canonical isomorphism between the
tangent bundle and the cotangent bundle, we shall identify k-vectorfields with k-forms. Moreover,
for the P above, we refer to gl(m;R) as its “matrix factor”, and to
∧1
R
n as its “form factor”.
Thus, Eq. (1) is understood as follows: for Ω : U → so(m)⊗
∧1
R
n, dΩ is the function from
U into so(m) ⊗
∧2
R
n, where the exterior differential d is acting on the form factor. Moreover,
Ω ∧ Ω : U → so(m) ⊗
∧2
R
n, where ∧ means the wedge product on the form factor and the
matrix multiplication on the matrix factor. In local coordinates we have
0 = ∂α
[β]Ωij − ∂β
[α]Ωij +
[α]Ωik ·
[β]Ωkj −
[β]Ωik ·
[α]Ωkj
for all 1 ≤ α, β ≤ n and 1 ≤ i, j ≤ m; the index k ∈ {1, 2, . . . ,m} is being summed over.
For notational convenience, we shall always avoid writing in local coordinates.
The Sobolev spaces W k,p for fields of vectorfields, differential forms, connections, matrix-
valued differential forms, etc., are defined as usual. We write ‖ • ‖W k,p for the W
k,p-norm taken
over U . The symbols d and d∗ designate respectively the exterior differential and co-differential.
The Laplace–Beltrami operator is ∆ = dd∗ + d∗d.
One simple observation is important for us: forM ∈W 1,2(U,SO(m)) we haveM−1 = M⊤,
hence M−1 ∈ W 1,2(U,SO(m)) too. That is to say, M−1 gains regularity via the constraint of
being SO(m)-valued.
The notations in this paper are standard. We refer the readers to do Carmo [7] for elements
of differential geometry, to Chern et al [5] and the recent exposition by Clelland [6] on Cartan’s
moving frames, and to celebrated works by Uhlenbeck [25] and Rivière [21] on Coulomb gauges.
2
3. Gauge
We shall make crucial use of a well-known theorem on gauge transforms. It was pioneered
by Uhlenbeck [25] and further exploited by Rivière [21] and Hélein [12], among many others. We
present it in the form of Theorem 2.1 in Schikorra [22].
Lemma 3.1. Let U ⊂ Rn be a smooth bounded domain. Let Ω ∈ L2(U ; so(m)⊗
∧1
R
n). There
exists P ∈W 1,2(U ;SO(m)) such that
div
Ä
P−1∇P + P−1ΩP
ä
= 0 in U.
Moreover, we have the estimate
‖∇P‖L2 + ‖P
−1dP + P−1ΩP‖L2 ≤ 3‖Ω‖L2 .
The matrix field P is known as a Coulomb gauge for Ω.
4. Proof of Theorem 1.1
We are now at the stage of proving our main Theorem 1.1. The strategy is to show that,
under the compatibility condition dΩ+Ω∧Ω = 0, the Coulomb gauge satisfies a stronger “gauge
condition” — in addition to that P−1∇P +P−1ΩP is divergence-free (see Lemma 3.1 above), in
fact this quantity vanishes. This is equivalent to the Pfaff system (2).
Proof. Given Ω ∈ L2(U ; so(m) ⊗
∧1
R
n), by Lemma 3.1 there exists P ∈ W 1,2(U ;SO(m)) such
that div
Ä
P−1∇P+P−1ΩP
ä
= 0. Identifying (without relabelling) Ω with a field of so(m)-valued
1-forms via the canonical duality TRn ∼= T ∗Rn, we get
d∗
Ä
P−1dP + P−1ΩP
ä
= 0. (3)
For notational simplicity, set
P−1dP + P−1ΩP =: Ξ. (4)
In view of the estimate ‖P−1dP + P−1ΩP‖L2 . ‖Ω‖L2 in Lemma 3.1, we have
Ξ ∈ L2
(
U ; so(m)
⊗ 1∧
R
n
)
.
Let us take the exterior differential to both sides of Eq. (4) and left-multiply by P . The
relevant equalities below should be understood as identities for matrix-valued 2-forms in the
distributional sense. In particular, we shall understand PdΞ in the sense that
PdΞ = d(PΞ)− dP ∧ Ξ, (5)
where d(PΞ) is a well-defined (matrix-valued, 2-form-valued) distribution, and dP ∧ Ξ ∈ L1(U)
by Cauchy–Schwarz. In this way, we get
PdΞ = Pd
Ä
P−1dP + P−1ΩP
ä
= P
{
d(P−1) ∧ dP + P−1d(dP ) + d(P−1) ∧ΩP + P−1dΩP − P−1Ω ∧ dP
}
.
Since
ddP = 0
3
and
Pd(P−1) = −(dP )P−1,
we deduce that
PdΞ = −(dP )P−1 ∧ (dP +ΩP ) + (dΩ)P − Ω ∧ dP. (6)
Now one may infer that PdΞ, originally defined as a distribution in Eq. (5), is in fact a well-
defined function in L1. To this end we simply note that dP,Ω ∈ L2, P,P−1 ∈ L∞ (since they
take value in the compact manifold SO(m)), and dΩ = −Ω ∧ Ω by Eq. (1).
Next, by Eq. (4) there holds
dP = PΞ− ΩP, (7)
and the compatibility equation (1) gives us
dΩ = −Ω ∧ Ω. (8)
Substituting Eqs. (7) and (8) into Eq. (6), we have
PdΞ = −(dP )P−1 ∧ PΞ− Ω ∧ ΩP − Ω ∧ (PΞ− ΩP )
= −dP ∧ Ξ− Ω ∧ ΩP − Ω ∧ PΞ + Ω ∧ ΩP
= −dP ∧ Ξ− Ω ∧ PΞ
= −(PΞ− ΩP ) ∧ Ξ− Ω ∧ PΞ
= −PΞ ∧ Ξ.
Thus, we find that the auxiliary 1-form Ξ satisfies the equation
dΞ + Ξ ∧ Ξ = 0. (9)
Eq. (9) is in the same form as Eq. (1), the compatibility equation for Ω. Nevertheless, it
is crucial that Ξ is furthermore divergence-free by Eq. (3). Since U has the trivial first Betti
number, there exists ξ ∈W 1,20 (U ; so(m)⊗
∧2(Rn)) such that
Ξ = d∗ξ. (10)
Eqs. (10) and (9) can now be rewritten as the following second-order PDE:
dd
∗ξ = −d∗ξ ∧ d∗ξ in U,
ξ = 0 on ∂U.
(11)
To show that ξ ≡ 0 on U , we proceed by the usual energy estimate. For this purpose,
recall that the natural inner product 〈•, •〉 of two fields of matrix-valued k-forms α = {αij} and
β = {βij} is given by
〈α, β〉 =
m∑
i,j=1
∫
U
αij(x) ∧ ⋆β
j
i (x) dx.
Here, for each pair of indices {i, j} we view αij, β
i
j : U →
∧k
R
n. The symbol ⋆ is the Hodge star
between
∧k
R
n and
∧n−k
R
n. In other words, 〈•, •〉 is the intertwining of the Hilbert–Schmidt
inner product for matrices and the usual inner product for differential forms. It naturally extends
to suitable Sobolev spaces; in particular, to the paring of fields of matrix-valued differential forms
in W 1,20 (U ; gl(m)⊗
∧k
R
n) and W−1,2(U ; gl(m)⊗
∧k
R
n), respectively.
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Now, let us consider the following identity deduced from Eq. (11):
〈ξ, dd∗ξ〉 = −〈ξ, d∗ξ ∧ d∗ξ〉. (12)
The left-hand side equals
‖d∗ξ‖2L2 ≡ ‖Ξ‖
2
L2 , (13)
via an integration by parts and the Stokes’ theorem, as well as the zero boundary condition. On
the other hand, the matrix factor of the integrand on the right-hand side of Eq. (12) takes the
form
trace (M1M2M3) where M1, M2, M3 ∈ so(m). (14)
It vanishes inasmuch as the term 〈ξ, d∗ξ ∧ d∗ξ〉 is well-defined, which is indeed the case due to
Eq. (12) and the fact that ξ ∈W 1,2.
We now conclude from Eqs. (12) and (13) that
‖Ξ‖L2 = 0. (15)
By the definition of Ξ in Eq. (4), we thus have
dP +ΩP = 0 (16)
in the sense of distributions. This is equivalent to the Pfaff system (2).
Finally, we show the uniqueness of weak solutions. Assume that P, Pˆ ∈ W 1,2(U ;SO(m))
are two solutions to Eq. (2). Then
Pˆ d(Pˆ−1P ) = −(dPˆ )Pˆ−1P + dP
= (ΩPˆ )Pˆ−1P − ΩP
= 0.
Hence Pˆ−1P equals a constant matrix in SO(m). This completes the proof. 
5. Existence of Isometric Immersions
The isometric immersions or embeddings of Riemannian manifolds has long been an im-
portant topic in the development of geometric analysis and nonlinear PDEs. See Nash [19, 20],
Günther [10], Gromov [9], De Lellis–Székelyhidi [8], and the references cited there in. Also see
Ciarlet–Gratie–Mardare [1] from the persepectives of nonlinear elasticity. In particular, the ex-
istence of isometric immersions of surfaces with lower regularity (e.g., W 2,p for p ≥ 2) into R3 is
known as the “fundamental theorem of surface theory with lower regularity”.
In this section, we deduce from Theorem 1.1 the following result: On a simply-connected
domain U ⊂ Rn, there exists a W 2,2-isometric immersion in the Euclidean space Rn+k for
arbitrary codimension k with prescribed first fundamental form g ∈ L∞ ∩ W 1,2 and second
fundamental form II ∈ L2 if and only if the corresponding Gauss–Codazzi–Ricci equations admit
a weak solution in L2.
Our theorem holds in arbitrary dimensions and codimensions. It is sharp: with any weaker
regularity assumptions on g and II, the Gauss and Ricci equations would fail to be well-defined in
the distributional sense. It generalises earlier results due to Tenenblat ([24], in C∞-category and
arbitrary dimension/codimension), S. Mardare ([16, 17], for dimension n = 2 and codimension
5
1; g ∈ W 1,p for p > 2), Szopos and Chen–Li ([23, 2], for arbitrary dimension and codimension;
g ∈W 1,p for p > n), and Litzinger ([15], for n = 2 and codimenion 1, g ∈W 1,2).
We formulate our result in the general setting as in Tenenblat [24] and Chen–Li [2]. The
convention for indices is that 1 ≤ i, j, k ≤ n, n+ 1 ≤ α, β ≤ n+ k, and 1 ≤ a, b, c ≤ n+ k. That
is, i, j, k index for the tangent bundle TM, and α, β index for the (putative) normal bundle E.
We say that a Sobolev map ι : (M, g) → (Rn+k,Euclidean) is an isometric immersion if and
only if dι is one-to-one outside a null set of M, and that g coincides almost everywhere with the
pullback of the Euclidean metric on Rn+k under ι.
Theorem 5.1. Let (M, g) be an n-dimensional simply-connected closed Riemannian manifold
with metric g ∈ W 1,2 ∩ L∞. Let E be a vector bundle of rank k over M. Assume that E is
equipped with a W 1,2 ∩ L∞-metric gE and an L2-connection ∇E compatible with gE . Suppose
that there is an L2-tensor field
S : Γ(E)× Γ(TM) −→ Γ(TM), S(η,X) ≡ SηX
such that
g
Ä
X,SηY
ä
= g
Ä
SηX,Y
ä
(17)
for all X,Y ∈ Γ(TM) and η ∈ Γ(E). Then define II : Γ(TM)× Γ(TM)→ Γ(E) by
gE
Ä
II(X,Y ), η
ä
:= −g
Ä
SηX,Y
ä
. (18)
The following are equivalent:
(1) There exists a global isometric immersion ι : (M, g)→ (Rn+k,Euclidean) in W 2,2 whose
normal bundle TRn+k/T (ιM), Levi-Civita connnection on the normal bundle, and second
fundamental form can be identified with E, ∇E, and II, respectively.
(2) The Cartan formalism holds in the sense of distributions:
dωi =
∑
j
ωj ∧ Ωij; (19)
0 = dΩab +
∑
c
Ωcb ∧Ω
a
c , (20)
where {ωi}1≤i≤n is an orthonormal coframe for (T
∗M, g), and {Ωab}1≤a,b≤n+k is the
connection 1-form given by
Ωij(∂k) := g(∇∂k∂i, ∂j); (21)
Ωiα(∂j) ≡ −Ω
α
i (∂j) := g
E
Ä
II(∂i, ∂j), ηα
ä
; (22)
Ωαβ(∂j) := g
E
Ä
∇E∂jηα, ηβ
ä
. (23)
In the above, {∂i} is the orthonormal frame for (TM, g) dual to {ω
i}, and {ηα}n+1≤α≤n+k
is an orthonormal frame for (E, gE).
(3) The Gauss–Codazzi–Ricci equations hold in the sense of distributions:
g
Ä
II(X,Z), II(Y,W )
ä
− g
Ä
II(X,W ), II(Y,Z)
ä
= R(X,Y,Z,W ); (24)
∇Y II(X,Z)−∇XII(Y,Z) = 0; (25)
g
Ä
[Sη ,Sζ ]X,Y
ä
= RE(X,Y, η, ζ), (26)
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for all X,Y,Z,W ∈ Γ(TM) and η, ζ ∈ Γ(E). Here, [•, •] is the commutator of operators,
R and RE are respectively the Riemann curvature tensors for (TM, g) and (E, gE), and
∇ is the Levi-Civita connection on Euclidean space Rn+k.
Moreover, in (1) the isometric immersion ι is unique up to the Euclidean rigid motions in Rn+k
modulo null sets.
Remark 5.2. In Eqs. (24), (25), and (26), g is given and (II,∇E) are unknown.
Proof of Theorem 5.1. It is well-known that (2) ⇔ (3). Also, (3) is classically known to be a
necessary condition for (1); see do Carmo [7], Chapter 6. All the above hold by purely algebraic
(namely, pointwise) identities, which can be easily validated in the sense of distributions too.
It remains to show that (2)⇒ (1). Since M is simply-connected, it suffices to prove on a
local chart, as the general case follows from a standard monodrony argument. Adapting almost
verbatim the arguments in the proof of Theorem 5.2, [2] (also see [24, 16, 17, 18]), we can reduce
the proof of (1) to solving, in the distributional sense, a Pfaff system:
dP = −ΩP. (27)
Then, the isometric immersion ι is solved from
dι = ωP, (28)
where
ω :=
Ä
ω1, . . . , ωn, 0, . . . , 0
ä⊤
.
The compatibility condition dΩ + Ω ∧ Ω = 0 is given precisely by the second structural
equation (20). Hence, in view of Theorem 1.1, Eq. (27) has a weak solution P ∈W 1,2. Thus, the
right-hand side of Eq. (28) is in W 1,2, hence by a Hodge decomposition argument (or a Poincaré
lemma of weak regularity; see [17, 18]) we have ι ∈ W 2,2. One may now proceed as in [2] to
check that ι is indeed an isometric immersion. 
Remark 5.3. Tenenblat [24] established the equivalence between the existence of isometric im-
mersions and the Gauss–Codazzi–Ricci equations in the C∞-setting via solving Pfaff and Poincaré
systems (Eqs. (27) and (28)). Chen–Li [2] showed that Tenenblat’s arguments carry over to the
lower regularity case W 1,ploc , p > 2, using analytic results concerning the solubility of Pfaff and
Poincaré systems proved by Mardare [16, 17]. The arguments in [24, 2] are geometric in nature,
in which one identifies suitable distributions (in the Frobenius sense) and prove their complete
integrability. More explicit, hands-on proofs via direct computations are also available; see S.
Mardare [16, 17], Szopos [23], Ciarlet–C. Mardare [4], and Litzinger [15].
6. Weak Rigidity of Isometric Immersions
Finally, we deduce the following weak compactness result, which extends [15], Theorem 4
to arbitrary dimensions and codimensions:
Theorem 6.1. Let {ιǫ : M→ Rn+k}ǫ>0 be a family of uniformly bounded W
2,2
loc -immersions of
an n-dimensional manifold M such that {dιǫ} is uniformly bounded in L∞loc. Assume that on any
compact subset of M, gǫ := dιǫ ⊗ dιǫ have eigenvalues bounded from below by a strictly positive
constant. Then, after passing to subsequences, {ιǫ} converges weakly in W 2,2loc to an immersion ι,
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whose first and second fundamental forms are limiting points of {gǫ} and the second fundamental
forms of {ιǫ} in W 1,2loc - and L
2
loc-topologies, respectively.
Litzinger [15] proved Theorem 6.1 for n = 2 and k = 1. Chen–Li [2] proved for {ιǫ} ⊂
W 2,ploc (M,R
n+k) with arbitrary n and k, but p > 2 (in fact, the result in [2] is stated in a weaker
form; see Corollary 6.3 (1) below). The arguments of [2] are based on the Lploc-weak continuity
of the Gauss–Codazzi–Ricci equations, first established by Chen–Slemrod–Wang in [3].
We remark that a completely different approach has been taken by [3]: instead of analysing
the Pfaff equation, Chen–Slemrod–Wang exploited the div-curl structure in the Gauss–Codazzi–
Ricci equations and utilised the div-curl lemma in the theory of compensated compactness.
The proof of Theorem 6.1 is adapted from [15]:
Proof. Let Ωǫ be the connection 1-form corresponding to ιǫ via Eqs. (21)–(23). Since {ιǫ} is
uniformly bounded in W 2,2loc , one may infer that {Ω
ǫ} is uniformly bounded in W 1,2loc . Indeed,
we can write schematically Ωǫ =
[
∇g
ǫ
IIǫ
IIǫ ∇⊥,ǫ
]
, where ∇g
ǫ
, IIǫ, and ∇⊥,ǫ are the Levi–Civita
connection of gǫ, the second fundamental form of ιǫ, and the normal connection of ιǫ, respectively.
Thus, modulo subsequences (not relabelled) we have Ωǫ ⇀ Ω weakly in L2loc. By the lower-
semicontinuity of L2-norm with respect to weak convergence and Lemma 3.1, we know that
∇P ǫ ⇀ ∇P weakly in L2loc, where {P
ǫ} are the Coulomb gauges associated with Ωǫ. But each
P ǫ is SO(m)-valued, hence it follows that P ǫ ⇀ P weakly inW 1,2loc for some P ∈W
1,2(U ;SO(m))
for a local chart U ⊂ M. By Rellich Lemma, P ǫ → P strongly in L2loc. Moreover, thanks to
Theorem 1.1, P ǫ satisfies the Pfaff system ∇P ǫ + ΩǫP ǫ = 0. We can thus pass to the limits to
deduce that ∇P +ΩP = 0 in the distributional sense.
Finally, in view of the proof of Theorem 5.1, the existence of a W 2,2loc -isometric immersion
can be deduced from the solubility of ∇P +ΩP = 0, which must agree with ι by the uniqueness
of distributional limits, where ιǫ ⇀ ι in W 2,2loc modulo subsequences. The convergence of the first
fundamental forms in W 1,2loc follows from the definition of g
ǫ and that ιǫ ⇀ ι in W 2,2loc . In addition,
the convergence of the second fundamental forms in L2loc follows from that Ω
ǫ ⇀ Ω in L2loc. 
Remark 6.2. The non-degeneracy assumption that {gǫ} is uniformly bounded in L∞loc and has
eigenvalues locally uniformly ≥ c0 > 0 is necessary. There are counterexamples for sequences of
smooth immersionsMn →֒ Rn+1 (n = 2, 3, 4, . . .) with uniformly Ln-bounded second fundamental
forms whose limits “pinch” to non-immersions; see Langer [13], p.227 and Li [14].
As immediate consequences of Theorem 6.1, it holds that W 2,2loc -isometric immersions are
weakly rigid, and that L2loc-weak solutions for the Gauss–Codazzi–Ricci equations are weakly
continuous. More precisely:
Corollary 6.3. Assume that (M, g) is an n-dimensional Riemannian manifold with metric
g ∈W 1,2loc ∩ L
∞
loc(M; Sym
2
+TM).
(1) Let {ιǫ : (M, g) → (Rn+k,Euclidean)}ǫ>0 be a family of W
2,2
loc -isometric immersions.
After passing to subsequences, {ιǫ} converges weakly in W 2,2loc to an isometric immersion
ι, whose second fundamental form is a limiting point of the second fundamental forms of
{ιǫ} in the weak-L2loc-topology.
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(2) Let {(IIǫ,∇E
ǫ
)}ǫ>0 be a family of weak solutions to the Gauss–Codazzi–Ricci Equa-
tions (24)–(26), where {Eǫ} are the corresponding normal bundles (see Theorem 5.1).
Then, after passing to subsequences, {(IIǫ,∇E
ǫ
)} converges in the weak-L2loc-topology to
a weak solution to Eqs. (24)–(26).
Corollary 6.3 proves the open end-point case (p = 2) in Chen–Slemrod–Wang [3].
Acknowledgement. The author is indebted to Professors Gui-Qiang Chen, Pengfei Guan,
Robert Hardt, Fang-Hua Lin, Zhongmin Qian, Armin Schikorra, Marshall Slemrod, and Deane
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