ABSTRACT. We consider the problem
Introduction. We consider the Cauchy problem It is well known (see for instance [V2] for general references on this problem) that there exists a unique generalized solution u(x, t) of (P) that is nonnegative bounded and continuous on Q. Moreover there exist two continuous monotone curves x = <;"1(t), x = <;"2(t) called the interfaces such that <;"1(0) = a, <;"2(0) = b, and o ~f {(x,t) E Q;u(x,t) > O} = ((x,t) E Q;<;"1(t) < x < ~2(t)}.
Also u E Coo(O).
In the description of the flow of a gas through a porous medium, u represents the density of the gas and v = mu m -1 /(m -1) represents the pressure. We shall retain this denomination in the sequel. Of course v E Coo (0) and it satisfies the equation • (m + l)t~ ' Now we assume that the initial pressure Vo = mug'-l/(m -1) is concave in (a, b) ; more precisely we assume (0.4) vo,xx ::; -C in D '(a, b) with some constant C ~ O. The purpose of this paper is to study the concavity of the pressure v on 0 and of the interfaces t;i on R +, and their consequences. The main result is (-l) 
i(t;:'+ l+(:::=l)Ctt;:)::;O inD'(R+) fori=1,2.
In the case C = 0, the concavity (0.5) has already been proved by Graveleau and Jamet [GJ] . For proving (0.5) in the general case C ~ 0, we will follow their approach based on splitting (0.1) into the two equations (0.7) (0.8)
Vt = (m -l)vvxx,
We then recover (0.1) from (0.7), (0.8) via a Trotter-Kato formula.
In the case C > 0, the combination of (0.5) and (0.6) with (0.2) and (0.3)
gives strong information about the asymptotic behavior of the pressure and the interfaces. It was proved in [VI] that this asymptotic behavior is determined in first approximation by the two invariants of the motion, namely the total mass (0.9)
and the center of mass (0.10)
In fact there is a self-similar (Barenblatt) solution given in terms of the pressure by
ir(t)+o(l), and t;I(t) = (-1)ir'(t)+o(C 1 ).
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As a consequence of Theorem 1 these results can be improved as follows:
THEOREM 2. Under the assumption (0.4) with C > 0 we have as t ----'> 00
uniformly in x for (x, t) E {1 and (0.14)
These rates of convergence are optimal as it can easily be checked on the time- The main problem in proving concavity results lies in the fact that Vx has a jump discontinuity across a moving interface of a solution to problem (P). Therefore Vxx is very singular and positive on the interfaces. Using equations (0.7), (0.8) allows us to overcome this difficulty because the interfaces in (0.7) do not move while in (0.8) we are reduced to studying the characteristic lines of a first-order equation.
On the contrary, in proving lower bounds for Vxx no such difficulty arises since we can always approximate our solution by smooth positive solutions and apply the maximum principle to the equation satisfied by Vxx as in the proof of (0.2) (cE. [AB] ). Thus if v is a solution of (0.1) whose initial datum Va satisfies
It is worth noting that we can always use the maximum principle method of [AB] when dealing with problem (P) for 0 < m < 1 (the so-called fast-diffusion The plan of the paper is as follows: In § 1 we study the Cauchy problems associated to (0.7) and (0.8) for Va satisfying (0.4). We prove the statement about Vxx in Theorem 1 via the Trotter-Kato formula in §2. Finally, §3 studies the interfaces and the asymptotic behavior.
Preliminaries.
In this section we study the Cauchy problems for equations Vt = AVVxx and Vt = v~. To make their application in §2 easier it is convenient to introduce the following notations. Let N be the set of continuous nonnegative = (a, b) . 00(a,b) and
, and
We solve first the Cauchy problem 
License or copyright restrictions may apply to redistribution; see http://www.ams.org/journal-terms-of-use where c is positive and {VOe}e is a sequence of Coo, positive functions in [a, b] such
is a quasilinear parabolic problem and we have the a priori estimate c < v(x, t) < sUPx{voe(x)} for the solutions, by the standard theory (cf. [LSU] ) there exists a solution Ve E cooCa.) of problem (P e).
Consider now the function p(x, t) = vexx (x, t) . It satisfies in 0 the equation
is an explicit solution of the equation satisfied by p, it follows from the maximum principle that, ve,xx and ve(a, t) = ve(b, t) ~ c it follows from Lemma 1.1 and (1.8) that the estimates To obtain a solution
The uniqueness of the solution is a consequence of the maximum principle (it follows in particular that all the sequence {ve } converges to v). In fact if we have two solutions v, w of (1.4) corresponding to initial data Vo, Wo E )./1 and Vo ~ Wo
In case c(vo) = 0 we can still use the above procedure to obtain a solution and only the convergence at t --+ 0 poses a problem that can be solved by approximating the initial data Vo above and below with data in )./1 and using the above comparison results. 0 REMARK. Independently of the authors, M. Ughi [U] has studied the equation 
Moreover the maps T(t): BUC(R) ~ BUC(R) defined for t 2' : 0 by T(t)vo = v(·, t) form a strongly continuous, order-preserving contraction semigroup in BUC(R).
The fact that in problem (1.9) the nonlinearity H(p) = p2 is convex considerably simplifies the construction of the solutions of ( 1.9) Vo. Through every point (~, 0) with a < ~ < b we construct a characteristic line (1.10)
Along this line the derivative w = Vx of every classical solution of Vt = Ivx l 2 must be constant. Therefore we get
The concavity of Vo in (a, b) implies that these characteristics do not cross each other. In that way a C 1 solution of (1.9a) can be constructed in the region where v > O. It is easy to see that this region has the form ( 1.12)
where x = S1(t) and x = S2(t) are Lipschitz-continuous curves (the interfaces), S1(0) = a, S2(0) = b, and (_l)isi(t) is non decreasing in time. Along the interfaces the derivative Vx is discontinuous, i.e. a shock propagates according to the wellknown Rankine-Hugoniot conditions.
The following results about problem (1.9) will be needed in the proof of Theorem 1. 
C(v(t)) > C(vo)
To solve (3.1) we shall use a Trotter-Kato formula based on the results of the previous section (with A = m -1).
It is interesting in that respect to think of the solution v(x, t) of problem (1.4) as a semigroup S(t): )../ -> )../, t > 0, defined by

S (t )vo = v( t) if v( t) = v(·, t), v being the solution of (1.4) with initial data Vo. In the same way the solution to problem (1.9) defines another semigroup T(t):)../ -> )../,
t > O. Both are order-preserving continuous semigroups in )../. The concavity estimates (1.6), (1.13) can be reformulated as
and (2.2d)
C(vo) C(T(t)vo) ~ 1 + 2C(vo)(
Results of the type of Chernoff and Trotter-Kato formulas for pairs of continuous semigroups are known when both semi groups are contractive in some Banach space x (cf. [BCP] ). Unfortunately in our case, while the semigroup T is contractive in LOO(R) or BUC(R), the semigroup 8 is not. In fact the only contraction properties known for the solutions of (1.4) apply to the function u = log (v) 
Q). Moreover if v(t): x --+ v(x, t), then for every t > 0, v(t) E .NI and
(2.6a) C(v(t)) > C(vo) -1+(m+l)t' (2.6b) c(v(t)) ~ c(vo) + (m + l)t. Also (2.7) 2 < 211 v oll00 Vx -c(vo) + (m+ l)t' (2.8) (m -1)ll v oll oo < Vt < 211 v oll00 • c(vo) + (m + l)t --c(vo) + (m + l)tC(vn ) > C(vo) e -1 + (m + l)neC(vo) ' c(v~) ~ c(vo) + (m + l)ne, supp(v~) C supp
(T(ne)vo).
Observe that (2.9a) follows from the fact that 8(e)v ::; v and T(e) and 8(e) are order-preserving maps. (2.9b) and (2.9c) follow from (2.2) and finally (2.9d) is a consequence of (2.9a).
Assume now that c( vo) > 0 and fix to > O. We have
where vg(t) = v~-l if (n -l)e ~ t < ne and Wg = T(e)vg. Since c(wg(t)) > c(vg(t)) + 2e :?: c(vo) we have by (1.7) and (1.14)
converges uniformly to a function v E C(R x [0, toD along a sequence e = ek -+ 0,
Furthermore the estimates (2.6a) and (2.6b) follow from (2.9b) and (2.9c) and the upper-semicontinuity of the functionals c and C.
To end the proof of the proposition we have yet to check that equation (2.5) holds. For that. we write (2.10) 
(S(r)wg(t)),. dr + -(T(r)vg(t)),. dr
t {(S(r)wg(t))x}2 dr e io
We want to pass to the limit e -+ O. Let us begin for instance with 12 • Since vgk -+ v uniformly in R x [0, to], using also (1.14) it follows that
O:::;,.:::;g
O~t~to
If we now observe that c(T(r)v,,(t)) :?: c(vo) and
supp(T(r)vg(t)) c supp(T(to + e)Vo) C [-R, R]
for some R > 0 the convergence (2.11) will hold uniformly in r E (0, e) as a consequence of the following compactness result applied to the family {ft,,.,
LEMMA 2.2. For every constant Co and R > 0, the set For a proof of this result see [L, Lemma 1O.1J . It is based on proving that )'/cQ,R c WS,P(R) for some s > 1 and p > 1 and then using interpolation.
Continuing with the proof of Proposition 2.1 it follows from (2.11) that 12 = - O, toJ; Ll(R) ). In the same way we prove that O, toJ; Ll(R) ). (R x (0, to) ). Therefore we may let Ck ~ ° in (2.10) to obtain (2.5).
Finally since
The case c(vo) = ° is easily dealt with by comparison since for every 8 > ° (i) S (8) 
where Uo is nonnegative, continuous and bounded.
Then v is the pressure associated to the solution of (0.1). -l) and let u be the usual solution of (0.1).
By the preceding results if 0 is the subregion of Q where v is positive, then 0 has the form {(x, t) E Q: Sl(t) < x < S2(t)} and we have u E C(O). Also (by standard regularity theory) u E COO(O) and Ut = (um)xx is satisfied in 0 in the classical sense. Since u :s; u on the parabolic boundary of 0 by the maximum prin~iple we get u :s; u in O.
Moreover since (um)x = uVx and v(-, t) E ),/ it is easy to see that (um)x ~ ° as (x, t) tends to the lateral boundary of 0, hence for every t > °
and we have
Therefore u = u in Q. 0 3. Interfaces and asymptotic behavior. In this section we complete the proof of Theorem 1 by studying the concavity of the interfaces of the solutions to problem (P) and derive its consequences for the asymptotic behavior of solutions and interfaces, Theorem 2.
Proof of the concavity statement (0.6) of Theorem 1. We may assume that v is a solution of (0.4) whose initial datum Va satisfies (0.4) with C > O. Also 
2(m+1)(t+r)
where r(t) is as in (0.12). The parameters M, r > 0 and Xl E R shall be adjusted so as to have
By (0.5) and (3.2) the last inequality is implied by 
we conclude as in [CF, Vi] that We now study the asymptotic behavior. We state in detail the results for the interface. (3.6) r' ( t) 2: <;' ( t) 2: r' (t + r). Moreover <;(t) -r(t + r) i Xo and <;'(t)/r'(t + r) 11. PROOF. Since <;'(t)/r'(t + r) is non increasing and <;(t)/r(t) -+ 1 (cf. [VI] ), it follows that <;'(t)/r'(t + r) 1 1. Therefore <;(t) -r(t + r) is nondecreasing. Since r(t + r) -r(t) -+ 0 and <;(t) = r(t) + Xo as t -+ 00 [VI] we have <:(t) -r(t + r) i Xo.
This proves the right-hand inequalities. The left-hand inequalities were proved in [VI] . PROOF. (3.7) and (3.8) follow respectively from (3.5) and (3.6). Then the estimate for <;" follows from this, (0.3), and (0.6).
To end the proof of Theorem 2 we remark that (0.13) comes from (0.2) and (0.5). By integration we obtain estimates for v and vx . It is to be remarked that the estimates for v, vx , <;, and <:' are valid also in the case of symmetric solutions without the assumption of concavity (cf. [VI, Theorem B] ). In that case the result extends to several space dimensions. Let us finally state another consequence of the above results. 
