We pose and discuss the following conjecture: let
Introduction
For > 0 let s n (z) := n k=0 ( ) k k! z k be the nth partial sum of the Taylor expansion of (1 − z) − about the origin. Here ( ) k := ( + 1) · · · ( + k − 1) is the Pochhammer symbol. We denote by A the set of analytic functions in the unit disk D := {z : |z| < 1} of the complex plane C and N stands for the set of positive integers. Furthermore, for f, g ∈ A we say that f is subordinate to g in the disk D if there exists w ∈ A satisfying |w(z)| |z|, z ∈ D, such that f (z) = g(w(z)). This is written as f ≺ g. Note that this implies in particular that f (0) = g(0) and f (D) ⊂ g (D) , and that these latter two conditions are also sufficient for f ≺ g if g is univalent in D (cf. [7, p. 35] ).
The following result was obtained in [10] .
Theorem 1. For 0 < 1 and n ∈ N we have
Using summation by parts one easily generalizes (1.1) to
This relation is sharp in the sense that it will generally not hold for > as one can see looking at the limiting situation n → ∞. However, if we change the right-hand side of (1.2) slightly in the sense that the bounded function (1 − z) in D is replaced by the unbounded one holds for all 0 < ( ).
Initially we were only interested in the determination of the maximal value 0 so that (1.4) holds for = 1 2 , and in [6] we showed that 0 equals the unique solution of the equation 
It is clear that Conjecture 1 contains the following weaker one. 
which holds for all 0 < 1. The latter follows immediately from (1.2) and the fact that 1 − z ≺ 1+z 1−z . Therefore (1) = 1. Since, clearly, * (1) = 1 we deduce that Conjectures 1 and 2 hold for = 1 and they actually coincide.
As mentioned above, the case = 1 2 of Conjecture 2 was our main result in [6] , although the conjecture did not exist at that time. In the present paper we verify two more cases of the above conjectures. A numerical evaluation yields * (
We shall see that Theorem 2 is essentially equivalent to a generalization of Vietoris' theorem [12] (see also [1, p. 375] , [11] for an interpretation of Vietoris' theorem in terms of subordination and 'stable' functions), recently obtained in [4] . Our proof of Theorem 3 uses a refined technique which probably allows the handling of other cases of the above conjectures as well. We plan to come back to this on another occasion.
In [10] our Theorem 1 has actually been stated in a more general version, involving starlike functions of order
For < 1 let S be the family of functions g starlike of order , i.e. g analytic in D with [10] ). For ∈ (0, 1] and g ∈ S 1− /2 we have
Theorem 4 (Ruscheweyh and Salinas
Note that (1. , * g
, where 2 F 1 stands for the Gaussian hypergeometric function. Note that can also be defined by the equation 9) and that (1.8) becomes (1.7) for = . The truth of Conjecture 1 would imply the following generalization of Theorem 5.
, * g
Using (1.8) together with the observation that
, z ∈ D we infer that (1.10) holds for 0 < . Obviously Conjecture 1 would imply that for ∈ (0, 1]
where ( ) stands for the inverse function of * ( ). We should like to mention that Conjecture 3 would extend this to the functions g/z with g ∈ S 1− /2 :
Actually, in terms of the so-called Kaplan classes K( , ) (cf. [9, p. 32]) one can replace (1.12) by the stronger statement
We are not going any deeper into this matter but mention that in view of Theorem 6 both, (1.12) and (1.13) are valid for = ( 
Proof of Theorem 2
Note that (1.3) with = 1 2 is equivalent to
and the minimum principle for harmonic functions implies that it is sufficient to establish (2.1) for z = e 2i , 0 < < . We set
and try to prove that
k! in this identity we get
c k e
and In the recent paper [4] , the reader can find generalizations, new applications, an extensive bibliography and background information on the celebrated Vietoris' inequalities.
Proof of Theorem 3
Before we start with the proof of Theorem 3 we should like to establish the following:
Proof. For z = e i , (1.4) is equivalent to the trigonometric inequality
A limiting case of this inequality can be obtained using the asymptotic formula
Hence a necessary condition for the validity of (3.1) is the non-positivity of the integral in (3.2) for all , and in particular for = ( + 1) :
As in [13, V. 
Proof of Theorem 3. As pointed out in Remark (3) and in (3.1) we have to show that for all
where
Preliminary reductions
it suffices to prove (3.3) for 0 < 2 . Let
It is then easy to verify that Hence we need to prove (3.3) only for 2n+1 < 2 .
The case 7 2
For n = 1 we have
For n 2 a summation by parts yields 3.3. The case 2n+1 < < 7 , n 4
In this section we shall use the representation
We also define and to handle the second one we set
With (x) := 1 x 1− we have
Summing up the above using (3.5)-(3.7) gives
We split the rest of the proof into several propositions which provide estimates for the terms on the right-hand side of (3.8).
Proposition 1.
(i)
Proof. We note that
Using this, the proof of Proposition 1 follows the same lines as the one of [6, Lemma 1]. We omit the details.
Proposition 2. Let
and
Then, for 0 < 7 , we have
Proof. Since 
In an elementary way it can be checked that the function ( ) is positive and strictly increasing on (0, 7 ) so that (3.9) follows. 
Proof. An elementary calculation gives
Taking into account the definition of we observe where the latter inequality follows by minimizing the expression on the right-hand side over
. This completes the proof of the proposition.
Proof. We write
It can be easily checked (cf. [6, Lemma 2] ) that for 0 < < 1, the sequence Evidently n n = 1 ( )
It has been shown in [5] that, for 0 < 1/2, the function
is strictly increasing and concave on (0, ∞) and that lim x→∞ (x) = (1− ) 2 . Hence, with = 1 − , ( = 0.907689 . . .) we get
Combining this with (3.13), we obtain (3.11).
Now let
Using parts (i) and (ii) of Proposition 1 we find, respectively, that 
Using (3.11) we find that, for 2n+1 < 7 ,
We defineg ∈ A 0 to be the unique solution of the equation g * g = 1 1−z , and note that for > 0 g * g ∈ PF , g ∈ F .
(4.1)
We need the following simple proposition. Next we show that Conjecture 1 implies Conjecture 3. In fact, Conjecture 3 is actually a theorem if we replace * ( ) by ( ) in its statement. To see this we use again Lemma 3 and the following facts:
s n (g, z) = s n * g * g ,g * g ∈ PF ⊂ PF , so that, by Definition 1, s n (g, z) , * g
noting that the function on the right is also convex univalent in D.
The proof of Theorem 6 is now obvious.
