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ABSTRACT
We consider the approximation of solutions of two complicated, physical systems
via the nonlinear Schro¨dinger equation (NLS). In particular, we discuss the evolu-
tion of wave packets and long waves in two physical models. Due to the complicated
nature of the equations governing many physical systems and the in-depth knowl-
edge we have for solutions of the nonlinear Schro¨dinger equation, it is advantageous
to use approximation results of this kind to model these physical systems. The ap-
proximations are simple enough that we can use them to understand the qualitative
and quantitative behavior of the solutions, and by justifying them we can show that
the behavior of the approximation captures the behavior of solutions to the original
equation, at least for long, but finite time.
We first consider a model of the water wave equations which can be approximated
by wave packets using the NLS equation. We discuss a new proof that both simplifies
and strengthens previous justification results of Schneider and Wayne. Rather than
using analytic norms, as was done by Schneider and Wayne, we construct a modified
energy functional so that the approximation holds for the full interval of existence of
v
the approximate NLS solution as opposed to a subinterval (as is seen in the analytic
case). Furthermore, the proof avoids problems associated with inverting the normal
form transform by working with a modified energy functional motivated by Craig and
Hunter et al.
We then consider the Klein-Gordon-Zakharov system and prove a long wave ap-
proximation result. In this case there is a non-trivial resonance that cannot be elim-
inated via a normal form transform. By combining the normal form transform for
small Fourier modes and using analytic norms elsewhere, we can get a justification
result on the O(1/ε2) time scale.
vi
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Chapter 1
Introduction
1.1 Approximation Results
In this dissertation, we discuss methods used to justify the approximation of so-
lutions of complicated physical systems via integrable partial differential equations
(PDEs). In particular, we discuss the evolution of wave packets, shown in Figure 1·1.
Approximation results of this type are important for many reasons. The existence
and behavior of these types of wave packets play a significant role in mathematical
physics as well as nonlinear optics and quantum mechanics. Closer to the present
work, they are also of particular interest in the case of water waves. Due to the com-
plicated nature of the equations governing many physical systems and the in-depth
knowledge we have for solutions of the nonlinear Schro¨dinger (NLS) equation, it is
advantageous to use approximation results of this kind to model at least some aspects
of these physical systems. The approximations are simple enough that we can use
them to understand the qualitative and quantitative behavior of the solutions, and
the justification shows that the behavior of the approximation captures the behavior
of solutions to the original equation, at least for long, but finite time.
The first non-rigorous derivation of the NLS equation as an approximate equation
for the evolution of wave-packets on fluids was due to Zakharov in (Zakharov, 1968).
For more general hyperbolic problems, the formal derivation of approximations was
discussed in (Calogero and Eckhaus, 1988). In these results it was shown that these
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approximations were formally close to solutions of the water waves equations. In other
words, at the initial time, the approximation failed to be a solution by only a very
small margin; however, for some physical models, it can be shown that the difference
between the approximation and solutions to the original equation can grow in such a
way that after some finite time the behavior of the approximation and the solution to
the original equation is vastly different. In order to have a reasonable approximation,
we must therefore show that the approximation and the solutions remain close and
similar in behavior. In particular, a full justification for these approximations would
show that the error between solutions and the approximation does not grow on the
time scales we are interested in.
A general approach to justifying modulation equations like NLS was developed by
Kalyakin in (Kalyakin, 1987), who used normal-forms as well as averaging methods.
However, his results did not extend to the sort of quasilinear PDEs we consider.
Much closer in spirit to what we discuss here is the paper of Kirrmann, Schneider,
and Mielke in (Kirrmann et al., 1992) who gave a general approach to justifying
NLS approximations and applied it to nonlinear PDEs with cubic nonlinear terms.
This was then extended by Schneider in (Schneider, 1998b) in the case of quadratic
nonlinearities via a normal form method under a non-resonance condition for the
nonlinearity. This non-resonance condition has been weakened in a number of papers
including but not limited to (Schneider, 1998a; Schneider, 2005; Du¨ll and Schneider,
2006). Further developments led to the paper (Schneider and Wayne, 2011), which is
the motivation for Chapter 2, where Schneider and Wayne justified the wave packet
approximation for a toy model of the water wave equations. The goal of this thesis
is to help further reduce that non-resonance condition by building on more recently
introduced techniques such as (Hunter et al., 2015; Du¨ll et al., 2016).
2
1.1.1 Linear Klein-Gordon Equation
As a first example of the types of approximations discussed here, we consider the
linear Klein-Gordon equation
∂2t u = ∂
2
xu− u. (1.1)
A quick calculation shows that this has solutions of the form
u(x, t) = ei(k0x+ω(k0)t)
with ω(k)2 = k2 +1. This solution is an oscillating wave train, oscillating with respect
to both space and time.
Consider instead an approximation of the general form
εψ(x, t) = εA(εx, εt, ε2t)ei(k0x+ω0t) + c.c.
Figure 1·1: Wave packet approximation
This is a wave packet approximation, seen in Figure 1·1, where A(X, τ, T ) ∈ C is the
complex-value amplitude and 0 < ε 1 is a small perturbation parameter. For ease
of notation we will write X = εx, τ = εt, T = ε2t, and E1 = ei(k0x+ω0t). In order
to formally understand the evolution of this physical approximation, we plug ψ into
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(1.1) and collect the remaining terms into
Res(εψ) = −∂2t (εψ) + ∂2x(εψ)− (εψ)
= −(− εω20A+ ε22iω0∂τA+ ε32iω0∂TA+ ε42∂τ∂TA+ ε5∂2TA)E1
+
(− εk20A+ ε22ik0∂XA+ ε3∂2XA)E1
−εAE1
= +ε
(
ω20A− k20A− A
)
E1 + ε2
(− 2iω0∂τA+ 2ik0∂XA)E1
+ε3
(− 2iω0∂TA+ ∂2XA)E1 − ε42∂τ∂TAE1 − ε5∂2TAE1.
The residual, written Res(εψ) above, is how much εψ fails to be a solution of (1.1).
Therefore, a perfect solution would have Res(εψ) = 0. This suggests that a “good”
approximation would have very small residual. Therefore we will look at the residual
terms for increasing order of ε, and try to choose the parameters in our approximation
such that each of these terms will cancel.
We first see that the O(ε) terms cancel if we choose ω0 and k0 so that they solve
the linear dispersion relation ω(k)2 = k2 + 1. The next observation is that in order
for the O(ε2) terms to cancel, we need
−2iω0∂τA+ 2ik0∂XA = 0.
This is just a transport equation with speed cg = k0/ω0 = ∂kω|k=k0,ω=ω0 . This suggests
that, on the time scale corresponding to εt, A is roughly a traveling wave moving left
with the group velocity cg. It is reasonable therefore, to consider approximations of
the form
εψ(x, t) = εA(ε(x+ cgt), ε
2t)ei(k0x+ω0t) + c.c. (1.2)
We note that if we instead choose an approximation with the wave train ei(k0x−ω0t),
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then we would get waves moving to the right with speed −cg. Finally, we consider
the terms of O(ε3). In this case, we want A to be a solution of the linear Schro¨dinger
equation
2iω0∂TA = ∂
2
XA.
Therefore one would expect, at least formally, that on time scales corresponding to
ε2t these wave packets should behave similarly to solutions of the linear Schro¨dinger
equation.
1.1.2 Nonlinear Klein-Gordon
Consider the Nonlinear Klein-Gordon equation with a cubic nonlinearity
∂2t u = ∂
2
xu− u+ u3. (1.3)
If we again make a wave packet approximation for this nonlinear equation, then
naively one might expect that since our approximation is small, the linear part of (1.3)
would cause the wave packets to disperse similar to the linear Schro¨dinger equation.
On the other hand, we might also expect that the nonlinearity would cause solutions
to blow up in finite time. We would like to formally argue that these two will land
in some sort of equilibrium with each other, at least for a significant amount of time.
Then for certain types of initial conditions we may see solutions which neither disperse
nor blow up.
We make the wave packet approximation
εψ(x, t) = εA(ε(x+ cgt), ε
2t)ei(k0x+ω0t) + c.c.
Again A(X,T ) ∈ C is the complex-valued amplitude and 0 < ε  1 is a small
perturbation parameter. The slow spatial scale is X = ε(x + cgt) ∈ R and the slow
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time scale is T = ε2t. The basic spatial wave number k0 and the basic temporal wave
number ω0 are related via the dispersion relation of the linearized problem
ω(k)2 = k2 + 1.
Finally, the group velocity cg is given by ∂kω|k=k0,ω=ω0 . Note that all of these as-
sumptions carry over from the linear equation since we wouldn’t expect the nonlinear
behavior to effect the solutions for small times.
As we did in the linear case, in order to understand the evolution of this physical
approximation, we plug εψ into (1.3) and collect the remaining terms into
Res(εψ) = −∂2t (εψ) + ∂2x(εψ)− (εψ) + (εψ)3
= −(− εω20A+ ε22iω0cg∂XA+ ε3(iω0∂TA+ c2g∂2XA)
+ε5(∂2TA+ 2cg∂X∂TA)
)
ei(k0x+ω0t)
+
(− εk20A+ ε22ik0∂XA+ ε3∂2XA)ei(k0x+ω0t)
−εAei(k0x+ω0t)
+ε33A|A|2ei(k0x+ω0t) + ε3A3e3i(k0x+ω0t) + c.c.
= ε3
(− iω0∂TA+ (1− c2g)∂2XA+ 3A|A|2)ei(k0x+ω0t) + · · · .
The residual, written Res(εψ) above, is how much εψ fails to be a solution of (1.3).
Therefore, we wish to choose the parameters in such a way that the residual is as small
as possible again. We note that the O(ε) and O(ε2) terms canceled by making the
choice of ω0 and cg that we derived for the linear equation. Then, for the remaining
terms above we see that in order to have a good approximation we choose A as a
solution of the NLS equation
iω0∂TA = (1− c2g)∂2XA+ 3A|A|2.
6
This formal argument is why one might expect wave packets to behave similarly to
solutions of NLS.
1.1.3 Boussinesq Equation, Korteweg-de Vries Approximation
While this dissertation will focus on NLS approximations, it is useful to note that
other approximation types do exist and similar methods can be used to justify them.
Therefore, we show an example of a Korteweg-de Vries (KdV) approximation. We
consider the Boussinesq equation
∂2t u = ∂
2
xu+ ∂
2
t ∂
2
xu+ ∂
2
x(u
2). (1.4)
We argue that there exist small, long, and non-oscillating waves that do not disperse
or blow up for long time scales. We make the ansatz
ε2ψ(x, t) = ε2A(ε(x+ cgt), ε
3t).
This is a long wave approximation, as seen in Figure 1·2, where A(X,T ) ∈ R is the
Figure 1·2: Long wave approximation
amplitude and 0 < ε  1 is a small perturbation parameter. The slow spatial scale
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is X = ε(x + cgt) ∈ R and the slow time scale is T = ε3t. In order to understand
the evolution of this physical approximation, we plug ε2ψ into (1.4) and collect the
remainder into
Res(ε2ψ) = −∂2t (ε2ψ) + ∂2x(ε2ψ) + ∂2t ∂2x(ε2ψ) + ∂2x((ε2ψ)2)
= −(ε4c2g∂2XA+ 2ε6cg∂X∂TA+ ε8∂2TA)
+
(
ε4∂2XA
)
+
(
ε6c2g∂
4
XA+ 2ε
8cg∂
3
X∂TA+ ε
10∂2X∂
2
TA
)
+
(
ε6∂2X(A
2)
)
= ε4
(
(1− c2g)∂2XA
)
+ ε6
(− 2cg∂X∂TA+ c2g∂4XA+ ∂2X(A2))+O(ε8).
Again the residual, written Res(ε2ψ) above, is how much ψ fails to be a solution of
(1.4). Therefore, for a good approximation we would choose c2g = 1 as well as choose
A as a solution of either of the KdV equations
2∂TA = ∂
3
XA+ ∂X(A
2), and
−2∂TA = ∂3XA+ ∂X(A2).
Note that the former produces waves moving to the left and the latter produces waves
moving to the right. Therefore one would expect, at least formally, that small, long
bumps would physically behave similar to solutions to KdV.
1.1.4 General Method for Justification
Up to this point, we have only shown that ψ fails to be a solution by a very small
margin for a particular time. Note however that a small residual does not necessarily
imply a good approximation. As shown in (Schneider, 1995; Gallay and Schneider,
2001; Schneider et al., 2015) there exist approximations with good formal estimates
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but where the approximation exhibits different behavior from the solutions to the
original equations. Therefore, a more rigorous justification is necessary. There have
been many steps to justifying these approximations more rigorously. The closest in
spirit to what’s done here is introduced in the paper of Kirrmann, Schneider, and
Mielke in (Kirrmann et al., 1992). They introduced a general approach to justifying
NLS approximations and applied it to nonlinear PDEs with cubic nonlinear terms.
In this section we will outline this method along with another example (used in
(Kirrmann et al., 1992)) to show that the Ginzburg-Landau equation can be used to
approximate particular solutions of the Swift-Hohenberg equation.
We consider the Swift-Hohenberg equation
∂tu = −(1 + ∂2x)2u+ αu− u3 (1.5)
= Λu+ C(u, u, u).
for α > 0. We make the approximation
εψGL(t, x) = εA(εx, ε
2t)eix + c.c. (1.6)
Note that this wave packet is not moving with some group velocity, nor does it
oscillate with respect to time. Nevertheless, the analysis will be the same. Doing a
similar calculation as with the Klein-Gordon and Boussinesq equations, we can show
that the residual terms with a factor of eix of order O(ε3) cancel when A solves the
Ginzburg-Landau equation
∂TA = 4∂
2
XA+ A− 3A|A|2. (1.7)
So, at least formally this gives us a “good” approximation. To rigorously justify
this approximation we will show that the error between the solutions to the original
9
equation and the approximation is bounded over the time scale of interest.
In particular, we assume that the Ginzburg-Landau equation has a solution A,
with a bound of the form
sup
T∈[0,T0]
‖A(·, T )‖L2 ≤ C.
Then, due to the time scale T = ε2t in the approximation, we would like to justify
the approximation for t ∈ [0, T0/ε2]. Thus, given a solution u of (1.5) we define the
error R via
u = εψ + εβR
with β ≥ 2. Substituting this into (1.5) gives us
∂tR = ΛR + ε
2C(ψ, ψ,R) + εβ+1C(ψ,R,R) + ε2βC(R,R,R) + ε−βRes(εψ). (1.8)
Our goal then is to show that R is bounded independently from ε for t ≤ T0/ε2.
To do this we consider the terms in (1.8). Since Λ forms a uniformly bounded semi-
group, the first linear term will cause no growth in R. The three terms ε2C(ψ, ψ,R)+
εβ+1C(ψ,R,R) + ε2βC(R,R,R) are all high enough order in ε that they can be con-
trolled over the relevant time interval. Finally the term ε−βRes(εψ) is large for
increasing β suggesting that β should not be chosen too large. In fact, our previ-
ous calculations for residuals only showed cancellation up to O(ε3) suggesting this
residual term is O(ε) even for β = 2. However, by adding higher-order terms to the
approximation and keeping β small, we can assure ε−βRes(εψ) = O(ε2). Therefore
we can show a bound of the form
d
dt
‖R‖L2 ≤ Cε2‖R‖L2 + higher-order terms, (1.9)
in L2 or some other suitably chosen norm. Then using a Gronwall’s argument we can
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show that ‖R‖L2 ≤ C independent of ε for t ∈ [0, T0/ε2]. Therefore,
sup
t∈[0,T0/ε2]
‖u− εψ‖L2 = sup
t∈[0,T0/ε2]
‖εβR‖L2 ≤ Cεβ.
Finally, since β ≥ 2, we see the difference between the approximation and the solution
to the original equation is an order of ε smaller than the solution itself. Therefore,
we would expect to see any interesting behavior from the Ginzburg-Landau equation
in the wave packet approximation for the Swift-Hohenberg equation as well.
1.1.5 General Difficulties
The above argument relied on the fact that we could get the bound (1.9). However,
this estimate and the further Gronwall argument become significantly more challeng-
ing when we consider quadratic nonlinearities and quasilinear problems. Both of these
issues will be considered in depth in Chapters 2 and 3, but we consider now a general
example to see why these properties are problematic.
Consider the following general equation with quadratic nonlinearity
∂tu = Λu+N(u, u).
Assume Λ forms a uniformly bounded semigroup and N(U,U) is some quadratic
nonlinearity, such as u2. If we want to justify an approximation εψ, such as (1.2),
then as above, we will define the error using u = εψ + εβR, giving us the following
equation for R
∂tR = ΛR + εN(ψ,R) + ε
βN(R,R) + ε−βRes(εψ).
In this case, we can no longer expect to have control over the term εN(ψ,R) on the
time scale t ∼ O(1/ε2). Rather, since εN(ψ,R) is an O(ε) perturbation of the linear
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problem, we would only expect an estimate of the form
d
dt
‖R‖L2 ≤ Cε‖R‖L2 + higher-order terms.
This only gives control over R on a time scale of O(1/ε). However, it was shown
by Schneider in (Schneider, 1998b) that under a non-resonance condition for the
nonlinearity, this type of equation can be handled over the longer time scale via a
normal form method which we will discuss in section 1.2.
We can take this difficulty one step further and assume that the nonlinearity is
not only quadratic but of the form N(U,U) ∼ ∂x(u2). Then we still must overcome
the same difficulty from the εN(ψ,R) term above. However, the equation for R is
now quasilinear and therefore one cannot even expect the estimates to close on the
O(1/ε) time-scale. Generally, estimates might look something like
d
dt
‖R‖L2 ≤ Cε
(‖R‖L2 + ‖∂xR‖L2). (1.10)
Obviously in this case a Gronwall estimate does not apply. We will refer to this type
of difficulty as the right-hand side having too many derivatives or the equation “loses
derivatives”. These two difficulties are what makes quasilinear and quadratic nonlin-
earities particularly challenging. The goal of this dissertation is to help build upon
the methods of justifying approximations for quadratic and quasilinear equations.
1.2 Normal Forms
The method of normal forms for partial differential equations is a wide field that has
many applications besides approximation results. As an introduction to the ideas
and uses of normal forms, we first consider them in the case of ordinary differential
equations (ODEs).
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1.2.1 Normal Forms for Ordinary Differential Equations
Consider two very simple initial-value problems. The first being nonlinear with
quadratic nonlinearity
dx
dt
= x2, x(0) = x0.
This equation has the explicit solution
x(t) =
x0
1− x0t ,
and so x(t) is defined for t ∈ [0, 1/x0). Thus for small initial conditions with x0 ∼ O(ε),
we can see solutions exist for times of O(1/ε).
Now consider the cubically nonlinear equation
dy
dt
= y3, y(0) = y0.
This equation has the explicit solution
y(t) =
y0√
1− 2y20t
,
and so y(t) is defined for t ∈ [0, 1/(2y20)). So for small initial conditions with y0 ∼ O(ε),
we can see solutions exist for times of O(1/ε2). At least in this simplified case, we
see that for small initial conditions, cubic nonlinearities produce solutions that exist
for an entire order of magnitude in ε longer than those with quadratic nonlinearities.
The normal-form method wishes to take advantage of this behavior.
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Consider a system of the general form
du
dt
=
λ1 0. . .
0 λd

u1...
ud
+
n
1
11u1u1 + n
1
12u1u2 + · · ·
...
nd11u1u1 + n
d
12u1u2 + · · ·
 (1.11)
= Λu+N(u, u)
u(0) = u0
where λi are all purely imaginary and we assume u0 ∼ O(ε). As we saw above, to
show long-time existence of small solutions, we would prefer a cubic nonlinearity as
opposed to the quadratic nonlinearity. We therefore try to make a transformation of
the dependent variable
vj = uj +Bj(u, u) = uj +
d∑
m,n=1
bjmnumun
and choose the coefficients bjmn in such a way that the equation for v has no quadratic
terms, i.e. we want
dv
dt
= Λv +O(|v|3). (1.12)
If we plug this transformation into (1.11) and collect all quadratic terms, we see that
we need the cancellation
−ΛB(u, u) +B(Λu, u) +B(u,Λu) = N(u, u)
in order for (1.12) to hold. We therefore define B via the coefficients
bjmn =
njmn
−λj + λm + λn
for each j,m, and n. If −λj + λm + λn 6= 0 for all combinations of j,m, and n,
then this definition is well-defined and we can show that small solutions of (1.11) are
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bounded on time scales of O(1/ε2). We call combinations of j,m, and n such that
−λj + λm + λn = 0 resonances. And if −λj + λm + λn = 0 and njmn 6= 0, then bjmn
is no longer well-defined. In this case we can no longer remove the term njmnumun
in (1.11). Therefore, we see that these resonances can play an important role in the
growth of solutions of ODEs. We will see that this method can be extended to partial
differential equations as well but with that extension comes other difficulties.
1.2.2 Shatah’s Normal Form Method
We illustrate Shatah’s normal form method, first introduced in (Shatah, 1985), with
the following general example. Consider a partial differential equation of the form
∂tU = ΛU + εN(U,U) + ε
2C(U,U, U). (1.13)
We assume that Λ̂ = diag{iω1(k), iω2(k), ..., iωd(k)} is some bounded linear operator,
N(U,U) is some quadratic nonlinearity defined as a Fourier multiplier with kernel
function nj(k, k − `, `), i.e.
N̂j(Û , Û) =
∫
nj(k, k − `, `)Û(k − `)Û(`)d`,
and C(U,U, U) is a cubic nonlinearity. As we saw for ODEs in section 1.2.1, in
general, without the presence of the quadratic nonlinearity, we can expected bounded
solutions for longer time scales. In particular, the quadratic nonlinearity can cause
unbounded growth or blowup on time-scales shorter than those we are interested in.
Therefore, the method of Shatah suggests making a near-identity transformation of
the dependent variable, such as
V = U + εB(U,U). (1.14)
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We choose B(U,U) such that the evolution for V no longer has the problematic
quadratic term. Similar to the ODE case we want V to solve an equation of the form
∂tV = ΛV +O(ε2).
Plugging in, we need to define B such that all quadratic terms cancel. That is,
−ΛB(U,U) +B(ΛU,U) +B(U,ΛU) = N(U,U). (1.15)
We can rewrite this, after taking the Fourier transform, as
B̂j(Û , Û) =
2∑
m,n=1
∫
nj(k, k − `, `)
−i(ωj(k) + ωm(k − `) + ωn(`)) Ûm(k − `)Ûn(`)d`. (1.16)
As we had in the ODE case, this transformation may not necessarily exist due to
resonances. Precisely, we define the set of resonances as
{(k, `) such that − ωj(k) + ωm(k − `) + ωn(`) = 0}.
Then if nj(k, k− `, `) 6= 0, the kernel is singular and generally of no help. However, if
nj(k, k−`, `) = 0, for (k, `) in the resonant set, it is possible we can define B near this
resonance nonetheless. We call this a “transparency” condition and in some contexts
this resonance is refered to as trivial.
We will see that these resonances can cause major difficulties for approximation
results with quadratic terms. Furthermore, we will see that even without resonances
a transformation of this form can still pose other difficulties to the final result (e.g.
loss of derivatives) which we will discuss in sections 1.3 and 1.4.
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1.2.3 Space-time Resonances
The Space-Time Resonance approach developed by Germain-Masmoudi-Shatah ex-
tends Shatah’s normal form method (Shatah, 1985) and, as pointed out in (Germain,
2011) and (Lannes, 2013) is also related to Klainerman’s vector-field method. In this
dissertation, we will only utilize the time resonance half of the space-time resonance
method, but for completeness we introduce the space resonance half as well.
Consider the following simplified example
∂tU = ΛU + εN(U,U)
U(x, t)|t=0 = U0
with N(u, u) defined as a Fourier multiplier with some kernel function nj(k, k− `, `).
We will write u in a rotating coordinate frame via f = e−iΛtU. Using Duhamel’s
formula we can write the Fourier transform of the solution f as
f̂j(t, k) = Û0j(k) + ε
t∫
0
∫
e−iφ
j
mn(k,`)snj(k, k − `, `)f̂m(k − `, s)f̂n(`, s)d`ds (1.17)
with
φjmn(k, `) = −ωj(k) + ωm(k − `) + ωn(`).
The main idea of the space-time resonance approach is to then analyze the above
using the method of stationary phase for both variables s and `. In short, the method
of stationary phase utilizes the osciallations of the exponenatial to bound the entire
integral. It can be shown that, under certain conditions, the bounds of an integral
of the from (1.17) can be reduced to understanding when the exponential is not
osciallating, i.e. when φjmn(k, `)s = 0. These points where there is no oscillation
are refered to as have stationary phase. In the case of the variable s, the phase is
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stationary when φjmn(k, `) = 0. We will call that set the time resonances
T = {(k, `) |φjmn(k, `) = 0}.
This is exactly the set of resonances found when applying Shatah’s normal form
method. If these resonances do not exist, or if we are integrating in some region
bounded away from T , then we can integrate (1.17) by parts with respect to s and
get
f̂j(t, k) =Ûj0(k) + ε
∫
eiφ
j
mn(k,`)s
nj(k, k − `, `)
iφjmn(k, `)
f̂m(k − `, s)f̂n(`, s)d`
∣∣∣∣t
0
− ε
t∫
0
∫
eiφ
j
mn(k,`)s
nj(k, k − `, `)
iφjmn(k, `)
∂s
(
f̂m(k − `, s)f̂n(`, s)
)
d`ds.
The first integrand is small and no longer grows with respect to t. Since we defined
f = e−iΛtU, the second is cubic in f and O(ε2) when the time derivative is applied to
either factor of f.
In the case of the variable `, the phase is stationary when ∂`φ
j
mn(k, `) = 0. This
set is referred to as the set of space resonances
S = {(k, `) |∂`φjmn(k, `) = 0}.
Similarly, if these resonances do not exist, or if we are integrating in some region
bounded away from S, then we can integrate (1.17) by parts with respect to ` and
get
f̂j(t, k) =Ûj0(k)− ε
t∫
0
∫
eiφ
j
mn(k,`)s∂`
(nj(k, k − `, `)
i∂`φ
j
mn(k, `)s
f̂m(k − `, s)f̂n(`, s)
)
d`ds.
We now have extra decay from the factor of 1/s. However, this requires that we
have bounds on terms of the form ‖∇f̂(·)‖ which translates to weighted estimates
18
such as ‖xf‖. Unfortunately these norms are generally controlled by using the linear
dispersion. However, in dimension one, where we have very little, if any, dispersion,
we cannot expect that these weighted norms remain bounded over the time scales of
interest.
1.3 Modified Energy
As noted earlier, these approximation results become significantly more challenging
when the equations are quasilinear and quadratic. There are two particular challenges
that come from both of these. The first is the possible presence of resonances when
eliminating the quadratic terms. The second challenge comes from the quasilinearity.
With the quasilinearity comes a possible loss of derivatives. This will show itself
in two ways. The first of which is that when looking for an estimate of the form
(1.9) we will not be able to get estimates in L2 on the right-hand side. Rather, the
derivatives will only allow us to get estimates on the right-hand side in some Sobolev
space Hs with s > 0 as shown in (1.10). Furthermore, we see that the definition
of our normal-form transformation B in (1.16) includes the kernel function of the
nonlinearity. Consequently, that transformation may lose derivatives and only be
bounded in Hs for some s > 0 as well. In this case, bounds on the transformed
variable would not necessarily translate to bounds on the original.
1.3.1 Modified Energy for long-time existence
One method for solving the problems associated with quasilinear equations is via a
modified energy method first introduced by Hunter et al. in (Hunter et al., 2015).
The main idea of which is, rather than changing variables via some transformation as
in (1.14), we will modify the energy using that same transformation. In particular,
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consider the L2 norm of the transformed variable
‖V ‖2L2 = ‖U + εB(U,U)‖2L2
= ‖U‖2L2 + ε〈U,B(U,U)〉L2 + ε〈B(U,U), U〉L2 + ε2‖B(U,U)‖2L2 .
As mentioned above, one of the issues with the quasilinearity is that the right-hand
side is not equivalent to the L2 norm of U. The main difficulty coming from the
presence of B(U,U) and the fact that this term can generally only be bounded with a
loss of derivatives. However, what Hunter et al. noticed is that the most problematic
term is ε2‖B(U,U)‖2L2 ; nevertheless, since this term is already O(ε2), we don’t need
to include it to get the cancellation of the quadratic terms seen in (1.15). Therefore,
if we choose our energy as
E(U) = ‖U‖2L2 + ε〈U,B(U,U)〉L2 + ε〈B(U,U), U〉L2
then we still get the cancellation of the O(ε) terms as we did with Shatah’s normal-
form method. Moreover, the difficulties with the loss of derivatives is mitigated by
that fact that we don’t need to control the derivatives in that higher order term.
We note that there is still a loss of derivatives from the O(ε) terms in the energy as
well as the natural loss from the quasilinearity. For these we can take advantage of
other methods that were not sufficient earlier. These tools include a modified energy
method of Craig (Craig, 1987) as well as more elementary methods such as integration
by parts and commutator estimates.
1.3.2 Modified Energy for Approximation Results
The first use of Hunter’s modified energy method to prove an approximation result
of the type discussed here is due to Du¨ll (Du¨ll, 2016), who studied a quasilinear wave
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equation in a case with no resonances. Du¨ll and Heß (Du¨ll and Heß, 2016) also used
the modified energy method to study a different quasilinear dispersive equation with
non-trivial resonances similar to those encountered in Chapter 2.
1.4 Analytic Norms for Quadratic Equations
As shown in (Chirilus-Bruckner et al., 2015; Du¨ll et al., 2016; Schneider, 1998b;
Schneider and Wayne, 2011), another successful method for controlling solutions of
equations of this type is by estimating the error in analytic norms as opposed to
the more standard Sobolev norms. We go into detail about these analytic norms in
Chapter 3, but as an introduction and more general case, first consider the norms
used in (Schneider and Wayne, 2011). We define the spaces Y pσ,r and Ŷ
p
σ,r with the
norms
‖u‖Y pσ,r = ‖û‖Ŷ pσ,r = ‖wσ,rû‖Lp (1.18)
where the weight function is
wσ,r(k) = e
σ|k|(1 + k2)r/2.
These norms have several advantages. The first is that if û ∈ Ŷ pσ,0, then u is analytic
(or in the real case, has an analytic continuation) in the strip {z ∈ C∣∣|Imz| < σ},
see (Reed and Simon, 1975, Theorem IX.13). We can utilize this by choosing norms
such that this strip of analyticity shrinks with respect to time. This can be used to
help in two ways. The first is that this analyticity will provide extra smoothing to
counteract the loss of derivatives inherent in quasilinear problems. The second is that
these norms can be used to utilize the fact that solutions are initially exponentially
small away from integer multiples of the wave number k0.
There are two significant disadvantages to using these analytic norms. As men-
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tioned earlier, given a solution of the NLS equation that remains bounded for t ∈
[0, T0], the optimal justification result would show that the error between the approx-
imation and the solution to the original equation is small for t ∈ [0, T0/ε2]. However,
with this method the justification results generally no longer hold on this full interval.
We generally get a result that holds on the correct qualitative time interval but is
linked to a specific time T1/
2. Therefore, it is possible that some of the later behavior
of the NLS equation would not be observed in solutions of the original equation, e.g.
two solitons passing through each other. The second disadvantage is the fact that we
must assume that the error, as well as the NLS solution, is initially bounded in these
analytic norms. As these spaces are smaller then the more standard Lp or Sobolev
spaces, these results are somewhat weaker than those done without these norms.
1.4.1 Analytic Norms Near Resonances
To see how this method can be used to utilize the fact that solutions are initially
exponentially small we consider the methods of (Du¨ll et al., 2016). They show that
the resonant fourth order nonlinear wave equation
∂2t u = ∆u− u−∆2u+ u2 (1.19)
where u(x, t) ∈ R, t ∈ R, and x ∈ R2 can be approximated by wave packets
εψNLS = εA(X1, X2, T )e
i(k0,1x1+ω0t) + c.c.
Above we have used the notation X1 = ε(x1 + cgt), X2 = εx2, and T = ε
2t and we
assume that A solves
2iω0∂TA = ν1∂
2
X1
A− ∂2X2A+ ν2|A|2A (1.20)
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for some constants ν1 and ν2. Their result holds for most k0 under the condition that
the resonant modes and multiples of k0 are separated.
For ease of notation, we will consider the above equation but only in dimension
one. We define the error using u = εψ + εβR and therefore R solves an equation of
the form
∂tR = ΛR + εN(ψ,R) + ε
βN(R,R) + ε−βRes(εψ).
The first thing to note is that the eigenvalues of Λ are ω(k) = ±i√k4 + k2 + 1. This
equation has multiple, non-trivial resonances. Therefore, one should not expect a
normal form transformation to be well-defined. However, we can resolve this by using
the normal form transformation away form the resonances and using the analytic
norms near the resonances.
Consider the following norm similar to Y 1σ,0
Mβ =
{
u : R2 → C ∣∣ ‖u‖Mβ = ‖ûµβ‖L1}
with µβ(k) = exp
(
β infm∈Z |k −mk0|
)
. Note that this is the L1 norm of the Fourier
transform with an exponential weight that grows away from multiples of k0. Therefore,
functions û ∈Mβ have the property that they look like L1 functions in Fourier space
but with the added property that they are exponentially small away from multiples of
k0. Note further that β relates to the width of the strip of analyticity. The advantage
of working in these norms is that we can choose β dependent on t. We want to define
β such that the strip is initially large enough that as we shrink the strip down to zero
the strip only disappears after t ∼ O(1/ε2). However, we also want the strip small
enough to include reasonable solutions of the NLS equation.
There are multiple pieces that come together to make this shrinking analytic
strip work. The first is the fact that these wave packet approximations are heavily
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concentrated around multiples of the wave number k0. Due to the scaling of the spatial
variable εx, we can see that for
εψNLS = εA(ε(x+ cgt), ε
2t)ei(k0x+ω0t) + c.c.
the Fourier transform is
Â(k, t) =
1
ε
Â
(k − k0
ε
)
eiω0teicg(k−k0)t.
Note that for some function A, which is bounded in a reasonable function space, Â is
concentrated near ±k0 as ε→ 0. We see this concentration even for the non-analytic
function in figure 1·3.
k0−k0
ψ̂
Figure 1·3: A wave packet in Fourier space with Â(k) = 1/(1 + k2)
and ε = 0.05.
If we further assume the function space is analytic, we get the following Lemma.
Lemma 1.4.1. (Du¨ll et al., 2016, Lemma 2) Let A ∈ C([0, T0], Y 12α0,0) be a solution
of the NLS equation (1.20) for an α0 > 0. Then there exist ε0 > 0 and C > 0 such
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that for all ε ∈ (0, ε0) we have
sup
t∈[0,T0/ε2]
‖εψNLS(·, t)‖Mα0/ε ≤ Cε.
In other words, this lemma implies that even with an exponential weight of order 1/ε,
the approximation is still small away from multiples of k0. This allows us to estimate
the error with a strip of analyticity initially of width of order 1/ε.
Then for a function A bounded in an analytic space Mβ, if we assume that the
resonances are separated from multiples of k0, then the error starts exponentially
small near the resonances. So even with the εN(ψ,R) term, the exponential growth
we might expect can be mitigated for t ∼ O(1/ε2) by shrinking the analytic strip with
speed ε. However, when using this method we will find that both the disadvantages
mentioned earlier come out with the details.
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Chapter 2
Water Wave Model
The following chapter is based on the published work (Cummings and Wayne, 2017).
2.1 Introduction
The 2D water wave problem in the case of finite depth and no surface tension studies
the irrotational flow of a homogeneous, inviscid, irrotational fluid in a canal of finite
depth and infinite length under the effects of gravity. It has been shown that under
these assumptions the evolution of the system is determined by the evolution of the
position of the surface and the horizontal velocity at the surface.
It was shown in (Du¨ll et al., 2016) that there exist small solutions that can be
approximated by the ansatz
εΨNLS = εA(ε(x+ cgt), ε
2t)ei(k0x+ω0t)φ(k0) (2.1)
where A is a solution of the NLS equation
∂TA = iν1∂
2
XA+ iν2A|A|2. (2.2)
This equation describes slow modulations in time and space of the temporally and
spatially oscillating wave train ei(k0x+ω0t). We have the coefficients νj = νj(k0) ∈ R,
A(X,T ) ∈ C is the complex-value amplitude, 0 < ε  1 is a small perturbation
parameter, and φ(k0) ∈ C2 an eigenvector for the linearized water wave equation.
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The slow spatial scale is X = ε(x+ cgt) ∈ R and the slow time scale is T = ε2t. The
basic spatial wave number k0 and the basic temporal wave number ω0 are related via
the linear dispersion relation of the water wave problem
ω(k)2 = k tanh(k).
Finally, the group velocity cg is given by ∂kω|k=k0,ω=ω0 .
Rather than consider the full water wave equations, we focus on a model given by
the second-order equation
∂2t u = −ω2u− ω2(u2) (2.3)
with ω̂u = sgn(k)
√
k tanh(k) · û(k). This equation was studied in (Schneider and
Wayne, 2011) as a model problem of the 2D water wave problem. By choosing ω
this way, the model problem and the 2D water wave problem described above have
the same linear dispersion relation. They also have many of the same difficulties that
arise when proving the validity of the NLS approximation. Those difficulties are:
a quasilinear equation, a quadratic nonlinearity, the trivial resonance at the wave
number k = 0, and the nontrivial resonance at k = k0.
The essential difference and advantage in this model problem is the relative sim-
plicity of the linear and nonlinear term. In the case of the water wave problem, both
terms are much more involved and include the Dirichlet-Neumann operator. As in
Schneider and Wayne (Schneider and Wayne, 2011) and Du¨ll et al (Du¨ll et al., 2016),
the goal of the model problem is to present a method which can then be used again on
the 2D water wave problem. In that light, we wish to show that the model equation
(2.3) can be approximated by the ansatz (2.1).
On the basis of the form of the ansatz one expects an approximation result to
hold for times O(ε−2). While (Schneider and Wayne, 2011) and subsequently (Du¨ll
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et al., 2016) gave a result that held on the correct qualitative time interval, the result
was linked to a specific time T1/ε
2. Therefore it was possible that some of the later
behavior of the NLS equation would not be observed in solutions of (2.3). We are able
to prove this result for an arbitrary time T0/ε
2 with T0 coming from the approximation
ΨNLS. This guarantees that we see all of the NLS-type behavior in solutions of (2.3).
We further show that there is an open ball of solutions of (2.3) that start close to the
ansatz (2.1), remain close to it for the relevant time interval, and that each of the
solutions are unique. Moreover, this result is proven in H2 as opposed to the analytic
norms used in (Schneider and Wayne, 2011).
The improvements to this approximation result are the result of incorporating
new ideas recently put forth in the literature. In particular, we use the modified
energy method from Hunter et al in (Hunter et al., 2015). Our energy functional
will consist of a sum of terms, some with no derivatives of the dependent variables,
and some with several derivatives of the variables, and we found it simplest to treat
different terms with different techniques. The modified energy method of (Hunter
et al., 2015) is particularly useful to bound those terms with few to no derivatives.
However, for terms with more derivatives, the modified energy approach is not needed.
Instead, we treat these terms by an alternative modification of the energy originally
proposed by Craig in (Craig, 1987). We also adopt some of the space-time resonance
method of Germain-Masmoudi-Shatah introduced in (Germain et al., 2012). Using
this new approach, as opposed to the classical normal form approach of Shatah, makes
the estimates simpler and more efficient, in our opinion, by allowing us to divide up
Fourier spaces so that various difficulties encountered in bounding the time derivative
of the energy can be handled separately.
Before stating our result, we define the operator Ω by Ω̂u(k) = iω̂u(k). This
operator Ω has two properties we wish to take advantage of. The first is that Ω is
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anti-symmetric, second, is that if u is real, then Ωu is real as well. The fact that Ω
preserves the real-valuedness of functions will be pivotal to many of the cancellations
used throughout this chapter.
With this new operator we can rewrite (2.3) as the first order system
∂tu = Ωv
∂tv = Ωu+ Ω(u
2).
(2.4)
Using this notation we have the following theorem.
Theorem 2.1.1. For all k0 > 0 and for all C1, T0 > 0 there exist C2 > 0, ε0 > 0 such
that for all solutions A ∈ C([0, T0], H6(R,C)) of the NLS equation (2.2) with
sup
T∈[0,T0]
‖A(·, T )‖H6 ≤ C1
the following holds. For all ε ∈ (0, ε0) there exists an open set of initial conditions
f, g ∈ H2 such that there exists a unique solution of (2.4) which satisfies
sup
t∈[0,T0/ε2]
∥∥∥(u
v
)
(·, t)− εΨNLS(·, t)
∥∥∥
(C0b (R,R))2
≤ C2ε3/2,
u(x, 0) = εΨNLS,1(x, 0) + f(x),
v(x, 0) = εΨNLS,2(x, 0) + g(x),
where φ(k0) = (1, 1)
T in the definition of εΨNLS in (2.1).
We remark that φ(k0) can also be chosen as the eigenvector (1,−1)T , but in that
case the approximation must use a wave packet of the form ei(k0x−ω0t).
The structure of this chapter is as follows. In Section 2.2 we set up the equations as
well as give estimates on the residual. In Section 2.3 we define the energy and describe
the underlying ideas of the chapter. In Section 2.4 we look at the evolution of the
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energy. In particular, we separate the energy into three pieces, each of which will be
dealt with differently. In Section 2.5, we work with the three pieces and use some of
the space-time resonance methods developed by Germain-Masmoudi-Shatah. Finally,
in Section 2.6 we conclude the energy estimates via a Gronwall-type argument.
2.2 Equations Setup and Residual Estimates
At first glance, we should define the error R using(
u
v
)
= ε
(
Ψ˜1
Ψ˜2
)
+ εβ
(
R1
R2
)
where we have written Ψ˜ in place of ΨNLS for convenience. Inserting this approxima-
tion into (2.4) we obtain the following equation for R
∂tR1 = ΩR2 + ε
−βRes1(εΨ˜)
∂tR2 = ΩR1 + 2εΩ(Ψ˜1R1) + ε
βΩ(R21) + ε
−βRes2(εΨ˜),
where we have defined
Res(εΨ˜) = −ε∂t
(
Ψ˜1
Ψ˜2
)
+ ε
(
0 Ω
Ω 0
)(
Ψ˜1
Ψ˜2
)
+ ε2
(
0
Ω(Ψ˜21)
)
.
To show that R is small for times of O(ε−2), we must tackle multiple issues. The
first is the quasilinearity. If we look at the evolution of the H2-norm of R, then we see
that the quasilinearity of the problem makes it so that the best bound we can get is a
multiple of ‖R‖H5/2 which prevents the estimates from closing. The next issue is the
order of ε. Again if we look at the evolution of ‖R‖H2 , we can modify our ansatz Ψ in
such a way that the residual is O(ε11/2). Then choosing 2 ≤ β ≤ 7/2, the third and
fourth terms are of high enough order in terms of ε. However, the second term poses
the biggest problem. It is only O(ε) and a direct application of Gronwall’s inequality
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will only control growth for times of O(ε−1). We will use the method of space-time
resonances as well as a modified energy method to overcome this. Both methods will
require us to avoid two resonances, one at k = 0 and one at k = ±k0. The former will
be bounded using the form of the nonlinearity with a so-called transparency condition
and modifications to the energy. For the latter we will use a weight function ϑ, first
introduced in (Schneider and Wayne, 2011), that also takes advantage of the fact that
the nonlinearity vanishes near k = 0.
As mentioned above, to bound the residual term in terms of epsilon, we will need
to modify the ansatz. In (Schneider and Wayne, 2011) it was shown this could be
done by adjusting the approximation ΨNLS with higher order terms. This gives us a
new approximation Ψ = ΨNLS +O(ε) with many critical properties for the following
estimates. We specify in more detail the advantages of Ψ below but refer the reader
to (Schneider and Wayne, 2011) for the derivation of the higher order terms.
Now we define the weight function ϑ in Fourier space as
ϑ̂(k) =

1, if |k| > δ
ε+ (1− ε)|k|/δ, if |k| ≤ δ.
(2.5)
We can then define R using our new ansatz Ψ and ϑ as(
u
v
)
= ε
(
Ψ1
Ψ2
)
+ εβϑ
(
R1
R2
)
Here we have abused notation slightly by defining ϑ̂R = ϑ̂R̂ as opposed to writing
ϑ ∗R. Similar to Ω, if R is real, then ϑR is real as well. Inserting this approximation
into (2.4) we obtain the following equation for R
∂tR1 = ΩR2 + ε
−βϑ−1 Res1(εΨ)
∂tR2 = ΩR1 + 2εϑ
−1Ω(Ψ1ϑR1) + εβϑ−1Ω((ϑR1)2) + ε−βϑ−1 Res2(εΨ).
(2.6)
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We diagonalize this system using(
F1
F2
)
= S
(
R1
R2
)
,
(
G1
G2
)
= S
(
Ψ1
Ψ2
)
,with S = S−1 =
1√
2
(
1 1
1 −1
)
.
This gives us
∂tF = ΛF + 2εϑ
−1N(G, ϑF ) + εβϑ−1N(ϑF, ϑF ) + ε−βϑ−1Res(εG)
with
Λ =
(
Ω 0
0 −Ω
)
=
(
Ω1 0
0 Ω2
)
=
(
iω1 0
0 iω2
)
,
N̂j(Û , V̂ )(k) =
2∑
m,n=1
∫
iωj(k)√
2
Ûm(k − `)V̂n(`)d`, (2.7)
and
Res(εG) = S Res(εΨ) = −ε∂tG+ εΛG+ ε2N(G,G),
which will satisfy the same estimates as Res(εΨ).
In order to apply the space-time methods, it will sometimes be easier to move into
a rotating coordinate frame. We define(
f1
f2
)
= e−Λt
(
F1
F2
)
and
(
g1
g2
)
= e−Λt
(
G1
G2
)
. (2.8)
For these variables we have
∂tf = 2εe
−Λtϑ−1N(eΛtg, eΛtϑf) + εβe−Λtϑ−1N(eΛtϑf, eΛtϑf) + ε−βe−Λtϑ−1Res(εG).
Note that the O(1) term no longer appears in this coordinate frame.
We now specify in more detail the properties of the higher order terms in Ψ. In
(Schneider and Wayne, 2011) and (Schneider, 2005), it was shown that making two
modifications to ΨNLS did not cause any significant changes to the approximation
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result. The first modification was the addition of terms of the form
ψ˜j1j2,j = ε
j1Aj1j2,j(ε(x+ cgt), ε
2t)eij2(k0x+ω0t)
where j1 ≥ 1 and j2 = −4,−3, ..., 4. These terms are of higher order in ε than ΨNLS
and in Fourier space are concentrated near j2k0. In fact, these terms, as well as the
original ΨNLS, can be cut-off in Fourier space via the new definition
ψ̂j1j2,j(k) =

̂˜ψj1j2,j(k) if |k − j2k0| < δ,
0 otherwise
where δ > 0 is small but independent of ε. Making both of these changes will only
change the approximation up to order ε as shown in the following lemma.
Lemma 2.2.1. (Schneider and Wayne, 2011, Lemma 5) Let A ∈ C([0, T0], H6(R,C))
be a solution of the NLS equation (2.2) with
sup
T∈[0,T0]
‖A(·, T )‖H6 ≤ C1.
Then for all σ, r > 0 an approximation Ψ exists for all T ∈ [0, T0] such that
sup
T∈[0,T0]
‖Ψ(T )−ΨNLS(T )‖C0b ≤ Cε
sup
T∈[0,T0]
‖Res(εΨ(T ))‖Y 2σ,r ≤ Cε11/2.
The norm above ‖ · ‖Y 2σ,r is given by
‖û‖Y 2σ,r = ‖eσ|k|(1 + k2)r/2û‖L2 .
We remark that the last estimate comes from choosing the higher order terms in Ψ
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such that all terms up to O(ε6) cancel as shown in Appendix A of (Schneider and
Wayne, 2011). Furthermore, the loss of ε−1/2 comes from the ε in the argument of
Ψ and the resulting scaling in the L2 norm. Using this lemma we have the following
corollary.
Corollary 2.2.2. For any r ≥ 0, there exists an approximation Ψ(X,T ), to lowest
order given by (2.2) and a constant Cr > 0 such that
sup
T∈[0,T0]
‖Ψ(T )−ΨNLS(T )‖C0b ≤ Crε
sup
T∈[0,T0]
‖Res(εΨ(T ))‖Hr ≤ Crε11/2
sup
T∈[0,T0]
‖ϑ−1Res(εΨ(T ))‖Hr ≤ Crε11/2.
Although we might expect to see an ε9/2 in the last estimate due to the fact that
ϑ−1 is O(ε−1) near k = 0, it turns out that those terms in the residual supported
near k = 0 are actually O(ε7). The behavior of the residual near k = 0 is such that
the contribution supported near k = 0 is from those terms with a cancellation in the
factors of eij2(k0x+ω0t). Therefore, in computing the residual, at least one derivative
with respect to either x or t must act on a factor of Aj1j2,j(ε(x+cgt), ε
2t) which in turn
will give the extra power of ε. This can be seen both in Corollary 19 in (Schneider
and Wayne, 2011) and in the remark after Theorem 2.5 in (Du¨ll et al., 2016).
We recall that although these estimates require that we add higher order terms to
our approximation, the lowest order terms remain those from ΨNLS cutoff away from
±k0. In particular, the lowest order terms are concentrated around ±k0 such that we
can write
Ψ̂(k) = Ψ̂c(k) + εΨ̂s(k)
Ĝ(k) = Ĝc(k) + εĜs(k)
34
with
supp(Ψ̂c) = supp(Ĝc) ⊂ {k ∣∣ |k ± k0| < δ}
due to the fact that we cut the approximation off in Fourier space. Moreover, the
bounds for both parts Ĝc and Ĝs do not grow with time.
2.3 The Energy
As mentioned earlier, the two main issues at play are the resonances and the quasi-
linearity. Since we will deal with both in different ways, it will be easier to analyze
the energy if we split it into pieces and work with each separately. In that light, we
define the energy as
E = E0 + E1 + E2
with
E0 =
∫
R21 +R
2
2 + (∂
2
xR1)
2 + (∂2xR2)
2 dx
E1 =
∫
2εΨ1(∂
2
xR1)
2 + 2εβϑR1(∂
2
xR1)
2 dx
E2 =
2∑
j=1
∫
|k|<δ
εF̂jBj(Ĝ
c, F̂ ) + εF̂jBj(Ĝc, F̂ ) + 2ε
2Bj(Ĝc, F̂ )Bj(Ĝ
c, F̂ ) dk.
For the last, we have defined
Bj(Ĝ
c, F̂ ) =
1√
2
2∑
m,n=1
∫
ωj(k)
φjmn(k, `)
ϑ̂(`)
ϑ̂(k)
Ĝcm(k − `)F̂n(`)d`
and
φjmn(k, `) = −ωj(k) + ωm(k − `) + ωn(`).
The terms in E0 are equivalent to the H
2 norm. The terms in E1 are chosen to
counteract the effects of the quasilinearity. The evolution of these terms will cancel
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with the terms with the most derivatives from the H2 norm. This idea comes from
W. Craig in (Craig, 1987). The terms in E2 are chosen via the normal-form method.
This idea is similar to that used in (Hunter et al., 2015) by Hunter et al. In our case,
the bilinear transformation B comes from the transformation that would remove the
quadratic terms in (2.6), first derived in (Schneider and Wayne, 2011). However,
unlike the usual idea of the normal-form method, we will only use the transformation
B to cancel quadratic terms in a very small region. In particular, we use it to
cancel those terms with the least derivatives and only in Fourier space near k = 0.
This will allow us to avoid complicated problems that come with inverting the full
transformation B. For the other terms in that region, as well as those outside we will
use the method of space-time resonances.
We note that
E1 =
∫
2εΨ1(∂
2
xR1)
2 + 2εβϑR1(∂
2
xR1)
2 dx
. ε‖Ψ‖L∞‖R‖2H2 + εβ‖R‖3H2 .
Furthermore, by Proposition 2.A.7 in Appendix 2.A we know for any p > 2, there
exists a γ > 0 such that
E2 =
2∑
j=1
∫
|k|<δ
εF̂jBj(Ĝ
c, F̂ ) + εF̂jBj(Ĝc, F̂ ) + 2ε
2Bj(Ĝc, F̂ )Bj(Ĝ
c, F̂ ) dk
. δγ
(‖Â‖Lp + ‖Â‖2Lp)‖F‖2L2 .
Since ‖Â‖Lp < C for t ∈ [0, T0], for ε, δ > 0 small enough, we have
(1− C1ε− C2δγ)E ≤ ‖R‖2H2 ≤ (1 + C1ε+ C2δγ)E
and so the energy above is equivalent to the H2 norm of R.
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Since we hope to show that ‖R‖H2 ≤ C independent of ε for the time interval
[0, T0/ε
2], the goal of the rest of the chapter will be to bound the evolution of E
sufficiently small. We look to show that
∂tE . ε2(1 + E) + ε3E2.
Then an application of Gronwall’s inequality will be sufficient to conclude that
sup
t∈[0,T0/ε2]
E(t) ≤ C.
In that light, we will refer to terms throughout as “bounded” if they can be bounded
by a constant multiple of ε2(1 + E) + ε3E2.
2.4 Evolution of Energy
We now look at the evolution of our energy. We calculate
1
2
∂tE0 =
∫
R1(ΩR2 + ε
−βϑ−1Res1(εΨ))
+R2(ΩR1 + 2εϑ
−1Ω(Ψ1ϑR1) + εβϑ−1Ω((ϑR1)2) + ε−βϑ−1Res2(εΨ))
+∂2xR1(Ω∂
2
xR2 + ε
−β∂2xϑ
−1Res1(εΨ))
+∂2xR2(Ω∂
2
xR1+2εϑ
−1Ω∂2x(Ψ1ϑR1)+ε
βϑ−1Ω∂2x((ϑR1)
2)+ε−βϑ−1∂2xRes2(εΨ))dx
1
2
∂tE1 =
∫
ε(ΩΨ2 − ε−1Res1(εΨ))(∂2xR1)2
+2εΨ1∂
2
xR1(Ω∂
2
xR2 + ε
−β∂2xϑ
−1Res1(εΨ))
+εβ(ΩϑR2 + ε
−βRes1(εΨ))(∂2xR1)
2
+2εβϑR1∂
2
xR1(Ω∂
2
xR2 + ε
−β∂2xϑ
−1Res1(εΨ))dx
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and
1
2
∂tE2 =
1
2
2∑
j=1
∫
|k|<δ
ε
(
ΩjF̂j + 2εϑ̂−1N̂j(Ĝ, ϑ̂F̂ ) + εβϑ̂−1N̂j(ϑ̂F̂ , ϑ̂F̂ )
+ ε−βϑ̂−1R̂es(εG)
)
Bj(Ĝ
c, F̂ )
+εF̂jBj(Ĝ
c,ΛF̂ + 2εϑ̂−1N̂(Ĝ, ϑ̂F̂ ) + εβϑ̂−1N̂(ϑ̂F̂ , ϑ̂F̂ ) + ε−βϑ̂−1R̂es(εG))
+εF̂jBj(∂tĜ
c, F̂ ) + 2ε2Bj(∂tĜc, F̂ )Bj(Ĝ
c, F̂ )
+2ε2Bj(Ĝc,ΛF̂ + 2εϑ̂−1N̂(Ĝ, ϑ̂F̂ ) + εβϑ̂−1N̂(ϑ̂F̂ , ϑ̂F̂ )
+ ε−βϑ̂−1R̂es(εG))Bj(Ĝc, F̂ )dk + c.c.
where we write c.c. for complex conjugate. This can be rewritten as
1
2
∂tE0 =
∫
R1ΩR2 +R2ΩR1 + ∂
2
xR1Ω∂
2
xR2 + ∂
2
xR2Ω∂
2
xR1 dx
+ 2ε
∫
R2ϑ
−1Ω(Ψ1ϑR1) + ∂2xR2ϑ
−1Ω∂2x(Ψ1ϑR1) dx
+ εβ
∫
R2ϑ
−1Ω((ϑR1)2) + ∂2xR2ϑ
−1Ω∂2x((ϑR1)
2) dx
1
2
∂tE1 = 2ε
∫
1
2
ΩΨ2(∂
2
xR1)
2 + Ψ1∂
2
xR1Ω∂
2
xR2 dx
+ εβ
∫
ΩϑR2(∂
2
xR1)
2 + 2ϑR1∂
2
xR1Ω∂
2
xR2 dx
1
2
∂tE2 =
2∑
j=1
ε
2
∫
|k|<δ
ΩjF̂jBj(Ĝ
c, F̂ ) + F̂jBj(Ĝ
c,ΛF̂ )
+ F̂jBj(ΛĜ
c, F̂ ) + F̂jBj((∂t − Λ)Ĝc, F̂ ) dk + c.c.
+ ε2
∫
|k|<δ
ϑ̂−1N(Ĝ, ϑF̂ )Bj(Ĝc, F̂ ) + F̂jBj(Ĝc, ϑ̂−1N(Ĝ, ϑ̂F̂ ))
+Bj(ΛĜc, F̂ )Bj(Ĝ
c, F̂ ) +Bj((∂t − Λ)Ĝc, F̂ )Bj(Ĝc, F̂ )
+Bj(Ĝc,ΛF̂ )Bj(Ĝ
c, F̂ ) dk + c.c.
+ 2ε3
∫
|k|<δ
Bj(Ĝc, ϑ̂−1N(Ĝ, ϑ̂F̂ ))Bj(Ĝc, F̂ ) dk + c.c.
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We have dropped terms from these expressions that involve Res(εΨ) and Res(εG)
as well as terms of order ε2+β and higher in the expression for ∂tE2. The residual
terms can be bounded directly if we restrict β ≤ 3. The higher order terms in ε can
also be bounded by ε2(1 +E) + ε3E2 in a fashion similar to that used in Proposition
2.A.7. At first sight it might appear that the terms of order ε2 and ε3 in the expression
for ∂tE2 would obey similar bounds. However, the factors of ϑ̂
−1 in the integrand in
these terms (either explicitly, or in the definition of Bj) are O(ε−1) for k ≈ 0, and this
means that in fact, these terms are only of O(ε) and must be treated more carefully.
For the rest of the terms, first notice that the O(1) terms cancel using the anti-
symmetry of Ω. Then the O(ε) terms from E0 and E1 are of the form
2ε
∫
R2ϑ
−1Ω(Ψ1ϑR1)+∂2xR2ϑ
−1Ω∂2x(Ψ1ϑR1)+
1
2
ΩΨ2(∂
2
xR1)
2+ Ψ1∂
2
xR1Ω∂
2
xR2dx
=2ε
∫
R2ϑ
−1Ω(Ψ1ϑR1) +
1
2
ΩΨ2(∂
2
xR1)
2+ ∂2xR2ϑ
−1Ω(∂2xΨ1ϑR1)
+ 2∂2xR2ϑ
−1Ω(∂xΨ1ϑ∂xR1) + ∂2xR2ϑ
−1Ω(Ψ1ϑ∂2xR1)− ∂2xR2Ω(Ψ1∂2xR1)dx. (2.9)
We expand and rewrite the terms in this way to take advantage of a cancellation
later. Note that ∂2xR2ϑ
−1Ω(Ψ1ϑ∂2xR1) has two derivatives landing on each factor of
R as well as the presence of Ω on one of the factors of R. Since we hope to bound
things in terms of our energy, which is equivalent to the H2 norm of R, this term has
too many derivatives and so poses the biggest threat. However, without the presence
of ϑ, the last two terms above would cancel each other exactly. This “cancellation”
is exactly the reason for the addition of E1 to the energy.
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The O(εβ) terms have a similar expansion
εβ
∫
R2ϑ
−1Ω((ϑR1)2) + ∂2xR2ϑ
−1Ω∂2x((ϑR1)
2) + ΩϑR2(∂
2
xR1)
2
+2ϑR1∂
2
xR1Ω∂
2
xR2 dx
= εβ
∫
R2ϑ
−1Ω((ϑR1)2) + ΩϑR2(∂2xR1)
2
+2∂2xR2ϑ
−1Ω(ϑR1ϑ∂2xR1 + (ϑ∂xR1)
2)− 2Ω(ϑR1∂2xR1)∂2xR2 dx
= εβ
∫
R2ϑ
−1Ω((ϑR1)2) + ΩϑR2(∂2xR1)
2 + 2∂2xR2ϑ
−1Ω((ϑ∂xR1)2)
+2∂2xR2ϑ
−1Ω(ϑR1ϑ∂2xR1)− 2∂2xR2Ω(ϑR1∂2xR1) dx
. εβE3/2.
Above we have used Cauchy-Schwarz and the fact that H2 is a Banach algebra. We
also used the fact that the last two terms here exhibit the sort of cancellation alluded
to for the O(ε) terms. In particular, by Plancherel
2εβ
∫
∂2xR2ϑ
−1Ω(ϑR1ϑ∂2xR1)− ∂2xR2Ω(ϑR1∂2xR1) dx
=
√
2εβ
∫ ( ϑ̂(k − `)ϑ̂(`)
ϑ̂(k)
− ϑ(k − `)
)
k2R̂2(k)iω(k)R̂1(k − `)`2R̂1(`) d`dk.
And so these terms cancel except when k or ` are small. Then when k or ` are small,
we can bound these two directly by Young’s inequality and Cauchy-Schwarz. At first
glance it would seem we should have lost a power of ε to the fact that ϑ̂−1(k) ∼ O(ε−1)
for k ≈ 0; however, each term with a ϑ−1 also has a term of the form iω(k) in Fourier
space coming from the nonlinearity. This vanishes at k = 0 and we therefore do not
lose a power of ε. However, to get the necessary bound of ε2(1 + E) + ε3E2, we will
assume that β = 3 henceforth.
We are left with six terms of O(ε) from (2.9) and all the terms from E2. Before
we begin the space-time approach it will be easiest to analyze the remaining terms in
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Fourier space. Since each of the terms are real, we can split them in two before using
Plancherel’s theorem to get
2ε
∫
R2ϑ
−1Ω(Ψ1ϑR1) +
1
2
ΩΨ2(∂
2
xR1)
2 + ∂2xR2ϑ
−1Ω(∂2xΨ1ϑR1)
+ 2∂2xR2ϑ
−1Ω(∂xΨ1ϑ∂xR1) + ∂2xR2ϑ
−1Ω(Ψ1ϑ∂2xR1)− ∂2xR2Ω(Ψ1∂2xR1) dx
=
√
2
4
ε
2∑
j,m,n=1
∫∫ (
iωj(k)
ϑ̂(`)
ϑ̂(k)
+
1
2
k2iωm(k − `)`2 + iωj(k)k2(k − `)2 ϑ̂(`)
ϑ̂(k)
+ 2iωj(k)k
2(k − `)` ϑ̂(`)
ϑ̂(k)
+ iωj(k)k
2`2
ϑ̂(`)
ϑ̂(k)
− iωj(k)k2`2
)
F̂j(k)Ĝm(k − `)F̂n(`)d`dk (2.10)
plus complex conjugate terms.
2.5 The Space-Time Resonance Approach
Recall the space-time resonance approach introduced in subsection 1.2.3
2.5.1 Applying the Space-Time Resonance Approach
In our case, we will need to avoid the set of time resonances, where
φjmn(k, `) = −ωj(k) + ωm(k − `) + ωn(`) = 0
in the k`-plane. That is
T = {(k, `) | k = 0, ` = 0, or k = `}.
Fortunately, the region k = 0 will be dealt with via a transparency condition for
most terms and the addition of E2 for the other. Also using the rescaling ϑ we have
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created a further transparency condition at ` = 0. For k = `, recalling that
Ĝ(k) = Ĝc(k) + εĜs(k),
we can use the extra order of ε in order to bound ∂tE near k = ` without using any
space-time methods to begin with.
In particular, without splitting up G, each term in (2.10) is bounded by CεE. To
see this we use the fact that ω(k) vanishes at zero to bound ω(k)/ϑ̂(k) near k = 0
and then Young’s inequality and Cauchy-Schwarz. Therefore, if we split up G, the
terms with Gs will be bounded by Cε2E as a result of the extra order of ε in front
of this factor. Thus we only need to use the space-time resonance approach in the
region supp(Ĝc(k − `)). This allows us to avoid the region where k = ` completely.
Since each of the aforementioned regions will be dealt with differently, we define
the regions
Figure 2·1: Partition of k`-plane. The regions W and Z are labeled.
The region V is the unlabeled shaded region.
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W = {(k, `) ∈ supp(Ĝc(k − `)) ∣∣ |`| < δ},
Z = {(k, `) ∈ supp(Ĝc(k − `)) ∣∣ |k| < δ},
and
V = supp(Ĝc(k − `))\(W ∪Z).
These regions can all be seen in the plot above.
We now bound each region separately.
2.5.2 In the region V
Over the region V we have the advantage that ϑ̂−1(k) = ϑ̂(`) = 1. Fortunately, this
means that the last two terms from (2.10), those with the most derivatives falling on
F, will both cancel. We integrate the other four terms with respect to t and adopt
the notation used in (2.8). This gives us equations of the form
ε
2∑
j,m,n=1
t∫
0
∫∫
V
â(k, k − `, `)eiφjmn(k,`)sf̂j(k)ĝcm(k − `)f̂n(`)d`dkds
with the following kernel functions â(k, k − `, `) coming from (2.10)
iωj(k),
1
2
k2iωm(k − `)`2, iωj(k)k2(k − `)2, and 2iωj(k)k2(k − `)`.
We note that there are similar complex conjugate terms that can be dealt with in the
same manner. We integrate by parts with respect to s giving us
ε
2∑
j,m,n=1
∫∫
V
â(k, k − `, `)
iφjmn(k, `)
eiφ
j
mn(k,`)sf̂j(k)ĝ
c
m(k − `)f̂n(`)d`dk
∣∣∣∣t
0
(2.11)
− ε
2∑
j,m,n=1
t∫
0
∫∫
V
â(k, k − `, `)
iφjmn(k, `)
eiφ
j
mn(k,`)s∂s
(
f̂j(k)ĝ
c
m(k − `)f̂n(`)
)
d`dkds. (2.12)
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Since T ∩V = ∅, the boundary term (2.11) is well-defined and bounded by CεE. Thus
we can subtract it from the left-hand side of our estimate. In essence, by making this
subtraction we are modifying the energy by this boundary term. However, since it is
bounded by CεE, this does not change the energy in a significant way.
For (2.12), we will focus on one term. The rest are similar. Ignoring the summation
for the moment, we have
ε
t∫
0
∫∫
V
â(k, k − `, `)
iφjmn(k, `)
eiφ
j
mn(k,`)s∂s
(
f̂j(k)
)
ĝcm(k − `)f̂n(`)d`dkds
= ε
t∫
0
∫∫
V
â(k, k − `, `)
iφjmn(k, `)
ei(ωm(k−`)+ωn(`))s
( 2ε
ϑ̂(k)
N̂j(eiΛsĝ, eiΛsϑ̂f̂)(k)
+
εβ
ϑ̂(k)
N̂j(eiΛsϑ̂f̂ , eiΛsϑ̂f̂)(k) +
ε−β
ϑ̂(k)
eiωj(k)sRes(εĜ)
)
ĝcm(k − `)f̂n(`)d`dkds
= 2ε2
t∫
0
∫∫
V
â(k, k − `, `)
iφjmn(k, `)
N̂j(Ĝ, ϑ̂F̂ )(k)Ĝ
c
m(k − `)F̂n(`)d`dkds (2.13)
+εβ+1
t∫
0
∫∫
V
â(k, k − `, `)
iφjmn(k, `)
N̂j(ϑ̂F̂ , ϑ̂F̂ )(k)Ĝ
c
m(k − `)F̂n(`)d`dkds (2.14)
+ε1−β
t∫
0
∫∫
V
â(k, k − `, `)
iφjmn(k, `)
Res(εĜ)Ĝcm(k − `)F̂n(`)d`dkds (2.15)
where we dropped the 1/ϑ̂(k) in the second equality because the integral is over V
where this function is equal to 1. The residual term (2.15) can be bounded directly
by Cε2E1/2 using Young’s inequality and Cauchy-Schwarz. Furthermore, for (2.13)
and (2.14), all of the kernel functions, with the exception of
√
2
8
k2iωm(k − `)`2
can be bounded using integration by parts, which in this context is really writing
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k = (k − `) + `, as well as Cauchy-Schwarz and Young’s Inequality. For example∫∫
V
2iωj(k)k
2(k − `)`
iφjmn(k, `)
N̂j(ϑ̂F̂ , ϑ̂F̂ )(k)Ĝ
c
m(k − `)F̂n(`)d`dk
=
∫∫∫
R×V
√
2(ωj(k))
2k2(k − `)`
iφjmn(k, `)
ϑ̂(k − p)F̂ (k − p)ϑ̂(p)F̂ (p)Ĝcm(k − `)F̂n(`)dpd`dk
≤ C
∫ ( ∫ ∣∣∣k2F̂ (k − p)F̂ (p)∣∣∣dp)( ∫ ∣∣∣k(k − `)Ĝcm(k − `)`F̂n(`)∣∣∣d`)dk
≤ C
∫ ( ∫ ∣∣∣(1 + (k − p)2 + p2)F̂ (k − p)F̂ (p)∣∣∣dp)
×( ∫ ∣∣∣(1 + (k − `) + `)(k − `)Ĝcm(k − `)`F̂n(`)∣∣∣d`)dk
≤ C‖F̂‖L1‖F‖2H2
≤ CE3/2.
The second to last step used Cauchy-Schwarz, Young’s inequality, and the fact that
‖Ĝc‖L1 ≤ C independent of ε. The last step then used
‖F̂‖L1 ≤ C‖(1 + (·))F̂ (·)‖L2 ≤ CE1/2.
The final term with kernel function
√
2/8k2iωm(k − `)`2 cannot be bounded this
way due to the high powers of k and `. Since each power of k or ` is essentially one
derivative in real-space, what we have is two derivatives falling on each power of F.
When we consider the nonlinear term acting on F as well this puts 5/2-derivatives
on one of the factors of F.
Therefore, for this last one we must take advantage of the form of (2.6) and
integrate by parts in a different way. First, we simplify the terms in (2.13) with this
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kernel to
− ε
2
4
2∑
j=1
t∫
0
2∑
m,n=1
∫∫
V
iωj(k)ωm(k − `)
φjmn(k, `)
Ĝcm(k − `)`2F̂n(`)
×
( 2∑
q,r=1
∫
k2Ĝq(k − p)ϑ̂(p)F̂r(p)dp
)
d`dkds.
For j 6= n, we can approximate the kernel function using the fact that k−` ≈ ±k0.
This gives us ∣∣∣∣∣iωj(k)ωm(k − `)φjmn(k, `) + iωm(k − `)2
∣∣∣∣∣ ≤ C
for all (k, `) ∈ V . Using this estimate on the kernel function, the integrand can then
be estimated directly using the method shown for the other kernel functions. When
j = n, we approximate the kernel again with∣∣∣∣∣iωj(k)ωm(k − `)φjmn(k, `) − iωj(k)
∣∣∣∣∣ ≤ C
for all (k, `) ∈ V . Unfortunately, in this case there still appears to be an extra half-
derivative and so this cannot be estimated directly. We proceed in a fashion very
similar to (Hunter et al., 2015). We can drop ϑ̂(p) since it only effects this term with
p small, in which case the error can be estimated directly. We can also integrate over
all of R2 instead of V for the same reason. Now using Plancherel’s Theorem and the
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fact that F and G are real, we have
−ε
2
4
t∫
0
∫ ( 2∑
j,m=1
∫
iωj(k)Ĝ
c
m(k − `)`2F̂j(`)d`
)( 2∑
q,r=1
∫
k2Ĝq(k − p)F̂r(p)dp
)
dkds
= −ε
2
4
t∫
0
∫ ( 2∑
j,m=1
Ωj
(
Gcm∂
2
xFj
))(
∂2x
( 2∑
q,r=1
GqFr
))
dxds
= −ε
2
4
t∫
0
∫
Ω(∂2x(F1 − F2)(Gc1 +Gc2))∂2x((G1 +G2)(F1 + F2)) dxds
= −ε2
t∫
0
∫
Ω(∂2xR2Ψ
c
1)∂
2
x(Ψ1R1) dxds
= −ε2
t∫
0
∫
Ω(∂2xR2)Ψ
c
1Ψ1∂
2
xR1 dxds− ε2
t∫
0
∫
[Ω ,Ψc1]∂
2
xR2Ψ1∂
2
xR1 dxds
−ε2
t∫
0
∫
Ω(∂2xR2Ψ
c
1)[∂
2
x ,Ψ1]R1 dxds
The last two commutators can be estimated directly using Corollary 2.A.4 and Propo-
sition 2.A.6 with Lemma 2.A.1 from Appendix 2.A. Then
−ε2
t∫
0
∫
Ω(∂2xR2)Ψ
c
1Ψ1∂
2
xR1 dxds
= −ε2
t∫
0
∫
∂2x(∂tR1 − ε−βϑ−1Res(εΨ))Ψc1Ψ1∂2xR1 dxds
= −ε
2
2
∫
(∂2xR1)
2(Ψc1Ψ1) dx
∣∣∣∣t
0
+
ε2
2
t∫
0
∫
(∂2xR1)
2∂t(Ψ
c
1Ψ1) dxds
+ε2−β
t∫
0
∫
∂2xϑ
−1Res(εΨ)Ψc1Ψ1∂
2
xR1 dxds
Now the first term can be treated as earlier boundary terms; we add it to the left-hand
side of our estimate using the fact that it is both small and bounded independent of t.
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Then both of the other terms can be bounded by Cε2(1 +E) directly. The integrand
(2.14) can be bounded using the same method used for (2.13). For the most part this
has Gq replaced with Fq and the real difference between these two terms comes at the
point of
−εβ+1
t∫
0
∫
Ω(∂2xR2Ψ
c
1)∂
2
x(R1R1) dxds
= −2εβ+1
t∫
0
∫
Ω(∂2xR2Ψ
c
1)(∂
2
xR1R1 + (∂xR1)
2) dxds.
The second term here can be bounded using the following
−2εβ+1
t∫
0
∫
Ω(∂2xR2Ψ
c
1)(∂xR1)
2 dxds
= 2εβ+1
t∫
0
∫
(∂2xR2Ψ
c
1)Ω((∂xR1)
2) dxds
≤ Cεβ+1
t∫
0
‖R2‖H2‖(∂xR1)2‖H1 ds
≤ Cεβ+1
t∫
0
‖R2‖H2‖R1‖2H2 ds
≤ Cεβ+1
t∫
0
E3/2 ds
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The first term can be bounded using similar commutator estimates from (2.13)
−2εβ+1
t∫
0
∫
Ω(∂2xR2Ψ
c
1)∂
2
xR1R1 dxds
= −2εβ+1
t∫
0
∫
Ω(∂2xR2)Ψ
c
1∂
2
xR1R1dxds− 2εβ+1
t∫
0
∫
[Ω , Ψc1]∂
2
xR2∂
2
xR1R1dxds
= −2εβ+1
t∫
0
∫
∂2x(∂tR1 − ε−βϑ−1Res1(εΨ))Ψc1∂2xR1R1 dxds
−2εβ+1
t∫
0
∫
[Ω , Ψc1]∂
2
xR2∂
2
xR1R1 dxds
= −εβ+1
∫
∂2xR
2
1Ψ
c
1R1 dx
∣∣∣∣t
0
+ εβ+1
t∫
0
∫
∂2xR
2
1∂t(Ψ
c
1R1) dxds
+2ε
t∫
0
∫
ϑ−1Res1(εΨ)Ψc1∂
2
xR1R1dxds− 2εβ+1
t∫
0
∫
[Ω , Ψc1]∂
2
xR2∂
2
xR1R1dxds
Again we subtract the boundary term from the left-hand side, the commutator is
estimated using Corollary 2.A.4, and the other two terms can be estimated using
Cauchy-Schwarz. Thus, over the region V we have
t∫
0
∂sE(s) ds .
t∫
0
ε2(1 + E) + ε3E2 ds.
2.5.3 In the region with ` small, W
Again we are hoping to bound the terms from (2.10) but now over the region W .
Here we use the fact that ϑ̂−1(k) = 1 in W . This leaves us with two groups of terms,
those with ϑ̂(`) and those without. For the terms with ϑ̂(`), define ϑ0 = ϑ− ε. This
splits the integral up into two. One term will now have ϑ0(`) = 0 when ` = 0. The
other is of order ε2 and so can be estimated directly without any added integration
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by parts. For the first term we integrate with respect to t and move to the rotating
coordinate system to get
ε
2∑
j,m,n=1
t∫
0
∫∫
W
â(k, k − `, `)eiφjmn(k,`)sf̂j(k)ĝm(k − `)ϑ̂0(`)f̂n(`)d`dkds.
Then when we integrate by parts with respect to s, we get
ε
2∑
j,m,n=1
∫∫
W
â(k, k − `, `)
iφjmn(k, `)
eiφ
j
mn(k,`)sf̂j(k)ĝ
c
m(k − `)ϑ̂0(`)f̂n(`)d`dk
∣∣∣∣t
0
(2.16)
− ε
2∑
j,m,n=1
t∫
0
∫∫
W
â(k, k − `, `)
iφjmn(k, `)
eiφ
j
mn(k,`)sϑ̂0(`)∂s
(
f̂j(k)ĝ
c
m(k − `)f̂n(`)
)
d`dkds.
We note that T ∩W = {` = 0}. However, ϑ̂0(0) = 0 as well and so for (k, `) ∈ W ,∣∣∣∣∣ â(k, k − `, `)ϑ̂0(`)iφjmn(k, `)
∣∣∣∣∣ < C.
Therefore, the boundary term (2.16) is well-defined and bounded by εE. We can
subtract it to the left-hand side of our estimate as we did with the boundary term in
V .
For the non-boundary term we can use the fact that W is compact to bound
all the terms directly using Young’s inequality and Cauchy-Schwarz. In particular,
since all the kernels can be bounded by a constant, we do not need any of the extra
integration by parts techniques that we used in V .
Finally, for the two terms without ϑ̂(`) we note that both terms do not need an
added transparency condition because they have a factor `2 in the kernel already.
This will give us ∣∣∣∣∣ â(k, k − `, `)iφjmn(k, `)
∣∣∣∣∣ < C|`|
and so we can bound these terms directly after integrating by parts as well.
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2.5.4 In the region with k small, Z
Over the region Z we have both the terms from (2.10) as well as those from E2. Due
to the fact that ϑ̂−1(k) is O(ε−1) near k = 0 we will need to show that terms of formal
order as high as O(ε3) are bounded by ε2(1 + E) + ε3E2. As we will see the terms
in E2 were chosen precisely because they give cancellations of terms that are not of
O(ε2E) and to which we can’t apply the method of space-time resonances in what
follows. We note that ϑ̂(`) = 1 in Z. For O(ε) we have
√
2
4
ε
2∑
j,m,n=1
∫∫
Z
(
iωj(k)
1
ϑ̂(k)
+
1
2
k2iωm(k − `)`2 + iωj(k)k2(k − `)2 1
ϑ̂(k)
+ 2iωj(k)k
2(k − `)` 1
ϑ̂(k)
+ iωj(k)k
2`2
1
ϑ̂(k)
− iωj(k)k2`2
)
F̂j(k)Ĝ
c
m(k − `)F̂n(`) d`dk
+
ε
2
2∑
j=1
∫
|k|<δ
ΩjF̂jBj(Ĝ
c, F̂ ) + F̂jBj(Ĝ
c,ΛF̂ ) + F̂jBj(ΛĜ
c, F̂ )
+ F̂jBj((∂t − Λ)Ĝc, F̂ ) dk
with similar complex conjugate terms. We rearrange terms to
√
2
4
ε
2∑
j,m,n=1
∫∫
Z
(1
2
k2iωm(k − `)`2 + iωj(k)k2(k − `)2 1
ϑ̂(k)
+ 2iωj(k)k
2(k − `)` 1
ϑ̂(k)
+ iωj(k)k
2`2
1
ϑ̂(k)
− iωj(k)k2`2
)
F̂j(k)Ĝ
c
m(k − `)F̂n(`) d`dk (2.17)
+
ε
2
2∑
j=1
∫
|k|<δ
F̂j(ϑ̂
−1Nj(Ĝc, ϑ̂F̂ )− ΩjBj(Ĝc, F̂ )
+Bj(Ĝ
c,ΛF̂ ) +Bj(ΛĜ
c, F̂ ))dk (2.18)
+
ε
2
2∑
j=1
∫
|k|<δ
F̂jBj((∂t − Λ)Ĝc, F̂ ) dk (2.19)
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We will use space-time resonance methods on (2.17); the form of E2 was chosen
precisely to ensure that the terms in (2.18) all cancel; and as shown in (Schneider
and Wayne, 2011), ‖(∂t−Λ)Ĝc‖L2 ≤ Cε2, and so the last term (2.19) can be bounded
directly.
For (2.17) we first integrate with respect to t and move to a rotating coordinate
frame giving us three terms of the form
ε
2∑
j,m,n=1
t∫
0
∫∫
Z
â(k, k − `, `)eiφjmn(k,`)sϑ̂−1(k)f̂j(k)ĝcm(k − `)f̂n(`)d`dkds
as well as two others without a factor of ϑ̂−1(k). We integrate by parts with respect
to s. Those terms which contain a factor of ϑ̂−1(k) are
ε
2∑
j,m,n=1
∫∫
Z
â(k, k − `, `)
iφjmn(k, `)
eiφ
j
mn(k,`)sϑ̂−1(k)f̂j(k)ĝcm(k − `)f̂n(`)d`dk
∣∣∣∣t
0
− ε
2∑
j,m,n=1
t∫
0
∫∫
Z
â(k, k − `, `)
iφjmn(k, `)
eiφ
j
mn(k,`)sϑ̂−1(k)∂s
(
f̂j(k)ĝ
c
m(k − `)f̂n(`)
)
d`dkds.
We note that T ∩ Z = {k = 0}. However, â(0,−`, `) = 0 and it approaches 0
cubically. So for (k, `) ∈ Z, ∣∣∣∣∣ â(k, k − `, `)iφjmn(k, `)
∣∣∣∣∣ < C|k|2.
Therefore, both terms are well-defined, and moreover, each of the kernel functions
approach zero so rapidly we have∣∣∣∣∣ â(k, k − `, `)ϑ̂−1(k)iφjmn(k, `)
∣∣∣∣∣ < C|k|.
Therefore we use the fact that Z is compact to bound all the terms directly as we
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did in W . For those last terms which don’t contain a factor of ϑ−1(k) we note that∣∣∣∣∣ â(k, k − `, `)iφjmn(k, `)
∣∣∣∣∣ < C|k|
for (k, `) ∈ Z. Thus these terms can still be bounded directly once we integrate by
parts.
For the O(ε2) terms in Z we again note that we can restrict to Ĝc and that
‖(∂t − Λ)Ĝc‖L2 ≤ Cε2. This leaves us with
ε2
2∑
j=1
∫
|k|<δ
(
ϑ̂−1N̂j(Ĝc, ϑ̂F̂ ) +Bj(ΛĜc, F̂ ) +Bj(Ĝc,ΛF̂ )
)
Bj(Ĝ
c, F̂ )
+ F̂jBj(Ĝ
c, ϑ̂−1N̂(Ĝ, ϑF̂ )) dk + c.c.
The first term and its complex conjugate can be written
ε2
2∑
j=1
∫
|k|<δ
ϑ̂−1N̂(Ĝc, ϑ̂F̂ )Bj(Ĝc, F̂ ) + ϑ̂−1N̂(Ĝc, ϑ̂F̂ )Bj(Ĝc, F̂ ) dk
= ε2
2∑
j,m,n,
q,r=1
∫∫∫
|k|<δ
iωj(k)√
2
ϑ̂(p)
ϑ̂(k)
Ĝcm(k − p)F̂n(p)
ωj(k)/
√
2
φjqr(k, `)
ϑ̂(`)
ϑ̂(k)
Ĝcq(k − `)F̂r(`)
+
iωj(k)√
2
ϑ̂(`)
ϑ̂(k)
Ĝcq(k − `)F̂r(`)
ωj(k)/
√
2
φjmn(k, p)
ϑ̂(p)
ϑ̂(k)
Ĝcm(k − p)F̂n(p) dpd`dk
=
ε2
2
2∑
j,m,n,
q,r=1
∫∫∫
|k|<δ
iωj(k)ωj(k)
ϑ̂(p)ϑ̂(`)
ϑ̂(k)ϑ̂(k)
(−ωq(k − `)− ωr(`) + ωm(k − p) + ωn(p)
φjmn(k, p)φ
j
qr(k, `)
)
×Ĝcm(k − p)F̂n(p)Ĝcq(k − `)F̂r(`)dpd`dk
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The second and third term as well as their complex conjugates are
ε2
2∑
j=1
∫
|k|<δ
(
Bj(ΛĜc, F̂ ) +Bj(Ĝc,ΛF̂ )
)
Bj(Ĝ
c, F̂ ) dk + c.c.
= ε2
2∑
j,m,n,
q,r=1
∫∫∫
|k|<δ
ωj(k)/
√
2
φjmn(k, p)
ϑ̂(p)
ϑ̂(k)
ωj(k)/
√
2
φjqr(k, `)
ϑ̂(`)
ϑ̂(k)
×
(
(iωm(k − p) + iωn(p))Ĝcm(k − p)F̂n(p)Ĝcq(k − `)F̂r(`)
+(iωq(k − `) + iωr(`))Ĝcq(k − `)F̂r(`)Ĝcm(k − p)F̂n(p)
)
d`dpdk
=
ε2
2
2∑
j,m,n,
q,r=1
∫∫∫
|k|<δ
iωj(k)ωj(k)
ϑ̂(p)ϑ̂(`)
ϑ̂(k)ϑ̂(k)
(ωq(k − `) + ωr(`)− ωm(k − p)− ωn(p)
φjmn(k, p)φ
j
qr(k, `)
)
×Ĝcm(k − p)F̂n(p)Ĝcq(k − `)F̂r(`)d`dpdk.
These both cancel. The last term is of the form
ε2
2∑
j=1
∫
|k|<δ
F̂jBj(Ĝ
c, ϑ̂−1N(Ĝ, ϑ̂F̂ ))dk
=
ε2
2
2∑
j,m,n,
q,r=1
∫∫∫
|k|<δ
iωj(k)ωn(`)
φjmn(k, `)
ϑ̂(p)
ϑ̂(k)
F̂j(k)Ĝ
c
m(k − `)Ĝq(`− p)F̂r(p)dpd`dk
plus its complex conjugate. We can restrict to Ĝcq(` − p) since those terms with Ĝsq
are O(ε3) with only one factor of ϑ̂−1(k). Thus we have
ε2
2
2∑
j,m,n,
q,r=1
∫∫∫
|k|<δ
iωj(k)ωn(`)
φjmn(k, `)
ϑ̂(p)
ϑ̂(k)
F̂j(k)Ĝ
c
m(k − `)Ĝcq(`− p)F̂r(p)dpd`dk. (2.20)
Using the support of Ĝc, we can split this integral up into two different regions
depending on the value of p. Since |k| < δ, the factor of Ĝcm(k − `) above requires
that ` ≈ ±k0. Then similarly, the factor of Ĝcq(`−p) requires that p ≈ 0 or p ≈ ±2k0.
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More precisely, if we define
Ĝc =
∑
{λ=±}
Ĝc,λ (2.21)
with supp(Ĝc,λ(k)) ⊂ {|k − λk0| < δ}, then one of those terms becomes
ε2
2
∫∫∫
|k|<δ
|p|<3δ
|p±2k0|<3δ
iωj(k)ωn(`)
φjmn(k, `)
ϑ̂(p)
ϑ̂(k)
F̂j(k)Ĝ
c
m(k − `)Ĝcq(`− p)F̂r(p) dpd`dk
=
ε2
2
∑
{µ=±}
∫ ( ∫
|p|<3δ
|p+µ2k0|<3δ
(ϑ̂(p)− ϑ̂(`− µk0))Ĝc,µq (`− p)F̂r(p) dp
)
×
( ∫
|k|<δ
iωj(k)ωn(`)
φjmn(k, `)ϑ̂(k)
F̂j(k)Ĝ
c
m(k − `)dk
)
d`
+
ε2
2
∑
{λ,µ=±}
∫ ( ∫
|p|<3δ
|p+(λ+µ)2k0|<3δ
Ĝc,µq (`− p)F̂r(p) dp
)
×
( ∫
|k|<δ
iωj(k)ωn(`)
φjmn(k, `)ϑ̂(k)
(ϑ̂(`− µk0)− ϑ̂(k − (λ+ µ)k0))F̂j(k)Ĝc,λm (k − `)dk
)
d`
+
ε2
2
∑
{λ,µ=±}
∫ ( ∫
|p|<3δ
|p+(λ+µ)2k0|<3δ
Ĝc,µq (`− p)F̂r(p) dp
)
×
( ∫
|k|<δ
iωj(k)ωn(`)
φjmn(k, `)ϑ̂(k)
ϑ̂(k − (λ+ µ)k0)F̂j(k)Ĝc,λm (k − `)dk
)
d`
The first and second term can each be bounded using Proposition 2.A.9 from
Appendix 2.A. If λ = −µ the third term can be bounded directly since ϑ̂(k − (λ +
µ)k0) = ϑ̂(k). If λ = µ, we will need to integrate by parts with respect to t as we
did for E1. This calculation is motivated by the second normal form transformation
of (Schneider and Wayne, 2011). We move to a rotating coordinate frame and we
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integrate with respect to t giving us
ε2
2
2∑
j,m,n,
q,r=1
t∫
0
∫∫∫
|k|<δ
|p±2k0|<3δ
iωj(k)ωn(`)
φjmn(k, `)
ϑ̂(k ± 2k0)
ϑ̂(k)
eiφ
j
mqr(k,`,p)s
× f̂j(k)ĝc,λm (k − `)ĝc,λq (`− p)f̂r(p)dpd`dkds
where we have defined
φjmqr(k, `, p) = −ωj(k) + ωm(k − `) + ωq(`− p) + ωr(p).
Since φjmqr(k, `, p) 6= 0 in the appropriate region, we can integrate by parts with
respect to s to get
1
2
ε2
2∑
j,m,n,
q,r=1
t∫
0
∫∫∫
iωj(k)ωn(`)
iφjmn(k, `)φ
j
mqr(k, `, p)
ϑ̂(k ± 2k0)
ϑ̂(k)
eiφ
j
mqr(k,`,p)s
× ∂s
(
f̂j(k)ĝ
c,λ
m (k − `)ĝc,λq (`− p)f̂r(p)
)
dpd`dkds
plus a boundary term. Both can then be bounded directly.
For O(ε3) we have
2ε3
2∑
j=1
∫
|k|<δ
Bj(Ĝc, ϑ̂−1N(Ĝ, ϑ̂F̂ ))Bj(Ĝc, F̂ )
= 2ε3
2∑
j,m,n,q,
r,a,b=1
∫∫∫∫
|k|<δ
ωj(k)/
√
2
φjmn(k, `)
ϑ̂(`)
ϑ̂(k)
Ĝcm(k − `)
ϑ̂(p)
ϑ̂(`)
iωn(`)√
2
Ĝq(`− p)F̂r(p)
×ωj(k)/
√
2
φjab(k, q)
ϑ̂(q)
ϑ̂(k)
Ĝca(k − q)F̂b(q) dqd`dpdk
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along with the complex conjugate. Again we restrict to supp(Ĝc) giving us
−
√
2
2
ε3
2∑
j,m,n,q,
r,a,b=1
∫∫∫∫
|k|<δ
iωj(k)ωj(k)ωn(`)
φjmn(k, `)φ
j
ab(k, q)
ϑ̂(p)ϑ̂(q)
ϑ̂(k)ϑ̂(k)
× Ĝcm(k − `)Ĝcq(`− p)F̂r(p)Ĝca(k − q)F̂b(q) dqd`dpdk
This term can be bounded exactly as (2.20) using the different supports of ` and p.
2.6 Error Estimates
In this section, we will put together the bounds found in each of the separate regions.
Recall, that the goal is to show that the error is bounded independently of epsilon
for t ∈ [0, T0/ε2]. This is done by showing
∂tE . ε2(1 + E) + ε3E2
which by using Gronwall’s inequality will show
sup
t∈[0,T0/ε2]
E(t) ≤ C
for a constant independent of ε. It was first shown that, with the addition of E1, all
terms of ∂tE could be bounded by some power of ε times some power of E. In other
words, the quasilinearity no longer prevented the estimates from closing. To get the
bound for the time interval necessary we then used the space-time resonance method.
We integrated both sides with respect to t to get
E(t)− E(0) =
t∫
0
∂sE(s) ds.
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To bound the right-hand side we integrated by parts with respect to s and bounded
the remaining terms. This gave us
E(t)− E(0) . ε(E(t)− E(0)) +
t∫
0
ε2(1 + E(s)) + ε3E(s)2 ds,
and so
(1− Cε)E(t) . (1− Cε)E(0) +
t∫
0
ε2(1 + E(s)) + ε3E(s)2 ds.
In essence the boundary terms have been added to the energy as O(ε) correction
terms. Since they are small and no longer integrated with respect to t, these terms
do not effect the fact that the left-hand side above is equivalent to ‖R‖H2 . We then
have
E(t) ≤ C1
(
E(0) +
t∫
0
ε2(1 + E(s)) + ε3E(s)2 ds
)
and so for all t such that εE(t) ≤ 1,
E(t) ≤ C1E(0) + C1ε2
t∫
0
(1 + 2E(s)) ds
= C1(E(0) + ε
2t) + 2C1ε
2
t∫
0
E(s) ds.
An application of Gronwall’s inequality then gives us
E(t) ≤ C1(E(0) + ε2t)e2C1ε2t.
For t = T0/ε
2 we have
E(T0/ε
2) ≤ C1(E(0) + T0)e2C1T0 .
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Therefore if ε is small enough such that
C1(E(0) + T0)e
2C1T0 ≤ 1
ε
,
then we have
sup
t∈[0,T0/ε2]
‖R(t)‖H2 < C
independent of ε as desired.
2.A Useful Estimates
We include here the proof of some of the estimates used throughout this chapter.
We first relate the effects of Ω to the more common operator Λ, with symbol
Λ̂2(k) = −|k|, and Λ̂(k) = i sgn(k)√|k|.
Lemma 2.A.1. For any s > 0, we have
‖(Ω2 − Λ2)u‖Hs ≤ Cs‖u‖L2
‖(Ω− Λ)u‖Hs ≤ Cs‖u‖L2
i.e. the difference between (Ω2 − Λ2) is infinitely smoothing, as is (Ω− Λ).
Proof. We give the proof of the first of these inequalities. The second is similar.
‖(Ω2 − Λ2)u‖2Hs =
∫
(1 + k2)s(−k tanh(k) + |k|)2|û(k)|2dk
≤ C1
∫
(1 + k2)se−2|k||û(k)|2dk ≤ Cs
∫
|û(k)|2dk = Cs‖u‖2L2 ,
where the first inequality just used the fact that the hyperbolic tangent approaches
its asymptotes exponentially fast.
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We now look at a few commutator arguments that will be useful when estimating
∂tE in V .
Proposition 2.A.2. There exists a constant C > 0 such that
‖[Λ, f ]g‖L2 ≤ C‖(1 + | · |1/2)f̂(·)‖L1‖g‖L2 .
Proof. We can write
Λ̂(fg)(k)− f̂(Λg)(k) =
∫
i(sgn(k)
√
|k| − sgn(`)
√
|`||)f̂(k − `)ĝ(`)d`
=
∫ ((sgn(k)√|k| − sgn(`)√|`||)
1 + |k − `|1/2
)
(1 + |k − `|1/2)f̂(k − `)ĝ(`)d` .
We now use the following lemma.
Lemma 2.A.3. ∣∣∣∣∣(sgn(k)
√|k| − sgn(`)√|`||)
1 + |k − `|1/2
∣∣∣∣∣ ≤ 3
for all ` and k.
We prove the lemma below, but first note that from the lemma we have
Λ̂(fg)(k)− f̂(Λg)(k) ≤ C
∫
|(1 + |k − `|1/2)f̂(k − `)ĝ(`)|d`.
Taking the L2 norm of both sides and applying Young’s inequality gives
‖Λ(fg)− f(Λg)‖L2 ≤ C‖(1 + | · |1/2)f̂(·)‖L1‖ĝ‖L2 .
(Proof of Lemma 2.A.3). We consider two cases:
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Case 1: k` > 0. Since
√|k| = √|k − `+ `| ≤√|k − `|+√|`|, we have
∣∣∣∣∣
√
k −√`
1 +
√|k − `|
∣∣∣∣∣ ≤ 1
Case 2: k` < 0. Since sgn(k) 6= sgn(`),
∣∣∣∣∣(sgn(k)
√|k| − sgn(`)√|`||)
1 + |k − `|1/2
∣∣∣∣∣ =
∣∣∣∣∣(
√|k|+√|`||)
1 +
√|k|+ |`|
∣∣∣∣∣ ≤ 3
Corollary 2.A.4. There exists a constant C > 0 such that for all δ > 0
‖[Ω, f ]g‖L2 ≤ C‖f‖H1+δ‖g‖L2
Proposition 2.A.5. There exists a constant C > 0 such that
‖Ω2(fg)− f(Ω2g)‖L2 ≤ C‖(1 + | · |)f̂(·)‖L1‖g‖L2 .
Proposition 2.A.6. There exists a constant C > 0 such that
‖Λ(∂2x(gf)− g(∂2xf))‖L2 ≤ C‖(1 + | · |5/2)ĝ(·)‖L1‖f‖H3/2 .
Proof. We can write
̂Λ∂2x(gf))(k)− ̂Λ(g(∂2xf))(k)
=
∫
isgn(k)
√
|k|(k2 − `2)ĝ(k − `)f̂(`)d`
≤ C
∫
(
√
|k − `|+
√
|`|)(k − `+ 2`)(k − `)ĝ(k − `)f̂(`)d`
≤ C
∫
(1 + |k − `|5/2)ĝ(k − `)(1 + |`|3/2)f̂(`)d`
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Taking the L2 norm of both sides and applying Young’s inequality gives
‖Λ(∂2x(gf)− g(∂2xf))‖L2 ≤ C‖(1 + | · |5/2)ĝ(·)‖L1‖f‖H3/2 .
The following estimate is used to show E(t) is equivalent to ‖R‖H2 .
Proposition 2.A.7. There exists a constant C > 0, γ > 0, and r > 2 such that
E2 =
2∑
j=1
∫
|k|<δ
εF̂jBj(Ĝ
c, F̂ ) + εF̂jBj(Ĝc, F̂ ) + 2ε
2Bj(Ĝc, F̂ )Bj(Ĝ
c, F̂ ) dk
≤ Cδγ(‖Â‖Lr + ‖Â‖2Lr)‖F‖2L2
Proof. Consider one term of the form
∫
|k|<δ
∫
R
F̂j(k)
ωj(k)
φjmn(k, `)
· εδ
εδ + (1− ε)|k|Ĝ
c
m(k − `)F̂n(`) d`dk
=
∫∫
R2
χ[−δ,δ](k)F̂j(k)
ωj(k)
φjmn(k, `)
· εδ
εδ + (1− ε)|k|Ĝ
c
m(k − `)F̂n(`) d`dk
Apply Holder’s inequality to bound this by
C‖|F̂j| · |h|‖Lp‖Ĝcm ∗ F̂n‖Lq
where h(k) = χ[−δ,δ](k) εδεδ+(1−ε)|k| and we have bounded |ωj(k)/φjmn(k, `)| < C. Here
1
p
+ 1
q
= 1 and we chose 1 < p < 2 (and hence q > 2). Now apply Young’s inequality
to bound
‖Ĝcm ∗ F̂n‖Lq ≤ C‖Ĝcm‖Lr‖F̂n‖L2 (2.22)
with 1
r
= 1
q
+ 1
2
. Now we need the following lemma.
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Lemma 2.A.8.
‖Ĝcm‖Lr ≤ Cε
1
q
− 1
2‖Â‖Lr (2.23)
Here A is the profile of the approximate solution Ψ. Note that since q > 2, this
grows as ε→ 0.
We prove the lemma below, but now consider
‖|F̂j| · |h|‖pLp =
∫
|F̂j(k)|p|h(k)|pdk
≤ ( ∫ |F̂j(k)|psdk) 1s ( ∫ |h(k)|ptdk) 1t
with 1
s
+ 1
t
= 1, by Holder’s inequality. Choose ps = 2. Then
‖|F̂j| · |h|‖Lp ≤ ‖F̂j(k)‖L2
( ∫ |h(k)|ptdk) 1pt . (2.24)
Now
∫
|h(k)|ptdk = 2
δ∫
0
( εδ
εδ + (1− ε)k
)pt
dk
= 2
δ∫
0
( 1
1 + (1− ε)( k
εδ
))ptdk
= 2εδ
1/ε∫
0
(1 + (1− ε)x)−ptdx.
Since pt > 1, the integral over x is convergent and can be bounded independent of ε
if 0 < ε < 1
2
. Thus ( ∫ |h(k)|ptdk) 1pt ≤ C(εδ) 1pt ≤ Cδ 1pt ε 1pt
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Combining this with (2.22)-(2.24) we have
∣∣∣∣ ∫
|k|<δ
∫
R
F̂j(k)
ωj(k)
φjmn(k, `)
· εδ
εδ + (1− ε)|k|Ĝ
c
m(k − `)F̂n(`) d`dk
∣∣∣∣
≤ Cδ 1pt ε 1pt+ 1q− 12‖Â‖Lr‖F̂‖2L2
Now recall that 1
t
= 1− 1
s
so
1
pt
=
1
p
− 1
ps
=
1
p
− 1
2
since ps = 2. Thus,
1
pt
+
1
q
− 1
2
=
(1
p
− 1
2
)
+
1
q
− 1
2
=
(1
p
+
1
q
)
− 1
2
− 1
2
= 0.
Thus, we have
∣∣∣∣ ∫
|k|<δ
∫
R
F̂j(k)
ωj(k)
φjmn(k, `)
· εδ
εδ + (1− ε)|k|Ĝ
c
m(k − `)F̂n(`) d`dk
∣∣∣∣ ≤ Cδ 1pt‖Â‖Lr‖F‖2L2
The second term in the energy can be bounded similarly.
(Proof of Lemma 2.A.8). Taking the Fourier transform of Gcm we find that,
Ĝcm(k) =
1
ε
Â
(k − k0
ε
)
eiω0teicg(k−k0)t
plus a term localized around −k0. Therefore,
‖Ĝcm‖rLr ≤ C
∫
1
εr
∣∣∣∣∣Â(k − k0ε )
∣∣∣∣∣
r
dk
= ε1−r
∫ ∣∣Â(p)∣∣rdp = ε1−r‖Â‖rLr .
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The lemma then follows by taking the rth roots of both sides and using
1
r
− 1 =
(1
q
+
1
2
)
− 1 = 1
q
− 1
2
.
The next proposition and its proof are similar to Lemma 9 in (Schneider and
Wayne, 2011) but for clarity we state the lemma for the specific case needed in this
chapter.
Proposition 2.A.9. Assume that Gc,µ is defined from the approximation (2.21) and
that F ∈ L2. Then there exists C > 0 such that
∥∥∥∫ (ϑ̂(`)− ϑ(· − µk0))Ĝc,µ(· − `)F̂ (`) d`∥∥∥
L2
≤ Cε‖F‖L2
with ϑ̂(k) defined as in (2.5).
Proof. We calculate directly
∥∥∥∫ (ϑ̂(· − µk0)− ϑ̂(`))Ĝc,µ(· − `)F̂ (`) d`∥∥∥2
L2
=
∫ ( ∫
(ϑ̂(k − µk0)− ϑ̂(`))Ĝc,µ(k − `)F̂ (`) d`
)2
dk
=
∫ ( ∫
(ϑ̂(k − µk0)− ϑ̂(`))1
ε
Â
(k − `− µk0
ε
)
eiω0teicg(k−`−µk0)tF̂ (`) d`
)2
dk
≤
∫ (
Cϑ
∫ ∣∣∣(k − µk0)− `
ε
∣∣∣∣∣∣Â(k − `− µk0
ε
)∣∣∣∣∣F̂ (`)∣∣ d`)2dk
≤ C2ϑ
∫ ( ∫ ∣∣∣p
ε
∣∣∣∣∣∣Â(p
ε
)∣∣∣ dp)2‖F‖2L2
≤ C2ϑ
∫ (
ε
∫ ∣∣m∣∣∣∣Â(m)∣∣ dm)2‖F‖2L2
≤ Cε2‖F‖2L2
We used the fact that ϑ̂ is Lipschitz in the first inequality, Young’s inequality in the
next inequality, a substitution in the next, and finally the fact that ‖A‖H6 ≤ C1.
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Chapter 3
Klein-Gordon-Zakharov
The following chapter is joint work with Markus Daub, Guido Schneider, and Katha-
rina Schratz.
3.1 Introduction
In this chapter we are interested in the validity of NLS approximations with wave
number k0 = 0 for dispersive systems with a conservation law. Such a conservation
law always implies a resonance at the wave number k = 0. A prototype system is
given by
∂2t uj = αj∂
2
xuj − βjuj + fj(u),
∂2t u0 = α0∂
2
xu0 + ∂
2
xf0(u)
(3.1)
where j ∈ {1, . . . , N}, x ∈ R, t ∈ R, u0(x, t) ∈ R, uj(x, t) ∈ R, αj > 0, βj > 0,
and fj : RN+1 → R and f0 : RN+1 → R are smooth mappings. Under a number of
non-resonance conditions with the ansatz
u1(x, t) = εA(εx, ε
2t)eiω0t + c.c.,
with 0 < ε 1 a small perturbation parameter, the NLS equation
i∂TA = ν1∂
2
XA+ ν2A|A|2 (3.2)
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for the complex-valued amplitude A(X,T ) ∈ C can be derived. It is the goal of this
chapter to motivate the following approximation property.
Conjecture 3.1.1. Let A be a solution of the NLS equation (3.2) in some sufficiently
smooth function space. Then there exist ε0 > 0 and C > 0 such that for all ε ∈ (0, ε0)
we have solutions U = (u0, . . . , uN) of (3.1) with
sup
t∈[0,T0/ε2]
sup
x∈R
|U(x, t)− (εA(εx, ε2t)eiω0t + c.c.)e0| ≤ Cε2,
where e0 = (1, 0, . . . , 0) ∈ RN+1.
There are various relevant systems which fall into this class and all these systems
have the same spectral picture in common which is sketched in Figure 3·1. We
consider one case of the prototype system (3.1) in the hopes that the methods will
extend to all systems of the form (3.1). Consider the Klein-Gordon-Zakharov (KGZ)
system (Masmoudi and Nakanishi, 2005, Eq.(1.1))
∂2t u = ∆xu− u− uv
γ−2∂2t v = ∆xv + ∆x|u|2
(3.3)
with x ∈ Rd for a d ∈ N, t ∈ R, and γ > 0. This system is motivated by a model from
plasma physics which describes the interaction between so-called Langmuir waves and
ion sound waves in plasma. The original Klein-Gordon-Zakharov system is derived
from the Euler equation for the electrons and ions, coupled with the Maxwell equation
for the electric field under a number of assumptions. Here, v, with v(x, t) ∈ R, is
proportional to the ion density fluctuation from a constant equilibrium density and
u, with u(x, t) ∈ Cd, is proportional to the electric field. Note that the Klein-Gordon-
Zakharov system (3.3) is a semi-linear system if we choose u ∈ Hs+1 and v ∈ Hs.
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k k
ω ω
Figure 3·1: The linearized system corresponding to (3.1) has Fourier
modes ω2j = αjk
2 + βj and ω
2
0 = α0k
2. The figure shows the curves
k 7→ ω0(k) (dashed) and k 7→ ωj(k) (solid) for (3.1). The left panel
shows the picture for α0 < αj and the right panel shows α0 > αj.
There are various other problems, such as the Klein-Gordon-Boussinesq system
and the polyatomic Fermi-Pasta-Ulam system, that share the same spectral picture
seen in Figure 3·1.
3.2 The Klein-Gordon-Zakharov system
The NLS limit for Klein-Gordon-Zakharov system has attracted a lot of interest over
the last few decades. In a large number of papers error estimates for the conver-
gence of the NLS approximation of these systems has been established (Berge et al.,
1996; Masmoudi and Nakanishi, 2002; Masmoudi and Nakanishi, 2005; Masmoudi
and Nakanishi, 2008). In various papers, for instance (Berge et al., 1996), the so
called high frequency limit
u(x, t) = εA(εx, ε2t)eit
v(x, t) = ε2B(εx, ε2t)
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with A(X,T ) ∈ C, B(X,T ) ∈ R, X = εx, T = ε2t, and 0 < ε  1 a small per-
turbation parameter has been considered (Masmoudi and Nakanishi, 2005, Eq.(1.6)).
It has been shown in (Masmoudi and Nakanishi, 2005) that the NLS approximation
can be used to predict the dynamics of the Klein-Gordon-Zakharov system (3.3) by
estimating the error made by this approximation in the case of γ ∈ (0, 1) and d = 3,
cf. Figure 3·2, left panel. The proof there is based on a control of the resonances, the
use of Besov spaces, and Strichartz inequalities. The proof given in (Masmoudi and
Nakanishi, 2005) in principle works for all d ≥ 3, but not for d = 1, 2 due to the use
of the Strichartz estimates.
It is the goal of this chapter to show similar error estimates with much more
elementary methods. The existing approximation results are improved to larger pa-
rameter regions (specifically all γ > 0) and to space dimensions d = 1, 2 as well, with
the drawback that analytic initial conditions are needed. In particular we need to
work with functions which are analytic in a d-dimensional strip (cylinder)
Sα = {z ∈ Cd : |Imz| < α}
in the complex plane symmetric around the real axis. Since exponential decay in
Fourier space implies analyticity in x-space (cf. the Paley-Wiener type Theorem
IX.13 in (Reed and Simon, 1975) ). We introduce the norm
L1α,m = {û ∈ L1(Rd,C) : ‖û‖L1α,m <∞}
where
‖û‖L1α,m =
∫
|û(k)〈k〉mµα(k)|dk
with 〈k〉 = (1 + |k|2)1/2 and µα(k) = eα|k|.
With this space we get the following result.
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Theorem 3.2.1. Fix γ > 0 and α > 0 and let A ∈ C([0, T0], L1α,m) be a solution of
the NLS equation (3.2). Then there exist ε0 > 0, C > 0, and T1 > 0 such that for all
ε ∈ (0, ε0) we have solutions (u, v) of the Klein-Gordon-Zakharov system (3.3) with
sup
t∈[0,T1/ε2]
sup
x∈Rd
|u(x, t)− εA(εx, ε2t)eit| ≤ Cε2
and
sup
t∈[0,T1/ε2]
sup
x∈Rd
|v(x, t)− ε2|A(εx, ε2t)|2| ≤ Cε3.
Furthermore, if γ = 1, we can choose T1 = T0.
We note that in (Masmoudi and Nakanishi, 2005), they use a more general ansatz
u(x, t) = εA1(εx, ε
2t)eit + εA−1(εx, ε2t)e−it.
However, it will be obvious that the subsequent analysis applies for this ansatz, too,
and that only the estimates for the residual become notationally more complex. In
the same spirit higher-order approximations can be computed and justified up to
arbitrary order, cf. (Doerfler et al., 2011).
As discussed in Section 1.1, the NLS approximation describing the modulation of
spatially and temporarily oscillating wave packets ei(k0x+ω0t)has been justified in vari-
ous papers. The paper (Masmoudi and Nakanishi, 2005) falls into a group of validity
results for the NLS approximation and related approximations for long waves which
are purely oscillatory with respect to time. For example, the following papers with
Maxwell-Klein-Gordon and Maxwell-Dirac systems as original systems (Bechouche
et al., 2004; Masmoudi and Nakanishi, 2002; Masmoudi and Nakanishi, 2003; Mas-
moudi and Nakanishi, 2010) fall into this category. However, even though these
systems, and the one we consider here, do not oscillate with respect to space, the
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underlying ideas used for the justification in both cases are very similar.
k kk
ω ωω
Figure 3·2: Intersection of the curves k 7→ ωv(k) (dashed) and k 7→
ωu(0) + ωu(k) (solid) for γ = 0.5 in the left panel, γ = 1 in the middle
panel, and γ = 2 in the right panel, where ωu(k)
2 = k2 +1 and ωv(k)
2 =
γ2k2. Except for γ = 1 there are more intersections than k = 0.
The Klein-Gordon-Zakharov system (3.3) possesses quadratic nonlinearities with
at least a resonance at the wave number k = 0 and in general a further non-zero
resonance. However, in Figure 3·2 we see that the resonance picture changes at γ = 1.
An approximation theorem has been shown in the case γ ∈ (0, 1) in (Masmoudi and
Nakanishi, 2005). The consequence of the use of analytic functions in the present
paper is that the solution at the additional resonance initially is exponentially small.
This will allow us to prove estimates on the natural O(1/ε2) time scale.
We note that due to the change in resonance picture at γ = 1, the proof and result
is different at this value. Since there is no longer a non-zero resonance at γ = 1, we
do not need to use the decaying analytic strip in this case. As we shall see, this will
allow us to get a result on the full interval [0, T0/ε
2]. To avoid splitting each section
into two very similar cases, we leave the proof for γ = 1 to the appendix and assume
γ 6= 1 otherwise.
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3.3 Derivation of the NLS equation
Consider the long wave ansatz
εψU(x, t) = εA(εx, ε
2t)eit
ε2ψV (x, t) = ε
2B(εx, ε2t).
To derive the NLS equation we first calculate how much ψ fails to be a solution to
(3.3) via residual estimates. We define
Res1(εψU , ε
2ψV ) = −ε∂2t ψU + ε∂2xψU − εψU − ε3ψUψV
= ε3(−2i∂TA+ ∂2XA− AB) +O(ε5)
and
Res2(εψU , ε
2ψV ) = −ε2∂2t ψV + ε2∂2XψV + ε2∂2X(ψU)2
= ε4
(
∂2XB + ∂
2
X(|A|2)
)
+O(ε6).
We would like to choose A and B so that both residuals are as small as possible.
Therefore, from the second equation we choose
B = −|A|2
which when plugged into the first equation gives us the NLS equation
2i∂TA = ∂
2
XA+ A|A|2. (3.4)
As we shall see later, it will be necessary to make each of the residuals smaller than
O(ε5) and O(ε6) respectively. Therefore, we use the higher-order approximation
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derived in Appendix 3.B. We define
εψu(x, t) = εA1(εx, ε
2t)eit + ε3A3(εx, ε
2t)eit
ε2ψv(x, t) = ε
2B2(εx, ε
2t) + ε4B4(εx, ε
2t).
(3.5)
To lowest order, this is still the same approximation. That is, A1 solves (3.4) and
B2 = −|A1|2, but the addition of the higher-order terms will give us a much better
estimate on the residual.
3.4 Equations Setup
Now that we’ve defined our approximation we look to setup the error equations. It
will be much easier to work with the Klein-Gordon-Zakharov system (3.3) if we view
it in Fourier space. We therefore transform our system into
∂2t û = − ω2uû− û ∗ v̂
∂2t v̂ = − ω2v v̂ − ω2v · û ∗ û
(3.6)
where
ω2u = |k|2 + 1 and ω2v = γ2|k|2. (3.7)
We further write (3.6) as the first order system
∂tû1 = iωuû2
∂tû2 = iωuû1 + iω
−1
u · û1 ∗ v̂1
∂tv̂1 = iωvv̂2
∂tv̂2 = iωvv̂1 + iωv · û1 ∗ û1.
(3.8)
Finally, (3.8) is diagonalized with(
û1
û2
)
=
1√
2
(
1 1
1 −1
)(
ŵ1
ŵ−1
)
and
(
v̂1
v̂2
)
=
1√
2
(
1 1
1 −1
)(
ŵ2
ŵ−2
)
,
73
and we find
∂tŵ±1 = ± iωuŵ±1 ± iω−1u · (ŵ1 + ŵ−1) ∗ (ŵ2 + ŵ−2)/(2
√
2)
∂tŵ±2 = ± iωvŵ±2 ± iωv · (ŵ1 + ŵ−1) ∗ (ŵ1 + ŵ−1)/(2
√
2).
(3.9)
We also rewrite our approximation ψU,V to be more in line with this first-order system.
This gives us the approximation(
εΨ̂1
εΨ̂−1
)
=
1√
2
(
1 1
1 −1
)(
εψ̂u
iω−1u ∂tεψ̂u
)
and (
ε2Ψ̂2
ε2Ψ̂−2
)
=
1√
2
(
1 1
1 −1
)(
ε2ψ̂v
iω−1v ∂tε
2ψ̂v
)
.
Then to prove our estimate rigorously, we introduce the error functions R̂j by
ŵ±1 = εΨ̂±1 + εβR̂±1, ŵ±2 = ε2Ψ̂±2 + εβ+1R̂±2.
We find
∂tR̂±1 = ±iωuR̂±1 ± iε2ω−1u · (Ψ̂1 + Ψ̂−1) ∗ (R̂2 + R̂−2)/(2
√
2)
±iε2ω−1u · (R̂1 + R̂−1) ∗ (Ψ̂2 + Ψ̂−2)/(2
√
2) (3.10)
±iεβ+1ω−1u · (R̂1 + R̂−1) ∗ (R̂2 + R̂−2)/(2
√
2)
+ε−βRes±1(εΨ̂±1, ε2Ψ̂±2)
∂tR̂±2 = ±iωvR̂±2 ± iωv · (Ψ̂1 + Ψ̂−1) ∗ (R̂1 + R̂−1)/(2
√
2)
±iωv · (Ψ̂1 + Ψ̂−1) ∗ (R̂1 + R̂−1)/(2
√
2) (3.11)
±εβ−1iωv · (R̂1 + R̂−1) ∗ (R̂1 + R̂−1)/(2
√
2)
+ε−β−1Res±2(εΨ̂±1, ε2Ψ̂±2)
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where the terms which do not cancel after inserting the approximation are collected
in Res±1(εΨ̂±1, ε2Ψ̂±2) and Res±2(εΨ̂±1, ε2Ψ̂±2). It will be helpful later to use the
notation
ΛU =
(
iωu 0
0 −iωu
)
=
(
iωu1 0
0 iωu2
)
, ΛV =
(
iωv 0
0 −iωv
)
=
(
iωv1 0
0 iωv2
)
and
NUj(F̂ , Ĝ) =
∑
m,n∈{±1}
1
2
√
2
∫
iω−1uj (k)F̂m(k − `)Ĝn(`)d`
=
∑
m,n∈{±1}
1
2
√
2
∫
iω−1uj (k)Ĝm(k − `)F̂n(`)d`
NV j(F̂ , Ĝ) =
∑
m,n∈{±1}
1
4
√
2
∫
iωvj(k)
(
F̂m(k − `)Ĝn(`) + F̂m(k − `)Ĝn(`)
)
d`
NV j(F̂ , F̂ ) =
∑
m,n∈{±1}
1
2
√
2
∫
iωvj(k)F̂m(k − `)F̂n(`)d`
Then the equations (3.10)-(3.11) for the error are of the form
∂tRU =ΛURU + ε
2NU(ΨU , RV ) + ε
2NU(ΨV , RU) + ε
β+1NU(RU , RV ) + ε
−βResU(εΨ)
∂tRV =ΛVRV + 2NV (ΨU , RU) + ε
β−1NV (RU , RU) + ε−β−1ResV (εΨ)
with RU and RV defined from R±1 and R±2 respectively. Our goal is then to show
that both of these errors RU and RV are bounded independently of ε on the O(ε−2)
time scale.
3.5 The Functional Analytic Setup and Residual Estimates
As was mentioned in the introduction, it will be necessary to work in the analytic
norms
L1α,m = {û ∈ L1(Rd,C) : ‖û‖L1α,m <∞}
75
where
‖û‖L1α,m =
∫
|û(k)〈k〉mµα(k)|dk
with 〈k〉 = (1 + |k|2)1/2 and µα(k) = eα|k|. We will use the fact that L1α,m is an
algebra with respect to convolution for all α ≥ 0 but leave the proof of that fact to
the appendix in Lemma 3.A.1.
Now that we have the appropriate norm, we estimate the approximation Ψ in this
norm. For the approximation we utilize the fact that Â is concentrated near k = 0.
This is useful since the exponential weight is only O(1) near k = 0 and so we can
bound it in a space with very large analytic weight.
Lemma 3.5.1. Let A(X,T ) ∈ C([0, T0], L1α0,m) be a solution of the NLS equation
(3.4). Then there exists C > 0 such that for all ε ∈ (0, 1) we have
sup
t∈[0,T0/ε2]
‖Ψ̂U + Ψ̂V ‖L1
α0/ε,m
≤ C.
Proof. We calculate directly
‖Ψ̂U‖L1
α0/ε,m
=
∫
|Ψ̂U(k)〈k〉mµα0/ε(k)|dk
=
∫ ∣∣∣1
ε
Â1
(k
ε
)
eit〈k〉mµα0/ε(k)
∣∣∣dk
=
∫ ∣∣∣Â1(p)eit〈εp〉mµα0(p)∣∣∣dp
=
∫ 〈εp〉m
〈p〉m
∣∣∣Â1(p)eit〈p〉mµα0(p)∣∣∣dp
≤ C
∫ ∣∣Â1(p)eit〈p〉mµα0(p)∣∣dp
≤ C‖Â1‖L1α0,m ≤ C.
The estimate for ΨV is similar.
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We also estimate the residual. We note that by adding higher-order terms to
the approximation we can make the residual as small as needed. With the new
approximation (3.5), we can derive the following estimates.
Lemma 3.5.2. Let A(X,T ) ∈ C([0, T0], L1α0,m+4) be a solution of the NLS equation
(3.4). Then there exists C > 0 such that for all ε ∈ (0, 1) we have
sup
t∈[0,T0/ε2]
‖Res±1(εΨ̂±1, ε2Ψ̂±2)‖L1
α0/ε,m
≤ Cε7
sup
t∈[0,T0/ε2]
‖Res±2(εΨ̂±1, ε2Ψ̂±2)‖L1
α0/ε,m
≤ Cε8
We can get this estimate using the derivation of Ψ in the appendix. We note that
due to the scaling of L1 and Lemma 3.A.1 we do not lose any powers of ε from the
formal approximation.
We can also take advantage of the fact that Ψ̂U and Ψ̂V are both concentrated
around k = 0 in Fourier space via the following. For both ΨU and ΨV we define
Ψ̂c(k) =

Ψ̂(k), if |k| < δΨ
0, if |k| ≥ δΨ.
(3.12)
for δΨ > 0 small but independent of ε. Furthermore, we define Ψ
s via Ψ = Ψc + Ψs
and via Lemma 3.A.2 we see that Ψs is sufficiently small that it can for the most part
be ignored.
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3.6 The Idea of the Normal Form Transformation
Now that we have our equations set up and estimates on Ψ, consider the equations
for the error
∂tRU =ΛURU + ε
2NU(ΨU , RV ) + ε
2NU(ΨV , RU) + ε
β+1NU(RU , RV ) + ε
−βResU(εΨ)
∂tRV =ΛVRV + 2NV (ΨU , RU) + ε
β−1NV (RU , RU) + ε−β−1ResV (εΨ).
Since both ΛU and ΛV define uniformly bounded semigroups, the only dangerous term
on the O(ε−2) time scale is 2NV (ΨU , RU). We therefore would like to eliminate this
term in the equation for RV by performing a normal form transformation
RV = RZ +H(ΨU , RU).
Using ∂tΨU = ΛUΨU + ε
2g1, we find
∂tRZ = ∂tRV −H(∂tΨU , RU)−H(ΨU , ∂tRU)
= ΛVRV + 2NV (ΨU , RU) + ε
β−1NV (RU , RU) + ε−β−1ResV (εΨ)
−H(ΛUΨU , RU)− ε2H(g1, RU)
−H(ΨU ,ΛURU + ε2NU(ΨU , RV ) + ε2NU(ΨV , RU)
+εβ+1NU(RU , RV ) + ε
−βResU(εΨ))
= ΛVRZ
+ΛVH(ΨU , RU)−H(ΛUΨU , RU) + 2NV (ΨU , RU)−H(ΨU ,ΛURU)
−ε2H(g1, RU)− ε2H(ΨU , NU(ΨU , RV ))− ε2H(ΨU , NU(ΨV , RU))
+εβ−1NV (RU , RU)− εβ+1H(ΨU , NU(RU , RV ))
+ε−β−1ResV (Ψ)− ε−βH(ΨU ,ResU(εΨ)).
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So, in order to eliminate the dangerous term 2NV (ΨU , RU) we have to define H such
that
ΛVH(ΨU , RU)−H(ΛUΨU , RU)−H(ΨU ,ΛURU) + 2NV (ΨU , RU) = 0.
In Fourier space we have to solve
(ωv(k)− ωu(k − `)− ωu(`))ĥ(k, k − `, `) = 2ωv(k).
For now, we assume that since Ψ̂(k − `) is concentrated around k − ` = 0, we can
replace k − ` by 0 and ` by k in this kernel function. Thus we solve
(ωv(k)− ωu(0)− ωu(k))ĥ(k) = 2ωv(k).
In detail we define
ĥ(k) =
2γk
γk ± 1±√k2 + 1 . (3.13)
As expected from Figure 3·1, we have a trivial resonance at k = 0 and a non-trivial
resonance at ±kr = ±(2γ)/(1 − γ2). The resonance at k = 0 is trivial since the
numerator also vanishes at k = 0. We refer to this as a transparency condition.
However, the other resonance is non-trivial and cannot be eliminated with a normal
form transformation. We take a small δkr neighborhood around the resonant wave
numbers ±kr where δkr is small and independent of ε (but depends on γ). We define
the modefilter Er which extracts this neighborhood as
Êr(k) =

1, if |k ± kr| < δkr
0, if |k| ≥ δΨ.
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Moreover, we define Ês = 1− Êr. With this definition, we find
sup
k∈supp(Ês)
∣∣∣ 2γk
γk ± 1±√k2 + 1
∣∣∣ ≤ C
independent of ε. Thus the mapping H is O(1) over the region supported by Ês,
which suggests we only define RV = RZ + EsH(ΨU , RU).
After this new transformation we have a system of the form
∂tRU = ΛURU + ε
2NU(ΨU , RZ + EsH(ΨU , RU))
+ε2NU(ΨV , RU) + ε
β+1NU(RU , RZ + EsH(ΨU , RU)) + ε
−βResU(εΨ),
∂tRZ = ΛVRZ + 2ErNV (ΨU , RU)
−ε2EsH(g1, RU)− ε2EsH(ΨU , NU(ΨU , RV ))− ε2EsH(ΨU , NU(ΨV , RU))
+εβ−1NV (RU , RU)− εβ+1EsH(ΨU , NU(RU , RV ))
+ε−β−1ResV (εΨ)− ε−βEsH(ΨU ,ResU(εΨ)).
Since the H, NU , and residual terms are O(ε2) it remains to discuss the influence of
2ErNV (ΨU , RU) on the dynamics. This term is located at ±kr and is only O(1). A
direct estimate by the smoothing of the analytic norms is not possible since that will
only provide decay of order ε. Therefore, an estimate is only possible by using the
smoothing in the first equation as well as the second. A solution to this would be to
rescale RU close to these wave numbers, i.e., to introduce R˜U = εRU near ±kr. Using
these ideas, we perform this rescaling using a weight function in the next section and
define a new normal form transformation adapted to that weight.
80
3.7 The Normal Form Transformation
Again we consider the equations
∂tRU =ΛURU + ε
2NU(ΨU , RV ) + ε
2NU(ΨV , RU) + ε
β+1NU(RU , RV ) + ε
−βResU(εΨ)
∂tRV =ΛVRV + 2NV (ΨU , RU) + ε
β−1NV (RU , RU) + ε−β−1ResV (εΨ).
We still would like to eliminate the dangerous term 2NV (ΨU , RU) in the equation for
RV by performing a normal form transformation
RV = RZ +H(ΨU , RU),
but we first make two changes. The first is splitting up ΨU and ΨV using the cutoffs
ΨcU and Ψ
c
V defined in (3.12). The second is the change of variables
ϑ̂R̂Y = R̂U
where we have defined
ϑ̂(k) =

1, if |k ± kr| > δϑ
ε+ (1− ε)|k ± kr|/δϑ, if |k ± kr| ≤ δϑ
(3.14)
with kr = (2γ)/(1 − γ2) and 0 < δϑ < 2δkr independent of ε. We abuse notation a
little by writing ϑRY as opposed to ϑ ∗ RY (Note that this is a slightly different ϑ
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than the one used in Chapter 2). This gives us
∂tRY = ΛURY + ε
2ϑ−1NU(ΨcU , RV ) + ε
2ϑ−1NU(ΨcV , ϑRY ) (3.15)
+εβ+1ϑ−1NU(RV , ϑRY ) + ε−βϑ−1ResU(εΨ),+ε2E
∂tRV = ΛVRV + 2NV (Ψ
c
U , ϑRY ) + ε
β−1NV (ϑRY , ϑRY ) (3.16)
+ε−β−1ResV (εΨ) + ε2E ,
where we write ε2E for terms which are easily bounded by ε2‖R‖. In this particular
case, the terms collected into ε2E are those involving Ψs which we know are small from
Lemma 3.A.2. However, we will use the notation throughout. Note that we include
the term NV (Ψ
s
U , ϑRY ) in ε
2E even though it actually loses a derivative. We will see
later that this term can be handled with the semi-linearity of the KGZ equations and
so we include it in ε2E to avoid confusion. While this transformation changes the
order of most of the terms in (3.15)-(3.16) near ±kr, we focus on the changes in two
terms as they will be the most important for the subsequent analysis. The first of
those terms is ε2ϑ−1NU(ΨcU , RV ) which is now only O(ε) near k = ±kr. The second
is 2NV (Ψ
c
U , ϑRY ) which is now O(ε) near k = ±kr.
We split 2NV (Ψ
c
U , ϑRY ) into
2NV (Ψ
c
U , ϑRY ) = 2EsNV (Ψ
c
U , ϑRY ) + 2ErNV (Ψ
c
U , ϑRY )
= 2EsNV (Ψ
c
U , RY ) + 2ErNV (Ψ
c
U , (ϑ− ε)RY ) + 2εErNV (ΨcU , RY ).
Since the term 2EsNV (Ψ
c
U , RY ) is bounded away from ±kr, it can be eliminated using
a transformation of the form derived in section 3.6. The term 2ErNV (Ψ
c
U , (ϑ− ε)RY )
now vanishes at ` = ±kr. This will give us a transparency condition for the non-zero
resonance and allows us to use a slightly different normal form transformation from
the one derived in Section 3.6, even in the region Er. Finally, 2εErNV (Ψ
c
U , RY ) does
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not vanish at kr so we can’t use the normal form transformation; nevertheless, we
now have an extra power of ε, in which case the analytic smoothing is now sufficient.
Now that we have made this change of variables, we proceed with the normal
form transformation. For ease of notation, we will write ϑ0 = ϑ− ε since ϑ− ε now
vanishes at kr. We define the normal form transformation
RV = RZ + EsH(Ψ
c
U , RY ) + ErB(Ψ
c
U , ϑ0RY ). (3.17)
In order to eliminate the dangerous terms 2EsNV (Ψ
c
U , RY ) and 2ErNV (Ψ
c
U , ϑ0RY ) we
have to find H and B such that
ΛVEsH(Ψ
c
U ,RY )− EsH(ΛUΨcU , RY )
− EsH(ΨcU ,ΛURY ) + 2EsNV (ΨcU , RY ) = 0 (3.18)
and
ΛVErB(Ψ
c
U , ϑ0RY )− ErB(ΛUΨcU ,ϑ0RY )
−ErB(ΨcU ,ΛUϑ0RY ) + 2ErNV (ΨcU , ϑ0RY ) = 0. (3.19)
We consider each transformation separately.
3.7.1 Away From the Resonance
We first focus on EsH(Ψ
c
U , RY ). We note that initially (3.18) would suggest we define
H with kernel function solving
(−ωv(k) + ωu(k − `) + ωu(`))ĥ(k, k − `, `) = 2ωv(k).
However, −ωv(k) + ωu(k − `) + ωu(`) does not vanish exactly at k = 0. Rather, the
resonance depends on both k and ` which means we can not take advantage of the
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transparency condition from 2ωv(k). We will show however, that we can rewrite the
left-hand side so that it vanishes at k = 0 in order to use this transparency condition.
To make this more precise, we look to convert the arguments of the kernel functions
in (3.18) so that they give us a transformation similar to (3.13) where the resonance
is at exactly k = 0. We note that
ΛVEsH(Ψ
c
U , RY ) and 2EsNV (Ψ
c
U , RY )
can be left as is. Then we can use Lemma 3.A.3 to bound the error for
EsH(ΛUΨ
c
U , RY ) =
∫
Ês(k)ĥ(k, `)ωu(k − `)Ψ̂cU(k − `)R̂Y (`)d`
=
∫
Ês(k)ĥ(k, `)ωu(0)Ψ̂
c
U(k − `)R̂Y (`)d`+ ε2E .
For the term EsH(Ψ
c
U ,ΛURY ) we use a second-order approximation to get
EsH(Ψ
c
U ,ΛURY ) =
∫
Ês(k)ĥ(k, `)Ψ̂
c
U(k − `)ωu(`)R̂Y (`)d`
=
∫
Ês(k)ĥ(k, `)Ψ̂
c
U(k − `)
(
ωu(k) +
k(`− k)√
k2 + 1
)
R̂Y (`)d`+ ε
2E
where we used Lemma 3.A.3 to bound the error. With these transformations we
define
H(Ψ̂U , R̂Y ) =
∫
ĥ(k, `)Ψ̂cU(k − `)R̂Y (`)d`
with
ĥ(k, `) =
2γk(
γk ± 1± (√k2 + 1 + k(`−k)√
k2+1
)) .
Then we have the following bound.
Lemma 3.7.1. There exists a C > 0 independent of ε and λ such that
‖EsH(Ψ̂cU , R̂Y )‖L1λ,m ≤ C‖Ψ̂cU‖L1λ,m‖R̂Y ‖L1λ,m
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Proof. First note that there are two resonances for ĥ(k, `). We have constructed ĥ in
such a way that the first resonance is at k = 0 where there is a transparency condition.
The second resonance is located in the region near k ≈ ` = ±kr; however, Ês excludes
a neighborhood of this resonance and we can ignore it. Since both resonances can
then be ignored for this bound, we need only worry about the growth of k or ` near
infinity. However the growth of both numerator and denominator is linear and so we
have
|Ês(k)ĥ(k, `)| ≤ C
independent of ε. We can use this to then calculate
‖EsH(Ψ̂cU , R̂Y )‖L1λ,m
=
∫ ∣∣∣ ∫ Ês(k)ĥ(k, `)Ψ̂cU(k − `)R̂Y (`)d`〈k〉mµλ(k)∣∣∣dk
≤ C
∫∫ ∣∣∣Ψ̂cU(k − `)R̂Y (`)〈k〉mµλ(k)∣∣∣d`dk
≤ C‖Ψ̂cU ∗ R̂Y ‖L1λ,m
≤ C‖Ψ̂cU‖L1λ,m‖R̂Y ‖L1λ,m .
Remark 3.7.2. The variable λ in this lemma can (and will in use) depend on ε
without changing the result. In particular, since C is independent of λ, this will allow
us to choose λ as large as α0/ε.
3.7.2 Near the Resonance
Now we focus on ErB(Ψ
c
U , ϑ0RY ). In this case, we will manipulate the kernel functions
of (3.19) in order to take advantage of a transparency condition from ϑ0. We want
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the cancellation
Er
(
ΛVB(Ψ
c
U , ϑ0RY )−B(ΛUΨcU , ϑ0RY )−B(ΨcU ,ΛUϑ0RY ) + 2NV (ΨcU , ϑ0RY )
)
= 0.
Since each ϑ0 above vanishes at ` = ±kr, we will try to change the terms above so
that the resonance occurs at exactly ` = ±kr as well. With this in mind, we will
try to define the kernel function for B exactly as in (3.13) but solely in terms of ` as
opposed to k. For B(ΨcU , ϑ0RY ) we can use Lemma 3.A.3, leaving ϑ0 as is in each of
the terms. So we have
Er
(
ΛVB(Ψ
c
U , ϑ0RY )−B(ΛUΨcU , ϑ0RY )−B(ΨcU ,ΛUϑ0RY ) + 2NV (ΨcU , ϑ0RY )
)
= Êr(k)
∫ (
(ωv(k)− ωu(k − `)− ωu(`))̂b(`) + 2ωv(k)
)
ϑ̂0(`)Ψ̂
c
U(k − `)R̂Y (`)d`
= Êr(k)
∫ (
(ωv(`)− ωu(0)− ωu(`))̂b(`) + 2ωv(`)
)
ϑ̂0(`)Ψ̂
c
U(k − `)R̂Y (`)d` (3.20)
−Êr(k)
∫ (
(ωu(k − `)− ωu(0)
)̂
b(`)ϑ̂0(`)Ψ̂
c
U(k − `)R̂Y (`)d` (3.21)
+Êr(k)
∫ (
(ωv(k)− ωv(`)
)̂
b(`)ϑ̂0(`)Ψ̂
c
U(k − `)R̂Y (`)d` (3.22)
+2Êr(k)
∫ (
(ωv(k)− ωv(`)
)
ϑ̂0(`)Ψ̂
c
U(k − `)R̂Y (`)d`. (3.23)
We define b̂(`) such that (3.20) will vanish. Then (3.21) is bounded by Lemma
3.A.3. Finally, we will call (3.22) and (3.23) ErQ1(Ψ
c
U , ϑ0RY ) and ErQ2(Ψ
c
U , ϑ0RY )
respectively. While these last two terms appear O(1) at first glance, they are actually
O(ε) via Lemma 3.A.3. Thus we can use the analytic norms to bound these. We
therefore define
b̂(`) =
2γ`
γ`± 1±√`2 + 1 .
As desired, while this does have a resonance at ` = ±kr, the inclusion of ϑ0 in
ErB(Ψ
c
U , ϑ0RY ), which vanishes at ` = ±kr insures that ErB(ΨcU , ϑ0RY ) is well-
defined nevertheless. In fact, the proof of the next lemma follows easily from the
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above derivation and the methods used in Lemma 3.7.1
Lemma 3.7.3. There exists a C > 0 independent of ε and λ such that
‖ErB(Ψ̂cU , ϑ0R̂Y )‖L1λ,m ≤ C‖Ψ̂cU‖L1λ,m‖R̂Y ‖L1λ,m
3.8 Estimating the Transformed System
We now show that after using the normal form transformation (3.17), the new system
obeys the estimates we want. After the transformation we have a system of the form
∂tRY = ΛURY + ε
2ϑ−1NU(ΨcU , RZ + EsH(Ψ
c
U , RY ) + ErB(Ψ
c
U , ϑ0RY ))
+ε2ϑ−1NU(ΨcV , ϑRY )
+εβ+1ϑ−1NU(RZ + EsH(ΨcU , RY ) + ErB(Ψ
c
U , ϑ0RY ), ϑRY )
+ε−βϑ−1ResU(εΨ) + ε2E
∂tRZ = ΛVRZ + 2εErNV (Ψ
c
U , RY ) + ErQ1(Ψ
c
U , ϑ0RY ) + ErQ2(Ψ
c
U , ϑ0RY )
−ε2EsH(g1, RY )− ε2EsH(ΨcU , (ϑ−1NU(ΨcU , RV ) + ϑ−1NU(ΨV , ϑRY )))
−εβ+1EsH(ΨcU , ϑ−1NU(RV , ϑRY , ))− ε2ErB(g1, ϑ0RY )
−ε2ErB(ΨcU , ϑ0(ϑ−1NU(ΨcU , RV ) + ϑ−1NU(ΨV , ϑRY )))
−εβ+1ErB(ΨcU , ϑ0ϑ−1NU(RV , ϑRY , ))
+εβ−1NV (ϑRY , ϑRY ) + ε−β−1ResV (εΨ)
−ε−βEsH(ΨcU , ϑ−1ResU(εΨ))− ε−βErB(ΨcU , ϑ0ϑ−1ResU(εΨ)) + ε2E .
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where we again used ∂tΨU = ΛUΨU + ε
2g1. This expands to
∂tRY = ΛURY + ε
2ϑ−1ErNU(ΨcU , RZ) + ε
2GY (3.24)
∂tRZ = ΛVRZ + 2εErNV (Ψ
c
U , RY ) + ErQ1(Ψ
c
U , ϑ0RY ) (3.25)
+ErQ2(Ψ
c
U , ϑ0RY ) + ε
2GZ
where we have defined
ε2GY = ε
2ϑ−1NU(ΨcU , EsH(Ψ
c
U , RY )) + ε
2ϑ−1NU(ΨcU , ErB(Ψ
c
U , ϑ0RY ))
+ε2ϑ−1NU(ΨcV , ϑRY ) + ε
β+1ϑ−1NU(RZ , ϑRY )
+εβ+1ϑ−1NU(EsH(ΨcU , RY ), ϑRY ) + ε
β+1ϑ−1NU(ErB(ΨcU , ϑ0RY ), ϑRY )
+ε−βϑ−1ResU(εΨ) + ε2E ,
ε2GZ = −ε2EsH(g1, RY )− ε2EsH(ΨcU , ϑ−1NU(ΨcU , RV ))
−ε2EsH(ΨcU , ϑ−1NU(ΨcV , ϑRY ))− εβ+1EsH(ΨcU , ϑ−1NU(RV , ϑRY , ))
−ε2ErB(g1, ϑ0RY )− ε2ErB(ΨcU , ϑ0ϑ−1NU(ΨcU , RV ))
−ε2ErB(ΨcU , ϑ0ϑ−1NU(ΨcV , ϑRY ))− εβ+1ErB(ΨcU , ϑ0ϑ−1NU(RV , ϑRY , ))
+εβ−1NV (ϑRY , ϑRY ) + ε−β−1ResV (εΨ)− ε−βH(ΨcU , ϑ−1ResU(εΨ)) + ε2E
We write the equations this way to isolate the four problematic terms, all located
near the resonance k = ±kr. That is
ε2ϑ−1ErNU(ΨcU , RZ)
and
2εErNV (Ψ
c
U , RY ) + ErQ1(Ψ
c
U , ϑ0RY ) + ErQ2(Ψ
c
U , ϑ0RY ).
These will all be bounded using the analytic norms. We note that other terms col-
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lected in GY,Z , such as ε
2ϑ−1NU(ΨcV , ϑRY ), which appear to also be problematic due
to the factor of ϑ−1 are actually okay when we consider the other factors of ϑ in the
second argument. This will be made more precise in the following lemma. We show
a bound on ε2GY,Z in the L
1
α(t),m norm with α(t) = α0/ε− α0εt/T1. We define
‖R̂‖L1
α(t),m
= ‖R̂Y ‖L1
α(t),m
+ ‖R̂Z‖L1
α(t),m
and assuming that 3 ≤ β ≤ 4 we prove the following.
Lemma 3.8.1. There exist constants C1, C2, C3 > 0 independent of ε such that
‖ε2ĜY ‖L1
α(t),m+1
≤ C1ε2‖R̂Y + R̂Z‖L1
α(t),m
+ C2ε
3‖R̂‖2L1
α(t),m
+ C3ε
2
‖ε2ĜZ‖L1
α(t),m
≤ C1ε2
(‖R̂‖L1
α(t),m
+ ‖R̂Y ‖L1
α(t),m+1
)
+C2ε
3
(‖R̂‖2L1
α(t),m
+ ‖R̂Y ‖2L1
α(t),m+1
)
+ C3ε
2
where α(t) = α0/ε− α0εt/T1.
Proof. We first consider
ε2GY = ε
2ϑ−1NU(ΨcU , EsH(Ψ
c
U , RY )) + ε
2ϑ−1NU(ΨcU , ErB(Ψ
c
U , ϑ0RY ))
+ε2ϑ−1NU(ΨcV , ϑRY ) + ε
β+1ϑ−1NU(RZ , ϑRY )
+εβ+1ϑ−1NU(EsH(ΨcU , RY ), ϑRY ) + ε
β+1ϑ−1NU(ErB(ΨcU , ϑ0RY ), ϑRY )
+ε−βϑ−1ResU(εΨ) + ε2E .
Once we use the fact that ϑ−1(k) and ϑ(`) “cancel” each other on the support of Ψc
via Lemma 3.A.3, this estimate easily follows from Lemma 3.A.1 and the fact that
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NU is smoothing. For example, we estimate
‖ε2ϑ−1NU(Ψ̂cU , ErB(Ψ̂cU , ϑ0R̂Y ))‖L1α(t),m+1
=
∫ ∣∣∣ε2〈k〉mµα(t)(k)
ϑ̂(k)
∫
Ψ̂cU(k − `)
∫
Êr(`)̂b(p)Ψ̂
c
U(`− p)ϑ̂0(p)R̂Y (p)dpd`
∣∣∣dk
= ε2
∫ ∣∣∣〈k〉mµα(t)(k)
ϑ̂(k)
∫∫ (
ϑ̂0(k) + (ϑ̂0(`)− ϑ̂0(k)) + (ϑ̂0(p)− ϑ̂0(`))
)
×Ψ̂cU(k − `)Êr(`)̂b(p)Ψ̂cU(`− p)R̂Y (p)dpd`
∣∣∣dk
≤ Cε2
∫ ∣∣∣〈k〉mµα(t)(k)∫ Ψ̂cU(k − `)(Êr(`)∫ b̂(p)Ψ̂cU(`− p)R̂Y (p)dp)d`∣∣∣dk + ε2E
≤ Cε2‖Ψ̂cU ∗ (Ψ̂cU ∗ R̂Y )‖L1α(t),m + ε
2E
≤ Cε2‖Ψ̂cU‖L1α(t),m‖Ψ̂
c
U‖L1α(t),m‖R̂Y ‖L1α(t),m + ε
2E .
We used Lemma 3.A.3 twice in the first inequality, Lemma 3.7.3 in the second, and
Lemma 3.A.1 twice in the last estimate. We note that Lemma 3.A.3 does not apply
to terms such as εβϑ−1NU(RZ , ϑRY ), and this is why we must choose β ≥ 3. On the
other hand, to get a bound on ε−βϑ−1ResU(εΨ) we must choose β ≤ 4. Thus we are
restricted to 3 ≤ β ≤ 4.
Then we consider
ε2GZ = −ε2EsH(g1, RY )− ε2EsH(ΨcU , ϑ−1NU(ΨcU , RV ))
−ε2EsH(ΨcU , ϑ−1NU(ΨcV , ϑRY ))− εβ+1EsH(ΨcU , ϑ−1NU(RV , ϑRY , ))
−ε2ErB(g1, ϑ0RY )− ε2ErB(ΨcU , ϑ0ϑ−1NU(ΨcU , RV ))
−ε2ErB(ΨcU , ϑ0ϑ−1NU(ΨcV , ϑRY ))− εβ+1ErB(ΨcU , ϑ0ϑ−1NU(RV , ϑRY , ))
+εβ−1NV (ϑRY , ϑRY ) + ε−β−1ResV (εΨ)− ε−βH(ΨcU , ϑ−1ResU(εΨ)) + ε2E
We know from Lemma 3.7.1 and Lemma 3.7.3 that H and B do not lose any deriva-
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tives. Therefore, most of the above terms can be bounded in the same way as the
example above. Two terms, however, lose a derivative; that is,
εβ−1NV (ϑRY , ϑRY )
from above and
NV (Ψ
s
U , ϑRY )
which we saw earlier when we defined ε2E in (3.15)-(3.16). These two terms are why
we need to include ‖R̂Y ‖L1
α(t),m+1
on the right-hand side of our estimate.
Now that we have a sufficient bound on ε2GY,Z , it remains to bound the four
leftover terms by taking advantage of the analytic norms. Using the variation of
constants formula on (3.24)-(3.25) we get
RY (t) = e
ΛU (t)RY (0) + ε
2
t∫
0
eΛU (t−s)ϑ−1ErNU(ΨcU , RZ)(s)ds+ ε
2
t∫
0
eΛU (t−s)GY (s)ds
RZ(t) = e
ΛV (t)RZ(0) +
t∫
0
eΛV (t−s)ErQ1(ΨcU , ϑ0RY )(s)ds+
t∫
0
ErQ2(Ψ
c
U , ϑ0RY )(s)ds
+2ε
t∫
0
eΛV (t−s)ErNV (ΨcU , RY )(s)ds+ ε
2
t∫
0
eΛU (t−s)GZ(s)ds.
We will use Lemma 3.8.1 for the last term in each equation. For the others we now
estimate in the L1α(t),m norm. Recall that we have defined α(t) = α0/ε−α0εt/T1. We
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first consider ε2
∫ t
0
eΛU (t−s)ϑ−1ErNU(ΨcU , RZ)(s)ds. We find
‖ε2
t∫
0
eΛU (t−s)ϑ−1ErNU(ΨcU , RZ)(s)ds‖L1α(t),m+1
≤ Cε2
∫ t∫
0
|F(eΛU (t−s)ϑ−1ErNU(ΨcU , RZ)(s))|ds〈k〉m+1µα(t)(k)dk
≤ Cε2
t∫
0
sup
k∈R
∣∣∣eΛU (t−s) µα(t)(k)
µα(s)(k)
1
ϑ̂(k)
Êr(k)
∣∣∣ ∫ ∣∣(Ψ̂cU ∗ R̂Z)(s)〈k〉mµα(s)(k)∣∣dkds
≤ Cε
t∫
0
sup
k∈R
∣∣∣µα(t)(k)
µα(s)(k)
Êr(k)
∣∣∣‖(Ψ̂cU ∗ R̂Z)(s)‖L1α(s),mds
≤ Cε
t∫
0
e−σε(t−s)‖Ψ̂cU‖L1α(s),m‖R̂Z‖L1α(s),mds
with
σ =
α0
T1
inf
k∈supp(Êr)
|k|.
We similarly estimate
‖
t∫
0
eΛV (t−s)ErQ1(ΨcU , ϑ0RY )(s)ds‖L1α(t),m
≤
∫ t∫
0
|F(eΛV (t−s)ErQ1(ΨcU , ϑ0RY )(s))|dsµα(t)(k)〈k〉mdk
≤
∫ t∫
0
|µα(t)(k)
µα(s)(k)
F(eΛV (t−s)ErQ1(ΨcU , ϑ0RY )(s))|µα(s)(k)ds〈k〉mdk
≤
t∫
0
sup
k∈R
∣∣∣eΛV (t−s) µα(t)(k)
µα(s)(k)
Êr(k)
∣∣∣ ∫ ∣∣F(ErQ1(ΨcU , ϑ0RY )(s))∣∣µα(s)(k)〈k〉mdkds
≤ Cε
t∫
0
e−σε(t−s)‖R̂Y ‖L1
α(s),m+1
ds
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where in the last inequality we used Lemma 3.A.3 and σ is defined the same as above.
The estimate for
∫ t
0
eΛV (t−s)ErQ2(ΨcU , ϑ0RY )(s)ds is similar.
Finally, we estimate
‖2ε
t∫
0
eΛV (t−s)ErNV (ΨcU , RY )(s)ds‖L1α(t),m
≤ 2ε
∫ t∫
0
|F(eΛV (t−s)ErNV (ΨcU , RY )(s))|dsµα(t)(k)〈k〉mdk
≤ 2ε
∫ t∫
0
|µα(t)(k)
µα(s)(k)
F(eΛV (t−s)ErNV (ΨcU , RY )(s))|µα(s)(k)ds〈k〉mdk
≤ 2ε
t∫
0
sup
k∈R
∣∣∣eΛV (t−s) µα(t)(k)
µα(s)(k)
Êr(k)
∣∣∣ ∫ ∣∣∣F(ErNV (ΨcU , RY )(s))∣∣∣µα(s)(k)〈k〉mdkds
≤ 2ε
t∫
0
sup
k∈R
∣∣∣µα(t)(k)
µα(s)(k)
Êr(k)
∣∣∣‖(Ψ̂cU ∗ R̂Y )(s)‖L1α(s),m+1ds
≤ Cε
t∫
0
e−σε(t−s)‖Ψ̂cU‖L1α(s),m+1‖R̂Y ‖L1α(s),m+1ds
where σ is defined the same as above.
3.9 Error Estimates
Now we define
RY (t) = sup
0≤τ≤t
‖R̂Y (τ)‖L1
α(τ),m+1
and RZ(t) = sup
0≤τ≤t
‖R̂Z(τ)‖L1
α(τ),m
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as well as R(t) = RY (t) +RZ(t). This gives us
RY (t) ≤ RY (0) + Cε
t∫
0
e−σε(t−s)RZ(s)ds+
t∫
0
(
C1ε
2R(s) + C2ε3R(s)2 + C3ε2
)
ds
RZ(t) ≤ RZ(0) + Cε
t∫
0
e−σε(t−s)RY (s)ds+
t∫
0
(
C1ε
2R(s) + C2ε3R(s)2 + C3ε2
)
ds.
Adding both inequalities and choosing sup
s≤t
C2εR(s) = C2εR(t) ≤ 1 gives us
R(t) ≤ R(0) + Cε
t∫
0
e−σε(t−s)R(s)ds+
t∫
0
(
(1 + C1)ε
2R(s) + C3ε2
)
ds
≤ R(0) + CεR(t)
t∫
0
e−σε(t−s)ds+
t∫
0
(
(1 + C1)ε
2R(s) + C3ε2
)
ds
≤ R(0) + Cσ−1R(t) +
t∫
0
(
(1 + C1)ε
2R(s) + C3ε2
)
ds.
If we choose T1 sufficiently small that Cσ
−1 < 1/2, then
R(t) ≤ 2R(0) + 2
t∫
0
(
(1 + C1)ε
2R(s) + C3ε2
)
ds.
Applying Gronwall’s inequality yields for all t ∈ [0, T1/ε2] that
R(t) ≤ 2(C3T1 +R(0))e2(1+C1)T1
where we choose ε so small that
C2ε
(
2(C3T1 +R(0))e2(1+C1)T1
) ≤ 1
so that the estimates close.
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We have therefore shown that
R(t) = sup
0≤τ≤t
(‖R̂Y (τ)‖L1
α(τ),m+1
+ ‖R̂Z(τ)‖L1
α(τ),m
) ≤ C
for C independent of ε and t ∈ [0, T1/ε2]. Using the embeddings
R(t) = sup
0≤τ≤t
(‖R̂Y (τ)‖L1
α(τ),m+1
+ ‖R̂Z(τ)‖L1
α(τ),m
)
= sup
0≤τ≤t
( ∫ |R̂Y (k)〈k〉m+1µα(τ)(k)|dk + ∫ |R̂Z(k)〈k〉mµα(τ)(k)|dk)
≥ C sup
0≤τ≤t
(‖R̂Y ‖L1 + ‖R̂Z‖L1)
≥ C sup
0≤τ≤t
(‖RY ‖L∞ + ‖RZ‖L∞)
we see that we have bounded the error for the time interval of interest.
Finally, to see that this translates back to bounds on the original variables, we
note that
‖RU‖L∞ = ‖ϑRY ‖L∞ ≤ C‖RY ‖L∞
and
‖RV ‖L∞ = ‖RZ + EsH(ΨU , RY ) + ErB(ΨU , ϑ0RY )‖L∞
≤ ‖RZ‖L∞ + ‖EsH(ΨU , RY )‖L∞ + ‖ErB(ΨU , ϑ0RY )‖L∞
≤ ‖RZ‖L∞ + C‖RY ‖L∞ .
Therefore, bounds on both RY and RZ translate to bounds on RU and RV as desired.
3.A Useful Estimates
We first show that L1α,m is an algebra with respect to convolution for all α ≥ 0.
Lemma 3.A.1. There exists a C = C(m) > 0 independent of α such that for all
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u, v ∈ L1α,m we have
‖û ∗ v̂‖L1α,m ≤ C‖û‖L1α,m‖v̂‖L1α,m .
Proof. The estimate is based on Young’s inequality for convolutions
‖û ∗ v̂‖L1 ≤ C‖û‖L1‖v̂‖L1
along with the estimates
eα|k| ≤ eα|k−l|eα|l| and ρ(k) ≤ C(ρ(k − `) + ρ(`))
for ρ(k) = 〈k〉m. In detail, we have
‖(û ∗ v̂)ρeα|·|‖L1 ≤ C(‖(ûρeα|·|) ∗ (v̂eα|·|)‖L1 + ‖(ûeα|·|) ∗ (v̂ρeα|·|)‖L1)
≤ C(‖ûρeα|·|‖L1‖v̂eα|·|‖L1 + ‖ûeα|·|‖L1‖v̂ρeα|·|‖L1).
Finally, we have the embedding
‖ûeα|·|‖L1 ≤ ‖ûρeα|·|‖L1 .
Then we show that we can bound Ψs defined using (3.12). Following (Schneider
and Wayne, 2011, Lemma 4) we get the following Lemma.
Lemma 3.A.2. There exists C1 > 0 such that
‖Ψs‖L∞ = ‖Ψ−Ψc‖L∞ ≤ ‖Ψ̂− Ψ̂c‖L1
α/ε,m
≤ C1ε4
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Proof. We calculate
∫
|χ|k|<δΨ(k)− 1|
∣∣∣1
ε
Â
(k
ε
)
〈k〉mµα/ε(k)
∣∣∣dk
≤ sup
|k|≥δΨ
∣∣∣ 1
(1 + |k/ε|2)4/2
∣∣∣ ∫ ∣∣∣〈k/ε〉4 1
ε
Â
(k
ε
)
〈k〉mµα/ε(k)
∣∣∣dk
≤ Cε4‖Â1‖L1α,m+4 .
where the last inequality follows from the estimates in the proof of Lemma 3.5.1.
Next we prove the following estimate which is useful when manipulating kernel
functions in Section 3.7
Lemma 3.A.3. Assume that Ψ is either ΨU or ΨV and that R ∈ L1λ,m. Then there
exists C1, C2, C3 > 0 such that
∥∥∥∫ (ϑ̂(·)− ϑ̂(`))Ψ̂(· − `)R̂(`) d`∥∥∥
L1λ,m
≤ C1ε‖R‖L1λ,m∥∥∥∫ (ωu(· − `)− ωu(0))Ψ̂(· − `)R̂(`) d`∥∥∥
L1λ,m
≤ C2ε2‖R̂‖L1λ,m∥∥∥∫ (ωu(`)− (ωu(·) + ω′u(·)(`− ·)))Ψ̂(· − `)R̂(`) d`∥∥∥
L1λ,m
≤ C3ε2‖R̂‖L1λ,m
with ϑ̂(k) defined as in (3.14) and ωu(k) defined as in (3.7). The first estimate also
holds true for ϑ̂(k) replaced with any Lipshitz function, in particular ωu(k) or ωv(k).
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Proof. For the first estimate we calculate directly
∥∥∥∫ (ϑ̂(·)− ϑ̂(`))Ψ̂U(· − `)R̂(`) d`∥∥∥
L1λ,m
=
∫ ∣∣ ∫ (ϑ̂(k)− ϑ̂(`))Ψ̂U(k − `)R̂(`) d`∣∣〈k〉mµλ|k|dk
=
∫ ∣∣ ∫ (ϑ̂(k)− ϑ̂(`))1
ε
Â
(k − `
ε
)
eiω0tR̂(`) d`
∣∣〈k〉mµλ|k|dk
≤ C
∫∫ ∣∣∣k − `
ε
∣∣∣∣∣∣Â(k − `
ε
)∣∣∣∣∣R̂(`)∣∣ d`〈k〉mµλ|k|dk
= C
∫∫ ∣∣∣p
ε
∣∣∣∣∣∣Â(p
ε
)∣∣∣∣∣R̂(k − p)∣∣ dp〈k〉mµλ|k|dk
≤ C( ∫ ∣∣∣p
ε
∣∣∣∣∣∣Â(p
ε
)∣∣∣ dp)‖R̂‖L1λ,m
= C
(
ε
∫ ∣∣m∣∣∣∣Â(m)∣∣ dm)‖R̂‖L1λ,m
≤ Cε‖R̂‖L1λ,m .
We used the fact that ϑ̂ is Lipschitz in the first inequality, Young’s inequality in the
next inequality, and finally the fact that ‖A‖L1α0,m+4 ≤ C. The estimate for ΨV is
similar using the fact that ‖B‖L1α0,m+4 ≤ C.
For the second estimate we first note that using a Taylor series we have
ωu(k − `)− ωu(0) =
√
(k − `)2 + 1− 1 ≤ (k − `)2.
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Using this we calculate the second estimate using similar steps from the first estimate
∥∥∥∫ (ωu(· − `)− ωu(0))Ψ̂U(· − `)R̂(`) d`∥∥∥
L1λ,m
=
∫ ∣∣ ∫ (ωu(k − `)− ωu(0))Ψ̂U(k − `)R̂(`) d`∣∣〈k〉mµλ|k|dk
=
∫ ∣∣ ∫ (ωu(k − `)− ωu(0))1
ε
Â
(k − `
ε
)
eiω0tR̂(`) d`
∣∣〈k〉mµλ|k|dk
≤ C
∫∫ ∣∣∣(k − `)2
ε
∣∣∣∣∣∣Â(k − `
ε
)∣∣∣∣∣R̂(`)∣∣ d`〈k〉mµλ|k|dk
= C
∫∫ ∣∣∣p2
ε
∣∣∣∣∣∣Â(p
ε
)∣∣∣∣∣R̂(k − p)∣∣ dp〈k〉mµλ|k|dk
≤ C( ∫ ∣∣∣p2
ε
∣∣∣∣∣∣Â(p
ε
)∣∣∣ dp)‖R̂‖L1λ,m
= C
(
ε2
∫ ∣∣m∣∣2∣∣Â(m)∣∣ dm)‖R̂‖L1λ,m
≤ Cε2‖R̂‖L1λ,m .
For the last estimate, we can use a second-order approximation to get
ωu(`)−
(
ωu(k) + ω
′
u(k)(`− k)
) ≤ C(`− k)2
and the proof follows exactly like the last estimate.
3.B Higher-Order Approximation and Residual Estimates
In this section we derive the higher-order approximation necessary to prove the resid-
ual estimate Lemma 3.5.2. Consider the following higher-order approximation
εψU(x, t) = εA1(εx, ε
2t)eit + ε3A3(εx, ε
2t)eit
ε2ψV (x, t) = ε
2B2(εx, ε
2t) + ε4B4(εx, ε
2t).
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We first calculate
Res1(εψU , ε
2ψV ) = −∂2t (εψU) + ∂2x(εψU)− (εψU)− (εψU)(ε2ψV ).
For each of the components we have
−ε∂2t ψU =
(
εA1 + ε
3(−2i∂TA1 + A3) + ε5(−∂2TA1 − 2i∂TA3)− ε7∂2TA3
)
eit
ε∂2xψU =
(
ε3∂2XA1 + ε
5∂2XA3
)
eit
−εψU =
(− εA1 − ε3A3)eit
−ε3ψUψV =
(− ε3A1B2 − ε5(A3B2 + A1B4)− ε7A3B4)eit
which gives us
Res1(εψU , ε
2ψV )e
−it = +ε3
(− 2i∂TA1 + ∂2XA1 − A1B2)
+ε5
(− ∂2TA1 − 2i∂TA3 + ∂2XA3 − A3B2 − A1B4)
+ε7
(− ∂2TA3 − A3B4).
Next we calculate
Res2(εψU , ε
2ψV ) = −∂2t (ε2ψV ) + ∂2X(ε2ψV ) + ∂2X |εψU |2.
For each of these components we have
−ε2γ−2∂2t ψV = −ε6γ−2∂2TB2 − ε8γ−2∂2TB4
ε2∂2XψV = ε
4∂2XB2 + ε
6∂2XB4
ε2∂2x|ψU |2 = ε4∂2X(|A1|2) + ε6∂2X(A1A3 + A1A3) + ε8∂2X |A3|2
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which gives us
Res2(εψU , ε
2ψV ) = ε
4
(
∂2XB2 + ∂
2
X |A1|2
)
+ε6
(− γ−2∂2TB2 + ∂2XB4 + ∂2X(A1A3 + A1A3))
+ε8
(− γ−2∂2TB4 + ∂2X |A3|2).
We now look at the terms in each of these residuals in increasing order of ε in the
hope that with the correct choices for A1, A2, B2, and B4 we can make each of these
residual terms as small as possible.
Terms in Res2 of order ε
4. We first choose
B2 = −|A1|2 (3.26)
to cancel the order ε4 terms in Res2.
Terms in Res1 of order ε
3. This allows us to choose A1 as the solution of the
NLS equation
2i∂TA1 = ∂
2
XA1 + A1|A1|2
which cancels terms of order ε3 in Res1.
Terms in Res2 of order ε
6. For the order ε6 terms in Res2 we calculate
−∂2TB2 = −
1
4
(
A1∂
4
XA1 + A1∂
4
XA1 − 2∂2XA1∂2XA1 + ∂2X(|A1|2)2
)
= −1
4
∂2X
(
∂2X(|A1|2)− 4∂XA1∂XA1 + (|A1|2)2
)
and so we define B4 using
∂2XB4 = γ
−2∂2TB2 − ∂2X(A1A3 + A1A3)
= −γ
−2
4
∂2X
(
∂2X(|A1|2)− 4∂XA1∂XA1 + (|A1|2)2
)
− ∂2X
(
A1A3 + A1A3
)
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Therefore, we can choose B4 via
B4 = −γ
−2
4
(
∂2X(|A1|2)− 4∂XA1∂XA1 + |A1|4
)− (A1A3 + A1A3)
which eliminates the order ε6 terms in Res2.
Terms in Res1 of order ε
5. To get a cancellation of the order ε5 terms in Res1
we first calculate
∂2TA1 = −
1
4
(
∂4XA1 + ∂
2
X(A1|A1|2) + 2|A1|2∂2XA1 + A1|A1|4 − A21∂2XA1
)
.
And so we have
2i∂TA3 = −∂2TA1 + ∂2XA3 − A3B2 − A1B4
2i∂TA3 = −1
4
(
∂4XA1 + ∂
2
X(A1|A1|2) + 2|A1|2∂2XA1 + A1|A1|4 − A21∂2XA1
)
+∂2XA3 + A3|A1|2 + A1B4.
Therefore, we chooseA3 to be a solution of the linear, but inhomogeneous, Schro¨dinger
equation, where we note that all the inhomogeneous terms of this equation have been
defined at prior steps in this process.
Leftover terms. Therefore,
Res1(εψU , ε
2ψV ) = ε
7
(− ∂2TA3 − A3B4)eit
and
Res2(εψU , ε
2ψV ) = ε
8
(− γ−2∂2TB4 + ∂2X(|A3|2))
which can both be bounded in terms of A1 and so they give the estimates needed for
Lemma 3.5.2.
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3.C Proof for the case of γ = 1
In this section we consider the case of γ = 1. As seen in Figure 3·2, there is only
the resonance at k = 0. Therefore, we can avoid the cutoff function Er and further
avoid use of the shrinking analytic strip in our norms by defining the normal form
transformation for all k. However, we no longer get a normal form transformation that
is order 1 near k → ∞. Rather the transformation is O(k) and this means that the
transformation loses a derivative; nevertheless, this will end up being inconsequential
due to the semi-linearity of the KGZ system.
Consider the equations for the error
∂tRU =ΛURU + ε
2NU(ΨU , RV ) + ε
2NU(ΨV , RU) + ε
β+1NU(RU , RV ) + ε
−βResU(εΨ)
∂tRV =ΛVRV + 2NV (ΨU , RU) + ε
β−1NV (RU , RU) + ε−β−1ResV (εΨ).
We define a transformation to eliminate the 2NV (ΨU , RU) term. That is
RZ = RV +H(Ψ
c
U , RV )
with
H(Ψ̂cU , R̂V ) =
∫
ĥ(k, `)Ψ̂cU(k − `)R̂V (`)d`
and
ĥ(k, `) =
2k(
k ± 1± (√k2 + 1 + k(`−k)√
k2+1
)) .
Note that this has a resonance at k = 0, but there is a transparency condition there.
The transformation in this case does not have another resonance ±kr and so it is well-
defined without using the cutoffs from earlier. Then we have the following bound.
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Lemma 3.C.1. There exists a C > 0 independent of ε such that for all λ
‖H(Ψ̂cU , R̂V )‖L1λ,m ≤ C‖R̂V ‖L1λ,m+1
The Lemma above follows exactly as Lemma 3.7.1 and Lemma 3.7.3 except in this
case we lose a derivative in the transformation since ĥ(k, `) ∼ O(k) for large k, `.
After the transformation we have a system of the form
∂tRU = ΛURU + ε
2NU(ΨU , RZ) + ε
2NU(ΨU , H(ΨU , RU))
+ε2NU(ΨV , RU) + ε
β+1NU(RU , RZ) + ε
β+1NU(RU , H(ΨU , RU))
+ε−βResU(εΨ)
∂tRZ = ΛVRZ − ε2H(g1, RU)− ε2H(ΨU , NU(ΨU , RZ))
−ε2H(ΨU , NU(ΨU , H(ΨU , RU)))− ε2H(ΨU , NU(ΨV , RU))
−εβ+1H(ΨU , NU(RU , RZ))− ε−βH(ΨU ,ResU(εΨ))
−εβ+1H(ΨU , NU(RU , H(ΨU , RU)) + εβ−1NV (RU , RU) + ε−β−1ResV (εΨ)
Then we define norms similar to those considered earlier
RU(t) = sup
0≤τ≤t
‖R̂U(τ)‖L10,m+1 and RZ(t) = sup
0≤τ≤t
‖R̂Z(τ)‖L10,m
as well as R(t) = RU(t) +RZ(t). We can take advantage of the fact that the above
equations are semi-linear to get a bound of the form
R(t) ≤ R(0) +
t∫
0
(
C1ε
2R(s) + ε3R(s)2 + C3ε2
)
ds.
The estimates to obtain this bound are similar to those seen throughout this chapter so
we leave them to the reader. Then by following a similar procedure from section 3.9 we
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can use Gronwall’s inequality to get the desired estimate for R(T1/ε2). Furthermore,
since we don’t have a σ−1 which needs to be chosen small and our analytic strip is
equal to zero for all t, we have no restriction on T1. Therefore, in this case, we can
choose T1 = T0 giving us the optimal justification time.
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