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Abstract
The macroscopic magnetic moment of a superparamagnetic system has to
overcome an energy barrier in order to switch its direction. This barrier is
formed by magnetic anisotropies in the material and may be surmounted
typically after 109 − 1012 attempts per second by thermal fluctuations. In a
first step, the associated switching rate may be described by a Ne´el-Brown-
Arrhenius law, in which the energy barrier is assumed as constant for a
given temperature. Yet, magnetic anisotropies in general depend on temper-
ature themselves which is known to modify the Ne´el-Brown-Arrhenius law.
We illustrate quantitatively the implications of a temperature-dependent
anisotropy on the switching rate and in particular for the interpretation of
the prefactor as an attempt frequency. In particular, we show that realis-
tic numbers for the attempt frequency are obtained when the temperature
dependence of the anisotropy is taken into account.
Keywords: Superparamagnetism, Arrhenius law, Ne´el-Brown theory,
attempt frequency
1. Introduction
The development of devices for magnetic storage media faces several chal-
lenges in the ongoing miniaturization of information units. One of the fun-
damental physical problems is the so-called superparamagnetic limit. In the
small scale limit, the alignment of the macroscopic magnetic moment of the
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ferromagnetic particle with a direction along a preferred axis is no longer sta-
ble, but permanently affected by thermal fluctuations. Despite similarities
between para- and superparamagnetism, distinct differences exist. Quantum
mechanics allows us to describe paramagnetism rigorously with the magnetic
field treated as a small perturbation. In superparamagnetism, the spins of a
nanostructure are coupled by the exchange interaction which causes a qua-
siclassical behavior of a collective magnetic moment with a large variety of
possible energetically continuous states. Due to the large number of coupled
spins which form the macroscopic magnetic moment, smaller contributions
of the single spins to the total energy may become important. They can be
rooted in, e.g., dipolar and/or spin-orbit interaction effects. The collection
of such secondary effects is commonly summarized to form the anisotropies.
The energy scale of a nanomagnet with its small dimensions can become
comparable with the thermal energy. The total energy of the nanomagnet
with its collectively formed magnetic moment reveals remarkable differences
compared to the case of a single moment. In particular, due to the competi-
tion with thermal energies, important collective features strongly change as
function of temperature. For example, the blocking of the macrospin along
a certain direction (easy axis of magnetization) is substantially influenced.
Here, two energetically degenerate states are oriented parallel to the easy
axis and are separated by an energy barrier ∆E. The latter suppresses ther-
mal switching. In the case of a uniaxial system, the barrier height scales
with the volume V and strength of the anisotropy K. At high enough tem-
perature, the barrier can be overcome and the collective magnetic moment
can flip back and forth, resulting in a vanishing time averaged magnetic
moment. In superparamagnetic systems, a problem becomes immediately
obvious since temperature determines both the collective magnetization as
well as the switching rate. This is in the focus of the present work.
Superparamagnetic behavior of nanomagnets is usually analyzed in terms
of the switching of the magnetization [1, 2]. To this end, a switching fre-
quency f(T ) is determined as a function of temperature T which commonly
reveals an Arrhenius-like temperature dependence following
f(T ) = f0e
− KV
kBT , (1)
with f0 being the so-called attempt frequency and kB the Boltzmann con-
stant. To obtain an Arrhenius law, a temperature-independent anisotropy
energy has to be assumed, such that a separation of time scales is possible[5].
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Thus, the switching events have to be rare compared to the frequent at-
tempts made until switching occurs, meaning f(T ) ≪ f0 or KV ≫ kBT ,
respectively. When the logarithm of the temperature-dependent switching
frequency is plotted versus the inverse temperature, a straight line results,
with the slope yielding the anisotropy energy and the intercept yielding the
attempt frequency. Such an analysis is common to many experiments and
is appealing due to its simplicity, albeit detailed investigations whether a
clear separation of time scales is really given are not properly made and are
sometimes not even possible due to experimental constraints.
Even though the magnitude and the dependence on temperature of the
attempt frequency have been modeled on the basis of detailed assumptions
about the reversal mechanisms [3, 4, 5, 6, 7], large deviations from these
predictions by several orders of magnitude are reported in the literature [8, 9,
10]. Several possible physical explanations for these substantial discrepancies
have been offered since then [1, 11, 12].
In this work, we readdress these discrepancies by analyzing results from
such an Arrhenius fit. Certainly, the Arrhenius plot itself is a powerful tool
and its validity is confirmed by innumerable successful applications. The
mere numbers that come out of such an analysis are correct on their own,
but point out that the assignment to specific material properties has to be
done with care. In particular, precise knowledge about the temperature
dependence of the exponent in Eq. (1) is necessary for reliable extractions
of material parameters. Likewise, a straightforward extrapolation of the
Arrhenius plot to zero temperature in order to derive the prefactor f0 and
interpret it as a constant “attempt frequency” has to be done with caution.
In this context, it was shown that the use of the free energy instead of the
total energy entering for the energy barrier generates a temperature depen-
dent contribution in connection with the entropy [13, 14]. This additional
contribution to the activation energy can reduce the prefactor [15] compared
to Brown’s result [3] and plays an important role for large statistical ensem-
bles with a broad distribution of activation energies and high-dimensional
energy landscapes [15].
Of more importance is the explicit dependence of the anisotropy on tem-
perature, as addressed in the present work in greater detail. This has been
investigated mostly in the blocked regime where switching is largely sup-
pressed [16, 17, 18, 19], but has also been mentioned to influence the super-
paramagnetic switching [16, 20].
There are several origins of a temperature dependence of the total anisotropy.
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At first, the magnetic anisotropy can vary with temperature due to slight
changes of the structure and stress in the material. This is well known for
bulk materials like Co. Second, the effect can be due to the shape anisotropy
which is often the origin of the uniaxial anisotropy of nanoparticles. As this
part is determined by the saturation magnetization, it changes with varying
temperature. The third influence originates from the scaling property of the
magneto-crystalline anisotropy with the saturation magnetization in a power-
law like characteristics [21, 22, 23, 24, 25, 26]. The temperature dependence
of the effective anisotropies in magnetic nanoparticles with different shapes
with cubic or uniaxial bulk anisotropy and Ne´el surface anisotropy has been
calculated by using a constrained Monte Carlo approach [27]. The impact of
thermal magnon excitations on coercivity has been investigated in Ref. [28].
The effect of the temperature dependence of the shape anisotropy on the
coercivity for aligned Stoner-Wohlfarth systems has been considered in Ref.
[19]. The standard Ne´el-Brown formula for the coercive field has been ex-
tended to include the temperature dependence of the magnetization, leading
to an effective temperature dependent anisoptropy barrier. The role of a
temperature dependent magnetocrystalline anisotropy on the coercivity of
nanostructured materials was investigated theoretically in Ref. [16]. Fur-
thermore, it was shown in Ref. [29] that the temperature dependence of the
magnetic anisotropy also needs to be carefully taken into account when the
magnetic remanence is considered.
Experimental results on Co-Fe magnetic nanoparticles [30] show that the
temperature dependence of the anisotropy has to be taken into account for
a matching with a Ne´el-Brown-Arrhenius law. In this case, an empirical
Bru¨khatov-Kirensky ansatz was used for the temperature dependence of the
anisotropy. Such an approach reproduces realistic zero-temperature values
K(0) for the bulk anisotropies as well as realistic times for the inverse attempt
frequencies.
The purpose of this work is not to address the details of the physical
effects, which contribute to the temperature dependence of the anisotropy.
Instead, our focus is on its general impact on the analysis of the superpara-
magnetic behavior via its switching characteristics. We demonstrate that
the temperature interval (which is usually somewhat limited in experiments)
in which a finite number of data points are fitted to an Arrhenius law has
to be selected with care. It may determine very sensitively the resulting
parameters of the Arrhenius plot, being the slope (anisotropy) and the inter-
cept (attempt frequency). In general, besides the blocking temperature TB
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Figure 1: Sketch of magnetic potentials of superparamagnetic nanomagnets for different
temperatures with the easy axis pointing in the out-of-plane direction. To switch between
the minima, the magnetization M has to overcome the anisotropy energy barrier which
typically depends on M(T ). With increasing temperature, both the magnetization and
the energy barrier, are decreased.
in superparamagnetism, a second temperature scale becomes relevant in the
macrospin description, i.e., the Curie temperature TC , being decisive for the
magnetic ordering. Thus, experimentally determined prefactors [8, 31, 32, 33]
have to be carefully interpreted, particularly, but not exclusively, when the
temperature range, in which the switching measurement are performed, is
comparable to the magnetic ordering temperature [16]. We illustrate quanti-
tatively that naively assuming the applicability of the Arrhenius law may give
rise to unintended misinterpretations if a temperature-independent height of
the energy barrier is presumed.
2. Theoretical models for a temperature-dependent anisotropy
A generic superparamagnetic system can be described by the Heisenberg
model
H = −J
∑
〈i,j〉
Si · Sj +Haniso, (2)
where the spins Si tend to align parallel due to the exchange interaction of
strength J in order to form a macroscopic magnetic moment. The exchange
interaction itself is rotationally invariant and thus does not favor a certain
direction for the resulting magnetic moment. It basically determines the
temperature dependence of the bulk magnetic system. However, superpara-
magnetic systems typically possess either intrinsic material symmetries or
external ones such as a shape anisotropy. Then, distinct directions of the
magnetic moment are preferred. To model this feature, a generic anisotropy
term Haniso is introduced in Eq. (2). The specific form of the anisotropy has
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to be defined for the particular experimental situation. It is important to
realize that the anisotropy part in small systems does not only define easy or
hard axes, but also influences the temperature dependence of the magneti-
zation M(T ) itself. Thus, M(T ) in small systems can be very different from
comparable bulk systems. The theoretical determination of M(T ) in those
small samples is a non-trivial task [13] and depends on the details of the
Heisenberg model. As a matter of fact, we focus on general consequences of
a temperature dependence of the magnetization and we do not aim to calcu-
late M(T ) from first principles. For the purpose of this work, it is sufficient
to assign some generic behavior to it. First, we assume the magnetic system
to be large enough to form a collective macroscopic magnetic moment but
still sufficiently small to avoid a separation into multiple magnetic domains.
In this superparamagnetic limit, we can replace the collection of microscopic
quantum spins by a classical magnetic moment M. Changing to the magne-
tization as the order parameter, the uniaxial anisotropy is described by an
energy density. The anisotropy part in Eq. (2) becomes
Haniso = −KV cos
2 θ, (3)
with θ being the angle which the magnetization encloses with the z-axis. The
total Hamiltonian for a particle of volume V and with the magnetization M
has two energy minima forM = ±|M|ez . In order to reverse its direction, the
total magnetic moment has to switch from one minimum to the other by sur-
mounting the energy barrier ∆E = Haniso(θ = 90
◦) −Haniso(θ = 0
◦, 180◦) =
KV while crossing the highest energy state at θ = 90◦. The interaction part
of Eq. (2) is irrelevant for determining the energy barrier as it is rotationally
invariant and will only be considered implicitly as the mechanism causing
the magnetic order. At finite temperature, the difference of the free energy
∆F (T ) = ∆E(T )− T∆S(T ) determines the height of the switching barrier.
However, we assume that the entropy S(T ) does not change significantly by
a rotation of the magnetization and set T∆S ≪ ∆E[34].
For the following discussion, it is crucial to note that the anisotropy is
related to the particle magnetization via a conventional power law K =
K˜[M(T )/M(0)]ν with the temperature dependent magnetization M(T ) and
M(0) and K˜ being the corresponding values at zero Kelvin [13, 24, 34, 35,
36]. For the sake of concreteness, we consider the case where the uniaxial
anisotropy is of dipolar origin. Then, the energy difference between hard
and easy axis is given by ∆E = ∆NVM2 [37] with ∆N stemming from the
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Figure 2: Temperature dependence of the magnetization m = M(T )/M(0) (full lines) and
its square m2 (dashed lines) described by (a) the Brillouin function B(S, TC) for a spin
S = 1/2, (b) the Langevin function L(TC) for a classical spin (S → ∞), and (c) a linear
dependence m(T ) = 1− T/TC . TC denotes the Curie temperature of the system.
demagnetization tensor Nˆ . Thus, we find
∆E(T ) = ∆NVM(T )2 ≡ K0M(T )
2 , (4)
with ∆E(T ) typically decreasing with increasing temperature. This is schemat-
ically shown in Fig. 1.
3. Results and discussion
3.1. Generalized Ne´el-Brown-Arrhenius law
Using this model of a temperature dependent energy barrier, we next
study the implication on the switching rate of Eq. (1). Therefore, we insert
Eq. (4) into Eq. (1) and find a generalized Ne´el-Brown-Arrhenius law
f(T ) = f0e
−
K0M(T )
2
kBT . (5)
In the following, we consider three different conventional model systems yield-
ing a particular M(T ) which actually follow this law and, most importantly,
investigate the consequences of treating the switching dynamics on the basis
of a “conventional” Arrhenius law with a temperature-independent energy
barrier, as it is often done in the analysis of experimental data. To fix the
time scale, we set the attempt frequency at a typical value of f0 = 10
9 s−1 and
choose the anisotropy energy as K0M(T = 0)
2 = 1 eV throughout this work.
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Figure 3: Decadic logarithm of the switching rate Eq. (5) for the temperature-dependent
magnetizations shown in Fig. 2. Strong deviations from an Arrhenius law with a constant
anisotropy K0M(T )
2 ≡ K0M(0)
2 (dashed line) appear even for T ≪ TC . Parameters are
f0 = 10
9 s−1 and K0M(0)
2 = 1 eV.
The conclusions below hold even for reasonable deviations from Eq. (5). For
example, a different exponent ν in M(T )ν may be absorbed in the actual
temperature dependence of M(T ), while a (non-exponential) temperature
dependence of the prefactor f0 [6] is in first order negligible.
The actual magnetization of a physical system is affected by a multi-
tude of material properties, such as intrinsic interactions or the finite sample
size. While in ferromagnetic bulk samples the temperature dependence of the
magnetization is typically well described by a Brillouin function, this is often
not true in systems of reduced dimensions [36, 38, 39]. Thus, an assumption
on the general form of M(T ) cannot be made without explicitly knowing the
specific system. Yet, to illustrate that the explicit temperature-dependence
of M(T ) has a major effect on the switching rate, we consider three different
examples in this work: (a) the Brillouin function describes quantum spins in
a bulk sample, (b) the Langevin function refers to a classical magnetic mo-
ment, and (c) a linear dependence such that M(T ) = M(0)(1−T/TC) (with
the Curie temperature TC) as a possible variant of an unconventional mag-
netization curve which can be realized in magnetic nano-islands [13]. These
functions and their squares are shown in Fig. 2.
In general, M(T ) decreases with increasing temperature and vanishes at
the Curie temperature TC which also holds for ∆E(T ) ∝ M(T )
2. Thus,
the system does not only switch faster with growing temperature due to an
explicit increase of thermal fluctuations, but also due to a lower anisotropy
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barrier. This has a pronounced effect on the switching rate which is shown
in Fig. 3. For convenience we use the decadic logarithm lg ≡ log10 to directly
determine the exponent y of the frequency according to f = 10y s−1. Strong
deviations from an Arrhenius law with a constant energy barrier are clearly
visible.
These deviations are not captured by a linear adjustment of the Arrhenius
law with a temperature shift T → T − T0, which yields to the Vogel-Fulcher
law. Above TC , this is obvious since the magnetization, and with it the
energy barrier, vanishes. Close to TC , the explicit values of f(T ≈ TC) lose
their physical meaning since the concept of a switching rate with a separation
of time scales breaks down [7]. However, from the existence of a finite critical
temperature TC with ∆E(T ≥ TC) ≡ 0 and f(T ≥ TC) ≡ f0, we have to
conclude that such a system cannot be described by a constant energy barrier
as in this case f∆E=const(T ) would approach f0 only for T → ∞. Thus, an
accurate description of the switching rate requires in principle the knowledge
of the full temperature-dependent magnetizationM(T ) or, more precisely, of
the energy barrier ∆E(T ).
3.2. Interpretation of the prefactor
The generalized Ne´el-Brown theory of the switching rate has profound
consequences for the interpretation of experimental data. In particular, the
interpretation of the prefactor in terms of an attempt frequency has to be
revisited. In real systems, it is not a realistic task to measure the switching
rate f(T ) over the entire temperature regime from T = 0 to TC . Usually,
only a finite (and small) temperature interval [Tmin, Tmax], with ∆T = Tmax−
Tmin ≈ 30 . . . 50 K [8, 32] is experimentally accessible. Outside of this range,
the switching is either too fast to be observable with present day tools or too
slow to be measured in a reasonable time. In fact, ∆T is usually small enough
that the magnetization does not significantly change with temperature in this
selected temperature window and the switching rate appears to be linearly
dependent on T−1 in this small interval. Thus, it is tempting to fit the results
to a linear function
lg f = lg ffit0 − lg(e)
Kfit0
kBT
(6)
and to determine f0 and K0. However, the interpretation of the results
for the fitted parameters ffit0 and K
fit
0 can actually be misleading. We il-
lustrate this for a simple analytical example for which we assume at this
point a temperature-dependent magnetization M(T ) = M(0)
√
1− T/TC .
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The switching rate resulting from Eq. (5) is now given by lg f = lg ffit0 −
lg(e)(K0M(0)
2)/(kBT ) with lg f
fit
0 = lg f0 + lg(e)(K0M(0)
2)/(kBTC). This
equation is in fact linearly depending on 1/T and would actually yield the
result for Kfit0 = K0M(0)
2. However, more importantly, the exponent of the
fitted prefactor (which is often interpreted as the attempt frequency) dif-
fers from the physical one by lg(e)K0M(0)
2/(kBTC). This difference can be
very pronounced. For exapmle if f0 = 10
9 s−1 and K0M
2(0) = 1 eV then
lg ffit0 ≈ lg f0 +
5000K
TC
. Hence, the attempt frequency f0 = 10
y is in this case
is overestimated by five orders of magnitude for a typical TC of 1000 K.
For the three cases ofM(T ) used above, the deviation of the prefactor be-
comes also temperature dependent now (this is not the case for the simplified
model used in the above paragraph). This effect can be very pronounced.
To show this, we use the same model parameters as above and numerically
perform linear fits according to Eq. (6) for a given small temperature interval
T ∈ [T fit−TC/200, T
fit] in order to mimic the situation of typical experiments.
The results are shown in Fig. 4. The linear fits in general overestimate f0 by
several orders of magnitude. Interpreted as attempt frequencies, such linear
fits yield unrealistically large values. This explains the unphysical values of
the attempt frequencies reported in the analysis of experimental data on the
basis of an Arrhenius or a Vogel-Fulcher law [8, 31, 32, 33].Naturally, the
fitted values of f0 are more accurate when the magnetization changes only
very little in the respective temperature interval used for the fit. Then, the
magnetization is well approximated by the constant Kfit0 . For a Brillouin
function, the (squared) magnetization varies less at lower temperatures (cf.
Fig. 2). Thus, the best fits are achieved for very low temperature. On the
contrary, m(T )2 = [1−(T/TC)]
2 changes the least close to the Curie tempera-
ture, which is also reflected in Fig. 4. Obviously, fits with the assumption of a
constant energy barrier cannot deliver reliable results for K0, when ∆E(T ) is
actually changing with T . Even though K0 probably is not misdetermined by
orders of magnitude as it is fitted directly (and not its logarithm at T →∞
as for f0), the correction of the barrier height has to be taken into account
as well.
The important consequences of a finite temperature window chosen for
the analysis for the exponent of the fitted prefactor are illustrated in more
detail in Fig. 5. We vary the borders of the temperature window used for
the fits and also the Curie temperature. In general, the regions for the op-
timal temperature T fit are confirmed. An almost temperature-independent
magnetization yields a well fitted attempt frequency ffit0 ≈ f0 = 10
9 s−1. Ev-
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Figure 4: Linear fits (dashed lines) to the switching rate lg f = lg f0 −
lg(e)K0M(T )
2/(kBT ) (full line), performed in a finite temperature interval around the
given Tfit indicated by the vertical dotted lines (except for Tfit = 0.1TC which lies out of
bounds) for (a) a Brillouin function for S = 1/2, (b) a Langevin function, and (c) a linear
dependence (cf. Fig. 2). The exponents of ffit0 = ffit(TC/T → 0) can differ from the actual
f0 by several orders of magnitude. The parameters are f0 = 10
9 s−1, K0/M(0)
2 = 1 eV
and TC = 500 K.
erywhere else away from this optimal value, it is significantly overestimated.
Moreover, the lower the Curie temperature is, the worse are the fitted results,
which can be again traced back to the temperature dependence of M(T ). As
the derivative ∂T˜M
2(T˜ ) with respect to T˜ = T/TC remains constant for all
TC for the three cases treated here, the derivative ∂TM
2(T˜ ) = T−1C ∂T˜M
2(T˜ )
11
Figure 5: Fitted exponent of the attempt frequency. The magnetization is calculated by (a)
a Brillouin function for S = 1/2, (b) the Langevin function (classical magnetic moment)
and (c) by a linear approach (cf. Fig. 2). The correct exponent would be lg f0(s
−1) = 9.
is proportional to the inverse Curie temperature. Thus, we find a larger
deviation for a lower TC . This is important for the experimental analysis
since superparamagnetic phenomena are typically investigated for very small
samples where the Curie temperature may be notably smaller than in a bulk
12
sample [40].
4. Conclusions
In this work we have illustrated quantitatively that a temperature-dependent
magnetic anisotropy in a superparamagnetic system can give rise to signifi-
cant corrections to the standard Ne´el-Brown-Arrhenius law with a tempera-
ture independent energy barrier. For a correct interpretation of the parame-
ters, the energy barrier for the switching behavior of the collective magnetic
moment has to be based on a temperature-dependent magnetic anisotropy
even in a simple model. This generates corrections to the Ne´el-Brown-
Arrhenius law. In particular, the prefactor can no longer be determined in
general by a fit of measured data on the basis of a temperature-independent
anisotropy. Even if the fit appears plausible in a given finite temperature
range where a seemingly linear dependence of f on 1/T is found, the attempt
frequency can be incorrectly determined by several orders of magnitude.
Although the present discussion applies to the mentioned superparamag-
netic systems, the conclusions are general and fundamental. In many other
physical situations, an Arrhenius-like switching behavior is found on the basis
of assuming a temperature-independent energy barrier. In particular when
this energy barrier is the result of a collective statistical behavior of many
constituents, it may contain an intrinsic temperature dependence which has
to be carefully taken into account, in particular when the prefactor is inter-
preted in terms of an attempt frequency.
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