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Abstract
We present a detailed derivation and numerical tests of a new mixed quantum-classical scheme
to deal with non-adiabatic processes. The method is presented as the zero-th order approximation
to the exact coupled dynamics of electrons and nuclei offered by the factorization of the electron-
nuclear wave function [A. Abedi, N. T. Maitra and E. K. U. Gross, Phys. Rev. Lett. 105 (2010)].
Numerical results are presented for a model system for non-adiabatic charge transfer in order to
test the performance of the method and to validate the underlying approximations.
PACS numbers: 31.15.-p, 31.50.-x, 31.15.xg, 31.50.Gh
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I. INTRODUCTION
Among the ultimate goals of condensed matter physics and theoretical chemistry is the
atomistic description of phenomena such as vision [1–3], photo-synthesis [4, 5], photo-
voltaic processes [6–8], proton-transfer and hydrogen storage [9–12]. These phenomena
involve the coupled dynamics of electrons and nuclei beyond the Born-Oppenheimer
(BO), or adiabatic, regime and therefore require the explicit treatment of excited states
dynamics. Being the exact solution of the full dynamical problem unachievable for real-
istic molecular systems, as the numerical cost for solving the time-dependent Schro¨dinger
equation (TDSE) scales exponentially with the number of degrees of freedom, approxi-
mations need to be introduced. Usually, a quantum-classical (QC) description of the full
system is adopted, where only a small number of degrees of freedom, e.g. electrons or
protons, are treated quantum mechanically, while the remaining degrees of freedom are
considered as classical particles, e.g. nuclei or ions. In this context, the challenge resides
in determining the force that generates the classical trajectory as effect of the quantum
subsystem. As the BO approximation breaks down, this electronic quantum effect on
the classical nuclei cannot be expressed by the single adiabatic potential energy surface
(PES) corresponding to the occupied eigenstate of the BO Hamiltonian. An exact treat-
ment would require to take into account several adiabatic PESs that are coupled via elec-
tronic non-adiabatic transitions in regions of strong coupling, as avoided crossings or
conical intersections. In the approximate QC description, however, the concept of sin-
gle PES and single force that drives the classical motion is lost. In order to provide an
answer to the question “What is the classical force that generates a classical trajectory in
a quantum environment subject to non-adiabatic transitions?”, different approaches to
QC non-adiabatic dynamics have been proposed for the past 50 years [13–35], but the
problem still remains a challenge.
This paper investigates an alternative point of view on this longstanding problem. The
recently proposed exact factorization of the electron-nuclear wave function [36, 37] allows
to decompose the coupled dynamics of electrons and nuclei such that a time-dependent
vector potential and a time-dependent scalar potential generate the nuclear evolution in
a Schro¨dinger-like equation. The time-dependent potentials represent the exact effect of
the electrons on the nuclei, beyond the adiabatic regime. This framework offers the same
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advantages of the BO approximation, since the single force that generates the classical
trajectory in the QC description can be determined from the potentials. We have exten-
sively investigated the properties of the scalar potential [38–40] in situations where it can
be calculated exactly, by setting the vector potential to zero with an appropriate choice
of the gauge, also in the context of the QC approximation. Here, we describe a proce-
dure [41] to derive an approximation to the vector and scalar potentials, that leads to a
new mixed QC (MQC) approach to the coupled non-adiabatic dynamics of electrons and
nuclei. This MQC scheme is presented as zero-th order approximation to the exact elec-
tronic and nuclear equations and intends to adequately describe those situations where
nuclear quantum effects associated with zero-point energy, tunnelling or interference are
not relevant. It is worth noting that the factorization, and the consequent decomposition
of the dynamical problem, is irrespective of the specific properties, e.g. the masses, of the
two sets of particles. Therefore, it can be generalized to any two-component system.
The paper is organized as follows. In Section II we recall the exact factorization [36, 37].
The procedure to derive the classical limit of the nuclear equation is described in Sec-
tion III, with reference to the most common approaches to QC dynamics. The new MQC
scheme is presented in Section IV and applied to a model system for non-adiabatic charge
transfer in Section V. Here, apart from testing the performance of the new algorithm, the
hypothesis underlying the classical approximation are validated by the numerical analy-
sis. Our conclusions are presented in Section VI.
II. THEORETICAL BACKGROUND
In the absence of an external field, the non-relativistic Hamiltonian
Hˆ = Tˆn + HˆBO (1)
describes a system of interacting nuclei and electrons. Here, Tˆn denotes the nuclear ki-
netic energy and HˆBO(r,R) = Tˆe(r) + Vˆe,n(r,R) is the BO Hamiltonian, containing the
electronic kinetic energy Tˆe(r) and all interactions Vˆe,n(r,R). As recently proven [36, 37],
the full wave function, Ψ(r,R, t), solution of the TDSE
HˆΨ(r,R, t) = i~∂tΨ(r,R, t), (2)
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can be written as the product
Ψ(r,R, t) = ΦR(r, t)χ(R, t), (3)
of the nuclear wave function, χ(R, t), and the electronic wave function, ΦR(r, t), which
parametrically depends of the nuclear configuration [42]. Throughout the paper the sym-
bols r,R indicate the coordinates of the Ne electrons and Nn nuclei, respectively. Eq. (3)
is unique under the partial normalization condition (PNC)∫
dr
∣∣∣ΦR(r, t)∣∣∣2 = 1 ∀R, t (4)
up to within a gauge-like phase transformation
χ(R, t)→ χ˜(R, t) = e− i~ θ(R,t)χ(R, t)
ΦR(r, t)→ Φ˜R(r, t) = e i~ θ(R,t)ΦR(r, t).
(5)
The evolution equations for ΦR(r, t) and χ(R, t),(
Hˆel − (R, t)
)
ΦR(r, t) = i~∂tΦR(r, t) (6)
Hˆnχ(R, t) = i~∂tχ(R, t), (7)
are derived by applying Frenkel’s action principle [14, 43, 44] with respect to the two
wave functions and are exactly equivalent [36, 37] to the TDSE (2). Eqs. (6) and (7) are
obtained by imposing the PNC [45, 46] by means of Lagrange multipliers.
The electronic equation (6) contains the electronic Hamiltonian
Hˆel = HˆBO(r,R) + Uˆ
coup
en [ΦR, χ], (8)
which is the sum of the BO Hamiltonian and the electron-nuclear coupling operator
Uˆ coupen [ΦR, χ],
Uˆ coupen [ΦR, χ] =
Nn∑
ν=1
1
Mν
[[−i~∇ν −Aν(R, t)]2
2
(9)
+
(−i~∇νχ
χ
+Aν(R, t)
)(−i~∇ν −Aν(R, t))] .
In Eq. (6), (R, t) is the time-dependent PES (TDPES), defined as
(R, t) =
〈
ΦR(t)
∣∣∣ Hˆel − i~∂t ∣∣∣ΦR(t)〉
r
. (10)
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Uˆ coupen and (R, t), along with the vector potential A(R, t),
A(R, t) =
〈
ΦR(t)
∣∣∣ −i~∇νΦR(t)〉
r
, (11)
mediate the coupling between electrons and nuclei in a formally exact way. Here, the
symbol 〈 · | · 〉r stands for an integration over electronic coordinates.
The nuclear evolution is generated by the Hamiltonian
Hˆn(R, t) =
Nn∑
ν=1
[−i~∇ν +Aν(R, t)]2
2Mν
+ (R, t), (12)
according to the time-dependent Schro¨dinger-like equation (7). The nuclear wave func-
tion, by virtue of the PNC, reproduces the exact nuclear N-body density
Γ(R, t) =
∣∣χ(R, t)∣∣2 = ∫ dr ∣∣Ψ(r,R, t)∣∣2 (13)
that is obtained from the full wave function. Moreover, the nuclear N-body current den-
sity can be directly obtained from χ(R, t)
Jν(R, t) =
[
Im(χ∗(R, t)∇νχ(R, t)) + Γ(R, t)Aν(R, t)
]
Mν
, (14)
thus allowing the interpretation of χ(R, t) as a proper nuclear wave function.
The scalar and vector potentials are uniquely determined up to within the gauge trans-
formations
(R, t)→ ˜(R, t) = (R, t) + ∂tθ(R, t)
A(R, t)→ A˜(R, t) = A(R, t) +∇νθ(R, t).
(15)
The uniqueness can be straightforwardly proved by following the steps of the current
density version [47] of the Runge-Gross theorem [48]. In this paper, as a choice of gauge,
we introduce the additional constraint GD(R, t) = 〈ΦR(t)| − i~∂tΦR(t)〉r = 0, on the
gauge-dependent component of the TDPES. Therefore, this scalar potential will be only
expressed in terms of its gauge-invariant [39, 40] part, GI(R, t). It follows that the explicit
expression of the TDPES is
(R, t) = GI(R, t) =
〈
ΦR(t)
∣∣∣ HˆBO ∣∣∣ΦR(t)〉
r
(16)
+
Nn∑
ν=1
[
~2
2Mν
〈
∇νΦR(t)
∣∣∣ ∇νΦR(t)〉
r
− A
2
ν(R, t)
2Mν
]
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where the second line is obtained from the action of the operator Uˆ coupen [ΦR, χ] in Eq. (10)
on the electronic wave function.
In the following, the electronic equation will be represented in the adiabatic basis.
Therefore, it is worth introducing here the set of eigenstates {ϕ(j)R (r)} of the BO Hamilto-
nian with eigenvalues (j)BO(R). We expand the electronic wave function in this basis
ΦR(r, t) =
∑
j
Cj(R, t)ϕ
(j)
R (r) (17)
as well as the full wave function
Ψ(r,R, t) =
∑
j
Fj(R, t)ϕ
(j)
R (r). (18)
The coefficients of Eqs. (17) and (18) are related by
Cj(R, t)χ(R, t) = Fj(R, t), (19)
which follows from Eq. (3). |Fj(R, t)|2 is interpreted as the amount of nuclear density that
evolves “on” the j-th BO surface, as the nuclear density can be written as
∣∣χ(R, t)∣∣2 = ∑
j
∣∣Fj(R, t)∣∣2 , (20)
by using the PNC and the orthonormality of the adiabatic states. In this basis, the PNC
reads ∑
j
∣∣Cj(R, t)∣∣2 = 1 ∀ R, t. (21)
III. THE CLASSICAL LIMIT
The nuclear wave function, without loss of generality, can be written as [49]
χ(R, t) = exp
[
i
~
S(R, t)
]
, (22)
with S(R, t) a complex function. We suppose now that this function can be expanded
as an asymptotic series in powers of ~, namely S(R, t) = ∑α ~αSα(R, t). Inserting this
expression in Eq. (7), the lowest order term, S0(R, t), satisfies the equation
− ∂tS0(R, t) = Hn
(
R,
{∇νS0(R, t)}ν=1,Nn , t) , (23)
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with Hn defined as
Hn =
Nn∑
ν=1
[∇νS0(R, t) +Aν(R, t)]2
2Mν
+ (R, t). (24)
Eq. (23) is obtained by considering only terms up to O(~0) and is formally identical to
the Hamilton-Jacobi equation, if S0(R, t) is identified with the classical action and, con-
sequently,∇νS0(R, t) with the νth nuclear momentum,
∇νS0(R, t) = Pν . (25)
Therefore, S0(R, t) is a real function and Eq. (24) is the classical Hamiltonian correspond-
ing to the quantum operator introduced in Eq. (12). It is worth noting that the canonical
momentum derived from the classical Hamiltonian, as in the case of a classical charge
moving in an electromagnetic field, is
P˜ν(R, t) = ∇νS0(R, t) +Aν(R, t). (26)
A more intuitive, less rigorous, step in the process of approximating the nuclei with clas-
sical particles is the identification of the nuclear density with a δ-function [50], namely∣∣χ(R, t)∣∣2 = δ (R−Rcl(t)) , (27)
where the symbol Rcl(t) indicates the classical positions at time t. Rcl(t) is the classical
trajectory.
Eqs. (25) and (27) are the conditions for the nuclear degrees of freedom to behave
classically. They can be obtained by performing the following limit operations
~→ 0 (a)
Σ→ 0 (b).
(28)
Eq. (28a) follows from the fact that we consider only terms O(~0) in Eq. (22). In Eq. (28b),
Σ indicates the variance of a Gaussian-shaped nuclear density, centered at the classical
positions Rcl(t), that becomes infinitely localized as in Eq. (27), when the limit operation
is performed. The effect of Eqs. (28a) and (28b) is
−i~∇νχ(R, t)
χ(R, t)
→ ∇νS0(R, t) if ~→ 0 (29)∣∣Cj(R, t)∣∣→ |Cj(t)| if Σ→ 0, (30)
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where the term−i~∇νχ/χ appears explicitly in the definition of the electron-nuclear cou-
pling operator given in Eq. (9). In order to prove Eq. (29), we replace the nuclear wave
function with its ~-expansion and we then take the limit ~ → 0. Only the zero-th order
term survives, leading to Eq. (29), equivalent to
−i~∇νχ(R, t)
χ(R, t)
= Pν . (31)
It will appear clear later that such term in the electronic equation is responsible for the
non-adiabatic transitions induced by the coupling to the nuclear motion, as other MQC
techniques, like the Ehrenfest method or the trajectory surface hopping [50–52], also sug-
gested. Here, we show that this term can be derived as the ~ → 0 limit in the exact
equations, but it represents only the lowest order contribution in a ~-expansion. More-
over, this coupling is expressed via Pν = ∇νS0(R, t), that is not the canonical momentum
appearing in the classical Hamiltonian (whose expression is given in Eq. (26)).
Eq. (30) implies that the moduli of the coefficients Cj(R, t) in the expansion (17) be-
come constant functions of R when the nuclear density is infinitely localized at the clas-
sical positions. Indeed, when the classical approximation strictly applies, the delocal-
ization or the splitting of a nuclear wave packet is negligible (Σ → 0). Therefore, any
R-dependence can be ignored and only the instantaneous classical position becomes rel-
evant. It is worth underlining that this same hypothesis is at the basis of several MQC
approaches [16, 50, 51] and applies to the moduli and to the phases of the coefficients
Cj(R, t) = |Cj(R, t)| exp [(i/~)ϑj(R, t)]. Here, we try to give a rigorous explanation of this
assumption for the moduli,
∣∣Cj(R, t)∣∣, and we comment on the spatial dependence of the
phases, ϑj(R, t), in the following section.
Let us first suppose that χ(R, t) is a normalized Gaussian wave packet, namely
∣∣χ(R, t)∣∣2 = GΣ (R−Rcl(t)) , (32)
centered at Rcl(t) with variance Σ. In the classical limit, |χ(R, t)|2 reduces to a δ-function
at Rcl(t), consequently at each point R where |χ(R, t)|2 is zero, all terms on the right-
hand-side of Eq. (20) have to be zero, since they are all non-negative. Therefore, |Fj(R, t)|2
should become δ-functions atRcl(t) ∀ j. Since we are interested in this limit, we represent
each |Fj(R, t)|2 by a not-normalized Gaussian (Fj(R, t) is not normalized), centered at
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different positions, Rj(t), than Rcl(t). Using this hypothesis, Eq. (20) becomes
GΣ
(
R−Rcl(t)) = ∑
j
B2j (t)Gσj
(
R−Rj(t)) , (33)
where
∑
j B
2
j (t) = 1 accounts for the normalization of χ(R, t). The pre-factors B2j (t)
have been introduced because each Fj(R, t) is not normalized, Gσj(R−Rj(t)) is instead
a normalized Gaussian centered at Rj(t) with variance σj . The variances Σ and σj are
allowed to be time-dependent even if we are not explicitly indicating this dependence.
We will prove the following statements
(i) Σ = σj ∀j, t (34)
(ii) Rcl(t) = Rj(t) ∀j, t. (35)
To this end, we compare the behavior of both sides of Eq. (33) for R → ±∞: we need to
show that
1 = lim
R→±∞
∑
j
B2j (t)
Σ
σj
e
−(R−Rj(t))2
σ2
j
+
(R−Rcl(t))
2
Σ2

, (36)
where we wrote explicitly the expressions of the Gaussian functions in Eq. (33). The
leading term on the right-hand-side of Eq. (36) has to satisfy the condition
lim
|R|→∞
e−(σ
−2
j −Σ−2)|R|2 <∞ ∀j (37)
or, equivalently,
σ−2j − Σ−2 ≥ 0⇒ σ2j ≤ Σ2 ∀j. (38)
A similar argument is applied to the Fourier Transform (FT ) of both sides of Eq. (33)
GˆΣ˜,Rcl(k) =
∑
j
B2j (t)Gˆσ˜j ,Rj(k), (39)
where
GˆΣ˜,Rcl(k) = FT
[
GΣ(R−Rcl)
]
(k) =
eiR
cl·k
2pi
e−Σ˜
2|k|2 (40)
(and similarly for Gˆσ˜j ,Rj(k)) with Σ˜ = Σ/2. The Gaussian transforms to another Gaussian
with inverse variance, and if we calculate the limit |k| → ∞, we obtain a relation similar
to Eq. (38), namely
σ˜2j − Σ˜2 ≥ 0⇒ σ2j ≥ Σ2 ∀j. (41)
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Eqs. (38) and (41) are simultaneously satisfied if
σ2j = Σ
2 ⇒ σj = Σ ∀j, (42)
and this proves statement (34). In order to prove statement (35), we study the behavior
of Eq. (33) at Rcl(t), namely
1 =
∑
j
B2j (t)e
−(
Rcl(t)−Rj(t))
2
Σ2 . (43)
Since the pre-factors B2j (t) sum up to one, the relation
Rj(t) = Rcl(t) (44)
must hold, since 0 ≤ exp [−[Rcl(t)−Rj(t)]2/Σ2] < 1 if Rj(t) 6= Rcl(t). Using Eq. (19), we
can now show that
∣∣Cj(R, t)∣∣ = [B2j (t)Gσj (R−Rj(t))
GΣ
(
R−Rcl(t))
] 1
2
= Bj(t), (45)
or in other words |Cj(R, t)| is only a function of time and is constant in space. It is worth
noting that Eqs. (42) and (44) have to be valid at all times.
As a consequence of the discussion presented so far, we obtain that the exact (quantum
mechanical) population of the BO states as function of time
ρj(t) =
∫
dR
∣∣Fj(R, t)∣∣2 (46)
must equal the population calculated as
|Cj(t)|2 =
∫
dR |Cj(t)|2 δ
(
R−Rcl(t)) , (47)
when the classical limit is performed.
A. Spatial dependence of the phases
We will discuss in this section why the phases ϑj(R, t) of the coefficients Cj(R, t) in
Eq. (17) will be considered constant functions of R, similarly to the moduli |Cj(R, t)| as
shown in the previous section. We mention again that this hypothesis is usually intro-
duced in the derivation of other MQC approaches [16, 50, 51] and we try here to justify
this approximation.
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First of all, we introduce the expression of the vector potential in the adiabatic basis
Aν(R, t) =− i~
∑
j,k
C∗j (R, t)Ck(R, t)
〈
ϕ
(j)
R
∣∣∣ ∇νϕ(k)R 〉
r
+
∑
j
∣∣Cj(R, t)∣∣2∇νϑj(R, t) (48)
and we define the quantities
A′ν(R, t) = −i~
∑
j,k
C∗j (R, t)Ck(R, t)d
(1)
jk,ν(R) (49)
A′′ν(R, t) =
∑
j
∣∣Cj(R, t)∣∣2∇νϑj(R, t). (50)
We used here the definition of the first order non-adiabatic coupling (NAC) d(1)jk,ν(R) =
〈ϕ(j)R |∇νϕ(k)R 〉r. Moreover, the symbol φj(R, t) will be used to indicate the phase of the
coefficient Fj(R, t), of the expansion (18).
We will show now that the dependence on the index j of the phases ϑj(R, t) can be
dropped. This is done by relating the quantity ∇νϑj(R, t) to the rate of displacement of
the mean value(s) of |χ(R, t)| and |Fj(R, t)|. We are going to use again the hypothesis of a
Gaussian-shaped nuclear density, which infinitely localizes at Rcl(t) in the classical limit.
Two equivalent exact expressions for the expectation value of the nuclear momentum
are obtained from Eqs. (3) and (18), namely∫
dR
[∇νS(R, t) +Aν(R, t)] ∣∣χ(R, t)∣∣2 = (51)∫
dR
[∑
j
∣∣Cj(R, t)∣∣2∇νφj(R, t) +A′ν(R, t)
] ∣∣χ(R, t)∣∣2 ,
where S(R, t) is the phase of χ(R, t). The identity of the terms in square brackets under
the integral signs follows,
Pν(R, t) +Aν(R, t) =
∑
j
|Cj(t)|2∇νφj(R, t) +A′ν(R, t), (52)
where the approximations used here are (i) replacing S(R, t) with S0(R, t) from Eq. (23)
(then using Eq. (25) for the nuclear momentum) and (ii) neglecting the spatial depen-
dence of |Cj(R, t)| (as proven, in the previous section, to be consistent with the classical
treatment of the nuclei). As will be derived in Appendix A, the term on the left-hand-side
of Eq. (52) can be also written as
Pν(R, t) +Aν(R, t) = MνR˙
cl
ν (t) (53)
11
where R˙clν (t) ∀ ν is the displacement rate of Rcl(t), the mean value of the nuclear density.
If we define the quantity Pjν(R, t) = ∇νφj(R, t), Eq. (52) can be re-written as
MνR˙
cl
ν (t) =
∑
j
|Cj(t)|2
(
Pjν(R, t) +A
′
ν(R, t)
)
, (54)
where the PNC
∑
j |Cj(t)|2 = 1 has been used. By analogy with Eq. (53), the term in
parenthesis can be defined as
MνR˙
j
ν(t) = P
j
ν(R, t) +A
′
ν(R, t), (55)
the momentum associated to the motion of the mean valueRj(t) (∀ ν) of the BO-projected
wave packet Fj(R, t). This is also consistent with our previous statement [40] on the
connection between the phase φj(R, t) and the propagation velocity of Rj(t) based on
semi-classical arguments. Therefore, we obtain
R˙
cl
(t) =
∑
j
|Cj(t)|2 R˙j(t), (56)
but since Eq. (44) states that Rcl(t) = Rj(t) ∀ t, the equality R˙cl(t) = R˙j(t) holds. Eq. (56)
becomes an identity due to the PNC.
We have shown that the term in parenthesis in Eq. (54) is independent of j, namely
∇νφj(R, t) = ∇νφ(R, t) ∀ j. (57)
If we also use Eq. (19), then ∀ j the relation
∇νϑj(R, t) = ∇νS0(R, t)−∇νφj(R, t)
= ∇νS0(R, t)−∇νφ(R, t) = ∇νϑ(R, t) (58)
holds. This result is used in the gauge condition, which we recall here
GD(R, t) =
〈
ΦR(t)
∣∣∣− i~∂t ∣∣∣ΦR(t)〉
r
= 0. (59)
In the adiabatic basis, it becomes∑
j
|Cj(t)|2 ∂tϑj(R, t) = 0. (60)
Within the classical treatment of nuclear dynamics, the chain rule [16] ∂t =
∑
ν R˙ν ·∇ν can
be used, due to the relation between time and nuclear space represented by the trajectory
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R, t → Rcl(t). Therefore, the gauge condition (60), together with Eq. (58), leads to the
relation ∑
ν
R˙ν · ∇νϑ(R, t) = 0. (61)
If R˙ν 6= 0, from Eq. (61) we derive
∇νϑ
(
R, t
)
= 0 (62)
since no particular relation among∇νϑ(R, t) for different values of the index ν exists, that
guarantees that the sum is exactly zero. At the classical turning points, where the nuclear
velocity is zero, the value of∇νϑ(R, t) cannot be defined by Eq. (61). In this case, we will
anyway consider Eq. (62) valid.
The main results obtained from this discussion are
Cj(R, t)→ Cj(t), (63)
to be used in the electronic evolution equation (6) when the wave function ΦR(r, t) is
expanded on the adiabatic basis, and the approximated expression of the vector potential
Aν(R, t) = −i~
∑
j,k
C∗j (t)Ck(t)d
(1)
jk,ν(R), (64)
consistent with the classical limit (since A′′ν(R, t) in Eq. (50) is identically zero).
Eq. (63), however, breaks the invariance of the electron-nuclear dynamics under a
gauge transformation. For instance, the force term ∇νGD(R, t) = 0 independently of
the choice of the gauge, where we recall that GD(R, t) = 〈ΦR(t)| − i~∂tΦR(t)〉r is the
gauge-dependent component [39] of the TDPES in Eq. (16). It follows that a gauge, com-
patible with the approximation Cj(R, t) = Cj(t), has to be chosen, like the gauge adopted
in our calculations GD(R, t) = 0.
IV. MIXED QUANTUM-CLASSICAL EQUATIONS
The effect of performing the classical limit in Eqs. (6) and (7) will be used here to
determine the MQC equations of motion as the lowest order approximation to the exact
decomposition of electronic and nuclear motion in the framework of the factorization of
the full wave function.
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The classical trajectory is determined by Newton’s equation [53]
˙˜
Pν = −∇ν+ ∂tAν −Vν ×Bνν +
∑
ν′ 6=ν
Fνν′ , (65)
with Vν = P˜ν/Mν . As in [41], Eq. (65) is derived by acting with the gradient operator ∇ν
on Eq. (23) and by identifying the total time derivative operator as ∂t +
∑
ν′Vν′ · ∇ν′ .It
can be easily proven that Eq. (65) is invariant under a gauge transformation: also in the
classical approximation, the force produced by the vector and scalar potentials maintains
its gauge-invariant property, as indeed happens in the exact quantum treatment. Hence-
forth, all quantities depending onR, t become functions ofRcl(t), the classical path along
which the action S0(Rcl(t)) is stationary.
The first three terms on the right-hand-side produce the electromagnetic force due to
the presence of the vector and scalar potentials, with “generalized” magnetic field
Bνν′(R
cl(t)) = ∇ν ×Aν′(Rcl(t)). (66)
The remaining term
Fνν′(R
cl(t)) = −Vν′ ×Bνν′(Rcl(t)) (67)
+
[
(Vν′ · ∇ν′)Aν(Rcl(t))− (Vν′ · ∇ν)Aν′(Rcl(t))
]
is an inter-nuclear force term, arising from the coupling with the electronic system.
Eq. (67) shows the non-trivial effect of the vector potential on the classical nuclei [54, 55],
as it does not only appear in the bare electromagnetic force, but also “dresses” the nu-
clear interactions. In those cases where the vector potential is curl-free, the gauge can
be chosen by setting the vector potential to zero, then Eqs. (66) and (67) are identically
zero. Only the component of the vector potential that is not curl-free cannot be gauged
away. Whether and under which conditions curlAν(R, t) = 0 is, at the moment, subject
of investigations [56].
The coupled partial differential equations for the coefficients Cj(R, t) in the expan-
sion of the electronic wave function on the adiabatic states simplify to a set of ordinary
differential equations in the time variable only
C˙j(t) = − i~ [
(j)
BO − ]Cj(t) +
∑
k
Ck(t)Ujk, (68)
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where all quantities depending onR, as (j)BO,  and Ujk, have to be evaluated at the instan-
taneous nuclear position. The symbol Ujk is used to indicate the matrix elements (times
−i/~) of the operator Uˆ coupen [ΦR, χ] on the adiabatic basis. Its expression, using the first
and second order d(2)jk,ν(R) = 〈∇νϕ(j)R |∇νϕ(k)R 〉r NACs, is
Ujk =
∑
ν
δjk
Mν
[
i
~
(
A2ν
2
+Aν · ∇νS0
)
+
∇ν ·Aν
2
]
−
∑
ν
1
Mν
[
d
(1)
jk,ν · ∇νS0 −
i~
2
(
∇ν · d(1)jk,ν − d(2)jk,ν
)]
. (69)
Similarly, the TDPES can be expressed on the adiabatic basis as
(R, t) =
∑
j
|Cj(t)|2 (j)BO + i~
∑
j,k
C∗j (t)Ck(t)Ujk (70)
while the vector potential is given by Eq. (64).
The electronic evolution equation (68) contains three different contributions: (i) a di-
agonal oscillatory term, given by the expression in square brackets in Eq. (68) plus the
term in parenthesis in the first line of Eq. (69); (ii) a diagonal sink/source term, arising
from the divergence of the vector potential in Eq. (69), that may cause exchange of pop-
ulations between the adiabatic states even if off-diagonal couplings are neglected; (iii)
a non-diagonal term inducing transitions between BO states, that contains a dynamical
term proportional to the nuclear momentum (first term in the second line of Eq. (69)), as
suggested in other QC approaches [50–52] and a term containing the second order NACs.
In particular, the dynamical non-adiabatic contribution follows from the classical approx-
imation in Eq. (29) and drives the electronic population exchange induced by the motion
of the nuclei.
The MQC scheme derived here introduces new contributions, both in the electronic
and in the nuclear equations of motion, if compared to the Ehrenfest approach (see for
instance the first line in Eq. (69) or the second term on the right-hand-side of Eq. (70)).
The study of the actual extent and the effect of this corrections to Ehrenfest dynamics is
beyond the scope of this paper and shall be addressed by investigating a wider class of
problems than the simple model presented here. For instance, it would be interesting to
analyse those situations where the vector potential plays an important role. This analysis
goes hand-in-hand with our ongoing investigation [56] for cases where this exact vector
potential cannot be gauged away.
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FIG. 1. Schematic representation of the 1D model system whose Hamiltonian is given in Eq. (71).
The red ion moves between the fixed ions and the electron, which interacts with all the ions via a
soft Coulomb potential, is allowed to move beyond the fixed ions. R is the ion position and r the
electron position with respect to the origin 0. L is the distance between the fixed ions.
V. NUMERICAL RESULTS
We employ this new MQC scheme to study a model that is simple enough to allow
for an exact treatment, by solving the TDSE, but at the same time exhibits characteristic
features associated with non-adiabatic dynamics. It was originally developed by Shin
and Metiu [57] to study charge transfer processes and consists of three ions and a single
electron. Two ions are fixed at a distance L = 19.0 a0, the third ion and the electron are
free to move in one dimension along the line joining the two fixed ions. A schematic
representation of the system is shown in Fig. 1. The Hamiltonian of this system reads
Hˆ(r, R) = −1
2
∂2
∂r2
− 1
2M
∂2
∂R2
+
1
|L
2
−R| +
1
|L
2
+R|
−
erf
(
|R−r|
Rf
)
|R− r| −
erf
( |r−L
2
|
Rr
)
|r − L
2
| −
erf
( |r+L
2
|
Rl
)
|r + L
2
| , (71)
where the symbols r, R have been used for the positions of the electron and the ion in
one dimension. Here, M = 1836, the proton mass, and Rf = 5.0 a0, Rl = 3.1 a0 and
Rr = 4.0 a0, such that the first adiabatic potential energy surface, 
(1)
BO, is coupled to the
second, (2)BO, and the two are decoupled from the rest of the surfaces, i.e. the dynamics
of the system can be described by considering only two adiabatic states. The BO surfaces
are shown in Fig. 2 (left), where energies are expressed in Hartree (h). Henceforth, we
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FIG. 2. Left: first (red line) and second (green line) BO surfaces and initial Gaussian wave packet
(thin black line) centered at R0. The third and fourth BO surfaces (dashed black lines) are shown
for reference. Right: populations of the BO states ρ1 (red line) and ρ2 (green line) as functions of
time, from exact calculations.
will drop the bold-double underlined notation for electronic and nuclear positions as we
are dealing with one dimensional quantities.
The initial condition for quantum propagation is Ψ(r, R, 0) = G1/2Σ (R − R0)ϕ(2)R (r),
where G1/2Σ (R − R0) is a real Gaussian (GΣ is normalized to unity) with variance Σ =
1/
√
2.85 a0 centered at R0 = −4.0 a0 and ϕ(2)R (r) is the first excited BO state. The TDSE is
solved, numerically, using the split operator technique [58], with time step 2.4 × 10−3 fs
(0.1 a.u.).
A. Validity of the classical approximation
The classical approximation of nuclear dynamics is strictly valid if the nuclear den-
sity remains localized at the classical position Rcl(t). Due to the fact that |χ(R, t)|2 is the
sum of contributions, or partial densities, propagating “on” different BO surfaces, the
localization condition should also apply to each contribution, as discussed in Section III.
Moreover, we observed in Section III A that the displacement of the nuclear wave packet,
expressed as the displacement of its mean position, shall be the same as the displace-
ments of the mean positions associated to |Fj(R, t)|2. We calculate and compare these
quantities, in order to predict agreement/deviation of the results from MQC calculation
(shown in Section V B) with/from the results from quantum calculations.
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We compare the mean nuclear position as function of time, given by the expression
Rn(t) =
∫
dRR |χ(R, t)|2 , (72)
with the mean positions calculated with |Fj(R, t)|2
Rqmj (t) =
1
ρj(t)
∫
dRR |Fj(R, t)|2 (73)
with the normalization factor ρj(t) from Eq. (46). As long as Rn(t) and R
qm
j (t) are close
to each other, agreement between the exact and approximated propagation schemes is
expected.
Fig. 3 shows, as a thick black line, the mean nuclear position Rn(t). The continuous
red and green lines, respectively the mean positions of the wave packets propagating on

(1)
BO(R) and on 
(2)
BO(R), considerably deviate from Rn(t) only after 20 fs. This suggests a
deviation of the nuclear evolution from a purely classical behavior. However, if we now
compare the thick black line with the dashed red and green lines, we observe a different
behavior: the dashed green line coincides with the black line up to 10 fs and after 15 fs
the dashed red line coincides and remains close to the black line until the end of the
simulated dynamics. The dashed lines represent the positions Rqmj (t) weighted by the
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FIG. 3. Rn (black line), R
qm
j (t) (j = 1 red line, j = 2 green line) and R
qm
j (t)ρj(t) (j = 1 dashed red
line, j = 2 dashed green line) as functions of time. The thin horizontal line shows the value 0.
corresponding populations ρj(t) of the BO states. Indeed, the expression of the mean
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nuclear position in Eq. (72) can be written as
Rn(t) = ρ1(t)R
qm
1 (t) + ρ2(t)R
qm
2 (t), (74)
where Eq. (20) has been used, and in Fig. (3) we observe the following relations
Rn(t) '

ρ2(t)R
qm
2 (t), t < 10 fs
ρ1(t)R
qm
1 (t), t > 15 fs.
(75)
This is an expected results, due to strong non-adiabatic nature of the process, as shown
in Fig. 2 (right). This property may suggest a good agreement between exact and MQC
results if we compare the mean values extracted from the two propagation schemes. As
we will show below, when a single trajectory scheme is used to evolve classical nuclei
according the MQC scheme proposed here, the trajectory is able to visit those regions of
space with the largest probability of finding the (quantum) particle. This is what we have
presented in Ref. [39], by evolving a single trajectory on the exact TDPES. In the example
discussed here, it will be shown that the classical particle, propagating according to the
force in Eq. (65), tracks Rqm1 (t) (R
qm
2 (t)) only before (after) passing through the avoided
crossing. By virtue of Eq. (75), this will coincide with the trajectory followed by the mean
nuclear position.
Observations consistent with the results for the position can be presented for momen-
tum. Fig. 4 shows analogous results for the mean nuclear momentum
Pn(t) =
∫
dRχ∗(t) [−i~∂Rχ(R, t)] (76)
and the velocity of the mean positions associated to the wave packets Fj(R, t)
MR˙qmj (t) = MV
qm
j (t). (77)
As it is clear from the figure, large deviation of MV qmj (t) for j = 1, 2 is shown along the
whole dynamics, however better agreement is observed when we compare Pn(t) with the
values MV qmj (t) weighted by the population of the corresponding BO states. In Fig. 4, at
around 12 fs, a clear inversion between the dashed green and dashed red lines is ob-
served. A relation analogous to Eq. (75) in the case of the mean position can be derived,
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namely
Pn(t) '

ρ2(t)MV
qm
2 (t), t < 10 fs
ρ1(t)MV
qm
2 (t), t > 15 fs.
(78)
In both cases, for the position and for the momentum, one of the two “weighted” contri-
butions is almost zero before or after the passage through the coupling region (occurring
at around 12 fs). Therefore, we can anticipate that, despite the deviation of the nuclear
evolution from a purely [59] classical behavior, we expect a good agreement between
exact (quantum mechanical) mean values and approximated classical observables.
In Section III, it is shown that Eq. (30) is valid if the variance Σ associated to the nuclear
density is equal (or close) to the variances σj of |Fj(R, t)|2. Therefore, we calculate the
variances Σ and σj associated to |χ(R, t)|2 and |Fj(R, t)|2, respectively. They are shown,
as functions of time, in Fig. 5. The results for the variances confirm the observations
reported so far, namely after 20 fs the values largely deviate from each other. The initial
disagreement between σ21 and Σ does not have a strong impact on the dynamics, since at
initial times the function |F1(R, t)|2 is almost zero.
The discussion presented in Section III is based on the representation of the nuclear
density as a Gaussian function with the aim of taking the classical limit as Σ→ 0. There-
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FIG. 5. Variances Σ (dashed black line) and σj (j = 1 red line, j = 2 green line) as functions of
time.
fore, it is worth showing the validity of this initial assumption. Fig. 6 shows the compar-
ison between the nuclear density at different times and a Gaussian function centered at
the mean nuclear position and with variance
Σ2(t) = 2
∫
dR (R−Rn(t))2 |χ(R, t)|2 . (79)
As expected from previous observations, the Gaussian shape of the nuclear density is
lost after 20 fs and the considerations presented in Section III do not strictly apply after
this time.
B. Quantum vs. MQC evolution
The electronic and nuclear equations in the MQC scheme are integrated by using the
fourth-order Runge-Kutta algorithm and the velocity-Verlet algorithm, respectively, with
time step 2.4× 10−3 fs (0.1 a.u.), as in the quantum propagation.
In the following we will show some observable computed with the MQC algorithm
and we will compare approximate results with the reference exact data. Two approaches
will be used, respectively referred to as single-trajectory (ST) and multiple-trajectory
(MT) approaches. In the first case, a single classical trajectory is coupled to the quan-
tum electronic evolution. In the second case, 6000 independent trajectories are employed
21
 0
 0.5
 1
t=4.84fs
| χ |2
GΣ
 0
 0.5
 1
t=14.52fs
 0
 0.5
 1
-8 -4  0  4  8
R (a0)
t=24.20fs
FIG. 6. Comparison between the nuclear density (black lines) and a Gaussian (dashed cyan lines)
with the same mean position and variance at times t = 4.48, 14.52, 24.20 fs.
to describe nuclear motion. In the ST approach, the classical particle is at R0 = −4.0 a0
at the initial time with zero initial momentum, whereas in the MT case, initial positions
and momenta are sampled from the Wigner distribution ρW (R,P ) associated to the ini-
tial nuclear wave packet. Since the initial wave packet is a Gaussian centered at R0, the
Wigner function is the product of two independent Gaussian functions, one in position
space and one in momentum space, and it is positive-definite.
Fig. 7 shows the population of the BO states as functions of time. The results from
quantum calculations are represented as black lines, whereas the dashed orange and
dashed blue are the results of the ST and MT approximated evolution, respectively. The
branching of the electronic populations is correctly reproduced within the approximate
MQC scheme, even when the ST approach is used. However, when the delocalization of
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results, dashed lines are the results of the MQC approach, ST (orange) and MT (blue).
the nuclear wave packet is accounted for, with the MT scheme, the agreement between
reference and approximate results is perfect along the whole dynamics.
In the following figures, we will show some nuclear observables, namely mean posi-
tion in Fig. 8, momentum in Fig. 9, kinetic energy in Fig. 10 and potential energy in Fig. 11,
as functions of time. All figures show a very good agreement between exact and MQC
results, with a slight improvement of the MT approach compared to the ST approach.
This is clearly expected since when using a set of independent trajectories we are taking
into account the effect of the nuclear delocalization.
It is worth noting that in all plots we are using two different expressions to evaluate
the mean values in the MT scheme. The dashed blue lines are calculated according to
O(t) =
1
Ntraj
Ntraj∑
I=1
OI(t) (80)
where OI(t) is the instantaneous value of the observable O along the I-th trajectory, Ntraj
is the total number of trajectories and O(t) is the value shown in the figures (dashed blue
lines). The dashed magenta lines are determined from the expression
O(t) =
∫
dR dP O
(
R(t), P (t)
)
ρ
(
R(t), P (t)
)
(81)
and in the figures they are referred to as “weighted”. Here, ρ(R(t), P (t)) is the phase
space distribution at time t, (a histogram) constructed from the distribution of classical
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FIG. 9. Mean nuclear momentum. The color code is the same as in Fig. 8.
positions and momenta, and O(R(t), P (t)) is the value (for all trajectories) of the observ-
able O at time t. Using this last expression to calculate the mean value of an observable
allows to introduce the statistical weight of each trajectory via the classical distribution
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ρ(R(t), P (t)). In Eq. (80), the weight associated to each trajectory is the same, i.e. 1/Ntraj .
The phase space distribution ρ(R(t), P (t)) is the time-evolved of the initial Wigner func-
tion ρW (R,P ) obtained from the initial nuclear wave packet. The density at time t > 0,
however, is determined according to a classical evolution equation, that indeed preserves
the initial positive-definiteness of the Wigner function also at later times. This property
would not hold true for a quantum propagation, as we have seen in Fig. 6 that the nuclear
density does not maintain a Gaussian shape. For the sake of completeness, we present
both sets of results, determined from Eqs. (80) and (81). They slightly deviate from each
other and from the reference quantum results, but the general trend is the same.
Figs. 8 and 9 show a very good agreement between quantum and MQC results, for
both ST and MT schemes. This confirms the discussion of the previous section, summa-
rized in Eqs. (75) and (78).
Fig. 10 shows the nuclear kinetic energy as function of time. The expectation value of
the nuclear kinetic energy operator at time t
Tn(t) =
∫
dr dRΨ∗(r, R, t)
[
−~
2∂2R
2M
Ψ(r, R, t)
]
(82)
leads to the expression
Tn(t) =
1
2M
∫
dRχ∗(R, t) [−i~∂R + A(R)]2 χ(R, t)
+
~2
2M
∫
dR 〈∂RΦR(t)|∂RΦR(t)〉 |χ(R, t)|2
− 1
2M
∫
dRA2(R, t) |χ(R, t)|2
(83)
in terms of the nuclear and electronic wave functions. Therefore, the classical expression
of the mean nuclear kinetic energy shown in Fig. 10 is
Tn(t) =
[Pn(t) + A(R, t)]
2
2M
+
~2
2M
〈∂RΦR(t)|∂RΦR(t)〉r −
A2(R, t)
2M
, (84)
where all R-dependent quantities are evaluated at the instantaneous nuclear position.
The plot of the nuclear kinetic energy shows a good agreement between MQC and quan-
tum calculations, up to 20 fs, and after this time the two solutions slightly deviate from
each other, yet keeping a satisfactory agreement. In the quantum propagation, the contri-
bution to the nuclear wave packet propagating on the upper BO surface slows down (at
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FIG. 10. Mean nuclear kinetic energy. The color code is the same as in Fig. 8.
R ∼ 2.0 a0 the upper BO surface has a slightly positive slope), resulting in the splitting
of the nuclear density, as shown at time t = 24.20 fs Fig. 6. As discussed in Refs. [38–40],
the potential (R, t) driving the nuclear motion, i.e. the TDPES, develops some peculiar
features after the nuclear wave packet passes through the avoided crossing, namely it has
different slopes in different regions, being parallel to one or the other BO PES. Therefore,
the BO-projected contributions to the nuclear wave packet evolve according to forces that
are determined from different adiabatic PESs. When these PESs have opposite slopes, as
in the case presented here, the BO-projected wave packets can move in opposite direc-
tions. The result is the deviation of the nuclear density from a Gaussian. The conditions
illustrated in Section III for the validity of the classical limit are thus not fulfilled and the
classical trajectory deviates from the quantum path.
Fig. 11 shows the potential energy, averaged over the nuclear density, as function of
time. The total nuclear energy at time t is Tn(t) + Un(t) where Tn(t) is given by Eq. (83)
and the potential contribution is
Un(t) =
∫
dR 〈ΦR(t)| HˆBO |ΦR(t)〉r |χ(R, t)|2 . (85)
This is the quantity shown as black line in Fig. 11 along with the corresponding classical
expressions, namely by considering |χ(R, t)|2 → δ(R−Rcl(t)) in dashed orange and from
Eqs. (80) and (81) in dashed blue and magenta.
As a concluding observation, we present Fig. 12, which is similar to Fig. 6 but we
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FIG. 11. Mean potential energy. The color code is the same as in Fig. 8.
include here also the results from the MQC procedure. The nuclear density, from the
expression
fcl
(
R(t)
)
=
∫
dP ρ
(
R(t), P (t)
)
, (86)
shown as blue dots in the figure, is a histogram constructed from the distribution of clas-
sical positions. We observe that this density does not develop a double-peak structure as
expected from the comparison with quantum results. This is the main cause of disagree-
ment between the approximate scheme and the exact calculations.
C. Total and nuclear energy in the factorization framework
The MQC method constructed here does not require to impose energy conservation
along the classical trajectory. Since the method is derived from an exact approach, the
conserved quantity is the total energy of the electron-nuclear system (as long as there is
no external driving force)
E =
∫
drdRΨ∗(r,R, t)
[
Tˆn + HˆBO
]
Ψ(r,R, t). (87)
This expression can be reformulated in terms of the electronic ΦR(r, t) and nuclear χ(R, t)
wave functions, by introducing the time-dependent vector potential from Eq. (11) and the
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(gauge-invariant part of the) TDPES from Eq. (16). Therefore, the conserved energy is
E =
∫
dRχ∗(R, t)
∑
ν
[−i~∇ν +Aν(R, t)]2
2Mν
χ(R, t)
+
∫
dR GI(R, t)
∣∣χ(R, t)∣∣2 . (88)
It is worth noting that the expression of E does not contain the gauge-dependent contri-
bution GD(R, t) = 〈ΦR(t)| − i~∂t|ΦR(t)〉r to the TDPES.
In the MQC scheme derived in this paper, the expressions of the vector and scalar po-
tentials have been approximated by neglecting all contributions arising from the spatial
derivatives of the coefficients Cj(R, t) in Eq. (17). The neglected terms are the cause of
deviations of the total energy from the expected constant value. However, as long as the
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requirements consistent with classical limit, derived in Section III, are satisfied, energy
conservation is expected. When the classical approximation is not valid, then the energy
determined using the MQC approach is not conserved and the MQC results deviate from
the exact dynamics.
VI. CONCLUSION
We have demonstrated that the decomposition of electronic and nuclear motion, based
on the exact factorization of the molecular wave function, offers a convenient starting
point for the development of a practical scheme to solve the TDSE within the QC approx-
imation. The scheme presented here is based on the classical approximation of nuclear
dynamics. In the paper we have derived the set of operations that defines the classi-
cal limit of the nuclear degrees of freedom. For consistency, also some properties of the
electronic subsystem have been affected by this limit.
The proposed MQC method is intended to apply to those situations where quantum
effects, as tunnelling or splitting of the nuclear wave packet, are not important. The
numerical test presented here shows that, indeed when the behavior of the nuclei is
not strictly classical, some dynamical details cannot be reproduced in the approximate
scheme. However, the remarkable agreement between exact and MQC results is the evi-
dence that the method is a promising resource for describing time-dependent processes in
molecular systems involving the coupled non-adiabatic dynamics of nuclei and electrons.
Further tests and improvements of the method are envisaged to introduce semi-classical
corrections, in order to reproduce effects such as interference and splitting.
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Appendix A: The classical nuclear velocity
In Section III we introduced the following expression for the nuclear wave function
χ(R, t) = exp
[
i
~
S(R, t)
]
(A1)
by assuming that the complex function S(R, t) can be expanded as an asymptotic series
in powers of ~. With this hypothesis, we have shown that, at the lowest order in this
expansion, classical dynamics is recovered from the TDSE by identifying S0(R, t) with
the classical (real) action. If the further order of the series is considered, i.e. O(~), the
following expression is obtained
G˙(R, t) = −
Nn∑
ν=1
[∇νS0(R, t) +Aν(R, t)
Mν
· ∇νG(R, t)
+
∇2νS0(R, t) +∇ν ·Aν(R, t)
2Mν
G(R, t)
]
, (A2)
for the evolution of the function
G(R, t) = exp
[
iS1(R, t)
]
. (A3)
If we identify the momentum as
P˜ν(R, t) = ∇νS0(R, t) +Aν(R, t), (A4)
and if G(R, t) is a real function, then Eq. (A2) can be written as
∂tG
2(R, t) +
Nn∑
ν=1
∇ν ·
(
P˜ν(R, t)
Mν
G2(R, t)
)
= 0. (A5)
This expression is (formally) a continuity equation for the function G2(R, t). We identify
G2(R, t) as the (lowest order approximation of the) nuclear density, namely we write
G2(R, t) =
(
piΣ2
)− 1
2 e−
1
Σ2
(R−Rcl(t))2
=
(
piΣ2
)− 1
2 e−
1
Σ2
∑
ν(Rν−Rclν (t))
2
(A6)
and we obtain from Eq. (A2)(
Rν −Rclν (t)
)
·
[
R˙clν (t)−
P˜ν(R, t)
Mν
]
=
− Σ
2
2Mν
∇ν · P˜ν(R, t), ∀ν. (A7)
30
In the limit of an infinitely localized (classical) nuclear density Σ → 0, the continuity
equation leads to the definition of the classical canonical momentum
MνR˙
cl
ν (t) = P˜ν(R, t) = ∇νS0(R, t) +A(R, t), (A8)
as the rate of variation of the mean position of an infinitely localized Gaussian.
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