Mutation is an important operator in genetic algorithms (GAs), as it ensures maintenance of diversity in evolving populations of GAs. Real-parameter GAs (RGAs) handle real-valued variables directly without going to in a binary string representation of variables. Although RGAs were first suggested in early nineties, the mutation operator is still implemented variablewise and independently for each variable. In this paper, we investigate the effect of five different mutation schemes for RGAs for two different mutation operators. Based on extensive simulation studies, it is observed that a mutation clock implementation is computationally quick and also efficient in finding a solution close to the optimum on four different problems used in this study for both mutation operators. Moreover, parametric studies with their associated parameters reveal suitable working ranges of the parameters. Interestingly, both mutation operators with their respective optimal parameter settings are found to possess a similar inherent probability of offspring creation, a matter that is believed to the reason for their superior working. This study signifies that the longsuggested mutation clock operator should be considered as a valuable mutation operator for RGAs.
Introduction
Mutation operator in a genetic algorithm (GA) is used primarily as a mechanism for maintaining diversity in the population [6, 8] . In contrast to a recombination operator, a mutation operator operates on only one evolving population member at a time and modifies it independent to the rest of the population members. Although mutation operator alone may not constitute an efficient search, along with a suitable recombination operator, mutation operator plays an important role in making the overall search efficient [6] .
Early researchers on GAs used binary strings to represent a real-valued variable. For an ℓ-bit string mapped between the specified variable bounds [a, b], GA's search is limited to a discrete set of 2 ℓ equispaced points within the bounds. In such a binarycoded GA (BGA), usually a one-point or two-point crossover operators were used. For mutation, a bitwise mutation operator which attempted to mutate every bit (alter the bit to its complement) with a probability p m independently to the outcome of mutation to other bits. Parametric studies [11] have shown that a mutation probability of p m = 1/L (where L is the total number of bits used to represent all n variables) performed the best.
Researchers have realized that there are certain shortcomings of using a BGA to solve real-parameter optimization problems. One of the reasons was the artificial discreteness associated with the coding mechanism and the second was the biasness of mutated solutions towards certain parts of the search space. Starting early 1990s, real-parameter GAs (RGAs) [5, 13, 2, 7, 9] were suggested. However, all of these studies concentrated in developing a recombination operator that would take two real values (parents) and recombine (or blend) to create two new real values as offsprings. The recombination operations were performed variable-wise and vector-wise. For RGAs, several mutation operators are also suggested -random mutation [10] , Gaussian mutation [12] , polynomial mutation [3, 1] , and others. The effect is to perturb the current variable value (parent) to a neighboring value (offspring). While operated on a multi-variable population member, one common strategy has been to mutate each variable with a pre-specified probability p m at a time using one of the above mutation operators. Not much attention has been made so far in analyzing whether this one-at-a-time mutation scheme is efficient or there exists other mutation schemes that may be more efficient in RGAs.
In this paper, we consider two different and commonly-used mutation operators (polynomial mutation and Gaussian mutation) and investigate the performance of five different mutation schemes including the usual one-at-a-time scheme. The mutation schemes are compared based on computational time and required number of function evaluations. Thereafter, a parametric study of the best-found mutation scheme is performed to not only suggest an efficient mutation scheme but also adequate range of its associated parameter values. After finding the optimal parameter settings, the corresponding probability distributions for creating offspring solutions are compared to reveal interesting observations.
In the remainder of this paper, we briefly describe two mutation operators used in this study in detail. Thereafter, we present five different mutation schemes suggested here. Simulation results of a real-parameter GA with identical selection and recombination operators but different mutation schemes are compared against each other and against a no mutation scheme. Interesting observations are made. The effect of mutation strength and mutation probability for both mutation operators are investigated for the winning mutation scheme. Finally, both mutation schemes are compared based on their inherent probability distributions. Conclusions of the study are then made.
Polynomial Mutation in RealParameter GAs
Deb and Agrawal [3] suggested a polynomial mutation operator with a user-defined index parameter (η m ). Based on a theoretical study, they concluded that η m induces an effect of a perturbation of O((b − a)/η m ) in a variable, where a and b are lower and upper bounds of the variable. They also found that a value η m ∈ [20, 100] is adequate in most problems that they tried. In this operator, a polynomial probability distribution is used to perturb a solution in a parent's vicinity. The probability distribution in both left and right of a variable value is adjusted so that no value outside the specified range [a, b] is created by the mutation operator. For a given parent solution p ∈ [a, b], the mutated solution p ′ for a particular variable is created for a random number u created within [0, 1], as follows:
Then, either of the two parameters (δ L orδ R ) is calculated, as follows:
To illustrate, Figure 1 shows the probability density of creating a mutated child point from a parent point p = 3.0 in a bounded range of [1, 8] with η m = 20. 3 Gaussian Mutation in RealParameter GAs
Then the truncated Gaussian mutation operator changes x i to a neighboring value using the following probability distribution:
is the probability distribution of the standard normal distribution and Φ(·) is the cumulative distribution function. This mutation operator has a mutation strength parameter σ i for every variable, which should be related to the bounds a i and b i . We use σ = σ i /(b i − a i ) as a fixed nondimensionalized parameter for all n variables. To implement the above concept, we use the following equation to compute the offspring x ′ i :
where u ′ i and an approximated value of erf −1 (u ′ i ) are calculated as follows (with u i ∈ [0, 1] a random number):
, where α =
Also, u L and u R are calculated as follows:
where erf() function is the standard C-library error function:
The above mutated offspring x ′ i will always lie within
= a i will be created and for u i ≥ u R , x ′ i = b i will be automatically created. Thus, the Gaussian mutation procedure for mutating i-th variable x i is as follows:
Step 1: Create a random number u i ∈ [0, 1].
Step 
Five Mutation Schemes
We discuss five different mutation schemes used in this study. We also compare all five schemes with Scheme 0 in which no mutation operator is used.
Scheme 1: Usual Mutation
This mutation scheme follows the usual method of mutating each and every variable one at a time with a pre-defined mutation probability p m [6, 1] . Usually, p m = 1/n is used, so that on an average, one variable gets mutated per individual. A random number u ∈ [0, 1] is created for every variable for an individual and if u ≤ p m the variable is mutated using the polynomial mutation operator.
Scheme 2: Mutation Clock
The usual mutation scheme described above requires n random numbers to be created per individual. To reduce the computational complexity, Goldberg [6] suggested a mutation clock scheme for binary-coded GAs, in which once a bit is mutated, the next bit to be mutated (in the same or in a different individual) is determined by using an exponential probability distribution:
where λ is the inverse of the average occurrence of mutations. We implement here mutation clock, for the first time, to real-parameter GAs. With a mutation probability of p m , on an average, one mutation will occur in 1/p m variables. Thus, λ = p m . For a mutation event, a random number u ∈ [0, 1] is first chosen. Then, equating u = l t=0 p m exp(−p m t)dt, we obtain the next occurrence (l) of mutation as:
If k-th variable on i-th individual in the population is currently mutated, the next variable to be mutated is ((k + l) mod n)-th variable of the ((k + l)/n)-th individual from current individual in the population. At every generation, the initial variable to be mutated is calculated using i = k = 1. This operator should, on an average, require n times less number of random numbers than that required in Scheme 1.
Scheme 3: One Mutation per Solution
Here, we choose a random variable i ∈ [1, n] and x i is mutated using the polynomial mutation. Exactly, one mutation is performed per individual.
Scheme 4: Fixed Strategy Mutation
This mutation scheme is similar to Scheme 3, except that every variable is given an equal chance, thereby implementing a less noisy implementation of Scheme 3. For this purpose, variables are ordered in a random order in every generation and then variables are mutated using the polynomial mutation according to the sorted order of variables from first to last population member. After n variables are mutated in n top population members, the same order is followed from (n + 1)-th population member. Again, exactly one mutation is performed per individual.
Scheme 5: Diversity based Mutation
In this mutation scheme, we put more probability for mutation to a variable that has less population-wise diversity. To implement, first the variance of values of each variable across the population members is computed and variables are sorted in ascending order of variance. Thereafter, an exponential probability dis-
To make the above a probability distribution,λ is used by finding the root of the following equation for a fixed n:
Thereafter, for a random number u ∈ [0, 1], the variable (l + 1) that should be mutated is given:
For n = 15,λ = 0.168 is found. This scheme makes one mutation per individual.
Results with Polynomial Mutation
We consider four different problems to investigate the effect of five suggested mutation schemes. The objective functions have minimum at x i = 0 (i = 1, . . . , n) for the first three problems, and x i = 1 (i = 1, . . . , n) for the fourth problem. However, in each case, we consider 15 variables (n = 15), initialized and bounded within x i ∈ [−5, 10]. This does not make the optimum exactly at the middle of the search space. We use the following GA parameter settings: For each mutation scheme, we make 51 different runs starting from different initial populations, however the same set of initial populations are used for all mutation schemes. Mutation schemes are then compared with each other and with the zero mutation scheme.
Ellipsoidal Function
This function is unimodal and additively separable having f ell (x * ) = 0:
The performance of different mutation schemes on the problem is shown in Table 1 . While all mutation schemes perform successfully on 100% runs, GAs without mutation have failed to find the required solution in more than 50% of the runs. This amply suggests the importance of using a mutation scheme in RGAs. Figure 3 shows how the objective value is reduced with generation for all five mutation schemes. Clearly, Schemes 1 and 2 perform the best. Table 1 despite the use of a clock in Scheme 2, it takes more or less identical number of mutations. Scheme 2 takes about O(1/p m ) or O(n) less number of random numbers, thereby making it faster than Scheme 1. Thus, it can be concluded that Scheme 2 (mutation clock) is found to be most efficient mutation scheme for the ellipsoidal problem. 
Schwefel's Function
The function is as follows:
The performance of different mutation schemes on this problem is shown in Table 2 . Figure 4 shows the reduction in objective value with generation. All five schemes performs almost equally well. Table 2 shows that to achieve the same function value, Scheme 5 requires lesser generations and hence lesser mutations compared to other mutation schemes. Since Schwefel's function makes all variables to be linked with each other, a variance-based mutation helps to identify the less-converged variables to be mutated more often, thereby making the performance of Scheme 5 better. However, the performance of other four mutation schemes are also comparable, although RGAs without any mutation did not perform well.
Ackley's Function
Next, we consider Ackley's function:
The performance of different mutation schemes on this problem is shown in Table 3 . The table shows that Schemes 1 and 2 perform much better than other three mutation schemes. Again, RGAs without any mutation operator do not perform well. Figure 5 shows the variation of objective value with generation. It is clear that Schemes 1 and 2 perform better than other three schemes. 
Rosenbrock's Function
Rosenbrock's function is as follows:
Since this is a difficult problem to solve, as reported in the literature [4] , we use ǫ T = 15. The performance of different mutation schemes on this problem is shown in Table 4 . The table indicates that Schemes 1 and 2 perform the best. Scheme 2 takes slightly smaller number of generations and computational time to find a similar solution. Clearly, RGAs without the mutation operator do not perform well. Figure 6 reiterates the fact that Scheme 2 performs slightly better that Scheme 1 and other mutation schemes.
On four different problems, it is observed that in terms of function evaluations, in general, Schemes 1 and 2 perform better than the other three mutation schemes including the zero mutation scheme. Tables show that Scheme 2 requires smaller number of computational time compared to Scheme 1. Hence, we recommend the use of mutation clock as an recommended mutation scheme with the polynomial mutation operator for real-parameter GAs.
Parametric Studies
Having established the superiority of mutation clock scheme, we now perform a parametric study of the distribution index η m and mutation probability p m of polynomial mutation operator for Scheme 2.
Parametric Study with Distribution Index
In the previous section, η m = 20 was used. Here, all other RGA parameters are kept fixed, except that η m is changed in different simulations. Figure 6 : Variation of f with generation for Rosenbrock's function using polynomial mutation operator.
perturbance due to mutation is large and hence the respective RGA finds it difficult to find a near-optimal solution quickly. On the other hand, for larger η m values, the perturbance is too small to create a nearoptimal solution quickly. The values η m ∈ [100, 200] provide RGAs right perturbance in parent solutions to converge near to the optimal solution. This working range for η m is wide, thereby demonstrating the robustness of the polynomial mutation operator with the proposed mutation clock scheme. Figure 8 shows η m ∈ [100, 150] produce best results for Schwefel's function, which is similar to that obtained for the ellipsoidal function. The number in bracket shown for the smallest η m value indicates the number of times (out of 51) for which RGAs terminated with f (x) ≤ ǫ T condition. Figure 9 shows η m ∈ [100, 150] produce best results for Ackley's function. Although η m ∈ [200, 300] produce some better runs, the variance in the performance is too wide for it to be recommended for practice. Figure 10 shows η m ∈ [20, 100] produce best results for Rosenbrock's function.
Parametric Study with Mutation Probability
Next, we perform a parametric study of mutation probability p m with Scheme 2 and fix the mutation index as η m = 100 (which is found to be near-optimal in the previous subsection). We use p m = k/n with k = 0.01, 0.1, 0.5, 0.75, 1, 1.5, 2, and 5. The rest of the RGA parameters are kept the same as before. Figure 11 shows the number of generations needed for 51 runs for the ellipsoidal problem. Mutation probabilities of 0.01/n and 0.1/n are not found to produce a reasonable result. The figure shows that 0.5/n to 1.5/n perform the best. Thus, the usual practice of p m = 1/n is justified by our study. Thus, based on the above extensive simulation studies, we recommend the following parameter values for the polynomial mutation operator which is to be applied with SBX recombination operator with η c = 2 and the binary tournament selection operator: 
Results with Gaussian Mutation
We now perform a similar study for the Gaussian mutation operator, which is another commonly-used mutation operator described before. For this mutation, we use the following RGA parameter settings: Like before, for each mutation scheme, we make 51 different runs starting from different initial populations, however the same set of initial populations are used for all mutation schemes. Mutation schemes are then compared with each other and with the zero mutation scheme.
Ellipsoidal Function
The performance of different mutation schemes on the problem is shown in Table 5 . All five mutation schemes perform successfully on 100% runs, however, RGAs without mutation have failed to find the required solution in more than 50% of the runs. This amply suggests the importance of using a mutation scheme in RGAs. Figure 15 shows how the objective value is reduced with generation for all five mutation schemes. Clearly, Schemes 1 and 2 perform the better than the other three schemes.
Schwefel's Function
The performance of different mutation schemes on this problem is shown in Table 6 . The performance of all five mutation schemes are similar with Scheme 3 having a slight edge. Figure 16 shows the reduction in objective value with generation. All five schemes performs almost equally well for this problem.
Ackley's Function
The performance of different mutation schemes on this problem is shown in Table 7 . It is clear from th e table that Schemes 1 and 2 are almost an order of magnitude better than the rest of the schemes. Figure 17 shows the variation of objective value with generation. It is also clear from the figure that Schemes 1 and 2 perform better than other three schemes. Table 6 : Performance of different mutation schemes on Schwefel's problem using Gaussian mutation operator. 
Rosenbrock's Function
Like before, we use ǫ T = 15. The performance of different mutation schemes on this problem is shown in Table 8 . Figure 18 indicates that all schemes perform more or less in a similar manner.
On four different problems, it is observed that in terms of function evaluations, Schemes 1 and 2 perform better or similar than the other three mutation schemes. All proposed mutation schemes are better than RGAs without any mutation. Tables show that Scheme 2 requires much smaller number of computational time compared to Scheme 1. Hence, we again recommend the use of mutation clock as an efficient mutation scheme for real-parameter GAs with the Gaussian mutation operator.
Parametric Studies with Gaussian Mutation Operator
We now perform a parametric study of the mutation strength σ and mutation probability p m for Scheme 2 using Gaussian mutation. Figure 19 shows that σ ≈ 0.25/15 = 1/60 performs the best on the ellipsoidal problem. As the mutation strength is increased, the performance gets worse. Figure 20 shows σ ≈ 0.1/15 = 1/150 produce best results for Schwefel's function. Figure 21 shows σ ≈ 0.25/15 = 1/60 produce best results for Ackley's function. A smaller value makes 38 out of 51 runs successful. Figure 22 shows although median performance is 
Parametric Study for Mutation Strength

Parametric Study with Mutation Probability
Next, we perform a parametric study of mutation probability p m with Scheme 2 and fix the mutation index as σ = 1/60 (which is found to be near-optimal in the previous subsection). We use p m = k/n with k = 0.1, 0.5, 0.75, 1, 1.5, 2, and 5. The rest of the RGA parameters are kept the same as before. 
Comparison of Polynomial and Gaussian Mutation Operators
Independent parametric studies revealed that for all other parameters being equal, η m = 100 for polyno- mial mutation and σ = 0.25/15 = 1/60 for Gaussian mutation performs the best. We tabulate the performance of RGAs with Scheme 2 (mutation clock) for these two parameter settings in Table 9 with p m = 1/n. It is clear that the performance of these two mutation operators with respective parameter settings are similar, except in the number of overall number cause a similar performance of the two mutation operators, we plot the probability density function of two mutation events on a parent x i = 3.0 with bounds [−5, 10] . The polynomial mutation distribution is used with η m = 100 and Gaussian mutation is used with σ = 1/60. Figure 27 shows that both have similar probability distribution of creating offspring solutions around the parent. It is interesting that an inherent equivalent probability distribution for creating offspring solutions make both mutation operators to exhibit a similar performance. This amply reveals the fact that instead of the detail of implementation of this or that mutation operator being important as often reported in the literature, it is the inherent probability of offspring creation that dictates the efficacy of a mutation operator.
Conclusions
Mutation operators are used for maintaining diversity in a genetic algorithm. In this paper, we have suggested five different mutation schemes for realparameter GAs and tested their performance with two commonly-used mutation operators -polynomial mutation and Gaussian mutation -on four different test problems. Based on their performance, we conclude the following:
• Any of the five mutation operators is better than not performing any mutation,
• The mutation clock operator, which was suggested in eighties, has been long ignored and has been found here to be the fastest in terms of its execution time and better in terms of its performance.
• The above conclusions are valid for both polynomial and Gaussian mutation operators.
Parametric studies have also found range of mutation parameters for both mutation operators. For the polynomial mutation, the distribution index η m ∈ [100, 150] and mutation probability p m ∈ [0.5, 1.5]/n (where n is the number of variables) have been found to perform the best. For Gaussian mutation operator, its mutation strength σ ∈ [0.25, 0.5]/(b i − a i ) (where a i and b i are the lower and upper bounds of i-th variable) and mutation probability p m ∈ [0.75, 1.0]/n have been found to perform better. This study is extensive in performing simulation studies with two different mutation operators which are analyzed with five different mutation schemes. Superior performance of mutation clock scheme with both mutation operators provide us confidence to recommend this scheme in practice. Moreover, a more or less similar optimal mutation probability of around 1/n observed for both mutation operators also gives us confidence of its usage in other problems. Interestingly, the inherent probability distributions of creating offspring for polynomial and Gaussian mutation operators have been found to be similar and instrumental in the superior performance of both methods with mutation clock scheme. Furthermore, we believe that this study should resurrect the use of mutation 
