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Abstract
During the last decades, Finite Element (FEM) simula-
tions of metal forming processes have become important
tools for designing feasible production processes. In more
recent years, several authors recognised the potential of
coupling FEM simulations to mathematical optimisation
algorithms to design optimal metal forming processes in-
stead of only feasible ones.
Within the current project, an optimisation strategy is be-
ing developed, which is capable of optimising metal form-
ing processes in general using time consuming nonlinear
FEM simulations. The expression “optimisation strategy”
is used to emphasise that the focus is not solely on solving
optimisation problems by an optimisation algorithm, but
the way these optimisation problems in metal forming are
modelled is also investigated. This modelling comprises
the quantification of objective functions and constraints
and the selection of design variables.
This paper, however, is concerned with the choice for
and the implementation of an optimisation algorithm for
solving optimisation problems in metal forming. Several
groups of optimisation algorithms can be encountered in
metal forming literature: classical iterative, genetic and
approximate optimisation algorithms are already applied
in the field. We propose a metamodel based optimisation
algorithm belonging to the latter group, since approximate
algorithms are relatively efficient in case of time consum-
ing function evaluations such as the nonlinear FEM calcu-
lations we are considering. Additionally, approximate op-
timisation algorithms strive for a global optimum and do
not need sensitivities, which are quite difficult to obtain
for FEM simulations. A final advantage of approximate
optimisation algorithms is the process knowledge, which
can be gained by visualising metamodels.
In this paper, we propose a sequential approximate op-
timisation algorithm, which incorporates both Response
Surface Methodology (RSM) and Design and Analysis
of Computer Experiments (DACE) metamodelling tech-
niques. RSM is based on fitting lower order polynomials
by least squares regression, whereas DACE uses Kriging
interpolation functions as metamodels. Most authors in
the field of metal forming use RSM, although this meta-
modelling technique was originally developed for physi-
cal experiments that are known to have a stochastic na-
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ture due to measurement noise present. This measurement
noise is absent in case of deterministic computer experi-
ments such as FEM simulations. Hence, an interpolation
model fitted by DACE is thought to be more applicable in
combination with metal forming simulations. Neverthe-
less, the proposed algorithm utilises both RSM and DACE
metamodelling techniques.
As a Design Of Experiments (DOE) strategy, a combina-
tion of a maximin spacefilling Latin Hypercubes Design
and a full factorial design was implemented, which takes
into account explicit constraints. Additionally, the algo-
rithm incorporates cross validation as a metamodel valida-
tion technique and uses a Sequential Quadratic Program-
ming algorithm for metamodel optimisation. To over-
come the problem of ending up in a local optimum, the
SQP algorithm is initialised from every DOE point, which
is very time efficient since evaluating the metamodels can
be done within a fraction of a second. The proposed algo-
rithm allows for sequential improvement of the metamod-
els to obtain a more accurate optimum.
As an example case, the optimisation algorithm was ap-
plied to obtain the optimised internal pressure and axial
feeding load paths to minimise wall thickness variations
in a simple hydroformed product. The results are satis-
factory, which shows the good applicability of metamod-
elling techniques to optimise metal forming processes us-
ing time consuming FEM simulations.
1 Introduction
During the last decades, Finite Element (FEM) simula-
tions of metal forming processes have become important
tools for designing feasible production processes. In more
recent years, several authors recognised the potential of
coupling FEM simulations to mathematical optimisation
algorithms to design optimal metal forming processes in-
stead of only feasible ones.
The basic concept of mathematical optimisation is pre-
sented in Figure 1. Basically, it consists of two major
phases: the modelling and the solving of the optimisation
problem. The modelling phase exists of:
1. Selecting a number of design variables the user is
allowed to adapt
2. Choosing an objective function, i.e. the optimisation
aim
Figure 1: The basic concept of mathematical optimisation: modelling and solving
3. Taking into account possible constraints
These three items are closely related to each other. Both
the objective function and the constraints should be quan-
tified by the design variables, which explains the arrows
between both the objective function and constraints on the
one hand, and the design variables on the other hand in
Figure 1. The objective function and constraints are also
related to each other in such a way that they are often
exchangeable. Let us explain this statement by a metal
forming example. Suppose we would like to make a metal
formed product and two relevant properties are the prod-
uct quality and the costs. Then two approaches can be
followed: either the quality is maximised while putting a
certain limit on the allowed production costs, or the costs
could be minimised while ensuring a certain minimum
level of the product quality. In the former case, the qual-
ity is clearly the optimisation objective and the costs are
constraints, whereas it is just the other way around in the
latter case.
Next to the modelling phase, mathematical optimisation’s
second phase is the solving of the optimisation problem.
This comprises applying an optimisation algorithm to the
modelled optimisation problem, which generally means
letting a computer do the hard work. The arrows between
the modelling and the solving parts in Figure 1 denote that
both phases cannot be seen separately from each other.
One should select the right optimisation algorithm for a
certain optimisation problem, which is modelled, and one
should model the optimisation problem cleverly to adjust
it to the optimisation algorithm one is planning to apply.
If the optimisation model does not match the algorithm, it
is likely that the optimisation problem is not solved effi-
ciently or even at all [17].
This paper focuses on the solving part of optimisation
problems in metal forming using time consuming non-
linear FEM simulations. One simulation can easily take
hours or even days to execute. It is important to keep this
fact in mind when selecting a suitable optimisation algo-
rithm for metal forming processes.
A way of optimising metal forming processes is using
classical iterative optimisation algorithms (Conjugate gra-
dient, BFGS, etc.), where each function evaluation means
running a FEM calculation, see e.g. [7, 9, 15]. As men-
tioned above, in case of metal forming these FEM calcu-
lations can be extremely time consuming and need to be
evaluated sequentially. Furthermore, many classical algo-
rithms require sensitivities, of which the efficient calcula-
tion is not straightforward for FEM simulations. A third
difficulty concerning iterative algorithms is the risk to be
trapped in local optima.
Alternatively, several authors have tried to overcome these
disadvantages by applying genetic or evolutionary optimi-
sation algorithms, see e.g. [1, 2, 22]. Genetic and evolu-
tionary algorithms look promising because of their ten-
dency to find the global optimum and the possibility for
parallel computing. However, the rather large number of
function evaluations that is expected to be necessary using
genetic algorithms is regarded as a serious disadvantage
[10].
Yet another way of optimisation in combination with ex-
pensive function evaluations is using approximate optimi-
sation algorithms, of which Response Surface Methodol-
ogy (RSM) is a well-known example. RSM is based on
fitting a lower order polynomial metamodel through re-
sponse points, which are obtained by running FEM cal-
culations for carefully chosen design variable settings and
finally optimising this metamodel [13]. Metamodels are
sometimes also referred to as Response Surface models
or surrogate models. Allowing for parallel computing and
lacking the necessity for sensitivities, RSM is appealing
to many authors in the field of metal forming, see e.g.
[3, 4, 14].
Although the practical effectiveness of RSM has been fre-
quently demonstrated, statisticians claim that RSM, be-
ing developed for stochastic physical experiments, is the-
oretically not applicable to deterministic computer exper-
iments such as FEM: running a simulation twice with ex-
actly the same input will generally result in exactly the
same answer. They propose the field of “Design and
Analysis of Computer Experiments” or DACE instead
[19, 20, 21]. DACE is similar to RSM, but interpolates
a metamodel through the response points based on Krig-
ing. Allowing for no error, interpolation better suits the
deterministic nature of computer experiments. However,
DACE is rarely used in the metal forming community,
probably due to its complex statistical nature and the lack
of readily available software [21].
In this paper an optimisation algorithm incorporating both
RSM and DACE metamodelling techniques is proposed
for metal forming. Section 2 introduces the basic concept
of metamodelling and provides a more detailed descrip-
tion of RSM and DACE. The proposed optimisation al-
gorithm is presented in Section 3 and the applicability to
metal forming is demonstrated in Section 4 when it is ap-
plied to the optimisation of a hydroforming process. Con-
clusions are drawn in Section 5.
2 Metamodelling
The principle of metamodelling is presented in Figure 2
[5]. The basic idea is to evaluate a certain problem entity,
in our case a metal forming process. This problem en-
tity can be modelled by some sort of a simulation model.
For metal forming, this simulation model is usually a non-
linear Finite Element code. The simulation model, and
specifically these nonlinear FEM calculations, are still
very time consuming to execute. Therefore, a metamodel
or a model from a model [23] is made, which can be evalu-
ated quickly. An accurate metamodel should be valid with
respect to both the simulation model and the problem en-
tity and if it is, it forms a very useful substitute for both
the problem entity and the simulation model.
According to Kleijnen and Sargent [5], metamodels can
serve four goals:
1. Understanding the problem entity
2. Predicting values of the output or response variable
3. Optimisation
4. Verification and Validation of prior qualitative
knowledge or the simulation model with respect to
the problem entity
Different goals require different types of metamodels and
different levels of accuracy. For the optimisation of metal
forming processes, the third of these goals is of course
most important. Using metamodels for the other goals,
however, comes additionally at low computational costs,
which is seen as a major advantage of using metamod-
elling techniques for optimisation purposes.
In the next sections, two metamodelling techniques, Re-
sponse Surface Methodology and Design and Analysis of
Computer Experiments or Kriging, are introduced shortly.
One should be aware that prior to fitting the metamodels,
a Design Of Experiments (DOE) strategy carefully selects
a number of design variable settings for which FEM simu-
lations are being run. This results in a number of response
measurements.
2.1 Response Surface Methodology (RSM)
Starting with RSM, the response measurements y are pre-
sented as the sum of a lower order polynomial metamodel
and a random error term ε [13]:
Figure 2: The principle of metamodelling
y = Xβ + ε (1)
where X is the design matrix containing the experimen-
tal design points and β are the regression coefficients ob-
tained by least squares regression:
βˆ = (XTX)−1XTy (2)
Although Equation 1 seems to be a linear relation of the
design variables, the design matrix X can also incorpo-
rate terms that are nonlinear with respect to the design
variables. Equation 1 should, however, be linear with re-
spect to the regression coefficients [13], which is clearly
the case.
The metamodel is
yˆ = Xβˆ (3)
and can generally obtain four possible shapes, which are
in ascending complexity:
• linear
• linear + interaction
• pure quadratic or elliptic
• (full) quadratic
A second order RSM metamodel dependent on one design
variable is shown in Figure 3(a).
2.2 Design and Analysis of Computer Ex-
periments (DACE)
DACE was proposed by Sacks et. al. [19, 20] to fit meta-
models using deterministic computer experiments. Krig-
ing, which was originally developed for locating possible
spots to find gold, is used to interpolate between the re-
sponse measurements. Using Kriging, the random error
Figure 3: Metamodels based on (a) RSM and (b) DACE
term ε in Equation 1 is replaced by a Gaussian random
function Z(x), which forces the metamodel to go exactly
through the measurement points:
yˆ = FTβ + Z(x) (4)
Note that the design matrix X is replaced by FT, which
is a standard notation in Kriging literature. The first part
of Equation 4 covers the global trend of the metamodel.
The Gaussian random function Z, which accounts for the
local deviation of the data from the trend function, has
zero mean, variance σ2z and covariance
cov (Z(x1), Z(x2)) = σ2zR (x1 − x2) (5)
where R is the correlation function and x1 and x2 are two
locations, which are determined by the design variable
settings at these locations. For the proposed algorithm,
a Gaussian exponential correlation function is adopted:
R(ϑ, x1, x2) = exp−ϑ(x1−x2)
2 (6)
As opposed to other possibilities for the correlation func-
tion like e.g. cubic splines and ordinary exponential func-
tions, see e.g. [8, 25, 24, 21], Gaussian exponential func-
tions are intuitively attractive because they are infinitely
differentiable. Moreover, Gaussian exponential functions
are frequently used in literature [21] and have been found
to give accurate results [24].
If more, say k, design variables are present, the total cor-
relation function R is assumed to depend on the k one-
dimensional correlation functions Rj as follows [19]:
R (x1 − x2) =
k∏
j=1
Rj (x1j − x2j) (7)
That is, one assumes there is no relation between the
different dimensions. Adopting the Gaussian correlation
function introduced in Equation 6, the total correlation
function becomes:
R (x1 − x2) =
k∏
j=1
exp−ϑj(x1j−x2j)
2 (8)
Thus, one ϑ is present for each design variable (each di-
mension).
Figure 3(b) presents a Kriging interpolation metamodel.
3 A metamodel based optimisation
algorithm for metal forming
The proposed metamodel based optimisation algorithm
for the optimisation of metal forming processes using
time consuming FEM simulations is presented in Figure
4. Several steps mentioned in the figure are explained in
the following Sections 3.1 through 3.4. Section 3.5 con-
tains a few words on the implementation of the algorithm.
Figure 4: A metamodel based optimisation algorithm for
metal forming processes
Figure 5: The difference between explicit and implicit constraints
3.1 Modelling
The first step is to start with modelling the optimisa-
tion problem, i.e. quantifying objective function and con-
straints and selecting the design variables. Regarding the
constraints, a distinction is made between explicit and
implicit constraints. To explain the difference, running
a FEM simulation can be seen as an input-throughput-
response model such as the one depicted in Figure 5. Cer-
tain quantities are known beforehand: there is no neces-
sity to run a FEM calculation for evaluating them. The
design variables are clear examples of these quantities and
there can also be constraints that explicitly depend on the
design variables. These constraints are called explicit con-
straints. In case of metal forming explicit constraints are
related to the undeformed product, e.g. constraints on the
initial shape of a blank.
Quantities that depend on the response, in other words,
one needs to run a FEM simulation for evaluating them,
depend implicitly on the design variables. The objective
function is generally such an implicit quantity and it is
also possible to have implicit constraints. For metal form-
ing, implicit constraints are related to the deformed prod-
uct, e.g. necking should not occur.
It is stressed again that the modelling of an optimisation
problem is officially not part of an optimisation algorithm,
which is solely a mean for solving the optimisation model.
Clever modelling and solving are both crucial for mathe-
matically optimising an optimisation problem as was al-
ready emphasised in the introduction.
3.2 Design Of Experiments (DOE)
When the optimisation problem is modelled, Figure 4
shows that the first step of the algorithm is to carefully se-
lect a number of design sites by a Design Of Experiments
(DOE) strategy. The selection of a suitable DOE strategy
depends on the type of metamodel that is fitted. Desirable
properties of DOE strategies are quite different for RSM
than for DACE metamodels [21] and it is required to fit
both RSM and DACE from the same response measure-
ments to ensure time efficiency. Hence, a choice should
be made for a DOE strategy suitable for RSM or one more
applicable to DACE. Because of the deterministic nature
of computer experiments, DACE is slightly more applica-
ble to simulation models such as FEM than RSM and it
was chosen to implement a good and popular DOE strat-
egy for DACE rather than a suitable strategy for RSM: a
spacefilling Latin Hypercube Design (LHD) [12, 21].
When a metamodel is used for optimisation, it is im-
portant that the metamodel gives accurate results in the
neighbourhood of the optimum. Often, this optimum will
be constrained, i.e. lies on the boundary of the design
space. Therefore, an accurate prediction is needed on the
boundary, which implies performing measurements on the
boundary. An LHD will generally provide design points
in the interior of the design space and not on the boundary.
To compensate for this lack of points on the boundary, the
LHD is combined with a full factorial design, which puts
DOE points right in the corners of the design space. This
method was also proposed by Van Beers et. al. [26] and
Kleijnen et. al. [6]. Figure 6(a) presents the LHD modi-
fied with a full factorial design for a two dimensional rect-
angular design space.
Unfortunately, the design space will often not be rectan-
gular when explicit constraints are present. In this case,
the proposed algorithm will:
1. check which points of the LHD + full factorial design
are non-feasible
2. skip the non-feasible points
3. replace the non-feasible points with new points
4. repeat the above procedure until all points are feasi-
ble
Replacing the non-feasible points is also done in a space-
filling way by selecting a large number of sets of addi-
tional design points. The new set of points is the one for
which the minimum point to point distance is maximised.
This so-called maximin criterion is used for both the ini-
tial DOE and for the case when the user wants to generate
additional experimental design points, for example for im-
proving the accuracy of the metamodels. The final DOE
strategy incorporated in the proposed optimisation algo-
rithm is presented in Figure 6(b) for two design variables
(x1 and x2) and two explicit constraints (g1 and g2).
3.3 Running the FEM simulations and fit-
ting the metamodels
Subsequently, using the settings indicated by the DOE
strategy, a number of FEM calculations is run on paral-
Figure 6: (a) LHD + full factorial design (b) LHD + full factorial design including explicit constraints
lel processors and the response points (objective function
and implicit constraint values) are obtained. Following
Figure 4, the next step is to fit for each response seven
metamodels:
1. A linear polynomial using RSM
2. A linear + interaction polynomial using RSM
3. A pure quadratic or elliptic polynomial using RSM
4. A full quadratic polynomial using RSM
5. A Kriging interpolation metamodel with a 0th order
polynomial as a trend function
6. A Kriging interpolation metamodel with a 1st order
polynomial as a trend function
7. A Kriging interpolation metamodel with a 2nd order
polynomial as a trend function
3.4 Validation and optimisation
Metamodel validation based on leave-1-out cross valida-
tion (see e.g. [11]) is used to select the best metamodel for
the observed response. Using cross validation, one leaves
out one, say the ith, of the response measurements and fits
the metamodel through the remaining response measure-
ments. The difference between the real value yi and the
value predicted by the metamodel at this location yˆ−i is a
measure for the accuracy of the metamodel. One can re-
peat this procedure for all say n measurement points and
calculate the cross validation Root Mean Squared Error
(RMSECV):
RMSECV =
√√√√ n∑
i=1
(yi − yˆ−i)2
n
(9)
As RMSECV approaches 0, the metamodel becomes
more and more accurate. Cross validation can also be vi-
sualised in a cross validation plot. An example of such a
plot is presented in Figure 7. If the measurements follow
the line x = y, the metamodel fits the data well.
For each response (objective function and implicit con-
straints) the metamodel outperforming the other six meta-
models is selected. These best metamodels for objective
function and implicit constraints are added to the explicit
constraints in the optimisation model, which is subse-
quently optimised using a standard Sequential Quadratic
Programming (SQP) algorithm, see for example [18].
In case implicit constraints or Kriging metamodels are
present in the final optimisation problem, there is a risk
of ending up in a local optimum. This problem is over-
come by initialising the SQP algorithm at multiple loca-
tions. This implies performing many function evaluations,
but this is hardly a problem since both RSM and DACE
metamodels, being explicit mathematical functions, can
be evaluated thousands of times within a fraction of a sec-
ond. The DOE points are used as initial locations for the
SQP algorithm.
The obtained approximate optimum is finally checked by
running one last FEM calculation with the approximated
Figure 7: A cross validation plot
optimal settings of the design variables. The difference
between the approximate objective function value and the
real value of the objective function calculated by the last
FEM run is a measure for the accuracy of the obtained op-
timum. If the user is not satisfied with this accuracy, the
algorithm allows for remodelling the optimisation prob-
lem (e.g. zooming near the optimum) and repeating the
procedure presented above until one is satisfied with the
accuracy. Hence the proposed algorithm incorporates all
the advantages of sequential approximate optimisation al-
gorithms.
3.5 Implementation
The optimisation algorithm was implemented in MAT-
LAB and can be used in combination with any Finite El-
ement code. For the fitting of the DACE/Kriging meta-
models, use was made of the MATLAB Kriging tool-
box implemented by Lophaven, Nielsen and Søndergaard
[16, 25, 24].
4 A metal forming application
The optimisation algorithm introduced in the previous
section is applied to a simple hydroforming process. The
product to be hydroformed is presented in Figure 8(a).
Making use of symmetry, the axisymmetric product can
be modelled in 2D as shown in Figure 8(b).
For metal forming, several groups of design variables can
be distinguished:
1. Geometrical parameters:
(a) Product geometry
(b) Tool geometry
2. Material parameters
3. Process parameters
The group of geometrical parameters is divided further
into variables belonging to the product, e.g. product radii,
thicknesses, etc., and variables related to the die geome-
try (drawbeads, blank size and so on). Examples of mate-
rial parameters are strain hardening coefficients, the initial
yield stress or simply several discrete materials in itself.
The group of process parameters includes process forces,
pressures, tool displacements, friction coefficient, process
temperature, etc.
For the simple metal forming example considered here,
we are interested in optimising the time variation of the
internal pressure p and axial feeding u. These are typ-
ically process parameters for the hydroforming process.
A typical time dependent load path for hydroforming is
shown in Figure 8(c). Assuming a strain rate indepen-
dent material (α is irrelevant), three design variables are
remaining: the time when axial feeding starts t1, the time
Figure 8: Hydroformed product that is used as a simple
test case to show the applicability of the metamodel based
optimisation algorithm in the field of metal forming
when axial feeding stops t2 and the total amount of axial
feeding umax.
As an optimisation objective, it was chosen to minimise
variations in the wall thickness of the final product with
respect to the initial tube thickness. One implicit and two
explicit constraints were formulated. The implicit con-
straint ensures that the final product fills out the die nicely,
one explicit constraint makes sure that the time when axial
feeding stops is larger than the time when it starts and the
last constraint was formulated to overcome convergence
problems of the FEM calculations when t2 approaches
t1 and the amount of axial feeding is high (large umax).
Methods to handle non converged simulations are lack-
ing and is a field of open research. The total optimisation
problem is modelled as follows:
min f (t1, t2, umax) =
∥∥∥∥h− h0h0
∥∥∥∥
2
s.t. gimpl = V ≤ 0
gexpl1 = t1 − t2 ≤ 0 (10)
gexpl2 = umax − 9 (t1 − t2) ≤ 0
0 s ≤ t1 ≤ 5 s
2.5 s ≤ t2 ≤ 10 s
0mm ≤ umax ≤ 9mm
where h is the final wall thickness at a certain location in
the hydroformed product, h0 is the wall thickness of the
initial tube and V is the volume between the final product
and the die. If this volume is larger than zero, there is
a gap between the final product and the die and the final
shape of the product is not satisfactory.
The optimisation problem given by Equation 10 is now
optimised by the optimisation algorithm proposed in Sec-
tion 3. Figure 9(a) shows the 2D axisymmetric FEM
Figure 9: (a) FE model of the initial tube; (b-e) Final prod-
uct formed with several arbitrary selected load paths; (f)
Final product formed with optimised load paths
model used during the optimisation. Note that the model
is rotated 90◦ with respect to Figure 8(b). The contact
between the product and the die is modelled by contact
elements, which have no stiffness when there is no con-
tact and a very high stiffness when contact between the
product and the die is established. The FEM calculations
were run in batches of 16 parallel calculations using the
FE code DiekA.
Figures 9(b) through (e) present some final products de-
formed with arbitrary load paths. The design variable set-
tings for t1, t2 and umax and the response values for the
objective function f and the implicit constraint gimpl are
presented in Table 1. Note that product (a) is the initial un-
deformed product, which is seen as the product with the
perfect wall thickness distribution by the objective func-
tion quantified in Equation 10. For the perfect product, the
objective function equals 0. Also note that products (c)
and (e) do not satisfy the implicit constraint gimpl, which
can also clearly be seen from Figures 9(c) and (e).
The optimised settings found by the proposed optimisa-
tion algorithm are also presented in Table 1 as product (f).
The final shape of this product is shown in Figure 9(f).
Figure 10 shows the wall thickness throughout the final
product for all load paths. It can be concluded from the
Figures 9 and 10 and Table 1 that the product deformed
with the optimised load paths outperforms the other prod-
Product t1(s) t2(s) umax(mm) f gimpl
(a) – – – 0 –
(b) 0 0 0 1.39 -0.29
(c) 0 3 9 0.52 1.79
(d) 0 10 9 1.42 -0.34
(e) 4.8 6.2 7.7 1.37 32.64
(f) 0 2.5 8.3 0.32 -0.47
Table 1: Design variable settings and response values
ucts formed with arbitrary settings, which demonstrates
the good applicability of the proposed algorithm to metal
forming.
5 Conclusions
An optimisation algorithm based on metamodelling tech-
niques is proposed for the optimisation of metal forming
using time consuming FEM calculations. It uses both Re-
sponse Surface Methodology and DACE (or Kriging) as
metamodelling techniques. As a Design Of Experiments
strategy, a combination of a maximin spacefilling Latin
Hypercubes Design with a full factorial design was im-
plemented, which takes into account explicit constraints.
Additionally, the algorithm incorporates cross validation
as a metamodel validation technique and uses a Sequen-
tial Quadratic Programming algorithm for metamodel op-
timisation. To overcome the problem of ending up in a
local optimum, the SQP algorithm is initialised from ev-
ery DOE point, which is very time efficient since evalu-
ating the metamodels can be done within a fraction of a
second. The proposed algorithm allows for sequential im-
provement of the metamodels to obtain a more accurate
optimum.
As an example case, the optimisation algorithm was ap-
plied to obtain the optimised internal pressure and axial
feeding load paths to minimise wall thickness variations
in a simple hydroformed product. The results are satis-
factory, which shows the good applicability of metamod-
elling techniques to optimise metal forming processes.
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