The Wold decomposition of discrete-time CS (cyclostationary) processes into regular and predictable component is considered. Using the properties of the zeros of linear periodic systems it is shown that the predictable component consists of a linear combination of sine waves. * This paper has been partially supported by MURST Project Model Identification, System Control, Signal Processing.
Introduction
In recent years there has been a growing interest in the study of CS (cyclostationary) processes motivated by the awareness that an intrinsic periodic structure is inherent in many random signals either natural (hydrology, climatology, biology) or man-made (communications, automatic control, signal processing), see [1] and references quoted there. For what concerns communications and signal processing, a comprehensive overview covering both theory and applications can be found in the book [2] , see also [3] .
Among a list of ten important theorems/theories for stationary processes that have been extended to the cyclostationary case, Gardner [1] mentions the Wold-Cramér theorem on the decomposition of a CS process into the sum of regular and predictable (also called deterministic or singular) component. The proof that such a decomposition holds also for CS processes is reported in [4] , [5] without further characterizing the structure of the predictable component. On the other hand, in the discrete-time stationary case it is well known that a process is predictable if and only if its spectrum consists of lines, i.e. the process is a linear combination of sinusoidal-type waves whose frequencies are associated with the zeros of the so-called "error filter" whose output is the prediction error, see e.g. [6] .
The main purpose of the present note is to investigate whether discretetime predictable CS processes admit an analogous representation. To accomplish this goal some recent results [7] on the zeros of discrete-time periodic systems are exploited. In fact, the error filter fed by the predictable CS process is a FIR (finite impulse response) model with periodic coefficients. For such a model the (so-called "blocking") inputs yielding identically null outputs (i.e. null prediction error) are always a linear combination of suitable periodic waves exponentially modulated. The exponents are just the zeros of the error filter. The main result of the paper states that all these zeros have unit-modulus so that any predictable CS process is a linear combination of sine waves. Once the periodic error filter of a predictable CS process is given, its structure can be easily determined by solving an eigenvalue problem.
Preliminaries
In this section, we give some results on the zeros of discrete-time periodic FIR (Finite Impulse Response) models that will be useful in deriving the main result. A periodic FIR model is described by the difference equation
where u(t) is the scalar input of the system, y(t) is the scalar output, and b i (t) are T -periodic scalar functions of time. In [8] is shown that the model (1) admits the (state space) observer canonical form realization
so that the zeros of model (1) can be defined as the zeros of the linear periodic discrete-time system (2) [9] . In particular, if b 0 (t) = 0, ∀t ∈ Z, it is possible to give an equivalent definition of zero of (1) without resorting to the representation (2) [7, Lemma 5] .
Definition 1
The zeros σ i of (1) are the eigenvalues of
where
(for the sake of simplicity it is hereafter assumed that Φ R (T, 0) admits distinct eigenvectors). In the following, we will refer simultaneously to a zero and his associated zero direction, by saying that the pair (σ i , v i ) is a zero of (1) at τ . As shown in [7] , the number and location of the zeros σ i are independent of τ whereas the directions v i are not.
Definition 2 A (complex) signal u(t), t ∈ Z is said to be a blocking input for the model (1) iff y(t) = 0, ∀t.
The next lemma highlights the deep connection between zeros and blocking inputs. (σ i , v i ) , i = 1, . . . ,m < m be the nonnull zeros of (1) at τ . Then the set of blocking inputs is given by
Lemma 3 Let
ϕ(t) being the m-th row of Φ R (t, τ ).
Proof. According to the results reported in [7, Lemma 5] , for system (2)
Obviously λ m+1 = 0. Assume now that there exists a zero (σ i , v i ) with σ i = 0. Then, it is easy to see that the associated blocking input u 0 (t) = ϕ(t)v i is such that u 0 (t) = 0, ∀t ≥ τ + T . So far, the blocking property has been considered as defined on the semiaxis (τ, +∞). When considering inputs defined over (−∞, +∞) it follows that the blocking input associated with null zeros is identically null (to see it, just let τ → −∞). Finally the thesis follows by observing that, for the zeros (σ i , v i ), with
the blocking input u(t) = ϕ(t)v i can be rewritten as u(t) = p i (t)σ t−τ T
i , where
In other words Lemma 3 states that any blocking input can be seen as the linear combination ofm "fundamental blocking inputs" p i (t)σ t−τ T i each of which is a periodic signal p i (t) modulated by an "exponential" envelope
Characterization of predictable CS processes
In this section a closed formula for predictable CS processes is derived. In the sequel v(·) will denote a zero-mean CS process taking values v(t) on t ∈ Z whose periodic variance is non identically null.
Definition 4 A scalar CS process v(·) is said to be m-th order predictable if there exist T -periodic functions
The next proposition is a straightforward consequence of Lemma 3.
Proposition 5 If v(·) is an m-th order predictable CS process, then u(t) = v(t) is a blocking input of the periodic FIR model (error filter)
where b 0 (t) := 1, b i (t) := −β i (t). In particular,
where ϑ i are scalars, p i (t) = p i (t + T ) are as in (3) and
are the nonnull zeros of (5) at τ .
Before giving the main result, a lemma is still needed.
Lemma 6 Let w(k)
:= m i=1 η i σ k i where η = η 1 η 2 · · · η m ∈ C m
is a random vector and σ i ∈ C. Then the stochastic process w(k) is m-th order predictable, i.e. there exist complex coefficients µ i such that
Proof. It is easily seen that w(k), k ≥ 0, is the output of the autonomous system
The pair (F, h) is completely observable iff F has distinct eigenvalues. In any case, the system can be always put in the minimal formx(k + 1) =Fx(k), w(k) =ĥx(k), where the pair F ,ĥ is observable. For instance, let
where {ξ i } is the largest subset of {σ i , i = 1, . . . , m} such that ξ i = ξ j , ∀i, j, i = j and defineĥ ∈ Rm ×1 as a row vector withĥ i equal to the multiplicity of the eigenvalue ξ i in matrix F . Due to the observability of F ,ĥ , the corresponding observability matrix
By letting µ i = 0,m < i ≤ m, the thesis follows.
Theorem 7 Let v(·) be an m-th order predictable CS process. Then v(·)
is as in (6) , with
The process w(·) is a stationary process, and, in view of (6) 
. Without loss of generality it can be assumed that w(k) has nonnull variance (if not, just define w(k) = v(τ +kT ) with a proper choice of τ ). In view of Lemma 6, w(k) is a predictable process. Since any finite-order predictable stationary process is a linear combination of sine waves [6] , [10] , it follows that |σ i | = 1, ∀i s.t. ϑ i = 0.
Example 8 Consider the first-order predictable CS process of period T = 2 that satisfies
The associated error filter is y(t 
Conclusions
The main result of this note shows that predictable CS processes are linear combination of sine waves. The frequency of the sinusoids is associated with the location on the unit circle of the zeros of the (periodic) error filter (5) . From a spectral viewpoint an m-th order predictable CS process exhibits a sequence of spectral lines. In practical prediction problems, the detection of spectral lines can then be used to separate the regular and predictable parts of a CS process, in analogy with deseasoning techniques used in the analysis of stationary time series.
