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Préambule
Ce document constitue le manuscrit présenté pour l’obtention de l’Habilitation à Diriger les Recherches de l’INP Toulouse. Il
décrit les activités professionnelles que j’ai menées depuis la soutenance de ma thèse de Doctorat en 2007 avec, ponctuelle-
ment, le rappel à des travaux antérieurs remontant notamment à mon stage de Master en 2004.
Ce manuscrit est organisé en trois parties. La première partie contient une notice individuelle, composée d’un curriculum-
vitae étendu mais synthétique, d’un bilan de mes activités pédagogiques en qualité d’enseignant à l’ENSEEIHT depuis 2008,
et d’un bilan de mes activités de recherche conduites depuis 2004 successivement à l’ONERA1, à l’IRIT2, à l’Université du
Michigan3 puis, finalement, de nouveau à l’IRIT.
La deuxième partie dresse un résumé partial et partiel de mes travaux de recherche et est intitulée “inférence bayésienne
dans des problèmes inverses, myopes et aveugles en traitement du signal et des images”. Mes activités concernent en effet
principalement la résolution de problèmes inverses, myopes et aveugles rencontrés en traitement du signal et des images, et
la démarche de résolution privilégiée repose sur des méthodes d’estimation bayésienne. Cette partie est composée de deux
chapitres qui permettent d’illustrer la démarche scientifique suivie. Ils dressent un état des lieux des contributions dans la réso-
lution de deux problématiques distinctes. Le premier chapitre aborde divers aspects du démélange d’images hyperspectrales.
Le suivant est consacré à la reconstruction d’images acquises par un microscope MRFM.
Afin d’éviter une certaine redondance dans le développement technique, d’autres contributions ne sont pas détaillées dans ce
document. Quelques-unes sont néanmoins annexées au présent document sous la forme d’articles publiés, ceux-ci constituant
la troisième partie du manuscrit.
1Office National d’Études et Recherches Aérospatiales, Département Optique Théorique et Appliquée.
2Institut de Recherche en Informatique de Toulouse, UMR CNRS 5505, Équipe “Signal et Communications”.
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Chapitre 1. Curriculum-vitae synthétique
1.3 Parcours académique
Octobre 2007 Doctorat de l’INP Toulouse
Spécialité Traitement du Signal et des Images
Mention Très honorable. Prix de thèse Léopold Escande.
Sujet Modèles bayésiens hiérarchiques pour le traitement multi-capteur
Jury Patrick Flandrin (Président, Directeur de Recherches CNRS, ENS Lyon)
Eric Moulines (Rapporteur, Professeur, Telecom ParisTech)
Jérôme Idier (Rapporteur, Directeur de Recherches CNRS, IRCCyN)
Manuel Davy (Examinateur, Chargé de Recherches CNRS, LAGIS)
Emmanuel Christophe (Ingénieur CNES)
Jean-Yves Tourneret (Directeur de thèse, Professeur, INP Toulouse)
Juin 2004 Master Recherche de l’INP Toulouse
Spécialité Traitement du Signal et des Images
Mention Très Bien
Stage de recherche ONERA, Centre de Toulouse, sur l’analyse d’images hyperspectrales
Juin 2004 Diplôme d’ingénieur ENSEEIHT
Spécialité Électronique et Traitement du Signal
1.4 Charges collectives à caractère pédagogique
Depuis 12/2011 Membre élu du Conseil de Département “Électronique et Traitement du Signal”
Dépt. “Électronique et Traitement du Signal”, INP-ENSEEIHT
Depuis 09/2011 Responsable de l’année de spécialisation “Traitement du Signal et des Images”
3ième année, Dépt. “Électronique et Traitement du Signal”, INP-ENSEEIHT
Depuis 09/2011 Responsable de l’Unité d’Enseignement “Traitement du Signal”
1ière année, Dépt. “Électronique et Traitement du Signal”, INP-ENSEEIHT
09/2010 – 09/2011 Responsable du Module d’approfondissement “Traitement du Signal et des Images”
2ième année, Dépt. “Électronique et Traitement du Signal”, INP-ENSEEIHT
09/2010 – 09/2011 Coordinateur de l’enseignement de DSP
2ième & 3ième années, Dépt. “Électronique et Traitement du Signal”, INP-ENSEEIHT
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Chapitre 1. Curriculum-vitae synthétique
1.5 Principaux enseignements
Étudiants 2008-2009 2009-2010 2010-2011 2011-2012
Probabilités 1IN & 1GE 3/8/– –/4/–
Statistique 1IN & 2IN 10/10/– 10/9/– 14/20/–
Variable complexe 1TR & 1GE 6/3/– 6/3/– 6/4/– 6/4/–
Traitement du signal 1EN & 2EN & 1TR –/10/8 –/12/8 –/15/14 9/20/24
Traitement Numérique du Signal 1 1EN & 2EN & 1TR 5/7/– 5/7/–
Traitement Numérique du Signal 2 3EN & Master 7/–/– 7/–/–
Principe des modulations 1TR –/4/–
Électronique numérique 1EN –/12/– –/9/– –/6/–
VHDL 2EN –/–/12 –/–/10
Volume horaire ETD (hors primes pédagogiques) 97h 157h 204h 276h
Est reporté dans le tableau ci-dessus le détail des volumes horaires (en nombre de créneaux de 1h45 en moyenne) sous la forme
Cours/TD/TP. Le public est précisé par la juxtaposition d’un chiffre (1, 2 ou 3, spécifiant l’année d’étude) et d’un acronyme
correspondant aux différents départements de l’ENSEEIHT :
EN : Électronique & Traitement du Signal
TR : Télécommunications & Réseaux
GE : Génie Électrique & Automatique
IN : Informatique & Mathématiques Appliquées
Master : Master “Signal Image Acoustique et Optimisation” (jusqu’en 2011)
1.6 Encadrements de stagiaires
06/2012 – 09/2012 Yanna Cruz Cavalcanti
Cursus 2ième année, INP-ENSEEIHT
Sujet Classification d’images TEP dynamique
06/2012 – 09/2012 Ahmed Taha Zaari Jabiri
Cursus 2ième année, INP-ENSEEIHT
Sujet Apprentissage de dictionnaires pour la télédétection
02/2010 – 08/2010 Yoann Altmann
Cursus Master Recherche, INP Toulouse
Sujet Démélange non-linéaire d’images hyperspectrales
02/2010 – 08/2010 Abderrahim Halimi
Cursus Master Recherche, INP Toulouse
Sujet Démélange non-linéaire d’images hyperspectrales
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Chapitre 1. Curriculum-vitae synthétique
06/2009 – 09/2009 Ismaïl Fourari
Cursus 2ième année, INP-ENSEEIHT
Sujet Algorithme MCMC pour le désentrelacement de mesures TDOA
06/2008 – 09/2008 Inès Meganem
Cursus 2ième année, INP-ENSEEIHT
Sujet Analyse d’images hyperspectrales à l’aide de modèles de mélanges de type NCM
1.7 Co-encadrements de doctorants
Depuis 09/2012 Qi Wei
Établissement INP Toulouse
Financement China Scholarship Council
Co-direction Jean-Yves Tourneret (50%)
Sujet Fusion d’images multi-bandes
Depuis 09/2010 Yoann Altmann
Établissement INP Toulouse
Financement Bourse DGA
Co-direction Jean-Yves Tourneret (50%)
Sujet Démélange non-linéaire d’images hyperspectrales
Depuis 09/2009 Cécile Bazot
Établissement INP Toulouse
Financement Allocation de Recherche
Co-direction Jean-Yves Tourneret (50%)
Sujet Méthodes bayésiennes pour l’analyse génétique
09/2007 – 09/2010 Olivier Eches
Établissement INP Toulouse
Financement Allocation de Recherche
Co-direction Jean-Yves Tourneret (50%)
Sujet Méthodes bayésiennes pour le démélange d’images hyperspectrales
Situation actuelle Chercheur post-doctoral à l’Institut Fresnel
6
Chapitre 1. Curriculum-vitae synthétique
1.8 Projets de recherche
2012-2015 Projet ANR HYPANEMA (participant)
Financement ANR Blanc SIMI 3
Sujet Algorithmes de démélange non linéaire pour l’analyse de données hyperspectrales
Partenaires Laboratoire Lagrange, Université de Nice
GIPSA-lab, Grenoble INP
STMR, Université Technologique de Troyes)
2011-2012 Projet PEPS-Rupture (porteur)
Financement CNRS, INS2I
Sujet ESTOMAT - Estimation de l’ordre dans les modèles à factorisation matricielle
Partenaire Cédric Févotte (CNRS/LTCI, Telecom ParisTech)
2011-2012 Projet BQR (co-porteur)
Financement INP Toulouse
Sujet MADONNA - Mission d’Acquisition de DONNées hyperspectrales et lidar par capteurs Aéroportés
Partenaires DYNAFOR (INRA/INP, Toulouse)
Purpan EI (Toulouse)
2007-2008 Projet “Jeunes Chercheurs” (participant)
Financement GdR-ISIS
Sujet Méthodes MCMC pour l’analyse d’images hyperspectrales
Partenaires Équipe ADTSI, IRCCyN (CNRS/ECN, Nantes)
1.9 Contrats industriels
2012 Contrat CLS/CNES
Sujet Algorithmes complémentaires de reconstruction de données de l’instrument MADRAS
2012 Contrat CLS/CNES
Sujet Algorithme de reconstruction de données de l’instrument MADRAS
2011-2012 Contrat R&T CNES Toulouse
Sujet Apprentissage de dictionnaire pour l’analyse d’images de télédétection
2009-2010 Contrat R&T CNES Toulouse
Sujet Désentrelacement des mesures TDOA et FDOA
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1.10 Activités d’animation de la recherche
08/2012 Membre du Comité Technique (TPC), EUSIPCO, Bucarest, Roumanie
02/2011 Co-organisateur & co-chairman, Réunion GdR ISIS, Paris
“Contraintes de non-négativité en traitement du signal et des images”
07/2010 Co-organisateur & co-chairman, session spéciale à MaxEnt, Chamonix
“Bayesian algorithms for multi-channel image analysis”
08/2009 Co-chairman d’une session spéciale, IEEE WHISPERS, Grenoble
“Recent Advances in Spectral Mixture Analysis of Hyperspectral Data”
05/2006 Bénévole volontaire, IEEE ICASSP, Toulouse
1.11 Évaluations et expertises
• Membre nommé du Conseil National des Universités (depuis Sept. 2012, CNU 61)
• Évaluation de projets académiques
11/2011 National Council for Development and Innovation (UEFISCDI), Roumanie
04/2011 Research Foundation - Flanders (FWO), Belgique
03/2011 Instituto de Telecomunicacoes (IT), Portugal
10/2010 Belgian Science Policy Office (BELSPO), Belgique
03/2010 Université de Technologie de Troyes (UTT), France
• Participation à des comités de sélection
05/2012 Université Joseph Fourier, Grenoble (poste MCF1222)
2012-... Université de Nice Sophia-Antipolis (vivier externe 61)
2011-... INP-ENSEEIHT Toulouse (vivier interne 61/63)
• Activités de relecture
Revues IEEE Trans. Biomed. Eng., IEEE Trans. Geosci. and Remote Sens., IEEE Trans. Image Process.,
IEEE Trans. Neural Netw., IEEE Trans. Signal Process., IEEE J. Sel. Topics Signal Process.,
IEEE J. Sel. Topics Applied Earth Observations and Remote Sens., IEEE Signal Process. Lett.,
IEEE Geosci. and Remote Sens. Lett., J. Signal Process. Syst., EURASIP Signal Process.,
EURASIP J. Adv. Signal Process., Recent Patents Signal Process., Pattern Recognition Lett.,
AEÜ Int. J. Electronics and Communications, Comput. Stat. and Data Analysis,
Stat. and Comput., J. Appl. Stat., J. Global Optimization, Remote Sens., Int. J. Digital Earth,
Traitement du Signal, Journal Européen des Systèmes Automatisés.
Congrès IEEE ICASSP, IEEE ISIE, IEEE SSP, IEEE WHISPERS, EUSIPCO, LVA/ICA, MaxEnt, Colloques GRETSI
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1.12 Séminaires, ateliers, et écoles d’été
12/2012 Exposé invité, “PICS Workshop on Chemometrics in time-resolved and imaging spectroscopy”, Lille
06/2012 Cours invité, École thématique “Reconstruction d’images - applications astrophysiques”, Fréjus
01/2012 Séminaire, Groupe de travail Image de l’IMT, Toulouse
12/2011 Exposé invité, Atelier “Astrostatistique en France,” Grenoble
11/2011 Exposé invité, Journée GdR-ISIS “Méthodes de Monte Carlo pour les problèmes inverses”, Paris
03/2011 Séminaire, Laboratoire Physique des Solides, Université Paris-Sud
12/2010 Séminaire, Laboratoire Probabilités et Statistique, Université de Pau
03/2010 Exposé, Journée “Mathématiques pour l’ingénierie”, INP Toulouse
06/2009 Séminaire, Département SEE de Supélec, Paris
06/2009 Cours invité, École d’Été CNRS “Traitement d’image”, Figeac
05/2009 Exposé, Assemblée Générale du GdR ISIS, Batz-sur-mer
03/2009 Exposé, Journée GdR-ISIS “Problèmes inverses - Estimation des hyperparamètres”, Paris
03/2009 Exposé, Journée GdR-ISIS “Modèle stochastique multivarié en traitement des images”, Paris
07/2008 Exposé invité, “Workshop on change-point detection methods and applications”, Paris
04/2008 Séminaire, Laboratoire GIPSA-lab, Grenoble
1.13 Diffusion et vulgarisation des connaissances
05/2012 Médiation scientifique, “Les mathématiques au service de la santé”, INP Toulouse
Coordination d’une action de vulgarisation à destination de 120 lycéens
11/2011 Interviews, sur les résultats d’une étude publiée dans PLoS Genetics
“Pourquoi certaines personnes ne tombent pas malades de la grippe...”, INP Communique
“Un chercheur toulousain perce le mystère de la grippe”, La Dépêche du Midi
“Nous ne sommes pas tous égaux devant la grippe”, Le Figaro
“Grippe : Pourquoi certains l’attrapent et d’autres pas ?”, Santé Magazine
“Pourquoi certaines personnes ne tombent pas malades de la grippe ?”, Magazine Meilleure Santé
Revue de presse complète : http://dobigeon.perso.enseeiht.fr/app_PHD_press.html
05/2011 Interview, dossier “Science & Vie” sur les statistiques bayésiennes
“Une formule au coeur des enjeux scientifiques du siècle” (par F. Lassagne, à paraître)
11/2006 Co-organisateur & co-chairman, “Rencontres CNRS Jeunes”, Toulouse
Responsable de l’atelier scientifique “La recherche fondamentale : luxe ou nécessité ? ”
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Chapitre 1. Curriculum-vitae synthétique
1.14 Collaborations scientifiques
Figurent ci-dessous les collaborateurs (non doctorants) les plus significatifs et co-auteurs d’une ou plusieurs communications
en conférence ou en revues (soumises ou publiées).
• Internationales
– Chein-I CHANG (University of Maryland Baltimore County)
– Franz HLAWATSCH (Vienna University of Technology)
– Alfred O. HERO (University of Michigan)
– Steve McLAUGHLIN (University of Edinburgh)
– Jeffrey D. SCARGLE (NASA Ames Research Center)
• Nationales
– Adrian BASARAB (Université de Toulouse)
– Hadj BATATIA (INP-IPST)
– Olivier BESSON (ISAE-ENSICA)
– Nathalie BRUN (Université Paris-Sud)
– Manuel DAVY (LAGIS)
– Denis KOUAMÉ (Université Toulouse)
– Saïd MOUSSAOUI (Ecole Centrale Nantes, IRCCyN)
– Frédéric SCHMIDT (Université Paris-Sud)
– Hichem SNOUSSI (Université Technologique de Troyes)
– Céline THEYS (Université de Nice)
– Jean-Yves TOURNERET (INP-ENSEEIHT)
1.15 Prix et distinctions
2012 Best Reviewer Award, IEEE Geosci. and Remote Sens. Lett.
2011-... Titulaire de la PES (Prime d’Excellence Scientifique)
2009 Finaliste, Prix de Thèse ASTI
2007 Lauréat, Prix de Thèse Léopold Escande, INP Toulouse
2007 Finaliste, Student Paper Contest, IEEE ICASSP
1.16 Bilan synthétique des publications
total 2012 2011 2010 2009 2008 2007 2006 2005
revue internationale 25 = 10 4 4 3 1 3
revue nationale 1 = 1
conférence internationale 54 = 7 20 10 10 1 2 2 2




Mes activités d’enseignement à l’ENSEEIHT ont débuté en septembre 2004, date à laquelle j’ai été nommé moniteur de l’Édu-
cation Nationale au département “Télécommunications & Réseaux” pour une durée de 3 ans. J’intervenais auprès d’étudiants
en première et deuxième années d’école pour des travaux dirigés et des travaux pratiques dans les domaines du traitement du
signal, des probabilités et des statistiques.
Néanmoins, dans ce qui suit, je ne présente que mes activités pédagogiques depuis ma nomination en septembre 2008 en
qualité de Maître de Conférences au département “Électronique & Traitement du Signal” de l’ENSEEIHT. Il faut noter que
j’ai bénéficié à ma nomination du dispositif d’accueil des nouveaux entrants qui m’a permis de n’effectuer que 1/2 puis 3/4
de la charge statutaire (i.e., 96h puis 144h) les deux premières années (2008-2009 et 2009-2010, respectivement). Depuis,
j’ai effectué pour les années 2010-2011 et 2011-2012 des charges de 215h puis 300h environ (primes de responsabilités
pédagogiques comprises).
2.1 Bilan synthétique des enseignements
Est reporté dans le tableau ci-après le détail des volumes horaires (en nombre de créneaux de 1h45) dispensés pour chaque
matière sous la forme Cours/TD/TP. Le public étudiant est précisé par la juxtaposition d’un chiffre (1, 2 ou 3, spécifiant l’an-
née d’étude) et de deux lettres correspondant aux différents départements de l’ENSEEIHT :
EN : Électronique & Traitement du Signal
TR : Télécommunications & Réseaux
GE : Génie Électrique & Automatique
IN : Informatique & Mathématiques Appliquées
Le cours de “Traitement Numérique du Signal 2” a également été suivi par les étudiants d’un Master Recherche qui a disparu
en 2011. Le contenu pédagogique de chaque enseignement (détaillé dans la section suivante) étant sensiblement identique
pour les différents publics, le volume horaire est globalisé afin de faciliter la lecture.
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Étudiants 2008-2009 2009-2010 2010-2011 2011-2012
Probabilités 1IN & 1GE 3/8/– –/4/–
Statistique 1IN & 2IN 10/10/– 10/9/– 14/20/–
Variable complexe 1TR & 1GE 6/3/– 6/3/– 6/4/– 6/4/–
Traitement du signal 1EN & 2EN & 1TR –/10/8 –/12/8 –/15/14 9/20/24
Traitement Numérique du Signal 1 1EN & 2EN & 1TR 5/7/– 5/7/–
Traitement Numérique du Signal 2 3EN & Master 7/–/– 7/–/–
Principe des modulations 1TR –/4/–
Électronique numérique 1EN –/12/– –/9/– –/6/–
VHDL 2EN –/–/12 –/–/10
Volume horaire ETD (hors primes pédagogiques) 97h 157h 204h 276h
2.2 Détail des principaux enseignements
2.2.1 Outils théoriques
J’ai été sollicité pour dispenser des enseignements en mathématiques au sein de plusieurs départements de l’école. Ces outils
théoriques constituent les bases nécessaires pour la mise en place des disciplines propres à chaque filière, et notamment aux
cours de traitement du signal qui suivent.
Probabilités L’objectif principal de ce module d’enseignement est d’introduire les notions indispensables à la modélisation
mathématique du hasard :
– calcul des probabilités : dénombrement, probabilité conditionnelle, indépendance,
– variables aléatoire réelle discrète et continue : fonction de répartition, espérance, changement de variable,
– couples de variables aléatoires : loi marginale, loi conditionnelle, espérance, changement de variable,
– vecteurs gaussiens : transformation linéaire, lois marginale et conditionnelle.
J’ai notamment assuré une partie des cours et les travaux dirigés associés en filière GEA en remplacement d’un collègue qui
bénéficiait d’un congés recherche.
Statistique Ce cours fait suite au module “Probabilités” et permet de présenter les outils d’estimation et détection qui sont
notamment fondamentaux en traitement du signal :
– estimation : qualité d’un estimateur, inégalité de Cramér-Rao, méthode des moments, estimateur du maximum de vraisem-
blance, estimateurs bayésiens, estimation par intervalle de confiance,
– détection : test optimal de Neyman-Pearson, test du χ2, test de Kolmogorov, test de Kolmogorov-Smirnov.
Je suis co-responsable de ce module en filière IN depuis 2009.
Variable Complexe Je suis responsable de ce module en filière GE depuis mon recrutement en 2008. Il met en place le
cadre théorique nécessaire à la définition des transformées utilisées pour l’étude des circuits et des systèmes échantillonnés
(filtrage numérique notamment) : transformée de Laplace et transformée en Z. Des notions d’analyse complexe précèdent
l’introduction de ces transformées :
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– fonctions usuelles et multiformes,
– intégration dans le plan complexe : théorème de Cauchy, lemmes de Jordan, théorème des résidus,
– application au calcul intégral réel et à la sommation de séries, application à l’étude des circuits,
– transformée de Laplace : formule directe et inversion,
– transformée en Z : formule directe et inversion, application à l’étude des systèmes échantillonnés.
2.2.2 Bases du traitement du signal
Traitement du Signal Depuis ma nomination, j’assure les travaux dirigés relatifs au module de traitement du signal. Ce
cours introduit les bases de la théorie du signal à temps continu et les traitements élémentaires :
– classes de signaux : signaux déterministes à énergie finie et à puissance finie, signaux périodiques et signaux aléatoires,
– représentation du signal : corrélations et spectres, densité spectrale,
– filtrage linéaire : notions de réponse impulsionnelle et de transmittance, stabilité, relations de Wiener-Lee, filtrage idéal,
conditions de réalisabilité,
– échantillonnage : théorème de Shannon, échantillonnages idéal et réel, restitution,
– traitement non-linéaire : théorème de Price, filtre quadrateur, opération de quantification.
Depuis 2011, suite à la refonte des programmes de formation au département EN, j’ai en charge la responsabilité du cours
de traitement des signaux déterministes dispensés en première année (“Traitement du Signal 1”). Le traitement des signaux
aléatoires est alors abordé dans un nouveau module en deuxième année de la formation (“Traitement du Signal 2”).
Traitement Numérique du Signal 1 J’assure également la co-responsabilité d’un cours de traitement numérique du signal
en première année du département TR. Celui-ci fait suite au module “Traitement du Signal” détaillé ci-dessus. Les outils et
opérations définis à temps continu dans le cours précédent sont redéfinis à temps discret :
– estimation de la densité spectrale de puissance : corrélogramme, périodogrammes (standard et cumulés),
– transformée de Fourier discrète : propriétés et implantation (FFT),
– filtrage numérique : filtres rationnels, synthèse directe, implantations standards.
2.2.3 Méthodes avancées en traitement du signal
Traitement Numérique du Signal 2 Dans le cadre de la troisième année du département EN et, temporairement, du Master
Recherche “Signal Image Acoustique et Optimisation” (co-habilité par l’INP Toulouse, l’ISAE, l’ENAC et l’Université Paul
Sabatier), j’ai animé un cours consacré aux méthodes avancées de traitement numérique du signal. Ce cours fait suite au cours
“Traitement Numérique du Signal 1” et est structuré principalement en trois parties :
– optimisation : méthodes de synthèse de filtres numériques (algorithme de Parks-McClellan, filtres propres, approximants de
Padé,...),
– effets numériques : sensibilité des filtres à la quantification (de l’entrée, des coefficients et des calculs),
– structures non-standards : structures treillis/échelle, multicadences (bancs de filtres, représentation polyphase, filtres QMF,...).
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2.3 Encadrements de projets pédagogiques
2.3.1 2ième année : Module d’approfondissement (MODAP)
La deuxième année de formation au département EN se termine par un module d’approfondissement (MODAP) spécifique
aux étudiants souhaitant se perfectionner notamment en “Traitement du Signal et des Images” (pour un volume horaire d’une
centaine d’heures). Outre la responsabilité de ce module que j’ai assuré de 2010 à 2011 (voir ci-dessous), j’interviens dans
ce module pour l’encadrement de projets. J’anime ainsi depuis 2009 une vingtaine d’heures de séances de travaux pratiques
portant sur le développement d’un algorithme de segmentation d’images SAR.
2.3.2 3ième année : Projets longs
Depuis 2009, je co-encadre chaque année un groupe d’étudiants de 3ième année lors d’un “projet long”. Ce projet est l’oc-
casion pour les étudiants en fin de formation de préparer leur prochain départ en stage de fin d’études. Il permet à un groupe
de trois ou quatre personnes de travailler à temps complet pendant 6 semaines sur une problématique en lien avec un enjeu
industriel ou prospectif. Les sujets que j’ai proposés sont les suivants :
– 2009-2010 : traitements non-linéaires d’images hyperspectrales (réduction de dimension et démélange spectral),
– 2010-2011 : fusion d’images multi-bandes,
– 2011-2012 : apprentissage de dictionnaire pour les images de télédétection.
2.4 Responsabilités administratives à caractère pédagogique
Au sein du département EN, j’exerce ou ai exercé les responsabilités suivantes dans les trois années de formation.
2.4.1 1ière année : Unité d’Enseignement “Traitement du Signal”
En 2009 a été engagée une réflexion visant à inscrire le programme de formation du département EN dans le cadre du proces-
sus de Bologne, avec notamment à terme (rentrées 2011 puis 2012) l’exigence de semestrialisation des enseignements. J’ai
ainsi participé à la définition des nouveaux programmes pédagogiques des cours de “Traitement du Signal” et “Traitement
Numérique du Signal” de première et deuxième années. Naturellement, assurant depuis 2011 le nouveau cours “Traitement du
Signal 1” en première année, j’ai pris à cette occasion la responsabilité de l’unité d’enseignement (UE) correspondante. J’as-
sure ainsi la coordination pédagogique de l’UE constituée de trois nouveaux modules (“Traitement du Signal 1”, “Traitement
Numérique du Signal 1” et “MATLAB pour le signal”), la collecte des notes et je représente les enseignants concernés lors du
jury de fin de semestre.
2.4.2 2ième année : MODAP “Traitement du Signal et des Images”
J’ai pris la responsabilité du Module d’Application (MODAP) “Traitement du Signal et des Images” en 2010. D’un volume ho-
raire global proche d’une centaine d’heures, le MODAP constitue une pré-spécialisation pour les étudiants de fin de deuxième
année souhaitant s’orienter vers l’option de troisième année “Traitement du Signal et des Images”. Outre la mise en place des
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emplois du temps, cette responsabilité suppose la recherche et la gestion des vacataires enseignants, ainsi que le suivi péda-
gogique du module (notation des étudiants notamment). En 2011, j’ai participé à la refonte des enseignements de ce module
puis je me suis dégagé de cette responsabilité pour prendre celle de la troisième année de formation (voir ci-dessous).
2.4.3 3ième année : spécialisation “Traitement du Signal et des Images”
Depuis 2011, je suis responsable de l’année de spécialisation “Traitement du Signal et des Images” (une vingtaine étudiants
environ chaque année). Cette option est l’une des trois spécialités (avec “Microondes et Hyperfréquences ” et “Circuits Intégrés
Analogiques et Numériques”) vers lesquelles doivent s’orienter les étudiants du département EN dès le début de leur troisième
année. J’ai en charge la mise en place de l’emploi du temps de la période qui précède le stage de fin d’études (septembre à
mars), la gestion des vacataires et intervenants extérieurs, la coordination des projets longs, le suivi pédagogique des différents
cours et l’accompagnement individuel des étudiants. Dans le cadre de la mise en place d’un nouveau programme pédagogique
au sein du département EN (consécutif au processus de Bologne), j’ai mené une réflexion concertée pour faire évoluer le





Est dressé dans ce chapitre un résumé non exhaustif de mes activités de recherches depuis mon stage de Master. Elles
concernent principalement la résolution de problèmes inverses, myopes et aveugles, généralement abordés dans un cadre
d’estimation bayésienne. La liste complète des publications est disponible à la fin de ce chapitre.
3.1 Recherches pré-doctorales (Févr. 2004 – Sept. 2004)
Sujet Extraction de pôles de mélange dans une image hyperspectrale
Laboratoire ONERA - Centre de Toulouse
Direction Véronique Achard, Ingénieur de Recherche
Les avancées techniques en matière de capteurs et autres imageurs satellitaires ou aéroportés ont permis l’essor croissant de
l’imagerie hyperspectrale. Comparée à l’imagerie multispectrale, l’imagerie hyperspectrale offre une information plus riche,
permettant ainsi une analyse plus fine des observations, en vue de la classification thématique d’une scène ou encore de la
détection d’une cible dans un environnement plus ou moins hétérogène [C.-03; C.-07]. L’une des principales étapes dans le
traitement de ces images consiste à rechercher les signatures spectrales des composants purs, appelés pôles de mélange, carac-
téristiques d’éléments présents dans la scène au niveau macroscopique (végétation, construction humaine, minéraux) [KM02].
Il s’agit ensuite d’estimer les proportions de composants macroscopiques présents au sein de chaque pixel de l’image, sous
l’hypothèse de mélange linéaire avec contraintes de positivité et d’additivité.
Ce stage de Master Recherche a été l’occasion pour moi de commencer à travailler sur la thématique de l’imagerie hyperspec-
trale, travail que j’ai poursuivi depuis (voir ci-après). Au cours de ce stage, deux méthodes ont été envisagées pour rechercher
ces pôles de mélange. La première, de nature statistique, s’appuie sur des principes de séparation de sources par analyse en
composantes indépendantes [BGC98], principes qui ont démontré par ailleurs leur utilité dans des domaines aussi variés que
l’acoustique ou l’imagerie biomédicale [HKO01]. La seconde approche est basée sur des principes de géométrie convexe
auxquels répond le problème [Win99; Cra94]. Chacun des algorithmes implémentés a été testé sur des images synthétiques de
natures différentes puis, pour les plus performants, sur des images réelles avec vérité terrain. Les résultats obtenus au cours de
ce stage ont donné lieu à une communication dans une conférence internationale [DA05].
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3.2 Thèse de Doctorat (Oct. 2004 – Sept. 2007)
Sujet Modèles bayésiens hiérarchiques pour le traitement multi-capteur
Laboratoire Institut de Recherche en Informatiques de Toulouse (IRIT)
Direction Jean-Yves Tourneret, Professeur à l’INP-ENSEEIHT
Financement Allocation de Recherche du Ministère de l’Enseignement Supérieur
Cette thèse de doctorat est consacrée aux développements d’algorithmes d’estimation en contexte multi-capteur, i.e., lorsque
plusieurs signaux issus d’une même application sont disponibles. L’approche retenue dans ce travail repose sur le cadre de
l’estimation bayésienne. Une analyse statistique du phénomène physique à l’origine des données observées permet d’intro-
duire une fonction de vraisemblance. Ensuite, les paramètres inconnus sont munis de lois a priori qui peuvent dépendre
d’hyperparamètres. Ces paramètres inconnus sont alors estimés à partir de leurs lois a posteriori via les estimateurs bayésiens
classiques, comme l’estimateur du maximum a posteriori (MAP) ou l’estimateur qui minimise l’erreur quadratique moyenne
(MMSE). Afin de dépasser la complexité calculatoire inhérente à cette modélisation, nous utilisons des méthodes de simu-
lations appropriées, les méthodes de Monte Carlo par chaînes de Markov (méthodes MCMC), pour générer des échantillons
asymptotiquement distribués suivant la loi d’intérêt [Rob07]. Par ailleurs, la détermination des hyperparamètres est un pro-
blème majeur qui conditionne la performance de l’estimation. En l’absence d’information a priori les concernant, l’approche
retenue pour leur estimation repose sur la définition de lois a priori non informatives pour ces hyperparamètres. Ceci introduit
naturellement un second niveau de hiérarchie dans l’inférence bayésienne. On obtient alors des modèles bayésiens hiérar-
chiques [RC04].
Dans une première partie du travail, je me suis intéressé à la détection des changements de brillance dans des données astro-
nomiques, et ce dans quatre bandes d’énergie différentes. L’algorithme développé fournit une alternative aux algorithmes de
la littérature (par exemple [JSB+05]), qui est totalement non-supervisée et capable de traiter simultanément les quatre canaux
d’enregistrement du capteur BATSE. Les résultats de ces travaux, menés en collaboration avec Jeffrey D. Scargle, chercheur à
la NASA, ont été présentés dans [DTS07].
Dans un second temps, les modèles proposés sont utilisés pour la segmentation conjointe de processus autorégressifs. Les
modèles hiérarchiques se montrent particulièrement bien adaptés au cas où plusieurs signaux doivent être traités conjointe-
ment, cas qui n’était pas traités par exemple dans [PADF02]. Le choix d’une loi a priori adéquate pour les instants de ruptures
permet de prendre en compte l’hypothèse selon laquelle certaines de ces ruptures peuvent être simultanées. Des applications
à la détection d’arc-tracking et à la segmentation de parole stéréo sont envisagées [DTD07].
Enfin, en continuité des travaux de recherche amorcés en stage de Master Recherche et rappelés plus haut, j’ai considéré le
problème de démélange linéaire d’images hyperspectrales. Ce problème de régression linéaire sous contraintes est résolu grâce
à l’introduction, pour les coefficients de mélange, d’une loi a priori définie sur un simplexe. Une extension a été proposée pour
traiter le cas où le nombre et la nature des composants macroscopiques prenant part au mélange sont inconnus. Les algorithmes
développés ont donné lieu notamment à une publication en revue (co-écrit avec Chein-I Chang, Professeur à l’Université du
Maryland) [DTC08].
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3.3 Recherches post-doctorales (Oct. 2007 – Août 2008)
Laboratoire Dept. of Electrical Engineering and Computer Science, Université du Michigan
Collaborateur Alfred O. Hero, Professeur à l’Université du Michigan
Financement Bourse DGA
Imagerie hyperspectrale
Ce séjour post-doctoral au sein de l’équipe du Prof. Hero a eu pour objectif premier de développer un algorithme de
démélange spectral non-supervisé, étendant les recherches amorcées en Master Recherche [Dob04] et poursuivies en thèse
au cas où les signatures spectrales des composants sont totalement inconnues [Dob07]. Cet algorithme formule le problème
de séparation aveugle de sources dans un sous-espace approprié, réduisant sensiblement le nombre de degrés de liberté des
paramètres à estimer. Ces travaux menés en collaboration avec Alfred O. Hero ont entre autres donné lieu à la rédaction d’un
article publié dans une revue internationale [DMC+09].
Imagerie MRFM
Par ailleurs, une des activités de recherches menées à l’Université du Michigan concerne la reconstruction d’images parci-
monieuses, c’est à dire pour lesquelles peu de pixels ont des valeurs non nulles. L’application visée concerne principalement
l’imagerie MRFM (Magnetic Resonance Force Microscopy) bi-dimensionnelle et tri-dimensionnelle [Mou05]. Plusieurs mé-
thodes de reconstruction ont été proposées par l’équipe d’Alfred O. Hero [TRH06; HRH08a; HRH08b; TRH09]. Même si les
résultats obtenus étaient encourageants, toutes souffraient d’inconvénients majeurs : réglage difficile d’hyperparamètres, perte
de performance à faible rapport signal-sur-bruit. J’ai alors proposé, un algorithme bayésien totalement non supervisé basé
sur une loi a priori constituée d’un mélange d’une masse à l’origine et d’une distribution favorisant la parcimonie (similaire
à celle proposée dans [JS04]). L’algorithme résultant a permis d’obtenir des résultats bien meilleurs que les ceux obtenus
précédemment. Ces résultats ont été publiés notamment dans un article de revue internationale [DHT09].
Analyse spectrochimique
En collaboration avec Saïd Moussaoui, Maître de Conférences à l’École Centrale de Nantes, j’ai travaillé également sur
l’analyse de signaux spectroscopiques. Le problème consiste à séparer les signatures chimiques d’un mélange dont la compo-
sition évolue (avec le temps ou la température). Nous avons montré que la prise en compte d’une contrainte additive sur les
coefficients de mélange permet d’améliorer les performances de séparation par rapport à une approche non contrainte (adoptée
par exemple dans [MBAC06; MCBM06]). Ces travaux, menés dans le cadre d’un projet “Jeunes Chercheurs” financé par le
GdR-ISIS, ont donné lieu à un article de revue internationale [DMTC09] et plusieurs articles de conférences.
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3.4 Recherches en cours (depuis Sept. 2008)
Une partie de mes activités en cours peuvent se décliner en fonction des applications visées. Chacune de ces thématiques
constitue le cadre applicatif pour des travaux de thèse menés par un ou plusieurs doctorants que je co-encadre ou avec qui je
collabore :
– Imagerie hyperspectrale : Olivier Eches (INP Toulouse, 2007-2010), puis Yoann Altmann (INP Toulouse, 2010-...),
– Analyse génétique : Cécile Bazot (INP Toulouse, 2009-...)
– Imagerie MRFM : Se Un Park (University of Michigan, 2009-...),
– Imagerie ultrasonore : Marcelo Pereyra (INP Toulouse, 2010-...).
Ces activités sont détaillées dans ce qui suit. D’autres thèmes de recherche, peut-être moins applicatifs, ne sont pas abordés
dans cette partie. En lien indirect avec les applications sus-mentionnées, ils concernent notamment l’estimation de sous-espace
et la déconvolution aveugle de signaux parcimonieux. Le lecteur est invité à consulter la liste complète des publications
disponible à la fin de cette partie pour avoir un aperçu exhaustif des travaux menés.
3.4.1 Imagerie hyperspectrale
En continuité de mes activités débutées en stage de Master, j’ai poursuivi le développement d’algorithmes de démélange
spectral. Ces activités ont notamment été menées dans le cadre de la thèse d’Olivier Eches, soutenue en Octobre 2010, puis de
celle de Yoann Altmann, débutée en Septembre 2010.
Incertitudes sur les composantes spectrales
Une des contributions principales de la thèse d’Olivier Eches concerne l’utilisation d’un modèle de mélange permettant de
prendre en compte les incertitudes sur les composantes spectrales. Ce modèle, appelé Normal Compositional Model (NCM)
et introduit par Stein et Eisman dans [ES07], suppose que les composantes spectrales pures sont aléatoires, contrairement au
modèle de mélange linéaire couramment admis qui suppose que ces spectres sont déterministes. Notamment, il a été montré
que le modèle NCM est particulièrement bien adapté à l’analyse supervisée des images hyperspectrales contenant peu de
pixels associés à des matériaux purs [Ech10]. Plusieurs articles de journaux ont été publiés pour rendre compte des résultats
d’Olivier Eches sur cet aspect (voir notamment [EDMT10]).
Prise en compte de l’information contextuelle
La plupart des algorithmes de démélange spectral proposés dans la littérature sont appliqués sur chaque pixel individuelle-
ment. C’est le cas du célèbre algorithme Fully Constrained Least Square (FCLS) proposé par Heinz et Chang dans [HC01]
mais aussi de l’algorithme Bayésien développé pendant ma thèse de doctorat [DTC08]. Ces approches ignorent donc les pos-
sibles corrélations spatiales présentes dans l’image. Pour exploiter cette information contextuelle dans un cadre d’estimation
bayésienne, il est naturel de recourir aux champs de Markov aléatoires. Introduits par Besag [Bes74] et popularisés par les
travaux de Geman et Geman [GG84], ces modèles ont été largement utilisés dans la communauté du traitement d’image pour
des problématiques de segmentation ou de classification. Dans la thèse d’Olivier Eches, nous avons proposé d’introduire des
dépendances spatiales entre pixels voisins regroupés au sein de classe homogène. Contrairement à l’approche proposée dans
[KM88], les corrélations ne sont pas introduites directement entre les vecteurs d’abondances mais plus haut dans la hiérarchie
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du modèle bayésien. Plus précisément, l’image est divisée en classes homogènes où les abondances sont supposées parta-
ger les mêmes caractéristiques statistiques. Nous introduisons alors des variables latentes discrètes qui indiquent la classe
d’appartenance. Les interactions entre ces étiquettes dont décrites à l’aide d’un modèle de Potts-Markov. L’algorithme de dé-
mélange fournit alors, outre les cartes d’abondances, une classification de l’image en zones où ces abondances sont homogènes
[Ech10; EDT11].
Démélange non-linéaire
Les premiers travaux portant sur le démélange spectral publiés dans la littérature de télédétection reposent essentiellement
sur un modèle linéaire pour décrire les interactions entre les constituants de la scène imagée [BDP11]. Depuis peu, afin de
dépasser les limitations de ce modèle vu comme première approximation, quelques efforts ont été menés pour proposer des
algorithmes de démélange basés sur des modèles non-linéaires [HBS11; MDB+11]. C’est précisément l’objet de la thèse
de Yoann Altmann débutée en 2010, en continuité d’un stage de Master Recherche sur la même thématique. En collabora-
tion avec Abderrahim Halimi, stagiaire que j’ai également co-encadré, un modèle bilinéaire généralisé a été proposé comme
extension naturelle du modèle linéaire. Particulièrement adapté pour décrire les intéractions entre composants liées aux mul-
tiples réflexions, il permet également de généraliser les modèles bilinéaires [FHML09] et [BN09] précédemment introduits
dans la littérature. Plusieurs méthodes de démélange supervisé, basées sur des algorithmes d’optimisation ou de simulation
stochastique, ont alors été développées et présentés dans un article de revue internationale [HADT11a].
Yoann Altmann a ensuite proposé un modèle de mélange post-non-linéaire, inspiré des contributions en séparation aveugle
de sources [BZJN01; JK03]. La définition de ce modèle polynômial d’analyse n’est pas motivée par une description des
phénomènes physiques mis en jeu, comme peuvent l’être les modèles bilinéaires. En revanche, il s’est montré suffisamment
flexible pour décrire avec précision plusieurs modèles de mélange linéaire et non-linéaire et a l’avantage certain de posséder
une composante non-linéaire ajustée par un unique paramètre. Ce modèle a été utilisé avec succès pour le démélange supervisé
(voir l’article de revue [AHDT12]) mais aussi à des fins de détection de non-linéarité par la mise en place d’un test optimal
basé sur le paramètre non-linéaire.
Enfin, les dernières avancées de Yoann Altmann visent à proposer une méthode de démélange non-linéaire et non-supervisée,
c’est-à-dire permettant d’estimer conjointement les composantes spectrales et les coefficients de mélange. Très peu de travaux
de la littérature ont été menés sur ce problème. Des approches géométriques ont été proposées par Heylen et coll. dans
[HBS11; HS12], pour redéfinir les métriques euclidiennes sur la variété non-linéaire constituée par le nuage de points. Le
travail que nous menons actuellement avec Steve McLaughlin, Prof. à l’Université Heriot-Watt d’Edinburgh, exploite les
capacités de prédiction des processus gaussiens [Law03]. Des résultats préliminaires ont été communiqués dans [ADMT12b]
et soumis dans [ADMT12a].
3.4.2 Analyse génétique
Lors de l’analyse des signaux délivrés par les puces ADN, un problème important est l’identification de séquences temporelles
dans l’expression des différents gènes qui sont caractéristiques d’une pathologie. Pour identifier ces signatures biologiques, les
solutions les plus couramment employées reposent sur des techniques de réduction de dimension qui consiste à décomposer
les signaux en marqueurs élémentaires selon un modèle de mélange linéaire [BFW+06; CCL+08]. L’analyse en composantes
principales, l’analyse en composantes indépendantes, et l’apprentissage de variétés sont des exemples courants de ces tech-
niques.
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L’algorithme bayésien de démélange linéaire développé dans [DMC+09] pour l’analyse d’images hyperspectrales a été appli-
qué dans ce contexte avec des résultats pertinents. Dans [HZR+11], il a permis d’identifier un groupe de gènes impliqués dans
la réponse immunitaire de patients infectés par le virus de la grippe, distinguant ceux qui tombent malades de ceux qui restent
sains. Les travaux de thèse de Cécile Bazot, débutés en 2009, portent précisément sur l’amélioration de ces premiers résultats
par le développement d’algorithmes plus spécifiquement adaptés au type de données à traiter [BDT+12a]. En particulier, la
prise en compte des caractéristiques temporelles des signaux est un point actuellement en cours d’étude [BDTH12].
3.4.3 Imagerie MRFM
En continuité des travaux que j’ai initiés durant mon séjour post-doctoral à l’Université du Michigan, je collabore avec Se
Un Park, doctorant à l’Université du Michigan, qui prépare une thèse sur la reconstruction d’images MRFM sous la direction
d’Alfred O. Hero.
Une première étape de son travail consiste à étendre l’approche proposée dans [DHT09] au cas myope (ou semi-aveugle).
L’algorithme de déconvolution d’images MRFM initialement développé dans [DHT09] suppose en effet que la réponse de
l’imageur est parfaitement connue. Cette réponse peut être modélisée par une fonction (non-linéaire) paramétrée par des
grandeurs physiques liées aux conditions expérimentales (taille de la sonde, distance entre la sonde et l’échantillon, etc...).
Or, il est légitime de penser que ces paramètres sont connus et fixés avec un certain degré d’incertitude. Pour compenser
cette incertitude sur la réponse, une méthode consisterait à inclure ces paramètres physiques dans le modèle bayésien, suivant
la stratégie adoptée par exemple dans [OGR10]. Malheureusement, ceci suppose de recalculer la réponse de l’imageur pour
chaque nouveau jeu de paramètres proposé dans l’algorithme, conduisant à un coût de calcul prohibitif et n’assurant pas
nécessairement la réalisabilité de la réponse. L’alternative suivie dans [PDH11] consiste à décomposer l’erreur de modèle
commise sur la réponse dans une base de noyaux orthogonaux permettant d’expliquer la plus grande variabilité de cette
réponse. Seuls les coefficients de décomposition dans cette base sont alors estimés. Les résultats obtenus sur des images
synthétiques et réelles montrent l’intérêt de la méthode proposée [PDH11].
Actuellement, S.-U. Park travaille sur des approches d’approximations variationnelles comme alternative aux algorithmes de
simulation stochastique. Des premiers résultats ont été communiqués dans [PDH12b].
3.4.4 Imagerie ultrasonore
Depuis mai 2010, je collabore avec Marcelo A. Pereyra, doctorant dans l’équipe “Traitement et Compréhension des Images”
de l’IRIT. Son travail porte sur la modélisation et le traitement statistiques d’images ultrasonores à haute fréquence. Une
première étape de son travail (pour laquelle je n’ai pas contribué) a été de proposer une nouvelle modélisation des échos
ultrasons à travers les tissus de la peau. Cette modélisation repose sur l’utilisation de processus α-stables qui se sont montrés
plus adaptés que les lois standards utilisées habituellement dans la littérature (lois Nakagami et de Weibull notamment) [PB12].
Sur ce constat, nous avons pu ensuite développer une méthode automatique de segmentation d’images ultrasonores. Les
différents tissus (et notamment ceux qui sont sains et ceux qui présentent une tumeur) sont alors caractérisés par des paramètres
statistiques différents. La segmentation est donc formulée comme un problème d’estimation dans un modèle de mélange de lois
α-stables. Pour assurer l’homogénéité et la cohérence spatiale dans l’image, un champ aléatoire de Potts-Markov a été introduit
[PDB12]. Des travaux complémentaires, moins applicatifs, ont été menés pour estimer le paramètre réglant la cohérence du
modèle de Potts [PDBT12b] et mesurer la performance de cette estimation [PDBT12a].
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3.5 Collaborations scientifiques
3.5.1 Collaborations internationales
– University of Michigan : A. O. Hero (6 articles de revue, 11 articles de conférence),
– Vienna University of Technology : F. Hlawatsch (1 article de revue, 1 article de conférence)
– NASA : J. D. Scargle (1 article de revue, 1 article de conférence)
– University of Maryland Baltimore County : C.-I Chang (1 article de revue)
– University of Edinburgh : S. McLaughlin (3 articles de conférence)
3.5.2 Collaborations nationales
– Université de Toulouse : A. Basarab, D. Kouamé (3 articles de conférence, 1 projet de recherche)
– INP Toulouse (IPST) : H. Batatia (1 article de revue, 5 articles de conférence, 1 projet de recherche)
– INP Toulouse (ENSAT) : D. Sheeren, M. Fauvel (1 projet de recherche)
– ISAE-ENSICA : O. Besson (2 article de revue, 2 articles de conférence)
– École Centrale Nantes : S. Moussaoui (4 articles de revue, 16 articles de conférence, 1 projet de recherche)
– Université de Nice : C. Theys, H. Lantéri, C. Richard (1 article de revue soumis, 3 articles de conférence)
– Université Paris-Sud (IDES) : F. Schmidt (1 article de revue, 14 articles de conférence)
– Université Paris-Sud (LPS) : N. Brun (1 article de revue )
– Telecom ParisTech : C. Févotte (1 projet de recherche)
– Université Technologique de Troyes : H. Snoussi (1 article de conférence)
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Avant-propos : cadre général des travaux
Les activités de recherche menées concernent principalement la résolution de problèmes inverses, myopes et aveugles ren-
contrés en traitement du signal et des images. Ces problèmes se posent lorsqu’un ensemble de grandeurs d’intérêt x =
[x1, . . . , xM ]
T ne sont pas directement observables mais doivent être estimées à partir de mesures (généralement bruitées)
y = [y1, . . . , yN ]
T suivant le modèle direct
y = T (x) (5.1)
Dans (5.1), la fonction T (·) permet de modéliser le processus physique qui lie les observations aux paramètres d’intérêt.
Lorsque cette fonction est parfaitement connue, l’estimation de x à partir de y est un problème inverse qui est, dans de nom-
breuses applications, souvent mal posé et qui, par conséquent, n’admet pas une solution unique [Had02; TA77]. Lorsque T (·)
est partiellement connue, le problème d’estimation devient myope (ou semi-aveugle). C’est le cas notamment lorsque seule
une forme paramétrique T (θ, ·) de cette fonction est disponible. L’estimation des grandeurs d’intérêt x n’est alors possible
que conjointement à l’estimation de paramètres inconnus θ = [θ1, . . . , θK ]
T caractérisant la fonction T (θ, ·). Enfin, le cas
d’étude le moins favorable suppose que la fonction T (·) est totalement inconnue. Ce problème a notamment fait l’objet d’un
nombre considérable de travaux lorsque la fonction est linéaire en x. Historiquement, la déconvolution de signaux est pro-
bablement le problème aveugle qui a le premier suscité l’attention. Plus tard, reposant le plus souvent sur une formulation
matricielle du problème, les problèmes de séparation de sources et de factorisation de matrices ont rencontré un succès gran-
dissant, avec des champs applicatifs toujours plus vastes.
Les méthodes de résolution de ces problèmes que nous avons privilégiées reposent sur une démarche d’inférence bayésienne,
déjà défendue dans nos travaux de thèse [Dob07] mais aussi par de nombreux collègues, notamment francophones, de la
communauté [Idi08]. Couplée à un modèle probabiliste du bruit d’observation ou de mesure, cette démarche offre en effet un
cadre d’étude générique pour régulariser implicitement les problèmes mal posés, en exploitant les contraintes inhérentes aux
grandeurs d’intérêt. Dans nos travaux, l’estimation des paramètres d’intérêt est ensuite généralement menée à l’aide d’algo-
rithmes de Monte Carlo par chaîne de Markov, qui permettent d’explorer l’espace des solutions admissibles [MR07].
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Un des domaines d’application visé par ces travaux est l’imagerie hyperspectrale et, plus spécifiquement, le problème de
démélange spectral. Celui-ci fait l’objet du Chapitre 6, qui dresse un panorama détaillé mais non-exhaustif des contributions
depuis les travaux de thèse. Notons que ce problème de démélange d’images hyperspectrales a mobilisé sans aucun doute la
majorité des efforts de recherche consentis avec l’encadrement de plusieurs stagiaires et doctorants sur la thématique, et les
contributions qui ont eu le plus d’impact. Le travail méthodologique fourni a par ailleurs été valorisé dans le cadre d’autres
applications, dont l’analyse spectroscopique [DMTC09; DB12], puis l’analyse de données génétiques qui est devenue par la
suite un axe de recherche propre [HZR+11; BDT+12a]. Pour éviter une redondance certaine et ennuyeuse, nous n’aborderons
pas dans ce document ces deux activités ; le lecteur intéressé est invité à se référer aux articles sus-cités pour plus de détails.
Ce Chapitre 6 permet aussi, plus généralement, d’appréhender la démarche scientifique adoptée pour la résolution des pro-
blèmes rencontrés. Nous illustrons également l’intérêt de cette démarche dans le Chapitre 7 qui résume les contributions à
la résolution d’un problème de reconstruction d’images parcimonieuses. Ce problème peut se formuler comme un problème
inverse ou myope (c’est à dire semi-aveugle) suivant la connaissance a priori disponible sur l’imageur. Ce travail a été prin-
cipalement motivé par une application de déconvolution en imagerie MRFM. Cette modalité tout récente permet d’acquérir
des données à une échelle de résolution nanométrique, potentiellement atomique, fournissant des images naturellement par-
cimonieuses lorsque la scène observée contient des objets particulaires, comme des amas de molécules (fragments de virus
notamment). Là encore, les modèles bayésiens utilisés dans ce travail ont été mis à profit dans le cadre d’autres applications,
en particulier la reconstruction d’images ultrasonores acquises par échantillonnage compressé [QDB+11; DBTK12], thème
qui ne sera pas abordée dans ce manuscrit.
Parce que plus secondaires ou redondants avec l’exposé fourni aux Chapitres 6 et 7, cette partie n’abordera pas trois autres
travaux de recherche. Pour ces dernières contributions, les détails techniques sont annexés au présent manuscrit sous la forme
d’articles publiés ou soumis. Tout d’abord, l’Annexe A montre comment l’estimation de sous-espace peut également se formu-
ler comme un problème d’inférence bayésienne [BDT11]. Cette estimation repose sur un estimateur bayésien non-standard et
sur l’utilisation de distributions définies sur des variétés, déjà employées en prémices dans [DT10]. Une application à l’analyse
d’images hyperspectrales a été considérée et une modélisation alternative, peut-être plus naturelle, a également été proposée
dans [BDT12b]. Ensuite, l’Annexe B est consacrée à l’estimation de l’hyperparamètre de régularisation qui intervient dans les
champs de Potts-Markov [PDBT12b], et à la performance de cette estimation [PDBT12a]. Ces deux contributions constituent
une extension naturelle aux travaux rapportés au Chapitre 6, et complète l’algorithme de classification d’images ultrasonores,
développé dans [PDB12]. Enfin des problèmes de représentations parcimonieuses sont traités en Annexe C. Ces travaux, pu-
bliés dans [DT10] et [KTHD12], sont basés sur des modèles a priori proches de celui détaillé au Chapitre 7. Ils exploitent
aussi les performances d’un schéma d’échantillonnage stochastique efficace qui permet d’améliorer l’exploration de l’espace
des solutions admissibles. Il est à noter que cet algorithme de Gibbs évolué avait précédemment été utilisé dans nos travaux
de doctorat [Dob07], sans toutefois avoir été explicitement identifié1. Il a fallu attendre les contributions de van Dyk et al.
[DP08; PD09] pour qu’un cadre théorique rigoureux puisse justifier de son utilisation.
Cette partie s’achève sur un bilan des activités menées et quelques perspectives de recherche communes à l’ensemble des
travaux.





6.1.1 Position du problème
Depuis plus d’une vingtaine d’années déjà, l’imagerie hyperspectrale a démontré un intérêt certain dans un grand nombre
de recherches consacrées à l’observation de la Terre [C.-07], puis plus récemment en astronomie [HOJ+04] et en micro-
spectroscopie [GOC+07; SNZ+01]. Basée sur l’acquisition d’une même scène dans un grand nombre de bandes spectrales,
i.e., à différentes longueurs d’onde, elle a par exemple permis d’établir, dans le cadre d’études minéralogiques, des cartes de
classification à grande échelle, évitant de longues et fastidieuses campagnes de prélèvements au sol [JL02; RDFZ04]. À l’heure
où les enjeux environnementaux sont sur le devant de la scène, elle est capable de fournir des informations déterminantes rela-
tives à des paramètres macroscopiques renseignant sur l’état des éco-systèmes, des végétaux en particulier. Naturellement, le
prix à payer pour bénéficier de la richesse d’informations contenues dans ces images est de développer de nouvelles méthodes
d’analyse capables d’exploiter efficacement les données fournies par les imageurs hyperspectraux. Depuis l’acquisition des
premières images hyperspectrales, le problème de démélange spectral a fait l’objet d’un nombre considérable de travaux, non
seulement dans la communauté scientifique de la télédétection, mais aussi dans celle du traitement du signal et des images.
Résoudre ce problème permet de répondre en effet à divers enjeux importants en imagerie hyperspectrale comme la classifica-
tion de scène [C.-03], la quantification de matériaux [PPP+05] ou encore la détection sub-pixellique [MSS01]. Le démélange
spectral consiste à décomposer chaque pixel de la scène observée en un ensemble de spectres de référence, appelés pôles de
mélange, et à estimer les proportions, ou abondances de chacun d’eux au sein des pixels [KM02; BDPD+12]. Plus préci-
sément, considérons P pixels d’une image hyperspectrale acquise dans L bandes spectrales. En négligeant les contributions
issues des pixels voisins et des effets atmosphériques, le spectre yp = [yp,1, . . . , yp,L]T du p-ième pixel (p = 1, . . . , P ) peut
être modélisé comme une fonction des R signatures spectrales mr présentes dans la scène et des proportions ap,1, . . . , ap,R
de ces R matériaux dans le pixel considéré :
yp = g (M,ap) + np (6.1)
où la matrice M = [m1, . . . ,mR] contient les spectres des pôles de mélange mr = [mr,1, . . . ,mr,L]T , ap = [ap,1, . . . , ap,R]T
est le vecteur des abondances et np résume le bruit d’observation et l’erreur de modèle. En raison de considérations physiques
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décrites dans [KM02], les vecteurs d’abondances a1, . . . ,aP vérifient les contraintes de positivité et d’additivité suivantes ap,r ≥ 0, ∀r ∈ {1, . . . , R} ,∑R
r=1 ap,r = 1.
(6.2)
En d’autres termes, les P vecteurs d’abondances appartiennent à l’espace
A = {ap ; ‖a‖1 = 1 et ap  0} , (6.3)
où ‖·‖1 est la norme `1 telle que ‖x‖1 =
∑
i |xi|, et ap  0 résume l’ensemble des inégalités {ap,r ≥ 0}r=1,...,R. De plus,
les signatures spectrales mr correspondent à des mesures de réflectance et doivent donc satisfaire les contraintes de positivité
mr,l ≥ 0, ∀r ∈ {1, . . . , R} , ∀l ∈ {1, . . . , L} . (6.4)
Le problème de démélange spectral consiste donc à estimer les spectres des composants purs M et les coefficients d’abon-
dances a1, . . . ,aP lorsque les pixels y1, . . . ,yP sont observés.
Pour décrire formellement le mélange qui lie les pixels observés et les spectres de référence, le modèle le plus fréquem-
ment rencontré est un modèle linéaire car, notamment, il constitue une bonne approximation du modèle non-linéaire proposé
par Hapke [Hap81] dans le domaine réflectif du visible au proche infrarouge (0.4µm à 2.5µm) [JSTGA83]. Dans ce cadre
d’étude, le démélange spectral se décompose principalement en deux étapes [KM02] : l’identification des pôles de mélange ou
spectres purs et l’estimation des abondances. Dans la première étape de l’analyse, les spectres des composants purs présents
dans l’image sont identifiés à l’aide d’un algorithme d’extraction de pôles de mélange (EPM). Parmi les méthodes d’EPM
les plus célèbres, nous citerons l’indice de pureté de pixel (PPI) [Boa93], l’algorithme N-FINDR [Win99] et l’algorithme
VCA [NB05b] qui s’attachent à retrouver les sommets du plus grand simplexe contenu dans les données représentées dans
l’espace hyperspectral. Outre l’hypothèse d’un modèle de mélange linéaire, une caractéristique complémentaire commune à
ces algorithmes est qu’ils requièrent la présence de pixels purs dans l’image observée. Inversement, des transformées de vo-
lume minimal ont été proposées dans [Cra94] et [BPA+95] pour trouver le plus petit simplexe qui contient tous les pixels. La
deuxième étape dans le démélange spectral est consacrée à l’estimation des abondances. Il est communément admis que celles-
ci doivent satisfaire les contraintes1 de positivité et d’additivité (6.2) pour pouvoir être physiquement interprétées comme les
proportions de surface au sol occupée par les différents matériaux. Les algorithmes principalement proposés dans la littérature
ont recours à des techniques d’optimisation sous contraintes [Set96; HC01; TCC98; TDTL09] ou d’estimation bayésienne
[RYDS02; DTC08].
6.1.2 Contributions
Nous rappelons dans ce chapitre quelques contributions au problème de démélange d’images hyperspectrales. Nous suppo-
serons tout d’abord que le modèle de mélange est linéaire, conformément à la grande majorité des travaux de la littérature.
Suivant les connaissances a priori disponibles (pôles de mélange connus ou non), le démélange spectral peut alors se formuler
comme un problème de régression linéaire sous contraintes ou comme un problème de séparation aveugle de sources. Dans
un premier cadre d’étude, initialement adopté dans [Dob07] et rappelé dans ce qui suit, nous supposons que les pôles de mé-
lange ont été préalablement identifiés à l’aide d’un algorithme d’EPM ou par une connaissance a priori de la scène observée.
1Remarquons que ces contraintes permettent aussi de motiver les approches géométriques d’EPM citées précédemment puisque ces techniques exploitent
directement la topologie des observations induite par ces contraintes.
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L’algorithme de démélange présenté au paragraphe 6.2 consiste donc à réaliser l’étape d’inversion, i.e., à estimer les coeffi-
cients d’abondances sous les contraintes de positivité et d’additivité. Dans un deuxième temps, nous nous affranchissons de la
connaissance des spectres des composants purs (i.e., pôles de mélange). Nous traitons donc au paragraphe 6.3 le démélange
spectral dans un contexte totalement non-supervisé, pour lequel à la fois les spectres des composants purs et leurs proportions
respectives devront être estimés. Dans chacun de ces cadres d’étude, nous verrons que l’estimation bayésienne permet de
manière habile d’inclure dans le modèle les contraintes inhérentes au problème. En effet, le choix de lois a priori adéquates
permet de prendre en compte les contraintes de positivité et d’additivité des abondances, ainsi que la positivité des spectres.
Les algorithmes supervisés et non-supervisés présentés aux paragraphes 6.2 et 6.3 supposent l’indépendance a priori entre les
vecteurs d’abondance pour des pixels voisins. Nous montrons au paragraphe 6.4 qu’il est possible d’exploiter l’information
contextuelle dans l’étape d’inversion. L’utilisation de modèles markoviens permet en effet de capturer les corrélations spatiales
et spectrales qui existent naturellement entre les pixels observés, proposant une alternative aux approches développées dans
[PMPP02; RK03; JQ07; HG10].
Enfin le paragraphe 6.5 introduit un modèle de mélange non-linéaire que nous avons initialement proposé dans [HADT11a].
Ce modèle bilinéaire généralise le modèle linéaire standard ainsi qu’un autre modèle bilinéaire de la littérature [FHML09].
Ces modèles bilinéaires sont particulièrement bien adaptés pour décrire les mélanges comprenant notamment de la végétation
haute, à l’origine de multi-trajets subis pas les photons. Nous montrons que ce modèle est suffisamment flexible pour décrire
les intéractions entre plusieurs constituants de la scène. Basé sur ce modèle, nous avons développé plusieurs algorithmes de
démélange supervisé, ayant recours à des méthodes d’optimisation [HADT11c] ou à une méthode de simulation stochastique
[HADT11b]. Les performances de ce dernier algorithme sont alors rapportées au paragraphe 6.5.
6.2 Démélange linéaire supervisé
Nous supposerons dans un premier temps que la fonction g (·, ·) qui lie dans (6.1) les observations aux paramètres inconnus




mrap,r + np, (6.5)
conduisant au modèle de mélange linéaire (LMM) adopté dans la plupart des études de la littérature [KM02]. Nous discuterons
de la validité de ce modèle et en proposerons une alternative en fin de chapitre. De plus, dans (6.5), np = [np,1, . . . , np,L]T
est une séquence de bruit que l’on suppose i.i.d. de loi normale centrée et de matrice de covariance2 Σn = σ2IL, où IL est la
matrice identité de taille L× L
np|σ2 ∼ N (0L,Σn) . (6.6)
Si l’on considère alors tous les pixels de l’image hyperspectrale, le système d’équations (6.5) s’écrit sous forme matricielle
Y = MA + N (6.7)
2Le modèle proposé peut aisément être étendu à des modèles de bruit plus complexes, en suivant par exemple la stratégie adoptée dans [DTA08].
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où Y est une matrice de taille L× P contenant toutes les observations associées aux pixels de l’image, A est une matrice de
taille R× P contenant les abondances et N est une matrice de taille L× P contenant les bruits associés aux observations
Y = [y1, . . . ,yP ] , M = [m1, . . . ,mR] ,
A = [a1, . . . ,aP ] , N = [n1, . . . ,nP ] .
(6.8)
Lorsque les pôles de mélange sont parfaitement connus, le problème de démélange linéaire se ramène à une étape d’in-
version, c’est-à-dire à l’estimation sous contraintes des coefficients d’abondances. Il est assez naturel de formuler ce pro-
blème d’estimation comme un problème de régression linéaire sous contraintes dont la résolution peut être envisagée dans un
cadre bayésien. En effet, les modèles bayésiens sont particulièrement adaptés dans cette situation puisque les contraintes sont
alors naturellement prises en compte dans la définition des lois a priori des paramètres inconnus. De nombreux exemples de
contraintes ont été étudiés dans la littérature : monotonie [CD96], positivité [MBMC06] ou parcimonie [BD07; FG06]. Les
contraintes inhérentes à l’imagerie hyperspectrale sont la positivité et l’additivité des abondances, comme expliqué au para-
graphe 6.1.1. Nous décrivons dans ce qui suit le modèle bayésien proposé pour résoudre le problème de démélange spectral
supervisé. Notons que dans ce cadre supervisé, le démélange spectral sera effectué pixel par pixel. Afin d’alléger les notations,
la dépendance marquée par un indice p des quantités yp, ap, np liées au pixel p sera donc omise dans ce paragraphe.
6.2.1 Modèle bayésien
Vraisemblance
Le modèle de mélange linéaire défini par (6.5) et les propriétés statistiques (6.6) du vecteur de bruit n conduisent à une
distribution gaussienne pour le spectre observé du p-ième pixel :
y|a, σ2 ∼ N (Ma, σ2IL) . (6.9)















où ‖x‖ = (xTx) 12 est la norme `2 du vecteur x.
Lois a priori des paramètres
Lorsque les spectres des composants purs m1, . . . ,mR sont connus, le vecteur des paramètres inconnus noté θ se compose




. Nous détaillons dans ce qui suit les lois a priori choisies
pour ces paramètres.
• Coefficients d’abondances










3Par souci de simplification d’écriture, nous exprimerons toujours la dernière composante aR de a en fonction des autres a1, . . . , aR−1. En pratique, et
notamment dans l’algorithme introduit au paragraphe suivant, la composante mise de côté peut être choisie aléatoirement à chaque itération de l’échantillon-
neur de Gibbs.
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et aR = 1 −
∑R−1
r=1 ar. Suivant le modèle proposé dans [DTC08], la loi a priori choisie pour c est une loi uniforme définie
sur le simplexe S
S = {c ; ‖c‖1 ≤ 1 et c  0} . (6.12)
Choisir cette loi a priori pour c est totalement équivalent à choisir pour le vecteur complet d’abondances a une loi de Dirichlet
D (1, . . . , 1), i.e., une loi uniforme sur l’ensemble A des valeurs possibles de a (ensemble défini par (6.3)) [Rob07, Appendix
A]. En outre, cette reparamétrisation se montrera particulièrement adaptée à l’algorithme de Gibbs qui sera développé un peu
plus loin.
• Variance du bruit
Une loi conjuguée inverse-gamma est choisie comme loi a priori pour la variance du bruit σ2








où IG (ν2 , γ2 ) est une loi inverse-gamma de paramètres ν2 et γ2 . Cette loi a été utilisée avec succès dans de nombreux travaux
de la littérature parmi lesquels [PADF02] et [DTD07]. Par ailleurs, comme dans les références sus-citées, l’hyperparamètre ν
sera fixé à ν = 2.
Par ailleurs, γ est un hyperparamètre supposé inconnu, aléatoire pour lequel une loi non-informative de Jeffreys est proposée
comme loi a priori [Jef46; Jef61]
f (γ) ∝ 1
γ
1R+ (γ) , (6.14)
où ∝ signifie “proportionnel à”. Remarquons que la combinaison de la loi a priori (6.13) pour la variance du bruit et la loi a
priori (6.14) pour l’hyperparamètre associé conduit à une loi non-informative de Jeffreys pour σ2. En effet, la marginalisation





























Il n’y a donc pas de différence à choisir cette loi de Jeffreys comme loi a priori pour σ2 et le modèle a priori hiérarchique défini
par (6.13) et (6.14). Cependant, cette modélisation hiérarchique peut se montrer particulièrement judicieuse pour proposer des
lois a priori adaptés à des modèles de bruit plus complexes, comme par exemples dans [DT08; DTH08].
Loi a posteriori




est calculée à partir du modèle hiérarchique représenté




où f (y|θ) et f (γ) sont définis dans (6.10) et (6.14), respectivement. En supposant l’indépendance a priori entre σ2 and c,
i.e. f (θ|γ) = f (c) f(σ2|γ), l’hyperparamètre γ peut être intégré dans la loi jointe f (θ, γ|y) suivant (6.16), ce qui conduit à
f
(








1S (c) . (6.17)
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Notons que cette loi a posteriori est définie sur S × R+, c’est-à-dire que c vérifie les contraintes liées à la positivité et
l’additivité des abondances a. Nous introduisons au paragraphe suivant un échantillonneur de Gibbs qui permet de générer










FIG. 6.1 – Graphe acyclique orienté du modèle bayésien (les paramètres fixés apparaissent en pointillés).
6.2.2 Échantillonneur de Gibbs
Un ensemble de NMC échantillons (notés ·(t), t = 1, . . . , NMC, où t est l’indice de l’itération) peuvent être générés suivant
f
(
c, σ2|y) à l’aide d’un échantillonneur de Gibbs décrit ci-dessous. Celui-ci génère successivement des échantillons selon les
lois conditionnelles f
(
c|σ2,y) et f(σ2|c,y). Les étapes principales de cet algorithme sont détaillées ci-dessous. Le lecteur
intéressé pourra se reporter à [RC04] pour plus de détails sur les méthodes MCMC. Les estimateurs bayésiens sont ensuite
approchés à l’aide des échantillons générés. Par exemple, l’estimateur qui minimise l’erreur quadratique moyenne (MMSE)
du vecteur d’abondance est approché par une moyenne empirique des Nr échantillons générés après une période chauffage
Nbi (avec NMC = Nr +Nbi) :





Génération d’échantillons suivant f
(
c|σ2,y)




∣∣σ2,y) ∝ exp[− (c− υ)T Σ−1 (c− υ)
2
]





















σ2 IL, 1R−1 = [1, . . . , 1]
T ∈ RR−1 et où M-R est la matrice M dont la R-ième colonne a été supprimée. Par
conséquent, le vecteur c
∣∣σ2,y est distribué suivant une loi normale multivariée tronquée au simplexe S définie par (6.12)
c
∣∣σ2,y ∼ NS (υ,Σ) . (6.21)
Générer des échantillons distribués suivant cette loi normale tronquée peut s’effectuer en suivant la stratégie décrite dans
[DT07a].
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Génération d’échantillons suivant f(σ2|c,y)
En étudiant la loi jointe f
(










6.2.3 Résultats de simulation sur données synthétiques
Pour illustrer les performances de l’algorithme, un mélange synthétique de trois composants purs est tout d’abord considéré.
Ces signatures spectrales sont issues de la bibliothèque distribuée avec le logiciel ENVI [RSI03, p. 1035] et sont caractéris-
tiques d’une scène dans un environnement urbain ou péri-urbain : béton de construction, herbe verte et terre grasse. Les propor-
tions du mélange sont définies par a1 = 0.3, a2 = 0.6 et a2 = 0.1. Le spectre observé a été entaché d’un bruit additif gaussien
de variance σ2 = 0.025, ce qui correspond à un rapport signal-sur-bruit de RSB ≈ 15dB où RSB = L−1σ−2
∥∥∥∑Rr=1 mrar∥∥∥2.
Les pôles de mélange et le spectre résultant sont représentés sur la Figure 6.2.
FIG. 6.2 – Haut : spectres des pôles de mélange : béton (trait plein), herbe (tirets), terre (pointillés). Bas : spectre du pixel
observé pour RSB ≈ 15dB.
La Figure 6.3 montre les lois a posteriori des coefficients d’abondances ar (r = 1, 2, 3) estimées par l’algorithme pour
NMC = 20000 itérations (dont Nbi = 100 itérations de chauffage). Ces lois sont bien en accord avec les vraies valeurs
de ces coefficients a = [0.3, 0.6, 0.1]T . À titre de comparaison, les résultats obtenus par l’algorithme d’optimisation FCLS
[CJ01; HC01] sont également représentés sur cette même figure pour NMC simulations de Monte Carlo.
47
Chapitre 6. Démélange d’images hyperspectrales
FIG. 6.3 – Lois a posteriori des coefficients d’abondances [a1, a2, a3]T estimées par l’algorithme proposé (lignes continues)
et histogrammes des valeurs estimées par l’algorithme FCLS (tirets).
FIG. 6.4 – Image hyperspectrale réelle de Moffett Field acquise par AVIRIS en 1997 (à gauche) et la région d’intérêt repré-
sentée en couleurs naturelles composites (à droite).
6.2.4 Résultats de simulation sur données AVIRIS
Ce paragraphe présente l’analyse d’une image hyperspectrale qui a été largement utilisée dans la communauté [CLM05;
Che05; TP04; AAM05]. Cette image représentée sur la Figure 6.4 est initialement composée de 189 bandes spectrales (après
avoir enlevé les bandes d’absorption de la vapeur d’eau). Elle a été acquise en 1997 par le spectro-imageur AVIRIS au dessus
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de Moffett Field en Californie (voir [Jet06] pour plus de détails). L’algorithme de démélange spectral bayésien a été appliqué
sur une scène de taille 50×50. Celle-ci se compose d’un vaste point d’eau et d’une zone côtière. La partie de l’image analysée
est représentée en couleurs naturelles composites sur la Figure 6.4.
Identification des pôles de mélange
Nous déterminons dans un premier temps les matériaux purs présents dans l’image. En absence de connaissances a priori
concernant la scène à analyser, un algorithme EPM couplé avec une étape de réduction de dimension a été utilisé pour identifier
les pôles de mélange. Une analyse en composantes principales (ACP) permet de réduire l’espace de travail et de connaître le
nombre de pôles de mélange présents dans la scène comme expliqué dans [KM02]. Dans ce sous-espace d’intérêt, les pôles de
mélange sont identifiés comme les sommets d’un simplexe à l’aide de l’algorithme N-FINDR [Win99]. Les R = 3 matériaux
estimés correspondent à la végétation, à l’eau et au sol nu et sont représentés sur la Figure 6.5 (en haut).
FIG. 6.5 – Haut : les R = 3 pôles de mélange obtenus par l’algorithme N-FINDR. Milieu : cartes d’abondances estimées par
l’algorithme proposé. Bas : cartes d’abondances estimées par le logiciel ENVI.
Estimation des abondances
L’algorithme de démélange spectral présenté aux paragraphes 6.2.1 et 6.2.2 a été appliqué sur chaque pixel de l’image hyper-
spectrale en utilisant les pôles de mélange identifiés au paragraphe 6.2.4. Les cartes d’abondances estimées par l’algorithme
proposé pour lesR = 3 matériaux sont représentées sur la Figure 6.5 (en haut). Notons qu’un pixel blanc (respectivement noir)
sur cette figure indique une forte (respectivement faible) concentration du matériau considéré. La zone de lac (représentée en
blanc sur la carte d’abondance de l’eau) est clairement retrouvée. Les résultats obtenus par l’algorithme de démélange fourni
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avec le logiciel ENVI [RSI03, p. 739] sont également représentés sur la Figure 6.5 (en bas). Ces résultats obtenus avec un
algorithme de minimisation d’un critère quadratique (sous contraintes d’additivité et de positivité) sont clairement en accord
avec ceux de la Figure 6.5 (au milieu). Notons cependant que l’algorithme bayésien proposé permet également d’estimer
les lois a posteriori des paramètres inconnus (coefficients d’abondances et variance de bruit). Ces distributions a posteriori
peuvent être utiles pour calculer des mesures de confiance relatives aux estimations de ces paramètres.
6.3 Démélange linéaire non-supervisé
Comme expliqué dans [KM02], le démélange spectral a très souvent été effectué en deux étapes distinctes : l’identification des
signatures spectrales à l’aide d’un algorithme d’EPM puis l’estimation des abondances par inversion. Cependant, résoudre le
problème de démélange spectral en deux étapes distinctes et successives reste sous-optimal. En particulier, lorsqu’il n’y a pas
de pixels purs dans l’image, les algorithmes VCA, N-FINDR ou encore PPI fournissent des estimations des pôles de mélange
qui sont parfois de mauvaise qualité. Pour pallier ces défauts, nous proposons dans cette partie de résoudre le problème de
démélange spectral dans un cadre totalement non-supervisé, en estimant conjointement les spectres des matériaux purs et leurs
abondances respectives. Cette approche conjointe fait du problème considéré un problème de séparation aveugle de sources,
classe de problèmes qui a reçu un intérêt considérable dans la littérature depuis les travaux pionniers [JH91; CJH91].
Dans le cas de démélange non-contraint, l’estimation conjointe de M et A est bien sûr un problème mal posé : si {M,A}




est aussi une solution admissible pour toute matrice inversible
H. L’espace des solutions admissibles peut être significativement réduit en exploitant les contraintes physiques (6.2) et (6.4),
notamment la contrainte de norme `1 sur les vecteurs d’abondances qui évite le recours à des techniques plus complexe pour
estimer le facteur d’échelle sous-jacent [VIM09]. Malgré ces contraintes, l’unicité du couple solution {M,A} du problème
de démélange non-supervisé n’est pas assurée. Pour illustrer ce constat, nous générons P = 2500 pixels issus du mélange
synthétique de R = 2 constituants purs (béton et brique rouge) sous les contraintes (6.4). Selon la stratégie décrites dans
[MBI05b], nous identifions alors 50 solutions admissibles, c’est-à-dire qui satisfont les contraintes (6.2) dans le cas sans bruit.
Ces solutions sont représentées sur la Figure 6.6. La non-unicité de la solution de démélange est flagrante sur cette figure.
FIG. 6.6 – Ensemble de solutions admissibles pour deux constituants : béton (à gauche) et brique rouge (right). Les spectres
réels (en rouge) sont mélangés suivant le modèle LMM (6.5) sous les contraintes (6.2) avec des proportions aléatoires pour
obtenir P = 2500 pixels. 50 solutions admissibles (en bleu) au problème de démélange sont générés suivant [MBI05b].
Les méthodes d’analyse en composantes indépendantes fournissent des solutions classiques et éprouvées au problème de
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séparation aveugle de sources [Com94]. En outre, elles ont été utilisées avec succès dans de nombreux cadres applicatifs
[HKO01]. Pourtant, comme relevé dans [NB05a] ou [DA05], elles se sont montrés généralement inefficaces pour séparer les
constituants en imagerie hyperspectrale, à cause notamment de la trop grande dépendance entre les signaux sources. D’autres
stratégies exploitant des techniques de factorisation de matrices non-négatives [PT94; LS99] ont été envisagées pour l’es-
timation conjointe des pôles de mélange et des abondances. Cependant, celles-ci ne permettent pas de prendre en compte
explicitement toutes les contraintes physiques liées au problème de démélange linéaire rencontrées en imagerie hyperspec-
trale (positivité des signatures spectrales et des abondances, et additivité des abondances). Des versions pénalisées ont donc été
proposées plus récemment pour satisfaire toutes ces contraintes [SDB+04; MQ07; JQ09; QJZRK11]. Très souvent, ces stra-
tégies fournissent des solutions qui dépendent fortement des conditions d’initialisation des algorithmes d’optimisation mis en
jeu. Comme suggéré plus haut, la modélisation bayésienne adoptée ici est un moyen efficace de prendre en compte toutes ces
contraintes, notamment en choisissant des lois a priori adéquates pour les paramètres inconnus [DMC+09; ASL11; NB12].
Par ailleurs, une analyse simple de la géométrie du problème nous a permis de montrer qu’il suffit d’estimer les signatures
spectrales dans un sous-espace approprié, de dimension bien inférieure à celle de l’espace d’observation. Cette estimation
dans un sous-espace permet de réduire considérablement les degrés de liberté des paramètres inconnus, et ainsi de s’affranchir
du problème d’identifiabilité tout en respectant les contraintes physiques sus-citées.
6.3.1 Modèle bayésien
Le problème de démélange spectral étant formulé comme un problème de séparation aveugle de sources, l’estimation conjointe
des pôles de mélange et des abondances n’est possible que lorsque plusieurs pixels d’une image sont analysés conjointement.
D’un démélange pixel par pixel présenté au paragraphe 6.2, nous passons donc maintenant à une analyse complète d’une
image hyperspectrale.
En particulier, nous étendons le modèle bayésien hiérarchique proposé au paragraphe 6.2.1 en définissant un modèle a priori
pour les pôles de mélange et en calculant la nouvelle loi a posteriori associée à l’ensemble des paramètres inconnus. La
fonction de vraisemblance n’est pas rappelée ci-dessous mais s’exprime comme le produit des fonctions de vraisemblance
marginales (6.2.1) attachées à chaque pixel. Par ailleurs, pour chaque sous-vecteur d’abondances cp (p = 1, . . . , P ), une loi
uniforme définie sur le simplexe S défini par (6.12) est choisie comme loi a priori. Outre le respect des contraintes inhérentes
(6.2) au modèle, le choix de cette loi a priori permet d’imposer une contrainte forte sur la taille du simplexe formé dans
l’espace hyperspectral par les pôles de mélange estimés par l’algorithme. En effet, comme montré par [DMC+09], parmi deux
solutions au problème de démélange aveugle a priori équiprobables, la loi a priori uniforme permet de favoriser la solution
qui correspond au polytope de volume minimal. Cette propriété a également été exploitée dans [Cra94] et [BPA+95].
Modèle a priori des pôles de mélange
• Réduction de dimensionalité
Remarquons tout d’abord que l’ensemble
SM =
{






λr = 1, λr ≥ 0
}
est un polytope convexe de RL dont les sommets m1, . . . ,mR sont les R  L signatures à estimer. Par conséquent, les
données cachées X = MA = Y −N peuvent être représentées dans un sous-espace VK de RK avec R− 1 ≤ K  L sans
perte d’information. Dans ce sous-espace, les données non bruitées X forment un (R− 1)-simplexe dont les sommets sont les
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projections des signatures spectrales à estimer. Comme énoncé dans [KM02], la réduction de dimensionalité est d’ailleurs une
étape classique dans le démélange spectral, requise par de nombreuses techniques d’EPM, comme les algorithmes N-FINDR
[Win99] ou PPI [Boa93]. Ainsi, au lieu d’estimer directement les signatures spectrales mr dans l’espace d’observation, nous
proposons d’estimer leurs projections tr (r = 1, . . . , R) sur le sous-espace VK . Cette approche permet de réduire considéra-
blement les degrés de liberté des paramètres à estimer. Nous supposerons que ce sous-espace a préalablement été estimé par
une technique de réduction de dimensionalité (ACP par exemple).
• Réduction de dimensionalité par ACP






(yp − y¯) (yp − y¯)T (6.23)







Nous notons respectivement D = diag (λ1, . . . , λK) ,V = [v1, . . . ,vK ]T (6.25)
la matrice diagonale des K plus grandes valeurs propres et la matrice correspondantes des vecteurs propres de Υ. Le vecteur
projeté tr ∈ RK du pôle de mélange mr ∈ RL est alors obtenu par la transformation
tr = P (mr − y¯) (6.26)
où P = D−
1
2V. De manière équivalente, on a
mr = Utr + y¯ (6.27)
où U = VTD
1
2 . Notons que dans le sous-espace VR−1 obtenu pour K = R − 1, les vecteurs {tr}r=1,...,R forment un
simplexe dont les sommets sont estimés par les algorithmes EPM classiques tels que N-FINDR [Win99], MVT [Cra94] ou
ICE [BKL+04]. Nous proposons d’estimer les sommets projetés tr (r = 1, . . . , R) de ce simplexe en utilisant une approche
bayésienne. Les lois a priori des projections tr (r = 1, . . . , R) sont présentées dans le paragraphe suivant.
• Lois a priori des spectres projetés
La signature spectrale mr ∈ RL et sa projection tr ∈ RK sur VK sont liées par les relations tr = P (mr − y¯) et
mr = Utr+y¯, où P est la matrice de projection, U est la pseudo-inverse de P et y¯ est la moyenne empirique des observations.
Les lois a priori choisies pour les spectres projetés doivent permettre de respecter les contraintes de positivité introduites dans
(6.4). De simples calculs permettent d’identifier l’ensemble Tr ⊂ VK tel que
{ml,r ≥ 0, ∀l = 1, . . . , L} ⇔ {tr ∈ Tr} (6.28)
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L’originalité de la méthode de séparation de sources considérée ici consiste à définir des lois a priori pour les projections des
pôles de mélange mr sur le sous espace VK notées tr (et non pas des lois a priori pour directement les pôle de mélange mr,






tronquée à l’ensemble Tr comme loi a priori pour chaque vecteur tr (r = 1, . . . , R). Les vecteurs moyennes er de ces
lois a priori sont fixés comme les solutions fournies par un algorithme rapide d’EPM comme N-FINDR ou VCA. En absence
d’informations a priori supplémentaires, les variances s2r (r = 1, . . . , R) sont fixées à de grandes valeurs s
2
1 = . . . = s
2
R = 50,
ce qui permet de modéliser l’incertitude relative aux projections er identifiées a priori par des algorithmes d’EPM comme
N-FINDR ou VCA.
Loi a posteriori

































où C = [c1, . . . , cP ]
T est une matrice issue de la reparamétrisation (6.11) des vecteurs d’abondances. Le modèle hiérarchique





distribués suivant cette loi, où t est l’indice de l’itération. Ces échantillons sont ensuite utilisés
















FIG. 6.7 – Graphe acyclique orienté du modèle bayésien avec E = [e1, . . . , eR]
T et s2 =
[






6.3.2 Échantillonneur de Gibbs
Nous détaillons ci-dessous un échantillonneur de Gibbs qui permet de générer des échantillons distribués asymptotiquement
suivant la loi a posteriori (6.31). Cet algorithme se résume à l’algorithme détaillé au paragraphe 6.2.2 auquel s’ajoute une
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Génération d’échantillons suivant f
(
C|T, σ2,Y)




∣∣T, σ2,yp ) exp[− (cp − υp)T Σ−1p (cp − υp)2
]
1S (cp) , (6.32)
où Σp et υp ont été définis pour un pixel donné au paragraphe 6.2.2. Le vecteur cp
∣∣T, σ2,yp est donc distribué suivant une
loi normale multivariée tronquée au simplexe S défini par (6.12)
cp
∣∣T, σ2,yp ∼ NS (υp,Σp) . (6.33)
Génération d’échantillons suivant f
(
T|C, σ2,Y)




) ∝ exp [−1
2
(tr − τ r)T Λ−1r (tr − τ r)
]





























Générer des vecteurs distribués suivant cette loi est délicat, principalement à cause la troncature à l’espace Tr. L’alterna-
tive consiste à générer chaque composante tk,r de tr conditionnellement aux autres t-k,r = {tj,r}j 6=k. En notant U+k =
{l;ul,k > 0}, U−k = {l;ul,k < 0} et εl,k,r = y¯l +
∑
j 6=k ul,jtj,r, on obtient



















où wk,r et z2k,r sont les moyenne et variance conditionnelles calculées suivant [Kay93, p. 324] (voir aussi les calculs similaires
dans [DT07a]). Générer des échantillons distribués suivant la loi normale doublement tronquée (6.37) peut se faire en utilisant
la méthode décrite dans [Rob95].
Génération d’échantillons suivant f
(
σ2|C,T,Y)
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6.3.3 Résultats de simulation sur données synthétiques
Pour illustrer l’intérêt de la méthode proposée, l’algorithme a été appliqué sur une image synthétique de 100 × 100 pixels,
dans laquelle apparaissent trois signatures spectrales représentatives d’un environnement semi-urbain : béton de construction,
herbe verte et brique rouge. Ces signatures, issues de la bibliothèque spectrale fournie avec le logiciel ENVI, sont mesurées
dans L = 413 bandes spectrales et représentées sur la Figure 6.8 (noir). Ces composants macroscopiques sont mélangés au
sein des pixels de l’image dans des proportions aléatoires avec un bruit i.i.d. correspondant à un niveau de bruit RSB = 15dB.
FIG. 6.8 – Spectres réels (noir), estimés par N-FINDR (bleu), estimés par VCA (vert) et estimés par l’approche proposée
(rouge).
Les résultats d’estimation des signatures spectrales obtenus par notre algorithme, représentées sur la Figure 6.8 (rouge) ont été
comparés à ceux fournis par les algorithmes VCA et N-FINDR. Nous rapportons dans le Tableau 6.1 les erreurs d’estimation
de ces spectres en termes d’erreurs quadratiques moyennes (EQM)







pour les algorithmes VCA, N-FINDR, mais aussi cNMF [SDB+04] et MVC-NMF [MQ07]. Le cas de mélanges comportant
R = 5 composants est aussi considéré.
Les cartes d’abondance estimées par l’algorithme bayésien sont disponibles sur la Figure 6.9. Les performances concernant
l’estimation des 104 vecteurs d’abondances, sont rapportées dans le Tableau 6.2 en termes d’erreurs quadratiques globales






(aˆp,r − ap,r)2 , r = 1, . . . , R, (6.42)
où aˆp,r est le coefficient d’abondance estimé pour le r-ième matériau dans le p-ième pixel. Comme on peut l’observer, les
résultats d’estimation obtenus avec l’algorithme bayésien sont meilleurs que ceux obtenus avec les autres algorithmes. Ceci
est dû au fait que l’algorithme i) fournit une estimation conjointe de M et A, ii) respecte les contraintes de positivité et
d’additivité liées au modèle de mélange.
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Matériau
Algo. bayésien VCA N-FINDR cNMF MVC-NMF








3 ]1 0.10 0.15 1.29 0.48 0.54 0.33 16.77 1.58 8.03 1.27
]2 2.68 0.92 5.18 1.27 5.19 1.26 5.15 1.28 2.43 0.49




]1 0.15 0.18 2.61 0.78 4.63 1.04 1.83 0.64 73.07 4.27
]2 0.55 0.40 7.62 1.36 7.62 1.36 5.01 0.93 140.12 3.77
]3 0.31 0.22 2.23 0.54 2.32 0.54 6.65 1.02 27.72 2.03
]4 0.39 0.15 5.81 0.74 5.81 0.74 10.56 0.73 129.61 3.58
]5 0.62 0.25 0.80 0.30 6.52 0.77 2.76 0.58 50.47 2.73
TAB. 6.1 – Comparaison de performances d’estimation entre les algorithmes VCA, N-FINDR, cNMF, MVC-NMF et l’algo-
rithme bayésien proposé : EQM2r et SADr (×10−1) entre les spectres réels et les spectres estimés.
FIG. 6.9 – Cartes d’abondances réelles (haut) et estimées (bas).
6.3.4 Résultats de simulation sur données AVIRIS
Pour terminer, nous proposons d’appliquer l’algorithme de démélange spectral aveugle proposé ci-dessus à l’image réelle de
Moffett Field présentée au paragraphe 6.2.4. Les R = 3 pôles de mélange identifiés par l’algorithme sont représentés sur
la Figure 6.10 (haut). Les cartes d’abondances correspondantes sont également représentées sur la Figure 6.10 (bas). Ces
résultats sont en accord avec ceux de la Figure 6.5 obtenus dans le cas de l’approche supervisée du paragraphe 6.2.
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Abondances Algo. bayésien VCA N-FINDR
Matériau ]1 25.68 57.43 30.66
Matériau ]2 29.97 74.48 46.45
Matériau ]3 3.19 83.02 11.22
TAB. 6.2 – Comparaison de performances d’estimation entre les algorithmes VCA, N-FINDR et l’approche proposée : erreurs
quadratiques moyennes globales EQMG2r entre les abondances réelles et estimées (×10−4).
FIG. 6.10 – Haut : les R = 3 pôles de mélange estimés par l’algorithme non-supervisé dans la scène Moffett Field. Bas : les
cartes d’abondances correspondantes.
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6.4 Exploitation de l’information contextuelle
Les algorithmes présentés aux paragraphes 6.2 et 6.3 reposent sur une estimation pixel-par-pixel des vecteurs d’abondance
supposés a priori indépendants. En d’autres termes, seule l’information spectrale portée par le pixel observé est utilisée pour
résoudre l’étape d’inversion. L’analyse des images hyperspectrales peut toutefois tirer partie de l’exploitation des informations
contextuelles, c’est-à-dire non-spectrales. L’utilisation de l’information spatiale inhérente aux images a permis par exemple
d’augmenter les performances des algorithmes de classification des données hyperspectrales [FBCS08; TBC09; TFCB10;
TBCT10]. Quelques travaux ont également été menés dans le cadre du démélange spectral [KM88; PMPP02; JQ07]. Nous
avons proposé dans [EDT11] une extension au modèle présenté au paragraphe 6.2 permettant d’exploiter les corrélations
spatiales entre les pixels voisins de l’image. Cette contribution est rappelée dans ce qui suit dans le cadre d’un démélange
supervisé, c’est-à-dire étendant les résultats présentés au paragraphe 6.2.
6.4.1 Introduction de la cohérence spatiale
Il est naturel de supposer que l’image à analyser est composée de K régions ou classes spectralement homogènes. Au sein
de chaque classe, les pixels sont supposés spectralement proches car issus des mélanges des mêmes constituants dans des
proportions proches. Pour identifier les pixels appartenant à chaque classe, nous introduisons un vecteur de P labels noté
z = [z1, . . . , zP ]
T avec zp ∈ {1, . . . ,K}. Si Ik ⊂ {1, . . . , P} est l’ensemble des indices des pixels qui appartiennent à
la k-ième classe alors zp = k si et seulement si p ∈ Ik. Pour traduire l’homogénéité spectrale au sein d’une même région
de l’image, les vecteurs d’abondances associés aux pixels d’une même classe sont supposés partager les mêmes moments
statistiques d’ordre 1 et 2, i.e., ∀k ∈ {1, . . . ,K} , ∀p ∈ Ik
µk = E [ap|zp = k]
Λk = E
[




Ainsi, la k-ième classe de l’image est complètement caractérisée par le vecteur d’abondance moyen µk et la matrice de
covariance Λk.
6.4.2 Modèle de Potts-Markov
Pour décrire les corrélations spatiales entre les pixels, il convient de définir une structure de voisinage. La relation de voisinage
entre deux pixels doit être symétrique et peut s’appliquer aux plus proches voisins du pixel considéré. La Figure 6.11 montre
deux exemples de structures de voisinage. Nous considérons ici la structure de 1er ordre, c’est-à-dire composée des 4 plus
proches voisins. Ainsi, les graphes (ou cliques) induits par le pixel considéré et chacun de ces voisins se résument à des
configurations verticales ou horizontales (voir [Bes74; GG84] pour plus de détails).
A présent que la relation de voisinage a été spécifiée, la structure de corrélation entre pixels voisins est définie. Cette corrélation
peut être introduite à différents niveaux dans la hiérarchie du modèle bayésien. Une première idée consisterait à considérer que
les pixels y1, . . . ,yP ne sont plus indépendants, contrairement aux hypothèses faites aux paragraphes 6.2 et 6.3. Il convien-
drait alors de proposer une vraisemblance jointe f (Y|A,M) à partir des vraisemblances marginales (6.10) qui permettrait de
modéliser ces corrélations. Outre la complexité calculatoire qui en résulterait, un tel modèle serait difficile à motiver. Dans une
scène observée, les corrélations existant entre pixels voisins résultent en effet principalement de la distribution spatiale des ma-
tériaux dans l’image. Ainsi, conditionnellement aux vecteurs d’abondances ap, . . . ,aP (et aux spectres des composants purs
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FIG. 6.11 – Structures de voisinage à 4 pixels (à gauche) et 8 pixels (à droite). Le pixel considéré est figuré par un cercle noir
tandis que ses voisins apparaissent en blanc.
mr, . . . ,mR), les observations peuvent légitimement être considérées indépendantes. Ceci tend à indiquer que la structure
de corrélation doit être introduite plus haut dans la hiérarchie du modèle bayésien. Une deuxième possibilité serait donc de
corréler les vecteurs d’abondances des pixels voisins. C’est précisément la stratégie adoptée par Kent et Mardia dans [KM88]
au prix, encore une fois, d’une complexité calculatoire accrue. Une troisième piste consiste à introduire les corrélations à
un niveau encore supérieur dans la hiérarchie bayésienne, c’est-à-dire entre les étiquettes z1, . . . , zP . C’est précisément cette
approche que nous avons adoptée dans [EDT11]. L’ensemble des variables aléatoires {z1, . . . , zP } forme un champ aléatoire
sur le graphe induit par la relation de voisinage. La corrélation entre ces labels peut être introduite en considérant une structure
markovienne, où la distribution d’un label zi conditionnellement aux autres labels z-i dépend uniquement de ces voisins, i.e.,





où V(i) est le voisinage du pixel i et z-i = {zj ; j 6= i}. Suivant les approches [RDFZ04; NS05; BMD08; LBDP10], un
modèle de Potts-Markov [Wu82] est proposé pour encourager les pixels voisins à appartenir à une même classe. Dans ce cas,











où β est le coefficient de granularité, G(β) est une constante de normalisation (ou fonction de partition) et δ(·) est la fonction
de Kronecker (δ(x) = 1 si x = 0 et δ(x) = 0 sinon). Notons que générer un vecteur d’étiquettes z = [z1, . . . , zP ] suivant
la distribution (6.45) peut s’effectuer facilement sans expression explicite de G(β) en utilisant des mouvements de Gibbs
[EDT10a].
L’hyperparamètre β règle le degré d’homogénéité de chaque région de l’image. A titre d’illustration, des images synthétiques
d’étiquettes ont été générées suivant un modèle de Potts-Markov composé deK = 3 classes (représentées à l’aide de 3 niveaux
de gris) et avec une structure de voisinage du 1er ordre (4 voisins considérés). La Figure 6.12 montre que pour une petite valeur
de β, le champ résultant est constitué d’un grand nombre de petites régions, alors qu’une plus grande valeur de β conduit à
quelques régions étendues et homogènes. Des valeurs de β supérieures à 2 conduisent systématiquement à des réalisations
du champ qui se résument à une seule classe [MR07, p. 237]. Pour des structures de voisinage plus grandes, les valeurs de
β qui conduisent à des réalisations représentées sur la Figure 6.12 sont plus faibles (d’un facteur 2 pour des structures à 8
voisins par exemple) [Rip88]. Dans ce qui suit, ce coefficient de granularité β sera fixé a priori. L’estimation conjointe de β
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et des paramètres d’intérêt (notamment les étiquettes z1, . . . , zP ) est un problème complexe, principalement lié à la difficulté,
voire l’impossibilité, d’évaluer la fonction de partition G(β). Nous avons proposé dans [PDBT12b] une méthode générique
qui permet d’inclure l’estimation du paramètre de granularité dans un algorithme de Gibbs. Cette contribution est disponible
en Annexe B.
FIG. 6.12 – Images synthétiques d’étiquettes générées suivant un modèle de Potts-Markov à K = 3 classes avec, de gauche à
droite, β = 0.8, 1.4, 2.
6.4.3 Reparamétrisation des abondances
Aux paragraphes 6.2 et 6.3, la loi a priori choisie pour les vecteurs d’abondances est uniforme sur l’ensemble défini par
(6.3) ou, de manière équivalente, une loi de Dirichlet D (δ1, . . . , δR) avec δ1 = . . . = δR = 1. Sous les hypothèses de
cohérence spatiale énoncées dans (6.43), ce choix n’est pas suffisant pour discriminer des classes différentes dans l’image. En
effet, les moments statistiques d’ordres 1 et 2 des lois a priori choisies pour les abondances doivent différer d’une classe à
l’autre. Une solution serait alors de relâcher la contrainte δ1 = . . . = δR = 1, et de choisir K vecteurs d’hyperparamètres
δk = [δk,1, . . . , δk,R] (k = 1, . . . ,K) distincts pour les K lois a priori dans les K classes. L’alternative que nous avons
adoptée dans [EDT11] repose sur une reparamétrisation des abondances utilisées par exemple dans [KM88; GBJ96; TR08].





Un vecteur de coefficients logistiqueswp = [w1,p . . . , wR,p]
T est alors associé à chaque vecteur d’abondance ap. Ces vecteurs
de coefficients logistiqueswp (p = 1, . . . , P ) seront alors estimés en lieu et place des vecteurs d’abondance ap (p = 1, . . . , P ).
Remarquons que les contraintes de positivité et d’additivité imposées sur les vecteurs ap sont naturellement assurées sans
aucune contrainte sur wp.
Initialement, le partitionnement de l’image décrit au paragraphe 6.4.1 repose sur des moments d’ordre 1 et 2 des vecteurs
d’abondances ap communs dans chaque classe. Cette hypothèse peut être aisément adaptée lorsque les coefficients logistiques
sont utilisés. De manière similaire à (6.43), les vecteurs de coefficients logistiques sont supposés partager les mêmes moments
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Avec cette reparamétrisation, la k-ième classe est complètement caractérisée par les hyperparamètres inconnus de moyenne
ψk et de matrice de covariance Sk.
6.4.4 Algorithme bayésien
Le modèle bayésien hiérarchique basé sur le champ de Potts-Markov introduit au paragraphe 6.4.2 et sur la reparamétrisation
des abondances du paragraphe 6.4.3 conduit à la loi a posteriori
f
(





f (wp|zp = k)
 f (z) f (σ2) . (6.48)
La fonction de vraisemblance jointe f
(
Y|W , σ2) s’exprime simplement comme le produit des vraisemblances marginales
(6.10) dans lesquelles les vecteurs d’abondances ap sont paramétrés à l’aide des vecteurs de coefficients logistiques wp
(p = 1, . . . , P ) suivant (6.46). La loi jointe a priori f (z) des étiquettes est choisie comme un champ aléatoire de Potts-Markov
(6.45). Enfin, conditionnellement à la classe de l’image, les coefficients logistiques sont supposés a priori indépendants et
Gaussiens avec une moyenne ψr,k et une variance s2r,k caractéristiques de la classe, suivant (6.47)







Les hyperparamètres Σ = [S1, . . . ,SK ] et Ψ = [ψ1, . . . ,ψK ]
T avec Sk = diag (ψr,k) et ψk = [ψ1,k, . . . , ψR,k]
T sont eux-
mêmes inclus dans le modèle bayésien et estimés conjointement aux paramètres inconnus W , z et σ2. Le modèle bayésien
hiérarchique complet est alors représenté sur le graphe orienté de la Figure 6.13. L’algorithme de Gibbs qui permet l’estimation























FIG. 6.13 – Graphe acyclique orienté du modèle bayésien (les paramètres fixés apparaissent en pointillés).
Loi conditionnelle du vecteur de labels z
Pour chaque pixel p (p = 1, . . . , P ), le label zp est une variable aléatoire discrète dont la loi conditionnelle a posteriori est
complètement caractérisée par les probabilités
P [zp = k|z-p,wp,ψk,Sk] ∝ f(wp|zp = k,ψk,Sk)f (zp|z-p) (6.50)
où k = 1, . . . ,K et z-p est le vecteur z privé de son p-ième élément. Ces probabilités a posteriori s’écrivent















r,k. Remarquons que les probabilités a posteriori du vecteur de labels z dans (6.51) définissent un champ
de Markov aléatoire. Par conséquent, la génération suivant cette distribution conditionnelle peut s’effectuer suivant le schéma
itératif détaillé dans [EDT10a], i.e., en tirant des valeurs discrètes dans l’ensemble {1, . . . ,K} avec les probabilités (6.51).
Loi conditionnelle des coefficients logistiquesW
Pour chaque pixel p, la loi a posteriori du vecteur des coefficients logistiques wp s’écrit
f
(
wp|zp = k,ψk,Sk,yp, σ2



















(wp −ψk)T S−1k (wp −ψk)
]
.
Ce vecteur est mis à jour coordonnée par coordonnée à l’aide d’étapes de Metropolis-Hastings, suivant une marche aléatoire
basée sur une loi de proposition normaleN (0, u2r) [RC04, p. 245]. La variance u2r de la loi de proposition est fixée de manière
à obtenir un taux d’acceptation entre 0.15 et 0.5, comme recommandé dans [Rob96].
Loi conditionnelle de la variance de bruit σ2
La loi a posteriori de la variance du bruit est identique à celle décrite au paragraphe 6.3.2












Lois conditionnelles des hyperparamètres Ψ, Σ et υ2
Comme montré dans [EDT11], les lois conditionnelles des hyperparamètres sont




















s2r,k|z,wr, ψr,k ∼ IG
nk
2






avec wr,k = 1nk
∑
p∈Ik wr,p.
6.4.5 Résultats de simulation
Données synthétiques
Nous présentons tout d’abord quelques résultats de simulation sur des mélanges synthétiques. Une image d’étiquettes de taille
25× 25 est générée suivant le modèle (6.45) avec K = 3 classes et un paramètre de granularité fixé à β = 1.1. Cette carte de
labels est représentée sur la Figure 6.14 (à gauche). Au sein de chaque région, sont mélangés les R = 3 composants (béton,
terre, herbe) utilisés au paragraphe 6.2.3 et représentés sur la Figure 6.2.
La moyenne et la variance des abondances choisies pour chaque classe sont reportées dans le Tableau 6.3. Ces valeurs montrent
que le premier composant est plus présent dans la classe 1 (avec une proportion moyenne de 60%), le deuxième composant
est majoritairement présent dans la classe 2 (avec une proportion moyenne de 50%) et, enfin, le troisième composant est plus
présent dans la classe 3 (avec une proportion moyenne de 50%). Pour cette simulation, les variances des abondances ont été
fixées à une valeur commune 0.005 pour toutes les classes et tous les composants. Les cartes des abondances correspondantes
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FIG. 6.14 – A gauche : étiquettes réelles. A droite : étiquettes estimées.
Valeurs réelles Valeurs estimées
Classe 1
µ1 = E[ap|zp = 1] [0.6, 0.3, 0.1]T [0.57, 0.3, 0.13]T
Var[ap,r|zp = 1] (×10−3) [5, 5, 5]T [5.6, 6.7, 6.7]T
Classe 2
µ2 = E[ap|zp = 2] [0.3, 0.5, 0.2]T [0.29, 0.49, 0.2]T
Var[ap,r|zp = 2] (×10−3) [5, 5, 5]T [4.5, 5.2, 8.1]T
Classe 3
µ3 = E[ap|zp = 3] [0.3, 0.2, 0.5]T [0.3, 0.2, 0.5]T
Var[ap,r|zp = 3] (×10−3) [5, 5, 5]T [4.6, 5.7, 10.2]T
TAB. 6.3 – Moyennes et variances réelles et estimées des abondances dans chaque classe.
sont représentées sur la Figure 6.15. La variance du bruit σ2 a été choisie telle que le rapport signal-sur-bruit moyen soit égale
à SNR = 19dB, i.e., σ2 = 0.001.









générés par l’algorithme de Gibbs présenté au paragraphe précédent. Notamment, les estimateurs MAP marginaux du vecteur
de labels zˆMAP sont approchés selon le principe
zˆMAPp = argmax
k∈{1,...,K}
P [zp = k|wp] ≈ argmax
k∈{1,...,K}
Pˆ [zp = k|wp]
où Pˆ [zp = k|yp] est la probabilité empirique estimée à partir des échantillons générés
Pˆ [zp = k|yp] = np(k)
NMC
avec np(k) = card {Jp(k)} et Jp(k) =
{




. Les estimateurs MAP des labels sont représentés sur
la Figure 6.14 (à droite) et sont en accord avec les étiquettes initiales (à gauche).
Les abondances sont ensuite calculés à partir des estimateurs MMSE des coefficients logistiques conditionnellement aux
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FIG. 6.15 – En haut : cartes d’abondances des R = 3 composants purs. En bas : cartes d’abondances des R = 3 composants
purs estimés par l’algorithme proposé.
Les abondances estimées sont représentées sur la Figure 6.15. Les valeurs des moyennes et les variances des abondances
estimées dans chaque classe sont reportées dans le Tableau 6.3 et sont en accord avec les valeurs réelles figurant dans ce même
tableau.
Les performances de l’algorithme bayésien proposé sont comparées à l’algorithme homologue qui n’exploite pas les cor-
rélations spatiales (et présenté au paragraphe 6.2). Les EQM globales relatives aux R abondances estimées et définies par
(6.42) sont fournies dans le Tableau 6.4. Il est clair sur ces résultats que les performances d’estimation sont meilleures lorsque
les corrélations spatiales sont exploitées. Il faut noter que l’algorithme proposé ici fournit aussi conjointement une carte de
classification de l’image, contrairement à l’algorithme proposé au paragraphe 6.2.
Algorithme non-spatial Algorithme spatial
Matériau #1 0.0016 3.1× 10−4
Matériau #2 4.1× 10−4 8.98× 10−5
Matériau #3 0.0013 2.35× 10−4
TAB. 6.4 – Erreurs quadratiques moyennes globales pour chaque matériau.
Image AVIRIS
L’algorithme bayésien a également été appliqué à l’image de Moffett Field, déjà utilisée aux paragraphes 6.2 et 6.3. Les cartes
de classification et d’abondances estimées sont représentées sur les Figures 6.16 (pour K = 3, . . . , 5) et 6.17. Les résultats
semblent être tout à fait en accord avec ceux du paragraphe 6.2. Des résultats de simulation complémentaires sont disponibles
dans [EDT10a].
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FIG. 6.16 – Carte des étiquettes estimées par l’algorithme bayésien proposé pour R = 3 (gauche), R = 4 (milieu) and R = 5
(droite).
FIG. 6.17 – Cartes des abondances estimées par l’algorithme bayésien proposé (de gauche à droite : végétation, eau et sol nu).
6.5 Démélange non-linéaire supervisé
Dans les paragraphes qui précédent, la fonction g (·, ·) qui permet dans (6.1) de lier les pixels observés aux matériaux pré-
sents dans l’image est linéaire. Ce modèle a fait l’objet de la plupart des travaux de la littérature [Cra94; HC01; MSS01;
NB05a; ZBFG10] car il constitue une première approximation suffisante dans beaucoup de cas réels. Il suppose que les pho-
tons détectés par le capteurs interagissent principalement avec un seul constituant de la scène. Cependant, lorsqu’une scène
contient des sables, des mélanges intimes non-linéaires mettent en défaut ce mélange linéaire [GAC01]. Aussi, lorsque des
scènes arborées sont observées, les photons subissent des trajets multiples entre plusieurs constituants dont la végétation haute
[BDPD+12]. Très peu d’algorithmes d’inversion non-linéaires ont été proposés dans la littérature. Ils reposent principalement
sur des estimateurs des moindres carrés [CLC+05; FHML09; BN09] ou des approches d’apprentissage [PPMP04; PMPP04].
Pour décrire ces intéractions, nous avons proposé dans [HADT11a] un nouveau modèle bilinéaire. Ce modèle est une gé-
néralisation du modèle de mélange linéaire et d’un modèle bilinéaire précédemment introduit dans [FHML09]. Lorsque les
interactions non-linéaires sont de faible amplitude, il est légitime de supposer que les composants purs restent les sommets
du simplexe [PPPM07]. Dans ce cas, l’étape d’extraction des pôles de mélange peut être effectuée à l’aide d’un algorithme
géométrique basé sur le modèle de mélange linéaire [Boa93; Win99; Win99; NB05b]. L’algorithme de démélange supervisé
introduit dans 6.2 est alors adapté au modèle bilinéaire détaillé dans ce qui suit.
6.5.1 Modèle de mélange bilinéaire
La présence d’intéractions multiples entre les composants du mélange est prise en compte en introduisant dans le modèle
de mélange linéaire un terme d’intéractions additionnel [SCD+09]. Les modèles bilinéaires considèrent des interactions du
deuxième ordre entre le composant ]i et le composant ]j (pour i, j = 1, . . . , R et i 6= j) telles que le spectre du pixel observé
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Les modèles bilinéaires de la littérature diffèrent principalement des contraintes d’additivité et de positivité imposés sur les
coefficients d’abondances et d’interactions [ADT11]. Par exemple, le modèle de Nascimento (NM) proposé dans [BN09] est









tandis que le modèle de Fan (FM) est défini par [FHML09]
R∑
r=1
ar = 1 et βi,j = aiaj .
Le modèle bilinéaire généralisé (GBM) que nous avons proposé dans [HADT11a] suppose que le spectre observé s’écrit





γi,jaiajmi mj + n (6.53)
avec les contraintes suivantes sur les différents paramètres
ar ≥ 0, ∀r ∈ {1, . . . , R} et
R∑
r=1
ar = 1 (6.54)
et
0 ≤ γi,j ≤ 1, ∀i ∈ {1, . . . , R− 1} , ∀j ∈ {i+ 1, . . . , R} .
Les coefficients γi,j du modèle GBM contrôlent les intéractions entre les composants ]i et ]j dans le pixel considéré. Une
propriété importante de ce modèle est qu’il devient linéaire pour γi,j = 0,∀i = 1, . . . , R−1, j = i+1, . . . , R et est équivalent
au modèle de Fan pour γi,j = 1,∀i = 1, . . . , R− 1, j = i+ 1, . . . , R. A titre d’illustration, les nuages de points obtenus avec
chacun de ces modèles sont représentés sur la Figure 6.18 pour des mélanges synthétiques comportant 3 composants.
Pour tenter de justifier ce modèle et notamment les contraintes afférentes (6.54), considérons que deux matériaux “sol” et
“arbre” composent la scène observée. Le capteur hyperspectral reçoit alors des signaux réfléchis indépendamment par le sol
et par les arbres, correspondant à deux termes a1m1 et a2m2. Cependant, il reçoit aussi des termes d’interactions provenant
de la réflexion des photons sur les deux composants, sous la forme γ12a1a2m1m2. Il est légitime de supposer que γ12 ≤ 1
puisque le trajet des deux réflexions est plus long que le trajet direct, ce qui conduit à des amplitudes plus faibles pour ces
termes d’intéractions. Si le pixel considéré ne contient pas l’un des deux constituants, alors a1 = 0 ou a2 = 0, fournissant
un terme d’interaction γ12a1a2m1m2 égal à zéro. Remarquons que le capteur reçoit aussi des termes d’interactions d’ordre
supérieur lorsque les photons interagissent avec plus de deux constituants. Cependant, des expériences dont les résultats sont
rapportés dans [SCD+09] montrent que ces termes peuvent être négligés.
Selon le modèle bilinéaire généralisé, l’estimation des coefficients d’abondances peut être menée conjointement avec les
coefficients d’intéractions non-linéaires γ = [γ1,2, . . . , γR−1,R]T . La résolution du problème inverse est conduite suivant la
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FIG. 6.18 – Nuages de points (en bleu) générés suivant les modèles linéaires, NM, FM et GBM et les constituants purs
correspondants (croix rouges).
stratégie adoptée au paragraphe 6.2, après avoir défini pour les coefficients γ1,2, . . . , γR−1,R supposés indépendants des lois







où I[0,1](.) est la fonction indicatrice sur [0, 1]. Un algorithme de Metropolis-within-Gibbs décrit dans [HADT11a] permet
alors d’approcher les estimateurs bayésiens. L’estimation des paramètres inconnus (vecteurs d’abondances a et vecteurs des
coefficients de non-linéarités γ) peut également être menée à l’aide d’algorithmes d’optimisation décrits dans [HADT11c].
6.5.2 Résultats sur données synthétiques
Pour illustrer la flexibilité du modèle proposé, l’algorithme bayésien basé sur le modèle GBM a été appliqué à quatre images
synthétiques de taille 10 × 10, générées suivant différents modèles linéaire ou non-linéaires. Trois spectres purs toujours
issus de la bibliothèque spectrale fournie avec ENVI ont été mélangés suivant les modèles rapportés dans le Tableau 6.5.
L’image I1 est constitué uniquement de pixels issus d’un mélange linéaire. Les images I2 et I3 ont été générées suivant les
modèles bilinéaires FM et GBM, respectivement. Enfin, l’image I4 a été générée suivant un modèle mixte : la moitié des
pixels résultent du modèle LMM standard et la moitié des pixels sont issus du modèle GBM. Les vecteurs d’abondance ap
(p = 1, . . . , 100) ont été générés uniformément sur l’ensemble admissible (6.3), avec un seuillage des coefficients à 0.8, i.e.,
ak,p ≤ 0.8, k = 1, . . . , R. Ceci signifie qu’il n’existe pas de pixel pur dans les images générées. Les coefficients de non-
linéarités caractéristiques du GBM ont été tirés uniformément sur l’ensemble [0, 1]. Et toutes les images ont été corrompues
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d’un bruit gaussien de variance égale à σ2 = 2.8× 10−3.
Images synthétiques Modèles de mélanges Paramètres
image 1 (I1) LMM a1, a2, a3
image 2 (I2) FM a1, a2, a3
image 3 (I3) GBM a1, a2, a3, γ1,2, γ1,3, γ2,3
image 4 (I4) modèle mixte a1, a2, a3, γ1,2, γ1,3, γ2,3
TAB. 6.5 – Modèles de mélange utilisés pour générer les images synthétiques.
Nous comparons les performances de la méthode de démélange proposée avec celles d’autres algorithmes dédiés à chacun
des modèles linéaire ou non-linéaires du Tableau 6.5. L’algorithme [FHML09] dédié au modèle bilinéaire FM introduit au
paragraphe 6.5.1 est appliqué aux quatre images. L’algorithme bayésien présenté au paragraphe 6.2 et l’algorithme FCLS
[HC01], tous deux basés sur le modèle LMM, ont également été utilisés.








et d’angle spectral comme défini en (6.41). Naturellement, l’algorithme qui fournit sur chaque image les erreurs les plus
faibles est celui qui est basé explicitement sur le modèle utilisé pour générer l’image. Cependant, on peut aussi noter que le
modèle GBM proposé, couplé avec l’algorithme d’estimation associé, fournit des résultats satisfaisants quelle que soit l’image
considérée. Les performances en terme d’estimation des abondances, disponibles dans [HADT11a] mais non reproduites ici,
montrent aussi que le modèle GBM fournit un compromis acceptable entre tous les modèles considérés.





Algo. bayésien FCLS Algo. bayésien FCLS
I1 5.48 8.65 5.75 5.48 15.55 18.68 16.12 15.56
I2 6.81 7.21 5.44 5.57 15.55 16.76 13.93 14.08
I3 6.01 7.67 5.55 5.50 15.40 17.39 14.87 14.75
I4 5.81 7.82 5.65 5.51 15.49 17.68 15.42 15.11
TAB. 6.6 – Performances de démélange : reconstruction (ER et SAD).
6.5.3 Résultats de simulation sur données AVIRIS
A titre d’illustration, les cartes d’abondances estimées par l’algorithme proposé sur l’image AVIRIS étudiée aux paragraphes
6.2, 6.3 et 6.4 sont représentées sur la Figure 6.19. Ces cartes sont en accord avec les résultats obtenus précédemment. La
méthode fournit également une carte des intéractions non-linéaires (en bas), qui témoignent des effets non pris en compte par
les approches précédentes aux voisinages des zones où deux composants distincts sont présents.
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FIG. 6.19 – Cartes d’abondances estimées selon le modèle GBM pour l’image de Moffett Field.
6.6 Conclusions et discussion
Nous avons présenté dans ce chapitre des algorithmes bayésiens pour résoudre le problème de démélange d’images hyper-
spectrales. Dans chacun des cadres d’étude considérés, des lois a priori adéquates sont choisies pour les paramètres inconnus.
Notamment un soin particulier a été apporté pour le choix de ces lois afin de satisfaire les contraintes inhérentes au modèle de
mélange : positivité et additivité des coefficients d’abondances et positivité des spectres. Des résultats de simulations, obtenus
sur des images synthétiques et réelles, ont permis de mettre en évidence l’intérêt des méthodes proposées.
Dans ce travail, nous avons tout d’abord supposé que le modèle d’observation est linéaire, hypothèse adoptée par la majorité
des travaux de la littérature. Le problème de démélange a alors été abordé dans des contextes supervisé puis non-supervisé,
c’est-à-dire en supposant connus puis inconnus les composants du mélange. Dans un cadre non-supervisé, l’estimation de ces
composants a été conduite dans un sous-espace d’intérêt, permettant de s’affranchir de la grande dimensionalité du problème.
Par souci de concision, nous avons présenté des résultats obtenus avec un seul niveau de bruit RSB ≈ 15dB. Les compor-
tements des algorithmes proposés face à des niveaux de bruits plus élevés ont été étudiés dans [DTC08] et [DMC+09]. Ces
résultats montrent naturellement que les variances des lois a posteriori des paramètres d’intérêts augmentent lorsque le niveau
de bruit augmente. La qualité des estimations fournies par les algorithmes reste toutefois supérieure à celle de la plupart des
algorithmes de démélange rencontrés dans la littérature. Notons par ailleurs que les capteurs hyperspectraux les plus couram-
ment utilisés fournissent des images dont les niveaux de RSB sont rarement inférieurs à 15dB [PBS+03].
Une extension a été proposée pour exploiter la cohérence spatiale entre pixels voisins. L’utilisation de l’information contex-
tuelle permet alors d’améliorer les performances d’estimation, au prix d’un coût calculatoire plus grand. Une alternative au
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modèle décrit au paragraphe 6.4 a été proposé dans [EBDT12], basée sur une notion de voisinage adaptatif, mêlant cohé-
rence spatiale et similarité spectrale, proche des outils de classification proposés dans [PMPP02; FBCS08]. Dans [EDT11] et
[EBDT12], des champs de Potts-Markov sont utilisés pour corréler les pixels proches (au sens de la structure de voisinage
choisie). Nous avons adopté une approche-région similaire pour la classification d’images ultrasonores dans [PDB12]. Dans
toutes ces contributions, le paramètre de granularité β dont dépendent les modèles de Potts a été fixé. Comme indiqué au para-
graphe 6.4.2, l’estimation conjointe de β et des paramètres d’intérêt (e.g., les étiquettes z1, . . . , zP ) est un problème non-trivial
puisque la fonction de partition G(β) est le plus souvent impossible à évaluer. Nous avons abordé l’estimation conjointe des
paramètres inconnus et de β au sein d’un schéma algorithmique de type MCMC dans [PDBT12b] et [PDBT12a], disponibles
en Annexe B. Par ailleurs, un algorithme bayésien non paramétrique a été proposé dans [MDH12] pour traiter le cas où le
nombre de classes dans l’image est inconnu.
Nous avons ensuite introduit un modèle de mélange bilinéaire original qui permet de généraliser plusieurs modèles linéaire et
non-linéaires de la littérature [ADT11]. Ce modèle permet de prendre en compte les multiples réflexions présentes notamment
dans les zones de végétation. Dans [AHDT12], nous avons proposé un autre modèle non-linéaire qui se montre suffisam-
ment flexible pour analyser plusieurs types de non-linéarité. Caractérisé par un seul paramètre de non-linéarité, il a également
permis de concevoir un détecteur de mélanges non-linéaires présenté dans [ADT12b; ADT12a]. Le démélange non-linéaire
non-supervisé d’images hyperspectrales reste toutefois un problème complexe pour lequel très peu de solutions ont été ap-
portées. Il convient de reconnaître cependant les contributions intéressantes de Heylen et coll. [HBS11; HS12] qui proposent
de redéfinir les métriques euclidiennes (utilisées dans les algorithmes géométriques d’EPM, comme par exemple N-FINDR)
sur la variété non-linéaire constituée par le nuage de points. Les algorithmes résultants fournissent des résultats encourageants
même si, comme leurs homologues linéaires, ils requièrent la présence de pixels purs dans l’image. Des travaux que nous
avons menés récemment dans [ADMT12b; ADMT12a] tentent de s’affranchir de cette hypothèse en exploitant la capacité de
prédiction des processus Gaussiens [Law03].
Enfin, nous noterons que les algorithmes de démélange ont été développés et testés dans le cas où le nombre de compo-
sants purs est limité. Considérer le cas de démélange supervisé avec une grande bibliothèque spectrale nécessiterait alors de
mettre en oeuvre des techniques appropriées. Sous l’hypothèse plausible qu’au sein d’un pixel, un petit nombre de compo-
sants purs seulement participent au mélange, l’estimation des coefficients d’abondances peut être abordée comme la résolution
d’un problème inverse sous contraintes de parcimonie. Les avancées théoriques et algorithmiques récentes dans le domaine
des représentations parcimonieuses ouvrent la voie pour des travaux de recherches originaux. Des résultats préliminaires ont
récemment été présentés dans [IBDP09; IBDP11] et [TRK10; TRK12]. Plus généralement, une piste de travail pertinente
concerne l’estimation du nombre de spectres purs impliqués dans le mélange. Quelques travaux sur ce point ont été menés,
reposant par exemple sur l’analyse des valeurs propres de la matrice de covariance empirique [CD04; LCDaZ12]. Une formu-
lation géométrique du démélange linéaire indique clairement que ce problème est intrinsèquement lié à celui de l’estimation du
sous-espace signal, motivant par exemple l’approche dans [BDN08]. Remarquons que cette formulation géométrique a réci-
proquement été exploitée dans [BDT11] et [BDT12b] pour, à nombre de composants fixés, détecter les mélanges non-linéaires
dans une image hyperspectrale. Ces résultats sont rappelés dans l’Annexe A.
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Chapitre 7
Reconstruction d’images parcimonieuses –
Application à l’imagerie MRFM
7.1 Introduction
La déconvolution d’images est un problème majeur en traitement d’image qui a fait l’objet d’efforts de recherche constants
depuis plusieurs décennies [AH77; Rus06]. Elle consiste à reconstruire des images à partir d’observations fournies par un
capteur (optique ou non). Les applications concernées sont nombreuses en astronomie [SM06], imagerie médicale [SN06],
télédétection [RKS95] ou photographie [uF03]. Plus récemment, des avancées techniques en matière d’imagerie moléculaire
ont permis d’obtenir des images dont la résolution atteint aujourd’hui une échelle nanométrique. Le microscope à force de
résonance magnétique (MRFM) permettra prochainement d’observer des images à un niveau atomique [Mou05; KHM08].
Cette méthode d’acquisition non-destructive permet d’améliorer significativement la sensibilité de détection traditionnellement
obtenue avec l’imagerie à résonance magnétique (IRM), sans souffrir des inconvénients des méthodes d’imagerie par contact
comme la microscopie à force magnétique (AFM) [RBMC04]. Une image 3D à 4nm de résolution spatiale a récemment
été obtenue par un prototype conçu par IBM pour observer une densité de protons d’un virus du tabac [DPM+09a]. Grâce
à son potentiel sub-atomique1, les images 2D et 3D fournies par cette technologie sont naturellement parcimonieuses dans
la base standard de reconstruction. En effet, comme les objets observés à l’aide de cette modalité sont majoritairement des
amas de molécules, la plupart de l’image est constitué d’un ensemble vide. Uniquement quelques travaux de la littérature se
sont penchés sur le problème de reconstruction de données MRFM, sans exploiter explicitement la nature parcimonieuse des
données [CDGS04; ZR94; ZHYR96; HPW+03; DPM+09a]. Nous avons proposé dans [DHT09; PDH12a] deux algorithmes
bayésiens de reconstruction spécifiques à ces données parcimonieuses qui sont rappelés dans ce chapitre
La reconstruction d’images ou de signaux parcimonieux a donné lieu à des travaux divers dans de nombreux champs applica-
tifs : l’analyse spectrale en astronomie [BCI07], l’analyse de signaux sismiques en géophysique [CCL96; RBNC03] ou encore
la déconvolution de B-scans ultrasonores [OW07]. La stratégie que nous avons adoptée repose sur la définition d’un modèle
bayésien hiérarchique et, notamment, sur le choix d’une loi a priori adéquate pour les pixels de l’image. Cette loi est définie
à l’aide d’un mélange d’une loi continue et d’une masse en zéro. Elle permet de prendre en compte le fait que peu de pixels
de l’image sont non nuls. Lorsque la distribution impliquée dans le mélange est une loi normale, cette loi a priori se résume
1Il faut noter l’état actuel de la technologie MRFM permet d’acquérir des images avec une précision nanométrique. Cependant, des résolutions atomiques
sont potentiellement visées pour les futurs appareils.
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à un processus Bernoulli-Gaussien, qui a été abondamment utilisé dans la littérature pour construire des estimateurs bayé-
siens adaptés aux problèmes de déconvolution parcimonieuse [KM82; IG90; Lav93; CGI96; DD97; BC05; FTDG08; GIL08;
YCE09; LMT10]. Pour prendre en compte la positivité des pixels non-nuls, nous avons proposé d’utiliser une loi exponen-
tielle dans le mélange. Associer une masse en zéro à une loi à queue lourde a déjà été envisagé dans la littérature puisque ce
mélange permet d’accentuer la parcimonie de la loi a priori. Ce type de loi de mélange a par exemple été employé dans [JS04]
pour résoudre un problème général de débruitage. Plus récemment, Ting a proposé dans [TRH06; TRH09] de combiner une
masse en zéro avec une loi de Laplace pour reconstruire des images parcimonieuses bruitées. Le principal inconvénient des
approches sus-citées est la sensibilité des résultats obtenus aux hyperparamètres du modèle a priori. Des solutions empiriques
d’estimation de ces hyperparamètres ont été envisagées dans [TRH09] pour résoudre ce problème. Cependant, une grande
instabilité des résultats a été constatée, particulièrement à fort rapport signal-sur-bruit (RSB). L’utilisation d’un modèle bayé-
sien hiérarchique permet d’inclure l’estimation des hyperparamètres dans le processus d’estimation. C’est précisément cette
approche que nous avons défendue dans [DHT09; PDH12a] et que nous détaillons dans ce qui suit.
7.2 Position du problème
Soit X l’image à n dimensions, de taille l1 × . . . × ln, à reconstruire (en général, n = 2 ou n = 3). Cette image inconnue
n’est observée qu’à travers un ensemble de P projections y = [y1, . . . , yP ]
T suivant le modèle
y = T (κ,X) + n, (7.1)
où T (·, ·) est une fonction bilinéaire, n est un vecteur P × 1 de bruit et κ est le noyau qui caractérise la réponse de l’imageur.
Dans (7.1), n est supposé être une séquence de bruit gaussien distribué suivant n|σ2 ∼ N (0, σ2IP ), où la variance σ2 est
supposée inconnue.
Dans des problèmes de déconvolution classiques, la fonction T (·, ·) représente l’opérateur ⊗ de convolution nD standard.
Dans ce cas, l’image inconnue X peut être lexicographiquement vectorisée en x ∈ RM avec M = P = l1l2 . . . ln. Suivant
cette notation, l’équation de mesure (7.1) peut être réécrite
y = Hx + n ou Y = κ⊗X + N (7.2)
où y (respectivement n) sont les versions vectorisées de Y (respectivement N) et H est une matrice Toeplitz de taille P ×M
qui décrit la convolution par la fonction d’étalement κ.
Le problème de déconvolution abordé dans ce chapitre consiste à estimer l’image x et la variance du bruit σ2 sous des
contraintes de parcimonie et de positivité sur x, à partir des observations y mesurées à travers la fonction2 bilinéaire T (·, ·).
Dans un premier cadre d’étude, nous ferons l’hypothèse que le noyau κ caractérisant la réponse de l’imageur est totalement
connu. Nous relâcherons dans un second temps cette hypothèse, supposant alors que seule une valeur nominale de ce noyau κ0
est disponible. Au paragraphe 7.4, le problème de déconvolution sera alors myope (ou semi-aveugle) puisque la reconstruction
de l’image x devra être menée conjointement avec l’estimation de κ.
2Dans ce qui suit, pour des raisons de concision, une seule et même notation T (·, ·) sera utilisée pour les opérations bilinéaires appliquées à l’image
n-dimensional X et sur sa version M × 1 vectorisée x.
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7.3 Reconstruction à réponse connue





dans ce paragraphe le modèle bayésien proposé dans [DHT09] pour résoudre le problème de reconstruction.
7.3.1 Modèle bayésien hiérarchique
Le modèle d’observation défini précédemment (7.1) et la loi du vecteur de bruit n conduisent à une vraisemblance Gaussienne
de moyenne T (κ,x) = Hx, de variance inconnue σ2
f
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La modélisation bayésienne hiérarchique requiert alors la définition de lois a priori pour les paramètres inconnus associés au




. Le modèle a priori
pour la variance du bruit est identique à celui adopté au Chapitre 6. Il combine une loi inverse-gamma IG (ν2 , γ2 ) (6.13) pour
σ2 et une loi de Jeffreys (6.14) pour l’hyperparamètre γ associé. Nous détaillons ci-dessous le modèle hiérarchique a priori
choisi pour les pixels de l’image.
Modèle a priori des pixels de l’image









1R∗+ (xi) , (7.4)
Choisir ga (·) comme loi a priori pour le pixel xi (i = 1, . . . ,M ) conduit à un estimateur du maximum a posteriori (MAP)
de x qui coïncide avec l’estimateur du maximum de vraisemblance avec une pénalité `1 sous des contraintes de positivité. En
effet, en supposant que les pixels xi (i = 1, . . . , P ) sont a priori indépendants, la loi jointe a priori pour l’ensemble des pixels












1{x0} (x) , (7.5)
où {x  0} = {x ∈ RM ;xi > 0,∀i = 1, . . . ,M} et ‖·‖1 est la norme `1 classique ‖x‖1 = ∑i |xi|. Un estimateur similaire
(LASSO) utilisant une loi a priori de Laplace pour xi (i = 1, . . . ,M ) a été proposé dans [Tib96] sans contrainte de positivité.
Cet estimateur est connu pour favoriser naturellement les solutions parcimonieuses dans des problèmes d’estimation [AR94]
ou de représentation [GN03]. Notons également que, dans un cadre bayésien, une loi a priori de Laplace peut être interprétée
comme un modèle a priori hiérarchique basé sur un mélange continu d’une loi normale et d’une loi inverse-gamma [FG06;
BMK10].
Coupler une densité de probabilité standard avec une masse en zéro est aussi une alternative intéressante pour favoriser la
parcimonie de la solution. Cette stratégie a par exemple été utilisée pour la détection d’événements localisés dans [KM82] ou
la déconvolution de train d’impulsions dans[CCL96; CGI96]. Nous avons donc proposé dans [DHT09] d’utiliser un mélange
construit à partir de ga (·) comme loi a priori de xi :
f (xi|w, a) = (1− w)δ (xi) + wga (xi) , (7.6)
où δ (·) est la fonction de Dirac. Cette loi a priori est similaire au modèle LAZE introduit dans [JS04] et utilisé par exemple
dans [Tin06; TRH06] pour une application à l’imagerie MRFM. Cependant, puisque la densité ga(xi) est nulle pour xi ≤ 0,
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la loi a priori proposée dans (7.6) permet également de satisfaire la contrainte de positivité des pixels non-nuls, une contrainte
rencontrée dans beaucoup de modalités comme l’imagerie MRFM. En supposant que les composantes xi sont a priori indé-
pendants (i = 1, . . . ,M ), la loi a priori a jointe pour x s’écrit :
f (x|w, a) =
M∏
i=1
[(1− w)δ (xi) + wga (xi)] . (7.7)
En introduisant les ensembles des indices I0 = {i;xi = 0} et I1 = I0 = {i;xi 6= 0}, la précédente équation peut être
réécrite :













avec n = card {I},  ∈ {0, 1}. Notons que n0 = M − n1 et n1 = ‖x‖0 où ‖·‖0 est la norme `0 définie par ‖x‖0 =
# {i;xi 6= 0}.
Il est clair que la qualité de la reconstruction dépend des hyperparamètres du mélange a et w. Lorsque des connaissances a
priori sur la scène imagée sont disponibles (valeur moyenne des pixels non-nuls, proportion des pixels nuls dans l’image),
ils peuvent être fixés à leurs vraies valeurs. Cependant, dans beaucoup de scénarios expérimentaux, ces informations ne
sont généralement pas disponibles et ces hyperparamètres doivent aussi être estimés. Nous proposons donc d’inclure ces
hyperparamètres dans le modèle bayésien hiérarchique. Des lois non-informatives sont choisies comme loi a priori pour ces
hyperparamètres supposés indépendants.
Une loi inverse-gamma est choisie comme loi a priori pour l’hyperparamètre a
a|α ∼ IG (α0, α1) , (7.9)
avec α = [α0, α1]
T . Comme dans [GR98], les hyper-hyperparamètres α0 et α1 sont fixés afin d’obtenir une loi vague, c’est-
à-dire avec une grande variance : α0 = α1 = 10−10.
Enfin, une loi Beta est choisie comme loi a priori pour l’hyperparamètre w
w|ω ∼ Be (ω0, ω1) . (7.10)
avec ω = [ω0, ω1]
T . Dans les expérimentations détaillées aux paragraphes 7.3.3 et 7.3.4, en l’absence d’information a priori



















FIG. 7.1 – Graphe acyclique orienté du modèle bayésien (les paramètres fixés apparaissent en pointillés).
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Loi a posteriori
La loi a posteriori jointe de {θ,Φ} avec Φ = {a, γ, w} s’écrit alors
f (θ,Φ|y,α,ω) ∝ f (y|θ) f (θ|Φ) f (Φ|α,ω) , (7.11)
avec
f (θ|Φ) = f (x|a,w) f (σ2|γ) , (7.12)
où f (Φ|α,ω) = f(γ)f(a|α)f(w|ω). Cette structure hiérarchique, représentée sur le graphe de la Figure 7.1, permet la
marginalisation du paramètre σ2 et du vecteur d’hyperparamètres Φ dans l’équation (7.11) pour obtenir la loi a posteriori
marginale de l’image x :
f (x|y,α) ∝ B (ω1 + n1, ω0 + n0)
‖y − T (κ,x)‖P
Γ (n1 + α0)
[‖x‖1 + α1]n1+α0
1{x0} (x) . (7.13)
Dans (7.13), comme défini précédemment, n1 = ‖x‖0, n0 = M−‖x‖0 etB (·, ·) est la fonction BetaB (u, v) = Γ (u) Γ (v) /
Γ (u+ v), où Γ(·) est la fonction gamma. Les estimateurs MMSE ou MAP de l’image à reconstruire x peuvent alors être ap-





est décrit au paragraphe suivant.
7.3.2 Échantillonneur de Gibbs
Puisque la génération directe d’échantillons distribués suivant la loi marginale (7.13) est complexe, nous proposons de si-
muler des échantillons suivant la loi jointe f
(
















qui sont des chaînes de Markov de distributions stationnaires respectives f (x|y),
f
(
σ2|y), f (a|x,α) et f (w|x,ω) [RC04, p. 345]. Ensuite les estimateurs bayésiens peuvent être approchés de manière
standard. Selon le principe (6.18), l’estimateur MMSE lui est approché par la moyenne empirique :





Par ailleurs, l’estimateur MAP de l’image x est approché par l’échantillon de X = {x(t)}
t=1,...
qui maximise la loi marginale
(7.13) [MR07, p. 165] :
xˆMAP = argmax
x∈RM+
f (x|y) ≈ argmax
x∈X
f (x|y) . (7.15)
Les étapes principales de l’algorithme sont données ci-dessous.
Génération d’échantillons suivant f (w |x,ω )
La loi conditionnelle de la proportion moyenne de pixels non-nuls s’écrit
f (w |x,ω ) ∝ (1− w)n0wn1 , (7.16)
où n0 et n1 ont été définis au paragraphe 7.3.1. Par conséquent des échantillons peuvent être générés suivant f (w |x ) en
simulant suivant la loi beta suivante
w |x,ω ∼ Be (ω1 + n1, ω0 + n0) . (7.17)
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Génération d’échantillons suivant f (a |x,α )
La valeur moyenne des pixels non-nuls est distribuée suivant la loi inverse-gamma
a |x,α ∼ IG (‖x‖0 + α0, ‖x‖1 + α1) . (7.18)




La loi de mélange (7.6) choisie comme a priori pour xi (i = 1, . . . ,M ) conduit à une loi a posteriori jointe pour l’image x qui





) ∝ (1− wi)δ (xi) + wiφ+ (xi|µi, η2i ) , (7.19)
où x\i est le vecteur x privé de son i-ième composant. Les expressions explicites de µi et η2i sont obtenus par des calculs si-
milaires à ceux menés dans [CCL96] ou [Maz06, Ann. B]. Elles ne sont pas rappelées dans ce manuscrit mais sont disponibles
dans [DHT09]. Dans (7.19), φ+
(·|m, s2) est la fonction densité de probabilité d’une loi normale tronquée à l’ensemble R∗+






































. Générer des échantillons suivant cette loi s’effectue suivant un schéma algorithmique récursif
détaillé dans [DHT09, App. B]. Celui-ci exploite une structure de récurrence efficace qui évite l’évaluation coûteuse et répétée
de la fonction T (κ, ·). Il requiert également la simulation de variables normales tronquées suivant les stratégies proposées




Classiquement, la variance de bruit est distribuée a posteriori suivant la loi inverse-gamma suivante :









7.3.3 Résultats de simulation sur données synthétiques
Reconstruction d’une image 2D
Tout d’abord, une image synthétique de taille 32 × 32 représentée sur la Figure 7.2 (à droite), est générée suivant la loi a
priori (7.8) avec les paramètres a = 1 et w = 0.02. Sur les Figures 7.2 et 7.3, les pixels blancs représente des valeurs
d’intensité nulles. Une expression analytique de la réponse de l’imageur, paramétrée par des grandeurs physiques, est donnée
dans [MBR03; Tin06] et discutée plus loin dans ce chapitre. Suivant ce modèle, un noyau de convolution 2D a été généré en
fixant les paramètres physiques à des valeurs plausibles qui sont reportées dans le Tableau 7.1.
Ce noyau de taille 10× 10 est représenté sur la Figure 7.2 (à gauche). La matrice H introduite à l’équation (7.2) est de taille
1024× 1024. Les observations obtenues par convolution de ce noyau et de l’image synthétique sont alors corrompues par un
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Amplitude du champ magnétique externe Bext 9.4× 103 G
Valeur de Bmag dans la zone de résonance Bres 1.0× 104 G
Rayon de la sonde R 4.0 nm
Distance entre la sonde et l’échantillon d 6.0 nm
Moment du levier-sonde m 4.6× 105 emu
Oscillation maximale du levier-sonde xpk 0.8 nm
Gradient maximum du champ magnétique Gmax 125
TAB. 7.1 – Paramètres utilisés pour spécifier la réponse de l’imageur MRFM.
bruit gaussien additif de variances σ2 = 1.2 × 10−1 ou σ2 = 1.6 × 10−3, correspondant à deux niveaux de bruit distincts
SNR = 2dB et SNR = 20dB.
FIG. 7.2 – Gauche : fonction d’étalement de l’imageur MRFM. Droite : image parcimonieuse inconnue à reconstruire.
L’algorithme de Gibbs proposé au paragraphe précédent est alors appliqué à ces observations. L’estimateur MAP calculé selon
(7.15) est représenté sur la Figure 7.3 pour les deux niveaux de bruit considérés. Le choix de l’estimateur MAP préféré ici à
l’estimateur MMSE se justifie par la propriété intrinsèque de fournir une solution parcimonieuse, contrairement à l’estimateur
MMSE (voir ci-dessous). Les images reconstruites semblent en accord avec l’image réelle de la Figure 7.2, même à faible
rapport signal-sur-bruit. Notons aussi que les hyperparamètres du modèle a priori de l’image sont également estimés par
l’algorithme proposé. Plus précisément, les échantillons générés par l’algorithme de Gibbs permettent d’approcher les lois a
posteriori de certains paramètres d’intérêt, comme la probabilité d’occurrence de pixels nuls, ou la valeur moyenne des pixels
non-nuls. A titre d’illustration, les lois a posteriori de l’hyperparamètre w sont représentées sur la Figure 7.4 pour les deux
niveaux de bruit. Elles sont en accord avec la vraie valeur de cet hyperparamètre w = 0.02. Des résultats complémentaires ne
sont pas fournis dans ce document mais peuvent être consultés dans [DHT09].
Par ailleurs, à l’aide également des échantillons générés, il est possible de construire des mesures de confiance pour décider
si une particule se trouve dans une zone de l’image ou non. Ces mesures prennent notamment la forme de probabilités a
posteriori d’avoir un pixel non-nul dans une zone de l’image. Le schéma d’échantillonnage de la loi a posteriori (7.19) permet
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FIG. 7.3 – Haut, gauche (respectivement, droite) : observations bruitées pour SNR = 2dB (respectivement 20dB). Bas, gauche
(respectivement, droite) : image reconstruire pour SNR = 2dB (respectivement 20dB).
FIG. 7.4 – Lois a posteriori de l’hyperparamètre w (gauche : SNR = 2dB, droite : SNR = 20dB).
en effet d’estimer implicitement les probabilités P [xi > 0|y,α]. Pour illustrer ce point, nous représentons sur la Figure 7.5
les probabilités a posteriori d’avoir un pixel non-nul en chaque point de l’image (un pixel noir indique une forte probabilité
de présence). Sur cette même figure, nous identifions deux zones particulières repérées à l’aide de rectangles vert et rouge.
Pour un niveau de bruit SNR = 20dB (à droite sur la figure), l’algorithme a détecté correctement la présence d’une particule
dans la région rouge. Mais lorsque le niveau de bruit atteint est tel que SNR = 2dB (à gauche sur la figure), cet algorithme n’a
pas réussi à détecter ce pixel. Pour ce même niveau de bruit SNR = 2dB, la probabilité a posteriori qu’un pixel non-nul se
trouve dans le rectangle rouge a en revanche été estimée 45%. Ceci signifie que nous pouvons être confiant à 45% qu’un pixel
non-nul est présent dans cette région. De même, la probabilité a posteriori d’avoir un pixel non-nul dans le rectangle vert est
de 5%. Pour les deux niveaux de bruit, aucun pixel n’a été détecté.
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FIG. 7.5 – Probabilités a posteriori d’avoir un pixel non-nul (gauche : SNR = 2dB, droite : SNR = 20dB).
Enfin la stratégie de reconstruction proposée fournit également les lois a posteriori des pixels non-nuls de l’image. Par
exemple, ces lois sont représentées pour quatre pixels particuliers sur la Figure 7.6. Ces lois sont en accord avec les valeurs
réelles de ces pixels qui sont repérés à l’aide de barres verticales.
FIG. 7.6 – Lois a posteriori des valeurs non-nulles de x pour 4 pixels et pour SNR = 20dB (l’intensité réelle du pixel apparaît
en pointillés rouges).
Les performances de l’algorithme proposé sont comparées à celles obtenues avec les méthodes de reconstruction d’images
MRFM proposées dans [Tin06; TRH06]. Ces méthodes reposent sur des estimateurs de vraisemblance pénalisée, utilisant des
lois a priori de Laplace ou de type LAZE. Ces deux estimateurs sont dénotés Emp-MAP-Lap et Emp-MAP-LAZE respec-
tivement. Nous évaluons également les performances de l’algorithme de Landweber [Lan51] utilisé pour la reconstruction
d’images MRFM dans les travaux [ZR93; DPM+09a]. Ces trois estimateurs sont comparés aux estimateurs MAP et MMSE
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calculés à partir de la loi a posteriori d’intérêt (7.13) et approchés par notre algorithme.
Suivant le protocole décrit dans [Tin06], ces estimateurs sont comparés suivant plusieurs critères de performance. Nous notons
e = x − xˆ l’erreur de reconstruction lorsque xˆ est l’estimée de l’image à reconstruire inconnue x. Les critères utilisés sont
alors les normes `0, `1 et `2 de e, qui mesurent la précision de la reconstruction pour ces différentes normes, ainsi que la norme
`0 de l’estimateur xˆ, qui mesure le degré de parcimonie atteint par la solution. Le Tableau 7.2 montre ces quatre critères de
performances pour les cinq estimateurs considérés. Clairement les estimateurs bayésiens proposés fournissent de meilleures
reconstructions en terme de normes `1 et `2. Remarquons encore une fois que les estimateurs MMSE de l’image ne sont pas
parcimonieux au sens de la norme `0. Ceci est bien sûr dû à la faible probabilité (mais non nulle) que certains pixels prennent
une valeur nulle. L’estimateur MAP semble fournir le meilleur compromis entre parcimonie et qualité de la reconstruction. Par
la nature même du risque bayésien associé, l’estimateur MMSE est bien sûr celui qui minimise l’erreur quadratique moyenne.
Méthodes
Critères d’erreur
‖e‖0 ‖e‖1 ‖e‖2 ‖xˆ‖0 ‖e‖0 ‖e‖1 ‖e‖2 ‖xˆ‖0
SNR = 2dB SNR = 20dB
Landweber 1024 339.76 13.32 1024 1024 168.85 6.67 1024
Emp-MAP-Lap 18 14.13 4.40 0 33 1.27 0.31 28
Emp-MAP-LAZE 60 9.49 1.44 55 144 1.68 0.22 144
Proposed MMSE 1001 3.84 0.72 1001 541 0.36 0.11 541
Proposed MAP 19 2.38 0.81 13 19 0.39 0.13 16
TAB. 7.2 – Performances de reconstruction pour différents algorithmes de reconstruction d’images MRFM.
Reconstruction d’images 3D sous-échantillonnées
Comme indiqué également plus loin au paragraphe 7.3.4, le prototype d’instrument MRFM [DPM+09a] collectent des don-
nées y qui sont irrégulièrement échantillonnées dans l’espace (en général, sous-échantillonnées par rapport à la résolution de
l’image x à reconstruire). Dans ce paragraphe, nous considérons précisément ce scénario et nous montrons que l’algorithme de
reconstruction proposé peut être adapté pour traiter des données 3D sous-échantillonnées (les 3 dimensions de l’image seront
notées x, y et z). Tout d’abord, une image 24×24×6 est générée telle que 4 pixels soient non-nuls dans chaque tranche x−y
de l’image. Chacune de ces tranches sont représentées sur la Figure 7.7 (en haut) et l’image 3D associée est représentée sur la
Figure 7.8 (premier tracé). Cette image 3D à reconstruire est convoluée avec un noyau de taille 5×5×3 qui est représenté sur
la Figure 7.8 (premier tracé). Le résultat de cette convolution est représentée sur la Figure 7.8 (troisième tracé). Cependant,
nous supposons que les données collectées sont une version sous-échantillonnée de cette image. Plus précisément, nous ap-
pliquons une décimation de facteurs dx = 2, dy = 3 et dz = 1, dans les 3 dimensions. Par conséquent, l’image 3D observée,
représentée sur la Figure 7.8 (quatrième tracé), est de taille 12 × 8 × 6. Sous ces hypothèses, l’application T (·, ·) peut être
décomposée en deux opérations standard :
T (κ,X) = hdx,dy,dz (κ⊗X) , (7.23)
où hdx,dy,dz (·) est la fonction de décimation de facteur dx, dy et dz dans les 3 directions. Enfin, un bruit gaussien de variance
σ2 = 0.02 est ajouté suivant le modèle (7.1). La Figure 7.7 montre l’estimateur MAP de l’image reconstruite par notre
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algorithme.
FIG. 7.7 – Haut : tranches de l’image parcimonieuse à reconstruire. Bas : coupes de l’image parcimonieuse estimée.
FIG. 7.8 – De gauche à droite : image 24 × 24 × 6 à reconstruire, noyau de convolution 5 × 5 × 3 modélisant la fonction
d’étalement, image convoluée 24 × 24 × 6 régulièrement échantillonnée, image 12 × 8 × 6 sous-échantillonnée réellement
observée.
7.3.4 Résultats de simulation sur données MRFM réelles
Comme les imageurs MRFM sont encore au stade de prototypes, très peu de données réelles sont publiquement disponibles.
Le jeu de données que nous avons analysé a été acquis suivant le protocole décrit dans [DPM+09a; DPM+09b]. Dans cette
expérience, un échantillon du virus du tabac a été observé à l’aide d’un capteur MRFM mis au point par l’équipe de Daniel
Rugar à IBM. Cet échantillon est composé d’un segment viral entier auquel s’ajoutent quelques fragments supplémentaires.
La sonde MRFM fait des acquisitions successives dans l’espace d’observation pour fournir des images 3D de la scène. Plus
précisément, les projections y fournies par l’imageur mesurent la densité de protons de ces fragments via la fonction d’étale-
ment 3D κ supposée connue et fixée. Cette réponse de l’imageur, représentée sur la Figure 7.9, ressemble à un bol retourné
dont l’épaisseur varie dans la direction z.
Les données mesurées sont représentées sur la Figure 7.10 (en haut) pour quatre distances entre la sonde et l’échantillon (dans
la direction z) d = 24nm, d = 37nm, d = 50nm and d = 62nm. Chacune de ces tranches 2D (dimensions x et y) sont de
constituées de 60× 32 pixels. Ces données expérimentales ont en réalité subis un sous-échantillonnage puisque la résolution
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FIG. 7.9 – Fonction d’étalement κ de l’imageur MRFM (image issue de [DPM+09a]).
spatiale de la fonction d’étalement est plus fine que la résolution des tranches acquises. Par conséquent, ces données ont été
déconvoluées avec les facteurs de sur-échantillonnage dx = 3, dy = 2 et dz = 3 permettant d’opérer une super-résolution
dans les 3 directions.
FIG. 7.10 – Haut : données expérimentales mesurées où un pixel noir (respectivement, blanc) pixel représente une faible
(respectivement, forte) densité (comme dans [DPM+09a]). Milieu : données brutes reconstruites avec l’algorithme bayésien
proposé. Bas : données brutes reconstruites avec l’algorithme de Landweber.
L’estimateur MAP de l’image reconstruite est alors approché à l’aide de l’algorithme bayésien proposé. Comme l’espace
d’observation est globalement vide dû à la localisation de l’échantillon dans la scène, nous ne représentons que 3 tranches
horizontales x − y sur la Figure 7.11. Une vue 3D de l’échantillon de virus correspondant est également disponible sur la
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Figure 7.12 (à gauche). Nous fournissons sur la Figure 7.12 (à droite), en guise de vérité terrain, une copie d’un article du New
York Times daté du 9 Janvier 2009 sur lequel est visible l’échantillon de virus imagé durant l’expérience. La “rétro-projection”
définie par yˆ = T (κ, xˆ), où xˆ est l’image reconstruite par l’algorithme proposé, est représentée sur la Figure 7.10 (au milieu).
Elle permet de vérifier l’adéquation des données brutes avec la solution proposée. Cette même rétro-projection obtenue à partir
de l’image xˆ estimée par l’algorithme de Landweber est aussi représentée sur cette même figure (en bas). Notons également
que l’estimateur MMSE de la probabilité d’avoir un pixel non-nul est wˆMMSE = 1.4 × 10−2, ce qui confirme la localisation
très restreinte de l’échantillon observé dans l’ensemble de l’image reconstruite.
FIG. 7.11 – Trois tranches horizontales (dimensions x et y) de l’image estimée.
FIG. 7.12 – Gauche : vue 3D du profile estimé des fragments de virus. Droite : copie d’un article du New-York Times (9
Janvier 2009) où figure l’échantillon concerné.
Finalement, à titre indicatif, pour évaluer la rapidité de convergence de l’algorithme, l’erreur de reconstruction est représentée
sur la Figure 7.13 en fonction du nombre d’itérations pour l’algorithme proposé et pour l’algorithme de Landweber, tous deux
initialisés de manière identique. Ce tracé montre que l’algorithme proposé a un taux de convergence bien meilleur que celui
de l’algorithme de Landweber.
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FIG. 7.13 – Erreurs de reconstruction en fonction du nombre d’itérations pour l’algorithme bayésien proposé (ligne bleue
continue) et pour l’algorithme de Landweber (pointillés rouges).
7.4 Reconstruction myope
Dans le paragraphe précédent, nous avons fait l’hypothèse que la réponse de l’imageur κ est parfaitement connue. Dans le cas
de l’imagerie MRFM, lorsque la sonde se trouve à l’origine du repère (0, 0, 0), la fonction d’étalement 3D au point de l’espace
de coordonnées (x, y, z) est décrite analytiquement par une fonction de la forme











, si |sx,y,z (η1, . . . , ηK)| ≤ xpk,
0, sinon,
(7.24)
où les expressions complètes de Gx,y,z (η1, . . . , ηK) et sx,y,z (η1, . . . , ηK) sont données dans [MBR03; Tin06]. Ces fonctions
non-linéaires Gx,y,z (η1, . . . , ηK) et sx,y,z (η1, . . . , ηK) dépendent de K paramètres physiques η1, . . . , ηK fixés par le proto-
cole expérimental : rayon de la sonde (η1 = R), champ externe (η2 = Bext), moment de la sonde (η3 = m), distance entre
la sonde et l’échantillon (η4 = d), oscillation maximale de la sonde (η5 = xpk), etc. Pour produire une réponse réaliste, ces
paramètres, déjà utilisés au paragraphe 7.3.3 (voir Tableau 7.1), doivent satisfaire des conditions de résonance spécifiées par
la physique du modèle. Malheureusement, en pratique, ces paramètres physiques sont réglés par l’opérateur et ne sont donc
connus que partiellement ou, du moins, avec une erreur relative au protocole expérimental. Dans de telles circonstances, la
réponse de l’imageur utilisée dans l’algorithme bayésien de déconvolution présenté au paragraphe 7.3 peut être mal calibrée,
produisant des résultats de déconvolution non-satisfaisants. Pour obtenir des résultats de déconvolution optimaux, il convient
alors de reconstruire l’image conjointement à l’estimation de la fonction d’étalement κ partiellement connue. Dans la littéra-
ture ce problème est classiquement appelé déconvolution semi-aveugle [MCIP04; PC07] ou myope [STSN98; CMLG07].
Le problème de reconstruction myope a déjà été étudié dans un cadre bayésien hiérarchique, pour des applications diverses,
notamment l’imagerie astronomique [Mol94; GMMK00; GMM+02]. Dans ces travaux, l’erreur de modèle sur la fonction
d’étalement κ est modélisée comme un bruit blanc gaussien de moyenne nulle. Une extension de cette approche a été propo-
sée dans [MMK06], exploitant un modèle a priori autorégressif pour l’image à reconstruire et la fonction κ. Amizic et coll.
ont recours dans [ABMK10] à l’utilisation d’une loi a priori pour la réponse de l’imageur basée sur une régularisation de
type “variation totale”. Dans [TLG09], cette réponse est approchée par un développement sur une base de fonctions tandis que
dans [OGR10], les paramètres physiques réglant cette réponse sont directement estimés. Pour des applications en photogra-
phie, la suppression du flou de bougé, qui est aussi un problème myope, a été envisagée en utilisant des distributions à queue
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lourde pour le gradient de l’image et une loi exponentielle pour la réponse de l’appareil [FSH+06; SJA08]. Dans [AA10],
une propriété intrinsèque aux images naturelles est exploitée dans un schéma itératif pour régulariser la solution, avec une
décroissance progressive de l’hyperparamètre de régularisation. Dans le cadre de la reconstruction d’images MRFM, un algo-
rithme non-bayésien de minimisation alternée a fourni des résultats prometteurs [HRH08b]. Nous montrons dans ce qui suit
que l’algorithme bayésien proposé précédemment au paragraphe 7.3 peut être adapté pour prendre en compte l’incertitude sur
la réponse κ de l’imageur pour résoudre le problème de reconstruction myope d’images parcimonieuses issues du microscope
MRFM.
7.4.1 Une première approche paramétrique
Dans le cadre de la déconvolution myope, une première idée légitime pour estimer la réponse de l’imageur κ est d’exploiter
directement la forme paramétrique κ (η1, . . . , ηK) de cette réponse donnée par (7.24). Il suffit alors d’estimer conjointement
l’ensemble des K paramètres η1, . . . , ηK spécifiant la fonction d’étalement. C’est précisément l’approche adoptée par Orieux
et coll. dans [OGR10] où la réponse de l’appareil est modélisée comme un noyau gaussien 2D dont l’orientation et la largeur





avec η = [η1, . . . , ηK ]
T .
Dans les conditions expérimentales réelles, des valeurs nominales η0 = [η0,1, . . . , η0,K ]
T sont généralement connues et
peuvent être assimilées à celles fixées par l’opérateur, produisant une réponse nominale κ0. Comme dans [OGR10], exploitant
cette connaissance a priori, les paramètres η1, . . . , ηK sont alors supposés appartenir à des intervalles Sk a priori connus
associés à certaines tolérances d’erreur ±∆ηk :
ηk ∈ Sk = (η0,k −∆ηk, η0,k + ∆ηk) .







Ensuite, dans l’algorithme de Gibbs présenté au paragraphe 7.3.2, K mouvements supplémentaires permettent de générer des
échantillons η(t)1 , . . . , η
(t)
K à l’aide d’étapes de Metropolis-Hastings. Plus précisément, à l’itération t de l’algorithme de Gibbs,
supposons que les (k− 1)-ièmes coordonnées du vecteur de paramètres ont été mises à jour, c’est-à-dire que l’état courant du














. Alors, la mise à jour du paramètre η(t)k conditionnellement
aux autres η(t,k)\k peut s’effectuer à l’aide d’une marche aléatoire :
1. Générer ε ∼ N (0, s2p),
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Une telle stratégie donne des résultats tout à fait satisfaisants sur des simulations réalisées à l’aide de données synthétiques. Par
exemple, considérons l’image parcimonieuse représentée sur la Figure 7.2 (à droite). Cette image est convoluée avec la fonc-
tion d’étalement représentée sur la Figure 7.2 (à gauche), caractérisée par les paramètres physiques données dans le Tableau
7.1, pour fournir les observations bruitées de la Figure 7.3 (à droite, pour un RSB= 20dB). Supposons que ces observations
doivent être déconvoluées avec une réponse κ0 qui a été mal calibrée. En l’occurrence, le rayon de la sonde nominale est
fixé à R0 = 4.05nm (au lieu d’une valeur réelle R = 4.00nm) et la distance entre la sonde et l’échantillon est supposée être
d0 = 6.05nm (au lieu d’une valeur réelle d0 = 6.00nm). L’algorithme bayésien de déconvolution myope est alors initialisée
avec une réponse de l’imageur κ0 qui est représentée sur la Figure 7.14 (à gauche). La fonction κˆ estimée par l’algorithme est
alors représentée aussi sur la Figure 7.14, et est conforme avec la valeur réelle de la fonction κ de la Figure 7.2 (à gauche).
FIG. 7.14 – Gauche : fonction d’étalement nominale κ0 de l’imageur MRFM. Droite : fonction d’étalement estimée κˆ de
l’imageur MRFM.
Si cette approche “paramétrique” fournit des résultats satisfaisants dans ce cas simple, elle souffre néanmoins de deux incon-
vénients majeurs pour la reconstruction d’images MRFM. Tout d’abord, en supposant indépendants a priori les paramètres
η1, . . . , ηK , les conditions de résonance assurant une réponse κ réaliste ne sont pas nécessairement satisfaites. Il devient
alors impératif de prendre en compte ces contraintes pour définir une loi jointe a priori pour le vecteur η définie sur un
ensemble respectant ces conditions de résonance. Malheureusement, l’ensemble de RK des solutions admissibles est diffi-
cilement identifiable car il requiert l’inversion des fonctions non-linéaires Gx,y,z (η1, . . . , ηK) et sx,y,z (η1, . . . , ηK), ce qui
devient problématique lorsque tous les paramètres physiques doivent être estimés. Lorsque l’on se limite à régler seulement
L < K paramètres, et que cet ensemble est identifié, les conditions de résonance peuvent induire un espace de solutions
admissibles constituées de sous-espaces disjoints de RK , “pavage” rendant partiellement invalide la stratégie d’échantillon-
nage de Gibbs standard. Il serait alors nécessaire de mettre en oeuvre des stratégies d’échantillonnage par bloc, avec le risque
sous-jacent d’une exploration inefficace de l’espace par l’algorithme MCMC.
Par ailleurs, une exploitation directe de la forme paramétrique 7.24 suppose, pour chaque candidat η(?)k proposé, d’évaluer la













, ce qui est dans le cas de l’imagerie MRFM très coûteux en temps de calcul. Remarquons que précisément,
l’évaluation répétée de la fonction T (κ, ·) a été évitée pour l’algorithme de Gibbs introduit au paragraphe 7.3.2 grâce à une
stratégie de calcul récursif détaillée dans [DHT09, App. B].
Pour ces deux raisons précisément, cette stratégie n’a pas été employée pour la déconvolution d’images MRFM réelles. Nous
avons proposé une alternative dans [PDH12a] que nous rappelons dans le paragraphe suivant.
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7.4.2 Décomposition sur une base de fonctions
Modélisation a priori
Nous supposons à présent que la réponse de l’imageur MRFM est connue à une perturbation près ∆κ autour de sa valeur
nominale κ0 :
κ = κ0 + ∆κ. (7.27)
Nous rappelons que cette valeur nominale κ0 provient d’une information a priori, et en l’occurrence repose sur les valeurs
des paramètres η0,0, . . . , η0,0 choisis par l’opérateur. Plutôt que d’estimer directement la fonction d’étalement inconnue κ,
nous proposons d’estimer l’erreur de modèle ∆κ à l’aide d’une décomposition sur une base de noyaux v1, . . . ,vL, selon la





Dans (7.28), {vl}l=1,...,L est un ensemble de fonctions de base préalablement fixées et λ1, . . . , λL, sont les coefficients
(inconnus) de décomposition sur cette base. La réponse de l’imageur MRFM κ est donc supposée être totalement déterminée
par la valeur nominale connue et fixée κ0, et par les coefficients de décomposition inconnus λ1, . . . , λL. Pour mettre en avant
cette dépendance, nous écrirons à présent κ (λ) avec λ = [λ1, . . . , λL]
T . Avec ces notations, le modèle d’observation peut
être réécrit
y = T (κ(λ),x) + n = H (λ) x + n, (7.29)
où la matrice H (λ) est de taille P ×M et décrit la convolution avec le noyau κ (λ).
L’estimation de la réponse de l’imageur κ se limite alors à l’estimation des coefficients λ1, . . . , λL pour lesquels des lois a
priori sont choisies. Comme précédemment, ces paramètres sont supposés a priori indépendants et distribués uniformément
sur des intervalles
Ll = [−∆λl,∆λl] . (7.30)






1Ll (λl) . (7.31)
Les valeurs des tolérances ∆λl seront choisies suffisamment grandes pour obtenir des lois a priori peu informatives. L’algo-
rithme de Gibbs présenté au paragraphe 7.3.2 est alors complété par L étapes de Metropolis-Hastings pour mettre à jour le
vecteur de coefficients λ suivant un schéma algorithmique tout à fait similaire à celui détaillé au paragraphe 7.4.1.
Cette stratégie a l’avantage de ne pas souffrir des deux inconvénients majeurs qui avaient été identifiés pour une approche
paramétrique décrite au paragraphe précédent. Tout d’abord, si les L noyaux de décomposition v1, . . . ,vL sont bien choisis
(le choix pratique de ces fonctions de base sera discuté un peu plus loin), les conditions de résonance sont implicitement
vérifiées, ou du moins, ne posent pas de problème particulier pour évaluer la réponse de l’imageur. Plus spécifiquement, à




candidate est assurée de conserver un sens physique ou, du moins, de ne pas être dégénérée. Par ailleurs, cette décomposition
sur la base de noyaux évite l’évaluation répétée de la fonction T (κ (λ) ,x). En effet, l’application λl 7→ κ (λ) étant linéaire
en λl, la stratégie itérative de calcul de la fonction T (κ (λ) ,x) dont il a déjà été question plus haut peut être adaptée et
ré-utilisée (voir [PDH12a, App. A]).
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Résultats de simulation sur données synthétiques
Pour illustrer les performances de la méthode proposée, un scénario de simulation similaire à celui utilisé au paragraphe 7.4.1
est considéré. La valeur nominale κ0 de la réponse de l’imageur est supposée donnée par les valeurs nominales suivantes
pour deux paramètres physiques : le rayon de la sonde nominale est fixé à R0 = 3.92nm (au lieu d’une valeur réelle fixée
à R = 4.00nm) et la distance entre la sonde et l’échantillon est supposée être d0 = 6.12nm (au lieu d’une valeur réelle
d0 = 6.00nm). Les valeurs nominales et réelles des fonctions d’étalement sont représentées sur la Figure 7.15.
FIG. 7.15 – Gauche : réponse nominale κ0. Milieu : réponse réelle κ. Droite : réponse estimée κˆ
La décomposition (7.27) introduite précédemment nécessite le choix de fonctions de base v1, . . . ,L qui engendre le sous-
espace dans lequel se trouve les possibles perturbations ∆κ. Nous déterminons cette base en identifiant empiriquement
l’espace engendré par un jeu étendu de réponses κ. Plus précisément, un ensemble de 5000 réponses expérimentales κ˜j
(j = 1, . . . , 5000) sont générées suivant le modèle décrit par Mamin et coll. [MBR03], avec des paramètres d et R choisis
aléatoirement suivant une loi normale centrée autour des valeurs nominales respectives d0 etR0. Les variances de ces lois nor-
males sont choisies avec soin pour que les écarts-types correspondants définissent une ellipsoïde de volume minimal contenant
l’ensemble des réponses κ valides de forme spécifiée dans [MBR03]. Ensuite, une analyse en composantes principales est me-
née sur l’ensemble des résidus {κ˜j − κ0}j=1,...,5000 pour identifier le nombre et la direction des axes principaux assurant une
variance maximale des paramètres qui engendrent des réponses réalistes. La valeur des erreurs résiduelles est représentée sur
la Figure 7.16 (à gauche) en considérant un nombre croissant de composantes. Ce tracé indique que choisir L = 4 fonctions
de bases, expliquant 98.69% des perturbations observées en terme d’énergie, semble suffisant pour engendrer un espace rai-
sonnable contenant les erreurs de modèle qui peuvent être produites. Les L = 4 fonctions propres les plus représentatives
sont illustrées sur la Figure 7.16 (à droite). La réponse κˆ estimée par l’algorithme myope est alors représentée sur la Figure
7.15. Des résultats de simulation complémentaires, disponibles dans [PDH12a] mais non reproduits ici, montrent que la stra-
tégie adoptée est capable de fournir des performances de reconstruction proches de celles obtenues en supposant parfaitement
connue la réponse de l’imageur, et bien supérieures à celles obtenues par des algorithmes de reconstruction myope ou aveugle
de la littérature [ABMK10; AA10; TLG09].
Résultats de simulation sur données MRFM réelles
L’algorithme bayésien de déconvolution myope a également été appliqué au jeu de données MRFM réelles déjà considéré
au paragraphe 7.3. L’estimateur MAP de l’image reconstruite avec l’approche myope proposé n’est pas reproduit dans ce
document mais est semblable à celui identifié à l’aide de l’algorithme du paragraphe 7.3. Ceci tend à indiquer que la valeur
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FIG. 7.16 – Gauche : erreurs résiduelles en fonction du nombre de composantes retenues pour la décomposition (les valeurs
sont normalisées). Droite : Les L = 4 bases principales retenues pour la décomposition de la perturbation ∆κ.
nominale κ0 est proche de la valeur réelle de cette réponse. Ceci est confirmé sur la Figure 7.17 où sont représentées cette
valeur nominale et la valeur estimée par l’algorithme proposé. Les deux noyaux de convolution sont en effet très similaires, la
distance quadratique normalisée étant proche de 2% :
∥∥∥ κˆ‖κˆ‖ − κ0‖κ0‖∥∥∥2 = 0.0212.
FIG. 7.17 – Gauche : valeur nominale κ0 de la réponse. Droite : valeur estimée κˆ de la réponse.
7.5 Conclusions et discussion
Ce chapitre a présenté deux algorithmes bayésiens de reconstruction d’images acquises par un microscope MRFM. Ces images
étant naturellement parcimonieuses dans le domaine d’observation, nous avons proposé une loi a priori adéquate favorisant la
parcimonie de la solution estimée. Cette loi est composée d’un mélange d’une masse en zéro et d’une loi exponentielle. Les
hyperparamètres inconnus qui définissent cette loi a priori sont inclus dans le modèle bayésien qui devient hiérarchique. Les
estimateurs bayésiens standard, MAP et MMSE, relatifs à la loi a posteriori sont approchés à l’aide d’échantillons générés par
un algorithme de Monte Carlo. Nous avons montré que ces estimateurs fournissent des reconstructions dont la qualité dépasse
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celle obtenue avec les algorithmes de reconstruction de données MRFM de la littérature.
Deux scénarios expérimentaux ont été envisagés pour la reconstruction de données MRFM. Le premier fait l’hypothèse que
la réponse de l’imageur MRFM est parfaitement connue. La reconstruction de l’image parcimonieuse se pose alors comme
un problème inverse puisque seuls l’image, la variance du bruit de mesure et les hyperparamètres du modèle doivent être
estimés. Dans un second scénario expérimental, plus réaliste, la réponse de l’imageur est supposée partiellement connue.
Cette connaissance partielle a priori peut être exploitée dans le modèle bayésien. Une première solution cherche à estimer les
paramètres expérimentaux calibrant la réponse de l’imageur. Cette stratégie se montre inefficace pour le problème considéré,
principalement à cause de la complexité du modèle physique sous-jacent. Une alternative s’attache à estimer l’erreur de mo-
dèle qui est commise. La réponse réelle est alors supposée s’exprimer comme un développement en fonction de bases autour
de la valeur nominale de cette réponse. C’est cette stratégie que nous avons employée dans [PDH12a] pour reconstruire des
données MRFM réelles. Les résultats de l’estimation conjointe de l’image et de la réponse montrent que la valeur nominale
de la fonction d’étalement choisie pendant l’expérience est proche de la réponse réelle.
Notons que pour éviter l’utilisation d’algorithmes de simulation stochastique, des techniques d’approximation bayésienne
variationnelle peuvent être employées. Les résultats que nous avons notamment obtenus dans [PDH12b] montrent que les
performances atteintes par ces techniques sont proches de celles obtenues avec un algorithme MCMC, avec l’avantage certain
d’être sensiblement moins coûteuses en temps de calcul. L’utilisation de processus ponctuels marqués permettrait également
de réduire le coût calculatoire inhérent aux algorithmes bayésiens proposés, en échantillonnant de manière continue dans l’es-
pace de reconstruction. Ces modèles ont notamment été utilisés avec succès pour la détection de galaxies dans [CCM11].
Pour améliorer encore la qualité de la reconstruction, il est clair qu’un premier travail à effectuer serait d’exploiter la cohérence
spatiale dans l’image estimée. En effet, même si l’image observée est parcimonieuse, en général, les pixels non-nuls ne sont
pas localisés de manière aléatoire dans l’image mais obéissent à des contraintes de connexité et de continuités de forme ou de
structure. Pour rendre compte de cette corrélation spatiale entre pixels non-nuls, le modèle a priori hiérarchique choisi pour
l’image x peut facilement être adapté. Rappelons que la loi a priori d’un pixel de l’image est donnée par l’équation
f (xi|w, a) = (1− w)δ (xi) + wga (xi) . (7.32)
Dans (7.32), l’hyperparamètre w est la probabilité a priori d’avoir un pixel xi non-nul. Cette loi de mélange peut être réécrite
en faisant explicitement intervenir une variable cachée zi qui indique si un pixel est nul ou non3
zi =
 1, si xi 6= 0 ;0, sinon.
Conditionnellement à cette variable indicatrice, le modèle a priori (7.32) peut être réécrit
f (xi|zi = 0) = δ (xi) ,
f (xi|zi = 1, a) = ga (xi) ,
3Remarquons que cette variable cachée apparaît directement dans la génération d’échantillons suivant la loi a posteriori (7.19), comme montré dans
[DHT09, App. C].
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où zi est donc une variable de Bernoulli définie par les probabilités a priori
P [zi = 1] = w,
P [zi = 0] = 1− w.
Des calculs simples montrent en effet que la marginalisation de la variable zi dans la loi conditionnelle f(xi|zi, w, a) conduit
à la loi a priori (7.32). Une fois que ces variables indicatrices ont été introduites, il devient alors évident qu’un moyen simple
et direct pour corréler des pixels voisins est de relâcher la contrainte d’indépendance entre les zi (i = 1, . . . ,M ), et de définir
un champ de Potts-Markov comme modèle a priori pour le vecteur des étiquettes z = [z1, . . . , zM ]
T







où V(i) est une structure de voisinage choisie et β est le paramètre de granularité. Ensuite les techniques d’estimation bayé-
siennes déjà employées au Chapitre 6 pour l’exploitation de l’information contextuelle dans le démélange d’images hyperspec-
trales peuvent être mises à profit ici également. C’est précisément la stratégie que nous avons mise en oeuvre dans [DBTK12]






Les activités de recherche que je mène depuis huit ans maintenant concernent principalement la résolution de problèmes in-
verses, myopes et aveugles en traitement du signal et des images. Le cadre de résolution privilégié est principalement celui
de l’estimation statistique et les approches développées reposent sur l’utilisation de méthodes de simulation stochastique. Le
hasard des rencontres, nombreuses, que j’ai faites depuis le début de mon doctorat m’a conduit à me tourner successivement
vers des champs applicatifs variés : astronomie, imagerie hyperspectrale, spectroscopie, puis, plus récemment, imagerie mé-
dicale et analyse génétique.
J’ai essayé de montrer dans cette partie que la démarche d’inférence bayésienne adoptée permet d’appréhender des problèmes
complexes. Outre le caractère généralement mal-posé de ces problèmes, leur résolution peut s’avérer souvent difficile à cause
de la non-linéarité de la fonctionnelle d’intérêt, du caractère non-gaussien des statistiques sous-jacentes ou de la présence
de contraintes sur les paramètres à estimer. L’inférence bayésienne permet non seulement de dépasser ces difficultés, mais
offre aussi un cadre d’étude générique pour mettre en oeuvre des techniques d’estimation efficaces comme les algorithmes de
Monte Carlo par chaîne de Markov.
L’estimation bayésienne repose sur la définition de lois a priori choisies pour les paramètres inconnus. La qualité de l’esti-
mation dépend sensiblement du choix des hyperparamètres impliqués dans ce modèle. En l’absence de connaissance a priori
suffisante, ceux-ci doivent être estimés conjointement aux paramètres d’intérêt. Une stratégie d’estimation de ces hyperpara-
mètres consiste à coupler les algorithmes de Monte Carlo avec des algorithmes d’approximation stochastique, comme dans
[LL04] ou [KL04]. La stratégie que je privilégie depuis [Dob07] repose sur la construction d’un modèle bayésien hiérarchique
incluant ces hyperparamètres dans la loi a posteriori. Les méthodes de résolution deviennent alors totalement non-supervisées.
Notons que les hyperparamètres caractérisant le modèle a priori sont assimilables aux paramètres de régularisation lorsque le
critère d’intérêt est défini dans un contexte d’optimisation. Ce critère s’écrit le plus souvent comme l’opposé du logarithme
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d’une loi a posteriori. Il comprend alors un terme d’attache aux données (représentée par la vraisemblance dans le cadre bayé-
sien) qui est, par exemple, quadratique lorsque le bruit d’observation est supposé gaussien, et un terme additif de pénalité. Il est
alors bien connu que l’estimateur des moindres carrés (MC) pénalisé coïncide avec l’estimateur MAP lorsque la pénalisation
s’écrit comme l’opposé du logarithme de la loi a priori sous-jacente. Le lien entre estimation des moindres carrés pénalisée
et estimation bayésienne a été relevée dans de nombreux travaux [Gio05]. Une discussion récente sur ce point, livrée dans
[Gri11], montre que d’autres estimateurs bayésiens, notamment MMSE, peuvent aussi coïncider avec un critère MC pénalisé
lorsque le terme de pénalité dérive d’une autre loi a priori.
Le prix à payer lors de l’utilisation de ces modèles hiérarchiques est généralement la difficulté à calculer les estimateurs bayé-
siens à partir de la loi a posteriori résultante. Ceux-ci sont donc approchés à l’aide d’échantillons générés par des algorithmes
MCMC, méthodes sans nul doute devenues populaires précisément pour leur capacité à résoudre des problèmes bayésiens
[RC04]. Les approches variationnelles [JJ00] que nous avons par exemple utilisées dans [EDTS11; PDH12b] représentent
une alternative intéressante à ces algorithmes. Leurs aptitudes à résoudre des problèmes complexes sont toutefois limitées,
notamment lorsque les calculs intégraux mis en jeu deviennent impossibles à mener. Au sein de ces algorithmes variationnels,
de nouveau, des étapes d’intégration par Monte Carlo deviennent alors indispensables.
Perspectives de recherche
Pour conclure, je dégage dans ce qui suit quelques axes d’intérêt qui semblent s’inscrire dans la poursuite de mes travaux de
recherche actuels. Les premiers concernent principalement des verrous méthodologiques liés à la résolution des problèmes
inverses, myopes et aveugles tels que je les ai abordés jusqu’ici. Le dernier point abordé décrit un vaste champ applicatif
qui représente autant d’opportunités pour motiver la levée de ces verrous et pourrait alors bénéficier des avancées qui en
résulteraient.
Algorithmes MCMC et géométrie de l’information
Bien que puissants et apparemment génériques, des implantations naïves des algorithmes MCMC utilisés pour la résolution
des problèmes considérés peuvent se montrer inefficaces, en particulier lorsque la dimensionalité de l’espace des solutions
devient démesurément grande. Plus généralement, l’exploration de cet espace par des méthodes d’échantillonnage doit être
menée de manière judicieuse. L’exploitation de la géométrie du problème suffit parfois à diminuer sensiblement le nombre
de degrés de liberté des paramètres inconnus. C’est notamment ce que nous avons proposé dans [DMC+09] en menant sim-
plement l’estimation des composants du mélange dans un sous-espace adéquat. En lieu et place des composantes spectrales
pures, seules les projections de ces signatures sur le sous-espace qui contient les pixels observés sont retrouvées, réduisant
considérablement le nombre de paramètres inconnus et garantissant souvent la plausibilité de la solution.
Lorsque la fonctionnelle d’intérêt, i.e., la loi a posteriori des paramètres à estimer, devient elle-même difficile à échantillon-
ner, d’autres stratégies doivent être considérées. C’est le cas précisément lorsque des corrélations fortes et complexes existent
entre plusieurs paramètres à estimer. A titre d’exemple, si nous examinons le problème de débruitage d’image basé sur une
régularisation de type variation-totale considéré dans [LM08], un algorithme de Gibbs standard échouerait très certainement
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à produire des échantillons permettant de construire un estimateur MMSE performant, à cause principalement de la dimensio-
nalité du problème et de la corrélation naturelle qui existent entre pixels voisins. L’alternative considérée dans [LM08] repose
sur le sous-échantillonnage de la chaîne produite par des étapes de Metropolis-Hastings basées sur des mouvements par blocs.
Plus généralement, les algorithmes de Monte Carlo hybrides représentent des outils puissants pour s’affranchir de la grande
dimensionalité d’un problème et de la complexité du critère-cible. Par exemple, l’algorithme de Monte Carlo hamiltonien
initialement introduit par Duane dans [DKPR87] a été utilisé avec succès dans [KCYL09; CB09], et aussi dans [SM09] pour
la factorisation en tenseurs non-négatifs. Comme détaillé dans [Nea93] et [AdDJ03], cet algorithme permet d’améliorer les
propriétés de mélange des échantillonneurs de Gibbs classiques, en exploitant le gradient de la distribution à échantillonner.
Ainsi, les mouvements proposés au sein des étapes de Metropolis-Hastings sont privilégiés dans des directions intrinsèque-
ment favorisées par le critère. L’algorithme de Langevin ajusté proposé par Roberts et coll. dans [RT96] exploite aussi la
forme du critère pour proposer des mouvements dans des directions privilégiées. Depuis, des algorithmes plus évolués ont été
proposés [Atc06], exploitant conjointement la géométrie de l’espace à explorer [GC11].
La plupart de ces algorithmes demeurent néanmoins méconnus de la communauté du traitement du signal et des images. Un
effort particulier devra donc être consenti pour irriguer cette communauté avec ces méthodologies nouvelles. Le recours à des
algorithmes stochastiques novateurs sera indispensable à la résolution des problèmes rencontrés dans mes travaux futurs, en
particulier pour ceux qui concernent le traitement et l’analyse de données de grandes dimensions. L’imagerie hyperspectrale
ou l’imagerie médicale constituent notamment deux champs applicatifs pour lesquels la mise en oeuvre de tels algorithmes
semble tout à fait prometteur. Les problèmes de restauration (débruitage) et déconvolution, ou même celui de la fusion abordé
plus loin, se heurtent en effet à des difficultés intrinsèques au traitement de ces images. La quantité de données à analyser
entraîne un coût prohibitif des schémas algorithmiques itératifs standards, et les corrélations inhérentes aux scènes observées
mettent en péril les propriétés de convergence asymptotique de ces mêmes algorithmes. Malgré ces difficultés apparentes,
l’utilisation d’algorithmes stochastiques peut être facilement défendue face à des approches déterministes par leur capacité à
explorer l’espace des solutions même en présence de critères d’intérêt multi-modaux. A titre d’exemple, l’analyse d’images
de tomographie à émission de positons (TEP) passe généralement par un modèle de mélange de lois Poisson-Gamma (ou loi
binomiale négative), similaire à celui introduit dans [IPDB11]. Une étude minutieuse de la loi a posteriori résultante met au
jour un critère complexe, caractérisé non seulement par des corrélations fortes et non standards le long d’un axe en forme de
banane [tR12, Chap. 4], mais aussi par une succession de modes le long de cette même courbe. Il est clair que le recours à des
algorithmes de type Metropolis Adjusted Langevin [RT96] permettrait d’améliorer considérablement la qualité des estimateurs
aujourd’hui construits à l’aide d’algorithmes de Gibbs classiques.
Séparation, factorisation et sélection de modèle
Dans la majorité de leurs acceptions traditionnelles, les problèmes de séparation aveugle de sources ou de factorisation
matricielle sont généralement formulés en supposant connue la dimension du modèle, c’est-à-dire le nombre de sources à
retrouver ou l’ordre de la factorisation. Cette hypothèse générique peut s’avérer contraignante et restrictive car elle impose le
choix a priori de ce modèle. Malheureusement, ce choix peut être difficile pour des applications réelles pour lesquelles les
utilisateurs ou les opérateurs n’ont qu’une idée très partielle et limitée de la solution recherchée. Par ailleurs, même si ce choix
n’est pas intrinsèquement critique, lorsque par exemple la dimension du modèle n’est pas per se un résultat d’intérêt, il peut
tout de même considérablement influencer la qualité de la séparation ou de la factorisation et rendre difficile, voire impossible,
l’interprétabilité des résultats qui en découlent.
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Plusieurs stratégies ont été envisagées dans la littérature pour lever cette difficulté. Une première classe de méthodes procède
par énumération et comparaison des solutions obtenues sous les hypothèses d’ordres différents. Il convient alors d’évaluer a
posteriori la pertinence de ces solutions obtenues après avoir choisi a priori la dimension du modèle. Outre que cette énu-
mération et cette comparaison peuvent s’avérer fastidieuses, elles requièrent souvent une capacité d’expertise au regard d’une
application visée, comme dans [OP09; MV11]. Pour des problèmes d’estimation paramétrique, la comparaison des solutions
obtenues sous l’hypothèse de modèles différents a motivé également la définition de plusieurs critères pénalisés célèbres,
parmi lesquels AIC [Aka74; WK85], BIC [Sch78] ou MDL [Ris78]. Ainsi, dans [NB12], un critère basé sur le MDL est
minimisé pour résoudre un problème de démélange non-supervisée d’images hyperspectrales. Une approche similaire a été
également employée dans [SC07] pour déterminer l’ordre de la décomposition matricielle inhérente à l’analyse en compo-
santes principales. Il est cependant aisé de constater que ces approches fournissent autant de résultats différents qu’il y a de
pénalités introduites, interdisant malheureusement tout consensus. Dans un contexte d’estimation statistique, une alternative
consiste alors à comparer les vraisemblances marginales relatives aux modèles, par exemple en calculant les facteurs de Bayes
associés. L’algorithme proposé par Chib dans [Chi95] a ainsi été spécifiquement mis en oeuvre dans [SWH09] pour un pro-
blème de factorisation en matrices non-négatives. La difficulté liée à ces approches réside principalement dans le calcul des
quantités en jeu, qui impose souvent le recourt à des approximations numériques ou stochastiques.
Une seconde classe de méthodes, que je pense alors beaucoup plus prometteuses, procède au choix du modèle par autodé-
termination. Elles peuvent par exemple considérer le nombre de sources ou l’ordre de la factorisation comme un paramètre
inconnu qu’il convient d’estimer. Dans un cadre bayésien, ce paramètre supplémentaire est aléatoire, muni d’une loi a priori
et estimé conjointement avec les autres paramètres d’intérêt. L’exploration de l’espace des solutions admissibles, réunion de
sous-espaces de dimensions différentes, nécessite l’utilisation de mouvements de naissance et de mort, caractéristiques des
algorithmes MCMC à sauts réversibles [Gre95]. Dans nos travaux [DTC08; EDT10b] consacrés au démélange d’images hy-
perspectrales, nous avons mis en oeuvre de tels algorithmes pour s’affranchir du nombre inconnu de composants qui participent
au mélange. Ces algorithmes de démélange ne sont pourtant pas totalement non-supervisés car ils supposent la connaissance
d’une bibliothèque spectrale contenant les constituants du mélange. Il faut se référer aux travaux [ZG09; SM10b; SM10a]
pour découvrir des algorithmes de factorisation matricielles totalement non-supervisés. Plus récemment, les méthodes bayé-
siennes non-paramétriques ont été avancées notamment comme une alternative à ces algorithmes à sauts réversibles connus
pour être coûteux en temps de calcul. Même si la définition de distributions sur un espace de dimension infinie n’est pas
récente [HHMW10], le succès grandissant des méthodes d’estimation qui en découlent mérite une attention particulière. Elles
permettent potentiellement d’estimer un nombre infini de composantes du modèle. Notamment, pour des problèmes de fac-
torisation matricielle, des premiers résultats obtenus ont été obtenus dans la communauté de l’apprentissage automatique
[PAW10; HBC10]. Ces approches bayésiennes non-paramétriques, basées par exemple sur des modèles a priori dont les plus
populaires sont les processus gaussiens [RW06] et les processus de Dirichlet [Fer73], constituent alors un prolongement na-
turel des méthodes auxquelles j’ai déjà eu recours et ouvrent la voie pour la résolution de problèmes aveugles beaucoup
plus ambitieux. En lien direct avec les applications qui ont motivé mes activités de recherche ces dernières années, l’esti-
mation du nombre de composants dans les modèles à mélange est un problème majeur en imagerie hyperspectrale, imagerie
par microscopie électronique, spectro-chimie ou analyse de données génétiques. La plupart des méthodes de la littérature
pour l’estimation du nombre de composantes élémentaires (ou sources) reposent principalement sur les approches par énu-
mération décrites plus haut. La déclinaison hiérarchique des modèles bayésiens non-paramétriques, comme les processus de
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Dirichlet hiérarchiques [TJBB06], représenterait alors une alternative pertinente. Ils permettraient non seulement de détermi-
ner le nombre de composants participant au mélange mais également de rendre compte de la variabilité intrinsèque de ces
composants, en associant chaque élément du mélange avec, non pas une unique signature spectrale, mais plutôt une collection
de signatures caractérisées par une densité de probabilité. Cette variabilité spectrale des composants purs, bien que facilement
constatée dans l’analyse de scènes réelles, a été largement négligée dans les travaux de la littérature, à l’exception notable
de la contribution de Bateson et al. [BAW00] ou plus récemment [SZPA12]. Elle permet également de légitimer le modèle
de mélange NCM introduit par Stein et Eismann [Ste03; ES07] et défendu par la suite dans [EDMT10]. L’utilisation des
modèles bayésiens non-paramétriques représenterait donc un moyen efficace pour capter cette incertitude sur les composants
du mélange alors en nombre inconnu.
Fusion et intégration multi-capteurs
En prémices dans ma thèse de doctorat [Dob07], j’avais souligné l’importance grandissante prise par la multiplicité des
capteurs pour l’acquisition d’un même phénomène physique. Dans ces travaux, j’avais notamment considéré le problème de
segmentation conjointe de données multi-capteurs pour des applications en astronomie [DTS07], en diagnostic sur des réseaux
électriques [DTD07] ou en météorologie [DT07b]. Les données analysées pouvaient alors provenir de capteurs similaires ou
différents, fournissant des mesures homogènes ou hétérogènes 1D au cours du temps. Aujourd’hui, l’observation de la Terre
participe de cette même course aux données toujours plus nombreuses, encouragée par les besoins grandissants des utilisateurs
finaux pour les produits proposés (en général des images de télédétection), qu’ils soient pouvoirs publics ou particuliers. Un
enjeu majeur pour les opérateurs (le CNES notamment) consistent alors à exploiter la très grande richesse des informations
délivrées par les réseaux de capteurs qui fournissent des images de modalités parfois très différentes. Pour rendre exploitable
cette information issue de plusieurs imageurs, il convient de mettre en place des stratégies visant à tirer partie des avantages
de chacune des modalités considérées, suivant un processus de fusion par exemple.
En raison de contraintes physiques inhérentes aux capteurs, un compromis entre les résolutions spectrales et spatiales des
images acquises doit être trouvé. Les missions actuelles et à venir d’observation de la Terre reposent sur l’utilisation de
plusieurs capteurs qui sont ou seront en mesure de fournir conjointement des images multi-bandes (multispectrale ou hyper-
spectrales) et panchromatique à (très) haute résolution (voir par exemple le projet Pléiades porté par le CNES [BGD+06]).
Les stratégies pour exploiter l’ensemble de ces mesures consistent principalement à coupler les deux images acquises par deux
capteurs différents pour obtenir une seule image multi-bandes à (très) haute résolution spatiale. L’augmentation de la résolu-
tion spatiale des images multispectrales a par exemple été menée dans [RW00] à l’aide d’une image provenant d’une autre
modalité. Plus spécifiquement, la fusion d’images multispectrale et panchromatique, connue sous le nom de pansharpening,
a montré tout son intérêt pour des problématiques de détection, classification ou segmentation [CRVW98]. Cependant, cette
tâche de fusion de données hétérogènes peut être aussi naturellement formulée comme un problème inverse, résolu notamment
dans un cadre bayésien. La fusion d’images hyperspectrale et panchromatique a par exemple été abordée sous cet aspect dans
[EH04; JJ10]. Plus récemment, la fusion d’images hyperspectrale et multispectrale a été considéré dans [HEW04; EH05],
toujours formulé comme un problème inverse bayésien. D’autres approches, basées sur des techniques de factorisation matri-
cielle, ont été développées dans [BTPJ10; YYI12], étendant les travaux préliminaires de [EM02].
Une autre classe de problèmes récents rencontrés en télédétection, conséquents également de la multiplicité des données ré-
coltées, concernent le traitement et l’intégration d’images multi-dates. Le programme Venµs porté aussi en partie par le CNES
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et principalement destiné au suivi de la végétation, visera à acquérir des images à haute résolution spatiale et à haute fréquence
de revisite, fournissant un jeu important d’images multi-bandes d’une même scène observée à différents instants sur plusieurs
années [CI12]. Le traitement de ces ensembles de données nécessite la définition de nouveaux outils permettant d’y extraire
l’information pertinente (indice de végétation, niveau hydrique, etc...), exploitant par exemple le caractère cyclique des ob-
servations. Plus spécifiquement, le problème de démélange spectral, qui a constitué un des axes majeurs de mes travaux de
recherche depuis 2004, peut aussi être couplé avec celui de l’analyse de données multi-temporelles. Le processus de démé-
lange vise alors à fournir des signatures spectrales caractéristiques d’éléments macroscopiques qui respectent une variabilité
temporelle [SATC11], et nécessite de repenser complètement les algorithmes de démélange tels qu’ils ont été développés
jusqu’ici. Des premières tentatives pour traiter conjointement des données multi-bandes et multi-temporelles ont ainsi été pro-
posées dans [TMVRVBC11; HFSES12; SA12a]. Ce problème de fusion multiple fait également l’objet de l’ambitieux projet
de recherche VEGEMIX soutenu par le Belgian Science Policy Office (BELSPO) et dont des résultats préliminaires ont été
communiqués dans [SSAK12; SA12b].
Les problématiques de fusion et d’intégration de données multi-capteurs qui viennent d’être décrites sont essentiellement
motivées par des applications en télédétection car ce sont celles qui me sont proches, liées à une connaissance renforcée
par les activités de recherche déjà menées ou le contexte industriel local (suite à des intéractions multiples avec le CNES
notamment). Remarquons cependant que ces problématiques de fusion d’information (sous la forme d’images ou même de
signaux) peuvent se rencontrer dans d’autres champs applicatifs, comme l’imagerie médicale qui bénéficie également d’une
grande richesse des modalités disponibles. Les caractéristiques propres à chaque capteur (imagerie à résonance magnétique,
tomographie par émission de positons, imagerie ultrasonore,...) représentent une diversité qui n’a rien à envier aux imageurs
de télédétection, bien au contraire. Cette diversité s’accompagne naturellement d’avantages propres à chaque modalité, et la
fusion d’images a d’ores et déjà permis de tirer partie de ces avantages pour aider le praticien dans son diagnostic [LMM95].
L’estimation bayésienne représente alors un cadre générique pour la résolution de ces problèmes de fusion de données mul-
tiples et/ou hétérogènes. La mise en oeuvre des outils méthodologiques qui émergent de ce cadre requiert néanmoins des efforts
conséquents à deux niveaux. Tout d’abord, le modèle direct de formation des observations doit être défini rigoureusement, ex-
ploitant notamment la connaissance a priori des capteurs. La plupart des travaux cités plus haut se contentent de modèles
d’observation ou de dégradation standards (flou gaussien par exemple), ne rendant pas compte des processus physiques sous-
jacents pourtant essentiels à la recherche des grandeurs d’intérêt (une image à hautes résolutions spatiale et spectrale par
exemple dans le cas de la fusion d’images multi-bandes en télédétection). La modélisation directe nécessite donc une étroite
collaboration avec les opérateurs, qui peuvent être amenés à fournir des gabarits de réponse des capteurs utilisés. Notons que
l’hypothèse de linéarité (ou quasi-linéarité) de cette réponse ne doit pas être une caractéristique recherchée à tout prix (parce
que jugée confortable par le traiteur de signal) notamment lorsqu’elle est clairement mise en défaut par l’expérimentation.
Ensuite, la résolution du problème inverse qui résulte de cette formulation directe constitue une gageure de par la dimension
des données à manipuler. Une fois encore, si l’utilisation d’algorithmes stochastiques est justifiée par leur flexibilité face à une
fonctionnelle d’intérêt complexe, le recourt à des algorithmes de Monte Carlo efficaces devient indispensable, comme ceux
décrits plus haut. Ainsi, l’intégration et la fusion de données issues de plusieurs capteurs apparaissent-elles comme un champ
d’investigation toujours aussi fécond.
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