We estimate the dynamic daily dependence between assets by applying the Semiparametric Copula-Based Multivariate Dynamic (SCOMDY) model on intraday data. Using tick data of three stock returns of the period before and during the credit crisis, we find that our dependence estimator better captures the steep increase in dependence during the onset of the crisis as compared to other commonly used time-varying copula methods. Like other high-frequency estimators, we find that the dependence estimator exhibits long memory and forecast it using a HAR model. We show that for out-of-sample forecasts, our dependence estimator performs better than the constant estimator and other commonly used time-varying copula dependence estimators.
Introduction
This paper harnesses the rich information set in intraday data to obtain a useful estimate for the daily timevary ing copula dependence. We wish to obtain from intraday data the daily nonparametric conditional dependence that is measured ex-post and term this the "intraday (copula) dependence." Our intraday dependence measure is estimated using the Semiparametric Copula-Based Multivariate Dynamic (SCOMDY) model (Chen and Fan 2006) applied to intraday data. In SCOMDY models, the individual series' conditional mean and conditional variance is parametrically specified while their joint distribution is specified by a semi-parametric copula (parametric copula with empirical marginals). Chen and Fan (2006) noted that in such models, the limiting distribution of the copula dependence parameters are unaffected by the first-step estimation of the dynamic parameters specifying the conditional mean and variance. It is however affected by the marginal distribution of the standardized residuals. Here, we adopt Chen and Fan (2006) SCOMDY approach but apply it to intraday data. We show empirically that the derived dependence from intraday data is a superior estimator of daily dependence as compared to commonly used time-varying copulas.
Multivariate volatility models have been a long-standing challenge in financial econometrics, especially with the estimation and modeling of correlations between time series. Recent financial crises have taught us that models based on normal distribution are inadequate, and correlation changes through time and increases sharply during crises. This paper brings together two main areas of econometric literature, namely that of time-varying copulas and of econometric estimators that harness high frequency data. Sklar (1959) introduced a joint distribution function to be flexibly decomposed into its individual marginals and a dependence function, termed the copula function, linking the marginals. By specifying different copula functions, different dependence structures beyond linear correlations can be formed and estimated. This makes copulas popular tools in finance when dealing with multivariate distributions. A main shortcoming is that they are static, i.e., they assume i.i.d data, and hence only consider the spatial dependence. In reality, financial time series often exhibit time-varying dependences and structural breaks [see, e.g., Patton (2001) ].
It is thus important to use time-varying copula models. One of the most traditional methods of obtaining time-varying dependence is by using rolling windows of observations for estimation. However, this method is arbitrary on the choice of window size, is slow to react to market changes, and still suffers from the effects of structural breaks. Developments in this area include the regime-switching models of Rodriguez (2007) and Chollete, Heinen, and Valdesogo (2009) , and the autoregressive dependence parameter of Patton (2006) . The autoregressive dependence of Patton (2006) assumes that the dependence parameter follows an ARMA(1,10) process, and the determination of the forcing (or updating) variable and the choice of number of lags are key issues to deal with. To avoid specifying the parameter changing scheme, Giacomini, Hardle, and Spokoiny (2009) use local change point analysis to detect intervals of local homogeneity for estimation of the copula parameter. In a more recent paper, Creal, Koopman, and Lucas (2013) GAS model addresses the problem of choosing a forcing variable in Patton (2006) by using the lagged score which then incorporates information of the entire density. All these models face varying degrees of the same problem: when too much data from the distant past is used, the estimated parameters could be biased. However using only recent data would result in too few observations for inference. While the local change point analysis method attempts to circumvent this problem, it is only effective if sufficient post-break data is available.
Second, the availability of high-quality tick-by-tick data in financial time series has led to much innovation and research in the last decade of financial econometrics, with the development of realized volatility of Barndorff-Nielsen and Shephard (2002) , realized covariances and other realized measures based on the theory of quadratic variation. The realized correlation [Barndorff-Nielsen and Shephard (2004) , henceforth BNS] is derived from dividing realized covariances by the realized volatilities of the assets. We also wish to harness intraday data in estimating correlations and other non-linear dependence measures for use in copulas for two simple reasons: (1) they provide information on the most current status about the relationship between different assets of interest; (2) they provide a large quantity of observations for econometric inference.
The idea of using intraday data for copula dependence estimation has been considered before, but was focused on sampling frequency that is shorter than 1 day for use in estimating dependence across a large number of days (i.e., not within the same day). For example, Dias and Embrechts (2004) do not model the time-varying dependence parameter explicitly, they apply the method of change-point analysis on the copula dependence parameter. Breymann, Dias, and Embrechts (2003) consider FX data and find that the empirical marginals of the residuals can be rejected for ellipticity for frequencies of 8 h and shorter. In a different and more recent approach, Fengler and Okhrin (2012) makes use of Hoeffding's lemma to match the realized covariance to a copula dependence parameter using methods-of-moments and term this the "realized copula." Salvatierra and Patton (2013) extend the GAS model of Creal, Koopman, and Lucas (2013) by adding an additional regressor of realized measures in the autoregression equation.
Here we use daily returns in the SCOMDY model but with daily time-varying dependence parameter estimated using the same SCOMDY model on the intraday data within the day. Our simulation studies indicate that the dependence parameter is stable under time aggregation and is biased for non-Gaussian copulas. However despite the bias, we show that such a method gives us a useful estimate of the daily dependence. We apply the method during the crisis period between 2006 and 2008 where our dependence estimator picks up the crisis clearly and dramatically as compared to other methods. An empirical horse race also shows clear evidence that the intraday dependence estimator beats existing time-varying copula methods by providing more accurate out-of-sample value-at-risk (VaR) forecasts.
The rest of this paper is organized as follows: Section 2 discusses the class of semiparametric copulabased multivariate dynamic models, introduces the concept of intraday dependence and discusses its properties. Section 3 describes two simulation experiments that reinforces the discussions in Section 2. Section 4 begins the empirical study, where we estimate the intraday dependence measures for three stock pairs and discuss some of its estimation issues. The dependence measures are then forecasted for the 1-step ahead VaR estimation. Section 5 concludes.
High frequency data and semiparametric copula
Assume the returns processes y a and y b of assets a and b are i.i.d. Let F ab be the joint density function between the returns. Sklar's theorem (Sklar 1959) states that F ab can be decomposed using into the individual marginal densities and a copula,
where F a and F b are continuous marginals and C is a copula with dependence parameter θ. The copula is thus a dependence function between the two asset returns, and various multivariate densities can be described by specifying the copula function. For risk management purposes, an important copula concept is tail dependence, where the upper and lower tail dependence are given by
respectively. These describe the dependence in the upper right quadrant and lower left quadrant respectively, or the probabilities that extreme events occur simultaneously. Gaussian copulas have no tail dependence and are often inadequate for modeling financial returns, where the lower tail dependence is typically observed to be larger than upper tail dependences. The clayton and survival gumbel copulas are more suitable in this respect.
1 Financial returns are however not i.i.d and typically exhibit inter-temporal dependence. The SCOMDY model allows for the dynamics (conditional mean and conditional variance) of the individual return series to be modeled, and the dependence of the scale-free residuals to be then specified by a copula. Furthermore, rather than pre-specifying the parametric distribution of the marginals, the empirical marginal distribution functions are used. This reduces the risk of misspecifying the marginals in the estimation of dependence but comes at a cost of decreasing efficiency of the estimation (as compared to when the parametric forms of the marginals are known).
2 Chen and Fan (2006) showed that in this two-step procedure, the asymptotic distribution of θ is unaffected by the initial step of GARCH estimation.
In this paper, we estimate the time-varying daily dependence parameter from intraday data within the day by applying the same SCOMDY model on all intraday returns in day i:
where m i θ is the intraday dependence for day i, η a,i,j and η b,i,j are the intraday residuals from a parametric model for day i and intraday period j. The superscript m denotes the sampling frequency at which the estimation takes place. The marginals F a and F b can be estimated by the empirical CDF F n,a and F n,b respectively.
We posit that exploiting intraday data allows us to observe the dynamics of the latent conditional dependence. This approach is much less sensitive to structural breaks in long time series as only information within the day is used. There are however some important issues to contend with. Except for the Gaussian copula, copula distributions such as Gumbel and Clayton are not closed under aggregation, i.e., the distribution of returns at daily level and at intradaily level are not the same. However, we show that by passing returns through a GARCH filter in the SCOMDY framework, the scale-free residuals retain their dependence structure with relative stability. It is thus imperative for our purpose to consider the properties of GARCH residuals. Another issue is that high-frequency returns do not capture information during non-trading hours, unlike the case when daily opento-open or close-to-close returns are used. Due to these issues which we will discuss in the following subsection, there is biasness in the intraday dependence estimator. We find however that it remains a useful method of estimating daily dependence, and consider using an adjustment factor for the estimator. Intraday seasonality and other practical estimation issues also have to be addressed and we do this in Section 4.1.1.
The intraday dependence estimator
Assume a univariate ARMA(1,1)-GARCH(p,q) process is used to model the conditional mean and variance of intraday returns y k,i,j , k = 1 …, K, i = 1, …, t, j = 1, …, 1/m, for m regular time-spaced sampling intervals within a day, 0 < m ≤ 1. Let us denote 1, , , , , 0
≤≤ as the vector of GARCH residuals of K assets in day i, where t is the number of days in the sample period. For each day i and sampling frequency m, the intraday return at time j is given by , , ,
, , ,
,
where 
where m i θ is the intraday dependence on day i for the K assets. The marginal distributions F k,i (η k,i,j ) can be estimated by the empirical marginal distributions of the residuals for each day i
where η are the estimated standardized residuals from (3).
We now consider the constant dependence estimator, θ, for the period. The constant dependence between K assets is given by θ under a SCOMDY model,
where η 1, i , …,η K, i are the vector of residuals from an ARMA(1,1)-GARCH(p,q) process at a daily sampling frequency: The marginal distribution function F k (x) can be estimated in a similar fashion as (6). We have now defined our intraday dependence estimator ˆ. m i θ Consider the returns of two assets k 1 and k 2 and assume that dependence is non time-varying between the days i = 0 to i = t and is given by θ. What we are interested in is how ˆm i θ relates to ˆ. θ We consider two cases: (i) gaussian copulas and (ii) non-gaussian copulas. We find that under certain circumstances in the second case, ˆm i θ would be biased.
(i) Gaussian case:
For simplicity, assume that the returns follow a GARCH(1,1) process. 4 GARCH(1,1) models are compatible with continuous time processes and can be viewed as a discretised form of continuous stochastic models. Berkes and Horvath (2003) proved that the asymptotic behavior of the empirical process of squared GARCH residuals weakly converges to a Gaussian process. This result was used in Chan et al. (2009) to establish the CML consistency using weighted approximation of the empirical residuals and to show that the limiting distribution of ˆi θ is independent of the GARCH filtering.
Consider two assets k 1 and k 2 , let
where Φ denotes the standard normal cumulative distribution. In the Gaussian copula, the copula dependence parameter is simply the linear correlation between v 1,i and v 2,i . Thus 
where
Using Theorem C.1 (in the Web Appendix), derived under assumptions about the distribution of GARCH residuals and using the results of the empirical process of GARCH residuals 4 The simple GARCH model for estimating the conditional variance is commonly used to model daily returns, see e.g., Kim, Malz, and Mina (1999) , Christoffersen and Diebold (2006) and Giacomini, Hardle, and Spokoiny (2009) . These papers pointed out that for daily equity data, conditional means are dominated by conditional variances, hence a zero-mean assumption is reasonable. We also checked our results by including a conditional mean ARMA(1,1) model. The conditional means are small and overall results remain unchanged. Conditional means matter more for intraday data than for daily data, but are still dominated by conditional variances, as noted by Andersen and Bollerslev (1997) . We consider the use of ARMA(1,1) to model conditional means but find that the assumption of a zero conditional mean is adequate. We discuss this issue further in Section 4.1.1. 5 Nelson (1990) showed that a sequence of discrete time GARCH(1,1) processes with i.i.d. normal innovations converges in distribution to Itô processes as the length of the discrete time intervals goes to zero.
in Berkes and Horvath (2003) ,
It is then straightforward to see that both ˆm i θ and θ converges in probability to θ as 1/m→∞ or t→∞.
(ii) Non-Gaussian case:
Theorem C.1 is based on the assumption that the GARCH residuals at both frequencies have a distribution with zero mean and unit variance, which implies a strong GARCH process [see Drost and Nijman (1993) ]. This assumption is often made by researchers without regard to sampling frequency used. However, strong GARCH processes are not closed under aggregation and only weak GARCH processes are time-aggregating (for weak GARCH, the estimated 2 t σ is not the conditional variance but the best linear predictor of the squared residuals, i.e., 2 2 1 ( ) 0, 0, 0, 1, 2.).
This means that if the data generating process is weak GARCH(1,1) at a certain sampling frequency, then the weak GARCH(1,1) will be the data generating process for any other sampling frequency (Alexander and Lazar 2005) .
In a seminal paper, Drost and Nijman (1993) 
, and the parameter vector of the intradaily GARCH process by ( , , ) .
With these definitions, Drost and Nijman (1993) showed that GARCH models in the strong or semi-strong sense are not closed under aggregation and hence
Only weak GARCH models are time-aggregating. This means that if the data generating process is weak GARCH(1,1) at a certain sampling frequency, then the weak GARCH(1,1) will be the data generating process for any other sampling frequency (Alexander and Lazar 2005) . Nelson (1990) showed that as sampling frequency increases, the GARCH residuals approach a limiting Student's-t distribution with 2+4τ/α *2 degrees of freedom, where τ = lim Δt→0 Δt
. Alexander and Lazar (2005) derive the continuous limit of the weak GARCH(1,1) as a stochastic volatility model with price-volatility correlation that is related to the skewness and kurtosis of the returns density. The limit reduces to the results of Nelson (1990) if the returns density is normal. Similarly, Drost and Werker (1996) 6 show that the implicit assumption of an underlying continuous model implies the presence of heavy tails, and consistently find that leptokurtosis is less pronounced in aggregated series. This means that for any copula model which captures tail dependences, ˆm i θ will be larger than θ as sampling frequency increases. Despite the biasness in the dependence estimate, the intraday dependence estimator remains a good estimator for time-varying dependence for several reasons. First, simulations in Drost and Nijman (1992) suggest that the QML estimates are close to the true parameters even if the model is weak GARCH. Second, Nelson (1990) and Alexander and Lazar (2005) showed that as sampling frequency increases, the estimated GARCH variance will offer a good approximation for the variance of the true process, even if the GARCH model is misspecified. Both of these arguments imply that the effects of time aggregation of GARCH is limited.
Finally, in reality the sum of intraday returns is often not equivalent to daily returns, i.e.,
This is because intraday returns do not take into account of overnight returns when trading is not 24 hours, for example, in stock markets. While there are no intraday observations in non-trading hours, stock prices do shift due to international news releases and other information made available to the investor. This means that dependence between assets in non-trading hours is not taken into account by the intraday dependence estimator and it will be downward-biased relative to ˆ. θ There is also Epps effect to deal with at high sampling frequencies, where dependence is biased to zero as sampling intervals approaches zero. This phenomenon is due to non-synchronous trading of assets, but can usually be dealt with by using lower frequency returns (e.g., 1 or 5 min returns) rather than the highest sampling frequency. However, by using lower frequency returns, the number of observations within the single trading day becomes limited (for example, if 1 min returns are used, there are approximately 390 observation points within the day) and the dependence estimate incurs finite sampling biasness.
To deal with the multiple sources of biasness simultaneously, we consider the use of a rescaled intraday dependence [similar to that used in Martens, Chang, and Taylor (2002) and Wiggins (1991) for volatility] in our empirical section for VaR estimation (see Section 4.3). We denote the rescaling or adjustment factor by a f and estimate it as the average of the dependence ratios ˆ/ m i θ θ in the initial in-sample period. The adjusted intraday estimator is the out-of-sample periods is then given by ˆ/ ,
where a f is assumed to be constant.
Simulations
In this section, we study two cases to observe the effect of time aggregation on the intraday dependence estimator proposed in Section 2. In the first case, returns are simulated under a SCOMDY model. In the second case we have a more neutral and realistic setting by using a bivariate Normal Inverse Gaussian (NIG) Lévy process, where only the true linear dependence is known. For our first simulation case, we generate 1000 random samples of size 50,000 from the Gaussian, Clayton and survival Gumbel (s. Gumbel) copulas with true copula parameters set at θ gaussian = 0.7. θ clayton = 2.5 and θ s.gumbel = 3.0. To obtain the univariate returns series, we assume a zero conditional mean and GARCH(1,1) parameters
, α 1, 1 = α 2, 1 = 0.05 and β 1, 1 = β 2, 1 = 0.90, where the error terms are simulated from the respective copulas above and normal marginals are assumed. The simulated returns are aggregated by k = 1, 2, 5, 10, 15, 20, 30, 60 and 90 times to form lower frequency returns samples. The GARCH and copula dependence parameters are then re-estimated at each aggregation level. Table 1 shows estimates of the mean and standard deviation of the pseudo maximum likelihood estimator for the Gaussian, Clayton and s. Gumbel. (The complete results with the estimated GARCH parameters are given in the Web Appendix Section C.) As discussed in Section 2, the dependence parameter θ is relatively stable for the Gaussian copula while for fat-tailed copulas, dependence declines as the number of times of aggregation increases. This is due to the decreasing kurtosis of the residuals as aggregation times increases.
For the second case, we repeat the simulation using a fat-tailed bivariate NIG Lévy process, a sub-class of the more general class of hyperbolic Lévy processes. This class of processes are closed under convolution unlike GARCH processes. The NIG Lévy process was introduced by Barndorff-Nielsen (1995) as a realistic model for log stock price returns. It exhibits non-Gaussian semi-heavy tails and allows for skewness. We hence choose to simulate the NIG process as it is a continuous model, it generates jumps which results in fattailed distributions, is closed under convolution and has been found to be a realistic model for stock returns. With the exception of the Gaussian case, the exact relationship between the copula dependence parameter and the NIG processes is unknown to us, but generally, a larger tail index and scale parameter in the process specification would result in greater copula dependence. The bivariate process is given by Numbers in brackets are sample variance × no. of sample observations after aggregation.
is a positive definite structure matrix that controls the correlations between the variables. IG denotes the inverse Gaussian distribution which has the pdf
The characteristic function of the NIG process is given by 2 2 2 2 ( ; , , , ) exp{ (
and the α, β, δ, μ parameters can be interpreted as the tail index, symmetry, scale and location parameters, respectively (Øigard et al. 2005) . Table 2 gives the results of the estimated dependence under aggregation of the simulated NIG process. 7 The Gaussian copula dependence is accurate at approximately 0.5 throughout the aggregations. While we do not have a true theoretical value of θ for the survival Gumbel and Clayton copulas, we observe that there is a greater degree of stability in the NIG simulations as compared to the GARCH simulations. There is still a downward bias for survival Gumbel and a relatively greater downward bias for Clayton copula dependence as the number of times of aggregation increases.
The two simulation cases show that for copulas with tail dependence, there is an upward bias in the estimation of θ i as sampling frequency increases (and sampling intervals get smaller). This is in line with our discussion in Section 2.1. Overall, the results are promising in that despite the bias, the intraday dependence estimator is informative about the true dependence of the data generating process. 
simulated process has an empirical mean = 0.0059 , 0.0120 
Empirical study
In this section, we estimate VaR, an often-used risk measure in financial institutions and provide empirical evidence that the intraday dependence estimator provides more accurate out-of-sample VaR forecasts than the constant, rolling window and autoregressive dependence estimators. We should emphasize that our focus is not on copula choice, but on comparing the performance of our time-varying dependence estimator with other commonly-used time-varying dependence estimators.
Data
For our empirical study, we use the NYSE TAQ data of three stocks -Citigroup (c), JP Morgan (jpm) and IBM (ibm) between 2 January 2006 and 31 December 2008. The data is cleaned using the algorithm described in Barndorff-Nielsen et al. (2008), and we include only observations for each trading day from 9.30 to 16.00. We use quote data for our study as it contains a larger number of observations as compared to trade data, thus reducing the effect of asynchronous trading on the estimations. Finally, we use the calendar time sampling and the last-tick interpolation method to obtain regularly spaced return observations. Figure 1 plots the daily and 1-min intraday log returns time series of the three stocks. We can see that for both daily and intradaily data, the volatility of returns increases sharply from mid-2007 onwards due to the subprime crisis.
Intraday seasonality adjustment and other issues
An important characteristic of high frequency data is the presence of intraday seasonality. Wood, McInish, and Ord (1985) and Harris (1986) were the first to note this periodic U-shape pattern in return volatility during the trading day while Andersen and Bollerslev (1997) show that it is important to take into account intraday seasonality before applying standard volatility models to intraday data. They propose the Flexible Fourier Form (FFF) for estimating the seasonality pattern. Martens, Chang, and Taylor (2002) show that FFF adjusted GARCH(1,1) forecasts intraday volatility better than other seasonality correction methods. We hence adopt FFF for seasonality adjustment.
To illustrate the resulting intraday dependence estimate for both with and without seasonality adjustment, Figure 2 compares the BNS realized correlation 8 and the Gaussian copula intraday dependence of Citigroup and JP Morgan returns in the period 2006-2008 using 1-min sampling frequency. The dotted line is when the FFF seasonality adjustment is applied while the dash-dot line is when no seasonality adjustment is made. The graph shows the intraday Gaussian dependence and the realized correlation to be closely matched. This means that dependence is preserved after the univariate ARMA-GARCH filtration, as was observed by Dias and Embrechts (2004) .
Furthermore, we find that the inclusion of seasonal adjustment gives a dependence parameter that is very close to that obtained without seasonal adjustment. We also find that assuming a zero conditional mean gives a dependence parameter that is close to that when the conditional mean is modeled by an ARMA process (which is used in Figure 2) .
We use FFF to adjust for intraday seasonality of the returns before passing them through a conditional mean and volatility model. 9 We find, however, that the seasonality correction removes the extreme observations of each day (usually at the start and end of day), resulting in an intraday residual empirical distribution that has thinner tails. A first observation is that the dependence of the stock pair is clearly time-varying. On 3rd January 2006, the scatter plots are relatively elliptical with little tail dependence. On 1 August 2007, which is close to the start of the credit crisis, the dependence of the stock-pair has increased sharply. 13 October 2008, about the middle of the credit crisis, shows a reduction in linear dependence as compared to 1 August 2007, but still exhibits lower tail dependence. These dependence variations over time would have not been captured if we had used daily data though the period (see Figure 4) . The second observation is that the shapes of the scatter plots are similar when deseasonalization is applied (plots on right) and when it is not (plots on left), hence resulting in the dependence parameter estimates for deseasonalized and non-deseasonalized returns being rather close, as noted in Figure 2 . However, the density of tail observation is slightly thinner after deseasonalization as it removes the effect of the beginning and end of day returns, which tend to exhibit the largest intraday volatilities. Since these extreme tail observations are important for copula tail estimation, we decide to not apply deseasonalization to the returns before passing through the ARMA-GARCH filter. Andersen and Bollerslev (1997) , Martens, Chang, and Taylor (2002) and other papers apply the ARMA-GARCH filtration to high frequency returns across multiple days and find a large bias in the estimated model parameters induced by the periodicity effect when seasonality is not first adjusted for. In this paper, however, the conditional mean and variance model is applied only to a single day's intraday return and reestimated everyday. We find that this provides some form of adjustment for the intraday seasonality pattern. Figure 5 shows the average intraday conditional variance of the stocks c, jpm and ibm captured by GARCH(1,1).
10 They exhibit the signature lopsided U-shape where volatility is the highest at the beginning of the trading day, lowest at midday, and picks up towards trading day close. Hence standardising returns using a GARCH(1,1) is capable of removing the intradaily seasonality effect. An issue that arises with such an approach is that the GARCH variance looks non-stationary. However, we checked the estimated GARCH parameters and find them to fulfil the stationarity conditions.
We next turn to the issue of using ARMA to model the conditional mean. As with many earlier research papers, we find that the inclusion of the conditional mean has a negligible effect as compared to the conditional variance. The magnitude of the conditional mean of intraday data is very small but matter more than in the case of daily data. Andersen and Bollerslev (1997) find that allowing for an MA term in the conditional mean can account for the economically minor first order autocorrelation in returns, and the MA term is negative at sampling frequencies of less than 5 min. The negative MA term is sometimes explained by the effect 11 However, for the highly liquid stocks that we are using, the effect of the bid-ask bounce is small, since we are not considering tick-by-tick returns. 12 We also recognize that EGARCH or similar models that account for leverage effects may be more appropriate for daily equity data. We find, however, by plots of the squared residuals against the lagged residuals, that the leverage effect is not prominent in intraday data.
of bid-ask bounce in high frequency data due to dealers trading around the spread producing a slight mean reversion in returns.
11
We model the conditional mean for intraday returns using an ARMA process and find the estimated dependence measures to be very close to the case where the conditional mean is assumed to be zero. The residual distributions are similar but slightly more centred when the conditional mean is filtered out. Since our aim is not to forecast intraday returns, and the Ljung-Box statistics of the residuals do not detect significant autocorrelations after a GARCH filtration, we do not filter out the conditional mean for intraday returns.
Descriptive statistics
Descriptive statistics of the return series and GARCH residuals at daily and 1-min sampling frequencies are given in Table 3 . The descriptive statistics indicate that intraday returns tend to have thinner tails than daily returns. However, the GARCH residuals display the reverse characteristic [as found by Nelson (1990) and Drost and Werker (1996) ]. Finally, the Ljung-Box statistics indicate that there is no significant autocorrelation in the residuals at both daily and intradaily frequencies.
Effect of sampling frequency
To investigate the effects of sampling frequency on the intraday dependence estimator when empirical data is used, we estimate intraday dependence of the stock pairs c-jpm, c-ibm and jpm-ibm at sampling frequencies ranging from 1 to 30 min. Figure 6 shows the average intraday dependence at the different sampling frequencies for year 2006 (left) and year 2008 (right) for the stock-pairs using the Gaussian, survival Gumbel and Clayton copulas. We use these three copulas since they are commonly used in empirical applications.
The graphs show that the parameters are fairly stable at different sampling frequencies but show a consistent slight upward trend as the sampling frequency decreases. (Note that the Gaussian dependence parameter is also increasing slightly but this increase is less obvious in the graphs due to scale effect.) While Epps effects may be present at high sampling frequencies, we postulate that this upward bias is mainly due to the effect of finite sampling.
13 At 1-min sampling frequency, there are 390 observations for estimation while at 30 min sampling frequency, there are only 12 observations for the estimation of the dependence parameter. We now see that there are two potential effects that overlap when we use actual empirical data: at too low sampling frequencies we have fewer data points and face a positive bias due to finite sampling, while at very high sampling frequencies, we face a positive bias due to the distribution of the residuals tending to fatter tails, as described in Nelson (1990) . As a compromise of these two effects in the data, we use the 1-min sampling frequency. Naturally an interesting research question would be the determination of an optimal sampling frequency but we do not delve further into this issue here.
Copula choice
Given that there are hundreds of copula specifications, it is impossible to consider all of them. To reduce the estimation load, we estimate seven different copulas [Gaussian, Clayton, survival Gumbel, Plackett, Frank, Student's-t and symmetrized Joe-Clayton (SJC)] using the daily GARCH residuals of the three stock pairs (c-jpm, c-ibm, jpm-ibm) and pick the three copulas that give the three largest average log likelihoods. The Gaussian, Plackett and Frank copulas do not exhibit tail dependence, while the Clayton and survival Gumbel copulas have lower tail dependence. The Student's-t and SJC copulas have both upper and lower tail dependence. Table 4 gives the average log likelihood estimates for the three stock pairs. Finally, we always include the Gaussian copula as a basis of comparison, which gives four copulas for each stock pair.
Our treatment here on the issue of copula choice is rather simplistic as it is not the focus of this paper. This issue is however important and non-trivial, with an ongoing strand of research on copula selection and goodness-of-fit testing (see, e.g., Diks, Panchenko, and van Dijk (2010) and Diks et al. (2014) that optimizes copula choice using out-of-sample forecasting criterion) and we refer the reader to these related literature.
Comparing the intraday dependence estimator with time-varying dependence estimators
We compare the intraday dependence with the constant unconditional dependence estimator and two other time-varying dependence estimators: the rolling window estimator and the autoregressive estimator. The constant unconditional dependence estimator estimates the copula parameter over the whole time series and one constant estimate over the whole period is thus obtained. The rolling window estimator estimates the copula parameter over a rolling window of 250 observations (approximately 1 year). After the first 250 observations, the window incorporates one new observation and drops the oldest observation at each incremental time point. The autoregressive estimator is adapted from that of Patton (2006) and estimated using maximum likelihood. For the specification of the Gaussian and SJC time varying copulas, we use the specification of ARMA(1,10) as in Patton (2006) . As noted in the paper, a key difficulty is in identifying the forcing (or updating) variable. For the other time varying copula models, we use the mean absolute difference between the GARCH residuals u t and v t as forcing variable with evolution equation for θ given by 
where Λ 2 (x) = x 2 +1 which keeps the parameter above 1 at all times. This is suitable for the Clayton, Gumbel, Student's-t's v parameter where the parameter must lie above 1.
14 For the time-varying Plackett copula, the same forcing variable was used and Λ 2 (x) = x. Since for the Plackett copula, θ > 0 and θ≠0, penalties to the likelihood were imposed to deal with these restrictions. Figure 7 shows the estimated dependence measures of c-jpm using different copulas with the constant estimator (solid horizontal lines), intraday dependence estimator (dotted lines), rolling window estimator (dashed lines) and autoregressive estimator (solid lines). Overall, the graphs show that dependence between stocks is dynamic, and that the time-varying copula parameters tend to trend together. This emphasizes the phenomenon of time-varying dependence. In general, the autoregressive estimator hovers around the unconditional constant estimator while the rolling window estimator displays a smooth trend. The intraday Bold font indicates it is one of the best three log likelihood estimates and is selected for further estimations.
14 Clayton and survival Gumbel copulas do not allow for negative dependence and have a parameter boundary value for θ of 1 and 2, respectively, while the degrees of freedom for a Student's-t copula should lie above 2 if we assume finite variance.
dependence estimates tends to be lower than other estimators during the calm periods, but becomes greater than other estimators during the subprime crisis period. The intraday dependence estimator exhibits steep increases from the second quarter of 2007 to about last quarter of 2008 (coinciding with the subprime crisis). A large drop in dependence is observed in November 2008 when Citigroup experienced a one week crash in its stock prices. The rolling window estimator does effectively capture the increasing dependence but exhibits a lag. The autoregressive estimator moves much in tandem with the intraday dependence measure in capturing short-term trends but on a long term basis moves largely about the constant unconditional estimator and and does not capture the increasing dependence over the period. Finally, the intraday dependence estimator tends to lie below the other estimators but increases dramatically during the crisis period. This illustrates how it effectively captures the increase in risk quickly during periods when stocks are exhibiting large negative co-movements. Similar observations can be made for c-ibm and jpm-ibm stock pairs (see Figures 10 and 11 in the Appendix).
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From Figure 7 , we can also see that the use of an asymmetric copula, the SJC copula, allows us to identify that the lower tail dependence increases more steeply than that of the upper tail dependence during the crisis. There are more sharp peaks in the lower tail dependence during the crisis. A further comment is that the degrees of freedom parameter of the Student's-t copula seem to jump a lot between 1 and above 10 (see bottom left of Figure 7) . At above 10 degrees of freedom, the Student's-t copula approaches that of a normal distribution and we see that such occurrences are more common in 2006 and the first half of 2007. Due to the large scale between 1 and 10, the degree of freedom plots appears very jumpy, but illustrates varying degree of fat-tailedness that changes each day (realized measures are in general rather volatile).
Using intraday dependence for VaR estimation
We now consider using the intraday dependence estimator for VaR estimation. We use data from 2 January 2006 to 31 December 2006 for estimation and forecast the period between 2 January 2007 to 31 December 2008. The out-of-sample forecast period is particularly challenging given that it consists mainly of the credit crisis, whereas the initial in-sample period consists only of the calm market period. However we wish to observe how the intraday dependence performs in relation to other time varying dependence measures in times of extreme market fluctuations. Since VaR is the next period's forecasted loss with a certain (extreme) probability, its estimation using copulas requires a forecast of the next day's dependence. Figure 8 shows the sample autocorrelations (SACFs) of the intraday dependences in a Gaussian, s. Gumbel and SJC copula for the c-jpm stock pair. 16 It shows the slow decay of the dependence measures, a property also exhibited by realized volatility. The strong persistence is suggestive of long memory behavior of the intraday dependence. Long memory processes can be modeled parametrically by fractionally integrated processes 15 For the Student's-t copula in c-ibm stock pair, convergence for the autoregressive estimator could not be obtained for the ν (degrees of freedom) parameter. This illustrates a shortcoming of the autoregressive estimator in that such a parametric form of the dynamics is suitable for only certain copula dependences. 16 The Student's-t copula is not included here as the Student's-t correlation is similar to that of the Gaussian copula dependence. such as the ARFIMA model or by the heteroscedastic autoregressive (HAR) model introduced by Corsi (2009) and Corsi et al. (2008) .
Forecasting intraday dependence
We use a HAR model for forecasting intraday dependence due to its simplicity in estimation and good performance in modeling realized volatility and correlations [see for example Corsi (2009) , Audrino and Corsi (2010) , Vortelinos (2010) are the daily, weekly and monthly dependences. For our purpose, the weekly and monthly dependences are computed by taking averages of intraday dependences of the past 5 and 20 days respectively. Estimation of (10) is simply made via OLS.
VaR estimation and evaluation
We assume an equally-weighted portfolio and estimate the VaR of the portfolio using the constant parameter estimator (CO), rolling-window estimator (RW), autoregressive estimator (AR), intraday dependence (ID) estimator and the adjusted intraday dependence (ID * ) estimator. As described in Section 2, we assume that the adjustment or rescaling factor a f remains constant throughout the out-of-sample period. We estimate * / , f t t a ID ID = where -a f is the mean of a f,t = ID t /CO t estimated in the initial in-sample period, i.e., January-December 2007.
For the constant dependence estimator (CO), we estimate the copula dependence of the initial in-sample period and keep it constant over the whole forecast period. For the rolling-window dependence estimator (RW), we use the last 250 days to estimate the dependence and assume this is the next period's best forecast. For the autoregressive estimator (AR), we use the last 250 days to update the parameters of the model and forecast the next period's dependence. Finally, we use the HAR model (described in previous subsection) to forecast both the intraday dependence estimator (ID) and adjusted intraday dependence estimator (ID * ). We simulate 50,000 observations for each day t using the forecasted dependence to obtain the joint cumulative distribution of uniform marginals {u 1 , u 2 }. The residuals are obtained by
where the empirical probability distribution of the last 250 days is used to invert the simulated cdf by linear interpolation. The returns of each asset, X k,t are obtained by X k,t = σ k,t η k,t , where σ k,t is forecasted using univariate GARCH(1,1) parameters estimated in-sample. The returns of portfolio, P t are then computed by
where w k are the fixed portfolio weights and
(for our purpose, we use K = 2, w 1 = w 2 = 0.5). VaR is obtained by taking the empirical quantiles. We estimate the 1, 5 and 10% VaR (also referred to in practice as the 99%, 95% and 90% VaR), but also include the 0.5, 2, 3, 4, 7% quantiles to have a more exact characterization of the lower tail distribution.
For VaR evaluation, we compute what is popularly known as "Hit Rate" which is simply the percentage of exceedances (% ex). This number should preferably be as close to the quantile of interest as possible. The Kupiec Test (Ku) is a popular VaR backtest used to check for VaR adequacy and it considers the unconditional coverage, i.e., the number of violations. The test statistic takes the form
where N is sample size, p is the quantile of interest, We also use the Dynamic Quantile (DQ) test introduced by Engle and Manganelli (2004) 
The DQ test statistic is then given by
where λ is estimated using OLS. We use h = 4 lags as in Engle and Manganelli (2004) .
To check for VaR accuracy, we use the tick loss function TL t,p of Komunjer (2005),
This loss function considers the distance of the estimated VaR from the true quantile. To compare the different estimators M, we use the Diebold-Mariano test with loss function (12) and adopt the constant estimator as the base model (M 0 ). The test statistic for equal predictive accuracy is given by
is the long run variance that takes into account of serial correlation. The statistic DM TL is asymptotically N(0,1) distributed. A significant value implies the rejection of the null of equal predictive accuracy, and a negative value indicates that model M has better predictive accuracy than base model M 0 . Tables 5-7 tabulate the VaR evaluation for the three stock pairs. As the estimation of the autoregressive estimator for the degrees of freedom, v, in the Student -t copula faces convergence issues, we leave out the autoregressive estimator for the Student's-t copulas in our results. The p-values for the Kupiec Test (Ku) and Dynamic Quantile test (DQ) are reported in the tables. Bold numbers indicate a rejection of the test at 1% significance level. A rejection of the Ku means that the VaR model produces a hit rate that is either too high or too low, while a rejection of the DQ means that the VaR model either produces a hit rate that is unacceptable or that the hits cannot be rejected for no autocorrelation.
Unsurprisingly, the CO estimator performs poorly since it is estimated only using the in-sample calm period data and the out-of-sample forecast period is an extremely turbulent period. In almost all cases, it fails the Ku and DQ tests. A plot of the VaR estimates show that the CO estimator underestimates VaR in the second half of 2007 and for all of 2008. The RW estimator improves the VaR performance by constantly updating dependence estimates and it has an acceptable hit rate at the more extreme quantiles (i.e., 0.5 and 1%). From the DM TL statistic, it is significantly more accurate than the CO estimator at almost all p. The AR estimator gives a similar performance to the RW estimator.
From the DM TL statistics, the ID estimator gives the most accurate VaR estimates, but produces too many exceedances as compared to the RW and AR estimators. The use of ID * estimator corrects this problem, at the cost of slightly reduced accuracy as compared to its non-adjusted counterpart. ID * consistently gives the exceedances that are closest to the desired hit rate at all quantile levels. With the exception of the 7 and 10% quantile using SJC copula for the c-jpm pair, the accuracy of the adjusted intraday dependence estimator is comparable to the RW and AR estimators. At the 10% quantile for c-jpm using the SJC copula, the VaR estimate using ID * is significantly less accurate than using the CO estimator. This is likely due to the fact that the ID estimate is rather high for c-jpm and after correction, the ID * estimate often hits the upper bound in the dependence of the SJC copula. This problem is not faced for the same copula when other stock pairs with lower dependence are used.
We plot the 10% quantile using SJC copula for the c-jpm stock pair in Figure 9 (see bottom half of Figure 9 ), and observe that in this case, the ID * gives a much higher (more negative) VaR than all the other estimators. While it is less accurate than the CO estimator (that severely underestimates VaR), it is the only estimator that Table 5 VaR evaluation for stock-pair c-jpm using the constant (CO), rolling window (RW), autoregressive estimator (AR) and the intraday dependence (ID) estimators for the Gaussian, s.
Gumbel, Student's-t and SJC copulas. The exceedance rate and the p-values for the Kupiec (Ku) and Dynamic Quantile (DQ) tests are given. TL indicates the Diebold-Mariano statistic for predictive accuracy using the tick loss function, where the base model is that using the CO estimator. Table 6 VaR evaluation for stock-pair c-ibm using the constant (CO), rolling window (RW), autoregressive (AR) and intraday dependence (ID) estimators for the Gaussian, Plackett, Student's-t and SJC copulas. Ku 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 DQ 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 Ku 0.062 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.062 0.000 0.000 0.000 0.000 0.000 0.000 0.000 DQ 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 0.000 The exceedance rate and the p-values for the Kupiec (Ku) and Dynamic Quantile (DQ) tests are given. TL indicates the Diebold-Mariano statistic for predictive accuracy using the tick loss function, where the base model is that using the CO estimator. Table 7 VaR evaluation for stock-pair jpm-ibm using the constant (CO), rolling window (RW), autoregressive (AR) and realized dependence (ID) estimators for the Gaussian, s. Gumbel, Plackett and SJC copulas. The exceedance rate and the p-values for the Kupiec (Ku) and Dynamic Quantile (DQ) tests are given. TL indicates the Diebold-Mariano statistic for predictive accuracy using the tick loss function, where the base model is that using the CO estimator. satisfies VaR adequacy at all quantiles. In all the rest of the cases, the differences in VaR estimates produced by the different estimators are rather small. The VaR produced by ID * tends to be marginally more negative than other estimators, which gives it the best performance in terms of VaR adequacy, and fair performance in terms of VaR accuracy. Partly due to its better hit rate performance, the ID * estimator tends to give the best DQ statistics and passes most of the DQ tests at 0.5% and 1% quantiles. The overall DQ results are poor for most cases, given the challenging time period.
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The reduction of accuracy of VaR using ID * as compared to ID could come from the adjustment factor, a f , which could be time-varying. Furthermore, for copulas like the Gaussian and SJC, the dependence parameters have upper bounds that are often hit after applying the adjustment factor. Nevertheless, our results indicate that ID * gives the best results for VaR adequacy and in situations when accuracy is compromised, it gives a more conservative estimate than necessary, which is important for risk management purposes.
Conclusion
In this paper, we propose a new method for estimating the daily time-varying copula dependence parameter by using high frequency intraday data. The estimator is an ex-post estimate of the day's latent dependence 17 Note that even when other time periods are used, most models in Kuester, Mittnik, and Paolella (2006) do not pass the DQ test, and for the few that do pass the test (GARCH with skewed Student's-t, Mixed GED and EVT), they do so only at a certain quantile (mostly at 1%) and none of the models pass the test at all three quantiles (1%, 2.5% and 5%).
based on intraday high frequency data and we term this "intraday dependence." While many non-gaussian copulas distributions are generally not stable under aggregation, we find that by using the scale-free GARCH residuals to estimate copula dependence in SCOMDY framework, the dependence is relatively stable under aggregation but is biased. We discuss the sources of the biasness (aggregation, not including overnight returns, Epps effects, and finite sampling), and consider the use of an adjustment or rescaling factor on the intraday dependence estimator.
By empirical application using three stock pairs in the period preceding and during the credit crisis of 2007, as with findings of Van den Goorbergh, Genest, and Werker (2005) , Rodriguez (2007) and Patton (2006) , we find evidence that the copula dependence parameter varies over time. We discuss the issue of intradayseasonality and find that the GARCH(1,1) filter provides a fair correction of this effect. For VaR application, we find that intraday dependence exhibits the long-memory property akin to realized volatility and realized correlation, and forecast intraday dependence using the HAR model of Corsi (2009) . This forecasted dependence was then used to estimate the 1-day ahead VaR during the crisis period.
We find that the intraday dependence estimator gives a more accurate VaR estimation compared to other commonly used methods such as the rolling window estimator and Patton (2006) autoregressive estimator, but often produces too many exceedances. The adjusted intraday dependence estimator gives a much superior performance in terms of VaR adequacy at all quantiles, at the cost of some accuracy. The loss of accuracy is severe when the corrected dependence hits the bounds of dependence in copulas such as Gaussian and SJC, and the VaR is overestimated (more negative). Despite this, VaR adequacy remains superior, and for risk management purposes, VaR overestimation is preferable to underestimation. Other than this, the adjusted intraday dependence estimator delivers good VaR accuracy.
Our research indicates the usefulness of using intraday data in capturing the daily latent dynamic dependence, and this can be especially important for risk management purposes. There are several areas to extend this research for the future. First, the various sources of biasness could be more exactly characterized, and issue about the optimal sampling frequency in the presence of such biases would then be better studied. Second, a potential usefulness of intraday dependence is that it allows for the selection of copulas to be changed daily, such that the most suitable copula can be adopted each day. This advantage can be harnessed for more sophisticated portfolio and risk management systems. 
