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Abstract
Previous work has shown that a single dot moving in a consistent direction is easily detected among noise dots in Brownian
motion (Watamaniuk et al., Vis Res 1995;35:65–77). In this study we calculated the predictions of a commonly-used
psychophysical motion model for a motion trajectory in noise. This model assumes local motion energy detectors optimally tuned
to the signal, followed by a decision stage that implements the maximum rule. We first show that local motion detectors do indeed
explain the detectability of brief trajectories (100 ms) that fall within a single unit, but that they severely underestimate the
detectability of extended trajectories that span multiple units. For instance, a 200 ms trajectory is approximately three times more
detectable than two isolated 100 ms trajectories presented together within an equivalent temporal interval. This result suggests a
nonlinear interaction among local motion units. This interaction is not restricted to linear trajectories because circular trajectories
with curvatures larger than 1° are almost as detectable as linear trajectories. Our data are consistent with a flexible network that
feeds forward excitation among units tuned to similar directions of motion. © 1998 Elsevier Science Ltd. All rights reserved.
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1. Introduction
Most of the current knowledge of visual motion
processing is about the properties of local motion units,
which are well-modeled as linear filters in space and
time. The responses of these local motion units must be
combined over space and time to guide locomotion and
to aid object recognition, but little is known about the
neural mechanisms responsible for integrating these
local signals. Due to momentum, objects do not usually
change speed or direction abruptly. Therefore, one way
to maintain object identity is to enhance the signals in
local motion units that are compatible with motion in a
consistent direction, particularly the signals in sequen-
tially-stimulated units, i.e. a motion trajectory. Previous
work has shown that trajectory motion is easily de-
tected amidst Brownian motion noise (Watamaniuk,
McKee & Grzywacz, 1995). Here we ask whether this
detectability can be predicted by local motion units
acting independently or whether it requires a network
of local units with facilitatory connections between
units tuned to the same direction of motion.
There are several studies that suggest that signals
moving in a consistent direction are enhanced. For
instance, multi-frame motion is much more detectable
than two-frame motion spanning the same distance
over time (Nakayama & Silverman, 1984; McKee &
Welch, 1985; Snowden & Braddick, 1989). One mecha-
nism that can account for these data is a ‘sequential
recruitment’ of motion signals in the direction of mo-
tion. An alternate explanation is that the larger number
of samples in the multi-frame case provide more stimu-
lus energy to a local motion unit. Other studies have
shown that the direction of ambiguous motion can be
resolved by embedding the ambiguous stimuli in a
sequence moving in a consistent direction, a phe-
nomenon called ‘motion inertia’ (Ramachandran &
Anstis, 1983; Anstis & Ramachandran, 1987). Motion
inertia can be taken as evidence for the accumulation of
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a trajectory signal over time that persists despite a brief
interjection of stimuli with ambiguous direction. An
alternate explanation is that motion inertia is due to a
large motion unit summing direction inputs, of which
only a subset are ambiguous. However, in the experimen-
tal conditions of the Watamaniuk et al. (1995) study cited
above, a detector large enough to cover the entire signal
trajectory also sees a large number of noise dots and thus
has a poor signal-to-noise ratio (Grzywacz, Watamaniuk
& McKee, 1995; also see Fig. 1 below). There is other
evidence that argues against large detectors mediating
trajectory detection. Circular trajectories of curvature
larger than 1° are detected almost as easily as linear
trajectories (Grzywacz, Watamaniuk & McKee, 1995;
Watamaniuk et al., 1995; also see Fig. 7 below). A large
direction-selective detector would be poorly stimulated
by circular trajectories, especially if it were large enough
to see the trajectory change direction by 180°.
This failure of large detectors raises the question of
whether several local motion units acting independently
can explain the detectability of the signal trajectory. In
order to test this hypothesis we measured the detectabil-
ity of brief trajectories–those likely to stimulate local
motion detectors. We then compared performance to the
prediction of a local motion model. We also tested
whether such a model could explain the detectability of
extended motion trajectories. The experiments in this
study are restricted to conditions that test specific hy-
potheses relating to the motion mechanisms underlying
trajectory detection. A thorough investigation of the
detectability of a trajectory in noise, as a function of noise
dot density, size of displacement on each frame, and
duration of presentation has already been done (Wata-
maniuk et al., 1995).
2. General methods
The stimuli were dots that subtended 2 arc min, at a
viewing distance of 1 m. The signal dot moved in one of
eight directions, randomly picked on each interval. On
each frame it was displaced in a consistent direction by
0.17°. This corresponded to a velocity of 12°:s, given the
71 Hz frame rate of the display monitor. Each noise dot
was displaced by the same amount as the signal on each
frame, but its direction was randomly sampled from 360°.
As the signal and noise dots had the same step size and
frame rate, it was impossible to discriminate between
them on the basis of a pair of frames.
The luminance of the background was 45 cd:m2. We
deliberately picked a high luminance value for the
background to minimize the visibility of the decaying
phosphor trace. The luminance of the dots was 130 cd:m2
yielding a Michelson contrast of 50%. The display
duration was either 100 or 200 ms, which corresponded
to seven and 14 frames, respectively at the 71 Hz frame
rate. These brief durations made it unlikely that observ-
ers had sufficient time to track the trajectory with smooth
pursuit after detection of an initial segment. The display
area was a circular region 12.6° in diameter. The number
of dots in this area determined the dot density. In our
experiments the total number of dots (signalnoise) was
kept fixed at 380, which corresponded to a dot density
of 3 dots:degree2.
We used a 2-alternative forced choice procedure with
two temporal intervals. One of the intervals, picked at
random, contained the signal in noise, whereas the other
interval contained the noise alone. Observers were asked
to choose the interval with the signal. Feedback was
provided.
2.1. Local motion model
Briefly, our local model consisted of a motion energy
stage (Adelson & Bergen, 1985), followed by a decision
stage. The motion energy stage was made up of units with
a temporal integration time of 100 ms, tuned to one of
eight preferred directions, and with a spatial scale opti-
mally tuned for motion that occurred in 100 ms. The local
stage was followed by a decision stage that implemented
the maximum rule, i.e. it selected the largest output
across directions and positions within both the signal and
noise intervals, and then chose the interval with the larger
value. We chose the non-opponent form of motion
energy model because it is consistent with physiological
evidence from complex cells in cat area 17 (Emerson,
Bergen & Adelson, 1992), and because it has successfully
been used to predict psychophysical motion thresholds
(Anderson & Burr, 1989, 1991). Our choice of decision
rule was based on psychophysical studies of uncertainty,
where the maximum rule is better suited to detecting a
signal in one of many locations than a decision rule that
sums all the responses in an interval and chooses the
interval with the larger value (Graham, Kramer & Yager,
1987; Verghese & Stone, 1995). Under conditions of
uncertainty, as in the case of detecting a single signal in
one of many locations, the maximum rule is nearly
equivalent to the optimal model (Nolte & Jaarsma, 1967;
Pelli, 1985). It is possible that some other class of motion
model and decision rule would generate different predic-
tions from those described here. However, this model and
decision rule are the most common choices for modeling
this type of psychophysical experiment.
2.2. The motion energy stage
The local motion energy unit was composed of two
units with the same preferred direction, but whose
spatio-temporal profile was 90° out of phase, i.e. a
quadrature pair (Adelson & Bergen, 1985). The filters
P. Verghese et al. : Vision Research 6 (1999) 19–30 21
were 3-D Gabors, i.e. Gaussians multiplied by a sinu-
soid in two spatial dimensions and one temporal dimen-
sion (Grzywacz & Yuille, 1990). The even (cosine) filter
was of the form
Gabcos(x, y, t)
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exp
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2s t2
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where s and st are the space and time constants of the
spatial Gaussian (in x and y)1 and the temporal Gaus-
sian respectively, v and vt are the spatial and temporal
frequencies respectively, and u is the direction of
motion.
The odd (sine) filter was of the form;
Gabsin(x, y, t)
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The input image was convolved with each of these
filters, and the odd- and even-filter outputs were
squared and summed to yield motion energy. The
squaring operation made the filters insensitive to the
phase of the signal. We assumed that each location had
one such filter-pair tuned to one of eight directions,
with their preferred directions 45° apart. The optimal
spatial frequency of these filters was variable, while
their peak temporal frequency was fixed at 8.31 Hz
(Watson & Nachmias, 1977; Anderson & Burr, 1985;
Hess & Snowden, 1992) The filters were assumed to
have spatial and temporal bandwidths of 1.5 and four
octaves respectively (Kulikowski & Tolhurst, 1973;
Graham, 1989). The temporal filter had a time constant
of 25.6 ms, which corresponded to an integration time
of 100 ms (95% of the area under the filter). This choice
of temporal parameter values was consistent with data
from Watson (1979) and Festa and Welch (1997) as
well as with data that we obtained in a concurrent
temporal summation study for dot stimuli (Verghese,
McKee & Grzywacz, 1997).
We simulated the response of the motion energy
stage to our experimental stimuli for 10000 trials. Each
trial consisted of two intervals, a signalnoise interval
and a noise-only interval. For each trial we calculated a
signal-to-noise ratio based on the response of a single
unit positioned at the center of the signal dot’s trajec-
tory. We repeated this calculation for several values of
the space constant of the underlying Gaussian. Fig. 1
plots the average signal-to-noise ratio over 10000 trials
as a function of the space constant. The space constant
is expressed in terms of the hop size–the displacement
between successive frames. As the frame rate is fixed,
increases in hop size correspond to increases in velocity.
Thus, the representation in terms of multiples of hop
size has the advantage of being independent of velocity.
For the particular velocity used in our experiment, one
hop corresponds to a space constant of 0.17°. The open
circles in Fig. 1 represent the case when the local
motion detector had an integration time of 100 ms, and
the signal trajectory consisted of six hops (100 ms). This
function has a broad peak in the vicinity of 2.1 hops,
which we take as the space constant sopt of the opti-
mum motion unit. In other words, the optimum unit
has the best signal-to-noise ratio for the noise density
used in this experiment. For comparison, we attempted
to determine the sopt for a local detector with an
integration time of 200 ms. The filled squares represent
the case when the local detector had an integration time
of 200 ms, and was stimulated with a trajectory that
lasted 13 hops (200 ms). The signal-to-noise ratio in this
case is much lower than in the case of a unit that
integrates for 100 ms. Moreover, the function is flat and
has no clear peak. Therefore it is not clear that there is
an optimally-sized detector, with equal space constants
for width and height, for a 200 ms trajectory.
Fig. 1. The ratio of the response of a motion energy unit, centered on
the trajectory, to a trial containing signal as well as noise to that of
a trial containing noise alone, is averaged over 10000 trials and
plotted as a function of the number of hops (displacement between
successive frames). One hop corresponds to 0.17° for the velocity used
in this experiment. The open circles plot the signal-to-noise ratio for
a brief trajectory that lasted 100 ms (six hops), while the solid squares
plot the signal-to-noise ratio for a trajectory that lasted 200 ms (13
hops).
1 Estimates of the psychophysical receptive fields of motion sensi-
tive units by both summation and masking studies indicate that the
length-to-width ratio of these units is about 1 (Anderson & Burr,
1985, 1991). We therefore assumed that the local motion units had
equal space constants along their length and width, i.e. in the
directions parallel and orthogonal to the preferred orientation axis,
respectively.
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Fig. 2. Stimulus arrangements for detecting linear trajectories in noise. In all cases the large circle (not drawn to scale) indicates the stimulus
display area. (a) Brief trajectory in a known location. The trajectory appeared in a square box 1° on the side, centered at 1.4° from fixation on
the negative diagonal. The display area outside the box was masked off. The trajectory could move in one of eight directions. (b) Brief trajectory
in an unknown location. The trajectory appeared in one of four boxes located on the diagonals and centered at 1.4° from fixation. Each box was
a square 1° on the side. When the trajectory was constrained to appear in one location, it appeared in the lower right box, for two locations it
appeared either in the upper left or lower right boxes, and for four locations it appeared in any one of the four boxes. Square outlines marked
potential signal locations, but the noise in the entire display region was visible. (c) Comparison of brief and extended trajectories. The extended
and brief trajectories, shown by the solid and dashed arrows, respectively, had durations of 200 and 100 ms respectively. Both were presented in
a noise interval of 200 ms and were constrained to appear within a square window 4°4°, centered on fixation. (The square window is shown
as an aid to visualize the display: it did not appear in the stimulus display.) The multiple 100 ms trajectories were presented either synchronously,
or asynchronously within the 200 ms stimulus period.
For the current study we assumed that the area
over which the stimulus could appear was tiled with
optimally-sized motion detectors in a square lattice,
with a uniform center-to-center spacing of 2s. At
each location there were detectors tuned to one of
eight directions. The output of each motion-energy
unit was assumed to be independent of other units.
The motion-energy stage was followed by a decision
stage that implemented the ‘max’ rule: in each inter-
val, the largest response across detectors (at all loca-
tions and orientations) was selected and compared to
the largest response in the other interval. The model
was considered to have correctly detected the signal
interval, if the larger of these two responses came
from the signal interval.
3. Experiment 1: Brief signal in a known location
Since we were testing a local model, we started with
a local version of the Watamaniuk et al. (1995) stimu-
lus. To stimulate a local detector we constrained the
stimulus to appear in a known location and restricted
it to a duration of 100 ms. In this experiment we
masked off the whole display except for the location
in which the trajectory appeared. The mask had ap-
proximately the same luminance as the background.
The window was 11° and it was centered 1.4° from
fixation, on the negative diagonal (see Fig. 2(a)). The
trajectory passed through the center of the window in
one of eight directions. Our choice of location was
influenced by the fact that the trajectory stimulus in
the original study (Watamaniuk et al., 1995) was gen-
erally presented at a parafoveal location. Observers
were asked to maintain fixation and to judge which of
two temporal intervals contained the signal. The ex-
periment was run in blocks of 96 trials, and data are
expressed as the average percent correct across two or
four blocks of trials for observers SPM and PV, re-
spectively. The error bars represent the standard error
of the percent correct measure across blocks of trials.
3.1. Results
The percentage of correct responses for this condi-
tion are 82.392.1 and 79.492.3% for observers
SPM and PV, respectively. As for the model, we as-
sume that there is one optimally-sized detector, with
an integration time of 100 ms, tuned to each of eight
directions, centered on this location. The model pre-
dicts a performance of 82.8% correct, which is quite
close to the data. The goodness of fit suggests that
the added external noise was large compared to the
internal noise of the human observer, given that the
model unit had no internal noise. Thus it appears that
the local motion energy unit can account for human
detection of local motion signals in noise. Stronger
evidence of the local model’s ability to predict the
detectability of local signals is presented in Experi-
ments 2 and 3.
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4. Experiment 2: Brief signal in multiple locations
In the original trajectory paradigm of Watamaniuk et
al. (1995), the trajectory center was randomly located in
a 22° region centered on fixation. In order to ap-
proximate these conditions we added spatial uncer-
tainty to the conditions of Experiment 1, and measured
performance as a function of spatial uncertainty. In-
stead of a single location there were four possible
locations in which the trajectory could appear. The
squares in Fig. 2(b) represent those locations and were
visible as outlines superimposed on the noise display.
When the trajectory was constrained to appear in one
location, it appeared in the lower right square, for two
locations it appeared either in the upper left or lower
right squares, and for four locations it appeared in any
one of the four squares.
4.1. Results and discussion
Fig. 3 shows the data for this experiment. Proportion
correct is plotted versus number of locations. Each
point represents a minimum of 288 trials measured over
three blocks of 96 trials each. The error bars represent
the standard error of the percent correct measure across
blocks of trials. The different symbols are data for three
different observers. For all three observers, perfor-
mance falls with increasing uncertainty about stimulus
location. The dashed line is the model’s prediction for
this experiment. Once again we assumed that there was
an optimal unit tuned to each of eight directions at the
relevant locations. The model predicts a similar trend
with increasing number of locations. This is the familiar
effect of the increase in uncertainty, where increasing
the number of noise locations increases the probability
that the largest value in the noise-only interval exceeds
the largest value in the signalnoise interval.
The absolute performance of the model is better than
the data. A comparison of the data for the single
location case from Experiment 1 and this experiment
shows that observers are better able to detect the
stimulus trajectory in the former case, despite the fact
that it appeared in the same location. This is probably
due to the fact that observers were unable to completely
ignore the noise outside the possible stimulus locations.
In Experiment 1 the stimulus was restricted to 1°1°
window with the rest of the display masked off, while
the entire display was visible in Experiment 2, with
square outlines marking potential signal locations.
5. Experiment 3: A comparison of extended and local
trajectories
We next considered more realistic trajectories–ones
that excite more than one independent local unit. Given
that our local model does a reasonable job of predicting
human performance for detecting brief trajectories, can
it predict the performance for longer trajectories? In
other words, is a long trajectory simply the sum of its
local parts? In the next experiment we compare detec-
tion of a single 200 ms trajectory to the detection of
two or more 100 ms trajectories (Watamaniuk & Mc-
Kee, 1993) to determine how many of these short
trajectories are required to equal performance for the
single long trajectory. In particular, we wanted to deter-
mine whether the detectability of the 200 ms trajectory
could be predicted from two independent 100 ms
trajectories.
Fig. 2(c) describes the stimulus that we used to
compare the detectability of the long and short trajecto-
ries. Both the long trajectory (shown by the solid
arrow) and short trajectories (shown by the dashed
arrows) were constrained to fall within a square win-
dow 4°on each side, centered on fixation. (The square
window was not visible in the experiment, and is shown
in Fig. 2(c) only as an aid to visualize the display.) The
long trajectory was 200 ms long. The trajectory pieces
were 100 ms long, but occurred in a noise interval that
was 200 ms long. With this design, both the 200 ms
trajectory and the multiple 100 ms trajectories would
have the same duration of noise. The trajectories could
either appear synchronously or asynchronously. In the
synchronous case they appeared simultaneously, at a
random time within the 200 ms interval. In the asyn-
chronous case they were staggered in time within the
display interval. For instance in the case of two 100 ms
trajectory pieces, they appeared in non-overlapping
temporal intervals. This latter configuration more
Fig. 3. Proportion correct as a function of the number of potential
stimulus locations. The different symbols plot data for different
observers. The dashed line plots the prediction of our local motion
model as a function of potential signal locations.
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Fig. 4. Proportion correct for four observers as a function of the number of 100 ms trajectory pieces. The open and solid squares represent data
for the multiple synchronous and asynchronous 100 ms trajectories, respectively. Proportion correct increases with the number of 100 ms
trajectories. The solid diamond plots data for the single 200 ms trajectory. It takes about 5–7 100 ms trajectories to equal the detectability of a
single 200 ms trajectory.
closely approximated the case of the single 200 ms
trajectory.
5.1. Results and discussion
Fig. 4 plots data for this experiment. Proportion
correct is plotted versus the number of 100 ms trajecto-
ries. The four panels show data for four observers.
Each point represents the average of at least 192 trials
measured over two blocks of trials. The error bars show
the standard error of the percent correct estimate across
blocks of trials. The open squares represent syn-
chronous trajectories, and the solid squares represent
asynchronous trajectories. Performance improves as the
number of 100 ms trajectories increases. Observers PV
and DGT have a higher probability of detection in the
synchronous condition. As the locations of the trajecto-
ries were picked randomly, it is likely that in the
synchronous condition, a subset of them appeared close
to each other and were thus were more detectable
(presumably because they appeared within the area of
summation of a local detector).
The solid diamonds show the proportion correct for
the 200 ms long trajectory. A comparison of the perfor-
mance for the single 200 ms trajectory and two 100 ms
trajectories indicates that the former is much more
detectable. It takes five to seven 100 ms trajectories to
equal performance with the longer trajectory.
Fig. 5 shows the results for this experiment averaged
across four observers. The solid squares are data for the
asynchronous condition, and the open diamond repre-
sents average data for the long trajectory. Proportion
correct is plotted versus the number of trajectories. The
stippled region indicates the range of performance for
the single 200 ms trajectory (the width of the region
represents 91 standard error). The human observer is
much better at detecting the 200 ms trajectory (81%
correct) than two non-overlapping 100 ms trajectories.
Proportion correct for two 100 ms trajectories is
around 63%2 and reaches that of the single long trajec-
tory only when there are about six 100 ms trajectories.
2 The proportion correct for a single 100 ms trajectory in this
experiment is much lower (B60% correct) than in the earlier case of
signal location known exactly (81%), as the stimulus in this experi-
ment could appear anywhere within a four degree window centered
on fixation.
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Let us consider the response of the local model to the
100 ms trajectory. The dashed line in Fig. 5 is the
prediction of the local model as a function of the
number of 100 ms trajectories. The local detectors are
optimally stimulated by the 100 ms trajectory pieces
(Figs. 1 and 2). The model predictions demonstrate that
the local model is indeed a good fit to the multiple
presentations of 100 ms trajectories. Recall that the
local model selects the largest response across all the
detectors that tile the stimulus area, in both the sig-
nalnoise, and noise only presentations and selects the
interval with the largest response. The performance of
the model improves with the number of 100 ms trajec-
tories, because the increased number of signals in-
creases the probability that the largest response comes
from the signal interval.
As for the 200 ms trajectory, it stimulates two non-
overlapping detectors, given a temporal integration
time of 100 ms. If there are more than two detectors,
they would sample overlapping parts of the stimulus
(signalnoise). As the noise in the stimulus is large
compared to the noise associated with a motion unit
(for evidence see Experiment 1), overlapping samples
will have correlated inputs (and responses). Thus, we
first consider the case when the 200 ms trajectory is
detected by two non-overlapping, independent detec-
tors, centered on the first and second halves of the
trajectory, respectively. In that sense, the motion model
with local detectors does not differentiate between a
200 ms trajectory and two non-overlapping 100 ms
trajectories: for both cases it predicts about 63% cor-
rect. This is shown by the model prediction in Fig. 5.
The model is a good fit to the data for two 100 ms
trajectories, but its prediction for the 200 ms trajectory
(shown by the solid horizontal line) falls well short of
the observed performance in this task. A comparison of
model performance in terms of d % will make this point
more clearly. The model’s d % for a single 100 ms trajec-
tory is 0.3 (data not shown), and for two 100 ms
trajectories is 0.45. This improvement is consistent with
an optimal linear combination of two independent sig-
nals (Green & Swets, 1966). However, the observed
proportion correct for a 200 ms trajectory corresponds
to a d % of 1.24. These data indicate that trajectory
detection cannot be explained by local independent
motion detectors alone. Furthermore, the 3-fold im-
provement in detectability of a single 200 ms trajectory
over two 100 ms trajectories, suggests that the pooling
process that combines local-motion signals might incor-
porate a non-linear interaction between local units.
We also investigated the effect of tiling the 200 ms
trajectory with overlapping detectors. This investigation
was motivated by the fact that the receptive fields of
cortical motion units overlap significantly. Moreover,
as the number of overlapping units that sample the
trajectory increases, the probability that one of them
has fewer noise dots than average in its receptive field,
also increases. We built a model with a total of seven
overlapping motion energy units on the 200 ms trajec-
tory, i.e. five units in between the ones sampling the
first and second halves of the trajectory. This is the
maximum number of motion detectors that would see
different 100 ms segments (six displacements) of the 200
ms trajectory (13 displacements). Each unit integrated
motion signals for 100 ms and its center was offset by
one displacement step along the trajectory. We then
measured the outputs of these seven overlapping units
to 1000 trials, each consisting of a signalnoise inter-
val and a noise-only interval. The units successfully
detected the signal on a given trial if the largest re-
sponse came from the signal interval. We repeated this
procedure for the two non-overlapping units as well. A
comparison of the results shows that on average, the
percent correct for the overlapping-unit case is 70%,
compared to 63% for the non-overlapping unit case.
However, this an optimistic estimate of the advantage
of overlap as we have only considered the effect of
placing overlapping detectors on the trajectory, and not
on the entire stimulus region. In general if there are n
detectors covering the linear trajectory, then the num-
ber of detectors required to cover the square display
region is proportional to n2 Thus the proportion of
detectors responding to noise increases with the degree
of overlap, thus increasing the probability that the
largest response comes from the noise interval. Further-
more, even the best case improvement from 63 to 70%
with overlapping detectors is not sufficient to explain
the improvement in detection from 63 to 81% in going
Fig. 5. Comparison of human and model performance. The solid
squares and the open diamond plot the data, averaged across four
observers, for the asynchronous 100 ms and the single 200 ms
conditions, respectively. The stippled region indicates the standard
error for the 200 ms condition. The dashed line plots the prediction
of the local motion model as a function of the number of 100 ms
trajectories. It predicts that the 200 ms trajectory is as detectable as
two 100 ms trajectories. The model is a good fit to the 100 ms data,
but severely underestimates the detectability of the 200 ms trajectory.
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Fig. 6. Comparison of the detectability of two 100 ms trajectories as a function of their spatial and temporal relationship. The three configurations
that were tested are shown above with the corresponding probabilities of detection plotted below. All three configurations were presented in 200
ms of noise. The solid and dashed arrows represent the trajectories that appeared in the first and second 100 ms periods, respectively. In the ‘two
asynchronous’ case, the two 100 ms trajectories appeared at random locations within a square window 4°4°, centered on fixation. In the ‘two
split-motion’ case, the two 100 ms pieces were in the same spatial configuration as an extended 200 ms trajectory, but they appeared in reversed
temporal order. The ‘one long’ case had a single 200 ms trajectory.
from two asynchronous 100 ms trajectories to a single
200 ms trajectory. In conclusion, a model incorporating
an important class of local units followed by the maxi-
mum rule cannot account for the improved detectabil-
ity of long trajectories, even when detector overlap is
assumed.
We also did a variation of the trajectory experiment
to determine whether the detectability of the single 200
ms trajectory required a spatio-temporal sequence of
signals or whether it was merely due to the spatial
collinearity of the signals. To test the latter possibility,
we reversed the temporal order of the two segments in
the 200 ms trajectory, such that the second segment
appeared first, followed by the first segment. The stimu-
lus for this split-motion experiment is illustrated in Fig.
6, along with data for three observers. The first and
second trajectory segments are represented by solid and
dashed arrows, respectively. For comparison we have
also plotted data for two asynchronous trajectories and
for a single 200 ms trajectory. Data for each of these
cases, was based on at least 288 trials per point, mea-
sured in three blocks of 96 trials each. The error bars
represent the standard error of the percent correct
measure over the blocks. Performance in the split-mo-
tion case is better than the asynchronous case but still
much worse than the single 200 ms trajectory. The
improvement over the asynchronous case suggests that
observers benefited from knowing the location of the
second 100 ms segment when they had information
about the signal in the first 100 ms segment. An imple-
mentation of a local motion model that monitors all
locations in the first part of the interval, finds the
largest sample, and then monitors the location behind
this location in the second part of the interval is
consistent with the data. The fact that the split motion
case is more detectable than two asynchronous trajecto-
ries shows that there is a benefit to knowing the loca-
tion of the second 100 ms trajectory. However, this
benefit is not sufficient to explain the detectability of a
single 200 ms trajectory.
Thus an extended trajectory appears to be more
detectable than the sum of its parts. Grzywacz et al.
(1995) have suggested that the detection of such trajec-
tories is subserved by a network that enhances motion
signals in a consistent direction. This network has
forward facilitation among units with similar direction
preference, i.e. a unit facilitates another unit if its
preferred direction points to that unit. Furthermore, as
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these units have a direction tuning bandwidth of about
45°, they also facilitate the detection of a trajectory that
changes direction slowly. This estimate of direction
bandwidth is consistent with the results of Watamanuik
et al. (1995), who measured the detectability of a trajec-
tory that alternated direction by 9u around the direc-
tion of a linear trajectory, so that the trajectory changed
direction by 2u on each frame. The direction bandwidth
(2u) that corresponds to 75% correct was about 49°.
Thus a circular trajectory that changes direction slowly
would be good test of the flexible facilitation of the
trajectory network model. In fact, such an experiment
was performed by Watamanuik et al. (1995). These
authors concluded that a circular trajectory that
changed direction by 24° on every frame (and by 96°
within the assumed temporal integration time of 100 ms)
was as detectable as a linear trajectory centered at the
same eccentricity. However this conclusion may be an
artifact of their stimulus presentation. Their circular
trajectory was concentric with fixation and therefore
was always at the same eccentricity, while the linear
trajectory was tangent to this circle, and therefore
covered a larger range of eccentricities. In terms of our
local model, a greater number of local units are required
to tile the possible locations of the linear trajectory than
in the case of the circular trajectory. Thus there was
more uncertainty in the case of the linear trajectory
which could have decreased its detectability relative to
the circular trajectory.
6. Experiment 4: Circular trajectory
In this study we redid the experiment of Watamanuik
et al. (1995) that measured the detectability of a 200 ms
circular trajectory as a function of the radius of curva-
ture. To make the number of locations that the observer
had to monitor comparable to that for the case of the
linear trajectory, the circular trajectory was not concen-
tric with fixation. Specifically, the center of the circular
arc forming the trajectory was constrained to appear
randomly within 91°of fixation, and the trajectory
could move in either a clockwise or a counter-clockwise
direction3. Thus, the entire trajectory appeared in a
region 92° from fixation. We measured the detectabil-
ity of the trajectory as a function of its radius of
curvature. The duration of the trajectory was 200 ms,
brief enough so that the signal trajectory did not retrace
its path even for the smallest radius of curvature used.
6.1. Results and discussion
The data are based on 192 trials per point for observ-
ers PV and DGT. Data for two observers (circles in Fig.
7) show that while trajectories with large radii of curva-
ture were detected as well as linear trajectories (squares
in Fig. 7), the trajectory with the smallest radius of
curvature was harder to detect. Performance improves
with increasing radius of curvature, asymptoting to that
of a linear trajectory for radii larger than 1°. This
indicates that observers can detect a trajectory that
changes direction by 60° in 100 ms, or equivalently by
120° in 200 ms, almost as well as they can detect a linear
trajectory. It would be hard to explain this detectability
in terms of a single local detector, as it would require
that the detector have an unusually large direction
bandwidth, and an integration time that is longer than
the 100–130 ms that has been reported (Watson, 1979;
Fredericksen, Verstraten & van de Grind, 1994a; Wat-
son & Turano, 1995). While the detectability of circular
trajectories could be due to higher-level units that com-
bine local signals consistent with rotary motion (as
suggested by Sakata, Shibutani, Ito & Tsurugai, 1986;
Tanaka & Saito, 1989; Anderson, Snowden, Treue &
Graziano, 1990), such units cannot explain the de-
tectability of trajectories that take a smooth, but wobbly
motion path (Watamaniuk et al., 1995).
7. General discussion
Predictions based on the outputs of optimally tuned
local motion energy detectors are consistent with the
observed detectability of brief motion trajectories. This
Fig. 7. Probability of detecting a circular trajectory as a function of
its radius of curvature. The trajectory lay within a square window
4°4°, centered on fixation. The circles plot the circular trajectory
data for two observers, while the squares plot comparable perfor-
mance for a linear trajectory.
3 In order to determine whether the trajectories for the different
radii of curvature have comparable eccentricities from fixation, we
measured the eccentricity of each position on a trajectory for the
different radii of curvature. This was repeated for 1000 trials at each
radius of curvature. Our analysis shows that the location of the
trajectory points has the same distribution as a function of eccentric-
ity for radii of curvature from 0.5 to 8°.
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is true for brief trajectories in a known location, as well
as unknown locations. It might appear that a larger
motion detector that spans the entire trajectory might
explain our data for longer trajectories. This is an
unlikely explanation as noise constrains the scale of the
local detector. Simulations with the local motion model
show that for an integration time of 100 ms, the
signal-to-noise ratio is an inverted U-shaped function
of detector size, peaking for detectors with a space
constant of 2.1 hops (see circles in Fig. 1). If however,
one considers a detector large enough to see a 200 ms
trajectory, it would also have to integrate noise signals
for that long. The solid squares in Fig. 1 show that in
this case, the signal-to-noise ratio is poor, and relatively
flat across scale. If we take the peak of this function as
four hops and tile the stimulus area with these larger
(circular) motion units, then simulations show that the
probability of detecting a 200 ms trajectory is even
worse than if the stimulus area were tiled with motion
units optimally tuned for 100 ms trajectories.
The success of optimally-sized local motion detectors
at predicting the detectability of brief 100 ms trajecto-
ries suggests that such units can explain sequential
recruitment effects that occur within the integration
time of a motion detector. Recruitment refers to the
finding that multi-frame motion is more detectable than
two-frame motion spanning the same distance over
time (Nakayama & Silverman, 1984; McKee & Welch,
1985). The improvement in detectability over longer
durations (Snowden & Braddick, 1991) could very well
be due to the interaction between such local mecha-
nisms, as in the case of trajectory detection.
Although we have only considered trajectories of 100
and 200 ms duration, the data of Watamanuik et al.
(1995) show that detectability continues to rise sharply
for longer durations until it hits a ceiling. For instance,
a 300 ms trajectory in comparable noise yields a percent
correct of about 90%. This translates to a d % of about
1.81, while the predicted detectability for three indepen-
dent 100 ms trajectories in a 300 ms display is 0.40.
While local, independent motion units do a good job
of predicting the detectability of a short trajectory that
falls within their receptive field, they appear to severely
underestimate the detectability of an extended trajec-
tory. This failure of local motion units implicates a
process that nonlinearly combines their activity. Such a
pooling of local signals could be achieved by a higher-
level ‘feature-tracking’ system proposed by Lu and
Sperling (1995) that tracks the motion of salient fea-
tures. Alternatively, the activity of local units could be
combined in a trajectory detection network that en-
hances motion signals in a consistent direction
(Grzywacz, Smith & Yuille, 1989; Hubbard & Mar-
shall, 1994; Grzywacz et al., 1995). In Grzywacz et al.
(1995) a motion unit feeds forward facilitation to an-
other motion unit if its preferred direction roughly
points to that unit, and if that unit has a similar
preferred direction. Thus a unit responding to a signal
moving along a trajectory not only responds to the
local motion of the signal, but receives feedforward
activation from a similar unit at a preceding location
along the trajectory. The model by Yuille, Burgi and
Grzywacz (1998) uses a Bayesian probabilistic ap-
proach, where the enhanced response to a trajectory is
mediated by an increased probability of a given speed
and direction at a given location along a trajectory.
It can be argued that such networks are not necessary
and that a detector that is spatially elongated along the
direction of motion will be better tuned to motion
along a trajectory. This is because such a detector
integrates most of the signal and a relatively small
proportion of the noise as compared to a detector with
a circular profile whose spatial extent is large enough to
cover the signal. However, there are three lines of
reasoning that argue against elongated detectors.
Firstly, psychophysical evidence from both summation
and masking studies indicate that the psychophysical
receptive fields of motion sensitive units have a length
to width ratio of one (Anderson & Burr, 1985; Ander-
son, Burr & Morrone, 1991). These authors also esti-
mate that the length-to-width ratio of motion-
insensitive units is about 1.8, which is consistent with
estimates from physiology for the length-to-width ratio
of simple cells in cat striate cortex (Daugman, 1985;
Webster & De Valois, 1985; Jones & Palmer, 1987) and
is a validation of their psychophysical technique for
measuring aspect ratios. There are several studies using
the paradigm of van Doorn and Koenderink (1984)
that suggest that receptive fields may be elongated in
the direction of motion (Fredericksen, Verstraten & van
de Grind, 1994b; van de Grind, Koenderink & van
Doorn, 1986) . These studies measured detection
thresholds for a rectangular random dot patch moving
coherently in dynamic white noise, and showed that
thresholds were lower when the patch was elongated in
the direction of motion rather than when it was elon-
gated in the direction perpendicular to motion. In fact,
the more detailed studies of Fredericksen et al. (1994b)
show that as the width of the patch is increased,
thresholds improve at a faster rate than they improve
when the height of the patch is increased. If one
assumes that the improvement in the increasing-height
condition is due to linear summation within a unit, then
the improvement in the increasing-width condition is an
accelerating non-linearity. This is similar to our data
that shows nonlinear facilitation for extended trajecto-
ries: the 200 ms trajectory is at least a factor of three
times more detectable than a 100 ms trajectory. Thus
while the argument for motion units elongated in the
direction of motion is plausible, one still has to
account for the non-linear facilitation that is
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supposedly occurring within a unit.
A second line of reasoning against elongated detectors
is the following: if they are the explanation for the
detectability of extended trajectories, then they should
also have temporal integration times that span the
trajectory duration. However, psychophysical estimates
of temporal integration times range from 100 to 133 ms
(Watson, 1979; Fredericksen et al., 1994b; Watson &
Turano, 1995), which are shorter than the 200 ms
duration of the extended trajectory in our experiments.
Furthermore, estimates of the temporal integration times
of direction-selective cells in areas V1 and MT of
macaques are of the order of 114 and 91 ms, respectively
(Mikami, Newsome & Wurtz, 1986). The lack of evidence
for long integration times argues against the detectability
of extended trajectories being mediated by units that are
spatially elongated in the direction of motion.
The third argument against elongated detectors is
based on earlier results by Watamanuik et al. (1995) as
well as our experiments on the circular trajectory indicat-
ing that a trajectory that changes direction gradually is
detected as well as a linear trajectory. For instance, a
circular trajectory that changes direction by 60° in 100
ms is easily detected. To postulate a pool of detectors
tuned to circular trajectories of varying curvature, in
addition to detectors tuned to linear trajectories could
lead to a combinatorial explosion of the number of
motion detectors at each location. Instead a more parsi-
monious explanation is that the detection of extended
trajectories is mediated by a flexible network of detectors
that propagate activation among units tuned to similar
directions of motion. In fact, we suggest that the trajec-
tory network builds the ideal detector for an extended
trajectory. It creates an effective motion unit that is that
is elongated in space-time, yet flexible enough to accom-
modate smooth changes in direction and speed.
8. Conclusions
We have presented further evidence for the enhanced
detectability of extended trajectories. Moreover, we have
shown that this detectability cannot be predicted by an
important class of independent local motion units fol-
lowed by the maximum decision rule. These results point
to the existence of a specialized network that combines
motion signals in a consistent direction, which pre-
sumably evolved to track objects moving along smoothly
changing motion paths in the midst of conflicting motion
signals.
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