ABSTRACT. Cyclic codes are a subclass of linear codes and have applications in consumer electronics, data storage systems, and communication systems as they have efficient encoding and decoding algorithms. In this paper, almost perfect nonlinear functions and planar functions over finite fields are employed to construct a number of classes of cyclic codes. Lower bounds on the minimum weight of some classes of the cyclic codes are developed. The minimum weights of some other classes of the codes constructed in this paper are determined. The dimensions of the codes are flexible. Many of the codes presented in this paper are optimal or almost optimal in the sense that they meet some bound on linear codes. Ten open problems regarding cyclic codes from highly nonlinear functions are also presented.
is principal. Let C = (g(x)) be a cyclic code. Then g(x) is called the generator polynomial and h(x) = (x n − 1)/g(x) is referred to as the parity-check polynomial of C .
Cyclic codes have been studied for decades and a lot of progress has been made (see for example, [3, 12, 25, 27] ). The total number of cyclic codes over GF(q) and their constructions are closely related to cyclotomic cosets modulo n, and thus many areas of number theory. One way of constructing cyclic codes over GF(q) with length n is to use the generator polynomial x n − 1 gcd(S(x), x n − 1) (1) where
and s ∞ = (s i ) ∞ i=0 is a sequence of period n over GF(q). Throughout this paper, we call the cyclic code C s with the generator polynomial of (1) the code defined by the sequence s ∞ , and the sequence s ∞ the defining sequence of the cyclic code C s .
One basic question is whether good cyclic codes can be constructed with this approach.
It will be demonstrated in this paper that the code C s could be an optimal or almost optimal linear code if the sequence s ∞ is properly designed. In this paper, almost perfect nonlinear (APN) functions and planar functions over GF(q m ) will be employed to construct a number of classes of both binary and nonbinary cyclic codes. Lower bounds on the minimum weight of some classes of the cyclic codes are developed. The minimum weights of some other classes of the codes constructed in this paper are determined. The dimensions of the codes of this paper are flexible. Some of the codes obtained in this paper are optimal or almost optimal as they meet certain bounds on linear codes. Ten open problems regarding cyclic codes from highly nonlinear functions are also presented in this paper.
Our first motivation of this study is that the codes constructed in this paper are often optimal. Our second motivation is the simplicity of the constructions of the cyclic codes that may lead to efficient encoding and decoding algorithms.
PRELIMINARIES
In this section, we present basic notations and results of almost perfect nonlinear and planar functions, q-cyclotomic cosets, and sequences that will be employed in subsequent sections.
2.1. Some notations fixed throughout this paper. Throughout this paper, we adopt the following notations unless otherwise stated:
• p is a prime.
• q is a positive power of p.
• m is a positive integer.
• r = q m .
• n = q m − 1.
• Z n = {0, 1, 2, · · · , n − 1} associated with the integer addition modulo n and integer multiplication modulo n operations.
• α is a generator of GF(r) * .
• m a (x) is the minimal polynomial of a ∈ GF(r) over GF(q).
• N p (x) is a function defined by N p (i) = 0 if i ≡ 0 (mod p) and N p (i) = 1 otherwise, where i is any nonnegative integer.
• Tr(x) is the trace function from GF(r) to GF(q).
2.2.
The q-cyclotomic cosets modulo q m − 1. The q-cyclotomic coset containing j modulo n is defined by C j = { j, q j, q 2 j, · · · , q ℓ j −1 j} ⊂ Z n where ℓ j is the smallest positive integer such that q ℓ j −1 j ≡ j (mod n), and is called the size of C j . It is known that ℓ j divides n. The smallest integer in C j is called the coset leader of C j . Let Γ denote the set of all coset leaders. By definition, we have j∈Γ C j = Z n . In engineering terms, such a polynomial c(x) = c 0 + c 1 x + · · · + c l x l is called the feedback polynomial of a shortest linear feedback shift register (LFSR) that generates s L . Such an integer always exists for finite sequences s L . When L is ∞, a sequence s ∞ is called a semiinfinite sequence. If there is no such an integer for a semi-infinite sequence s ∞ , its linear span is defined to be ∞. The linear span of the zero sequence is defined to be zero. For ultimately periodic semi-infinite sequences such an ℓ always exists.
Let s ∞ be a sequence of period L over GF(q). Any feedback polynomial of s ∞ is called a characteristic polynomial. The characteristic polynomial with the smallest degree is called the minimal polynomial of the periodic sequence s ∞ . Since we require that the constant term of any characteristic polynomial be 1, the minimal polynomial of any periodic sequence s ∞ must be unique. In addition, any characteristic polynomial must be a multiple of the minimal polynomial.
For periodic sequences, there are a few ways to determine their linear span and minimal polynomials. One of them is given in the following lemma [26] .
Lemma 2.1. Let s ∞ be a sequence of period L over GF(q). Define
Then the minimal polynomial M s (x) of s ∞ is given by
and the linear span L s of s ∞ is given by
The other one is given in the following lemma [1] It should be noticed that in some references the reciprocal of M s (x) is called the minimal polynomial of the sequence s ∞ . So Lemma 2.2 is a modified version of the original one in [1] . |{x ∈ GF(r) :
Perfect and almost perfect nonlinear functions on GF(r)
There is no perfect nonlinear (planar) function on GF(2 m ). The following is a summary of known APN monomials x e over GF(2 m ):
• e = 2 m − 2, m odd ( [2, 28] ).
• e = 2 h + 1 with gcd(h, m) = 1, where
• e = 2 (m−1)/2 + 3, where m is odd ( [18, 24] ).
• e = 2 (m−1)/2 + 2 (m−1)/4 − 1, where m ≡ 1 (mod 4) ( [19, 24] ).
• e = 2 (m−1)/2 + 2 (3m−1)/4 − 1, where m ≡ 3 (mod 4) ( [19, 24] ).
A number of other types of APN functions f (x) on GF(2 m ) were discovered in [5, 6, 7, 8] .
The following is a summary of known APN monomials x e over GF(p) m where p is odd:
• e = 3, p > 3 ( [17] ).
• e = p m − 2, p > 2 and p ≡ 2 (mod 3) ( [17] ).
• e = p m −3 2 , p ≡ 3, 7 (mod 20), p m > 7, p m = 27 and m is odd ( [17] ).
• e = p m − 3, p = 3 and m is odd.
• e = p l + 2, p l ≡ 1 (mod 3) and m = 2l ( [17] ).
• e = 5 h +1 2 , p = 5 and gcd(2m, h) = 1.
• e = 3 (m+1)/4 − 1 3 (m+1)/2 + 1 , m ≡ 3 (mod 4) and p = 3 [33] .
• Let p = 3, and
if m ≡ 1 (mod 4).
• e =
, p = 5 and n is odd [33] . The following is a list of some known palnar functions over p m , p odd:
• f (x) = x p h +1 , where m/ gcd(m, h) is odd ( [15] ).
• f (x) = x (3 h +1)/2 , where p = 3 and gcd(m, h) = 1 ( [14] ).
• f (x) = x 10 − ux 6 − u 2 x 2 , where p = 3, u ∈ GF(p m ), m is odd ( [14, 16] ).
Recently, more planar functions were discovered in [31, 32, 33] . In the sequel, some of the APN functions and all the planar functions on GF(q m ) above will be employed to construct cyclic codes over GF(q).
2.5. Codes defined by highly nonlinear functions. Given any function f (x) on GF(r), we define its associated sequence s ∞ by
for all i ≥ 0, where α is a generator of GF(r) * and Tr(x) denotes the trace function from GF(r) to GF(q).
The objective of this paper is to consider the codes C s defined by planar functions and APN functions over GF(q m ). We need to treat the cases q = 2 and q being odd separately as planar functions on GF(2 m ) do not exist, while both APN and planar functions on GF(q m ) exist when q is odd.
Highly nonlinear (i.e., almost perfect nonlinear, perfect nonlinear and bent) functions were employed to construct linear codes with good parameters in [9, 10, 11] . The approach to the constructions of cyclic codes with APN and planar functions employed in this paper is quite different.
BINARY CYCLIC CODES FROM APN FUNCTIONS ON GF(2 m )
Planar functions on GF(2 m ) do not exist. In this section, we treat binary cyclic codes derived from APN functions on GF(2 m ), and fix q to be 2 throughout this section.
3.1. Binary cyclic codes from the inverse APN function. In this subsection we study the code C s defined by the inverse APN function on GF(2 m ). To this end, we need to prove the following lemma.
Let ρ i denote the total number of even integers in the 2-cyclotomic coset C i . We then define
for each i ∈ Γ, where ℓ i = |C i |.
Lemma 3.1. Let s ∞ be the sequence of (4) , where f (x) = x 2 m −2 . Then the linear span L s of s ∞ is equal to (n + 1)/2 and the minimal polynomial M s (x) of s ∞ is given by
where m α j (x) is the minimal polynomial of α j over GF (2) .
Proof. The linear span of this sequence was already determined in [30] . Below we prove only the conclusion on the minimal polynomial of this sequence.
It was proved in [30] that
where
It then follows from (5), (8) and (7) that
The desired conclusion on the minimal polynomial M s (x) then follows from Lemma 2.2 and (9).
The following theorem provides information on the code C s and its dual. 
Proof. The dimensions of C s and its dual follow from Lemma 3.1 and the definitions of the codes C s and C ⊥ s . If m is odd, by Lemma 3.1, m 1 (x) = x − 1 is a divisor of the generator polynomial M s (x) of C s . Hence, all the codewords in C s have even Hamming weights, i.e., C s is an even-weight code. By definition, we have
for every i ∈ {1, 2, · · · , n − 1}. Note that m is odd. It then follows from (10) that
for every i ∈ {1, 2, · · · , n−1}. Hence, one and only one of m α i (x) and m α −i (x) is a divisor of
Let C s denote the cyclic code with generator polynomial M s (x)/(x − 1). Then C s contains C s as its even-weight subcode. Using a similar approach to the proof of the square-root bound on the minimum weight for the quadratic residue codes, one proves the desired conclusions on the minimum weights of C s and C ⊥ s . Example 3.3. Let m = 3 and α be a generator of GF(2 m ) * with α 3 + α + 1 = 0. In this case, the three 2-cyclotomic cosets are
The generator polynomial of the code C s is
and C s is a [7, 3, 4] When m is odd, the code C s has the square-root bound, although n could be a composite number. In addition, the examples above show that the actual minimum weight could be much larger than the lower bound on the minimum weight.
When m is even, x −1 is not APN. In this case, the code C s may not have a good minimum distance. For example, if m = 4, the code C s has parameters [15, 7, 3] . So we are not interested in the case that m is even. 
where m α −(2 h +1) (x) is the minimal polynomial of α −(2 h +1) over GF (2) .
Proof. It is easily seen that
By assumption, gcd(h, m) = 1. We have then gcd ( 
Therefore, the size of the 2-cyclotomic coset contating 2 h + 1 is m. The desired conclusions on the linear span and the minimal polynomial M s (x) then follow from Lemma 2.2 and (12).
The following theorem provides information on the code C s . Proof. The dimension of C s follows from Lemma 3.5 and the definition of the code C s . We need to prove the conclusion on the minimum distance d of C s . To this end, let C s denote the cyclic code with generator polynomial m α −(2 h +1) (x). Then C s is the even-weight subcode of C s . Since m α −(2 h +1) (x) is a primitive polynomial with order 2 m − 1, it does not divide 1 + x j for any j with 2 ≤ j ≤ n − 1. This means that the minimum weightd of C s is at least 3. Since d is even, we have then d ≥ 4. Then C s is a [7, 3, 4] binary code with generator polynomial
Its dual is a [7, 4, 3] 
where m α − j (x) is the minimal polynomial of α − j over GF (2) .
Proof. By definition, we have
We will prove that the following 2-cyclotomic cosets are pairwise disjoint:
Note that two cyclotomic cosets are either identical or disjoint. Since C 1 contains only powers of 2, it cannot be identical with any of the remaining four 2-cyclotomic cosets.
We now prove that C 3 ∩C 2 t + j = / 0 for all j ∈ {1, 2, 3}. Define
it is easily checked that ∆(h, j) = 0 for any h as t ≥ 3. In this case we have
for all j ∈ {1, 2, 3}. One can similarly prove that the three cyclotomic cosets C 2 t +1 ,C 2 t +2 ,C 2 t +3 are pairwise disjoint. We omit the details here.
We now prove that all the five cyclotomic cosets of (15) have size m.
We have
Hence
We have gcd = gcd(2 t+2 + 1, 2 t−1 + 1). Since
we obtain that gcd = gcd(2 t−1 + 1, 2 3 − 1). Let t 1 = ⌊(t − 1)/3⌋. Using the Euclidean division recursively, one gets
We now prove that gcd := gcd(2 2t+1 − 1, 2 t + 3) = 1. The conclusion is true for all 1 ≤ t ≤ 4. So we consider only the case that t ≥ 5.
Note that
We have gcd = gcd(2 t + 3, 17). Since
we obtain that gcd = gcd(2 t−4 − 3, 2 3 − 1). Let t 1 = ⌊t/4⌋. Using the Euclidean division recursively, one gets
The desired conclusions on the linear span and the minimal polynomial M s (x) then follow from Lemma 2.2, (14) and the conclusions on the five cyclotomic cosets and their sizes.
The following theorem provides information on the code C s . (13), where d ≥ 6.
Proof. The dimension of C s follows from Lemma 3.10 and the definition of the code C s . We need to prove the conclusion on the minimum distance d of C s . To this end, let C s denote the cyclic code with generator polynomial M s (x)/(x − 1). Then C s is the evenweight subcode of C s .
Note that
By the BCH bound, the cyclic code generated by the reciprocal of M s (x)/(x − 1) has minimum weight at least 5. So does C s . Note that d is even. It then follows that d ≥ 6.
Example 3.12. Let m = 3 and α be a generator of GF(2 m ) * with α
is a [7, 3, 4] binary code with generator polynomial
Its dual is a [7, 4, 3] cyclic code. Both codes are optimal. 
Binary cyclic codes from the function f
may have good nonlinearity [4] . Let h be a positive integer satistying the following condition:
In this subsection, we deal with the binary code C s defined by the sequence s ∞ of (4),
The binary code of this subsection can be viewed as a special case of the code of Section 4.4. However, in the special case q = 2 we are able to obtain better results, and will need the special techniques of this subsection to handle the codes of Section 3.6. Hence, we have to treat the code of this subsection here separately.
We first prove a number of auxiliary results on 2-cyclotomic cosets, which are stated in the following lemmas.
Lemma 3.15. For any j with
Proof. Let 1 ≤ j ≤ 2 h − 1, and let u and v be any two integers with m
It then follows that
This completes the proof.
Lemma 3.16. For any pair of distinct odd i and odd j in the set
, they cannot be in the same 2-cyclotomic coset modulo n.
Proof. Define
Because i and j both are odd, ∆ i = 0 for both i. Suppose that i and j are in the same cyclotomic coset. Then n divides both ∆ 1 and ∆ 2 .
We distinguish between the following two cases. When u ≤ h + 1, we have
In this case ∆ 1 ≡ 0 (mod n). Hence, we have reached a contradiction.
When u ≥ h + 2, we have m − u ≤ m − h − 2 and
In this case ∆ 2 ≡ 0 (mod n). Hence, we have also reached a contradiction. This completes the proof.
We need to do more preparations before presenting and proving the main results of this subsection. Let t be a positive integer. We define T = 2 t − 1. For any odd a ∈ {1, 2, 3, · · · , T } we define
for any pair of distinct odd numbers a and
The following lemma follows directly from the definitions of ε 
Proof. It is easily checked that N 2 = 1, N 3 = 3 and N 4 = 5. It follows from Lemma 3.17 that
.
With the recurcive application of this recurrence formula, one obtains the desired formula for N t .
Lemma 3.19. Let s ∞ be the sequence of (4), where f (x) = x 2 h −1 , h ≥ 2 and h satisfies the conditions of (16). Then the linear span L s of s ∞ is given by
if m is odd.
(17)
We have then
Proof. We have
where the last equality follows from Lemma 3.16. By definition, the sequence of (4) 
Then C s is a [7, 3, 4] binary code with generator polynomial
Its dual is a [7, 4, 3] cyclic code. Both codes are optimal. Then the generator polynomial of the code C s is
and C s is a [31, 25, 4] binary cyclic code and optimal.
Example 3.23. Let (m, h) = (7, 2) and α be a generator of GF(2 m ) * with α 7 + α + 1 = 0. 
Then the generator polynomial of the code C s is
The sequence s ∞ of (4) defined by the first Niho function is then given by
for all t ≥ 0, where α is a generator of GF(2 m ) * . In this subsection, we deal with the code C s defined by the sequence s ∞ of (21) . To this end, we need to prove a number of auxilary results on 2-cyclotomic cosets. We define the following two sets for convenience:
Lemma 3.26. For any j ∈ B, the size
In this case,
Combining the conclusions of the two cases above completes the proof. Proof. Let i = i 1 + 2 2h and j = j 1 + 2 2h , where
Combining the conclusions of the two cases above completes the proof.
Lemma 3.28. For any i + 2 2h ∈ B and odd j ∈ A,
Whence, the only solution of
We now consider the case that 0 ≤ u < 2h. We claim that ∆ 1 (i, j, u) = 0. Suppose on the contrary that ∆ 1 (i, j, u) = 0. We would then have
Because u < 2h and j is odd, there is an odd i 1 such that i = 2 u i 1 . It then follows from i < 2 h that u < h. We obtain then
This is contrary to the assumption that j ∈ A. This proves that ∆ 1 (i, j, u) = 0. Finally, we deal with the case that 2h
Summarizing the conclusions above proves this lemma.
Lemma 3.29.
Let m ≥ 9 be odd. Let s ∞ be the sequence of (21) . Then the linear span L s of s ∞ is given by
We have also
if m ≡ 1 (mod 8); and
is the minimal polynomial of α − j over GF(2) and ε
was defined in Section 3.1.
Proof. By Lemma 3.27, the monomials in the function (24) Tr
will not cancel each other. Lemmas 3.18 and 3.19 say that after cancellation, we have
By Lemma 3.28, the monomials in the function of (24) will not cancel the monomials in the function in the right-hand side of (25) 
The sequence s ∞ of (4) defined by the Kasami function is then
for all t ≥ 0, where α is a generator of GF(2 m ) * .
In this subsection, we deal with the code C s defined by the sequence s ∞ of (29) . It is noticed that the final expression of the function of (28) is of the same format as that of the function of (20) . The proofs of the lemmas and theorems in this subsection are very similar to those of Section 3.4. Hence, we present only the main results without providing proofs.
We define the following two sets for convenience:
Lemma 3.33. Let h satisfy the conditions of (27) . For any j ∈ B, the size
Proof. The proof of Lemma 3.26 is easily modified into a proof for this lemma. The detail is left to the reader.
Lemma 3.34. Let h satisfy the conditions of (27). For any pair of distinct i and j in B,
e., they cannot be in the same 2-cyclotomic coset modulo n.
Proof. The proof of Lemma 3.27 is easily modified into a proof for this lemma. The detail is left to the reader.
Lemma 3.35.
Let h satisfy the conditions of (27) . For any i + 2 m−h ∈ B and odd j ∈ A,
Proof. The proof of Lemma 3.28 is easily modified into a proof for this lemma. The detail is left to the reader. Lemma 3.36. Let h satisfy the conditions of (27) . Let s ∞ be the sequence of (29) . Then the linear span L s of s ∞ is given by
if h is even; and
if h is odd, where m α − j (x) is the minimal polynomial of α − j over GF(2) and ε (h)
2 j+1 was defined in Section 3.1.
Proof. The proof of Lemma 3.29 is easily modified into a proof for this lemma. The detail is left to the reader.
The following theorem provides information on the code C s . Theorem 3.37. Let h satisfy the conditions of (27) . The binary code C s defined by the sequence of (29) Proof. The proof of Lemma 3.30 is easily modified into a proof for this lemma with the helps of the lemmas presented in this subsection. The detail is left to the reader. Then C s is a [7, 3, 4] binary code with generator polynomial
Its dual is a [7, 4, 3] cyclic code. Both codes are optimal. In this example, the condition of (27) In this subsection, we obtained interesting results on the code C s under the conditions of (27) . When h is outside the ranges, it may be hard to determine the dimension of the code C s , let alone the minimum weight d of the code. Hence, it would be nice if the following open problem can be solved.
Open Problem 3.41. Determine the dimension and the minimum weight of the code C s defined by the Kasami APN power function when h satisfies
3.7. Open problems regarding binary cyclic codes from APN functions. In the previous subsections of Section 3, we investigated binary cyclic codes from some APN functions. It would be good if the following open problems could be solved. A number of other types of APN functions f (x) were discovered in [5, 6, 7, 8] . The code C s defined by these APN functions may also have good parameters. It would be interesting to investigate these codes.
Open Problem 3.42. Determine the dimension and the minimum weight of the code

NONBINARY CYCLIC CODES FROM APN AND PLANAR FUNCTIONS
In this section, q is a power of an odd prime p. Note that both APN and planar functions on GF(q m ) exist.
4.1.
Cyclic codes from the planar function x 2 . In this subsection we study the code C s defined by the planar function f (x) = x 2 on GF(r). To this end, we need to prove the following lemma. 
where m α − j (x) is the minimal polynomial of α − j over GF(q),
It can be easily proved that ℓ 1 = ℓ n−1 = ℓ 2 = ℓ n−2 = m and C 1 ∩ C 2 = / 0. The desired conclusions on the linear span and the minimal polynomial M s (x) then follow from Lemma 2.2 and (35).
The following theorem provides information on the code C s . (34), where
Proof. The dimension of C s follows from Lemma 4.1 and the definition of the code C s . We need to prove the conclusion on the minimum weight d of C s . The code C s of this theorem has the same weight distribution as the dual code in Theorem 11 in [11] when m ≡ 0 (mod p) and has the same weight distribution as the even-like subcode of the dual code in Theorem 11 in [11] when m ≡ 0 (mod p). This is because the generator polynomial of the code C s of this theorem and that of the dual code in Theorem 11 in [11] are reciprocals of each other when m ≡ 0 (mod p), and the generator polynomial of the code C s of this theorem and that of the even-like subcode of the dual code in Theorem 11 in [11] are reciprocals of each other when m ≡ 0 (mod p). The conclusions on d then follow from those on the minimum weight of the dual code in Theorem 11 in [11] .
Remark 4.3. Both this paper and [11] employ planar functions in constructing codes. The two approaches are different in general. The approach of this paper always produces cyclic codes. The approach of [11] gives cyclic codes only when the planar function f (x) is a power function. Another difference is that the two approaches produce codes with different dimensions. However, for this quadratic planar function f (x) = x 2 , the codes obtained with the two approaches are closely related. The relation between the two codes is made clear in the proof of Theorem 4.2.
Example 4.4. Let (m, q) = (2, 3) and α be a generator of GF(r) * with α 2 + 2α + 2 = 0.
Then C s is a [8, 3, 5] ternary code with generator polynomial
This cyclic code is an optimal linear code. Then C s is a [26, 20, 4] ternary code with generator polynomial
This cyclic code is an optimal linear code. 
Cyclic codes from the
Therefore, the size of the q-cyclotomic coset contating q κ + 1 is m. Clearly, C 1 ∩C q κ +1 = / 0.
The desired conclusions on the linear span and the minimal polynomial M s (x) then follow from Lemma 2.2 and (37).
The following theorem provides information on the code C s . 
This cyclic code is an optimal linear code.
4.3.
Cyclic codes from the planar functions x 10 − ux 6 − u 2 x 2 over GF(3 m ). Throughout this subsection, let q = 3 and let m be odd. A family of planar functions f (x) = x 10 − ux 6 − u 2 x 2 on GF(r) was discovered in [14, 16] , where u ∈ GF(r). In this subsection we study the code C s defined by these planar functions. To this end, we need to prove the following lemma.
Lemma 4.14. Let s ∞ be the sequence of (4), where f (x) = x 10 − ux 6 − u 2 x 2 . Then the linear span L s of s ∞ is given by
and the minimal polynomial M s (x) of s ∞ is given by
By definition,
where v = u 2 + u − 1.
It can be easily proved that
and that the three q-cyclotomic cosets C 1 ,C 2 and C 10 are pairwise disjoint. We now prove that v = u 2 + u − 1 = 0 for all u ∈ GF(r). Suppose
Multiplying both sides of (39) by u yields
Combining (39) and (40) gives
Since m is odd, −1 is not a quadratic residue in GF(r). The only solution of y 3 + y = 0 is y = 0. Hence the only solution of (41) is u = 1. However, u = 1 is not a solution of (39). Hence v = 0 for all u. Proof. The dimension of C s follows from Lemma 4.14 and the definition of the code C s . We need to prove the conclusions on the minimum distance d of C s . It is known that the codes generated by any polynomial g(x) and its reciprocal have the same weight distribution if g(0) = 0.
When u 6 + u = 0, the reciprocal of M s (x) has root α 9 and α 10 . In this case d ≥ 3 by the BCH bound. The upper bounds on d follow from the sphere-packing bound.
When u 6 + u = 0, the reciprocal of M s (x) has roots α i for i ∈ {1, 2, 3} and for all i ∈ {0, 1, 2, 3} if δ u = 1. The lower bounds on d then come from the BCH bound. The upper bounds on d follow from the sphere-packing bound. 
This cyclic code is an optimal linear code. In this subsection, we deal with the code C s defined by the sequence s ∞ of (4), where
case of the code in Section 4.2. Therefore, we assume that h ≥ 3 in this subsection.
In order to study the code C s of this subsection, we need to prove a number of auxiliary results on q-cyclotomic cosets.
Lemma 4.20. Let h satisfy the condition of (42). For any
Proof. We prove the conclusion of this lemma only for the case that m is even. The conclusion for m being odd can be similarly proved.
Let u be any integer with m − 1 ≥ u ≥ 1. Define
On the other hand, we have obviously that
In this case one can similarly prove that −n < ∆ 2 < n.
Summarizing the conclusions above proves the desired conclusions for m being even.
Lemma 4.21. Let h satisfy the condition of (42). For any pair of distinct i
e., i and j cannot be in the same q-cyclotomic coset modulo n.
Proof. Let u be any integer with 0 ≤ u ≤ m − 1. Define
Notice that i ≡ 1 (mod q) and j ≡ 1 (mod q). We have that ∆ i = 0 for both i as i = j. Suppose that i and j were in the same cyclotomic coset. Then n would divide both ∆ 1 and ∆ 2 .
We prove the desired conclusion only for the case that m is odd. The conclusions for m being even can be similarly proved.
We distinguish between the following two cases. When u ≤ (m − 1)/2, we have
When u > (m − 1)/2, we have m − u ≤ (m − 1)/2. In this case one can similarly prove that −n < ∆ 2 < n. In this case ∆ 2 ≡ 0 (mod n).
Summarizing the conclusions of the two cases above proves the desired conclusion for m being odd.
We need to do more preparations before presenting and proving the main results of this subsection.
Let J ≥ t ≥ 2, and let N(J,t) denote the total number of vectors 
By definition, we have
For convenience, we define N(J, 1) = 1 for all J ≥ 1.
Lemma 4.22. Let h satisfy the condition of (42). Let s ∞ be the sequence of (4), where
Then we have
The desired conclusions on the linear span and the minimal polynomial M s (x) then follow from Lemmas 2.2, 4.20, 4.21, and Equation (48).
In addition,
Proof. We need to prove only the bounds on the minimum weight of this code. The upper bounds on d follow from the sphere-packing bound and the dimension of the code. In both cases, the reciprocal of M s (x) has the roots α q+q 2 
In this subsection, we deal with the code C s defined by the sequence s ∞ of (4), where f (x) = x (3 h +1)/2 . When h = 1, the code C s becomes the code of Section 4.1. Therefore, we consider the case h ≥ 3 in this subsection. The code of this subsection is related to the code of Section 4.4, so we need to use some of the notations, symbols and lemmas of Section 4.4.
Lemma 4.33. Let h satisfy the third condition of (50). For any
Proof. The proof of Lemma 4.20 is easily modified into a proof of this lemma. We omit the details here.
Lemma 4.34. Let h satisfy the third condition of (50). For any pair of distinct i
e., i and j cannot be in the same q-cyclotomic coset modulo n. In addition,
• C 2 ∩C 2+∑ t u=1 3 iu = / 0, where
•
Proof. The proof of Lemma 4.21 can be modified into a proof of this lemma. We omit the details here. 
where N 3 ( j) and N( j,t) were defined in Sections 2.1 and 4.4 respectively.
Proof. Note that
Define x = α t and
Then we have
Using the expression of (48) for f h (x) and merging terms in (51), we obtain
The desired conclusions on the linear span and the minimal polynomial M s (x) then follow from Lemmas 2.2, 4.20, 4.33, 4.21, 4.34, and Equation (52).
The following theorem provides information on the code C s . Remark 4.37. The Coulter-Mathews planar function f (x) = x (3 h +1)/2 was employed in [11] to construct cyclic codes whose dual codes have dimension n − 2m, which is independent of h. However, the dimension of the code of Theorem 4.36 depends on h. This once again shows the difference of the construction approach of this paper and that of [11] .
As a corollary of Theorem 4.36, we have the following. 
Proof. We need to prove only the bounds on the minimum weight of this code. The upper bound on d follows from the sphere-packing bound and the dimension of the code. In both cases, the reciprocal of M s (x) has the roots α i for all i ∈ {1, 2, 3}. When N 3 (m) = 1, the reciprocal of M s (x) has the additional root α 0 . The lower bounds then follow from the BCH bound. 
Open
where m α j (x) is the minimal polynomial of α j over GF(q).
The following theorem provides information on the code C s and its dual. (53), where The following examples demonstrate that the code described in Open Problem 4.47 looks promising. Regarding the cyclic code defined by the inverse APN function, the case for q = 2 was settled in Section 3.1. The case q being odd is more complicated. The code is interesting in the binary case. Develop tight lower bounds on the minimum weight of this code.
A RELATED CONSTRUCTION OF CYCLIC CODES FROM HIGHLY NONLINEAR
FUNCTIONS
Given any nonlinear function f (x) on GF(r), we define its differential sequenceš ∞ by
for all i ≥ 0, where α is a generator of GF(r) * and Tr(x) denotes the trace function from GF(r) to GF(q). We use Cš to denote the cyclic code defined by the sequenceš ∞ .
Polynomials over GF(r) of the form The code Cš is optimal in this case.
When f (x) = x h is a monomial over GF(r), the relation between codes Cš and C s must be one of the following:
• The generator polynomial of C s is equal to m α −h (x) times that of Cš and the dimension of C s is equal to that of Cš minus m. Hence, C s is a subcode of Cš.
• The generator polynomial of Cš is equal to m α −h (x) times that of C s and the dimension of Cš is equal to that of C s minus m. Hence, Cš is a subcode of C s .
All of the APN and planar functions could be plugged into this related construction above and the codes Cš are extremely good (many are optimal and almost optimal). Theorems about the codes C s developed in previous sections can be modified into theorems about the codes Cš. As an example, we will do this for the Welch APN function below.
The rest of the modifications is left to the reader. Proof. The proof of Lemma 3.10 can be slightly modified into a proof of this lemma. The details are left to the reader.
The following theorem provides information on Cš. Proof. The proof of Theorem 3.11 can be slightly modified into a proof of this theorem. The details are left to the reader. 
CONCLUDING REMARKS AND SUMMARY
In this paper, we studied the codes derived from a number of highly nonlinear functions (including planar functions and almost perfect nonlinear functions). Many of these codes obtained from these functions are optimal or almost optimal. The dimension of some of the codes is flexible. We determined the minimum weight for some classes of cyclic codes, and developed tight lower bounds for some other classes of cyclic codes. The main results of this paper showed that the two approaches of constructing cyclic codes with planar and APN functions are quite promising. While it is rare to see optimal cyclic codes constructed with tools in algebraic geometry and algebraic function fields, the simple constructions of cyclic codes with monomials and trinomials over GF(r) employed in this paper are very impressive in the sense that it has produced many optimal and almost optimal cyclic codes.
Binary sequences defined by the inverse APN function and the first Niho APN function have large linear span. The sequences defined by the Kasami APN function have also large linear span when h is close to m/4. These sequences have also reasonable autocorrelation property. They may be employed in certain stream ciphers as keystreams. For example, the sequence defined by the inverse APN function is used in the stream cipher in [30] . So the contribution of this paper in cryptography is the computation of the linear spans of these sequences.
