Abstract| A Markov random eld model with a Gibbs probability distribution (GPD) is proposed for describing particular classes of grayscale images which can be called spatially uniform stochastic textures. The model takes into account o n l y m ultiple short-and long-range pairwise interactions between the gray levels in the pixels. An e ective learning scheme is introduced to recover a structure and strength of the interactions using maximal likelihood estimates of the potentials in the GPD as desired parameters. The scheme is based on an analytic initial approximation of the estimates and their subsequent re nement b y a stochastic approximation. Experiments in modelling natural textures show the utility of the proposed model.
and have been explored in many other publications (see, for example, 4, 5, 8, 15, 19, 22-25, 31, 32, 35-38, 40] ). Comprehensive surveys of these works can be found in 18, 33, 41] . It should be noted that the traditional models borrowed from physics, such as the autobinomial or Gauss-Markov m o dels, may not to be the best ones for describing particular texture types. For instance, the autobinomial model takes into account only nearest neighbors in the lattice and de nes the interaction strength by a product of neighboring signal values. However, in the context of image modelling it is hard to understand why just the nearest neighbors hold advantages over the more distant ones or why the pair of neighboring gray l e v els (q q) h a ve t h e same interaction as (1 q 2 ) and twice the interaction of ( q 2 q ).
The Gauss-Markov model exploits many more interactions because of rather big (and usually square) windows used as cliques. The potential is proportional to a squared error of a weighted linear prediction of the gray l e v el in the central pixel of the clique from the signals in other pixels. The model parameters (regression weights over the window a a) can be estimated, for instance, by minimizing a non-linear likelihood function of a 2 unknown weights 3]. Kashyap and Chellappa studied these models in-depth (see, for instance, 32, 33] ) and introduced some parameter estimation schemes. Stochastic relaxation was used to generate the desired image textures. Cohen and Patel 9] modelled power spectral densities of the Gauss-Markov elds. These densities have an analytic representation in terms of the regression weights and are generated simpler than the images themselves due to a mutual independence of the spectral components. Then the images are formed by a discrete cosine transform of the generated densities. Both approaches show m uch better texture modelling than the autobinomial model, especially if the windows allow long-range interactions (say, a = 1 3 or more), but the larger the window, the more the computational di culties of parameter estimation. Therefore, it is hard to involve arbitrarily long interactions. Moreover, to nd the most characteristic interactions, one needs to exhaust and compare all the possible subwindows 32].
We can expect that the higher the number of signal interactions that can be determined from the image itself (that is, estimated as parameters of the GPD), the more e ective will be the image modelling. Here, we present the Markov/Gibbs model of spatially uniform images that take account o f m ultiple short-and long-range pairwise pixel interactions. It belongs to the exponential family of distributions 2] which a r e strictly log-concave (that is, strongly unimodal), under rather weak conditions 2, 29] that hold for the proposed model. This allows us, at least in principle, to estimate from a given learning sample both the interaction structure and strengths. The model exploits gray l e v el di erence histograms (GLDH) as sucient statistics and, therefore, supports well-known applications of the GLDHs to describe textures 27].
Images with similar GLDHs are considered as belonging to the same type. We will call the images which can be generated successfully by this model (spatially) uniform stochastic textures to discriminate them from other more complex image types. This model is not parsimonious, relative to the Gauss-Markov class, in terms of the number of the parameters, but is much simpler as regards the potential for estimation and, in the main, as regards the choice of the most characteristic interactions.
The paper is organized as follows. In Section 2 we present initial assumptions about the gray-scale textures and introduce the spatially uniform Markov/Gibbs image model with multiple pairwise pixel interactions. Section 3 presents the learning scheme for estimating the model parameters. Experiments in generating natural textures and conclusions are given in Section 4. We restrict our consideration only to spatially uniform isotropic and anisotropic textures whose global visual appearance depends mainly on the pairwise interactions between the signals. In this case the interaction structure is translationinvariant and represented by a rst-order clique family containing the pixels themselves and a particular set of second-order clique families Ka = f(i j) 2 R 2 : i ; j = ( a a )g where a 2 A. Here, A is a set of indices and ( a a ) denotes a relative displacement of the pixels in a clique. Any second-order family contains all pixel pairs that have the same relative pixel arrangement and di er by their absolute positions in the lattice. (1) and (2) by c e n tering the potentials it adds the following constraints to (1):
Va(d) = 08a 2 A: (3) This can be derived also from the concept of a relative Hamiltonian in 17]. The GPD in (2) is also invariant to the corresponding centering of the GLDHs. (1) or (2) If the conditions of (4) do not hold, we need to tailor the textures to the model by reducing the number of potential values and/or the number of clique families. In particular, the potential values can be equalized for di erent, but visually similar, signal con gurations, or the number of gray levels can be reduced by quantization of the gray range. Sometimes, the images can be demagni ed to reduce the number of clique families. (7) where the scaling factor de nes the step from the zero point 0 along the gradient direction and a = jKaj jRj a 2 A.
Thus, initial estimates of the potential values can be computed analytically by maximizing the function in (7) with respect to the factor : 8d 2 D a 2 A The Markov/Gibbs model under consideration is non-uniform at the borders of the lattice and the cardinalities jKa of the second-order clique families are slightly less than the lattice cardinality jRj (that is, the factors a < 1). However, as the lattice expands (jRj ! 1 ), these cardinalities approach the lattice cardinality ( a ! 1 8a 2 A). Thus, the initial estimates in (8) are almost independent of the lattice size. C. Heuristic Search for Clique Families Describing the Interaction Structure The initial potential estimates allow us to search for clique families which best describe the local pairwise pixel interactions in a given learning sample. The estimates in (8) show that the strength of the pairwise interaction depends on the departure from the IRF in any g i v en clique family. The families with a weak interaction have p o t e n tial estimates which are close to the zero point a n d t h us can be excluded from the model because of their small in uence on the MRF.
Thus, the following heuristic solution of this problem can be proposed. We exhaust all possible pairwise cliques in a given search w i n d o w of possible relative shifts between the pixels in the clique j a max j aj max and reconstruct the particular structure of the pairwise pixel interaction in the given image sample by comparing the distances between the initial estimates of the potentials in (8) and the zero point in the parameter space. In other words, we compute the distance between the normalized GLDHs, or the sample marginal relative (v) Choose the clique families whose distances exceed this threshold to represent t h e c haracteristic structure of the signal interactions.
Of course, this strategy has been determined empirically and should be improved by more rigorous theoretical investigations.
D. Re ning Estimates of Potentials by Stochastic Approximation After computing the initial estimates in (8) of the potential functions, we re ne them by solving the system of equations (6) (ii) Update the parameter estimates using the normalized GLDHs for the generated image and a contracted StA-step along the current approximation of the gradient in (5) (iii) Check the quality of these estimates by computing a distance between the goal GLDHs for the learning sample x and current ones for the generated image x t] (iv) T erminate the process if the current quality r e a c hes the given threshold (the case of good model matching) or if the number of steps exceeds the given limit due to poor quality o f the estimates (the case of poor model matching).
There is rather wide scope in the choice of possible schedules for contracting successive steps during the StA process. The schedule ensuring almost sure convergence of the process in (10) to the desired MLE is deduced in 43]. However, in practice, as mentioned in 43], this theoretical contraction is too slow t o achieve convergence in a reasonable time. In the experiments below w e used the following two heuristic schedules: oscillating convergence (of a hyper-relaxation type). In spite of the overall good results of the above StA-learning these heuristic schedules need more theoretical and experimental studies. This StA-learning scheme can be regarded also as a selfadjustable algorithm of image generation (in a broad sense, a type of simulated annealing 20, 43]), because each StA-step changes the potential estimates so as to obtain a better approximation of the GLDHs of the given learning sample with the histograms for the current image x t] . The image formed nally by StA-learning resembles the desired texture more closely than the images generated with the learnt potentials in the GPD and ordinary stochastic relaxation.
IV. Experimental Results and Conclusions
Our experiments used the following natural textures, including some from Brodatz 6] : "Fur of Baboon" (50 50 pixels), "Bark of Tree" (a digitized fragment 120 60 of the photoimage D12 from 6]), "Blood Cells" (60 30), "Pressed Cork" (a fragment 100 100 of the photoimage D4 from 6]), "Wood Grain" (65 65). Figure 1 shows the learning samples, the learnt clique families, and the images generated by the Metropolis relaxation 39] under the GPD of (1) with the learnt clique families and potentials. Images with 16 gray l e v els (that is, qmax = 15) were generated and used for estimation. In these examples 2, 8, 2, 6, and 7 clique families were chosen, respectively, a n d 7 5 , 255, 75, 195 , and 255 potential values were estimated for them using the proposed learning scheme. The interaction maps in Figure 1 (b) represent each clique family by t wo square boxes with coordinates a a and ; a ; a with respect to the origin (0 0) indicated by a b l a c k mark. The darker the box, the more characteristic the family. In particular, the chosen clique families have i n tra-clique pixel displacements (1 0) and (2 0) for the texture "Fur of Baboon" and (3 1) and (;3 2) for the texture "Blood Cells".
These results allow us to conclude that the Markov/Gibbs image model with multiple pairwise pixel interactions is promising for simulating spatially uniform textures as well as in discriminating between them. Of course, uniform textures which can be modelled e ciently by the proposed model form lower-level type (micro)textured images. Nevertheless, a reasonable number of natural textures belongs to this type, as well as many arti cial ones, and this justi es the use of the model in image modelling and processing.
