Background Meta-analysis is increasingly being employed as a screening procedure in large-scale association studies to select promising variants for follow-up studies. However, standard methods for meta-analysis require the assumption of an underlying genetic model, which is typically unknown a priori. This drawback can introduce model misspecifications, causing power to be suboptimal, or the evaluation of multiple genetic models, which augments the number of false-positive associations, ultimately leading to waste of resources with fruitless replication studies. We used simulated meta-analyses of large genetic association studies to investigate naïve strategies of genetic model specification to optimize screenings of genome-wide meta-analysis signals for further replication.
Background Meta-analysis is increasingly being employed as a screening procedure in large-scale association studies to select promising variants for follow-up studies. However, standard methods for meta-analysis require the assumption of an underlying genetic model, which is typically unknown a priori. This drawback can introduce model misspecifications, causing power to be suboptimal, or the evaluation of multiple genetic models, which augments the number of false-positive associations, ultimately leading to waste of resources with fruitless replication studies. We used simulated meta-analyses of large genetic association studies to investigate naïve strategies of genetic model specification to optimize screenings of genome-wide meta-analysis signals for further replication.
Methods
Different methods, meta-analytical models and strategies were compared in terms of power and type-I error. Simulations were carried out for a binary trait in a wide range of true genetic models, genome-wide thresholds, minor allele frequencies (MAFs), odds ratios and between-study heterogeneity ( 2 ).
Results
Among the investigated strategies, a simple Bonferroni-corrected approach that fits both multiplicative and recessive models was found to be optimal in most examined scenarios, reducing the likelihood of false discoveries and enhancing power in scenarios with small MAFs either in the presence or in absence of heterogeneity. Nonetheless, this strategy is sensitive to 2 whenever the susceptibility allele is common (MAF 530%), resulting in an increased number of false-positive associations compared with an analysis that considers only the multiplicative model.
Conclusion
Invoking a simple Bonferroni adjustment and testing for both multiplicative and recessive models is fast and an optimal strategy in large meta-analysis-based screenings. However, care must be
Introduction
Large-scale association studies have rapidly promoted the identification of susceptibility variants that influence both complex traits 1,2 and common diseases, [3] [4] [5] but have been largely recognized to have low power to detect small to moderate genetic effects. 6, 7 In this context, meta-analysis has been a widely applied tool used to combine results from independent data sets in order to augment the probability of identifying low-risk variants, 1, 3, 4, 8, 9 also enabling the variability in the effect of candidate markers across different populations to be identified and properly quantified. 10 However, an important caveat of meta-analyses of association studies is the necessity of assuming an underlying genetic model. 11 Even though the specification of the correct genetic model is not crucial to achieve the highest power in some circumstances, model misspecifications usually incur a substantial loss in the probability of discovering genuine associations in meta-analysis of large-scale data sets, 7 making the choice of an optimal genetic model a crucial step in practice. Nevertheless, researchers have no prior evidence to support a particular genetic mode of action for each candidate marker. This is especially true in meta-analyses of genome-wide associations in which results from hundreds of thousands of polymorphisms are summarized without any prior biological information. 3, 4 Although methods have been proposed to assess the most plausible mode of inheritance from the data [12] [13] [14] and/or to combine studies assuming no particular genetic model, [13] [14] [15] these techniques are computationally intensive, and/or are sensitive to the choice of prior distributions, becoming prohibitive for large meta-analyses. Because there is no consensus to the choice of the genetic model, ordinarily investigators may adopt a single model only (e.g. multiplicative), which substantially reduces the power to discover recessive variants 7 or test for all main inheritance models (i.e. dominant, multiplicative and recessive), thereby instituting the problem of multiple testing. Although some authors justify that no adjustments for testing multiple genetic models are necessary, since meta-analytical findings can be considered only as exploratory results, 10 meta-analysis has been recently regarded as a powerful screening method to augment the success of follow-up studies. [16] [17] [18] In fact, once independent data sets are available, investigators may consider first meta-analysing results from previous studies, and then attempt replication only for the most significant association signals derived from the combined data.
Moreover, a recent simulation study explored the equivalence between different assumptions of genetic models in meta-analyses of large-scale association data sets for binary traits, identifying several circumstances in which misspecified genetic models provide nearly identical or even more power to detect genuine associations compared with the true underlying inheritance model. 7 These findings, together with the shift in the scope of the meta-analysis towards to a more robust screening procedure, raise an important question: Is there an analytical strategy that can optimize discovery of genuine associations in meta-analyses of large-scale association studies aimed at selecting candidates for further replication?
In this article, we performed simulations considering a scenario in which investigators aim to prioritize 'top hits' variants for further replication. We explicitly assume that investigators carry out a meta-analysis of several large-scale association studies to select potential candidates for further replication. The decision to genotype a specific variant in additional (independent) samples is conditional on the findings of the meta-analysis: if the summary result attains a pre-determined genome-wide threshold, candidates are considered promising, and their association signals will be further replicated/validated in different populations. Advantages and limitations of simple analytical strategies that combine two or more genetic models and correct multiple tests by the Bonferroni method are explored.
Methods

Simulation strategy
For an autosomal biallelic single nucleotide polymorphism with susceptibility variant a and non-risk allele A, with frequencies f and 1Àf, respectively, we simulated three main genetic models: dominant, multiplicative and recessive. A null model in which there is no association was also simulated. It is assumed that the causal variant is the minor allele, and that it or a proxy marker in tight linkage disequibrium (r 2 ¼ 1.0) is being genotyped. The outcome of interest is binary, and is captured using the logarithm of the odds ratio (OR) denoted by . Hardy-Weinberg equilibrium is assumed to hold for the whole population. Taking the AA genotype as the reference, the effects aa and aA in individual studies for genotypes aa and aA, respectively, are considered to be approximately normally distributed: Assumptions about genetic architecture and parameters We did not assume a particular genetic architecture for the trait, but considered that the detectable susceptibility variants at genome-wide thresholds encompass: (i) common polymorphisms with low to modest ORs following dominant or multiplicative modes of inheritance; and (ii) low-frequency variants with high penetrances that possess a recessive mode of action. In our study, 'low-frequency' variants were defined as those having a minor allele frequency (MAF) of < 10%. Based on this scenario, ORs of 1.1, 1.2 and 1.3 were chosen to match the low or modest ORs recently reported in genome-wide association studies. 6, 20 Similarly, ORs in the range of 1.7-2.0 were chosen for variants with large genetic effects. 20 Null models were simulated in which both aa and aA are equal to 0 (i.e. ORs ¼ 1.0). Because empirical evidence demonstrates that allele frequencies vary even when apparently homogeneous populations are combined, 1, 3, 4, 9, 17 simulations were also performed considering that allele frequencies differ slightly across different studies. We examined scenarios with MAFs equal to 0.05 with increments of 0.05 up to 0.4. The choice of a distribution when frequencies of the marker differs across populations is not straightforward, because it may depend upon the examined variant and demographic factors as well as on the ancestry of the combined populations. 21 However, representative examples were investigated in which a variable allele frequency across populations can be approximately described by a beta distribution as follows: In the first two cases, the average MAF, E(f), for the causal variant is 0.05 and 0.1, respectively, but the distribution around the mean is slightly skewed to the right, whereas in the remaining scenarios the distribution is approximately symmetric around the mean. Except for the first scenario, where the variance is $0.0012, all scenarios possess a variance of $0.003.
The above scenarios were further combined with and without assumptions of heterogeneity across studies. A single measure of 2 was used to reflect the influence of several factors on the variability of the point estimates across different studies, since it is usually not possible, in practice, to disentangle the effect of heterogeneity of one factor from the others. Contributors to the heterogeneity include variable linkage disequilibrium across populations between the marker and the causal variant, genotyping errors, imputation inaccuracies, population stratification, gene-environment and gene-gene interactions, phenotype misclassification, among other factors that may genuinely produce fluctuations in the genetic effects from distinct studies. 22 We examined different analytical strategies assuming a number of combined studies from 2 to 30. Studies were generated as from a case-control design, in which sample sizes were uniformly distributed between 1000 and 3000. The case-to-control ratio was set to 1, and was defined as being 10% (simulations considering alternative disease prevalences lead to similar conclusions; data not shown).
Strategies for genetic model specification and multiple testing correction We investigated the following strategies for genetic model testing: (i) assigning a multiplicative model alone; (ii) assuming both multiplicative and recessive models; (iii) testing for extreme models: dominant and recessive; and (iv) investigating all the three models: dominant, multiplicative and recessive.
Ideally, any analytical procedure for meta-analysis of large data sets applied as a screening tool to improve the selection of promising candidates for replication should be fast and without troublesome computational aspects. Thus, we quantified the conservativeness of applying a simple Bonferroni correction whenever two or more genetic models were fit for the same meta-analysis. In this case, the Bonferroni method takes the minimum P-value among n examined models, and rejects the null hypothesis if the smallest P < Bonferroni , where Bonferroni ¼ /n, where is the overall type-I error rate. For purposes of comparison, we evaluated the performance of each strategy compared with (i) the true underlying genetic model and (ii) the common practice of specifying a multiplicative model alone.
Effect sizes and meta-analysis models
For meta-analytical methods combining logarithm of ORs, we explored two approaches for the estimation of the effect size under the assumption of a multiplicative model: the allele-based (also known as per-allele) OR and the log-additive trend. Whereas the former directly compares allele counts between cases and controls, the latter is a maximum likelihood-based estimate for the linear trend in the obtained from the logistic regression model (the coding scheme applied was 2, 1 and 0 for genotypes aa, aA and AA, respectively). As expected, both procedures rendered very similar results because simulations were carried out assuming Hardy-Weinberg equilibrium. Hence, only the findings for the former model of analysis will be presented for simplicity. We explored the performance of distinct combinations of genetic model specifications using standard fixed-and random-effects meta-analytical models. For the fixed-effects model, we used a general inverse variance method, in which the contribution of each individual study into the combined estimate is proportional to the inverse of the within-variance. 26 We refer to the 'standard' fixed-effects method that captures the effect size using the logarithm of ORs as effect size as fixed-effects approach 1. For purposes of comparison, we also investigated the weighted-sum of Z scores procedure, a commonly employed method in current meta-analyses of genome-wide associations (i.e. the METAL package, http://www.sph.umich.edu/ csg/abecasis/metal/). 27 This meta-analytical test assumes the following form:
where Z is the summary estimate of Z i scores from k studies (i ¼ 1,. . ., k) and N i is the sample size for the ith study. This strategy was considered by replacing Z i in the above equation
, referred from here on as fixed-effects approach 2 and 3, respectively. While 2 ð i Þ is the within-study variance for i , 2 i is the Pearson's chi-square from the one-degree-of-freedom test in the ith study assuming a particular genetic model of inheritance. Inference is made by approximating the null distribution of the test statistic Z by a standard Normal distribution. Importantly, under the null hypothesis, fixed-effects models are reported to increase the number of falsepositive results compared with the random-effects calculations when genuine heterogeneity exists across studies. 7 Thus, the DerSimonian-Laird method (random effects), which computes 2 by the method-of-moments, was used to take into account the between-study variability. In the random-effects framework, each study is weighted by the inverse of the sum of both within-and between-study variances, leading to more conservative estimates, 28 but a superior control of false-positive associations under scenarios of true heterogeneity. 7 Thresholds for further replication Selection of candidate markers for follow-up investigations has been based mainly on statistical significance testing. 3, 4 Although the most appropriate level of significance will depend on several factors, 29 we selected genome-wide cutoffs that are likely to perform satisfactorily at least in European and European-derived populations. 29 The performance of each analytical strategy was measured in terms of statistical power and type-I error for genome-wide thresholds of 10 À6 , 10 À7 and 5 Â 10 À8 . Power and false-positive rates were computed as the proportion of simulations that yielded a P-value < (or P < Bonferroni when appropriate) among the 10 000 iterations in scenarios with genuinely associated variants and 1 000 000 replicates in null scenarios.
Results
Impact of testing multiple genetic models on the rate of false discoveries We first asked whether testing multiple genetic models might increase the rate of false discoveries in meta-analysis-based screenings of promising candidates for further replication. For low MAFs to moderately common polymorphisms (e.g. MAF 4 0.25), the Bonferroni correction ensures that the rate of false discoveries is consistently lower for the strategy that combines both multiplicative and recessive models compared with the use of multiplicative model alone, regardless of the meta-analytical model and method applied. Table 1 shows results for a representative case where markers are less common in the populations (MAF ¼ 10%). For example, at five combined studies under a random-effects model assuming ¼ 10 À7 , and moderate heterogeneity across data sets ( 2 ¼ 0.025), the false-positive rate is $0.0218% for the strategy that applies only the multiplicative model, whereas it was 0.0153% for the combined 'multiplicative þ recessive' approach. The decrease in false-positive results for the Bonferroniadjusted strategy that fits both multiplicative and recessive models relative to the use of the multiplicative model alone diminishes as more data sets are added, but it is systematically lower for the former up to the 30th combined study. On the other hand, testing for the dominant plus recessive or all of the three main models usually provides a consistent increase in the probability of rejecting the null when it is in fact true compared with the strategy that concentrates analyses solely on the results of the multiplicative model. Importantly, the decrement in the type-I error probability observed for the 'multiplicative þ recessive' strategy is valid as long as f is low. In fact, our data indicate that this combination of genetic models is immune to the effect of small to large heterogeneity as long as the MAF does not exceed 30%. For MAFs 430% and 2 40, the Bonferroni correction is no longer sufficiently conservative, and the type-I error rate for any of the examined strategies is greater than that observed when only the multiplicative model of analysis is specified (Table 2 ). For instance, in a null scenario with moderate heterogeneity ( 2 ¼ 0.025) and f ¼ 0.4, a fixed-effects meta-analysis (approach 3) of 10 data sets (averaging 1000 cases and 1000 controls ) when markers are less common in the populations (f ¼ 10%) Results are based on 1 000 000 simulations. For the same data, 0.4659% of the meta-analyses would falsely reject the null for the 'dominant þ recessive' strategy, whereas 0.4244% of the signals would be incorrectly considered promising for further replication had all genetic models been fitted. The performance of the examined strategies did not change over the simulated scenarios of varying allelic frequencies across populations compared with scenarios with a constant MAF or when different genome-wide thresholds were considered (data not shown).
Power to detect 'low-frequency' recessive variants with high effects sizes In view of the foregoing results, we next investigated the performance of different strategies to detect 'lowfrequency-large-risk' recessive variants, a potentially realistic scenario 6, 7 where the performance of the multiplicative model of analysis is described to be suboptimal. 7 Because of the striking similarity between fixed-effects approaches 2 and 3, the former was omitted hereafter for conciseness. Compared with the specification of the multiplicative model alone, a Bonferroni-corrected analysis that considers two or more genetic models increases power in the order of 2-970 times depending on the number of combined studies and between-study heterogeneity. The 'dominant þ recessive' and 'multiplicative þ recessive' approaches achieved the highest power at ¼ 10 À7 compared with an analysis that considers the multiplicative model alone in a representative scenario of a recessive variant with a high effect (OR aa ¼ 1.7) and f ¼ 0.1. These results were not affected by the magnitude of 2 (Table 3) . For example, the maximum observable decline in power (under a random-effects model) that the Bonferroni procedure incurred for the 'multiplicative þ recessive' approach among all true recessive scenarios tested was Table 2 Rate of false discoveries (%) at ¼ 10 -7 for different strategies of genetic model testing, meta-analytical methods, according varying levels of between-study heterogeneity ( 2 ) when markers are common in the populations (f ¼ 40%) Results are based on 1 000 000 simulations. M ¼ multiplicative (per-allele OR); M þ R ¼ multiplicative plus recessive; D þ R ¼ dominant plus recessive; D þ M þ R ¼ dominant plus multiplicative plus recessive. Trait prevalence ¼ 10%. False-positive rates were computed after a Bonferroni correction when two or more genetic models were fit.
À5.44% (mean of À2.60%) compared with the specification of the true genetic model. Nevertheless, under a fixed-effects model this loss is much less pronounced, or even absent. Indeed, whereas the 'multiplicative þ recessive' strategy under fixed-effects calculations yielded similar power compared with the true recessive model for scenarios of small to moderate heterogeneity, a slightly larger increment in power (ranging from 1.33 to 2.33%) is observed for this strategy at early stages of the discovery process (up to combined 15 studies) in situations of large heterogeneity (Table 3) . Under all scenarios of recessive variants with high effect sizes, the combination of Z-scores (fixed-effects approach 3) rendered the highest power. Analogous results were observed for different genome-wide threshold (data not shown).
Power to detect 'low-frequency-modest risk' variants A subsequent question, which follows the results from the previous section, is whether the 'multiplicative þ recessive' approach might interfere with the ability of meta-analysis-based screenings to discover association signals from 'low-frequency-modest-risk' variants following either a dominant or a multiplicative model of inheritance. From Tables 4 and 5 , it can be observed that, compared with the true underlying model, there is little cost in terms of power when both multiplicative and recessive models are tested for less-common variants following non-recessive patterns of inheritance, irrespective of meta-analytical model and method. The maximum loss in power for this strategy occurs in true dominant genetic models (Table 4) , where the peak reduction in power among all of the examined scenarios was À11.2% (on average À5.5%). Nonetheless, compared with the specification of the multiplicative model alone, power reduction for the combined strategies is not as prominent. Indeed, the highest drop in power for the 'multiplicative þ recessive' approach compared with the specification of a multiplicative model alone was À4.6% (on average À1.6%) in all scenarios studied. Results for 'low-frequency-low-risk' markers (e.g. ORs between 1.1-1.2 and MAFs 4 0.1) with either a dominant or multiplicative patterns of inheritance are very similar, except that power is typically much lower (data not shown).
Power to detect common variants
Next, we sought to investigate the influence of testing multiple genetic models on the power to detect associations from markers that are common in the populations. It can be observed from Tables 6 and 7 that strategies using the Bonferroni correction to account for the analysis of two or more genetic models typically also do not suffer much loss of power in scenarios of common variants. As expected, the most significant reduction in power occurs in true dominant models. For example, at ¼ 10 À7 and 2 ¼ 0, there is an average loss in power of $31% at the fifth combined study if the 'multiplicative þ recessive' strategy is applied, but the variant follows a dominant pattern of Number of studies Trait prevalence ¼ 10%. Results are based on 10 000 simulations. TRUE ¼ correct specification of the true underlying genetic model;
plus multiplicative plus recessive. Power was computed after a Bonferroni correction when two or more genetic models were fit.
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inheritance (under a random-effects model). However, the loss in power approaches negligible magnitudes as more data sets are added, or when 2 increases; so that with over 7-10 studies power is equally maximized in all examined strategies. Compared with the use of the multiplicative model alone, the cost of multiple testing is particularly negligible in most stages of the discovery process, Number of studies Trait prevalence ¼ 10%. Results are based on 10 000 simulations. TRUE ¼ correct specification of the true underlying genetic model;
plus multiplicative plus recessive. Power was computed after a Bonferroni correction when two or more genetic models were fit. Number of studies Trait prevalence ¼ 10%. Results are based on 10 000 simulations. TRUE ¼ correct specification of the true underlying genetic model;
especially for true multiplicative and recessive models. Indeed, under the examined scenarios, power reduction ranged from 0.2 to 5% for fixed-effects analyses depending on the magnitude of 2 and number of studies combined. This reduction tented to be smaller under the random-effects model (Tables 6 and 7) . Interestingly, a consistent increase in power is observed for strategies that fit two or more models compared with the correct specification of the inheritance model in either a true multiplicative or recessive model with heterogeneity. For example, considering the fixed-effects approach 3 in a scenario of a recessive variant with MAF ¼ 0.4 exerting a modest effect (OR ¼ 1.3) with modest heterogeneity ( 2 ¼ 0.025), power at ¼ 10 À7 for 10 studies averaging 1000 cases and 1000 controls each would be $81% for the recessive model, 57% for the misspecified multiplicative model, but 82% for the Bonferroni-corrected strategy that fits both multiplicative and recessive models. Similar results are observed for scenarios with higher between-study heterogeneity (Table 7) . This increase is observed by random-effects meta-analyses in both true multiplicative and recessive models with heterogeneity (average power gain of 3.2%, ranging from 0.6 to 7.8%), but only in the recessive model in fixed-effects models, regardless of the amount of between-study variability. In the latter scenario, mean power gain was 11.8%, ranging from 0.01 to 45.3% depending on the number of combined studies and method. Assumptions of different genome-wide thresholds lead to essentially analogous results (data not shown).
Discussion
The choice of the most appropriate genetic model in meta-analysis of large-scale association studies has been addressed from different perspectives, [13] [14] [15] but is still a matter of ample debate. Here, we undertook a comprehensive simulation study to investigate which genetic model combination is best suited to optimize a meta-analysis-based selection of promising markers to be typed in additional samples. Our data Number of studies Trait prevalence ¼ 10%. Results are based on 10 000 simulations. TRUE ¼ correct specification of the true underlying genetic model;
plus multiplicative plus recessive. Power was computed after a Bonferroni correction when two or more genetic models were fit. 2 , between-study heterogeneity.
indicate that fitting both multiplicative and recessive models and then adjusting the significance by the Bonferroni method may be an optimal approach in most scenarios. However, we noted that, in situations of genuine heterogeneity across data sets and common markers, the 'multiplicative þ recessive' approach has an appreciable increment in the number of falsely discovered associations compared with the assumption of a multiplicative model alone, despite the use of a conservative adjustment such as the Bonferroni method. In fact, we showed that, in scenarios of common susceptibility variants, minuscule increments in 2 may render a higher type-I error rate for all of the evaluated strategies, where the decision of meta-analysing studies assuming a single multiplicative mode of inheritance alone may be preferred. The decrease in false discoveries for the combined 'multiplicative þ recessive' strategy reflects the extremely low power for the detection of recessive variants with modest to low MAFs and effects (power virtually zero in most scenarios), whereas the increase in type-I error rates for the remaining strategies is generated by the susceptibility of the dominant model to give high rates of false-positive signals when 2 40, regardless of the allelic frequency. 7 The practical effect of our results is that, if the phenotype of interest is enriched, or at least possesses a number of recessive variants with low MAF, the 'multiplicative þ recessive' approach will outperform the use of the multiplicative model alone. Otherwise, if all associated markers follow either a dominant or log-additive model, the 'multiplicative þ recessive' procedure will perform as well as the usual multiplicative model-based analysis. In practice, this procedure can be accomplished in two steps: (i) in the first stage, all variants are meta-analyzed under a multiplicative model; and (ii) in the second stage, the recessive model is fit (and results corrected by the Bonferroni method) only for markers with an MAF 4 30% that did not disclose a P-value <a under the multiplicative model. Our results indicate that this simple approach provides a very flexible way to explore different genetic models, enabling Number of studies 
2
, between-study heterogeneity.
one to rationally 'fish' potential association signals from recessive variants that would otherwise be missed, but without increasing the rate of false-positive discoveries.
Although the applicability of the Bonferronicorrected 'multiplicative þ recessive' approach cannot be readily assessed from published meta-analyses of genome-wide association studies, a recent large-scale investigation evaluating 50 000 markers (covering approximately 2100 genes of cardiovascular interest) suggests that this procedure might be useful for a significant proportion of the evaluated polymorphisms. 30 Indeed, after a standard quality control and selection of overlapping polymorphisms among European (n ¼ 272), South Asian (n ¼ 330) and Chinese (n ¼ 304) subjects, 17 833 (61%) out of 29 378 markers had an MAF <30% across the three studied samples.
Given that most investigated bilallelic polymorphisms are likely to display an MAF 4 30%, our simulations also reveal other important aspects. First, although there are differences in the false discovery rates between methods and models (Tables 1 and 2 ), the absolute magnitude of these differences may be actually small and likely of very limited practical significance, unless there are extensive heterogeneity across a large number of markers. Secondly, less common recessive variants (MAFs $10%) with relatively large effect sizes (e.g. ORs in the range of 1.7-2.0) will be probably identified only at relatively later stages of the discovery process (i.e. when the cumulative evidence is based on 15 or more large studies). Hence, strategies like those investigated here may be important even when the cumulative evidence available is considerable.
Furthermore, our emphasis on the identification of recessive variants with a low MAF and high effect sizes poses important questions: Is there evidence for recessive variants in the genome-wide setting? And to what extent are these variants worth pursuing? The first question was recently addressed from a Bayesian meta-analysis perspective using markers with established associations in a common disease. 31 It was demonstrated that, while the data sustain an additive pattern as the most likely genetic model for several polymorphisms studied, a recessive inheritance could not be excluded as the true underlying trait model in 2 out of 17 markers with confirmed involvement in the risk of type-II diabetes. Even though these findings may reflect disease-specific patterns of inheritance, additional support for the role of recessive variants in complex traits is provided. In addition, although less common recessive markers (if taken individually or in a small number) may explain only a minuscule proportion of the phenotypic variance, their importance goes beyond risk prediction. For instance, they may reveal important (yet unknown) biological effectors, enabling new signalling pathways for an in-depth understanding of pathophysiological mechanisms to be discovered or the characterization of novel targets for rational drug designs and pharmacogenomic studies. 32, 33 Taken together, these observations indicate that the strategies evaluated here may improve the discovery of signals that might otherwise be missed by the low power incurred by the effect of genetic model misspecifications, broadening the spectrum of variants useful to comprehend the molecular basis of human complex traits.
Nonetheless, the present study has a number of limitations that must be acknowledged. First, we did not examine empirically adjusted P-values. As a result, alternatives to the Bonferroni correction would be the use of permutation tests, simulationbased methods 34 or more sophisticated computerintensive approaches that explicitly take into account the correlation between genetic models. 35 However, in light of our findings, the cost benefit of such analyses remains to be determined. Secondly, our analyses were conducted to examine strategies to augment power and reduce the number of false-positive associations assuming that investigators have a clear question in mind: Is the effect of a particular marker different from zero? It can be anticipated that effect estimates from the investigated strategies will be biased towards more inflated values (i.e. winner's curse), leading to a strong underestimation of the between-study heterogeneity and falsely optimistic power estimates for replication/validation studies. 7 Thirdly, because our simulations did not consider the patterns of linkage disequilibrium in human populations, rates of false discoveries for the null models are only approximations for scenarios where markers are entirely independent. Fourthly, we did not evaluate the performance of bivariate random-effects metaanalyses in which both aa and aA are jointly modelled, 13, 14 and hence no particular mode of inheritance is assumed. As pointed out previously, the major practical benefit of these more time-consuming techniques compared with univariate meta-analyses applied here would be to 'borrow strength' when data are randomly missing across studies. 36 Furthermore, a possible shortcoming of the explored strategies may be the incompatibility of examined inheritance models across individual studies (i.e. different studies tested different genetic models). This caveat can jeopardize the use of multiple genetic models when only summary data are available, requiring the use of more complex meta-analytical techniques. 37 However, as virtually every single large-scale association study is likely to explore results for both multiplicative and recessive models, this drawback may be minimized in practice. Finally, we have used both allele-based and trend tests to fit a multiplicative model. As expected, we found that both approaches provide very similar results under Hardy-Weinberg equilibrium (HWE) assumptions. However, we did not deal with scenarios under Hardy-Weinberg disequilibrium, even though these tests have different properties when HWE does hold in single studies. 38 In fact, since HWE testing routinely servers as a quality control filter in large-scale studies (i.e. markers with strong deviations are excluded from analyses and imputed), the probability that consistent departures from HWE occur in the same locus across several studies is reduced, becoming a scenario that might be typically uncommon in practice.
As the costs with genome-wide platforms decrease, more accurate imputation algorithms are studied, 24, 25 and the number of prospectively and well-designed meta-analyses employing complete data expands, simple and fast solutions such as the one explored here will become more attractive and comparable with time-consuming approaches, 13, 15, 39 switching the need of computer-intensive methods for the generalizability of already established associations. 31 In conclusion, our results demonstrate the potential benefit of evaluating jointly both multiplicative and recessive models in the screening of genome-wide meta-analysis signals for further replication, but underline the risk of this approach in terms of an increased detection of false-positive associations for common variants when between-study heterogeneity across data sets exists.
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