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La médecine moderne fait usage de divers appareils pour faciliter le diagnostic et le trai-
tement des maladies. Parmi ceux-ci, l’imagerie par tomographie d’émission par positrons
(TEP) se démarque par sa capacité d’imager des processus biologiques spécifiques comme
le métabolisme du glucose. Cette caractéristique permet de mettre en évidence des signes
distinctifs des maladies comme le cancer à l’aide de radiotraceurs capables de cibler cer-
taines cellules. Dans le but de favoriser de meilleurs diagnostics et de mener des recherches
de pointe dans le domaine médical, la qualité des images produites par les appareils TEP
doit être améliorée.
Les avancées des dernières années ont permis d’améliorer la résolution spatiale des images
jusqu’à pratiquement atteindre la limite théorique imposée par le déplacement du posi-
tron lors du processus de désintégration. Depuis, les travaux s’orientent plutôt vers l’amé-
lioration du contraste de l’image en intégrant la mesure du temps de vol (TdV) dans
l’algorithme de reconstruction. Le défi dans cette mesure réside dans la conception d’un
photodétecteur avec une résolution temporelle suffisante pour localiser le lieu d’émission
du radiotraceur entre deux détecteurs coïncidents.
La plupart des photodétecteurs actuels utilisent un seuil sur le nombre de photons de
scintillation observé pour déterminer le temps d’arrivée des photons d’annihilation dans
le scintillateur. Cependant, plusieurs travaux ont démontré qu’une meilleure résolution
temporelle est atteignable en pondérant adéquatement l’information temporelle numérisée
de plusieurs photons de scintillation à la place de n’en considérer qu’un seul.
Dans le but d’améliorer la résolution temporelle des photodétecteurs, l’utilisation d’un
estimateur statistique combinant l’information de plusieurs photons de scintillation se
révèle une méthode prometteuse en considérant les résultats théoriques. Cependant, une
implémentation matérielle pouvant être intégrée à un appareil TEP reste à être démontrée.
Les travaux de recherche présentés dans ce mémoire portent sur l’intégration d’un tel
estimateur statistique à un photodétecteur pour la TEP. Ces travaux ont mené au déve-
loppement d’une chaine d’acquisition qui comporte 1) un circuit de lecture, 2) une trieuse,
3) un filtre de bruit thermique et 4) un estimateur statistique du temps d’interaction basé
sur le Best Linear Unbiased Estimator (BLUE). L’intégration de cette chaine à même le
circuit intégré du photodétecteur de 1  1 mm2 en CMOS 65 nm permet de réduire
la bande passante de 250 Mbit/s à 0,5 Mbit/s et le temps mort de 68;6 µs à 1024 ns.
Des simulations démontrent l’atteinte d’une résolution temporelle qui s’approche de la li-
mite inférieure théorique (appelée borne de Cramér-Rao) quant à la résolution temporelle
atteignable par ce photodétecteur.
Mots-clés : Tomographie d’émission par positrons (TEP), temps de vol, photodiode
à avalanche monophotonique (PAMP), estimation du temps d’interaction, estimateur à
réseau de neurones artificiels, estimateur Gauss-Markov
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CHAPITRE 1
Introduction
1.1 Mise en contexte et problématique
Le cancer est la première cause de mortalité au Canada et est responsable de 30 % des
décès [Statistics Canada, 2016]. Afin d’en faciliter le diagnostic et le traitement, la médecine
moderne fait usage de divers appareils. Parmi ceux-ci, l’imagerie moléculaire se démarque
par sa capacité de représenter les changements biologiques bien avant que les changements
structuraux ne deviennent perceptibles grâce aux méthodes d’imagerie anatomique telles
que la tomodensitométrie (TDM) ou l’imagerie par résonnance magnétique (IRM).
La tomographie d’émission par positrons (TEP) est la technique d’imagerie moléculaire
la plus utilisée en oncologie. Celle-ci permet la production d’une image tridimensionnelle
de la distribution d’un radiotraceur administré par injection à un sujet. Ce radiotraceur
est synthétisé de manière à cibler certains processus métaboliques. Une image de la dis-
tribution du radiotraceur permet ensuite de les quantifier. En oncologie, le traceur le plus
utilisé est le fluorodésoxyglucose (FDG), une molécule davantage métabolisée par les cel-
lules tumorales possédant un hypermétabolisme glucidique.
Dans le système de santé canadien, l’utilisation de la TEP est recommandée pour le
diagnostic et la stadification de plusieurs cancers affectant, entre autres, le poumon, le
sein, le cerveau, le côlon et l’oesophage. Les examens TEP sont également utilisés pour
l’imagerie cardiaque et l’évaluation neurologique chez les patients atteints de démence
dans certaines provinces [Garland et Morrison, 2015]. Les appareils TEP sont devenus
des outils diagnostiques indispensables pour le traitement du cancer. Il existe un besoin
constant pour développer des appareils plus performants capables de fournir des images
de meilleure qualité.
1.2 Les développements technologiques en TEP
Depuis les premiers tomographes, plusieurs développements technologiques majeurs ont
permis aux appareils de mieux répondre aux besoins cliniques en améliorant la résolution
spatiale et le contraste des images pour un temps d’acquisition donné. Parmi ceux-ci, on
retrouve principalement 1) le passage d’acquisition à deux dimensions avec des collima-
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teurs entre les anneaux vers les systèmes à trois dimensions, 2) l’amélioration du pouvoir
d’arrêt des détecteurs, 3) l’amélioration des méthodes de reconstruction d’image avec le
passage de la reconstruction par rétro-projection filtrée vers la reconstruction itérative et
4) l’imagerie multimodale intégrant un système TEP à un appareil TDM ou IRM pour
l’ajout d’information anatomique [Karp et coll., 2008]. Les appareils TEP modernes dé-
montrent l’atteinte de résolutions spatiales qui s’approchent de la limite théorique imposée
par le déplacement du positron lors du processus de désintégration [Fontaine et coll., 2016].
Ainsi, les travaux récents s’orientent plutôt vers l’amélioration du contraste d’image par
l’intégration de la mesure du temps de vol (TdV) [Conti, 2011; Lecoq et coll., 2014; Moses
et coll., 2010].
La technique du TdV cherche à circonscrire le lieu de l’annihilation du positron et d’un
électron par une mesure temporelle précise avec une paire de détecteurs. Pour un temps
d’acquisition donné, cette méthode permet d’augmenter le contraste dans l’image [Moses
et coll., 2010], ce qui se traduit par un gain de sensibilité effective de l’appareil [Surti,
2015].
Le défi dans l’implémentation de la mesure du TdV réside dans la conception d’un pho-
todétecteur avec une résolution temporelle suffisante pour la mesure du TdV. Cependant,
afin de pouvoir détecter efficacement les photons d’annihilation, un scintillateur dense
doit être utilisé devant le photodétecteur afin de convertir ces photons à haute énergie en
plusieurs photons dans le spectre du visible, plus facilement détectables. Cependant, l’uti-
lisation d’un scintillateur cause une dispersion non négligeable sur la mesure temporelle
dans le cas de mesure de temps de vol.
Plusieurs travaux ont démontré une limite théorique, appelée borne de Cramér-Rao, sur
la précision temporelle atteignable à partir de la distribution statistique des photons de
scintillation détectés. Il a été démontré que l’atteinte de cette limite requiert de combiner
l’information temporelle de plusieurs photons de scintillation avec un estimateur statis-
tique [Seifert et coll., 2012]. Cependant, le gain en résolution temporelle obtenu dépend
fortement de l’estimateur utilisé [Venialgo et coll., 2015]. Pour permettre l’utilisation d’un
tel estimateur, le Groupe de Recherche en Appareillage Médical de Sherbrooke (GRAMS)
s’affaire au développement d’un photodétecteur basé sur une matrice de photodiodes ava-
lanches monophotoniques (PAMP) comportant une banque de convertisseurs temps numé-
rique (CTN) capable de générer une étampe de temps indépendante pour chaque photon
de scintillation détecté.
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1.3 Définition et objectifs du projet de recherche
Dans l’intention d’améliorer la résolution temporelle des photodétecteurs, l’utilisation d’un
estimateur statistique combinant l’information de plusieurs photons de scintillation détec-
tés pour estimer le temps de vol se révèle comme une technique prometteuse en considérant
les résultats théoriques. Cependant, une implémentation matérielle pouvant être intégrée
à un système TEP reste à être démontrée. Le projet de recherche décrit dans ce document
tente donc de répondre à la question suivante :
Comment optimiser la résolution temporelle et l’implémentation matérielle
d’un estimateur statistique ayant pour but d’évaluer le temps de vol des pho-
tons d’annihilation à partir des étampes de temps générées par une matrice
numérique de PAMP dans le contexte de la TEP ?
Afin de répondre à cette question, deux objectifs principaux seront ciblés. Premièrement,
un estimateur statistique sera choisi à l’aide de simulations Monte-Carlo en fonction des
performances temporelles et de la complexité d’implémentation. Deuxièmement, l’implé-
mentation matérielle de cet estimateur sera réalisée en optimisant la bande passante et le
temps mort de la chaine de traitement.
1.4 Contributions originales
Les travaux de recherche présentés dans ce mémoire de maîtrise ont mené à trois contribu-
tions principales. Tout d’abord, divers estimateurs du temps d’interaction ont été présentés
dans la littérature [Gundacker et coll., 2014; Venialgo et coll., 2015]. Parmi ceux-ci, les
réseaux de neurones démontrent la capacité de s’approcher de la borne de Cramér-Rao
en l’absence de bruit thermique [Venialgo et coll., 2013]. Cependant, leur performance
en présence de bruit thermique était inconnue. La première contribution originale est la
démonstration de la capacité des réseaux de neurones à filtrer le bruit thermique et de
s’approcher de la borne de Cramér-Rao.
L’utilisation d’un estimateur dans un système TEP requiert une calibration qui repose
actuellement sur des simulations [Gundacker et coll., 2014; Venialgo et coll., 2015]. La
seconde contribution de ce mémoire a été la démonstration de la calibration d’un sys-
tème réel en fournissant un étalonnage individuel à chaque détecteur par une technique
d’espérance-maximisation (EM) [Lemaire et coll., 2016b].
Des architectures de matrice de photodiodes avalanche monophotoniques (PAMP) numé-
riques intégrant tout le traitement nécessaire pour produire une étampe de temps finale
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ont été proposées récemment [Frach et coll., 2009; Tétrault et coll., 2015b]. La réalisation
du traitement à même le détecteur permet de faciliter l’intégration des détecteurs dans un
système TEP. Cependant, ces détecteurs utilisent l’information d’un seul photon observé
pour déterminer le temps d’interaction et n’atteignent pas la borne de Cramér-Rao. La
troisième contribution originale de ce projet est la réalisation d’une nouvelle architecture
de détecteurs comportant un estimateur statistique du temps de vol à étampes multiples
implanté à même le circuit intégré du photodétecteur [Lemaire et coll., 2016a]. Cette ar-
chitecture permet de tirer avantage des étampes multiples sans compromettre la bande
passante et le temps mort.
1.5 Plan du document
Le Chapitre 2 traite du fonctionnement des systèmes TEP, de leurs critères de perfor-
mance et des récents développements.
Le Chapitre 3 décrit les critères de performance des photodétecteurs, et compare les
architectures existantes de ceux-ci pour la TEP par temps de vol.
Le Chapitre 4 s’intéresse aux algorithmes permettant d’améliorer l’estimation du temps
de vol.
Le Chapitre 5 compare les estimateurs sur le plan des performances temporelles et de la
complexité algorithmique afin de déterminer celui qui est le plus adapté pour l’implémen-
tation matérielle. Les étapes requises pour arriver à une implémentation matérielle y sont
présentées.
Le Chapitre 6 présente et compare deux solutions pour la calibration de l’estimateur
BLUE pour un système TEP.
Le Chapitre 7 présente les corrections nécessaires aux diverses sources d’étalement tem-
porelles à appliquer avant l’estimateur du temps de vol.
Le Chapitre 8 décrit l’ensemble des contraintes à respecter pour une implémentation
matérielle et présente les choix de conception.
Le Chapitre 9 compare la performance de l’architecture proposée avec les architectures
existantes et traite des compromis nécessaires pour l’intégration d’un estimateur du temps
de vol dans un système TEP.
Le Chapitre 10 conclut sur les travaux effectués et leur impact.
CHAPITRE 2
Tomographie d’émission par positrons
2.1 Principe et fonctionnement de la TEP
La tomographie d’émission par positrons (TEP) est une modalité d’imagerie médicale
permettant la production d’une image représentant la distribution d’un traceur radioac-
tif injecté dans un sujet. Ce traceur radioactif se compose d’une molécule métabolisable,
comme le glucose, à laquelle des atomes sont substitués par un radioisotope. Les radioiso-
topes les plus utilisés en TEP sont le 11C, le 13N, le 15O et le 18F en raison de leur courte
demi-vie et de leur capacité à être facilement intégrés à des composés organiques.
Un radioisotope est un atome qui comporte un excédent de protons et/ou de neutrons dans
son noyau et qui cherche à atteindre un état plus stable par désintégration radioactive. Ce
processus de transformation nucléaire résulte en une libération d’énergie qui se manifeste
par l’émission de particules ou de photons. Dans le cas de la TEP, les radioisotopes su-
bissent une désintégration radioactive par émission de positrons appelée +. Le positron
résultant, soit un électron chargé positivement, parcourt une courte distance dans la ma-
tière, puis s’annihile avec un électron environnant. La masse de l’électron et du positron
est convertie en énergie sous forme de deux photons d’annihilation possédant chacun une
énergie de 511 keV, émis de manière pratiquement antiparallèle (figure 2.1).









Figure 2.1 Désintégration + suivie de l’annihilation du positron en deux pho-
tons de 511 keV
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Dans le but de retracer l’origine de l’émission du positron, un anneau de détecteurs est
placé autour du patient afin d’intercepter ces photons d’annihilation et d’en mesurer leur
énergie et le moment de l’interaction (étampe de temps). Lorsque deux photons d’an-
nihilation sont détectés dans une même fenêtre temporelle (typiquement de l’ordre de
quelques nanosecondes), on considère que les deux photons proviennent de la même ré-
action d’annihilation et forment une coïncidence. Cette information permet de déduire
un tube volumétrique de réponse entre les volumes des 2 détecteurs. Cependant, elle ne
permet pas de situer l’annihilation le long de ce tube de réponse. En accumulant suffi-
samment de coïncidences provenant de tubes de réponse différents, il devient possible de
reconstruire une image.
Types de coïncidences
Dans le cas idéal, deux photons détectés dans une fenêtre temporelle déterminée pro-
viennent de la même réaction d’annihilation et n’ont pas interagi avec la matière environ-
nante. Dans ce cas, on nomme cet évènement une coïncidence vraie (2.2a). Par contre, deux
noyaux peuvent se désintégrer approximativement en même temps, et deux photons prove-
nant de différentes réactions d’annihilation peuvent alors parvenir aux détecteurs pendant
la même fenêtre de coïncidence temporelle (2.2b). Ces coïncidences dites fortuites sont
comptées comme des vraies par le scanner, mais fournissent une information erronée sur
la position réelle de la désintégration et ajoutent du bruit dans l’image reconstruite. Il
arrive que les photons d’annihilation déposent une partie de leur énergie dans le sujet ou
les détecteurs par diffusion Compton et changent de direction avant d’être totalement ab-
sorbés (2.2c). Le tube de réponse est donc également erroné. Pour en réduire l’impact, les
coïncidences diffuses sont généralement rejetées lorsque l’énergie mesurée par le détecteur
est sous un seuil donné.
(a) Coïncidence vraie (b) Coïncidence fortuite (c) Coïncidence diffuse
Figure 2.2 Types de coïncidences en TEP
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2.2 Critères de performance des scanners TEP
La performance d’un appareil TEP se définit principalement par trois critères. Première-
ment, le tomographe doit pouvoir produire des images avec un rapport contraste à bruit
(RCB) élevé, ce qui permet de mettre en évidence les zones plus claires (tissus anormaux)
par rapport aux zones les plus sombres (tissus en santé). Deuxièmement, afin de permettre
une bonne granularité de détails observables, l’appareil doit posséder une bonne résolu-
tion spatiale, ce qui est d’autant plus important lorsque les sujets à imager sont de petits
animaux. Troisièmement, l’appareil doit démontrer une bonne sensibilité à la radiation
afin de garder le temps des examens raisonnable et de permettre l’étude des processus
biologiques en temps réel. La sensibilité peut être améliorée par un meilleur angle solide
ou une meilleure capabilité à arrêter et compter les photons d’annihilation.
2.2.1 Rapport contraste à bruit
La capacité de distinguer entre les parties les plus sombres et les parties les plus claires
d’une image, soit le contraste, est très critique en TEP. En effet, un scanner fournissant
des images avec un bon contraste permet de distinguer plus facilement les régions avec une
forte concentration de radioactivité des régions à plus faible concentration. En oncologie,
cela se traduit par une meilleure mise en contraste des tissus cancéreux parmi les tissus
en santé, facilitant ainsi l’établissement d’un diagnostic fiable. Par exemple, une prostate
cancéreuse se distingue mieux de la vessie qui lui est juxtaposée avec un bon contraste.





où Smax est l’intensité de la section la plus claire de l’image et Smin est l’intensité de la
partie la plus sombre.
Cependant, dans un système d’imagerie comme un scanner TEP, le contraste seul ne
représente pas fidèlement la capacité de distinguer différents niveaux d’intensité lumineuse
puisque le bruit ajouté par le système influence la détectabilité des lésions. La définition du
rapport contraste à bruit (RCB) [Hendrick, 2008], tenant compte du bruit de fond (bruit),
devient une métrique quantitative mieux adaptée pour la détection de tissus anormaux
puisqu’elle décrit l’amplitude de la différence d’intensité entre les zones claires et sombres
par rapport au bruit de fond selon :





En pratique, en plus du contraste et du bruit, la détectabilité d’une lésion par l’oeil humain
dépend également de sa dimension. Plus la lésion est petite, plus un contraste élevé est
requis pour en faire la détection [Hendrick, 2008]. Quand plusieurs pixels avec un RCB
faible sont groupés, le cerveau humain effectue un traitement complexe, similaire à un
moyennage, ce qui permet de détecter des motifs. Ainsi, un groupe de pixels avec un RCB
très bas peut tout de même être détecté. Par contre, un pixel unique avec un RCB de 1
est dissimulé dans le bruit de fond. Ce principe est bien illustré à la figure 2.3.
Figure 2.3 Impact du RCB sur la détectabilité de lésions de petite taille [Ful-
lerton et coll., 2012]. Le contraste est le même sur l’ensemble de ces images.
Cependant, le bruit est plus élevé à gauche qu’à droite, ce qui se traduit par
un RCB plus faible. Avec un RCB plus faible, une petite zone contrastée est
difficilement détectable (flèche jaune). Cependant, celle-ci devient plus facile-
ment détectable en augmentant le RCB. L’amélioration du RCB favorise ainsi
la détectabilité de lésions de petite taille.
Le RCB est aussi influencé par la résolution temporelle. La prochaine sous-section abordera
ces paramètres.
Résolution temporelle
En TEP, la mesure temporelle permet de circonscrire le lieu d’émission de deux photons
d’annihilation détectés dans la même fenêtre temporelle à l’intérieur d’un tube de réponse
entre deux détecteurs. Cependant, pour resserrer cette localisation à l’intérieur du tube
de réponse, il faut une résolution temporelle qui va au-delà des détecteurs conventionnels.
Cette méthode, nommée temps de vol, permet de diminuer le bruit et d’améliorer le rapport
contraste à bruit des images [Moses, 2003]. Elle est présentée en profondeur à la section
2.3.
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2.2.2 Résolution spatiale
La résolution spatiale influence la granularité des détails observables d’une image. Elle
représente la capacité d’un scanner à faire la distinction entre des structures rapprochées
après reconstruction d’image. Un scanner humain possède typiquement une résolution de
4–7 mm [Saha, 2010], ce qui permet l’étude des organes principaux, tels que le coeur ou le
cerveau. Afin d’obtenir le même niveau de détails pour les petits animaux, des résolutions
de l’ordre de 1-2 mm chez le rat et inférieure au mm chez la souris sont requises [Lecomte,
2004].




s2 + (0:0022D)2 + (d=2)2 + b2 (2.3)
où s est l’imprécision reliée au déplacement du positron, D le diamètre de l’appareil, d la
largeur d’un détecteur, b l’erreur de décodage de la position et a le facteur de dégradation
provenant du type d’algorithme de reconstruction d’image utilisé. Alors que s et D sont liés
respectivement au radiotraceur et au sujet à imager, d et b sont les facteurs intrinsèques
au scanner. Pour des scanners cliniques, la résolution spatiale est limitée par le diamètre
(D) alors que pour les scanners précliniques, le déplacement du positron (s) devient le
facteur limitatif lorsque l’erreur de décodage (b) est de zéro, c’est-à-dire lorsqu’il y a un
couplage un à un du scintillateur et du photodétecteur.
2.2.3 Sensibilité
Tout système d’imagerie est entaché d’un bruit statistique qui s’observe par un nombre
de comptes différent pour une expérience identique sur une période de temps déterminée.
Puisque les photons ne peuvent être comptés qu’en nombres discrets, et qu’une variation
statistique existe sur l’émission des photons, un bruit poissonien est systématiquement
présent dans un système de comptage de photons. Lors de la conception d’un système
d’imagerie mesurant de faibles concentrations de radiotraceur, cela est important à prendre
en compte, puisque ce bruit est directement fonction du nombre total de photons d’annihi-
lation acquis. Comme c’est un processus poissonien, l’écart-type sur la mesure correspond
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Ainsi, plus le nombre de comptes est grand, plus la fraction du nombre de comptes corres-
pondant au bruit est faible. La capacité d’un système TEP à acquérir un grand nombre
d’évènements en un temps donné est donc un facteur critique pour l’obtention d’une bonne
qualité d’image dans un temps raisonnable étant donné la nature décroissante du taux de
désintégration selon un temps de demi-vie qui varie en fonction de l’isotope choisi (tableau
2.1).






Un appareil plus sensible permet de réduire le temps d’acquisition pour l’obtention d’une
image de qualité équivalente. De plus, une bonne sensibilité permet de mesurer dynami-
quement des quantités infimes de radioactivité, ce qui permet la réalisation d’études de
pharmacodynamique, c’est-à-dire de mesurer l’évolution de la concentration d’un radio-
traceur dans un sujet en fonction du temps.
La sensibilité d’un système TEP se définit généralement comme étant le nombre d’évène-
ments détectés par unité d’activité dans le sujet [Cherry et coll., 2004]. Cette métrique ne
permet cependant pas d’évaluer l’influence du bruit sur l’image finale. Par exemple, une
séquence pendant laquelle on a recueilli 1 million de comptes totaux sans bruit d’arrière-
plan donne assurément une meilleure qualité d’image qu’une séquence de 1,5 million de
comptes, où 0,5 million de comptes proviennent de bruit de fond [Turkington, 2001]. La
métrique du taux de comptage équivalent au bruit (de l’anglais noise equivalent count rate
ou NECR) permet de mieux représenter l’efficacité effective d’un scanner à produire des
images de qualité dans un court laps de temps [Lecomte, 2004]. Le NECR s’exprime par :
NECR =
T 2vraies
Tvraies + Tdiffuses + Tfortuites
(2.5)
où Tvraies est le taux de coïncidences vraies, Tdiffuses le taux de coïncidences diffuses et
Tfortuites les coïncidences fortuites. La constante  est égale à 1 ou 2 en fonction de la
méthode de correction des coïncidences fortuites.
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2.3 TEP par temps de vol et ses avantages
La TEP se base sur l’émission diamétralement opposée de deux photons d’annihilation. On
peut ainsi circonscrire l’annihilation dans un tube de réponse. Cependant, les détecteurs
conventionnels avec une résolution temporelle limitée ne permettent pas de la localiser le
long du tube de réponse.
Dans l’éventualité où la mesure temporelle devient suffisamment précise, il devient possible
de resserrer cette localisation dans le tube même (figure 2.4). La précision temporelle
associée à une paire de détecteurs se nomme la résolution temporelle en coïncidence (RTC).






où c est la vitesse de la lumière dans le vide (3 108 m=s). Ainsi, un détecteur avec une
RTC de 100 ps largeur à la mi-hauteur (LMH) 1 pourra circonscrire l’annihilation sur
la ligne de réponse avec une précision de 1,5 cm. Une précision temporelle permettant
la mesure du temps de vol amène plusieurs avantages sur la performance de l’appareil.
Ceux-ci sont décrits dans les sections qui suivent.
Figure 2.4 La reconstruction avec l’information de temps de vol permet de
confiner la position de la désintégration le long de la ligne de réponse lors de la
reconstruction d’image [Toshiba Medical, 2015]
.
1. La largeur à la mi-hauteur est une mesure de la dispersion d’une variable. Celle-ci se mesure par la
largeur de la distribution à la moitié de sa hauteur maximale. Lorsque la distribution est normale, alors
la LMH vaut 2,355 fois l’écart type.
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2.3.1 Diminution du bruit liée à la reconstruction par temps de
vol
En localisant l’annihilation avec l’information du temps de vol sur un segment plus petit
que le diamètre de la source, le bruit en périphérie de la désintégration ne sera pas ajouté
à l’image. Cette technique, avec une résolution de l’ordre des centimètres, n’améliore pas
la résolution spatiale du scanner, mais permet de réduire le bruit statistique sur l’image.








où Dsource est le diamètre de la source, t l’erreur de mesure temporelle et x l’erreur de
mesure de position.
En réduisant le bruit sur l’image, même si le contraste ne change pas, le rapport contraste
à bruit s’en trouve amélioré. Cela se traduit directement par une meilleure détectabilité
des lésions en permettant, tel qu’expliqué dans la section 2.2.1, la détection de régions de
plus petite taille, et dont le contraste de radioactivité avec les tissus avoisinants est plus
faible.
2.3.2 Réduction des coïncidences fortuites
Un des avantages principaux d’améliorer la résolution temporelle des photodétecteurs est
de permettre la réduction de la largeur de la fenêtre temporelle de coïncidence, ce qui a
comme effet de diminuer le taux de coïncidences fortuites. En TEP, le taux de coïncidences
fortuites pour une paire de détecteurs dépend directement de la largeur de la fenêtre de
coïncidence, tel que décrit par [Moses, 2003] :
R = 2R1R2f (2.8)
où R1 et R2 sont les taux d’évènements simples pour chaque détecteur, et f la largeur
de la fenêtre de coïncidence. Comme le nombre de coïncidences fortuites dans une image
correspond à la somme sur toutes les paires de détecteurs, ce nombre est proportionnel à
la largeur de la fenêtre f .
En pratique, la réduction des coïncidences fortuites permet d’améliorer directement le taux
de comptage équivalent au bruit, tel que le démontre l’équation 2.5. Cela s’explique par
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le fait que la réduction des coïncidences fortuites amoindrit le plancher de bruit. Pour un
clinicien, cela se traduit par une meilleure détectabilité des lésions et facilite les diagnostics.
La fenêtre de coïncidence doit toutefois rester assez grande pour couvrir la différence de
temps de vol de la paire de photon sur tout le champ de vue du scanner. Pour un scanner
humain de 80 cm de diamètre, la fenêtre temporelle ne devrait donc pas être inférieure
à 3 ns, sans quoi les coïncidences vraies émises en périphérie de la zone d’intérêt ne
seraient pas détectées.
2.3.3 Réduction du flou axial
En reconstruction 3D, les algorithmes doivent localiser l’émission de la paire de photons
d’annihilation dans le bon plan. Comme la plupart des lignes de réponse entre les détecteurs
sont presque perpendiculaires à l’axe central du scanner, l’incertitude de la localisation
par le temps de vol le long de la ligne de réponse est beaucoup plus faible lorsque projetée
sur l’axe central du scanner. Cela permet de replacer les annihilations dans les bonnes
tranches axiales et de diminuer le flou entre les tranches [Moses, 2003].
2.3.4 Récupération de coïncidences diffuses
Une fraction des photons d’annihilation génèrent des évènements dans deux détecteurs
adjacents en raison d’une diffusion Compton dans un premier bloc qui redirige le photon
vers un autre détecteur. Ce phénomène est d’autant plus présent sur des scintillateurs
étroits qui sont plus rapprochés. Les coïncidences diffuses ne sont généralement pas utilisées
dans la reconstruction d’image des systèmes TEP en raison de leur trajectoire incertaine
qui ajoute un bruit à l’image reconstruite.
Ces évènements partagent l’énergie de 511 keV dans des détecteurs adjacents dans une
très courte fenêtre de temps. Ainsi, avec des photodétecteurs comportant une résolution
temporelle très fine et une bonne résolution en énergie, il est possible de discerner ces
évènements et de reconstruire la ligne de réponse originale. Avec cette technique, les coïn-
cidences diffuses peuvent être utilisées dans la reconstruction d’image ce qui augmente
considérablement la sensibilité de l’appareil [Michaud et coll., 2015; Wagadarikar et coll.,
2014].
2.4 Conclusion
La performance d’imagerie des appareils TEP se définit par le rapport contraste à bruit, la
résolution spatiale et la sensibilité. Les appareils récents ont démontré la capacité d’appro-
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cher la limite théorique de résolution spatiale et il devient nécessaire d’exploiter d’autres
avenues pour améliorer les performances de ces appareils. Plusieurs recherches ont dé-
montré, dès les années 80, que l’incorporation du temps de vol dans les algorithmes de
reconstruction est une méthode qui permet d’améliorer considérablement le RCB et la sen-
sibilité effective des appareils. Cependant, le compromis de performances imposé par les
scintillateurs rapides de l’époque à base de CsF ou BaF2, soit une faible densité limitant
la sensibilité des appareils, l’emportait sur les avantages procurés.
La nouvelle génération de scintillateurs rapides et denses, à base d’orthosilicate de lutécium
dopé à l’yttrium (LYSO), ramène l’idée d’utiliser le temps de vol pour la reconstruction
d’images TEP. Ceux-ci présentent des performances temporelles comparables aux scintilla-
teurs à base de CsF et BaF2 sans la limitation de sensibilité qui y est reliée. Ce facteur
ramène au premier plan l’idée d’utiliser la mesure du temps de vol dans les scanners
cliniques et précliniques.
CHAPITRE 3
Les photodétecteurs pour le temps de vol
Le défi principal dans la conception d’un système TEP à temps de vol réside dans dans la
conception d’un photodétecteur avec une résolution temporelle suffisamment précise. Dans
ce chapitre, les différentes technologies de détecteurs sont comparées, puis les facteurs
influençant leur résolution temporelle sont décrits.
3.1 Détecteurs à scintillation
Les photons d’annihilation à 511 keV peuvent être détectés avec des détecteurs à base de
semiconducteurs à haute densité comme le tellure de cadmium et zinc (CZT), des chambres
à plaques résistives ou des détecteurs à scintillation. Les détecteurs à base de tellure de
cadmium et zinc (CZT) permettent une conversion directe des photons d’annihilation
en charges électriques. Cependant, pour offrir une sensibilité de détection suffisante, une
forte épaisseur de matériel est nécessaire, ce qui nuit aux performances temporelles pour
la mesure du temps de vol en raison de la faible mobilité des charges [Vaska et coll., 2005].
Les chambres à plaques résistives (CPR) sont également utilisées depuis longtemps en
physique des hautes énergies. Les CPR sont constituées de plusieurs plaques parallèles,
d’une anode chargée positivement et d’une cathode chargée négativement séparées par
un volume de gaz. Bien que ceux-ci permettent une excellente résolution temporelle de
l’ordre des dizaines de picosecondes [Crespo et coll., 2013], ces détecteurs ne sont presque
pas utilisés en TEP clinique et préclinique en raison de la faible densité des gaz qui limite
la sensibilité du système.
Les détecteurs à scintillateurs, quant à eux, sont composés d’un matériau dense qui ab-
sorbe les photons d’annihilation et émet des photons dans le spectre du visible. Ceux-ci
sont couplés à un photodétecteur efficace dans le spectre émis. La forte densité des scin-
tillateurs surpasse celle des détecteurs CZT et des détecteurs à gaz et permet un système
avec une meilleure sensibilité. De plus, la rapidité d’émission de lumière favorise une bonne
résolution temporelle. Cette méthode de détection est donc idéale pour la TEP par temps
de vol. Les scintillateurs, grâce à leur bon rendement lumineux, leur bonne densité, et leurs
courts temps de croissance (r) et de décroissance (d1 et d2) permettent d’excellentes per-
formances temporelles. Le tableau 3.1 présente quelques scintillateurs rapides disponibles.
Bien que ces scintillateurs permettent d’atteindre de résolutions temporelles de l’ordre de
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la centaine de picosecondes [Gundacker et coll., 2016], de nouveaux scintillateurs devront
être développés pour l’atteinte de résolution de l’ordre de la dizaine de picosecondes [Lecoq
et coll., 2010].
Tableau 3.1 Scintillateurs pour le temps de vol
Matériel Densité
g=m3
r (s) d1 (s) d2 (s) Rendement
(kPh /
MeV)
LSO:Ce:0.4%Ca1 7,4 2120 8 (6 %) 33 (94 %) 32
LSO:Ce:0.2%Ca1 7,4 99 10 (5 %) 35 (95 %) 39
LYSO:Ce1 7,2 6820 21 (12 %) 44 (88 %) 40
LaBr3:Ce2 5,1 200 18 (100 %) - 63
1[Gundacker et coll., 2016]
2[Schmall et coll., 2014]
3.2 Technologies de photodétecteurs
3.2.1 Tubes photomultiplicateurs
Le tube photomultiplicateur (TPM) est l’un des types de détecteurs photoniques les plus
utilisés en médecine nucléaire (figure 3.1). Certaines architectures de TPM permettent
d’obtenir des résolutions temporelles relativement bonnes, de l’ordre de 300 picosecondes
[Ko et Lee, 2015; Lee et coll., 2011]. Cependant, les TPM sont généralement volumineux,
fragiles, nécessitent une tension d’alimentation de milliers de volts et ne peuvent pas être
couplés 1 à 1 avec des scintillateurs minces, ce qui en limite la résolution spatiale pour les









Figure 3.1 Principe de fonctionnement d’un tube photomultiplicateur
Les TPM à plaques à microcanaux offrent une architecture alternative permettant d’ex-
cellentes performances temporelles de l’ordre de 30 ps [Akatsu et coll., 2004; Dolenec
et coll., 2009; Inami, 2006]. Contrairement aux TPM traditionnels, ceux-ci peuvent être
opérés dans de forts champs magnétiques d’un appareil IRM sans dégradation importante
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des performances. Cependant, les coûts très élevés des TPM à plaques à microcanaux
en limitent les applications pratiques [Knoll, 2010]. Une technologie de photodétecteurs
plus abordable que les TPM à plaques à microcanaux et plus performante que les TPM
traditionnels doit donc être envisagée.
3.2.2 Photodiodes à effet avalanche (PDA)
Les avancées technologiques dans le domaine des semiconducteurs ont mené au rempla-
cement des dispositifs à base de tubes à vide par des photodiodes à effet avalanche pour
certaines applications en raison de leurs performances et de leur faible coût. Dans une diode
conventionnelle les quelques milliers de photons émis lors d’un événement de scintillation
typique génèrent un courant de trop faible amplitude pour pouvoir l’amplifier électronique-
ment sans y ajouter une quantité significative de bruit. La configuration d’une photodiode
avalanche permet de remédier à ce problème en amplifiant la charge directement à l’inté-













Dérive des porteurs Multiplication
Champ
électrique
Figure 3.2 Configuration typique d’une photodiode avalanche
Pour ce faire, une région faiblement dopée P est jointe à la jonction N, ce qui permet
de créer un fort champ électrique après polarisation (figure 3.2). Dans cette région, les
électrons sont accélérés suffisamment pour ioniser d’autres atomes et créer des paires
électrons-trous. Tant que la tension de polarisation demeure sous la tension de claquage
de la diode, seuls les électrons entrent en avalanche et le processus d’ionisation est non
divergent [Aull et coll., 2002]. Comme ce processus ne diverge pas, le gain est limité et
une détection nécessite de multiples photons arrivant au même moment sur la photodiode
pour créer un signal utilisable en TEP. Avec cette amplification limitée, des résolutions
temporelles de l’ordre de la nanoseconde sont généralement obtenues, ce qui n’est pas
suffisant pour la mesure du temps de vol [Shao et coll., 2000].
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3.2.3 Photodiodes avalanche monophotoniques (PAMP)
Afin d’améliorer la résolution temporelle des photodiodes avalanche, celles-ci peuvent être
opérées au-dessus de leur tension de claquage. Dans ce mode d’opération, les trous et les
électrons participent à l’avalanche et celle-ci diverge. Ce phénomène très rapide permet
d’amplifier suffisamment un photon unique pour en faire la détection. Afin d’éviter que
l’avalanche divergente n’endommage la photodiode, celle-ci doit pouvoir être inhibée par
un circuit d’étouffement qui diminue sa tension de polarisation en dessous de la tension
de claquage de la PAMP. Cela a pour effet de réduire le champ électrique de la zone
de multiplication et ainsi étouffer l’avalanche. Une fois celle-ci terminée, la tension de
polarisation est remontée afin de permettre la détection d’un prochain photon. Lorsque
conçues en conséquence, les PAMP permettent des performances temporelles pouvant
atteindre la dizaine de picosecondes [Zappa et coll., 2007]. Cet avantage, couplé au faible
coût de ce détecteur à base de semiconducteur en fait un très bon candidat pour la mesure
du temps de vol.
Cependant, comme un seul photon suffit pour saturer une photodiode avalanche mono-
photonique, un événement de scintillation ne peut pas être acquis avec une seule PAMP
à la manière d’un TPM ou d’une PDA. Une architecture matricielle combinant plusieurs
PAMP permet de déterminer le temps et l’énergie des événements. Individuellement, les
PAMP sont capables d’excellentes résolutions temporelles, mais lorsque mises en matrice,
leur performance dépend fortement de la manière dont elles sont lues. Les différentes ar-
chitectures de lecture matricielles sont présentées dans les sections suivantes.
3.2.4 Matrices de PAMP
Lecture analogique sommée
Dans la configuration de lecture analogique sommée, le courant de sortie est réalisé en som-
mant chacune des cellules de façon analogique. Cette architecture peut être implémentée
avec un étouffement passif ou actif.
Dans son implémentation la plus courante, le circuit d’étouffement (CE) est réalisé avec une
résistance qui permet d’arrêter passivement l’avalanche (figure 3.3a). La simplicité de cette
configuration est avantageuse puisqu’elle permet de réduire l’électronique de lecture et ainsi
de maximiser la surface photosensible. Dans les détecteurs récents basés sur cette approche,
le facteur de remplissage atteint de 50% à 75% [Piemonte et coll., 2013]. Cependant,
la simplicité de cette configuration s’accompagne de quelques inconvénients. Dans une
matrice, certaines cellules sont plus bruyantes que d’autres et celles-ci ne peuvent pas être










Figure 3.3 Différentes configurations de lectures analogiques sommées, soit par
CE passif (a) et par CE actif (b).
désactivées. De plus, les délais de propagation, provenant des différences de longueur des
interconnexions entre les cellules et le plot de sortie, varient entre chaque photodiode.
Finalement, la sommation de toutes les cellules sur un même noeud cause une capacité
de sortie et une impédance élevée, ce qui se traduit par une dégradation de la résolution
temporelle pour un photon unique, qui est de l’ordre de 150-200 ps pour les photodétecteurs
récents [Gundacker et coll., 2016].
Une architecture avec des circuits d’étouffement actifs ou hybrides permet de régler une
bonne partie de ces problèmes grâce à l’utilisation de circuits programmables [Nolet et coll.,
2016]. Avec cette architecture, les canaux plus bruyants peuvent être désactivés. De plus,
la sortie des cellules est découplée pour réduire les capacités parasites et ainsi maximiser
la bande passante (figure 3.3b).
Comme il a été démontré récemment, les premiers photons de scintillation comportent la
majeure partie de l’information temporelle [Seifert et coll., 2012]. Cependant, la réponse
d’une PAMP unique se trouve dans la plage des millivolts. Ce signal est affecté par le bruit
électronique et le bruit thermique, ce qui rend difficile la détection des premiers photons
avec une lecture analogique sommée.
Lecture numérique sommée
À la différence des matrices à lecture analogique, chaque cellule d’une matrice numérique
possède un circuit d’étouffement actif ou hybride qui génère une impulsion numérique à
chaque avalanche détectée. Une combinaison numérique de ces impulsions est utilisée pour
déclencher un convertisseur temps numérique (CTN). La numérisation du signal de chaque
canal permet d’éliminer le bruit électronique causé par la sommation analogique.
La première architecture de ce type sépare la matrice de PAMP en quatre quadrants.
Le CTN est activé si le nombre de quadrants déclenchés dépasse un seuil configurable














Figure 3.4 Différentes architectures de lecture à niveaux logiques, soit par dé-
clenchement probabiliste [Frach et coll., 2009] (a) et par ligne à retard [Tétrault
et coll., 2015a] (b)
(figure 3.4a) [Frach et coll., 2009]. Cependant, plusieurs photons peuvent se déposer dans
le même secteur. Ainsi, un seuil à un niveau n ne correspond pas nécessairement à un
n ième photon, mais plutôt à une probabilité de détecter chaque ordre de photon. Malgré
que cela cause une incertitude temporelle, cette architecture permet de rejeter efficacement
le bruit thermique. Des résolutions temporelles en coïncidence de 130 ps ont été obtenues
avec cette architecture [Liu et coll., 2016b].
Une architecture alternative permet de réduire cette incertitude temporelle à l’aide d’un
discriminateur à ligne à retard [Tétrault et coll., 2015b]. Dans celle-ci, le CTN est activé
au premier photon détecté à condition qu’un nombre configurable de quadrants soient
ensuite déclenchés à l’intérieur d’une fenêtre de temps. La fenêtre de temps est réalisée
avec un élément de retard (figure 3.4b). Cette architecture possède l’avantage de prendre
la mesure du premier photon, soit celui qui, dans plusieurs configurations, possède la
meilleure information temporelle.
Ces photodétecteurs comportent des caractéristiques prometteuses pour la mesure du
temps de vol. Entre autres, les circuits inclus dans les cellules permettent de fermer les
PAMP plus bruyantes. De plus, la numérisation du signal de la PAMP permet d’éliminer
le bruit analogique de lecture. Les circuits de lecture numérique permettent une détec-
tion à photon unique, ce qui permet de détecter le n ième photon de scintillation possédant
potentiellement la plus grande information temporelle.
Cependant, plusieurs travaux ont démontré une limite théorique quant à la précision at-
teignable par un photodétecteur. Il a été mis en évidence que l’atteinte de cette limite
requiert de combiner l’information temporelle de plusieurs photons de scintillation plutôt
que d’un seul [Seifert et coll., 2012]. Afin de s’approcher de cette limite théorique, des
architectures à multiples CTN ont été proposées.
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Lecture numérique à multiples CTN
Récemment, plusieurs groupes s’intéressent aux matrices numériques avec plusieurs CTN
pour leur capacité à fournir une étampe de temps pour chaque photon détecté. Puisque les
performances temporelles sont limitées ultimement par les statistiques de scintillation, la
combinaison de l’information de ces étampes de temps additionnelles permet d’améliorer
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Figure 3.5 Différentes configurations de lecture à CTN multiples, soit avec des
CTN partagés (a) ou avec un CTN par PAMP (b) [Mandai et coll., 2012].
Certaines architectures comportent un CTN par groupe de PAMP (figure 3.5a) [Mandai
et coll., 2012; Niclass et coll., 2008]. Cela permet d’obtenir plusieurs étampes de temps
tout en minimisant la perte d’espace photosensible. Cependant, dans cette architecture,
les variations de délais de propagation entre les canaux causeront une dégradation des
performances temporelles.
L’implémentation d’un CTN associé à chaque PAMP permet de corriger les variations de
délais entre les canaux (figure 3.5b) [Braga et coll., 2014]. De plus, cela permet d’extraire
un maximum d’information de la scintillation en numérisant chaque photon détecté. Cette
architecture est très prometteuse pour le temps de vol puisqu’elle combine les avantages
des architectures précédentes, c’est-à-dire que :
– les circuits actifs permettent de désactiver les PAMP bruyantes ;
– la numérisation du signal à même le canal réduit le bruit de lecture ;
– les multiples CTN permettent d’améliorer la mesure d’un scintillateur en combinant
l’information de plusieurs photons.
De plus, les CTN couplés à chaque canal permettent de corriger les variations des délais de
propagation. Cependant, cette architecture ne vient pas sans inconvénient. Les multiples
canaux de CTN augmentent la consommation du système. De plus, l’électronique requise
diminue considérablement la surface photosensible.
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Afin d’intégrer les multiples CTN tout en maximisant l’espace photosensible, le Groupe
de Recherche en Appareillage Médical de Sherbrooke développe un photodétecteur intégré
verticalement qui place l’électronique de lecture sous la matrice de PAMP.
3.3 Conclusion
Toujours dans l’optique d’utiliser le temps de vol pour améliorer les performances d’ima-
gerie des scanners TEP, une technologie abordable de détecteurs permettant une bonne
résolution temporelle et en énergie est nécessaire. Les photodétecteurs à matrices de PAMP
sont des candidats prometteurs pour le temps de vol grâce à l’excellente performance tem-
porelle intrinsèque de ces photodiodes et au faible coût de ces dispositifs à base de silicium.
Plusieurs architectures de lecture de matrices de PAMP existent et chacune présente des
compromis pour atteindre un bon niveau de performance temporelle. Les architectures
numériques à multiples CTN sont très prometteuses puisqu’elles numérisent le signal très
tôt dans la chaîne, ce qui réduit les sources de bruit électronique. De plus, la nature de
ces détecteurs permet de tirer profit de l’information statistique de plusieurs photons de
scintillation pour déterminer le temps d’interaction dans le scintillateur. Cependant, une
implémentation matérielle prenant avantage de cette caractéristique n’a pas encore été
réalisée. L’objectif de ces travaux de maîtrise est de développer un photodétecteur à CTN
multiples qui comporte un tel estimateur statistique.
En ce sens, plusieurs méthodes statistiques existent pour combiner les multiples photons
de scintillation. Ces méthodes statistiques présentent des performances et des complexités
algorithmiques différentes. Dans le but d’implémenter un tel estimateur dans un détecteur
pour la TEP, le prochain chapitre présente les différents estimateurs statistiques du temps
d’interaction.
CHAPITRE 4
Estimateurs du temps d’interaction
L’interaction du photon d’annihilation avec le scintillateur génère quelques milliers de
photons visibles. Une fraction de ces photons sont observés par le photodétecteur. Chacun
possède une partie de l’information statistique décrivant l’instant où l’interaction se pro-
duit, que l’on nomme aussi temps d’interaction. Les détecteurs TEP analogiques, à base de
tubes photomultiplicateurs, de photodiodes avalanche ou à matrice de PAMP, effectuent
généralement une mesure avec un seuil de photons visibles détectés. Avec cette méthode,
l’information temporelle des photons de scintillation n’est pas utilisée à son plein potentiel.
Récemment, plusieurs groupes ont commencé à s’intéresser aux matrices numériques de
PAMP à plusieurs canaux puisque ce type de détecteur fournit une étampe de temps pour
chaque photon de scintillation détecté [Braga et coll., 2014; Degenhardt et coll., 2009;
Mandai et Charbon, 2012]. Cela permet d’utiliser un estimateur statistique pour combiner
l’information individuelle des photons de scintillation et ainsi se rapprocher de la limite de
résolution imposée par le scintillateur, et ce, même avec seulement un relativement petit
nombre de photons du début de la scintillation [Seifert et coll., 2012].
Plusieurs algorithmes existent pour estimer le temps d’interaction et on retrouve notam-
ment des estimateurs linéaires comme la méthode basée sur la n ième étampe, la moyenne
des N premiers photons, la fonction de répartition inverse, la variance des étampes et
l’algorithme Best Linear Unbiased Estimator (BLUE). Il existe aussi des méthodes non li-
néaires comme le maximum de vraisemblance et les réseaux de neurones artificiels. Celles-ci
permettent différents gains de performance temporelle, jusqu’à l’atteinte de la limite infé-
rieure atteignable, appelée borne de Cramér-Rao. Ce chapitre présente d’abord la borne
de Cramér-Rao, puis fait état des estimateurs existants en vue de choisir celui qui présente
le meilleur compromis entre la performance temporelle et la complexité algorithmique en
vue d’une réalisation matérielle.
4.1 Borne de Cramér-Rao
Une technique commune pour décrire la performance d’un photodétecteur est d’utiliser la
variance des temps d’arrivée du n ième photon [Fishburn et Charbon, 2010; Lynch, 1975].
Cependant, même si cette métrique fournit de bonnes indications quant à la performance
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du photodétecteur, la combinaison de l’information de plusieurs photons permet d’obtenir
une résolution temporelle en dessous de cette limite. La borne de Cramér-Rao représente
plus fidèlement la limite théorique atteignable par un photodétecteur faisant usage de
multiples photons. Cette borne représente la meilleure résolution temporelle atteignable
par un estimateur statistique non biaisé. Le calcul analytique de la borne de Cramér-Rao
est présenté à l’annexe A. Cependant, cette méthode prédit la limite inférieure à partir
d’équations analytiques modélisant la scintillation et la détection. Dans une modélisation
physique d’un système, où le comportement n’est pas décrit par des équations analytiques,
cette méthode ne peut pas être appliquée. Cependant, une méthode alternative permet de
calculer la borne inférieure à partir d’un jeu d’étampes de temps fourni par une simulation
Monte-Carlo ou une acquisition avec un détecteur réel. Celle-ci modélise les étampes de
temps détectées t par une distribution normale pour chaque ordre de photon. Malgré que
la distribution des étampes de temps détectées n’est pas forcément normale, celle-ci s’avère
une approximation viable [Vinke et coll., 2014]. Avec cette méthode, le système est décrit








où C est la matrice de covariance des étampes de temps t.
Lors de la conception d’un estimateur statistique, la limite de Cramér-Rao permet d’éva-
luer la performance de l’estimateur par rapport au maximum théoriquement atteignable.
4.2 Estimation du temps d’interaction
Un photodétecteur matricé avec un convertisseur temps numérique par canal amène la
possibilité d’utiliser l’information statistique de chaque photon de scintillation détecté
pour en déduire le temps d’interaction. L’utilisation de l’information de plusieurs pho-
tons permet une meilleure estimation que si un seul photon était utilisé. À l’instar d’une
moyenne appliquée sur plusieurs échantillons d’une variable bruitée, le résultat est une es-
timation plus précise de la variable originale. Cependant, le gain en résolution temporelle
dépend grandement de l’estimateur statistique utilisé. Cette section présente une revue
des estimateurs du temps d’interaction dans le but de les comparer et de sélectionner celui
possédant les meilleures caractéristiques pour une implémentation matérielle.
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4.2.1 Estimation par le nième photon
Une méthode courante pour estimer le temps d’arrivée du photon d’annihilation est de
prendre le n ième photon, en sélectionnant le photon en ordre d’arrivée présentant la variance
la plus faible [Fishburn et Charbon, 2010; Mandai et Charbon, 2012; van Dam et coll.,
2013].
En considérant uniquement le modèle de scintillation (équation A.1), le premier photon
détecté possède la plus faible variance. Cependant, en considérant à la fois la dispersion
temporelle du photodétecteur et la probabilité de photodétection, le premier photon dé-
tecté ne possède pas la variance la plus faible. L’augmentation du nombre de photons
détectés et l’augmentation de la dispersion temporelle des PAMP favorisent les photons
plus tardifs (figure 4.1). L’implémentation matérielle d’un tel estimateur demande un
arbre de déclenchement composé d’un arrangement de portes logiques configurables pour
différents nombres de photons détectés [Frach et coll., 2009] .
























Figure 4.1 Les chiffres sur les courbes représentent l’ordre optimal de photon
possédant la variance la plus faible en fonction de l’efficacité de détection du
système et de la dispersion temporelle des PAMP pour un scintillateur LaBr3
[Fishburn et Charbon, 2010]. Par exemple, avec 1000 photons détectés et 125 ps
de dispersion temporelle, le deuxième photon détecté comporterait la variance
la plus faible.
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4.2.2 Estimateurs non-linéaires
Estimateur par maximum de vraisemblance
Le temps d’interaction du photon d’annihilation peut être estimé à partir de la distribution
statistique de chaque étampe de temps après classement (t1; t2; :::; tN), sachant le temps
d’interaction tint [Borghi et coll., 2016; van Dam et coll., 2013; Venialgo et coll., 2015;
Vinke et coll., 2014]. La distribution de chaque ordre de photon est illustrée à la figure
4.2.
Figure 4.2 [Fishburn et Charbon, 2010] La probabilité d’observer le n ième pho-
ton (lignes continues) est directement reliée à la fonction de densité de probabi-
lité de la scintillation (ligne pointillée) et au nombre de photons de scintillation
émis. Les 5 premiers photons sont affichés pour une scintillation générant res-
pectivement 100 photons (haut) et 800 photons (bas).
Pour un évènement donné, la vraisemblance L se définit donc par le produit des distri-
butions statistiques de chaque étampe de temps (équation 4.2) [van Dam et coll., 2013].
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Pour une distribution discrétisée, cela correspond à une multiplication point à point des




P (tn j tint) (4.2)
L’estimation finale du temps d’interaction t^int correspond à prendre la valeur maximale




La calibration du maximum de vraisemblance (MV) correspond à déterminer la fonction
de densité de probabilité (P (ti j tint)) des étampes de temps. Avec une modélisation analy-
tique, la FDP exacte est préalablement connue. Cependant, dans un système réel ou une
modélisation physique, ce n’est pas le cas. La FDP doit être estimée à partir des données
mesurées.
Pour ce faire, un simple histogramme pourrait être réalisé pour chaque ordre d’étampes de
temps. Cependant, les classes d’histogrammes sont trop larges et n’offrent pas une précision
suffisante. Pour résoudre ce problème, une estimation par noyau gaussien [Borghi et coll.,
2016] peut être utilisée. Cette méthode estime la fonction de densité de probabilité (FDP)
en cumulant une distribution gaussienne centrée à la valeur de chaque échantillon.
L’implémentation matérielle d’un estimateur par maximum de vraisemblance demanderait
un circuit capable d’effectuer la multiplication point à point des distributions statistiques
de chaque étampe de temps. Il faudrait donc une mémoire suffisante pour contenir les dis-
tributions statistiques, ainsi que plusieurs modules de multiplication accumulation (MAC).
Estimateur à réseaux de neurones artificiels
Les réseaux de neurones artificiels (RNA) sont une catégorie d’algorithmes ayant la ca-
pacité d’extraire des caractéristiques distinctives à partir d’un ensemble de données grâce
à une procédure d’apprentissage. Un réseau se compose d’unités de calculs non linéaires
nommés neurones qui calculent une sortie y en fonction des entrées xi et de la fonction
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Les coefficients wi et le biais b sont entrainés à partir d’un jeu de données représentant
le problème à résoudre. Pour permettre de résoudre des problèmes non linéaires, la fonc-
tion sigmoïde est généralement utilisée comme fonction d’activation f . Pour résoudre des
systèmes non linéaires, plusieurs neurones assemblés en plusieurs couches sont nécessaires
(figure 4.3). Les RNA ont, en simulation, démontré des performances comparables aux
meilleurs algorithmes pour l’estimation du temps d’interaction [Venialgo et coll., 2013].
L’implémentation matérielle d’un RNA demanderait une mémoire pour contenir la fonc-
tion sigmoïde et les coefficients de chaque neurone. Cette fonction peut être approximée,
par segments de droite, segments quadratiques ou autres, pour limiter la consommation
de mémoire. De plus, des modules de multiplication accumulation seraient requis pour







Figure 4.3 Les réseaux de neurones artificiels sont composés d’une couche d’en-
trée, d’une ou plusieurs couches cachées et d’une couche de sortie.
4.2.3 Estimateurs linéaires
Les estimateurs linéaires consistent en l’application d’un coefficient wq à chaque étampe
de temps tq (équation 4.5) où q est l’ordre du photon, et N le nombre total d’étampes de
temps utilisées par l’estimateur. La linéarité de cet estimateur facilite beaucoup l’implé-
mentation matérielle, puisque les calculs nécessaires sont principalement des additions et
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Estimateur par moyenne des N premiers photons
L’estimateur linéaire le plus simple est la moyenne. Cet estimateur pondère également
les N premiers photons (équation 4.6) et a l’avantage de ne pas requérir de calibration
préalable. Afin d’offrir un maximum de performances, le nombre de photons à utiliser doit
être minutieusement choisi puisqu’un trop grand nombre de photons aura comme effet de
dégrader la résolution temporelle. Cet estimateur, de par sa simplicité, sert souvent de base
de référence pour comparer les performances aux algorithmes plus complexes [Gundacker




; q = 1; :::; N (4.6)
Estimateur par fonction de répartition inverse
Cet estimateur se base sur la fonction de répartition cumulative de la scintillation [Braga
et coll., 2012]. Dans le cas d’un modèle avec une double exponentielle (équation A.1, la
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r
d   r (4.7)
Une fois la fonction de répartition construite (figure 4.4a), la différence entre les étampes
de temps d’un évènement et la fonction de répartition théorique est effectuée (figure 4.4b).
L’estimation finale est calculée en ajoutant la moyenne des différences à l’étampe de temps
du premier photon.
Cet algorithme peut potentiellement bien s’implémenter sur du matériel puisqu’il ne re-
quiert que des opérations simples, principalement des additions et des soustractions. Ce-
pendant, cet algorithme correspond à une moyenne des N premiers photons à laquelle
on soustrait une constante. Cet algorithme possèdera donc exactement les mêmes perfor-
mances qu’une simple moyenne.
Estimateur pondéré par la variance
Les coefficients de cet estimateur sont calculés en fonction de la variance des étampes de
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Figure 4.4 L’estimateur par fonction de répartition inverse est basé sur la dif-
férence entre les échantillons courants et la répartition théorique. En (a), les
étampes de temps d’un évènement sont affichées en fonction de la fonction de
répartition théorique. En (b), la différence entre ces deux fonctions est calculée
et illustrée [Braga et coll., 2012].
Les photons dont l’ordre d’arrivée indique une variance plus faible sont donc pondérés à la
hausse. Cet estimateur est très similaire au BLUE présenté dans la section suivante, mais
tient compte uniquement que de la variance plutôt que de la covariance.
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Estimateur BLUE
Le théorème de Gauss-Markov stipule que l’estimateur par moindres carrés est l’estima-
teur non biaisé qui possède la variance minimale [Bousselham et Bohm, 2007; Gundacker
et coll., 2014; Venialgo et coll., 2013; Vinke et coll., 2009]. Celui-ci s’applique pour une dis-
tribution normale multidimensionnelle où les erreurs ont une espérance nulle, ne sont pas
corrélées et dont les variances sont égales. Lorsque ces conditions sont respectées, celui-ci
est le meilleur estimateur linéaire non biaisé réalisable et se nomme le Best Linear Unbia-
sed Estimator (BLUE). Les coefficients pour cet estimateur sont calculés avec l’équation




V  C 1  V T (4.9)
où V est un vecteur colonne rempli de 1.
La matrice de covariance des étampes de temps est la mesure de la variation conjointe de
ces variables par rapport au temps d’interaction de référence. La détermination de cette
matrice nécessite donc a priori de connaître le temps d’interaction, qui n’est pas disponible
puisque c’est la variable que l’on cherche à estimer. Une méthode doit être élaborée pour
surmonter ce problème.
Comme mentionné précédemment, l’atteinte des performances optimales du BLUE néces-
site une distribution normale et des erreurs non corrélées, ce qui n’est pas forcément le cas
pour la distribution des photons de scintillation détectés. Néanmoins, cet algorithme a dé-
montré une capacité à améliorer la résolution temporelle par rapport à l’utilisation d’une
seule étampe, ce qui démontre son utilité bien que les hypothèses initiales ne soient pas
nécessairement respectées [Bousselham et Bohm, 2007; Gundacker et coll., 2014; Venialgo
et coll., 2013, 2015].
4.3 Conclusion
Les imperfections du scintillateur et des différents sous-systèmes d’un photodétecteur à
matrice numérique de PAMP sont source d’un étalement de la distribution temporelle
des photons de scintillation. Chacun de ces photons possède une information statistique
plus ou moins importante, dépendant principalement de l’ordre d’arrivée du photon sur
le détecteur. Plusieurs estimateurs ont été présentés dans la littérature afin de calculer
un temps d’interaction par évènement. L’intégration dans un système d’un tel estimateur
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statistique combinant de multiples photons permettrait en théorie d’améliorer la résolu-
tion temporelle en coïncidence jusqu’à atteindre la borne de Cramér-Rao. Cependant, ces
estimateurs doivent être comparés afin de déterminer celui qui offre le meilleur compromis
entre l’amélioration de la RTC et la complexité algorithmique pour une implémentation
matérielle dans un système.
CHAPITRE 5
Comparaison des estimateurs
Les estimateurs par moyenne, maximum de vraisemblance, réseau de neurones et BLUE
permettent d’exploiter l’information de multiples photons détectés pour déterminer le
temps d’interaction du photon d’annihilation dans le scintillateur. L’intégration dans un
système d’un tel estimateur statistique permet une amélioration de la résolution temporelle
qui peut aller jusqu’à atteindre une limite inférieure, soit la borne de Cramér-Rao. Cepen-
dant, l’utilisation d’un estimateur à étampes multiples augmente la charge de calculs, ce
qui est problématique pour une implémentation matérielle dans un système comportant
des milliers de canaux. Afin de déterminer l’estimateur offrant le meilleur compromis entre
la résolution temporelle et la complexité algorithmique, ceux-ci seront comparés à l’aide
d’une simulation Monte-Carlo modélisant la chaine complète de détection.
5.1 Méthodologie
Afin d’évaluer la performance des estimateurs, deux détecteurs sont placés de part et
d’autre d’une source ponctuelle émettant des paires de photons d’annihilation à 511 keV.
Les photodétecteurs sont composés d’un scintillateur LYSO et d’une matrice numérique





























Figure 5.1 Paramètres simulés du scintillateur et du photodétecteur.
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5.1.1 Modèle du scintillateur
Puisqu’un scintillateur court favorise une bonne résolution temporelle, le détecteur est
modélisé avec un scintillateur LYSO de 1  1  3 mm3. Celui-ci est simulé avec GEANT4,
qui permet de modéliser la production de lumière et le transport optique des photons
incluant la diffusion, la réflexion et l’absorption [Agostinelli et coll., 2003]. Le tableau 5.1
présente les caractéristiques du scintillateur simulé.
Tableau 5.1 Caractéristiques du scintillateur simulé
Matériel LYSO
Rendement de scintillation 40 000 photons / MeV
r 70 ps
d 40 ns
Dimensions 1  1  3 mm3
Traitement de surface Réflecteurs ESR sur 5 surfaces
Couplage au photodétecteur Graisse optique et époxy
5.1.2 Modèle du photodétecteur
Le détecteur simulé est une matrice de 20  20 cellules de PAMP de 50  50 µm2 chacune.
Chaque PAMP est couplée individuellement avec un convertisseur temps-numérique idéal.
Le détecteur est modélisé avec le Digital SPAD Array Simulator, qui fournit une représen-
tation précise des non-linéarités des PAMP causées par le temps mort du SPAD durant
l’étouffement et la recharge [Therrien et coll., 2014]. Le tableau 5.2 présente les para-
mètres de la simulation. Les simulations sont réalisées dans deux configurations, soit pour
un détecteur typique avec une résolution temporelle à photon unique (RTPU) de 180 ps
qui provient d’un exemple dans la littérature [Mandai et Charbon, 2013] et un détecteur
plus rapide avec une RTPU de 35 ps. Les mesures de résolution temporelle en coïncidence
des détecteurs sont généralement réalisées qu’avec les événements du photopic [Gundacker
et coll., 2016; Nemallapudi et coll., 2015]. Pour ces mesures, seuls les événements entre
425 keV et 700 keV sont conservés.
Tableau 5.2 Caractéristiques des photodétecteurs simulés
Détecteur rapide Détecteur typique
Taille 1  1 mm2 1  1 mm2
Nombre de cellules 20  20 20  20
Taille des cellules 50  50 µm2 50  50 µm2
PDP à 420 nm (%) 30 % 30 %
RTPU (LMH) 35 ps 180 ps
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Beaucoup d’études traitent des performances temporelles des estimateurs en l’absence
de bruit thermique [Braga et coll., 2012; Gundacker et coll., 2014]. Cependant, il a été
montré que le bruit thermique a un impact important sur la performance des estimateurs
[Venialgo et coll., 2015]. Les matrice de PAMP génèrent un taux de bruit thermique
variable selon l’architecture et les conditions expérimentales, mais on retrouve une plage
d’environ 0;1 Hz=µm2 à 50 Hz=µm2 dans la littérature à la température de la pièce [Bronzi
et coll., 2016; Mandai et Charbon, 2013]. Afin de représenter cette plage, les simulations
sont d’abord réalisées sans bruit thermique, puis répétées avec des taux de 1 Hz=µm2 et
10 Hz=µm2.
5.2 Estimateurs
Les estimateurs BLUE, par maximum de vraisemblance et par réseaux de neurones pon-
dèrent les étampes de temps par rapport à leur FDP. Ces FDP sont relatives au temps
d’interaction (tint). En simulation, tint est connu et peut être soustrait des étampes de
temps pour déterminer les FDP (équation 5.1). Cependant, ce paramètre est a priori in-
connu dans un système réel et ne peut être utilisé pour calibrer les estimateurs avec des
données réelles. Le chapitre 6 décrit des méthodes pour calibrer les estimateurs dans un
système réel sans connaitre tint. Pour les simulations de ce chapitre, les estimateurs sont
calibrés en utilisant l’information de tint tel que réalisé dans la littérature [Gundacker
et coll., 2013; Venialgo et coll., 2015].
P (tn j tint) = tn   tint (5.1)
La méthodologie générale associée à chaque estimateur est présentée dans le chapitre 4.
Les sous-sections suivantes présentent les détails associés à la simulation de chacun de ces
estimateurs.
Estimateur par nième photon
L’estimateur par n ième photon est évalué pour chaque ordre n de photon. L’ordre n qui
présente la meilleure résolution temporelle en coïncidence est conservée.
Estimateur par moyenne
L’estimateur par moyenne est évalué pour les photons 1 à n où n est varié de 2 à 32.
L’ordre n qui présente la meilleure résolution temporelle en coïncidence est conservée.
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Maximum de vraisemblance
L’estimateur par maximum de vraisemblance est entrainé avec la méthode décrite à la
section 4.2.2 avec les 32 premiers photons en entrée.
Réseau de neurones
Le réseau de neurones est constitué de 31 neurones d’entrée associés avec les temps de
détection du 2e au 32e photon détecté auxquels le temps du premier photon est soustrait.
Cela permet de normaliser les étampes de temps entre les évènements qui sont étalés sur
toute la plage de lecture du détecteur. La couche cachée se compose de 31 neurones et la
couche de sortie est composée de 1 neurone visant à déterminer le temps d’interaction. Les
neurones sont entrainés avec la méthode rmsprop [Graves, 2013] de la librairie Theanets
à un rythme d’apprentissage de 0,1 %.
Estimateur BLUE
L’estimateur BLUE est entrainé avec la méthode décrite à la section 4.2.3 avec les 32
premiers photons en entrée.
5.3 Résultats et discussion
5.3.1 Performance temporelle en l’absence de bruit thermique
Les performances temporelles des estimateurs sont comparées dans la figure 5.2 pour le
photodétecteur typique et à la figure 5.3 pour le photodétecteur rapide. La borne de
Cramér-Rao affichée permet d’évaluer la performance de l’estimateur par rapport à la
limite inférieure atteignable.
Parmi les estimateurs présentés, le BLUE et le RNA présentent les meilleures perfor-
mances, autant pour un détecteur typique que pour un détecteur rapide. Avec l’augmen-
tation du nombre d’étampes utilisées, la résolution temporelle de ces estimateurs converge
vers la borne de Cramér-Rao, ce qui n’est pas le cas pour le n ième photon, la moyenne
pondérée et l’estimateur par maximum de vraisemblance.
Dans une simulation analytique où les statistiques du système sont parfaitement connues,
il est attendu que l’estimateur par maximum de vraisemblance tend aussi vers la borne
de Cramér-Rao. Cependant, l’estimateur par maximum de vraisemblance diverge après
quelques échantillons. Cela suggère que la calibration par noyau gaussien n’a pas permis
de modéliser parfaitement les statistiques de scintillation. Avec les méthodes actuelles,
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aximum de vraisemblance
Figure 5.2 Comparaison de la performance temporelle des estimateurs pour le
photodétecteur typique avec 180 ps de RTPU.
aximum de vraisemblance
Figure 5.3 Comparaison de la performance temporelle des estimateurs pour le
photodétecteur rapide avec 35 ps de RTPU.
l’estimateur par maximum de vraisemblance n’a pas démontré la capacité d’être calibré
adéquatement dans le contexte de détermination du temps d’interaction.
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Ces résultats, réalisés avec une modélisation physique non linéaire du photodétecteur et du
scintillateur, concordent avec les résultats de simulations analytiques réalisées précédem-
ment [Venialgo et coll., 2013]. En effet, dans cette étude, le BLUE et les RNA démontrent
aussi les meilleures performances temporelles. Afin de vérifier l’impact du bruit thermique
sur ces résultats, ces simulations sont répétées avec du bruit thermique.
5.3.2 Performance temporelle en présence de bruit thermique
La figure 5.4 présente la performance des estimateurs en présence de bruit thermique de
1 Hz=µm2 et la figure 5.5 avec un bruit thermique de 10 Hz=µm2. Ces valeurs représentent
des valeurs typiques basses et hautes retrouvées dans la littérature [Bronzi et coll., 2016].
aximum de vraisemblance
Figure 5.4 Comparaison de la performance temporelle des estimateurs pour le
photodétecteur rapide en présence de bruit thermique à 1 Hz=µm2
La RTC de l’estimateur par moyenne est supérieure à 200 ps. Celui-ci n’est donc pas
réprésenté dans les graphiques. Cet estimateur ne possède donc pas la capacité de rejeter
efficacement le bruit thermique.
L’estimateur par maximum de vraisemblance montre une bonne capacité à rejeter le bruit,
mais subit le même problème de calibration que dans la simulation sans bruit thermique
et diverge avec un nombre trop grand d’étampes temporelles.
L’estimateur BLUE ne démontre pas une très bonne capacité à rejetter le bruit thermique
puisque la RTC est considérablement plus importante que dans les simulations sans bruit.
Cela s’explique par le fait que les premières étampes de temps, affectées par le bruit,
sont très faiblement pondérées par le BLUE. L’information contenue dans ces premières
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aximum de vraisemblance
Figure 5.5 Comparaison de la performance temporelle des estimateurs pour le
photodétecteur rapide en présence de bruit thermique à 10 Hz=µm2
étampes de temps est donc complètement perdue. Cette caractéristique ne discrédite tou-
tefois pas le BLUE puisqu’il a été démontré qu’un filtre numérique combiné avec le BLUE
permet d’en améliorer grandement la performance [Venialgo et coll., 2015]. L’utilisation
de filtres est évaluée dans le chapitre 7.
Dans la section précédente, les RNA ont démontré la capacité de se rapprocher de la
borne de Cramér-Rao. Dans les figures 5.4 et 5.5, le RNA démontre la même capacité
en présence de bruit. En plus de prendre avantage des multiples photons de scintillation,
cela démontre une excellente capacité à discriminer le bruit thermique, ce qui n’a pas été
montré précédemment.
Avec cette caractéristique, les réseaux de neurones présentent les meilleures performances
temporelles parmi les estimateurs présentés. Cependant, la performance temporelle seule
n’est pas suffisante comme critère de sélection. La complexité des estimateurs doit être
prise en compte en vue d’une implémentation dans un système.
5.3.3 Complexité d’implémentation
L’implémentation de dizaines de milliers de canaux de photodétecteurs dans un système
TEP nécessite de limiter les ressources matérielles et la consommation de puissance. L’esti-
mateur choisi doit pouvoir améliorer la résolution temporelle tout en limitant les ressources
matérielles requises.
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Les estimateurs présentés utilisent des opérations de multiplication-accumulation (MAC).
Le nombre d’opérations MAC est donc utilisé comme premier critère de complexité. En-
suite, certains estimateurs nécessitent des données triées, alors que ce n’est pas le cas pour
d’autres. Le besoin d’un arbre de tri correspond au second critère. Certains estimateurs
ont la capacité de filtrer le bruit thermique, alors que d’autres nécessitent un filtre addi-
tionnel. La nécessité d’avoir un filtre de bruit thermique correspond au troisième critère.
Le tableau 5.3 compare les estimateurs en fonction de ces critères.
Tableau 5.3 Comparaison des ressources matérielles requises des estimateurs
Requis matériel n
ième
étampe Moyenne BLUE MV RNA
Opérations MAC
par étampe 0 1 1  10
3 **  N***
Filtre de bruit
thermique Oui Oui Oui - -
Arbre de tri - Oui* Oui Oui* Oui
*L’arbre de tri n’est pas nécessaire si tous les CTN sont systématiquement déclenchés.
**Nombre de points requis pour représenter la FDP avec une résolution en picosecondes.
***Neurones de la couche intermédiaire. Pour les simulations présentées, N=nombre d’étampes de temps.
Les estimateurs par maximum de vraisemblance et RNA demandent un nombre beau-
coup plus élevé d’opérations de multiplication-accumulation par étampe de temps, ce qui
complique grandement l’implémentation pour un système multicanal en temps réel. Ce-
pendant, ceux-ci ont l’avantage de ne pas requérir de filtre de bruit thermique.
L’estimateur par moyenne ne demande qu’une seule opération MAC par étampe de temps.
Cependant, les performances temporelles sont inférieures aux autres estimateurs, surtout
en présence de bruit.
Enfin, l’estimateur BLUE ne demande qu’une seule opération MAC par étampe de temps,
ce qui en fait un algorithme très simple à implémenter. Malgré le fait qu’il requiert un
arbre de tri et un filtre de bruit thermique, sa complexité est nettement inférieure à
celle du maximum de vraisemblance et du RNA. En l’absence de bruit thermique, ses
performances s’approchent de la limite de Cramér-Rao. Ces caractéristiques en font un
estimateur prometteur pour une implémentation système.
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5.4 Conclusion
Ce chapitre présente une étude comparative des estimateurs statistiques du temps d’in-
teraction. Comme attendu, la combinaison de l’information de multiples photons détectés
améliore la RTC pour la plupart des estimateurs.
Les réseaux de neurones démontrent des performances prometteuses. En l’absence de bruit,
ceux-ci s’approchent de la borne de Cramér-Rao. De plus, ceux-ci ont démontré une ex-
cellente capacité à rejeter le bruit thermique, ce qui est démontré pour la première fois.
Cependant, le nombre élevé d’opérations MAC par étampe de temps complexifie gran-
dement l’intégration dans un système multicanal. De plus, la calibration est réalisable en
simulation, mais une procédure de calibration avec des données réelles est manquante. Cela
limite la possibilité d’implémenter cet algorithme dans un système tant que ce problème
n’a pas été résolu.
De son côté, l’estimateur BLUE a démontré des performances équivalentes au réseau de
neurones en l’absence de bruit. Cette caractéristique couplée au faible nombre d’opéra-
tions MAC requises en fait un excellent estimateur pour une implémentation matérielle.
Puisque cet estimateur présente les meilleures caractéristiques temporelles avec une faible
complexité algorithmique, c’est celui qui sera réalisé en matériel.
Cependant, plusieurs problèmes doivent être surmontés avant de pouvoir en faire l’implé-
mentation dans un système TEP. En premier lieu, la méthode connue pour la calibration
du BLUE ne permet l’entrainement qu’en simulation. Le chapitre 6 décrit et compare
des méthodes de calibration pour surmonter ce problème. Deuxièment, la performance de
l’estimateur BLUE est fortement affectée par le bruit thermique. Le chapitre 7 évalue les
méthodes permettant de corriger ce problème. Une fois ces problèmes traités, l’implémen-
tation matérielle de l’estimateur sera discutée dans le chapitre 8.
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CHAPITRE 6
Calibration de l’estimateur BLUE
La capacité d’échantillonner plusieurs étampes de temps d’un photodétecteur numérique
permet d’utiliser un estimateur statistique pour améliorer la RTC. Les estimateurs tels
que le maximum de vraisemblance et les réseaux de neurones permettent des performances
qui s’approchent de la borne de Cramér-Rao. Cependant, ces estimateurs nécessitent des
ressources matérielles considérables, ce qui en complexifie l’utilisation dans un système
complet. L’estimateur BLUE, quant à lui, a démontré des performances similaires en
simulation tout en nécessitant significativement moins de ressources. Ces caractéristiques
en font un excellent candidat pour l’intégration dans un système.
Toutefois, cet estimateur doit être calibré adéquatement pour l’atteinte de la précision
temporelle optimale. Le calcul des coefficients du BLUE nécessite un ensemble de données
dans lesquelles les paires d’évènements coïncidents sont mises en relation avec le temps
d’interaction. En simulation, le temps d’interaction (tint) est connu et peut être soustrait
des étampes de temps (tn) pour les mettre en relation. C’est ce qui est fait dans la litté-
rature pour calculer les coefficients du BLUE [Gundacker et coll., 2014; Venialgo et coll.,
2015]. Cependant, avec des données réelles, l’information du temps d’interaction (tint) n’est
pas connue à priori et cette méthode n’est pas directement applicable.
Dans l’objectif de calibrer le BLUE en vue d’une utilisation dans un système TEP, nous
proposons et testons deux méthodes pour estimer les coefficients du BLUE sans la connais-
sance préalable du temps d’interaction : un algorithme différentiel et un algorithme basé
sur l’espérance-maximisation (EM).
6.1 Méthodes de calibration
6.1.1 Calibration différentielle
La calibration différentielle consiste à mettre les évènements coïncidents en relation en
soustrayant les étampes ordonnées une à une entre les paires d’évènements coïncidents
(équation 6.1). Ainsi, la n ième étampe du premier évènement (tA;n) est soustraite à la n ième
étampe du deuxième événement (tB;n). La méthode standard pour calculer les coefficients
du BLUE est ensuite appliquée (équation 4.9).
43
44 CHAPITRE 6. CALIBRATION DE L’ESTIMATEUR BLUE
P (tn) = P (tA;n   tB;n) (6.1)
Cette méthode est basée sur le calcul du temps de vol, soit la soustraction des étampes de
temps de deux détecteurs coïncidents. Toutefois, comme la calibration s’effectue avec une
source ponctuelle fixe, la différence entre les étampes de temps d’un nombre suffisant de
coïncidences résulte en une distribution normale, ce qui permet la calibration.
Puisque le calcul s’applique sur la différence entre les étampes de temps entre les deux
détecteurs, un seul ensemble de coefficients commun à la paire de détecteurs est calculé.
L’impact de cette caractéristique sera discuté dans la section 6.3.
6.1.2 Calibration par espérance-maximisation
L’algorithme d’espérance-maximisation (EM) est une méthode itérative qui estime les
paramètres dans les modèles statistiques qui dépendent de variables non observées. Dans
ce problème, tint n’est pas directement observable. L’algorithme EM cherche à trouver la
meilleure estimation de la matrice de covariance C (le paramètre du modèle) et tint (le
paramètre non observable) en appliquant itérativement deux étapes.
La première étape, soit l’étape d’espérance, correspond au calcul des coefficients du BLUE
pour chacun des détecteurs. L’étape de maximisation correspond au calcul du temps d’in-
teraction à partir des coefficients calculés précédemment, puis au calcul des matrices de
covariances pour l’itération suivante.
Étape d’espérance (calcul des coefficients) :
wA =
V  C 1A




V  C 1B  V T
(6.3)








CA = cov(ti;A   tint) (6.5)
CB = cov(ti;B   tint) (6.6)
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Les matrices de covariance (CA et CB), représentant la réponse des deux détecteurs, sont
initialisées avec des valeurs arbitraires. Les coefficients wA et wB pour les détecteurs A
et B peuvent ensuite être calculés (équations 6.2 et 6.3). L’estimateur BLUE est ensuite
appliqué, où V est un vecteur colonne rempli de 1, pour approximer le temps d’inter-
action de chaque paire d’évènements coïncidents (équation 6.4). Ce temps d’interaction
permet d’obtenir une nouvelle approximation des matrices de covariance (équations 6.5 et
6.6). Le procédé est ensuite répété jusqu’à convergence, soit jusqu’à ce qu’il n’y ait plus
d’amélioration significative à la RTC.
6.2 Paramètres de simulation
Pour la calibration des estimateurs, une simulation Geant4 est réalisée avec une source
ponctuelle fixe de photons d’annihilation au centre de deux détecteurs coïncidents. La
méthodologie pour la simulation du scintillateur est présentée à la section 5.1.1 et la mé-
thodologie pour le détecteur à la section 5.1.2. Les paramètres de simulation sont présentés
dans le tableau 6.1. Le scintillateur est un LYSO de 1 1 3 mm3 avec les mêmes para-
mètres qu’au chapitre 5 (tableau 3.1). Les évènements détectés sont ensuite combinés par
paires pour former 10 000 coïncidences sur lesquelles les algorithmes de calibration par
espérance-maximisation et de calibration différentielle sont appliqués sur les 32 premiers
photons détectés.
Tableau 6.1 Caractéristiques du photodétecteur simulé
Taille 1  1 mm2
Nombre de cellules 20  20
Taille des cellules 50  50 µm2
PDP à 420 nm (%) 30 %
RTPU (LMH) 180 ps
6.3 Résultats et discussion
La figure 6.1 compare la performance temporelle des deux méthodes de calibration. La
performance de la calibration par espérance-maximisation est présentée pour une, trois et
dix itérations et est comparée à la performance de la calibration différentielle. La borne
de Cramér-Rao et la méthode par n ième photon sont affichées pour mettre en contexte les
résolutions temporelles présentées.
Dans cette simulation, les deux méthodes permettent de calculer les coefficients dont les
performances s’approchent de la borne de Cramér-Rao. Cette conclusion est importante,
puisqu’elle démontre la possibilité de calibrer les estimateurs sans la connaissance préalable
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Figure 6.1 Comparaison de la performance temporelle des estimateurs avec
différentes méthodes de calibration.
du temps d’interaction. En utilisant l’une ou l’autre de ces méthodes, il est donc possible
de calibrer ces estimateurs dans un système TEP.
Pour ce qui est de la méthode par espérance-maximisation, plusieurs itérations sont re-
quises pour atteindre une performance optimale. La figure 6.2 présente l’amélioration
attendue par rapport au nombre d’itérations.
À première vue, la performance des deux méthodes de calibration semble équivalente avec
un nombre suffisant d’itérations pour l’EM. Cependant, ces résultats correspondent à la
calibration d’une seule paire de détecteurs idéaux. Dans un système TEP, les événements
coïncidents peuvent survenir sur différentes lignes de réponse entre deux détecteurs. Avec
la méthode différentielle, un seul ensemble de coefficients est calculé pour la paire de
détecteurs, de sorte qu’un jeu de calibration est requis pour chaque ligne de réponse. Pour
un système en temps réel possédant des milliers de canaux, cela demande un nombre
excessivement grand de coefficients de calibration. La calibration par EM ne possède pas
cette limitation puisqu’elle fournit un ensemble de coefficients individuel pour chaque
détecteur.
Au niveau de la complexité algorithmique, la calibration par EM demande plus de calculs
que la méthode différentielle de par sa nature itérative. Cependant, ce calcul n’a pas à
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Figure 6.2 Performance temporelle de la calibration EM pour chaque itération.
Les 32 premières étampes de temps sont utilisées dans le calcul.
être fait en temps réel dans l’appareil TEP et peut être fait hors-ligne. Ainsi, il n’y a pas
d’avantage à utiliser l’une ou l’autre de ces méthodes pour ce critère.
6.4 Conclusion
Ce chapitre présente et compare deux méthodes qui permettent de calibrer l’estimateur
BLUE avec des données réelles, soit sans la connaissance préalable du temps d’interaction.
Les résultats de la calibration différentielle et par espérance-maximisation montrent que
les coefficients du BLUE peuvent être calculés de manière optimale sans connaitre le
temps d’interaction a priori. Cette conclusion est primordiale pour l’objectif d’utiliser un
estimateur à étampes multiples dans un système TEP puisqu’elle démontre la faisabilité
de la calibration avec des données réelles.
Les deux méthodes sont prometteuses et présentent des performances similaires dans le
cas d’une seule paire de détecteurs. Toutefois, la calibration différentielle fournit un en-
semble de coefficients commun par paire de détecteurs. Dans le contexte de la TEP où les
interactions peuvent se produire sur n’importe quelle ligne de réponse, cette méthode de-
mande de réaliser une calibration pour chacune d’entre elles. La méthode par EM possède
l’avantage de fournir un ensemble de coefficients individuel pour chaque détecteur, ce qui
réduit grandement le nombre de calibrations requis pour le système entier.
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Dans le chapitre 5, l’estimateur BLUE a démontré des caractéristiques prometteuses pour
l’implémentation matérielle, soit une performance temporelle qui s’approche de la borne de
Cramér-Rao et une faible complexité algorithmique. Cependant, deux problèmes doivent
être surmontés pour l’utilisation dans un système TEP : la calibration avec des données
réelles et la performance qui est affectée par le bruit thermique.
Le présent chapitre démontre que la calibration est réalisable dans un système TEP. Le
prochain chapitre explore les architectures de traitement des étampes en temps réel avec
la capacité de filtrer le bruit thermique.
CHAPITRE 7
Discriminateur du bruit thermique
En l’absence de bruit thermique, l’estimateur BLUE démontre d’excellentes performances
temporelles tout en affichant une faible complexité algorithmique. Cependant, le bruit
thermique nuit grandement à sa performance en ajoutant une incertitude au début de
l’évènement où l’information est la plus importante (chapitre 5). Des discriminateurs de
bruit thermique ont déjà démontré la capacité de réduire son impact sur la mesure tempo-
relle en utilisant un seul CTN [Tétrault et coll., 2015b][Frach et coll., 2010]. Cependant,
une telle architecture nécessite une période de recharge après un déclenchement. Cela cause
une perte de comptage lorsqu’un évènement survient pendant le temps mort qui suit un
déclenchement par bruit thermique.
Avec l’utilisation de plusieurs CTN, une détection causée par le bruit thermique cause un
temps mort sur une seule des cellules alors que les autres cellules sont toujours actives. Avec
cette information disponible, il est possible d’utiliser un filtre numérique pour discriminer
statistiquement les photons de scintillation du bruit thermique.
Afin d’évaluer ce concept, nous proposons trois filtres numériques et en comparons les
performances à l’aide d’une simulation Monte-Carlo, soit 1) un discriminateur à première
étampe, 2) un discriminateur à étampes multiples et 3) un discriminateur à fenêtre.
7.1 Algorithmes de discrimination
En l’absence de bruit, l’estimateur BLUE permet d’estimer de manière efficace le temps
d’interaction grâce aux statistiques d’ordre. Une fois les étampes de temps triées, il suffit de
leur appliquer un poids en fonction de leur ordre de détection. Si une détection causée par
du bruit thermique se produit juste avant le premier photon de scintillation, celui-ci sera
considéré comme le premier, et un coefficient erroné lui sera appliqué. Un filtre éliminant
les étampes de temps avant le début de l’évènement provenant du bruit thermique permet
de réduire son impact. Les trois estimateurs proposés sont basés sur les statistiques qui
régissent les différences de temps entre les étampes de temps.
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7.1.1 Discriminateur à première étampe
Cet estimateur se base sur la différence de temps entre la première et la deuxième étampe.
Un seuil temporel est choisi et la première étampe est rejetée si son écart avec la deuxième
étampe est trop grand (Algorithme 1). Afin de déterminer le seuil optimal, celui-ci est
balayé par pas de 10 ps. Le seuil retenu est celui qui présente la meilleure résolution
temporelle en coïncidence.
tant que t2   t1 > seuil faire
Rejeter t1;
fin
Algorithme 1 : Discriminateur à une seule étampe
7.1.2 Discriminateur à étampe multiples
Cet estimateur se base sur la différence de temps entre les N premières étampes. Des
fenêtres sont choisies pour chacune de ces différences. Si les différences ne sont pas toutes
inférieures aux fenêtres, alors la première étampe est rejetée (Algorithme 2). Cet algorithme
est similaire à ce qui est présenté dans la littérature[Venialgo et coll., 2015].
Afin de déterminer les fenêtres optimales, celles-ci sont balayées par pas de 10 ps. La com-
binaison de fenêtres offrant la meilleure résolution temporelle en coïncidence est conservée.
tant que diff(t1:N+1) < fenetres1:N faire
Rejeter t1;
fin
Algorithme 2 : Discriminateur à étampes multiples
7.1.3 Discriminateur à fenêtre
Le discriminateur à fenêtre vérifie que le nombre de PAMP déclenchées nfene^tre dans une
fenêtre donnée atteint un seuil I. Cet algorithme a été implémenté avec une ligne à délais
analogique [Tétrault et coll., 2015b]. Cependant, l’algorithme proposé ici est une version
numérique qui utilise les étampes de temps à la sortie des CTN (Algorithme 3). Afin de
déterminer la période optimale de la fenêtre temporelle ainsi que le seuil N de PAMP
déclenchées, ces deux paramètres sont balayés. Les tailles de fenêtres sont comparées par
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intervalle de 10 ps. La combinaison de taille de fenêtre et de nombre de PAMP déclenchées
résultant en la meilleure résolution temporelle en coïncidence est conservée.
tant que nfenetre < I faire
Rejeter t1;
fin
Algorithme 3 : Discriminateur à fenêtre
7.2 Méthode
Une simulation est réalisée avec deux détecteurs placés autour d’une source ponctuelle
pour 10 000 paires d’évènements coïncidents. La méthodologie pour la simulation du scin-
tillateur est présentée à la section 5.1.1 et la méthodologie pour le détecteur à la section
5.1.2. Le détecteur simulé reprend les paramètres du chapitre 5, soit un scintillateur LYSO
de 113 mm3 couplé à une matrice de 400 PAMP comportant une résolution temporelle
de 35 ps et une probabilité de photodétection de 30 %. Afin de représenter la plage de
valeurs retrouvées dans la littérature [Bronzi et coll., 2016; Mandai et Charbon, 2013], les
simulations sont réalisées avec un taux de bruit thermique qui varie de 1 à 1000 Hz=mm2.
L’estimateur BLUE est ensuite utilisé pour déterminer le temps d’interaction pour chaque
photodétecteur avec les 32 premières étampes de temps, puis la résolution temporelle en
coïncidence est comparée pour chaque niveau de bruit.
7.3 Résultats
La figure 7.1 présente la performance temporelle des différents filtres de bruit thermique
pour des niveaux de bruit de 100 Hz=µm2 jusqu’à 103 Hz=µm2.
7.4 Discussion
Lorsqu’aucun filtre de bruit thermique n’est utilisé, la performance du BLUE n’est pas
optimale dans le sens où elle n’atteint pas la borne de Cramér-Rao (figure 7.1). Les trois
types de filtres proposés permettent tous une amélioration significative à la résolution
temporelle en coïncidence.
En dessous de 3 Hz=mm2, les filtres présentent des performances similaires. Dans ce cas,
le filtre à première étampe est le plus simple à implémenter puisqu’il ne requiert qu’une
seule soustraction et une seule fenêtre à calibrer.
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Hz/µm2
Figure 7.1 Performance temporelle du filtre de bruit thermique.
Au-delà de 3 Hz=mm2, le filtre à étampes multiples et le filtre à fenêtre sont plus per-
formants. Ceux-ci permettent de rester très près de la borne de Cramér-Rao calculée en
l’absence de bruit. Ces deux filtres présentent des performances très similaires.
Cependant, la calibration du filtre à fenêtre est plus facile à réaliser puisqu’il n’y a que
deux valeurs à configurer, soit la largeur de la fenêtre temporelle et le nombre d’étampes
de temps qui doivent se trouver à l’intérieur de la fenêtre. Le filtre à étampes multiples
demande de calibrer une valeur pour la différence entre chaque étampe.
Le filtrage numérique utilisant de multiples CTN permet donc d’offrir une très grande rési-
lience au bruit thermique. Puisque la majorité des photodiodes retrouvées dans la littéra-
ture comportent un taux de bruit thermique inférieur à 50 Hz=mm2 [Bronzi et coll., 2016;
Mandai et Charbon, 2013], cette méthode s’avère prometteuse pour minimiser l’impact du
bruit thermique de la plupart des dispositifs existants et ce, peu importe la technologie
utilisée. Par rapport aux architectures à un seul TDC, ces architectures proposées per-
mettent de filtrer le bruit thermique sans perte de comptes due au temps mort du circuit
de validation.
7.5 Conclusion
Les simulations présentées montrent qu’une architecture de matrice numérique avec un
couplage direct entre les CTN et les PAMP permet d’appliquer un traitement numérique
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qui réduit significativement le bruit thermique, et particulièrement lorsque celui-ci est
élevé. Sachant que le bruit thermique peut être efficacement filtré, cela permet d’effectuer
des compromis technologiques qui optimisent d’autres paramètres comme la PDP ou la
résolution temporelle à photon unique au détriment du bruit thermique. Un exemple est
l’augmentation de la surtension qui cause une amélioration de la résolution temporelle à
photon unique au détriment du bruit thermique. Avec l’architecture proposée de photo-
détecteur, la réduction du bruit thermique des PAMP devient un critère de conception
secondaire.
Les simulations présentées supportent l’idée de réaliser une implémentation matérielle de
l’estimateur BLUE. En effet, l’utilisation d’un filtre numérique de bruit thermique permet
de minimiser l’impact du bruit thermique qui a un effet important sur la performance du
BLUE. En combinant le BLUE avec un filtre numérique de bruit thermique à étampes
multiples, cela en fait une chaine de traitement qui présente un excellent compromis entre la
performance temporelle et la complexité algorithmique. En vue d’intégrer ces algorithmes
dans un appareil TEP, l’implémentation matérielle de cette architecture est évaluée dans
le chapitre suivant.
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CHAPITRE 8
Implémentation matérielle
La performance temporelle et la faible complexité algorithmique font de l’estimateur BLUE
un très bon candidat pour une implémentation matérielle. Avant d’intégrer le BLUE dans
un système TEP, deux problèmes devaient être surmontés : la calibration avec des données
réelles et la performance en présence de bruit thermique.
La possibilité de calibrer optimalement le BLUE avec des données réelles a été démontrée
avec l’algorithme par espérance-maximisation (chapitre 6). De plus, les filtres numériques
à étampes multiples ou à fenêtres permettent de minimiser l’impact du bruit thermique
sur la performance temporelle (chapitre 7).
Avec ces problèmes résolus, il est possible de réaliser une implémentation matérielle de
l’estimateur BLUE. La méthode la plus simple pour réaliser l’estimateur serait une implé-
mentation sur un une matrice de portes logiques programmables (FPGA) communiquant
avec le détecteur. Cette approche permet une reprogrammation pour adapter l’algorithme
au besoin. Cependant, les détecteurs numériques avec de multiples CTN génèrent davan-
tage de données que leur contrepartie avec un seul CTN, ce qui demande une grande
bande passante à la sortie du détecteur. Puisqu’un système TEP nécessite plusieurs mil-
liers de détecteurs, la bande passante doit être minimale pour éviter de saturer les liens
de communication et de causer un temps mort qui diminue la sensibilité de l’appareil.
Dans l’objectif de réduire le temps mort et la quantité de données à transmettre, il est
avantageux de mettre le traitement le plus près possible du détecteur. Pour ces raisons,
nous proposons une architecture de détecteur qui intègre l’estimateur BLUE et le filtre de
bruit thermique à même le circuit intégré. Les étapes de traitement proposées sont : 1) la
conversion des étampes de temps vers le domaine temporel, 2) la correction d’uniformité
des canaux, 3) le tri, 4) le filtre de bruit thermique et 5) l’estimateur BLUE. Ce chapitre
présente les différents choix de conception menant à cette architecture et le gain de bande
passante et de temps mort que celle-ci permet.
8.1 Bande passante générée
L’intégration de plusieurs CTN sur une même puce augmente la quantité de données à
transmettre en dehors du photodétecteur. Dans le système proposé, les données d’une
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matrice de 20  20 cellules comportant chacune un CTN doivent être extraites. Afin d’en
estimer la bande passante requise pour extraire les données brutes, les paramètres du
tableau 8.1 sont utilisés. L’énergie déposée est fixée à 0,511 MeV pour en simplifier les
calculs.
Tableau 8.1 Paramètres utilisés pour estimer la bande passante requise pour
extraire les données brutes du photodétecteur.
Surface du détecteur 1  1 mm2
Nombre de cellules 20  20
Énergie déposée (ED) 0,511 MeV / évènement
Rendement du scintillateur (RS) 40 000 photons / MeV
Efficacité de transmission de lumière (ETL) 25 %
Probabilité de détection du photodétecteur (PDP) 25 %
Taux de comptage (TC) 2000 évènements / s
Taille des échantillons (TE) 64 bits
La bande passante (BP) peut être estimée en calculant le nombre de photons détectés
(équations 8.1, 8.2 et 8.3). En l’absence de bruit, un photodétecteur possédant ces carac-
téristiques nécessite une bande passante de 163 Mbit/s par mm2 pour extraire les données
brutes. Ce chiffre n’est qu’une estimation, puisque la PDE des PAMP est dynamique et
change en raison du temps mort des PAMP et des CTN. Dans le cas où les étampes de
temps provenant du bruit thermique sont extraites, une bande passante additionnelle est
requise (figure 8.1).
BPscintillation = ED RS  ETL PDP  TC  TE (8.1)
BPbruit thermique = bruit thermique TE (8.2)
BPtotale = BPbruit thermique +BPscintillation (8.3)
Un système à grande échelle, comme le LabPET II, requiert une surface de dizaines de
milliers de mm2 [Njejimana et coll., 2013]. Même si l’utilisation de multiples CTN dans
une matrice de PAMP numérique permet un gain de résolution temporelle, la bande pas-
sante constitue un problème majeur pour son implémentation dans un système à plusieurs
canaux. L’intégration de l’estimateur BLUE à même le circuit intégré du photodétecteur
permet de limiter la bande passante requise et le temps mort car une seule étampe de
temps est transmise en dehors de celui-ci.
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Figure 8.1 Estimation de la bande passante requise en fonction du bruit ther-
mique du détecteur.
8.2 Architecture
Afin d’intégrer le traitement numérique à même le photodétecteur, nous proposons une
architecture (figure 8.2) qui se subdivise en cinq blocs principaux, soit 1) les microcellules,
2) le circuit de lecture, 3) le circuit de déclenchement, 4) le post-traitement et 5) la
communication. Afin de maximiser l’espace photosensible, le circuit de lecture en CMOS
65 nm sera éventuellement intégré verticalement à une matrice de PAMP [Tétrault et coll.,
2015a].
8.2.1 Microcellules
Les microcellules (figure 8.3) sont composées d’une PAMP et d’un circuit d’étouffement
(CE). Afin de déterminer le temps de déclenchement de la PAMP, un CTN est utilisé
à la sortie du CE. Puisque la plage dynamique du CTN est d’un seul cycle d’horloge,
un compteur local mesure le nombre de cycles d’horloge après un déclenchement. Pour
déterminer l’énergie de l’événement, un compteur mesure le nombre de déclenchements de
chaque PAMP. Un bus parallèle de 42 bits permet d’extraire les données de la microcellule.
Celui-ci comporte les signaux suivants : 1) le code du CTN (15 bits), le compteur local
(19 bits) et le compteur en énergie (8 bits).
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Figure 8.2 Architecture du photodétecteur.
De plus, des signaux de contrôle permettent de configurer la microcellule, soit 1) un si-
gnal d’activation/désactivation du CTN, 2) un signal d’activation/désactivation du circuit
d’étouffement et 3) un signal de déclenchement externe du CTN.
Bien que les simulations des précédents chapitres ont été réalisées avec une matrice de
2020, le routage des bus parallèles demandait plus d’espace libre entre les microcellules,
ce pourquoi le nombre de microcellules a été réduit à 16  16 pour le circuit réalisé. Un
circuit de lecture permet d’extraire les données séquentiellement. Ce circuit est présenté
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Figure 8.3 Architecture de la microcellule.
8.2.2 Circuit de lecture et de déclenchement
Circuit de déclenchement
La lecture séquentielle des microcellules pourrait être réalisée en continu afin d’extraire
tous les codes de CTN. Cependant, puisque la bande passante et la consommation de
puissance doivent être minimisées, il est avantageux de lire la matrice seulement lors des
évènements TEP et de ne pas compter les déclenchements causés par le bruit thermique.
Pour cette raison, nous proposons un circuit de lecture qui ne s’active que lorsqu’un nombre
configurable de PAMP a été déclenché dans une période donnée. Cependant, une somme
de toutes les PAMP déclenchées demanderait un additionneur en cascade qui comporte
un grand délai de propagation. Pour éviter ce problème, les PAMP sont regroupées par
colonnes avec un OU logique afin de n’effectuer qu’une somme des 16 colonnes (figure
8.4). Cette somme est utilisée pour déclencher la lecture lorsque le résultat atteint un seuil
configurable de colonnes ayant fait feu.
Normalement, 256 canaux sont disponibles pour détecter des photons de scintillation. Ce-
pendant, les déclenchements par bruit thermique occupent les CTN entre les évènements,
ce qui réduit la PDP du détecteur. Afin d’éviter ce problème, un circuit réinitialise le CTN
si aucun évènement TEP n’est détecté dans une période donnée qui suit (figure 8.5). Un
circuit similaire a été proposé précédemment [Mandai et Charbon, 2013].
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Afin de permettre un déverminage du circuit, le détecteur comporte aussi un mode de
déclenchement par le temps. Dans ce mode, une lecture est démarrée à une période confi-
gurable. Ce mode permet d’utiliser le détecteur comme une caméra capable de mesurer le
nombre de déclenchements dans une période donnée.

























Figure 8.4 Circuit de déclenchement. Le circuit de lecture est configuré pour
utiliser soit la lecture périodique ou la lecture par évènement.
Circuit de lecture
Les 256 microcellules doivent pouvoir être lues le plus rapidement possible de manière à
limiter le temps mort du détecteur. Pour cette raison, une lecture en parallèle pourrait être
envisagée. Cependant, puisque l’estimateur BLUE requiert de trier les étampes de temps,
toutes les étampes de temps doivent être agrégées dans un même circuit de tri. Puisque le
tri est l’élément limitatif en ce qui concerne le temps mort, un circuit de lecture séquentiel
capable d’extraire les données des microcellules au taux de la trieuse est suffisant.
Le circuit de lecture doit rassembler les données des bus parallèle de 42 bits à la sortie de
chaque microcellule. Deux architectures de bus permettent de répondre à ce problème :
un bus à trois états ou un bus multiplexé. Puisque le bus à trois états est un circuit
analogique, celui-ci nécessite une modélisation beaucoup plus élaborée pour vérifier les
contraintes temporelles et électriques. Pour cette raison, le circuit de lecture est conçu à


















Figure 8.5 Afin d’éviter d’extraire inutilement des données provenant de bruit
thermique, les CTN sont réinitialisés si aucun évènement n’est détecté à l’inté-
rieur d’une fenêtre de temps de durée configurable. Ce circuit est présent dans
chaque microcellule.
Lorsque le circuit de déclenchement active la lecture, une machine à états finis (MEF)
incrémente l’adresse du multiplexeur de manière à lire une nouvelle étampe à chaque cycle
d’horloge 8.6.
Lorsque plusieurs détecteurs sont utilisés, ceux-ci doivent avoir une référence temporelle
commune. Pour ce faire, un compteur global mesure le nombre de cycles d’horloge depuis
le dernier front montant d’un signal de synchronisation. Puisque les CTN ne sont pas lus
instantanément après avoir déclenché, un compteur local à chaque microcellule compte le
nombre de cycles entre le déclenchement et la lecture. Ce chiffre est soustrait du compteur
global pour retrouver le temps de déclenchement.
8.2.3 Post-traitement
Conversion vers le domaine temporel et correction d’uniformité
Les étampes de temps sont générées par le CTN sous forme de codes incluant : 1) un comp-
teur grossier, 2) un bit de correction 1, 3) un compteur fin et 4) un compteur global [Roy
et coll., 2017]. Ces codes doivent être transformés en une valeur temporelle avant d’appli-
1. Puisque les signaux de départ et d’arrêt du CTN ne sont pas corrélés, il existe une incertitude de
1 bit sur le compte grossier. Pour éviter cette incertitude, un circuit de coïncidence dans le CTN résout
cette incertitude et fournit un bit de correction [Roy et coll., 2015].
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2) Circuit de lecture 














Figure 8.6 Le circuit de lecture comporte une MEF contrôlée par un signal de
déclenchement, un multiplexeur pour les microcellules et un compteur global
qui garde une référence globale du nombre de cycles d’horloge.
quer un tri ou un estimateur à étampes multiples. Le tableau 8.2 détaille la contribution
de chacun.
Tableau 8.2 Composition des codes de CTN.
Compteur global (21 bits) Compte le nombre de cycles d’horloge de 4 ns depuis le
dernier signal de synchronisation. Ce décompte permet
de synchroniser plusieurs détecteurs sur la même base
temporelle.
Compteur grossier (4 bits) Interpole l’horloge de 4 ns avec un oscillateur compor-
tant une période de 500 ps.
Bit de correction (1 bit) Indique qu’une correction du compteur grossier est re-
quise. Ce bit doit être soustrait au compteur grossier.
Compteur fin (10 bits) Interpole le compteur grossier de cycles de 500 ps en
utilisant une différence configurable entre deux oscilla-
teurs. La période par défaut est de 10 ps, mais peut être
configurée.
Puisque le circuit de lecture fournit jusqu’à une étampe par cycle d’horloge, la conversion
temporelle doit s’effectuer à ce taux pour éviter d’ajouter du temps mort. Le circuit est
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Figure 8.7 La conversion des codes de CTN vers le domaine temporel s’effectue
en 7 étages de pipeline. D’abord, un accès mémoire permet d’extraire les valeurs
des registres en fonction de l’adresse de l’étampe. Les cycles 2 et 3 effectuent la
conversion des codes vers un temps en picosecondes. Au cycle 4, l’étampe est
corrigée avec une valeur qui correspond au déphasage du canal d’où provient
l’étampe. Au cycle 5, les temps grossiers et fins sont additionnés pour calculer
un temps qui correspond à l’interpolation de l’horloge à 4 ns. Aux cycles 6 et
7, ce dernier est additionné au temps global correspondant au nombre de cycles
d’horloge à 4 ns depuis le dernier signal de synchronisation.
Les registres de configuration permettent de configurer la conversion des codes. La confi-
guration est détaillée dans le tableau 8.3.
Dans une matrice à plusieurs CTN, chaque canal possède ses propres oscillateurs. Puisque
l’uniformité des oscillateurs dans la matrice n’est pas parfaite, cela mènera à des réso-
lutions différentes d’un CTN à l’autre. Lors de la conversion temporelle, ces différences
de résolution doivent être prises en compte pour éviter d’introduire un biais. Pour cette
raison, les périodes fines et grossières sont ajustées pour chaque canal avec des corrections
locales (figure 8.7).
De plus, une non-uniformité est aussi présente sur les délais de propagation de chaque
canal. Cela est causé par des différences de longueur de trace, des différences de capacité
ou des différences de réponse de la PAMP. Ces délais de propagation sont aussi corrigés
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Tableau 8.3 Registres de configuration du circuit de conversion des codes de
CTN.
Période d’horloge Période de l’horloge principale. Celle-ci est de 4000 ps
par défaut, mais elle peut être ajustée.
Période du compteur
grossier
Celle-ci est de 500 ps par défaut, mais elle peut être
ajustée. Cela doit correspondre à la moyenne de tous les
canaux.
Correction de la période
du compteur grossier
Puisque chaque canal possède son propre oscillateur, les
périodes de chacun varient. Ce registre permet d’ajuster
cette période pour chaque canal.
Période du compteur fin Cette valeur doit être ajustée pour correspondre à la
moyenne des périodes du compteur fin de tous les ca-
naux.
Correction de la période
du compteur fin
Puisque chaque canal possède ses propres oscillateurs,
les périodes associées au compteur fin varient. Ce re-
gistre permet d’ajuster cette période pour chaque canal.
Correction du dépha-
sage du canal
Ce registre permet de corriger la différence de délais de
propagation entre les canaux.
lors de la conversion vers le domaine temporel avec un délai configurable pour chaque
canal.
La sortie de ce circuit génère des étampes de temps (38 bits) en picosecondes dont l’uni-
formité est corrigée. Afin d’estimer un temps d’interaction, celles-ci doivent d’abord être
triées.
Tri
L’estimateur BLUE, tel que décrit précédemment, s’applique comme une moyenne pon-
dérée par la covariance des étampes de temps mises en ordre. Puisque les CTN possèdent
des temps de conversion aléatoires, les étampes à la sortie du circuit de conversion ne sont
pas ordonnées de manière chronologique [Roy et coll., 2017]. Il est donc nécessaire de trier
les étampes de temps afin d’appliquer la pondération appropriée.
Le détecteur a la capacité de numériser jusqu’à 256 étampes de temps par évènement
de scintillation. Cependant, l’estimateur atteint sa borne inférieure avec beaucoup moins
d’échantillons [Gundacker et coll., 2013; Venialgo et coll., 2015]. Un tri permettra de ne
























Figure 8.8 Architecture proposée pour le tri bitonique. Les flèches indiquent
une comparaison. L’étampe de temps la plus petite est déplacée dans le sens de
la flèche.
statistique la plus importante sur le temps d’interaction. L’utilisation d’un tri à même le
détecteur permet d’éviter la nécessité de conserver en mémoire la totalité des étampes de
temps. Cela minimise considérablement l’espace requis pour le circuit de post-traitement.








Figure 8.9 Architecture proposée pour le tri pair-impair par fusion.
Une méthode de tri doit être choisie afin de minimiser le temps mort et l’espace requis.
En comparaison avec les algorithmes de tri séquentiel, les réseaux de tri permettent un
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temps mort plus faible en parallélisant les opérations. Les réseaux de tri optimaux en ce
qui concerne le nombre de comparaisons sont connus depuis longtemps. Notamment, on
retrouve le tri pair-impair par fusion (figure 8.9) et le tri bitonique (figure 8.8) [Batcher,
1968]. Ces réseaux sont gourmands en ressources à cause du nombre requis de compara-
teurs. Afin de répondre à ce problème, nous proposons d’utiliser le tri pair-impair, mais
en le découpant en pipeline ce qui permet de réutiliser les mêmes ressources à plusieurs
étapes du tri (figure 8.10) [Marcelino et coll., 2008]. Dans les figures, les lignes horizontales
représentent le chemin emprunté par les étampes de temps, et les flèches représentent les







Figure 8.10 Architecture proposée pour le tri pair-impair en pipeline.
Ces architectures de tri sont comparées dans le tableau 8.4, où Nbits représente le nombre
total de bits des données à trier. Par exemple, si on veut trier 10 données de 15 bits, alors
Nbits vaut 150. Ces trois architectures sont suffisamment rapides, puisqu’elles permettent
de trier une nouvelle donnée à chaque cycle d’horloge en provenance du circuit de lecture.
Cependant, en raison du temps de propagation des comparateurs de 38 bits et de la
période d’horloge de 4 ns, seul le tri pair-impair en pipeline peut être implémenté dans
cette architecture pour la taille choisie de Nbits=32.
Filtre du bruit thermique
Tel que présenté au chapitre 7, la performance du BLUE est considérablement affectée par
le bruit thermique. Puisque le filtre numérique à étampes multiples présente les meilleures
caractéristiques (7), celui-ci est implémenté pour filtrer le bruit avant l’estimateur BLUE.
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Temps de tri par donnée
(cycles d’horloge) 1 1 Nbits
Nombre de comparateurs Nbitslog2(Nbits) Nbitslog2(Nbits) Nbits
Nombre de bascules Nbits Nbits Nbits
Délais de propagation (Nbits=32)
(Nombre de comparaisons) 15 15 2
*[McClellan et coll., 1974]
**[Marcelino et coll., 2008]
Celui-ci est basé sur la différence de temps entre les N premières étampes. Si les différences
sont toutes inférieures aux seuils configurés, alors la première étampe est considérée comme
bonne. Dans le cas contraire, celle-ci est rejetée et l’algorithme est appliqué à partir de
l’étampe suivante.

















Figure 8.11 Circuit de filtrage du bruit thermique. Le filtrage est basé sur
la différence de temps entre les étampes. Celles-ci sont comparées à des seuils
configurables et la première étampe n’est conservée que si toutes les différences
entre les étampes s’inscrivent à l’intérieur des seuils.
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Estimation du temps d’interaction
L’estimateur BLUE correspond à une moyenne pondérée dont les coefficients sont calculés
avec la matrice de covariance. Ces coefficients valent entre 0 et 1, et la somme des coeffi-
cients vaut 1. Les coefficients sont donc représentés sur un nombre à point fixe de 16 bits,
où il n’y a qu’une partie fractionnaire.
La multiplication des étampes de temps de 38 bits et des coefficients de 16 bits résulterait
en un temps de propagation plus grand que le cycle d’horloge de 4 ns. Pour résoudre ce
problème, la première étampe de chaque évènement est soustraite à toutes les autres pour
réduire la taille des étampes à 18 bits avant la multiplication. À la fin de l’estimation, le
temps de la première étampe est ajouté au résultat. Cette manipulation est valide puisque
la somme des coefficients vaut 1 (équation 8.4 à 8.7).On sait que :
1 = w1 + w2 + :::+ wn (8.4)
t = w1t1 + w2t2 + :::+ wntn (8.5)
On peut donc remplacer w1 dans l’équation 8.5 :
t = t1(1  w2   :::  wn) + w2t2 + :::+ wntn (8.6)
Cela résulte en :
t = t1 + w2(t2   t1) + :::+ wn(tn   t1) (8.7)
De cette manière, au lieu de multiplier des étampes de temps de 38 bits, on peut multiplier
des étampes de temps de taille beaucoup plus petite. Une fois cette simplification réalisée,
cela permet une implémentation d’une moyenne pondérée réalisée sous forme de pipeline
(figure 8.12).
8.2.4 Communication
Le circuit doit pouvoir 1) extraire les données de temps et d’énergie et 2) être configuré.
Pour cela, un transmetteur différentiel à 250 MHz déjà existant et testé par le groupe est
utilisé. Pour les données sortantes, un multiplexeur permet de choisir les étapes de traite-
ment des données à réaliser (figure 8.2). Pour les données entrantes, toutes les transactions
prennent la forme d’écritures ou de lectures dans des registres de 32 bits.
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Figure 8.12 Implémentation matérielle de l’estimateur BLUE. Celui-ci est réa-
lisé sous la forme d’un pipeline en 4 étages. Le premier étage enregistre la valeur
de la première étampe de temps. Le second étage soustrait cette valeur à toutes
les étampes subséquentes. Au troisième étage, le coefficient du BLUE est appli-
qué. Finalement, la somme est réalisée au 4e étage du pipeline. À la fin de ce
calcul, la première étampe est additionnée à la somme des étampes pondérées.
8.3 Bande passante et temps mort
Afin d’évaluer le gain en bande passante et de temps mort, des simulations matérielles
sont réalisées. La bande passante et le temps mort sont mesurés à la sortie de chaque
étape de traitement avec un déclenchement de toutes les PAMP à un taux de 2000 Hz
pour représenter une acquisition TEP.
Tableau 8.5 Bande passante pour chaque étape du post-traitement
(10 Hz=mm2 bruit thermique).
Étape de post-traitement Bande passante par mm2
Données brutes > 250 Mbit/s*
Déclenchement par évènement 34,7 Mbit/s
Données triées 4,5 Mbit/s
Estimateur BLUE 0,5 Mbit/s
*Transmetteur 250 MHz saturé
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Tableau 8.6 Temps mort pour chaque étape du post-traitement
Étape de post-traitement Temps mort (ns)
Données brutes 68 608 ns
Données triées 1024 ns (4 nsNCTN)
Estimateur BLUE 1024 ns (4 nsNCTN)
L’intégration du circuit de post-traitement dans le circuit intégré du détecteur permet de
réduire la bande passante de 250 Mbit/s à 0,5 Mbit/s. De plus, celui-ci permet de réduire
le temps mort de 68 608 ns à 1024 ns.
Le tri des étampes de temps permet d’éliminer une bonne partie des étampes en ne conser-
vant que les étampes les plus riches en information.
8.4 Circuit réalisé
Figure 8.13 Circuit réalisé en CMOS 65 nm. Les circuit numériques sont dis-
posés entre les microcellules afin d’éviter d’ajouter un espace mort à l’extérieur
de la matrice.
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Le circuit réalisé est présenté à la figure 8.13. Dans celui-ci, on retrouve 2 matrices de
16  16 microcellules. Dans la matrice du bas, chaque microcellule comporte un CTN. Le
circuit numérique de lecture et de post-traitement est placé dans les espaces libres entre
les microcellules de manière à éviter un espace mort en périphérie du circuit. La matrice
du haut est réalisée avec un couplage de 1 CTN pour 4 microcellules afin de quantifier si
un gain de performance est réalisé avec un couplage à 1 CTN par microcellule.
8.5 Conclusion
Ce chapitre présente l’implémentation matérielle d’un circuit de lecture comportant un
estimateur BLUE. Puisque le BLUE se calcule comme une moyenne pondérée, son implé-
mentation seule est relativement simple. Cependant, les données brutes des microcellules
doivent être traitées avant de pouvoir appliquer l’estimation du temps d’interaction. Pour
ce faire, nous avons proposé une chaine complète de traitement comportant 1) une conver-
sion temporelle incluant une correction d’uniformité, 2) un tri des étampes, 3) un filtre de
bruit thermique numérique et 4) l’estimateur BLUE.
Puisque les multiples CTN génèrent une bande passante considérable, cela complexifie
l’architecture d’un système à plusieurs détecteurs. L’intégration de la chaine de traitement
à même le circuit intégré du photodétecteur permet de diminuer la bande passante et le
temps mort. Le circuit proposé a été réalisé dans une technologie CMOS 65 nm.
Maintenant ce circuit réalisé, les performances doivent être évaluées. Le prochain cha-
pitre utilise des simulations pour évaluer le gain de performance temporelle apporté par
l’architecture ainsi que la réduction de bande passante et de temps mort.
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CHAPITRE 9
Comparaison avec la littérature et discussion
L’estimateur BLUE a montré la capacité de s’approcher de la borne de Cramér-Rao en
simulation. Son implémentation matérielle avec un CTN par PAMP réalisée à même le
circuit intégré du détecteur a démontré la viabilité de cette architecture avec une bande
passante et un temps mort adéquats pour un système TEP. Cependant, cette architecture
est complexe à fabriquer puisqu’elle requiert un assemblage 3D de l’électronique en CMOS
65 nm et des photodiodes. Pour justifier une telle architecture, le gain de performance doit
donc être significatif par rapport aux alternatives plus simples.
Parmi ces alternatives, plusieurs méthodes sont utilisées pour déterminer le temps d’in-
teraction. Le détecteur de la compagnie Philips utilise un seul CTN pour numériser le
n ième photon détecté [Frach et coll., 2009]. Une architecture proposée par l’Université de
Sherbrooke numérise plutôt le 1er photon en utilisant une ligne à retard pour discriminer
les photons de scintillations parmi le bruit thermique. On retrouve aussi une architecture
qui comporte un CTN par colonne de PAMP [Mandai et Charbon, 2013].
Afin d’évaluer le gain de performance attribuable à l’architecture proposée, il serait idéal
de réaliser des tests du circuit réalisé avec un scintillateur. Cependant, puisque ce circuit
ne comporte pas encore de PAMP, nous comparons plutôt les différentes architectures
disponibles dans la littérature et la méthode BLUE avec un CTN par PAMP à l’aide de
simulations. Toutes les simulations utilisent le même scintillateur et des PAMP identiques.
9.1 Architectures existantes
Architecture à nième photon détecté
Le photodétecteur numérique de la compagnie Philips [Frach et coll., 2009] sépare le pho-
todétecteur en secteurs. Un CTN est démarré si le nombre de secteurs déclenchés atteint
un seuil configurable (figure 9.1). Cette implémentation correspond à une estimation par
n ième photon détecté. Le photon est sélectionné avec un ordre suffisamment élevé pour que
l’effet du bruit thermique soit négligeable.
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Figure 9.1 Architecture de photodétecteur à n ième photon détecté
Architecture à premier photon détecté
Cette architecture (figure 9.2) a comme objectif de numériser le premier photon de scin-
tillation détecté. Elle sépare aussi la matrice en secteurs. Ceux-ci sont utilisés pour valider
qu’un nombre suffisant de secteurs ont été déclenchés dans une fenêtre de temps donnée.
Dans le cas où le seuil est atteint, une porte ET transmet le signal retardé du premier
photon détecté jusqu’au CTN. Cela permet de diminuer les chances que le déclenchement
soit causé par un bruit thermique. Cette méthode est équivalente à l’utilisation du premier





















Figure 9.2 Architecture à premier photon détecté avec une ligne à retard
Architecture à un CTN par Colonne
Cette architecture (figure 9.3) regroupe une colonne de PAMP pour un même CTN. Une
porte OU logique déclenche le CTN associé à la colonne dès qu’une PAMP de la colonne
est déclenchée [Mandai et Charbon, 2013]. Afin de comparer adéquatement cette architec-
ture à l’architecture à un CTN par PAMP proposée, l’estimateur BLUE est utilisé pour
déterminer le temps d’interaction.
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Figure 9.3 Architecture à un CTN par colonne.
Architecture à un CTN par PAMP avec le BLUE (architecture proposée)
L’architecture de photodétecteur à un CTN par PAMP avec un estimateur BLUE (figure
9.4) est présentée au chapitre 8. Un CTN est associé à chaque PAMP, ce qui permet
de corriger les différences de délais de propagation entre les canaux. Les étampes sont
triées, puis traitées avec un filtre de bruit thermique à étampes multiples (chapitre 7).
Finalement, l’estimateur BLUE effectue une estimation du temps d’interaction en utilisant
les 32 premières étampes de temps (chapitre 5).
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Figure 9.4 Architecture d’un photodétecteur à un CTN par PAMP.
9.2 Méthodologie
Les quatre méthodes de détermination du temps d’interaction sont comparées avec des
détecteurs identiques avec 10 000 paires d’évènements coïncidents. La méthodologie pour
la simulation du scintillateur est présentée à la section 5.1.1 et la méthodologie pour le
photodétecteur à la section 5.1.2. Les paramètres de la simulation sont exposés dans le
tableau 9.1. Le nombre et la taille des PAMP simulées correspondent à l’implémentation
réalisée (chapitre 8). Les variations des délais de propagation de 23,8 ps () correspondent
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à celles mesurées sur le détecteur de la compagnie Philips [Liu et coll., 2016a]. Une valeur
similaire de 18 ps () a été rapportée pour un détecteur différent [Tétrault et coll., 2015a],
mais cette mesure exclut les délais de propagation causés par les PAMP.
Les algorithmes pour chacune des quatre architectures simulées sont exposées dans le
tableau 9.2.
Tableau 9.1 Caractéristiques du photodétecteur simulé
Scintillateur LYSO
Dimensions 1  1  3 mm3
Nombre de PAMP 16  16
Taille des cellules 64,8  64,8 µm2
PDP à 420 nm (%) 30 %
RTPU (LMH) 35 ps
Variation des délais de propagation () 23,8 ps




































La figure 9.5 compare les performances temporelles des différentes architectures de matrices
numériques de PAMP. Le bruit thermique est balayé de 100 Hz=µm2 jusqu’à 102 Hz=µm2




Figure 9.5 Comparaison de la performance temporelle des différentes architec-
tures de matrices numériques de PAMP.
9.4 Discussion
Tel qu’attendu, les deux architectures à CTN multiples atteignent une meilleure RTC
que les architectures à un seul CTN. De plus, l’architecture à 1 CTN par PAMP avec
le BLUE atteint une meilleure résolution temporelle puisque les variations de délais de
propagation sont corrigées. Avec l’utilisation de l’estimateur BLUE et la correction des
délais de propagation, l’architecture proposée s’approche de la borne de Cramér-Rao.
L’architecture à 1 CTN par PAMP avec le BLUE diffère des architectures existantes sur
deux points principaux : 1) la numérisation des signaux de chaque PAMP permet de
corriger les variations statiques de délais de propagation et 2) l’utilisation d’un estimateur
BLUE améliore la résolution temporelle.
La correction des variations des délais de propagation est essentielle pour l’atteinte de
la borne de Cramér-Rao. La numérisation de chaque canal avec un CTN indépendant
permet de soustraire l’erreur systématique associée à ce canal. Dans les détecteurs récents,
ces valeurs varient entre 18 ps () [Tétrault et coll., 2015a] et 23,8 ps () [Liu et coll.,
2016a]. Avec l’arrivée de nouveaux scintillateurs plus rapides, cette correction sera d’autant
plus importante. Cependant, l’utilisation d’un CTN pour chaque PAMP n’est pas optimale
sur le plan de la consommation énergétique puisque l’adresse seule de la PAMP déclenchée
serait suffisante pour effectuer la correction. La réalisation d’un circuit qui déterminerait
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cette information permettrait de réduire le nombre de CTN requis. Des techniques avancées
de routage à lignes balancées pourraient aussi être utilisées pour réduire cette erreur.
Les résultats présentés permettent de constater un gain avec les architectures à CTN mul-
tiples en comparaison avec les architectures à 1 seul CTN. Cela permet aussi de constater
que si toutes les sources d’erreur sont corrigées (le bruit thermique et les variations d’uni-
formité) et qu’un estimateur à étampes multiples est utilisé, il est possible de s’approcher
de la borne de Carmér-Rao.
9.5 Conclusion
Ce chapitre compare la performance temporelle de l’architecture à un CTN par PAMP
avec le BLUE par rapport aux architectures existantes dans la littérature à l’aide d’une
simulation Monte-Carlo.
L’architecture proposée est comparée aux architectures avec un CTN par colonne, par
n ième photon détecté et par 1er photon détecté. Celle-ci permet une amélioration de la
RTC pour deux raisons principales : 1) les variations de délais de propagation peuvent
être corrigées et 2) l’estimation à plusieurs étampes permet une meilleure estimation du
temps d’interaction.
En ce sens, l’architecture proposée est prometteuse en vue de l’utiliser pour mesurer le
temps de vol dans un appareil TEP. Cependant, avant que le détecteur réalisé soit plei-
nement fonctionnel, l’intégration 3D requise pour joindre l’électronique de lecture et les
photodiodes est requise. Dans l’état actuel, le circuit de lecture implémenté est fonction-
nel et a permis de valider la capacité de d’extraire les données des CTN. Cependant, des





Le projet de recherche s’inscrit dans le contexte de l’imagerie moléculaire par tomographie
d’émission par positrons. Dans le système de santé canadien, cette méthode d’imagerie est
utilisée et financée pour le diagnostic et la stadification de plusieurs cancers et maladies
cardiaques [Garland et Morrison, 2015]. L’évolution du diagnostic et du traitement passe
donc par l’amélioration des performances d’imagerie de ces appareils. Les recherches des
dernières années ont permis d’améliorer la résolution spatiale jusqu’à atteindre la limite
théorique imposée par le processus de désintégration. Depuis, les travaux s’orientent plutôt
vers l’amélioration du contraste d’image avec la mesure du temps de vol.
Le chapitre 2 a décrit la TEP et a exposé l’avantage d’intégrer la mesure du temps de
vol sur le rapport contraste à bruit des images. Le défi dans cette mesure réside dans la
conception d’un photodétecteur avec une résolution temporelle suffisante pour localiser le
lieu d’émission du radiotraceur entre deux détecteurs coïncidents. Le chapitre 3 a exposé
les différentes technologies de détecteurs les plus prometteuses pour la mesure du temps de
vol. Les photodiodes à avalanche monophotonique (PAMP) présentent des caractéristiques
favorables à la mesure temporelle comme leur excellente résolution temporelle intrinsèque.
Pour cette raison, le GRAMS s’affaire au développement d’un photodétecteur basé sur ces
dispositifs.
La plupart des photodétecteurs à matrice de PAMP utilisent un seuil sur le nombre de
photons de scintillation détecté pour déterminer le temps d’interaction. Cependant, il a été
démontré récemment qu’une meilleure résolution temporelle peut être atteinte en pondé-
rant adéquatement l’information de plusieurs photons de scintillation avec un estimateur
statistique. Bien que cette technique s’avère prometteuse en considérant les résultats théo-
riques, aucune implémentation matérielle d’un tel estimateur n’avait été réalisée. Dans ces
circonstances, le projet de recherche avait pour objectif de réaliser une première implé-
mentation matérielle d’un estimateur à étampes multiples en optimisant la résolution
temporelle et l’utilisation de ressources.
Les chapitres 4 et 5 ont comparé les différents estimateurs existants dans le but de choisir
celui qui offre le meilleur compromis entre la performance temporelle et la complexité
algorithmique. Deux estimateurs permettent de s’approcher de la résolution temporelle
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inférieure théorique (borne de Cramér-Rao) : 1) les réseaux de neurones artificiels (RNA)
et 2) le best linear unbiased estimator (BLUE). Puisque le BLUE nécessite beaucoup moins
d’opérations de multiplication-accumulation (MAC) pour la même performance que les
RNA, le choix s’arrête sur cet estimateur.
Cependant, deux problèmes devaient être résolus avant de réaliser une implémentation
matérielle : 1) la méthode de calibration du BLUE présentée dans la littérature n’est ap-
plicable qu’en simulation et 2) le BLUE est fortement affecté par le bruit thermique.
Le chapitre 6 a présenté une nouvelle méthode de calibration basée sur la technique
d’espérance-maximisation (EM) qui règle ce premier problème. Puis, le chapitre 7 a pré-
senté et a comparé trois méthodes de filtrage numérique du bruit thermique. Parmi les
méthodes présentées, le filtre à étampes multiples permet de réduire suffisamment l’impact
du bruit thermique sur le BLUE.
Avec ces problèmes résolus, il est possible de réaliser une implémentation matérielle. Ce-
pendant, avant d’appliquer l’estimateur BLUE, plusieurs étapes de traitement doivent
être réalisées sur les étampes de temps brutes. Le chapitre 8 a proposé une architecture
matérielle qui comporte 1) une conversion des codes de CTN vers le domaine temporel,
2) un tri, 3) un filtre de bruit thermique à étampes multiples et 4) l’estimateur BLUE.
Puisqu’une matrice à CTN multiples génère beaucoup de données, le circuit de lecture
est réalisé à même le circuit intégré du photodétecteur. Ce choix de conception permet de
n’extraire qu’une seule étampe, ce qui réduit la bande passante de 250 Mbit/s à 0,5 Mbit/s
et le temps mort de 68 608 ns à 1024 ns par rapport à un détecteur équivalent qui extrait
les données brutes de chaque CTN. Le circuit réalisé en CMOS 65 nm est fonctionnel et a
démontré la capacité d’extraire les étampes de temps du CTN. Cependant, l’assemblage
vertical avec les photodiodes sera requis pour recueillir des mesures avec scintillateur.
Finalement, le chapitre 9 a présenté une simulation qui compare l’architecture implémentée
aux alternatives. La résolution temporelle des systèmes à un CTN est limitée en raison de
l’estimation à une seule étampe. Quant aux alternatives à un CTN par colonne, celles-ci
peuvent prendre avantage des étampes multiples, mais ne sont pas en mesure de corriger
l’uniformité des délais de propagation. L’architecture proposée est la seule à ce jour capable
de prendre avantage des étampes multiples tout en corrigeant les variation de délais de
propagation.
À la lumière des résultats présentés dans ce mémoire, l’architecture développée qui com-
porte un estimateur BLUE à même le circuit intégré d’un photodétecteur à CTN multiples
permet de répondre à la question de recherche suivante : comment optimiser la résolution
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temporelle et l’implémentation matérielle d’un estimateur statistique ayant pour but d’éva-
luer le temps de vol des photons d’annihilation à partir des étampes de temps générées par
une matrice numérique de PAMP dans le contexte de la TEP ?
10.2 Contributions originales
Estimateurs à réseaux de neurones
Plusieurs catégories d’estimateurs à étampes temporelles multiples ont été proposées dans
la littérature récente pour évaluer le temps d’interaction du photon d’annihilation. Parmi
celles-ci, les réseaux de neurones artificiels (RNA) ont démontré la capacité d’approcher
la borne de Cramér-Rao en l’absence de bruit thermique [Venialgo et coll., 2013]. Ce-
pendant, la performance de ceux-ci en présence de bruit thermique était inconnue. La
première contribution originale correspond à la démonstration de la capacité des réseaux
de neurones d’approcher la borne de Cramér-Rao même en présence de bruit thermique
avec un entrainement adéquat (chapitre 5).
Calibration des estimateurs
Afin d’utiliser un estimateur à étampes multiples dans un système TEP, une calibration
est nécessaire. Les méthodes de calibration actuelles [Gundacker et coll., 2014; Venialgo
et coll., 2015] ne permettent la calibration des estimateurs qu’en simulation. La seconde
contribution principale a été la proposition d’une nouvelle méthode de calibration de
l’estimateur BLUE basée sur la technique d’espérance-maximisation (EM) permettant la
calibration dans un système réel en fournissant un étalonnage individuel pour chaque
détecteur (chapitre 6) [Lemaire et coll., 2016b].
Architecture de photodétecteurs à étampes multiples
Des architectures de photodétecteurs numériques comportant tout le traitement nécessaire
pour produire une étampe de temps finale ont été proposées récemment [Frach et coll.,
2009; Tétrault et coll., 2015b]. Cette caractéristique permet de simplifier la réalisation
d’un système TEP. Cependant, ces architectures n’utilisent qu’un seul photon détecté pour
déterminer le temps d’interaction, ce qui ne permet pas d’atteindre la borne de Cramér-Rao
en ce qui concerne la résolution temporelle. La troisième contribution originale correspond
à la réalisation d’une nouvelle architecture de photodétecteur qui intègre un estimateur à
étampes multiples à même le photodétecteur [Lemaire et coll., 2016a] (chapitre 8). Cette
architecture permet un gain de résolution temporelle associé à l’utilisation de plusieurs
CTN sans compromettre la bande passante et le temps mort.
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10.3 Travaux futurs
Les travaux de recherche présentés débouchent sur plusieurs avenues pour améliorer la
mesure du temps de vol en TEP. Parmi celles-ci, trois avenues particulières méritent d’être
approfondies : 1) l’intégration de nouveaux paramètres dans les estimateurs du temps
d’interaction et 2) la réduction de la consommation énergétique de l’architecture proposée
et 3) l’intégration à grande échelle dans un appareil TEP.
D’abord, l’estimateur statistique BLUE présenté dans ce document prend avantage des
étampes de temps multiples pour s’approcher de la borne de Cramér-Rao. Cette borne
inférieure est calculée en tenant compte uniquement du temps de détection des photons de
scintillation. Cependant, dans une mesure en TEP, d’autres paramètres sont disponibles
comme l’énergie de l’évènement et la profondeur d’interaction. Un estimateur qui utiliserait
ces informations permettrait d’optimiser la résolution temporelle à différentes énergies et
profondeurs d’interaction.
Par ailleurs, le couplage direct entre un CTN et une PAMP permet d’optimiser la réso-
lution temporelle, mais occasionne une plus grande consommation énergétique. Il a été
montré récemment qu’il est possible de réduire le nombre de CTN sans perte considérable
de résolution temporelle lors de l’estimation du temps d’interaction [Tetrault et coll., 2017].
Cependant, cette étude fait abstraction des délais de propagation qui dégradent la réso-
lution temporelle. L’utilisation d’un CTN pour chaque PAMP permet de corriger cette
non-uniformité. Il n’en demeure pas moins que cette solution n’est pas optimale sur le
plan de la consommation énergétique. L’information de l’adresse de la PAMP qui a dé-
clenché le CTN serait suffisante pour corriger numériquement les délais de propagation.
En ce sens, un circuit d’arbitrage capable de déterminer la PAMP ayant déclenché le
CTN permettrait de corriger les délais de propagation en réduisant le nombre de CTN.
Alternativement, des techniques de routage avancées utilisant des traces blindées et de
longueurs balancées pourraient permettre de réduire les non-uniformités matricielles sans
consommation énergétique additionnelle.
Enfin, plusieurs limitations devraient être résolues afin d’intégrer le détecteur proposé dans
un système TEP complet. Celui-ci nécessite des signaux différentiels pour les données
et l’horloge pour chaque pixel de 1  1 mm2, ce qui complexifie la tâche d’intégrer
des dizaines de milliers de canaux. Une architecture devrait donc être développée pour
permettre l’intégration à large échelle de ce détecteur en minimisant le nombre de fils
requis. Par ailleurs, dans ce mémoire, le gain de performance des estimateurs a été évalué
à l’échelle d’une paire de détecteurs. En vue d’obtenir une évaluation plus réaliste du gain
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de performance pour une image TEP, cette étude devrait être généralisée à l’échelle d’un
appareil complet.
Finalement, avec les avancées récentes, les matrices numériques de PAMP présentent des
caractéristiques prometteuses pour les prochaines générations d’appareils TEP à temps de
vol. Cependant, l’atteinte du prochain ordre de grandeur de résolution temporelle (10 ps)
demandera un effort conjoint pour développer des photodétecteurs plus performants, des
scintillateurs plus rapides et une électronique frontale de précision suffisante.
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ANNEXE A
Calcul de la borne de Cramér-Rao
Pour calculer la borne de Cramér-Rao, il faut modéliser le système. Le processus de scin-
tillation est généralement décrit comme une double exponentielle avec un temps de montée







d   r (A.1)
Pour chaque photon détecté, on modélise les diverses sources d’étalement temporel petal
provenant du scintillateur et du photodétecteur. Afin de simplifier les calculs, cette distri-
bution peut être estimée par une gaussienne dont la moyenne est etal et l’écart type etal
[Gundacker et coll., 2014; Seifert et coll., 2012].
petal(t) = N (etal; 2etal) : (A.2)
Cette estimation ne prend cependant pas en compte les paramètres non gaussiens, tels que
l’effet de profondeur d’interaction et l’effet du transit optique des photons dans le scin-
tillateur. La démarche présentée n’est cependant pas limitée à une distribution gaussienne,
c’est-à-dire que n’importe quelle distribution petal(t) décrivant le transit et la détection des
photons pourrait être utilisée.
La fonction de probabilité psys d’une détection d’un photon à un temps t s’exprime donc
par la convolution de la fonction de scintillation (équation A.1) avec la fonction modélisant
l’étalement temporel (équation A.2) :
psys(t) = pscin(t)  petal(t) (A.3)
Avec un détecteur à multiples canaux, chaque photoélectron est mesuré indépendamment.
Les données mesurées peuvent être représentées par un ensemble ordonné d’étampes de
temps t :
t = ft1; t2; t3; :::; tng (A.4)
En triant les étampes de temps, des sous-distributions permettent de décrire les probabili-
tés pour chaque ordre d’étampe de temps. Les statistiques d’ordre permettent d’obtenir les
sous-distributions des données ordonnées associées à une FDP. La distribution du nieme
photoélectron est représenté par l’équation des statistiques d’ordre (équation A.5). La
figure 4.1 illustre le comportement des statistiques d’ordre.
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f(tn:T ) =
T !
(n  1)!(T   n)!f(t)F (t)
n 1[1  F (t)]T n (A.5)
où f(t) est la FDP du système et F(t) est la fonction de répartition et T le nombre total de
photoélectrons détectés. Pour évaluer la distribution du nieme photon détecté, on utilisera
psys(t) pour f(t) et son intégrale pour F(t). Cela décrit la distribution de chaque ordre
de photon détecté. L’information de Fischer peut toutefois être calculée sans utiliser les
statistiques d’ordre.
Le critère de Fisher permet de quantifier l’information contenue dans la fonction de pro-
babilité système psys(t). L’information de Fisher se définit comme suit pour l’ensemble des









psys(t j ) dt (A.6)
où N est le nombre total de photons de scintillation détectés. La borne de Cramér-Rao,
représentant la variance minimale pour l’estimation du temps d’arrivée des photons d’an-





La borne de Cramér-Rao, dans le contexte de ce document, permet de déterminer la borne
inférieure atteignable sur la variance du temps d’interaction estimé et permet de situer la
performance des estimateurs par rapport à l’optimum atteignable.
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