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ABSTRACT
One of the most popular methods of assessment of power output during short-term
maximal of exercise is the Wingate Anaerobic Test (WAnT), but this test suffers from
serious conceptual limitations. Therefore, the first aim of this study was to investigate the
theoretical underpinnings and practical implementation of correct power measurement in
the WAnT. The second aim was to design and construct a pair of force pedals, and the
last objective was to use these pedals to analyse the force application and power output
of elite sprint cyclists during maximal ergometry.
The inertial and frictional characteristics of Monark ergometer flywheels were assessed
using 'run-down' techniques. Moments of Inertia of 0.411 (±0.001) and 0.396 (±0.002)
kg.m. 2 were found for the two Monark 864 ergometers measured, with the newer 814
ergometer possessing a value of 0.962 (±0.003) kg.m. 2 . Frictional torques of 0.0025
(±0.0030) to 0.1720 (±0.00 16) N.m. were found, depending on the attachments to the
flywheel and chainset.
These values were then utilised to correct the power outputs obtained during the WAnT.
Corrected powers were found to produce significantly (P<0.001) larger peak and mean
power outputs than those obtained using uncorrected methods. The methods used also
produced significantly different (P<0.01) corrected power outputs to those of Lakomy
(1986), who utilised an incorrect method of'acceleration-correction'.
The force pedals were found to be highly linear in calibration and force measurement, as
well as suitable for ergometer cycling. These were then used to test elite sprint cyclists
on a modified Monark ergometer.
The results of the sprint testing of cyclists found no overall significant difference between
power measured indirectly (at the flywheel) and that measured at the pedals. There were
significant differences between flywheel and pedal power outputs at high pedal velocity,
and this was attributed to large crank torques, in agreement with Sjøgaard (1978). Also
noted were differences in force application patterns between cyclists, indicating the use
of a variety of pedalling techniques.
It was concluded that inertial correction of the WAnT is mandatory for the accurate
measurement of power output, and that this needs to be based on sound mechanical
principles. This study has also shown that is possible to measure power accurately using
indirect methods. However, if the individual techniques of elite sprint cyclists are to be
examined in detail, it is necessary to utilise force pedals.
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PART ONE - STATEMENT OF TBJ PROBLEM AN]) REVIEW OF
LfERATURE
CHAPTER 1
INTRODUCTION
The accurate measurement of human power output has been a subject which has
occupied physiologists and engineers since the time of Leonardo da Vinci. However,
practical man-powered vehicles were not seen until the first bicycle appeared in 1866
(Whitt and Wilson, 1974). The invention of the bicycle heralded two major
developments; firstly it increased the mobility of a large section of the population at little
expense, and the second was the growth of interest and research into human physiology.
It was not long before the medical profession was using bicycles to provide a constant,
regulated means of exercise stress testing. By the onset of the twentieth century, the
bicycle had been accepted as a device for examining human physiology, anatomy and
kinesiology.
The first cycle ergometers were fairly crude. Indeed, it was not until 1954 that von
DObeln built the first machine that could accurately measure the work done. This
invention saw field of cycle ergometry established as the major avenue of exercise testing
in physiology. Since that time many variations of cycle ergometry have been developed,
including air-braked devices such as the Schwinn Airdyne, electrical cycles, and
electromagnetic machines (Lanooy and Bonjer, 1956). The main aim of all these
ergometers is to be able to precisely regulate power (and sometimes torque) output of
the subject so that physiological or biochemical variables can be measured against
repeatable exercise intensities.
This precise regulation of exercise load greatly aided the investigations of Astrand and
co-workers in the 1960's into the measurement of human aerobic power, and the concept
of maximum oxygen uptake (VO 2 ) is now well accepted within exercise and sports
physiology. In contrast, the search for a similar method of defining the maximum
anaerobic power of an individual has been less straightforward.
The first type of tests used were simple track sprints, which, while easily standardised,
are affected by environmental conditions, techniques, and a host of other variables, not
least of which was a heavy reliance of subject motivation. Therefore, these tests cannot
be viewed as serious attempts to investigate anaerobic power and capacity.
The next development was the standing vertical jump, or Sargent Jump. An estimation of
power output was obtained by relating the height jumped to body mass, using a
nomogram produced by Lewis. This test, however, is clearly a measure of impulse, and
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whilst it can be modified by the use of a Force Platform (Lees and Farmi, 1983) to give a
figure for power, the process is conceptually flawed.
In 1966 Margaria and co-workers proposed the Stair Run as a measure of anaerobic
power. The procedure required the subject to run at maximal velocity up a flight of stairs
of known height. By measuring the time taken to ascend a certain number of stairs
(usually nine), it was possible to calculate vertical velocity, and by combination of this
value with the body mass, maximal anaerobic power could be calculated. This test was
shown to be reliable and easily standardised, but there were two main drawbacks to this
method. The first was that the calculation assumed that the subject had learned a
technique which would minimise acceleration during the measuring time, and the second
was that maximal velocity would be attained. These assumptions are untestable and thus
undermine the validity of the procedure.
Another method used to quantify anaerobic power was based on the concept of "Oxygen
Debt". This method depended on the measurement the raised oxygen consumption after
brief supra-maximal exercise and the calculation of the extra power required. The theory
underpinning this method was challenged by Brooks and Fahey (1984), however. They
attributed the raised post-exercise oxygen consumption to "a general disturbance of
homeostasis", which included such factors as temperature, extra- and intracellular ion
concentrations and changes in hormone and metabolite levels. Recently, studies by
Medbø et al. (1988) and Medbø and Tabata (1989), using measures of oxygen deficit in
short-term exercise seems to have been more successful in calculating the anaerobic
capacity in metabolic terms, but this work needs further investigation to assess its
relationship with mechanical power output, and questions have been raised regarding the
underlying assumptions of this method (Bangsbo, 1992).
Various biochemical methods (muscle biopsy and blood variables) have also been used to
attempt to measure anaerobic power, but again the link to mechanical power output is
difficult to quantify or verify, and so these measures are not used to estimate human
mechanical power output.
Physiologists and biomechanists have returned to the cycle ergometer to give
measurements of human power output, and various tests (such as the Wingate Anaerobic
Test) have been formulated using this equipment over the last twenty years. The
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advantages and disadvantages of these tests will be discussed in the next chapter of this
study.
Thus, it is aim of this project to examine the methods used to investigate the production
of human anaerobic power and test the validity of a new design of force pedal using
matched Kistler piezo-electric force transducers. There are six sections. The first deals
with the concepts underpiiming human power output and its measurement, and reviews
the literature related to these issues. The second critically evaluates a well-known and
widely recommended procedure for the measurement of anaerobic power and argues for
its replacement. The third section is concerned with the development of a new method of
measuring forces during cycling, and the fourth part uses this method to evaluate the
performance of elite sprint cyclists. The fifth section contains appropriate references, and
the final part (appendices) include all raw data and details of computer programs.
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CHAPTER 2
THE MEASUREMENT OF SHORT-TERM, HIGH-[NTENSITY POWER OUTPUT
IN HUMANS
2.1 The physiological mechanisms of power production
In order to investigate short-term high level performance in humans, it is first necessary
to examine the major sources of energy which contribute to the production of power in
this type of exercise.
The basis of muscular contraction in any movement is the hydrolysis of Adenosine
Triphosphate (ATP) to Adenosine Diphosphate (ADP), Inorganic Phosphate (P 1) and
approximately 42-50 kJ.mol' of energy (Davies, 1971, Shepherd, 1982). It is this
reaction, and the necessity for the replenishment of ATP, that drives other metabolic
energy-producing processes.
There is ATP immediately available at the site of muscular contraction, but only in a
limited quantity. Estimates vary, but the amount has been found to be 6-9 mmol.kg1
wet muscle (Margaria, 1964, McGilvery, 1975) or 24 mmol.kg- 1 dry weight of muscle
(Boobis et al, 1982). If a muscle mass of 28 kg is assumed to be active in exercise such
as sprinting (for a man of 75 kg), then this immediately available ATP would represent
an energy store of 8.2-9.8 kJ. However, various researchers (Davies, 1971, Golinick
and Hermansen, 1973) have suggested that not all of this figure is usable, and that only
40% can actually be utilised in supramaximal short duration work. The reason for this is
unknown, but therefore the energy immediately available at the contraction site is
limited to approximately 5 kJ. Margaria (1964) suggested that rates of energy usage
may be a high as 3.9 kJ.sec', thus indicating muscle ATP stores may be used within 2
seconds - a figure supported by Sahlin (1986) who suggested a maximum value of 11.2
mmol ATP kg'dry muscle.s- 1
 (equivalent to 3.3-3.9 kJ.sec-').
Therefore it is necessary to replete ATP so that Actin-Myosin coupling (and thus
muscular contraction) may continue beyond the aforementioned time limit. This is
carried out by the simultaneous breakdown of Phosphocreatine (CP) and ADP by
Creatine Phosphatase to Creatine and ATP. McGilvery (1975) reported that muscle
levels of CP were approximately 20 mmol.kg' wet muscle, and this was confirmed by
Boobis et a!. who reported resting levels of 84 mmol.kg 4 dry muscle. If 28 kg of
muscle were again assumed to be active, this would give any energy store of
approximately 23.5-28.0 kJ. However, this figure would be modified to 20-25 Id by the
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fact that only 90% of the total amount of CP is usable during short-term exercise. If the
maximal rate of energy usage given above for ATP was used, this would mean that the
CP stores would last 5-6 s. Shepherd (1982) stated that this rate may be unrealistic, and
a better value would be 2.8 kJ.s-', and this was agreed by Sahlin (1986) who gave a
figure of 8.6 mmol ATP.kg' dry muscle.s' (equating to 2.5-3.0 kJ.s- 1 ). In this case the
CP would last for approximately for 9-10 s.
In order to resynthesize ATP for high-intensity work beyond this time, it necessary to
utilise a further process. The glycogenolytic/glycolytic pathway which facilitates this is
shown in Figure 2.1. Shepherd (1982) states that there may be a 1000-fold increase in
glycolytic activity in the 20 s of exercise, and this is regulated by enzyme activity. The
three major enzymes which identified as possible control points in the
glycogenolytic/glycolytic pathway are phosphorylase, phosphofructokinase and lactate
dehydrogenase (Atkinson, 1989).
Phosphorylase is activated by the increase in Ca and P. and breaks down glycogen to
G-l-Phosphate. Phosphofructokinase (PFK) has been seen as the 'bottleneck' in
glycolysis, as it exists in the lowest concentration of any of the three enzymes
mentioned. This enzyme is activated by AMP, cyclic AMP, ADP, Pi, fructose 1-6-
diphosphate, fructose 2-6 diphosphate, fructose 6-phosphate and glucose 1-6-
diphosphate (Newsholme and Leech, 1983) although the last mentioned of these would
be disputed by Katz et al. (1988). However, Newsholme (1971) has previously stated
that AMP may be the key substance, with amounts as low as 25 mmol.l' activating
PFK. Lactate Dehydrogenase (LDH) is the final enzyme in the glycolytic pathway, and
less interest has been shown in the importance of this enzyme to the production of ATP
through glycolysis (Atkinson, 1989). Tesch et a!. (1978) did find, however, that total
LDH and M-LDH activity were correlated to muscle fatigue.
It is unlikely that muscle glycogen levels limit glycolysis in short-term supramaxirnal
work. The total store available in the muscle is of the order of 360 g (Astrand and
Rodahl, 1986). If this was converted to lactate at an energy release of 0.92 kJ.g'
(Margaria et al., 1964) thus giving a total energy store of approximately 350 kJ. A
maximal rate of usage of 1.88 kJ.sec' (Margaria et al., 1964) would lead to exhaustion
in over 3 minutes. As fatigue halts exercise at this intensity after 40-60 s, glycogen
depletion is probably not the limiting factor to glycolysis in this type of work.
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One of the major end products of glycolysis is lactic acid (often referred to as its
dissociated form, lactate). The associated proton H (although actually the Hydronium
ion H3 O, according to Atkinson, 1989) is usually accepted as one of the major limiting
factors in glycolysis, as it can affect enzymes mentioned above, and may even directly
interfere with muscular contraction (Fabiato and Fabiato, 1978), although Atkinson
(1989) notes that no direct evidence has been produced for this theory.
Studies seeking to measure short-term supramaximal power output have considered the
physiological and biochemical factors described above, and various tests have been
devised to quantify the rate of energy usage in this type of exercise. It should be noted
that because of the different duration of the energy stores, and the fact that they do not
happen independently, it is necessary to distinguish those tests which seek to measure
maximum external power output (usually of less than one second duration) from those
which quantify the 'anaerobic capacity' (usually up to 60 seconds). However,
Vanderwalle et al. (1987) have pointed out that due to the fact that glycolytic processes
are already active in exercise lasting less than 10 seconds (Boobis et aL, 1982), it is
impossible to separate 'alactic' (or CP) from the 'lactic' energy production. Wilkie
(1960) also noted that external power output falls as the duration of exercise increases,
and this factor must also be considered when reviewing measurement procedures.
2.2 The Force-Velocity relationship of muscle
In 1922, A.V. Hill presented a paper on the relationship between the shortening velocity
and the applied load during the contraction of an isolated muscle. Subjects were
required to rotate a 35 kg flywheel by pulling a cord which was wrapped around
different pulley sizes on the flywheel (thus giving a range of 'effective' masses from
11.3 kg to 579 kg). Flywheel speed during the pull was measured with a tachometer,
and then work was calculated as the rotational kinetic energy of the wheel. Hill found a
relationship between the work done and the time of the pull, which could be represented
by the equation below;
W = W0 - kit	 (2.1)
W = Maximum Work done in a particular isotonic contraction
W0
 Work done in an isometric contraction (see below)
k 'viscosity' constant
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t time of contraction
This equation could be also be rewritten (Ferm and Marsh, 1935) as;
W W0 - kv	 (2.2)
v = velocity of shortening of the muscle
Thus, a linear relationship between work done and the speed of contraction was
established. It should be noted, however, that the term W0 may be seen as a misnomer,
as the mechanical work done in an isometric contraction is actually zero due to fact that
the muscle does not change length (Winter, 1991). However, careful reading of Hill's
paper shows that he expressed W 0 as 'the maximum work which would be obtained
were the resistance of the muscle to rapid change of form to be abolished' - in other
words a theoretical isometric contraction. In subsequent studies, most authors therefore
preferred to use the (measurable) maximum tension, P0, obtained during an isometric
contraction rather than W0.
Dickinson (1928) sought to apply Hill's formula to cycling. She proposed that the
equation (2.1) could be modified to the form below;
P=P0 (1-k/t)	 (2.3)
P0 = the 'theoretical (isometric) maximum force'
k = a 'viscosity factor' or theoretical minimum time for one half revolution of the crank
t = the actual time of one half revolution of the crank
This formula was then tested using subjects who cycled for ten seconds on an ergometer
against a range of different loads. Plotting the applied load against number of leg
movements (one-half revolutions of the crank) gave the values for P 0 and k (the
intercepts on the y and x axes respectively) for each subject. All the raw data for all
subjects (load and time of one leg movement) were then divided by the individualised
constants (P0 and k), and it was noted that relationship was a straight line, thus
confirming the theoretical equation (2.3) for leg extension. Values for k were found to be
in the region of O.159s to O.162s for all subjects, equating to a pedalling speed of 185 to
188 rev.min'. Maximum isometric force varied from subject to subject, however, with
the range being from 37 kg (363N) to 85 kg (834N). Dickinson also calculated the
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maximum work done by multiplying the maximum force by distance of crank travel in
one half revolution (crank length x [1). For the four subjects' results given, the values for
this work ranged from 21.1 kg.m (207 J) to 46.8 kg.m (459 J). It should be noted,
however, that this work was only theoretical, due to the fact P 0 was the maximum force
at zero velocity (isometric), and thus there was no distance over which the force was
applied. If the raw speed and force data given by Dickinson are used to calculate power
output, values from 275 W to 724 W are found, values which are rather low for
maximum power outputs.
This first study to question this linear relationship between force and velocity was that of
Fenn and Marsh (1935) who measured the shortening velocities of frog and cat
gastrocnemius muscles when loaded at different tensions. The results showed a
rectangularly hyperbolic curve of the type shown in Figure 2.2. The equation of this
shape of curve was found to be;
W = W0 e-	 (2.4)
W = Tension exerted at particular velocity
W0
 tension exerted in an isometric contraction
a 'constant of tension loss'
k 'constant of viscosity'
v = velocity of shortening
The authors concluded that the muscle tension did not rely on elastic viscosity alone, as
proposed by Hill (1922) and Dickinson (1928), but that extra energy was required for
the work of shortening.
Hill (1938) therefore took a different approach to the problem of the muscular force-
velocity relationship, and produced the paper which has become recognised as the
seminal study in this field. He measured the temperature rise during muscular
contraction and used this to calculate the energy liberated. The methods by which these
experiments were carried out were highly sophisticated for their time, and required the
use of intricate thermopiles and galvanometers. The results of this study were found to
fit a different force-velocity relationship - one which has now been accepted for most
isolated muscle studies;
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(P+a)(v+b) = (P0+a)b constant	 (2.5)
P = tension during any contraction at velocity v
v = velocity of contraction
P0 tension during an isometric contraction
a = constant with units of force
b constant with units of velocity
This equation did fit a rectangular hyperbola with asymptotes at P = -a and v = -b. Hill
noted that the results of Fenn and Marsh (1935) also fitted this equation, and therefore
indicated that the former study was consistent with his own. Hill also stated that the
muscle consisted of an undamped elastic component and a contractile component, thus
refuting his earlier theories of a linear viscosity-based relationship. He also made the
important point (also highlighted by Lakomy, 1988) that a constant load protocol
should be used to examine the force-velocity relationship, otherwise the elastic
component will vary and thus a true curve will not be found.
In 1940, Hill re-evaluated the data from his 1922 paper using equation 2.5, and found
that the results from the inertia wheel fitted the hyperbolic curve better than the straight
line suggested previously (equation 2.1). Hill also used the results from a paper by
Lupton (1922), and found that although there were small errors, these data also fitted
the characteristic curve from equation 2.5. It was also noted that a paper by Fenn et al.
(1931) did not fit the hyperbolic force-velocity relationship, as the ann had been
allowed to accelerate, and thus the elastic component of the muscle and not the
contractile component was being tested.
Wilkie (1950) measured the speed of elbow flexion at a series of different tensions on a
specially-built lever system. He found that although most of the trials fitted equation
2.5, those carried out with tensions less than 0.3 of P 0 (the isometric tension) did not fit
the characteristic shape. This was attributed to a diminution of acceleration due to the
inertia of the forearm and apparatus, and thus full velocity could not be reached before
the completion of the movement. Wilkie (with the assistance of Hill) therefore
developed a theoretical treatment to correct the data for inertia. This was solved
iteratively, and it was found that the results now fitted the standard force-velocity
hyperbola of equation 2.5.
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Sjøgaard (1978) tested the force-velocity relationship during exercise on a Krogh cycle.
She used strain-gauged pedals similar to those of Hoes et al. (see chapter 7) to measure
peak force per pedal thrust at a range of pedalling frequencies from 50 to 160 rev.min-'.
Sjøgaard found that the results from her study did not fit Hill's curve, but tended to
flatten out towards higher pedal velocities. This was attributed to the possible storing of
elastic energy during the stretching of the quadriceps occurring in the recovery from
Bottom Dead centre to Top Dead centre. It could also be due to the problems of
assuming that whole limb actions will fit the hyperbolic curve derived from a single
muscle contraction, a fact noted by Wilkie (1950).
Other recent studies, such as McCartney et al. (1983b) and Nakamura et al. (1985) have
found linear relationships between force and velocity during ergometer cycling.
McCartney et al. only used pedal frequencies between 60 and 160 rev.miir' and so may
be criticised for utilising too small a range, but the study of Nakamura et al. used
cadences from 110 to 225 rev.miir 1 . It might be suggested that at lower frequencies a
hyperbolic shape would be found, and therefore McCartney et al carried out another
study in 1985 to examine this question. Female subjects (used because they produced
forces within the range of the equipment) pedalled on an isometric ergometer at a range
of velocities from 11 to 160 rev.min-'. In this experiment a hyperbolic relationship was
found, although the authors chose to fit a logarithmic curve (y = ae . bx) rather than Hill's
formula to the data.
It would therefore seem that the mechanics of isolated muscle still fits equation 2.5
(Hill, 1938), but that exercise involving whole limbs and energy storage causes
methodological problems. In order to examine force-velocity relationship in this type of
exercise needs more careful experimental designs and protocols than those used
previously. It is not sufficient to simply set exercise loads on cycle ergometers and
measure velocity, expecting the results to fit a perfect rectangular hyperbola. The
actions of all muscles involved, the limb lever systems and the energy interchange and
storage in the body segments must all be taken into account.
2.3 The measurement of short-term maximal power output
There have been many attempts to measure short-term maximal external power output
(rather than 'anaerobic capacity'). The condition that the test procedure must take place
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in less than 2-3 seconds so that glycolytic processes are not involved means that many
'anaerobic power' tests actually measure 'anaerobic capacity', a fact noted by
Vanderwalle et al. (1987).
Using the assumption that the human body contains about 45 kg of muscle and that
muscle can provide 0.3 hp.kg' (225 W.kg'), Wilkie (1960) calculated that the
theoretical limit of maximal power output was 11 hp (8250W). However, this figure
would only be attainable if 'it were possible to connect every muscle in the body to a
suitable load and then throw them all into contraction at once' (Wilkie, 1960).
Therefore, a more sensible theoretical limit of 5 to 6 hp (3750 to 4500 W) was
suggested.
Davies and Rennie (1968) used a force platform to measure the power output during a
standing vertical jump. Mean results of 5.23 hp (3923 W) for males and 3.15 hp (2363
W) for females were found, confirming Wilkie's prediction for maximum power output.
However, Adamson and Whitney (1971) have criticised the measurement of power
using this method, as the instantaneous velocity of the body's centre of gravity (and thus
the power) is dependent on the preceding impulse.
Margaria et al. (1966) measured power output whilst ascending a series of steps. The
subjects were required to run up a staircase (of stair height 0.175 m) two steps at a time,
and the time taken to between the fourth and sixth steps. It was assumed that the centre
of gravity of the subject underwent the same vertical displacement (0.70 m) as the
difference in step height, and thus if the weight (in N) of the subject was known the
power output could be calculated. This protocol could be criticised due to the fact that
the stair height was fixed, despite the different heights of the subjects used. However,
the authors did attempt to respond to this by using a range of stair heights from (0.085
to 0.205 m), finding that the optimal value was 0.175 m. Only five subjects were used,
and so whether this result could be generalised is questionable. There are also elements
of technique and motivation (to avoid possible injury) in this test protocol.
Caiozzo and Kyle (1980) modified the protocol of Margaria to include the external
loading (by the use of weighted vest) of the subject when ascending a staircase. The
results of this study showed that power output increased from 15.9 W.kg' (1143 W for
the mean body mas of 71.86 kg) when unladen to a value of 18.5 W.kg' (1329 W)
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when loaded with 29.2 kg. The authors were unable to state a reason for this, but
suggested that the 'stride length became more optimal or that an increased weight gave a
more optimal running speed-loads interaction'.
The same authors (Kyle and Caiozzo, 1985) further modified the Margaria protocol to
include running up an inclined ramp. This protocol was designed to remove the
mechanical limitations imposed by fixed step heights when running up a staircase. The
results showed that at each load, a greater external power output was produced when
using the ramp (13.9% when unloaded, 7.4% when loaded at 29.2 kg). It was also
found that it was possible to use a higher load (34.2 kg) when running up the ramp (this
was considered too dangerous when stair-climbing), and this value produced a lower
power output than 29.2 kg, thus showing an optimal value for the additional loading. It
was thus concluded that running up a ramp was a better protocol for measuring external
work output against gravity than stair-climbing, due to the mechanical problems of co-
ordinating maximal effort in the latter mode of exercise.
There have been several studies seeking to measure human power output on a cycle
ergometer. Due to the fact that maximal power output is obtained at a different loading
to maximal 'anaerobic capacity' (Vanderwalle et al. 1987), tests using friction-loaded
ergometers such as the Wingate Anaerobic Test are not true measures of maximal
power output (see chapter 3). Studies have therefore sought to investigate the force-
velocity relationship reviewed above, and from these data calculate power output.
Kyle and Mastropaolo, (1976) reported an experiment in which an ergometer with an
unbraked flywheel of 82 kg was used to measure power. The subjects accelerated the
flywheel up to a pre-determined speed, rested for one minute (while the wheel coasted),
and then accelerated the wheel with maximal effort. Tests of 0.17 s (one leg extension)
produced power outputs of 2632 W and 3091 W for the two subjects used, while for a
longer period of 1.8 s the results were 1344 W and 1525 W respectively.
Sargeant et a!. (1981) developed an ergometer which could be used for sprinting while
crank forces were recorded. This consisted of a bicycle ergometer modified by the
addition of a 3hp (2250W) electric motor driving the cranks through a variable-speed
gearbox. Pedal frequencies were then set in the range of 23-180 rev.miw'. Subjects were
required to make a 20 s contraction in attempt to accelerate the ergometer, but the motor
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was designed so that constant (variation less than 3%) angular velocity was maintained.
The forces exerted by the subject on the crank were then measured, and peak power was
then calculated as the product of peak force and angular velocity. Peak force was found
to be linearly correlated (r=-0.97) to angular velocity in all cases, in contrast to studies
using studies using isolated muscle (Hill, 1938). However, peak power showed a
parabolic relationship with angular velocity, with a maximum value at a pedalling rate of
110 min'. Peak power at optimum velocity had a mean value of 1387 W (±222), and
when the figure was expressed standardised to the upper leg volume, this became 286
WI-' (±12). As this value was for only one leg, higher results would be expected
(Sargeant et al. quoted approximately 2800 W) for both legs together. Average power
over one pedal cycle was found to be 840 W (± 153), and the mean power over the
whole 20 s period was 665 W (±1 13).
A very similar ergometer to that of Sargeant et al. (1981) was described in two papers by
McCartney et al (1983a, 1983b). Instead of using Sargeant et al.'s manual digitisation of
the force and velocity traces, these variables were directly linked to a minicomputer
sampling at 100Hz. The ergometer was mechanically very similar to that of Sargeant et
al, but both left and right cranks were instrumented, and the strain-gauges were
calibrated over a range of 0 to 1335 N. Unsurprisingly, the results found using this
ergometer were very close to those of Sargeant et al. (1981), giving peak powers (over
one complete pedal cycle) of 758, 964 and 1050 W at 60, 100 and 140 rev.miir'
respectively. A linear relationship between crank velocity and maximum torque was
again noted, as reported by Sargeant et al. (1981). A parabolic relationship between
crank velocity and power output was also found, but there was no single optimum
pedalling rate for all subjects. The authors attributed this to a heterogeneous subject
sample, and also to the slight modifications to the ergometer which meant that subjects
were able to pedal slower (but not faster) than the set speed without eccentric
contraction, unlike the ergometer of Sargeant et al. (1981) which maintained constant
velocity regardless of the subject's actions.
The same ergometer was used by McCartney et al. (1986) to investigate maximal
intermittent exercise. Subjects performed four 30 second bouts of maximal exercise at
100 rev.min 1 separated by 4 minute rest periods. Peak power and average power were
found to decrease from 1626 W and 992 W during the first exercise period to 1321 W
and 775 W in the second bout, followed by a ftirther approximate 21% decrease (exact
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figures were not given) in the third exercise period. There was, however, no decrease in
power between the third and fourth sprints.
There are four main criticisms of ergometers with strain-gauged cranks such as those
used by Sargeant et a!. (198 1) and McCartney et a!. (1983). Firstly, the transfer of signal
from strain-gauges to recording equipment (chart recorder or computer) required the use
of slip-rings. This type of device often introduces noise into the signals, due to nature of
the brush contacts. None of the studies reviewed above used any type of noise reduction
(for example, filtering or spline smoothing), and thus there may have been errors in the
measured force and velocity data. Secondly, the position of the strain gauges meant that
only tangential force relative to the crank was measured. Therefore, any compressive
forces applied to the cranks during the pedal cycle (for example at Top and Bottom Dead
Centre) would be ignored, thus underestimating the power output, a fact admitted by
Sargeant et a!. (1981). Thirdly, sprinting maximally on an ergometer which is truly
isokinetic may not be a realistic simulation of dynamic peak power production, due to
the limitations imposed on muscle length and thus contraction. Finally, the sensation of
attempting to sprint on a device which does not allow acceleration has been reported by
top cyclists to be a very different skill to that required when racing using a normal bicycle
(Paulding, 1991).
It would therefore seem difficult to measure absolute short-term (less than 1 second)
power output during exercise. The use of tests (such as the Wingate Anaerobic Test)
which induce fatigue before the subject has reached an optimal velocity, or stair-climbing
tasks which introduce technique, is flawed. The force platform may appear to give better
results, but as Adamson and Whitney point out, the velocity in this type of movement is
due to the preceding impulse, and therefore the calculation of power is mechanically
incorrect (Winter, 1991).
2.4 The measurement of 'anaerobic capacity'
As noted above, 'anaerobic capacity' tests seek to measure the energy available by the
replenishment of ATP by phosphocreatine and glycolysis.
The concept of oxygen deficit (the oxygen equivalent of the energy not supplied by
aerobic metabolism during exercise) and oxygen debt (the oxygen consumption above
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basal level during recovery) is a subject that has been studied for many years
(Vanderwalle et al. 1987).
Wilkie (1950) quoted an oxygen debt of 2 h.p.min (90 kJ) in his study of the mechanical
power produced over different time periods. Margaria et a!. (1963) in a study examining
the kinetics and mechanisms of the alactic and lactic acid components of oxygen debt
gave a combined value of 75 ml.kg' of oxygen (118 kJ for a 75 kg man assuming 1 litre
of oxygen liberates 21 kJ of energy). Hermansen (1969) gave figures of between 7.5 and
10.5 litres of oxygen for work of between 15 s and 7 mm, and this equates to an energy
expenditure of 157 to 221 U.
It was previously assumed that the oxygen debt would repay the deficit caused by
anaerobic processes, and that the fate of the lactic acid produced would be oxidation or
gluconeogenesis in the liver. However, Brooks and Fahey (1984) attributed the raised
post-exercise oxygen consumption to a general disturbance of homeostasis", which
included such factors as temperature, extra- and intracellular ion concentrations and
changes in hormone and metabolite levels. They also noted that the major fate of the
lactic acid was oxidation with less than 20% being used in the liver for gluconeogenesis.
Vanderwalle et a!. (1987) also noted that ATP is required for the removal of lactic acid
by gluconeogenesis, and thus the oxygen debt would not be equal to the deficit.
Recently, Medbø Ct al. (1988) and Medbø and Tabata (1989) have used linear
extrapolation to calculate expected oxygen deficits, and have produced meaningfUl
results, quantifying the oxygen deficit at 52-90 ml 0 2.kg-' during treadmill running and
42-54 ml 02 .kg-' for cycling. The latter figures equate to an anaerobic capacity of 65.5-
85.5 U, figures which agree with Shepherd (1982), who calculated the power and
capacity of anaerobic glycolysis from metabolite levels in the muscle. However, this
work has recently been questioned by Bangsbo (1992) as to the methodological
protocols involved. He suggested that with the higher submaximal workloads involved,
the VU2 may rise as a function of the time (finding higher V0 2 after 10 minutes than
after the 4 minutes used by Medbe et al.), indicating that a steady state is not attainable
at these exercise levels. In addition, he stated that it could not be assumed that the same
mechanical efficiency was used at high and low workloads, and also criticised Medbø et
al.'s statistical procedures for excluding rogue results.
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The cycle ergometer has often been used to attempt to quantif' the anaerobic capacity
mechanically. Probably the best known test is the Wingate Anaerobic Test, devised by
Ayalon et a! in 1974. However, this protocol will not be discussed here, as there is a
detailed review in Chapter 3.
Other tests of anaerobic capacity or work on friction-loaded ergometers have been
carried out by Katch and associates. In 1974 Katch described a test in which subjects
pedalled at an initial fixed frequency of 97 rev.min- t for 120 seconds against a Load of 55
N on a Monark ergometer. The mean work outputs for two repeated tests were found to
be 5185-5339 kp.m (50.86-52.38 kJ), equating to average power outputs of424-436W.
Katch et a!. (1976) compared the work outputs using the above protocol, with a test of
the same duration, but in which the subjects were allowed to pedal as fast as possible
(against the same load) from the start of the test. It was found that the mean total work
for the two tests was 4474 kp.m (43.89 kJ) and 4528 (44.42 kJ) respectively - figures
which were not significantly different. If the results were separated into 30 s intervals, it
was found that the 'all-out' test gave a significantly higher work output for the first thirty
seconds, but significantly lower for the second 30 s period. After this time there were no
significant differences. The main criticism of this study was that the acceleration or
deceleration of the flywheel was not taken into account (see Chapter 3).
Katch et at. (1977) investigated anaerobic capacity using three different 'steady-state'
pedalling speeds (60, 80 and 100 rev.min 1 ) compared to an 'all-out' test using the
protocol described above. Total work done over the 120 s was significantly lower in the
60 rev.min- 1 condition, but there were no significant differences between the other three
pedalling rates. However the decrease in pedalling speed was much lower for the 60 s
test duration, and this would affect the results if the stored energy in the flywheel was
taken into account. There would be more stored energy in the higher cadence tests (due
to greater decrease in pedal rates), and so the total work outputs of these tests would be
overestimated. Therefore, the results of this study are not conclusive, and would need to
be re-examined giving due consideration to stored energy.
The same study also examined the work output on a 40 s 'all-out' test using three
different loadings (39, 49 and 59 N). Unsurprisingly, it was found that the 59 N load
produced significantly higher work outputs than the other two loads, but the criticism
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regarding stored energy can also be levelled at this study, particularly as the subjects
were allowed to accelerate the flywheel to maximum speed either before or during the
test.
The study of McCartney et al. (1983b) also studied average power over a 30 s sprint test
at a steady pedalling frequency. The cadences used were 60, 90 and 140 rev.min- 1 , and
power was measured on an isokinetic ergometer (see above for details). Values for
average power were found to be 679, 728 and 702 W for the three speeds, equating to
work outputs of 20.37, 21.84 and 21.06 U, and these figures were not significantly
different from each other.
McCartney et al. (1986) used the same ergometer to measure work output in intermittent
exercise. Four 30 s work bouts were carried out, separated by rest periods of 240 s.
Figures for the work outputs were only shown graphically, but fell from approximately
21 kJ to 12 kJ in the first to third bout, but then rose slightly to approximately 12.5 Id in
the last exercise period.
Unfortunately, most of these tests suffer from the same problem - the quantification of
the aerobic component of the work performed. Obviously, the fraction of work provided
will increase in the longer tests (such as Katch's 120 s. protocol), but it is questionable
whether a short duration (less than 30 s.) would be able to measure the total capacity of
the glycolytic pathway. Golinick and Hermansen (1973) give percentage values for the
aerobic energy supplied as 17, 40, and 60% for tests lasting 10, 60 and 120 s.
respectively. Medbø and Tabata (1989) agree, but provide figures of 30, 47 and 65 %
aerobic contribution for tests of 30, 60 and 120-180 s. It therefore would seem that to
measure the anaerobic capacity (particularly of the 'lactacid' system), the aerobic energy
contribution must also be calculated.
2.5 Conclusions
It would appear that there is no single test that can measure maximal anaerobic power
and capacity (and thus the power of the ATP-PC and glycolytic pathways)
simultaneously (Vanderwalle et al, 1987). It has been suggested that the Wingate
Anaerobic test is the most suitable for this purpose, but this test also has limitations;
these include the acceleration and deceleration of the flywheel, the aerobic component of
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the test (up to 28% according to Bar-Or, 1981), the differences in mechanical efficiencies
of subjects and the motivation required. Vanderwalle et al (1987) state that it may be
more beneficial simply to collect maximum anaerobic power and force-velocity data
(such as McCartney et al., 1985) due to possible greater accuracy of these type of tests.
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PART TWO - A CRITICAL EVALUATION OF 111E WJNGATE ANAEROBIC
TEST
CHAPTER 3
TI-fE W[NGATE ANAEROBIC TEST
This chapter will deal with the problems of simplistic measurements of power, and will
review in detail the most common test used in sport and exercise science laboratories; the
Wingate Anaerobic Test.
The Wingate Anaerobic test (WAnT) was designed by Ayalon et al. in 1974 to be a
measure of anaerobic power which was 'fast, simple, not onerous, easily adaptable for
the arms or legs, can be repeated 2-3 times in the same session, and is convenient for
both the laboratory or the field' (Bar-Or, 1981). The test involved the subject cycling
maximally against a load determined by body weight for a period of 30 seconds. The
number of flywheel revolutions completed every five seconds was recorded, and then
power was calculated by multiplying the flywheel velocity over each five second-period
by the load applied. The indices obtained from the test were as follows; the greatest five-
second power output was termed the "Maximal Anaerobic Power", the total work done
over the 30 second period was called the "Anaerobic Capacity", and the difference
between the maximal and minimal five-second power outputs divided by the time was
named the "Fatigue Index" (Bar-Or, 1981).
The originators of the WAnT attempted to link each of the above variables to metabolic
and biochemical events such as ATP, Creatine phosphate and lactate levels (Jacobs et al.,
1982, Jacobs et al., 1983) and also fibre type characteristics (Inbar et al, 1981). It was
this approach, along with the ease of use of the WAnT, that made this test one of the
most widely used in the determination of an individual's anaerobic power (Lakomy,
1986).
Many investigations of the protocol of the Wingate Anaerobic test were carried out
subsequently by the authors of the original papers, as well as other researchers. These
studies sought to examine the validity, reliability, specificity and sensitivity of the WAnT
in comparison with the other methods of measuring anaerobic power and capacity, some
of which have been outlined in the previous chapter.
The validity of the Wingate Anaerobic Test was one of the areas discussed in the initial
paper by Ayalon et al. (1974), who found correlations ranging from 0.67 to 0.94 when
the WAnT was compared with other tests of anaerobic power, including the Magaria
Step Test, leg and arm 'explosive power'. Other comparisons have been made between
the indices from the WAnT and swimming performance (Inbar and Bar-Or, 1977), sprint
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running performance at various distances from 40m to 600m (Bar-Or, 1981, Inbar and
Bar-Or, 1977, Inbar, et al., 1981), and also laboratory measures of anaerobic
performance including maximal oxygen debt (Bar-Or et a!., 1977), blood lactate (Bar-Or,
1981) and muscle fibre types (Inbar et al., 1981, Bar-Or et al., 1980, Bar-Or, 1981).
Significant correlations from 0.60 to 0.90 between Wingate test indices and other
measures of anaerobic power have been found by the aforementioned studies, thus
indicating that the WAnT is a valid test of anaerobic power.
The test-retest reliability of the WAnT was also reported in Ayalon et al.'s original paper,
with correlation coefficients of 0.91 and 0.93, for legs and arms respectively, being
noted. This aspect of the Wingate test is generally agreed to be one of the advantages of
using this particular test, with other authors finding correlation coefficients ranging from
0.91 to 0.98 (Bar-Or, 1981, Patton et a!., 1985, Vanderwalle et al., 1987)
The specificity of an anaerobic test should be able to highlight differences between
endurance athletes, sprinters, and general populations. Bar-Or (1981) claimed that the
Wingate test was able to differentiate between populations, but gave no details of studies
to support this. Tharp et a!. (1984) compared young sprinters with endurance athletes,
and although no statistics were performed on the data (the number of subjects was too
small), male and female sprinters from 12-15 years had greater maximal anaerobic power
and anaerobic capacity than endurance athletes. Goslin and Graham (1985) correlated
the Wingate indices with VO2max , and found no significant relationship; however,
Mayers and Gutin (1979) found that there was a significant correlation (0.80) between
pedalling rate in the Wingate test and V0 2 max.' suggesting that the Wingate test does not
discriminate between endurance and anaerobic performance.
Bar-Or (1981) also reported three studies in which the WAnT was claimed to be
sensitive to changes in training status. The first (Grodjinovsky et al., 1980) investigated
the effects of eight weeks of two types of sprint training (runs of 40 to 150m and 'short
bursts' of cycling) on anaerobic capacity of 11-12 year old boys. The sprint training
increased the subjects' anaerobic performance by 3-5%, but a control group who did not
train showed no improvement. However, this protocol may be open to criticism as
changes may have been manifested due to the Hawthorne effect (Thomas and Nelson,
1990) and not the training period. Inbar and Bar-Or (1980) also used sprint training on
young adults and found an improvement in anaerobic capacity after 6 weeks. Finally,
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Bar-Or and Geron (1980) investigated the effects of rehabilitation on the anaerobic
performance of paraplegics. Subjects who had resumed an active lifestyle after surgery
were found to improve on the Wingate test, whereas those who remained sedentary
showed no improvement.
Another area of considerable research concerns the optimal loading required to elicit the
greatest maximal anaerobic power and capacity. In the original study, Ayalon et al. stated
that the optimal loading was 75 g.kg' body mass on a Monark ergometer (45 g.kg1
body mass on a Fleisch ergometer). This was supported by Bar-Or in 1981, who
suggested that there might be an 'inverted U' relationship between resistance and
maximal work. Bar-Or did not state, however, whether he was referring to anaerobic
power or to anaerobic capacity. A study carried out by Evans and Quinney (1981) found
that the resistance at which maximal power output was achieved was best calculated by
using regression equations developed from anthropometric measures, weight and leg
volume, rather than a simple body mass ratio as proposed in the original protocol of the
Wingate test. Vanderwalle et al. (1987) argued that this method may be preferable
because the standard Wingate procedure does not take into account active muscle mass,
but noted that other studies (Katch, 1974; Patton et al., 1985) found that leg volume was
of little predictive value. Dotan and Bar-Or (1983) performed a study in which five
different body mass ratios were used (3.43 J.reir'.kg' to 5.39 J.resr*kg-' or 58g.kg' to
92g.kg') and mean and peak power (equivalent to anaerobic capacity and maximal
anaerobic power) were measured and plotted in relation to the resistance setting.
Parabolic curves were evident for mean power, with the zenith of the curve at 5.04
J.rev'.kg' (86 g.k') for women and 5.13 J.rev-'.kg' (87 g.kg 4) for men. The graphs
for peak power, however, did not demonstrate an optimal load, with the peak power
increasing linearly or curvilinearly with increasing resistance. The maximum peak power
was therefore found at the maximum load, and this led the authors to suggest that the
optimal resistance setting lay outside the range of values studied. This finding is based on
the assumption that there is an optimum load for maximal anaerobic power. This
assumption was tested by Godfrey and Jakeman (1984) who repeated the above
protocol, but used loads of 2.94 J.rev*kg' (50 g.kg') to 8.23 J.rev'.kg' (140 g.kg')
body mass. The results again showed a parabolic curve for mean power output, but this
time the optimal resistances were 6.46 J.rev*kg-' (110 g.kg') and 7.05 J.rev-'.k' (120
g.kg-') body mass for women and men respectively, with mean power values being
approximately 10 percent higher than those reported by Dotan and Bar-Or (1983). The
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results for peak power were different from those reported by the previous study,
however. The women attained an optimal loading ratio for peak power of 6.46J.rev-1.kg4
(110 g.kg-'), the same as that found for mean power, but again the men showed a
continual increase, with no optimal loading value being found. The curve also showed no
sign of flattening, thus indicating that an optimal loading for peak power for men might
not be attainable.
A slightly different approach to the problem of optimising the load during maximal
sprints was taken by Nakamura et al. (1985), who proposed that there was a linear
relationship between maximal pedalling frequency and the load applied to the cycle
ergometer. By multiplying this relationship by the load, it was possible for the authors to
obtain a quadratic equation for power in terms of load as shown below;
P=a0 L+a 1 L2	(3.1)
P Power output
a, a 1 = Constants for each subject
L Load applied to ergometer belt
This equation was then solved for the maximum power output resulting in;
_2 / 4a 1	(3.2)
The constants aij and a 1 could be determined from the linear regression between load and
pedalling rate, and so the authors claimed they had found a theoretical way of calculating
the optimum load for maximum peak power. The mean peak power for the group in this
study was 93 OW, achieved at a load of 6.97 J.rev-'.k' body weight. This was a lower
value than the maximum load used in the study of Godfrey and Jakeman (1984) who
failed to find an optimum load for male subjects, suggesting that Nakamura et al.'s
theoretical method may not be correct when practically tested.
The results from studies to determine an optimum load to elicit peak power for the
WAnT would therefore seem at best to be equivocal, and at worst, contradictory. This
phenomenon was explained by Lakomy (1985) in a important study highlighting the
major limitation of the WAnT as proposed by Ayalon et al.(1974). Lakomy stated that
the protocol of the test meant that the acceleration occurring in the first one or two
seconds of the test was not taken into account in the simplistic calculation of power (the
product of the load on the ergometer cradle and the flywheel velocity) used by earlier
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researchers. In a following paper, Lakomy (1986) suggested a method which would
account for flywheel acceleration and thus produce correct power measdrements. This
was performed by carrying out loaded "run-down" tests of the ergometer, and the
subsequent calculation of a regression equation between the load applied and the
deceleration of the ergometer flywheel (Figure 3.1). This deceleration was then taken to
be equal to that necessary to "balance" any acceleration, and thus the acceleration would
be numerically equivalent (but opposite in sign) to the deceleration obtained in the "run-
down" tests. The resulting accelerative load (obtained from the regression equation)
could then be added to the resistive load and thus an "effective load" could be used in the
equation to calculate power. Lakomy found that using this method produced is peak
power outputs approximately 32% higher than those obtained using uncorrected power
calculation, and that over any five-second period (as in the original Wingate protocol)
the corrected values were significantly (P<O.O1) higher than those using the original
methods. Over a thirty second period, however, the values for total work were not
different for the two methods.
Lakomy's method relied on the regression between flywheel deceleration and load
applied to the belt, and this is the major shortcoming of his protocol. He used the load as
the independent variable, and the flywheel deceleration as the dependent variable in his
'run-down' test. However, during his 'modified' Wingate Anaerobic Test, he calculated
the 'effective load' from the acceleration or deceleration that occurred, thus using the
original regression equation to determine the independent variable from the dependent
one. This is a technique which can cause statistical problems, as pointed out by Woledge
(1992).
The second problem caused by Lakomy's regression method is that when the intercept
and slope are calculated, they are both positive. When the independent and dependent
variables are interchanged, the new slope remains positive, but the new intercept
becomes negative. If the new slope is assumed to represent the inertial characteristics of
the flywheel, and the new intercept the friction in the bearings, this results in powers that
are too low because the intercept possesses the wrong sign for the deceleration period
(after peak velocity).
The final limitation of the protocol used by Lakomy is the method by which the flywheel
velocity was measured. A precision D.C. motor with a shaft-mounted rubber tyre was
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Figure 3.1 Flywheel deceleration vs load (afier Lakomy, 1986)
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attached to the ergometer frame with the tyre resting on the flywheel rim. The output of
the motor was the fed to the analogue-to-digital converter of a BBC computer, where
the flywheel velocity was calculated. The contact between tyre and flywheel rim was
assumed to be constant, but this may not be true for two reasons. Firstly, while friction
may often be independent of speed, engineering studies have found that at low pressures
friction is directly proportional to speed, whereas with high pressures and small surface
areas friction is inversely proportional to velocity (Kragelskii, 1965). Thus, the method
of Lakomy which calibrated the D.C. motor at between 50 and 70 pedal rev.niin-' may
not be appropriate for a sprint test in which maximum pedal velocities may exceed 200
rev.min- 1 . The second problem is that constant pressure of the tyre on the flywheel is
difficult to maintain, particularly when the flywheel is of cast design and painted, thus
causing an irregular surface (Yeadon, 1993).
The basic theory underpinning the work of Lakomy was corroborated by a study carried
out by Bassett (1989) who measured the moment of inertia of a Monark ergometer
flywheel, and then used this value to calculate the stored Kinetic Energy in the flywheel
during a Wingate Anaerobic Test. He stated that Lakomy had been mistaken in his
conclusions, however, because his subjects had been allowed to accelerate the flywheel
of the ergometer, whereas Bassett claimed that the test load should only be applied to the
ergometer after the subject had reached maximal velocity, therefore resulting in corrected
powers that were lower than previous methods. The Kinetic Energy due to work done by
the flywheel on the loaded belt, however, was still measured using Lakomy's method of a
loaded run-down test.
Neither Bassett nor Lakomy measured the moment of inertia using a classical unloaded
"run-down" test. Bassett did calculate the moment of inertia of the flywheel by
mathematical sectioning, but unfortunately his paper had numerous errors in the
calculations, making his results incorrect. While this method has a sound theoretical basis
if calculated correctly, it has the disadvantage that the flywheel is assumed to be of
uniform density, an assumption which is difficult to test. Bassett did attempt to calculate
the frictional torque in the chainset and bearings by subtracting the Kinetic Energy due to
work from the total Kinetic Energy available. This resulted in an equation which related
the frictional Kinetic Energy related to the square of the flywheel angular velocity (&), a
formula which has no theoretical basis. Lakomy, in a later paper (Lakomy, 1993) noted a
discrepancy between torques calculated using his corrected measurement and that
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measured using a direct torque transducer, and although he attributed this to frictional
losses, he did not attempt to measure it.
The consideration of these factors (moment of inertia and frictional torque) would have
enabled the correct calculation of torques as given below;
(3.3)Tr = L r g
Tr = Resistive Torque due to load on ergometer belt
L = Load on ergometer belt
r Radius of flywheel
g = Acceleration due to gravity
T1 = I a
T1 Inertial Torque due to flywheel acceleration
I Moment of Inertia of Flywheel
cx Angular acceleration of flywheel
(3.4)
Tf	 (3.5)
Tf Frictional Torque due to bearings
P = O)(Tr + Ti + Tf)	 (3.6)
P Power output from ergometer
0) Angular velocity of flywheel
The need to take into account the flywheel acceleration could, however, be avoided by
the use of an isokinetic ergometer such as those employed in several studies (Sargeant et
al., 1981, McCartney et a!, 1983cz) mentioned in Chapter 2. The validity of sprinting on
an ergometer moving at constant velocity may be questioned, and so the Wingate
protocol on a friction-loaded ergometer would seem to have attractions for testing
cyclists.
In conclusion, it is possible to state that the Wingate Anaerobic Test may still be useftil
for sprint testing, but inertial and frictional characteristics must be also be included when
calculating power output. Whilst Lakomy (1985, 1986) and Bassett (1989) are correct in
their theoretical understanding of these factors, neither has produced a totally
satisfactory method for correcting power output. It is therefore the intention of the
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following three chapters to design and investigate a suitable protocol for the Wingate
Anaerobic Test which attempts to take account of inertial and frictional factors.
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CHAPTER 4
THE MEASUREMENT OF THE MOMENT OF INERTIA OF THE FLYWHEELS
OF FRICTION-BRAKED ERGOMETERS.
4.1 Introduction
As outlined in Chapter 3, in order to calculate the corrected power output of a friction-
loaded ergometer, it was necessary to determine the moment of inertia (I) of the
ergometer flywheel, and also the frictional torque (T f) of the bearing and chainset. These
may be obtained from "run-down" tests involving the equating of Potential and Kinetic
energies during the fall of a weight attached to the fl ywheel. This chapter describes the
method applied to Monark 864 and Monark 814 cycle ergometers (Monark Ltd,
Sweden), the two most common cycle ergometers used in exercise and sports science
laboratories.
4.2 Methods
The apparatus used for the "run-down tests consisted of a Monark ergometer, an Acorn
Archimedes microcomputer (Acorn Computers, Cambridge) and a photo-reflective opto-
sensor (RS components part no. 307-913). The ergometer was modified by placing strips
of black tape 6.5mm wide at equal intervals along the rim of the flywheel, giving 125
black to white changes, which could then be sensed by the opto-sensor (see Figure 4.1.).
This modification was essentially that reported by Lakomy and Wotton (1981), but the
resolution of their study was lower, utilising only 90 black-white changes. The photo-
reflective sensor was then connected to the computer via the circuit shown in Figure 4.2,
so that the sensitivity of the sensor and shape of the output waveform could be modified.
The output of the circuit was interfaced to the 6522 VIA microchip in the Archimedes
computer, and a program (see Appendix 1.1) was written in BBC Basic V that would
count the number of negative-going pulse edges applied to pin PB6 of the 6522 VIA at a
frequency of 5Hz. These data were then stored in an array, and the number of pulses was
calculated for each 200 ms interval.
4.2.1 Procedure
The ergometer flywheel was removed and weighed on a set of calibrated scales (Avery
Ltd, Birmingham). The ergometer was then placed on the balcony of a laboratory so that
the centre of the flywheel was a known height above the ground. A weight of accurately
calibrated mass was attached to a length of string wound around the flywheel and affixed
to a small dowel that had been inserted in the rim of the wheel. The computer program
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Figure 4.1 Sensor and black and white segments on Monark flywheel
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Figure 4.2 Opto-sensor circuit (after R.S. Components)
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was then started and the weight was released so that the flywheel accelerated until the
weight hit the ground. The computer program continued data collection until the wheel
stopped, at which point the collection of data was ended by pressing the space bar. This
procedure was repeated 8 times for each weight and for a range of different masses.
The moment of inertia of the flywheel and the friction due to the bearings was calculated
using the following equation;
Potential Energy of weight = Rotational Kinetic Energy + Frictional energy
m.g.h. = '/2 m.r2 .0) 2 + ½ J•2 + n.f	 (4.1)
m = mass of weight
g = acceleration of gravity (9.807 m.s2)
h = height of weight drop
r = radius of flywheel
CD = Angular velocity of flywheel
I = Moment of Inertia of flywheel
n = number of turns of flywheel
before weight hits the ground
f= frictional torque per flywheel turn
However, after the weight has hit the ground (and the string released from the flywheel),
the only force acting on the wheel is that of friction. If the number of turns before the
wheel comes to rest is n 1 , then the rotational energy of the flywheel (½1.a 2) and the
frictional energy (n 1 .f) may be equated, to give the following formula for the frictional
torque per turn;
f (½I.o2)/n	 (4.2)
This may then be substituted into equation (1) to give a formula independent of an actual
figure for friction;
m.g.h = ½m.r2 . CD2 + ½1.CD2 (1 + n/n 1 )	 (4.3)
The computer monitored the angular displacement (number of turns) of the flywheel
before and after the weight hit the ground. The maximum angular velocity (CD) was
calculated by using the maximum angular displacement which occurred in any one
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sampling interval. This procedure was carried out for two Monark 864 flywheels of
different masses (10.4 kg and 9.75 kg) and for one Monark 814 flywheel (mass 21.8kg).
Two additional tests were carried for the second 864 flywheel in order to calculate the
friction due to chainset and bearings and also that due to a D.C. motor of the type used
by Lakomy (1986). Firstly the protocol was repeated, but with the chain and chainwheel
attached to the flywheel sprocket. In the second additional experiment, a commercially
available precision D.0 motor (R.S. Components part no 336-309 supplied by Concept
II Ltd, Nottingham) was attached to the frame of the ergometer. The shaft of this motor
was fitted with a 38mm diameter rubber wheel which rested on the flywheel rim, as
detailed by Lakomy (1986).
4.3 Results
The results for the first series of rundown tests (first Monark 864) are presented in Table
4.1. The mass of the flywheel used for this test was 10.4kg and the drop height was 4.04
metres (equivalent to 2.678 turns of the flywheel before the weight hit the ground). The
mean moment of inertia (I) of the flywheel in this series of tests was 0.411 kg.m2
(±0 .002). The mean frictional torque was 0.00360 N.m (±0.00008), although the values
increased linearly with angular velocity (r = 0.984).
The results for the second Monark 864 ergometer are shown in Table 4.2. The mass of
the flywheel of this ergometer was 9.75kg, and the drop height was 2.55m (1.579 turns
of the flywheel). The mean moment of inertia (I) of the flywheel in these trials was 0.3 96
kg.m2 (±0.001), and the mean frictional torque was 0.0025 N.m (±0.0003), again
increasing linearly with flywheel angular velocity (r = 0.994).
The 814 ergometer flywheel moment of inertia (I) and frictional torque results are shown
in Table 4.3. The mean moment of inertia was 0.962 kg.m2 (±0.003) and the mean
frictional torque was 0.0029 N.m.rev' (+0.0002), increasing with velocity (r = 0.997).
A graphs of frictional torques plotted against angular velocity for the two 864 and one
814 ergometer is shown in Figure 4.3
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0.3 135
0.495
0.8085
0.984
1.506
667
(±4)
855
(+9)
1255
(±4)
1376
(±8)
1766
(±18)
1167
(±22)
1316
(±16)
1596
(±11)
1658
(±9)
1839
(±10)
Mass	 Revs (r1 1 )	 Time
(kg)	 (s)
Angular
velocity
(rad.s')
7.763
(±0.055)
9.334
(±0.044)
11.622
(±0.034)
12.722
(±0.048)
15.212
(±0.048)
Moment of Frictional
Inertia	 Torque
(kg.m2)	 (N.m)
0.392	 0.00281
(±0.006)	 (±0.00002)
0.416	 0.00338
(±0.004)	 (±0.00004)
0.420	 0.00360
(±0.003 )	 (±0.00001)
0.416	 0.00389
(±0.004)	 (±0.00002)
0.415	 0.00433
(±0.003 )	 (±0.00005)
Table 4.1 Run-down tests for Monark 864 ergometer no. 1
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Mass	 Revs(n1)	 Time
(kg)	 (s)
0.2033	 533	 1461
(±8) (±12)
05004	 994	 1958
(±6) (±10)
0.9976	 1395	 2201
(±10)	 (±13)
1.5063	 1702	 2370
(±7) (±9)
2.0035	 1856	 2405
(±22)	 (±26)
2. 5040	 1986	 2420
(±3 1)	 (±43)
Angular
velocity
(rad.s')
4.996
(±0.031)
7.635
(±0.046)
10.399
(+0.046)
12.284
(±0.057)
13.761
(±0.041)
14.891
(±0.041)
Moment of Frictional
Inertia	 Torque
(kg.m2)	 (N.m)
0.393	 0.00147
(±0 . 005)	 (±0.00002)
0.396	 0.00185
(±0. 005 )	 (±0.00001)
0.395	 0.00243
(±0. 004)	 (±0.00002)
0.399	 0.00282
(±0. 005 )	 (±0.00001)
0.397	 0.00322
(±0.003 )	 (±0.00004)
0.399	 0.00355
(±0.003)	 (±0.00006)
Table 4.2 Run-down tests of Monark 864 no. 2
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Mass
(kg)
0.2033
0.5004
0.9976
1.5063
2.0035
Revs (n1)
395
(±6)
796
(+18)
1224
(±5)
1605
(±12)
1927
(±6)
Time
(s)
1361
(±16)
2012
(±35)
2427
(±21)
2741
(±16)
3000
(±14)
Angular
velocity
(rad.s-')
3.242
(±0.001)
5.0 18
(±0.031)
6.950
(±0.031)
8.4 16
(±0.041)
9.537
(±0.041)
Moment of Frictional
Inertia	 Torque
(kg.m2)	 (N.m)
0.950	 0.00203
(±0. 00 1)	 (±0.00003)
0.960	 0.00242
(±0.011)	 (±0.0006)
0.966	 0.00304
(±0.010)	 (±0.00001)
0.968	 0.00340
(±0.01 1 )	 (±0.00002)
0.969	 0.00363
(±0.009)	 (±0.00002)
Table 4.3 Run-down tests of Monark 814
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Figure 4.3 Graph of frictional torque vs flywheel angular velocity
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Mass	 Revs (n 1 )	 Time
(kg)	 (s)
0.2033
0.5004
0.9976
1.5063
2.0035
2. 5040
88.42
(±0.45)
190.3
(±0.3)
331.4
(±1.0)
455.8
(±1.3)
555.2
(±1.4)
640.0
(±1.9)
212.5
(±3.0)
301.8
(±1.9)
399.6
(±2.0)
473.6
(±1.6)
530.7
(±1.7)
569.3
(±1.5)
Angular
velocity
(rad. s-1)
4.934
(±0.046)
7.667
(+0.048)
10.401
(±0.046)
12.3 18
(±0.048)
13.763
(±0.041)
14.977
(±0.044)
Frictional
Torque
(N.m)
0.00861
(±0.00018)
0.00974
(±0.00011)
0.01026
(±0.00009)
0.01057
(±0.00009)
0.01078
(±0.00008)
0.01114
(±0.00008)
Table 4.4 - Run-down tests of Monark 864 no. 2 with chainset
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Figure 4.4 Graph of frictional torque vs flywheel angular velocity
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Mass	 Revs (n 1 )	 Time
(kg)	 (s)
0.5004
0.9976
1.5063
2.0035
2.5040
3 .00 12
3 .5025
3.9997
4.4832
4.9804
8.73
(±0.03)
18.01
(±0.04)
27.10
(±0 . 0 9)
32.59
(±0.0 8)
40.70
(±0.11)
44.60
(±0.18)
50.55
(±0.20)
53.91
(±0.10)
58.24
(±0.26)
61.28
(±0.16)
15.60
(±0.09)
23.55
(±0.11)
28.83
(±0.14)
31.75
(±0.18)
36.00
(±0.28)
37.62
(±0.35)
39.72
(±0.26)
41.56
(±0.26)
42.60
(±0.18)
43.73
(±0 .2 8)
Angular
velocity
(rad.s-')
7.132
(±0.046)
9.999
(±0.044)
12.033
(±0.032)
13.446
(±0. 048)
14.662
(±0. 050)
15.573
(±0. 009)
16.452
(±0.052)
17. 143
(±0.044)
17.895
(±0.031)
18.347
(±0.047)
Frictional
Torque
(N.m)
0. 1842
(±0.0021)
0. 1750
(±0.0017)
0. 1684
(±0.0010)
0. 1749
(±0.0015)
0. 1664
(±0.0009)
0. 1714
(±0.0008)
0. 1688
(±0.0009)
0. 1718
(±0.0011)
0. 1733
(±0.0007)
0. 173 1
(±0.0009)
Table 4.5 - Run-down tests of Monark 864 no. 2 with chainset and motor
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Figure 4.5 Graph of frictional torque vs flywheel angular velocity
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Table 4.4 shows the results for the second Monark 864 with the chainset attached. The
mean frictional torque for this experiment was 0.0 100 N.m. (±0.0003), increasing linearly
with angular velocity (r = 0.98 1). These data are also shown in Figure 4.4.
The result of the final set of rundown tests is displayed in Table 4.5. The mean frictional
torque was 0.172 N.m (±0.0016), showing a parabolic relationship with increasing
angular velocity (r = 0.880). The data points and regression line are shown in Figure 4.5.
4.4 Discussion
The moments of inertia of the two Monark 864 ergometer flywheels of 10.4kg and
9.75kg were 0.4 11 kg.m2 and 0.396 kg.m2 respectively. The only value available for
comparison with these figures is the 0.4 17 kg.m 2 for a wheel of mass 9.61 kg reported by
Bassett (1989). However, (as mentioned in chapter 3) the volume figures given in
Bassett's paper were not calculated correctly, and the final moment of inertia should have
been 0.411 kg.m2. This value is still greater than those recorded for the flywheels of
greater mass used in the present study. If Bassett's corrected values had been used for
the wheels of 10.4kg and 9.75 kg mass, the moments of inertia would have been 0.445
kg.m2 and 0.417 kg.m2 - differences of 8.3% and 3.8% respectively.
There may be several reasons for this discrepancy. Firstly the string used in the "run-
down" tests may have stretched during the fall of the weight. The weight would have
reached the ground sooner, thus underestimating the height dropped. The angular
velocity may therefore have been lower than expected, because the wheel was not
accelerated over the full drop height. The first of these errors would have reduced the
moment of inertia, whereas the latter would have increased it. The combination of the
two errors would, however tend to cancel each other out. Therefore this explanation
seems unlikely.
A second error could have occurred in the method of sensing flywheel angular velocity.
There were 125 black and white strips placed on the flywheel, and at the lowest velocity
encountered, only approximately 20 of these changes were being sensed in each period.
An error of one gradation would result in a 5% error in angular velocity. This may
account for the error for the 9.75kg wheel, but is too small to explain the 8.3%
difference for the heavier wheel.
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The final error leading to these discrepancies may have resulted from imbalances in the
flywheels being tested. Although of a cast design and thus expected to be of uniform
density, it was clearly observable that each wheel slowed unevenly and stopped in the
same place on each trial. In fact, for the 21.8kg wheel (814 ergometer), a simple
additional trial found that a mass of 0.25 kg had to be added 0.15m from the axle in
order to balance the flywheel correctly. This would contribute an inertia of 0.006 kg.m2,
an error of 0.6% for this wheel. Although the same effects were not so obvious in the
864 flywheels, there was some imbalance evident. It is unlikely, however, that the
magnitude of the error would not be of the order of 8%.
Given the errors in the Bassett's paper, it would seem possible that his corrected figure
0.41 lkg.m2 may be further in error due to incorrect width measurements of the flywheel.
It is impossible to check these figures as each wheel is slightly different, but this might
explain the differences obtained in the present study.
There are no available figures for the moment of inertia of 814 ergometer flywheels with
which to compare the values obtained in this study. Bassett's volume figures cannot be
used for these wheels, as the shape has been altered from that used in the 864 ergometer.
Measurements were made on the 814 flywheel, and the profile that resulted is shown in
Table 4.6. These gave a moment of inertia of 0.954 kg.m 2, a difference of 0.8% from the
"run-down" test mean (0.962 kg.m 2), an error which could be explained by the
imbalances noted above.
In the simple "run-down" tests, frictional torque values increased with increasing load.
One explanation for this is that the "run-down" deceleration of the wheel after the weight
had hit the ground was not linear. This is borne out by the fact that if the number of turns
is multiplied by 47t and then divided by the time ([4irn1]/t), this ought to give the
maximum angular velocity at weight release, a fact pointed out by Nelkon and Parker
(1987). A comparison of these angular velocity values for each weight with the true
angular velocity figures is shown in Tables 4.7a to 4.7c. The two Monark 864
ergometers showed significantly (P<0.05 on two-tailed paired t-test) different measured
and calculated angular velocities, whereas there was no significance for the 814
ergometer. The explanation behind the significant differences is probably that the
frictional torque per revolution is not a constant, but varies during the deceleration
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Distance from	 Thickness of	 Thickness of
centre (cm)	 864 flywheel (cm) 814 flywheel (cm)
	
__________________ (Bassett, 1989)
	 (present study)
	
1.00	 7.980	 6.095
	
2.00	 7.980	 6.095
	
3.00	 7.980	 6.095
	4.00	 1.455	 0.880
	
5.00	 1.075	 0.880
	
6.00	 0.950	 0.880
	
7.00	 0.900	 0.880
	
8.00	 0.880	 0.880
	
9.00	 0.845	 0.880
	
10.00	 0.830	 0.880
	
11.00	 0.810	 0.880
	
12.00	 0.790	 0.880
	
13.00	 0.765	 0.880
	
14.00	 0.760	 0.880
	
15.00	 0.720	 0.880
	
16.00	 0.710	 0.880
	
17.00	 0.685	 0.880
	
18.00	 0.655	 0.880
	
19.00	 0.645	 0.880
	
20.00	 0.635	 0.880
	
21.00	 0.625	 0.880
	
22.00	 1.460	 0.880
	
22.50	 3.720	 3.260
	
23.00	 3.720	 3.260
	
24.00	 3.720	 3.260
	
25.00	 3.720	 3.260
	
25.66	 3.720	 3.260
	
26.00	 1.635	 1.600
Table 4.6 - Dimensions of Monark ergometer flywheels
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Mass	 Measured Angular Calculated Angular
(kg)	 Velocity (rad.s-')	 Velocity (rad.s')
0.3135	 7.757	 7.026
0.495	 9.348	 8.183
0.8085	 11.646	 9.912
0.984	 12.730	 10.397
1.506	 15.209	 12.047
P<0.05
Table 4.7a -Monark 864 ergometer no. 1
Mass	 Measured Angular Calculated Angular
(kg)	 Velocity (rad.s') 	 Velocity (rad.s')
0.2033	 4.995	 4.566
0.5004	 7.635	 6.380
0.9976	 10.399	 7.967
1.5063	 12.284	 9.022
2.0035	 13.761	 9.697
2.5040	 14.892	 10.339
P<0.01
Table 4.7b -Monark 864 ergometer no. 2
Mass	 Measured Angular Calculated Angular
(kg)	 Velocity (rad.s 1 )	 Velocity (rad.s')
0.2033	 3.242	 3.649
0.5004	 5.018	 4.987
0.9976	 6.950	 6.339
1.5063	 8.412	 7.352
2.0035	 9.537	 8.066
NS
Table 4.7c -Monark 814 ergometer
Table 4.7 - Comparison of measured and calculated flywheel angular velocities for three
ergometers
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period. This is supported by Kragelskii (1965) who noted that this method was only valid
if friction was independent of speed.
Regression analysis showed that the frictional torque was linearly related to the angular
velocity, and this is supported by Cannon (1967) who stated that frictional moments (or
torques) in a dynamic rotating system showed a linear relationship with the relative
angular velocity of the moving surfaces. Cannon also noted that in some cases
(depending on the state of lubrication of the bearings), a squared relationship between
frictional torque and angular velocity provided a better fit.
When the chainset was attached, the same phenomenon of increasing frictional torque
with increased drop mass was observed.
This was not the case, however, when using the D.C. motor attachment. Frictional
torque showed a parabolic relationship with increasing velocity using this apparatus. The
frictional torque in this experiment will depend not only on the bearings and chainset, but
also on the 'rolling resistance' of the rubber wheel of the D.C. motor. Whitt and Wilson
(1974) have noted that this resistance is proportional to the square of the angular
velocity of the wheel plus a constant term. This would support the finding that the best
fit for the D.C. motor friction data was the second order polynomial (y = 0.000261 x 2 -
0.00757 1 x + 0.2246, r = 0.880).
Previous papers in this area are unable to confirm or refute this evidence on frictional
torque. The studies of Lakomy (1985,1986) did not measure the friction, but in his most
recent study (Lakomy, 1993), he alludes to friction as being a constituent part of an error
of 0.48 to 0.79 N.m between flywheel and pedal torques during steady state cycling.
There was no information whether this error was related to an increase in angular
velocity. In his PhD thesis (Lakomy, 1988), he quotes Astrand (1971) as stating that the
chain drive may provide resistances as high as l75kpm.min' (28.6W) at high work.loads,
but further he (Lakomy) states "... assuming negligible losses, the torque being applied to
the flywheel is equal to the torque being applied by the subject", thus contradicting
himself with regard to friction.
Bassett's study (1989) stated that there was a direct linear relationship between Kinetic
Energy due to friction and the square of the flywheel angular velocity 	 = 0.00043
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Mass	 K.E.total	 K.E. work	 K.E.work	 K.E.friction
(kg)	 slope	 slope	 correlation	 slope
______________	 (J.rpm-1)	 (J.rpm')	 ______________	 (J.rpm-1)
0.5004	 0.0021713	 0.0018684	 0.9998	 0.0003029
0.9976	 0.0021713	 0.0019591	 0.9999	 0.0002122
1.5063	 0.0021713	 0.0019955	 0.9999	 0.0001758
2.0035	 0.0021713	 0.0020292	 0.9999	 0.0001421
2.5040	 0.0021713	 0.0020076	 0.9999	 0.0001637
3.0012	 0.0021713	 0.0020182	 0.9999	 0.0001531
Table 4.8 Kinetic energies during deceleration test with Monark 864 ergometer (as
Bassett, 1989)
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Mass	 K.E.total	 K.E. work	 K.E.work	 K.E.friction
(kg)	 slope	 slope	 correlation	 slope
________________	 (J.rpm')	 (J.rpm4)	 ________________	 (J.rpm')
0.5004	 0.0021713	 0.0015546	 0.9998	 0.0006167
0.9976	 0.0021713	 0.0017803	 0.9998	 0.0003910
1.5063	 0.0021713	 0.0018655	 0.9999	 0.0003058
2.0035	 0.0021713	 0.0019146	 0.9999	 0.0002567
2.5040	 0.0021713	 0.0019453	 0.9999	 0.0002260
3.0012	 0.0021713	 0.0019574	 0.9999	 0.0002139
Table 4.9 Kinetic energies during deceleration test with Monark 864 ergometer with
D.C.motor attachment (as Bassett, 1989)
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x angular velocity2), which would seem to support the theory of Whitt and Wilson
(1974) noted above. In attempts to replicate this finding, a series of experiments was
performed as outlined by Bassett, and the relationship between K.E. f and the square of
angular velocity determined. Bassett's protocol was performed with and without the D.C.
motor attached and the results are shown in Tables 4.8 and 4.9. While it appears that
there may be a plateau effect in K.E. for the experiment without the motor, this is not
evident with the D.C. motor attached. At best therefore, the method of Bassett to
determine K.E. 1 is inconclusive; at worst is in error.
Other literature is imprecise about losses in chain and bearings. Von Dobeln (1954)
stated that losses in the transmission of a standard bicycle are of the order of 5-10% and
this is supported by Whitt and Wilson (1974). Faria and Cavanagh (1978) and Kyle
(1988) agree with these figures giving 3-5% and "much less than 5%" respectively.
In conclusion therefore, it is possible to state that the 864 flywheels had moments of
inertia of 0.411 kg.m2 and 0.396 kg.m2 . These values were preferred to those calculated
by the method detailed by Bassett (1989), due the methodological problems noted in
chapter 3 and in the results above. The moment of inertia of the 814 ergometer was
found to 0.962 kg.m2, a value which tallied closely with a corrected segmental method.
Frictional torque values were found to increase linearly with increased angular velocity,
but showed a parabolic relationship with angular velocity when a D.C. motor was
attached to the flywheel.
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CHAPTER 5
THE CORRECTED MEASUREMENT OF POWER OUTPUT [N THE WINGATE
ANAEROBIC TEST
5.1 Introduction
This chapter combines the theoretical basis for the use of friction-braked ergometers in
the Wingate Anaerobic test (derived in Chapter 3) with the practical measurement of the
moment of inertia and frictional torque of Monark ergometers as calculated in Chapter 4.
5.2 Methods
A Monark 864 ergometer with a moment of inertia of 0.396 kg.m 2
 and frictional torque
given by the equation in chapter 4 was modified with black and white segments and a
photo-reflective opto sensor (R.S. Components part no. 307-913) as detailed in chapter
4. A precision D.C. motor (R.S. Components part no. 336-309) with a shaft-mounted
38mm rubber wheel was also mounted on the ergometer to read flywheel angular
velocity. Software was then written for an Acorn Archimedes microcomputer which
would measure flywheel angular displacement (from the opto-sensor) at a sampling
frequency of 20 Hz (Appendix 2.1)
Subjects were 6 male Physical Education staff from West Sussex Institute of Higher
Education whose mean mass was 77.5kg (S.E. ±2.29), mean height 1 .82m (±0.02) and
mean age 26 years 8 months (±1 year 9 months). The subjects were admitted to the
laboratory and briefed on the experimental protocol, after which they signed an informed
consent form. Mass and height were then measured, and the ergometer seat was adjusted
to the correct height (so that the knee was flexed less than 20 degrees at pedal bottom
dead centre). Subjects completed a 5 minute wann-up at a power output of 120 watts
with a pedal frequency of 60 rev.min' (flywheel velocity 23.3 rad.s'). At the end of the
warm-up period, the cradle of the ergometer was supported manually while the Wingate
load (0.075 kg.kg' body mass) was applied. The subject was told to maintain pedal
frequency at 60 rev.min', after which a countdown of"3-2-1-GO" was given. At the "2"
of the countdown, the computer data collection was started by the pressing of the space
bar, and at GO the Wingate load was applied to the flywheel belt and the subject
pedalled maximally. The test continued for approximately 32 seconds, after which the
computer indicated that the data had been recorded. The subject then stopped pedalling,
and was given a 5 minute "warm-down" period at a power of 60 watts. The data were
stored on floppy disc for further analysis through specially designed software software
on an Acorn Archimedes microcomputer (Appendix 2.2). In order to remove high-
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frequency noise, flywheel angular displacement was first smoothed by the use of a 4th
Order Reverse Butterworth low pass digital filter with the cut-off set t twice the
maximum pedal frequency. Separate datasets of unsmoothed and smoothed data were
thus generated, and these were then used for the calculation of power output. In
addition to the standard Wingate Indices (5 second Peak power, Work done and Fatigue
Index), peak power output, lowest power output and Time to peak power averaged
over 5, 1, 0.5, 0.25 and 0.05 second were determined for both the uncorrected and the
acceleration-corrected Wingate methods
These results were compared using a two-tailed paired t-test with the level of
significance set at 5%.
5.3 Results
The results from the uncorrected and corrected methods are shown in Table 5.1. An
example of the effect of acceleration-correction on raw data (at 20Hz) is shown in Figure
5.1.
Sampling rate was seen to affect the calculation. It was found that corrected is averaged
peak powers were approximately 18% (P<0.001) greater than uncorrected ones, and this
rose to 69% (P<0.001) when single sample (0.05s) values were used. The acceleration-
corrected time to peak power was achieved 2.00 seconds earlier for the is figures, and
2.17s for the 0.05s data. A typical trace for one subject (number 5) showing is
uncorrected and corrected data is shown in figure 5.2.
The Wingate test indices were also altered by acceleration-correction, with the maximal
anaerobic power being underestimated by 17% (P<0.001). The anaerobic capacity
(defined as the total work done over the 30s of the test) was only 4% different between
uncorrected and corrected data, but this was still significant at P<0.001. The fatigue
index (the percentage difference between highest and lowest 5s power outputs) was also
increased by using the corrected value from 3 1.97% to 42.30%, which was also
significant to P<0.001.
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Sampling Interval (sec
1	 0.5
891	 894
44	 44
513	 503
6	 11
3.83	 3.33
0.17	 0.21
0.05
906
43
484
14
2.67
0.19
0.25
897
44
498
10
3.21
0.31
5
818
41
548
10
7.50
1.12
695
25
818
41
20850
746
31.97
4.24
PPO (W)
LPO (W)
Time to
PPO (s)
Average
Power (V
PPO (W)
Work (J)
Fatigue
Index (C
pling Interval (sec
1	 0.5
1048	 1076
49	 55
493	 455
16	 22
1.83	 1.25
0.17	 0.17
0.05
1529
79
159
39
0.60
0.15
0.25
1118
54
418
25
1.29
0.53
5
957
49
553
8
5.00
0.00
722
25
957
49
21669
736
42.3
3.86
0(W)
0(W)
Time to
PPO (s)
Average
Power ('V
PPO (W)
Work (J)
katigue
Index (
Uncorrected data
Corrected data
Table 5.1 Uncorrected and corrected data for Wingate Anaerobic Test
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Figure 5.1 Comparison of Uncorrected and Corrected power output (0.05 s data)
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Figure 5.2 Comparison of Uncorrected and Corrected power output (1 s data)
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5.4 Discussion
The results of this experiment are directly comparable to those of Lakomy (1986), who
also derived corrected and uncorrected values in the Wingate test, albeit using a different
method (see next chapter). Times to peak power were exactly the same as Lakorny's
study (2.00s for is-averaged values), but is and Wingate maximal anaerobic power
differences (32% and 29%) were nearly double those reported in this experiment (18%
and 17%). However, Lakomy's uncorrected powers appeared very low (mean of 730W
compared with 891W in this study) due to the light resistive loads on the flywheel (47N
compared with 57N in the present experiment), thus giving greater opportunity for
acceleration-derived power to influence results.
Table 5.2 shows the statistical results of the paired t-tests, and it can be seen that all
differences are highly significant with the exception of the 5s and is lowest power
output. The reason for this could be that by the time the final period (either 5s or is) is
reached, no acceleration or deceleration of the flywheel is occurring over these time
intervals. There is an increasing level of significance as the averaging interval is reduced,
thus showing that within stroke variations are short-lived and only detectable by high-
frequency sampling. The effects of these within stroke variations are shown in Figure
5.3. The effects of 0.5s and O.05s averaging are shown (after Lakomy, 1986), and the
separate pedal strokes are clearly noticeable.
The data shown in Figure 5.4 show the effect on the raw data (0.05s) of the smoothing
routines shown.
Lakomy (1988) stated that after peak angular velocity is reached, the corrected powers
are lower than the corresponding uncorrected ones, due to the ergometer returning some
of the stored Kinetic energy to the rider. This is theoretically correct, and is supported by
Bassett (1989), but is not shown in the present study, as borne out by Figure 5.2. The
reason for this is that the corrected data includes a term for the frictional torque (Tf), but
this is not included (although it is present) in the uncorrected data. This figure may be as
great as 40W, thus confirming the fact that 5-10% of the total power may be lost in the
drivetrain (Whitt and Wilson, 1974, Kyle, 1988). If this frictional torque is included in
the uncorrected data, a difference as noted by Lakomy does appear. The reason why
Lakomy found a difference, despite including a term for friction in his corrected data but
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not his uncorrected data, may be due to the problems inherent in his loaded 'run-down'
tests. This issue is discussed in chapter 3 and investigated in the next chapter.
In conclusion, it is possible to state that the differences shown between uncorrected and
corrected values in the Wingate test mirrored those of Lakomy (1986), although the
contrasts were not as great. This could have been due to the fact that Lakomy used
lighter subjects (and thus had a smaller resistive load and therefore greater inertial
acceleration), or to the differences in the protocol, equipment and calculations used, a
fact that will be examined in detail in the next chapter.
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PPO (W)
LPO(W)
Time to
PPO (s)
Average
Vork (J)
atigue
ridex (%
5
P<o.00i
NS
P<O.05
P<o.001
P<o.001
P<o.001
P<O.00 1
mplingInterval (s)	 __________ _________
1	 0.5	 0.25	 0.05
P<o.001	 P<0.o01	 P<0.001	 P<0.001
NS	 P<O.05	 P<0.005	 P<0.001
P<o.0o1	 P<0.001	 P<0.0O1	 P<0.001
Table 5.2 Significances for paired t-test (one-tailed)
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Figure 5.3 Effect of averaging on power output
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Figure 5.4 Effect of smoothing routines on power output
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CHAPTER 6
A COMPARISON OF THE COLEMAN AND LAKOMY METHODS FOR THE
ACCELERATION-CORRECTION OF THE WThGATE ANAEROBIC TEST
6.1 Introduction
This set of experiments sought to investigate the modified Wingate test by contrasting
the method defined in the previous two chapters with that of Lakomy (1985,1986).
Theoretically the two methods ought to give similar results, but because of the
limitations of the Lakomy method discussed in Chapter 3, the exact power output values
of the two corrected methods might be different.
6.2 Methods
A Monark 864 ergometer with flywheel of moment of inertia was 0.3 96 kg.m2 and
whose frictional torque was given by the equation detailed in Chapter 4 was used to
collect the data. The ergometer was modified as mentioned in Chapter 4 by marking 125
black segments on the flywheel and the addition of a photo-reflective opto sensor (R.S.
Components part no 307-913). A commercially available precision D.0 motor (R.S.
Components part no. 336-309, supplied by Concept II Ltd) fitted with a 38mm rubber
wheel was also attached to the frame of the ergometer, with the rubber wheel resting on
the rim of the Monark flywheel. The resulting voltage generated by the motor was input
to the analogue-digital converter of an Acorn Archimedes A3000 computer. Software
(Appendix 2.1) was written in BBC Basic V to read both the negative pulses applied to
the user port and the analogue to digital converter over a 35 second period.
Rundown and calibration tests on the ergometer were also carried out as detailed by
Lakomy (1986) to obtain ergometer variables needed for the Lakomy method of
acceleration-correction.
Subjects were 6 male Physical Education students from Moray House Institute, with
mean (±S.E.) mass of 73.65 (±4.03) kg, mean height 1.77 (±0.03) m and mean age 21
years and 0 months (±11 months). Subjects were required to complete an informed
consent form and medical questionnaire, after which they were weighed. Subjects then
sat on the Monark ergometer, and the saddle height was adjusted to the correct height
(knee flexed less than 20 degrees at bottom dead centre). A warm-up of 120 Watts for 5
minutes was performed before the test commenced. Data collection was started at the
end of the warm-up and the Wingate load (0.075 kg.kg' body mass) was applied
immediately. Subjects then accelerated the flywheel and pedalled maximally for 30
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seconds. The flywheel data were collected at a frequency of 20Hz and then stored on
floppy disc for ftirther analysis. A warm-down of 90 Watts was then carried out until the
subjects had recovered.
Flywheel segment data were analysed using a program (see Appendix 2.2) to calculate
velocity, acceleration, power, corrected power and Wingate indices. The data from the
analogue-digital converter were then stored as separate file that was then input to the
commercially-available software written by Lakomy (1986) (Concept II Ltd,
Nottingham), which gave is values for pedal frequency, uncorrected and corrected
powers. Data from the two methods were then compared using a two-way ANOVA with
two repeated measures and also a two-tailed paired t-test with the level of significance
set at P<0.05. The relationships between the mean values for pedal frequency,
uncorrected and corrected power generated by the two methods were also examined by a
Pearson Product Moment Correlation.
6.3 Results
Table 6.1 and Figure 6.1 show a comparison of the is angular flywheel velocities for the
two methods of calculating corrected power output. The results of the two-way
ANOVA showed a significant difference between each is second interval (Ft j iiie = 245.89,
P<0.001) but there was no significant difference between the Coleman and Lakomy
methods (Fmeth = 0.68, NS). However, there was a significant interaction effect (Ftime x
method i3.64, P<0.00i). The interaction was then investigated using the simple main
effects protocol of Boik (Howell, i992) and Tukey H.S.D. tests, and it was found that
there were only significant differences (P<0.05) at the first and second is time intervals.
This is shown on Figure 6.1 using the normal symbols.
Exactly the same statistical results were found for the pedal frequency data shown in
Table 6.2 and Figure 6.2. This was unsurprising as pedal frequency was calculated
directly from the flywheel angular velocity.
Table 6.3 and Figure 6.3 show the uncorrected power data. Similar statistical
significances (Ftime = 205.88, P<0.00i, Fmethod = 0.33, NS and Ftiiie x method = i4.06,
P<0.001). The simple effects of the interactions were examined, and again only the first
and second is interval showed significant differences (P<0.05).
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Coleman	 Lakomy
Time	 Flywheel Angular 	 Flywheel Angular
(s)	 Velocity (rad.s') 	 Velocity (rad.s')
___________	 Mean	 S.E.	 Mean	 S.E.
1	 38.41	 1.04	 36.75	 1.03
2	 52.06	 1.49	 50.44	 1.58
3	 58.03	 1.06	 56.89	 0.89
4	 59.89	 1.34	 58.98	 1.10
5	 60.73	 1.20	 60.17	 0.97
6	 60.08	 1.19	 59.63	 1.02
7	 59.35	 1.31	 58.84	 1.09
8	 58.36	 1.31	 57.99	 1.07
9	 57.14	 1.37	 56.76	 1.16
10	 55.65	 1.50	 55.28	 1.26
11	 54.24	 1.58	 53.94	 1.32
12	 53.18	 1.24	 52.89	 1.08
13	 52.20	 1.11	 52.05	 0.96
14	 51.19	 1.19	 51.06	 0.99
15	 50.09	 1.12	 49.97	 0.96
16	 49.04	 1.09	 48.93	 0.92
17	 47.98	 1.26	 47.88	 1.07
18	 47,15	 1.16	 47.04	 1.03
19	 46.33	 1.02	 46.19	 1.00
20	 45.31	 1.16	 45.27	 1.11
21	 44.45	 1.25	 44.40	 1.17
22	 43.70	 1.44	 43.67	 1.24
23	 42.82	 1.34	 42.78	 1.20
24	 41.98	 1.33	 41.90	 1.20
25	 41.05	 1.44	 41.06	 1.32
26	 40.18	 1.43	 40.12	 1.34
27	 39.31	 1.54	 39.18	 1.38
28	 38.65	 1.36	 38.56	 1.22
29	 37.27	 1.74	 37.25	 1.58
30	 36.66	 1.75	 36.61	 1.59
Table 6.1 - Flywheel Angular Velocity using Coleman and Lakomy methods
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Figure 6.1 Flywheel angular velocity using Coleman and Lakomy methods
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Coleman	 Lakomy
Time	 Pedal Frequency	 Pedal Frequency
(s)	 (rev.min')	 (rev.min')
	
___________	 Mean	 S.E.	 Mean	 S.E.
1	 98.76	 2.67	 94.48	 2.64
2	 133.84	 3.84	 129.68	 4.07
3	 149.20	 2.71	 146.27	 2.28
4	 153.98	 3.45	 151.64	 2.83
5	 156.14	 3.09	 154.70	 2.49
6	 154.45	 3.05	 153.32	 2.61
7	 152.58	 3.37	 151.27	 2.81
8	 150.04	 3.36	 149.09	 2.74
9	 146.91	 3.53	 145.92	 2.98
10	 143.07	 3.87	 142.13	 3.23
11	 139.46	 4.06	 138.68	 3.39
12	 136.72	 3.19	 135.98	 2.78
13	 -	 134.21	 2.86	 133.83	 2.47
14 -
	 131.62	 3.06	 131.27	 2.54
15 -
	 128.78	 2.89	 128.48	 2.46
16	 126.08	 2.79	 125.79	 2.37
17	 123.35	 3.23	 123.11	 2.75
18	 121.22	 2.97	 120.94	 2.65
19	 119.12	 2.62	 118.76	 2.56
20	 116.49	 2.99	 116.38	 2.86
21	 114.27	 3.21	 114.15	 3.01
22	 112.36	 3.71	 112.27	 3.20
23	 110.08	 3.45	 109.99	 3.09
24	 107.93	 3.42	 107.72	 3.09
25	 105.54	 3.70	 105.57	 3.39
26	 103.31	 3.67	 103.15	 3.44
27	 101.07	 3.96	 100.73	 3.54
28	 99.36	 3.51	 99.14	 3.13
29	 95.83	 4.46	 95.76	 4.07
30	 94.26	 4.50	 94.11	 4.08
Table 6.2 - Pedal Frequency using Coleman and Lakomy methods
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Figure 6.2 Comparison of pedal frequency data for Coleman and Lakomy methods
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Coleman	 Lakomy
Time	 Uncorrected Power	 Uncorrected Power
(s)	 Output (W)	 Output (W)
__________	 Mean	 S.E.	 Mean	 S.E.
1	 534	 30	 512	 31
2	 724	 41	 703	 44
3	 806	 36	 791	 39
4	 829	 29	 818	 32
5	 842	 33	 836	 37
6	 833	 32	 829	 38
7	 822	 30	 817	 34
8	 809	 30	 805	 35
9	 791	 30	 788	 34
10	 770	 27	 767	 31
11	 750	 23	 747	 27
12	 737	 27	 734	 30
13	 724	 31	 723	 33
14	 710	 31	 709	 32
15	 695	 30	 694	 32
16	 682	 29	 680	 32
17	 665	 27	 665	 29
18	 654	 29	 654	 31
19	 643	 30	 642	 32
20	 628	 28	 629	 30
21	 616	 27	 616	 28
22	 606	 26	 606	 27
23	 593	 26	 594	 27
24	 582	 27	 582	 28
25	 569	 27	 570	 28
26	 557	 26	 557	 28
27	 545	 27	 544	 28
28	 536	 26	 535	 26
29	 517	 31	 518	 31
30	 509	 31	 509	 31
Table 6.3 - Uncorrected Power Outputs using Coleman and Lakomy methods
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Figure 6.3 Uncorrected power output data using Coleman and Lakomy methods
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Coleman	 Lakomy
Time	 Corrected Power	 Corrected Power
(s)	 Output (W)	 Output (W)
__________	 Mean	 S.E.	 Mean	 S.E.
1	 842	 61	 668	 53
2	 929	 32	 977	 58
3	 925	 24	 926	 29
4	 900	 29	 856	 27
5	 887	 33	 850	 44
6	 856	 32	 800	 39
7	 847	 29	 788	 34
8	 -	 818	 30	 770	 36
9	 800	 30	 745	 35
10	 774	 22	 720	 29
11	 754	 22	 704	 23
12	 740	 37	 697	 36
-	 13	 737	 35	 692	 39
14	 714	 29	 676	 33
15	 699	 32	 659	 32
16	 687	 25	 646	 33
17	 671	 28	 632	 27
18	 656	 35	 625	 34
19	 650	 31	 614	 34
20	 626	 23	 600	 30
21	 629	 34	 593	 27
22	 604	 22	 586	 29
23	 587	 30	 567	 27
24	 594	 31	 556	 31
25	 571	 28	 546	 28
26	 559	 28	 531	 28
27	 543	 28	 519	 29
28	 530	 27	 518	 24
29	 513	 44	 489	 37
30	 517	 23	 490	 30
Table 6.4 - Corrected power output data using Coleman and Lakomy methods
69
* :- P<0.05
** :- P<0.01
*
T * * *
T*
T-1-
i-I
1000
900
800
I-
C
600
500
O	 Coleman
data
*
rLT
I
—4— Lakomy
data
400 L
0	 5	 10	 15	 20	 25	 30
Time (s)
Figure 6.4 Corrected power output data using Coleman and Lakomy methods
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Correlations between the Coleman and Lakomy methods for these three variables
(flywheel, velocity, pedal frequency and uncorrected power) were 0.999, 0.999, 0.998
respectively.
Table 6.4 and Figure 6.4 show the data for the two methods of correcting power output.
The two-way ANOVA showed a significant difference between is times (F t ,,e = 120.10,
P<0.001), but most importantly, between the two methods (F meth = 26.22, P<0.01).
There was also a significant interaction effect between method and time (Ftjme x methol =
9.77, P<0.001). Once again, the interaction was examined using simple effects and
Tukey H S.D. tests, and significant 'method on time' F values were found for 20 out of
30 time intervals, and these are shown on Figure 6.4.
6.4 Discussion
The ANOVA produced no significant differences between the Coleman and Lakomy
method for the collection of flywheel angular velocity and pedal frequency data. There
was a significant interaction effect, and so this was tested for simple main effects.
Significant differences (P<0.05) for the first 2 data points were noted, but none of the
other differences was significant. This pattern was also observed in the uncorrected
power outputs.
Therefore it may be concluded that any differences in corrected power between the
Coleman and Lakomy methods must be attributable to the calculations being performed,
and not due to the input data (flywheel angular displacement/velocity). The only
comment arises from the discrepancy between the two methods in the first two seconds
of data. This is an important point to note, as most of the acceleration (and thus
correction) will be taking place during this time. It is suggested that the difference
between the two methods is due to the imperfect transfer of the flywheel velocity to the
D.C. motor via the rubber wheel, which supports the suggestion of Yeadon (1993) made
in Chapter 3. An alternative hypothesis is that the D.C. motor is not linear at the high
levels of acceleration. In the Lakomy protocol the motor is calibrated at a steady
pedalling speed of 50 to 70 rev.min- 1 (flywheel angular velocity 19.44 to 27.23 rad.s'),
and it is possible that during rapid acceleration or deceleration the response of the motor
may be slightly curvilinear.
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The significant differences in the first two seconds were only at the lowest level
(P<O.05), and so if larger differences were found in the corrected power data, then this
could only account for part of the disparity between the two methods.
As shown in Figure 6.4, there was a large number of highly significant differences in the
corrected power calculated using the Coleman and Lakomy methods. On investigation,
these may be attributed to two reasons. Firstly, as mentioned in Chapter 3, the method of
using a loaded rundown test to assess the inertia and friction in a Monark ergometer is an
imperfect method due to the problems with the sign of a non-zero intercept in a
regression equation. This would lead to power being underestimated after peak flywheel
angular velocity has been reached. This is clearly observed in Figure 6.4. The power up
to maximum angular velocity should be correct, but this is also appears to be erroneous.
This is due to the second source of error in the Lakomy method. In his software,
Lakomy averages the pedal frequency correctly in each 1 second period, but the
acceleration is calculated by subtracting the previous mean pedal frequency value from
the one being considered. This, however, is not the acceleration which is taking place
over this time interval. In order to obtain this figure, the acceleration between the
beginning and end of this 1 second period should be used in conjunction with the mean
pedal frequency for that time interval. Lakomy's method also causes problems at the
beginning of the data, as the first 1 second period has no previous average to use, and so
the initial pedal frequency data point is used along with first is mean pedal frequency,
thus only actually giving the acceleration for 0.5 second. This explains why the first is
correct power value is always significantly (P<0.00i) lower for the Lakomy method than
that obtained using Coleman protocol.
In conclusion, the ftmdamental theory regarding the need to allow for the
acceleration/deceleration of the ergometer flywheel first proposed by Lakomy (1985,
1986) is correct, and he should be acknowledged for the recognition of this fact.
However, his simple method of determining the moment of inertia and friction of a
Monark ergometer gives incorrect and fluctuating results. The use of any accompanying
software based on this procedure introduces further errors, which compound the
problems using this protocol.
The attempts of Bassett (1989) to calculate the moment of inertia of the flywheel by
mathematical methods is a more exact method than that of Lakomy, but the reported
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data contained errors which made it difficult to assess the accuracy of these calculations.
The methods used to work out the frictional torque can be questioned as to their
reproducibility, and also whether the same results are achieved with loads other than that
utilised by Bassett.
The present study therefore recommends that the moments of inertia of Monark
ergometer flywheels are determined either by mathematical sectioning or unloaded 'run-
down' tests. Frictional torques should be measured by the use of further 'run-down' tests
once the moment of inertia is known, or by driving the ergometer with an electric motor
whose power is measured (Forth 1981).
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PART THREE -TIlE DEVELOPMENT OF FORCE PEDALS FOR USE IN
SPRINT CYCLING
CHAPTER 7
THE DEVELOPMENT OF FORCE PEDAL DEVICES AND THEIR USE iN
STUDIES OF CYCLiNG
7.1 Introduction
The aim of this chapter is to provide a review of one of the most popular methods of
power measurement and technique analysis in cycling - the use of pedal force
measurement devices. The review will not be structured in a strictly chronological
progression, but will group together papers using the various different types of force
pedals available.
7.2 Strain-gauge Pedals
In 1896 Sharp wrote one the first books to deal with the mechanics of cycling - a work
which has since been recognised as the definitive work on the design and construction of
early bicycles. In his book, Sharp gave details of a pedal used by Scott (1889) called a
'Cyclograph' that measured the vertical pressure on the pedal during cycling. A diagram
of the pedal is shown in Figure 7.1, and it can be observed that the pressure on the top-
plate is recorded by a marker on paper carried on a revolving drum. Sharp showed
results obtained using this pedal, which were in the form of force-time traces. Peak
forces of approximately 100 lbs (446 N) were found when a cyclist was cycling at 18
m.p.h. (8.0 m.s'), rising to 150 lbs (669 N) when climbing a hill of 1 in 10 (5.7°) at 4
m.p.h. (1.8 m.s 1 ). Sharp recognised, however, that this design of pedal gave no
information 'as to the varying tangential (original italics) effort on the crank, which is of
course, of more importance than the total pressure on the pedal'. He then referred to
another pedal designed by Mallard and Bardon and reported by Bourlet, but gives no
frirther details of either source.
The first study to use modern equipment to investigate power output and force
application in cycling was that of Hoes et al. in 1968. They designed apparatus which
measured vertical pedal force using strain-gauges on both crank and pedals (Figure 7.2).
Crank position was determined by the use of 8 small magnets placed at 45° intervals
around an aluminium disc attached to the right crank and an induction coil. One of the
magnets had its poles reversed so that Bottom Dead Centre (B.D.C.) could be
distinguished from the other positions. The subjects recruited were members of the
University of Nijmegen Physiology Department, except for one who was a professional
cyclist, and all data were recorded while the subjects were cycling on a Lanooy
ergometer (Lanooy and Bonjer, 1956) at 60 rev.min'. Force and position data were then
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Figure 7.1 - Pedal of Scott (Adapted from Sharp, 1896)
Figure 7.2 Force Pedal of Hoes et al. (1968)
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displayed on an oscilloscope or output to an Elema-Mingograph. Power data were
calculated simply from the crank forces and the first derivative of crank position, as the
pedal-crank angle was not measured. Hoes et al. found that the maximum right crank and
right pedal forces were recorded at 270 degrees past B.D.C. (in other words 90 degrees
past Top Dead Centre), and there were negative forces (i.e. against the direction of
pedalling) exerted between 0 and 180° past B.D.C. (or 180° and 3600 from T.D.C.). By
assuming that the left pedal was out of phase from the right by 1800 (a reasonable
assumption), and that the forces on the left crank and pedal were equal to those on the
right side (a questionable assumption), Hoes et al. were able to calculate the total
propulsive power output over one pedal revolution and found that it ranged from 72.3%
to 123.7% of the power setting of the ergometer.
Dal Monte et al. (1973) designed two pedals using two 'potentio-metric' tension
transducers, combined with high speed (80 Hz) single plane cinematography. A variety
of test procedures was used. Firstly, loads of 1200, 1800 and 2400 kg.m.min' (196, 294
and 392 W) were set with a pedal rate of 90 rev.min-'. Secondly, a load of 2400
kg.m.min-' was held constant while a pedal frequency of 90 rev.min 1 was used in a
sitting position, followed by 120 rev.min' whilst standing. Lastly, a simulated gradient of
10% was used with the cyclist pedalling at a frequency of 60 rev.min-' while sitting and
90 rev.min' in a standing position. Tangential forces were calculated by using pedal
forces and kinematic data, and the total 'tensions' (presumably the total angular impulse)
were compared with those obtained from the ergometer settings. The experimenters
concluded that 'dispersed' forces (i.e. radial to the crank) were great and therefore the
efficiency of the man-bicycle system was due entirely to the structure of the bicycle. The
main criticism of this paper is that the poor grammar (or translation) makes it difficult to
understand at times. The experimenters also gave no further details of the 'potentio-
metric' devices but these were presumably linear track potentiometers which registered
the movement of a top-plate on the pedal. This approach, however, would lead to
problems with possible foot-pedal impulses due to the freedom of movement.
In 1976, Cavanagh and Nordeen reported the use of a specially designed pedal which
could measure normal and tangential forces, but gave no details of its design or
construction. The authors investigated the use of 'ankling' techniques using this pedal and
found that foot angles of 50° to the vertical were reported at T.D.C., whereas popular
cycling literature shows angles of 90-100°. However, as this paper was only an abstract,
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there was no ftirther information on other results (such as pedal forces) obtained using
this device.
Soden and Adeyefa (1979) investigated the pedal forces during starting, steady-state
cycling and climbing an incline using a strain-gauged pedal. Calibrations of the pedal
were stated to result in linear load-strain relationships, but there was crosstalk between
normal and shear outputs. The authors reported that this was allowed for in the analysis
of the data. Large forces were recorded during starting (up to 3.1 times bodyweight),
and climbing (3.0 times bodyweight). During level cycling at 434 Watts at 90 rev.min-',
however, maximum normal forces were approximately 78% of bodyweight, rising to 1.0
bodyweight at 772 W at 120 rev.min'. Shear forces were relatively small (only 200-400
N at peak) compared with the normal forces recorded. Unfortunately, these results could
not be resolved into crank forces, nor could the power output be calculated due to the
fact that the position of the pedal relative to the crank was not recorded - a serious
limitation of the study. A second problem was that only three subjects were used, and
although inter-subject results were of comparable magnitude, it was not possible to
generalise to the wider cycling population. Lastly, the results from the trials conducted
outside on a track resulted in smaller forces than those obtained from the ergometer
readings, suggesting possible errors in ergometer calibration.
Brooke et al. (1981) designed two pedals for the simple measurement of normal forces
during steady-state cycling at 60 rev.min 1 . This utilised two strain gauges on pieces of
3mm steel plates which were then mounted as foot plates on the surface of the pedals.
An optical switch was used to measure the crank displacement, but pedal orientation
angles were not monitored. The pedals were then calibrated statically by placing six
known loads up from 45.6 N to 227.8 N on the surface, and a calibration curve was then
drawn. As the paper was a technical note, there were no details of the results, except for
the data generated from one subject. The authors did report reliability coefficients of
0.95 to 0.99, and thus claimed that the system was 'efficient in the collection, display and
storage of data, accurate in itself and results in replicable data when used by human
subjects'. This research has several major shortcomings. Firstly, there was no attempt to
monitor the forces exerted in the F (anterio-posterior) or F (medio-lateral) planes. This
is particularly relevant, as F is an important component of the propulsive tangential
force (resolved to the crank). This leads to the second major defect of the study - namely
that pedal orientations were not measured. Thus resolution of the forces relative to the
77
crank could not be carried out, and furthermore, powers could not be calculated. Thirdly,
the sampling frequency was limited to 50 Hz, to allow for a crank angle resolution of 7
degrees. This could have caused problems in the measurement of high-frequency signals
during the pedal cycle. Lastly, peak forces of 302 N were reported, a value which was
outside the calibration range of the pedals. In conclusion, this study cannot be considered
to have made a major contribution to the measurement of pedal forces and power output
during cycling, as no significant advances had been made on the work of Hoes et al, 13
years earlier.
In contrast, Hull and Davis (1981) designed and constructed an extremely advanced in-
axial pedal dynamometer in order to measure forces in all three dimensions, as well as
pedal moments (Figures 7.3 and 7.4). The pedals used a six-element strain-gauge design,
which while being highly accurate, also caused problems of cross-sensitivity (Gregor et
al., 1991). This was overcome come by the meticulous calibration procedures which
required complex equipment and mathematical calculations. Once this had been carried
out, however, the results produced by this apparatus (Davis and Hull, 1981, Hull and
Jorge, 1985, Bolourchi and Hull, 1985, Redfield and Hull, 1986a, Redfield and Hull,
1986b, Hull and Gonzalez, 1988, Hull et al., 1988, Hull and Gonzalez, 1990) were of a
very high standard, and the pedals were used to investigate a variety of phenomena.
In the study of Davis and Hull (1981) the effects of different shoe-pedal interfaces, and
various power levels on cycling efficiency, pedal orientation and cycling technique
modification were examined. In the first experiment in this study (investigating shoe-
pedal interfaces), it was found that the use of toe-clips and cleats enabled more efficient
cycling (efficiency being measured by the tangential forces divided by the resultant of the
F and F pedal forces) over a greater portion of the pedal cycle, due to the reduction of
negative (i.e. against the direction of crank rotation) torques and the increase of positive
torques due to greater shear (F) capability. This study also found that efficiency
increased at higher power levels, and this was due to smaller negative torques over the
range of 200 to 350° past T.D.C. They pointed out, however, that during actual cycling,
this is outweighed by the increase in air resistance at higher speeds, and the result is that
the total efficiency actually drops. Different pedal orientation angles were used to
examine the effects of foot position on force production and power output, but this
experiment did not find any features representative of all the riders studied. Finally, this
paper investigated the effects of modification of a rider's technique in order to improve
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Figure 7.3 - 6 Axis Dynamometer of Hull and Davis (1981)
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efficiency. The rider was given feedback on modifications to be made, which mainly
consisted of increasing the normal pull and negative shear on the pedal during the
backstroke, and also to increase greater 'ankling' to better utilise the shear load in the
200-270° (past T.D.C.) range. Results showed an improvement in 'performance index'
(efficiency over the 360 degrees of a whole cycle) from 0.29 to 0.38, a claimed saving of
rider exertion of 24%. The only criticism of this design of pedal is that it was highly
complex, and required elaborate calibration procedures. Laboratories without the
specialised equipment required to eliminate and measures cross-sensitivities would not
therefore be able to use this type of apparatus.
The pedal of Hull and Davis (1981) was also used by Borlouchi and Hull (1985). In
addition to measuring pedal forces, the study also sought to examine the forces applied
to the seat and handlebars. These forces were measured using strain-gauges placed at
appropriate points on the seat-pin and handlebars. Subjects pedalled at three different
pedalling frequencies (63, 80 and 100 rev.min-') at a one-leg power output of
approximately 100 W. Unsurprisingly, it was found that maximum vertical pedal force F
decreased as pedal angular velocity increased, due to the fact that the exercise was at
constant power. The peak F2 force occurred at approximately 90-110° past T.D.0 and
was always negative (i.e. pushing down on the pedal). This implied that the cyclist never
managed to pull up on the pedals (despite the use of toe-straps), but that the pedal was
'aiding' the muscle to pull up the leg. As Bolourchi and Hull noted, this 'aid' was of
course provided by the other leg. The F profile showed forward shear during the
downstroke (T.D.0 to B.D.C.), but backward shear during the upstroke. The peak F
forward shear shifted from approximately 30° past T.D.C. at 60 rev.miw' to 100° past
T.D.C. at 100 rev.min* The authors put this down to inertia effects being more
pronounced at higher pedalling frequencies, thus allowing a 'carry-over' effect close to
T.D.C.. It was also noted that although F 2 was the main contributor to the propulsive
crank torque at 90° past T.D.C., the F force could be the largest component during the
recovery (250° past T.D.C. to T.D.C.), due to the steep orientation angle of the pedal.
Handlebar and seat loads (with the exception of the seat lateral moment SMX) showed
two complete cycles in every pedal rotation. This was expected, as both feet take part in
one whole pedal revolution. However, the lateral seat moment SM showed only one
cycle in every pedal rotation, and this was put down to the fact that the hips only perfom
one full lateral oscillation for each pedal cycle. There were two criticisms of this study.
Firstly, as the pedal of Hull and Davis (1981) was used, this meant that the complex
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calibration procedure was again necessary. Secondly, only one pedal was used, and so
information on limb and force asymmetry was unavailable.
Hull and Jorge (1985) again used the same pedal combined with electromyography
(E.M.G.) to investigate further the biomechanics of cycling. A five-bar linkage model
was used to generate static and kinematic moments at the hip, knee and ankle joints.
While the results from this study were interesting, the expected correspondence between
joint moments and muscle activity did not materialise. The authors suggested that this
might be due to the varying of the static moments, and suggested that additional research
should be carried out which held the static moments constant, while varying the
kinematic moments. They also suggested that there might be a pedal frequency at which
the effects of motion and pedal force production would combine to produce minimum
joint moment levels.
This subject was then tackled by Redfleld and Hull (1986a) who examined the
relationship between pedal cadence and joint moments at constant power output (98 W
for one leg) cycling. The bicycle-rider system was again modelled as a five-bar link
system with the same force pedals as used in Hull and Davis (1981), and three different
pedal cadences were utilised (63, 80 and 100 rev.mirr'). Results from this study indicated
that there was a range of pedal frequencies (90-105 rev.miir' for one cyclist and 100-115
rev.min- 1 for another) which minimised the joint moments, thus indicating mechanical
optimal pedalling. The authors pointed out that this rate contradicted the 50 rev.mi&
found by Gaesser and Brooks (1975) as the optimum cadence for physiological
efficiency. The major limitation of the study of Redfleld and Hull (1 986b) was that the
pedal angle data was simulated by a sine wave, due to the errors involved in the
differentiation of raw data. Although a diagram showing the sine wave and the original
data was given, no statistical information was given on the 'goodness of fit' of the
approximation.
Redfield and Hull (1986b) used a different approach to the topic of pedal forces and joint
moments. They used two different joint and muscle optimisation routines (named 'joint
moment cost function' and 'muscle stress cost function') to predict pedal forces and joint
moments. These predictions were then compared to actual data (see Redfleld and Hull,
1986a above) to determine the accuracy of the optimisations. It was found that 'muscle
stress cost function' optimisation gave results which fitted the experimental data better
82
than those obtained by the joint moment cost function'. No information was given,
however, on the statistical fit of the predicted data to the actual data, and in some cases
(particularly hip moments) the discrepancies between prediction and experimental results
were substantial. The pedal angles were again simulated by a sine function, and so the
same criticism levelled at Redfleld and Hull (1986a) can be repeated for this study.
The next work carried out using the dynamometric pedals described above was that of
Hull and Gonzalez (1988). This was another optimisation experiment using a minimum
'muscle stress cost function', but his time the variables being investigated were pedalling
rate and crank arm length. The authors found that for an 'average' man (mass 72.5kg,
height 1.78 m), using standard 170 mm cranks at a one leg power output of 100 W, the
optimum pedalling rate was approximately 100 rev.mirr', a figure which agrees with
those commonly used by competitive road cyclists. When both pedal rate and crank
length were varied, the optimisation gave values of 110 rev.min- 1 and 145 mm for these
two variables. As noted above, these values are not those commonly used by competitive
cyclists. The authors tried to justify this by noting that the minimum cost functions of 90
rev.min- 1 with 185 mm cranks, and 100 rev.min' with 160 mm cranks only differed
slightly (6.7% and 2.4%) from the minimum values noted above. This would suggest that
either cycling practice (built up over approximately 150 years) or the optimisation (based
on 'muscle stress cost function') was in error. Hull and Gonzalez (1988) tried to explain
this by suggesting that the reason why higher pedalling rates (110 rev.min') are not used
in competitive cycling is that this develops extra pressure on the seat due to the inertia of
the increased velocity of the legs. Another reason proposed by the authors was that the
minimum 'muscle stress cost function' did not include the force-length and force-velocity
relationship. This would seem to be a major limitation of this study, as these other
relationships may be more appropriate than the one chosen.
Another paper using data from these pedals was that of Hull and Gonzalez (1990) who
examined the effect of pedal platform height on intersegmental moments of a five-bar
linkage model, utilizing the experimental results from Hull and Jorge (1985). Equations
of motion were generated and then solved theoretically with pedal platform heights being
varied from 4 cm above (in 1 cm intervals) to 4 cm below the pedal spindle, with the seat
height being similarly adjusted to keep the seat-pedal distance constant. A 'muscle stress
cost function' was again used to optimise the analysis. Pedalling speeds of 60, 90 and 120
rev.min- 1
 at a power output of 200 W were input into the equations, and the resulting
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joint moments were determined. It was found that no single height minimised the cost
function for all pedalling frequencies. At 60 rev.min 1 an increased pedal height had an
adverse effect on hip and knee moments, at 90 rev.min-' the knee moment was increased
with a decreased hip moment, and at 120 rev.min-' an increased platform height
produced a beneficial effect, reducing both moments. It was therefore concluded that the
optimum pedal height depended on the pedalling frequency chosen by the rider. Cyclists
who rode at pedalling frequencies above 90 rev.min-' would benefit from an increased
platform height, whereas those who used a cadence below this rate would be better
advised to use a negative pedal platform height. Again, this study was dependent on the
appropriateness of the optimising routines involved. The authors admitted that the
optimisation used in the paper might not be the best method, as the knee and hip
moments were equally weighted - a decision that was totally abritrary.
Another group of researchers to attempt to measure pedal forces while cycling were
those at Pennsylvania State University, led by Cavanagh. Strain-gauged pedals were used
to measure both tangential and normal force components, with the crank and pedal
angles being monitored by geared continuous-turn potentiometers. From these measured
data, it was possible to resolve the pedal forces into two components; the force at right
angles to the crank (named by Lafortune and Cavanagh as the Effective Force FE), and
the force along the crank (FT or the ineffective force). An Index of Effectiveness was
expressed as being the ratio of effective force (FE) to the total crank-resolved force
(FR). These variables were then used to examine the effects of different foot-pedal
interfaces during steady state cycling at 60 rev.min-' at a power output of 150 W
(Lafortune and Cavanagh, 1983), as well as the force application patterns of elite cyclists
at 100 rev.min 1 at 'close to maximum power' and 400 W (Cavanagh and Sanderson,
1988). 'Clock diagrams' showing the pedal forces over the whole pedal cycles, and
'criterion diagrams' in which impulses integrated over each 15 degrees were used to
display data and analyse differences in techniques. However, doubts have been cast
recently on the Index of Effectiveness as a suitable variable for the analysis of technique
by Gregor et al. (1991), who found that the greatest Index of Effectiveness was obtained
using a saddle height of 115% pubic symphysis height, one which would be far outside
the normal range used by cyclists as shown by the important study of Hamley and
Thomas (1967).
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These same pedals were used by a number of other authors. In 1985, Gregor et al.
investigated Lombard's Paradox (the action of a two-joint muscle when the required
moment at one of the joints is in the opposite direction to that caused by the muscle)
during steady-state cycling at 60 rev.min 1 at a power output of 106 W. Joint moments
were then calculated using high-speed cinematography and the output from the force
pedals, and these were combined with E.M.G. in order to identif' muscle actions
throughout the pedal cycle. It was found that the knee extensors are only used with a
positive joint moment (i.e. knee extension) during the first 90° (past T.D.C.) of the
pedalling cycle. In the second quadrant, although the phase was still propulsive
(compared to recovery in the third and fourth quadrants), knee flexor moments were
observed. The authors suggested that even though knee extension was taking place, the
muscle activity must be eccentric, due to the fact that force vector from the pedal
actually passed in front of the knee, thus trying to extend it. This showed that Lombard's
paradox was therefore not occurring at the knee in the second half of the propulsive
phase during cycling.
Sanderson (1986) designed and built a system for giving riders pedal force and
effectiveness feedback during cycling, again using the pedals of Lafortune and Cavanagh
(1983). This was then utilised by Sanderson and Cavanagh (1990) to modify the riding
techniques of recreational cyclists. In this experiment, the authors gave 'on-line' feedback
during a 90° segment of the recovery (from 225 to 315° past T.D.C), and the aim of the
cyclists was to reduce their negative force to zero during this period. After ten days of
training it was found that the three cyclists who had used the feedback system had
significantly reduced their negative forces (from approximately 50 N to 10 N) whereas
the control group had not altered their forces. However, there are three major problems
with this study. Firstly (as the authors admitted) the question of whether reduced pedal
forces in the 90° sector chosen would actually result in better cycling economy or skill
could not be known. Secondly, forces at other parts of the pedalling cycle were not
measured, and so it is uncertain whether increased forces were being applied at other
crank angles apart from the sector of interest. Lastly, the experimental and control
groups only contained three subjects, and while parametric statistics were carried out on
the results, there could not have been any indication of a normal distribution or equality
of group variances, thus contravening the assumptions required for the use of these tests.
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In the final experiment with these pedals, Sanderson (1991) investigated the influence of
pedalling rate and power output on force application during steady-state cycling. The
cadences chosen were 60, 80 and 100 rev.min-', with power outputs of 100 and 235 W.
There were two groups of subjects, one comprised of competitive cyclists and the other
recreational cyclists. There were very few differences between the two groups in any of
the variables examined (peak forces, torque, angular impulse and Index of Effectiveness
(IE). In the 100 W condition, pedal cadence did not affect torque for either group, but at
235 W larger positive torques were produced, particularly at the 60 rev.min 1 cadence.
Larger positive angular impulses (PAT) were found for the competitive group than the
recreational group, but a more negative NAT (negative angular impulse). The author put
this down to the fact that the competitive cyclists were heavier than the recreational
riders, thus having larger leg mass leading to a greater inertial effect on the recovery.
Sanderson realised the limitation of the IE as a measure of cycling performance, and
found no differences between groups in this variable, although all riders showed a
negative relationship between pedalling rate and IE, but an increase in IE at higher power
output. Sanderson suggested that this might be due to the fact that lB was measured
over the whole pedal cycle, and so negative forces played as larger part proportionally as
those positive propulsive forces, even though the latter were many times larger. He
therefore suggested that an Instantaneous Index of Effectiveness (lIE) be used which
represented the ratio of the effective force to the total force applied at each point in the
cycle. This measure was therefore identical to the measure of Efficiency proposed by
Hull and Davis ten years earlier.
7.3 Piezo-electric pedals
The major criticisms of the pedals used by Cavanagh and co-workers was that no details
were given of strain-gauge placement, nor of the calibration routines performed. Thus it
is impossible to assess the likelihood of cross-calibration problems, as experienced by
Davis and Hull (1981).
It was to minimise this type of problem that Ericson and associated researchers designed
and constructed a force pedal based on a Kistler 925 1A piezo-electric transducer (Figure
7.5). This type of transducer gives highly accurate forces in three dimensions, with little
(<0.2%) crosstalk. The first paper to use this pedal was that of Ericson et al. (1984),
which calculated varus and valgus loads on the knee joint during ergometer
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cycling. They found that despite cycling being recommended as a rehabilitation exercise
after knee surgery, there were still significantly (maximum 24 N.m compared to 20 N.m
for walking) large varus load moments. This could be reduced to approximately 11 N.m
by cycling with the knees close together, but this pedalling style would increase the
valgus loads from 3 N.m to 6 N.m. It was concluded that cycling is probably safer for the
knee joint than walking (as the bodyweight is supported), but that there are still varus
and valgus loads which must be considered.
In 1985, Bratt and Ericson published a major paper which used the piezo-electric pedal
design to calculate joint loads during cycling. In addition to using the pedal, high-speed
(60 Hz) cinematography was used to obtain lower limb kinematic parameters. Cyclists
pedalled an ergometer at a power output of 120 W, at a cadence of 60 rev.min- 1 . Forces
and film record were taken for 5 s of exercise, 30 s after the bout began. A six link
system was used to model the cyclist, with the centre of the hip joint assuming to stay
motionless (a reasonable assumption according to Hull and Gonzalez, 1988, but not
according to Nordeen and Cavanagh, 1975). The results obtained were similar to those
of Redfield and Hull (1 986a) above, except that the dynamic moments were the inverse
of those found by Redfield and Hull, due to a difference in the reference frame co-
ordinates used. The major criticism of this work was that the acceleration of the crank
was assumed to be zero, and that the pedal angles were simulated by a sine function (see
Redfield and Hull, 1986b), with no statistical information on the realities of these
assumptions.
Ericson et al. (1986) extended this study to examine the effects of different pedalling
rates, power outputs saddle heights and foot positions on the hip and knee moments
during ergometer cycling. The results found in this study indicated that an increase in
power caused a significant increase in hip and knee flexor and extensor moments, but
that there was little difference in joint moments with an increase in pedalling, except at
100 rev.min- 1 , when the hip flexor moments increased significantly. Raising the saddle
height reduced the knee flexor moments, but changing the foot position on the pedal
showed no effect on any moments.
The same pedals were used by Ericson et al. (1986) to investigate the power outputs of
knee, hip and ankle muscle groups during steady-state cycling at a frequency of 60
rev.miw 1
 at a power output of 120 W. Power was calculated by multiplying the muscle
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group moment (obtained by the method used in the two previously mentioned studies) by
the joint angular velocity. Peak powers ranged from 30.0 W for the knee fiexors to 110.1
W for the knee extensors. The maximum amount of work was also being performed by
the knee extensors (25.9 J). The anide plantar flexors were mainly involved in eccentric
work (having the highest energy value at 3.4 J and peak power of 11.4 W), with the
other muscle groups performing little eccentric contraction. There were two major
limitations of this study, however. Firstly, only one pedal was used, and so symmetry
between pedalling and non-pedalling legs had to be assumed. This is not necessarily so,
as shown by Daly and Cavanagh (1976) and others. Secondly, crank velocity could not
be determined from the film records, and therefore pedalling rate was assumed to be
constant - an unconfirmed assumption.
The final research performed using this pedal was that of Ericson and Nisell (1988), who
studied the efficiency of pedal forces during ergometer cycling at different power
outputs, pedalling rates, saddle heights and foot positions. Force efficiency in this study
was defined as that used by Davis and Hull (1981), and was determined every 15°. It was
noticed that force efficiency increased with increasing load, but did not alter with
increasing pedal rate, except for a sharp increase at 100 rev.miw 1 . The authors ignored
this fact in the discussion, despite the value being nearly twice that obtained during the
three lower pedal rates. The fact that this phenomenon ocurred at the highest cadence
used would lead one to believe that this may also be true for pedal rates above 100
rev.min-'. The saddle height did not affect pedalling efficiency, but there was a large
decrease (0.044 to 0.020) in efficiency when using a posterior foot position (i.e. one in
which the instep was used) ,compared to an anterior placing using the ball of the foot. It
should be noted, however, that a major limitation of this study was that toe clips were
not used, and this led to efficiencies much lower (typically 0.050 compared to 0.266)
than those reported by other studies (for example, Davis and Hull, 1981) where clips
were used.
It is possible to summarise the major limitations of the pedal used by Ericson and co-
workers. Firstly, only one pedal (the left) was used in all experiments. Daly and
Cavanagh (1976) have shown that there are significant asymmetries (88 to 118%) in
cycling, thus making some of the results of the studies reviewed above questionable.
Secondly, the pedalling rate was assumed to be constant in all studies. As force
generation and effectiveness varies throughout the pedal cycle, this would suggest that
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cranks accelerate and decelerate due to simple Newtonian mechanics. Thirdly, the use of
only one transducer did not enable Ericson and co-workers to determine moments
(particularly M) in addition to forces. Lastly, as Ercison (1987) himself noted, the pedal
was 'not very sophisticated' and so may not have been useful for studies which examined
cycling in detail.
7.4 Miscellaneous designs
Various independent researchers have published single papers on the design and
utilisation of force pedals, and four will be reviewed here. The first is that of Bremble
and Brown (1985), who used a pedal which contained strain-gauges on a top plate (for
vertical force) and in a cantilever sleeve (for the horizontal force) which replaced the
normal spindle sleeve. A photocell was used to measure rear wheel rotation (and thus
crank position), and pedal orientation was determined by a potentiometer fixed to the
pedal frame. No details of pedalling rate or power output were given, but efficiencies
were calculated, and were comparable with those of other studies. The major limitation
of this study was that no actual data were given, apart from some exemplar graphs. The
pedal contained a toe-clip, but the top-plate could not accommodate 'cleated' shoes.
Harman et at. (1987) designed and constructed a pair of different type of strain-gauge
pedals which used a instrumented box arrangements to measure vertical (normal) and
horizontal (named 'frictional' by the authors) forces. The pedals were calibrated over a
range of 0 to 1780 N for vertical forces and 0 to 445 N in the horizontal plane. Pedal
orientation was measured using sine-wave potentiometers which, the authors claimed,
solved the problem of voltage transients at the end of the range of conventional linear
potentiometers. Crank position was measured by a standard linear potentiometer
connected to the crankshaft, with the voltage corresponding to zero degrees set at 15°
below the horizontal. The authors stated that this datum was used because this is the
'position where subjects sitting in the chair have their knees most extended'. The pedals
were interfaced to a minicomputer, with data collected at 100 Hz (if the pedal rate was
60 rev.min'). As the paper was a technical note, no actual data were given, but sample
graphs were shown. There are two criticisms of this design. The first is that there were
no details given regarding strain-gauge placement and therefore possible cross-
calibration problems. Secondly, the choice of the zero position unecessarily complicated
calculations. In addition, most standard continuous-turn potentiometers have a region
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(usually approximately 200) where the angle is not measured correctly. If the zero
voltage position was set at 15° below the horizontal (105° past T.D.C.), this would
encompass the region in which peak forces are applied.Thus crank orientations may have
been erroneous, and thus effective and ineffective forces would be calculated incorrectly.
In order to address the problems of cross-sensitivity experienced when using strain-
gauged pedals, Newmiller et al. (1988) designed a mechanically decoupled force pedal.
This utilised an octagonal strain ring (as first used by Hull and Davis, 1981) which was
decoupled from the pedal spindle and body by thrust bearings. The pedal was calibrated
using the same procedures as those employed by Hull and Davis (1981), and measured
F and F forces, as well as M moments. Continuous turn potentiometers were used to
measure pedal and crank angles, with linear interpolation performed to allow for the
region in which angles were measured incorrectly. A recursive low pass filter was also
implemented to remove any high-frequency noise. Again, this paper was a technical note,
and therefore only sample results were presented. However, this design seemed to be the
ultimate development of the strain-gauged pedal. The only criticisms were that only one
pedal was instrumented, and also that due to the planar nature of the analysis, F forces
and M2 moments could not be measured.
Patterson and Moreno (1990) also designed a pair of strain-gauged pedals to measure
normal and shear forces during cycling on an electrically-braked ergometer at different
loads and frequencies. Power outputs of 100 W and 200 W were used with pedal
frequencies of 40-120 rev.min', and data were collected at a frequency of 400 Hz over
ten crank cycles. As expected, resultant pedal forces (and thus crank forces) decreased
with increasing velocity at both power output levels, and the forces were higher at 200
W than at 100 W. It was also found that the force effectiveness (resultant force/crank
force) decreased as the pedalling rate increased, thus showing less effective pedalling at
higher velocities. The authors attributed this to problems of co-ordination of contraction
and relaxation of the thigh muscles at high velocities - a conclusion reached by Fenn
(1932) over fifty years earlier. In addition, although maximum calibration levels (up to
445 N in the normal direction and 111 N in the shear direction) and crosstalk ('less than
2%') were given, no exact details were presented on the placement of the strain gauges,
thus it was impossible assess the likelihood of cross-sensitivity noted by Newmiller et al.
(1988). In conclusion, this paper was a simple investigation of cycling mechanics, and did
not add significantly to the knowledge in this area.
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Recently, Broker and Gregor (1990) have published studies using two Kistler 9251A
piezzoelectric transducers in one pedal (Figure 7.6). This allowed the measurement of
M,, M and M2 moments, in addition to the orthogonal forces. Crank and pedal
orientations were monitored using continuous-turn potentiometers. Results were similar
to those reported by Davis and Hull (1981), and the authors noted that applied load
location varied during the pedalling cycle, which could significantly affect M
calculations. Wheeler et al. (1992) extended this study in order that different type of
shoe-pedal connections (for example Look and Time pedals) could be used. This study
found that the use of 'clipless float' (Look) designs attenuated the torsional moment (M2)
during cycling at 350 W. This pedal seems to hold significant hopes for the accurate
measurement of pedal forces and moments. The only reservation regarding this design
concerns the structure of the pedal. Kistler piezo-electric transducers require highly rigid
mountings, and judging from the figures enclosed with the two papers mentioned above,
this element may be questioned in these studies.
The same pedals were used by Broker et al. (1990) to investigate whether it was
posssible to modify cycling techniques by the use of extrinsic feedback. The subjects
were eighteen inexperienced cyclists (nine male and nine female) who rode a bicycle at
approximately 125W at a pedal frequency of 75-80 rev.min- 1 . A baseline test for each
subject was performed to assess the shear force exerted. The concept of shear force and
how it affects cycling mechanics was then explained to the subjects. Diagrams of the
shear force produced by typical recreational riders and the criterion shear force required
were also shown. 25 trials of practice were then performed consisting of 30s of cycling
without feedback, followed by 30 s when the subject attempted to match the criterion
force pattern. Subjects were split into two groups, one receiving feedback during the
final 30 s of each trial and the other receivng feedback only during the rest period betwen
trials (i.e. no feedback was given during cycling). These 25 trials were then repeated on a
second day, and then retention of the learning effects was tested 1 week after the first
trial day. Feedback was only given for the right limb, but both right and left pedal ouputs
were measured to assess the effects of feedback on the contralateral limb. Data were
scored by summing (over one pedal revolution) the error between the actual shear force
recorded during cycling and the criterion pattern. It was found that there were significant
differences between the baseline data and the first 15 trials, but after this there was no
improvement. Left pedal scores showed no significant difference over trials or feedback
groups, but exhibited larger errors (mean approximately 200 N.Rad compared to 100
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N.Rad) than the right pedal. After retention (1 week) there was no significant difference
over the two retention tests nor between groups for either right or left pedal, showing
that the criterion pattern had not been forgotten. Furthermore, the authors tested eight of
the eighteen subjects after a further two months and found similar error values.
Therefore, this study appeared to show that a cycling skill could be learned fairly quickly
(within 15 trials), but that extended feedback made little difference to the results. The
skill had not been forgotten over a period of 1 week, but neither had it improved. There
are several criticisms of this study. The authors did not give information on the
derivation of the criterion shear force - whether, for example, it had been obtained from
competitive cyclists or from modelling/simulation. Secondly, the total power had been
set on the ergometer, and it was often found that the right leg increased its power output
during trials. This means the left leg must have decresed its power output, and this may
have affected the cycling mechanics in a different way to the right leg.
7.5 Conclusions
Summarising these papers, it is clear that the area of power output and pedal force
measurement during cycling has received much attention over last decade. The advanced
designs of Hull and Davis (1981) and Broker and Gregor (1990) have made significant
contributions to the understanding of the mechanics of cycling, and the studies of Broker
et a!. (1989), Cavanagh and Sanderson (1991) and Broker et al. (1993) hold out hope for
the modification of pedalling techniques.
Overall, the subject of power measurement during short-term maximal cycling has been
studied in detail by various methods. Examples of these include the Wingate test (Ayalon
et a!, 1974), 'acceleration-compensated' Wingate Test (Lakomy, 1986), isokinetic cycling
(Sargeant et a!., 1981 and McCartney et aL, 1983) and mathematical modelling
(Yoshikuku and Herzog, 1990). However, there have not been any studies carried out to
examine the pedalling mechanics during sprint cycling. Furthermore, the relationship
between the power output measured from pedals and from the ergometer or bicycle
wheel has also not been examined during this type of exercise.
In order to measure accurately the force applied by the cyclist to the pedals (and thus be
able to calculate pedal power and compare it with that determined at the flywheel), it
was necessary to build a pair of force pedals. The strain-gauged pedals reviewed above
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all suffer from limitations of gauge placement and highly complex calibration procedures.
Piezo-electric pedals accurately measure orthogonal components of the applied forces,
but previous designs have suffered from over-simplicity (the studies of Ericson and co-
workers) or possible lack of rigidity (Broker and associates). It was therefore decided to
design, construct and use a pair of rigid piezo-electric pedals to measure forces and thus
calculate pedal power output. This would enable the comparison of direct (pedal) and
indirect (flywheel) methods of computing power output during short-term cycle
ergometry.
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CHAPTER 8
THE DESIGN AND CONSTRUCTION OF FORCE PEDALS
8.1 Introduction
In an attempt to quantify the power output during sprint cycling more precisely, it was
decided to design and construct a pair of force pedals, so that power could be measured
directly at the point of application rather than at the end of a mechanical inertial system.
The use of these pedals would also have the advantage of giving detailed insights into the
pedalling styles of the cyclists being tested, thus highlighting factors such as limb
inequalities or ineffective force application.
In the design stage, previous realisations of force pedals were considered. The types
considered have been reviewed in Chapter 7, and ranged from the simple strain gauge
type of Hoes et al. (1968) and Brooke et al. (1981) to the complex pedals of Hull and
Davis (1985). Piezo-electric transducers of the type pioneered by Ericson (1984, 1985),
were also studied and were thought to have more possibilities than the strain gauge types
due to the validity of force measurement and relative simplicity of calculations. This
view has since been reinforced by the work of Broker and Gregor (1991) and Wheeler et
a!. (1992). These workers have also made use of piezo-electric transducers after early
experimental work with strain gauges (Gregor et al., 1985), and point out that the
utilization of these types of transducers avoids the complicated multi-dimensional
calibration required by strain-gauged pedals such as those of Hull and Davis (1985).
The design requirement was the accurate measurement of forces in 3 dimensions during
pedalling. It was not thought necessary to measure moments about the pedal spindle as
modelling limb movements (Davis and Hull, 1985) was not envisaged, and point of force
application (such as that shown by Broker and Gregor, 1991) was not required, as the
main aim of the force pedals was to test the validity and reliability of power outputs
measured at the flywheel.
8.2 Methods
Two force pedals were designed and are shown in three views in Figures 8.1 to 8.3. The
pedals were machined out of Aluminium alloy L168, which provided a practical
compromise between rigidity and mass. The construction consisted of a rigid 'cradle'
which was connected to the pedal spindle as shown in Figure 8.4. The Force Transducer
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I Potentiometer
Figure 8.1 Force Pedal, plan view (Actual size)
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Figure 8.2 Force Pedal, front elevation view (Actual size)
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Figure 8.3 Force Pedal, side elevation view (Actual size)
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(Kistler 8067/8067 D) was mounted with a polyethylene sleeve, through which was
placed a 18mm bolt. This was then threaded into the pedal 'top-plate' which was
mounted so that it was free to move in three dimensions (although the actual amount of
movement was minimal), and this is also shown in Figure 8.4. Forces in three dimensions
could then be measured - the compressive force (Fr) applied vertically to the top-plate,
the shear force acting medio-laterally towards and away from the crank (F ),), and finally
the antero-posterior shear force acting towards and away from the front of the pedal
(F,). The conventions for the vectors of these forces is shown in Figure 8.5. Due to the
fact that the right and left transducers were mounted in opposite directions with respect
to the front of the ergometer, a positive F, force for the right pedal was towards the
front of the pedal, whereas this was a negative F force in the left pedal. This was
corrected in the software used to calculate pedal forces (see Chapter 11). The forces
therefore used to calculate the 'effective' force relative to the crank (see Chapter 11)
detailed by Lafortune and Cavanagh (1983) were the F and F forces for each pedal.
Although F forces were recorded, they were not used in subsequent calculations.
The pedals were then connected to matched charge amplifiers (Kistler KZ1O8) and then
to a digital multimeter (R.S. Components part no. 611-571) and pre-loaded to 32 kN in
steps of 2 kN. This was to ensure that shear forces were measured correctly during sprint
cycling.
The calibration of the pedals was carried out by static loading, and is detailed in Chapter
12.
8.3 Discussion
Although measures were taken to make the pedals as light as possible, the mass of each
unit (with transducer) was still found to be 1.480 kg. As this was mounted at the end of a
crank of length 0.170 m, there was an inertial load to be taken into account when
cycling. The inertia of each pedal was calculated by multiplying the mass of the unit by
the square of the crank length (m.r2), and this was found to be 0.0428 kg.m 2, giving a
total inertia for both pedals of 0.0856 kg.m2. While this is substantial (21.6%) in relation
to the moment of inertia of the flywheel (typically 0.396 kg.m 2), it must be noted that the
gear ratio of the chain wheel to the flywheel sprocket (3.7 14) meant that the rotational
kinetic energy stored in the pedals would actually be only approximately 5.8% of that of
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Figure 8.4 Schematic diagram of Force Pedal
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the flywheel, and so an adjustment was made of this magnitude in the software used to
calculate power. Cyclists did not report any difficulties or modifications in pedalling style
due the large mass of the pedals, but this must be considered as a possible source of
error.
The pedals were pre-loaded to 32 kN in order to facilitate the correct measurement of
shear forces F and F. This is less than that recommended by the manufacturers of the
transducer (Kistler Instruments Ltd, Winterthur), who suggest a value of 160 kN.
However, this figure is for applications where the shear forces are expected to be much
greater than in this study, and a normal pre-load value would be ten times the expected
maximum shear force. As a pre-load of 32 kN would therefore allow shear forces of up
to 3.2 kN (or 4 times body weight for an average cyclist of mass 80 kg), this level of pre-
load was thought to be sufficient. Other studies (Ericson, 1984,1985, Broker and
Gregor, 1991, Wheeler et al., 1992) do not give pre-load values and so there is no
information of the possible errors in their data due to incorrect F and F values. The
pedals of Broker and Gregor (1991) and Wheeler et a!. (1992) would also appear (from
published figures) to be of very lightweight construction, which while advantageous in
replicating realistic cycling, may have led to errors due to the pedals flexing when under
maximum load. Strain-gauged pedals such as those use by Hull and Davis (1985) do not
have such a great problem in this respect, but require much more careftil calibration for
out-of plane loads (Newmiller et al. 1988).
In conclusion, it is possible to state that the pedals designed fuffilled the design criteria,
and were rigid but of moderate mass, and thus allowed correct measurement of forces in
three dimensions while cycling.
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CHAPTER 9
TIlE MODIFICATION OF A MONARK 864/814 ERGOMETER FOR USE WITH
FORCE PEDALS
9.1 Introduction
As noted in Chapter 4, two of the most common cycle ergometers in use in exercise and
sports science laboratories are the Monark 864 and 814. In their normal condition, these
devices are not well suited for use with racing cyclists. The main alterations that have to
be made are an increased range and sensitivity of seat height adjustment and a modified
bottom bracket of the ergometer to allow the insertion of a standard bearing set, thus
enabling the use of normal cranks and pedals.
In order to use force pedals with Monark ergometers, further alterations had to be made
so that crank and pedal position could be continuously determined whilst cycling was in
progress. This enables pedal forces to be resolved into radial and tangential forces
relative to the crank. This has been tackled in previous studies by the use of magnets
attached to the chainwheel (Hoes et al., 1968, Daly and Cavanagh, 1976),
cinematography (Ericson et al., 1984) or metal cogs (Hull and Davis, 1981, Lafortune
and Cavanagh, 1983).
The modifications detailed below were therefore carried out to meet the two needs
mentioned above.
9.2 Methods
A standard Monark 864 ergometer was modified by the installation of a specially
designed steel cylinder (see Figure 9.1) which was inserted by heat-shrinking into the
bottom bracket of the ergometer. The inside diameter of this insert was such that a
Mavic sealed bearing set (Mavic Ltd, France) fitted tightly. Standard cranks and
chainring (Campagnolo Ltd, Italy) were then added to the bearing set.
A steel seat-pin was then machined, and the original locking screw of the Monark was
filed so that a continuous range of adjustments was available. To this seat-pin was added
a standard racing saddle, which enabled a limited range of horizontal (forward and
backward) movement, as well as tilt and swivel. A set of racing handlebars was then
attached to the ergometer and this allowed a more realistic riding position for the
cyclists. The modified ergometer is shown in Figure 9.2.
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Figure 9. 1 Bottom bracket insert (all dimensions in mm)
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Figure 9.2 Modified Monark 864 ergometer
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In order to measure crank position a nylon 52-toothed cog was mounted on the crank
axle. This then meshed with an identical cog mounted on a servo-mount precision
continuous potentiometer (R.S. Components part no. 173-552). Two identical
potentiometers were mounted on the force pedals with a collar to attach each to the shaft
of the pedal spindle. This arrangement meant that while the body of the pedal
potentiometers remained still, the shafts rotated, thus giving a variable resistance
dependent on pedal orientation. The apparatus for the crank and pedal angle
measurement are shown in figures 9.3 and 9.4.
The three potentiometers detailed above were supplied with 5V from a stabilised power
supply (Heathkit model IP 2710). The output was fed into a differential amplifier input
circuit (as noted by Holland, 1982) shown in figure 9.5 which linearized the outputs
before they were connected to the A-D converter of an Acorn Archimedes A3 10
computer.
To investigate the validity and reliability of this apparatus, crank and pedal angles were
measured in two ways. First, the crank position was determined by measuring the vertical
displacements of the centre of the right pedal spindle and the crank centre. As the crank
length was known (0.170 m), the angle of the right crank from Top Dead Centre could
be calculated by simple trigonometry. The right pedal angle was then assessed by setting
the crank at known angles, and then levelling the pedal using a plumb line and spirit level.
If the top of the pedal was perfectly level, the right pedal angle should be identical to that
of the crank (using the convention of Newmiller et al. 1988). This was repeated for the
left pedal except that the right crank angles were offset by 180 degrees (in other words,
when the right crank was at 90 degrees, the left pedal angle was 270 degrees). Readings
were taken at all angles using the A-D converter described in Chapter 10, and the angles
were correlated to the converter values using Pearson product Moment Correlations and
Linear Regression.
After this was done, the regression lines obtained were used to give crank and pedal
angle, whilst they were recorded on video film in a series of static positions. The X and
Y co-ordinates of the crank spindle centre, pedal spindle centre, front and rear edges of
the pedals were determined by video digitization using a Panasonic AG6220 (Panasonic
Ltd, Japan) video recorder with FOR-A position (FOR-A, Japan) analyser. The crank
and pedal angles were then calculated from the image co-ordinates and compared with
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Figure 9.3 Crank Angle measurement apparatus
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Figure 9.4 Pedal Angle measurement apparatus
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Figure 9.5 Differential input amplifier circuit
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those measured using the potentiometers. Pearson Product Moment Correlations were
then used to assess reliability of the measured data, and a paired t-test was utilised to
investigate differences between video and potentiometer data.
9.3 Results
Results for the crank and pedal angle measurements are shown in Table 9.1. The
regression lines were y=2.8764x+2049.8421, y=2.9429x+2044.1930 and
r2.9106x+2046.9240 where y was the A-D reading and x was crank angle, right pedal
angle and left pedal angles respectively. The correlation coefficients for these three lines
were 0.999972, 0.999950 and 0.999953.
The data for the crank angle measurements and calculations using the video are shown in
Table 9.2. The regression line was y0.9988x+0.2684 (x =video angle,
y=computer/potentiometer angle) with a correlation coefficient of 0.999939. There was
no significant difference between the two sets of data (t = -0.18).
The pedal angles are shown in Table 9.3, with the correlations at each crank angle
detailed in Table 9.4. Correlations were all between 0.999478 and 0.999885, and there
were no significant differences between the video and computer data for any angle.
9.4 Discussion
From the data detailed above, the method for measuring the crank and pedal angles was
found to be accurate and highly linear. Correlations no worse than 0.999478 were found
between computed data and video data, showing a highly significant relationship.
The t-test also showed no significant differences between video and computed data, thus
indicating that the use of potentiometers was a valid method of measuring crank and
pedal angles.
There was a problem in the use of continuous turn potentiometers, although it was not
evident in the angles studied. The potentiometers used only had an electrical rotation of
340 ±4 degrees, thus giving approximately 20 degrees over which the angle could not be
measured. The was overcome by linear extrapolation in the software used for
calculations (see Chapter 11), as described by Newmiller et al. (1988). Although a linear
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Crank Angle	 Crank A-D	 R.Pedal A-D	 L.Pedal A-D
(degrees)	 Reading	 Reading	 Reading
0	 2049	 2049	 2565
20	 2106	 2107	 2628
40	 2164	 2163	 2687
60	 2223	 2221	 2743
80	 2282	 2281	 2803
	
100	 2339	 2338	 2859
	
120	 2396	 2393	 2918
	
140	 2454	 2453	 2981
	
160	 2512	 2512	 3045
	
180	 2568	 2570	 2049
	
200	 2624	 2630	 2107
	
220	 2682	 2688	 2164
	
240	 2738	 2751	 2223
	
260	 2794	 2808	 2281
	
280	 2853	 2869	 2338
	
300	 2910	 2928	 2395
	
320	 2971	 2989	 2452
	
340	 3034	 3051	 2512
Table 9.1 Crank and pedal readings at selected crank angles
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Crank	 Video	 Computer
Angle	 Angle	 Angle
0	 -L06	 1.16
45	 45.00	 45.01
90	 91.11	 90.23
135	 136.94	 135.10
180	 180.77	 180.63
225	 224.94	 225.54
270	 270.00	 269.75
315	 315.06	 316.00
Table 9.2 Comparison of crank angles
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	Crank Angle	 (deg)
Video Computer Video Computer Video Computer Video Compu
180	 180	 225	 225	 270	 270	 315	 315
Crank Angle (deg)
Video Computer Video Computer Video Computer Video
0	 0	 45	 45	 90	 90	 135	 135Pedal
Angle
0
45
90
135
180
225
270
315
Pedal
0
45
90
135
180
225
270
315
-0.21
45.23
94.75
134.92
180.95
228.18
268.73
312.24
-2.25
48.35
90.61
137.74
183.44
226.23
270.62
313.65
-0.21
45.01
89.2 1
135.11
180.33
225.90
270.44
315.66
0.13
44.67
90.58
135.11
180.33
225.21
270.09
314.97
0.00
48.01
87.43
138.01
180.00
225.00
268.03
315.46
-1.67
44.12
94.85
141.00
184.53
224.55
266.57
312.86
	
-0.21	 -1.45	 0.55
	
44.67	 44.14	 44.55
	9 2	 94.29	 90.98
134.43 138.39 135.46
179.99 183.50 180.68
225.21 228.25 225.26
270.44 266.64 270.88
315.66 312.46 314.97
0.10
50.66
94.20
136.79
183.77
226.23
271.33
314.36
0.13
45.01
90.92
135.11
179.99
224.87
270.44
315.66
-0.21
45.01
90.58
135.11
180.68
225.56
270.04
3 16.69
	
-0.21	 0.00	 -0.21	 -1.67
	
46.04	 47.12	 45.35	 45.45
	9 	 93.01	 90.23	 90.81
135.11 137.12 135.11 138.31
180.33 185.44 179.99 181.67
224.83 225.00 225.21 225.00
269.41 270.00 270.09 268.08
316.34 315.00 315.66 314.54
Table 9.3 Comparison of computer and video pedal angles
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Crank	 Correlation	 Paired T-test	 T-test
Angle	 Coefficient	 Value	 Significance
0	 0.999	 0.671	 NS
45	 0.999	 0.908	 NS
90	 0.999	 0.745	 NS
135	 0.999	 0.046	 NS
180	 0.999	 0.268	 NS
225	 0.999	 0.686	 NS
270	 0.999	 0.093	 NS
315	 0.999	 0.808	 NS
Table 9.4 Correlations and t-test results for pedal angles
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interpolation may not be the most appropriate method (spline fitting might be better, for
example), at the portion of the curve (at Top Dead Centre) the cyclist will not be
exerting maximum forces, and so the small errors associated with linearization would be
acceptable.
In conclusion, the use of continuous-turn potentiometers was found to be a valid and
reliable method of measuring crank and pedal angles.
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CHAPTER 10
CONSTRUCTION OF SPECIALISED DATA CAPTURE EQUIPMENT
10.1 Introduction
At the time of the data collection, the only apparatus available for the simultaneous
capture of multiple channels of data were expensive analogue-to-digital (A-D) cards. As
these cards usually provide many more functions than was necessary for this project, and
also because finances were not able to meet the sums required, the experimenter decided
to build a dedicated multi-channel A-D converter which could be simply controlled by an
Acorn Archimedes microcomputer.
The design specification was that the converter should have at least 10 input channels
(three forces on each pedal, both pedal positions, crank position and flywheel velocity),
and that it should have a minimum resolution of 12 bits, in order to provide enough detail
of constantly changing signals. The microcomputer must also be able to sample each
channel at a frequency of at least 100Hz, and programming the converter should be
simple.
10.2 Methods
The basis for the 16-channel, 12 bit converter built for this project was that of Holland
(1982) but due to recent innovations, alternate components were chosen to improve
performance. The circuit diagram is shown in figure 10.1, with the two main
semiconductors being a 12-bit A-D converter (R.S. Components part no AD574AJD,
303-725) and a 16 channel multiplexer (R.S. Components part no. DG526, 300-451).
The supply voltage required for the components (+15V, 0, -15V) was provided by an
encapsulated D.C. power supply (R.S. Components part no. 591-124). The
semiconductors were mounted on a specially designed etched board, whose layout had
been worked out by the use of prototype "bread-board" arrangements. Inputs were
connected to the multiplexer by separate BNC sockets, and the output and control lines
were connected to the Acorn Archimedes computer by 20-way ribbon cables. Figure
10.2 shows the finished device. Due to the advent of TTh circuitry, it was found not
necessary to establish a ground plane (Holland, 1982). It was also not necessary to
include the octal latch mentioned by Holland, as the DG 526 multiplexer incorporated
latching circuits. Details of the control software and timings are included in the next
chapter.
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Figure 10.1 Analogue-to-digital converter schematic diagram
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Figure 10.2 Analogue-to-digital converter
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10.2.1 Testing of A-D Converter
In order to assess the validity and reliability of the A-D converter, tests of linearity,
reliability and channel variability were carried out.
10.2.2 Linearity
In order to asses the linearity of the converter, a variable voltage supply from a bench
power source (Heathkit Model IP-2718) was connected to channel 0 of the input
circuitry. In parallel with this supply was placed a certified digital multimeter (R.S.
Components part no. 611-571), which then monitored the voltage to 0.O1V. The supply
was varied in lv steps, and the A-D reading taken from the computer. Linea.rity was
assessed with a Pearson Product Moment Correlation
10.2.3 Reliability
Due to previous problems with Acorn computers A-D converters (Lakomy, 1989), it
was decided to investigate the long-term drift of the present converter. Therefore, using
the same voltage settings as the previous settings, the A-D readings were taken at
30mins, 90 mins, 150 mins, 180 mins, 1030 mins and 1140 mins after switching on the
equipment. It was expected that any voltage drift would then show up over this period.
The data at each time were compared using a One-way Analysis of Covariance
(ANCOVA, SPSS Software Ltd) and also a Pearson Product Moment Correlation.
10.2.4 Channel variability
To check that input voltages would give identical readings on different channels, the
same protocol as the linearity test was followed, except that each voltage level was
applied to every channel in turn. Data on each channel were compared using a One-way
Analysis of Variance (Microsoft Excel)
10.3 Results
10.3.1 A-D Converter Linearity
The results of this experiment are presented in Table 10.1. The Pearson Product Moment
Correlation was calculated to be r = 0.999, with a regression of y = 200.47 x + 2047.57
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Nominal	 Actual Voltage A-D Reading
Voltage______________ ______________
-10	 -9.99	 47
-9	 -8.99	 246
-8	 -7.99	 447
-7	 -7.02	 639
-6	 -6.02	 838
-5	 -5.00	 1043
-4	 -4.01	 1241
-3	 -3.00	 1445
-2	 -2.04	 1636
-1	 -1.00	 1845
0	 +0.02	 2051
+1	 +1.00	 2249
+2	 +2.01	 2451
+3	 +3.04	 2658
+4	 +4.01	 2853
+5	 +5.00	 3051
+6	 +601	 3254
+7	 +7.01	 3454
+8	 +8.00	 3653
+9	 +8.99	 3851
+10	 +10.00	 4053
-F.S.D	 -10.23	 0
+F.S.D	 +10.23	 4095
Table 10.1 Linearity of A-D Converter
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(y = A-D reading, x = multimeter voltage). The level of significance for this correlation
was better than P<0.001
10.3.2 Reliability
The results for this investigation are presented in table 10.2. Due to the fact that the
voltage levels were not precisely the same for each test, it was necessary use a One-way
Analysis of Covariance. The statistical result obtained for the voltage readings was F =
2.9 x 10 (F = 2.158), indicating that there was no significance difference in the
voltages over time applied to the A-D converter. The ANCOVA result for the A-D
readings was F = 3.4 x 10-6 (F 1 = 2.158), showing again that there was no significant
difference between the A-D converter readings over time.
The correlation matrix in Table 10.3 shows the comparison between A-D readings at
different time intervals. All the correlations were significant to better than P<Z0.001.
10.3.3 Channel Variability
The results for this test are presented in Table 10.4. A one-way ANOVA for the
interchannel variability produced an F-value of 0.00045, which was not significant, thus
indicating that the A-D reading was independent of the channel to which the voltage was
applied. It was also noted in this experiment that there was no observable crosstalk
between channels.
10.4 Discussion
From the results obtained in the above experiments, it is possible to state that the A-D
converter was highly linear, reliable, and gave identical results on each channel. It was
therefore felt that the A-D converter was appropriate for the high-speed sampling of
multiple-channel data. The calibration of sampling frequency will be dealt with in the
next chapter, as will the control software and interfacing.
122
No V A-D V A-D V A-D V A-D V A-D V A-D V A-D
m
V 0mm 0mm	 30	 30	 90	 90	 150	 150	 180	 180 1030 1030 1140 1140
mm	 mm	 mm	 nun mm	 mm	 mm	 mm	 mm	 mm	 mm	 mm
-10 -9.99	 47 -10.01 44 -10.03 39 -10.01 44 -10.01 44 	 -9.98	 48	 -9.98	 48
-9 -8.99 246 -9.00 243 -9.00 244 -8.98 248 -9.01 243 -9.02 238 -9.00 244
-8 -7.99 447 -8.00 443 -8.01 442 -7.99 445 -8.05 434 -8.03 436 -7.97 449
-7 -7.02 639 -7.00 643 -7.00 643 -7.02 638 -7.00 644 -7.04 632 -7.08 625
-6 -6.02 838 -6.00 842 -6.00 843 -6.02 839 -6.03 837 -6.05 832 -6.04 835
-5 -5.00 1043 -5.00 1043 -5.00 1043 -5.00 1042 -5.04 1035 -5.01 1040 -5.01 1041
-4 -4.01 1241 -4.02 1239 -4.05 1233 -4.00 1244 -4.01 1242 -4.02 1239 -4.00 1242
-3 -3.00 1445 -2.99 1446 -2.98 1447 -3.01 1443 -3.00 1443 -2.99 1445 -3.05 1435
-2 -2.04 1636 -2.00 1646 -1.99 1646 -2.01 1643 -2.00 1644 -2.03 1639 -2.03 1639
-1 -1.00 1845 -1.01 1843 -1.01 1844 -1.00 1846 -0.99 1847 -1.00 1846 -1.03 1841
0 0.02 2051 0.01 2049 0.03 2053 0.06 2061 0.08 2064 0.05 2059 0.01 2049
1	 1.00 2249 1.00 2248 1.00 2249 1.01 2251 1.02 2253 0.99 2246 0.99 2247
2	 2.01 2451 2.01 2453 2.00 2449 1.99 2448 2.01 2451 2.02 2454 2.01 2451
3 3.04 2658 3.00 2651 3.00 2651 3.00 2651 3.00 2650 3.03 2657 3.04 2659
4 4.01 2853 4.00 2851 4.00 2851 4.00 2851 4.00 2852 4.05 2862 4.05 2861
5 5.00 3051 5.01 3052 5.03 3055 5.00 3051 5.02 3056 5.02 3057 5.03 3058
6 6.01 3254 6.01 3254 6.00 3252 6.01 3254 6.00 3251 6.00 3253 6.00 3253
7 7.01 3454 7.02 3465 7.01 3454 7.00 3453 7.02 3456 7.01 3456 7.00 3453
8 8.00 3653 8.00 3652 8.05 3662 7.98 3649 7.99 3651 7.99 3652 801 3656
9 8.99 3851 9.05 3862 9.01 3853 9.06 3864 9.02 3855 9.00 3854 9.03 3857
10 10.00 4053 10.04 4058 10.00 4051 10.00 4052 10.02 4055 9.98 4050 10.00 4052
-fsd -10.23	 0	 -10.23	 0	 -10.24 0	 -10.23	 0 -10.23	 0 -10.23	 0	 -10.23	 0
+fsd 10.23 4095 10.22 4095 10.22 4095 10.23 4095 10.22 4095 10.21 4095 10.22 4095
Table 10.2 Reliability of A-D Converter
1 '1
I .)
A-D Reading Time (mm)
0	 I 30	 I 90	 15O	 I 180	 I 1030
0
30
90
150
180
1030
1140
A-D
Reading
Time
(mm)
0.999994
0.999994
0.999995
0.999992
0.999995
0.999994
0.999995
0.999994
0.999992
0.999990
0.999987
0.999992
0.999993
0.999990
0.999987
0.999995
0.999992 0.999993
0.999990 0.999984 0.999993
Table 10.3 Correlations of A-D readings over time.
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V Chan Chan Chan Chan Chan Chan Chan Chan Chan Chan Chan Chan Chan Chan Chan Chan
0	 1	 2	 3	 4	 5	 6	 7	 8	 9	 10	 11	 12	 13	 14	 15
-9.99 49 49 49 49 49 48 48 47 50 49 49 49 49 48 48 47
-8.99 247 247 247 247 247 247 246 245 248 248 247 247 247 246 246 245
-8.02 441 441 441 441 441 440 440 439 441 441 441 441 440 441 440 440
-7.01 642 642 642 642 641 641 641 640 642 642 642 641 642 641 641 640
-6.03 838 838 838 838 838 838 837 836 838 838 837 838 838 837 837 837
-5.00 1043 1043 1044 1043 1043 1043 1043 1042 1044 1043 1043 1043 1043 1042 1043 1042
-4.00 1243 1243 1243 1243 1243 1243 1243 1242 1243 1243 1243 1243 1243 1242 1242 1243
-3.00 1444 1444 1444 1444 1444 1443 1443 1444 1443 1443 1443 1443 1443 1443 1143 1443
-2.00 1644 1644 1644 1644 1644 1644 1644 1644 1644 1644 1644 1644 1644 1644 1644 1644
-1.00 1846 1846 1847 1846 1846 1846 1846 1846 1846 1846 1846 1846 1846 1846 1846 1846
0.00 2047 2047 2047 2047 2047 2047 2047 2047 2047 2047 2047 2047 2047 2047 2047 2047
1.00 2249 2249 2249 2249 2249 2249 2249 2249 2248 2248 2248 2248 2248 2248 2248 2248
2.00 2449 2449 2449 2449 2449 2449 2449 2449 2449 2449 2449 2449 2449 2449 2449 2449
3.00 2647 2648 2648 2648 2648 2648 2648 2649 2649 2649 2649 2649 2649 2649 2650 2649
4.00 2851 2852 2851 2852 2852 2852 2852 2852 2852 2852 2852 2852 2852 2852 2852 2853
5.00 3051 3051 3051 3052 3052 3052 3052 3052 3052 3052 3052 3052 3052 3053 3052 3053
6.02 3255 3255 3255 3256 3256 3256 3256 3257 3256 3255 3256 3256 3256 3256 3257 3257
7.01 3454 3452 3453 3453 3453 3454 3454 3454 3453 3453 3453 3454 3454 3454 3454 3454
8.00 3651 3651 3651 3651 3652 3652 3652 3653 3651 3651 3652 3652 3652 3652 3652 3653
9.00 3851 3851 3851 3852 3851 3852 3453 3853 3851 3851 3852 3852 3852 3852 3852 3853
10.0 4052 4051 4052 4051 4052 4052 4053 4053 4051 4051 4052 4052 4052 4052 4053 4053
Table 10.4 Channel variability of A-D Converter
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CHAPTER 11
THE DESIGN AND IMPLEMENTATION OF THE CONTROL. DATA
COLLECTION AND ANALYSIS SOFTWARE
11.1 Introduction
This chapter deals with the software written to control the analogue-to-digital (A-D)
converter described in the previous chapter, the data collection software required to
obtain the variables during cycling, and finally, the analysis software which enabled the
sampled data to be used to calculate further variables.
All software was written in either BASIC V or ARM assembler on an Acorn Archimedes
A310 or Acorn Archimedes A3000 microcomputer (Acorn Computers, Cambridge).
BASIC V is a highly structured language, using procedure subroutines and parameter
passing as implemented in other high level languages like PASCAL. The use of label-
defined jumps (e.g. GOTO and GOSUB) is no longer accepted as part of structured
BASIC V programming, due to the difficulty in tracing program flow. Variables are also
declared as LOCAL if they are to be used solely in procedures, and variable names are
intended to reflect the use of the contents, thus making understanding of the programs
simpler. ARM assembler is a two-pass compiled machine code (Cockerell, 1987) which
is implemented from BASIC V, thus making the combination of high and low-level
language very simple.
This chapter will have five sections. First, the control of the A-D converter will be
described and then the driving software will be detailed, including a program to calculate
data collection frequency. Thirdly, the cycling test data collection and conversion will be
examined, and fourthly the analysis and output software will be described. Finally general
conclusions will be drawn on the effectiveness and use of the programs
11.2 Control of Analogue-to-Digital Converter
The 12-bit analogue-to-digital converter required 9 control lines (4 for the AD 574
microchip, 5 for the DG526 multiplexer), and 8 data output lines. This was achieved by
using both ports (PA and PB) of the 65C22 VIA microchip inside the Archimedes
computer. Normally, the PA port controls the parallel printer port, and the PB port is not
implemented unless a User Port expansion board (podule) is fitted. Thus, Software
Interrupt commands (SWI) for the printer port were able to be used to control the A-D
converter.
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Set A0 to zero - Full 12
bit conversion
Set Read/Convert to low
- Start Conversion
Select Multiplexer
channel
CE to high - Start A-D
Conversion
Set Read/Convert to high
- Read Enable
Read A-D upper
8 bits (msb's)
Set A0 to high -present
lower 4 bits (lsb's)
Read A-D lower
4 bits (lsb's)
Figure 11.1 - Schematic diagram of control of A-D converter
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The sequence of commands for 12-bit data conversion is shown in Figure 11.1. It should
be noticed that two 8-bit conversions are actually used with the 8 most significant bits
(msb) followed by the 4 least significant bits (lsb) with 4 trailing zeros being presented
separately. This was enabled by 'hard-wiring' the Data Mode Select input of the AD574
to the ground line, thus putting all the data on a single 8-bit data bus (rather than a 12-bit
bus). There were effectively two read cycles; one for the 8 msb's and one for the 4 lsb's.
This meant that two bytes were required for each data point (These would be combined
later in order to save processing time during data sampling). In order to use this method
the 4 lsb's were 'hard-wired' to the 4 msb's, thus enabling both bytes to presented on the
same 8-bit bus.
In order to set the AD574 converter to a full 12-bit conversion (rather than an 8-bit short
cycle), the A0 input must be held 'low' prior to cycle initiation. Following this, the CE
(conversion end) control must be held 'high', the CS (conversion start) must be 'low' and
the Read/Convert must be 'low'.
The Read/Convert control line of the AD574 was connected to the CB2 (Peripheral
Control Register [PCR]) output of the PB port of the 65C22 VIA. This could then be set
'low' (zero volts) by placing a value of 192 in this register, or set 'high' (+5V) by a value
of 224. The 'low' value enabled a conversion to take place (and thus no output to be
placed on the data lines to the computer), whereas the 'high' value enabled the converter
to be read, placing the appropriate values on the data lines.
The next step was to select the DG526 multiplexer channel by the use of the parallel
printer port (PAl to PA4 inclusively). A number between 0 and 18 (in steps of 2) was
placed on these printer outputs, thus giving a value of 0 to 9 on the multiplexer inputs
(for 10 channels). As the enable input of the multiplexer was held 'high' by 'hard-wiring',
the channel was immediately accepted. Along with this selection, the CE (end
conversion) control of the AD 574 was pulsed 'high', thus starting a full conversion.
The Read/Convert was then set 'high' by placing a value of 224 on the PCR of the
computer, and this allowed the reading of the converted values. As the A 0 was still 'low',
this meant that the upper 8 bits were presented. These data had then to be stored in
memory (see the next section for details). A0 was then sent 'high', which allowed the
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lower 4 bits (and 4 zeros) to then be placed on the output bus. This 8 bit byte was then
stored in the next memory array.
This completed one conversion cycle, and this would then be repeated, but with the next
multiplexer channel.
11.3 A-D Converter Driving Software
The program to control the A-D converter was named "ASSEMB" and is shown in
Appendix 4.1. This software, in addition to containing the controlling ARM assembler
code, allowed the measurement of sampling frequency. The basic schematic diagram is
illustrated in Figure 11.2, but as the main aim of the program is simply to drive the A-D
converter, the structure of the main body of the program is very simple, calling only the
procedure to compile the assembly routine.
A diagram of the machine code procedure is shown in Figure 11.2. The first call was to
set the data direction register for port B (DDRB) to inputs (line 420). The SWI calls for
OSl3yte (input and output) and Write_C (writing characters to the current output
stream) were renamed so that the variable names reflected their action in line 460. This
was solely for clarity, as the use of the associated numbers would have been equally as
valid. The registers for variables and controls were named in line 490. These were as
follows; tog% was the register associated with the Start Conversion (CS) control,
count% was a counter for the number of bytes (and the offset for the memory address)
on each 'page', msb% was the register to store the most significant bits of the converted
number, lsbl% was a register for the least significant bits, and offset% was a counter for
the number of channels used. The base memory address for data storage was defined as
variable b%, and e% was the number of 'pages' to be used (16 in this case, giving a total
of 16 x 240 bytes).
OPT pass% was set for the first pass at 0, and at the second pass at 2, which flagged any
compilation errors but suppressed the listing. Lines 610 to 660 set registers to initial
values, and assigned the storage address to register R8. Register R9 was a counter for
the number of'pages' of 240 bytes in which the data was stored. SWI &102 switched on
the parallel printer port, so that the control of the AD 574 and the multiplexer could be
carried out. The value of 192 was sent to the PCR of the computer, and when SWI
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Input
Delay (d%)
Assemble
machine
code
Set Time
to zero
1
Run
in ac bin e
code
"-
Store Time
•.1
Calculate
Frequency
'if
Stop
Figure 11.2 Schematic Diagram of Program "ASSEMB"
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"
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Figure 1 1.3 Diagram of machine code procedure in Program "ASSEMB"
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OSByte was called, the Read/Convert was set 'low' as detailed above. The value of 1 was
assigned to register RU and then SWI Write_C called. As the printer port had been
enabled, this sent the value of 1 to the Character Line Interpreter. This meant that the
next character was sent only to the printer (multiplexer), and not to the screen. This call
(RO =1 and SWI Write_C) was used whenever a value needed to be sent to the printer
port, and will not be described again. The next value sent to the printer was that
contained in the offset% register, which was the channel number. The lines 750 to 770
were used to flush the printer buffer, which allowed the printer port to be ready for the
next characters.
Lines 780 to 840 sent a 'high' level to the Start Conversion (CS) control, starting the
analogue-to-digital conversion. The Read/Convert control was sent 'high' (read enable) in
lines 860-890, and then the actual converted data was read in lines 900-920.
As the 8-bit number read contained the most significant bytes (msb's), line 930 'masked
off the upper 4 bytes, leaving the lower 4 bytes of the 8-bit number in register msb%.
The reason why these lower 4 bytes were stored as the 4 most significant bytes was that
the 4 msb lines were 'hard-wired' to the 4 lsb lines. This number was stored in memory at
a location given by the base value (b% stored in register R8) offset by the value stored in
count%. The method used was pre-indexed addressing (Cockerell, 1987) in which the
memory location is determine by adding the offset to the base location. Line 950
subtracted (with carry) the 'masked' value (i.e. the 4 msbs) from the number on the data
lines. This gave the 4 'middle' bits of the converted value (middle 'nibble'), and was stored
in register lsbl%. A0 was set 'high' in lines 960 to 1030, and this presented the lower 4
bits (and 4 zeros). The byte containing the 4 lsb's and 4 zeros was then read at lines 1040
to 1060. Line 1070 added a value of 2 to the channel to be sent to the multiplexer. The 4
lsb's was added to the middle 4 bytes stored in register lsbl% and stored in register R2
(line 1080). Line 1090 increased the memory offset by 1, and the 8 lsb's were then stored
in the memory given by the address and the offset. The offset was then increased (line
1110) ready for the next time around the loop.
The first branch was initiated at line 1120 in which the channel number held in count%
was compared to the total number of channels (10 multiplied by 2 bytes/channel). If this
branch was not true, the program returned to the loop for the next channel. If the branch
was true, the program moved onto a delay loop, which could be varied to alter the
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sampling frequency (see below). Lines 1180 to 1190 reset the channel and the start
conversion (CS) control line. The next branch was encountered at line 1200 where the
memory offset was compared to the total number of bytes per 'page' (240). If this was
not true, then the program again branched to the main loop, but if true, the memory
offset was reset to zero and 240 was added to the base memory address. The number of
'pages' was also increased by 1, and then this number was compared to the total number
of 'pages' required in line 1250. If the number of 'pages' was less than the total number,
then the program was branched to the main ioop again, but if equal to the required
number of 'pages', the end of the main loop was reached. The printer was then switched
off (S WI & 103), and all registers were returned their original values (line 1280).
The main body of the program dealt with the display and the timing of the machine code
routines. A value for the delay ioop was entered in line 160. The maximum value allowed
for a single variable in ARM assembler is 4095, so this set the lower limit of the
frequency. The system centisecond clock was reset in line 220, and then the machine
code sampling routine was called. As soon as this was finished, the time taken was stored
in the variable 'exp time'. The time in seconds was stored in 'exp_time_secs', and this
value was then used for the frequency calculations in line 290. Each channel was called
12 (number per 'page') x 16 (number of 'pages') times, so this number (192) was divided
by the expired time in seconds. The resulting frequency was then displayed on screen,
and then the program ended.
11.3.1 Results
The frequencies obtained using various values of the delay d% are shown in Table 11.1.
The data fitted a regression line given by the equation y = -0.0080 x + 108.4648 (y =
frequency in Hz, x delay d%) with a correlation coefficient r = -0.996. It was then
possible to use this regression to calculate other sampling frequencies.
11.3.2 Discussion
'Burst' sampling was chosen in preference to 'sequential sampling' as variables had to be
combined in further software (see below), and this method would reduce the time delay
between data points, thus minimising the possible errors due to non-synchronisation of
measurements. It was also found that the program was hardware-dependent, only
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Delay d% Frequency
___ (Hz)
	
128	 109.09
	
256	 107.26
	
384	 105.49
	
512	 104.92
	
640	 103.23
	
768	 102.13
	
896	 100.52
	
1024	 99.48
	
1536	 95.05
	2048	 91.00
	
2560	 86.88
	
3072	 83.48
	
3584	 80.33
	
4096	 77.11
Table 11.1 A-D Converter Frequency
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running at the correct speed in older Archimedes A3 10 computers fitted with the 'Arthur'
operating system. This system was replaced with RISC-OS Version 2 by Acorn in 1988,
and subsequently with RISC-OS 3.0 and 3.1 in 1991 and 1992 respectively, but despite
the manufacturer's claim that these operating systems were faster than Arthur, this was
not the case when running this program. The reason for this is not clear (despite
investigation by Acorn Computers), but the most likely reason would seem to be that the
commands to flush the printer buffer (equivalent to *rx21,3) are routed differently, and
thus the output of data to this port takes much longer. When these commands were
removed, the software ran at the correct speed with the later operating system, but did
not sample the data correctly. This problem makes the program (and the following data
capture software) specific to one model of Acorn computer (which has subsequently
been replaced), and this is a limitation of the software written for this project. In order to
upgrade the software, major revisions would be needed, and this is a subject that will be
attempted in the future. However, for the present project, the software samples data at
the correct rate, and so this will be used in subsequent chapters. It was also noted that
the "MODE" command in line 90 affected the speed of sampling, and that MODE 0 gave
higher frequencies than other modes. Therefore, all sampling routines written in
subsequent programs first altered the mode to MODE 0.
11.4 Data Capture Software
The program to collect data during cycling was named "FPEDAL1O' 1
 and is shown in
Appendix 4.2. The actual data capture was essentially the same as the A-D converter
software described above, and so will not be analysed in detail. The only modification
was that the delay d% was set to a fixed value of 968 giving a frequency of 100Hz, and
the amount of data storage was determined by the user, who specified the total sampling
time required, from which the number of bytes of storage required was calculated.
Library routines for commonLy used procedures such as the screen plinths and colours
(cols_slab), menus and continue (menus_cont) were called in PROClibrary, and these are
also shown in Appendix 4.5. This was adopted so that these procedures could also be
used in other programs (such as the output/calculations).
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The main menu contained four options - Take Data, Plot Graphs, Print Data and Save
Data. The main program structure will be detailed and then each procedure will be
described separately.
The main program loop was started in line 160, after initial screen colours were set and
the mouse was displayed. The main menu was shown in line 220, and the program
waited for a valid response to select one of the options listed above. The main loop was
infinite (UNTIL FALSE), and this means that it continued until the user pressed the
"escape" key or switched off the computer.
The "Take Data" option was served by PROCcapture and PROCassemb. PROCcapture
set the initial screen parameters and prompted the user for the time of data capture
(time_samp). This was then used to calculate the number (a whole integer) of "pages" of
240 bytes required at line 570. The actual time of collection calculated from the rounded
integer number of pages (held in pages%) was then displayed to the user, after which the
machine code (as detailed above) was compiled. There was then a change to MODE 0
(for the reasons outlined in the discussion above) and the user was prompted to press the
space bar to start the sampling. After the data collection, which took place in line 730
(CALL START), the time taken in seconds was stored in the variable exp_time_secs.
This was then shown to the user, as was the calculated sampling frequency. The
procedure then waited for a mouse button to be pressed (PROCmouse_cont) and then
returned to the menu. This data collection could be repeated without leaving the
program, as the data simply overwrote the previous sampling.
It was thought necessary to display the data graphically so that the user could note
whether the data had been sampled correctly. This was achieved in PROCplot, in which
the data channel required was selected by use of a menu (PROCmenu), axes were drawn
(lines 2100-2 140), and then the selected channel plotted. The maximum and minimum
values for plotting were taken as 4095 and 0, as these were positive and negative full
ranges for the analogue-to-digital converter.
The raw data could also be printed out by using PROCprint. The required channel was
first selected, and then data were displayed showing 160 samples on each screen. This
number of samples was chosen as 20 rows of 8 columns could be more neatly formatted
than simply displaying the data with no layout.
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The final option was to save the data for use in further programs. This was carried out in
PROCsave, which also called PROCcat to catalogue the current disc. The storage
medium was 3.5 in floppy disc (in Drive 0) rather than on hard disc as this made the data
more portable. The user was then prompted for a filename and the data was stored
channel by channel.
11.4.1 Data Conversion Software
After the raw data had been stored on disc it had to be converted to the appropriate
units. This was carried out by the use of appropriate regressions for each channel (see
chapters 9,10 and 12). The program (Appendix 4.3) was of simple construction, with
three procedures to recall data, convert data and to save data.
The data saved on disc by the data capture program "FPEDALlO" were recalled using
PROCinput, and the raw data were stored in an array named 'raw'. The data were
arranged in channel number followed by the sample number, or raw(channel, sample).
The conversion program used two regression equations. Firstly, a fixed regression was
utilised to convert the raw data to voltage readings (line 910), and then further
regression were used to modify these voltages to the appropriate units (line 920).
The converted data were then stored on floppy disc under a filename specified by the
user (line 1100). Again, all samples were stored for each channel before the next channel
was saved. This meant that raw or converted data could be used in following programs,
as then storage order was the same for both raw and converted files.
11.4.2 Discussion
The use of two regression procedures may be criticised from a statistical standpoint, as
there will be two sources of error incorporated. This procedure was adopted because the
force pedal was calibrated against voltages, rather than the A-D converter. As the
correlations were for Force-voltage, Crank and Pedal angle-voltage and voltage-A-D
Converter were all highly significant (from 0.999950 to 0.999995), this error can be
considered of the order of 0.006%.
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11.5 Output/Calculation Program
The output and calculation program was named "ANALYSIS" and is shown in Appendix
4.4. Each section and procedure will be described separately, stating its purpose and
outcome.
The program first initialised all variables (as will be explained for PROCinit), called
library procedures in PROClibrary, and then called PROCcols (which had been
previously obtained in PROClibrary).
The main program loop was contained in lines 110 to 210. The outer loop was endless -
whilst this was not particularly elegant, there was a main menu option calling PROCend
which allowed the user to exit from the program. The inner loop of the main program
was between lines 130 and 200, and it was here that the screen mode, the background
and other colours were set and the mouse was turned on. Line 180 called PROCmenu
(see later) and set up a menu of two columns and six rows. Line 200 checked that the
option chosen was valid, and then the menu_select% variable determined which
procedure was to be carried out.
PROCinit was used to initialise global variables and arrays. The main recorded and
calculated variables were held in the three-dimensional array res(4,15,1400). This array
was arranged so as to hold the raw data in res(0j,k), the angular displacements in
res(1,j,k), followed by the first and second derivative of the angular displacement in
res(2,j,k) and res(3j,k) respectively. Further calculated variables which used the
aforementioned stored data are then held in res(4,j,k). There was enough space to hold
16 channels of each derivative, and 1400 samples per channel. The limit to the size of
this array was set by the amount of memory hardware available - at the size used it took
up approximately 656 kilobytes (KB). Other variables initialised in this procedure were
those required to store the maximum and minimum value for each channel, 8 arrays to
store various filtering variables and a string array to hold the titles for each menu item.
The menu titles were then read as data and allocated to this array. The global physical
variables pertaining to the ergometer were also defined at this time. All of the variables
defined in this procedure are shown in figure 11.3
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Variable Name
res(i,j,k)
maxj)
min(j)
Definition
All raw and calculated data
- Derivative
o - Raw Data
1 - Angular Displacements
2 - Angular Velocities
3 - Angular Accelerations
4 - Other Calculated Data
j - Channel number
k - Sample number
Maximum for each channel
Minimum for each channel
sx(k)	 Filter temporary array
xi(k)	 Filter temporary array
alphal(4), alpha2(4)
	
Array holding filter zeros
betal(4), beta2(4)
	
Array holding filter poles
al(4), a2(4), a3(4), a4(4) Arrays holding section coefficients
radius	 Radius of Monark 864 ergometer flywheel (0.257m)
gravity	 Acceleration due to gravity (9.8068 m.s-2)
Inertia	 Moment of Inertia of ergometer flywheel (0.3 96 kg.rn2)
Crank_length	 Length of Crank (170mm)
Pedal_length	 Length of Pedal (66mm)
CGcrank	 Distance of CG of crank from crank spindle (67.5mm)
CGpedal	 Distance of CG of pedal from pedal spindle (22mm)
Mass_crank	 Mass of Crank (186g)
Mass_pedal	 Mass of Pedal (1399g)
Inertia_crank	 Inertia of Crank around crank spindle(0.0019241 kg.m2)
Inertia_pedal	 Inertia of Pedal around pedal spindle(0.00295 11 kg.m2)
Figure 11.3 - Variable names and definitions
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The library procedures dealing with the colour assignments, menu 'plinth' styles, menus,
program flow, algorithms to find maximum and minimum values and user input were
called in PROClibrary. These are dealt with separately in a later section of this chapter.
PROCcat was used to list current files on the disc without having to recall any data. It
simply used the Command Line Interpreter (CLI) to catalogue the floppy disc drive
(numbered 0). PROCmousecont was then called to allow the use to continue the
program flow.
The data saved from FPEDAL1O capture program were recalled in PROCrecall. Local
loop counters were set and then PROCcat was called to show the files available.
However, instead of returning to the menu, the user was prompted for the filename
required. This file was then opened and the number of channels of data, the sample
frequency and the number of samples were stored in variables. The total time of sampling
was then calculated from the last two of these, and the main data were then read into
array res(O,j,k). The file was then closed. The polarity of the left F channel was reversed
so that it had the same sign as the right F channel. This was necessary as the transducer
in the left pedal was rotated through 1800 as compared to the right.
PROCcaic was main pre-smoothing calculation routine. Firstly the local loop variables
were set and then the screen colours were established. There were then three calls of
PROCpotent in order to interpolate the missing 20 degrees of the continuous turn
potentiometers monitoring the crank and pedal angles. The method used was that of
linear interpolation as described by Newmiller Ct a!. (1988). The relative displacements of
the pedals to the crank were then computed and these data were stored in the array
res(1j,k) as noted above. This was followed by an algorithm to allow for the crank
passing through 3 60°. Displacements of the crank and the pedals relative to the
horizontal of a Cartesian frame of reference were then calculated. The values for all these
variables were also stored in res(lj,k). Finite difference techniques were used to
calculate the first and second derivatives (with respect to time) of both sets of angular
displacements and were then stored in res(2,i,j,) and res(3j,k) respectively.
The next procedure (PROCcoeff) dealt with the computation of the coefficients for a 2nd
order Butterworth low-pass digital filter. The routine calculated the poles and zeros for
the cut-off frequency selected by the user, and then used these to obtain the filtering
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coefficients. This method was more versatile than that presented by Winter (1979), who
simply presented a table of coefficient values for a limited range of cut-off-to-sample
frequency ratios. The coefficients were stored in variables ki, k3 and k4 (as the second
coefficient, k2 was simply twice ki, this was not explicitly required).
PROCfilter allowed the user to select the cut-off frequency of the filter and performed
the filtering. Twice the maximum pedaliling frequency was shown (to make sure that the
Nyquist theorem was not violated), and this formed the basis for the user's choice of cut-
off. As the filter implementation was that of a 4th order reverse Butterworth, the filtering
had to be carried out once in each direction (to remove phase shift). Therefore the cut-
off frequency needed to be modified by dividing by 0.802 (as noted by Winter, 1979) so
that this frequency could be used in the calculation of the coefficients of the 2nd order
filter. The procedure filtered the crank and pedal angular displacements and then
computed the first and second derivative (with respect to time) of the filtered data using
finite difference techniques.
The next procedure was PROCcalc2, and this performed calculations using the filtered
data. It was in this procedure that the effective and ineffective forces (as defined by
Lafortune and Cavanagh, 1983), crank torques and power outpous were calculated.
These variables were then stored in the res(4j,k) array.
PROCaxes was called in order to draw the axes for the screen graphs. Instead of using
an automated routine to work out axes divisions and labelling, it was thought that user-
selected maximum and mininum axes scaling would provide more flexibility. It was also
thought appropriate to separate each axis into 10 divisions. The user was prompted for
the time span over which helshe wished to see the graph, and this was then plotted on
the abscissa. Time was the only variable permitted on the x-axis, with the selected
channel shown on the ordinate. Whilst it would have been possible to select other
channels for the abscissa (such as crank angle), this was left for another program in order
to save memory space.
PROCsgraph then used to plot the selected channel using the scaling calculated in
PROCaxes. A simple line graph was the only option, again to save space.
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PROCprint allowed the user to print out data from any selected channel and derivative.
The user specified at which sample numbers the printout was to start and finish, and
these data were then shown on the screen in 'pages' of 160 samples in a text window.
PROCforce_diagram displayed vectors representing the effective and ineffective force
for each pedal. The effective forces were shown as red vectors drawn perpendicaular to
the crank, with the ineffective forces shown in yellow draw parallel to the crank. The
calculated forces for each sample could be displayed and then removed, or an 'overlay'
diagram could be shown. Examples of these are shown in the results section of this
chapter.
PROCpedalpicture showed the orientation of the pedals and crank for each sample. The
positions of the pedals and cranks were taken from the raw data, and used to illustrate
the view of the pedals and cranks that an observer standing on the left side (in relation to
the front) of the ergometer would see. This enabled the user to obtain a better
understanding of the pedal and crank orientation. PROCcircle was a standard procedure
to draw a circle that represented the bottom bracket. After this the corners of the cranks
were calculated and plotted, followed by the pedals (right in red, left in yellow).
PROCaverage was used to average a particular channel. The derivative and channel were
chosen from the appropriate submens and then the user entered the start and finish times
in order to delineate the period over which the average was to be calculated. This
average vaule was then printed onto the screen.
All of the data could be saved onto 3.5 in. floppy disc using PROCsave. This was so that
it could be used in other programs, such as graphing and presentation. PROCascii
performed the same procedure, but simply wrote the data as ASCII characters onto the
disc. In this way, the results could be imported into IBM-PC and Apple Macintosh
programs.
A diagram of all of the procedures used and their functions is shown in figure 11.4
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Procedure Name	 Function
PROCinit	 Initialises all arrays and global variables
PROClibrary	 Calls library procedures
PROCcat	 Catalogues 3.5 in floppy disc
PROCrecall	 Recalls data from disc
PROCcalc	 Calculates angular displacements, velocities and accelerations
PROCpotent	 Interpolates missing 20 degrees of crank and pedal angles
PROCcoeff	 Calculates coefficients of 2nd order Butterworth filter
PROCfiIter	 Performs 4th order reverse Butterworth filter
PROCcalc2	 Calculates angular displacements, velocities and accelerations
from filtered data
PROCaxes
PROCsgraph
PROCprint
PROCforce_diagram
PROCcircie
PROCpedal_picture
PROCaverage
PROCsave
PROCascii
PROCend
Library Procedures
PROCcols
PROCslab
PROCmenu
Calculates and draws screen axes
Draws line graph of selected channel on screen
Prints data from selected channel on screen
Plots a vector diagram of effective and ineffective forces
Plots a small circle for crank centre
Shows pedal and crank orientation on screen
Averages a particular channel
Saves all variables to 3.5 in floppy disc
Saves all variables as ASCII data on 3.5 in floppy disc
Allows user to exit program
Changes physical and logical colours
Draws plinths for menus and screen displays
Draws a menu with selected number of rows and columns
PROCcont	 Allows user to continue program flow
PROCmaxes	 Works out the maximum and minimum for selected channel
PROCquest	 Prompts the user for starting and finishing time for display
Figure 11.4 - Procedure names and functions
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11.5.1 Results
Typical results of the 'ANALYSIS' program are shown in Figures 11.5 to 11.10, which
display photographs of the screen at particular stages in the program.
Figure 11.5 shows the main menu screen. This is typical of all of the menus used, but the
number of rows and columns varied depending on the options required. This menu
system was also used to create 'sub-menus' in which the derivative and channel required
could be chosen.
A line graph of the Right F channel (over one crank revolution) is shown in Figure 11.6.
Time (in seconds) is marked on the abscissa, and the ordinate units are Force (in
Newtons). The variable displayed is raw data, and no calculations have been performed.
Figures 11.7 and 11.8 show the effect of filtering on the crank angular velocity. Figure
11.7 is angular velocity (for four crank revolutions) calculated by using finite difference
techniques on the raw angular displacements, and Figure 11.8 shows the results of the
same calculations using the filtered data (in this case with cut-off at 6.82 Hz).
A force diagram display calculated by PROCforce_diagram is shown in Figure 11.9. The
effective (tangential to the crank) force is shown in red, with the ineffective (parallel to
the crank) force shown in yellow. An overlay plot has been displayed to make the
understanding of the diagram easier. The front of the ergometer is to the left of the page
for both pedals.
Figure 11.10 shows a pedal and crank orientation diagram. The front of the ergometer is
to the left of the screen and the viewer is to the left of the cycle. The right pedal is shown
in red and the left in yellow. This figure does not show the 'moving' aspect of this
display, but simply shows the pedal and crank positions for one sample.
11.5.2 Discussion
The aims of the output program 'ANALYSIS' were to calculate torque and power values
from the raw data, and also to display the information to the user in a clear and useful
manner.
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Figure 11.5 - Main Menu screen
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Figure 11.6 - Graph of Right Pedal F against Time
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Figure 11.8 - Crank angular velocity (filtered data)
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The first objective was achieved by the calculation and smoothing procedures (although
these will be discussed further in Chapter 14), and by the simple line graph displays,
print-out of the data and the averaging procedures. these presented the user with
information which could be then used to answer the questions regarding power output
posed in Chapter 1.
The second aim was met by the use of force vector and pedal/crank orientation diagrams.
This allowed the user to check whether the data gave realistic angles, and also allowed
the performer to view his/her cycling techniques. The subjects were particularly
interested in these displays, and they were felt to give exciting insights into pedalling
styles.
It was the also noted that if the data could be presented 'on-line' to the rider while he/she
was cycling, this would allow modfications to techniques to be tested during the actual
performance. Whilst this was not part of the original project, computer software was
drafted to do this. There were two problems with this, however. The first was that
computing speed limited the amount of data that could be presented to the rider. This
mean that the complex calculations performed in the 'ANALYSIS' program could not be
carried out, and that the display was restricted to simple line graphs of the effective force
applied at each pedal. Secondly, there was much discussion on how to present the data
to the subject. It was questionned whether 'on-line' data at 100Hz would have much
meaning, and therefore if averages or aggregates over one pedal cycle would be more
useful. This matter was still unresolved, and is the subject of further study (see Chapter
15).
In conclusion, the 'ANALYSIS' program met the required aims, and allowed accurate
calculations and clear presentation of the pedal data.
11.6 General Conclusion
The suite of programs written for the collection and interpretation of pedal data
provided accurate calculations and intersting displays of pedal data. While the software is
not 'robust' (it does not prevent errors), it performs the tasks demanded of it. The lack of
error handling was a deliberate decision, as it was not the intention to market the
software (due to the specialisation of the hardware and pedals), and the incorporation of
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error-trapping routines would have added greatly to both programming time and
computer memory demands.
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CHAPTER 12
THE CALIBRATION OF FORCE PEDALS
12.1 Introduction
The final chapter in this section deals with the static calibration of the Force Pedals
designed in Chapter 8. The protocol was similar to methods followed in other studies
(e.g. Redfield and Hull, 1985), and consisted of a static loading of the pedals using
known forces.
12.2 Methods
Two different types of static calibration were performed; one which investigated low
forces with high levels of sensitivity, and the other which used high forces at a lower
sensitivity.
12.2.1 Low Force Calibration
The low force calibration was carried out by clamping the Force Pedal in a bench vice in
an orientation that depended on which forces were being examined. For forces vertical to
the pedal (F7), the pedal was positioned as in Figure 12.1, and nominal loads of SON to
300N were used. When lateral (Fr) and antero-posterior (F,) forces were being used, the
pedal was clamped on its side and nominal loads of -200N to 200N were applied as
shown in Figure 12.2.
The pedal was then connected to the input of a Kistler charge amplifier, whose output
was to a certified digital multimeter (RS. Components part no. 611-S71). The charge
amplifier was then allowed to warm-up for approximately 2 hours. Each loading began
with the amplifier being reset, and then switched to operate immediately before the load
was applied. The output voltage was then read on the multimeter, and the load was then
removed. The amplifier was then reset and the process repeated for each load.
Each load was measured to the nearest 0.1 gram by an Ohaus Decagram balance (Ohaus
Ltd, New Jersey), and then multiplied by the acceleration due to gravity, corrected to the
height above sea level using the equation given by Kaye and Laby (1986).
The forces calculated by the above method were then used as the independent variable,
with the dependent variable being the voltage readings. A linear regression was
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Figure 12.1 - Low Force Calibration (Fr)
Calibrated Load
Force Pedal
Bench Vice
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Figure 12.2 - Low Force Calibration (F,F)
Force Pedal
Bench Vice
Welding Wire
Calibrated Load
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calculated for the force in each orthogonal direction (Fr, F, F) for each pedal, and a
correlation was determined using a Pearson Product Moment Correlation procedure.
12.2.2 High Force Calibration
In order to calibrate the Force Pedals to ranges likely to be encountered during cycling, a
second method was used.
A Kistler Model 2201 Force and Displacement Measuring Instrument (Kistler
Instruments Ltd, Winterthur) was set up with a previously calibrated Kistler 9321A
Force Link, as shown in Figure 12.3. The output from the Force Link was connected to a
Kistler 5001 charge amplifier with sensitivity set at 200 N.y- 1 ., and from there to a
Kistler 5391A Precision Charge Calibrator and Monitor with a capacitance of lnF. The
Force and Displacement unit was then used to apply a known force in 200N (1 Volt)
steps to the Force Pedal as shown in Figure 12.4. The range of force for the vertical
force was 0 to 2000N and for the lateral and antero-posterior forces a range of -2000N
to 2000N was used.
The Force Pedal was connected to a matched charge amplifier (K.istler model KZ1O8)
whose output was attached to a Keithley 177 Microvolt digital multimeter (Keithley
Instruments Ltd).
After a warm-up period of approximately 2 hours, both charge amplifiers were reset, and
then set to operate immediately before each load was applied. The handle of the Force
and Displacement Instrument was then turned until the correct force was registered on
the precision monitor. The voltage output of the digital multimeter was then read, and
the force released.
Regression lines were calculated and correlations between force input and voltage output
were determined using a Pearson Product Moment Correlation.
122.3 Crosstalk
An additional experiment was carried out on one of the pedals to examine the effects of
the load applied on the other two orthogonal channels. The pedal was clamped in the
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2201 Force and Displacement
Measuring Instrument
Figure 12.3 - High Force Calibration Apparatus
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bench vice and nominal loads from -200N to 200N were applied as in the low force
calibration. All three channels were then monitored with the digital multimeter, and
crosstalk values were noted. Mean and standard error crosstalk figures were then
calculated.
12.3 Results
12.3.1 Low Force Calibration
The calculated value for the acceleration due to gravity was 9.8068 m.s 2. Using this
figure to work out the force applied, the results in Tables 12.1 and 12.2 were obtained
for the left and right pedals respectively. The equation for the regression lines and the
correlation coefficients are shown in Table 12.3. All correlations were better than
0.999953 and were highly significant (P<0.0001).
12.3.2 Hi gh Force Calibration
The results for the high force calibration are shown in Table 12.4. The regression lines
and the correlation coefficients are shown in Table 12.5. The correlation coefficients
were all greater than 0.999983 and were significant to P<0.0001.
12.3.3 Crosstalk
The mean and standard error results for the crosstalk tests are shown in Table 12.6.
Percentage figures were calculated by dividing the voltage which appeared on the
unloaded channels by the voltage on the loaded channel at the same force. As the
differences were both positive and negative, minimum and maximum values are given in
addition to mean and standard error.
12.4 Discussion
Correlations for both low and high force calibrations were highly significant, showing
linear relationships between force applied and voltage output for each channel. As the
sensitivity of the KZIO8 charge amplifiers was set at 200 N.V', it would be reasonable
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Force (N)
	
Voltmeter	 Reading	 (V)
____________	 Fx	 Fy	 Fz
	
-196.19	 -0.900	 -0.906	 N/A
	
-147.20	 -0.676	 -0.681	 N/A
	
-98.16	 -0457	 -0.457	 N/A
	
-49.08	 -0.232	 -0.232	 N/A
	
0.00	 -0.003	 -0.003	 -0.003
	
49.08	 0.222	 0.222	 0.222
	
98.16	 0.456	 0.456	 0.451
	147.20	 0.686	 0.681	 0.676
	
196.19	 0.920	 0.915	 0.895
	
294.19	 N/A	 N/A	 1.354
Table 12.1 - Low Force Calibration of Left Pedal
Force (N)	 Voltmeter	 Reading	 (V)
Fx	 Fy	 Fz
	
-196.19	 -0.951	 -0.956	 N/A
	
-147.20	 -0.711	 -0.716	 N/A
	
-98.16	 -0.472	 -0.477	 N/A
	
-49.08	 -0.232	 -0.237	 N/A
0.00	 0.002	 0.002	 -0.003
	
49.08	 0.242	 0.237	 0.247
	
98.16	 0.481	 0.471	 0.491
	
147.20	 0.715	 0.705	 0.735
	
196.19	 0.955	 0.935	 0.980
	
294.19	 N/A	 N/A	 1.469
Table 12.2 - Low Force Calibration of Right Pedal
__________________	 Slope	 Intercept	 Correlation
Left Pedal Fx	 0.0046359	 0.0017778	 0.999953
Left Pedal Fy	 0.00463 73	 -0.0005556	 0.999983
Left Pedal Fz	 0.0046059	 -0.0032968	 0.999983
Right Pedal Fx	 0.0048520	 0.0032222	 0.999996
Right Pedal Fy	 0.0048231	 -0.0040000	 0.999976
Right Pedal Fz	 0.0049974	 -0.0005189	 0.999995
Table 12.3 - Regression Equations and Correlations for Low Force Calibration
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Force (N)	 Voltmeter Reading (V)
Left	 Right _______
Fx	 Fy	 Fz	 Fx	 Fy	 Fz
	
-2000	 -9.325	 -8.974	 N/A	 -9.887	 -9.840	 N/A
	
-1800	 -8.317	 -8.115	 N/A	 -8.926	 -8.840	 N/A
	
-1600	 -7.383	 -7.226	 N/A	 -7.809	 -7.840	 N/A
	
-1400	 -6.435	 -6.355	 N/A	 -6.856	 -6.876	 N/A
	
-1200	 -5.475	 -5.447	 N/A	 -5.886	 -5.890	 N/A
	
-1000	 -4.522	 -4.498	 N/A	 -4.933	 -4.901	 N/A
	
-800	 -3.602	 -3.625	 N/A	 -4.018	 -3.876	 N/A
	
-600	 -2.683	 -2.731	 N/A	 -2.967	 -2.892	 N/A
	
-400	 -1.791	 -1.821	 N/A	 -1.989	 -1.918	 N/A
	
-200	 -0.902	 -0.902	 N/A	 -0.991	 -0.962	 N/A
0	 0.002	 0.003	 0.002	 0.002	 0.003	 0.002
	
200	 0.891	 0.920	 0.981	 1.023	 0.982	 1.080
	
400	 1.823	 1.812	 1.973	 1.996	 1.949	 2.170
	
600	 2.721	 2.759	 2.958	 2.995	 2.916	 3.243
	
800	 3.663	 3.607	 3.940	 3.963	 3.891	 4.326
	
1000	 4.587	 4.458	 4.925	 4.973	 4.882	 5.421
	
1200	 5.525	 5.457	 5.912	 5.983	 5.853	 6.479
	
1400	 6.445	 6.360	 6.896	 6.926	 6.835	 7.559
	1600	 7.373	 7.236	 7.891	 7.973	 7.807	 8.651
	
1800	 8.296	 8.084	 8.876	 8.939	 8.760	 9.706
	
2000	 9.240	 8.959	 9.877	 9.930	 9.730	 10.791
Table 12.4 - High Force Calibration of Left and Right Pedals
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___________________	 Slope	 Intercept	 Correlation
Left Pedal Fx	 0.0046053	 0.00623 10	 0.999966
LeftPedalFy	 0.0045098	 -0.0018571	 0.999983
Left Pedal Fz	 0.0049342	 -0.0039999	 0.999997
Right Pedal Fx	 0.0049495	 0.0210000	 -	 0.999984
Right Pedal Fy	 0.0048829	 -0.0108100	 0.999990
Right Pedal Fz	 0.0053979	 0.0089545	 0.999999
Table 12.5 - Regression Equations and Correlations for High Force Calibration
Applied__________ Fx	 __________ Fy	 __________ Fz
	
Force	 (V)	 (%)	 (V)	 (%)	 (V)	 (%)
	
FxMean	 N/A	 N/A	 -0.010	 1.07	 0.024	 -1.56
	S.E.	 N/A	 N/A	 0.004	 0.31	 0.014	 1.32
Mm	 N/A	 N/A	 -0.003	 0.00	 -0.048	 -7.84
	
Max	 N/A	 N/A	 0.007	 2.75	 0.097	 4.67
	
FyMean	 0.001	 0.41	 N/A	 N/A	 0.059	 -0.65
	
S.E.	 0.002	 0.26	 N/A	 N/A	 0.013	 1.88
Mm	 -0.008	 -0.41	 N/A	 N/A	 -0.127	 -7.05
	
Max	 0.007	 2.05	 N/A	 N/A	 0.072	 6.66
	
FzMean	 -0.005	 -0.15	 -0.002	 0.02	 N/A	 N/A
	
S.E.	 0.004	 0.24	 0.002	 0.02	 N/A	 N/A
Mm	 -0.013	 -0.55	 -0.003	 0.00	 N/A	 N/A
	
Max	 -0.003	 0.00	 0.002	 0.14	 N/A	 N/A
Table 12.6 - Crosstalk values for Left Force Pedal
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to expect that the slope for the regression lines would be of the order of 0.005, and the
intercept should have been zero. As can be seen from Tables 12.3 and 12.5, the
regression equations were of this magnitude, but slope and intercept were slightly
different in each case. This may be simply explained by the fact that there was imperfect
matching between the force transducers and their associated charge amplifiers. Although
the amplifiers were set using the charge sensitivities given by the transducer factory
calibration sheets, this may have been altered slightly by the mounting within the pedal
body. It would be possible to set the amplifiers to the correct sensitivities, but an
alternate (and simpler) strategy of using the actual regression equation in the software
instead of the expected regression.
The variations between the regression equations for the high and low force calibrations
for each channel (Fr, F, F) were tested using the method outlined by Howell (1992)
which produces a 't'-value to show significance differences in the slope of the lines. All
channels were found to be non-significantly different (P>0.05), thus showing that the
regression lines gave comparable results.
Crosstalk data showed variations in errors from 0 to 7.84%, dependent on the channel
being studied. When force was applied in a vertical direction (F r), the levels of crosstalk
were extremely low (max = 0.55%), but when applied in antero-posterior or a lateral
direction they were larger. Force appearing on the F channel may be ignored due to the
force in this direction plays no part in the provision of power to the flywheel. The mean
figures for the other channels are low, but the data for the F To F maximum crosstalk
are high (7.84% and 4.67%). The applied force expected when pedalling in this direction
is less than half of the expected vertical force, so these crosstalk values would actually be
reduced by at least 50%, thus making them more acceptable. This is even more
applicable to the F-F crosstalk, due to the fact that F forces are generally smaller than
F or F ,,. The crosstalk figures may be in part to be due to the force transducer, as typical
values given by Kistler range from 0.2% to 3.3%, with the largest values being in the
same directions as noted above (Fto F = -3.2%, F to F= -3.3%). The remainder of the
crosstalk error is probably due to the mounting of the top plate of the pedal, and also to
the fact that it was difficult to ensure that force was applied purely to the F or F
channel, despite the pedal and suspending wire being checked with a spirit level.
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In conclusion, the force pedal showed a very high degree of linearity (r = 0.999966 to
0.999999) when forces were applied in F,, F and F directions. This indicated that the
construction of the pedal had not introduced any significant errors into the basic force-
charge relationship of the transducer. Mean crosstalk values ranged from 0.02% to
1.07%, and this was deemed to be mechanically acceptable.
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PART FOITR - THE USE OF FORCE PEDALS IN SPRINT CYCLING
CHAPTER 13
THE USE OF FORCE PEDALS WITH ELITE SPRINT CYCLISTS
13.1 Introduction
The pedals developed in the previous section were then used in the testing of sprint
cyclists. As mentioned in Chapter 7, this type of exercise has not previously been
examined with regard to patterns of force application or power generation. The methods
of calculation of flywheel power generation discussed in Section 2 and the pedals
described in Section 3 were then combined to allow detailed analysis of sprinting on a
cycle ergometer.
13.2 Methods
The modified ergometer described in Chapter 9 was used, along with the two force
pedals and charge amplifiers. The pedals, crank and pedal potentiometers and D.C.
motor were then connected to the A-D converter (Chapter 10), and the capture software
described in Chapter 11 was employed to collect data at 100 Hz. The only extra
modification was the use of a speedometer, which allowed the subject to see his pedal
rate.
The subjects used were 9 nationally and internationally-rated sprint and pursuit cyclists,
including the 200 m Bronze medalist from the 1988 Olympic games. Mean mass was
82.0 kg (S.E. ± 2.2), mean height 1.80 m (± 0.02) and mean age was 26 years 6 months
(± 11 months).
Prior to testing, each subject completed an informed consent form and health
questionnaire. The subject's mass and height were measured, and the ergometer was
adjusted (using pre-provided details) to a position as close as possible to the subject's
own racing machine.
Each subject performed seven tests at loads from 7% to 13% of body mass in a
randomised order. The duration of each test was 12 seconds, of which 10 seconds was
the required sprint time, as a typical 200 m race takes 10.5 s (Paulding, 1991).
The subjects warmed up at a power output of approximately 150 W at a cadence of 90-
100 rev.min4, during which one or two short (less than 2 seconds) sprints were allowed.
After the warm-up period, the subject rested for one minute while the apparatus was
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switched on. Following this the subject increased his pedalling rate to 130 rev.min-' (a
typical pedalling cadence for 'flying start' 200 m races according to Paulding, 1991), and
as soon as this speed was reached, data collection was started. The load was applied to
the ergometer cradle and the subject was then given a verbal signal to sprint as fast as
possible. Each test lasted 12 seconds, of which the initial period prior to the load being
applied was never more than 2s, thus giving the required 1 Os of sprint data. The subjects
then warmed down at a self-selected pace with an external load of 4.9 N for five minutes,
followed by 30 minutes of rest before the next test.
13.2.1 Repeatability
In order to test repeatability, three experienced track cyclists with mean mass, height and
age (± S.E.) of 79.0 kg (± 4.0), 1.74 m (± 0.01) and 29 years 0 months (± 10 months
respectively, were tested using the above protocol. The only exception was that only one
load (8% body mass) was used, with five test periods separated by 30 minutes.
13.3 Results
The results will be presented in three sections. Firstly, the flywheel power data will be
shown, and this will be followed by the pedal data. The final part will consider the
repeatability study. The discussion section for this chapter will consider the separate and
combined data.
13.3.1 Flywheel data
Flywheel velocity data (mean ± S.E.) for each different loading is shown in Figure 13.1.
A Two Way ANOVA with repetition on both factors (Loading and is Time intervals)
was carried out, and this resulted in significance for both main factors (F loading = 230.17,
P<O.0O1, Ftjme = 66.96, P<O.001), and also for the interaction between factors (Floadjflg
time = 7.41, P<O.001). Post-hoc Tukey H.S.D tests were then carried out on the two main
effects (loading and time), and the results are shown in Appendix 5.2.1. The simple main
effects of the significant interaction, using the methods of Boik (Howell, 1992) and post-
hoc Tukey H.S.D. tests, are also shown in Appendix 5.2.1.
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____ _____ ______ ______ Load (%b.w.) ______ ______ ______
	_____ _____	 7	 8	 9	 10	 11	 12	 13
1	 914	 1028	 1100	 1145	 1236	 1238	 1289
	
______ 30
	
35	 41	 34	 67	 46	 64
2	 1008	 1104	 1173	 1211	 1243	 1248	 1264
	
______ 32
	 36	 43	 39	 65	 57	 61
3	 1027	 1111	 1181	 1210	 1241	 1239	 1267
	
______ 32
	 36	 43	 39	 64	 52	 61
4	 1024	 1098	 1165	 1194	 1218	 1222	 1254
	
_____	 29	 36	 42	 36	 64	 46	 54
Time	 5	 1011	 1081	 1136	 1165	 1187	 1201	 1227
(s)	 ______	 28	 35	 39	 33	 57	 43	 51
6	 993	 1053	 1100	 1131	 1151	 1172	 1191
	
______ 29
	 36	 38	 33	 52	 43	 52
7	 971	 1021	 1064	 1093	 1111	 1130	 1155
	
_____	 29	 36	 37	 33	 50	 41	 50
8	 945	 993	 1024	 1058	 1075	 1098	 1115
	
______ 30	 37	 35	 34	 48	 36	 49
9	 920	 964	 993	 1021	 1036	 1065	 1080
	
_____ 29
	
36	 31	 34	 47	 31	 46
10	 895	 935	 953	 975	 1004	 1024	 1049
	
_____	 29	 34	 28	 35	 42	 30	 48
	
Mean	 971	 1039	 1089	 1120	 1150	 1164	 1191
	
_____ ______ 27
	
34	 36	 34	 55	 39	 51
Table 13.1 - Uncorrected flywheel power outputs (W) during lOs sprint (mean±S.E.)
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____ ____ ______ ______ Load (%b.w.) ______ _____ _____
	
_____ _____	 7	 8	 9	 10	 11	 12	 13
1	 1296	 1322	 1355	 1339	 1301	 1234	 1281
	
______ 42
	 54	 49	 43	 79	 63	 75
2	 1231	 1289	 1325	 1340	 1335	 1335	 1343
	
_____	 38	 52	 48	 44	 73	 55	 69
3	 1193	 1230	 1290	 1275	 1308	 1292	 1306
	
_____	 33	 44	 49	 42	 76	 50	 61
4	 1137	 1191	 1233	 1251	 1279	 1269	 1309
	
_____	 38	 33	 48	 42	 65	 50	 50
Time	 5	 1138	 1168	 1201	 1227	 1217	 1237	 1232
(s)	 _____	 32	 41	 40	 30	 58	 48	 52
6	 1095	 1097	 1156	 1166	 1196	 1210	 1215
	
______ 39
	
49	 43	 43	 53	 50	 55
7	 1067	 1094	 1097	 1127	 1141	 1144	 1192
	
_____	 32	 41	 42	 33	 50	 37	 56
8	 1026	 1047	 1083	 1113	 1098	 1117	 1126
	
_____	 31	 46	 35	 38	 50	 41	 50
9	 985	 1018	 1013	 1025	 1053	 1086	 1111
	
_____	 33	 40	 29	 37	 49	 27	 48
10	 959	 974	 971	 981	 1028	 1036	 1060
	
_____	 34	 34	 47	 54	 38	 39	 57
	
Mean	 1113	 1143	 1173	 1186	 1195	 1198	 1221
	
_____ ______ 33
	 42	 38	 37	 57	 43	 52
Table 13.2 - Corrected flywheel power outputs (W) during lOs sprint (mean ±..S.E)
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Figure 13.1 - Flywheel velocity at each loading
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Figure 13.2 - Uncorrected power outputs at each loading
166
400
o0
00
)0 Power Output (W)
10
Figure 13.3 - Corrected power outputs at each loading
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Source of variation 	 df Mean Square	 F	 P	 Epsilon
Subjects8	 2047927.09	 _______ ______ _________
Time	 9	 1023354.97	 100.23 0.001 _________
Error72 10210.49	 ______ ______ 0.21
Correction	 1	 1602574.27	 200.24 0.001 _________
Error8	 8003.44	 ______ ______ 1.00
Time x Correction	 9	 70198.65	 36.01	 0.001 _________
Error72 1949.30	 _______ ______ 0.26
Loading	 6	 570411.72	 17.12	 0.001 ________
Error48 33317.83	 _______ ______ 0.48
Time x Loading	 54 3575.24	 1.41	 ns	 _________
Error	 432 2533.95	 ______ _____ 0.10
CorrectionxLoading	 6	 76674.75	 78.81	 0.001 ________
Error48 972.96	 _______ ______ 0.60
Time x Correction x Loading 54 8033.76	 8.76	 0.001 _________
Error432 917.39	 _______ ______ 0.12
Table 13.3 - Full results of 3 Way ANOVA (with 3 repeated factors)
_______ 7%
	 8%	 9%	 10%	 11%	 12%	 13%
ti	 **	 **	 **	 **	 ns	 ns	 ns
t2	 **	 **	 **	 **	 **	 **
t3	 **	 **	 **	 **	 **	 **	 **
t4	 **	 **	 **	 **	 **	 **	 *
t5	 **	 **	 **	 **	 ns	 ns	 ns
t6	 **	 ns	 *	 ns	 ns	 ns	 ns
t7	 **	 ns	 *	 **	 **	 **	 **
t8	 **	 **	 ns	 *	 ns	 ns	 *
t9	 **	 ns	 ns	 ns	 ns	 ns
tb	 **	 **	 ns	 ns	 ns	 ns	 ns
* :- P<0.05, ** :- P<0.01
Table 13.4 - Post-hoc Tukey test results for Correction effect on Interaction
168
Table 13.1 shows the uncorrected power outputs generated by the flywheel velocities.
The same statistical process was carried out as for the flywheel velocity above, and again
this resulted in significance for both main factors and the interaction (FIdmg = 3333,
P<O.001, F = 59.53, P<O.001, F 1 ,,g = 7.13, P<O.O1). The main effects and
interaction were treated using the methods noted above. Appendix 5.3.1 contains the
results for the comparisons of the Tukey H.S.D. main effect tests, and also those of the
interaction post-hoc tests.
Table 13.2 exhibits the Corrected flywheel power outputs calculated using the 'Coleman'
correction method detailed in Chapter 6. The statistical procedures were carried out as
detailed above and significant results were found for both main effects 	 = 6.33,
P<O.O1, F = 115.81, P<O.0O1) and the interaction	 = 2.25, P<O.05). The
significant differences in main and interaction effects are shown in Appendix 5.4.1.
Figures 13.2 and 13.3 show the uncorrected and corrected power outputs at each
loading ratio.
Finally, uncorrected and corrected power outputs were compared using a Three-Way
ANOVA with repetition on each factor (uncorrected/corrected power x Loading x is
intervals). A full model ANOVA was used (Howell, 1992) with each effect using its own
error term to calculate F values. The final ANOVA table for these comparisons is shown
in Table 13.3. All F values were significant at the 0.1% level except for the interaction
between Loading and is time intervals which was not significant. Post-hoc analysis was
carried out to examine the effects of the "Coleman correction" at each load for each time
period, using simple interaction effects followed by Tukey H.S.D. tests. The results of
these tests are are shown in Table 13.4.
13.3.2 Pedal data
Crank velocity data for each Is time interval for each of the seven loadings is shown in
Figure 13.4. A Two-way ANOVA with repetition on both factors (Loading and time)
produced significant F values for the main factors (Floading = 254.86, P<O.0O1, F
71.42, P<0.001), and for the interaction 	 = 5.74, P<O.001). Post-hoc tests on
the significant main effects were carried out and the results are shown in Appendix 5.5.1.
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____ _____ ______ ______ Load (%b.w.) ______ ______ ______
	
_____ _____	 7	 8	 9	 10	 11	 12	 13
1	 86.11	 86.37	 88.12	 86.88	 84.62	 86.96	 90.82
	
______ 4.10	 4.29	 4.89	 4.28	 5.21	 4.44	 5.29
2	 84.47	 87.46	 87.44	 85.27	 89.70	 90.72	 94.93
	
______ 4.82	 5.56	 5.34	 5.20	 5.50	 5.19	 4.48
3	 84.61	 84.15	 85.44	 84.47	 87.62	 90.15	 94.39
	
______ 4.77
	 4.88	 5.66	 5.02	 5.28	 4.60	 4.55
4	 82.45	 84.15	 83.05	 81.47	 86.16	 91.01	 95.17
	
_____	 4.20	 5.21	 5.32	 6.05	 5.22	 4.74	 4.46
Time	 5	 81.52	 80.24	 81.52	 81.26	 84.32	 88.86	 92.27
(s)	 ______ 4.26	 5.39	 5.17	 4.14	 4.91	 4.91	 4.04
6	 78.63	 77.33	 78.66	 78.70	 84.44	 89.38	 91.79
	
______ 3.88	 4.77	 4.56	 5.73	 4.71	 4.80	 3.87
7	 77.89	 77.45	 75.09	 78.51	 81.09	 84.57	 92.25
	
_____	 4.05	 4.48	 3.92	 4.39	 3.99	 3.67	 4.37
8	 75.72	 73.63	 75.46	 76.90	 81.56	 86.36	 91.69
	
_____	 4.06	 4.22	 4.42	 4.56	 3.94	 4.70	 3.10
9	 71.46	 69.98	 72.60	 74.72	 79.68	 86.10	 92.84
	
______ 3.92
	 4.35	 3.87	 4.42	 4.35	 4.19	 5.06
10	 70.89	 69.58	 68.52	 72.21	 81.31	 84.69	 88.66
	
______ 3.71	 3.73	 4.67	 5.33	 3.87	 3.94	 3.45
	
Mean 79.37	 79.11	 79.63	 80.17	 84.14	 88.07	 92.79
	
_____ ______ 3.76
	
4.57	 4.63	 4.83	 4.58	 4.38	 4.13
Table 13.5 - Crank Torques (N.m) during lOs sprint (mean and S.E. shown)
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Figure 13.4 - Crank Velocity at each loading
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Figure 13.5 - Crank Torque at each loading
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____ ____ ______ ______ Load (%b.w.) ______ ______ ______
_____ _____	 7	 8	 9	 10	 11	 12	 13
1	 1433	 1399	 1359	 1252	 1218	 1181	 1147
_____	 77	 86	 82	 58	 101	 59	 79
2	 1528	 1514	 1432	 1296	 1290	 1243	 1181
_____	 100	 115	 104	 82	 105	 70	 66
3	 1560	 1463	 1401	 1278	 1247	 1235	 1175
_____	 97	 109	 109	 80	 104	 76	 67
4	 1511	 1446	 1346	 1219	 1206	 1224	 1172
_____	 85	 109	 104	 95	 91	 80	 57
Time	 5	 1480	 1353	 1290	 1190	 1155	 1178	 1115
(s)	 _____	 87	 105	 97	 64	 90	 77	 56
6	 1397	 1271	 1210	 1119	 1119	 1147	 1083
______ 77	 94	 84	 84	 75	 66	 52
7	 1355	 1238	 1114	 1081	 1043	 1048	 1052
_____	 81	 87	 69	 62	 65	 52	 55
8	 1282	 1141	 1087	 1020	 1017	 1031	 1011
______ 75
	
77	 71	 58	 61	 57	 43
9	 1177	 1056	 1010	 964	 966	 996	 1000
______ 73	 74	 55	 53	 63	 47	 54
10	 1136	 1021	 922	 891	 948	 953	 927
______ 64	 65	 68	 68	 50	 46	 45
Mean	 1386	 1290	 1219	 1131	 1121	 1124	 1086
_____ _____	 76	 89	 81	 68	 79	 60	 54
Table 13.6 - Crank Power (W) during lOs sprint (mean and S.E. shown)
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Figure 13.6 - Crank power at each loading
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Table 13.5 shows the mean torques calculated for each time interval using the methods
described in Chapter 11. These results are graphically displayed in Figure 13.5.
Table 13.6 shows the power outputs calculated from the crank velocities and torques,
with the effect of each loading plotted graphically in Figure 13.6.
The same statistical tests (2 Way ANOVA with repetition on each factor) were carried
out for the crank-generated data (velocity, torque and power) as for the flywheel data.
Crank Torques also showed significant differences in main effects (F ing = 19.89,
P<0.O01, Ftine = 29.35, P<O.0O1) and in the interaction between loading and time (Floading
time = 4.69, P<0.001). Again, post-hoc Tukey H.S.D tests were carried out on the two
main effects and interactions and the results are shown in Appendix 5.6.1.
The power outputs calculated from crank torques and velocities also demonstrated
significant main effects 1oig
	
21.75, P<0.001, F
	
= 44.10, P<0.001), but no
interaction (Fijng	 = 4.18, P<0.0 1). Post-hoc test results are contained in Appendix
5.7.1.
Finally the power outputs calculated from the 'Coleman' correction of flywheel data and
those from the crank variables were compared using a 3 Way ANOVA with repetition on
each factor. The results are displayed in Table 13.7, showing that there was no
significant difference between power calculation methods (pedal vs flywheel), but that all
other effects showed varying levels of significance.
13.3.3 Repeatability
The repeated data were analysed with Two-Way ANOVA tests with repetition on both
factors (repeated sprints and time intervals). The statistical results are shown in Table
13.9. The only significant difference was in the flywheel corrected power data time
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Source of variation 	 df Mean Square	 F	 P	 Epsilon
Subjects8	 3335440.78	 _______ ______ ________
Crank/Flywheel	 1	 69992.83	 0.08	 NS	 ________
Error	 8	 783025.24	 ______ _____ 1.00
Loading	 6	 278832.18	 5.46	 0.01 _______
Error	 48 510440.29	 ______ _____ 0.55
Crank/Flywheel x Loading	 6	 997803.11	 48.26 0.001 _______
Error	 48 20674.75	 ______ ______ 0.37
Time	 9	 1836255.31	 70.55 0.001 ________
Error	 72 26029.37	 ______ ______ 0.23
Crank/Flywheel x Time	 9	 38779.55	 6.68	 0.01 ________
Error	 72 5807.71	 ______ _____ 0.25
Loading x Time
	
54	 13637.74	 2.80	 0.05 ________
Error	 432 4870.16	 ______ _____ 0.11
Crank/Flywheel x Loading x Time 54 7078.99 	 5.38	 0.01 ________
Error	 432 1316.50	 ______ _____ 0.10
Table 13.7 - Full results of 3 Way ANOVA (with 3 repeated factors)
_______ 7%
	
8%	 9%	 10%	 11%	 12%	 13%
ti	 **	 ns	 ns	 ns	 ns	 ns	 **
t2	 **	 **	 ns	 ns	 ns	 **	 **
t3	 **	 **	 ns	 ns	 ns	 ns	 *
t4	 **	 **	 *	 ns	 ns	 ns	 **
t5	 **	 **	 ns	 ns	 ns	 ns	 *
t6	 **	 **	 ns	 ns	 ns	 *	 **
t7	 **	 **	 ns	 ns	 *	 **	 **
t8	 **	 **	 ns	 **	 *	 **	 **
t9	 **	 ns	 ns	 ns	 **	 **	 **
tb	 **	 ns	 ns	 *	 ns	 ns	 *
* :- P<0.05, ** :- P<0.01
Table 13.8 - Post-hoc Tukey test results for flywheel vs pedal power data
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Variable	 Repeated Sprint	 is Time Interval 	 Interaction
Flywheel Velocity	 F = 0.55
NS
Flywheel Power	 F = 0.75
(Corrected)	 NS
Crank Velocity	 F = 0.89
NS
F=9.77
NS
F= 17.67
P<0.05
F= 10.55
NS
F=3.31
NS
F= 1.58
NS
F = 2.56
NS
Crank Torque	 F= 1.19
	
F=8.69	 F = 1.08
NS
	
NS
	
NS
Crank Power	 F = 0.98
	
F = 4.72
	
F=2.05
NS
	
NS
	
NS
Table 13.9 - Statistical results for repeatability trials
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interval main effect. All other main effects and interactions were not significant. Raw
subject data and statistical results are shown in Appendices 5.9 to 5.14.
13.4 Discussion
The flywheel data confirmed the conclusions reached in Section 2 - namely that
uncorrected power outputs are significantly different from those obtained using an
inertial factor.
The effect of the varied loading was slightly different to that reported by Lakomy (1985),
who found that the 'peak power' (is time interval) of a 6s test remained fairly constant
regardless of the loading applied, although with a slight decrease in the corrected peak
powers with increased loading. However, the 'mean power' was affected by the loading
applied to the flywheel belt, and this corresponds to the results (that 'mean power'
increased with an increased loading) in this study.This was due to the fact that the initial
velocities (nominally 130 rev.min') were different from the final velocities, thus
indicating that there would have been variations in stored rotational kinetic energy in the
flywheel.
The values obtained using the elite cyclists may be compared to those presented for
Physical Education students and staff in Chapters 6 and 7. It is noticeable that the elite
group recorded figures approximately 24-43 % larger for 'peak power' and 25-33 %
larger 'mean power' respectively. However, the comparison cannot be exact as the
loading ratio for the non-elite group was the standard Wingate Anaerobic Tets value of
0.075 kg.kg-' (7.5% body weight) whereas the elite group used 0.070 and 0.080 kg.k'
as the two lowest levels. The larger values for the elite group were unsurprising, given
that this group included some of the top sprint riders in Great Britain.
However, the main aim of this chapter was to compare the power outputs obtained from
the corrected flywheel data with those obtained from the force pedals. Table 13.7
showed that there was no significant difference (P = 0.74) between the two methods of
power calculation. However, there were significant simple main effects in the interaction
between calculation method and loading ratio for the lowest (0.070 kg.kg-' or 7% body
weight, P<0.01) and highest (0.130 kg.kg-' or 13% body weight, P<0.05) loads. When
the interaction between pedal\flywheel and loading for each time interval was examined
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with Tukey H. S.D. tests it was found that there were also several significant differences
present at other loading ratios (Figure 13.8). The reasons for this will be discussed in
detail in the general discussion in the next chapter.
If a mean crank torque (effective force x crank length) against mean crank angular
velocity is plotted then the lower curve shown in Figure 13.7 is the result. This should
be equivalent to Hill's force velocity curve hyperbolic relationship. It can be observed
that graph does not demonstrate the 'classic' shape. This may be due to the fact that mean
values have been used, and if peak values (is) are plotted the upper trace of Figure 13.7
is found, but this is not a hyperbolic curve either. This confirms the results of Sjøggard
(1978) who used a simple force pedal (which did not take into account shear forces) to
measure pedal force at crank frequencies of 50 to 160 rev.rnin' (5.24 to 16.75 rad.s-').
He found that his data did not fit Hill's curve, and this was attributed to elastic energy
storage. This could also have been due to whole limb movement requiring the activation
of more than one muscle in different phases and contraction states. There is the added
problem in the present study the 'maximum' values are those recorded over 1 second - a
time interval which might include more than one pedal revolution. The problem (and
effects) of ignoring complete pedal revolutions is also one that will be tackled in the
following chapter.
Force application patterns and pedal orientations varied within this elite group. Subjects
1 (Olympic Bronze medallist) and 8 showed very different patterns and orientations to
those of the other subjects. It was noted that for these subjects, the effective forces were
'spread' over a larger part of the pedal revolution, whereas other members of the group
seemed to apply very large forces over a shorter period of crank angles (between 90 and
135 degrees). The two subjects also demonstrated different pedal-crank angular
displacements, velocities and accelerations, and it was concluded that these subjects were
able to apply their effective forces more 'smoothly', without showing large transients.
This was borne out by observation of the ergometer frame, which demonstrated
considerable flexing and lateral movement (despite being bolted to the floor) during the
sprints of the other 7 subjects. The forces on saddle and handlebars have been measured
by other authors (Bolourchi and Hull, 1985) and it is suggested that these may provided
further evidence of different pedalling styles in the present study. There is also the
possibility that a 'smoother' style of pedalling would result in less energy wastage and
dissipation in the moving limbs - a topic which will be considered in the next chapter.
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Finally, mention must be made of the statistics used in this chapter. Extensive use was
made of ANOVA techniques with post-hoc Tukey H.S.D. tests. These were selected
because a repeated measures design had been chosen with a number of different variables
to be considered. The requirements of sequencing, unequal group sizes and matching
problems (Howell, 1992) were heeded, except for the possible effects of fatigue.
However, as the test order was randomized the effect of sequencing on fatigue should
have been minimized.
In many of the tests, an observation of the Greenhouse-Geiser Epsilon suggested that
sphericity assumptions had been compromised, and so the degrees of freedom (dj) were
adjusted as reported by Howell (1992). This is why large F values sometimes do not
appear to be significant, as the df have been substantially reduced. Post-hoc Tukey tests
were carried out as the familywise error rate has been allowed for in the protocol of
these tests, thus enabling the comparison of large numbers of means (Bartlett, 1994).
The problems associated with these statistical tests could have obviated somewhat by the
use of MANOVA techniques, but these analyses can be difficult to interpret. As the
major conditions of the ANOVA and post-hoc tests had been met, it was felt safe to
apply them in this circumstance.
In conclusion, it was found that the force pedals produced valid and reliable results.
Power outputs were not significantly different to those provided by corrected flywheel
data, and interesting facets of pedalling styles and force application were highlighted.
The following chapter will include sections which will deal in greater detail with the
implications and conclusions to be drawn from these results, and will place them in the
context of the rest of the study and previous research.
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PART FIVE - GENERAL SUMMARY
CHAPTER 14
GENERAL DISCUSSION
14.1 Introduction
It will be the aim of this final chapter to synthesize the discussions and conclusions from
the preceding experimental sections, and to put the results into the context of the
previous research surveyed in the literature review chapters. The general discussion will
contain three sections which will deal with the three areas covered in the thesis (Wingate
Anaerobic Test, force pedals, elite sprint cyclists). This will be followed by a section on
limitations and experimental error, which will lead onto the final topic of future
directions in the field of study.
14.2 The Wingate Anaerobic Test (WAnT)
Since its inception in 1974, the use of the WAnT has been steadily increasing until it has
now become the major tool for the assessment of 'anaerobic power' in general
populations of athletes and sportspeople. It was designed to be 'fast, simple, not onerous,
easily adaptable for the arms or legs, can be repeated 2-3 times in the same session, and
is convenient for both the laboratory or the field' (Bar-Or, 1981), and the authors
probably never envisaged the widespread use and sophisticated developments that have
occurred in the last 20 years.
However, as Lakomy (1986) pointed out, the original concept of the WAnT was flawed,
due to the fact that the acceleration of the flywheel had been ignored. In the methods
employed by Ayalon et a!. this did not cause too many problems, as they simply counted
the number of flywheel revolutions over each five-second period with a hand counter.
Even this type of measurement could lead to errors, and Lakomy found that 'peak power'
(the largest 5s period) was underestimated by 29% - a figure that was backed up by the
17 % found in the present study.
The use of electronic methods of flywheel velocity measurement such as computer
monitoring via either photo-reflective (Lakomy and Wootton, 1981) or D.C. motor
(Lakomy, 1986) caused further problems in the calculation of power output. Due to the
shorter measurement periods (sometimes as small as 0.02s), intra-revolution
accelerations were being measured, The high sampling rate also introduced the problem
of 'noise' generated from a finite number of black-white segments (photo-reflective
methods) or from the electronic components (D.C. motor method).
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Finally, the correction for acceleration required that the inertial properties of the
ergometer be known. This was carried out previously either by loaded 'run-down' tests
(Lakomy, 1986) or by mathematical sectioning (Bassett, 1989), but both of these
methods had their drawbacks (see Chapter 3).
The present study sought a more accurate method of calculating inertial characteristics of
the ergometer flywheel. It was found that values for the moment of inertia were 0.411
kg.m2 and 0.396 kg.m2 for the two Monark 864 ergometers used - figures which were
very close to that found in Bassett's paper (after correcting for his errors) of 0.411
kg.m2. The Monark 814 ergometer measured produced a value of 0.954 kg.m 2 for the
moment of inertia - an unsurprising result considering that the mass of the flywheel of
this type of ergometer is approximately double (21.8 kg to 10 kg) that of the 864. This
result is very important, as these ergometers (814) are now the most commonly used in
exercise and sport science laboratories. This means that unless 'acceleration-correction'
has been performed, the results from these ergometers cannot be directly compared to
those using the 864.
In addition to the calculation of flywheel velocity, the frictional characteristics of the
ergometer were measured. Results for this variable had not been reported by previous
studies, and it was found that the frictional losses were small (0.05 to 0.3% of the torque
applied to the flywheel rim) for an unmodified ergometer. However, if the flywheel
velocity was to be measured using a D.C. motor attached to the rim, it was found that
the frictional torque greatly increased (by approximately 50 times), and could be
represented by a second order polynomial function. This was important, as the D.C.
motor is one of the most common methods of monitoring flywheel velocity.
Using the results above, experiments were carried out to examine the effects of
'acceleration-correction' on power output during the WAnT. It was found that all
'Wingate Indices' (peak power, mean power and fatigue index) were increased using this
method, by amounts from 4% (mean power) to 17% (peak power). Data for shorter
periods of time showed greater increases.
Further experimentation was carried out to compare the 'acceleration-correction'
methods of Lakomy (1986) with those proposed by the present study. Significant
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differences were found in the power outputs calculated by the two methods and this was
due to two factors. Firstly the 'run-down' tests of Lakomy were carried out with a
frictional load attached to the belt of the ergometer followed by a regression equation
relating applied (belt) load to deceleration. This meant the frictional torque values were
of the wrong sign during acceleration. Secondly, the software used by Lakomy
calculated power from acceleration and velocity in an erroneous way (see Chapter 6).
These two limitations resulted in significant differences in 20 out of 30 one-second
power output data, even though flywheel velocities were not significantly different using
the two methods.
In summary, the present study has accepted the important postulate of Lakomy (1985,
1986) in that the Wingate Anaerobic Test is theoretically flawed. This was a major
achievement, and Lakomy should be credited as such. However, this thesis presents
important new work in this area. Firstly, the inertial characteristics of the Monark 864
and 814 have been calculated more accurately than previously. Secondly, frictional
torques have been measured - this has not been reported in the literature. Lastly,
although the calculations of Lakomy are theoretically correct, in practice, they are in
error.
In spite of the work of Lakomy and others (Coleman et al., 1986) laboratories are still
performing the original protocol, and papers are still appearing with uncorrected data. As
a result of the present work, it is imperative that the Wingate Anaerobic Test be
modified if short term power outputs are to be measured accurately.
14.3 Force Pedals
The use of force pedals for the analysis of cycling has been growing since the first viable
design of Hoes et al. in 1968. The advances in electronic design and construction have
enabled these techniques to become more available to sports scientists. Different types of
pedals have been used, but the two most popular designs have utilised strain gauges or
Piezo-electric transducers. Both of these types have advantages and disadvantages, and
these are reviewed in detail in Chapter 7.
Use of these pedals has mainly concentrated on rehabilitation (lEricson et al., 1984,
Ericson et al. 1986) or cycling effectiveness in 'steady-state' exercise (Hull and Davis,
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1981, Sanderson, 1986). Recently, work has been carried out using force pedals to
estimate joint moments (and thus optimize muscle costs) by Hull and Jorge (1988), and
also to investigate the possibly of technique modification (Broker et al, 1990).
However, there has been no work to date on the force exerted during sprint cycling. It
was to this end that a pair of Piezo-electric pedals were designed for the present study.
The design requirements were outlined in Chapter 8, and it was found that the pedals
responded to static loading tests in a highly linear manner over a range of 0-2000 N.
Crosstalk values were also low, and it was concluded from this that the pedals were an
effective tool for measuring forces during cycling.
The limitations of the pedals were threefold. Firstly Piezo-electric transducers are
sensitive to temperature, and tend to drift. This was addressed by allowing the apparatus
to warm up before each test, and by making the connection between pedal and rider the
steel 'shoe-plate' of a cycling shoe. Secondly, any loading present on the pedal when the
charge amplifiers were initiated was taken as a zero datum. This meant that the pedal had
to be unloaded at the beginning of each test. This was solved by the rider removing his
feet from the pedals immediately prior to the sprint (after the warm-up), and the
apparatus then being initiated. This took approximately 10-15 seconds, and so was felt
not to be a problem for rider or equipment. Finally, each pedal was of moderate mass
(weighing 1.5 kg), and this may have caused problems for the cyclist. It may also have
caused inaccuracies in the calculations, and this will be addressed in detail in Section
14.5.
14.4 The testing of elite sprint cyclists
There has been much literature on the physiological demands of 'steady state' cycling
(e.g. Keen et al, 1985, Passfield, 1992), but little effort expended on the requirements for
sprint cycling. A typical 200 m 'flying start' race takes 10.5 s (Paulding, 1991), and the
cyclist may reach pedal frequencies of 200 rev.min-'.
If a laboratory protocol is to be designed for testing sprinters, the inertial and frictional
demands of the field situation must be replicated as closely as possible. This is one reason
why the standard Monark 864 ergometer was modified as detailed in Chapter 9. The
replacement of the bottom bracket and chainset with precision-made but commercially-
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available units meant that this part of the ergometer was able to perform as a cyclist's
track bike. A fixed wheel sprocket was also fixed Onto the flywheel as track bikes (unlike
road bikes) have a fixed wheel design. Finally handlebars and seat were replaced so as to
allow large adjustment ranges in order that the cyclist might reproduce his individualised
cycling position as closely as possible.
A range of ergometer loadings were used so that a test protocol that mimicked the
velocity profile of a 200m race might be developed. This required that the average pedal
cadence be between 153 and 157 rev.min-' and that maximum pedal cadences of 200
rev.min' could be achieved (Paulding, 1991). It was found that a loading ratio of 0.080
kg.kg' body mass (8% body weight) produced pedal cadences in the range required, but
that inter-subject differences produced mean pedal cadences of 135 to 169 rev.min' at
this load. Subject 9 did not reach the required pedal cadence, and on questioning
revealed that little or no sprint training had been carried out since the end of the racing
season (6 months prior to testing).
Typical results from this elite group resulted in mean (corrected) powers of 14.4 W.kg-'
body mass. This compares with (uncorrected) values of 12.7 W.kg' for power lifters and
11.3 W.kg-' for ultra-marathoners reported by Bar-Or (1987).
Force application patterns of the elite group of sprint cyclists were generally as
previously noted in other studies on 'steady-state' cycling (Cavanagh and Sanderson,
1986, Gregor et at, 1991), but with some intra-group variation. It was noticed there were
no positive 'effective' forces during the 'recovery phase' (B.D.C. to T.D.C) of each foot,
suggesting that the cyclists were not able to 'pull up' on the toe-clips and straps during
this phase. This may have been due to two reasons. Firstly, the propulsive leg will be
accelerating the other pedal, and so the passive leg will tended to be 'lifted' by the pedal.
If hamstring contractions are used to raise this leg (Gregor et at. 1991) then it is unlikely
that this will happen faster than the quadriceps knee extension of the other leg. However,
if hamstring contraction velocity is fast enough, it is questionable whether large forces
can be applied to 'pull up' the pedal due to the force-velocity relationship of the muscle
and the relative cross-sectional area of hamstring to quadriceps. The second reason may
involve a central co-ordination problem as noted by Fenn (1931), who suggested that a
maximum knee flexion and extension cycle took 0.33s. A maximum cadence of 200
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rev.min' would result in a complete pedal revolution taking 0.3s. - below the velocity of
co-ordinated knee extension-flexion movements.
It is therefore suggested that elite sprint cyclists should be tested on a modified Monark
ergometer at a loading of 0.080 kg.kg' body mass. If an optimisation procedure for
appropriate pedal cadences is to be carried out then a range of 0.070 to 0.100 kg.kg1
loading ratios should be used.
14.5 Considerations of errors and limitations of study
The errors involved in the experimental sections of this thesis have been estimated in
each chapter as appropriate. The aim of this section is to summarise these errors, and to
quantify them wherever possible. The limitations of the study will then be assessed, and
this will lead into the next chapter, on future research directions.
14.5.1 Errors in the 'acceleration-correction' of the Wingate Anaerobic Test
As the 'acceleration-correction' required a knowledge of the inertial properties of the
flywheel and the frictional characteristics of the flywheel, it is this area which will be a
primary consideration in this section.
As has been noted in Chapter 5, the moments of inertia from run-down tests of the two
Monark 864 flywheels resulted in values (0.411 and 0.396 kg.m2) which were 3% and
8% different from those obtained by using the segmentation method of Bassett (1989).
This difference was attributed to one (or all) of three factors. Firstly the string used for
the rundown may have stretched, secondly the flywheel velocity may have been
measured inaccurately, and lastly there may have been flywheel imbalances due to
imperfect casting. It was concluded in Chapter 5 that the only one of these three
explanations capable of giving an error of the magnitude observed was that of inaccurate
flywheel velocity measurement (particularly at low speed). It is difficult to see how this
would have been overcome as other methods (such as a D.C. motor) would have
provided increased frictional torques. However, it may have been the case that Bassett's
methods were not applicable, as the casting material of the flywheel was not determined
(despite requests from the manufacturer), and that it may not have been of uniform
density. Recommendations arising from this possible error are made in the following
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chapter, but the moment of inertia figures obtained for the Monark 864 ergometer
flywheels should therefore assumed to have a maximum error of ±8%, until further study
can be carried out. The newer 814 ergometer flywheel showed very close (0.8%)
agreement between 'run-down' and segmentation methods, and it may be that casting of
these flywheels is now more homogenous.
Frictional characteristics were small for a standard ergometer. Due to the fact that
frictional torques were calculated using the same data as the moments of inertia, errors
will also be found in the results. As noted previously, these torque values are very small
compared to the applied torque (0.05% to 0.3%), an 8% error in friction would not have
much effect. However, when the D.C. motor was added, this raised the torques to
approximately 0.18 N.m, (1.4 to 14.5% of torque applied). This was simulated by a
second-order polynomial, with the major term being a constant. This was attributed to a
combination of the friction in the bearings and that between the D.C. motor rubber wheel
and the ergometer rim. It was noted (not unsurprisingly) in pilot experiments that this
friction depended very much on the pressure and type of contact between rubber wheel
and flywheel rim, and this could be easily altered by moving the motor inadvertently. The
implication for this was that if a motor was to be removed from the ergometer between
'run-down' and sprint testing it would be necessary to recalibrate, as the frictional values
might alter significantly. In fact the method of support of the motor was not
reproducible, and suggested modifications are made in the next chapter. In summary, the
frictional torque characteristics were small for the standard ergometer, but much larger
for the D.C. motor attachment. However when compared to the smallest torque applied
to the flywheel in sprint testing (13.1 N.m), friction only amounted to 1.3% of the total
torque. This would not be the case for smaller applied torques, and this should be
considered when testing using very light ergometer loads.
The measurements of flywheel velocity and acceleration during the Wingate Tests
showed no significant difference between the two methods employed (D.C. motor and
photo-reflective sensor). Although velocities were not checked (for example by high
speed cinematography) it was assumed that as the two methods were not different, that
the kinematic parameters of the flywheel were being monitored correctly. However,
there was a problem of 'noise' combined with the signal, and this had to be attenuated.
The technique chosen was that of reverse Butterworth digital filtering, a method
common in signal analysis. The cut-off frequency was chosen as twice the highest pedal
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frequency, but it is recognised that this may have caused problems of under- or over-
smoothing. Other studies (Lakomy, 1985, Lakomy 1986, Lakomy 1988, Bassett et al.
1989, Monger et a!. 1990) have not used any noise reduction techniques, so any
derivative (for example acceleration) may therefore have been in error. Lakomy (1993)
did use a standard cut-off at 10 Hz, but gave no reason for this choice. A better
technique for smoothing may have Cross-Validated Quintic Splines (Woltring, 1986), as
this obviates the need to choose a cut-off frequency. However, this method is veiy time-
consuming and requires great computing power.
If it is assumed that there might be an error of ±1 black/white segment during monitoring
of a Wingate test, this could lead to displacement errors in the region of ±4% (at 60
pedal rev.min') to ±1.6% (at 160 pedal rev.miw'). If the D.C. motor was being used to
assess flywheel velocity, it is difficult to quantify the error involved. If the 10-bit A-D
Converter of the B.B.C. Computer was being used to interface the motor, a ±1-bit error
would result in a ±0.1% error. However, this does not allow for the errors generated by
the motor-flywheel connection or the component error of the motor itself.
Finally, it was assumed that the load on the ergometer cradle was being applied to the
belt and thence to flywheel rim. Lakomy (1988) noted that the Sinus balance mechanism
depended on dynamic balance to maintain a constant torque on the flywheel. However,
during exercise tests it is noticeable that the load is seen to oscillate vertically and
horizontally. This may be affecting the application of torque to the wheel. It is difficult to
estimate the size of the error caused by load fluctuation, but Williams et a!. (1988)
attempted to quantify the true load by placing a load cell in the belt. They gave no
details, however, of the actual values obtained using this method.
In conclusion, it would appear that the moment of inertia of the ergometer flywheel
could be measured to an accuracy of ±8% (much less if the 814 ergometer was used),,
and that the velocity errors would be between 1 and 4%. This would mean (in the worst
case) that a ±10% error may have to be considered when evaluating power
measurements. However, if a Monark 814 ergometer was used the errors would be
smaller (in the region of ±5%).
189
14.5.2 Errors in force pedal design and calibration
The linearity and crosstalk figures given by Kistler for the 8067 Force Transducer are
given as less than ±0.5% Full Scale Output (F.S.O.) and 1-4% respectively. In the
present case, using a F.S.O. of 2000N, this would give a linearity of ±1ON. The linearity
tests described in Chapter 12 noted correlations between 0.999953 and 0.999996,
suggesting errors of 0.0008 to 0.009%. Maximum crosstalk values were higher in the F
to F direction (7.84% and 4.67% for left and right pedal respectively), but mean values
were within range (0.65 to 1.88%) quoted by Kistler. The difference between the
maximum results and the quoted manufacturer's figures were discussed in Chapter 12,
and attributed to the pedal construction, or the forces applied to F and F not being
applied perfectly orthogonally to F. The F to F and F to F crosstalk values were very
low (0.14% to 0.55%), and so this direction was deemed satisfactory. As the forces
applied by the cyclist were likely to be at least twice as high in the F direction than in the
other two planes, it was felt that the crosstalk values were acceptable.
One major problem was that the pedal was only loaded compressively in the F direction.
Whilst large negative (i.e. 'pulling up') F forces were not expected, it would have been
useful to calibrate in this direction. This led to a second problem in that in order to hold
the pedal steady, it either had to be held in a vice (low force calibration) or placed on the
support of the Kistler force-displacement unit (high force calibration). This meant that
there was a compressive load on the pedal body, and this may have affected the
transducer. As a 32 kN preload had been applied this may have been unlikely, but it is a
possible source of error. It would have been preferable to calibrate the pedal by
supporting it from the spindle (on the crank), but this posed logistic problems in keeping
the pedal at a fixed angle. However, other studies (Hull and Davis, 1981) which reported
calibration procedures did not use this method, and so it was not attempted in the present
study.
Finally, no dynamic calibration was performed. This was not reported in other studies,
and would be exceedingly difficult to carry out in situ. It might have been possible to
apply sinusoidal loads to the pedals when clamped, but this would have been open to the
same compression problem as noted above. The omission of this type of calibration may
have affected the results in the sprint tests (at higher velocities) and so this will be
discussed in the next section.
190
14.5.3 Use of force pedals for sDrint testing
The use of force pedals in testing sprint cyclists at very high crank velocities is a subject
that has not been addressed by other authors. It is therefore difficult to assess the
accuracy of some of the results obtained. In particular, it was noted that at low loadings
(0.070 and 0.080 kg.kg') power outputs calculated from the force pedals were
significantly higher than those obtained from the flywheel. This was attributed to high
force (particularly F) readings at those loadings. This may have been due to several
factors.
Firstly, the pedals were of moderate weight (1.5 kg each). Whilst the effect of these on
the moment of inertia of the ergometer could be assessed and corrected, this large mass
introduced a possible increase in M pedal moment around the pedal spindle. Although
the pedal was free to move, other authors have noted that the moment in this direction is
not zero (1-lull and Davis, 1981). An increased pedal moment would contribute to an
increased reaction force on the crank, and thus an increased crank moment (torque).
Therefore, a full two-segment model of the pedal crank-system was defined. This was
modelled after Plagenhoef (1971), and is shown in Figure 14.1. The equations are shown
below;
M2 - 12a2 - m2gr2cos02
 + m2r2A2 sinO2- m2r2A2 cos82 - FJ + F,/ = 0	 (14.1)
M1 -M2 -I1a -m1 gr1cosO 1 -m1A1),r1 cosO 1 +m1A1 r1 sine 1 _F2 cosO 1l1 +F2 sin0 il1 = 0(14.2)
F2 - m25+ FsinB2
 - Fcos92 = m2A2	 (14.3)
F2 + Fcos92 + Fsin82 m2A2	 (14.4)
M2 = Moment of pedal	 M1 Moment of Crank
'2= Moment of Inertia of pedal	 I = Moment of Inertia of pedal
c = Angular acceleration of pedal
m2 = Mass of pedal
= Angle of pedal to horizontal
a1 = Angular acceleration of crank
= Mass of crank
01= Angle of crank to horizontal
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Figure 14.1 - Free body diagram of two-segment model of crank and pedal
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direction
F2 = Reaction force of pedal in
horizontal direction
F2 = Reaction force of pedal in
vertical direction
= Length of Crank
r2
	Distance of Centre of Gravity of	 r 1
	Distance of Centre of Gravity
pedal from pedal spindle	 of crank from crank spindle
A2,	 Acceleration of pedal in horizontal A 1 = Acceleration of crank in horizontal
direction	 direction
Acceleration of pedal in vertical 	 A, = Acceleration of pedal in vertical
direction
F	 Vertical pedal force
Fx	 Horizontal (shear) pedal force
Distance from pedal vertical axis
to F point of application
= Distance from pedal spindle to
F point of application
g = acceleration due to gravity
In order to use these equations, several additional experiments had to be performed.
The Moment of Inertia of the pedal about its spindle (12) was calculated by measuring the
time period required for it to swing through a full cycle when suspended by the spindle.
A Panasonic WVF- 15 video camera was used to record these trials, and the frames
required for a full swing were counted. As each frame represented 0.02s, the time period
for the pedal swing could be measured. Ten trials resulted in a time of 0.598 ± 0.004s
(mean ± S.E.). The Centre of Gravity of the pedal was then calculated by suspending the
pedal by a wire from 3 different positions and filming the result. The ensuing video was
digitised using the software of Bartlett (1990), and the position of the Centre of Gravity
was determined by the intersection of the three lines emanating from the suspended
points. It was found that the Centre of Gravity of the pedal was 0.022 m from the spindle
axis. These values (time period and Centre of Gravity position) were the used in equation
14.5 below (Plagenhoef, 1971);
12 = t2m2gr2/4ir2	 (14.5)
t = Time Period of swing
This gave the moment of inertia of the pedal ('2) as 0.00295 kg.2
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The same procedure was followed for the crank, and it was found that the moment of
inertia of the crank from the pedal spindle end was 0.00303 kg.m2. This figure was then
used with the parallel axes theorem in order to calculate the moment of inertia from the
crank spindle (bottom bracket). The result of this calculation gave the moment of inertia
of the crank () as 0.00 192 kg.m2.
Following this, the values for the moments of inertia of pedal and crank could be
incorporated into Equations 14.1 and 14.2.
All other variables in Equations 14.1 and 14.2 were known, or could be calculated from
pedal and crank orientation data, and so a new analysis program was written. This is
shown in Appendix 6. This was used to re-analyse the data from the force pedals.
Typical pedal moments (M1) and crank torques (M2) over one crank revolution
calculated from this program are shown in Figures 14.2 and 14.3.
When all the pedal data was reanalysed using the modified program it was found that the
crank torques were modified by approximately ±2.5%, and power outputs by the same
amount. This would not have been enough to alter the statistical results presented in
Chapter 13, and so did not explain the large torques at high pedal cadences.
However, the assumption was made that the F force was exerted through the vertical
centre line of the pedal (' = 0). This may not have been the case - a fact noted by Broker
and Gregor (1990), who found the horizontal distance of the point of application of the
F force (listed as l in Equation 14.1). Their study, however assumed that the total
moment about the pedal spindle was zero. This may not be a reasonable assumption if
the pedals are of 1.5 kg mass undergoing angular accelerations in the range of -300 to
300 rad.s-2 as in the present study. The only way of answering this question would be
the use of 6-axis pedals such as those of Hull and Davis (1981), which are able to
measure directly the moment M (M2 in equation 14.1) around the pedal spindle. Until
this is known, a full analysis using the two-segment model cannot be performed with
complete accuracy. However, the results are sufficient to suggest that the simplistic
methods of Lafortune and Cavanagh (1983) for calculating effective force and therefore
crank torque may not be appropriate for these pedals during sprint tests.
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A further problem with using the pedals could have been that their mass meant that a
large reaction was being created when the cyclist applied a high force over a short period
of time. The result of this would have to been to create vertical (F r) forces which were of
too great a magnitude. This may have been tested by dynamic calibration of the pedals,
but as mentioned previously, this procedure would be almost impossible to cany out in
situ.
Another possible reason for large forces at high crank velocities could have been that the
signals were not being sampled at a high enough frequency. 100Hz burst sampling was
used, but if very large forces were applied over a extremely short period of time, the
effect of undersampling may have been to create an impulse that was too large. This was
tested by using a CED 1401 A-D Converter running at 1000Hz, and no significant
differences in force magnitudes were found between this and the A-D converter sampling
at 100Hz.
14.6 Directions for Future Research
This section will deal with recommendations for future research in the area of human
power measurement during sprint cycling. It will be structured in the three areas
mentioned in the previous chapter (Wingate Anaerobic Test, force pedals and the testing
of sprint cyclists), and will take into account the limitations of the present study and
previous research.
14.6.1 Wingate Anaerobic Test
As has been mentioned, studies are still being carried out without consideration of
inertial factors in the WAnT, and the most important area of research in this field must be
the reinforcement of the work of Lakomy (1987), Coleman et a!. (1986) and Bassett
(1989) who suggested the 'acceleration correction' for this test. It is the duty of
physiologists and sports scientists in this area to recognise the limitations of the most
popular 'anaerobic power' test, and to set about re-establishing norms that include inertia!
compensation. There is a package currently available to carry out this (Concept II Ltd,
Nottingham), but it uses the less accurate Lakomy method of correction. The present
author is aware that the assessments of the moments of inertia of ergometer flywheels by
'run-down' or segmentation are not simple procedures, but they are not beyond the scope
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of many laboratories or associated facilities. An alternative might be for the
manufacturers to measure the moment of inertia and quote it with the ergometer
handbooks, or to set published limits to which the flywheels are manufactured. Along
with an estimate of the frictional torque of the ergometer (which is very small except if a
D.C. motor is being used to measure flywheel velocity), this would enable sports
scientists to calculate power output correctly.
Frictional torque could be measured by using the method of Forth (1981), who drove an
ergometer using an electric motor whilst measuring the power input. If a D.C. motor is
to be used to monitor flywheel velocity then there should be some method of attachment
which provides a constant contact between flywheel rim and motor wheel. This could be
carried out by using a spring of constant tension, rather than the fixed attachment
currently available in the Concept II package.
The use of load cells to measure accurately the applied flywheel torque would also
increases the precision of the power measurement in the WAnT. This has been addressed
partially by the study of Williams et al. (1988), who attempted to quantify the force on
the flywheel belt, but gave no details of the accuracy of the applied load.
The automated load application system of Monger et al. (1990) meant that the load was
applied to the belt in a reproducible stage at the beginning of the test. Unfortunately, the
time taken to lower the cradle was approximately 2 seconds, and so the ftill torque may
not have been applied to flywheel immediately. Without the use of load cells (above) to
ascertain the exact torque, this procedure may actually have reduced the accuracy of the
load application.
14.6.2 Force Pedals
The design of force pedals has progressed rapidly since the commencement of the
present study. Recently Wheeler et al. (1992) have developed a Piezo-electric pedal
which can be attached to the two most common types of shoe plates ('Look' and 'Time').
These shoe-pedal interfaces are being used by the majority of cyclists, as they permit
greater rotational freedom for the shank, and thus help reduce knee injuries. However,
sprint cyclists do not use these attachments, preferring to rely on toe-clips and (usually
double) straps, as they consider that the large forces applied to the pedals might
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inadvertently release the shoes at critical moments (for example during high
acceleration). In fact, the pedal of Wheeler et al was a modification of a standard design
pedal produced by Broker and Gregor (1990), so the use of the pedal with sprint cyclists
would not pose a problem. The only reservation about Broker and Wheele?s pedal is that
design appeared to be of rather light construction, and so might not be able to measure
accurately the forces recorded in sprint cycling (up to 1800 N in the present study).
The use of force pedals for technique modification has already been studied by
Sanderson and Cavanagh (1990) and Broker and Gregor (1990), and it is expected that
there will be further interest in this field of research. The aerodynamic effects of different
cycling positions have been examined (Kyle, 1986 and Gregor et al, 1992), but there has
been little literature on the force production effects of these modifications. The position
adopted by Graeme Obree (until banned by the U.C.I.) and expected to be used by
Miguel Indurain during his attempt on the hour record requires investigation not only in
terms of aerodynamic factors, but also in the area of pedal force application. While seat
height, pedal platform height and crank length have all been studied in terms of joint
moment optimization (Redfield and Hull, 1986, Hull and Jorge, 1988 and Gonzalez and
Hull, 1990), horizontal saddle position in relation to the cycle bottom bracket has not yet
addressed.
The final area of development must be of telemetered force measurement. Briggs et al.
(1989) reported a design which used a microprocessor mounted on the main sprocket in
order to monitor two strain-gauged force pedals, but no further details of this equipment
have emerged since the original paper. Modern semiconductors have enabled various
physiological parameters to be measured 'on-line', and so it would not be unrealistic to
expect this type of monitoring to be extended to pedal force application.
14.6.3 Testing of sprint cyclists
The specialized testing of sprint cyclists is not a subject that has received much previous
research. It is recommended that modified ergometers (such as the one used in this
study) be used in order to allow the cyclist to replicate his position as closely as possible.
The use of ergometers which allow the cyclist to mount their own bicycles onto a frame
(for example the 'Kingcycle') is not recommended, due to the very high forces involved in
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sprint cycling. This leads to large lateral accelerations, which may exceed the mechanical
capabilities of such ergometers. If cyclists wish to use their own track bikes, it is
therefore suggested that telemetered force pedals are used along with 3-dimensional
high-speed cinematography in field situations.
The use of high-speed cinematography would also be useful during laboratory tests, as
this would enable the calculation of segment energies and powers, as well as pedal
forces.
14.7 General Conclusions
In conclusion, this thesis has demonstrated three important points.
Firstly, that the Wingate Anaerobic Test (WAnT) as originally written is in error, due to
the omission of the acceleration and deceleration of the ergometer flywheel. Methods for
measuring the moment of inertia and frictional torque have been outlined, and using
these it is possible to calculate 'corrected' power outputs. Although this was carried out
by Lakomy (1986, 1988) and Bassett (1989), both previous methods showed practical
errors. This thesis has started from mechanical 'first principles' and has developed a
sound way of measuring corrected power output.
The second finding was that the 'acceleration-corrected' powers were not significantly
different from those measured at the pedals. The implication for exercise and sport
scientists is that it is possible to measure power accurately using an indirect method (the
flywheel ergometer). The advantage for laboratories is that complex equipment and large
expenditure do not have to be allocated in order to examine power outputs of short
duration.
Lastly, insight was gained into the pedalling techniques of sprint cyclists. In contradiction
to the previous paragraph, it is necessary to use specialised pedals if details of force
application patterns are required. This may be helpful in the assessment of technique
modification for improved performance. The present study has also found that it is
necessary to test elite cyclists using protocols that replicate the actual event as closely as
possible.
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PART SEVEN - APPENDICES
APPENDIX 1
PROGRAMS AND RAW DATA FOR ACCELERATION-CORRECTION OF
WTNGATE ANAEROBIC TEST
Appendix 1.1 - Program to monitor flywheel velocity during trun-down' test
Appendix 1.2 - Raw Data for Monark 864 ergometer (No.1)
Appendix 1.3 - Raw Data for Monark 864 ergometer (No.1)
Appendix 1.4 - Raw Data for Monark 814 ergometer
Appendix 1.5 - Raw Data for Monark 864 ergometer with chainset
Appendix 1.6 - Raw Data for Monark 864 ergometer with chainset and D.C. Motor
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APPENDIX 1.1
FLYWHEEL 'RUN-DOWN' PROGRAM
10 REM Program rewritten for run-down tests - Archimedes A3000
20 REM SGSC 1992
30:
40 MODE 0
50 VDU 19,0,4,0,0,0	 : REM Set screen to Blue
60 @% &20208	 : REM 2 decimal places on screen (only)
70:
80 DIM segments%(40000) 	 : REM Array to store data
90 SYS 6,151,&6B,&20	 : REM Set ACR to read negative edges
100 gravity 9.8068
110 radius = 0.257
120:
130 LNPUTTAB( 1,6) "Number of flywheel segments ";ng%
140 IINPUTTAB(1,8)"Mass to be dropped ";mass
150 INPUTTAB( 1,1 0)"Height of drop ";height
160:
170 PRJNTTAB(1,20)"Hit any key to start collection"
180:
190 REM Next bit sets variable count to zero and also sets time
200 REM to zero - there is no room for REMS as this will slow
210 REM data collection. The program works by setting PB6 high
220 REM throught the ACR and then counting negative edges eveiy
230 REM 200 ms
240:
250 REM Data Collection is started automatically (5 second countdown)
260 REM and stopped manually
270:
280 start_collection = GET
29OTIME=0
300:
310 REPEAT
320 UNTIL TIME)'500
330 VDU 7:count% = 0:TIMIE = 0
340 REPEAT
350 SYS 6,151,&69,&FF
360 SYS 6,151,&68,&FF
370 count%+=1
380 wait% INKEY(19)
390 FORdeIay%= ITO 1000
400 NEXT
410 SYS 6,150,&68 TO ,K%,G%
420 SYS 6,150,&69 TO ,K%,H%
430 segments%(count%) &FFFF(256*H%)G%
440 PRINTTAB( 1,1 4)"Time = ";TIME/I 00
450 PRINTTAB( 1,12)" Segments = ";segments%(count%)
211
460 UNTIL wait% = 32
470xt% =T!ME
480:
490 expired_secs = xt% / 100
500 freq = count%/expired_secs
510
520 REM Next bit does analysis of data
530:
535 REPEAT
540 CLS
550 @%&20208
560
570 FORj% = 1TO 100
580 PRlNTsegments%(j%);
590 NEXT
595
600 INPUT" Start number for data collection ";sn%
610
620 REM Next bit calculates where string should release
630 REM Done by dividing height by circumference of wheel
640 REM and then finding total nearest it
650
660 release_sum = ng% * height/i .615
670 revs_before = release sum/ng%
680 sum_before = 0
690 sum_count% =0
700
710 REPEAT
720 sum_before += segments%(sn%+sum_count%)
730 sum_count% +=1
740 UNTIL sum_before> release_sum
750
760 PRINT"Release point is at sample :- ";sn%+sum_count% -1
770 INPUT"Please input release point sample ";rn%
780 sum_before = 0
785
790 FOR i% sn% TO rn%
800 sum_before += segments%(i%)
810 NEXT
815
820 revs_before = sum_before/ng%
825
830 iNPUT "Please input maximum segment sample ";max%
840
850 REM Now do total of revs after release
212
860
870 sum_after =0
880
890 FORj% rn%+l TO count%
900 sum_after += segments%(j%)
910 NEXT
915
920 revs_after = sum_after/ng%
930 time_after = (count%-rn%)/freq
940
950 REM Now do angular velocity
960
970 omega 2 * P1 * max% * freq / ng%
980 omega_sqr = omega A 2
990
1000 REM Now do main equation
1010
1020 factor 1 + (revs_before/revs_after)
1030 numerator = mass * 2 * ((height * gravity)_(0 . 5* (radius"2) * omega_sqr))
1040 Inertia = numerator / (factor * omega_sqr)
1050 friction 0.5 * Inertia * omega_sqr / (revs_after)
1060
1070	 = &20408
1080 PRINT
1090 PR1TNT"Inertia is u;Inertia;fl kgm2"
1100 PRINT"Friction is ;fiiction;" Nm"
1110
1120 PRINT
1130 PRINT"No of turns before = ";revs_before
1140 PRINT"No of turns after = ";revs_after
1150 PRINT"Angular Velocity = ";omega
1160 PRINT"Frequency = ";freq
1170 PRINT"Time after = ";time after
1180
1185 REM Next bit allows friction to changed in chainset etc are used
1186
1190 PRINT
1200 INPUT"Input previously calculated inertia (kgrn2) ";Inertia_old
1210 new_friction = 0.5 * Inertia_old * omega_sqr / (revs after)
1220 PRINT"New friction is ";new friction
1222 @%&20409
1224 PRINT
1226 PRINT
revs_after,time_after,max%,omega,Inertia,friction,revs before,new friction
1230 do_repeat% = GET
213
1232
1240 UNTIL do_repeat% 32 : REM Space bar to end
1250:
126OEND : REM of Program Rundown
214
Drop Mass = 0.3 135 kg
Drop Mass = 0.495 kg
Drop Mass = 0.8085 kg
APPENDIX 1.2
'RUN-DOWN1 RAW DATA FOR MONARK 864 No. 1
215
Drop Mass = 0.984 kg
Trial	 Revs (n 1 )	 Time	 Angular	 Moment of	 Frictional
(s)	 Velocity	 Inertia	 Torque
____________ ____________ ___________ 	 (rad.s')	 (kg.m2)	 (N.m)
1	 1404	 1689	 12.669	 0.420	 0.00382
2	 1413	 1688	 12.668	 0.420	 0.00380
3	 1353	 1622	 - 2.858	 0.406	 0.00393
4	 1361	 1627	 - 2.858	 0.406	 0.00392
5	 1370	 1654	 - 2.890	 0.403	 0.00388
6	 1378	 1665	 12.490	 0.434	 0.00392
7	 1377	 1655	 12.681	 0.419	 0.00388
8	 1350	 1665	 12.669	 0.419	 0.00396
Mean	 1376	 1658	 12.722	 0.416	 0.00389
S.E.M	 8	 9	 0.048	 0.004	 0.00002
Drop Mass = 1.506 kg
216
Drop Mass = 0.203 3 kg
Drop Mass = 0.5004 kg
Drop Mass = 0.9976 kg
APPENDIX 1.3
'RUN-DOWN1 RAW DATA FOR MONARK 864 No. 2
217
Drop Mass = 1.5063 kg
Drop Mass 2.003 5 kg
Drop Mass = 2.5040 kg
218
Drop Mass 0.2033 kg
Drop Mass = 0.5004 kg
Drop Mass = 0.9976 kg
APPENDIX 1.4
'RUN-DOWN' RAW DATA FOR MONARK 814
219
Drop Mass 1.5063 kg
Drop Mass = 2.003 5 kg
220
Drop Mass 0.2033 kg
Drop Mass = 0.5004 kg
Drop Mass = 0.9976 kg
APPENDIX 1.5
'RUN-DOWN' RAW DATA FOR MONARK 864 No. 2 WITH CHA1NSET
221
Drop Mass = 1.5063 kg
Trial	 Revs (n 1 )	 Time	 Angular	 Moment of	 Frictional
(s)	 Velocity	 Inertia	 Torque
___________ ___________ ___________ 	 (rad.s-')	 (kg.m2)	 N.m)
1	 451.9	 473.9	 12.568	 0.376	 0.01109_
2	 451.7	 470.1	 12.318	 0.395	 0.01066_
3	 454.6	 468.2	 12.315	 0.396	 0.01060
4	 456.7	 476.3	 12.317	 0.396	 0.01055
5	 457.2	 476.1	 12.323	 0.395	 0.01055
6	 453.0	 467.0	 -12.065	 0.416	 0.01020
7	 459.1	 478.4	 12.316	 0.396	 0.01049
8	 462.4	 478.7	 12.318	 0.396	 0.01042
Mean	 455.8	 473.6	 12.318	 0.396	 0.01057
S.E.M	 1.3	 1.6	 0.048	 0.004	 0.00009
Drop Mass = 2.003 5 kg
Trial	 Revs (n 1 )	 Time	 Angular	 Moment of	 Frictional
(s)	 Velocity	 Inertia	 Torque
____________ ___________ ___________ 	 (rad.s')	 (kg.m2)	 (T.m)
	
1	 556.0	 528.2	 13.824	 0.391	 0.01085
	
2	 560.3	 527.1	 13.581	 0.410	 0.01039
	
3	 559.0	 538.0	 13.827	 0.391	 0.01081
	
- 4	 558.3	 538.4	 13.573	 0.410	 0.01042
	
5	 549.7	 527.2	 - 3.824	 0.391	 0.01098
	
6	 550.2	 526.5	 - 3.825	 0.391	 0.01097
	
7	 554.0	 531.7	 - 3.825	 0.391	 0.01090
	
8	 554.4	 528.1	 - 3.827	 0.391	 0.01090
Mean	 555.2	 530.7	 13.763	 0.396	 0.01078
S.E.M	 1.4	 1.7	 0.041	 0.003	 0.00008
Drop Mass = 2.5040 kg
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Drop Mass = 0.5004 kg
Drop Mass = 0.9976 kg
Drop Mass = 1.5063 kg
APPENDIX 1.6
'RUN-DOWN1 RAW DATA FOR MONARK 864 No. 2 WITH CHAINSET AND D.C.
MOTOR
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Drop Mass = 2.003 5 kg
Drop Mass = 2.5040kg
Drop Mass = 3.0012
224
Drop Mass = 3.5025 kg
Trial	 Revs (n 1 )	 Time	 Angular	 Moment of	 Frictional
(s)	 Velocity	 Inertia	 Torque
____________ ____________ ____________ 	 (rad.s-')	 (kg.m2)	 (N.m)
1	 49.47	 68.60	 6.336	 0.409	 0.1700
2	 50.43	 39.59	 6.259	 0.416	 0.1652
3	 51.27	 39.80	 6.588	 0.390	 0.1691
4	 51.18	 39.60	 16.588	 0.390	 0.1694
5	 50.26	 39.00	 16.588	 0.389	 0.1725
6	 50.62	 39.80	 16.336	 0.411	 0.1662
7	 50.54	 40.40	 6.336	 0.408	 0.1664
8	 50.64	 41.00	 16.588	 0.389	 0.1712
Mean	 50.55	 39.72	 16.452	 0.400	 0.1688
S.E.M	 0.20	 0.26	 0.052	 0.004	 0.0009
Drop Mass 3.9997
Drop Mass = 4.4832 kg
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Drop Mass = 4.9804 kg
Trial	 Revs (n 1 )	 Time	 Angular	 Moment of	 Frictional
(s)	 Velocity	 Inertia	 Torque
	
___________ ___________ ___________ Jrad.s') 	 (kg.m2)	 m)
1	 60.43	 42.60	 18.347	 0.400	 0. 755
2	 61.06	 43.20	 18.347	 0.399	 0. 737
3	 6 .66	 44.00	 18.598	 0.381	 0. 768
4	 6 .40	 43.60	 18.347	 0.400	 0. 728
5	 6 .06	 43.40	 18.347	 0.398	 0. 737
6	 6 .15	 43.40	 18.096	 0.419	 0. 687
7	 6 .97	 44.40	 18.347	 0.398	 0.1711
8	 6.48	 45.20	 18.347	 0.398	 0.1725
Mean	 61.28	 43.73	 18.347	 0.399	 0.1731
S.E.M	 0.16	 0.28	 - 0.047	 0.004	 0.0009
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APPENDIX 2
SOFTWARE AND RAW DATA FOR 'ACCELERATION'-CORRECTION OF
WJNGATE ANAEROBIC TEST
Appendix 2.1 - Program to collect Wingate Anaerobic Test data
Appendix 2.2 - program to calculate 'acceleration-corrected' power outputs
Appendix 2.3 - Raw data for Wingate Indices for all subjects
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APPENDIX 2.1
PROGRAM TO COLLECT WNGATE ANAEROBIC ThLQAIA
10 MODE 0
20 VDU 19,0,4,0,0,0	 : REM Blue Screen
30 PROCinit
32:
35 REPEAT
40 PROCmenu
50 iF menu_get 1 THEN PROCdetails
60 IF menu_get = 2 THEN PRO Ctest
70 IF menu_get 3 THEN PROCsave
80 UNTIL FALSE
90:
100 END
110:
120:
1000DEF PROCinit
1004 REM Procedure to initialise Inputs
1010
1020 *FX 16,1	 : REM Initialises one A-D Channel
1030 SYS 6,151,&6B,&20	 : REM Sets 1-0 to count pulses
1040 SYS 6,151 ,&69,&FF 	 : REM Sets high register high
1050 SYS 6,151,&68,&FF	 : REM Sets low register high
1060
1O7OENDPROC : REM Of PROCinit
1080:
1090:
2000DEF PROCmenu
2010
2020 REM Procedure to set up menu choice
2030
2040 CLS
2050 PRINTTAB(35,2)"MENTJ"
2060 RESTORE
2070
2080 FORk%1TO3
2090 READ menu_choice$
2100 1% = (k%*2) + 5	 : REM Sets position to put titles
2110 PRINTTAB(23 ,l%);k%;"... ";menu_choice$
2120 NEXT
2130
2140 PRINT
2150 PRINTTAB(23)"Hit the key of your choice"
2160 menu_get = GET
2170 menu_get = menu_get - 48
2180
219OENDPROC : REM Of PROCmenu
228
2200:
2210:
2220DEF PROCsave
2230
2240 REM Procedure to save data
2250
2260 CLS
2270 PRiNT
2280 INPUT" Filename";record$
2290 chan% = record$
2300
2310 PRINT#chan%,I%,sarnplefreq
2320 PRINT#chan%,name$,date$,weightjoad
2330
2340 FORj%=1TOI%
2350 PR[NT#chan%, rawbw%(j%),rawad%(j%) DIV 32
2360 NEXT
2370
2380 CLOSE #chan%
2390
2400ENDPROC : REM Of PROCsave
2410:
2420:
243 ODEF PROCtest
2440
2450 REM Procedure to take data
2460
2480
2485 CLS
2490 PRINT
2500 PRINT "Hit any key to start"
2510 startGET
2t)
2530 SYS 6,151,&69,&FF
2540 SYS 6,151,&68,&FF
2550 TIME=0
2560 I%=0
2570 REPEAT
2580 I%+=1
2590 Q=INI(EY(dummy%)
2600 SYS 6,150,&68 TO ,dum%,N%
2610 SYS 6,150,&69 TO ,dum%,y%
2620 rawbw%(I%) = &FFFF - (256y%) -x%
2630 rawad%(J%) ADVAL(1)
2640 UNTIL TIME FIN+400
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2650 xt=TIMIE/100
2660 sample_freq I%/xt
2670
268OENDPROC : REM OF PROCtest
2690:
2700:
271 ODEF PROCdetails
2720
2730 REM Procedure to enter personal details
2740
2745 CLS
2750 PRINT:PRINT"Personal Details"
2760 PRINT"--------------
2770 PRINT:INPUT"Narne of subject ";name$
2780 date$ = TIMES
2790 PRINT:INPUT"Weight of subject ";weight
2800 PRJNT:INPUT"Time of Test (s) ";FIN
2810 F1N =FIN* 100	 : REM Centiseconds
2820 PRINT:INPUT"Loading in gfkg body mass ";load_ratio
2830 load ratio = load_ratio / 1000
2840 load weight * load ratio
2850 PRINT PRJNT"Wingate load is ";load
2860 PRINT:INPUT"Sample Frequency (Hz) ";sample_freq
2870 delay% = 100 / sample_freq
2880 variables% = (4 * sample_freq) + (sample_freq * FIN /100) +100
2885 DIM rawbw%(variables%),rawad%(variables%)
2890 PRINT:PRINT"Hit any key to continue"
2900 fin% = GET
2910
292OENDPROC : REM Of PROCdetails
2930:
2940:
295ODATA Personal Details,Test,Save Data
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APPENDIX 2.2
PROGRAM TO PERFORM CALCULATIONS FOR W[NGATE DATA
10 REM Program written to calculate corrected power outputs for
20 REM Wingate test. Takes in data from opto-sensor and DC motor
30 REM:
40 REM Copyright S.G.S. Coleman, 1993
50:
60 PROCinit
70 REPEAT
80 RESTORE
90 MODE 12
100 VDU 19,0,6,0,0,0 : REM Cyan Screen
110 PROCcols
120 *PO]ER
130 PROCmenu("Main Menu")
140
150 ON menu select% PROCdirs, PROCdata,PROCcaIc, PROCfilter,
PROCscreen_graph, PROCprint, PROCprint_ave, PROCwingate, PROCplotter,
PROClakomy, PROCibm
160 UNTIL FALSE
170 END
I8ODEF PROCinit
190 REM Initialises variables and arrays
200
210 DIM alphal(5),alpha2(5) : REM Butterworth Arrays
220 DIM betal(5),beta2(5)	 : REM Butterworth Arrays
230 DIM al(5),a2(5),bl(5),b2(5) : REM Butterworth Arrays
240
250 DIM max(20),min(20)	 : REM max and mm for each channel
260 DIM maxt(20),mint(20) : REM max and mm time for each channel
270
280 FORi%=1T020
290 max(i%) = -1E38 : min(i%) 1E38
300 NEXTi%
310
320 filter fiag% = 0
330 Inertia = 0.396	 : REM Inertia of Flywheel
340 F torque = 0.37 	 : REM Frictional Torque (per rad)
350 radius = 0.257	 : REM Radius of flywheel
360 gravity 9. 8069	 : REM Acceleration due to gravity
370 gear ratio = 52/14	 : REM Cog gear ratio
380
39OENDPROC : REM Of PROCinit
400:
41ODEF PROCcols
420 REM changes colours so that slab colours are unaffected
430
231
440 FORL%=0T07
450 VDU 19,(8+l%),l%,0,0,0
460 NEXT
470
48OENDPROC REM Of PROCcols
49ODEF PROCs1ab(a,b,c,d,e)
500 REM Procedure to draw plinths on screen
510
520 FOR col% = 1 TO 6
530 COLOUR co1%, 32*col%,3 2*col%, 32*co1%
540 NEXT col%
550 REM Sets colours to grey scales
560
570 GCOL3
580 RECTANGLE FILL a+e,b+e,c-a-(2 *e),d..b..(2*e)
590 REM Puts in mid-grey rectangle in centre
600
610 REM All of next parts draw edges of plinths
620
630 GCOL1
640 MOVEa,d
650 MOVE a+e,d-e
660 PLOT 85,c,d
670 MOVE a+e,d-e
680 MOVE c-e,d-e
690 PLOT 85,c,d
700
710 GCOL2
720 MOVE a,b
730 MOVE a+e,b+e
740 PLOT 85,a,d
750 MOVE a+e,b+e
760 MOVE a+e,d-e
770 PLOT 85,a,d
780
790 GCOL4
800 MOVE c,b
810 MOVE c-e,b+e
820 PLOT 85,c,d
830 MOVE c-e,b+e
840 MOVE c-e,d-e
850 PLOT 85,c,d
860 GCOL5
870
880 MOVEa,b
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890 MOVE a+e,b+e
900 PLOT 85,c-e,b+e
910 MOVEa,b
920 MOVE c-e,b+e
930 PLOT 85,c,b
940
95OENDPROC : REM OF PROCslab
960:
97ODEF PROCmenu(header$)
980 REM Procedure to show menus. CaLls header$ and PROCslab
990
1000 REM Next part does title plinth
1010 PROCs1ab(3 90,840,890,936,10)
1020 VDU5
1030 GCOL8
1040 c%LEN(header$)
1050 c%c%* 1 6:c%=c%12
1060 MOVE 640-c%,904
1070 PRINT header$
1080
1090 REM Next part does plinths for menu options and puts in the titles
1100 FORcolumn%=OTO1
1110
1120 FORrow%=6TO1STEP-1
1130
PROCsIab(column%*600+ 1 00,row%* 120, column%*600+600,row%* 120+96,10)
1140 READ menu content$
1150 GCOLS
1160 VDTJ5
1170 MOVE column%*600+1 20,row%* 120+64
1180 PRiNT menu_content$
1190 VDU4
1200 NEXT row%
1210
1220 NEXT column%
1230
1240
1250 REPEAT
1260 MOUSE x%,y%,button%
1270 UNTlLbutton%4
1280 menu_select% ((x% DIV 650)*6) + (7-(y% DIV 120))
1290
1300ENDPROC : REM Of PROCmenu
1310:
I 32ODEF PRO Cmax(chan%,startno%,end_no%)
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1330 REM Procedure to find max and mm of selected channel (chan%)
1340 REM between two samples (start_no% and end_no%)
1350
1360 FOR i% = start_no% TO end_no%
1370	 IF results(chan%,i%)> max(chan%) THEN
1380	 max(chan%) results(chan%,i%)
1390	 max_t(chan%) = i%
1400 ENDIF
1410
1420	 IF results(chan%,i%)< min(chan%) THEN
1430	 min(chan%) = results(chan%,i%)
1440	 min_t(chan%) = i%
1450 ENDIF
1460 NEXT
1470
148OENDPROC : REM Of PROCmax
1490:
I 500DEF PROCcontinue(nix%,my%)
1510 REM Procedure to continue on pressing the right mouse button
1520
1530 VDU5
1540 MOVE mx%,my%
1550 GCOL1
1560 PRiNT "Hit RIGHT mouse button to continue"
1570
1580 REPEAT
1590 MOUSE x%,y%,button%
1600 UNTlLbutton%=1
1610
1620 VDU4
1630
1640 ENDPROC : REM Of PROCcontinue
1650:
I 66ODEF PROCquest(ch%)
1670
1680 VDU5
1690 GCOL8
1700 MOVE 80,600
1710 PRINT"You have ";samples%;" at a frequency of";sample_freq
1720 MOVE 80,550
173 ODEF PROCdirs
1740 REM Catalogs directory - no input parameters necessary
1750
1760 PROCslab(32,32,1248,992,1 6)
1770 GCOL8
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1780 VDU5
1790 MOVE 80,850
1800 PRINT "Files currently on disc are ;"
1810 VDU4
1820 REM Text window for directory
1830 VDU 28,5,25,76,7
1840
1850 COLOURS
1860 COLOUR 131
1870 PRINT
1880 PRINT
1890 OSCLI("CAT ADFS::0.$")
1900
1910 REM Restore Default Window
1920 VDU26
1930
1940 VDU5
1950 IF menu select% =2 THEN ENDPROC
1960 PROCcontinue(80, 100)
1970
198OENDPROC : REM Of PROCdirs
1990:
2000DEF PROCdata
2010 REM Procedure to read in data from disc.
2020
2030 PROCdirs
2040
2050 GCOL 3
2060 RECTANGLE FILL 75,100,700,100
2070 VDUS
2080 GCOL8
2090 MOVE 80,180
2100 INPUT"Please input file you wish to use "record$
2110 full_record$"ADFS: :0. "+record$
2120
2130 channel% = OPENIN flull_record$
2140 INPUT #channel%, samples%
2150 INPUT #channel%, sample_freq
2160 INPUT #channel%,name$,date$,weight,Wingate load
2170
2180 DIM results(10,samples%) 	 : REM Array for results
2190 DIM addata(samples%)	 : REM dummy array for motor
2200
2210 FOR i% = 1 TO samples%
2220 INPUT #channel%,results(0,i%)
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2230 INPUT #channel%,ad_data(i%)
2240 results(0,i%) = results(0,i%) * 2 *pJJ125: REM convert to rads
2250 NEXT
2260
2270 time_mt = 1/sample_freq
2280 CLOSE #channel%
229OENDPROC : REM Of PROCdata
2300:
23 1ODEF PROCfilter_coeff
2320 REM Procedure to calculate Butterworth filter coefficients
2330
2340 order = 2
2350 angfreq = P1 * ratio_freq
2360 t =2 * S1N(ang_freq)/COS(ang_freq)
2370 t_sq = 0.25 * t" 2
2380 order in = order MOD 2
2390 order_out = order+order_in
2400 order_about (3 *order+orderjn)/2_1
2410
2420 FOR k% = order_out TO order_about
2430 dunno P1 * (2 * k% + 1 - order_in)/(2 * order)
2440 dunno2 = 1 - t * COS(dunno) + t_sq
2450 u = (1 - t_sq) / dunno2
2460 v = t * SIN(dunno)/dunno2
2470 count% = (order_about - k%) *2+1
2480 betal(count% + order_in) u
2490 beta2(count% + order in) = v
2500 beta 1(count% + order_in + 1) = u
2510 beta2(count% + order_in + 1) -v
2520 NEXT k%
2530
2540 FOR 1% = 1 TO order
2550 alphal(l%)=-1
2560 alpha2(l%) = 0
2570 NEXT
2580
2590 gain=0
2600
2610 FOR m% = 1 TO order
2620 count2% =2 * m%-1
2630 count3% =2 *
2640 al (m%) = (-alpha 1 (count2%)-alphal (count3%))
2650 a2(m%)
(aiphal (count2%)*alphal (count3%))+(alpha2(count2%)*alpha2(cOuflt3 %))
2660 bl(m%) = (-betal(count2%)-betal(count3%))
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2670 b2(m%) = (beta 1 (count2%)*betal (count3%))-
(beta2(count2%)*beta2(count3%))
2680 gain = gain * (1 + al(m%)+a2(m%))/(1+bl(m%)+b2(m%))
2690 NEXT
2700
2710 IF ABS(gain)<0.00001 THEN gain = 1
2720 gain = 1/gain
2730 coeff_term = COS(PI*ratio_freq)/SIN(PI*ratio_freq)
2740 coeffl = 1 /(( 1 +SQR(2) *coeffterm)+(coeffterm*coeff term))
2750 coeff3=-bl(1)
2760 coeff4=b2(1)
2770
278OENDPROC REM Of PRO Cfilter_coeff
2790DEF PROCfilter
2800 REM Procedure to carry out 4th order reverse Butterworth filter
2810 REM Calls PROCfilter_coeff for coefficients
2820 REM Automatically calculates filter frequency ratio using
2830 REM twice maximum pedal frequency
2840
2850 DIM sx(samples%)
2860 DIM xi(samples%)
2870 PRO Cmax(2, 1 ,samples%)
2880 Peak_stroke = max(2) * 2 / (2 * * gear_ratio)
2890 PROCslab(32,32, 1248,992,16)
2900
2910 VDU5
2920 MOVE 80,600
2930 PRINT"Power strokes at peak velocity = ";Peak_stroke
2940
2950 Cut off = Peak_stroke * 0.8
2960 ratio_freq = Peak_stroke/sample_freq
2970 fsn = 1
	
: REM first sample to filter
2980 f_en = samples%-1	 : REM last sample to filter
2990
3000 PRO Cfilter_coeff
3010
3020 REM Next part does a linear detrend
3030 intercept = results(0,fsn)
3040 slope = (results(0,fen)-results(0,fsn))/(fen-fsn)
3050
3060 FOR i% = f_sn TO f_en
3070 sx(i%) results(O,i%)_(intercept+slope*(i%_ 1))
3080 NEXT
3090
3100 REM Endpoint
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3110 xi(fsn) = (7 * sx(f_sn)_2* sx(f_sn+ I )-sx(f_sn+2))14
3120 xi(fsn+1) sx(f_sn)
3130
3140 FOR i% = f sn+2 TO f_en
3150 xi(i%) = coeffi * (sx(i%)+2* sx(i%- 1 )+sx(i%-2))+COeff3 *çj(j%.. 1 )_coeff4*x1(1%
2)
3160 NEXT
3170
3180 sx(f_en) (7*xj(fen)_2*xj(f en- 1 )-xi(fen-2))/4
3190 sx(f_en-1) xi(f_en)
3200
3210 FORi% = f_en-2TOf snSTEP-1
3220 sx(i%) = coeffi *(xj(j%)+2*xj(j%+ 1 )+xi(i%+2))+COeff3 *sx(j%+1 )
coeff4*sx(i%+2)
3230 NEXT
3240
3250 FORj% = 1 TO samples%
3260 results(1,j%) = sx(j%) + (intercept +slope * (j%-1))
3270 NEXT
3280
3290 PROCcaic
3300
331OENDPROC : REM OF PROCfilter
3320:
3330DEF PROCcaic
3340 REM Calculates velocity and acceleration using finite differences
3350 REM for both filtered and unfiltered data.
3360
3370 PROCslab(32,32, 1248,992,16)
3380 MOVE 80,600
3390 VDU5
3400 GCOL8
3410 PRINT "Please wait"
3420 VDU4
3430
3440 REM Next part does velocity
3450
3460 FOR i% 2 TO samples%-1
3470 results(2,i%) = (results(0,i%+1) - results(0,i%-1))/(2 * time_int)
3480 results(3 ,i%) = (results( 1 ,i%+ 1) - results( 1 ,i%- 1 ))I(2 * time_int)
3490 NEXTi%
3500
3510 REM Next part does acceleration
3520
3530 FOR i% = 3 TO samples%-2
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3540 results(4,i%) (results(2,i%+1) - results(2,i%-1))/(2 * time_int)
3550 results(5,i%) (results(3,i%+1) - results(3,i%-1))f(2 * time int)
3560 NEXT
3570
3580 REM Next part does corrected power
3590
3600 Belt load = gravity * radius * Wingate_load
3610 FOR i% 3 TO samples%-2
3620 F torque = (0.000261 *results(2,i%)A2)..(O.00757 I *results(2,i%))+O 22443
3630 results(6,i%) = results(2 ,i%)*(Belt load + (Inertia*results(4,i%)) + (F_torque))
3640 F_torque = (0.000261 *results(3,i%)A2)..(O. 007571 *results(3,i%))+0.22443
3650 results(7,i%) = results(3,i%) *(Belt load + (Inertiaresults(5,i%)) + (F_torque))
3660 NEXT
3670
3680 REM Next part does uncorrected power
3690
3700 FOR i% = 2 TO samples%- 1
3710 F_torque = (0.000261 *results(2,i%)A2)_(0. 007571 *results(2,i%))+O.22443
3720 results(8,i%) = results(2,i%)*((Belt_Ioad)+F_torque)
3730 F_torque = (0.000261 *results(3,i%)A2)..(O.00757 1 *results(3 ,i%))+0.22443
3740 results(9,i%) = results(3,i%)*((Belt_load)+F_torque)
3750 REM Convert to Pedal rpm results(3,i%) = results(3,i%)*2.57096
3760 NEXTi%
3770
378OENDPROC : REM OF PROCcaic
3790:
3800:
381 ODEF PROCscreen_graph
3820
3830 PROCmenu("Screen Graphs")
3840
3850 IF menu_select% = 12 THEN ENDPROC
3860
3870 PROCsIab(32,32, 1248,992,16)
3880 VDU5
3890 MOVE 80,600
3900 PRINT "You have ";samples%;" at a frequency of";sample_freq;" Hz"
3910 MOVE 80,550
3920 JNPUT"Please Input start sample number ";ssn%
3930 MOVE 80,500
3940 INPUT"Please Input finish sample number ";fsn%
3950
3960 PROCmax(menu_select%- 1, ssn%,fsn%)
3970 PROCscreen_axes(max(menu_select%- 1 ),min(menu_select%- 1), ssn%,fsn%)
3980 scaley = 750/(y_max_ch-y_min_ch)
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3990
4000 REPEAT
4010 GCOL 0,menu_select%+6
4020 MOVE 20O,results(menuse[ect%_ I, ssn%) *scaley_(yminch*scaIey)+200
4030:
4040 FOR i% = ssn% TO fsn%
4050 DRAW 1 000*(i%_ssn%)/(fsn%_ssn%)+200,results(menu select%- 1, i%) *scaley_
(y_min_ch* scaley)+200
4060 NEXT
4070
4080 PROCgraphave
4090 overlay GET
4100 menu_select% = overlay - 48
4110 menu_select% + 1
4120 UNTIL menu select% <0
4130
414OENDPROC : REM Of PROCscreen_graph
41 5ODEF PROCscreen_axes(y_max,y_min,ssn%,fsn%)
4160
4170 sn_time = ssn%/sample_freq
4180 th_time = fsn%/sample_freq
4190
4200 GCOL 8
4210 MOVE 80,400
4220 PRINT"Current maximum Y-axis value is ";y_max
4230 MOVE 80,350
4240 INPUT"Please choose correct maximum Y-axis value ";y_max_ch
4250 MOVE 80,300
4260 PRINT"Current maximum Y-axis value is ";y_min
4270 MOVE 80,250
4280 INPUT"Please choose correct minimum Y-axis value ";y_min_ch
4290
4300 PROCsIab(32,3 2,1248,992,16)
4310
4320 VDU4
4330 GCOL8
4340
4350 MOVE 200,200:DRAW 1200,200 : REM x axis
4360 MOVE 200,200:DRAW 200,950 : REM y axis
4370
4380 REM Now label x axis
4390 MOVE 200,200
4400 VDU5
4410 FORxI%=1TO11
4420 MOVE (xl%1)*100+200,200
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4430 DRAW (xl%1)*100+200,185
4440 MOVE (xl%1)*100+170,17O
4450 @%&01020205
4460 PRINT (fh time-sn time)* (xl%-1 )I1 0+sn_time
4470 NEXT
4480
4490 REM Now label y axis
4500 MOVE 200,200
4510 FOR yl% - I TO 11
4520 MOVE 200,(yl%1)*75+200
4530 DRAW I8S,(yl%l)*75+2OO
4540 MOVE l00,(yl%1)*75+200
4550 PRINT(y_maxchy_min_ch)*(yl% 1)11 0+y_min_ch
4560 NEXT
4570
458OENDPROC : REM Of PROCscreen_axes
45 9ODEF PROClakomy
4600 REM Procedure which includes ergometer characteristics from Concept II
4610 REM Rundown (CM is slope, CG is intercept, SC is motor calib)
4620
4630 PROCslab(32,32, 1248,992,16)
4640
4650 VDUS
4660 GCOL8
4670 MOVE 80,800:INPUT"Please input DC Motor Calibration value ";SC
4680 MOVE 80,750:INPUT"Please input Ergometer Rundown Slope ";CM
4690 MOVE 80,700:INPUT"Please input Ergometer Rundown Intercept ';CG
4700
4710 MOVE 80,650:1INPUTPIease input time of start of sprint ";st_spr
4720
4730 Lakomy_file$ = record$+H
4740 fi.ill_lakomy_file$ = "ADFS : :0.$."+Lakomy_ffle$
4750 MOVE 80,550:PRINT'Pilename will be ";Lakomy_file$
4760 VDU4
4770
4780 REM Now save data
4790 Lak_out = OPENOTJT fullJakomy_file$
4800 PRINT
#Lak_out,SC,CM,CG,(3 0*sample_freq),date$,name$,weight,Wingate_loadJO.98 I
4810
4820 FOR lak_i% = st_spr*sample_freq TO (st_spr+30)*sample_freq
4830 PRINT#Lak_out, ad_data(lak_i%)
4840 PRINTTAB(9,19)laki%
4850 NEXT
4860
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4870 CLOSE #Lak out
4880
489OENDPROC : REM Of PROClakomy
4900:
4910:
4920DEF PROCgraph_ave
4930 REM Procedure to average on graphs screen
4940
4950 MOVE 80,970
4960 VDU 5
4970 INPUT "Over what time interval (secs) do you want average :- ";ave_time
4980
4990 ave_time ave_time * sample_freq
5000 ave_sum0
5010 FOR ave_ct% =0 TO ave_time-i
5020 ave_sum + results(menu_select%- 1 ,ave_ct%+ssn%)
5030 NEXT
5040
5050 ave sum = ave_sum/ave time
5060 MOVE 1000 * (ssn% + avetime/2ssn%)/(fsn%_ssn%)+200,ave_sum*scaIey
(ymin_ch*scaley)+200
5070 GCOLO,13
5080
5090 FOR ave ct2% = ssn% TO fsn%-1 STEP ave_time
5100 ave_sum = 0
5110
5120 FOR ave_ct% =0 TO ave_time-i
5130 ave_sum += results(menu_select%-1 ,ave_ct%+ave_ct2%)
5140 NEXT
5150
5160 ave_sum = ave_sum/ave_time
5170 DRAW 1000 * (ave_ct2% + avetime/2-ssn%)/(fsn%-ssn%)+200,ave_sum
* sca1ey(y_min_ch* scaley)+200
5180 NEXT
5190
5200ENDPROC : REM Of PROCgrpah_
5210:
5220:
523 ODEF PRO Cprint_ave
5240 REM Averages data and then prints it
5250
5260 PROCmenu("Average Data")
5270
5280 IF menu_select% = 12 THEN ENDPROC
5290
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5300 PROCslab(32,32, 1248,992,16)
5310 VDU 28,4,25,67,4
5320 COLOUR 131
5330
5340 COLOUR 8
5350 INPUT"Input time at which sprint started ";st_spr
5360 INPUT"Input averaging period ;ave time
5370 ave time = ave_time * sample_freq
5380 rNPUT"Are you using a printer ";pq$
5390 IF ASC(pq$)=89 THEN VDU 2 ELSE CLS
5400
5410 PR.INTname$,date$
5420 PRINT
5430 @%&20208
5440
5450 FOR ave_ct2% = (st_spr*sample_freq)+1 TO samples%-ave_time STEP
ave_time
5460 ave_sum =0
5470
5480 FOR ave_ct% = 0 TO ave_time-i
5490 ave_sum += results(menu_select%- 1 ,ave_ct%+ave_ct2%)
5500 NEXT
5510
5520 ave_sum ave_sum/ave_time
5530 PRINTave_sum;
5540 NEXT
5550
5560 PRINT
5570 IF ASC("pq$") =89 THEN PRtNTCHR$(13),CHR$(10)
5580 VDU3
5590 VDU26
5600
5610 PROCcontinue(80, 150)
5620:
563OENDPROC : REM Of PROCprint_ave
5640:
5650DEF PROCwingate
5660 PROCmenu("Wingate Indices")
5670
5680 PROCslab(32,32, 1248,992,16)
5690
5700 VDU 28,4,25,67,5
5710
5720 COLOUR 131
5730 COLOUR 8
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5740 PR1NTTAB(25)"Wingate Indices"
5750
5760 PRINT
5770 INPUT"Input time at which sprint started ";st_spr
5780
5790 peak_power = -1E38
5800 ave_power=0
5810
5820 FOR w_i% (st_spr*sample_freq) TO (st_spr+30)*sample_freq
5830 IF result s(inenu_select%- 1 ,w_i%)>peak_power THEN
5840 peak_power = results(menu_select%- 1 ,w_i%)
5850 peak_power time = (w_i%/sample_freq)-st_spr
5860 ENDIF
5870
5880 ave_power -i-= results(menu_select%- 1 ,w_i%)
5890
5900 NEXT
5910
5920 ave_power = ave_power/(3 0* sample_freq)
5930
5940 PROCmax(8,(st_spr* sample_freq),(st_spr+3 0)* sample_freq)
5950 old_peak_power = max(8)
5960 old_peak_power_t = (max_t(8)/sample_freq)-st_spr
5970
5980 PRINT:PRINT"Max Power = ";peak_power;" W"
5990 PRJNT:PRINT"Rise Time = ";peak_power_time;" s"
6000 PRINT:PRINT"Ave Power = ";ave_power;" W"
6010 PRINT:PRINT"Peak Vel = O ;max(2)*14*601(2*PI*52);" rpm"
6020 PRINT:PRINT"Work done = ;ave_power *3o; 11 JI
6030 PRINT:PRINT"Old max power = ";old_peak_power;" W"
6040 PRINT:PR1NT"Time to Old max power ";old_peak_power_t;" S'1
6050 PRINT:PRINT"Old ave_power"
6060
6070 PROCcontinue(80, 180)
6080 VDU26
6090
6100ENDPROC : REM Of PROCwingate
6110:
612ODEF PROCprint
6130 REM Procedure to print data to screen
6140
6150 PROCmenu("Print Data")
6160
6170 PROCslab(32,32,1248,992,16)
6180
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6190 VDU 28,4,25,67,5
6200 COLOUR 131
6210 COLOURS
6220
6230 PRINT:1NPUT"Input start number for printing ";psn%
6240 PRINT:INPUT"Input end number for printing ";pen%
6250
6260 CLS
6270 @%&20208
6280
6290 FOR pi% = psn% TO pen%
6300 whole_page (pi%-psn%)/160
6310
6320 IF INT(whole_page) = whole_page THEN
6330 PROCcontinue(80, 180)
6340 CLS
6350 ENDIIF
6360
6370 PRINT results(menu_select%- I ,p_i%);
6380 NEXT
6390
6400 PROCcontinue(80, 180)
6410
642OENDPROC : REM Of PROCprint
643 ODEF PROCplotter
6440
6450 REM Procedure to plot graphs on X-Y plotter (Roland DXY-880A)
6460
6470 PROCmenu('Plotter Graphs")
6480
6490 PROCslab(32,32, 1248,992,16)
6500 VDU 5
6510 MOVE 80,600
6520 PRINT"You have ";samples%;" at a frequency of ";sample_freq" Hz"
6530 MOVE 80,550
6540 INPUT"Please input start sample number ";ssn%
6550 MOVE 80,500
6560 INPUT'Please input finish sample number ";fsn%
6570
6580 PROCmax(menu select%-1 ,ssn%,fsn%)
6590 PROCplotteraxis(max(menu_select%- 1 ),min(menu_select%-l), ssn%,fsn%)
6600 scaleyp = I 500/(y_max_ch-y_minch)
6610
6620 REPEAT
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6630 p$ "M 200 "+STR$(results(menu_select%_l,ssri%)*scaleyp_
(ymin_ch*scaleyp)+200) :PROCplot
6640
6650 FOR pi% = ssn% TO fsn%
6660 p$"D "+STR$(2000 *(pj%..SSfl%)/(fsn%.55fl%)+200)+"
"+STR$(results(menuselect%- 1 ,pi%) *scaleyp_(y_min ch* scaleyp)+200):PROCplot
6670 NEXT
6680
6690 PROCplotave
6700 poverlay = GET
6710 menu select% = poverlay-48
6720 menu select% +=1
6730 UNTIL menu select%<0
674OENDPROC
6750:
6760:
6770DEF PROCplotteraxis(y_max,yjnin,ssn%,fsn%)
6780
6790 REM Does plotter axis
6800
6810 sn_time ssn%/sample_freq
6820 fn_time = fsn%/sample_freq
6830
6840 GCOL 8
6850 MOVE 80,400
6860 PRINT"Current maximum Y axis value is ";y_max
6870 MOVE 80,350
6880 INPUT"Please choose maximum Y axis value ";y_max_ch
6890 MOVE 80,300
6900 PRINT"Current minimum Y axis value is ";y_min
6910 MOVE 80,250
6920 INPUT"Please choose maximum Y axis value ";y_min_ch
6930
6940 VDU4
6950 COLOUR 131
6960 COLOUR 8
6970 VDU 28,5,28,70,28
6980 p$ = "M 200 200" PROCplot
6990 p$="S 2":PROCplot
7000
7010 REMNowdoxandyaxes
7020 p$ = "X 1 200 10"PROCpIot
7030 p$ "M 200 200" PROCpI0t
7040 p$ "X 0 150 10":PROCplot
7050
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7060 @%=&01020208
7070 FORxI%=1TO11
7080 p$-" M u+STR$((x1%1)*200+200)+u 150":PROCplot
7090 p$" P u+STR$((fh_timesn_time)*(xi% 1)/i 0+sntirne):PROCpIot
7100 NEXT
7110
7120 FOR yl% = 1 TO 11
7130 p$&' M 100 "+STR$((yl%- I ) 1 50+200):PROCplot
7140 p$&' P I +STR$((y_max_chy_min_ch)*(y1% 1)/i 0+y_min_ch) :PROCpIot
7150 NEXT
7160
717OENDPROC : REM Of PROCplotteraxis
71 SODEF PROCplot
7190
7200 VDU2
7210 PRINTp$
7220 VDU3
7230
724OENDPROC : REM Of PROCplot
7250:
7260DEF PROCplotave
7270
7280 INPUT"Time interval for average ";pave time
7290
7300 IF pave time < 0.05 THEN ENDPROC
7310
7320 pave_time pave time*sample freq
7330 pave sum=0
7340 FOR pave_ct% = 0 TO pave_time-i
7350 pave_sum --= results(menu_select%- 1 ,pave_ct%+ssn%)
7360 NEXT
7370 pave_sum pave_sum/pave_time
7380
7390 p$ M "+STR$(2000 *(ssn%+pavetim&2.ssn%)/(fsn%..ssn%)+200)+h'
hl+STR$(sca1eyp*pavesum(ymin_ch* scaleyp)+200):PROCpIot
7400
7410 FOR pave_ct2% = ssn% TO fsn% STEP pave_time
7420 pave_sum=0
7430
7440 FOR pave_ct% = 0 TO pave_time-I
7450	 pave_sum + results(menu_select%- 1 ,pave_ct%+pave_ct2%)
7460 NEXT
7470
7480 pave_sum = pave_sum/pave_time
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7490 p$ = "D "+STR$(2000 *(pavect2%+pavetim&2.ssn%)/(fsn%.ssn%)+20O)+1
"+STR$(scaleyp *pave_sum(y_min_ch* scaleyp)+200):PROCplot
7500 p$='N 2":PROCpIot
7510 NEXT
7520:
753OENDPROC : REM Of PROCplotave
7540:
7550DEF PROCibm
7560 REM Procedure to put out data in CSV ASCII format. Sends it to
7570 REM directory ASCII on disc 4 first
7580
7590 PROCslab(32,32,1248,992, 16)
7600
7610 MOVE 150,850
7620 VDIJS
7630 PRINT'This routine will save CSV ASCII to hard disc"
7640 MOVE 150,800
7650 PRINT"You must have performed calculations"
7660 MOVE 150,700
7670 INPUT"Input the name of file to store ";recordasc$
7680 recordasc$ = ":4.ascii."+recordasc$
7690
7700 ascchan% = OPENOUT recordasc$
7710
7720 FOR ai% =0 TO samples%
7730
7740 BPUT #ascchan%, STR$(ai%/sample_freq);
7750 BPUT #ascchan%,",";
7760
7770 FORdchan%=0T09
7780 BPUT #ascchan%,STR$(results(dchan%,ai%));
7790 BPUT #ascchan%,",";
7800 NEXT
7810 BPUT #ascchan%,CHR$(10);
7820
7830 NEXT
7840 CLOSE #0
7850
786OENDPROC : REM Of PROCibm
7870 DATA Catalogue files,Recall data,Pei-form Calculations,Butterworth
Filtering, Screen Graphs,Print Data,Average Data,Wingate Indices,Plotter
Graphs,Lakomy Conversion,ASCII file,
7880 DATA Raw Data,Filtered Data,Raw Velocity,Filtered Velocity,Raw
Acceleration,Filtered Acceleration,Raw Corrected Power,Filtered Corrected Power,Raw
Uncorrected Power,Filtered Uncorrected Power, ,Main Menu
248
0.05
1002
493
2.95
0.25
992
506
3.00
I
987
518
4.00
Interval (sec
0.5
989
516
3.50
5
899
562
10.00
750
899
22490
37.55
P0(W)
P0 (W)
ime to
P0 (s)
Lverage
ower (\
P0(W)
Iork (J)
atigue
0.25
1224
442
1.50
0.05
1581
178
1.05
I
1160
509
2.00
Interval (sec
0.5
1215
465
1.50
5
1050
560
5.00
777
1050
23324
46.66
PPO (W)
LPO (W)
Time to
PPO (s)
Average
Power (V
PPO (W)
Work (J)
Fatigue
APPENDIX 2
WThGATE INDICES RAW DATA
Uncorrected data
Corrected data
Subject I
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APPENDIX 3
RAW DATA FOR 'COLEMAN1
 vs 'LAKOM ACCELERATION-CORRECTION
METHOD S
Appendix 3.1 - Raw Data for Flywheel Velocity
Appendix 3.2 - Raw Data for Pedal Frequency
Appendix 3.3 - Raw Data for Uncorrected Power Outputs
Appendix 3.4 - Raw Data for Corrected Power Outputs
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APPENDIX 3.1
RAW FLYWHEEL VELOCITY DATA FOR COLEMAN AND LAKOMY
METHODS OF ACCELERATION CORRECTION
	
t	 si	 s2	 s3	 s4	 s5	 's6	 Mean	 S.E.M.
	
1	 37.12	 40.25	 34.88	 41.80	 39.51	 36.92	 38.41	 1.04
	
2	 51.88	 53.08	 46.60	 57.53	 53.34	 49.92	 52.06	 1.49
	
3	 58.50	 58.71	 56.54	 61.49	 59.09	 53.86	 58.03	 1.06
	
4	 62.07	 60.98	 59.58	 61.77	 61.53	 53.42	 59.89	 1.34
	
5	 63.49	 61.25	 60.06	 62.18	 62.22	 55.19	 60.73	 1.20
	
6	 63.19	 60.94	 59.23	 60.57	 61.75	 54.77	 60.08	 1.19
	
7	 62.17	 59.83	 58.97	 61.07	 60.85	 53.19	 59.35	 1.31
	
8	 60.76	 58.84	 57.55	 60.64	 60.04	 52.32	 58.36	 1.31
	
9	 59.48	 57.10	 55.94	 59.95	 59.31	 51.06	 57.14	 1.37
	
10	 57.93	 55.63	 54.67	 58.71	 58.11	 48.85	 55.65	 1.50
	
11	 56.29	 54.78	 53.67	 56.77	 57.15	 46.82	 54.24	 1.58
	
12	 54.39	 53.69	 52.03	 55.72	 55.62	 47.63	 53.18	 1.24
	
13	 53.67	 53.03	 50.44	 55.33	 53.07	 47.67	 52.20	 1.11
	
14	 52.51	 52.22	 49.15	 54.71	 52.09	 46.47	 51.19	 1.19
	
15	 51.20	 50.63	 48.09	 53.53	 51.35	 45.74	 50.09	 1.12
	
16	 49.97	 49.05	 47.18	 52.56	 50.51	 44.98	 49.04	 1.09
	
17	 48.56	 48.13	 46.25	 51.97	 49.92	 43.05	 47.98	 1.26
	
18	 47.69	 47.30	 44.50	 50.84	 49.23	 43.31	 47.15	 1.16
	
19	 47.38	 45.84	 43.74	 49.40	 48.38	 43.26	 46.33	 1.02
	
20	 46.04	 44.51	 42.88	 48.98	 47.83	 41.62	 45.31	 1.16
	
21	 - 45.09	 44.65	 41.53	 48.10	 47.05	 40.26	 44.45	 1.25
	
22	 44.73	 44.97	 40.46	 48.07	 45.49	 38.50	 43.70	 1.44
	
23	 43.73	 43.56	 39.66	 46.87	 44.93	 38.14	 42.82	 1.34
	
24	 43.45	 42.62	 38.18	 45.92	 43.84	 37.85	 41.98	 1.33
	
25	 42.50	 41.17	 36.99	 45.40	 43.51	 36.74	 41.05 _1.44
	
26	 41.27	 41.12	 35.89	 44.21	 42.68	 35.91	 40.18	 1.43
	
27	 40.21	 40.39	 34.86	 44.36	 41.25	 34.81	 39.31	 1.54
	
28_ 38.93	 39.17	 35.26	 43.55	 40.42	 34.54	 38.65	 1.36
	
29	 37.36	 38.69	 31.23	 43.17	 39.43	 33.75	 37.27	 1.74
	
30	 36.47	 37.67	 30.69	 42.74	 39.20	 33.23	 36.66	 1.75
Raw Flywheel Velocity Data (rad.s4) using Coleman method
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_______	 si	 s2	 s3	 s4	 s5	 s6	 Mean	 S.EM.
	
1	 35.16	 37.89	 32.63	 39.14	 39.02	 36.64	 36.75	 1.03
	
2	 49.98	 51.21	 43.54	 54.93	 52.97	 50.00	 50.44	 1.58
	
3	 56.82	 56.75	 54.44	 59.85	 58.85	 54.66	 56.89	 0.89
	
4	 61.16	 59.53	 57.56	 60.15	 61.27	 54.22	 58.98	 1.10
	
5	 63.28	 60.01	 58.50	 60.67	 61.92	 56.65	 60.17	 0.97
	
6	 63.24	 59.80	 57.74	 59.15	 61.49	 56.38	 59.63	 1.02
	
7	 62.19	 58.73	 57.52	 59.53	 60.61	 54.45	 58.84	 1.09
	
8	 60.90	 57.68	 56.32	 59.41	 59.81	 53.81	 57.99	 1.07
	
9	 59.52	 55.88	 54.57	 58.79	 59.16	 52.60	 56.76	 1.16
	
10	 57.97	 54.59	 53.29	 57.55	 57.89	 50.41	 55.28	 1.26
	
11	 56.48	 53.61	 52.66	 55.64	 56.95	 48.29	 53.94	 1.32
	
12_ 54.38	 52.70	 50.87	 54.58	 55.96	 48.85	 52.89	 1.08
	
13	 53.71	 51.93	 49.44	 54.09	 54.17	 48.97	 52.05	 0.96
14_	 52.61	 51.17	 48.35	 53.38	 53.02	 47.84	 51.06	 0.99
	
15	 51.10	 49.63	 47.35	 52.28	 52.37	 47.11	 49.97	 0.96
	
16	 49.96	 48.00	 46.48	 51.24	 51.42	 46.47	 48.93	 0.92
	
17	 48.56	 47.23	 45.47	 50.70	 50.81	 44.53	 47.88	 1.07
	
18	 47.67	 46.43	 43.91	 49.50	 50.11	 44.63	 47.04	 1.03
	
19	 47.40	 44.92	 43.0!	 48.02	 49.38	 44.43	 46.19	 1.00
	
20	 46.31	 43.68	 42.19	 47.87	 48.68	 42.88	 45.27	 1.11
	
21	 45.48	 43.85	 40.96	 46.89	 47.89	 41.32	 44.40	 _1.17
	
22_ 44.88	 44.23	 39.97	 46.76	 46.30	 39.86	 43.67	 1.24
	
23	 43.76	 42.95	 39.12	 45.64	 45.82	 39.40	 42.78	 1.20
	
24	 43.40	 41.93	 37.78	 44.80	 44.53	 38.96	 41.90	 1.20
	
25	 42.49	 40.62	 36.67	 44.31	 44.31	 37.97	 41.06	 1.32
	
26	 - 41.35	 40.34	 35.37	 43.21	 43.39	 37.07	 40.12	 1.34
	
27	 - 40.30	 39.64	 34.40	 42.97	 41.89	 35.87	 39.18	 1.38
	
28	 - 39.02	 38.47	 34.82	 42.30	 41.22	 35.53	 38.56	 1.22
	
29	 - 37.67	 37.95	 31.00	 41.89	 40.09	 34.86	 37.25	 _1.58
	
30	 36.40	 37.10	 30.57	 41.43	 39.81	 34.33	 36.61	 1.59
Raw Flywheel Velocity Data (rad.s-') using Lakomy method
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APPENDIX 3.2
RAW PEDAL FREOUENCY DATA FOR COLEMAN AND LAKOMY METHODS
OF ACCELERATION CORRECTION
t	 si	 s2	 s3	 s4	 s5	 s6	 Mean	 S.E.M.
1	 95.43	 103.48	 89.68	 107.47	 101.58	 94.93	 98.76	 2.67
2	 133.39	 136.46	 119.81	 147.91	 137.13	 128.33	 133.84	 3.84
3	 150.41	 150.94	 145.37	 158.10	 151.93	 138.47	 149.20	 2.71
4	 159.57	 156.77	 153.19	 158.81	 158.19	 137.35	 153.98	 3.45
5	 163.22	 157.48	 154.40	 159.87	 159.97	 141.89	 156.14	 3.09
6	 162.47	 156.68	 152.27	 155.73	 158.75	 140.82	 154.45	 3.05
7	 159.84	 153.83	 151.60	 157.00	 156.45	 136.76	 152.58	 3.37
8	 156.20	 151.27	 147.95	 155.91	 154.37	 134.52	 150.04	 3.36
9	 152.93	 146.80	 143.83	 154.14	 152.49	 131.28	 146.91	 3.53
10	 148.94	 143.01	 140.55	 150.94 149.40	 125.58	 143.07	 3.87
11	 144.72 140.83	 137.99 _145.95 146.92 120.36 139.46
	
4.06
12	 139.83	 138.04	 133.77	 143.25 _142.99	 122.45	 136.72	 3.19
13	 137.99	 136.35	 129.67	 142.24 _136.45	 122.56	 134.21	 2.86
14	 135.01	 134.26 126.37	 140.66 133.93
	 119.47 131.62	 3.06
15	 131.63	 130.17	 123.64 137.62 132.03	 117.60	 128.78	 2.89
16	 128.46	 126.10	 121.29	 135.12	 129.86 115.63	 126.08	 2.79
17	 124.84	 123.75	 118.91	 133.61	 128.33	 110.67	 123.35	 3.23
18	 122.61	 121.61	 114.42	 130.72	 126.58	 111.35	 121.22	 2.97
19	 121.82	 117.84	 112.45	 127.00 124.38	 111.23	 119.12	 2.62
20	 118.37 114.44 110.24 125.92 122.96 107.01	 116.49	 2.99
21	 115.92 114.79	 106.76	 123.67	 120.96 103.50 114.27	 3.21
22	 115.01	 115.62 104.02	 123.58 116.95	 98.97	 112.36	 3.71
23	 112.44	 111.99	 101.97	 120.51	 115.52	 98.06	 110.08	 3.45
24	 111.72 109.57	 98.16	 118.06 112.72	 97.32	 107.93	 3.42
25	 109.27 105.84	 95.09	 116.72 111.86	 94.45	 105.54	 3.70
26	 106.11	 105.73	 92.28	 113.67 109.72	 92.32	 103.31	 3.67
27	 103.38 103.83	 89.62	 114.04 106.05	 89.50	 101.07	 3.96
28	 100.10 100.70	 90.66	 111.96 103.93	 88.80	 99.36	 3.51
29	 96.06	 99.47	 80.30	 111.00 101.37	 86.76	 95.83	 4.46
30	 93.76	 96.84	 78.91	 109.87 100.77	 85.43	 94.26	 4.50
Raw Pedal Frequency Data (rev.min 1 ) using Coleman method
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	t	 si	 s2	 s3	 s4	 s5	 s6	 Mean	 S.E.M.
	
1	 90.39	 97.41	 83.90	 100.63	 100.33	 94.20	 94.48	 2.64
	
2	 128.49	 131.66	 111.94	 141.23	 136.19	 128.54	 129.68	 4.07
	
3	 146.09	 145.89	 139.96	 153.88	 151.29	 140.52	 146.27	 2.28
	
4	 157.24	 153.06	 147.98	 154.65	 157.52	 139.40	 151.64	 2.83
	
5	 162.70	 154.28	 150.39	 155.99	 159.19	 145.65	 154.70	 2.49
	
6	 162.60	 153.74	 148.45	 152.06	 158.10	 144.95	 153.32	 2.61
	
7	 159.88	 150.98	 147.88	 153.03	 155.82	 140.00	 151.27	 2.81
	
8	 156.56	 148.30	 144.80	 152.74	 153.78	 138.35	 149.09	 2.74
	
9	 153.03	 143.67	 140.30	 151.15	 152.11	 135.23	 145.92	 2.98
	
10	 149.05	 140.35	 137.00	 147.97 148.84 129.59	 142.13	 3.23
	
11	 145.22	 137.84	 135.38	 143.06	 146.41	 124.15	 138.68	 3.39
	
12	 139.80	 135.49	 130.78	 140.33	 43.88	 125.59	 135.98	 2.78
	
- 13	 138.09	 133.51	 127.10	 139.07	 39.27	 125.91	 133.83	 2.47
	
14	 135.25	 131.55	 124.30	 137.24	 36.31	 122.99	 131.27	 2.54
	15	 _131.37	 127.59	 121.73	 134.40	 134.65	 121.12	 128.48	 2.46
	
16	 128.44	 123.40	 119.49	 131.73	 132.19	 119.48	 125.79	 2.37
	
17	 124.84	 121.42	 116.91	 130.34	 130.63	 114.49	 123.11	 2.75
	
18	 122.55	 119.38	 112.88	 127.25	 128.84 114.74	 120.94	 2.65
	
19	 121.87	 115.49	 110.57	 123.45	 126.96	 114.24	 118.76	 2.56
	20	 :11907	 112.29	 108.46 123.06	 125.16 110.23	 116.38	 2.86
	
21	 116.94	 112.73	 105.30	 120.54	 123.12 106.24	 114.15	 3.01
	
22	 115.39	 113.71	 102.77 120.21	 119.03	 102.49	 112.27	 3.20
	
23	 112.50	 110.42	 100.57	 117.35	 117.79	 101.30	 109.99	 3.09
	
24	 111.57	 107.79	 97.12	 115.19	 114.49 100.17	 107.72	 3.09
	
25	 109.24	 104.43	 94.27	 113.91	 113.91	 97.63	 105.57	 3.39
	
26	 _106.31	 103.71	 90.93	 111.08	 111.56	 95.30	 103.15	 3.44
	
27	 103.62	 101.92	 88.45	 110.48	 107.70	 92.21	 100.73	 3.54
	28	 100.33	 98.91	 89.52	 108.75	 105.98_ 91.34	 99.14	 3.13
	
29	 96.86	 97.58	 79.71	 107.70 103.07	 89.62	 95.76	 4.07
	
30	 93.58_	 95.39	 78.59	 106.52 102.35	 88.25	 94.11	 4.08
Raw Pedal Frequency Data (rev.niin l ) using Lakomy method
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APPENDIX 3.3
RAW UNCORRECTED POWER DATA FOR COLEMAN AND LAKOMY
METHODS OF ACCELERATION CORRECTION
t	 si	 s2	 s3	 s4	 s5	 s6	 Mean	 S.E.M.
1	 515	 541	 448	 589	 470	 641	 534	 30
2	 720	 713	 599	 811	 635	 866	 724	 41
3	 812	 788	 727	 867	 703	 936	 806	 36
4	 861	 819	 766	 871	 732	 928	 829	 29
5	 881	 822	 772	 877	 740	 959	 842	 33
6	 877	 818	 761	 854	 735	 952	 833	 32
7	 863	 803	 758	 861	 724	 924	 822	 30
8	 843	 790	 740	 855	 714	 909	 809	 30
9	 825	 767	 719	 845	 706	 887	 791	 30
10	 804	 747	 703	 828	 691	 849	 770	 27
11	 781	 735	 689	 801	 680	 813	 750	 23
12	 755	 721	 669	 786	 662	 827	 737	 27
13	 744	 712	 648	 780	 632	 828	 724	 31
14	 729	 701	 632	 772	 620	 807	 710	 31
15	 710	 680	 618	 755	 611	 795	 695	 30
16	 693	 659	 616	 741	 601	 781	 682	 29
17	 673	 646	 594	 733	 594	 748	 665	 27
18	 662	 635	 572	 717	 586	 753	 654	 29
19	 657	 615	 562	 696	 576	 751	 643	 30
20	 639	 598	 551	 691	 569	 723	 628	 28
21	 626	 599	 534	 678	 560	 699	 616	 27
22	 621	 604	 520	 678	 541	 669	 606	 26
23	 607	 585	 510	 661	 534	 662	 593	 26
24	 603	 572	 491	 648	 522	 658	 582	 27
25	 590	 553	 476	 640	 518	 638	 569	 27
26	 573	 552	 461	 624	 508	 624	 557	 26
27	 558	 542	 448	 625	 491	 605	 545	 27
28	 540	 526	 453	 614	 481	 600	 536	 26
29	 519	 520	 402	 609	 469	 586	 517	 31
30	 506	 506	 394	 603	 466	 577	 509	 31
Raw Uncorrected Power Data (W) using Coleman method
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t	 si	 s2	 s3	 s4	 s5	 s6	 Mean	 S.E.M.
1	 488	 509	 420	 552	 465	 637	 512	 31
2	 694	 688	 560	 775	 631	 869	 703	 44
3	 789	 762	 700	 842	 701	 950	 791	 39
4	 849	 800	 740	 849	 730	 943	 818	 32
5	 879	 806	 752	 856	 737	 985	 836	 37
6	 878	 803	 743	 835	 732	 980	 829	 38
7	 863	 789	 740	 840	 722	 947	 817	 34
8	 845	 775	 724	 838	 712	 935	 805	 35
9	 826	 751	 702	 830	 705	 914	 788	 34
10	 805	 733	 685	 812	 689	 876	 767	 31
11	 784	 720	 677	 785	 678	 839	 747	 27
12	 755	 708	 654	 770	 666	 849	 734	 30
13	 746	 698	 636	 763	 645	 851	 723	 33
14	 730	 687	 622	 753	 631	 832	 709	 32
15	 709	 667	 609	 738	 624	 819	 694	 32
16	 694	 645	 598	 723	 612	 808	 680	 32
17	 674	 634	 585	 715	 605	 774	 665	 29
18	 662	 624	 565	 698	 597	 776	 654	 31
19	 658	 603	 553	 678	 588	 773	 642	 32
20	 643	 587	 543	 676	 580	 745	 629	 30
21	 632	 589	 527	 662	 570	 718	 616	 28
22	 623	 594	 514	 660	 551	 693	 606	 27
23	 608	 577	 503	 644	 546	 685	 594	 27
24	 603	 563	 486	 632	 530	 677	 582	 28
25	 590	 546	 472	 625	 528	 660	 570	 28
26	 574	 542	 455	 610	 517	 644	 557	 28
27	 560	 533	 443	 606	 499	 624	 544	 28
28	 542	 517	 448	 597	 491	 618	 535	 26
29	 523	 510	 399	 591	 477	 606	 518	 31
30	 505	 498	 393	 585	 474	 597	 509	 31
Raw Uncorrected Power Data (W) using Lakomy method
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APPENDIX 3.4
RAW CORRECTED POWER DATA FOR COLEMAN AND LAKOMY METHODS
OF ACCELERATION CORRECTION
t	 si	 s2	 s3	 s4	 s5	 s6	 Mean	 S.E.M.
1	 824	 856	 589	 997	 798	 991	 842	 61
2	 944	 888	 852	 1021	 852	 1016	 929	 32
3	 976	 923	 916	 951	 818	 970	 925	 24
4	 959	 875	 828	 917	 823	 999	 900	 29
5	 947	 884	 805	 899	 791	 998	 887	 33
6	 905	 831	 787	 903	 752	 959	 856	 32
7	 876	 830	 783	 898	 753	 939	 847	 29
8	 856	 792	 738	 884	 732	 902	 818	 30
9	 836	 768	 709	 865	 734	 889	 800	 30
10	 798	 754	 734	 834	 702	 824	 774	 22
11	 779	 750	 681	 794	 698	 820	 754	 22
12	 760	 722	 659	 807	 626	 868	 740	 37
13	 762	 736	 633	 813	 642	 835	 737	 35
14	 723	 707	 645	 769	 629	 810	 714	 29
15	 719	 658	 621	 767	 618	 809	 699	 32
16	 696	 680	 619	 750	 619	 757	 687	 25
17	 670	 649	 597	 760	 605	 745	 671	 28
18	 672	 640	 544	 695	 591	 791	 656	 35
19	 666	 610	 573	 707	 580	 767	 650	 31
20	 622	 597	 557	 705	 597	 676	 626	 23
21	 654	 627	 516	 705	 550	 724	 629	 34
22	 629	 593	 539	 686	 554	 622	 604	 22
23	 600	 579	 487	 655	 525	 675	 587	 30
24	 602	 578	 496	 662	 530	 695	 594	 31
25	 607	 545	 479	 649	 516	 633	 571	 28
26	 537	 584	 463	 642	 508	 618	 559	 28
27	 589	 517	 444	 610	 492	 607	 543	 28
28	 511	 535	 454	 609	 469	 604	 530	 27
29	 499	 527	 328	 646	 488	 592	 513	 44
_30	 518	 512	 452	 603	 460	 556	 517	 23
Raw Corrected Power Data (W) using Coleman method
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t	 si	 s2	 s3	 s4	 s5	 s6	 Mean	 S.E.M.
1	 656	 639	 465	 747	 648	 853	 668	 53
2	 987	 957	 745	 1119	 922	 1132	 977	 58
3	 935	 878	 931	 943	 829	 1042	 926	 29
4	 943	 853	 800	 846	 775	 919	 856	 27
5	 918	 803	 760	 854	 738	 1027	 850	 44
6	 861	 783	 710	 782	 706	 960	 800	 39
7	 821	 748	 720	 864	 684	 890	 788	 34
8	 798	 736	 682	 821	 678	 908	 770	 36
9	 778	 695	 649	 800	 674	 875	 745	 35
10	 753	 691	 644	 768	 644	 818	 720	 29
ii	 735	 685	 650	 727	 642	 785	 704	 23
12	 694	 675	 604	 733	 630	 848	 697	 36
13	 717	 668	 594	 739	 591	 842	 692	 39
14	 693	 658	 588	 724	 593	 797	 676	 33
15	 665	 623	 578	 701	 597	 793	 659	 32
16	 658	 600	 569	 688	 579	 784	 646	 33
17	 634	 608	 555	 691	 580	 727	 632	 27
18	 632	 597	 525	 661	 570	 766	 625	 34
19	 641	 564	 526	 636	 561	 758	 614	 34
20	 611	 553	 518	 660	 553	 707	 600	 30
21	 605	 603	 496	 631	 543	 682	 593	 27
22	 601	 612	 488	 646	 509	 659	 586	 29
23	 576	 544	 480	 612	 525	 668	 567	 27
24	 585	 535	 455	 605	 495	 660	 556	 31
25	 563	 514	 446	 605	 512	 635	 546	 28
26	 544	 527	 427	 579	 489	 621	 531	 28
27	 532	 511	 420	 591	 462	 597	 519	 29
28	 511	 489	 463	 575	 469	 604	 518	 24
29	 493	 492	 342	 574	 449	 588	 489	 37
30	 477	 476	 380	 566	 459	 581	 490	 30
Raw Corrected Power Data (W) using Lakomy method
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APPENDIX 4
SOFTWAJ FOR FORCE PEDAL DATA COLLECTION
Appendix 4.1 - Program 'ASSEMB' for A-D Converter control
Appendix 4.2 - Program 'FPEDALlO' for Force Pedal data collection
Appendix 4.3 - Program 'CONVERT' for data conversion
Appendix 4.4 - Program 'ANALYSIS' for calculation and output
Appendix 4.5 - Library Procedures for programs
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APPENDIX 4.1
PROGRAM "ASSEMB" FOR A-D CONVERTER CONTROL
10 REM Program to calibrate speed of A-D converter
20 REM Uses 10 channels with delay in variable d%
30 REM Version 1.02 Written SGS Coleman 1988
40:
50 REM Only works with "Arthur" opertaing system
60 REM Speeds for later (1988-) "Risc-Os" operating
70 REM system are twice as slow.
80:
90 MODE 12
100 VDU 19,14,0,0,0,0 :REM Colour 14 to black
110 VDU 19,0,6,0,0,0 :REMBackgroundto cyan
120:
130 REM Now input the delay variable (d%)
140:
150 COLOUR 14
160 I1NPUTTAB(5,9)"Please input delay variable (1 to 4095) ";d%
170:
180 REM Now assemble machine code
190 PROCassemb
200:
210 REM Now set time clock to zero, and then call routine
220 T1ME=0
230 CALL START
240 exp_time%=TIME
250 exp_time_secs = exp_time%/100
260:
270 REM Calculate frequency by dividing number of samples/channel (192)
280 REM by expired time in secs (exp_time_secs)
290 frequency = 1 92/exp_time_secs
300:
310 PRINTTAB(5,1 1)"Sample Frequency = ";frequency;" Hz"
320:
33OEND
340:
350:
36ODEF PROCassemb
370
380 REM Procedure to compile machine code. Works on 16 pages of 240 bytes
390 REM i.e 10 channels x 12 samples x 2 bytes
400 REM Giving 192 samples/channel
410
420 SYS 6,151,&62,0 : REM Set Port B to Inputs (DDRB = 0)
430
440 REM Now set named registers for simplicity
450 REM First registers are those for SW! calls
265
460 osbyte%=6 :write_c%=0
470
480 REM Next registers are for variables and controls
490 tog%=4: count%5 : msb%=6 :lsb I %7 :ffset%=1 0
500
510 REM Now set base memory address (b%) and number of pages (e%)
520 b%=&B000:e%16
530
540 REM Now compile machine code (opt% - errors flagged but no listing)
550 DI1M START 400
560
570 FOR pass%=0 TO 2 STEP 2
580 P%=START
590 [OPT pass%
600	 STMFD R13!,(R0-R12,R14} ;store registers
610	 MOVR9,#0
620	 MOV R8,#b%	 ;set base address
630	 MOV ffset%,#0
640	 MOV count%,#0	 ;set offset to zero
650	 MOV tog%,count%	 ;toggle low
660	 SWI &102	 ;printer on
670 .loop MOV R0,#&97	 ;write osbyte
680	 MOV R1,#&6C	 ;PCR
690	 MOVR2,#192	 ;Iow
700	 SWI osbyte%
710	 MOVRO,#1
720	 SWI write_c%
730	 MOV R0,ffset%
740	 SWI write_c%	 ;multiplexer channel
750	 MOV R0,#21	 ;flush buffer
760	 MOV R1,#3	 ;flush printer
770	 SWI osbyte%
780	 ADD tog%,ffset%,#32	 ;toggle CS
790	 MOVRO,#1
800	 SWI write
810	 MoV R0,tog%	 ;toggle
820	 SVjI write %
830	 Mov R0,ff21
	 ;flush buffer
840	 Mov R1,#3	 ;flush printer
850	 SWlosbyte%
860	 Mov R0,&97	 ;write osbyte
870	 Mov R1,#&6C
	 ;PCR
880	 MOVR2,#224	 ;high
890	 SWI osbyte°/o
900	 MOV R0,#&96
	 ;read osbyte
266
910	 MOV R1,#&60	 ;IJO port
920	 SWI osbyte%
930	 AND msb%,R2,#15	 ;AND msb with 15
940	 STRB msb%,[R8,count%]	 ;store msb
950	 SBC lsbl%,R2,msb%	 ;get part of lsb
960	 ADD tog%,ffset%,#96 	 ;present 4 lsbs
970	 MOV R0,#1
980	 SWlwrite_c%
990	 MOV R0,tog%
1000	 SWlwrite_c%
1010	 MOV R0,#21	 ;flush buffer
1020	 MOV R1,#3	 ;flush printer
1030	 SWI osbyte%
1040	 MOV R0,#&96	 ;read osbyte
1050	 MOV R1,#&60	 ;1J() port
1060	 SWI osbyte%
1070	 ADD ffset%,ffset%,#2
1080	 ADD R2,R2,lsbl%	 ;Add lsbs
1090	 ADD count%,count%,#1	 ;increase store
1100	 STRB R2,LR8,count%J	 ;store lsb%
1110	 ADD count%,count%,#1	 ;increase store
1120	 CMP ffset%,#20
1130	 BNEloop
1140	 MOV Ri 1,#d%	 ;set delay
1150 .delay SBCR11,R11,#1
1160	 CMPRil,l
1170	 BNE delay
1180	 MOV ffset%,#0
1190	 MOV tog%,#0	 ;reset toggle
1200	 CMP count%,#240
1210	 BNE loop
1220	 MOV count%,#0
1230	 ADDS R8,R8,#240
1240	 ADDS R9,R9,#1
1250	 CMPR9,#e%
1260	 BNE loop
1270	 SWI &103	 ;printer off
1280	 LDMFD R13!,(R0-R12,PC}	 ;return registers
1290	 ]
1300 NEXT
1310
132OENDPROC REM Of PROCassemb
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APPENDLX 4.2
PROGRAM IPPEDAL1OU FOR FORCE PEDAL DATA COLLECTION
S
10 REM Program to take data through A-D Converter
20 REM On 10 Channels at a frequency of 100Hz
30 REM (Burst Sampling)
40:
50 REM Written SGS Coleman, 1989
60:
70 MODE 12
80 VDU 19,0,6,0,0,0 : REM Background to cyan
90:
100 CLS
110 *pojflter
120:
130 PROClibrary
140 PROCcols
150:
160 REPEAT
170 MODE 12
180 VDU 19,0,6,0,0,0 : REM Background to cyan
190 PRO Ccols
200	 inter
210 RESTORE
220 PROCmenu("Data Collection", 1,6)
230
240 IF menu_select% <5 THEN
250 ON menu select% PROCcapture,PROCplot,PROCprint,PROCsave
260 ENDIF
270
280 UNTIL FALSE
29OEND
300:
310:
32ODEF PROClibraiy
330
340 REM Procedure to call library routines
350
360 LIBRARY "adfs::O.cols_slab"
370 LIBRARY "adfs::O.menuscont"
380
3 9OENDPROC
400:
410:
42ODEF PROCcapture
430
440 REM Procedure to capture data from A-D Converter
450
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460 PROCslab(32,32, 1248,992,16)
470
480 VDU 28,4,25,67,5
490 COLOUR 131
500 COLOUR 8
510
520 PRINT
530 IINPUT"Please Input time of collection ";time_samp
540
550 stores = 100 * 10 * 2 * time_samp
560 bytes = stores - (stores MOD 240)
570 pages% = bytes DIV 240
580 samps% = bytes/(l0*2)
590
600 PRINT
610 PRINT"Actual time will be "bytes/2000
620
630 PROCassemb
640
650 MODE 0
660 PRINT
670 PRINT"Hit Space bar to start collection"
680
690 REPEAT
700 UNTIL GET=32
710
720 TJME=0
730 CALL START
740 exptime% = TIME
750
760 exp_time_secs = exp_time%/100
770
780 MODE 12
790 VDU 19,0,6,0,0,0
800 PROCslab(32,32,1248,992,16)
810 VDU 28,4,25,67,5
820 PROCco1s
830 COLOUR 131
840 COLOUR 8
850 PRINT
860 PRINT "Expired Time was ";exp_time_secs
870
880 Frequency = pages%*240/(exp_time_secs* 10*2)
890
900 PRINT
269
910 PRINT "Frequency was ";Frequency;" Hz"
920
930 PROCmouse_cont(1 ,12)
94OENDPROC : REM Of PROCcapture
950:
960:
97ODEF PROCassemb
980
990 REM Procedure to compile machine code. Works on Pages of 240 bytes
1000 REM i.e 10 channels x 2 bytes
1010
1020 SYS 6,151,&62,0 : REM Set Port B to Inputs (DDRB = 0)
1030
1040 REM Now set named registers for simplicity
1050 REM First registers are those for SWI calls
1060 osbyte%==6:write_c%=0
1070
1080 REM Next registers are for variables and controls
1090 tog%=4 : count%=5 : msb%=6:lsb 1 %=7 :ffset% 10
1100
1110 REM Now set base memory address (b%), number of pages (e%) and delay (d%)
1120 b%=&C000:e%=pages%:d%=968
1130
1140 REM Now compile machine code (opt% - errors flagged but no listing)
1150 DIM START 400
1160
1170 FOR pass%=0 TO 2 STEP 2
1180 P%=START
1190 [OPT pass%
1200	 STMFD R13!,{R0-R12,R14}	 ;store registers
1210	 MOVR9,#0
1220	 MOV R8,*b%	 ;set base address
1230	 MOV ffset%,#0
1240	 MOV count%,#0	 ;set offset to zero
1250	 MOV tog%,count%	 ;toggle low
1260	 SWI &102	 ;printer on
1270 .loop MOV R0,#&97	 ;write osbyte
1280	 MOV R1,#&6C	 ;PCR
1290	 MOVR2,#192	 ;low
1300	 SWlosbyte%
1310	 MOVRO,#1
1320	 SWlwrjtec%
1330	 MOV R0,ffset%
1340	 SWI write_c%
	 ;multiplexer channel
1350	 MoV R0,#21
	 ;flush buffer
270
;flush buffer
;flush printer
;read osbyte
;JJO port
1360
1370
1380
1390
1400
1410
1420
1430
1440
1450
1460
1470
1480
1490
1500
1510
1520
1530
1540
i55O
1560
1570
1580
1590
1600
1610
1620
1630
1640
1650
1660
1670
1680
1690
1700
1710
1720
1730
1740
1750 .delay
1760
1770
1780
1790
1800
MOV R1,#3
SWI osbyte%
ADD tog%,ffset%,#32
MOV R0,1
SWI writec%
MOV R0,tog%
SWI write_c%
MOV R0,#21
MOV R1,#3
SWI osbyte%
MOV R0,#&97
MOV R1,I&6C
MOV R2,#224
SWI osbyte%
MOV R0,#&96
MOV R1,^^&60
SWI osbyte%
AND msb%,R2,#15
STRB msb%,[R8,count%]
SBC 'isbWo,R2,msbVo
ADD tog%,ffset%,#96
MOV R0,#1
SWI write_c%
MOV R0,tog%
SWI write_c%
MOV R0,#21
MOV R1,#3
SWI osbyte%
MOV R0,#&96
MOV Rl,#&60
SWI osbyte%
ADD ffset%,ffset%,#2
ADD R2,R2,Isbl%
ADD count%,count%,# 1
STRB R2,[R8,count%]
ADD count%,count%,#1
CMP ffset%,#20
BNE loop
MOV Ri 1,#d%
SBC Ri 1,R1 1,#1
CMP R11,#1
BNE delay
MOV ffset%,10
MOV tog%,#0
CMP count%,#240
;flush printer
;toggle CS
;toggle
;flush buffer
;flush printer
;write osbyte
;PCR
;high
;read osbyte
;VO port
;AND msb with 15
;store msb
;get part of lsb
;present 4 lsbs
;Add lsbs
;increase store
;store Isb%
;increase store
;set delay
;reset toggle
271
1810	 BNEloop
1820	 MOV count%,#0
1830	 ADDS R8,R8,240
1840	 ADDS R9,R9,#1
1850	 CMPR9,#e%
1860	 BNE loop
1870	 SWI &103	 ;printer off
1880	 LDMFD R13!,{R0-R12,PC} 	 ;return registers
1890	 ]
1900 NEXT
1910
192OENDPROC : REM Of PROCassemb
1930:
1940:
195ODEF PROCplot
1960
1970 REM Procedure to plot raw data on screen
1980
1990 PROCmenu('Plot Data",1,6)
2000
2010 PROCslab(32,32, 1248,992,16)
2020
2030 LOCAL yscale : REM Y scaling
2040 LOCAL xscale : REM X scaling
2050 yscale = 750/4095
2060 xscale = 1000/samps%
2070
2080 REM Max is always 4095, Mm is always 0
2090
2100 GCOLO,8
2110 MOVE 100,100
2120 DRAW 1100,100
2130 MOVE 100,100
2140 DRAW 100,850
2150
2160 FORs%=OTObytesSTEP2O
2170 PROCsum(s%)
2180 DRAW (s%120) * xscale + 100, z_s% * yscale + 100
2190 NEXT
2200
2210 VDU5
2220 MOVE 100,900
2230 PRINT"Channel number"
2240 MOVE 270,900
2250 PRlINTmenu select%- I
272
2260 MOVE 500,900
2270 PRINT"Hit any key to continue"
2280 VDU4
2290
2300 A=GET
2310
232OENDPROC
2330:
2340:
23 5ODEF PROCsum(smp%)
2360
2370 REM Procedure to calculate data point
2380
2390 x_s% = ?(b%+smp%+((menu_select%- 1 )* 2))
2400 y_s% = ?(b%+smp%+((menu_select%1)*2)+1)
241 C z_s% = x_s% * 256 + y_s%
2420
243 OENDPROC : REM Of PROCsum
2440:
2450:
2460DEF PROCprint
2470
2480 REM Procedure to print out data
2490
2500 PROCmenu("PRrNT DATA",1,6)
2510
2520 PROCslab(32,32, 1248,992,16)
2530 VDU 28,4,28,67,5
2540 COLOUR 131
2550 COLOUR 8
2560
2570 CLS
2580 @%=&20208
2590
2600 FOR pi% =0 TO bytes STEP 20
2610 wholejage = p_i%/(160*20)
2620
2630 IF INT(whole . page) = wholepage THEN
2640 PROCmouse_cont( 1,22)
2650 CLS
2660 ENDIF
2670
2680 PROCsum(p_i%)
2690 PRINT zs%;
2700 NEXT
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2710
2720 PROCmouse_cont( 1,22)
2730
274OENDPROC : REM Of PROCprint
2750:
2760:
2770DEF PROCcat
2780
2790 REM Procedure to catalogue disc
2800
2810 PROCslab(32,32,1248,992, 16)
2820 VDU 28,4,27,76,3 : REM Text Window
2830 COLOUR 131	 : REM Background is mid-grey
2840 COLOUR 8	 : REM Foreground is Black
2850
2860 PRINT
2870 PRINT"Files on disc 0 are"
2880 OSCLI("CAT ADFS::0.$")
2890
2900 PRO Cmouse_cont( 1,22)
2910
292OENDPROC : REM Of PROCcat
2930:
2940:
2950DEF PROCsave
2960
2970 REM Procedure to save data for use in other programs (such as Graphing)
2980
2990 LOCAL ch%
	 : REM channel loop counter
3000 LOCAL s%	 : REM sample loop counter
3010 LOCAL save_chan% : REM sample Output channel
3020 menu_select% = 1 : REM set so that PROCsum still works
3030
3040
3050 PROCslab(32,32,1248,992, 16)
3060 PROCcat
3070
3080 INPUTTAB(1,22)"Please input filename under which to save data "save_file$
3090
3100 save_file$ = "adfs: :0.$"+save_file$
3110
3120 save _chan% = OPENOUT save file$
3130 PRINT savechan%,no_chans%,frequency,samples%
3140
3150 FOR ch% 0 TO 18 STEP 2
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3160
3170 FORs%=OTObytesSTEP2O
3180 PROCsum(ch%+s%)
3190 PRIINT#save_chan%,zs%
3200 NEXT
3210
3220 NEXT
3230
3240 CLOSE #savechan%
3250
326OENDPROC REM Of PROCsave
3270:
3280:
3290 DATA Take Data,Plot Graphs,Print Data,Save Data, , , ,
3300 DATA Right Fx,Right Fy,Right Fz,Left Fx,Left Fy,Left Fz,Crank,R.ight Pedal,Left
Pedal,D.C. Motor,,
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APPENDIX 4.3
PROGRAM °CONVERT" TO CONVERT RAW DATA
10 REM Program to convert raw data files from "FPedallO" to Newtons
20 REM and degrees. Data is converted to volts and then to the
30 REM appropriate scale.
40:
50 REM Written SGS Coleman 1989. Modified (Version 2.01) 1993
60:
70 MODE 12
80 VDU 19,14,0,0,0,0 : REM Colour 14 Black
90 VDU 19,0,6,0,0,0 : REM Background to cyan
100:
110 PROCinput
120:
130 PROCconvert
140:
150 PROCsave
160:
17OEND
180:
190:
200DEF PROCcat
210
220 REM Catalogues adfs disc 0
230
240 CLS
250 COLOUR 14
260 PRINTTAB(2,2'Fi1es currently on disc are
270 OSCLI("CAT adfs::0") : REM catalogues files
280
29OENDPROC : REM Of PROCcat
300:
310
32ODEF PROCinput
330
340 REM Procedure to call file and then input raw data
350
360 LOCAL ch%	 : REM channel loop counter
370 LOCAL samp%	 : REM sample ioop counter
380 LOCAL chan%	 : REM Input file system channel
390
400 PROCcat
410 REM Procedure to call file and then input raw data
420
430 PRINT
440 INPUT"Please input file to be recalled "filename$
450 filename$ = "adfs: :0. "+fijename$
276
460
470 CLS
480
490 chan% = OPENThT filename$
500 iNPUT #chan%,nochans%,frequency,samples%
510 samples_p er_chan% samples%/(no_chans%*2)
520 DIM raw(no_chans%, samples_per_chan%)
530
540 FOR ch% = 1 TO no_chans%
550
560 PRINTTAB(9,9)"Recalling Channel Number ";ch%
570
580 FOR samp% = 1 TO samples_per_chan%
590 INPUT chan%,raw(ch%,samp%)
600 NEXT samp%
610
620 NEXT
630
640 CLOSE #chan%
650
66OENDPROC : REM Of PROCinput
670:
680:
69ODEF PROCconvert
700
710 REM Procedure to convert data. Calls DATA statements for each channel
720 REM Convert to volts and then to Appropriate Units.
730
740 DIM slope(no_chans%), intercept(no_chans%)
750 DIM converted(no_chans%,samples_per_chan%)
760 volt_slope = 0.00498985
770 volt_intercept = -10.2 153
780
790 LOCAL ch%	 : REM channel loop counter
800 LOCAL samp%	 : REM sample loop counter
810
820 CLS
830
840 FOR ch% = I TO no_chans%
850
860 PRINTTAB(9,9)"Converting Channel ";ch%
870
880 READ slope(ch%), intercept(ch%)
890
900 FOR samp% = I TO samples_per_chan%
277
910 raw(ch%,samp%) = raw(ch%, samp%)* volt_slope + volt_intercept
920 converted(ch%, samp%) = (raw(ch%, samp%)-intercept(ch%))/slope(ch%)
930 NEXT
940
950 NEXT
960
97OENDPROC : REM Of PROCconvert
980:
990:
I000DEF PROCsave
1010
1020 REM Routine to save converted data
1030
1040 LOCAL ch%	 : REM channel loop counter
1050 LOCAL samp%	 : REM sample loop counter
1060 LOCAL out_chan%	 : REM Output file system	 channel
1070 PROCcat
1080
1090 PRINT
1100 1NPUT"Please input filename under which to save data "save_file$
1110 save_file$ = "adfs::0."+save_file$
1120
1130 CLS
1140
1150 out_chan% = OPENOUT save_file$
1160 PRINT #out_chan%,no_chans%,frequency, samples%
1170
1180 FOR ch% = 1 TO no_chans%
1190
1200 PRINTTAB(9,9)"Saving Channel Number ";ch%
1210
1220 FOR samp% = 1 TO samples_per_chan%
1230 PRINT #out_chan%,converted(ch%,samp%)
1240 NEXT samp%
1250
1260 NEXT
1270
1280 CLOSE #out_chan%
1290
1300ENDPROC : REM Of PROCsave
1310:
1320:
1330 REM DATA statements for channel slopes and intercepts
1340:
1350 DATA 0.0049495, 0.021000
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1360 DATA 0.0048829,-0.018 100
1370 DATA 0.0053944, 0.0081364
1380 DATA 0.0046053, 0.00623 10
1390 DATA 0.0045098,-0.00 18571
1400 DATA 0.0049342,-0.0039999
1410 DATA 0.3476550,-712.6368
1420 DATA 0.3397914,-694.59919
1430 DATA 0.3435743,-703.27059
1440 DATA 0.0400221,-81.2042
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APPENDiX 4.4
PROGRAM "ANALYSIS" TO PERFORM CALCULATIONS AND OUTPUT
10 REM Program to calculate Pedal Variables from 2 pedals on 10 channels
20 REM Data taken with "FpedallO" and converted with "Convert"
30:
40 REM Written SGS Coleman 1990. Modified SGSC 1993. Version 3.01
50:
60:
70 PROCinit
80 PROClibrary
90 PROCcols
100:
110 REPEAT
120:
130 REPEAT
140 MODE 12
150 VDU 19,0,6,0,0,0
160 PROCcols
170 *POfl4ThR
180 PROCmenu("Pedal Output", 1,6,1)
190
200 UNTIL menu select% < 12
210:
220 ON menu_select%
PROCcat,PROCrecall,PROCcalc,PltOCimplement,PROCsgraph,PROCprint,PROCforce
_diagraxn,PROCpedal_picture,PROcaverage,PROCsave,PROCascii
230 UNTIL FALSE
24OEND
250:
260:
27ODEF PROCinit
280
290 REM Procedure to set initial variables (global)
300
310 DIM res(4,15,1300): REM Enough for 13 seconds at 100Hz
320	 : REM res(0,i,j) are Raw Data
330	 : REM res(1,i,j) are Angular Displacements
340	 : REM res(2,i,j) are Angular Velocities
350	 : REM res(3,ij) are Angular Accelerations
360	 : REM res(4,i,j) are Calculated variables
370 DIM max(4,15) : REM Max for each channel
380 DIM min(4,15) : REM Mm for each channel
390 DIM sx(1300) : REM Filter variables
400 DIM xi(1300) 	 : REM Filter variables
410 DIM templ(1300) : REM temporary Storage (filtering)
420 DIM temp2(1300) : REM temporary Storage (filtering)
430 DIM alphal(4) : REM Filter Coefficients
280
440 DIM menu content$(l0O): REM menu titles
450 DIM alpha2(4) : REM Filter Coefficients
460 DIM beta 1(4) : REM Filter Coefficients
470 DIM beta2(4) : REM Filter Coefficients
480 DIM al(4),a2(4) : REM Filter Coefficients
490 DIM b 1 (4),b2(4) : REM Filter Coefficients
500 DiM ped_rev(50) : REM Pedal rev (TDC) markers
510
520 REM Now do menu variable titles
530
540 FOR title% 1 TO 99
550 READ menu content$(title%)
560 NEXT
570
580 radius = 0.257 : REM Flywheel radius
590 gravity = 9.8068 : REM accn due to gravity
600 Inertia = 0.3 96 : REM Ergometer flywheel inertia
610 Load = 1	 : REM Load set to a default value (non-zero)
620 Crank_length=0. 170: REM Crank length in metres (standard)
630 Pedal_length=0.066: REM Pedal length in metres
640 CGcrank = 0.0675 : REM Distance of CG crank from spindle
650 CGpedal = 0.022 : REM Distance of CG pedal from pedal spindle
660 Mass crank = 0.186: REM Mass of Crank (kg)
670 Mass_pedal = 1.399: REM Mass of Pedal (kg)
680 Inertia_crank = 0.0019241 : REM Crank Inertia
690 Inertia_pedal = 0.0029511: REM Pedal Inertia
700 Pedal_x_dist = 0.0 17 : REM Top of pedal to spindle
710 Pedal_z_dist = 0.020 : REM Back of pedal to spindle
720 Ped_rev_ct% = 1 : REM counter for pedal rev marker
730
74OENDPROC
750:
760:
77ODEF PROClibrary
780
790 REM Procedure to call common library routines
800
810 LIBRARY "adfs: :4. $. phd_work. ascii_prog. cols_slab"
820 LIBRARY "adfs: :4. $. phd_work. ascii_prog.menus_cont"
830 LIBRARY "adfs: :4. $. phd_work. ascii_prog.maxes_ques"
840
85OENDPROC : REM Of PROClibraiy
860:
870:
88ODEF PROCcat
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890
900 REM Procedure to catalogue disc
910
920 PROCslab(32,32, 1248,992,16)
930 VDU 28,4,27,76,3 : REM Text Window
940 COLOUR 131: REM Background is mid-grey
950 COLOUR 8 : REM Foreground is Black
960
970 PRiNT
980 PRINT"Files on disc 0 are"
990 OSCLI("MOUNT 0')
1000 OSCLI("CAT ADFS::0.$")
1010
1020 PRO Cmouse_cont( 1,22)
1030
1O4OENDPROC : REM Of PROCcat
1050:
1060:
1 O7ODEF PRO Crecall
1080
1090 REM Procedure to recall converted data from disc
1100
1110 LOCAL ch%	 : REM channel loop counter
1120 LOCAL s%	 : REM sample loop counter
1130 LOCAL opnen_chan% : REM Input file channel
1140
1150 PROCcat
1160
1170 PRINT
1180 INPUT" Which file do you want ?"filename$
1190
1200 open_chan% = OPENIN filename$
1210
1220 INPUT #open_chan%,no_chans%,frequency,samples%
1230 samplesper_chan = samples%/(2*nochans%)
1240 total_time = samples_per_chan / frequency
1250
1260 CLS
1270 PRINT"Number of channels saved is ";no_chans%
1280
1290 FOR ch% = 0 TO no_chans%-1
1300 PRINTTAB(20,9)"Recalling channel ";ch%
1310
1320 FOR s% = 1 TO samples_per_chan
1330 INPUT #open_chan%,res(0,ch%, s%)
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1340 NEXT
1350
1360 NEXT
1370
1380 CLOSE #open_chan%
1390
1400 REM Now change sign of Left Fx channel so that if is in same direction
1410 REM as Right Fx (i.e. towards front of bike when pedal is horizontal
1420
1430 FOR s% = 1 TO samp1esper_chan
1440 res(0,3,s%)=-1 *res(03,s%)
1450 NEXT
1460
1470 VDTJ 26 : REM Windows back to standard.
1480
1490 REM Now calculatc load from filename
1500
1510 Len_name% = LEN(filename$)
1520 Load$"
1530
1540 FOR 1% = 1 TO Len_name%
1550 IF ASC(MID$(filename$,1%,1)) < 58 AND ASC(MID$(filename$,1%,1)) >47
THEN
1560	 Load$ += MJD$(filename$,1%,1)
1570 ENDIF
1580 NEXT
1590
1600 Load = VAL(Load$) / 10
1610 IF Load >20 THEN Load =Load/10
162OENDPROC : REM Of PROCrecail
1630:
1640:
165ODEF PROCcaIc
1660:
1670 REM Procedure to do all calculations
1680
1690 LOCAL s% : REM sample ioop counter
1700 LOCAL c% : REM dimensions loop counter
1710
1720 PROCslab(32,32, 1248,992,16)
1730 COLOUR 8 : REM Black foreground
1740 COLOUR 131: REM Mid-grey background
1750 PRJNTTAI3(10,10)"Please wait - Calculating"
1760
1770 PROCpotent(6)
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1780 PROCpotent(7)
1790 PROCpotent(8)
1800
1810 REM Now do crank TDC times (markers)
1820
1830 FOR s% = 4 TO samples_per_chan
1840
1850	 IF res(0,6,s%) - res(0,6,s%-1) <-200 THEN
1860 ped_rev(Ped_rev_ct%) = s%-1
1870 Ped_rev_ct% + I
1880 ENDIF
1890
1900 NEXT
1910
1920 REM Now do displacements (relative to each other)
1930
1940 FOR s% = 1 TO samples_per_chan
1950 res(1,0,s%) = res(0,6,s%)
1960 res( 1,1 ,s%) = res(0,6,s%)-res(0,7,s%)
1970 IF res(1,1,s%) <-20 THEN res(1,1,s%) += 360
1980 res( I ,2,s%) = res(0,6,s%)-res(0,8,s%)+1 80
1990 IF res(1,2,s%) >360 THEN res(1,2,s%) -= 360
2000
2010 NEXT
2020
2030 REM Now allow for crank going through zero/360
2040
2050 crank_flag=0
2060 crank_rev =0
2070
2080 FOR s% = 1 TO samples_per_chan-1
2090 IF res(1,0,s%)<15 AND crank_flag = 0 THEN
2100 crank rev+= 360
2110 crank_flag=1
2120 ENDIF
2130
2140 IF res(1,0,s%)>14 THEN crank_flag =0
2150 res(1,13,s%) = res(1,0,s%) +crank_rev
2160 NEXT
2170
2180 REM Now do displacment (to real horizomtal)
2190
2200 FOR s% = I TO samples_per_chan
2210 res( 1,3 ,s%) = res(0,6,s%)+90
2220 IF res(1,3,s%)> 360 THEN res(1,3,s%) -=360
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2230 res( 1,4, s%) = res(0,6,s%)-res(0, 7, s%)+270
2240 IF res(1,4,s%) <-20 THEN res(1,4,s%) +=360
2250
2260 res( 1,5, s%) = res(0,6, s%)-res(0, 8,s%)+270+ 180
2270 IF res(1,5,s%) > 360 THEN res(1,5,s%) -=360
2280
2290 NEXT
2300
2310 REM Now allow for crank going through zero/360
2320
2330 crank_flag=0
2340 crank_rev = 0
2350
2360 FOR s% = 1 TO samples_per_chan-1
2370 [F res(1,3,s%)<15 AND crank_flag = 0 THEN
2380 crank rev += 360
2390 crank_flag= 1
2400 ENDIF
2410
2420 IF res(1,3,s%)>14 THEN crank_flag 0
2430 res(1,14,s%) = res(1,3,s%) +crank_rev
2440 NEXT
2450
2460 REM Now do angular velocities (finite differences)
2470
2480 FOR s% =2 TO samples_per_chan-1
2490
2500 FORc%OTO11
2510 res(2, c%,s%) = (RAD(res( 1, c%, s%+ 1 )-res( I ,c%,s%- 1 )))*&equency/2
2520 NEXT
2530
2540 res(2,0,s%) = RAD((res( 1,14, s%+ 1 )-res( 1,1 4,s%- 1 )))*frequency/2
2550 res(2,3 ,s%) = RAD((res( 1,1 4,s%+1)-res( 1,1 4,s%-1 )))*frequency/2
2560
2570 NEXT
2580
2590 REM Now do angular accelerations (finite differences)
2600
2610 FOR s% = 3 TO samples_per_chan-2
2620
2630 FORc%=OTO11
2640 res(3,c%,s%) = (res(2,c%,s%+1)_res(2,c%,s%1))*frequency / 2
2650 NEXT
2660
2670 NEXT
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2680
2690
2700ENDPROC REM Of PROCcaIc
2710:
2720:
273 ODEF PROCpotent(chan%)
2740
2750 REM Compensates for missing 20 degrees of potentiometer
2760 REM assumes linearity
2770 REM Input parameter is channel to interpolate (6,7 or 8)
2780
2790 LOCAL s%	 : REM sample loop counter
2800 LOCAL W%	 : REM interpolator loop counter
2810 LOCAL potent_flag : REM flag
2820 LOCAL markerl% : REM markerl - beginning of interpolated data
2830 LOCAL marker2% : REM marker2 - end of interpolated data
2840 LOCAL markerl_flag : REM flag for markerl
2850
2860 FOR s% = 4 TO samples_per_chan
2870
2880 IF res(0,chan%,s%) - res(0,chan%,s%-1) < -200 THEN
2890 markerl% = s%-1
2900 IF res(0,chan%,s%-1)> 334 THEN markerl% - 1
2910 potent_flag=0
2920 markerl_flag = 1
2930 ENDIF
2940
2950 IF res(0,chan%,s%) >4 AND res(0,chan%,s%)<15 THEN
2960
2970 IF markerl_flag = 1 THEN
2980	 potent_flagl
2990	 marker2% = s%
3000 ENDIF
3010
3020 ENDIF
3030
3040 IF potent_flag = 1 AND res(0,chan%,s%)> 15 'FHEN
3050 res(0,chan%,marker2%) + 360
3060 gradient = (res(0,chan%,marker2%)-res(0,chan%,marker 1 %))/(marker2%-
marker 1%)
3070
3080	 FOR w% = markerl% TO marker2%
3090	 res(0,chan%,w%) = res(0,chan%,marker 1 %)+((w%-marker 1 %)*gradient)
3100	 IF res(0,chan%,w%)>360 THEN res(0,chan%,w%) -360
3110	 NEXT
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3120
3130 ENDIIF
3140
3150 NEXT
3160
3 17OENDPROC : REM Of PROCpotent()
3180:
3190:
3200DEF PROCcoeff
3210
3220 REM Procedure to work out Butterworth Coefficients
3230
3240 order%=2
3250 omega PI*ratio_freq
3260 t2 = 2*TAN(omega)
3270 tsq = 0.25 *t2A2
3280 order2% = order% MOD 2
3290 order3% order% + order2%
3300 order4% (3 *ordei.%+order2%)/24
3310
3320 FOR m% order3% TO order4%
3330 a P1 * (2*m%+1order2%)/(2*order%)
3340 anum 1t2*COS(a)+tsq
3350 i = (order4%m%)*2+1
3360 u = (1-tsq)/anum
3370 v = t2 * SIN(a) / anum
3380 beta 1(i+order2%) = u
3390 beta2(i+order2%) = v
3400 betal(i+order2%+1) = U
3410 beta2(i+order2%+1) = -v
3420 NEXT
3430
3440 FOR m% = 1 TO order%
3450 alphal(ni%)=-1
3460 alpha2(ni%)0
3470 NEXT
3480
3490 aO = 1
3500
3510 FOR rn% = 1 TO order%
3520 il=2*i%1
3530 i2=2*m%
3540 al (m%) (-alpha 1 (i 1)-alpha 1 (i2))
3550 a2(m%) (alpha 1 (ii) *alphal (i2))+(alpha2(i 1 )*alpha2(i2))
3560 b 1 (m%) (-beta 1 (ii )-betal (i2))
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3570 b2(m%) = (betal (ii) *betal (i2))-(beta2(i I )*beta2(i2))
3580 aO aO* (1 +al (m%)+a2(m%))/(1 +b 1 (m%)+b2(m%))
3590 NEXT
3600
3610 IF ABS(aO)<0.000001 THEN aO=1
3620 a01/aO
3630 cos_term = COS(PI*ratio_freq)/SIN(PI*ratio_fteq)
3640
3650 REMNowdocoeffs
3660 k 1 = 1/(( I +sQR(2)*costerm)+(costerm12))
3670 k3=-bl(1)
3680 k4=b2(I)
3690
3700ENDPROC : REM Of PROCcoeff
37 10:
3720:
3730DEF PROCimplement
3740
3750 REM Procedure to implement 4th Order Butterworth filter
3760
3770 LOCAL filt_i% : REM filter loop counter
3780
3790 @%&20208
3800 PROCsIab(32,32, 1248,992,16)
3810 VDU5
3820 GCOL8
3830
3840 sfn%=5
3850 ffn% = samples_per_chan - 5
3860
3870 PROCmax(2,0,sfn%+S,ffn%-5)
3880
3890 MOVE 80,600
3900 PRINT'Max value for crank angle is ";max(2,0)IPI;" at ";maxtime/frequericY,"
seconds"
3910 MOVE 80,550
3920 INPUT"Please input cut-off frequency (Hz) :- "cut_off
3930 cut_off = cut_off/ 0.802 : REM To allow for 2nd - 4th order
3940 MOVE 80,350
3950 PRINT"Filtering in progress - please wait"
3960 ratio_freq = cut ofE'frequency
3970 PROCcoeff
3980
3990 FOR chari% =0 TO 5
4000 IF chan% = 0 1'HEN chan% = 13
288
4010 IF chan% =3 THEN chan% 14
4020 PROCfiiter(1 ,chan%,sxO)
4030 IFchan%=l3THENchan%=0
4040 IF chan% = 14 THEN chari% = 3
4050
4060 FOR impl% = sfn% TO ffn%
4070 res(1,chan%+6,impl%) = sx(impl%)
4080 NEXT
4090
4100 FOR vel% = sfn% TO ffn%
4110 res(2, chan%+6,vei%) = R.AD(res( 1 ,chan%+6,vel%+ 1 )-res( 1 ,chan%+6,vei%-
1 ))*frequency/2
4120 NEXT
4130 FOR accn% = sfn% TO ffn%
4140 res(3 ,chan%+6,accn%) = (res(2,chan%+6,accn%+ 1 )-res(2,chan%+6, accn%-
1))*frequency /2
4150 NEXT
4160
4170 NEXT
4180
4190 REMNowdoMotor
4200 PROCfiiter(0,9,sxO)
4210
4220 FOR impl% = sfn% TO ffn%
4230 res(2, 13 ,impl%) = sx(impl%)
4240 NEXT
4250 FOR accn% sfn% TO ffn%
4260 res(3,13 ,accn%) = (res(2, 13 ,accn%+1 )-res(2, 13 ,accn%- 1))*frequency/2
4270 NEXT
4280
4290 PROCcaIc2
4300
43 IOENDPROC
4320
433 ODEF PRO Cfllter(f deriv%,f chan%,RETURN sxO)
4340
4350 FOR flit 1% = sfn% TO ffn%
4360 sx(fllt_i%) = res(fderiv%,fchan%,filt_i%)
4370 NEXT
4380
4390 xi(sth%) (7*sx(sfh%)2*sx(sth%+1)sx(sth%+2))/4 : REM Endpoint 1
4400 xi(sfh%+1) = sx(sth%) : REM Endpoint 2
4410
4420 FOR flit 1% = sfn%+2 TO ffn%
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4430 xi(filti%) = ki * (sx(filt_i%)+(2 * sxfilt_i%- 1 ))+sx(filt_i%-2))+(k3 *xj(fflj%_
1 ))(k4*xi(fi1t_i%2))
4440 NEXT
4450
4460 sx(iTh%) = (7*xi(fTh%)2*xi(fTh%1)xi(sth%2))/4 : REM Endpoint n
4470 sx(iTh%- I) xi(ffi%) : REM Endpoint n-i
4480
4490 FOR flit i% = ffn%-2 TO sfn% STEP -1
4500 sx(filti%) = ki *
(xi(filti%)+(2*xi(filti%+ 1 ))+xi(filt j%+2))+(k3 * sx(filt i%+ 1 ))_(k4*sx(filti%+2))
4510 NEXT
4520
4530 VDU4
4540
4550
456OENDPROC : REM Of PROCfilter
4570:
4580:
4590DEF PROCcalc2
4600
4610 REM Does calculations only AFTER filtering
4620
4630 FOR s% = 10 TO samplesper_chan - 10
4640
4650 REM Do Pedal Kinetic Data first
4660
4670 R_Eff_Force = (res(0,0,s%) * COSRAD(res(O,7,s%))) + (res(0,2,s%) *
SINRAD(res(O,7,s%)))
4680 R_Ineff Force = (-res(0,0,s%) * SINRAD(res(0,7,s%))) + (res(0,2,s%) *
COSRAD(res(0,7,s%)))
4690 L_Eff_Force (res(0,3,s%) * COSRAD(res(O,8,s%))) + (res(0,5,s%) *
SINRAD(res(0,8,s%)))
4700 L_Ineff Force = (-res(0,3,s%) * SINRAD(res(0,8,s%))) + (res(0,5,s%) *
COSRAD(res(0, 8,s%)))
4710 R_Efficiency = R_Eff_Force / SQR((R_Eff_Force'2)+(Rjneff_Force"2))
4720 L_Efficiency = L_Eff_Force / SQR((L_Effjorce'2)+(Ljneff_Force"2))
4730
4740 R_Torque = R_Eff_Force * 0.170
4750 L_Torque = L_Eff_Force * 0.170
4760
4770 R_Power = R_Torque * res(2,6,s%)
4780 L_Power = L Torque * res(2,6,s%)
4790
4800 res(4,0,s%) = R_Eff_Force
4810 res(4, 1,s%) = Rjneff_Force
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4820 res(4,2,s%) = R_Efficiency
4830
4840 res(4,3,s%) = L_Eff_Force
4850 res(4,4,s%) Ljneff_Force
4860 res(4,5,s%) = L_Efliciency
4870 res(4,6,s%) = R_Torque
4880 res(4,7,s%) = L_Torque
4890
4900 res(4,8,s%) = R_Power
4910 res(4,9,s%) = L_Power
4920 res(4, 10,s%) = R_Power + L_Power
4930 res(4,1 1,s%) =R_Torque + LTorque
4940
4950 F torque = (0.000261 * res(2,13,s%)"2) + (0.007571 * res(2,13,s%)) + 0.2246
4960 res(4,13,s%) = res(2,13,s%) *
((Inertia*res(3 ,
 13, s%))+(Load*gravity*radius)+F_torque)
4970
4980 NEXT
4990:
5000:
5O1OENDPROC : REM Of PROCcalc2
5020:
5030:
5O4ODEF PROCaxes(deriv%,chan%)
5050
5060 REM Procedure to draw axes on screen
5070 REM Input parameters are derivative and channel to plot
5080
5090 LOCAL x_div% : REM x axis division loop counter
5100 LOCAL y_div% : REM y axis division loop counter
5110
5120 PROCquest
5130 PROCslab(32,32,1248,992,16)
5140
5150 samp_st% = frequency * qsn
5160 samp_en% = frequency * qen
5170
5180 VDU5
5190 GCOLS
5200 PRO Cmax(deriv%,chan%,samp_st%,sarnp_en%)
5210 MOVE 80,400
5220 PRINT "Current max Y axis value is hI;max(deriv%,chan%)
5230 MOVE 80,350
5240 INPUT "Please choose max Y axis value ";ymaxch
5250 MOVE 80,300
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5260 PRINT "Current mm	 axis value is ";min(deriv%,chan%)
5270 MOVE 80,250
5280 INPUT "Please choose mm Y axis value ";y_min_ch
5290 VDU4
5300
5310 @%=&20005
5320 yscale = y_max_ch-y_min_ch
5330 GCOL8
5340 CLG
5350
5360 MOVE 150,100
5370 DRAW 150,850
5380 MOVE 150,100
5390 DRAW 1150,100
5400
5410 FOR y_div% = I TO 11
5420 MOVE 80,120+(75*(ydiv%1))
5430 VDU5
5440 PRINT (y_max_ch-y_min_ch) * (y_div%-1)/10 + y_niin_ch
5450 VDU4
5460 NEXT
5470
5480 @%&20208
5490 FOR x_div% =0 TO 10
5500 MOVE x_div%*100+150,100
5510 DRAW x_div%*100+150,850
5520 MOVE x_div%*100+50,90
5530 VDU5
5540 PRINT x_div%*(qenqsn)/1 0+qsn
5550 VDU4
5560 NEXT
5570
S5SOENDPROC : REM OF PROCaxesO
5590:
5600:
561ODEF PROCsgraph
5620
5630 REM Procedure to plot graphs on screen
5640
5650 CLS:CLG
5660 PROCmenu("Screen Graphs", 1,6,13)
5670
5680 derivselect% = menu select%-1
5690 IF menu_select%> 11 THEN ENDPROC
5700
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5710 CLS:CLG
5720 sub menu start% = den y select%* 15+25
5730 PROCmenu(menucontent$(menuselect%+ 1 2),2, 5, sub_menu start%)
5740 IF menu_select%> 14 THEN ENDPROC
5750
5760 PROCaxes(deriv_select%,menu_select%- 1)
5770
5780 PROCslab(148,880,800,944,10)
5790 PROCslab(900,880, 1132,944,10)
5800 yscale = 750 / (y_max_ch-y_min_ch)
5810
5820 GCOL8
5830 VDU5
5840 MOVE 984,920
5850 PRINT "Menu"
5860 MOVE 232,920
5870 PRINTmenu content$(sub menu start%+menu select%- 1)
5880
5890 MOVE 1 000/(samp_en%-samp_st%)+1 50,(res(deriv_select%,menu_select%-
1,samp_st%)-y_min_ch) * yscale + 100
5900 FOR g% = samp_st% TO samp_en%
5910 DRAW 1 000 *(g%...sampst%)/(sampen%..
samp_st%)+ 15 0,(res(deriv_select%,menu select%- 1 ,g%)-y_min_ch) * yscale + 100
5920 NEXT
5930
5940 REPEAT
5950 MOUSE x%,y%,button%
5960 IF x%<900 AND y%>800 AND button%=1 THEN *FIARDCOPYMX
5970 UNTIL x%>900 AND button%=1
5980
599OENDPROC : REM OF PROCsgraph
6000:
6010:
6O2ODEF PROCpnint
6030
6040 REM Procedure to print data to screen
6050
6060 LOCAL p_i%	 : REM print loop counter
6070
6080 CLS:CLG
6090 PROCmenu("Print Data", 1,6,13)
6100
6110 deniv_select% = menu_select%-1
6120 IF menu_select%> 11 THEN ENDPROC
6130
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6140 CLS:CLG
6150 sub menu start% = deriv_select%* 15+25
6160 PROCmenu(menu content$(menu select%+1 2),2,5,sub_menu_start%)
6170 IF menu_select%> 14 THEN ENDPROC
6180
6190 PROCslab(32,32, 1248,992,16)
6200
6210 VDU 28,4,28,67,5
6220 COLOUR 131
6230 COLOIJR8
6240
6250 PR1NT:INPUT"Input start number for printing ";psn%
6260 PRINT:INPUT"Input end number for printing ";pen%
6270
6280 CLS
6290 @%&20208
6300
6310 FOR p_i% = psn% TO pen%
6320 whole_page = (p_i%-psn%)/160
6330
6340 IF INT(whole_page) = whole_page THEN
6350 PRO Cmouse_cont( 1,22)
6360 CLS
6370 ENDIF
6380
6390 PRINT res(deriv_select%,menu_select%- 1 ,p_i%);
6400 NEXT
6410
6420 PRO Cmouse_cont( 1,22)
6430
644OENDPROC : REM Of PROCprint
6450:
6460:
6470DEF PROCforce_diagram
6480
6490 REM Procedure to plot force diagram on the screen. No input parameters
6500
6510 LOCAL force_i% : REM force ioop counter
6520
6530 PROCsIab(32,32, 1248,992,16)
6540
6550 GCOL8
6560 VDU5
6570 MOVE 360,800
6580 PRrNT'Please choose type of plot required"
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6590
6600 PROCslab(220,600,420,696, 16)
6610 PROCslab(860,600, 1060,696,16)
6620 GCOL 8
6630 MOVE 264,648
6640 PRINT"Overlay"
6650 MOVE 912,648
6660 PRINT"Single"
6670
6680 REPEAT
6690 MOUSE x%,y%,button%
6700 UNTIL button% 1 AND y%>600
6710
6720 IF x%<420 THEN compo% =1 ELSE compo% =0 REM Overlay variable
6730
6740 PROCslab(32,32,1248,992,16)
6750 PROCslab(220,868,420,964, 16)
6760 PROCslab(860,868, 1060,964,16)
6770
6780 GCOL 8
6790 MOVE 920,100
6800 PRINT"Right"
6810 MOVE 286,100
6820 PRINT"Left"
6830 MOVE 288,934
6840 PRINT"Next"
6850 MOVE 928,934
6860 PRINT?IMenuu
6870
6880 FOR force_i% = 10 TO sampLes_per chan-lO
6890
6900 REM First do right pedal
6910
6920 x_eff_force = res(4 , 8 ,force_i%)*COSRAD(res(0 , 6,force_i%)+180) * 2 1(3 *
Crank length)
6930 y_eff_force = res(4, 8 ,force_i%)* SINRAD(res(0,6,force_i%)+1 80) * 2 / (3 *
Crank length)
6940 x_ineff_force = 0
6950 y_ineff_force = 0
6960
6970 PROCcircle( 150,960,512,0.5,90)
6980
6990 MOVE xfi%,yfi%
7000 GCOL 11
7010 DRAW xcrank%,ycrank%
29 S
7020 GCOL 9
7030 DRAW xfe%,yfe%
7040
7050 REM Now do Left Pedal
7060
7070 xeff_force = res(4,1 1,force_i%)*COSRAD(res(O,6,force i%)+O) * 2 / (3 *
Crank_length)
7080 y_eff_force = res(4, 1 1,force_i%)*S[NRAD(res(O,6,force i%)+O) * 2 / (3 *
Crank_length)
7090 xineff_force = 0
7100 y_ineff_force = 0
7110
7120 PROCcircle( 150,320,512,0.5,270)
7130
7140 MOVE xfi%,yfi%
7150 GCOL1I
7160 DRAW xcrank%,ycrank%
7170 GCOL9
7180 DRAW xfe%,yfe%
7190
7200 REPEAT
7210 MOUSE x%,y%,button%
7220 UNTIL button% = 1 : REM Right Button
7230
7240 IF x%>86O AND y%>868 THEN ENDPROC
7250 IF compo% =0 THEN
7260 GCOL3
7270 RECTANGLE FILL 50,110,1180,750
7280 ENDIF
7290
7300 NEXT
7310
7320 VDU4
7330
734OENDPROC : REM Of PROCforce_diagram
7350:
7360:
73 7ODEF PROCcircle(scale,x_centre%,y_centre%,crank_scale,Craflk_Offset%)
7380
7390 REM Procedure to draw force diagram circles. Input Parameters
7400 REM are the screen scale,x and y coords of circle, crank scale
7410 REM and offset for crank
7420
7430 xcrank% = INT(scale*COSRAD(res(0,6,force_i%)+crank_offset%))+x_centre%
7440 ycrank% = INT(scale* SINRAD(res(0,6,force_i%)+crank_offset%))+y_centre%
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7450 xfe% = xcrank%(x_eff_force* crank_scale)
7460 yfe% = ycrank%:(y_eff_force*crank_scale)
7470 xfi% = xcrank%(x_ineffforce*crank_scale)
7480 yfi% = ycrank%(y_ineff_force*crank_scale)
7490
7500ENDPROC : REM Of PROCcircle()
7510:
7520:
753 ODEF PROCpedal_picture
7540
7550 LOCAL pedal_i% : REM pedal ioop counter
7560
7570 REM Procedure to show pedal orientation
7580
7590 PROCslab(32,32, 1248,992,16)
7600 PROCslab(220,8 68,420,964,16)
7610 PROCsIab(860,868, 1060,964,16)
7620
7630 GCOL 8
7640 VDU5
7650 MOVE 288,934
7660 PRINT"Next"
7670 MOVE 928,934
7680 PRINT"Menu"
7690
7700 FOR pedal_i% = 10 TO samples_per chan-lO
7710 GCOL3
7720 RECTANGLE FILL 50,50,1180,810
7730 RECTANGLE FILL 450,50,400,920
7740
7750 GCOL 8
7760 CIRCLE 640,512,17
7770
7780 REM Next bit does crank corners
7790 xcrank 1% 340 * COSRAD(res(0,6,pedal_i%)+90)+640
7800 ycrank 1% = 340 * SLNRAD(res(0,6,pedal i%)+90)+5 12
7810 adjust_anglel = res(0,6,pedal_i%)
7820 adjust_angle2 = res(0,6,pedal_i%)-1 80
7830 IF adjust_angle2 < 0 THEN adjust_angle2 +=360
7840 crank_corner_xl% 17 * COSRAD(adjust_anglel)
7850 crank_coi-ner_yl% = 17 * SINRAD(adjust_anglel)
7860 crank_corner_x2% = 17 * COSRAD(adjust_angle2)
7870 crank_corner_y2% = 17 * SINRAD(adjustangle2)
7880 MOVE xcrankl% + crank_corner_xl%, ycrankl% + crank corner_yl%
7890 DRAW xcrankl% + crank_corner_x2%, ycrankl% + crank_corner_y2%
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7900 xcrank2% = 340 * COSRAD(res(0,6,pedali%)+270)+640
7910 ycrank2% = 340* SINRAD(res(0,6,pedal_i%)+270)+5 12
7920 DRAW xcrank2% + crank_corner_x2%, ycrank2% + crank_coniery2%
7930 DRAW xcrank2% + crank corner xl%, ycrank2% + crank_corner_yl%
7940 DRAW xcrankl% + crank corner_xl%, ycrankl% + crank_corner_yl%
7950
7960 REM Next bit does right pedal (in red)
7970 GCOL9
7980 temporary_angle = 540 + res(0,6,pedal_i%) - res(0,7,pedal_i%)
7990 IF temporary_angle> 720 THEN temporary_angle -= 360
8000 temporary_angle -= 180
8010
8020 xpedal% = 60 * COSRAD(temporary angle)
8030 ypedal% = 60 * SINRAD(temporary_angle)
8040 pedal_corner_x% = -22 * COSRAD(90-temporary_angle)
8050 pedal corner_y% =22 * SINRAD(90-temporary_angle)
8060
8070 MOVE xcrankl% + xpedal% + pedal_corner_x%,ycrankl% + ypedal% +
pedal_corner_y%
8080 DRAW xcrankl% + xpedal% - pedal_corner_x%,ycrankl% + ypedal% -
pedal_cornery%
8090 PLOT 85, xcrankl% - xpedal% -pedal_corner_x%,ycrankl% - ypedal% -
pedal_corner_y%
8100 MOVE xcrankl% + xpedal% + pedal_corner_x%,ycrankl% + ypedal% +
pedal cornerj'%
8110 PLOT 85, xcrankl% - xpedal% +pedal_corner_x%,ycrankl% - ypedal% +
pedal_cornerji%
8120
8130 REM Now do left pedal (in yellow)
8140 GCOL11
8150 temporary_angle = 540 + res(0,6,pedal_i%) - res(0,8,pedal_i%)
8160 IF temporary_angle> 720 THEN temporary_angle -= 360
8170 temporary_angle -= 180
8180
8190 xpedal% =60 * COSRAD(temporaiy_angle)
8200 ypedal% = 60 * SINRAD(temporary_angle)
8210 pedal_corner_x% -22 * COSRAD(90-temporary_angle)
8220 pedal_corner_y% =22 * SJNRAD(90-temporary_angle)
8230 MOVE xcrank2% + xpedal% + pedal_corner_x%,ycrank2% + ypedal% +
pedal_corner_y%
8240 DRAW xcrank2% + xpedat% - pedal_corner_x%,ycrank2% + ypedal% -
pedal_corner_y%
8250 PLOT 85, xcrank2% - xpedal% -pedal_corner_x%,ycrank2% - ypedal% -
pedal_corner_y%
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8260 MOVE xcrank2% + xpedal% + pedal_corner_x%,ycrank2% + ypedal% +
pedal_corner_y%
8270 PLOT 85, xcrank2% - xpedal% +pedal_corner_x%,ycrank2% - ypedal% +
pedal_corner_y%
8280
8290 REPEAT
8300 MOUSE x%,y%,button%
8310 UNTlLbutton%=1
8320
8330 IiFx%< 800 THENNEXT
8340
835OENDPROC : REM Of PROCpedal_picture
8360:
8370:
83 8ODEF PRO Caverage
8390
8400 REM Procedure to average a particular channel
8410
8420 CLS:CLG
8430 @%=&20208
8440
8450 PROCmenu("Average Data", 1,6,13)
8460 derivselect% = menu_select%- 1
8470 IF menu_select%> 11 THEN ENDPROC
8480 CLS:CLG
8490
8500 sub_menu_start% = deriv_select%* 15+25
8510 PROCmenu(menu_content$(menu_select%+1 2),2,5,sub_menu_start%)
8520
8530 PROCquest
8540
8550 VDU28,4,25,67,4
8560
8570 COLOUR 131
8580 COLOUR 8
8590 INPUTTAB(0,10)"Input sampling period in sec (999 for pedal revs) ";ave_time
8600 IF ave_time 999 THEN
8610
8620 FOR pr% =2 TO Ped_rev_ct%-1
8630 sum_ave0
8640 time_ped_rev = ped_rev(pr%) - ped_rev(pr%-1)
8650
8660	 FOR prs% ped_rev(pr%-1) TO ped_rev(pr%)
8670	 sum_ave + res(deriv_select%,menu_select%- 1 ,prs%)
8680 NEXT
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8690 sum_ave = sum_ave / time_ped rev
8700 PRlNTsumave;
8710 NEXT
8720
8730 ELSE
8740 ave_time = ave_time * frequency
8750
8760 st_ave% = INT(frequency * qsn)
8770 en_ave% = INT(frequency * qen)
8780
8790 FOR ave_ct2% st_ave% TO en_ave%-ave_time STEP ave_time
8800 sum ave0
8810
8820 FOR ave_i% = 0 TO ave_time-i
8830 sum_ave += res(deriv select%,menu select%- 1, ave_ct2%+ave_i%)
8840 NEXT
8850
8860 sum_ave = sum_ave / ave_time
8870 PRlNTsumave;
8880 NEXT
8890
8900 ENDIF
8910 PRI1NTTAB(0,21y'r]it right mouse button to continu&'
8920
8930 REPEAT
8940 MOUSE x%,y%,button%
8950 UNTIL button% = 1
8960
8970 VDU4
8980 VDU26
8990
9000ENDPROC : REM OfPROCave
9010:
9020:
903 ODEF PROCsave
9040
9050 REM Procedure to save data for use in other programs (such as Graphing)
9060
9070 LOCAL ch%	 : REM channel loop counter
9080 LOCAL s%	 : REM sample loop counter
9090 LOCAL save_chan% : REM sample Output channel
9100
9110
9120 PROCslab(32,32, 1248,992,16)
9130 PROCcat
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9140
9150 [NP[JTTAB(1,22)"Please input filename under which to save data "save file$
9160
9170 save file$ "adfs::O.$."+save_file$
9180:
9190 save_chan% = OPENOUT save_file$
9200 PRINT #save_chan%,no_chans%,frequency,samples%
9210
9220 FOR deriv% 0 TO 4
9230 FORch%=OTOJ4
9240
9250 FOR s% 1 TO samples_per_chan
9260 PRINT#save_chan%,res(deriv%, ch%,s%)
9270 NEXT
9280
9290 NEXT
9300
9310 NEXT
9320 CLOSE #save_chan%
9330
934OENDPROC : REM Of PROCsave
9350:
9360:
9370DEF PROCascii
9380
9390 REM Procedure to save data as an ASCII CSV file
9400
9410 LOCAL ch%	 : REM channel loop counter
9420 LOCAL s%	 : REM sample loop counter
9430 LOCAL asc_chan% : REM sample Output channel
9440 PROCcat
9450
9460
9470 INPUTTAB(1,22)"Please input filename under which to save ASCII data
"asciifile$
9480 ascii file$ = "adfs: :0. $. "+ascjjfile$
9490 asc_chari% = OPENOUT asciifile$
9500
9510 FOR s% = 1 TO samplesperchan
9520
9530 BPUT #asc_chan%, STR$(s%/frequency);
9540 BPUT #asc_chan%,",";
9550
9560 FORch%0T024
9570 BPUT #asc_chan%,STR$(res(ch%,s%));
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9580 BPUT #asc_chan%,,";
9590 NEXT
9600
9610 BPUT #asc_chan%,CHR$(10);
9620 NEXT
9630 CLOSE #asc_chan%
9640
965OENDPROC : REM Of PROCascii
9660:
9670:
9680DEF PROCplotter
9690
9700 REM Uses Roland/Watanabe/Graphtec plotter to plot graphs
9710 REM Allows user to choose X and Y axis
9720
9730 CLS:CLG
9740 PROCmenu("Plotter menu°,1,6, 13)
9750
9760 deriv_select% = menu_select%- I
9770 [F menu select%> 11 THEN ENDPROC
9780
9790 CLS:CLG
9800 sub_menu_start% = deriv_select% 15+25
9810 PRO Cmenu(menu_content$(menu select%+ 1 2),2,5, sub_menu_start%)
9820 IF menu_select%> 14 THEN ENDPROC
9830:
9840 REM Main menu Elements(1-12)
9850 DATA Catalogue Disc,Recall File,Perform Calculations,Butterworth Filter,Plot
Graphs,Print Data,Force Diagram,Pedal Picture,Average Data,Save Data,Save
ASCII,Plotter Graphs
9860:
9870 REM Sub menu Elements(13-24)
9880 DATA Raw data,Angular Displacement,Angular Velocity,Angular
Acceleration,Calculated Variables,, , , , , ,Main Menu
9890:
9900 REM Raw data elements(25-39)
9910 DATA Fx(R),Fy(R),Fz(R),Fx(L),Fy(L),Fz(L),Crank Ang,R.Pedal Ang,L.Pedal
Ang,Motor Vel, ,, , ,Main Menu
9920:
9930 REM Displacement elements(40-54)
9940 DATA Crank Ang,R.Ped-Crank Ang,L.Ped-Crank Ang,ReaI Crank,Real
R.Ped,Real L.Ped,Crank Mg (t),R.Ped-Crank Ang(f),L.Ped-Crank Ang(f),Real
Crank(f),Real R.Ped(f),Real L.Ped(f), , ,Main Menu
9950:
9960 REM Velocity Elements(55-69)
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9970 DATA Crank Ang,RPed-Crank Ang,L.Peci-Crank Ang,Real Crank,Real
R.Ped,Real L.Ped,Crank Mg (f),&Ped-.Crank Ang(f),L.Ped-Crank Ang(f),Real
Crank(f),Reai R.Ped(f),Real L.Ped(f),Motor Vel,Motor VeI(f),Main Menu
9980:
9990 REM Acceleration Elements(70-84)
10000 DATA Crank Ang,R.Ped-Crank Ang,LPed-Crank Ang,Real Crank,Real
R.Ped,Real L.Ped,Crank Mg (f),R.Ped-Crarik Ang(i),L.Pechcrank Mg(f)Real
Crank(f),Real R.Ped(f),Real LPed(f),Motor Accn,Motor Accn(f),Main Menu
10010:
10020 REM Calculated Elements(85-99)
10030 DATA Force (Re),Force (Ri),Efficiency,Force (Le),Force (Li),Efficiency,Torque
(R),Torque (L),Power (R),Power (L),Power (B),Torque(B), ,Power (M),Main Menu
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APPENDIX 4.5.1
LIBRARY PROCEDURE "COLS_SLAB"
1 OREM Library routines to change colours and produce plinths
20:
3ODEF PROCcols
40
50 REM changes colours so that slab colours are unaffected
60
70 FOR1%=0T07
80 VDU 19,(8+l%),1%,0,0,0
90 NEXT
100
1 1OENDPROC : REM Of PROCcols
120:
130:
1 4ODEF PROCslab(a,b,c,d,e)
150
160 REM Procedure to draw plinths on screen
170
180 FORcol%=1T06
190 COLOUR col%,-32 *col% -3 2 *col% 3 2*col%
200 NEXT col%
210 REM Sets colours to grey scales
220
230 GCOL3
240 RECTANGLE FILL a+e,b+e,ca(2* e),db(2*e)
250 REM Puts in mid-grey rectangle in centre
260
270 REM All of next parts draw edges of plinths
280
290 GCOL 1
300 MOVEa,d
310 MOVE a+e,d-e
320 PLOT 85,c,d
330 MOVE a+e,d-e
340 MOVE c-e,d-e
350 PLOT 85,c,d
360
370 GCOL2
380 MOVEa,b
390 MOVE a+e,b+e
400 PLOT 85,a,d
410 MOVE a+e,b+e
420 MOVE a+e,d-e
430 PLOT 85,a,d
440
450 GCOL4
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460 MOVE c,b
470 MOVE c-e,b+e
480 PLOT 85,c,d
490 MOVE c-e,b+e
500 MOVE c-e,d-e
510 PLOT 85,c,d
520 GCOL5
530
540 MOVEa,b
550 MOVE a+e,b+e
560 PLOT 85,c-e,b+e
570 MOVEa,b
580 MOVE c-e,b+e
590 PLOT 85,c,b
600
61OENDPROC REM OF PROCsIab
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APPENDIX 4.5.2
LiBRARY PROCEDURE "MENUS_CONT"
10 REM Library Procedure to Show menus.
20:
3ODEF PROCmenu(header$,cols%,rows%)
40
50 REM Procedure to show menus. Calls header$ and PROCslab
60
70 colsize% = 1200/(cols%+1)
80 rowsize% = 72Ofrows%
90
100 LOCAL c% : REM Column loop counter
110 LOCAL r% : REM Row loop counter
120
130 REM Next part does title plinth
140 PROCslab(390,840,890,936, 10)
150 VDU5
160 GCOL8
170 c%=LEN(header$)
ISO c%=c%*16:c%=c%12
190 MOVE 640-c%,904
200 PRINT header$
210
220 REM Next part does plinths for menu options and puts in the titles
230 FOR c% = 0 TO cols%
240
250 FORr% = rows%TC) I STEP-i
260
270
PROCsIab(c% *colsize%+80,I.% *rowsize%,c%*colsize%+colsize%I-%*rowsize%+(row
size%*0.8), 10)
280 READ menu_content$
290 GCOL8
300 VDU5
310 MOVE c%*colsize%+ 1 00,r%*rowsize%+((rowsize%*0.8)/2)+ 16
320 PRINT menu_contentS
330 VDU4
340 NEXTr%
350
360 NEXT c%
370
380
390 REPEAT
400 MOUSE x%,y%,button%
410 UNTlLbutton%4
420 menu select% = (x% DIV (colsize%+S0))*rows% + ((rows%+1)-(y% DIV
rowsize%))
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430
44OENDPROC : REM Of PROCmenu
450:
460:
47ODEF PROCmousecont(nix%,my%)
480
490 REM Procedure to continue - parameters are mx and my
500
510 PRINTTAB(mx%,my%);
520 COLOUR 8
530 PRINT"Hit ";
540 COLOUR 7
550 PRINT"RIGHT";
560 COLOUR 8
570 PRINT" Mouse button to continue"
580
590 REPEAT
600 MOUSE x%,y%,button%
610 UNTIL button% = 1
620
63OENDPROC : REM Of PROCmouse_contO
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APPENDiX 5
RAW DATA AND STATISTICS FOR ELITE SPRINT CYCLISTS AND
REPEATABILITY STUDY
Appendix 5.1 - Variable details for elite sprint cyclists
Appendix 5.2 - Flywheel velocity data for elite sprint cyclists
Appendix 5.3 - Flywheel uncorrected power data for elite sprint cyclists
Appendix 5.4 - Flywheel corrected power data for elite sprint cyclists
Appendix 5.5 - Crank velocity data for elite sprint cyclists
Appendix 5.6 - Crank torque data for elite sprint cyclists
Appendix 5.7 - Crank power data for elite sprint cyclists
Appendix 5.8 - Variable details for repeatability study
Appendix 5.9 - Flywheel velocity data for repeatability study
Appendix 5.10 - Flywheel uncorrected power for repeatability study
Appendix 5.11 - Flywheel corrected power for repeatability study
Appendix 5.12 - Crank velocity data for repeatability study
Appendix 5.13 - Crank torque data for repeatability study
Appendix 5.14 - Crank power data for repeatability study
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________ ________ ________	
Load (% b.w.) ______
______ 
7%	 8%	 9%	 10%	 11%
Load(kg)	 5.5	 6.3	 7.1	 7.9	 8.7
Tstart(s)	 0.55	 0.70	 0.75	 0.80	 0.20
f(Hz)	 6.49	 6.03	 5.64	 5.58	 5.58
Subject 1
_______ ________ ________	
Load (% b.w.) ______
______ 7%	 8%	 9%	 10%	 11%
Load(kg)	 5.7	 6.5	 7.3	 8.2	 9.0
Tstart(s)	 0.60	 1.00	 0.50	 0.70	 1.25
fç' (Hz)	 6.74	 6.65	 6.02	 5.56	 5.62
Subject 2
_______ _______ ________ Load (% b.w.) _____
______ 7%	 8%	 9%	 10%	 11%
Load(kg)	 5.7	 6.6	 7.4	 8.2	 9.0
Tstart(s)	 0.80	 0.20	 0.55	 0.20	 1.00
fc(Hz)	 6.93	 6.65	 6.01	 6.00	 6.02
Subject 3
_______ ________ ________ 	
Load (% b.w.) ______
______ 7%	 8%	 9%	 10%	 11%
Load(kg)	 6.1	 6.9	 7.8_	 8.7	 9.5
Tstart(s)	 1.00	 1.05	 0.93	 0.90	 0.20
f(Hz)	 6.46	 - 6.27	 5.99	 5.43	 5.17
Subject 4
APPENDIX 5.1
SPRINT TEST VARIABLES FOR ELITE SPRINT CYCLISTS
________	 7%
Load(kg)	 5.6
Tstart(s)	 0.64
(Hz)	 6.46
Subject 5
_________	 7%
Load(kg)	 5.2
Tstart(s)	 0.20
fc(Hz)	 6.80
Subject 6
Load(%b.w.) _____
8%
	 9%	 10%	 11%
6.4
	
7.2	 8.0 J 8.9
1.15	 0.20	 1.20	 1.20
5.81	 5.61	 5.24 T 5.33
___	 Load(% b.w.) ___
8%	 9%	 10%	 11%
6.0	 6.7	 7.5	 8.2
0.66	 0.50	 0.72	 0.20
6.36	 6.38	 5.62	 5.57
12%	 13%
9.4	 10.2
0.60	 1.00
5.77	 5.39
12%	 13%
9.8	 10.6
0.91	 1.23
5.07	 4.90
12%	 13%
9.8	 10.7
1.20	 1.00
5.52	 5.44
12%	 13%
10.4	 11.2
1.00	 1.00
5.15	 5.52
12%	 13%
9.7	 10.5
1.20	 0.60
5.18	 4.71
12%	 13%
8.9	 9.7
1.00	 0.70
5.24	 5.46
309
7%
Load(kg) -5.5
Tstart(s)	 1.34
fc(Hz)	 6.55
Subject 7
_______ 7%
Load(kg)	 6.8
Tstart(s)	 0.40
fc(Hz)	 6.46
Subject 8
11%
	
12%
	 13%
8.6
	 9.4	 10.2
1.50
	 1.20	 1.60
5.26	 5.15
	 5.34
11%
	 12%
	
13%
10.7
	
11.7
	 12.7
0.35
	
0.95
	
1.25
5.77
	 5.21	 5.69
11%
	
12%
	
13%
8.6
	 9.4	 10.2
0.95
	
1.30
	 0.90
5.19
	 5.27
	 5.27
_________ 7%
Load(kg)	 5.5
Tstart(s)	 0.70
fc.(Hz)	 5.78
Subject 9
_____	 Load (% b.w.
8%	 9%	 10%
6.3	 7.1	 7.9
1.67	 1.20	 1.20
5.62	 5.62	 5.46
_____	 Load (% b.w.
8%	 9%	 10%
7.8	 8.8	 9.7
0.55	 0.20	 0.70
5.86	 5.71	 5.54
Load (% b.w:
8%
	 9%	 10%
6.3
	
7.1	 7.9
0.70
	 0.95	 1.00
6.61
	 6.67	 5.37
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APPENDIX 5.2
FLYWHEEL ANGULAR VELOCITY (rad.s') FOR ELITE SPRThT CYCLISTS
________ _________________ 	 Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 63.89	 62.12	 60.33	 55.04	 55.64	 56.24	 55.26
1-2	 70.97	 66.41	 63.27	 61.06	 53.27	 54.10	 49.00
2-3	 72.68	 66.82	 62.08	 62.10	 52.66	 53.16	 48.79
3-4	 72.19	 65.96	 61.37	 60.35	 52.31	 51.28	 48.53
4-5	 70.85	 64.98	 60.44	 59.32	 51.09	 50.11	 48.06
5-6	 69.67	 63.20	 58.81	 57.68	 49.59	 48.70	 46.49
6-7	 68.05	 61.29	 57.13	 55.93	 48.16	 47.10	 44.46
7-8	 66.31	 59.72	 55.83	 54.25	 46.72	 45.62	 42.43
8-9	 64.95	 58.08	 54.16	 52.63	 45.38	 43.80	 42.06
9-10	 63.65	 56.78	 52.56	 50.86	 44.48	 42.26	 41.02
Mean	 68.32	 62.54	 58.60	 56.92	 49.90	 49.26	 46.61
Subject 1
________ ________ ________	 Load (% b.w.) ________ _______ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 63.13	 61.15	 56.50	 51.10	 54.68	 46.27	 47.26
1-2	 72.62	 69.91	 65.55	 59.55	 58.25	 51.79	 48.84
2-3	 73.39	 71.94	 67.14	 61.59	 59.34	 56.01	 50.51
3-4	 73.65	 71.79	 67.79	 62.09	 59.42	 56.00	 51.23
4-5	 73.84	 71.07	 66.04	 60.88	 57.78	 55.07	 50.58
5-6	 72.80	 69.20	 64.52	 58.74	 55.43	 54.07	 48.42
6-7	 71.44	 66.39	 62.17	 56.37	 54.26	 50.89	 46.94
7-8	 69.28	 64.08	 59.75	 53.98	 51.60	 48.72	 45.05
8-9	 66.64	 62.25	 57.44	 51.98	 47.71	 45.74	 42.32
9-10	 64.35	 60.19	 55.21	 49.60	 46.08	 43.43	 40.62
Mean	 70.11	 66.80	 62.21	 56.59	 54.46	 50.80	 47.18
SubJect 2
________ ________ ________	 Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 70.48	 71.34	 62.18	 62.56	 67.68	 58.11	 52.08
1-2	 73.88	 73.54	 65.79	 63.77	 66.26	 56.94	 52.37
2-3	 74.66	 73.72	 66.32	 63.09	 64.89	 55.30	 51.89
3-4	 74.03	 72.73	 65.22	 62.19	 62.84	 52.57	 49.86
4-5	 72.29	 71.06	 63.03	 59.94	 60.58	 50.26	 48.63
5-6	 70.49	 69.28	 60.97	 58.48	 58.60	 48.53	 46.34
6-7	 69.27	 67.02	 59.34	 56.93	 56.38	 46.83	 45.89
7-8	 67.97	 65.65	 58.25	 55.40	 53.87	 45.27	 44.03
8-9	 66.52	 63.87	 57.28	 54.36	 53.20	 44.24	 43.05
9-10	 65.15	 62.45	 55.61	 52.20	 50.90	 42.99	 40.90
Mean	 70.47	 69.06	 61.40	 58.89	 59.52	 50.10	 47.51
subJect 3
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________ ________ ________	 Load (% b.w.) ________ ________ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 64.53	 60.75	 63.24	 55.61	 53.58	 52.74	 51.74
1-2	 70.46	 67.67	 66.38	 60.02	 54.95	 52.90	 50.72
2-3	 71.93	 68.19	 66.29	 58.44	 55.74	 51.89	 52.54
3-4	 71.20	 67.43	 64.20	 56.94	 55.37	 50.56	 50.65
4-5	 69.72	 66.67	 62.39	 54.64	 53.42	 50.11	 48.74
5-6	 68.26	 65.57	 60.65	 52.95	 52.16	 49.81	 48.32
6-7	 66.88	 64.24	 59.31	 50.77	 49.26	 47.79	 46.76
7-8	 64.97	 63.02	 56.82	 49.56	 48.49	 45.03	 45.31
8-9	 63.50	 60.78	 53.62	 47.74	 48.10	 43.62	 43.44
9-10	 61.25	 58.01	 47.62	 45.63	 45.92	 41.26	 41.57
Mean	 67.27	 64.23	 60.07	 53.23	 51.70	 48.57	 47.98
Subject 4
________ ________ ________	 Lead % b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 59.78	 57.20	 54.66	 52.88	 48.03	 47.81	 35.96
1-2	 67.12	 63.82	 59.41	 54.88	 50.33	 47.77	 37.52
2-3	 70.06	 64.78	 60.44	 54.92	 52.31	 48.20	 39.83
3-4	 71.67	 64.62	 59.62	 55.13	 52.08	 48.62	 40.48
4-5	 71.99	 64.53	 58.81	 54.01	 51.11	 47.06	 41.75
5-6	 71.50	 63.04	 58.07	 52.79	 48.88	 45.66	 41.59
6-7	 71.03	 62.71	 57.08	 51.27	 47.65	 44.14	 41.04
7-8	 69.31	 61.68	 55.55	 49.42	 46.13	 43.24	 41.25
8-9	 67.91	 60.38	 54.40	 47.60	 45.13	 42.18	 39.57
9-10	 66.12	 59.23	 52.96	 46.17	 42.70	 41.00	 38.57
Mean	 68.65	 62.20	 57.10	 51.91	 48.44	 45.57	 39.76
Subject 5
_______ _______ ________ Load % b.w.) _______ _______ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 68.88	 64.18	 61.72	 56.81	 54.21	 50.50	 47.23
1-2	 73.86	 68.72	 64.87	 59.84	 55.34	 49.93	 45.17
2-3	 74.05	 69.07	 66.17	 60.04	 55.22	 45.77	 44.98
3-4	 73.53	 67.39	 65.98	 59.19	 54.28	 47.00	 45.29
4-5	 72.08	 65.53	 65.15	 58.30	 53.04	 47.90	 44.35
5-6	 70.43	 64.02	 63.64	 56.79	 51.04	 47.04	 41.53
6-7	 68.35	 62.38	 60.40	 54.61	 50.01	 45.82	 40.77
7-8	 65.37	 60.61	 58.44	 53.71	 48.20	 45.76	 39.32
8-9	 63.84	 58.60	 56.88	 50.69	 43.17	 45.65	 39.44
9-10	 62.14	 56.53	 55.10	 42.83	 42.84	 44.43	 38.84
Mean	 69.25	 63.70	 61.83	 55.28	 50.73	 46.98	 42.63
Subject 6
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________ ________ ________	 Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 62.18	 60.77	 55.44	 58.79	 49.22	 47.79	 46.75
1-2	 68.63	 62.86	 57.47	 58.39	 50.31	 47.09	 46.99
2-3	 70.56	 63.40	 57.93	 57.58	 50.31	 46.37	 46.84
3-4	 70.93	 62.85	 57.98	 57.07	 48.73	 46.60	 46.76
4-5	 70.23	 62.07	 57.52	 56.54	 48.90	 46.32	 45.28
5-6	 69.50	 60.63	 56.14	 55.35	 47.93	 45.40	 44.45
6-7	 68.15	 59.05	 55.09	 53.43	 46.28	 44.02	 43.11
7-8	 66.71	 57.34	 52.83	 51.74	 45.73	 43.27	 41.28
8-9	 64.86	 56.10	 51.45	 49.68	 44.27	 41.88	 40.79
9-10	 62.34	 53.99	 49.95	 47.83	 43.31	 40.14	 38.52
Mean	 67.42	 59.90	 55.18	 54.64	 47.50	 44.89	 44.08
SubJect 7
i imes)
0-1
1-2
2-3
3-4
4-5
5-6
6-7
7-8
8-9
9-10
Mean
Subject 8
I 1me(, ․)
0-1
1-2
2-3
3-4
4-5
5-6
6-7
7-8
8-9
9-10
Mean
Subject 9
7%
61.68
69.13
70.08
68.30
67.09
66.44
64.37
63.22
61.16
59.95
65.14
7%
55.32
61.28
62.26
62.75
61.84
60.07
57.87
55.72
54.11
52.61
58.38
8%
61.54
65.08
64.56
63.54
62.42
61.14
59.13
57.34
55.72
53.69
60.42
8%
57.73
59.95
59.52
58.68
57.41
54.33
50.88
48.58
46.78
45.93
53.98
Load
9%
60.33
64.22
64.53
63.25
61.03
58.23
55.69
52.33
50.02
48.55
57.82
Load
9%
56.64
59.23
59.13
57.14
54.57
51.09
48.06
45.67
45.25
44.03
52.08
b.w.)
10%
52.91
57.10
56.83
55.25
53.34
51.80
50.56
49.16
47.64
46.33
52.09
b.w.)
10%
51.97
51.54
51.17
50.60
49.57
47.33
45.20
42.84
41.53
41.87
47.36
11%
50.34
57.61
56.67
54.89
52.39
50.50
48.49
47.10
45.22
43.87
51.51
11%
46.49
44.56
43.01
40.90
40.62
40.79
38.90
37.29
37.32
36.93
40.68
12%
46.03
48.46
48.61
47.20
46.54
44.98
44.15
43.28
41.50
40.15
45.09
12%
44.54
44.31
44.07
43.65
42.85
41.39
39.52
38.65
38.39
36.57
41.39
13%
49.30
48.68
47.42
46.33
44.70
43.86
42.22
40.80
39.28
40.40
44.30
13%
45.45
42.91
40.37
40.10
38.28
36.59
34.90
33.08
31.16
30.47
37.33
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Epsilon
0.57
0.18
0.10
WI
**
**
**
**
**
**
t2	 t3
**
	
**
**
	
**
**
	
**
**
	
**
**
	
**
**
	
**
ns
	
ns
ns
	
ns
ns
APPENDIX 5.2.1
STATISTICAL VALISES AND TUKEY H.S.D TESTS FOR FLYWHEEL
VELOCITY
Source of df	 Sum of	 Mean	 F	 P
Variation	 Squares	 Square
Subjects	 8	 7025.96	 878.25
w	 6	 37941.28 6323.55	 230.17	 0.001
Error	 48	 1318.722 27.47
t	 9	 6976.40	 775.16	 66.96	 0.001
Error	 72	 833.53	 11.58
wt	 54	 615.93	 11.41	 7.41	 0.001
Error	 432	 664.96	 1.54
Full ANOVA table for loading (w) and time (t) for flywheel velocity
w7	w6	 w5	 w4	 w3	 w2
*	 **	 **	 **	 **VV7
**	 **	 **	 **
**	 **	 **5
	
**	 **yv4
**VV3
w2
WI
Tukey H.S.D tests for loading (w) main effect
t b	t9	 t8	 t,7	 t6	 ti	 t5	 t4
+	 **	 **	 **	 **	 **	 **
'10
t9	 ns	 **	 **
	
**
	
**
	
**
tg	 ns	 **
	
**
	
**
	
**
t7	n 	 *
	
**
	
**
t6	 ns	 ns
	 **
ti	 ns	 *
t5	 ns
t4
t2
t3
Tukey H.S.D. tests for time (t) main effect
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Dfn	 Dfe	 MSe
6	 48	 8.06
6	 48	 4.57
6	 48	 4.91
6	 48	 4.30
6	 48	 3.33
6	 48	 3.41
6	 48	 2.96
6	 48	 2.83
6	 48	 3.14
6
	
48	 3.81
Effect
watt1
watt2
watt3
watt4
watt5
watt6
watt7
watt8
watt9
w at t10
MSn
303.55
638.54
709.60
720.68
716.07
709.06
694.83
667.74
645.95
620.20
F
37.65
139.63
144.52
167.51
215.28
207.82
234.44
236.13
205.71
162.84
P
0.001
0.001
0.001
0.001
0.001
0.001
0.00 1
0.001
0.001
0.001
Simple main effects of loading (w) at each time interval
w1
 w2
 w3 w4
 w5 w6
 w7
W1	 flS *	 ** ** ** **
W2	ns ** ** ** **
w3
	ns *	 ** **
W4	ns ** **
w5	 *	 **
w6
	 s
w7
Time Interval t1
w1 w2 w3
 w4 w5 w6
 w7
Wi	 ** ** ** ** ** **
*	 ** ** ** **w2
** ** ** **VY3
W4	 ** ** **
** **
w6
	ns
w7
Time Interval t3
Wi W2 W3
 W4
 W5 W6
 W7
Wi	 ** ** ** ** ** **
** ** ** ** **w2
** ** ** **
"V3
** ** **
""4
** **
""5
W6	 *
W7
Time Interval t5
W1 W2 W3 W4
 W5
 w6
 w.
WI	 *	 ** ** ** ** **
W2	 *	 ** ** ** **
w3	 ** *	 ** **
W4	 ** ** **
W5	 ** **
W6	 *
W7
Time Interval t2
W1 W2 W3
 W4 W5
 W6
 W7
Wi	 ** ** ** ** ** **
W2	 *	 ** ** ** **
W3	 ** ** ** **
w4	 ** ** **
** **
W6	 ns
w7
Time Interval t4
W1 W2 W3 W4
 W5 W6
 W7
Wi	 ** ** ** ** ** **
W2	 ** ** ** ** **
w3	 ** ** ** **
W4	 ** ** **
W5	 ** **
w6	 *
w7
Time Interval t6
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WI W2 W3 W4 W5 W6 W7
	
Wi	 ** ** ** ** ** **
** ** ** ** **W2
	
7	 ** ** ** **3
** ** **
4
** **VV5
	
W6	 *
W7
Time Interval t7
Wi W2 W3 W4 W5 W6 W7
Wi	 ** ** ** ** ** **
** ** ** ** **W2
** ** ** **VV3
** ** **
4
w5	 ns **
W6	 *
W7
Time Interval t9
Wi
 W2
 W3 W4
 W5
 W6 W7
Wi	 ** ** ** ** ** **
W2	 ** ** ** ** **
W3	 ** ** ** **
W4	 ** ** **
W5
	 *	 **
W6
	 *
W7
Time Interval t8
W 1 W2
 W3 W4
 W5
 W6 W7
WI	 ** ** ** ** ** **
W2	 ** ** ** ** **
W3	 ** ** ** **
W4	 *	 ** **
ns **
W6	 ns
Time Interval t10
Tukey H.S.D tests for loading at each time interval
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APPENDIX 5.3
FLYWHEEL UNCORRECTED POWER OUTPUT (W') FOR ELITE SPRINT
CYCLISTS
________ ________ ________	
Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 886	 986	 1080	 1096	 1220	 1332	 1421
1-2	 984	 1054	 1132	 1216	 1168	 1282	 1260
2-3	 1007	 1061	 1111	 1236	 1155	 1259	 1254
3-4	 1001	 1047	 1098	 1202	 1147	 1215	 1248
4-5	 982	 1032	 1082	 1181	 1120	 1187	 1236
5-6	 966	 1004	 1052	 1148	 1087	 1154	 1195
6-7	 943	 973	 1022	 1114	 1056 -	 1116	 1143
7-8	 919	 948	 999	 1080	 1024	 1081	 1091
8-9	 900	 922	 969	 1048	 995	 1038	 1081
9-10	 882	 902	 941	 1013	 975	 1001	 1055
Mean	 947	 993	 1049	 1133	 1095	 1167	 1198
Subject 1
________ ________ ________	 Load (% b.w.) ________ ________ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 907	 1002	 1040	 1056	 1240	 1143	 1263
1-2	 1043	 1145	 1206	 1231	 1321	 1279	 1305
2-3	 1054	 1179	 1235	 1273	 1346	 1383	 1349
3-4	 1058	 1176	 1247	 1283	 1348	 1383	 1369
4-5	 1061	 1163	 1215	 1258	 1311	 1360	 1351
5-6	 1046	 1134	 1183	 1214	 1257	 1335	 1294
6-7	 1026	 1088	 1144	 1165	 1231	 1257	 1254
7-8	 995	 1050	 1099	 1116	 1170	 1203	 1204
8-9	 957	 1020	 1057	 1074	 1082	 1130	 1131
9-10	 924	 986	 1016	 1025	 1045	 1073	 1085
Mean	 1007	 1094	 1144	 1170	 1235	 1255	 1261
Subject 2
________ _______ ________ Load % b.w.) ________ _______ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 1013	 1187	 1160	 1293	 1535	 1435	 1404
1-2	 1061	 1223	 1227	 1318	 1503	 1406	 1412
2-3	 1073	 1226	 1237	 1304	 1472	 1366	 1399
3-4	 1064	 1210	 1216	 1285	 1425	 1298	 1345
4-5	 1039	 1182	 1176	 1239	 1374	 1241	 1311
5-6	 1013	 1152	 1137	 1209	 1329	 1199	 1250
6-7	 995	 1115	 1107	 1177	 1279	 1157	 1238
7-8	 976	 1092	 1086	 1145	 1222	 1118	 _1187
8-9	 956	 1062	 1068	 1123	 1207	 1093	 1161
9-10	 936	 1039	 1037	 1079	 1155	 1062	 1103
Mean	 1013	 1149	 1145	 1217	 1350	 1238	 1281
Subject 3
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_______ _______ _______	
Load (% b.w.) _______ _______ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-i	 992	 1056	 1243	 1219	 1283	 1382	 1461
1-2	 1083	 1177	 1305	 1316	 1316	 1387	 1432
2-3	 1106	 1186	 1303	 1281	 1335	 1360	 1483
3-4	 1095	 1173	 1262	 1249	 1326	 1325	 1430
4-5	 1072	 1159	 1227	 1198	 1279	 1313	 1376
5-6	 1049	 1140	 1192	 1161	 1249	 1306	 1364
6-7	 1028	 1117	 1166	 1113	 1179	 1253	 1320
7-8	 999	 1096	 1117	 1087	 1161	 1180	 1279
8-9	 976	 1057	 1054	 1047	 1152	 1143	 1226
9-10	 942	 1009	 936	 1001	 1099	 1081	 1173
Mean	 1034	 1117	 1181	 1167	 1238	 1273	 1354
Subject 4
________ ________ ________	
Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 844	 923	 992	 1066	 1077	 1169	 952
1-2	 947	 1029	 1078	 1107	 1129	 1168	 993
2-3	 989	 1045	 1097	 1107	 1173	 1178	 1054
3-4	 1012	 1042	 1082	 1112	 1168	 1189	 1071
4-5	 1016	 1041	 1067	 1089	 1146	 1150	 1105
5-6	 1009	 1017	 1054	 1064	 1096	 1116	 1101
6-7	 1003	 1012	 1036	 1034	 1069	 1079	 1086
7-8	 978	 995	 1008	 996	 1035	 1057	 1092
8-9	 958	 974	 987	 960	 1012	 1031	 1047
9-10	 933	 955	 961	 931	 958	 1002	 1021
Mean	 969	 1003	 1036	 1047	 1086	 1114	 1052
Subject 5
________ ________ ________	 Load (% b.w.) ________ ________ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 903	 988	 1042	 1074	 1120	 1133	 1155
1-2	 968	 1058	 1095	 1131	 1144	 1120	 1104
2-3	 970	 1063	 1117	 1135	 1141	 1027	 1100
3-4	 964	 1037	 1114	 1119	 1122	 1054	 1107
4-5	 945	 1009	 1100	 1102	 1096	 1074	 1084
5-6	 923	 985	 1075	 1073	 1055	 1055	 1015
6-7	 896	 960	 1020	 1032	 1034	 1028	 997
7-8	 857	 933	 987	 1015	 996	 1026	 961
8-9	 837	 902	 960	 958	 892	 1024	 964
9-10	 814	 870	 930	 810	 885	 997	 935
Mean	 908	 981	 1044	 1045	 1049	 1054	 1042
Subject 6
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________ ________ ________	 Load (% b.w.) ________ ________ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 862	 965	 992	 1171	 1067	 1132	 1202
1-2	 951	 998	 1028	 1163	 1090	 1116	 1208
2-3	 978	 1007	 1037	 1146	 1090	 1099	 1204
3-4	 983	 998	 1038	 1136	 1056	 1104	 1202
4-5	 974	 986	 1029	 1126	 1060	 1097	 1164
5-6	 963	 963	 1005	 1102	 1039	 1076	 1143
6-7	 945	 938	 986	 1064	 1003	 1043	 1108
7-8	 925	 910	 945	 1030	 991	 1025	 1061
8-9	 899	 891	 921	 989	 960	 992	 1049
9-10	 864	 857	 894	 952	 939	 951	 990
Mean	 934	 951	 988	 1088	 1030	 1064	 1133
Subject 7
________ ________ ________ Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 1057	 1210	 1338	 1294	 1573	 1357	 1578
1-2	 1185	 1279	 1424	 1396	 1554	 1429	 1558
2-3	 1201	 1269	 1431	 1389	 1528	 1433	 1518
3-4	 1171	 1249	 1403	 1351	 1480	 1392	 1483
4-5	 1150	 1227	 1354	 1304	 1413	 1372	 1431
5-6	 1139	 1202	 1291	 1266	 1362	 1326	 1404
6-7	 1103	 1162	 1235	 1236	 1308	 1302	 1351
7-8	 1083	 1127	 1161	 1202	 1270	 1276	 1306
8-9	 1048	 1095	 1109	 1165	 1219	 1224	 1257
9-10	 1027	 1055	 1077	 1133	 1183	 1184	 1293
Mean	 1116	 1188	 1282	 1274	 1389	 1330	 1418
Subject 8
______ ______ ______	 Load(%b.w.) ______ ______ ______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 767	 933	 1014	 1035	 1008	 1055	 1168
1-2	 849	 969	 1060	 1026	 966	 1050	 1103
2-3	 863	 962	 1058	 1019	 932	 1044	 1038
3-4	 870	 948	 1022	 1007	 887	 1034	 1031
4-5	 857	 928	 977	 987	 880	 1015	 984
5-6	 833	 878	 914	 942	 884	 981	 941
6-7	 802	 822	 860	 900	 843	 936	 897
7-8	 772	 785	 817	 853	 808	 916	 850
8-9	 750	 756	 810	 827	 809	 910	 801
9-10	 729	 742	 788	 834	 800	 866	 783
Mean	 809	 872	 932	 943	 882	 981	 960
Subject 9
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ti
**
**
**
**
ns
t5
**
**
**
**
ns
ns
t4
**
**
**
**
**
ns
ns
t2
**
**
**
**
**
ns
ns
ns
t3
**
**
**
**
**
*
ns
ns
ns
APPENDIX 5.3.1
STATISTICAL VALUES AND TUKEY H.S.D TESTS FOR FLYWHEEL
UNCORRECTED POWER OUTPUT
Source of df	 Sum of Squares Mean Square 	 F	 P	 Epsilon
Variation
Subjects	 8	 7607055.31	 950881.91
w	 6	 3185096.63	 530849.44	 33.33	 0.001
Error	 48	 764550.89	 15928.14	 0.43
t	 9	 2995489.33	 332832.15	 59.53	 0.001
Error	 72	 402575.93	 5591.332	 0.19
wt	 54	 302607.74	 5603.85	 7.13	 0.001
Error	 432	 339586.98	 786.08	 0.10
Full ANOVA table for loading (w) and time (t) for flywheel uncorrected power output
W I	 2	 W3	 W4	 W5	 W6	 W7
W	 *	 **	 **	 **	 **	 **
W2	 .	 ns	 **	 **	 **	 **
W3	 ns	 *	 **	 **
W4	 ns	 **	 *
W5	 ns	 ns
W6	 ns
W7
Tukey H.S.D tests for loading (w) main effect
t b	t9	 tg	 t7	 t6
+	 **	 **	 **
'10
t9	ns	 **	 **
t8	 	 **
tl	 s
t6
ti
t5
t4
t2
t3
Tukey H.S.D. tests for time (t) main effect
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Dfn	 Dfe
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
Effect
watt1
watt2
watt3
watt4
watt5
watt6
w at t7
watt8
watt9
w at t10
MSn
158877.96
78399.58
65745.25
58513.52
51300.57
43798.39
37243.09
32839.98
28729.06
25837.10
MSe
4980.58
2944.59
3109.90
2637.59
1957.52
1829.31
1480.60
1246.99
1277.83
1537.97
F
31.90
26.63
21.14
22.18
26.21
23.94
25.15
26.34
22.48
16.80
P
0.001
0.00 1
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
Simple main effects of loading (w) at each time interval
W I W2 W3 W4 W5 W6
 W7
W	 *	 ** ** ** ** **
W2	 ns *	 ** ** **
w3 	ns ** ** **
W4	 ns ns **
W5	 ns ns
W6	 ns
W7
Time Interval t
WI W2 W3 W4 W5 W6 W7
W	 *	 ** ** ** ** **
W2	 ns ** ** ** **
W3	 ns ns ns *
ns ns ns
w5	ns ns
W6	 ns
W7
Time Interval t3
W1 w2 w3 w4 w5 w6 w7
Wi	 flS ** ** ** ** **
W2	 ns ** ** ** **
W3	 ns ns ns **
W4	 ns ns ns
W5	 ns ns
w6
	ns
W7
Time Interval t5
W i W2 W3 V.'4 W5 W6 W7
Wi	 ** ** ** ** ** **
W2	 ns *	 ** ** **
W3	 ns ns ns *
W4	 ns ns ns
Ws	 ns as
W6	 ns
W7
Time Interval t2
Wi W2 W3 W4 W5
 W6 W7
Wi	 ns ** ** ** ** **
W2	 ns ** ** ** **
W3	 flS ns ns ns
w4	 ns ns ns
W5	 ns ns
W6	 ns
w7
Time Interval t4
W I W2 W3 W4 W5 W6 W7
Wi	 ns ** ** ** ** **
W2	 ns ** ** ** **
W3	 ns ns *	 **
W4	 ns ns ns
W5	 ns ns
W6	 ns
W7
Time Interval t6
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W1 W W3 W4 W5 W6 W7
W1	flS ** ** ** ** **
W2	 ns ** ** ** **
W3	 ns ns *	 **
W4	 ns ns *
W5	 ns ns
W6	 ns
W7
Time Interval t7
W 1 W2 W3 W4 W5 W6 W7
W 1	flS ** ** ** ** **
W2	 ns *	 ** ** **
W3	 ns ns ** **
W4	 ns ns *
W5	 ns ns
W6	 ns
W7
Time Interval t9
W1 V,'2 W3 W4 W5 W6 W7
WI	 ns ** ** ** ** **
W2	 ns ** ** ** **
W3	 ns ns ** **
W4	 ns ns *
ns ns
W6	 ns
W7
Time Interval t8
W1 W2 W3 W4
 W5 W6
 W7
Wi	 ns *	 ** ** ** **
W2	 ns ns ** ** **
W3	 ns ns ** **
W4	 ns ns *
W5	 ns ns
W6	 ns
Time Interval t10
Tukey H.S.D tests for loading at each time interval
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APPENDIX 5.4
FLYWHEEL CORRECTED POWER OUTPUT (W) FOR ELITE SPRINT CYCLISTS
_______ _______ _______ 	 Load (% b.w.) _______ _______ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 1314	 1229	 1314	 1377	 1139	 1249	 1360
1-2	 1223	 1251	 1288	 1402	 1142	 1340	 1299
2-3	 1190	 1153	 1191	 1301	 1298	 1326	 1261
3-4	 1074	 1148	 1190	 1274	 1161	 1262	 1324
4-5	 1141	 1103	 1162	 1267	 1159	 1178	 1266
5-6	 1092	 1055	 1094	 1198	 1150	 1201	 1226
6-7	 1038	 1039	 1055	 1139	 1070	 1129	 1194
7-8	 989	 1013	 1043	 1115	 1050	 1099	 1084
8-9	 983	 981	 1041	 1102	 993	 1089	 1145
9-10	 943	 984	 963	 1062	 1031	 1020	 1048
Mean	 1099	 1096	 1134	 1224	 1119	 1189	 1221
Subject 1
________ ________ ________ Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 1387	 1357	 1543	 1384	 1487	 1215	 1254
1-2	 1278	 1501	 1387	 1436	 1402	 1490	 1461
2-3	 1234	 1384	 1410	 1385	 1434 - 487 _1437
3-4	 1241	 1277	 1347	 1380	 1434 - 490	 1421
4-5	 1198	 1234	 1278	 1302	 1376	 364	 1335
5-6	 1215	 1213	 1318	 1254	 1300	 1438	 1315
6-7	 1122	 _1162	 1156	 1169	 1265	 1208	 1280
7-8	 1061	 1119	 1185	 1190	 1128	 1225	 1242
8-9	 1013	 1088	 1065	 1026	 1061	 1150	 1150
9-10	 968	 1048	 1001	 1048	 1092	 1090	 1080
Mean	 1172	 1238	 1269	 1257	 1298	 1316	 1298
Subject 2
________ ________ ________	
Load (% b.w.) _______ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 1275	 1542	 1440	 1379	 1623	 1448	 1506
1-2	 1292	 1430	 1402	 1480	 1596	 1496	 1451
2-3	 1288	 1340	 1341	 1408	 1565	 1399	 1438
3-4	 1156	 1304	 1296	 1347	 1480	 1332	 1435
4-5	 1107	 1300	 1241	 1305	 1410	 1241	 1302
5-6	 1153	 1221	 1191	 1267	 1370	 1217	 1300
6-7	 1100	 1209	 1187	 1185	 1281	 1190	 1249
7-8	 1044	 1173	 1142	 1255	 1301	 1175	 1218
8-9	 1028	 1110	 1088	 1122	 1235	 1103	 1147
9-10	 1090	 1089	 1145	 1137	 1134	 1069	 1145
Mean	 1153	 1272	 1244	 1289	 1400	 1267	 1319
Subject 3
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________ ________ ________ 	 Load (% b.w.)	 ________ ________
'Time (s)
	
7%	 8%	 9%	 10%	 I_11%	 12%	 13%
	
0-1	 1396	 1446	 1501	 1523	 1332	 1470	 1487
	
1-2	 1289	 1418	 1493	 1412	 1481	 1469	 1556
	
2-3	 1286	 1307	 1388	 1280	 1370	 1342	 1496
	
3-4	 1229	 1291	 1304	 1265	 1395	 1368	 1420
	
4-5	 1220	 1247	 1308	 1285	 1318	 1439	 1397
	
5-6	 1068	 1225	 1223	 1142	 1329	 1359	 1427
	
6-7	 1168	 1220	 1218	 1147	 1180	 1275	 1370
	
7-8	 1085	 1177	 1191	 _1181	 1218	 1140	 1346
	
8-9	 1004	 1090	 1018	 1031	 1195	 1129	 1192
	
9-10	 996	 1025	 732	 1008	 1113	 1134	 1185
Mean	 1174	 1245	 1238	 1227	 1292	 1313	 1388
Subject 4
________ ________ ________	 Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 1195	 1301	 1177	 1259	 1167	 1193	 956
1-2	 1244	 1193	 1220	 1180	 1282	 1238	 1130
2-3	 1130	 1179	 1173	 1219	 1212	 1263	 1068
3-4	 1188	 1149	 1179	 1136	 1229	 1240	 1171
4-5	 1144	 1127	 1068	 1193	 1223	 1144	 1112
5-6	 1216	 1084	 1165	 1063	 1086	 1168	 1168
6-7	 1101	 1127	 1138	 112	 1094	 1116	 1092
7-8	 1054	 1104	 1069	 1024	 1058	 1031	 1130
8-9	 1068	 1032	 963	 999	 1063	 1101	 1049
9-10	 1006	 1033	 1073	 924	 955	 966	 1083
Mean	 1135	 1133	 1123	 1111	 1137	 1146	 1096
Subject 5
________ ________ ________ 	 Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 1244	 1306	 1297	 1304	 1127	 917	 1082
1-2	 1200	 1208	 1271	 1268	 1298	 1102	 1175
2-3	 1111	 1188	 1279	 1203	 1163	 1108	 1159
3-4	 1105	 1092	 1182	 1204	 1223	 1137	 1169
4-5	 1042	 1074	 1250	 1113	 1077	 1113	 1109
5-6	 998	 1010	 1123	 1173	 1089	 1027	 983
6-7	 990	 1020	 1046	 1058	 1114	 1110	 1076
7-8	 935	 929	 1040	 1100	 986	 1057	 919
8-9	 926	 979	 973	 893	 860	 1007	 1034
9-10	 871	 921	 1015	 646	 976	 1024	 950
Mean	 1042	 1073	 1148	 1096	 1091	 1061	 1066
Subject 6
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________ ________ ________	 Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 1227	 1150	 1190	 1229	 1100	 1104	 1226
1-2	 1200	 1114	 1118	 1278	 1213	 193	 1284
2-3	 1171	 1137	 1116	 1180	 1131	 1152	 1289
3-4	 1097	 11004	 1144	 1186	 1120	 1157	 1260
4-5	 1135	 1067	 1091	 1249	 1110	 1152	 1185
5-6	 1052	 1024	 1072	 1110	 1063	 1118	 1141
6-7	 1052	 986	 1011	 1141	 1040	 1061	 1166
7-8	 1022	 949	 998	 1015	 1041	 998	 1067
8-9	 978	 956	 948	 1008	 963	 1060	 1100
9-10	 908	 859	 902	 966	 953	 926	 968
Mean	 1084	 1034	 1059	 1136	 1073	 1092	 1169
Subject 7
________ ________ ________ Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 1524	 1515	 1538	 1492	 1669	 1436	 1624
1-2	 1385	 1416	 1548	 1480	 1643	 1521	 1589
2-3	 1316	 1388	 1562	 1450	 1557	 1470	 1549
3-4	 1256	 1296	 1480	 1437	 1532	 1420	 1513
4-5	 _1291	 1330	 1382	 1280	 1388	 1446	 1435
5-6	 1200	 1242	 1315	 1363	 1421	 1353	 1399
6-7	 1167	 1213	 1228	 1274	 1257	 1283	 1431
7-8	 1184	 1176	 1196	 1232	 1275	 1357	 1225
8-9	 1106	 1169	 1160 _1199 _1219	 1208	 1364
9-10	 1085	 1036	 1117 _1179	 1179 _1243	 1347
Mean	 1251	 1278	 1352	 1339	 1426	 1374	 14-48
Subject 8
_______ _______ _______	 Load (% b.w.) _______ _______ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 1102	 1054	 1229	 108	 1065	 1071	 1135
1-2	 967	 1070	 1196	 1123	 957	 1162	 1144
2-3	 1015	 996	 1153	 1052	 928	 1084	 1057
3-4	 888	 1059	 977	 1032	 938	 1011	 1067
4-5	 961	 984	 1031	 1051	 891	 1054	 949
5-6	 859	 798	 904	 920	 966	 1011	 974
6-7	 867	 867	 833	 917	 864	 927	 869
7-8	 856	 781	 881	 904	 825	 971	 902
8-9	 758	 754	 863	 843	 870	 931	 822
9-10	 767	 772	 791	 856	 818	 853	 730
Mean	 904	 914	 986	 981	 912	 1008	 965
Subject 9
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APPENDIX 5.4.1
STATISTICAL VALISES AND TUKEY H.S.D TESTS FOR FLYWHEEL
CORRECTED POWER OUTPUT
Source of df	 Sum of Squares Mean Square 	 F	 P	 Epsilon
Variation
Subjects	 8	 8840388.94	 1105048.62
w	 6	 697419.28	 116236.55	 6.33	 0.01
Error	 48	 881406.84	 18362.64	 0.53
t	 9	 6846498.22	 760722.02	 115.81	 0.001
Error	 72	 472928.90	 6568.46	 0.24
wt	 54	 324278.04	 6005.15	 2.25	 0.05
Error	 432	 1151390.66	 2665.26	 0.11
Full ANOVA table for loading (w) and time (t) for flywheel corrected power output
W 1	 2	 W3	 W4	 W5	 W6	 W7
W i	 ns	 ns	 *	 **	 **	 **
w2 	n 	 ns	 ns	 ns	 **
w3 	 	 ns	 ns	 ns
w4 	 s 	 ns	 ns
w5 	n 	 ns
w6 	
w7
Tukey H.S.D tests for loading (w) main effect
t b 	 t9	 t8	 tl	 t6	 t5	 t4	 t3	 ti	 t2
	
**	 **	 **
	
**	 **
	
**	 **
	
**
'10
t9	 ns	 **	 **
	
**
	
**	 **
	
**
	
**
tg	 ns	 **
	
**
	
**	 **
	
**
	 **
t7	 ns
	 **
	
**
	
**
	
**
	
**
t6	 ns	 **
	
**
	
**
	
**
t5	 ns	 **	 **
	 **
t4	 ns	 **
	
**
t3	 ns	 ns
ti	 ns
t2
Tukey H.S.D. tests for time (t) main effect
326
Dfn	 Dfe
6	 48
6
	
48
6
	
48
6	 48
6
	
48
6
	
48
6	 48
6	 48
6
	
48
6	 48
Effect
watt1
watt2
w at t3
watt4
watt5
watt6
watt7
watt8
watt9
w at t10
MSn
13960.33
15047.37
15653.61
30333.46
12974.50
22608.70
15266.22
12921.98
17781.65
13735.09
MSe
8878.40
5322.20
4294.41
2952.19
3591.07
3858.15
2095.24
2807.17
2472.81
6078.32
F
1.57
2.83
3.65
10.28
3.61
5.86
7.29
4.60
7.19
2.26
P
ns
0.05
0.01
0.001
0.01
0.001
0.001
0.001
0.001
ns
Simple main effects of loading (w) at each time interval
W i W2 W3 W4 W5 W6 W7
W1 	flS flS flS flS flS flS
w2 	ns ns nS flS flS
W3 	 ns ns ns ns
w4 	ns ns ns
w5 	 s ns
w6 	 s
W7
Time Interval t1
w 1 w2 w3 w4 w5 w6 w7
W I 	 fl5 *	 flS *	 *	 *
w2 	ns ns ns ns ns
w3 	ns ns ns ns
w4 	ns ns ns
W5 	 ns ns
W6 	 ns
w7
Time Interval t3
w 1 w2 w3 w4 w5 w w7
W1 	flS flS *	 flS *	 *
W2 	 ns ns ns ns ns
w3 	ns ns ns ns
w4 	ns ns ns
w5 	 s ns
w6 	 s
w7
Time Interval t5
W 1 W2 W3 W4 W5 W6 W7
WI	 ns ns * ns ns *
W2	 ns ns ns ns ns
W3	 ns ns ns ns
w4	 ns ns ns
w5	 ns ns
W6	 ns
w7
Time Interval t2
W1 W2 W3 W4 W5 W6 W7
Wi	 ns ** ** ** ** **
w2	 ns ns *	 ns **
W3	 ns ns ns ns
w4	 ns ns ns
W5	 ns ns
W6	 ns
W7
Time Interval t4
W1 W2 W3 W4 W5 W6 W7
Wi	 ns ns ns ** ** **
W2	 ns ns *	 ** **
w3	 ns ns ns ns
W4	 ns ns ns
W5	 ns ns
w6	 ns
w7
Time Interval t6
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Wi W2
 W3 W4
 W5 W6 W7
WI
	flS flS flS *	 *	 **
W2	 ns ns ns ns **
W3	 ns ns ns **
W4	 ns ns ns
W5	 ns ns
W6	 ns
W7
Time Interval t7
W 1 W2
 W3 W4 W5
 W6 W7
W 1
	flS flS flS flS ** **
W2	 ns ns ns ns **
W3	 ns ns ns **
W4	 ns ns *
'A'5
	flS flS
W6	 ns
W7
Time Interval t9
W 1 W2
 W3 W4 W5
 W6 W7
Wi	 ns ns *	 ns *	 **
W2	 ns ns ns ns *
W3	 ns ns ns ns
W4	 ns ns ns
W5	 ns ns
W6	 ns
W7
Time Interval t8
Wi
 W2
 W3 W4 W5
 W6 W7
Wi	 ns ns ns ns ns ns
W2	 ns ns ns ns ns
W3	 ns ns ns ns
W4	 ns ns ns
W5	 ns ns
W6	 ns
W7
Time Interval t10
Tukey H.S.D tests for loading at each time interval
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APPENDIX 5.5
CRANK ANGULAR VELOCITY (rad.s') FOR ELITE SPRINT CYCLISTS
Time (s)
0-1
1-2
2-3
3-4
4-5
5-6
6-7
7-8
8-9
9-10
Mean
Subject 1
7%
16.48
18.38
18.74
18.53
18.26
17.76
17.53
16.85
16.68
16.24
17.54
8%
15.90
17.24
17.34
16.92
16.87
16.12
15.92
15.33
15.10
14.64
16.14
Load
9%
15.75
16.45
16.12
16.08
15.70
15.46
14.85
14.67
14.15
13.88
15.31
b.w.)
10%
14.37
16.13
16.15
15.93
15.52
15.18
14.73
14.17
13.99
13.44
14.96
11%
14.52
14.12
13.81
13.84
13.51
13.07
12.75
12.21
12.02
11.72
13.16
12%
14.69
14.36
14.06
13.66
13.40
12.97
12.64
12.10
11.90
11.36
13.11
13%
14.47
12.91
12.80
12.77
12.57
12.34
11.60
11.27
11.07
10.72
12.25
_______ _______ ________ Load (% b.w.) _______ _______ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 16.43	 15.79	 14.69	 13.51	 14.24	 12.35	 12.53
1-2	 18.68	 18.06	 17.01	 15.51	 15.01	 13.58	 12.96
2-3	 18.82	 18.36	 17.17	 15.86	 15.35	 14.58	 13.27
3-4	 18.83	 18.56	 17.40	 15.93	 15.16	 14.44	 13.46
4-5	 19.07	 18.09	 16.89	 15.72	 14.97	 14.35	 13.16
5-6	 18.47	 17.81	 16.63	 15.12	 14.25	 13.95	 12.86
6-7	 18.35	 17.04	 15.83	 14.73	 14.03	 13.29	 12.32
7-8	 17.65	 16.48	 15.37	 13.98	 13.36	 12.75	 11.99
8-9	 17.11	 16.04	 14.87	 13.60	 12.44	 12.10	 11.29
9-10	 16.38	 15.41	 14.23	 12.98	 12.12	 11.52	 10.91
Mean	 17.98	 17.16	 16.01	 14.76	 14.09	 13.29	 12.48
Subject 2
________	 ________	 Load (% b.w.) ________ ________ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 18.18	 18.56	 16.00	 16.30	 17.40	 14.92	 13.78
1-2	 18.92	 18.90	 16.92	 16.15	 16.86	 14.66	 14.07
2-3	 19.30	 18.89	 16.91	 16.26	 16.55	 14.19	 13.66
3-4	 18.75	 18.66	 16.62	 15.87	 16.07	 13.75	 13.37
4-5	 18.62	 18.04	 16.21	 15.35	 15.54	 13.07	 12.91
5-6	 18.02	 17.70	 15.61	 14.98	 15.09	 12.93	 12.62
6-7	 17.75	 17.01	 15.47	 14.61	 14.46	 12.30	 12.31
7-8	 17.23	 16.86	 14.95	 14.28	 14.03	 12.02	 11.97
8-9	 17.00	 16.12	 14.89	 13.87	 13.63	 11.74	 11.77
9-10	 16.75	 15.97	 14.40	 13.54	 13.23	 11.43	 11.12
Mean	 18.05	 17.67	 15.80	 15.12	 15.28	 13.10	 12.76
Subject 3
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_______ _______ _______ 	 Load (% b.wL _______ _______ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 16.80	 15.52	 16.18	 14.40	 13.93	 13.69	 13.50
1-2	 18.04	 17.46	 16.92	 15.45	 14.24	 13.77	 13.07
2-3	 18.41	 17.38	 16.93	 15.07	 14.50	 13.40	 13.64
3-4	 18.17	 17.24	 16.38	 14.76	 14.27	 13.23	 12.97
4-5	 17.81	 16.93	 15.90	 14.17	 13.94	 13.03	 12.71
5-6	 17.54	 16.76	 15.59	 13.78	 13.39	 13.09	 12.55
6-7	 17.00	 16.52	 15.19	 13.38	 12.94	 12.43	 12.19
7-8	 16.83	 15.99	 14.79	 12.98	 12.57	 11.99	 11.86
8-9	 16.26	 15.60	 13.91	 12.66	 12.61	 11.54	 11.40
9-10	 15.80	 14.81	 12.40	 12.04	 12.13	 11.03	 10.98
Mean	 17.27	 16.42	 15.42	 13.87	 13.45	 12.72	 12.49
Subject 4
________	 ________	 Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 15.72	 14.96	 14.52	 13.98	 12.89	 12.71	 9.59
1-2	 17.24	 16.47	 15.61	 14.29	 13.55	 12.86	 10.36
2-3	 18.18	 16.84	 15.59	 14.38	 13.76	 12.96	 10.85
3-4	 18.24	 16.79	 15.64	 14.28	 13.93	 13.04	 11.14
4-5	 18.56	 16.64	 15.28	 14.30	 13.56	 12.61	 11.39
5-6	 18.24	 16.33	 15.22	 13.79	 13.16	 12.38	 11.41
6-7	 18.24	 16.29	 14.85	 13.57	 12.76	 11.81	 11.23
7-8	 17.80	 15.86	 14.56	 13.00	 12.36	 11.54	 11.20
8-9	 17.45	 15.81	 14.31	 12.69	 12.06	 11.24	 10.84
9-10	 17.05	 15.28	 13.81	 12.17	 11.55	 11.09	 10.47
Mean	 17.67	 16.13	 14.94	 13.65	 13.00	 12.22	 10.85
Subject 5
________ ________ ________	 Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 18.24	 16.76	 16.10	 14.88	 14.12	 13.45	 12.65
1-2	 19.04	 17.70	 16.65	 15.30	 14.18	 12.18	 12.17
2-3	 19.23	 17.82	 17.11	 15.55	 14.25	 12.69	 12.38
3-4	 18.93	 17.35	 16.99	 15.17	 14.11	 12.82	 12.30
4-5	 18.63	 17.05	 16.78	 14.98	 13.72	 12.73	 12.09
5-6	 18.07	 16.33	 16.27	 14.73	 13.22	 12.43	 11.37
6-7	 17.53	 16.21	 15.51	 14.02	 12.87	 12.47	 11.19
7-8	 17.14	 15.52	 15.14	 _13.92	 12.63	 12.48	 10.79
8-9	 16.40	 15.29	 14.63	 13.08	 11.26	 12.12	 10.85
9-10	 16.10	 14.61	 14.37	 11.26	 11.22	 11.60	 10.87
Mean	 17.93	 16.46	 15.96	 14.29	 13.16	 12.50	 11.67
Subject 6
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________ ________ ________	 Load (% b.w.) _______ ________ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 16.59	 15.86	 14.75	 15.04	 12.86	 12.67	 12.26
1-2	 17.81	 16.06	 14.95	 15.18	 13.17	 12.45	 12.24
2-3	 18.27	 16.34	 15.12	 14.80	 13.15	 12.52	 12.21
3-4	 18.57	 16.16	 15.03	 14.79	 12.88	 12.39	 12.22
4-5	 18.29	 15.98	 14.90	 14.68	 12.87	 12.37	 11.80
5-6	 18.26	 15.72	 14.61	 14.31	 12.69	 11.99	 11.78
6-7	 17.67	 15.18	 14.25	 13.96	 12.21	 11.85	 11.21
7-8	 17.39	 14.87	 13.88	 13.45	 12.17	 11.58	 10.88
8-9	 16.72	 14.39	 13.50	 13.03	 11.71	 11.19	 10.58
9-10	 16.35	 14.07	 13.21	 12.39	 11.43	 10.84	 10.13
Mean	 17.59	 15.46	 14.42	 14.16	 12.51	 11.98	 11.53
Subject 7
______ ______ _______ Load(%b.w.) ______ ______ ______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 16.01	 16.10	 15.84	 13.87	 15.35	 11.98	 13.07
1-2	 17.97	 16.82	 16.73	 15.02	 14.86	 12.74	 12.87
2-3	 17.93	 16.87	 16.63	 14.83	 14.82	 12.63	 12.55
3-4	 17.74	 16.47	 16.28	 14.52	 14.32	 12.36	 12.22
4-5	 17.25	 16.29	 15.63	 14.03	 13.83	 12.11	 11.80
5-6	 17.15	 15.82	 15.18	 13.68	 13.26	 11.80	 11.66
6-7	 16.57	 15.40	 14.26	 13.38	 12.75	 11.53	 11.09
7-8	 16.25	 14.95	 13.81	 12.87	 12.47	 11.33	 10.80
8-9	 15.77	 14.46	 1306	 12.61	 11.83	 10.97	 10.47
9-10	 15.30	 14.17	 12.75	 12.16	 11.62	 10.55	 10.72
Mean	 16.80	 15.73	 15.02	 13.70	 13.51	 11.80	 11.73
Subject 8
_______ _______ _______ Load(%b.w.) _______ _______ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 14.69	 15.13	 14.69	 13.50	 12.57	 11.99	 11.92
1-2	 15.90	 15.61	 15.35	 13.62	 12.10	 11.90	 11.43
2-3	 16.27	 15.46	 15.21	 13.38	 11.65	 12.06	 10.69
3-4	 16.30	 15.30	 14.61	 13.38	 11.13	 11.69	 10.71
4-5	 16.10	 14.84	 14.36	 13.12	 11.09	 11.75	 10.32
5-6	 15.69	 14.19	 13.20	 12.52	 11.03	 11.22	 9.73
6-7	 15.00	 13.33	 12.65	 12.01	 10.64	 11.02	 9.51
7-8	 14.66	 12.95	 12.06	 11.35	 10.22	 10.62	 8.76
8-9	 14.17	 12.42	 11.85	 11.27	 10.11	 10.46	 8.48
9-10	 13.87	 12.41	 11.40	 11.20	 10.04	 10.17	 8.22
Mean	 15.33	 14.23	 13.54	 12.59	 11.06	 11.34	 10.02
Subject 9
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Epsilon
0.56
0.18
0.10
t2	 t3
**
	
**
**
	
**
**
	
**
**
	
**
**	 **
**
	
**
ns
	
ns
ns
	
ns
ns
APPENDIX 5.5.1
STATISTICAL VALUES AND TUKEY H.S.D TESTS FOR CRANK VELOCITY
Source of df	 Sum of	 Mean	 F	 P
Variation	 Squares	 Square
Subjects	 8	 377.26	 47.13
w	 6	 2206.34	 367.72	 254.86	 0.001
Error	 48	 69.26	 1.44
t	 9	 432.44	 48.05	 71.42	 0.001
Error	 72	 48.44	 0.67
wt	 54	 31.10	 0.58	 5.74	 0.001
Error	 432	 43.36	 0.10
Full ANOVA table for loading (w) and time (t) for crank velocity
w7	w6	 w5	 w4	 w3
	
**	 **	 **	 **YV7
**	 **	 **
**	 **
"V5
w4	 **
w3
w2
Wi
Tukey H.S.D tests for loading (w) main effect
t b
	t9	 tg	 t7	 t6	 ti	 t5
+	 **	 **	 **	 **	 **
'10
t9	ns	 **	 **
	
**
	
**
tg	 flS	 **
	
**
	
**
t7	 s	 **
	
**
t6	 ns	 ns
ti	 ns
t5
t4
t3
Tukey H.S.D. tests for time (t) main effect
w2
**
**
**
**
**
t4
**
**
**
**
**
ns
ns
Wi
**
**
**
**
**
**
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Dfn	 Dfe	 MSe
6
	
48	 0.52
6	 48	 0.28
6	 48	 0.25
6
	
48
	
0.22
6	 48
	
0.18
6	 48	 0.19
6
	
48	 0.16
6
	
48	 0.16
6
	
48	 0.17
6	 48
	
0.22
Effect
watt1
watt2
w at t3
watt4
watt5
watt6
watt7
w at t8
w at t9
w at t10
MSn
19.10
37.92
41.62
41.57
41.87
40.28
39.78
38.39
36.91
35.47
F
38.81
135.10
166.78
190.39
232.93
213.76
253.12
243.96
212.64
159.39
P
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
0.001
Simple main effects of loading (w) at each time interval
w1 w2 w3 w4 w5 w6 w7
WI	 flS *	 ** ** ** **
w2	ns ** ** ** **
W3
	ns *	 ** **
W4	ns ** **
w5	 *	 **
w6	 s
W7
Time Interval t1
W1 W2 W3 W4
 W5 W6 W7
Wi	 ** ** ** ** ** **
*	 ** ** ** **W2
** ** ** **VV3
** ** **Yy4
** **YY5
w6	ns
W7
Time Interval t3
w1
 w2 w3 w4 w5 w6
 w7
WI	 ** ** ** ** ** **
** ** ** ** **w2
** ** ** **VV3
** ** **VV4
** **V'15
W6	 *
w7
Time Interval t5
WI
 W2 W3 W4 W5 W6 W7
Wi	 *	 ** ** ** ** **
w2	 *	 ** ** ** **
W3	 ** *	 ** **
w4	 ** ** **
W5	 ** **
w6	 *
w7
Time Interval t2
W1 W2 W3 W4 W5 W6 W7
Wi	 ** ** ** ** ** **
W2	 *	 ** ** ** **
w3	 ** ** ** **
w4	 ** ** **
w5	 ** **
W6	 ns
W7
Time Interval t4
W 1 W2 W3 W4 W5 W6 W7
Wi	 ** ** ** ** ** **
W2	 ** ** ** ** **
W3	 ** ** ** **
W4	 ** ** **
W5	 ** **
W6	 *
w7
Time Interval t6
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W 1 W2 W3 W4 W5 W6 W7
WI	 ** ** ** ** ** **
** ** ** ** **W2
** ** ** **
3
W4	 ** ** **
W5	 ** **
W6	 *
W7
Time Interval t7
W1 W2 W3 W4 W5 W6 W7
Wi	 ** ** ** ** ** **
** ** ** ** **W2
** ** ** **
VY3
** ** **VV4
W5	 ns **
W6	 *
W7
Time Interval t9
W 1
 W2 W3 W4 W W6 W7
Wi	 ** ** ** ** ** **
W2	 ** ** ** ** **
W3
	 ** ** ** **
W4	 ** ** **
W5	 *	 **
W6	 *
W7
Time Interval t
Wi W2 W3 W4 W5 W6 W7
Wi	 ** ** ** ** ** **
w2	 ** ** ** ** **
W3
	 ** ** ** **
W4	 *	 ** **
W5	 ns **
W6	 ns
W7
Time Interval t10
Tukey H.S.D tests for loading at each time interval
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APPENDLX 5.6
CRANK TORQUES (N.m.) FOR ELITE SPRiNT CYCLISTS
_______ _______ _______	
Load (% b.w.) _______ _______ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 69.89	 73.77	 70.58	 66.96	 68.20	 69.30	 66.72
1-2	 65.99	 65.18	 71.93	 58.17	 66.18	 71.80	 79.51
2-3	 64.48	 64.07	 65.78	 65.48	 70.09	 80.34	 78.25
3-4	 64.82	 61.71	 64.31	 52.81	 63.32	 73.85	 79.85
4-5	 62.10	 53.93	 62.84	 61.51	 70.16	 67.09	 79.38
5-6	 62.64	 55.03	 59.12	 50.11	 68.12	 70.90	 75.02
6-7	 55.88	 55.81	 57.41	 57.43	 66.30	 68.65	 79.55
7-8	 52.07	 53.13	 54.46	 53.85	 63.83	 68.04	 77.01
8-9	 47.36	 50.69	 60.24	 52.69	 63.98	 70.88	 75.43
9-10	 50.43	 52.46	 52.76	 45.09	 63.91	 70.40	 79.71
Mean	 59.57	 58.58	 61.94	 56.21	 66.41	 71.12	 77.04
Subject 1
________ ________ ________ - Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 99.01	 98.11	 106.09	 98.19	 101.31	 98.67	 100.31
1-2	 102.50	 114.29	 105.78	 108.10	 104.33	 109.00	 109.90
2-3	 98.58	 106.90	 105.57	 104.26	 105.71	 103.87	 110.81
3-4	 103.15	 107.75	 102.35	 105.80	 99.63	 112.95	 105.17
4-5	 101.50	 104.12	 104.43	 101.09	 99.17	 106.82	 104.77
5-6	 99.31	 95.81	 94.07	 101.69	 100.55	 105.44	 104.67
6-7	 95.31	 95.44	 88.36	 96.25	 93.78	 94.90	 102.21
7-8	 86.60	 88.92	 90.49	 92.29	 91.24	 96.84	 101.50
8-9	 83.11	 87.11	 85.98	 87.85	 89.51	 96.45	 104.66
9-10	 82.43	 84.22	 78.73	 90.08	 91.44	 94.87	 94.69
Mean	 95.15	 98.27	 96.19	 98.56	 98.24	 101.98	 103.87
Subject 2
Time (s)
0-1
1-2
2-3
3-4
4-5
5-6
6-7
7-8
8-9
9-10
Mean
Subject 3
7%
93.73
94.89
97.09
89.23
85.62
79.48
80.46
74.69
77.22
71.51
84.39
8%
97.79
101.50
97.57
94.21
88.97
82.83
85.17
76.63
70.34
75.19
87.03
Load
9%
94.83
90.93
87.72
85.62
78.80
78.54
76.24
73.83
66.88
68.95
80.23
b.w.)
10%
88.11
87.78
82.46
81.99
77.72
75.12
72.33
77.82
69.09
73.63
78.60
11%
84.35
99.37
94.41
89.17
88.96
88.67
82.12
86.56
80.15
79.16
88.21
12%
91.96
88.49
84.12
85.44
82.16
82.10
84.22
88.39
82.53
79.63
84.90
13%
99.42
85.24
92.16
87.55
86.83
90.30
89.72
90.40
86.18
86.88
89.47
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Time (s)
0-1
1-2
2-3
3-4
4-5
5-6
6-7
7-8
8-9
9-10
Mean
Subject 4
7%
87.14
83.06
83.28
82.47
81.05
74.38
77.81
75.61
66.01
69.88
78.07
8%
87.40
88.12
80.40
84.60
79.19
78.33
80.62
75.08
63.57
67.16
78.50
Load
9%
87.52
87.82
80.80
80.78
82.84
77.76
75.85
76.14
70.13
49.06
76.84
b.w.)
10%
92.48
85.19
80.18
71.10
77.94
72.01
78.49
75.97
73.43
73.40
78.02
11%
71.43
85.36
83.52
74.91
78.25
76.52
72.77
78.25
78.23
79.04
77.83
12%
91.15
81.51
76.99
83.81
82.97
79.61
77.40
80.40
76.29
86.83
81.70
13%
90.14
92.17
81.53
81.99
86.95
83.22
84.20
89.32
86.21
78.29
85.40
________ ________ ________	 Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 81.68	 84.27	 86.91	 89.10	 86.87	 88.43	 89.44
1-2	 81.22	 83.00	 81.73	 78.63	 89.51	 90.60	 98.30
2-3	 83.01	 81.48	 77.67	 82.40	 81.68	 89.00	 88.80
3-4	 79.58	 76.76	 79.39	 76.09	 85.70	 86.77	 98.51
4-5	 84.04	 77.84	 76.04	 81.69	 83.38	 88.33	 87.34
5-6	 86.22	 78.83	 75.64	 75.53	 79.80	 87.46	 94.46
6-7	 84.15	 77.62	 74.87	 78.50	 81.77	 86.60	 91.56
7-8	 84.14	 77.14	 74.07	 77.88	 84.28	 81.53	 90.01
8-9	 80.02	 73.66	 69.40	 77.68	 85.19	 93..22	 91.79
9-10	 79.69	 70.82	 74.09	 69.43	 83.52	 82.62	 91.62
Mean	 82.38	 78.14	 76.98	 78.69	 84.17	 87.46	 92.18
Subject 5
_______ ________ _______	 Load (% b.w.) ________ _______ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 86.82	 88.88	 87.25	 84.60	 81.33	 76.25	 82.16
1-2	 89.08	 85.41	 88.12	 89.30	 86.30	 82.47	 91.16
2-3	 89.90	 86.97	 90.51	 87.25	 77.73	 91.68	 93.86
3-4	 88.19	 85.92	 89.04	 86.06	 86.60	 92.16	 94.14
4-5	 83.01	 77.49	 87.37	 79.27	 78.88	 87.72	 91.23
5-6	 74.01	 76.82	 81.99	 81.22	 81.86	 86.39	 87.55
6-7	 78.52	 78.39	 79.74	 78.62	 78.19	 83.84	 91.07
7-8	 79.14	 73.02	 75.39	 73.46	 74.45	 83.39	 86.54
8-9	 76.62	 70.47	 72.48	 69.63	 66.71	 80.80	 92.62
9-10	 71.73	 69.83	 76.68	 62.38	 79.73	 83.15	 86.46
Mean	 81.81	 79.32	 82.86	 79.21	 79.12	 84.85	 89.68
Subject 6
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________ ________ ________	 Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 65.75	 64.56	 67.53	 67.34	 66.63	 68.90	 77.96
1-2	 61.35	 63.37	 66.64	 70.11	 72.63	 76.02	 82.68
2-3	 63.54	 63.89	 64.55	 65.64	 68.98	 74.92	 87.11
3-4	 65.42	 63.43	 62.73	 64.67	 69.02	 78.48	 87.11
4-5	 66.74	 61.07	 63.18	 69.44	 66.19	 76.75	 84.76
5-6	 67.02	 60.98	 66.09	 64.70	 65.38	 78.51	 82.25
6-7	 66.85	 57.11	 58.99	 64.86	 70.58	 73.95	 78.28
7-8	 63.96	 55.02	 64.16	 59.46	 68.10	 69.81	 84.57
8-9	 62.89	 53.76	 59.43	 62.27	 64.00	 75.34	 81.33
9-10	 58.87	 52.93	 55.78	 58.78	 67.24	 71.21	 80.04
Mean	 64.24	 59.61	 62.91	 64.73	 67.87	 74.39	 82.58
Subject 7
________ ________ ________ 	 Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 102.93	 104.69	 111.84	 105.91	 110.21	 108.80	 122.81
1-2	 102.09	 101.56	 117.23	 105.11	 120.55	 119.56	 121.47
2-3	 103.62	 96.53	 115.95	 108.79	 116.54	 118.22	 120.96
3-4	 93.16	 101.41	 110.27	 109.05	 114.39	 115.08	 122.72
4-5	 96.32	 99.43	 105.29	 97.63	 113.95	 115.19	 118.88
5-6	 90.68	 97.90	 103.89	 105.79	 108.23	 115.98	 112.19
6-7	 91.17	 90.30	 93.00	 98.42	 105.16	 105.56	 121.39
7-8	 92.37	 89.73	 99.63	 94.00	 102.17	 112.97	 107.48
8-9	 83.06	 89.38	 95.49	 95.47	 102.49	 110.94	 125.59
9-10	 85.30	 82.91	 92.57	 97.76	 102.32	 109.05	 111.88
Mean	 94.07	 95.39	 104.52	 101.79	 109.60	 113.14	 118.54
Subject 8
Time (s)
0-1
1-2
2-3
3-4
4-5
5-6
6-7
7-8
8-9
9-10
Mean
Subject 9
7%
88.04
80.08
77.99
76.03
73.32
73.97
70.87
72.89
66.80
68.13
74.81
8%
77.87
84.75
79.55
81.54
80.16
68.92
76.56
74.02
70.83
70.74
76.49
Load
9%
80.52
76.876
80.36
72.92
72.88
70.85
71.38
71.01
73.37
68.05
73.80
b.w.)
10%
89.20
85.07
85.77
85.69
85.05
82.16
81.67
87.57
84.33
79.35
84.59
11%
85.28
83.05
84.90
92.48
79.93
90.76
80.01
85.16
86.85
85.22
85.36
12%
89.16
97.01
92.21
90.58
92.72
97.99
86.04
95.89
88.43
85.03
91.51
13%
88.40
93.94
96.06
99.86
90.32
96.43
92.28
98.35
96.79
89.20
94.16
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W6
**
**
**
**
ns
ti
**
**
**
**
**
ns
ns
Epsilon
0.38
0.26
0.12
W7
**
**
**
**
**
ns
t3	 t2
**	 **
**
	
**
**
	
**
**
	
**
**
	
**
ns
	 **
ns
	
ns
ns
	
ns
ns
APPENDIX 5.6.1
STATISTICAL VALUES AND TUKEY H.S.D TESTS FOR CRANK TOROUE
Source of df	 Sum of	 Mean	 F	 P
Variation	 Squares	 Square
Subjects	 8	 93339.94	 11667.45
w	 6	 14843.31	 2473.89	 19.89	 0.001
Error	 48	 5971.05	 124.40
t	 9	 9622.63	 1069.18	 29.35	 0.001
Error	 72	 2623.17	 36.43
wt	 54	 3151.73	 58.37	 4.69	 0.001
Error	 432	 5374.85	 12.44
Full ANOVA table for loading (w) and time (t) for crank torque
w2	 w1	 w3	 w4	 w5
w2	ns	 ns	 ns	 ns
W i	 ns	 ns	 ns
w3	 s	 ns
W4	 ns
w5
w6
W7
Tukey H.S.D tests for loading (w) main effect
t b	t9	 tx	 t7	 t6	 t5	 t4
+	 *	 **	 **	 **	 **
'•b0
t9	ns	 ns	 **
	
**
	
**
tg	 ns	 ns	 *
	
**
t7	 s	 ns	 **
t6	 ns	 ns
t5	 ns
t4
ti
t3
t2
Tukey H.S.D. tests for time (t) main effect
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Dfn	 Dfe
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
Effect
watt1
watt2
watt3
w at t4
watt5
watt6
watt7
w at t8
watt9
w at t10
MSn
33.86
114.72
130.51
231.41
188.26
311.68
304.13
402.21
678.23
604.17
MSe
22.04
30.55
27.29
30.40
22.36
23.25
17.09
16.43
21.74
25.21
F
1.54
3.75
4.78
7.61
8.42
13.40
17.80
24.48
31.19
16.30
P
ns
0.01
0.001
0.00 1
0.001
0.001
0.001
0.001
0.001
0.001
Simple main effects of loading (w) at each time interval
w1 w2 w3 w4
 w5 w6
 w7
W1	 flS *	 ** ** ** **
w2	ns ** ** ** **
w3	ns *	 ** **
w4	ns ** **
w5	 * **
w6
	 s
w7
Time Interval t1
W1 w2 w3 w4
 w5 w6
 w7
Wi	 ** ** ** ** ** **
*	 ** ** ** **w2
** ** ** **VY3
** ** **VV4
** **5
w6
	ns
W7
Time Interval t3
W1 W2 W3
 W4 W5
 W6
 W7
WI	 ** ** ** ** ** **
** ** ** ** **W2
** ** ** **YV3
** ** **YV4
** **VV5
w6	 *
w7
Time Interval t5
W1 W2
 W3 W4 W5
 W6
 W7
Wi	 *	 ** ** ** ** **
w2	 *	 ** ** ** **
W3	 ** *	 ** **
W4	 ** ** **
W5	 ** **
w6	 *
w7
Time Interval t2
w1 w2 w3 w4
 w5 w6
 w7
Wi	 ** ** ** ** ** **
W2	 *	 ** ** ** **
w3	 ** ** ** **
W4	 ** ** **
W5	 ** **
w6	 ns
W7
Time Interval t4
WI W2 W3 W4
 W5
 W6 W7
Wi	 ** ** ** ** ** **
W2	 ** ** ** ** **
w3	 ** ** ** **
W4	 ** ** **
w5	 ** **
w6	 *
W7
Time Interval t6
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Wi
 W2 W3 W4 W5 W6 W7
Wi	 ** ** ** ** ** **
** ** ** ** **W2
** ** ** **VY3
** ** **VY4
** **vv5
W6	 *
W7
Time Interval t7
WI W2 W3 W4
 W5 W6 W7
Wi	 ** ** ** ** ** **
** ** ** ** **W2
** ** ** **3
W4	 ** ** **
W5	 ns **
W6	 *
W7
Time Interval t9
Wi
 W2 W3
 W4 W5
 W6
 W7
Wi	 ** ** ** ** ** **
W2	 ** ** ** ** **
W3	 ** ** ** **
W4	 ** ** **
W5	 *	 **
W6	 *
W7
Time Interval t8
W1 W2
 W3
 W4
 W5
 W6 W7
WI	 ** ** ** ** ** **
W2	 ** ** ** ** **
W3	 ** ** ** **
W4	 *	 ** **
W5	 ns **
W6	 ns
W7
Time Interval t10
Tukey H.S.D tests for loading at each time interval
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7%
	
8%
1629	 1548
1913	 2066
1853	 194
1944	 2001
1936	 1886
1837	 1708
1453	 1628
1530	 1466
1422
	
1399
1351	 1300
1717
	
1697
7%	 8%
1714	 1820
1803	 1927
1881	 1850
1683	 1764
1602	 1612
1439	 1472
1433	 1454
1292	 1298
1317	 1135
1202	 1207
1537	 1554
b.w.)
10%
	
11%	 12%	 13%
1343	 1446	 1231	 1261
1687
	
1572	 1484	 1435
1658	 1631	 1520	 1472
1697
	
1521
	
1640	 1422
1596	 1500	 1536	 1384
1544	 1423	 1474	 1352
1420	 1326	 1270	 1267
1294	 1221
	
1244
	
1227
1203	 1125	 1180	 1193
1178	 1115	 1101	 1038
1462	 1388	 1368	 1305
10%	 11%
	
12%
	
13%
1435	 1645	 1369
	
1371
1423	 1677	 1293
	
1193
1338	 1566	 1190	 1255
1307	 1431	 1173
	
1169
1189	 1387	 1076	 1117
1122	 1337	 1062
	
1140
1175	 1036	 1104
1215	 1063
	 1079
957	 1191	 968	 1014
1043	 909
	 966
1194	 1366	 1114
	 1141
APPENDIX 5.7
CRANK POWER OUTPUT (W) FOR ELITE SPRINT CYCLISTS
________ ________ ________	 Load (% b.w.) ________ ________ ________
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 1153	 1208	 1108	 947	 981	 1008	 963
1-2	 1211	 1151	 1178	 927	 923	 1026	 1016
2-3	 1206	 1109	 1059	 1012	 966	 1123	 998
3-4	 1202	 1040	 1031	 829	 874	 995	 1011
4-5	 1134	 909	 981	 944	 941	 889	 991
5-6	 1112	 885	 912	 747	 888	 916	 923
6-7	 979	 887	 853	 830	 841	 862	 920
7-8	 878	 810	 800	 751	 775	 816	 861
8-9	 789	 764	 852	 725	 765	 837	 830
9-10	 817	 764	 731	 583	 743	 794	 848
Mean	 1048	 953	 951	 830	 870	 927	 936
Subject 1
Time (s)
0-1
1-2
2-3
3-4
4-5
5-6
6-7
7-8
8-9
9-10
Mean
Subject 2
Time (s)
0-1
1-2
2-3
3-4
4-5
5-6
6-7
7-8
8-9
9-10
Mean
Subject 3
Load
9%
1558
1802
1814
1781
1763
1564
1398
1393
1276
1118
1547
Load
9%
1521
1542
1486
1424
1280
1225
1185
1104
999
994
1276
4i
11%
1124
1218
1130
1197
1135
1058
1049
1046
1035
968
1096
7%
1290
1402
1511
1454
1564
1576
1541
1503
1403
1365
1461
8%
1255
1368
1372
1292
1296
1289
1268
1223
1167
1086
1262
b.w.)
10%
1245
1130
1181
1084
1167
1043
1068
1015
988
946
1077
13%
860
1014
962
1098
997
1083
1032
1012
996
958
1003
12%
1123
1170
1153
1135
1115
1089
1030
944
1052
924
1074
Load
9%
1274
1283
1222
1246
1169
1162
1123
1093
1004
1031
1161
Time (s)
0-1
1-2
2-3
3-4
4-5
5-6
6-7
7-8
8-9
9-10
Mean
Subject 5
________ ________ ________	
Load (% b.w.) ________ _______ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 1465	 1349	 1416	 1330	 998	 1243	 1211
1-2	 1497	 1534	 1482	 1314	 1209	 1121	 1204
2-3	 1532	 1397	 1362	 1210	 1206	 1022	 1106
3-4	 1498	 1459	 1322	 1048	 1065	 1100	 1057
4-5	 1439	 1337	 1315	 1102	 1087	 1074	 1100
5-6	 1303	 1317	 1211	 990	 1021	 1033	 1036
6-7	 1321	 1331	 1153	 1044	 935	 952	 1022
7-8	 1273	 1194	 1125	 986	 979	 957	 1052
8-9	 1070	 990	 976	 924	 987	 880	 970
9-10	 1107	 989	 627	 879	 957	 951	 852
Mean	 1351	 1290	 1199	 1083	 1044	 1033	 1061
Subject 4
_______ _______ ________ Load (% b.w.) ________ _______ _______
Time(s)	 7%	 8%	 9%	 10%	 11%	 12%	 13%
0-1	 1603	 1508	 1409	 1266	 1151	 1034	 1046
1-2	 1717	 1526	 1471	 1372	 1225	 1006	 1117
2-3	 1747	 1564	 1552	 1560	 1113	 1171	 1172
3-4	 1691	 1505	 1518	 1306	 1217	 1190	 1166
4-5	 1564	 1337	 1471	 1193	 1080	 1124	 1112
5-6	 1350	 1265	 1336	 1202	 1076	 1084	 1005
6-7	 1393	 1281	 1245	 1105	 1006	 1052	 1028
7-8	 1370	 1144	 1148	 1026	 940	 1052	 940
8-9	 1270	 1094	 1068	 921	 748	 991	 1014
9-10	 1167	 1033	 1106	 725	 891	 979	 954
Mean	 1487	 1327	 1333	 1148	 1045	 1069	 1063
Subject 6
342
11%	 12%
	
13%
853	 867	 952
952
	 944	 1000
900	 937	 1063
887
	
971	 1056
850	 947	 992
830	 944	 964
862	 874	 873
829	 809	 914
751	 844	 858
772	 774	 818
849	 891	 949
11%	 12%
	
13%
1691	 1302	 1600
1788	 1518	 1563
1724	 1495	 1514
1635	 1421	 1498
1575	 1395	 1397
1437
	
1363	 1307
1339	 1208	 1344
1276	 1280	 1156
1213	 1216	 1302
1192	 1151	 1186
1487	 1335	 1387
7%
	 8%
1304
	 1200
1282
	 1332
1280
	 1238
1248
	
1259
1194
	 1201
1173
	 992
1072
	 1030
1078
	 968
952	 883
953
	 880
1154
	 1098
Time (s)	 7%	 8%
0-1
	 1088
	 1021
1-2
	 1093
	 1016
2-3
	 1163
	 1043
3-4
	 1218
	 1027
4-5
	 1223
	 975
5-6
	 1226
	
959
6-7	 1186
	 865
7-8
	
Ins
	 821
8-9	 1057
	 776
9-10	 963
	 746
Mean	 1133
	
925
Subject 7
Time (s)	 7%	 8%
0-1
	 1649	 1685
1-2
	 1838
	 1709
2-3
	 1864
	 1631
3-4	 1657
	 1671
4-5	 1663
	 1621
5-6
	 1559	 1549
6-7
	 1513	 1396
7-8
	 1503
	 1346
8-9	 1314
	 1296
9-10	 1302
	 1182
Mean	 1586
	 1509
Subject 8
Load (% b.w.'
9%	 10%
990	 1018
990	 1065
973	 973
940	 960
941	 1021
966	 926
838	 904
885	 796
801	 805
736	 726
906	 919
Load (% b.w.)
9%	 10%
1771	 1469
1962	 1577
1930	 1612
____ 1580
647	 1370
1579	 1453
1330	 1317
1380	 1211
1247	 1198
1181	 1192
1582	 1398
11%
1071
1047
988
1027
889
1003
852
869
876
852
947
Time (s)
0-1
1-2
2-3
3-4
4-5
5-6
6-7
7-8
8-9
9-10
Mean
Subject 9
Load
9%
1181
1174
1215
1056
1041
934
899
851
866
770
999
b.w)
10%
1212
1166
1155
1162
1128
1040
985
996
952
893
1069
12%
1076
1163
1120
1064
1100
1106
953
1018
917
864
1038
13%
1061
1084
1033
1073
941
937
881
854
822
724
947
343
Epsilon
0.49
(\ --U. hi
0.12
Wi
**
**
**
**
**
ns
t2
**
**
**
**
**
*
ns
ns
ns
APPENDIX 5.7.1
STATISTICAL VALUES AND TUKEY H.S.D TESTS FOR CRANK POWER
OUTPUT -
Source of df	 Sum of Squares Mean Square	 F	 P
Variation
Subjects	 8	 24107339.18	 3013417.40
w	 6	 6962382.82	 1160397.14	 21.75	 0.001
Error	 48	 2561107.17	 53356.40
t	 9	 10028824.13	 1114313.79	 44.10	 0.001
Error	 72	 1819340.72	 25268.62
wt	 54	 794425.87	 14711.59	 4.18	 0.01
Error	 432	 1521244.48	 3521.40
Full ANOVA table for loading (w) and time (t) for crank power output
w7	w6	 w5	 w4	 w3	 w2
w7	ns	 nS	 ns	 **	 **
w6	 s	 ns	 *	 **
w5	 	 ns	 **
w4	n 	 **
w3	 s
w2
Wi
Tukey H.S.D tests for loading (w) main effect
t 10	 t9	 tg	 t7	 t6	 t5	 ti	 t4	 t3
+	 **	 **	 **	 **	 **	 **	 **L10
t9	ns	 *	 **
	
**
	 **
	
**
	
**
t8	 	 *
	
**
	 **	 **
	
**
t7	 s	 **
	 **	 **
	
**
t6	 ns	 ns	 **
	 **
t5	 ns	 ns	 ns
ti	 ns	 ns
t4	 ns
t3
t2
Tukey H.S.D. tests for time (t) main effect
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Dfn	 Dfe
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
6	 48
Effect
watt1
watt2
w at t3
watt4
watt5
watt6
watt7
watt8
watt9
w at t10
MSn
128800.87
188605.74
192225.57
168257.74
162065.28
114638.11
133653.85
90982.58
50448.78
93123.41
MSe
9575.05
12419.38
11627.18
9832.38
9392.442
7449.15
5908.94
5463.42
6228.66
7152.40
F
13.45
15.19
16.53
17.11
17.26
15.39
22.62
16.65
8.10
8.83
P
0.00 1
0.001
0.001
0.001
0.001
0.001
0.00 1
0.001
0.001
0.001
Simple main effects of loading (w) at each time interval
W 1 W2 W3
 W4
 W5
 W6 W7
Wi	flS flS flS nS nS ns
w2 	 flS nS ns ns ns
w3 	 flS ns ns ns
W4	 ns ns ns
w5
	ns ns
W6	 ns
w7
Time Interval t1
W1 W2 W3
 W4
 W5 W6 W7
WI	flS *	 flS *	 *	 *
w2	 flS fls ns ns ns
w3
	ns ns ns ns
W4	 ns ns ns
W5	 ns ns
w6
	ns
W7
Time Interval t3
W1 W2 W3 W4
 W5
 W6
 W7
ns ns *	 ns *	 *
w2
	ns ns ns ns ns
w3
	ns ns ns ns
W4	 ns ns ns
W5	 ns ns
w6
	ns
W7
Time Interval t5
W1 W2 W3 w4
 w5
 w6
 w7
Wi	 ns ns *	 ns ns *
W2	 ns ns ns ns ns
w3	 ns ns ns ns
w4	 ns ns ns
W5	 ns ns
W6	 ns
w7
Time interval t2
Wi W2 W3 W4
 W5
 W6 W7
Wi	 ns ** ** ** ** **
w2	 ns ns *	 ns **
W3	 ns ns ns ns
w4	 ns ns ns
w5	 ns ns
w6	 ns
w7
Time Interval t4
WI W2 W3 W4
 W5
 W6 W7
WI	 ns ns ns ** ** **
W2	 ns ns *	 ** **
W3	 ns ns ns ns
W4	 ns ns ns
W5	 ns ns
w6	 ns
w7
Time Interval t6
345
346
Wi W2
 W3 W4 W5
 W6 W7
Wi
	flS flS flS *	 *	 **
W2	 ns ns ns ns **
W3	 ns ns ns **
W4	 nS ns ns
W5	 ns ns
W6	 ns
Wi
Time Interval t7
Wi W2
 W3
 W4 W5
 W6
 W7
Wi
	flS flS flS nS ** **
W2	 ns ns ns ns **
W3	 ns ns ns **
W4	 nS ns *
W5	 ns ns
W6	 nS
W7
Time Interval t9
W1 W2
 W3 W4
 W5 W6
 W7
Wi	 ns ns *	 PS *	 **
W2	 ns ns ns ns *
W3	 ns ns ns ns
W4	 ns ns ns
W5	 ns ns
W6	 ns
W7
Time Interval t8
W1 W2
 W3 W4 W5
 W6
 W7
Wi	 ns nS nS nS nS ns
W2	 nS nS ns ns ns
W3	 ns ns ns ns
W4	 ns ns ns
w5	 ns nS
W6	 ns
W7
Time Interval t10
Tukey H.S.D tests for loading at each time interval
Subject 1
Subject 2
Subject 3
APPENDIX 5.8
SPR.rNT TEST VARIABLES FOR REPEATABILITY STUDY
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APPENDIX 5.9
FLYWHEEL ANGULAR VELOCITY (rad.s') FOR REPEATABILITY STUDY
Time (s)
	
Repeat 1	 Repeat 2
	 Repeat 3	 Repeat 4	 Repeat 5
0-1	 63.48	 67.82	 62.96	 62.92	 65.24
1-2	 70.34	 70.02	 68.81	 68.53	 68.30
2-3	 71.04	 70.04	 70.66	 68.74	 68.52
3-4	 69.79	 68.78	 68.04	 66.53	 66.90
4-5	 67.43	 66.95	 66.26	 64.32	 64.88
5-6	 64.64	 65.05	 65.63	 63.29	 63.33
6-7	 63.21	 62.83	 64.52	 61.59	 63.04
7-8	 60.50	 61.14	 63.72	 60.39	 60.86
8-9	 58.40	 59.59	 61.43	 58.37	 58.74
9-10	 55.85	 57.16	 60.35	 56.29	 57.23
Mean	 64.47	 64.94	 65.24	 63.10	 63.70
Subject 1
Time (s)
	
Repeat 1	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
0-1	 56.15	 52.90	 56.39	 56.95	 56.54
1-2	 58.20	 58.80	 61.85	 61.95	 60.57
2-3	 57.56	 62.42	 64.68	 62.27	 59.93
3-4	 56.05	 62.50	 64.10	 61.66	 58.68
4-5	 53.59	 61.63	 63.46	 59.60	 57.28
5-6	 51.16	 59.50	 61.97	 59.00	 56.83
6-7	 49.16	 57.18	 60.52	 57.88	 56.21
7-8	 46.67	 53.90	 58.52	 55.74	 54.42
8-9	 45.07	 50.76	 56.26	 53.46	 52.91
9-10	 43.40	 50.55	 53.67	 51.10	 50.52
Mean	 51.70	 57.01	 60.14	 57.96	 56.39
Subject 2
Time (s)
	 Repeat 1	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
0-1	 58.70	 52.32	 50.88	 50.75	 52.36
1-2	 64.22	 58.62	 59.58	 58.45	 57.75
2-3	 65.73	 61.88	 60.65	 60.38	 57.97
3-4	 65.28	 61.93	 61.09	 58.32	 56.87 -
4-5	 65.22	 60.71	 62.23	 57.00	 56.56
5-6	 63.47	 60.37	 61.80	 56.96	 56.49
6-7	 62.56	 59.31	 60.86	 56.63	 56.38
7-8	 61.53	 58.48	
- 59.27	 56.10	
- 55.71
8-9	 59.76	 57.22	 58.13	 55.08	 55.30
9-10	 58.20	 55.40	 57.89	 54.70	
- 53.71
Mean	 62.47	 58.62	 59.24	 56.44 - - 55.91 -
)uuJcI..4
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APPENDIX 5.9.1
STATISTICAL VALUES AND TUKEY H.S.D TESTS FOR FLYWHEEL
VELOCITY REPEATABILITY
Source of df	 Sum of	 Mean	 F	 P	 Epsilon
Variation	 Squares	 Square
Subjects	 2	 1586.39	 793.19
Repeats	 4	 147.74	 36.94	 0.55	 ns
Error	 8	 541.94	 67.74	 0.27
	
t	 9	 1454.29	 161.59	 9.770	 ns
Error	 18	 297.70	 16.54	 0.12
wt	 36	 125.20	 3.48	 3.31	 ns
Error	 72	 75.77	 1.05	 0.04
Full ANOVA table for loading (w) and time (t) for flywheel velocity repeatability
Repeat 1
	
Repeat 2
	 Repeat 3	 Repeat 4	 Repeat S
Repeat 1	 ns	 ns	 ns	 ns
Repeat 2	 ns	 ns	 ns
Repeat 3	 ns	 ns
Repeat 4	 ns
Repeat 5
Tukey H.S.D tests for test repeat main effect
1: 10 	 1:9	 t1	 t5	 1:7	 1:6	 t5	 t2	 t4	 t3
	
t b 	 ns	 ns	 ns	 ns	 *
	
**
	
**
	
**
	
**
	
t9	n 	 ns	 ns	 ns	 *
	
**
	
**
	
**
	
t i	 s	 ns	 ns	 ns	 ns	 *
	
*
	
ts	 ns	 ns	 ns	 ns	 ns
	 *
	
t7	 ns	 ns	 ns	 ns	 ns
	
t6
	 ns
	
ns
	
ns
	
ns
	
t5	 ns	 ns	 ns
	
t2	 ns	 ns
	
t4	 ns
t3
Tukey H.S.D. tests for time (t) main effect
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P
ns
ns
ns
ns
ns
ns
ns
ns
ns
ns
MSe
7.12
4.29
5.98
7.74
9.78
9.03
9.69
9.51
7.94
6.14
Dfe
8
8
8
8
8
8
8
8
8
8
F
0.50
0.46
0.79
0.96
1.05
0.99
0.71
0.83
0.91
1.54
Dfn
4
4
4
4
4
4
4
4
4
4
MSn
3.56
1.97
4.74
7.40
10.29
8.91
6.83
7.92
7.20
9.43
Effect
rat t1
rat t2
r at t3
rat t4
r at t5
rat t6
rat t7
r at t8
rat t9
r at t10
Simple main effects of test repeat (r) at each time interval
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APPENDIX 5.10
FLYWHEEL UNCORRECTED POWER OUTPUT (Wi FOR REPEATABILITY
STUDY
Time (s)
	
Repeat I
	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
0-1	 1104	 1179	 1095	 1094	 1135
1-2	 1223	 1218	 1197	 1192	 1188
2-3	 1235	 1218	 1229	 1195	 1192
3-4	 1214	 1196	 1183	 1157	 1163
4-5	 1173	 1164	 1152	 1119	 1128
5-6	 1124	 1131	 1141	 1101	 1101
6-7	 1099	 1093	 1122	 1071	 1096
7-8	 1052	 1063	 1108	 1050	 1058
8-9	 1016	 1036	 1068	 1015	 1022
9-10	 971	 994	 1050	 979	 995
Mean	 1121	 1129	 1135	 1097	 1108
Subject 1
Time (s)
	
Repeat 1	 Repeat 2
	
Repeat 3
	 Repeat 4	 Repeat 5
0-1	 821	 773	 824	 832	 827
1-2	 851	 860	 904	 906	 885
2-3	 841	 912	 945	 910	 876
3-4	 819	 914	 937	 901	 858
4-5	 783	 901	 928	 871	 837
5-6	 748	 870	 906	 862	 831
6-7	 719	 836	 885	 846	 822
7-8	 682	 788	 855	 815	 796
8-9	 659	 742	 822	 781	 773
9-10	 634	 739	 785	 747	 739
Mean	 756	 834	 879	 847	 824
Subject 2
Time (s)	 Repeat	 1	 Repeat	 2	 Repeat 3	 Repeat 4
	 Repeat 5
0-1	 932	 831	 808	 806	 831
1-2	 1020	 931	 946	 928	 917
2-3	 1044	 983	 963	 959	 920
3-4	 1037	 983	 970	 926	 903
4-5	 1036	 964	 988	 905	 898
5-6	 1008	 959	 981	 904	 897
6-7	 993	 942	 966	 899	 895
7-8	 977	 929	 941	 891	 885
8-9	 949	 - 909	 923	 -	 875	 878
9-10	 924	 880	 919	 869	 853
Mean	 - 992	 931	 941	 896	 888
Subject 3
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APPENDIX 5.10.1
STATISTICAL VALUES AND TUKEY H.S.D TESTS FOR FLYWHEEL
UNCORRECTED POWER OUTPUT REPEATABILITY
Source of df Sum of Squares Mean 	 F	 P	 Epsilon
Variation	 Square
Subjects	 2	 2165836.01	 1082918.0
1
Repeats	 4	 36211.41	 9052.85	 0.58	 ns
Error	 8	 124508.25	 15563.53	 0.26
t	 9	 371847.05	 41316.34	 9.07	 ns
Error	 18	 82027.45	 4557.08	 0.12
wt	 36 30680.85	 852.25	 3.40	 ns
Error	 72	 18058.28	 250.81	 0.04
Full ANOVA table for loading (w) and time (t) for flywheel corrected power
repeatability
Repeat 1	 Repeat 2	 Repeat 3	 Repeat 4
	 Repeat 5
Repeat 1
	
ns	 ns	 ns	 ns
Repeat 2	 ns	 ns	 ns
Repeat 3	 ns	 ns
Repeat 4	 ns
Repeat 5
Tukey H.S.D tests for test repeat main effect
t b	 t9	 tg	 ti	 t7	 t6	 t5	 t4	 t2	 t3
t 10	 ns	 ns	 ns	 ns	 *	 **	 **	 **	 **
t9	n 	 ns	 ns	 ns	 *	 **	 **	 **
tg	 ns	 ns	 ns	 ns	 ns	 ns	 *
t i	 s	 ns	 ns	 ns	 ns	 *
t7	 flS	 flS	 ns	 ns	 as
ns	 ns	 ns	 as
t5
	ns 	 ns	 as
t4
	 	 as
t2	 P.S
t3
Tukey H.S.D. tests for time (t) main effect
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F
	
P
0.51	 ns
0.52	 ns
0.86	 ns
1.04	 ns
1.13	 ns
1.05	 ns
0.74	 ns
0.87	 ns
0.96	 ns
1.68	 ns
Dfn	 Dfe
4
	
S
4
	 8
4
	
8
4
	
8
4
	
8
4
	
8
4
	
8
4	 8
4
	
8
4	 8
Effect
r at t1
r at t2
rat t3
rat t4
rat t5
r at t6
rat t7
rat t8
rat t9
r at t10
MSn
933.93
532.57
1208.73
1874.73
2553.43
2141.23
1615.40
1864.50
1673.27
2325.27
MSe
1827.98
1027.87
1398.98
1809.98
2269.23
2036.53
2174.55
2134.60
1753.02
1388.95
Simple main effects of test repeat (r) at each time interval (t)
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APPENDIX 5.11
FLYWHEEL CORRECTED POWER OUTPUT (W) FOR REPEATABILITY STUDY
Time (s)
	
Repeat I	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
0-1	 1529	 1508	 1481	 1445	 1425
1-2	 1486	 1409	 1396	 1454	 1343
2-3	 1360	 1270	 1384	 1240	 1325
3-4	 1381	 1309	 1243	 1259	 1268
4-5	 1172	 1274	 1250	 1175	 1193
5-6	 1210	 1181	 1263	 1216	 1171
6-7	 1152	 1109	 1198	 1151	 1215
7-8	 1114	 1165	 1184	 1140	 1100
8-9	 1039	 1038	 1154	 1038	 1042
9-10	 978	 1096	 1108	 998	 1117
Mean	 1242	 1236	 1266	 1212	 1220
Subject 1
Time (s)
	
Repeat 1	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
0-1	 975	 1041	 1035	 1060	 1088
1-2	 947	 1085	 1147	 1066	 1018
2-3	 935	 1041	 1102	 1010	 955
3-4	 869	 1033	 1056	 988	 918
4-5	 766	 933	 959	 920	 897
5-6	 784	 926	 971	 970	 900
6-7	 730	 884	 976	 907	 921
7-8	 715	 730	 897	 864	 831
8-9	 672	 823	 882	 799	 825
9-10	 645	 716	 785	 775	 747
Mean	 804	 921	 981	 936	 910
Subject 2
Time (s)
	
Repeat 1	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
0-1	 1236	 1114	 1144	 1143	 1056
1-2	 1206	 1138	 1135	 1094	 1097
2-3	 1143	 1132	 1056	 1092	 997
3-4	 1188	 1093	 1113	 932	 969
4-5	 1108	 1042	 1127	 1029	 1010
5-6	 1098	 1023	 1069	 996	 969
6-7	 1072	 1028	 1052	 942	 1008
7-8	 1017	 977	 998	 996	 931
8-9	 1020	 959	 1001	 921	 941
9-10	 984	 951	 957	 935	 930
Mean	 1107	 1046	 1065	 1008	 991
Subject 3
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APPENDIX 5.11.1
STATISTICAL VALUES AND TUKEY H.S.D TESTS FOR FLYWHEEL
CORRECTED POWER OUTPUT REPEATABILITY
Source of df Sum of Squares Mean 	 F	 P	 Epsilon
Variation	 Square
Subjects	 2	 2665154.92	 1332577.4
6
Repeats	 4	 74897.36	 18724.34	 0.75	 ns
Error	 8	 199900.48	 24987.56	 0.26
t	 9	 1442013.17	 160223.67	 17.67	 ns
Error	 18	 163190.41	 9066.13	 0.15
wt	 36 74984.93	 2082.92	 1.58	 ns
Error	 72	 94820.85	 1316.96	 0.04
Full ANOVA table for loading (w) and time (t) for flywheel corrected power
repeatability
Repeat 1
	
Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
Repeat 1
	
ns	 ns	 ns	 ns
Repeat 2
	
ns	 ns	 ns
Repeat 3	 ns	 ns
Repeat 4	 ns
Repeat 5
Tukey H.S.D tests for test repeat main effect
t b	t9	 tg	 tl	 t6	 t5	 t4	 t3	 t2	 ti
t b	ns	 ns	 ns	 *	 *	 **	 **	 **	 **
t9	 ns	 ns	 ns	 ns	 **	 **	 **	 **
tg	 ns	 ns	 ns	 *	 **	 **	 **
t7	n 	 ns	 ns	 ns	 **	 **
t6	 s 	 ns	 ns	 *	 **
t5	 	 ns	 *	 **
t4
	n 	 ns	 ns
t3
	 s 	 ns
t2
	
ti
Tukey H.S.D. tests for time (t) main effect
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F
	
P
0.37	 ns
0.58	 ns
0.84	 ns
1.02	 ns
1.61	 ns
1.02	 ns
0.98	 ns
1.31	 ns
1.76	 ns
1.11	 ns
Dfn	 Dfe
4
	 8
4
	 8
4
	 8
4
	 8
4
	 8
4
	
8
4
	 8
4
	 8
4
	 8
4
	 8
Effect
rat t1
rat t2
r at t3
r at t4
r at t5
r at t6
rat t7
rat t8
r at t9
r at t10
MSn
1229.50
2408.40
3466.43
6887.23
4682.00
3357.93
4213.67
3510.73
4867.90
2846.77
MSe
3300.90
4141.85
4116.78
6777.98
2902.95
3297.23
4291.47
2674.53
2768.40
2568.07
Simple main effects of test repeat (r) at each time interval (t)
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APPENDIX 5.12
CRANK VELOCITY (rad.s-') FOR REPEATABILITY STUDY
Time (s)
	
Repeat 1	 Repeat 2	 Repeat 3
	
Repeat 4	 Repeat 5
0-1	 16.65	 17.73	 16.77	 16.37	 16.85
1-2	 18.02	 18.20	 18.07	 17.80	 17.86
2-3	 18.42	 18.04	 18.26	 17.79	 17.59
3-4	 - 17.97	 17.86	 17.76	 17.15	 17.38
4-5	 17.49	 17.33	 17.12	 16.72 - - 16.77
5-6	 16.62	 16.90	 17.15	 16.36	 16.44
6-7	 16.36	 16.19	 16.68	 15.95	 16.51
7-8	 15.72	 16.05	 16.73	 15.57	 - 15.76
8-9	 15.15	 15.41	 - 16.00	 15.23	 15.50
9-10	 14.65	 14.99	 15.87	 14.60	 14.80
Mean	 16.71	 16.87 -	 17.04	 16.35	 16.55
Subject 1
Time (s)
	 Repeat 1	 Repeat 2
	
Repeat 3	 Repeat 4	 Repeat 5
0-1	 14.93	 14.19	 14.96	 14.80	 14.85
1-2	 15.30	 15.39	 16.06	 16.21	 15.56
2-3	 15.17	 16.36	 17.01	 16.01	 15.64
3-4	 14.86	 1618	 16.63	 16.10	 15.21
4-5	 14.04	 16.10	 16.65	 15.34	 14.94
5-6	 13.62	 15.40	 16.17	 15.41	 14.76
6-7	 12.98	 15.11	 15.88	 14.94	 14.60
7-8	 12.62	 14.02	 15.27	 14.48	 14.14
8-9	 12.10	 13.44	 14.65	 14.06	 13.84
9-10	 11.81	 13.45	 14.22	 13.37	 13.38
Mean	 13.74	 14.96	 15.75	 15.07	 14.69
Subject 2
Time (s)
	 Repeat 1	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
0-1	 15.29	 14.15	 13.74	 13.40	 14.07
1-2	 16.65	 15.27	 15.51	 15.37	 14.93
2-3	 16.91	 16.19	 15.90	 15.71	 15.20
3-4	 16.96	 16.04	 15.83	 15.26	 14.84
4-5	 16.80	 15.92	 16.24	 14.82	 14.75
5-6	 16.36	 15.67	 15.96	 14.84	 14.85
6-7	 16.27	 15.42	 15.94	 14.80	 14.71
7-8	 15.71	 15.25	 15.32	 14.49	 14.67
8-9	 15.62	 14.84	 15.30	 14.46	 14.32
9-10	 14.98	 14.52	 14.97	 14.23	 14.23
Mean	 16.16	 15.33	 15.47	 14.74	 14.66
Subject 3
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APPENDIX 5.12.1
STATISTICAL VALUES AND TUKEY H.S.D TESTS FOR CRANK VELOCITY
REPEATABILITY
Source of df	 Sum of	 Mean	 F	 P	 Epsilon
Variation	 Squares	 Square
Subjects	 2	 95.58	 47.79
Repeats	 4	 1207	 3.02	 0.89	 ns
Error	 8	 27.06	 3.38	 0.27
t	 9	 87.31	 9.70	 10.55	 ns
Error	 18	 16.56	 0.92	 0.12
wt	 36	 6.87	 0.19	 2.56	 ns
Error	 72	 5.37	 0.08	 0.04
Full ANOVA table for loading (w) and time (t) for crank velocity repeatability
Repeat 1	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
Repeat 1	 ns	 ns	 ns	 ns
Repeat 2	 ns	 ns	 ns
Repeat 3
	
ns	 ns
Repeat 4	 ns
Repeat 5
Tukey H.S.D tests for test repeat main effect
t b	t9	 ts	 tI	 1:7	 t6	 t5	 t4	 t2	 1:3
t b	ns	 ns	 ns	 ns	 *
	
**
	
**
	
**
	
**
t9	 s	 ns	 ns	 ns
	 *
	
**
	
**
	
**
tg	 ns	 ns	 ns	 ns
	 *
	
*
	
*
t i	ns	 ns	 ns	 ns	 ns
	 *
t7	 ns	 ns	 ns	 ns	 ns
t6	 ns	 ns	 ns	 ns
t5	 ns	 ns	 ns
t4	 ns	 ns
1:2
	 ns
t3
Tukey H.S.D. tests for time (t) main effect
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F
	
P
0.78	 ns
0.57	 ns
1.27	 ns
1.16	 ns
1.34	 ns
1.28	 ns
0.83	 ns
1.33	 ns
1.01	 ns
2.24	 ns
Effect	 MSn	 Dfn
	 Dfe	 MSe
rat t1	 0.25
	 4
	 8
	 0.32
rat t2	 0.14
	 4
	 8
	 0.24
rat t3	 0.39
	 4
	 8
	 0.31
rat t4	 0.48
	 4
	 8
	 0.42
r at t5	 0.78
	 4
	 8
	 0.58
r at t6	 0.58
	 4
	 8
	 0.45
r at t7	 0.50
	
4
	 8
	 0.60
r at t8	 0.56
	 4
	 8
	 0.42
rat t9	 0.45
	
4
	 8
	 0.44
r at t10	 0.62
	
4
	 8
	 0.28
Simple main effects of test repeat (r) at each time interval
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APPENDIX 5.13
CRANK TORQUES (N.m') FOR REPEATABILITY STUDY
Time (s)
	
Repeat I	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
0-1	 96.00	 95.15	 90.59	 96.45	 94.46
1-2	 85.91	 91.78	 89.70	 91.36	 87.69
2-3	 88.99	 85.12	 93.58	 89.02	 81.85
3-4	 86.80	 85.81	 79.36	 83.20	 79.78
4-5	 75.47	 89.37	 76.07	 77.96	 81.92
5-6	 76.28	 82.82	 77.17	 80.15	 78.23
6-7	 73.21	 79.41	 74.53	 77.20	 82.63
7-8	 73.92	 75.82	 79.83	 71.55	 75.59
8-9	 66.76	 67.33	 70.49	 69.58	 65.93
9-10	 64.08	 68.73	 69.43	 63.00	 67.99
Mean	 78.74	 82.13	 80.08	 79.95	 79.61
Subject 1
Time (s)
	
Repeat 1	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
0-1	 63.51	 71.80	 65.12	 61.80	 66.22
1-2	 64.46	 67.58	 66.76	 65.61	 64.57
2-3	 62.56	 64.73	 63.93	 63.23	 61.32
3-4	 57.66	 62.34	 60.72	 60.22	 61.86
4-5	 52.33	 59.54	 61.35	 59.89	 56.96
5-6	 57.18	 57.50	 59.22	 55.98	 58.02
6-7	 56.94	 56.18	 58.50	 54.04	 60.63
7-8	 55.44	 49.50	 54.67	 56.29	 54.57
8-9	 54.10	 57.42	 55.54	 51.05	 55.34
9-10	 53.19	 56.02	 57.01	 57.54	 53.24
Mean	 57.74	 60.26	 60.28	 58.57	 59.27
Subject 2
Time (s)
	
Repeat 1	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5 -
0-1	 72.29	 78.53	 75.34	 76.04	 69.59
1-2	 68.90	 64.11	 64.32	 64.83	 60.44
2-3	 64.04	 61.51	 63.91	 61.81	 60.50
3-4	 67.98	 66.48	 62.75	 61.59	 64.28
4-5	 67.52	 63.38	 61.77	 63.89	 59.21
5-6	 63.41	 63.88	 62.75	 64.33	 59.22
6-7	 63.20	 61.46	 63.35	 59.76	 62.35
7-8	 61.28	 59.82	 62.31	 58.26	 61.14
8-9	 58.60	 55.53	 59.38	 60.01	 57.56
9-10	 59.39	 59.72	 56.54	 55.53	 62.19
Mean	 64.66	 63.44	 63.24	 62.61	 61.65
Subject 3
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APPENDIX 5.13.1
STATISTICAL VALUES AND TUKEY H.S.D TESTS FOR CRANK TORQUE
REPEATABILITY
Source of df	 Sum of	 Mean	 F	 P	 Epsilon
Variation	 Squares	 Square
Subjects	 2	 12164.79 6082.39
Repeats	 4	 54.59	 13.65	 1.19	 ns
Error	 8	 91.67	 11.46	 0.32
t	 9	 4355.49	 483.94	 8.69	 ns
Error	 18	 1002.95	 55.72	 0.16
wt	 36	 255.82	 7.11	 1.08	 ns
Error	 72	 476.04	 6.61	 0.05
Full ANOVA table for loading (w) and time (t) for crank velocity repeatability
Repeat 1	 Repeat 2	 Repeat 3
	 Repeat 4	 Repeat 5
Repeat 1	 ns	 ns	 ns	 ns
Repeat 2	 ns	 ns	 ns
Repeat 3
	 ns	 ns
Repeat 4	 ns
Repeat 5
Tukey H.S.D tests for test repeat main effect
t b	t9	 tg	 t7	 t6	 t5	 t4	 t3	 t2	 ti
t b	ns	 ns	 ns	 ns	 ns	 ns	 *
	
**	 **
t9	 ns	 ns	 ns	 ns	 ns	 *
	
**	 **
tg	 ns	 ns	 ns	 ns	 ns	 *
	
**
t7	n 	 ns	 ns	 ns	 ns	 **
t6	 ns	 ns	 ns	 ns	 *
t5	 ns	 ns	 ns	 *
t4	 ns	 ns	 ns
t3	 ns	 ns
t2	 ns
ti
Tukey H.S.D. tests for time (t) main effect
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Dfe
8
8
8
8
8
8
8
8
8
8
Dth
4
4
4
4
4
4
4
4
4
4
P
ns
ns
ns
ns
ns
ns
ns
ns
ns
ns
F
L40
1.02
2.85
1.32
0.46
0.90
1.67
1.25
0.48
0.75
MSe
9.41
5.65
4.91
6.56
16.16
4.27
6.17
5.56
5.06
7.22
Effect
rat t1
rat t2
r at t3
rat t4
r at t5
r at t6
r at t7
rat t8
rat t9
r at t10
MSn
13.14
5.74
13.98
8.63
7.43
3.83
10.28
6.94
2.26
5.38
Simple main effects of test repeat (r) at each time interval
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APPENDIX 5.14
CRANK POWER OUTPUT (W) FOR REPEATABILITY STUDY
Time (s)
	
Repeat 1	 Repeat	 2	 Repeat	 3	 Repeat 4	 Repeat 5
0-1	 1612	 1702	 1533	 1582	 1603
1-2	 1660	 _1687	 1635	 1630	 1571
2-3	 1653	 1549	 1719	 1588	 1444
3-4	 1573	 1544	 1422	 1434	 1391
4-5	 1333	 1560	 1315	 1315	 1377
5-6	 1281	 1411	 1336	 1314	 1294
6-7	 1208	 1297	 255	 1241	 1366
7-8	 1173	 1228	 347	 1115	 1202
8-9	 1023	 1048	 138	 1066	 1024
9-10	 953	 1040	 113	 924	 1014
Mean	 1347	 1407	 1381	 1321	 1329
Subject 1
Time (s)
	
Repeat 1	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
0-1	 963	 1028	 986	 931	 992
1-2	 1000	 1050	 1082	 1071	 1016
2-3	 960	 1066	 1098	 1026	 975
3-4	 866	 1013	 1020	 977	 951
4-5	 745	 965	 1031	 931	 860
5-6	 790	 888	 967	 875	 864
6-7	 750	 812	 939	 821	 895
7-8	 711	 701	 848	 827	 781
8-9	 664	 776	 826	 730	 776
9-10	 639	 761	 824	 782	 724
Mean	 809	 906	 962	 897	 883
Subject 2
Time (s)
	
Repeat 1
	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
0-1	 1116	 1118	 1042	 1024	 992
1-2	 1154	 991	 1007	 1001	 915
2-3	 1092	 1004	 1024	 978	 934
3-4	 1159	 1073	 1000	 948	 970
4-5	 1142	 1015	 1012	 959	 889
5-6	 1046	 1006	 1005	 964	 893
6-7	 1031	 953	 1018	 894	 934
7-8	 975	 932	 961	 857	 912
8-9	 921	 833	 912	 878	 840
9-10	 897	 879	 853	 801	 901
Mean	 1053	 980	 983	 930	 918
Subject 3
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APPENDIX 5.14.1
STATISTICAL VALUES AND TUKEY H.S.D TESTS FOR CRANK POWER
OUTPUT REPEATABILITY
Source of df Sum of Squares Mean	 F	 P	 Epsilon
Variation	 Square
Subjects	 2	 6177015.69	 3088507.8
5
Repeats	 4	 99814.20	 24953.55	 1.06	 ns
Error	 8	 188500.04	 23562.51	 0.29
t	 9	 2310838.80	 256759.87 6.94	 ns
Error	 18	 665563.24	 36975.74	 0.12
wt	 36	 142769.41	 3965.82	 2.09	 ns
Error	 72	 136352.36	 1893.78	 0.05
Full ANOVA table for loading (w) and time (t) for crank power repeatability
Repeat I	 Repeat 2	 Repeat 3	 Repeat 4	 Repeat 5
Repeat 1	 ns	 ns	 ns	 ns
Repeat 2	 ns	 ns	 ns
Repeat 3	 ns	 ns
Repeat 4	 ns
Repeat 5
Tukey H.S.D tests for test repeat main effect
t b	t9	 tg	 t6	 t5	 t4	 t3	 ti	 t2
t b	ns	 ns	 ns	 ns	 ns
	 *
	
**	 **
	 **
t9	 s	 ns	 ns	 ns	 *
	
**
	
**
	
**
tg	 ns	 ns
	
ns
	
ns
	
ns	 ns
	 *
t7	 ns	 ns	 ns	 ns	 ns	 ns
t6	 ns	 ns	 ns	 ns	 ns
ts	 ns	 ns	 ns	 ns
t4	 ns	 ns	 ns
t3	 ns	 ns
ti	 ns
t2
Tukey H.S.D. tests for time (t) main effect
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Dfe
8
8
8
8
8
8
8
8
8
8
Dfn
4
4
4
4
4
4
4
4
4
4
F
3.87
1.44
3.02
1.20
0.79
1.59
1.14
1.79
1.99
1.52
P
0.05
ns
ns
ns
ns
ns
ns
ns
ns
ns
Effect
rat t1
rat t2
r at t3
rat t4
r at t5
rat t6
rat t7
rat
rat t9
r at t10
MSe
1408.43
3089.82
3541.22
5548.88
11241.35
2776.35
3989.93
3674.27
1896.18
6440.12
MSn
5450.73
4448.57
10676.67
6669.73
8845.40
4426.40
4549.23
6583.56
3763.33
5232.17
Simple main effects of test repeat (r) at each time interval (t)
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APPENDIX 6.1
PROCEDURE "PROCcalc2" TO CALCULATE 2-SEGMENT MODEL
DEF PROCcalc2
REM Does calculations only AFTER filtering
FOR s% = 10 TO samples_p er_chan - 10
REM Do Pedal Kinetic Data first (Plagenhoef)
Ax_Pr_Ti a = (SINRAD(res(1, 1 0,s%)))*res(3, 1 0,s%)
Ax_Pr_T lb = (CO SRAD(res( 1,1 0,s%)))*(res(2, 10, s%)"2)
Ax_Pr_T2a = (SINRAD(res( I ,9,s%))) *res(3 ,9,s%)
Ax_Pr_T2b = (COSRAD(res(1,9,s%)))*(res(2,9,s%)r2)
Ax Pr Ti = Ax Pr Tia + Ax Pr Tib
AxPr_T2 = Ax_Pr_T2a + AxPrT2b
Ax_Pr = (CGpeda1*Ax_Pr_T 1 )(Crank_length*Ax_Pr_T2)
Ay_Pr_T 1 a = CO SRAD(res( 1,10, s%))*res(3, 10, s%)
Ay_Pr_T lb = SINRAD(res( 1,10, s%)) *(res(2 1 O,s%)'2)
Ay_Pr_T2a = COSRAD(res( 1 ,9,s%))*res(3 ,9, s%)
Ay_Pr_T2b = SINRAD(res(l ,9,s%))*(res(2,9,s%)2)
Ay_Pr_T 1 = Ay_Pr_T 1 a - Ay_Pr_T lb
Ay_Pr_T2 = Ay_Pr_T2a Ay_Pr_T2b
Ay_Pr (CGpedal*Ay_Pr_T 1 )+(Crank_length*Ay_Pr_T2)
Fx_RPed_Tl = Mass_pedal * Ax_Pr
Fx_RPed_T2 = res(0,2,s%)*COSRAD(res( 1,1 0,s%))
Fx_RPed_T3 = res(0,0, s%)* SINRAD(res( 1,1 0,s%))
FxltPed = -fFx RPed Ti - Fx_RPed T2 - FxRPed_T3
Fy_RPed_T1 = Mass_pedal * Ay_Pr
Fy_RPed_T2 = Mass_pedal*gravity
Fy_RPed_T3 = (res(0,2,s%) * SIINRAD(res( 1,1 0,s%)))
Fy_RPed_T4 = (res(0,O,s%)*COSRAD(res( 1,1 0,s%)))
Fy_RPed = +Fy_RPed_T1 + Fy_RPed_T2 - Fy_RPed_T3 + Fy_RPed_T4
M_Rped_T1 = Inertia_pedal * res(3,l0,s%)
M_Rped_T2 = Mass_pedal * gravity * CGpedal * COSRAD(res(1,lO,s%))
M_Rped_T3 = CGpedal * Mass_pedal * ((Ay_Pr * COSRAD(res(l,10,s%))) -
(Ax_Pr * SINRAD(res(1,10,s%))))
M_Rped_T4 = Pedal_x_dist * res(0,0,s%)
M_Rped_T5 = Pedal_z_dist * res(0,2,s%)
M_Rped = M_Rped_T 1 +M_Rped_T2+M_Rped_T3 -M_Rped_T4
REM Now do crank kinetic data (Plagenhoef)
Ax_RCr1 = (SrNRAD(res( 1 ,9,s%))*res(3 ,9, s%))
Ax_RCr2 = (COSRAD(res( 1 ,9,s%))*(res(2,9, s%)A2))
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AxRCr = CGcrank*(Ax_RCr1+Ax_RCr2)
Ay_RCr1 = (COSRAD(res( 1 ,9,s%)) *res(3 ,9, s%))
Ay_RCr2 = (S1NRAD(res( 1 ,9,s%))*(res(2,9,s%)/'2))
Ay_RCr = CGcrank*(Ay_RCr1Ay_RCr2)
Fx_RCr = -(Mass_crank * Ax RCr) + FxRPed
Fy_RCr = -(Mass_crank * Ay_RCr) - (Mass_crank * gravity) + Fy_RPed
M_RCr_T1 = CGcrank * Mass_crank * ((Ay_RCr * COSRAD(res(1,9,s%))) -
(Ax_RCr * SINRAD(res(1,9,s%))))
M_RCr_T2 = Crank_length * ((Fx RPed * SIINRAD(res(1,9,s%))) - (Fy RPed *
COSRAD(res( 1,9, s%))))
M_RCr_T3 Mass_crank * gravity * CGcrank * COSRAD(res(1,9,s%))
M_RCr_T4 = M_Rped
MRCrTS = Inertia_crank * res(3,9,s%)
M_RCr = M RCr_T1 + M RCr_T2 + M RCr T3 + M RCr_T4 + M_RCLT5
Ax_PI_Tia = (SINRAD(res(1,1 1,s%)))*res(3,1 1,s%)
Ax_P1_T lb = (COSRAD(res( 1,11 ,s%)))*(res(2, 11, s%)"2)
Ax P1_Ti = Ax P1 Tla + Ax_Pi_Tib
AX_PLT2 = Ax_Pr_T2a + Ax_Pr_T2b
Ax_PI = (CGpeda1*Ax_Pl_T 1 ).(CrankJength*Ax_P1_T2)
Ay_P1_Tla = COSRAD(res(1, 1 1,s%))*res(3, 1 1,s%)
Ay_Pl_Tlb = SINRAD(res(1,l l,s%))*(res(2, 1 1,s%)"2)
Ay_P1_T1 = Ay_P1_Tla - Ay_P1_Tlb
Ay_P1_T2 = Ay_Pr_T2a - Ay_Pr_T2b
Ay_P1 = (CGpedal*Ay_Pl_T 1 )+(Crank_length*AyP1_T2)
Fx_LPed_T1 = Mass_pedal * Ax_Pi
Fx_LPed_T2 = res(O,5, s%)*COSRAD(res(1 , 11 ,s%))
Fx_LPed_T3 = res(O,3,s%)* SINRAD(res( 1,11 ,s%))
Fx_LPed = +Fx_LPed_T1 - Fx_LPed_T2 - Fx_LPed_T3
Fy_LPed_T1 = Mass_pedal * Ay_Pl
Fy_LPed_T2 = Mass_pedal*gravity
Fy_LPed_T3 = (res(O,5,s%) * SINRAD(res(l,l 1,s%)))
Fy_LPed_T4 = (res(O,3 ,s%)*COSRAD(res( 1,11 ,s%)))
FyLPed = +Fy_LPed_T1 + Fy_LPed_T2 - Fy_LPed_T3 + Fy_LPed_T4
M_Lped_T1 = Inertia_pedal * res(3,l l,s%)
M_Lped_T2 = Mass_pedal * gravity * CGpedal * COSRAD(res(1,1 1,s%))
M_Lped_T3 = CGpedal * Mass_pedal * ((Ay_Pl * COSRAD(res(l,ll,s%))) -
(Ax_Pi * SrNRAD(res(1, 1 1,s%))))
M_Lped_T4 = Pedal_x_dist * res(O,3,s%)
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M_Lped_T5 = Pedal_z_dist * res(O,5,s%)
M_Lped = M_Lped_T 1 +M_Lped_T2+M_Lped_T3 -M_Lped_T4
AxLCr1 = (SINRAD(res(1 ,9,s%)+1 80))*res(3,9,s%)
AxLCr2 = (COSRAD(res( 1,9, s%)+ 1 80))*(res(2, 9,s%)"2)
AxLCr = CGcrank*(Ax_LCr1+Ax_LCr2)
Ay_LCr1 = (COSRAD(res( 1 ,9,s%)+1 80))*res(3 ,9,s%)
Ay_LCr2 = (SINRAD(res( 1 ,9,s%)+ 1 80))*(res(2,9, s%)"2)
Ay_LCr = CGcrank*(Ay_LCr1Ay_LCr2)
Fx_LCr = -(Mass_crank * Ax_LCr) + Fx_LPed
Fy_LCr = -(Mass_crank * Ay_LCr) - (Mass_crank * gravity) + FyLPed
M_LCr_T1 = CGcrank * Mass_crank * ((Ay_LCr * COSRAD(res(1,9,s%)+180)) -
(Ax_LCr * SINRAD(res(1,9,s%)+180)))
M_LCr_T2 = Crank length * ((Fx_LPed * SINRAD(res(1,9,s%)+180)) - (Fy_LPed *
COSRAD(res(1 ,9, s%)+1 80)))
M_LCr_T3 = Mass_crank * gravity * CGcrank * COSRAD(res(1,9,s%)+180)
M_LCr_T4 = M_Lped
M_LCr_T5 = Inertia crank * res(3,9,s%)
M_LCr M_LCr_T1 + M LCr_T2 + M_LCr_T3 + M_LCr_T4 + MLCrT5
res(4,0,s%) = Fx_RPed
res(4, 1,s%) = Fy_RPed
res(4,2,s%) = M_Rped
res(4,3,s%) = Fx_LPed
res(4,4,s%) = Fy_LPed
res(4,5,s%) = M_Lped
res(4,6,s%) Fx_RCr
res(4,7,s%) = Fy_RCr
res(4,8,s%) = M_RCr
res(4,9,s%) = Fx_LCr
res(4,10,s%) = Fy_LCr
res(4,1 1,s%) = M_LCr
res(4,12,s%) = (M_RCr + M_LCr) * res(2,6,s%)
F_torque = (0.000261 * res(2,13,s%)"2) + (0.007571 * res(2,13,s%)) + 0.2246
res(4,13,s%) = M_RCr + M_LCr
REM res(4,13,s%) = res(2,13,s%) *
((Inertia*res(3,13 ,s%))+(Load*gravity*radius)+F_torque)
NEXT
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ENDPROC : REM Of PROCcalc2
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