Noises are ubiquitous in genetic regulatory networks (GRNs). Gene regulation is inherently a stochastic process because of intrinsic and extrinsic noises that cause kinetic parameter variations and basal rate disturbance. Time-delays are usually inevitable due to different biochemical reactions in such GRNs. In this paper, a delayed stochastic model with additive and multiplicative noises is utilized to describe stochastic GRNs. A feedback gene controller design scheme is proposed to guarantee that the GRN is mean-square asymptotically stable with noise attenuation, where the structure of the controllers can be specified according to engineering requirements. By applying control theory and mathematical tools, the analytical solution to the control design problem is given, which helps to provide some insight into synthetic biology and systems biology. The control scheme is employed in a three gene network to illustrate the applicability and usefulness of the design.
I. Introduction
It is well known that genetic regulatory networks are subject to noise disturbances that might occur at various stages such as transcription, translation, transport, chromatin remodeling and pathway specific regulation. Generally speaking, the noise sources could be partitioned into two categories: intrinsic noise and extrinsic noise [1] . Intrinsic noise is determined by the structure, reaction rates, and species concentrations of the underlying biochemical networks [2] . Intrinsic noises can be further classified as intrinsic noise in the specific gene as well as transmitted intrinsic noise from the upstream genes. The intrinsic noise arises mostly from low copy numbers of mRNAs [3] [4] [5] . The transmitted intrinsic noise, which includes the transmitted fluctuations of each of the upstream genes in the network, depends on three factors: 1) the intrinsic noise for that upstream gene; 2) the effect of temporal averaging [5, 6] dependent on the lifetimes of the proteins; and 3) the susceptibility of the downstream gene to the upstream one. on the other hand, differences between cells, either in local environment or in the concentration or activity of any factor that affects gene expression, will result in extrinsic noise. Extrinsic noises can be further divided into two categories [6, 7] : global noise (or fluctuations in the rates of the basic reactions that affect expression of all genes) and gene or pathway-specific extrinsic noise.
As pointed out in [34] , the stochastic differential equation or the Langevin equation has recently been employed to describe the molecular fluctuation in GRNs [8, 9, 11, 12, 28, 29, 35, 36] . Many algorithms have been developed for simulating the Langevin equation to calculate the probability density function [2] [3] [4] 10] . The Fokker-Plank equation has been used to describe the evolution of the probability function [13, 14] . Most researchers have analyzed these stochastic models, via the Monte Carlo method such as the Gillespie algorithm [15] , to reflect the evolution of biochemical networks through the discrete stochastic model. On the other hand, if biochemical process delays are not considered in modeling biochemical GRNs, the engineered biochemical network based on such model may lead to fluctuation, oscillation or even blowing up [16] . Therefore, time delays should be taken into account the dynamic model to mimic the realistic cellular behaviors of GRNs in cell. In this sense, a systematic design method for noise-attenuated and delay-insensitive robust GRNs is an important topic in synthetic biology and systems biology for an engineered GRN to work properly in host cells [17] .
The GRN diagrams that resemble complex electrical circuits are generated by the connectivity of genes and proteins. Similar to electrical circuits, mathematical and computational tools have been utilized in developing circuits and systems using biotechnological design principles of synthetic GRNs, which include new kinds of integrated circuits like neurochips learnt from biological neural networks [9, 18, 19] . A basic theme for electrical circuits design is the feedback. The notion of feedback is also a central recurring theme in gene circuits. In fact, feedback is so prevalent in biological systems that it can be found at all levels of organization, from the molecular and cellular levels, to the organism and ecological levels [20] . It is impossible to overstate the importance of feedback as a strategy for the maintenance and evolution of life. Since feedback is the central topic in control theory, it is reasonable to expect that ideas from control theory will lead to new understanding of the underlying biological processes [21] . Applying control theory to study biology is fast becoming an interesting and exciting idea, although there exist large differences in culture, approach and the tools used in these two fields.
From the perspective of control engineering, the H ∞ control problem has long been regarded as an important issue in control community since H ∞ performance is an important index when evaluating the noise disturbance rejection attenuation [22, 23] . From the perspective of latest synthetic biology and systems biology, if a concrete gene controller design scheme could be given, the research would be greatly facilitated in these areas. In this case, the H ∞ control strategy serves as a feasible and interesting candidate for designing gene regulatory networks. Unlike the external control in control engineering where the inputs are used by the conventional robust control designs [24] , the gene controller under consideration is embedded in the GRNs, and our aim is to design an H ∞ feedback gene controller so that the GRN is mean-square asymptotically stable with a given noise attenuation level γ. Since the structure of the feedback controller gain has close relationship with the binding site of gene circuits, it is desirable for the designer to specify the structure of the controller, hence making a compromise among the performance, the technological limit as well as the cost.
In this paper, we are concerned with two research issues. One issue is the modeling of time delayed GRNs. Our model is based on the Langevin approach [25, 26] , in which the deterministic differential equations describing the dynamics of the system are modified by adding stochastic terms [14] that reflect the noise from different sources: intrinsic noise due to low numbers of molecules and extrinsic noise in cellular components that change the reaction rates for all genes [6] . Different sources of noise are introduced to model kinetic parameter variations and basal rate disturbance. A delayed stochastic model with additive and multiplicative noises is utilized to describe the GRNs. The other issue is the design of robust feedback gene controller for improving the robustness of delayed GRNs based on H ∞ control theory. Two particular features of our design are that 1) the structure of the controllers can be specified a priori; and 2) the analytical expression of the feedback gain is given. These two features would help facilitate the research in synthetic biology and systems biology. Finally, the control scheme has been employed in a three gene network to illustrate the applicability and usefulness of the design.
Notation:
The notation used throughout the paper is fairly standard. The superscript T stands for matrix transposition; R n denotes the n-dimensional Euclidean space; 0 m,n represents a zero matrix with m × n dimensions; L 2 [0, ∞) is the space of square-integrable vector functions over [0, ∞); · denotes the Euclidean norm for vector or the spectral norm of matrices; · 2 stands for the usual L 2 [0, ∞) norm; (Ω, F, P) is a probability space, where Ω is the sample space, F is the σ-algebra of subsets of the sample space and P is the probability measure on F; E{·} stands for the expectation operator and Cov{·} stands for the covariance operator with respect to some probability measure P respectively. The notation X > 0 (≥ 0) is used to denote a symmetric positive-definite (positive-semidefinite) matrix. In symmetric block matrices or complex matrix expressions, we use an asterisk * to represent a term that is induced by symmetry and diag{. . .} stands for a block-diagonal matrix. Matrices, if their dimensions are not explicitly stated, are assumed to be compatible for algebraic operations.
II. The Models and Problem Formulation

A. The Deterministic Model
The activities of a gene are regulated by other genes through the interactions between them, i.e., the transcription and translation factors. Here, regulation can be regarded as the feedback. Taking the time delay into account, the following delayed GRN model has been proposed in [27, 30] :
where m i (t), p i (t) ∈ R are concentrations of mRNA and protein of the ith node at time t, respectively, a i and c i are the degradation rates of the mRNA and protein, d i is the translation rate, and g j (x) = (x/β j ) H / 1 + (x/β j ) H is a monotonically increasing function with H as the Hill coefficient and β as a positive constant. The matrix G = (G ij ) ∈ R n×n is the coupling matrix of the GRN. l i is defined as a basal rate. System (1) can be written into the compact matrix form
where
T be an equilibrium of (2), the following relationships are obtained
We now shift the equilibrium (2) to the origin. Using the transformationm(t) = m(t) − m * ,p(t) = p(t) − p * , system (2) can be converted into the following form:
Therefore, we arrive at the following delayed GRN:
Note that it is usually not sufficient to describe a GRN with only mRNAs and proteins. Based on the model above, a more general GRN model is proposed as follows:
where x 1 , . . . , x n are metabolites, such as genes, proteins, activators, repressors, enzymes, factors or products of a biochemical network, and x(·) = [x 1 (·), . . . , x n (·)] T ∈ R n is the metabolites state vector. Their rates of degradation are denoted by a i ∈ R + .ẋ i , the rate of change in x i , represents concentration change of a variable due to production or degradation.
T represents the regulation function on the ith metabolite, which is generally a nonlinear or linear function on the variables [x 1 (·), . . . , x n (·)], but has a form of monotonicity with each variable. Generally speaking, A defines the degradation parameters matrix with non-diagonal plane elements zero, B defines the coupling topology, direction, and the transcriptional rate of the GRN [31] .
Remark 1: Consider a nonlinear function representing the vector of reaction rates:
where x(t) and R(x(t)) represent the concentrations and the rate law, respectively. By global linearization [32, 33] , we get a linear GRN modelẋ(t) = Ax(t). Generally speaking, elements on the diagonal plane of stoichiometric matrix A represent the degradation parameters, transcription or translation degree parameters can be attributed to the non-diagonal plane elements [31] .
B. Additive Noise
The noise, especially external noise, affects the basal production rate directly. Based on the Langevin approach [25, 26] , a noise term is appended to the deterministic model [14] which gives rise to the following Langevin equationẋ
As the intensity of the white noise can be absorbed to E j , ξ j (t) (j = 1, . . . , q) is assumed to be the additive white noise that is of the following statistical property
which also implies that noises from different sources are independent.
Using the equivalent Itô-type representation, the following stochastic GRN model is obtained:
where the vector process ω(t) = (ω 1 (t), . . . , ω q (t)) is a standard Wiener process. That is, ω i (t), i = 1, . . . , q, is a one-dimensional Brownian motion defined on a complete probability space (Ω, F, P) and satisfies
C. Multiplicative Noise
It is noted that that acquiring parameters of the model are dependent on the selection of fixed point and relevant constant term, which in turn rely on the experiment data. On the other hand, the random behavior manifests the existence of noises during the process of gene expression, from the level of promoter binding to mRNA translation to protein degradation. The quality of GRN models may suffer from noises, especially intrinsic noises, which will lead to the kinetic parameter variations. To reflect such a reality, we introduce uncertain matrices △A(t) and △B(t) into (10) by allowing the parameters of A and B to vary stochastically and then obtain the following Langevin equatioṅ
where the uncertainties △A and △B are of the following structure
Then we have the following model
The scope of uncertainty can be measured by C j and D j . Of course, if some elements of A or B are free of noise disturbances, the corresponding elements of △C or △D should be equal to zero. To sum up, we have come up with the following stochastic GRN model
where x(t) ∈ R n is the state; z (t) denotes the concentration of some genes or proteins that we are interested in; φ (t) is a real-valued continuous initial function on [−τ, 0]. F is a known real constant matrix with appropriate dimensions. If we want to discuss the dynamics of the GRN as a whole, then we can let F = I.
Definition 1:
The GRN model (14) with E j = 0, j = 1, . . . , q, is said to be mean-square stable if, for any ε > 0, there is a δ (ε) > 0 such that
If, in addition, lim
holds for any initial conditions, then the GRN model (14) with E j = 0, j = 1, . . . , q, is said to be mean-square asymptotically stable.
Definition 2: Given a scalar γ > 0, the GRN (14) is said to be robustly stochastically stable with noise attenuation γ if it is robustly stochastically stable and, under zero initial conditions,
To establish our main results, it is necessary to make the following assumption and lemmas.
Assumption 1: Each function g j in (1), g j (·) , j = 1, 2, . . . , n, satisfies the following condition:
where l − j and l + j are nonnegative constants. By (5), (7) and Assumption 1, it is not difficult to verify that
with f j (0) = 0.
Lemma 1: [37] For any vectors x, y ∈ R n and matrix P > 0, we have
Lemma 2: (Schur complement [38] ) The following inequality
where Q(x) = Q T (x), R(x) = R T (x) and S(x) depend affinely on x, is equivalent to Q(x) > 0 and
In this paper, we aim to deal with the problems of robust H ∞ feedback control for GRN model with additive and multiplicative noise described in (14) .
D. The closed-loop system
We are interested in designing a feedback gene controller Kx(t) for the GRN. The closed-loop system is given as follows
where K is the feedback gain matrix of the gene controller to be designed, in which k ij denotes the feedback gain parameter to be specified for the gene controller between genes j and i. The gene controller from genes j to i can be implemented by inserting the motif binding site of gene product j into the promoter region of gene i so that the protein of gene j could bind this inserted motif-binding site to act as a transcription factor (TF) to regulate the gene expression of gene i.
E. The performance index
In this paper, the following performance index for a prescribed γ > 0 is considered:
The problem to be tackled is formulated as follows. For the stochastic delayed GRN (14) and a given scalar γ > 0, we like to design a feedback gene controller Kx(t) such that the resulting closed-loop system (17) is robustly stochastically stable with noise attenuation level γ. In this case, GRN (14) is said to be robustly stochastically stabilizable with noise attenuation level γ.
III. H ∞ Performance Analysis
This section is concerned with the H ∞ performance analysis problem. More specifically, supposing that the feedback controller gain matrix K in (17) is known, we will study the conditions under which the closed-loop system (17) is mean-square asymptotically stable with the noise attenuation level γ. The following theorem shows that the H ∞ performance of the closed-loop system can be guaranteed if there exist some matrices satisfying certain linear matrix inequalities (LMIs).
Theorem 1:
Consider the stochastic delayed GRN (14) and suppose the feedback gene controller gain matrix K in (17) is given. For a scalar τ > 0, the closed-loop system (17) is mean-square asymptotically stable with the noise attenuation level γ if there exist matrices P > 0,
Proof: For convenience, set
The first equation in (17) can be rewritten as
Define the following Lyapunov-Krasovskii functional candidate for system (17)
Employing Itô's differential formula, we obtain the stochastic differential as
For any appropriately dimensioned matrix X, it follows from (22) that
From Lemma 1, we obtain
By (16) , for any scalar t
Similarly, for any scalar t
Then, it follows from (25)- (31) that
Since
we have
We are now in a position to show that GRN (17) satisfies
for all nonzero n j (t) ∈ L 2 [0, ∞), j = 1, . . . , q. Under zero initial condition, we have E {V (0)} = 0 and E {V (t)} ≥ 0. Integrating both sides of (24) from 0 to t > 0 and then taking expectation, we have
From (18), (35) and (37), it is easy to show that
By Schur complement, (19) is equivalent to
and therefore, we have
Then, (36) follows immediately from (18) and (40) and the proof is completed.
Remark 2:
In Theorem 1, the delays for different metabolites are assumed to be the same for simplicity only. Note that the delays may be different in real GRNs and, in this case, the GRN model (14) can be described as
For such a generalized case, we could define the following Lyapunov-Krasovskii functional candidate for GRN (41):
and similar results can be obtained along the line of Theorem 1.
IV. Controller Design
This section will focus on the design of H ∞ feedback gene controller for stochastic delayed GRN (14) , that is, determine the controller gain matrix K so as to guarantee that the closed-loop system (17) is mean-square asymptotically stable with the noise attenuation level γ.
Theorem 2: Given a scalar τ > 0, there exists a state feedback gain matrix K such that the closed-loop system (17) is mean-square asymptotically stable with the noise attenuation level γ if there exist matriceŝ
Moreover, if the above conditions have feasible solutions, a desired controller gain matrix K is given by
Proof: By Schur complement, (19) is equivalent to
where Σ 1 is given in (20) and
Pre-and post-multiplying (44) with J T and J, we obtain
whereΣ 1 andΦ i (i = 1, 2, 3) are given in (43) and
Noting S > 0 and R > 0, we have
which are equivalent to
By combining (47) and (48), we easily obtain (42). The theorem is proved.
Remark 3:
We notice that feedback controller is of order, which means it depends linearly on the current state of the system. In real-world genetic regulatory networks, it is usually impossible to add, reduce or remove small RNA from the growth medium in practice. In terms of system description, it is also impossible to add a vector encoding the siRNA precursor such that it responds immediately and linearly to the system's state. Furthermore, due to the technological limit in synthetic biology, not all regulation mechanisms could be implemented at current stage. Therefore, there is a need to specify the structure of the controller gain K for easy realization. Given that K =KP −1 in Theorem 2, if we defineP as a diagonal positive definite matrix, then K will have the same structure withK which can be prespecified. This way, the structure of K can be prescribed which would help the real-time implementation.
V. Illustrative Examples
In this section, we provide an example to illustrate the results developed earlier. Consider the following GRN shown in Fig. 1 : where
T is the concentration vector of gene products (proteins) and f (x(t−τ )) =
The regulation from gene product 3 to gene 1 can be described by We let F = [0, 0, 1], which means that we are only interested in gene product 3.
For a given γ = 10, we can obtain a feasible solution by solving the condition in Theorem 2 using the LMI toolbox in Matlab and obtainP = diag{127.5927, 1.5568, 45.9005}, According to the control scheme described in Fig. 2 , we calculate feedback controller gain K as The simulation results of the trajectories of x 3 (t) without and with control are shown in Fig. 3 and Fig. 4 with zero initial conditions respectively, which clearly show that our developed design scheme is indeed useful. 
VI. Conclusions
In this paper, we have investigated the problem of gene feedback control for stochastic delayed GRNs. A delayed stochastic model with additive and multiplicative noise is utilized to describe the GRNs. We have considered both the intrinsic and extrinsic noises which are introduced to model kinetic parameter variations and basal rate disturbance. Then, we have focused on the H ∞ feedback controller design and specify the structure of controller gain according to engineering practice. The merit of the obtained results lies in that a Lyapunov-Krasovskii functional has been utilized using the stochastic analysis approach. An example has demonstrated that the designed GRN can achieve perfect noise attenuation under control, which will facilitate the experiment and reduce the cost in both synthetic biology and systems biology.
