INTRODUCTION
Local densities of quadratic forms over a non-archimedean local field are very important invariants in the arithmetic theory of quadratic forms, and various types of recursion formulae for them have been investigated by several authors. Among them, the first author [2] introduced the local densities with congruence condition and obtained several recursion formulae for them to give the denominator of a certain power series attached to local densities for p{2. They are very effective to calculate the local densities and give an explicit form of all local densities of quadratic forms over the p-adic field for p{2 in principle. However the case p=2 is excluded and it is only treated in case that the represented matrix is diagonal.
In this paper, developing the methods in [2] , we give the following two results when p is any prime, the representing matrix is unimodular and the represented matrix is arbitrary:
(1) a recursion formula for local densities, (2) rationality and the explicit form of a denominator of power series attached to local densities defined in [3] .
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To be more precise, for a non-degenerate symmetric matrices S and T of degree s and t (s t 1), respectively, with entries in the ring Z p of p-adic integers, define a local density : p (T, S ) and a primitive local density ; p (T, S ) by XSX and (t) =t(t+1)Â2. Here X is said to be primitive if its reduction modulo p has the maximal rank. It should be noted that the value of : p (T, S ) for an even integral unimodular S is very important in view of the Fourier coefficient of Siegel Eisenstein series.
To simplify the argument we shall assume S is an even integral unimodular matrix. Let S (r) denote the even unimodular matrix of degree s&2r and of determinant (&1) r det(S ). As is well known, S (r) is uniquely determined up to equivalence over Z p . Then our formula, roughly speaking, expresses as under some condition on T, where T $ runs over finitely many symmetric matrices of degree t&1, E t&1 is the identity matrix of degree t&1, and c(T $) are rational numbers determined explicitly such that
(cf. Section 3). Here we understand that
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The basic tool to get it is the recursion formula 
6). It should be noted that if
T=t 11 = T with T a symmetrc matrix of degree t&1, : p (t&1; T, S (1) ) coincides with : p (T , S (1) = &t 11 ) and the above formula is a certain generalization of [2, Proposition 3.6] . The above formula (0.2) will be shown in Section 2. We remark that the formula (0.1) cannot be derived from [2, Proposition 3.6] in general. Our formula (0.1) implies that there are many relations among the local densities, and we can give an explicit form of a denominator of the power series introduced in [4] under more general setting, which will be discussed in Section 4. Moreover our recursion formula (0.1) enables us to reduce the calculation of : p (T, S ) for a general T to that of : p (T $, S ) for a maximal matrix T $. Here T$ is said to be maximal if there is no square matrix X such that det(X ) # pZ p and T $[X &1 ] is a symmetric matrix with entries in Z p . The value of : p (T $, S ) for a maximal matrix T $ is easy to calculate, hence it may be possible to give an explicit formula of local densites for some cases.
Notations. For a commutative ring R, we denote by M mn (R) the ring of (m, n)-matrices with entries in R. When m=0 or n=0, we understand M mn (R)=<. GL m (R) is the group of all invertible elements of M m (R). Further let S m (R) denote the set of all symmetric matrices of size m with entries in R. By Q p and Z p we denote the p-adic number field and the ring of p-adic integers, respectively. For a set A, *A denotes the cardinality of A. For U # M m (Q p ) and V # M n (Q p ), we put
Let V be a Z p -free quadratic module of rank m with a basis [v 1 , ..., v m ], Q( ) be the quadratic form of V, and B( , ) be the associated bilinear form.
Then we write V=(S) for S=(B(v i , v j )). Note that V is uniquely determined by S up to isometry. Let V 1 , ..., V s be Z p -submodules of V. We write
m , and a non-negative integer e, we put (cf. [2] ) 
For Z p -modules V and W, let Hom Z p (W, V ) be the set of Z p -homomorphisms from W to V. For an element , of Hom Zp (W, V ), we use the same symbol , for the image of the natural projection ? :
For quadratic modules V, W over Z p and an integer e 0, we set (cf. [2] )
Further, for a quadratic submodule
where 
where $ ij is the Kronecker's delta and Pr V Ä Zp [vi] denotes the projection of
The above two sets depend on w, v as well as W, V, V 1 and V 2 . However we have the following. 
Then we define a homomorphism ,$ from V$ 2 to V 1 by ,$(v j $)= m i=1 a ij u j . By the assumption of , and W, we have
and this shows that ,$ belongs to L e (V$ 2 , V 1 ). Then we define a mapping from L e (W,
Clearly this mapping is a bijection and it induces the desired bijection. K Let A and B be non-degenerate symmetric matrices of degree m and n, respectively, with entries in Z p . For a non-negative integer r<m+n, put
where E r is the identity matrix of degree r. Moreover, put If p{2, it is well known that a non-degenerate symmetric matrix is equivalent over Z p to a unique matrix of the form
Here < denotes the empty matrix.
If p=2, we review the result of Watson [8] in a modified way. A nondegenerate symmetric matrix with entries in Z 2 is equivalent over Z 2 to a unique matrix of the form
The matrix satisfying the above conditions (C.1) (C.6) is said to be canonical form. Let the notation be as above, and i 1 , ..., i s be non-negative integers such that i 1 < } } } <i s r and deg(U ik = V ik ) 1 for k=1, ..., s. Then we call (i 1 , ..., i s ) the exponent.
A RECURSION FORMULA
In this section we will prove an essential proposition to get a recursion formula.
Let A=V = U be a symmetric unimodular matrix with canonical form. Let V== l H = Y$, where Y$=Y or < and U== j c j as above. Note that if p{2, we have always Y$=<. Then for 0 r l set
Lemma 2.1. Let k 1 , k 2 , k 3 and k be non-negative integers such that k= where S=V = U is a unimodular matrix as above such that deg V=k 1 and deg U=k 2 , and T=p
For any elements u l # K l (1 l 2) such that u 1 +u 2 is primitive, we put z$ 1 =u 1 +u 2 +z k1+k2+1 .
(1) Assume that u 1 is primitive and Q(u 1 +u 2 )#0 mod 2p, then there exist elements
(2) Let p=2. Assume that u 1 #0 mod p and Q(u 1 +u 2 )#0 mod
a i z i +z k1+k2+1 with a i # Z p and let r be the Witt index of S.
(1) If a i 0 mod p for some 1 i 2r, we take z$ 2 =z i&1 or z i+1 according as i is even or odd. Next assume that k 1 >2r and a i #0 mod p for all 1 i 2r. In this case we must have deg U=2. Without loss of generality we may assume a 2r+1 0 mod p. Then put z$ 2 =z 1 &z 2 +z 2r+2 or z 1 &z 2 +z 2r+1 according as p=2 or not. Then in both cases, z$ 2 satisfies the statement (a). Then by the same argument as that in the proof of [2, Lemma 2.3] we can prove the assertion.
(2) In this case, we may assume that a k1+1 0 mod p. Then put z$ 2 =z k1+1 . Then such a z$ 2 satisfies the statement (a). It is easy to see that
Then there exist elements
Moreover there exist elements 
where A=V = U is unimodular and a canonical form, and B=(b ij ) is a non-degenerate matrix of degree n such that
where the notations are the same as in (1).
Proof. We shall prove only (1) since the proof of (2) and (3) is a slight modification of (1). Put z$ 1 =, 1 (w 1 ). Then we have 
Then by (a), (d) and (e) of Lemma 2.2, the matrix (! ij ) 1 i, j m+n can be expressed as
5 12 0
3)
The assumption that Pr K Ä N , 1 (w 1 )=z m+1 implies
Then by (a)t(e) of Lemma 2.2, we have
Thus, it suffices to prove that there exists a bijection of
Then for 1 j n we have
Since ,(w 1 )#z$ 1 mod p e and ,$(w j )=,(w j )&x$ 1j z$ 1 &x$ 2j z$ 2 (2 j n), we have B(,(w 1 ), ,(w j ))#B(z$ 1 , x$ 1j z$ 1 +x$ 2j z$ 2 )#0 mod p e for 2 j n. Thus by (2.3) and (a) of Lemma 2.2 (1) we have x$ 2j #0 mod p e for 2 j n. Thus we have B(,$(w i ), ,$(w j ))#B(,(w i ), ,(w j )) mod p e for any 2 i, j n. (2.8)
Since B(,(w i ), ,(w j ))#B(w i , w j ) mod p e for any 2 i, j n, ,$ belongs to L e (W , K$). Furthermore by (2.3), (2.4) and (2.7), we have x ij #x$ ij mod p e (m+2 i m+n, 2 j n). Thus we have for 1 i n&1, 1 j n&1, Let Put y$ 1j =&y$ m+1, j and and define a mapping , from W to K by
Then by construction and (2.8), (2.9) and (2.10), we have where M (1) =(A (1) ) and M*=(A*) according as the case (1), (2) . Thus for any symmetric matrix S we have *A e (t&1; b 1 = T , S)= :
*A e (T +b 1 ( y i y j ) 1 i, j t&1 , S) =p e(t&1) *A e (T , S ).
Thus we have
We shall make a distinction of the following types as above.
(case I) p{2, (case II) p=2 and U{1 = &1, (case III) p=2 and U=1 = &1.
The next theorem in the case for p{2 and that B is diagonal is given in [2] . On the other hand, we get here the generalized formula without such restrictions. 
where a runs over all elements of
Proof. We shall prove only the case p{2, since the same argument holds for the case p=2.
Let e be a non-negative integer such that e 0 e&3. Put A= .
a # Zp Âp e&e 0Z p A e ( p e 0 a = T, S ). 
S).
Further we have It follows from the assumption on l, e 0 , and e that for any y the matrix 
Thus the assertion holds. K
CONCRETE FORMULAE
In this section we give some concrete formulae for local densities to get an interesting result.
We set First assume that p{2. 
where a runs over a complete set of representatives of Z
Proof.
(1) The assertion can be prove by combining Remark 2.5 and Theorem 2.6.
(2) By Theorem 2.6, we have Next we consider the case for p=2. We have only to analize : 2 (n&1; B, A (1) ) since the same argument holds for : 2 (n&1; B, A*) without any modification. Moreover, if deg(B)=1, then a recursion formula is obtained easily, so we assume deg(B)>1. (1) Assume that U r =(c r ) and V r =<. Put
Then we have
where ( y i ) runs over all elements of (Z 2 Â8Z 2 ) lr+kr&1+kr&2 and B r&1 (( y i )) is a certain symmetric matrix of degree l r +k r&1 +k r&2 with entries in Z 2 determined by B r&1 and ( y i ) such that &(det B r&1 (( y i ))) 3. 
For U r put U r =U r , &U r , Y, or H according as &c r1 c r2 #&1 mod 8, &c r1 c r2 #3 mod 8, &c r1 c r2 #5 mod 8, or &c r1 c r2 #1 mod 8. Then we have
where ( y i ) runs over all elements of (Z 2 Â8Z 2 ) kr&1+1 and B r&1 (( y i )) is a certain symmetric matrix of degree k r&1 +1 determined by B r&1 and ( y i ) such that &(det B r&1 (( y i ))) 3. Then we have
where ( y i ) runs over all elements of (Z 2 Â8Z 2 ) kr+1 and B r&1 (( y i )) is a certain symmetric matrix of degree k r +1 determined by B r&1 and (( y i )) such that &(det B r&1 (( y i ))) 3.
with l r 1.
We set
where a runs over complete set of representations of Z 
where a runs over a complete set of representations of Z
. By Theorem 2.6, we have Further we have *A e (n&1; 2 r c r = B$ r&1 , A
= :
*A e (B$ r&1 +2 r (c r y i y j ) 2 i, j n , A
. Thus we have
: 2 (B$ r&1 +2 r (c r y i y j ) 2 i, j n , A (1) ).
In particular, B r&2 +2 r (c r y i y j ) lr&1+kr&1+kr&2+2 i, j n is equivalent, over Z 2 , to B r&2 for any ( y i ) 2 i lr&1+kr&1+kr&2 # Z lr&1+kr&1+kr&2&1 2 . Thus the assertion holds.
(2) For the matrix U r , put
Then U r is equivalent, over Z 2 to U r , and 2
U r . Thus, by applying Theorem 2.6 to 2 r U r = B r&1 = B r&2 the assertion can be proved similarly to (1). (( y 1 , ..., y 2lr , y 2lr+3 , ..., y n&1 ) 
*A e (c = B r , A
+ : gives complete information on the local densities : p (B, A) for all B of degree n and A. Therefore it is important to study these power series. Concluding result in the section is as follows:
Theorem 4.1. Let A be a symmetric unimodular matrix with entries in Z p . Let B be a non-degenerate symmetric matrix with entries in Z p , and has the following decomposition: B=B 1 = } } } =B s . Let r be the Witt index of A. Then R ((B 1 , . .., B s ), A ; x 1 , ..., x s ) is a rational function of x 1 , ..., x s with a denominator
where l k =min(n 1 + } } } +n k &1, r) and l $ k =1 or 0 according as r n 1 + } } } +n k or not. 
where l=min(n&1, r) and l $=1 or 0 according as r n or not.
To determine the denominator of formal power series, we need the following.
Proposition 4.3. Let A be as above, and B 1 and B 2 symmetric matrices of degree n 1 , n 2 , respectively. Put n=n 1 +n 2 . Let p b2 be the level of B 2 if n 2 >0. Put l=min(n 1 &1, r), where r is the Witt index of A, and n=n 1 +n 2 . Let e be an integer such that e b 2 +2l+$ 2p +2. Proof. We note that a maximal matrix is equivalent, over Z p , to a matrix of the form
where U 1 , U 2 and V 1 are the ones in Section 1, and in particular deg(U 1 ) 1 if p=2. Thus the assertion can be easily proved by using Corollary 3.2 or 3.4, repeatedly. K For each non-negative integers i, j and k such that 1 k i, put (cf. [3] )
Here we understand that #(i, j, 0)=1. We can see easily that Here we make the convention that : p (B 2 , A (l+1) )=1 or 0 if n=n 1 or l=r, respectively.
Proof. We shall prove the case for p{2 only since the case for p=2 can be proved in the same manner.
We prove the assertion by induction on n 1 . The assertion clearly holds if n 1 =1. Assume that the assertion holds for n 1 &1. First assume that B 1 is maximal. Then by (2) where B$ 1 runs over finitely many even matrices of degree n 1 &1, and c(B $ 1 , B 1 , A) is a rational number determined by B$ 1 and A such that Thus the assertion holds. K Using Theorem 4.4, we obtain the following proposition.
Proposition 4.5. Let A be as above. Let B 1 , ..., B s be non-degenerate symmetric matices of degree n 1 , ..., n s , respectively, with entries in Z p . Let p ai be the level of B i and a 1 < } } } <a s . Put l=min(n 1 , r) and l 0 =l+$ 2p . Then we havè 
