The complete classification of all 6 × 6 complex Hadamard matrices is an open problem. The 3-parameter Karlsson family encapsulates all Hadamards that have been parametrised explicitly. We prove that such matrices satisfy a non-trivial constraint conjectured to hold for (almost) all 6 × 6 Hadamard matrices. Our result imposes additional conditions in the linear programming approach to the mutually unbiased bases problem recently proposed by Matolcsi et al. Unfortunately running the linear programs we were unable to conclude that a complete set of mutually unbiased bases cannot be constructed from Karlsson Hadamards alone.
Introduction
In prime-power dimensions there are several ingenious methods to construct a complete set of mutually unbiased bases (MUBs) making use of finite fields, the Heisenberg-Weyl group, generalised angular momentum operators, and identities from number theory. However, even for the smallest composite dimension d = 6, the existence of such a set remains an open problem (See [1] for a review). The long-standing conjecture (also open in the study of Lie algebras [2] ) is that in non-prime-power dimensions complete sets do not exist. Distinguishing quantum systems based on their number theoretic properties would be an unusual feature not seen in Classical mechanics. The additional symmetry in dimensions such as d = 3 × 3 would appear to enlarge the boundary of the set of quantum correlations (potentially) resulting in larger violations of Bell inequalities.
Two recent papers have made progress in proving the non-existence of a complete set of MUBs in dimension 6. The first regards the classification of all complex Hadamard matrices. A complete set of d + 1 MUBs is equivalent to a set of d complex Hadamard matrices plus the identity matrix. Thus finding all possible Hadamard matrices in dimension 6 would be a significant step towards solving the MUBs problem. Recently, Karlsson has found an extremely nice 3-parameter family [3] . Whilst this does not fullly classify all 6 × 6 Hadamard matrices [4] , it includes all explicitly parametrised families (except the isolated Spectral matrix [5] ). Moreover, Karlsson's parametrisation using Modius transformations is succinct and has allowed us to perform the calculations here.
The second result we use is due to Matolcsi et al, who demonstrate that sets of complex Hadamard matrices can be expressed as elements from a compact abelian group [6, 7] . Fourier analysis then allows us to re-write the problem using the dual group where existence (or not) corresponds to a linear program. This method was used to classify all complete sets of MUBs in dimensions d = 2 . . . 5 and obtain some partial results in d = 6 [7] .
In this paper, we prove that Karlsson Hadamard matrices satisfy a previously unknown constraint motivated by the linear programming approach of Matolcsi et al. Feeding this new condition in to the linear program, we attempt to prove that a complete set of MUBs cannot be constructed from Karlsson Hadamards alone. Unfortunately we were unsuccessful in this endeavour but believe this is a promising avenue of research as our result can be easily combined with other conditions. Previous attempts to prove non-existence have required extensive computational power [8, 9] . The linear programming approach is very appealing from this perspective. Using sparse matrix methods, we had no problems running the program in MATLAB on a desktop PC. [10] for a summary of equivalences on sets of MUBs).
Conditions on unbiased sets of complex Hadamard matrices
There is a zoo of Hadamard matrices in dimension six, easily accessible online [11] . At the time of writing, there where 10 families with various properties such as being symmetric or continuously deformed from the Fourier matrix. There is a 4-parameter family of Hadamards [4] and furthermore, it is known that 4 parameters are sufficient for a complete classification [12] . Unfortunately, the construction given in [4] is implicit making it difficult to work with.
Of particular importance to the classification of 6 × 6 Hadamard matrices is Karlsson's 3-parameter family that includes all explicitly parametrised Hadamards with the exception of the spectral matrix [3] . The matrices are called H 2 reducible meaning that there are made from nine 2×2 Hadamard matrices. Imposing the H 2 reducible condition makes it possible to derive the following simple form of the Hadamard matrices [3] .
where F 2 , Z 1,2,3,4 , a, b, c, d are 2 × 2 matrices defined by
The matrix elements A 11 and A 12 are given by
and α A = A 2 12 , β A = A 2 11 , α B = B 2 12 and β B = B 2 11 . Leaving z 1 , θ and φ as the three free parameters.
Fourier Analytic approach
In two recent papers, [6] and [7] , Matolcsi et al. explain how to use techniques from Fourier analysis to attack the mutually unbiased bases problem. We briefly summarise their ideas for completeness and to define the notation used later.
We can think of a set of r Hadamards {H 1 , . . . , H r } as D = rd 2 phases, one from each matrix entry. Therefore, the set {H 1 , . . . , H r } corresponds to a point on the Ddimensional torus T D . We can multiply two points in T D by multiplying component-wise so with this binary operation, T D forms a group. Since T D is a locally compact abelian group, it has a dualT D = Z D , characters of which,
We can now define the Fourier transform of a set S ⊂ T D in the usual waŷ
A natural set to consider is given by the columns c 1 , . . . c d of a Hadamard matrix since we can later impose conditions such as orthogonality (and unbiasedness). Its Fourier transform is given by the function
In what follows, it will be more convenient to define the permutation invariant version of this function
where we sum over all d! permutations σ.
k , the modulus of g j (γ) can be written as
Now suppose we have a complete set of MUBs corresponding to d complex Hadamard matrices. We can define the functions
and,
4 Constraints on sets of mutually unbiased Hadamard matrices
The functions defined in Eqs. (5) to (9) satisfy certain conditions for the inputs to correspond to a set of mutually unbiased Hadamard matrices. Following [7] , we derive constraints that hold for any set of complex Hadamard matrices then in Theorem 1 present an additional non-trivial condition that we are able to prove holds for matrices from the Karlsson family. Taken together, these equalities and inequalities will later constrain a linear program.
Let π r = (0, 0, . . . , 1, . . . , 0) with the rth coordinate equal to 1.
Using (9) from [7] and the above condition we can derive another equality constraint.
where the sum over u and v is over all pairs of columns from different matrices. Together
There are also some simple constraints coming from the function definitions
and the Cauchy-Schwartz inequality implies that
Matolcsi et al used the conditions given in Eqs. (10) - (14) to prove various structural results about mutually unbiased bases. They show that in dimensions 2 . . . 5 a complete set must be composed of roots of unity only -from which it easily follows that the known complete sets are unique. Although these results were known before [10] , Matolcsi et al. used this new technique significantly reducing the difficulty in deriving the result in dimension d = 5. The authors went on to conjecture that in dimension d = 6, all complex Hadamard matrices (except the Spectral Hadamard) must satisfy an additional constraint motivated by the linear programming approach. Armed with this extra condition we could then be able to (finally) prove non-existence of a complete set in dimension six. We now present the main result of this paper proving the conjecture of Matolcsi et al for the case of Karlsson Hadamard matrices. 1, 1, −1, −1, −1) , we have,
Proof of Theorem 4.1. Due to the structure of the Karlsson Hadamards, many permutations of ρ are equivalent. Swapping elements in ρ corresponds to permuting rows of the Hadamard. Since a Karlsson Hadamard consists of 9 2 × 2 sub-matrices, we can generate vectors equivalent to ρ by swapping columns (1, 2), (3, 4) and (5, 6). In addition, we can also swap pairs of columns (1, 2) −1, 1, −1, 1, −1) . We treat the two cases separately.
The function g j (ρ) is given by
where we drop the subscript j since it simply refers to the label of the Hadamard matrix in the set. Using the definition for Karlsson matrices from equation (1) Since c and d are also unitary, it is easy to see that g(ρ) = 0.
Case 2: ρ = (1, 1, 1, −1, −1, −1) The proof for ρ = (1, 1, 1, −1, −1, −1) is more involved requiring us to make use of the parametrisation of Karlsson's family in terms of Modius transformations. Again using the fact that a and b are unitary matrices, we have that g(ρ) = 1 − z 4 2 +z 1 a 11 a 21 (c 11 c 21 + c 12 c 22 )
Now substituting the definition for c and d and simplifying using the Modius transformation given in Eqs. (2), (3) and (4) The coefficients of the zeroth and first power of z 3 can be examined separately and we now show that they are both zero t 0 = t 1 = 0. The zeroth power coefficient, t 0 , is Again, the definitions of A and B imply that the right hand bracket is zero so that t 1 = 0 completing our proof.
A Counter Example
There is only one Hadamard known to not follow Theorem 4.1. It is an isolated Hadamard called the spectral matrix.
Definition 4.1.
where ω = exp 2πi 3
Substituting the spectral matrix into Eq. (15) g(ρ) = 1 + ω ρ 3 +ρ 4 +2ρ 5 +2ρ 6 + ω 
Case 1: ρ = (1, −1, 1, −1, 1, −1) .
Case 2: ρ = (1, 1, 1, −1, −1, −1).
Mutually unbiased Hadamards and Linear Programming
The Fourier analytic approach transforms the MUBs existence problem into a linear program. The functions G(γ) and F (γ) defined in Eqs. (7) and (9) respectively are treated as variables for each instance of γ. The constraints on the Hadamard matrices forming a complete set of MUBs, Eqs. (10) - (14) are now linear constraints. We aim to prove a structural result on the matrix entries -or show that the program cannot be satisfied. For example, suppose we minimise the variable G(ρ) where ρ is any permutation of (d, −d, 0, . . . , 0). We know from Eq. The functions g(γ), G(γ) and F (γ) take as inputs γ ∈ Z D . We treat each function with a fixed input as a variable in the linear program. In order to limit the size of the search space, we consider a subset, Γ ⊂ Z D , of possible elements γ. There is considerable flexibility in the choice of Γ, the aim being to restrict the number of possible γ while still including a useful set of equations. We use the set Definition 5.1.
for l ≥ 2D.
Using the constraints defined in Eqs. (5)- (9) it is easy to show that for d = 3, 4, 5 that a complete set of MUBs constrains Hadamard matrices whose elements are dth roots of unity only [7] . Unfortunately, running the same program in dimension six does not yield such a structural result.
In order to prove non-trivial structural results for dimension six, we must add more conditions to the linear program. Theorem 1 provides such a condition for the Karlsson family which may allow us to exclude a complete set of MUBs consisting of Karlsson Hadamards alone. Constructing the linear program, we aim to show that there no maximal set of mutually unbiased Karlsson matrices. Such a result would follow if, either we find the constraints contradict themselves so a result is infeasible, or the linear program concludes that the matrices have elements that are 6th roots (or 72nd roots) of unity. A previous brute force computer search has shown that such a set does not exist [13] .
For these proofs to work it is important to have a sufficiently large l in the gamma space, most of the linear programs just required l = 2d as then ρ ∈ Γ, however some required a larger l. For the non-existence proof you want to have any many conditions as possible as it is difficult to know where a contradiction would occur.
The linear program was written in MATLAB as this has a fast linear program solver. It uses the Interior Point method for solving large problems such as these, which is a altered form of the Newton method. MATLAB also makes use of sparse matrices for equality and inequality relations, this is vital as the full matrices would have used many tens of GB of RAM while the sparse representation required only tens of MB.
As the size of the search space Γ l is increased the linear program began to fail due to precision requirements. We were able to resolve this by using the simplex algorithm but unfortunately the time required to solve the linear program increases dramatically (for example several days of computing time were required for problems such with d = 6 and l = 30). Unfortunately for all sizes of the search space we tried the LP did not return a useful result such as a contradiction or a tightly constrained value of F (ρ). Our results in dimension 6 are summarised in table 1. We show the values of the function F (ρ) for two input values ρ 1 = (6, −6, 0, . . . , 0) and ρ 2 = (12, −12, 0, . . . , 0) for varying sizes of the search space defined by l. 
Conclusion
Proving the non-existence of a complete set of MUBs in any dimension is a highly nonlinear. The great strength of the Fourier analytic approach is that it transforms the problem into a linear one. We have continued this approach by proving an additional constraint on a large class of six dimensional Hadamard matrices called the Karlsson family. Although we where not able to derive any further structural results from the linear program we believe that this result together with further ideas is a promising approach to this long standing open problem.
