Abstract-The purpose of this paper is to describe a method for the simulation of the recently introduced fluid stochastic Petri nets. Since such nets result in rather complex system of partial differential equations, numerical solution becomes a formidable task. Because of a mixed (discrete and continuous) state space, simulative solution also poses some interesting challenges, which are addressed in the paper.
INTRODUCTION
ISCRETE-EVENT dynamic systems are commonplace, and discrete-state models are normally used to study their behavior. Ordinary and stochastic Petri nets, for example, provide a convenient and concise method of describing these systems [4] , [8] , [11] , [22] , [25] . However, the underlying state space of these models tends to be extremely large in practical modeling applications, often forcing us to seek approximate solution methods. An example is the fluid flow approximations in performance analysis of queueing systems [5] , [15] , [21] , where a large number of discrete entities is modeled as a single continuous variable.
On the other hand, hybrid systems, that is, systems having both discrete and continuous components that evolve over time, have received increasing attention in the last few years, due to the ubiquitous trend of employing digital controllers in traditionally analog environments such as power generators, chemical plants, or water distribution systems.
Thus, it is natural to extend Petri nets so that they can have a hybrid state-space that enables the study of both otherwise discrete systems through fluid approximations, and of truly hybrid systems. In addition, the behavior of such models can be deterministic or stochastic. Various formalisms falling in this category have appeared. Timed continuous Petri nets, whose places are marked in a continuous way, and, more recently, hybrid Petri nets, which also contain ordinary places containing an integral number of tokens, have been introduced by David [13] , [14] . Fluid stochastic Petri nets (FSPNs) have been introduced by Trivedi and Kulkarni [24] , and considerably enhanced in [18] ; these included immediate and exponentially distributed firing times for the transitions, as in the Generalized Stochastic Petri Nets GSPNs [3] .
In FSPNs, as in hybrid Petri nets, the places of the Petri net are partitioned into two classes, one containing a nonnegative (integer) number of tokens, just as in ordinary Petri nets, the other containing a non-negative (real) level of fluid. However, initial definitions of FSPNs posed severe restrictions on the semantic behavior of these nets, to make the models analytically tractable. The numerical solution algorithms proposed in [18] , [24] are applicable only when the interactions between the discrete and continuous portion of the net satisfy fairly strong assumptions.
We observe that, even before performing a numerical study of the performance or reliability of a system, answers to various "logical" questions are often required, such as "is the system bounded?" or "does it have a home state?" Unfortunately, the decidability of one of the most natural and important analysis questions, "can a particular state be reached starting from a given initial state?" depends on the type of model. For example, reachability is decidable for ordinary Petri nets [6] , but not for Turing-equivalent formalisms, such as Petri nets with transition priorities or inhibitor arcs [1] , [17] . For hybrid models, hence for our FSPNs, it has been shown that reachability is decidable only in the oneand two-dimensional case [7] , even under the assumptions that the number of possible discrete states is finite and that the equations describing the evolution of the continuous components have piecewise-constant derivatives.
In this paper, thus, we take a radically different approach. By not seeking a numerical solution of the models, but, rather, accepting to employ a distribution-driven simulation, we are free from many of the previous restrictions. We can then define a very general FSPN formalism, and proceed to investigate efficient simulation algorithms, according to the characteristics of the model under study. Admittedly, this prevents us from performing any general type of reachability study but such shortcoming is shared by all simulation-based approaches. On the other hand, D avoiding the generation of the (discrete projection of) the state space altogether is also an advantage, because this is a very memory-intensive step.
The extensions to the FSPN formalism we propose include: fluid impulses associated with both immediate and timed transition firings, guards for both immediate and timed transitions, dependent on both fluid levels and on the discrete marking.
These extensions are quite natural and useful, given the type of systems we intend to address. Fluid impulses are the continuous analogue of ordinary token movements for ordinary Petri nets, while complete dependency of any behavior (including the guards of immediate transitions) on the entire state of the system (including the current fluid levels) is certainly a desirable orthogonality goal. Indeed, one could argue that these are not really "extensions," but rather that the initial definitions of FSPNs were "restrictions" motivated by the desire of allowing a numerical solution.
Using simulation as a solution method frees us from these restrictions. It should be noted that our extended FSPN formalism is not any more difficult to simulate than the restricted type initially proposed in [18] , [24] . However, we do not mean to suggest that its simulation is straightforward. In fact, several innovations are needed, because the simulation of the resulting hybrid models is greatly complicated by the complex dependencies that the behavior of the net can have on the discrete, and even more on the continuous, evolution of the state.
In this regard, the contributions of this paper include:
generation of random deviates based on a nonhomogeneous Poisson process, using the "thinning" technique [20] . interleaving of ODE solution for fluid places with simulation of discrete events in the FSPN. definition of restrictions under which one can more efficiently integrate the change of fluid levels using builtin closed-form results, such as decoupled behavior and special classes of functions for the fluid rates.
It should also be noted that simulation of hybrid models suffers from the same problems affecting discrete-event simulation. If we are interested in a rare event, long run times will be required to obtain useful confidence intervals, regardless of whether the event is defined as a condition on the discrete marking or on the continuous fluid levels. If we are interested in long-term behavior, deciding when the transient effect of the particular initial state chosen becomes statistically negligible is a difficult problem. Hybrid models further complicate these issues. A logical condition affecting the behavior of the model might be formally defined as "places a and b have the same fluid level," but, in a practical implementation using floating point representation, such a test is seldom appropriate; a better approach is to define some relative range within which we can consider two levels to be equal. A related issue is that of regenerative simulation for hybrid models. While a discrete model can have specific regeneration points (discrete markings), requiring the same of a hybrid model might be excessive, since the continuous levels of various places might never return to exactly the same point at the same time; of course, the floating point roundoff errors only make things worse. In this paper, we only discuss how to perform a transient simulation, that is, up to a given finite time t ; as in the simulation of discrete-state models, one can hope to approximate stationary behavior by using a large t (in comparison to the timing of the net's transitions), but we do not claim that this is indeed the case in general.
Before concluding this introduction, we stress that methods proposing a mixed discrete-continuous approach to simulation are widely used in industrial applications. Indeed, many of the major simulation tools (including SIMAN, ProModel, and Arena) support the development of general mixed models. There is also a literature on optimizations for managing the execution of such models (e.g., [19] ). Work in this area either attempts to optimize general, models, at the price of ignoring optimizations that are formalism specific, or develop optimizations for a certain formalism. Our work is of the latter type, by wedding of the SPN paradigm-which is essentially stochastic and essentially discrete-with continuous components. Our contribution lies in exploring the interaction of this specialized SPN paradigm with continuous simulation. Not only is this combination of characteristics unusual in the more general mixed simulation context, it is particularly important to develop these notions in the context of the SPN/GSPN community. Ours is a step towards identifying a modeling framework in which analytic, simulated, discrete, and continuous solutions of submodels might be seamlessly joined.
After introducing the FSPN model in the next section, we describe the method of simulation for the most general case in Section 3. Section 4 considers various subclasses of FSPNs that can be studied using faster simulation algorithms. Examples are provided in Section 5. Section 6 concludes the presentation.
FLUID STOCHASTIC PETRI NETS
In the following, we denote sets by upper case calligraphic letters. In particular, 1, 5, 5 0 indicate the natural, real, and nonnegative numbers, respectively.
For simplicity, we only address exponentially distributed firing times, but we discuss the profound implications of allowing the distributional parameters (the firing rates) to depend on the fluid levels. Generally distributed firing times are clearly useful, and, in connection with discreteevent simulation, do not add much complexity to the solution if their distributional parameters are independent of the fluid levels. Indeed, our prototype SPNP implementation [12] includes several other distributions: constant, uniform, geometric, Weibull, truncated normal, and lognormal. However, the definition of the interruption policies (what happens to the remaining firing times of transitions when one of them fires) requires complex descriptions in full generality [10] , [23] ; this is not the case with the exponential distribution, due to its memoryless property.
A fluid stochastic Petri net (FSPN) is a tuple ( , , , 3 3 7
, where: marking-dependent firing rates (for timed transitions) and weights (for immediate transitions). The meaning of these quantities is given by the enabling and firing rules. We say that a transition t ³ 7 has concession in marking (m, x) iff If any immediate transition has concession in (m, x), it is said to be enabled and the marking is said to be vanishing. Otherwise, the marking is said to be tangible and any timed transition with concession is enabled in it. In other words, a timed transition is not enabled in a vanishing marking even if it has concession. Some definitions of SPNs allow one to disable a transition t with concession in a marking by specifying a zero rate or weight for it, or by introducing inhibitor arcs, drawn with a circle instead of an arrowhead. Since we can represent these behaviors by an appropriate definition of the input arc cardinalities or the guards, we assume, without loss of generality, that rates and weights are positive for an enabled transition. Inhibitor arcs can then be considered merely as a shorthand. , where
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The same behavior can be modeled by ensuring that the guard g t evaluates to 0 in (m, x).
The stochastic evolution of the FSPN in a tangible marking is governed by a race [2] : the timed transition t with the shortest firing time is the one chosen to fire next, unless some fluid levels reach particular values and cause t to become disabled prior to its firing. In a vanishing marking, instead, the weights are used to decide which transition should fire: an immediate transition u enabled in marking (m, x) fires with probability 
GENERAL CASE
The FSPN definition we just gave is very powerful, but it allows one to describe models whose solution can be quite difficult, even with discrete-event simulation.
Unstable Behavior
It is unfortunately possible to define FSPNs that have an "unstable" behavior, that is, the simulation would have to process an infinite number of discrete events in a finite amount of time. It should be noted that these unstable behaviors were already possible in the original definitions of FSPNs, and that they presented the same difficulties and had to be treated as errors in the same way.
Infinite Number of Discrete Events
Consider the FSPNs in Fig. 1 on the left. Immediate transitions u 1 and u 2 alternatively put and remove a unit impulse instantaneously. Thus, without advancing time, an infinite number of events can occur. This is analogous to the so-called "vanishing-loop" in GSPNs [9] and, in particular, to the "absorbing" type, which, once encountered, will keep re-occurring with probability one. With few exceptions [16] , such a behavior has been considered a modeling error in the literature on discrete-state models, hence we do the same for FSPNs.
Another well-known type of instability involves actual time advances between change of markings, but increasingly faster, so that an infinite number of events can occurs in a finite (although nonzero) time. One can just think of the classical example of nonregular continuous-time Markov chain, where the rate of going from state i to state i + 1 is 2 i . This is always considered an error.
Infinite Number of Infinitesimal Events
The instability of the model in the middle of Fig. 1 is instead exclusive to models with a state having a continuous component, such as our FSPNs. When x q 0 0 = , timed transition t 1 is enabled and timed transition t 2 is disabled. However, as soon as the fluid arc starts adding fluid to q, the situation is reversed, t 1 becomes disabled, while t 2 becomes enabled and starts emptying q. It could be argued that, in such a situation, q will always be empty, but any model where an infinite number of events occurs in a finite time (e.g., transitions t 1 and t 2 become enabled and disabled an infinite number of times) cannot be managed by conventional discrete-event simulation techniques. Hence, we will consider such behavior illegal.
The model on the right, with constant fluid rates F 1 and F 2 , could also be considered unstable if F 2 > F 1 . Both t 1 and t 2 are always enabled, hence there is a continuous flow into q at rate F 1 due to t 1 . However, the outgoing flow due to t 2 cannot be F 2 . Our definition simply states that d q is identically equal 0 in this case, implying that the outgoing flow is effectively reduced to be F 1 , instead of F 2 . In other words, the arc from q to t 2 can be thought to have effect only a fraction F 1 /F 2 of the time. Since this type of behavior can be easily managed by examining all the flows incident to a continuous place, we do not regard it as an error.
We stress that detection of instability might be accomplished "on-the-fly" while running the simulation, provided we keep a stack of markings visited without advancing the simulation clock. However, this is possible only when the instability causes the FSPN to return to the same marking with probability one. If, on the other hand, the markings visited in zero time are nonrepeating, the stack will simply grow without limit until the simulation program runs out of memory. Again, this is not a new problem: one can simply think of a GSPN with an immediate transition t that, once enabled, keeps adding a token at a time to a place p that does not affect the enabling of t.
Unfortunately, these situations cannot be detected in general even for GSPNs, since this formalism is Turingequivalent, so we have no hope to devise and algorithm to detect them in general for FSPNs either. Hence, in practice, we can implement checks to discover only the simple cases of instability, but we must assume that no other instability exist in the model.
Stable Behavior
We now describe how a model with no unstable behaviors can be studied. Assume that we have just entered tangible marking (m, x). If there is any enabled transition, each continuous component x q might vary in a very general way over time. In a marking (m, x(0)), we can apply (1) to each q ³ 3 C and obtain the system of ordinary differential equations
, ,
with given initial condition x(0), which is valid in any interval [0, t) during which the set of enabled transitions does not change, that is, ((m, x(t)) = ((m, x(0) ). We can then consider two cases, based on whether the set ((m, x(t)) is independent or not of the continuous component x.
Enabling Independent of the Fluid Levels
In the simpler case, the cardinality of the arcs connected to discrete places and the guards do not depend on x. Even so, the firing times behave as a nonhomogeneous Poisson process (NHPP) whose rate depends on the continuous marking, and so some care is required in sampling the firing instants. We assume that the firing rate of each timed transition t can be bounded from above by l t * ( ) m , given our knowledge of its dependence on the fluid marking. That is, when the discrete marking is m, the rate of t satisfies l l
, for any value of x that might be reached in conjunction with m. We can therefore sample from the NHPP using the technique of "thinning" [20] , where we sample "potential firing instants" in accordance with a homogeneous Poisson arrival process with rate
From this process, we can define a sequence of increasing time instants (t 1 , t 2 , ¡). Starting from i = 1, we "accept" t i , that is, we declare that a firing occurred at time . In other words, we use the actual firing rates at time t i as a weight, to determine whether the event corresponds to a true firing or not. This requires us to solve for the value of x(t 1 ), by integrating the system of ordinary differential equations (3). If t 1 is accepted, we stop. Otherwise, we integrate until t 2 , compute x(t 2 ), and decide whether to accept t 2 or not, and so on. Eventually, this process stops at some step i, giving us a sampling t t f i = of the actual firing time. For example, Fig. 2 illustrates the case where four transitions are enabled in (m, x): t 1 , t 2 , t 3 , and t 4 . The sequence of labeled arrows shows the random deviates that must be generated, in order. First, we generate t 1 (a) according to the distribution Expo( L * (m)). Then we generate a random deviate (b) ~Unif(0, L * (m)). In the figure, this happens to fall in the interval corresponding to the "do not accept" case. Thus, we need to generate another potential firing time (c) by sampling the distribution Expo(L * (m)) again and summing the sampled value to t 1 , obtaining t 2 . We also need another random deviate (d) ~Unif(0, L * (m)), which also, in the figure, happens to cause a rejection. Finally, we generate a third potential firing time and we add it to t 2 , resulting in t 3 (e). When we sample (f) ~Unif(0, L * (m)) again, we finally obtain a value falling in the interval corresponding to t 2 , hence we schedule the firing of t 2 at time t 3 . It is then apparent that the expected number or random deviates that need to be generated to decide which transition to fire is larger when the bounds l t (m, x) for the en- this value, and no rejection will occur. Then, only two deviates are needed: the first one to decide the value of t 1 and the second one to decide which transition to fire among the enabled ones.
Enabling Dependent on the Fluid Levels
If, instead, the set of enabled transitions can change as x evolves, we also need to consider an "enabling event" at the time t e when the first change in((m, x) occurs. The method to compute t e depends on the nature of the dependencies.
In principle, we should know the value of x(t) over the entire horizon t t ³ [ , ] 0 f . We can still use integration but, in full generality, we have to check whether the set ((m, x) has changed, at each integration step. These additional checks can be quite expensive, since they potentially imply reevaluating many marking-dependent functions. If we find no value t t e f ³ [ , ] 0 for which the set of enabled transitions changes, the next event to schedule is the firing at time t f Otherwise, we must schedule an "enabling event" at time t e , the time of the first change in (m, x). Of course, in this case, we can stop the integration at time t e , without having to reach time t f .
We stress that, regardless of whether the enabled set can change or not, the generation of next firing times is considerably simplified if the firing rates of the enabled timed transitions are not dependent on fluid levels, since the machinery of NHPP-based generation of random deviates can be avoided.
Processing Immediate Firings
The processing of the scheduled event causes a change of marking, from (m, x) to (m, x) , where m = m if the event was of the enabling type. Then, in marking (m, x) , a finite sequence of immediate firings might take place, just as in ordinary, non-fluid, SPNs, until the next tangible marking (m, x) is reached. Thanks to the memoryless property of the exponential distribution, the evolution of the FSPN from this point on is analogous to the evolution from the initial marking, that is, we do not need to be concerned about the "remaining firing times" of transitions that were already enabled prior to reaching this marking.
FSPNS WITH EFFICIENT SOLUTION
The general behavior just described requires us to solve the system of ordinary differential equations (3) at each step of the simulation. This computation can be quite costly. We now examine various subclasses of FSPNs which, due to their restricted marking-dependent behavior, have simpler solution algorithms.
Uncoupled Behavior
A restriction on the type of dependency allows us to uncouple the system, resulting in a set of ordinary differential equations that can be solved independently. This requires that the fluid rates incident on q, hence d q (m, x), depend only on (m, x q ), not on the fluid levels in the other continuous places:
As in the general case, we can still distinguish whether the set of enabled transitions can be affected by x or not, and the NHPP random variate generation needs to be used only if their firing rates depend on x.
Predefined Classes of Behaviors
For particular cases of uncoupled dependencies, we can even have a built-in closed form solution, which will avoid the need for numerical integration altogether.
Linear Fluid Change Rate
One such case is when, in a given marking (m, x),
that is, the fluid change rate for a continuous place is a linear function of the fluid level in the place itself. In this case, the solution is 
if this quantity is positive (if it is negative, we can simply define t q = , that is, the threshold L q cannot be reached in this marking).
If the set of enabled transitions can only change when some place q reaches a threshold level L q , then we can simply define the time t e of the next enabling event as
Constant Fluid Change Rate
When A(m) = 0, that is, when the fluid change rate is a constant, the solution is much simpler,
again assuming that x q remains between 0 and b q (m) during [0, t]. The time t q when place q reaches the threshold L q is then
if this quantity is positive, infinity otherwise.
Discretized Dependency on x
Complete dependency on the marking (m, x) is desirable in principle, but the solution complexity it entails can be large, and its full power unneeded in a model. A simpler type of dependency is obtained by enforcing a discretization on the behavior of the FSPN with respect to the continuous component x. This can be accomplished using a finite set / = { , , } Given a marking (m, x), we can define the "discretized" marking (m, l) obtained from (m, x) through /. If we force a (for discrete places only), g, and l to be defined on the discretized marking (m, l), rather than on the original mixed marking (m, x), then the logical and timing behavior of the FSPN can change only when the value of one or more of the functions l k changes its truth value, that is, when the corresponding function l k * crosses the threshold value b k ( ) m , or when a firing occurs.
Given the way each function l k * is defined, however, it is easy to compute the time t k at which this can happen. For a function l k of the first type, we can determine t k by using the right-hand side of (4), with L q set to b a k kq / , . For a function l k of the second type, we can determine t k as follows:
1) compute the overall change rate in the value of l k * (m, 
Then, the time of the next event to be managed by the simulator is simply the minimum between the first hitting of a threshold, min { : | |} t k k 1 / , and the minimum firing time. However, the firing times are now guaranteed to be constant within a given discretized marking (m, l). Hence, the entire simulation can proceed as in a traditional discrete-event simulation, with the exception that the types of events that need to be scheduled in the event queue are either transition firings or the hitting of a threshold.
Fortunately, there is no need to place the same restriction on the fluid impulses (a for continuous places) or the weights w, since the simulation always evaluates the value of impulses and weights only at a specific and known instant in time, and the identity of the arcs and transitions for which they need to be evaluated is known as well. Applying the restriction to these quantities as well would prevent us from modeling useful behaviors, such as emptying a continuous place, or choosing between two immediate transitions with probability proportional to the level in two continuous places, but would not simplify the simulation algorithms.
We stress that this restricted type of discretization still allows to model many interesting behaviors, such as disabling a transition t when a fluid level x q reaches a given level b, provided place q has either linear or constant fluid change rate. With places having constant fluid change rates, even more general tests can be performed, such as testing for the condition x x x, however, cannot be captured by the proposed discretization. We conclude this section on discretized behavior by observing that an alternative could be to define integer, instead of boolean, threshold functions, for example as 
EXAMPLES
We illustrate the power of the proposed FSPN formalism with a few examples.
A Queue with Impatient Customers and Breakdowns
Consider a queue with a server subject to breakdowns and repairs. The customers arrive with a constant rate, and queue in an unbounded waiting room. They are served in firstcome-first-serve order, but, once their service starts, they can become impatient and leave before completion (see Fig. 3 ). Unlike other system with impatient customers, the amount of time a customer has been in the queue before his service begins does not affect his decision to leave. The arcs from Serving to Busy and from Waiting to Idle are used to count time into the two places, hence they have fluid rate one. The arcs from Busy and Idle to Serving (or Leave) have impulse x Busy and x Idle defined on them, respectively. Hence, they are "flushing" arcs, they have the effect of emptying the two places immediately after the firing of Serving (or Leave). The guard of immediate transition Leave specifies when the customer at the head of the queue decides to leave. Various policies can be easily modeled.
1) The total amount of time from the moment service began exceeds a certain threshold MAX. Then, we could define the guard g Leave to be the boolean expression (x Busy + x Idle = MAX). This policy is representative of situations where, once the server begins operating on a customer, the operation must complete within a certain time, for example to avoid spoilage.
2) The total amount of time a customer has not received any service from the moment service began exceeds a certain threshold MAX. Then, g Leave = (x Idle = MAX). This could represent a similar situation, where spoilage occurs only when the customer is not being served. 3) A customer has waited for an uninterrupted period of time MAX without receiving any service. Then, g Leave = (x Idle = MAX), after adding an impulse arc a Idle, Repair (m, x) = x Idle , so that place Idle becomes empty after each repair. This could represent a situation, where, in addition to occurring only when the customer is not being served, any spoilage immediately disappears as soon as service resumes. 4) A customer has spent more time waiting for the server to be operational than receiving service, from the moment service began. Then, g Leave = (x Idle > x Busy ).
A measure of interest is the fraction of jobs that decides to leave, The results where obtained from our prototype FSPN simulator implemented in SPNP 2 [12] .
For each choice of MAX, 20 independent replications were performed. The total runtime to compute all the data shown in Fig. 4 was approximately 7 minutes using an ordinary Unix workstation.
A Dual-Tank Processing Facility
Consider a processing plant where, during normal operation, liquid enters a main tank, One, from an external source with rate g in , and is used by a processing station, with a (potential) rate g g out in > (see Fig. 5 ). However, the processing station is subject to breakdowns, during which it cannot process the liquid. Interrupting the flow from the external source of liquid into the main tank is an expensive operation, hence, a second additional tank, Two, is present. When the processing station is down, the liquid is automatically routed to tank Two, which has a maximum capacity b Two . Only when the second tank is full, the flow from the external source is shut down. After a repair, the processing can resume and the liquid is routed again from the external source, which is restarted if it had been shut down, into tank One. In addition, any liquid in tank Two is pumped into tank One, with rate g 21 . If g in + g g 21 > out , the level in tank One will increase while the processing station is working to catch up after a repair.
Since tank One has a maximum capacity, b One , the flow from tank Two to tank One, rather than the flow from the external source, is slowed down when this limit is reached. The guard g Xfer = (x One < b One ) in the FSPN of Fig. 6 enforces this behavior.
The main reason for having two tanks, instead of a single large one, is efficiency. As the liquid needs to be maintained at a given temperature, tank One is constantly heated, while tank Two is heated only when it contains liquid, because of a breakdown. Indeed, the two measures we could be interested in computing are:
number of firing of up to time Stop t t the frequency at which the external source needs to go through a start-stop cycle, and probability that tank Two is not empty at time t. For each choice of g in , 10 independent replications were performed. The total runtime to compute all the data shown in Fig. 7 was approximately 2 minutes using an ordinary Unix workstation.
CONCLUSION
In this paper, we extended the modeling power of recently introduced fluid stochastic Petri nets. Since equations characterizing the evolution of such FSPNs constitute a coupled system of partial differential equations, their generation and solution can become intractable but for small or very wellstructured FSPNs. Hence, discrete-event simulation becomes an important alternative avenue for the solution of FSPNs. However, due to the mixed nature of the state space, with discrete and continuous components and arbitrary interactions between them, simulation also poses several challenges that we address. When we can characterize the type of interactions as belonging to one of the several restricted classes of models we define, a better suited, and faster, simulation algorithm can be employed for the solution.
