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Abstract. The GeometricXL algorithm is a geometrically invariant ver-
sion of the XL algorithm that uses polynomials of a much smaller degree
than either a standard Groebner basis algorithm or an XL algorithm for
certain multivariate equation systems. However, the GeometricXL algo-
rithm as originally described is not well-suited to elds of even charac-
teristic. This paper discusses adaptations of the GeometricXL algorithm
to even characteristic, in which the solution to a multivariate system is
found by nding a matrix of low rank in the linear span of a collection of
matrices. These adaptations of the GeometricXL algorithm, termed the
EGHAM process, also use polynomials of a much smaller degree than a
Groebner basis or an XL algorithm for certain equation systems. Fur-
thermore, the paper gives a criterion which generally makes a Groebner
basis or standard XL algorithm more ecient in many cryptographic
situations.
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1 Introduction
The solution of a system of multivariate equations over a eld is a problem that
has recently attracted much attention in cryptology. The classical method for
analysing such an equation system is to calculate its Gr obner basis by using
Buchberger's algorithm or a related method [2,6,7]. Furthermore, other tech-
niques have been proposed for solving a multivariate equation system in a cryp-
tographic context, such as the XL algorithm [5]. However, a Gr obner basis algo-
rithm with the lexicographic ordering and an XL algorithm are closely related [1].
The geometric properties of the XL algorithm are discussed in [12]. In partic-
ular, the XL algorithm is not a geometrically invariant algorithm, that is a simple
change of co-ordinate system can vastly increase or decrease the running time of
the XL algorithm. The GeometricXL algorithm, proposed in [12], is a geometri-
cally invariant algorithm which can solve certain multivariate equation systems
using polynomials of a much smaller degree than a Gr obner basis algorithm or
an XL algorithm. However, the GeometricXL algorithm as described in [12] can-
not easily be used in a eld of even characteristic, which is of course a situation
? M.B. Paterson was supported by EPSRC grants GR/S42637 and EP/D053285.of great cryptographic importance. The main contribution of this paper is to
give an adaptation of the GeometricXL algorithm that is specically tailored
for use in a eld of even characteristic. This adaptation of the GeometricXL
algorithm, like the original GeometricXL algorithm, is one that attempts to nd
a linear combination of a collection of matrices that has low rank, a problem
sometimes termed MinRank. We note that some related issues concerning the
MinRank problem in cryptology are considered in [8]. We term the adaptation
of the GeometricXL algorithm given in this paper the EGHAM process, and we
note that the EGHAM process can solve certain multivariate equation systems in
even characteristic using polynomials of a much smaller degree than a Gr obner
basis algorithm or an XL algorithm. Furthermore, a criterion (the LS-criterion)
used by the EGHAM process generally greatly reduces the number of equations
under consideration. This reduction criterion can also be applied directly to a
standard Gr obner basis or XL algorithm in many cryptographic situations, so
directly making these algorithms far more ecient.
2 The XL Algorithm
We consider the polynomial ring F[x0;:::;xn] of polynomials in n + 1 variables
over a eld F. An XL algorithm transforms a homogeneous (without loss of gen-
erality) equation system into a homogeneous equation system f1 = ::: = fm = 0
of degree D by multiplying the original polynomials by selected monomials [5].
We generally suppose that this equation system has a unique (projective) solu-
tion, a common situation in cryptology, though most of our comments are more
generally applicable. The aim of an XL algorithm is to solve this new system
by linearisation [5], that is by regarding each monomial of degree D as an in-
dependent variable and then applying basic linear algebra. The GeometricXL
algorithm [12] exploits the geometrical properties of the new equation system to
give a solution method that is most applicable when the eld characteristic is
either zero or exceeds D. We discuss the GeometricXL algorithm in this case in
this section and give an alternative description of the GeometricXL algorithm.
2.1 The GeometricXL Algorithm
The critical step of the XL algorithm [12] is an attempt to solve a system of ho-
mogeneous equations f1 = ::: = fm = 0 of degree D in a eld of characteristic p
by nding a bivariate polynomial in hf1;:::;fmi. However, the set of bivariate
polynomials is not invariant under collineation (change of co-ordinates), so the
XL algorithm is not geometrically invariant. The GeometricXL algorithm is a geo-
metric invariant generalisation of the XL algorithm. The GeometricXL algorithm
focusses on rank-2 product polynomials (Denition 1), an invariant generalisa-
tion of the bivariate polynomial, and the GeometricXL algorithm is motivated
by Lemma 1, the geometric invariance result of [12].Denition 1. A rank-2 product polynomial is a homogeneous polynomial of
degree D in the polynomial ring F[x0;:::;xn] of the form
D Y
i=1
(iL   0
iL0);
where L and L0 are homogeneous linear polynomials and i;0
i are constants in
some extension eld F of F. We let RD
F;n denote the set of all such rank-2 product
polynomials of degree D in F[x0;:::;xn].
Lemma 1. The set RD
F;n of all rank-2 product polynomials of degree D in the
polynomial ring F[x0;:::;xn] is invariant under collineation.
The GeometricXL algorithm requires us to nd a linear combination g of
f1;:::;fm such that g =
Pm
l=1 lfl is a rank-2 product polynomial, that is
g 2 RD
F;n. If such a rank-2 product polynomial can be found, then we know that
any solution to the original system f1 = ::: = fm = 0 satises iL 0
iL0 = 0 for
some value of i. This gives us linear expressions in x0;x1;:::;xn, which provides
information about the solution and potentially allows us to eliminate one variable
from the equation system, giving us a smaller equation system and so on.
For any homogeneous polynomial h of degree d and any monomial x =
x
e0
0 :::xen
n of degree k  d (so e0 + ::: + en = k), we denote the kth order
partial derivative of h with respect to x by Dk
xh, so Dk
xh = @
kh
@x . We can now
represent all the possible kth order partial derivatives of h as a matrix in which
each row is the polynomial Dk
xh of degree d   k represented as a vector of its
coecients. There are
 n+k
k

monomials of degree k in n+1 variables, so we can
dene an
 n+k
k


 n+d k
d k

partial derivatives matrix
C
(k)
h =
 
Dk
xh

:
The GeometricXL algorithm works as a rank-2 product polynomial can be
identied using Lemma 2 (given by results of [12]) from its partial derivatives of
order D   1 in elds of certain characteristics.
Lemma 2. Suppose g is a homogeneous polynomial of degree D in F[x0;:::;xn],
where the eld F has characteristic zero or characteristic exceeding D. The poly-
nomial g is a rank-2 product polynomial if and only if the partial derivatives
matrix C
(D 1)
g satises
C(D 1)
g =
 
DD 1
x g

= (axL + a0
xL0)
for some homogeneous linear polynomials L and L0 and constants ax and a0
x. An
equivalent condition is that for a eld F with charateristic zero or characteristic
exceeding D, then g 2 RD
F;n if and only if C
(D 1)
g has rank at most 2. Moreover,
if g 2 RD
F;n then C
(D 1)
g has rank at most 2 in a eld F of any characteristic.The GeometricXL algorithm attempts to nd some linear combination of
f1;:::;fm such that g =
Pm
l=1 lfl 2 RD
F;n. The same linear combination of
partial derivatives matrices of f1;:::;fm satises
C(D 1)
g =
 
DD 1
x g

=
m X
l=1
l
 
DD 1
x fl

=
m X
l=1
lC
(D 1)
fl :
This matrix C
(D 1)
g has rank 2 by Lemma 2, so all of the 3-minors (33 sub-
determinants) of C
(D 1)
g =
Pm
l=1 lC
(D 1)
fl vanish. This gives a system of cubic
equations in 1;:::;m. For some equation systems and choices of m and n,
this cubic system is easily soluble, for example by linearisation. This process
is in essence the GeometricXL algorithm, and it uses polynomials of a much
smaller degree for certain equation systems than either a Gr obner basis or XL
algorithm [12].
It is a consequence of Lemma 2 that the performance of the GeometricXL al-
gorithm as originally described in [12] depends greatly on the eld characteristic.
When the characteristic p of the eld F satises p = 0 or p > D, then identifying
a partial derivatives matrix of rank at most 2 gives a rank-2 product polynomial
(Lemma 2) and so gives information about the solution to the original system.
However, when the characteristic p satises 0 < p  D, then a partial derivatives
matrix of rank at most 2 may or may not give a rank-2 product polynomial. In
particular, the GeometricXL algorithm of [12] is not well-suited for elds of even
characteristic.
2.2 An Alternative Description of the GeometricXL Algorithm
The GeometricXL algorithm as described in [12] requires the use of (D   1)th-
order partial derivatives matrices in order to solve a homogeneous multivariate
polynomial system of degree D. However, we now give an equivalent description
of the GeometricXL algorithm in terms of rst order partial derivatives matrices
when the eld characteristic is either zero or it exceeds the degree D.
Denition 2. Let h be a homogeneous polynomial of degree D in the polyno-
mial ring F[x0;:::;xn], where the eld has characteristic p and either p > D
or p = 0. Furthermore let x = x
e0
0 :::xen
n denote a monomial of degree k
(0  k  D), so e0 + ::: + en = k. The kth-order catalecticant matrix [11]
of h is
e C
(k)
h =

1
e0!:::en!

@kh
@x
e0
0 :::@x
en
n

=

1
e0!:::en!
Dxh

:
Lemma 3. The catalecticant matrix e C
(k)
h satises

e C
(k)
g
T
= e C
(d k)
g [11], and
the catalecticant and partial derivatives matrices of order k, e C
(k)
h and C
(k)
h , share
the same row space and have the same rank, with in particular e C
(1)
h = C
(1)
h .The GeometricXL algorithm tries to nd a rank-2 product polynomial g.
Lemma 3 shows that the column space of rst order partial derivatives matrix
C
(1)
g is identical to the row space of the (D 1)th order partial derivatives matrix
C
(D 1)
g , so giving Lemma 4.
Lemma 4. If the characteristic of F is either zero or exceeds D, then a multi-
variate polynomial g over F of degree D is a rank-2 product polynomial, that is
g 2 RD
F;n, if and only if its rst partial derivatives matrix C
(1)
g has rank 2.
Lemma 4 means that the GeometricXL algorithm could be carried out by
using the cubic system derived from the rst order partial derivatives matrix
rather than the (D  1)th order partial derivatives matrix. Furthermore, a basis
for the column space of C
(1)
g gives a pair of homogeneous linear polynomials L
and L0 of use in the product form of g. We give an example of an application of
this alternative GeometricXL algorithm in Appendix A.
3 A Rank-2 Product Polynomial in Even Characteristic
We now suppose in this and subsequent sections that the eld F is of even char-
acteristic, and we wish to nd solutions to f1 = ::: = fm = 0, where f1;:::;fm
are homogeneous equations of degree D in F[x1;:::;xm]. For a GeometricXL al-
gorithm in even characteristic, we wish to nd a linear combination of f1;:::;fm
that is a rank-2 product polynomial, that is we wish to nd g such that
g =
m X
l=1
lfl =
D Y
i=1
(iL + 0
iL0) =
D X
i=0
2
i Li (L0)
D i ;
for some i 2 F (as F has even characteristic), i;0
i 2 F (some extension eld
of F) and homogeneous linear polynomials L;L0 2 F[x0;:::;xn]. We further
suppose that L and L0 can be written as
L =
n X
j=0
ajxj and L0 =
n X
j=0
a0
jxj:
The alternative description of the GeometricXL algorithm given in Section 2.2
nds a rank-2 product polynomial by nding a rst order partial derivatives
matrix of rank 2 in the case that the eld characteristic p satises p = 0 or
p > D. However, this property still holds in even characteristic, though the
converse is not true, as the irreducible polynomial x2
0 + x1x2 over GF(2) with a
partial derivatives matrix of rank 2 demonstrates.
We now discuss the properties of the partial derivatives matrix of a rank-2
product polynomial in even characteristic. We let WD denote the vector space
of homogeneous polynomials over F of degree D in n + 1 variables, so WD has
dimension
 n+D
D

[9]. In the terminology of [12], WD is SD(V ), the Dth sym-
metric power of the dual space V  of the standard vector space V of dimension
n + 1 over F. We now dene certain subspaces of WD that we consider in the
development of a GeometricXL algorithm for even characteristic.Denition 3. The L2S-subspace Us < W2s+2 for even degree D = 2s+2 is the
subspace hxixjx2jx 2 Wsi < W2s+2.
Denition 4. The L1S-subspace U0
s < W2s+1 for odd degree D = 2s + 1 is the
subspace hxix2jx 2 Wsi < W2s+1.
Denition 5. The L0S-subspace U00
s < W2s for even degree D = 2s is the
subspace hx2jx 2 Wsi < W2s.
Lemma 5. Any L2S-subspace Us, L1S-subspace U0
s and L0S-subspace U00
s is
invariant under collineation. The dimensions of these subspaces are given by:
Dim(Us) =
 n+1
2
 n+s
s

+
 n+s+1
s+1

;
Dim(U0
s) =
 n+1
1
 n+s
s

;
Dim(U00
s ) =
 n+s
s

:
The partial derivative mapping is a linear mapping, so any series of partial
derivatives denes linear transformations W2s+2 ! W2s+1 ! W2s ! W2s 1.
Thus any series of repeated partial dierentiation gives rise to a series of linear
transformations Us ! U0
s ! U00
s ! f0g or informally L2S ! L1S ! L0S ! 0.
Our analysis of rank-2 product polynomials in even characteristic now proceeds
by considering even and odd degree polynomials as separate cases.
3.1 A Rank-2 Product Polynomial of Even Degree
We can write the even degree D as D = 2s+2, so a rank-2 product polynomial
g 2 R
2s+2
F;n can be expressed as
g =
2s+2 X
i=0
2
i Li(L0)2s+2 i =
s+1 X
i=0
2
2i L2i(L0)2(s+1 i)+
s X
i=0
2
2i+1 L2i+1(L0)2s+1 2i:
Thus we can express a rank-2 product polynomial g of even degree as
g =
 
s+1 X
i=0
2i Li(L0)(s+1 i)
!2
+ LL0
 
s X
i=0
2i+1 Li(L0)s i
!2
:
We denote the rst square of degree 2(s + 1) by S and the second square of
degree 2s by S, so g is given by
g = LL0S + S:
As F has even characteristic, any partial derivative of S or S vanishes, so a
partial derivative of g 2 R
2s+2
F;n is given by
@g
@xl
=
@ (LL0)
@xl
S =
@L
@xl
L0S +
@L0
@xl
LS = al (L0S) + a0
l (LS):
We have therefore shown that the partial derivative of a rank-2 product poly-
nomial with respect to any variable is a linear combination of L0S and LS. The
above comments are summarised in Lemma 6.Lemma 6. Let g 2 F[x0;:::;xn] be a rank-2 product polynomial of even degree
2s + 2. If the eld F has even characteristic, then g 2 R
2s+2
F;n has the following
properties:
1. g 2 Us, the L2S-subspace;
2.
@g
@xl 2 U0
s, the L1S-subspace;
3. the partial derivatives matrix C
(1)
g has rank at most 2.
3.2 A Rank-2 Product Polynomial of Odd Degree
We can write the odd degree D as D = 2s + 1, so a rank-2 product polynomial
g 2 R
2s+1
F;n can be expressed as
g =
2s+1 X
i=0
2
i Li(L0)2s+1 i =
s X
i=0
2
2i L2i(L0)2s+1 2i +
s X
i=0
2
2i+1 L2i+1(L0)2s 2i:
We can thus express a rank-2 product polynomial g of odd degree as
g = L0
 
s X
i=0
2iLiL0s i
!2
+ L
 
s X
i=0
2i+1LiL0s i
!2
The above expression for g consists of two squares of degree 2s, which we denote
by S0 and S respectively. We can thus express g as
g = LS + L0S0:
As S and S0 are square polynomials over a eld of even characteristic, any partial
derivative of S or S0 is zero. Thus a partial derivative of g 2 R
2s+1
F;n is given by
@g
@xl
=
@L
@xl
S +
@L0
@xl
S0 = alS + a0
lS0:
We have therefore shown that the partial derivative of a rank-2 product polyno-
mial of odd degree with respect to any variable is a linear combination of S and
S0. The above comments are summarised by Lemma 7.
Lemma 7. Let g 2 F[x0;:::;xn] be a rank-2 product polynomial of odd degree
2s + 1. If the eld F has even characteristic, then g 2 R
2s+1
F;n has the following
properties:
1. g 2 U0
s, the L1S-subspace,
2.
@g
@xl 2 U00
s , that is any partial derivative of g is a square;
3. the partial derivatives matrix C
(1)
g has rank at most 2.3.3 A Necessary Criterion for a Rank-2 Product Polynomial
Denition 6. The LS-criterion for a homogeneous multivariate polynomial g
is that g is an element either of the L2S-subspace (even degree) or the L1S-
subspace (odd degree).
Lemmas 6 and 7 show that for a polynomial g =
Pm
l=1 lfl to be a rank-2
product polynomial, we require that g satises the LS-criterion. For equation
systems of cubic or higher degree, Lemma 5 shows that the dimension of the L2S-
subspace or the L1S-subspace is generally far smaller than the dimension of WD.
For such equation systems, we can therefore obtain many linear constraints on
1;:::;m for g =
Pm
l=1 lfl to be a rank-2 product polynomial. These linear
constraints can be processed very eciently using basic linear algebra. Thus this
criterion alone can easily greatly reduce the size of or even solve the equation
system.
We give an example of solving a cubic system over a eld of even characteristic
by considering membership of the L1S-subspace U0
1 in Appendix B. However,
both the L1S-subspace and and L2S-subspace contain many polynomials that
are not rank-2 product polynomials, so we can require further processing after
this preliminary linear ltering. Furthermore, this criterion cannot be applied to
quadratic systems as U0 = W2. We discuss further techniques to identify rank-2
product polynomials in Section 4.
4 Identication of a Rank-2 Product Polynomial
We consider the homogeneous multivariate equation system f1 = ::: = fm = 0
of degree D, where f1;:::;fm 2 F[x0;:::;xn] and F has even characteristic. The
basic idea of the GeometricXL algorithm is to nd a linear combination such that
g =
Pm
l=1 lfl is a rank-2 product polynomial, that is g 2 RD
F;n. However, we
cannot identify such polynomials simply by considering their partial derivatives
matrices as we could when the characteristic exceeds the degree D or the char-
acteristic is zero (Section 2). This is demonstrated by the polynomial x2
0 +x1x2
(Section 3). However, we can use the properties of rank-2 product polynomials
in even characteristic given by Lemma 6 and Lemma 7 to help identify such
polynomials. This should enable us subsequently to develop a method for elds
of even characteristic based on the GeometricXL algorithm. However, we note
that such an algorithm still has the potential problem discussed in Section 7.5
of [12], namely the possibility of nested multiple linear factors only one of which
corresponds to a solution.
4.1 Multivariate Quadratic Systems
We consider a eld F of even characteristic and a homogeneous quadratic equa-
tion system f1 = ::: = fm = 0 over F. We need to nd a linear combination
g =
Pm
l=1 lfl such that g is a rank-2 product polynomial of degree 2. However,any such g 2 R2
F;n can be regarded as the product of the two homogeneous linear
polynomials L and L0 (Section 3.1), that is g is of the form
(a0x0 + :::a0x0)(a0
0x0 + :::a0
nxn) =
n X
i=0
aia0
ix2
i +
n X
i=0
i 1 X
j=0
(aia0
j + a0
iaj)xixj:
We can write ij = aia0
j + aja0
i, so the product of two homogeneous linear
polynomials can be expressed as
g = LL0 = (a0x0 + :::anxn)(a0
0x0 + :::a0
nxn) =
n X
i=0
aia0
ix2
i +
n X
i=0
i 1 X
j=0
ijxixj:
We can write the homogeneous quadratic polynomial fl (1  l  m) as
fl =
n X
i=0
d
(l)
ii x2
i +
n X
i=0
i 1 X
j=0
d
(l)
ij xixj
for coecients d
(l)
ij , so a rank-2 product polynomial g =
Pm
l=1 lfl satises
g =
Pn
i=0
Pm
l=1 ld
(l)
ii

x2
i +
Pn
i=0
Pi 1
j=0
Pm
l=1 ld
(l)
ij

xixj
=
Pn
i=0 aia0
i x2
i +
Pn
i=0
Pi 1
j=0 ij xixj:
Thus for g to be a rank-2 product polynomial, we can see by equating coecients
of xixj (j < i) that we require 1;:::;m such that ij =
Pm
l=1 d
(l)
ij l.
Let A be the 2(n+1) matrix with rows given by the (unknown) coecients
of the linear polynomials L and L0, so
A =

a0 ::: ai ::: aj ::: an
a0
0 ::: a0
i ::: a0
j ::: a0
n

;
then the ij are the 2-minors (22 sub-determinants) of A. Now, there are
 n+1
4

4-minors of the 4  (n + 1) matrix A =

A
A

, and these are given by
Ai1;i2;i3;i4 = i1;i2i3;i4 + i1;i3i2;i4 + i1;i4i2;i3:
However, the matrix A clearly has rank at most 2, so every 4-minor of A is
identically 0. Thus we obtain
 n+1
4

identities Ai1;i2;i3;i4 = 0. As each 4-minor
Ai1;i2;i3;i4 of A gives rise to a homogeneous quadratic expression in ij, so each
4-minor identity Ai1;i2;i3;i4 = 0 gives a homogeneous quadratic identity in ij.
We saw above that for g =
Pm
l=1 lfl to be a rank-2 product polynomial,
we require that ij =
Pm
l=1 d
(l)
ij l. Thus the
 n+1
4

identities Ai1;i2;i3;i4 = 0 give
rise to a homogeneous quadratic system with
 n+1
4

 1
24n4 equations satised
by 1;:::;m. We can potentially solve this system using linearisation or someother simple technique. If there is a unique solution to this quadratic system in
1;:::;m, then this can directly determine the solution of the original equation
system. More generally, an analysis of this quadratic system gives much informa-
tion about the original quadratic system, which could then be used with other
techniques to provide a solution to the original system.
We make some comments about geometric aspects of this process in Sec-
tion 5.2, and demonstrate the use of this process in nding a solution to a
quadratic system in Appendix C.
4.2 Multivariate Systems of Quartic or Higher Even Degree
We consider a eld F of even characteristic and a homogeneous equation system
f1 = ::: = fm0 = 0 of degree D = 2s + 2 (s > 0) over F, where without loss of
generality this equation system may have been obtained by applying the L2S
criterion of Section 3.3 to a larger system f1 = ::: = fm = 0 (so m0  m). We
need to nd a linear combination g =
Pm
0
l=1 lfl such that g is a rank-2 product
polynomial, that is g 2 R
2s+2
F;n . In the quadratic case (s = 0), we consider the
coecients of the non-square monomials xixj (so i 6= j) to give conditions for a
rank-2 product polynomial (Section 4.1). In the case of quartic and higher even
degree, we rst consider the coecients  ij of x
2s+1
i xj (for i 6= j) in g, a natural
generalisation of this idea.
If g is a rank-2 product polynomial of degree 2s + 2, so g 2 R
2s+2
F;n , then
g = LL0S + S, where L and L0 are the homogeneous linear polynomials of
Section 3 and S and S are homogeneous square polynomials of degree 2s and
2s + 2 respectively (Section 3.1). Thus if we let si denote the coecient of x2s
i
in S we have
g = (aixi + ajxj + :::)(a0
ixi + a0
jxj + :::)(six2s
i + :::) + S
=  ijx
2s+1
i xj + ::: = siijx
2s+1
i xj + ::: = (bia0
j + b0
iaj)x
2s+1
i xj + :::;
where ij = aia0
j +a0
iaj is a 2-minor of the matrix A of Section 4.1 and bi = siai
and b0
i = sia0
i. Thus we have  ij = siij = bia0
j+b0
iaj for i 6= j. For completeness,
we set  ii = bia0
i + b0
iai = siaia0
i + siaia0
i = 0.
The matrix   = ( ij) can be expressed as   = B +B0, where B = ba0T and
B0 = b0aT for appropriate column vectors of coecients b, a, b0 and a0, so B
and B0 are both matrices of rank 1. Thus the matrix   of coecients of x
2s+1
i xj
(for i 6= j with  ii = 0) of a rank-2 product polynomial has rank at most 2 as it
is the sum   = B + B0 of two matrices of rank 1. There are
 n+1
3
2
3-minors of
 , and they are given by
Bi1;i2;i3;j1;j2;j3 =  i1;j1 i2;j2 i3;j3 +  i1;j1 i2;j3 i3;j2 +  i2;j1 i1;j2 i3;j3
+ i2;j1 i1;j3 i3;j2 +  i3;j1 i1;j2 i2;j3 +  i3;j1 i1;j3 i2;j2:
However, every 3-minor of the matrix   of rank 2 vanishes, so we obtain
 n+1
3
2
identities Bi1;i2;i3;j1;j2;j3 = 0.For g to be a rank-2 product polynomial, we can see by equating coecients
of x
2s+1
i xj (i 6= j) that we require 1;:::;m0 such that ij =
Pm
0
l=1 d
(l)
ij l,
where d
(l)
ij denote the coecient of x
2s+1
i xj in fl. Thus the
 n+1
3
2
identities
Bi1;i2;i3;j1;j2;j3 = 0 give rise to a homogeneous cubic system with
 n+1
3
2
 1
36n6
equations satised by 1;:::;m0. It may now be possible to solve this resulting
cubic system in 1;:::;m0 by linearisation or some other method, so providing
a solution to the original equation system. We provide an example of this process
to solve a homogeneous quartic system in Appendix D.
We also note that is very easy to produce further homogeneous cubic equa-
tions in 1;:::;m0 if required, as   is far from being the only matrix of coef-
cients having rank 2. For example, a similar argument to that given above for
  shows that the matrix of coecients of x2
0x
2s 1
i xj also has rank 2 and so on.
4.3 Multivariate Systems of Odd Degree
We consider a eld F of even characteristic and a homogeneous equation system
f1 = ::: = fm0 = 0 of odd degree D = 2s + 1 over F, where without loss of
generality this equation system may have been obtained by applying the L1S
criterion of Section 3.3 to a larger system f1 = ::: = fm = 0 (so m0  m). We
need to nd a linear combination g =
Pm
0
l=1 lfl such that g is a rank-2 product
polynomial, that is g 2 R
2s+1
F;n . In a similar way to the case for even degree, we
consider the coecients ij of x2s
i xj in g, including the coecients ii of x
2s+1
i .
If g is a rank-2 product polynomial of degree 2s + 1, so g 2 R
2s+1
F;n , then
we can express g as g = LS + L0S0, where L and L0 are homogeneous linear
polynomials and S and S0 are homogeneous square polynomials of degree 2s
(Section 3.2). We can thus express a summand of g as
LS = cijx2s
i xj + ::: = (six2s
i + :::)(ajxj + :::) = siajx2s
i xj + :::;
so the matrix C = (cij) has rank 1 as C = saT for appropriate column vectors
of coecients s and a. This means we can express g as
g = ijx2s
i xj + ::: = LS + L0S0 = (cij + c0
ij)x2s
i xj + ::::
Thus the matrix  = (ij) of coecients of x2s
i xj of a rank-2 product polynomial
has rank at most 2 as it is the sum  = C +C0 of two matrices of rank 1. There
are
 n+1
3
2
3-minors of , and they are given by
Ci1;i2;i3;j1;j2;j3 = i1;j1i2;j2i3;j3 + i1;j1i2;j3i3;j2 + i2;j1i1;j2i3;j3
+i2;j1i1;j3i3;j2 + i3;j1i1;j2i2;j3 + i3;j1i1;j3i2;j2:
However, every 3-minor of  vanishes as  has rank 2, so we obtain
 n+1
3
2
identities Ci1;i2;i3;j1;j2;j3 = 0.
For g to be a rank-2 product polynomial, we can see by equating coecients of
x2s
i xj (i 6= j) that we require 1;:::;m0 such that ij =
Pm
0
l=1 d
(l)
ij l, where d
(l)
ijdenote the coecient of x2s
i xj in fl. Thus the
 n+1
3
2
identities Ci1;i2;i3;j1;j2;j3 = 0
give rise to a homogeneous cubic system with
 n+1
3
2
 1
36n6 equations satised
by 1;:::;m0. It may now be possible to solve this resulting cubic system in
1;:::;m0 by linearisation or some other method, so providing a solution to
the original equation system. We provide an example of this process to solve
a quintic system in Appendix E. Furthermore, as in Section 4.2, we note that
is very easy to produce further homogeneous cubic equations in 1;:::;m0 if
required as there are many other coecient matrices having rank 2, for example
the matrix of coecients of x2
0x
2s 2
i xj.
5 A Geometrical Interpretation
The geometric techniques of Section 4 can be interpreted using the Grassmannian
variety [3,9,10]. We give some basic properties of the Grassmannian variety in
Section 5.1 and discuss their application in Section 5.2
5.1 The Grassmannian Variety and Exterior Algebra
We recall that W1 denotes the vector space of homogeneous linear polynomials
over F of degree D in n+1 variables (Section 3). Thus the two linear polynomials
L and L0 at the heart of Denition 1 are elements of W1, so the pair (L;L0) denes
a (projective) line in the projective space P(W1). The Grassmannian Gr2(W1)
is the set of all 2-dimensional subspaces of W1 or equivalently the set of all
projective lines in this projective space P(W1) [9,10].
The tensor product W1
N
W1 is the (n + 1)2-dimensional vector space with
basis vectors the set of formal symbols xi
xj and a bilinear inclusion map from
W1  W1 to W1
N
W1 [4,12]. The symmetric square S2(W1) is the subspace of
all symmetric tensors (ftij) 2 W1
N
W1 j tij = tjig), a subspace of dimension
1
2(n + 1)(n + 2) [9,12]. In even characteristic, the symmetric square can be
decomposed as
S2(W1)  = h(xi 
 xi)ii 
S2(W1)
h(xi 
 xi)ii
;
where the second (quotient) summand is the degree-2 part of the exterior algebra,
a space of dimension 1
2n(n + 1), which we denote by E2(W1). Thus we have
S2(W1)  = h(xi 
 xi)ii  E2(W1). The Grassmannian or Pl ucker embedding of
the Grassmannian Gr2(W1) in the degree-2 part of the exterior algebra is an
injective mapping  : Gr2(W1) ! P(E2(W1)) dened by (L;L0) 7! L ^ L0 or
equivalently
(L;L0) =
 
n X
i=0
aixi;
n X
i=0
a0
ixi
!
7!
n X
i=0
i 1 X
j=0
(aia0
j + a0
iaj)(xi ^ xj):
This vector of co-ordinates (aiaj+a0
iaj) is known as the Grassmannian or Pl ucker
co-ordinates of the (projective) line dened by L and L0. Thus the Grassmannianco-ordinates of the line dened by L and L0 are given by the 2-minors of the
matrix A of Section 4.1, with rows given by L and L0.
The Grassmannian embedding allows the representation of (projective) lines
in P(W1) as distinct points in the projective space P(E2(W1)), which is isomor-
phic to PG(1
2n(n+1) 1;F). The Grassmannian variety G of P(E2(W1)) is the
set of all such embedded lines [3,9]. Thus the Grassmannian variety G is simply
 (Gr2(W1)), the image of the Grassmannian Gr2(W1), so G is dened by
G =
n D
(21;31;:::;n+1;n 1;n+1;n)
T
E
2 P(E2(W1))

  Ai1;i2;i3;i4 = 0
o
;
where Ai1;i2;i3;i4 is the quadratic identity of Section 4.1. Thus the Grassmannian
variety G can be dened by the intersection of quadrics in P(E2(W1)).
5.2 The Grassmannian Variety and the GeometricXL Algorithm
We consider rst a GeometricXL algorithm for homogeneous quadratic systems
in even characteristic, discussed in Section 4.1. We need to nd g =
Pm
i=1 lfl
such that g is the product of two homogeneous linear polynomials L and L0. We
can think of g in the natural and obvious way as an element of S2(W1). Thus we
can dene the canonical projection (g) of g onto the exterior algebra E2(W1),
so (g) is the square-free part of g. However, g is a product of linear polynomials
if and only if (g) 2 G, the Grassmannian variety. Thus the geometrical inter-
pretation of the process of Section 4.1 is that it a process that rst attempts to
nd polynomials with no square terms in the variety
G
\
h(f1);:::;(fm)i;
and then analyses these polynomials to nd rank-2 product polynomials.
There are some further obvious geometric comments that can be made about
higher degree equations systems. For example, for odd degree systems any so-
lution lies on the secant variety of the variety of all polynomials which are the
product of a linear polynomial and a square polynomial, and such secant vari-
eties are the basis of the GeometricXL algorithm when the characteristic exceeds
D or is zero [12]. However, a full geometric interpretation is still needed for cu-
bic and higher degree equation systems, and could provide interesting ideas for
solution methods. Such an interpretation is very likely to depend on the Grass-
mannian variety G as any rank-2 product polynomial depends fundamentally on
the linear polynomials L and L0, or equivalently such an interpretation depends
fundamentally on a point of the Grassmannian variety G.
6 Conclusions
A major contribution of this paper is the development of the LS-criterion (Def-
inition 6) in the solution of homogeneous cryptographic equation systems in
elds of even characteristic. The LS-criterion can be applied as part of a stan-
dard Gr obner basis or XL algorithm. In the common cryptographic situation ofattempting to nd a unique solution to a homogeneous equation system over a
eld of even characteristic, the goal of the XL algorithm is to nd a bivariate
polynomial and of the Gr obner basis algorithm (under lexicographic ordering)
to nd such a bivariate polynomial in the reduced Gr obner basis. However, we
have shown that any set of homogeneous polynomials generating such a bivari-
ate polynomial must satisfy the LS-criterion. Thus applying the LS-criterion
generally greatly reduces the number of polynomials under consideration by an
XL algorithm or Gr obner basis algorithm. Furthermore, the reduced set of equa-
tions obtained by applying the LS-criterion can be considered for any order of
the variables, as the LS-criterion is independent of the order of the variables.
This means that the XL algorithm or Gr obner basis algorithm with the LS-
criterion is far more ecient at nding an appropriate bivariate polynomial or
concluding that no such bivariate polynomial exists for a given degree (under
any variable order).
We can include the LS-criterion as part of an adaptation, using the ideas of
Section 4, of the GeometricXL algorithm [12] for use in elds of even char-
acteristic. This gives us a process for implementing an even (characteristic)
GeometricXL heuristic algorithmic method, which we term the EGHAM process.
The EGHAM Process
{ Generate a homogeneous system f1 = ::: = fm = 0 of degree D from an
original equation system in even characteristic.
{ Apply the LS-criterion (Denition 6), that is consider only linear combi-
nations of f1;:::;fm in the L2S-subspace or L1S-subspace for systems of
cubic or higher degrees, so generally reducing the size of the problem from
m equations to m0 equations.
{ Construct a quadratic or cubic equation system in the coecients 1;:::;m0
for
Pm
0
i=1 ifi to be a rank-2 product polynomial, for example by considering
the matrix of coecients of x
D 1
i xj (Section 4).
{ Analyse this quadratic or cubic system, perhaps by linearisation, to nd a
rank-2 product polynomial in hf1;:::;fm0i, which can then be factored to
provide information about the solution of (or even solve) f1 = ::: = fm = 0.
{ Apply this solution information directly to the original equation system.
The EGHAM process is an adaptation of the GeometricXL algorithm to elds
of even characteristic, and so is a geometric generalisation of an XL algorithm for
such elds. Thus the EGHAM process generates equations of at worst the same de-
gree as either a Gr obner basis (with lexicographic ordering) or an XL algorithm,
though usually by processing a far smaller equation system through the appli-
cation of the LS-criterion. However, as is clearly demonstrated by the examples
in the Appendices, the EGHAM process can use polynomials of a much smaller
degree for many equation systems in even characteristic than a Gr obner basis
algorithm or an XL algorithm.References
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A The Alternative GeometricXL Algorithm
We demonstrate the alternative GeometricXL algorithm (Section 2.2) on a ho-
mogeneous cubic system f1 = f2 = f3 = 0 of three equations in three variables
over GF(37). We give the coecents of f1;f2;f3 below with respect to the lexi-
cographic monomial ordering x3
0;x2
0x1;:::;x3
2.
23 27 15 25 11 24 26 7 21 36
21 35 2 18 4 1 29 5 32 33
32 13 28 10 8 13 24 10 19 15
We need to nd a linear combination 1C
(1)
f1 + 2C
(1)
f2 + 3C
(1)
f3 of these rst
order partial derivatives matrices C
(1)
f1 , C
(1)
f2 and C
(1)
f3 that has rank 2. Thus weneed to nd 1;2;3 such that
1
0
@
32 17 30 25 11 24
27 13 11 4 14 21
15 11 11 7 5 34
1
A
+ 2
0
@
26 33 4 18 4 1
35 36 4 13 10 32
2 4 2 5 27 25
1
A
+ 3
0
@
22 26 19 10 8 13
13 20 8 35 20 19
28 8 26 10 1 8
1
A
has rank 2. We can identify a matrix of rank 2 by considering its 3-minors, and,
as an example, the rst 3-minor of the above matrix is given by
343
1+222
12+302
13+1912
2+9123+912
3+223
2+202
23+2722
3+53
3:
There are 15 3-minors of the above 36 matrix, and we require them all to vanish
for this matrix to have rank 2. This gives a system of 15 homogeneous cubic
equations in 1;2;3. However, there are only 10 cubic monomials in 3 variables,
so we can solve this system by direct linearisation to obtain 1 = 3 and 2 =
263 as the unique solution. We thus consider the polynomial g = f1+26f2+f3
which has a vector of coecients given by (9;25;21;22;12;26;27;36;21;21) (with
respect to lexicographic ordering) and partial derivatives matrix of rank 2
C(1)
g = C
(1)
f1 + 26C
(1)
f2 + C
(1)
f3 =
0
@
27 13 5 22 12 26
25 7 12 7 35 21
21 12 15 36 5 26
1
A:
We can now either factor g directly or by noting that any factor of g is a linear
combination (possibly over an extension eld) of 27x0 +25x1 +21x2 and 13x0 +
7x1 + 12x2, which are given by a basis for the column space of C
(1)
g . Thus we
obtain a factorisation over GF(37) of a linear combination of f1;f2;f3 as
f1+26f2+f3 = 9(x0+32x1+3x2)(x2
0+16x0x1+24x0x2+29x2
1+24x1x2+9x2
2)
For a solution in GF(37), we obtain x0 =  (32x1 + 3x2), which on substitution
into f1 gives (over GF(37))
0 = x3
1 + x2
1x2 + 9x1x2
2 + 33x3
2 = (x1 + 24x2)(x2
1 + 14x1x2 + 6x2
2):
Thus over GF(37) we obtain x1 =  24x2 = 13x2, so x0 =  (32:13+3)x2 = 25x2.
This gives x1 = 2x0 and x2 = 3x0, so the solution to the homogeneous cubic
system f1 = f2 = f3 = 0 is given by (x1;x2;x3) = (1;2;3) for  2 GF(37). For
comparison, calculating this solution using a Gr obner basis or an XL algorithm
requires the generation of polynomials of degree 6.B The LS-Criterion
We let F = GF(2)(), where 4 +  + 1 = 0, be a eld with 24 elements, and we
represent elements of this eld in hexadecimal, so, for example, C denotes 3+2.
We consider the solution of the homogeneous cubic system f1 = f2 = f3 = 0
over F by applying the LS-criterion (Denition 6), where f1, f2 and f3 are given
below.
6x
3
0 + 7x
2
0x1 + 9x
2
0x2 + 2x0x
2
1 + Cx0x1x2 + 5x0x
2
2 + Fx
3
1 + 0x
2
1x2 + Dx1x
2
2 + 6x
3
2
Bx
3
0 + Bx
2
0x1 + Dx
2
0x2 + 0x0x
2
1 + 8x0x1x2 + 4x0x
2
2 + 5x
3
1 + 6x
2
1x2 + 3x1x
2
2 + Ax
3
2
Ex
3
0 + 9x
2
0x1 + Dx
2
0x2 + Dx0x
2
1 + 1x0x1x2 + Ax0x
2
2 + 1x
3
1 + 3x
2
1x2 + Cx1x
2
2 + 5x
3
2
We wish to to nd a linear combination g = 1f1 +2f2 +3f3 2 R3
F;n. The
LS-criterion for a cubic system is the L1S condition (Lemma 7 Part 1), that is
g 2 U0
1 < W3. However, a polynomial in three variables in W3 is in U0
1 if and
only if the coecient of x0x1x2 is zero, so we need to nd 1;2;3 such that
C1 + 82 + 13 = 0. Thus we have (1;2;3)T 2


(1;0;C)T;(0;1;8)T
. We
can now dene f0
1 = f1 + Cf3 and f0
2 = f2 + 8f3, and nd a linear combination
of f0
1 and f0
2 which factors either by direct search or by some other technique.
We thus obtain
f0
1+9f0
2 = f1+9f2+8f3 = 3(x0+x1+2x2)(x2
0+4x0x1+9x0x2+4x2
1+Ax1x2+Bx2
2):
This gives x0 = x1 + 2x2 as the unique solution over F, and upon substitution
into f1, f2 and f3, we obtain the following two linearly independent equations:
Cx3
1 + 6x2
1x2 + Ex1x2
2 + 7x3
2 = C(x1 + 7x2)2(x1 + 9x2);
5x3
1 + 5x2
1x2 + 1x1x2
2 + 0x3
2 = 5x1(x1 + 5x2)(x1 + 9x2):
We thus deduce that x1 = 9x2 and x0 = (9 + 2)x2 = Bx2, so the solution to
f1 = f2 = f3 = 0 is given by (x0;x1;x2) = (4;2;1) for  2 F. For comparison,
calculating this solution using a Gr obner basis or an XL algorithm requires the
generation of polynomials of degree 6.
C A Quadratic System in Even Characteristic
We use the eld F  = GF(24) of Appendix B. We consider the solution of the
homogeneous quadratic system f1 = ::: = f7 = 0 using the method of Sec-
tion 4.1, where f1;:::;f7 2 F[x0;:::;x6]. The coecients of f1;:::;f7 are given
with respect to the lexicographic ordering x2
0;x0x1;:::;x2
6 by the array below.
2 3 B A 9 D 3 F C F B 4 5 3 A 0 E 6 6 D C 9 F 5 E D 2 E
7 B F E 2 8 6 D 5 7 3 5 E 4 3 3 E 3 D 1 6 E B 4 A 5 E C
3 2 D A E 0 9 4 C 4 F 5 B C B 3 9 D 2 0 6 E 3 5 1 6 8 6
3 6 E F 2 B 2 B C 2 2 D 9 3 3 5 9 5 6 8 C 6 3 8 6 8 B 8
6 1 0 7 0 4 6 B 7 4 E 7 D 3 6 8 D 9 C A F 9 4 1 3 6 D E
8 A 0 4 0 2 D 1 6 8 4 0 0 B 7 1 2 6 8 C 3 9 F B 5 8 4 2
8 0 8 7 D F 0 4 F F E 9 2 5 F 0 2 D 4 9 6 6 B E 0 5 F DWe wish to nd 1;:::;7 such that g = 1f1+:::7f7 2 R2
F;n, so g is given
by
g = (21 + 72 + 33 + 34 + 65 + 86 + 87)x2
0
+(31 + B2 + 23 + 64 + 15 + A6 + 07)x0x1
+(B1 + F2 + D3 + E4 + 05 + 06 + 87)x0x2 + :::
= 01x0x1 + 02x0x2 + ::::
We can now use the 2-minor identity (Section 4.1)
A0;1;2;3 = 0123 + 0213 + 0312 = 0
to obtain a quadratic expression Q(1;:::;7) = 0, where the coecients of Q
are given with respect to the lexicographic ordering 2
1;12;:::;2
7 by the array
F 9 4 5 B A E 6 3 7 1 D 9 5 4 7 2 2 D 0 4 A 0 0 4 8 8 A:
There are
 7
4

= 35 such 2-minor identities giving rise to 35 quadratic expressions
in 1;:::;7 in total. As there are only 28 quadratic monomials in 7 variables,
we can express this quadratic system as a linear system in 28 variables using a
3528 matrix. This matrix has rank 27 and reducing it to echelon form gives
the unique (up to multiplication) solution
(1;2;3;4;5;6;7) = (2;C;7;2;F;2;1):
We can therefore obtain a linear combination of f1;:::;f7 which is a rank-2
product polynomial and so which factors to give
0 = 2f1 + Cf2 + 7f3 + 2f4 + Ff5 + 2f6 + f7
= 6(x0 + Ex1 + 6x2 + 6x3 + Bx4 + Fx5 + 6x6)(x0 + 9x1 + Dx2 + Cx3 + 2x6):
Thus we know that either x0 + Ex1 + 6x2 + 6x3 + Bx4 + Fx5 + 6x6 = 0 or
x0 +9x1 +Dx2 +Cx3 +2x6 = 0. We can make these two substitutions to reduce
the original problem in seven variables to one of two problems in six variables and
so on. We thus nd that the unique (projective) solution is (1;2;4;8;3;6;C). For
comparison, calculating this solution using a Gr obner basis or an XL algorithm
requires the generation of polynomials of degree 7.
D A Quartic System in Even Characteristic
We use the eld F  = GF(24) of Appendix B. We consider the solution of the
homogeneous quartic system f1 = f2 = f3 = f4 = f5 = 0 using the method
of Section 4.2, where f1;:::;f5 2 F[x0;x1;x2;x3;x4] satisfy the LS-Criterion
(without loss of generality). The coecients of f1;:::;f5 are given below with
respect to the lexicographic ordering x4
0;x3
0x1;:::;x4
4.
49D32B5BD3D4AD69932C00A0A47A008C971A54E967A6950BB086D2FF0D95D8583B6103
2D68B5EC0F085974058900407984F0A59C80E7924EBA6B03A069D8B9E4DC2A2E7634EB
6E03B1E544DF3352E19D00C082A850CFED40169539B0259520FD730402F6C18FCBDC6D
475365A26C3E7F0CC9EC00E030E8301361A220DCAA9EC573D00D369E441F2A9701149E
D943065F4D8DB2F9629E00303CB9E0EDA6DF00E28151E25960567B58E1AB1441A76B8CA rank-2 product polynomial in even degree is an element of the L2S-subspace
(Denition 3), and we note without loss of generality that f1;:::;f5 2 U1, the
L2S-subspace of W4.
A linear combination g = 1f1 + 2f2 + 3f3 + 4f4 + 5f5 is given by
g = (41 + 22 + 63 + 44 + D5)x4
0
+(91 + D2 + E3 + 74 + 95)x3
0x1
+(D1 + 62 + 03 + 54 + 45)x3
0x2 + :::
=  01x3
0x1 +  02x3
0x2 + ::::
We can now use the cubic identities B for g to be a rank-2 product poly-
nomial to obtain
 5
3


 5
3

= 100 homogeneous cubic equations in 1;:::;5
(Section 4.2). For example, the coecients with respect to the lexicographic or-
dering 3
1;2
12;:::;3
5 of the cubic expression given by B0;1;2;0;1;2 is given below.
09CF5757921C325CC9D45345AC71F6C7A21
Thus we obtain 100 cubic expressions in the 35 cubic monomials in the variables
1;:::;5, so we can express this cubic system as using a 10035 matrix. This
matrix has rank 34 and reducing it to echelon form gives the unique (projective)
solution
(1;2;3;4;5) = (5;2;9;B;1):
Thus we construct the linear polynomial g = 5f1 + 2f2 + 9f3 + Bf4 + 1f5, with
coecents given below, which is a rank-2 product polynomial.
18DABAA51A9A5379A68200304EB690F755CD63ED76419BCD705A2B95FBB4017D5E6587
We can indeed factor this linear combination of f1;:::;f5 to obtain
0 = g = (x0 + Dx1 + 9x2 + 5x3 + Bx4)
2  Irreducible Quadratic:
A solution over F therefore satises x0+Dx1+9x2+5x3+Bx4 = 0. We can thus
make a substitution to reduce the original problem in ve variables to a problem
in four variables. We can continue using this techniques on the smaller system to
give (1;E;4;6;7) as the unique (projective) solution to the original system. For
comparison, calculating this solution using a Gr obner basis or an XL algorithm
requires the generation of polynomials of degree 15.
E A Quintic System in Even Characteristic
We use the eld F  = GF(24) of Appendix B. We consider the solution of the
homogeneous quintic system f1 = f2 = f3 = f4 = f5 = 0 using the method
of Section 4.2, where f1;:::;f5 2 F[x0;x1;x2;x3;x4] satisfy the LS-Criterion
(without loss of generality). The coecients of f1;:::;f5 are given below withrespect to the lexicographic ordering x5
0;x4
0x1;:::;x5
4.
63DAD00009001040B6DB008048BE3078F167000C007030000000000200C0300
0070103023E90040612D405CC4ED007070000E0B074B30010421B010BD32D7A
0A2B2D000A0060B25D010010178D50FE5700000A00C030000000000F0010D00
006070909CAF0040552CD0EE87A900C030000C060E0F7407869930F0C078736
4BC09900030050E4933F00A0ECE25004F66700010080D0000000000B00B0300
0070A0E1FDC100E07D8A2050625300D0D000090C0251130D947EF030FCF0B16
8A0D52000A00505FD51800B0324DC0200F39000B009090000000000700B0B00
0010F0AB1A4C0070DC90D0B8CBFA00907000040C0E00DD07C0E790F03EFEE84
2416BD00050060FCC4FA00D078973004AFF50004003040000000000200D0900
0010D09EAB24008004FB104FBA2E008050000C070664130C76D58080812CDDF
A rank-2 product polynomial in odd degree is an element of the L1S-subspace
(Denition 4), and we note without loss of generality that f1;:::;f5 2 U0
2, the
L1S-subspace of W5.
A linear combination g = 1f1 + 2f2 + 3f3 + 4f4 + 5f5 is given by
g = (61 + 02 + 43 + 84 + 25)x5
0
+(31 + A2 + B3 + A4 + 45)x4
0x1
+(D1 + 22 + C3 + 04 + 15)x4
0x2 + :::
=  00x5
0 +  01x4
0x1 +  02x4
0x2 + ::::
We can now use the cubic identities C for g to be a rank-2 product poly-
nomial to obtain
 5
3


 5
3

= 100 homogeneous cubic equations in 1;:::;5
(Section 4.2). For example, the coecients with respect to the lexicographic or-
dering 3
1;2
12;:::;3
5 of the cubic expression given by C0;1;2;0;1;2 is given below.
16785F34B6C6BAC6AF0B48FA8D2CD5BCADA
Thus we obtain 100 cubic expressions in the 35 cubic monomials in the variables
1;:::;5, so we can express this cubic system as using a 10035 matrix. This
matrix has rank 30 and reducing it to echelon form gives the following relations
(amongst others):
0 = 2
15 + A3
5 = 2
25 + 13
5 = 2
35 + E3
5 = 2
45 + 73
5:
Thus analysing this equation system quickly shows that the unique (projective)
solution is given by
(1;2;3;4;5) = (F;1;D;6;1):
Thus we construct the linear polynomial g = Ff1 + 1f2 + Df3 + 6f4 + 1f5, with
coecents given below, which is a rank-2 product polynomial.
2379C3000C00E0ABD4AA0090F13E608A2B980004005080000000000700D0D00
00F0A01CF25600E0CE1B40FCD25D00202000010F08351B0BE8E8C080A74B9D6This linear combination of f1;:::;f5 factors to give
0 = g = (x0 + 8x1 + Ax2 + Dx3 + 6x4)  (Irreducible Quadratic)
2 :
A solution over F therefore satises x0+8x1+Ax2+Dx3+6x4 = 0. We can thus
make a substitution to reduce the original problem in ve variables to a problem
in four variables. We can continue using this techniques on the smaller system to
give (1;4;4;A;E) as the unique (projective) solution to the original system. For
comparison, calculating this solution using a Gr obner basis or an XL algorithm
requires the generation of polynomials of degree 20.