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ABSTRACT 
The evolution of integrated circuits, wireless communications, and data 
networking makes wireless networks practical for military and law enforcement 
applications.  The objective of this thesis is to test and to evaluate network 
performance and suitability of an 802.11 wireless access point enabled vertical 
takeoff and land (VTOL) unmanned aerial vehicle (UAV) functioning as an 
airborne sensor and communications relay platform. Also, by identifying the 
production process of a COTS Remote Controlled Helicopter equipped with a 
wireless access point, a system comprised of discrete technologies and 
production steps can be defined to gain insight into defeating an Aerial 
Improvised Explosive Device (AIED). Understanding the true capabilities of a 
small VTOL UAV, its applicability to a wireless network, and the production 
system associated with the manufacture of an AIED will allow proper planning, 
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I. INTRODUCTION  
A. BACKGROUND  
1. Modern Wireless Networking 
The continuing refinement of the Institute of Electrical and Electronics 
Engineers (IEEE) wireless 802.11 networking standard has enabled the average 
person to purchase and deploy inexpensive wireless technology. This is turn 
permits increasingly easy and rapid connection to an expanding cloud of 802.11 
wireless local area networks (WLANs). Using these connections, an individual 
can surf the internet from the local coffee shop, check email while in line at the 
supermarket and even buy and sell stock while at the car wash. What has 
caused this proliferation in easily accessible WLANs is not the fact that the 
technology is extremely wide-reaching but that it is a relatively simple system to 
set up and then deploy. 
Wireless networking in itself is not a new idea. While in a different sense 
than the way the word is used today, a connection between two handheld radios 
can be identified as a version of wireless networking. In this case, data is being 
passed in the form of voice communications. However, with the rise of 802.11 
networking technology, there has been a vast increase in the amount of data that 
can be passed as well as the speeds at which that data traverses the network. 
Combined with the ease of usage that is inherent and has been routinely 
demonstrated with respect to 802.11, capabilities exist that may potentially assist 
the warfighter during operations in a tactical environment. The greater flow of 
data to the warfighter allows for better spatial and situational awareness, thereby 
creating more flexible and robust courses of action to satisfy mission objectives.  
If a unit is preparing for a specific task, the instantiation of a local WLAN will not 
only complement the wired infrastructure needed for communications, but 
increase the quantity and types of data that can quickly and easily be relayed to  
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the end-user, thus creating an enhanced capability to pass orders (C2), 
coordinate actions, exchange information, and synchronize actions in terms of a 
unit’s response to an incident. 
With a few exceptions, 802.11 technologies are restricted primarily to line 
of sight (LOS) communications, and thereby limit network coverage to terrestrial 
line of site within the battle space.  Creative employment of 802.11 technologies 
to enable the widest LOS coverage and access to the warfighter have included 
mounting wireless access point hardware on mobile platforms such as highly 
mobile multipurpose wheeled vehicles (HMMWV), balloons, and mobile antenna 
masts.  Each of these solutions accomplishes their desired purpose, to extend 
wireless network coverage; however, each of these solutions is anchored to the 
ground and/or requires a significant logistic footprint to transport, maintain, or 
service.  This lack of combined vertical and horizontal mobility, coupled with the 
aforementioned logistic encumbrance, leaves the warfighter with the requirement 
of a wireless network extension solution that utilizes a relatively small logistic 
overhead and is also capable of volume movement in the operations area. 
An answer to this shortfall is the equipping of an Unmanned Aerial Vehicle 
(UAV) with an 802.11 mobile wireless access point, thereby breaking the bonds 
of terrestrial attachment while simultaneously extending the coverage of the 
wireless network beyond the LOS of the Network Operations Center (NOC) and 
proving wireless network access of the tactical user (disadvantaged user) out of 
the terrestrial line of site of the NOC.  
2. Mini-Unmanned Aerial Vehicles 
Unmanned Aerial Vehicles (UAV) have recently gained wide spread 
attention as a key enabler to the warfighter.  The ability to place a tactical asset 
in the air with minimal risk to personnel has broadly expanded the commander’s 
array of options in the Joint Operating Area (JOA).  Now, the perceived risk of 
putting an aerial Intelligence Surveillance and Reconnaissance (ISR) platform 
into a hostile environment is greatly mitigated.  Also, due to the removal of a  
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cockpit from the system, the airframes can be constructed at a greatly reduced 
size and weight thereby increasing the design flexibility options available to the 
UAV design team.   
The implementation of UAVs spans military organizational strata, from the 
strategic level incorporating airframes like the Global Hawk (See Figure 1) which 
can remain aloft for 42 hrs. and employ a payload of 1,960 lbs1 and the Pioneer 
(See Figure 2), which can remain aloft for 29 hrs. and employ a payload of 700 
lbs,2 all the way to the tactical level with the introduction of smaller UAVs that can 
be fielded by maneuver-sized elements such as companies, platoons and 
squads.   
 
 











                                            








Figure 2 Pioneer UAV (From: www.fas.org). 
 
 
Figure 3 RQ-11A Raven (From: xpda.com). 
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Figure 4 Boeing ScanEagle (From: www.geocities.com). 
These maneuver element sized UAVs such as the RQ-11A Raven (See 
Figure 3) which can remain aloft for 1.3 hrs, and carry a 4.5 lb3 and the Boeing 
ScanEagle (See Figure 4) which can remain aloft for 15 hours and carry a 
payload of 8 lbs4.  Most of the UAVs that are employed by maneuver sized units 
are classified as mini-UAVs. 
Mini-UAVs typically fly between 18 and 45 knots and weigh between 1 and 
40 pounds (See Figure 5). They have wingspans between 6 inches and 10 feet 
with maximum ranges being limited by the horizon. Mini-UAVs must maintain 
line-of-sight (LOS) between the aircraft and the ground station. The small size of 
these units inhibits the ability to carry satellite communications gear onboard for 
Over-the-Horizon (OTH) communications. Mini-UAVs are easily supportable with 
a small footprint and require very little logistical support. These systems are 
designed to provide an organic UAV capability to small forces such as Special 
                                            
3 Global Security.org, <http://www.globalsecurity.org/intell/systems/uav.htm>, (22 May 2006). 
4 Boeing, <http://www.boeing.com/defense-space/military/scaneagle/index.html>, (23 May 
2006). 
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Operations, company, platoon, and squad units.5  This genre of maneuver 
elements, also known as Tactical Users, stands to gain numerous benefits from 
the addition of organic mini-UAV’s to their inventories. 
 
Figure 5 UAV Classification Continuum (From: Weibel).  
B. THE TACTICAL USER 
With the emergence of the information enabled combatant, the warfighter 
has been equipped with a wealth of situational awareness aids, real time 
targeting tools, and communication channels.  Utilizing these different elements 
requires a greater networking signal footprint, to extend the command and 
control that the unit commander can provide. As such, there is a greater 
requirement for the flow of data from the battlefield to the unit commander and, if 
required, to the mission level or even theatre level commander. 
The tactical user label spans a wide envelope of descriptions.  The light 
infantryman is an obvious candidate for this label, but Special Operations Forces 
(SOF), Vessel Boarding Search and Seizure (VBSS) parties, Maritime 
Interdiction Operations (MIO) teams, and constabulary forces also fit well in this 
wide description. 
                                            
5 Weibel, p. 2. 
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However, the JOA is an environment that is harsh and unforgiving. A 
deployment of existing technologies, such as COTS 802.11 technology, requires 
a robust platform that can withstand the ever-changing environmental conditions 
that may be experienced throughout the world. Fortunately, the commercial world 
has realized the requirement for these robust platforms and has designed and 
fielded equipment capable of operating in the adverse environments found in the 
JOA.6  
C. AERIAL IMPROVISED EXPLOSIVE DEVICE (AIED) THREAT 
As early as January 2006, AIEDs were reportedly being employed by 
insurgents in Iraq7 to bring down low flying helicopters.  The evolution of this 
threat naturally points toward enabling a COTS Remote Controlled (RC) aircraft 
or improvised UAV with an explosive payload to be used as an extended range 
AIED.  This implementation is advanced by the increasing sophistication of RC 
Aircraft digital transmitters and receivers, the reduction in size and weight of IP 
based technologies, the availability of commercial autonomous flight packages 
and the presence of open source software to enable the integration of 
autonomous flight components into RC aircraft which may permit the flight of 
AIEDs in nearly any environment by an enemy combatant not co-located with the 
AIED.   A brief search on the internet yields a detailed description of converting 
an RC Helicopter to a computer controlled WiFi linked UAV.8  
D. COASTS 2006  
1. Background 
The Coalition Operating Area Surveillance and Targeting System 
(COASTS) programmatic concept is an effort to respond to the recognized 
requirement to produce a rapidly deployable, low cost, system to support multi-
                                            
6 COSTS 2006 CONOPS, p. 2. 
7 DefenseTech.org, <http://www.defensetech.org/archives/002090.html>, (19 August 2006). 
8 Orange, <http://perso.orange.fr/pascal.brisset/chromicro/doc/chromicro.html>, (17 
September 2006). 
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national data sharing by fielding a robust IP network based on wired and wireless 
COTS technologies.  This fielded network provides a platform from which various 
COTS C4ISR technologies are evaluated for JOA implementation and integration 
by the warfighter. 
Most Naval Postgraduate School (NPS) field experiments are, due 
primarily to their affiliation with activities that conduct such operation, primarily 
CLASSIFIED in nature.  The COASTS 2006, test, and evaluation platform is, by 
design, an UNCLASSIFIED effort to provide a venue for coalition partners, 
domestic constabulary agencies, and Non-Governmental Organizations (NGO).  
This premeditated adherence to an unclassified infrastructure allows the 
integration of the above agencies into experimentation in accordance with Chief 
of Naval Operations (CNO) Guidance, 2006. 
2. Purpose 
COASTS 2006 expanded upon the original field experiment conducted 
during COASTS 2005’s deployment to Wing 2, Lop Buri, Thailand. In 2006, the 
network team researched equipment relative to low-cost, commercially available 
solutions while integrating each technology and capability into a larger system of 
systems in support of tactical action scenarios. 
The May 2006 demonstration was an air, ground, and water-based 
scenario, occurring just north of Chiang Mai, Thailand. The scenario (See Figure 





Figure 6 COASTS Scenario Topology (From: Ehlert, 2006). 
The tactical information being collected from the scenario was fused, 
displayed, and distributed in real-time to local (Chiang Mai), theater (Bangkok), 
and global (Alameda, California) command and control (C2) centers. This fusion 
of information lead to the validation of using wireless communication mediums to 
support redundant links of the National Information Infrastructure, as well as the 
test and evaluation of the ‘last mile’ solution for the disadvantaged user.  
Continuing with COASTS 2005’s research theme, COASTS 2006 again: (1) 
examined the feasibility of rapidly-deploying networks, called “Fly-away Kits” 
(FLAK) and (2) explored sustainable considerations with respect to a hostile 
climatic (temperature, humidity, wind, etc.) environment. Network improvements 
included the testing and evaluation of new 802.11 mesh WLAN equipment, the 
refinement of a jointly-developed (NPS and Mercury Data Systems) 3-D 
topographic shared situational awareness (SSA) application called C3Trak, 
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enhanced unattended ground and water-based sensors, new balloon and 
unmanned aerial vehicles (UAV) designs, portable biometric devices, portable 
explosive residue detecting devices, and revised operational procedures for 
deployment of the network.9 
3. COASTS 2006 Tactical Implementation 
Through the use of all of the elements involved with the COASTS 
experiment the final objective is to enable the soldier or unit on the ground with 
complete spatial awareness of the specific battlespace. Using a rapidly 
deployable WLAN mesh network, the user can integrate his/her communication 
device into the network via several different methods which would include: 
802.11b/g 
802.16 Orthogonal Frequency Division Multiplexing (OFDM) 
Satellite Communications (SATCOM) 
Situational Awareness Software 
Wearable Computing Devices 
Personal Navigation Monitors (PNM) 
Air and Ground Sensors 
Mobile/Fixed Command and Control Platforms. 
All of these different methods would mesh seamlessly so the user could 
identify, communicate, and ultimately operate with the other units on the ground 
as well as remain in contact with the commanders removed from the battlefield 
and even commanders who are removed from the theatre. 
 
 
                                            
9 COASTS 2006 CONOPS, pp. 3-4. 
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The end objective for the overall COASTS project is to employ modern 
technology such that the maximum amount of force can be brought to bear while 
providing the maximum amount of battlefield awareness in conjunction with the 
smallest amount of support.10 
E. THESIS OBJECTIVES 
The COASTS 2006 field experiment is utilizing various advances in 
802.11 technologies that permit a rapidly formed mesh networks via COTS 
equipment. In addition, the area of operations (AO) is an environmentally 
adverse location so the equipment being employed has been designed to 
withstand the hostile conditions expected. However, what has not been 
examined in detail is the effect that the varying physical and environmental 
factors might have on the 802.11 signal, and the performance of a VTOL UAV 
equipped with 802.11 technologies. 
The goal of this thesis is to build upon pre-existing 802.11 IEEE standard 
applications in an urban, signal-friendly setting, and apply the standard to a 
COTS RC Helicopter UAV surrogate in a tactical and operational situation.  This 
exploration will help increase the understanding of how 802.11 coverage might 
be extended by a VTOL UAV.  Concurrently, research will be conducted to 
identify systematic queues to AIED production and potential interdiction 
techniques of an AIED as it is employed against a target. 
 
                                            
10 COASTS 2006 CONOPS, pp. 3-4. 
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II. TECHNOLOGICAL BACKGROUND 
A. MESH DYNAMICS MESHED 802.11 STRUCTURED MESH NETWORKS 
1. Introduction 
The ability to deploy a high performance wireless network that is not only 
transparent to the client but provides robust, mobile, radio and IEEE protocol 
while providing quality of service assurance is very advantageous. The military 
community deploys in fixed and expeditionary infrastructures that require the 
distribution of digital information to support battlefield preparation and battlefield 
situational awareness.  
The advent of digital sensor networks; UAV Command and Control, 
Intelligence, Surveillance and Reconnaissance (C2ISR) systems, Blue Force 
tracking, and the increased need for imagery data require robust digital wireless 
networks. These networks need to be auto-configurable and scalable under a 
single control layer.  
The data and communication network complexity of a rapid deployment 
force would resemble that of a Mobile Area Networks (MAN) with static and 
mobile Wireless Local Area Networks (WLAN), under which numerous Portable 
Area Networks (PAN) exist. The MAN would represent the “region of interest” 
and could/would be 100% wireless or consist of several “wired” operation centers 
with a hybrid of wireless back hauls and WLANs. WLANs would be established 
within the operational unit. PANs would be established to support sensor 
networks, inter-squad communications, etc. WLANs and PANs could be highly 
mobile and dynamic in nature, and potentially would extend beyond outside of 
direct MAN connectivity.11   
                                            
11 F. Acosta, US High Performance Mesh. Santa Rosa: 2005. 
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2. The MeshDynamics Meshed Network Architecture 
Cost effective wireless coverage on a large scale requires that the mesh 
must be able to provide sufficient bandwidth to clients many “hops” away from 
the Ethernet feed. Therein lay inherent limitations of mesh products which use 
one radio for the backhaul.  The chief limitation being that One-Radio Ad Hoc 
Mesh architecture does not scale. 
 
 
Figure 7 MeshDynamics multi-radio backhaul Comparison (From: Acosta). 
In a single radio wireless backhaul, all backhaul radios must “talk” on the 
same channel (see Figure 7).  However, a radio cannot send and receive at the 
same time. When data is to be relayed across multiple access point segments it 
must be received by one backhaul radio and then re-transmitted by that backhaul 
radio to be received by another downstream backhaul radio.   
During this relay, nearby radios have to be quiet; since all radios are on 
the same channel and therefore are a source of interference. This receive-send-
receive process used by one radio backhauls limits overall performance, and can 
result in bandwidth loss and increased latency of up to 50% per hop. 
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3. Structured MeshTM Uses a 2-Radio Backhaul 
Two mesh architectures are shown in Figure 8 below.  Most mesh 
products are a variant of the approach shown on the left. One radio services 
clients (pink) while the other radio (blue) forms a single radio ad hoc backhaul 
mesh. The radios operate in non interfering bands: 2.4 GHz (pink) for service and 
5.8 GHz (blue) for the backhaul. Note that the wireless backhaul is still a single 
radio - only one radio (blue) is part of the backhaul. Packets share bandwidth at 
each hop along the path with other interfering mesh backhauls - all operating on 
the same channel - because it is a single radio wireless backhaul.   
 
 
Figure 8 MeshDynamics multi-radio backhaul Simultaneous Send and 
Receive (From: Acosta). 
 
MeshDynamics Mesh Products have two backhaul radios (for 
uplink/downlink) and a third 2.4GHz service radio. Both the backhaul up link and 
down link "talk" on different channels. Bandwidth degradation effects endemic to 
single radio backhauls are eliminated - each radio link operates independently 
and simultaneous send/receives are now possible. The separate uplink and  
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downlink emulates wired switch stacks. This architecture supports scalable 
networks. Minimal performance degradation is experienced, even over several 
WAP segments.   
In the unlicensed space, interference from other radios is a fact of life. 
Reduced performance by operating on a "polluted" channel is especially 
significant in dense metro areas. In 1-radio backhauls all radios share the same 
channel. Interference on that channel affects the entire network.  In contrast, a 2-
radio backhaul is more agile: the backhaul radios can switch to other channels to 
mitigate local interference sources.  
4. Modular Approach Supports Extendibility 
The MeshDynamics Modular Mesh framework is purposely built to ensure 
interoperability between members of the product family. Modules form a network 




Figure 9 Modular Mesh Interoperable Network (From: Acosta). 
As an example (See Figure 9), the two mobile nodes above communicate 
with each other, though they are operating on different backhaul bands. The 
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"service" radio of node 4455 is acting as the parent downlink for node 4325. Also 
edge nodes 4220 connects with relay node 4350 through the service radio.  
Since 2.4GHz has more range than 5.8GHz radios, a 2.4GHz backhaul is 
preferable in low client density situations (such as rural areas) or at edges of the 
network where the interference is low. Interference increases with increasing 
client densities (as in urban areas). The 2.4GHz edge node (4220) does not 
become obsolete: it may be field upgraded to a 3-Radio 5.8GHz backhaul + AP 
(4350). The 4350 unit may be field upgraded to a 4-radio module if additional 
downlinks (4452) or an additional AP (4458) is needed.  Other mesh products 
have not been designed with this level of flexibility in mind.12 
Due to the stated strengths of the Modular Mesh system, it was selected 
for implementation by the COASTS 2006 project.  As such, and to maintain 
interoperability within the mesh, a MD mobile access point was selected as the 
802.11 Wireless Access Point (WAP) payload for the VTOL UAV surrogate.  
B. ROTARY UAV SURROGATE 
1. Airframe 
Due to the commercial shipping constraints of Petroleum, Oil and 
Lubricant (POL) containing vehicles, and the transpacific voyage that the VTOL 
UAV surrogate was to undergo in support of the COASTS 2006 experiment, a 
decision was made very early on in the project to pursue an electric powered 
solution.  This decision, and the dimensional baggage shipping constraints 
placed on commercial airline traffic, helped to scope market research, bound 
payload restrictions, and define airframe size.   
Based on market research, the majority of the COTS helicopter models at 
the upper end of the size scale were appropriate.  Because of the payload  
 
 
                                            
12 F. Acosta "Why Structured Mesh?." Mesh Dynamics Structured Mesh Technology. Mesh 
Dynamics. <http://www.meshdynamics.com/WhyStructuredMesh.html>, (26 August 2006). 
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requirements, and therefore the required power needed, a very stiff 
airframe/structure was desired, so a model with a carbon fiber construction was 
chosen. 
2. Power Plant 
The selection of a vehicle’s prime mover selection, be it an aircraft or an 
earthbound platform, plays a major role in vehicle design.  With that in mind, 
extensive market research was performed to match power, weight, and operating 
characteristics of the perspective payload, airframe and battery configurations 
with the appropriate motor.  Market research was performed and two general 
types of COTS electric motors were available; brushed and brushless. 
In a conventional (brushed) DC-motor, the brushes make mechanical 
contact with a set of electrical contacts on the rotor (called the commutator), 
forming an electrical circuit between the DC electrical source and the armature 
coil-windings. As the armature rotates on axis, the stationary brushes come into 
contact with different sections of the rotating commutator. The commutator and 
brush-system form a set of electrical switches, each firing in sequence, such that 
electrical-power always flows through the armature-coil closest to the stationary 
stator (permanent magnet.)  
In a brushless DC (BLDC) motor, the brush-system/commutator assembly 
is replaced by an intelligent electronic controller. The controller performs the 
same power-distribution found in a brushed DC-motor, only without using a 
commutator/brush system. The controller contains a bank of metal-oxide-
semiconductor field-effect transistor (MOSFET) devices to drive high-current DC 
power, and a microcontroller to precisely orchestrate the rapid-changing current-
timings. Because the controller must follow the rotor, the controller needs some 
means of determining the rotor's orientation/position (relative to the stator 
coils).13 
                                            
13 Wikipedia, <http://en.wikipedia.org/wiki/Brushless_DC_Electric_Motor>, (15 June 2006). 
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BLDC motors offer several advantages over brushed DC-motors, including 
higher reliability, reduced noise, longer lifetime (no brush erosion), elimination of 
ionizing sparks from the commutator, and overall reduction of electromagnetic 
interference (EMI.) BLDC's main disadvantage is higher cost, which arises from 
two issues: First, BLDC motors require high-power MOSFET devices in the 
fabrication of the electronic speed controller. Brushed DC-motors can be 
regulated by a comparatively trivial variable-resistor (potentiometer or rheostat), 
which is inefficient but also satisfactory for cost-sensitive applications. BLDC 
motors need a more expensive integrated circuit, called an electronic speed 
controller, to offer the same type of variable-control. Second, when comparing 
manufacturing techniques between BLDC and brushed motors, many BLDC 
designs require manual-labor, to hand-wind the stator coils. On the other hand, 
brushed motors use armature coils which can be inexpensively machine-wound. 
BLDC motors are considered more efficient than brushed DC-motors. This 
means for the same input power, a BLDC motor will convert more electrical 
power into mechanical power than a brushed motor. The enhanced efficiency is 
greatest in the no-load and low-load region of the motor's performance curve. 
Under high mechanical loads, BLDC motors and high-quality brushed motors are 
comparable in efficiency14. 
Because of the efficiency and performance characteristics of BLDC 
motors, a BLDC was selected as the power plant for the VTOL UAV surrogate 
described in this thesis. 
3. Electronic Speed Controller 
An Electronic Speed Controller (ESC) is a stand-alone unit which plugs 
into the receiver's throttle control channel and interprets control information in a 
way that varies the switching rate of a network of field effect transistors (FET).    
This switching allows for much smoother and more precise variation of motor 
speed in a far more efficient manner than the mechanical type with a resistive 
                                            
14 Wikipedia, <http://en.wikipedia.org/wiki/Brushless_DC_Electric_Motor>, (15 June 2006). 
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coil and moving arm once in common use.  In rotary flight, it is desirable to 
maintain a constant rotor head RPM in most cases, and most modern ESCs 
provide constant speed functionality to enable this option.  The ESC adjusts 
voltage output (RPM) and current (torque) to maintain rotor RPM at a constant 
rate as collective settings (collective pitch) are varied.  This produces stable and 
predictable flight performance.  Lithium Polymer (LiPO) ESC models also provide 
for low voltage cutoff, which is essential for use with LiPo battery packs to 
prevent damage, and possible combustion of the battery packs. 
It is essential that the ESC be matched with the type of motor (brushed or 
brushless) and the motors capacity.  As the motor selected for the surrogate 
VTOL UAV is capable of drawing >40A of current, the ESC must be rated to  
handle the current and associated heat load to prevent damage to the ESC and 
enable the peak performance of the motor in the presence of both moderate and 
high ambient temperature operations. 
4. Receiver 
As the name of this component suggests, it acts as the wireless receiving 
station for the signal that is transmitted from the operator’s radio remote control.  
Receivers in the market place today operate 27, 72, 75 MHz, and 2.4 GHz.  In 
the 27, 72, and 75 MHz frequencies channels are spaced out at 20 kilo hertz 
(KHz) intervals to allow for multiple paired receiver / transmitter users to operate 
in discrete channels without interference.  The Federal Communications 
Commission limits the output power in the 27, 72, and 75 MHz frequencies to 
750 miliwatts (mW).  2.4 GHz models, along with their transmitters were not 
considered for this experiment, as the many technologies in the COASTS 2006 
experiment operated in the 2.4 GHz space.  However, interference was not a 
likely worry in the 2.4 GHz space, as FCC regulations require, as a condition on 
their certification, that devices not interfere with other certified devices in that 
frequency, but providing as clean a Radio Frequency (RF) space in experimental 
conditions as possible was deemed desirable. 
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For receivers used in helicopter applications, pitch, collective, yaw / gyro, 
throttle, cutoff and receiver power channels are required. Because of this 
requirement, receivers with fewer than six channels were not considered for 
installation in the VTOL UAV surrogate. 
5. Servos 
The primary function of a servo is to convert an electrical signal into a 
mechanical output.  The mechanical output in the case of rotary flight is control 
surface input. Because of the near continuous, minute, and robust control inputs 
required for controlled rotary flight, specific performance characteristics of servos 
used in RC helicopter applications exist.  Servos must be responsive (< .2 
sec/60O) and powerful (>120 in oz. torque).  A wide variety of servos in this range 
exists and is represented broadly by two classes; digital and standard.  The 
digital servos operate in a more precise and predictable manner and are 
generally more fault resistant than the standard analog types.  Because of this 
positive trait, digital servos were selected for the VTOL UAV surrogate. 
6. Heading Gyro 
Heading gyros work with the yaw servo to detect and dampen or nearly 
eliminate helicopter movement in the yaw axis (defined as planar motion about 
the main rotor shaft).  This is accomplished by an accelerometer in the heading 
gyro detecting motion in the yaw axis and sending a compensating signal to the 
yaw servo to correct for the deviation.  Not all motion in the yaw axis is unwanted 
though, so the gyro monitors the signal from the yaw channel of the receiver to 
allow specific frequencies of yaw when a control signal is detected from the 
receiver.  Many gyro units have a heading hold feature which also dampens the 
yaw signal from the receiver to prevent over controlling and pilot induced 
oscillations (PIO).  This feature is desirable for the novice RC helicopter pilot as it 
provides more yaw controllability and therefore a gentler operator learning curve.  
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7. Batteries 
There are three major chemistry types used in constructing a 
rechargeable battery. The first one is called Nickel Cadmium (NiCd).  NiCd 
batteries are relatively inexpensive, but they have a number of negatives. NiCd 
batteries need to be fully discharged after each and every use. If they aren’t, they 
will not discharge to their full potential (capacity) on subsequent discharge 
cycles, causing the cell to develop what’s commonly referred to as a memory. 
Additionally, the capacity per weight (also known as “energy density”) of NiCd 
cells is generally less than Nickel Metal Hydride (NiMH) or Lithium Polymer 
(LiPo) cell types as well. Finally, the Cadmium that is used in the cell is quite 
harmful to the environment, making disposal of NiCd cells an issue. For 
thisreason several countries in Europe have banned NiCd batteries. This ban 
accelerated the demand for alternative cell types, and the first to really answer 
the call was NiMH. 
NiMH cells have many advantages over NiCd cells. With the removal of 
Cadmium from the cell, the NiMH cells were able to fill the need for industrial and 
hobby-grade batteries over a much broader market. NiMH cell manufacturers 
were also able to offer significantly higher capacities in cells approximately the 
same size and weight of comparable NiCd cells. NiMH cells have an advantage 
when it comes to cell memory too, as they do not develop the same performance 
issues as a result of improper discharge care. 
Lithium Polymer cells are the newest and most revolutionary cells to come 
to market. LiPo cells typically maintain a more consistent average voltage over 
the discharge curve when compared to NiCd or NiMH cells. Add to that the 
higher nominal voltage of a single LiPo cell (3.7V versus 1.2V for a typically NiCd 
or NiMH cell), making it possible to have an equivalent or even higher total 
nominal voltage in a much smaller package. LiPo cells also typically offer very 
high capacity for their weight, delivering upwards of twice the capacity for 
sometime ½ the weight of comparable performance NiMH cells and packs. 
However, with so much energy packed into such a small space, there are some 
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important safety measures to take when dealing with LiPo cells. A LiPo cell 
needs to be carefully monitored during charging as overcharging a LiPo cell (to 
beyond 4.2v), or the charging of a physically damaged or over discharged cell 
(discharged to below 3.0v under load) can be a potential fire hazard. 
Care must not only be taken when charging LiPo cells, but when 
discharging them as well. A LiPo pack should never be over-discharged below 
3.0v per cell under load, and ESC programmed to provide the proper low voltage 
cutoff for the pack (for example, a 9v cut off for a 3 series LiPo pack) must be 
used. While these seem like major deterrents to using a LiPo battery, these 
usage guidelines are quickly becoming well known and are typically well outlined 
in the instruction manuals included with most LiPo packs, ESCs and LiPo 
chargers.15 With all of their performance benefits, lithium polymer battery packs 
are the power sources that were selected for the VTOL UAV surrogate.  
8. Transmitter 
Modern Radio Control transmitters have become very versatile.  Current 
high end versions employ frequency hopping techniques to prevent potentially 
catastrophic RF interference, and many have sophisticated onboard computers.  
The most expensive models utilize high speed processors and run versions of 
the Microsoft Mobile PC operating system with full color displays.  With some 
models having over 15 control knobs and switches, it is difficult to readily identify 
the most appropriate model for use.  However, the criteria for multiple 
programmable models, helicopter modes, a minimum of 4 selectable multi-
position switches, onboard flight timing, and an interface to a computer simulator 
do exist.  Based on these criteria, a well suited radio was selected. 
9. Support Equipment 
Flight simulation software, tools, chargers, calibration and diagnostic 
equipment, repair materials, lubricants, and solvents are all required to field the 
                                            
15 "RC Airplane Battery Basics." Red Rocket Hobby Shop. 
<http://www.redrockethobbies.com/RC_Airplane_Battery_Basics_s/263.htm>, (27 August 2006). 
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surrogate VTOL UAV.  Each item, essential in its function, was painstakingly 
identified and researched to ensure its necessity and applicability to the project. 
C. HELICOPTER AERODYNAMICS 
For the purpose of this thesis, a general understanding of helicopter 
performance in the presence of different atmospheric conditions is necessary to 
identify the unique challenges associated with the selection of many aspects of 
the surrogate UAV and account for the performance results discussed in Chapter 
VI.  A much more in depth discussion of the mysteries of rotary aerodynamics 
could be undertaken.  This discussion however, will be limited to the effects of 
atmospheric conditions on helicopter performance.  The following discussion is 
taken from The Basic Helicopter Handbook.16 
1. Helicopter Performance 
Assuming that a helicopter engine and all components are operating 
satisfactorily, the performance of the helicopter is dependent on three major 
factors: 
Density altitude (air density) 
Gross weight 
Wind velocity during takeoff, hovering, and landing 
For the purposed of this thesis, only air density and its effects on rotary 
aerodynamics, specifically lift, will be discussed. 
a. Air Density 
Air, like liquids and other gases, is a fluid. Because it is a fluid, it 
flows and changes shape under pressure. Air is said to be "thin" at high altitudes; 
that is, there are fewer molecules per cubic foot of air at 10,000 feet than at sea 
level. The air at sea level is "thin" when compared to air compressed to 30 
                                            
16 United States. Federal Aviation Administration, Basic Helicopter Handbook. Aviation 
Supplies & Academics, 1978. 
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pounds of pressure in an automobile tire. A cubic inch of air compressed in an 
automobile tire is denser than a cubic inch of "free" air at sea level. 
For example, in a stack of blankets, the bottom blanket is under 
pressure of all blankets above it. As a result of this pressure, the bottom blanket 
may be squeezed down until it is only one-tenth as bulky as the fluffy blanket on 
top. There is still just as much wool in the bottom blanket as there is in the one 
on top, but the wool in the bottom blanket is 10 times denser. If the second 
blanket from the bottom of the stack were removed, a force of 15 pounds might 
be required to pull it out. The second blanket from the top may require only 1 
pound of force. In the same way, air layers near the earth's surface have much 
greater density than air layers at higher altitudes. Simply stated, the lower the 
elevation of the earth's surface, the greater the density of the air layers. For 
example, the layer of air at sea level would be denser than the layer of air at the 
earth's surface at Denver, Colo., at approximately 1 mile above sea level. 
The above principle may be applied in flying aircraft. At lower levels 
the rotor blade is cutting through more and denser air, which offers more support 
(lift) and increases air resistance. The same amount of power, applied at higher 
altitudes where the air is thinner and less dense, propels the helicopter faster. 
b. Density Altitude 
Density altitude refers to a theoretical air density which exists under 
standard conditions of a given altitude. Standard conditions at sea level are: 
Atmospheric pressure - 29.92 in. of Hg (inches of mercury) 
Temperature - 59° F. (15° C.) 
Standard conditions at any higher altitude are based on: 
Atmospheric pressure (reduced to sea level): 29.92 in. of Hg 
Temperature: 59° F. (15° C.) minus 3 1/2° F. (2° C.) per 1,000 feet 
elevation 
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For example, if the atmospheric pressure (reduced to sea level) at 
an airport located 5,000 feet above sea level is 29.92 inches of mercury and the 
temperature is 59° - (3.5° x 5) = 41.5° F. (5° C.), the air density is standard at that 
altitude. (The actual barometric pressure at an elevation of 5,000 feet under 
these conditions would be approximately 24.92 inches of mercury since 
atmospheric pressure decreases approximately 1 inch per 1,000-foot increase in 
altitude. The average temperature decrease per 1,000-foot increase in altitude is 
3.5° F.). 
c. Effect of High Density Altitudes on Helicopter 
Performance 
High elevations, high temperatures, and high moisture content, all 
of which contribute to a high density altitude condition, lessen helicopter 
performance. Because the difference between power available and power 
required is so small for a helicopter, particularly in hovering flight, density altitude 
is of even greater importance to the helicopter pilot than it is to the airplane pilot. 
Helicopter performance is reduced because the thinner air at high density 
altitudes reduces the amount of lift of the rotor blades.  
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III. SELECTION OF METRICS 
A. COASTS 2006 MEASURES OF EFFECTIVENESS (MOE) AND 
MEASURES OF PERFORMANCE (MOP) 
In order to make logical decisions and choices in network development, 
criteria to measure the value or relative importance of aspects of the network is 
required. This is an essential pre-requisite for system analysis and predictive 
study. Both the client (customer / user) and network designer have such 
measures, and these measures are related. MOE represent the user view, 
usually annotated and of qualitative nature. They describe the customers’ 
expectations of functional performance and should be viewed as the voice of the 
user.  
MOP are the corresponding view of the designer; a technical specification 
for a product. Typically MOP are quantitative and consist of a range of values 
about a desired point. These values are what a designer targets when designing 
the network, by changing components, protocols and infrastructure locations, so 
as to finally achieve the qualities desired by the user. Both the MOE and the 
MOP can be constructed as a hierarchy diagram. Each horizontal level of the 
hierarch represents 100% of the effectiveness or performance. COASTS MOE 
and MOP were evaluated by the Data Collections team to most efficiently gather 
and analyze the data associated with each measure. In the following hierarchy 
diagrams, each node is identified and MOE and MOP are listed in an attempt to 
specifically communicate each node’s data collection needs.17 
B. 802.11 ACCESS POINT 
The MOE in the COASTS 2006 experiment were utilized to select, based 
on market research, a wireless mesh infrastructure that met or exceeded a list of  
 
 
                                            
17 COASTS 2006 CONOP, p. 29. 
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six specific MOE (see Figure 10).  The COTS solution selected, ultimately the 
MeshDynamics MD4000 series, met or exceeded each MOE which was reflected 
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Figure 10 802.11 Measures of Effectiveness (From: COASTS 2006 CONOPS) 
 
The evaluation of network performance is not a straight forward endeavor.  
The type of data to be passed over the network and the implementation of the 
network both drive, and in some cases with competing interests, the evaluation of 





After considering the protocols to be employed on the 802.11 network, the 
types of data to be passed, and the geographical spread of the network to be 
evaluated, the data collections team and the network team concluded that the 
key measures to collect and analyze were throughput, latency, and quality of 
signal (QoS). (see Figure 11 below)   
Upon further investigation, the MD 4000 series structured mesh utilized 
software to optimize signal quality based on signal strength and acknowledgment 
timing.  Due to this intelligent optimization performed by the MD hardware, QoS 
was dropped as an observed MOP as it remained well above the desired 
threshold throughout initial testing.  Latency was also observed to be well above 
desired thresholds as well, however, research within the experiment required that 
latency data be collected analyzed. 
Measures of Performance










Figure 11 802.11 Measures of Performance (From: COASTS 2006 CONOPS). 
1. Throughput  
For packet-switched networks, throughput is the rate at which a computer 
or network sends or receives data. It is therefore a good measure of the channel 
capacity of a communications link, and connections to the internet are usually 
rated in terms of their bit rate, how many bits / bytes they transmit per second 
(bit/s). 
However, throughput is a poor measurement of perceived speed, which is 
mostly based on the speed of requests made or responsiveness. As such, 
responsiveness has far less to do with throughput than latency. To illustrate this, 
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consider a truck full of magnetic tape en route from California to New York. The 
time or latency it takes to deliver the data may be several days, but the amount 
or throughput of data delivered will exceed the throughput of a broadband 
connection. In contrast, the broadband connection, which has a throughput many 
times less than that of the truck, has a relatively low latency and can deliver 
smaller amounts of data much faster.18 For a user wishing to view streaming 
video at a at a palatable frame rate (>16 fps), or a pair of persons carrying on a 
VoIP conversation (no voice delay), low latency is essential for coherent 
communication.  However, in both of these cases, it is also essential for the 
throughput to be adequate to pass data at a rate which prevents the packets 
from “piling up” at either end of the transmission. 
Normally throughput and latency are opposed goals. To improve latency 
one generally desires to increase how much the computer checks to see if one is 
trying to interact. This checking overhead slows down data transfer. However, 
there is one very common exception to this rule. Network protocols and programs 
tend to synchronize both ends regularly. If these synchronizations are slow, then 
throughput can suffer tremendously.19 
2. Latency 
Latency in a packet-switched network is measured either one-way (the 
time from the source sending a packet to the destination receiving it), or round-
trip (the one-way latency from source to destination plus the one-way latency 
from the destination back to the source). Round-trip latency is more often quoted, 
because it can be measured from a single point. Note that round trip latency 
excludes the amount of time that a destination system spends processing the 
packet. Many software platforms provide a service called ping that can be used  
 
 
                                            
18 Wikipedia, <http://en.wikipedia.org/wiki/Throughput>, (19 July 2006). 
19 Ibid. 
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to measure round-trip latency. Ping performs no packet processing; it merely 
sends a response back when it receives a packet (i.e., performs a no-op), thus it 
is a relatively accurate way of measuring latency. 
Where precision is important, one-way latency for a link can be more 
strictly defined as the time from the start of packet transmission to the start of 
packet reception. The time from the start of packet reception to the end of packet 
reception is measured separately and called "transmission delay.” This definition 
of latency is independent of the link's throughput and the size of the packet, and 
is the absolute minimum delay possible with that link. 
However, in a non-trivial network such as that being tested, a typical 
packet will be forwarded over many links via many gateways, each of which will 
not begin to forward the packet until it has been completely received. In such a 
network, the minimal latency is the sum of the minimum latency of each link, plus 
the transmission delay of each link except the final one, plus the forwarding 
latency of each gateway.20   
Latency on the COASTS 2006 802.11 network was collected and 
recorded via Ixia’s IxChariot console. 
C. ENVIRONMENTAL OBSERVATIONS 
One of the inherent strengths of the COASTS 2006 experiment is its ability 
to carryout experiments in a wide array of climatic conditions.  From the dry cold 
environment of Fort Hunter-Liggett, CA in December, to the hot and humid 
conditions of northern Thailand in March, the project was able to observe and 
gather data on the deployed network in each of these conditions and many 
variations in between.  The items described in this section would more aptly be 
described as metrics rather than measures of effective or performance as there 
are no threshold values that we associate a positive or negative outcome with.   
 
 
                                            
20 Wikipedia, <http://en.wikipedia.org/wiki/Network_Latency>, (19 July 2006). 
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On the contrary, these measures associated with environmental factors 
contribute to the body of data that will undergo analysis used to discover 
potential correlations between the MOP and the environment. 
These measures include: 
• Temperature 
• Barometric Pressure 
• Relative Humidity 
• Wind velocity 
These measures will be input into equations that will produce barometric 
altitude, and density altitude.  Each of these measurements, and the resultant 




IV. UAV SURROGATE TEST PLATFORM CONSTRUCTION 
METHODOLOGY 
A. INTRODUCTION 
In evaluating the construction of the UAV Surrogate test platform, the 
author endeavors to accomplish two goals: 
1.  Test and evaluate the functionality of a VTOL UAV as a wireless 
network extension platform. 
2. Gain insight into the potential systematic queues of AIED 
construction, operation, and control.   
For the scope of this project, a UAV Surrogate was constructed that was 
capable of employing an autonomous flight package (AFP) but was tested 
utilizing remote control.  The choice to pursue a remotely piloted air frame, vice 
autonomous control for this research, stemmed from two distinct complications.   
Primarily, the implementation of an autonomous flight package in a 
helicopter, while possible, is by no means trivial.  Commercial hardware and 
open source software do exist which make autonomous helicopter flight 
achievable, however the integration of this technology presented a broadening of 
the scope of this project which presented an untenable outcome.  The capability 
of the airframe to support the weight of the package was addressed, and the AFP 
implementation time and skills were estimated and included in the systematic 
evaluation to target AIED construction. 
Secondarily, the ability to operate an autonomous airframe is very tightly 
regulated by the Federal Aviation Administration (FAA).  For instance, outside of 
Restricted Airspace, the flight team must obtain a Certificate of Authorization 
(COA) from the FAA for UAV operation in US national airspace. The criteria to be 
used by Department of Defense UAV proponents are contained in FAA Order 
7610.4, Special Military Operations, Ch. 12, Sect. 9. This Order suggests that 
DoD proponents submit an "Application for COA" to the appropriate FAA 
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Region's Air Traffic Division (ATD) at least 60 days prior to the beginning date of 
the planned UAV flight operation. The application must include:  
(1)  a detailed description of the proposed UAV operation, including the 
classes of airspace required 
(2)  the UAV's physical characteristics and operational capabilities (e.g., 
cruise speed, climb/descent rate)  
(3)  method used to control the UAV (remote or autonomous)  
(4)  method used to avoid other aircraft 
(5)  coordination and communication procedures 
(6)  contingency plans 
(7)  a statement of airworthiness  
Upon approval and issuance, the COA may impose additional conditions 
for flight conduct.  
For instance, a Notice to Airmen may need to be broadcast prior to flight in 
order to warn other pilots in the area of UAV activities. Also, a direct 
communications link, either telephonic or personal, is typically maintained 
between the FAA and the UAV mission manager.21 
An FAA approved COA was required for each period that the UAV was to 
be operated outside of restricted airspace, additionally, each modification to the 
airframe or autonomous flight hardware or software required an updated 
statement of airworthiness to be approved by an FAA examiner.  The coupled 
lead times for the approved statement of airworthiness and COA were projected 
to exceed 18 months for each experimental flight.   
Facing these two complicating factors, a remotely operated airframe was 
pursued as a platform for both a wireless mesh extension platform, and a 
platform which could support an autonomous flight package. 
                                            




The Mikado Logo 24 airframe was constructed and tested, and a detailed 
log of the time, materials, skill used, and any outside skill utilized was recorded 
(See Appendix H).  These line items were then analyzed to gain insight into 
potential systematic points of interdiction.  The construction processes followed 
were those provided by the manufacturer of the airframe kit (See   
 
 
Figure 12 Mikado Logo 24 RC Helicopter in Flight, Mai Ngat Thailand. 
 
C. PAYLOAD 
The WiFi access point selected was a MeshDynamics 4000 series Access 
Point (See 0).  Because the protective housing surrounding the very light circuit 
boards weighed 1005 grams (See Figure 13), the board was removed and 
placed within a plastic enclosure (See Figure 14) this reduced the payload weight 




Figure 13 MeshDynamics 4000 Series Access Point (From: Lounsbury). 
 
Figure 14 MeshDynamics 4000 Series Access Point in Plastic Housing. 
The removal of the circuit board from the protective housing exposed the 
payload to potential shock and environmental hazards.  The environmental 
hazards were mitigated by not flying the airframe when visible moisture was 
present in the JOA.  This procedure also mitigated damage to the airframe as it 
was not designed to be flown in adverse weather. 
D. BATTERIES 
Several different power sources are required to operate the RC helicopter 
and payload.  These batteries were selected to maximize power density and 
minimize weight.  The heaviest and most powerful drove the BLDC motor. 
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The helicopter main propulsion unit requires two 14.4v LiPo Batteries (See 
Figure 15)  to drive the main and tail rotors.  Total weight was 756 g. 
 
 
Figure 15 14.8v 4200 mAh LiPo Battery Pack (From: www.thunderpower.com). 
The receiver requires a 4.8v NiMH or NiCd battery pack to power itself, 
the 4 servos and the heading Gyro; weight 100 g.   
 
Figure 16 4.8v NiCd Receiver Battery (From: www.futaba.com). 
E. ANTENNAS 
Due to the continuously varying aspect between the surrogate UAV and 
linking client on the ground, it was important to select antennas with multi polar 
360O RF coverage.  Three antennas were needed for the MD4325 WAP, one for 
the uplink, one for the backhaul, and one for the client antennas.  Because of the 
triplicate redundancy, it was vital that a light weight antenna with these 
characteristics be identified.    
The antenna that was decided upon was a 3dB Multi polar Omni 
directional antenna from Wifi-Plus.  The MP-BULLET 2.4/5.x (See MP-BULLET 
2.4/5.x Multi Polar Omni Directional Antenna) provides 360o vertical and 
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horizontal coverage and weighs only 100g.  These antennas were installed 
directly to the plastic housing containing the WAP. 
 
Figure 17 MP-BULLET 2.4/5.x Multi Polar Omni Directional Antenna. 
 
F. AUTONOMOUS FLIGHT PACKAGE 
As discussed in paragraph A. above, an autonomous flight package was 
not implemented into this airframe, however, a flight package was selected to 
evaluate the both the impacts of the build process and the capacity of the 
airframe to support the additional weight.  The package selected for investigation 
was the Crossbow MNAV 100CA.   
 
Figure 18 MNAV100CA Navigation and Servo Control Board (From: 
Crossbow). 
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The MNAV100CA is a calibrated digital sensor and servo control system 
designed for use in Radio Control (R/C) vehicles. The onboard sensor package 
includes accelerometers, angular rate sensors, and magnetometers for use in 
inner loop control applications as well as static pressure (altitude) and dynamic 
pressure (airspeed) sensors for use in airborne robotics. A GPS sensor is also 
included for both path planning and navigation. 
The MNAV100CA’s comprehensive onboard servo control solution 
includes both R/C servo control hardware and an R/C receiver Pulse Position 
Modulation (PPM) interface. R/C servo hardware provides users with software 
based control of up to nine separate servos while the PPM interface enables 
software interpretation of R/C receiver commands thereby offering users both 
automated software control as well as manual “takeover” capability. 
Output data are provided in a digital (RS-232) format. Each MNAV100CA 
system comes with a GPS antenna, interface cables and User’s Manual 
Crossbow’s MICRO-VIEW software is also included to assist users with sensor 
calibration, servo control, data collection and overall system development. 
When connected to Crossbow’s Stargate Processor Board (SPB400) (See 
Figure 19),  via the standard 51-pin connector, the MNAV100CA combines with 
the SPB400 to form a sophisticated open-source robotics platform. This 
comprehensive robotics solution offers users a flexible development platform for 
state estimation, WiFi telemetry command uplink/downlink and closed loop 
navigation and control. Payload sensors (e.g., USB image sensor) can also be 
connected and processed by the Stargate to support intelligent robotics 
applications.22 
 
                                            




Figure 19 MNAV integrated with Complete Robotics Hardware (From: 
Crossbow), 
 
This autonomous flight system integration was evaluated and entered into 
the work log with estimations of time, materials, skill used, and any outside skill 
utilized to help determine the systematic development of an AIED. 
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V. EXPERIMENTATION METHODOLOGY 
A. 802.11 TESTING 
In evaluating hardware adhering to the 802.11 IEEE standard, it is 
essential that a formal well defined testing procedure be identified and adhered 
to for the duration of the test.  While COASTS 2005 utilized a specific testing 
technique, its observations yielded mostly qualitative categorical results which 
presented analytical difficulties.  The COASTS 2006 experiment endeavored to 
carryout its testing plan in a purely quantitative manner.  This change of practice 
presented a dilemma; develop a testing method from the ground up or utilize a 
well established testing regimen.     
While developing an in-house testing plan from the ground up was initially 
attractive, because it offered a great deal of flexibility, it quickly became apparent 
that utilizing a proven industry standard network evaluation plan would provide a 
highly cohesive and recognizable data set.  This result was encouraged by both 
COASTS 2006 industry partners, who pointed the research team in this direction, 
and DoD partners who were already utilizing industry standard test procedures in 
their own evaluations. 
The COASTS 2006 Data Collections team, lead by the author, selected 
the Atheros® Communications Methodology for Testing Wireless LAN 
Performance as the model.  The following discussion is the background 
discussion from the Atheros white paper, and the adjusted methodology that 
COASTS 2006 used to address its testing objectives.  The white paper in its 
entirety can be found in Appendix C.        
1. Introduction  
Whether evaluating the performance of wireless LANs in an informal way 
or through precise benchmarking procedures, the first step is to understand the 
factors involved. The ease of setting up and using WLANs makes it easy to 
overlook many crucial factors and their resulting performance variations. These 
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performance variations can be extreme, however, and they make a dramatic 
difference in the cost, security and viability of a wireless network.  
2. An Overview of Throughput and Coverage Factors  
A WLAN generally consists of an access point (AP) that connects to a 
wired network and remote devices (client) that connect to the access point 
through wireless (radio) links. Throughput is defined as the speed with which a 
user can send and receive data between a remote device and the access point. 
Throughput varies across the WLAN's coverage area. This section profiles the 
main factors that determine WLAN throughput and coverage.  
a. 802.11 Protocol 
The IEEE 802.11 standard defines various physical-layer rates for 
different types of WLANs, such as 1, 2, 5.5 and 11 Mbps for 802.11b and 
802.11g. Rates for 802.11a and 802.11g include 6, 9, 12, 18, 24, 36, 48 and 54 
Mbps. The user throughput is less than these link rates for several reasons:  
• Each packet includes additional data, such as preambles, headers 
(MAC, IP, TCP, etc.) and checksums.  
• When every directed (unicast) packet is received, the receiver 
transmits a short acknowledge packet back to the sender.  
• Transmitters wait for short random times between packets to allow 
other users to contend for and share the channel. Given these 
reasons, the theoretical maximum user-level performance for the 
various 802.11 systems is presented in Table 1. 








802.11b 3 CCK 11 Mbps 5.9 Mbps 7.1 Mbps 
802.11g (with .11b) 3 OFDM/CCK 54 Mbps 14.4 Mbps 19.5 Mbps 
802.11g (with .11g only 
Mode) 
3 OFDM/CCK 54 Mbps 24.4 Mbps 30.5 Mbps 
Table 1 Theoretical Maximum User-Level Performance for the Various 802.11 
Systems (From: Antheros). 
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Table 1 assumes 1500-byte packets, encryption enabled, default 
802.11 MAC configurations, zero packet errors, and maximum available channel 
bandwidth (that is, operating at close range). Note that some 802.11 
implementations use tricks such as reducing backoff times between packets to 
improve throughput performance. Such tricks can result in interoperability 
problems with other vendors' systems. 
Table 1 also shows two rates for 802.11g to account for the lower 
rates in 802.11b compatibility mode. The throughput of an 802.11g WLAN 
decreases significantly in 802.11b compatibility mode because every 802.11g 
(OFDM) packet needs to be preceded by a CTS packet exchange recognizable 
by legacy 802.11b devices. With no 802.11b devices connected, an 802.11g 
network can operate in 11g-only mode and should achieve the standard 
throughput of 802.11a. The current 802.11g draft standard also provides for a 
slower RTS/CTS header (instead of CTS-only) when in 802.11b compatibility 
mode, which will further reduce the 14.4 Mbps TCP/IP rate to 11.8 Mbps.  
There are therefore two choices with 802.11g networks: High rates 
comparable with those of 802.11a networks can be achieved, or have 802.11b 
compatibility. Both cannot occur concurrently. Since the key feature of 802.11g is 
backward compatibility with 802.11b, throughput tests should be done with an 
802.11b client device connected to the access point but otherwise idle. This 
setup ensures that the 802.11g network is operating in an 802.11b compatible 
mode.  
In the COASTS 2006 experiment, great care was taken to ensure 
that no .11b clients were associated with the wireless mesh.  The MeshDynamics 
APs were also set to .11g only mode.  These precautions ensured that the 
network operated in .11g only mode thereby enabling the network to take 




b. The Radio Environment 
Several issues affect the way the radio signal travels from one 
device to another:  
Radio energy attenuates when it propagates. As radio waves 
propagate outwards spherically, the energy spreads over an ever-increasing 
area. In free space, doubling the distance decreases the received power by a 
factor of 4—the so-called 2
1
r
 behavior. Radio signals also attenuate when they 
pass near or through objects such as floors, walls, furniture and people. The 
attenuation increases with the object's conductivity (due to metal or water 
content, for example). The combination of these two attenuation effects reduces 










Antenna designs affect how much radio-frequency (RF) energy is 
transmitted or received and where it is directed.  
Scattering and multi-path cause fading effects. Signal strength can 
change rapidly as a function of location because the received signal is the sum of 
potentially numerous signals scattered from nearby objects. As the transmitter or 
other objects in the environment move, the scattered signals sometimes add 
together and sometimes cancel each other. Fading can change significantly over 
distances of a wavelength or so (12.5cm at 2.4 GHz and 6 cm at 5 GHz). Fading 
also occurs over time as well as location. Even small changes in the environment 
(for example, people or other objects moving) can affect the fading pattern. This 
means that the received signal strength can also change quite quickly over time, 
even when the receiver and transmitter are fixed.  
Scattering and multi-path results in delay spread. The received 
signal might contain several slightly delayed copies of the transmitted signal, as 
the scattered signals travel via different physical paths of different lengths.  
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Other devices occupying the same or nearby channels cause 
interference. For example, the 2.4 GHz spectrum might be occupied by Bluetooth 
devices, microwave ovens, and cordless telephones. 
c. Frequency 
A common misconception is that free-space propagation depends 
upon frequency, so higher frequencies are assumed to propagate less well than 
lower frequencies. As a good counter example to this misconception, consider 
visible light, which is simply an ultra-high frequency electromagnetic wave that 
propagates perfectly well across large distances. 
Alternately, effects such as antenna efficiency, RF component 
performance, and absorption through and scattering around objects do depend 
upon frequency.  Here are some of the frequency-dependent effects:  
Generally, antennae of the same physical size tend to become 
more directional (have higher gain in some directions and less in others) as the 
frequency increases. Advantage: 5 GHz.  
Absorption due to propagation through objects tends to increase 
with frequency. Advantage: 2.4 GHz.  
Scattering around objects might have a positive or negative effect 
on signal strength as a function of frequency, depending upon the relative sizes 
and locations of the objects. Advantage: Neutral.  
Noise and spurs generated by nearby electronics (for example, 
inside the AP or PC laptop) in addition to co-channel interference, such as 
Bluetooth devices, cordless phones and microwave ovens, will degrade 2.4 GHz 
sensitivity more than 5 GHz. Advantage: 5 GHz.  
Cable loss increases with frequency, so antenna cables (if present) 
in the AP or laptop will have more loss at high frequency, unless more expensive 
cables are used. Advantage: 2.4 GHz.  
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In more open environments, there will be little difference between 
2.4 GHz and 5 GHz propagation. For example, measurements of 2.4 GHz and 5 
GHz propagation done by WJ Communications in two indoor environments show 
little difference between 2.4 GHz and 5 GHz propagation.23  
Typically, the OFDM modes of 2.4 GHz 802.11g networks will have 
slightly less coverage than 2.4 GHz 802.11b networks. Depending upon the 
propagation environment, the coverage of 5 GHz 802.11a networks might be 
similar to, or in some cases less than, that of 802.11g networks. The differences 
between 2.4 and 5 GHz propagation are generally insignificant compared to the 
differences between one vendor's equipment and another's, however. An 
802.11a product from one vendor might have better coverage than an 802.11g 
product from another vendor.  
d. Fresnel Zone 
The concept of a Fresnel zone may be used to analyze interference 
by obstacles near the path of a radio beam. The first zone must be kept largely 
free from obstructions to avoid interfering with the radio reception. However, 
some obstruction of the Fresnel zones can often be tolerated, as a rule of thumb 
the maximum obstruction allowable is 40%, but the recommended obstruction is 
20% or less.24  This concept is depicted in Figure 20 below. 
 
Figure 20 Fresnel Zone (From: www.uninett.no). 
                                            
23 WJ Communications, Inc., <http://www.watkins-
johnson.com/pdf/techpubs/Indoor_prop_and_80211.pdf>, (3 January 2006). 
24 Wikipedia, Fresnel zone, http://en.wikipedia.org/wiki/Fresnel_zone, (11 May 2006). 
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In the COASTS 2006 experiment, care was taken to ensure that the 
individual nodes were kept above the fist Fresnel zone to prevent signal 
obstruction between the nodes being evaluated.   
For establishing Fresnel zones, the RF Line of Sight (RF LoS) must 
first be determined, which in simple terms is a straight line between the 
transmitting and receiving antennas.  The height of the first Fresnel zone can be 




 Distance from antenna (mi)











Figure 21 Fresnel Zone Radius Equation (From: www.uninett.no). 
Initial tests determined that node to node spacing limits were 
approximately 1.0 mi apart.  Substituting 0.5 miles for D (1/2 the distance 
between nodes) and 2.4 for f into Figure 21 above yields 16.4 feet (See Figure 
22).  The antenna node heights of 16 ft (See Figure 23) were selected to place 
the antenna well above the 80% RF LoS zone.  
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Figure 22 Fresnel Radius vs Distance (2.4 GHz). 
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Figure 23 Root Node Placement Above the First Fresnel Zone. (From: Russo). 
e. Vendor Interoperability 
Products that undergo Wi-Fi certification are certified to 
interoperate with a wide variety of vendors' products. However, these tests 
mainly verify basic connectivity and do not enforce stringent throughput 
requirements. A client device may be able to be connected to a different vendor's 
access point, but high throughput may not be experienced. Products that provide 
good performance (throughput, coverage, etc.) when connected to a variety of 
different vendor's devices are clearly more desirable.  
f. Security 
Security includes encryption and authentication. Encryption 
protects WLAN traffic from eavesdropping and other attacks such as replay or 




(ensuring that the user is who they say they are) and also possibly validates the 
network's credentials (ensuring that the network is what it says it is, and not 
someone masquerading as the network). 
WLAN security standards have progressed from WEP to TKIP and 
WPA and now to AES (the Advanced Encryption Standard), with significant 
security enhancements at each stage. No matter what security standard is 
involved, the way the standard is implemented can affect the WLAN's 
performance. Specifically, some vendors implement encryption in software, 
which can dramatically reduce throughput compared to advertised rates. When 
evaluating performance, it is vital to measure throughput with encryption enabled.  
3. Measuring Throughput and Coverage  
The throughput of WLANs depends heavily on the environment, including 
the distance between the client and the access point. The throughput generally 
falls off as distance increases, but factors such as obstructions (like furniture, 
people, or walls of different construction) also have a significant effect. 
Throughput does not depend upon distance alone. It is possible to have distant 
test locations that produce higher data rates than closer locations. Moreover, the 
peak data rate measured at short distances is not the most important factor in the 
user's experience. Rather, the rate the user experiences at a variety of distances 
and locations is a very important factor. Therefore, it is critical to measure WLAN 
throughput at a variety of locations, including some far from the access point.  
WLAN environments generally fall into three categories:  
Outdoor: typically a direct line of sight between the access point and 
client. Examples include outdoor campus coverage, public areas, or even inside 
large, open buildings such as airport concourses or convention halls.  
Open office: no longer a direct line of sight between the access point and 
client, but typically at most two-to-three obstructions such as walls. Examples are 
warehouses or offices containing cubicles, lobbies and meeting areas.  
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Closed office: no direct line of sight, with many obstructions between the 
access point and the client. Examples are buildings with regular offices and many 
walls.  
Each iterative test sequence in the COASTS 2006 experiment was 
performed in an outdoor environment.  Atmospheric conditions were observed 
and recorded in an attempt to model the effects of varying atmospheric 
conditions on 802.11 network performance.25 
WLAN coverage differs significantly in these different environments. 
Outdoor WLANs provide the longest ranges and closed-office WLANs the 
shortest. Different construction techniques also have a significant impact on 
coverage and throughput. For instance, concrete walls attenuate signals more 
than stud walls with sheet rock. In general, the relative performance and 
throughput for different products under test should be similar across the different 
environments. So if Vendor #1's product is significantly better than Vendor #2's in 
an open-office environment, it is highly likely (although not guaranteed) that it will 
be significantly better in other environments. It is possible (although more time 
consuming) to test products across several different environments to accurately 
determine the relative performance.  
IxChariot from Ixia was used to measure the throughput the user will 
experience. Typically IxChariot is used to measure TCP throughput in megabits 
per second (Mbps) in either the uplink direction (for example, upload from the 
client to the AP) or downlink direction (for example, download from the AP to the 
client). Downlink TCP performance is the most relevant metric, since it reflects 
the most common usage such as browsing the web or downloading email.  
In the case of the COASTS 2006 meshed wireless networks, backhaul 
channel throughput was tested exclusively. 
                                            
25 Miller, 2006. 
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4. Test Setup  
The first step was to decide which antenna configurations and which 
range would be used. The natural test configuration was to iterate antennas 
through a pre-designed range of distances.  These distances were spaced .2 mi 
apart out to 1.6 miles in an array of eight sub-tests. 
An example of antenna range testing:  
Test 1: Antenna 1 at ranges 1 - 8.  
Test 2: Antenna 2 at ranges 1 - 8.  
Test 3: Antenna 3 at ranges 1 - 8. 
Test 4: Antenna 4 at ranges 1 - 8. 
Test 5: Antenna 5 at ranges 1 - 8. 
Test 6: Antenna 6 at ranges 1 - 8. 
This test procedure was carried out 6 times for each antenna configuration 
to ensure that an adequate sample size was achieved. 
Select a channel for testing, and verify that the RF environment on the 
selected channel is clear. Use a sniffer or client device to check that there are no 
access points or ad-hoc networks located on the same channel throughout the 
test area. For 11b and 11g, this means no overlapping channel; channels with 
number spacing of 4 or less overlap and cause significant in-band interference. 
For example, 2.4 GHz channel 1 overlaps with channels 2, 3, 4, 5, and channel 6 
overlaps with channels 2, 3, 4, 5, 7, 8, 9 and 10. For 11a the standard 54 Mbps 
channels do not overlap.  
Select at least eight test locations at a variety of locations and distances 
from the access point (see Figure 24). At least one test location should be at the 




better coverage than initially expected, then additional, more remote, test 
locations need to be added and the earlier tests with the other equipment to be 
repeated at these new locations.)  
All wireless LANs have a limit on signals that are too strong. Some WLAN 
products may actually produce low data rates at very close ranges (for example, 
less than three feet). Therefore, the closest test points should be no less than 
five feet apart. 
 
Figure 24 Typical Range and Throughput Setup (From: Antheros). 
The key criterion is repeatability. For each product under test, the access 
point locations, software setup, channel used, overall environment, test 
procedure and test locations were as close to the same as possible. 
Environmental repeatability was desired within a test, however variability of the 
test environmental conditions was welcome as a portion of the COASTS 2006 
experiment was investigating the potential correlation of atmospheric conditions 
and network performance. 
At each location, a minimum of six measurements were made to attempt 
to capture the statistical variability inherent in RF propagation, and IP packet 
transmission.  
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5. Test Procedure  
Putting all the previous steps together, the overall test procedure is:  
Setup test #1: Install the desired antenna on the mobile node. 
Go to the first test location and conduct a throughput test on 
IxChariot. 
For each location, record the time and distance of the mobile node from 
the root node in the IxChariot log file as it is saved to the appropriate test folder 
which is labeled with the antenna being tested.  
Repeat steps 1-3 for each test location.  
Repeat steps 1-4 for each antenna configuration six times. 
This is a natural point at which to discus the software package that was 
used to gather the performance of the throughput tests and log the results. 
6. Mesh Dynamics Network Mesh Viewer 
Another useful tool used for network situational awareness was the Mesh 
Dynamics Network Mesh Viewer (NMV). Through the network interface, Mesh 
Viewer would analyze the network; gather information on all access points that 
were active and passing data, and report wireless signal strength in dBm, internal 




Figure 25 Mesh Viewer Screen Shot (From: Lounsbury). 
 
B. ENVIRONMENTAL MONITORING 
In an effort to document the possible effects of atmospheric conditions on 
the performance of each of the technologies included in the COASTS 2006 
experiment, it was deemed necessary to select a weather monitoring solution 
which was weather proof, ultra portable, capable of logging a full day’s worth of 
data, and require very little power.  This array of desired attributes was found in a 
COTS solution from Kestrel Meters®.   
1. Kestrel Handheld Weather Station 
The Kestrel 4000 Handheld Weather Station (see Figure 26 was the 
primary source for data collection for COASTS 2006. Each of the discreet data 
points collected included the following observations: 
• Wind Speed 
• Wind Chill 
• Air Temperature 
• Dew Point 
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• Barometric Pressure 
• Wet Bulb Temperature 
• Heat Index 
• Altitude 
• Density Altitude 
• Time of Collection Point 
 
Figure 26 Kestrel 4000 Hand held Weather Station (From: 
www.kestrelmeters.com). 
The Kestrel is capable of storing 2000 summary data points (See 
Appendix D for complete list of specifications), with an onboard configurable 
collection interval between 2 seconds and 12 hours.  This internal storage 
capacity offered the experiment a very detailed view of the subtle atmospheric 
fluctuations experienced in each of the environments where testing was 
undertaken.   
The Kestrels were placed in three different locations at each 
experimentation location.  A unit was mounted to the root node, another was 
mounted to a balloon payload and hoisted to 2500’ Above Ground Level (AGL) 
and the third was carried with the testing team to each endpoint testing location. 
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Another valuable attribute of the Kestrel Meter system was its ability, when 
docked in a base station, to provide a World Wide Web (WWW) servable 
webpage (see Figure 27) which provided real time observation and at-a-glance 
atmospheric trends.  This added feature provided valuable real time feedback 
and a greater situational awareness to the NOC team as they were conducting 
and supervising testing and scenario operations. 
 
 
Figure 27 Kestrel Weather Station Graphical Interface (From: Miller) 
Each day that experimentation was to take place, each weather station 
was calibrated in accordance with Appendix E, and at the day’s end upon 
conclusion of testing, a member of the Data Collections team retrieved each 
station and downloaded the stored data to comma delimited files for 
incorporation into the COASTS 2006 observation data base for follow on 
analysis.  
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VI. EXPERIMENTATION AND RESULTS 
A. 802.11 MESHED NETWORK  
As discussed in Chapter V, the IX Chariot evaluation software requires an 
endpoint client to conduct testing.  For each iteration of the COASTS 2006 field 
experimentation program, a Windows XP configured laptop served as the 
hardware upon which this endpoint software was run.  Ixia supplies several 
specific endpoints specifically designed to be installed on WAP for the very 
reason that it is impractical for each node of a network to require a dedicated 
hardware platform to serve as the endpoint client.  Ixia and MechDynamics have 
developed a client specifically designed to operate on the MD4000 family of 
WAP; however, the necessary client was not available in time to be utilized in this 
experiment.  Because of this, the evaluation of the WAP on the UAV surrogate in 
flight was not possible given the payload restrictions inherent to the airframe. 
Given the payload weight restriction, and the anecdotal documentation 
that the RF energy produced by an RC Helicopter falls into the spectrum below 
300 MHz,26 well below the 2.4GHz frequency that the MD4000 WAP operates 
on, WAP testing was conducted on the ground as part of the COASTS 2006 
experiment.  This effort was considered valid as in each case the root and 
remote client access points were each raised to a height greater than that of the 
first Fresnel zone radius above the ground.  This antenna height ensured that a 
minimal amount of RF loss occurred and closely simulated an airborne access 
point with regard to Fresnel zone propagation concerns. 
With this construct in mind the following results were achieved utilizing the 
testing methodology discussed in Chapter V. 
                                            
26 About Spektrum DSM Digital Spectrum Modulation. Provides unequalled RC signal 
resolution, and is immune to the most common forms of RF interference. 
<http://www.modelflight.com.au/spektrum_whyisitbetter.htm>, (9 March 2006). 
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1. Throughput vs. Distance Testing 
One thousand five hundred twenty data points were analyzed utilizing a 
binning technique with bin sizes of 10 observations each.  This resulted in 152 
discrete data points which follow a normal distribution (Figure 28). 
   
Figure 28 Normal Probability Plot (Throughput). 
Linear regression analysis was then performed to fit the following linear 
model: 
ˆ Y= 21.906 -6.253x   Eqn. 1.1 
Where, in Eqn. 1.1,  Yˆ  represents the fitted throughput value and x is the 
dependant variable Range.  This yielded a randomly scattered plot of residuals  
signifying homoscedastic variability.   
This yielded a well fit linear model demonstrated by the t statistic and p-
value shown in Table 2. 
  Coefficients Standard Error t Stat P-value 
Intercept 22.12376193 0.296382885 74.64588212 1.6202E-120
Range.miles. -6.781182591 0.553867046 -12.24334007 2.48097E-24
Table 2   Linear Model and Model Statistics. 
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A plot of the fitted linear model and the associated upper and lower 95% 
prediction curves (Figure 29) identify both the linearity and high variability of 
dependant variable (throughput) across the range of tested distances.  
























Figure 29 Plot of Linear Fit (Throughput vs. Range.miles.) 
The overall variability of is only partially explained in the linear model by 
the influence of range.  This can be readily identified by the Multiple R Squared 




Adjusted R Square 0.496497785
Standard Error 1.674010732
Observations 152
Table 3 Regression Statistics 
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The 30% of variance which is unaccounted for may well be explained by 
the introduction of error through the testing process or by subtle variations in 
atmospherics.27  Radio wave propagation theory states that energy received 
from a radiating source is at least indirectly proportionate to the distance away 
from the source.  The linear model suggests, as would be expected, that 
information sent along a radiated frequency is also indirectly proportionate to the 
distance between two meshed nodes of a network. 
However, the identified WAN MOP for the purposes of this experiment 
was a 10 MB through put out to 1 mi.  To test whether this MOP was achieved, a 
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Z>1.64 so we must reject oH and conclude that Throughput is >10 Mb/sec. 
 
                                            
27 Miller, 2006. 
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B. VTOL UAV SURROGATE 
1. Construction 
The VTOL UAV surrogate was constructed in accordance with the 
manufacturer’s specifications included in Appendix F.  The construction process 
was documented and observed for any key skills or tools which might be needed 
to complete the project.  The following table is a summary of results obtained 
from Appendix H. 
      Tech Assist Special Tool 
Step Description Time (min) Time Time 
1 Main Frame 898 0 152 
2 Motor Installation 273 60 0 
3 Tail Rotor 231 0 0 
4 Tail 420 84 84 
5 Main Rotor Head 519 47 47 
6 Avionics, Wiring and Power Installation 499 303 136 
7 RC Programming 243 243 136 
8 Axis Trims 402 369 0 
9 Flight Testing 262 260 260 
  Total 3747 1366 815 
Table 4  Construction Build Times (min.). 
Table 4 indicates 36% of the build time required technical assistance out 
side of basic mechanical skills and that 22% of the time specialized tools were 
required.  All of these specialized skills and tools are common to the RC 
helicopter enthusiast and would generally require a single experienced source for 
construction and operational testing of an AIED.  
2. Flight Training  
The ground up development of a UAV requires testing and development in 
a remotely controlled platform prior to the implementation of an autonomous flight 
package.  Without the ability to remotely pilot the airframe, flight excursions 
common to autonomous flight package implementation would not only be 
monetarily prohibitive but would also greatly increase the development phase of 
implementation.  In an environment where supply of technology related materials 
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may be limited, multiple losses of airframes would be intolerable.  This need to 
control the aircraft in critical phases of flight during development is essential.  
With this fundamental assumption explained, RC helicopter flight training was 
undertaken. 
At the end of the process, over 75 simulated flight hours were logged and 
over 140 flight hours.  This process spanned five months and required numerous 
parts replacements which included main blades, tail rotor drive belts and main 
transmission gears.  By the end of the process of training the airframe remained 
intact but the main servos and brushless DC motor were showing signs of 
service life wear.   This was evidenced by a somewhat sluggish control response 
and a lack of power margin.  All this considered, the time to replace all these 
parts given a ready supply was accomplished in the span of an afternoon and 




VII. CONCLUSIONS AND FUTURE RESEARCH 
A. CONCLUSIONS 
1. Extension of Wireless Network Utilizing a VTOL Platform 
Given the equipment tested it has been shown that the mesh dynamics 
WAP provides a 10 MB/sec networking solution which can be implemented on a 
mini VTOL UAV platform.  This platform can be used to extend wireless 
communications as well as provide a control link for associated autonomous 
flight packages utilizing TCP/IP protocols.  
2. AIED Systematic Identification 
Initial literature review signified that contemporary frequency spaces 
utilized by RC aircraft fall into a readily identifiable range of 27, 72, 75 MHz, and 
2.4 GHz.  The highest range being the most cluttered space and there for most 
readily masked.  A heightened use of these frequencies during daylight hours 
would be an might be an indication of RC training.   
Without an autonomous flight package, flight of an AIED would be 
restricted to line of sight operation of no more than .25 miles.  For a credible 
threat to be achieved an autonomous flight equipped airframe would be 
essential.  As such, the purchase of small autonomous flight hardware packages 
such as those in Figure 19 are essential for the successful deployment of a non 
line of sight AIED.  This being the case, the monitoring and tracking of such 
devices would aid in the identification and possible production process of an 
AIED.   
Also identified as a critical contributing factor in AIED production, are 
experienced RC pilots with the knowledge and ability to test an airframe 
throughout the development process.   Throughout the United States and in other 
countries, these individuals are, for the most part, self identifying through club 
memberships, presence on the internet, and through regional “Fly-ins.” 
 64
B. FUTURE RESEARCH 
While engaged in the COASTS 2006 project, it became readily apparent 
that a possibility might exist for interference between the frequencies generated 
by the rotating bodies and controls of an RC helo and the communication devices 
in the program.  With that in mind future research should be conducted in the 
analysis of RC helo RF interference with 2.4 GHz and 5.8 GHz spectrum, to 
include identification of optimal Main rotor speed / MR blade length to minimize 
RF interference. 
From the beginning of the project it was apparent that helicopter flight is 
very in efficient both in power consumption and survivability should a flight 
control excursion occur.  With that in mind a comparative analysis of power 
requirements between mini-fixed wing UAV and mini-rotary wing UAV platforms 
given a specific payload configuration is highly recommended, the aim of which 
would be developing targeted implementation appropriate to each platform. 
Also, apparent after flight testing was the potential for logistic difficulties 
associated with UAV operations in a remote environment.  Given that potential 
difficulty a logistics analysis of Mini-UAV platforms to include crash survivability 
and in field maintenance requirements might produce valuable insight into the 
mid to long term implementation of UAV’s in the field. 
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