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Abstract
We consider a nonlinear elliptic equation driven by the p-Laplacian and with a reaction term which
exhibits a (p − 1)-homogeneous growth both near ±∞ and near zero. Using critical point theory with
truncation techniques, the method of upper–lower solutions and Morse theory, we show that the problem
has five nontrivial smooth solutions, four of which have constant sign (two positive and two negative).
© 2011 Elsevier Inc. All rights reserved.
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1. Introduction
Let Ω ⊆ RN be a bounded domain with a C2-boundary ∂Ω . We consider the following non-
linear Dirichlet problem: {−pu(z) = f (z,u(z)) in Ω,
u|∂Ω = 0. (1.1)
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pu = div
(‖∇u‖p−2∇u) ∀u ∈ W 1,p0 (Ω),
with p ∈ (1,+∞). Our aim in this paper is to establish the existence of multiple nontrivial
smooth solutions for problem (1.1), when the reaction term f (z, ·) has a (p − 1)-homogeneous
growth at infinity, but the corresponding energy (Euler) functional of the problem is indefinite (in
particular it is noncoercive). Such problems were first studied by Amann and Zehnder [2] when
p = 2 (semilinear case). They had an autonomous reaction term, i.e.,
f (z, ζ ) = f (ζ ), f ∈ C1(R), lim|ζ |→+∞
f (ζ )
ζ
= λ /∈ σ(2)
(where σ(2) is the spectrum of the negative Dirichlet Laplacian, denoted by −D) and that
there exists at least one eigenvalue of −D between λ and λ + f ′(0). Under these conditions,
Amann and Zehnder [2] established the existence of a nontrivial solution. Soon thereafter, similar
results were also established by Chang [7] and Lazer and Solimini [23], using Morse theoretic
techniques. Extensions to problems driven by the p-Laplacian were obtained by Cingolani and
Degiovanni [9], Gasin´ski [17], Liu and Li [28], Papageorgiou and Smyrlis [32]. Cingolani and
Degiovanni [9] consider an equation more general than (1.1), which includes also the term −μu
with μ 0 and the reaction term has the form
f (ζ ) = λ|ζ |p−2ζ + g(ζ ),
with 2 < p < +∞, λ ∈ R \ σ(p) (where σ(p) is the spectrum of the negative Dirichlet p-
Laplacian, hereafter denoted by −Dp ) and
g ∈ C1(R), g(0) = 0, lim|ζ |→+∞
g′(ζ )
|ζ |p−2 = 0.
Liu and Li [28] have a reaction term f (z, ζ ) which is continuous on Ω × R and satisfies
lim|ζ |→+∞
f (z, ζ )
|ζ |p−2ζ = λ /∈ σ(p)
uniformly for all z ∈ Ω . Moreover, near the origin they assume a (p − 1)-sublinear behaviour
for f (z, ·). In both works, we find existence but not multiplicity results. Multiplicity results were
proved by Papageorgiou and Smyrlis [32], who in contrast to the previous works, do not assume
that
lim|ζ |→+∞
f (z, ζ )
|ζ |p−2ζ exists,
but they assume that
λ1 < lim inf|ζ |→+∞
f (z, ζ )
|ζ |p−2ζ  lim sup
f (z, ζ )
|ζ |p−2ζ < λ2,|ζ |→+∞
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sume a (p − 1)-sublinear growth for f (z, ·). In this work, we assume that f (z, ·) exhibits a
(p − 1)-homogeneous growth both near infinity and near zero. Using a combination of varia-
tional techniques based on the critical point theory, with the method of upper–lower solutions,
with truncation techniques and with Morse theory, we produce five smooth solutions for prob-
lems (1.1).
In the next section, for the convenience of the reader, we briefly review the main mathematical
tools that we will use in the study of problem (1.1).
2. Mathematical preliminaries
Let X be a Banach space and let X∗ be its topological dual. By 〈· , ·〉 we denote the duality
brackets for the pair (X∗,X). Let ϕ ∈ C1(X). A point x0 ∈ X is called a critical point of ϕ, if
ϕ′(x0) = 0. A number c ∈ R is said to be a critical value of ϕ, if there exists a critical point
x0 ∈ X, such that ϕ(x0) = c.
We say that ϕ satisfies the Palais–Smale condition (the PS-condition for short), if every se-
quence {xn}n1 ⊆ X, such that {ϕ(xn)}n1 is bounded and
ϕ′(xn) → 0 in X∗ as n → +∞,
has a strongly convergent subsequence. Using this compactness type condition, one can have the
following two theorems known in the literature as the “mountain pass theorem” and the “saddle
point theorem” respectively.
Theorem 2.1. If X is a Banach space, ϕ ∈ C1(X) satisfies the PS-condition, there exist
x0, x1 ∈ X and r > 0, such that ‖x1 − x0‖ > r ,
max
{
ϕ(x0), ϕ(x1)
}
< inf
{
ϕ(x): ‖x − x0‖ = r
}= ηr ,
c = inf
γ∈Γ max0t1
ϕ
(
γ (t)
)
,
where
Γ = {γ ∈ C([0,1];X): γ (0) = x0, γ (1) = x1},
then c ηr and c is a critical value of ϕ.
Theorem 2.2. If X = Y ⊕ V with dimY < +∞, ϕ ∈ C1(X) satisfies the PS-condition, r > 0,
E = {u ∈ Y : ‖u‖ r}, E0 = {u ∈ Y : ‖u‖ = r}
and
max
E0
ϕ < inf
V
ϕ = ηV ,
c = inf maxϕ(γ (t)),
γ∈Γ u∈E
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Γ = {γ ∈ C(E;X): γ |E0 = id|E0},
then c ηV and c is a critical value of ϕ.
In the analysis of problem (1.1), we will use the Sobolev space W 1,p0 (Ω) and the Banach
space
C10(Ω) =
{
u ∈ C1(Ω): u|∂Ω = 0
}
,
which is an ordered Banach space with order cone
C+ =
{
u ∈ C10(Ω): u(z) 0 for all z ∈ Ω
}
.
This cone has a nonempty interior, given by
intC+ =
{
u ∈ C+: u(z) > 0 for all z ∈ Ω and ∂u
∂n
(z) < 0 for all z ∈ ∂Ω
}
,
where n(·) denotes the outward unit normal on ∂Ω .
The study of problem (1.1) relies on some basic facts concerning the spectrum of −Dp . So,
let
L∞(Ω)+ =
{
m ∈ L∞(Ω): m(z) 0 for almost all z ∈ Ω}
(the positive cone of the ordered Banach space L∞(Ω)), let m ∈ L∞(Ω)+ \ {0} and consider the
following weighted eigenvalue problem:{
−pu(z) = λ̂m(z)
∣∣u(z)∣∣p−2u(z) in Ω,
u|∂Ω = 0, λ̂ ∈ R.
(2.1)
By an eigenvalue of −Dp , we mean a number λ̂(m) ∈ R, such that problem (2.1) has a nontrivial
solution u. Nonlinear regularity theory (see e.g., Gasin´ski and Papageorgiou [18, pp. 737–738])
implies that u ∈ C10(Ω). The least λ̂ ∈ R for which (2.1) has a nontrivial solution is the first
eigenvalue of −Dp and it is denoted by λ̂1(m). We recall the following basic properties of
λ̂1(m):
• λ̂1(m) > 0;
• λ̂1(m) is isolated (i.e., there exists ε > 0, such that (̂λ1(m), λ̂1(m) + ε) contains no eigen-
values);
• λ̂1(m) is simple (i.e., the corresponding eigenspace is one-dimensional);
• we have the following characterization of λ̂1(m) (Rayleigh quotient):
λ̂1(m) = inf
{ ‖∇u‖pp∫
Ω
m|u|p dz : u ∈ W
1,p
0 (Ω), u = 0
}
.
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Let û1 denote the normalized eigenfunction of λ̂1(m), i.e.,∫
Ω
m|̂u1|p dz = 1.
Details can be found in the papers of Anane [3], Lindqvist [26,27]; see also Lê [24] and Gasin´ski
and Papageorgiou [18, Section 6.2].
We already know that û1 ∈ C10(Ω) and from the Rayleigh quotient, it is clear that û1 does
not change sign, so we may assume that û1 ∈ C+. In fact, using the nonlinear maximum prin-
ciple of Vázquez [35], we have û1 ∈ intC+. Since −Dp is (p − 1)-homogeneous operator, the
Ljusternik–Schnirelmann theory implies that in addition to λ̂1(m) > 0, we have a whole strictly
increasing sequence of eigenvalues {̂λk(m)}k1, such that
λ̂k(m) → +∞ as k → +∞
(see García Azorero and Peral Alonso [16]). These eigenvalues are called the “LS-eigenvalues”
of (−Dp ,m). If p = 2 (linear weighted eigenvalue problem), all the eigenvalues of (−D2 ,m)
are given by {̂λk(m)}k1. If p = 2 (nonlinear weighted eigenvalue problem), then we do not
know if this is the case. However, since λ̂1(m) > 0 is isolated and the set of eigenvalues of
(−Dp ,m), denoted by σ(p,m), is closed, we can define
λ̂∗2(m) = inf
{̂
λ: λ̂ ∈ σ(p,m), λ̂ > λ̂1(m)
}
> λ̂1(m).
This is an eigenvalue of (−Dp ,m) (the second eigenvalue of (−Dp ,m)) and in fact λ̂∗2(m) =
λ̂2(m), so that the second eigenvalue and the second LS-eigenvalue of (−Dp ,m) coincide (see
Anane and Tsouli [4], Lê [24] and Gasin´ski and Papageorgiou [18, p. 753]).
Viewed as functions of the weight m ∈ L∞(Ω), the eigenvalues λ̂1(m) and λ̂2(m) are contin-
uous functions and exhibit certain monotonicity properties. More precisely, we have
• If m,m′ ∈ L∞(Ω)+, m(z)  m′(z) for almost all z ∈ Ω with strict inequality on a set of
positive measure, then λ̂1(m′) < λ̂1(m).
• m,m′ ∈ L∞(Ω)+ and m(z) <m′(z) for almost all z ∈ Ω , then λ̂2(m′) < λ̂2(m).
If m ≡ 1, then we write λ̂k(m) = λk . Then λ2 > 0 being the second LS-eigenvalue, it admits
a minimax characterization provided by Ljusternik–Schnirelmann theory. However, for our pur-
poses that characterization is not convenient. Instead, we will use another one due to Cuesta,
de Figueiredo and Gossez [10]. So, let
∂BL
p
1 =
{
u ∈ Lp(Ω): ‖u‖p = 1
}
, (2.2)
S = W 1,p0 (Ω)∩ ∂BL
p
1 , (2.3)
Γ0 =
{
γ0 ∈ C
([0,1];S): γ0(−1) = −û1, γ0(1) = û1}. (2.4)
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λ2 = inf
γ0∈Γ0
max
−1t1
∥∥∇γ0(t)∥∥pp.
Recently Perera [33] using the Yang index produced an additional divergent sequence {μk}k1
of eigenvalues of −Dp . We call this sequence the “Perera eigenvalues” of −Dp . In fact λ1 = μ1
and λ2 = μ2, but it is not known if this is also true for k  3. Still, a third divergent sequence of
variational eigenvalues was produced by Drábek and Robinson [14], which also coincides with
the other when k = 1,2, but we do not know what happens if k  3. Only when N = 1, the three
sequences coincide and fully describe σ(p).
The following result is due to Godoy, Gossez and Paczka [20] (see Propositions 4.1, 4.3 and
Remark 5.5 of [20]) and it will useful in our arguments.
Proposition 2.4. Let m,h ∈ L∞(Ω)+ \ {0} and consider the following Dirichlet problem:{
−pu(z) = λm(z)
∣∣u(z)∣∣p−2u(z) + h(z) in Ω,
u|∂Ω = 0.
If λ λ̂1(m), then the above problem has no positive solution. If λ ∈ (0, λ̂1(m)), then the above
problem admits a unique positive solution.
Next let us recall a few basic definitions and facts from Morse theory. So, let ϕ ∈ C1(X) and
c ∈ R. We introduce the following sets:
ϕc = {x ∈ X: ϕ(x) c},
Kϕ = {x ∈ X: ϕ′(x) = 0},
Kϕc =
{
x ∈ Kϕ : ϕ(x) = c}.
If (Y1, Y2) is a topological pair with Y2 ⊆ Y1 ⊆ X, then for every integer k  0, by Hk(Y1, Y2) we
denote the k-th relative singular homology group for the pair (Y1, Y2) with integer coefficients.
The critical groups of ϕ at an isolated critical point x0 ∈ X with c = ϕ(x0) are defined by
Ck(ϕ, x0) = Hk
(
ϕc ∩U, ϕc ∩U \ {x0}
) ∀k  0,
where U is a neighbourhood of x0, such that Kϕ ∩ ϕc ∩ U = {x0} (see Chang [8] and Mawhin
and Willem [30]). The excision property of singular homology, implies that the above definition
of critical groups is independent of the particular choice of the neighbourhood U .
Suppose that ϕ ∈ C1(X) satisfies the PS-condition and −∞ < infϕ(Kϕ). Let
c < infϕ
(
Kϕ
)
.
Then the critical groups of ϕ at infinity are defined by
Ck(ϕ,∞) = Hk
(
X,ϕc
) ∀k  0
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dent of the particular choice of the level c.
If x0 ∈ X is a local minimizer of ϕ, then
Ck(ϕ, x0) = δk,0Z ∀k  0, (2.5)
where Z is the abelian group of signed integers. Also, if x̂ ∈ X is a critical point of mountain
pass type (see Theorem 2.1), then
C1(ϕ, x̂ ) = 0. (2.6)
If for some k  0, we have that Ck(ϕ,∞) = 0, then there is a critical point x ∈ X of ϕ, such that
Ck(ϕ, x) = 0. Moreover, if x = 0 is the only critical point of ϕ, then
Ck(ϕ,∞) = Ck(ϕ,0) ∀k  0.
As we already mentioned in the Introduction, our approach uses also the method of upper–lower
solutions. So, we will need the following definition.
Definition 2.5. (a) We say that u ∈ W 1,p(Ω) is an upper solution for problem (1.1), if⎧⎪⎨⎪⎩
∫
Ω
‖∇u‖p−2(∇u,∇h)RN dz
∫
Ω
f (z,u)hdz ∀h ∈ C∞c (Ω), h 0,
u|
∂Ω
 0.
We say that u is a strict upper solution, if it is an upper solution for (1.1) but not a solution.
(b) We say that u ∈ W 1,p(Ω) is a lower solution for problem (1.1), if⎧⎪⎨⎪⎩
∫
Ω
‖∇u‖p−2(∇u,∇h)RN dz
∫
Ω
f (z,u)hdz ∀h ∈ C∞c (Ω), h 0,
u|∂Ω  0.
We say that u is a strict lower solution, if it is a lower solution for (1.1) but not a solution.
We say that a map A : X → X∗ is of type (S)+, if for every sequence {xn}n1 ⊆ X, such that
xn → x weakly in X and lim sup
n→+∞
〈
A(xn), xn − x
〉
 0,
one has
xn → x in X.
Let A : W 1,p0 (Ω) → W−1,p
′
(Ω) be the operator, defined by
〈
A(u), y
〉= ∫ ‖∇u‖p−2(∇u,∇y)RN dz ∀u,y ∈ W 1,p0 (Ω). (2.7)
Ω
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pp. 745–746]).
Proposition 2.6. If A : W 1,p0 (Ω) → W−1,p
′
(Ω) is defined by (2.7), then A is monotone, contin-
uous (hence maximal monotone) and of type (S)+.
Finally throughout this work, for every u ∈ W 1,p0 (Ω), we set ‖u‖ = ‖∇u‖p and for every
r ∈ R, we set r± = max{±r,0}. The notation ‖ · ‖ will also be used to denote the RN -norm, but
it will always be clear from the context which norm we use. By | · |N we denote the Lebesgue
measure on RN .
In the next section we produce four nontrivial solutions of constant sign.
3. Solutions of constant sign
The hypotheses on the nonlinearity f are the following:
H(f ), f : Ω × R → R is a function, such that
(i) for all ζ ∈ R, the function z → f (z, ζ ) is measurable;
(ii) for almost all z ∈ Ω , the function ζ → f (z, ζ ) is continuous, f (z,0) = 0;
(iii) there exist a ∈ L∞(Ω)+ and c > 0, such that∣∣f (z, ζ )∣∣ a(z)+ c|ζ |p−1 for almost all z ∈ Ω and all ζ ∈ R;
(iv) there exist an integer m 2 and μ ∈ (μm,μm+1) \ σ(p), such that
lim|ζ |→+∞
f (z, ζ )
|ζ |p−2ζ = μ uniformly for almost all z ∈ Ω
(here {μk}k1 denotes the Perera sequence of variational eigenvalues of −Dp );
(v) there exist functions η, η̂ ∈ L∞(Ω)+, such that
η(z) λ1 for almost all z ∈ Ω,
η̂(z) < λ2 for almost all z ∈ Ω,
with the first inequality strict on a set of positive measure and
η(z) lim inf
ζ→0
f (z, ζ )
|ζ |p−2ζ  lim supζ→0
f (z, ζ )
|ζ |p−2ζ  η̂(z),
uniformly for almost all z ∈ Ω ;
(vi) there exist ξ− < 0 < ξ+, such that
f (z, ξ+) 0 f (z, ξ−) for almost all z ∈ Ω
and for every r > 0, we can find βr > 0, such that for almost all z ∈ Ω , the function
L. Gasin´ski, N.S. Papageorgiou / Journal of Functional Analysis 262 (2012) 2403–2435 2411ζ → f (z, ζ ) + βr |ζ |p−2ζ
is nondecreasing on [−r, r].
Remark 3.1. Hypotheses H(f )(iv) and (v) dictate a (p − 1)-homogeneous growth of f (z, ·) for
almost all z ∈ Ω , near infinity and near zero.
Example 3.2. The following function satisfies hypotheses H(f ). For the sake of simplicity we
drop the z-dependence:
f (ζ ) =
{
η|ζ |p−2ζ if |ζ | 1,
μ|ζ |p−2ζ + (η −μ)|ζ |q−2ζ if |ζ | > 1,
with η ∈ (λ1, λ2), μ ∈ (μm,μm+1) \ σ(p) where m 2 and 1 < q < p.
Let
V =
{
u ∈ W 1,p0 (Ω):
∫
Ω
û
p−1
1 udz = 0
}
.
This is a closed linear subspace of W 1,p0 (Ω). Then we have
W
1,p
0 (Ω) = R û1 ⊕ V. (3.1)
We introduce the following quantities
λV = inf
{‖∇u‖pp
‖u‖pp
: u ∈ V, u = 0
}
. (3.2)
Concerning this quantity, we have the following result.
Lemma 3.3. λ1 < λV  λ2.
Proof. Evidently λ1  λV (see Section 2). Suppose that λ1 = λV . Then we can find a sequence
{un}n1 ⊆ V , such that
‖un‖p = 1 ∀n 1 (3.3)
and
‖∇un‖pp → λ1 = λV . (3.4)
From (3.4), it follows that the sequence {un}n1 ⊆ W 1,p0 (Ω) is bounded and so we may assume
that
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un → u in Lp(Ω). (3.6)
From (3.6) it follows that ‖u‖p = 1 and from (3.5), we have
‖∇u‖pp  λ1 = λV = lim
n→+∞‖∇un‖
p
p,
which by virtue of the variational characterization of λ1 (Rayleigh quotient), imply
‖∇u‖pp = λ1 and ‖u‖p = 1,
so
u = ξ û1, (3.7)
for some ξ ∈ R \ {0}. But u ∈ V and so
0 =
∫
Ω
û
p−1
1 udz = ξ‖û1‖pp = ξ,
a contradiction to (3.7). Hence λ1 < λV .
Next, we show that λV  λ2. For this purpose let us introduce the continuous map
ϑ : W 1,p0 (Ω) → R, defined by
ϑ(u) =
∫
Ω
û
p−1
1 udz.
Let γ0 ∈ Γ0 (see (2.4)) and consider ϑ ◦γ0 : [−1,1] → R. Evidently this is a continuous function,
such that
ϑ
(
γ0(−1)
)
< 0 < ϑ
(
γ0(1)
)
.
So, by Bolzano’s theorem, we know that we can find t0 ∈ (−1,1), such that
ϑ
(
γ0(t0)
)= 0.
Hence
γ0(t0) ∈ V,
so
λV 
∥∥∇γ0(t0)∥∥pp
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max
−1t1
∥∥∇γ0(t)∥∥pp  λV . (3.8)
Because γ0 ∈ Γ0 was arbitrary, from (3.8) and Proposition 2.3, we conclude that λV  λ2. 
Remark 3.4. It is an interesting open problem whether λV = λ2.
The antimaximum principle for −Dp says that:
“For a given m,h ∈ L∞(Ω)+ \ {0}, there exists δ = δ(h) > 0, such that, if λ ∈ (̂λ1(m),
λ̂1(m)+ δ), then any solution u of the problem{−pu = λm|u|p−2u+ h in Ω,
u|∂Ω = 0
satisfies u ∈ − intC+”
(see Godoy, Gossez and Paczka [20]).
No such δ > 0 exists independent of h. In the next lemma, we show that antimaximum prin-
ciple holds L∞-locally uniformly with respect to the weight m.
Lemma 3.5. If m,h ∈ L∞(Ω)+ \ {0}, then there exists δ > 0, such that:
“if ξ ∈ L∞(Ω)+, ξ = 0, ‖ξ − m‖∞ < δ and λ ∈ (̂λ1(m), λ̂1(m) + δ), then any solution u ∈
W
1,p
0 (Ω) \ {0} of the Dirichlet problem{−pu(z) = λξ(z)∣∣u(z)∣∣p−2u(z) + h(z) in Ω,
u|∂Ω = 0
satisfies u ∈ − intC+”.
Proof. We argue indirectly. So, suppose we could find sequences
{ξn}n1 ⊆ L∞(∞)+ \ {0}, {λn}n1 ⊆ R+ \ {0}, {un}n1 ⊆ W 1,p0 (Ω) \ {0},
such that
‖ξn −m‖∞ → 0,
λn > λ̂1(ξn) ∀n 1,
λn → λ̂1(m),
−pun = λnξn|un|p−2un + h in Ω,
u /∈ − intC ∀n 1.
⎫⎪⎪⎪⎪⎪⎪⎪⎬⎪⎪⎪⎪⎪⎪⎪⎭
(3.9)n +
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seva [22, p. 286] and Gasinski and Papageorgiou [18, p. 737]). First we assume that the se-
quence {un}n1 ⊆ L∞(Ω) is bounded. Then, invoking Theorem 1 of Lieberman [25] (see also
and Gasinski and Papageorgiou [18, p. 738]), we can find α ∈ (0,1), such that the sequence
{un}n1 ⊆ C1,α0 (Ω) is bounded. Exploiting the compactness of the embedding C1,α0 (Ω) ⊆
C10(Ω), we may assume, passing to a subsequence if necessary, that
un → u in C10(Ω)
and so {−pu = λ̂1(m)m|u|p−2u+ h in Ω,
u|∂Ω = 0.
This then contradicts Proposition 2.4.
Next suppose that the sequence {un}n1 is unbounded. By passing to a subsequence if neces-
sary, we may assume that ‖un‖ → +∞. Let
yn = un‖un‖∞ ∀n 1.
Then, for all n 1, we have⎧⎨⎩−pyn = λnξn|yn|p−2yn +
h
‖un‖p−1∞
in Ω,
yn|∂Ω = 0.
(3.10)
From (3.10), as above using nonlinear regularity, we show that there is β ∈ (0,1), such that the
sequence {yn}n1 ⊆ C1,β0 (Ω) is bounded. Hence, passing to a subsequence if necessary, we have
that
yn → y in C10(Ω),
thus ‖y‖∞ = 1 and so {−py = λ̂1(m)m|y|p−2y in Ω,
y /∈ − intC+, y = 0. (3.11)
Then from (3.11), it follows that y ∈ intC+ and so there exists n0  1, such that
yn ∈ intC+ ∀n n0,
which contradicts Proposition 2.4. 
Using Lemma 3.3 and Lemma 3.5, we can produce a lower solution u ∈ intC+ for problem
(1.1).
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intC+, such that u(z) ξ+ for all z ∈ Ω .
Proof. We apply Lemma 3.5 with m ≡ λ1 and h = ûp−11 . Hence we produce a constant δ > 0 as
postulated by that lemma. Let
λ = min{λV − λ1, δ} > 0
(see Lemma 3.3) and recall that the map m → λ̂1(m) is continuous from L∞(Ω) into R. So, we
can find ε ∈ (0, λ), such that for all ξ ∈ L∞(Ω) with λ1  ξ(z)  λ1 + ε < λ2 for almost all
z ∈ Ω , ξ = λ1, we have that
λ̂1(ζ ) ∈ [1 − δ,1].
We fix a function ξ ∈ L∞(Ω), ξ = λ1 such that
λ1  ξ(z)min
{
η(z), λ1 + ε
}
for almost all z ∈ Ω
and we consider the following auxiliary Dirichlet problem
{−pu(z) = ξ(z)∣∣u(z)∣∣p−2u(z) − û1(z)p−1 in Ω,
u|∂Ω = 0. (3.12)
To solve problem (3.12), we consider the corresponding C1-energy functional ϕ0 : W 1,p0 (Ω)→R,
defined by
ϕ0(u) = 1
p
‖∇u‖pp − 1
p
∫
Ω
ξ |u|p dz +
∫
Ω
û
p−1
1 udz ∀u ∈ W 1,p0 (Ω).
Claim 1. Functional ϕ0 satisfies the PS-condition.
Let {un}n1 ⊆ W 1,p0 (Ω) be a sequence, such that {ϕ0(un)}n1 ⊆ R is bounded and
ϕ′0(un) → 0 in W−1,p
′
(Ω). (3.13)
From (3.13), we have
∣∣〈ϕ′0(un),h〉∣∣ εn‖h‖ ∀h ∈ W 1,p0 (Ω),
with εn ↘ 0, so∣∣∣∣〈A(un),h〉− ∫ ξ |un|p−2unhdz + ∫ ûp−11 hdz∣∣∣∣ εn‖h‖ ∀n 1. (3.14)
Ω Ω
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we may assume that
‖un‖ → +∞.
We set
yn = un‖un‖ ∀n 1.
Then
‖yn‖ = 1 ∀n 1
and so passing to a suitable subsequence if necessary, we may assume that
yn → y weakly in W 1,p0 (Ω), (3.15)
yn → y in Lp(Ω). (3.16)
In (3.14), we choose h = yn − y ∈ W 1,p0 (Ω) and we divide the inequality by ‖un‖p−1. Then∣∣∣∣〈A(yn), yn − y〉− ∫
Ω
ξ |yn|p−2yn(yn − y)dz +
∫
Ω
û
p−1
1
‖un‖p−1 (yn − y)dz
∣∣∣∣
 εn‖yn − y‖‖un‖p−1 ∀n 1,
so, using also (3.16), we have
lim
n→+∞
〈
A(yn), yn − y
〉= 0.
Using the (S)+ property of the operator A (see Proposition 2.6), we get
yn → y in W 1,p0 (Ω)
and so
‖y‖ = 1. (3.17)
Therefore, if we divide (3.14) by ‖un‖p−1 and pass to the limit as n → +∞, then
〈
A(y),h
〉= ∫
Ω
ξ |y|p−2yhdz ∀h ∈ W 1,p0 (Ω),
so
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and thus {−py(z) = ξ(z)∣∣y(z)∣∣p−2y(z) in Ω,
y|∂Ω = 0. (3.18)
Since λ1  ξ(z) < λ2 for almost all z ∈ Ω and the first inequality is strict on a set of positive
measure, we have
λ̂1(ξ) < λ̂1(λ1) = 1 = λ̂2(λ2) < λ̂2(ξ) (3.19)
(see Section 2). From (3.18) and (3.19), it follows that y = 0, which contradicts (3.17). Therefore
the sequence {un} ⊆ W 1,p0 (Ω) is bounded and so, passing to a subsequence if necessary, we may
assume that
un → u weakly in W 1,p0 (Ω), (3.20)
un → u in Lp(Ω). (3.21)
In (3.14), we choose h = un−u ∈ W 1,p0 (Ω) and then pass to the limit as n → +∞. Using (3.21),
we obtain
lim
n→+∞
〈
A(un),un − u
〉= 0,
so, from the (S)+ property of the operator A (see Proposition 2.6), we have
un → u in W 1,p0 (Ω).
This proves Claim 1.
Claim 2. ϕ0|V  0.
Let u ∈ V . Then, using the fact that ξ(z) λV for almost all z ∈ Ω and (3.2), we have
ϕ0(u) = 1
p
‖∇u‖pp − 1
p
∫
Ω
ξ |u|p dz +
∫
Ω
û
p−1
1 udz
= 1
p
‖∇u‖pp − 1
p
∫
Ω
ξ |u|p dz
 1
p
‖∇u‖pp − λV
p
‖u‖pp  0.
This proves Claim 2.
Claim 3. For s > 0 large enough, we have ϕ0(±sû1) < 0.
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ϕ0(±sû1) = s
p
p
λ1 − s
p
p
∫
Ω
ξû
p
1 dz ± s
∫
Ω
û
p
1 dz
= s
p
p
∫
Ω
(
λ1 − ξ(z)
)̂
u1(z)
p dz ± s.
As λ1  ξ(z) for almost all z ∈ Ω and λ1 = ξ , we conclude that
ϕ0(±sû1) → −∞ as s → +∞.
This proves Claim 3.
Claims 1, 2 and 3 and (3.1), permit the use of saddle point theorem (see Theorem 2.2), which
produces u˜ ∈ W 1,p0 (Ω), such that
ϕ′0(˜u) = 0,
so
A(˜u) = ξ |˜u|p−2u˜− ûp−11 ,
hence u˜ = 0 and we have{
−pu˜(z) = ξ(z)
∣∣˜u(z)∣∣p−2u˜(z)− û1(z)p−1 in Ω,
u˜|∂Ω = 0,
(3.22)
and so
u˜ ∈ C10(Ω)
(from nonlinear regularity theory; see [18, pp. 737–738]).
Note that ‖λ1 −ξ‖∞  ε < δ. So, by virtue of Lemma 3.5 and (3.22), we infer that u˜ ∈ intC+.
Recall that û1 ∈ intC+. Therefore we can find ε0 ∈ (0,1) small enough, such that
û
p−1
1 − ε0u˜p−1 ∈ intC+. (3.23)
By virtue of hypothesis H(f )(v), we can find δ0 = δ0(ε0) ∈ (0, ξ+), such that(
η(z)− ε0
)
ζp−1  f (z, ζ ) for almost all z ∈ Ω, all ζ ∈ [0, δ0],
so (
ξ(z)− ε0
)
ζp−1  f (z, ζ ) for almost all z ∈ Ω, all ζ ∈ [0, δ0] (3.24)
(recall that ξ  η).
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u(z) = β0u˜(z) ∈ [0, δ0] for almost all z ∈ Ω. (3.25)
Therefore, using (3.22), (3.23), (3.24) and (3.25), for almost all z ∈ Ω , we have
−pu(z) = βp−10
(−pu˜(z))
= ξ(z)u(z)p−1 − βp−10 û1(z)p−1
< ξ(z)u(z)p−1 − ε0u(z)p−1
= (ξ(z) − ε0)u(z)p−1
 f
(
z,u(z)
)
, (3.26)
so u ∈ intC+ is a (strict) lower solution for problem (1.1) (see Definition 2.5(b)). 
Working on the negative semiaxis and using this time the following auxiliary Dirichlet prob-
lem {
−pv(z) = ξ(z)
∣∣v(z)∣∣p−2v(z)+ û1(z)p−1 in Ω,
v|∂Ω = 0
(3.27)
instead of (3.12), we obtain via a similar argument, the following proposition.
Proposition 3.7. If hypotheses H(f ) hold, then problem (1.1) has a (strict) upper solution v ∈
− intC+, such that v(z) ξ− for all z ∈ Ω .
Next using u ∈ intC+ obtained in Proposition 3.6 and v ∈ − intC+ obtained in Proposition
3.7, we will produce the first two constant sign solutions of problem (1.1) (one positive and the
other negative). To this end, we introduce the following truncations of the nonlinearity f (z, ζ ):
f+(z, ζ ) =
⎧⎨⎩
f (z,u(z)) if ζ < u(z),
f (z, ζ ) if ζ ∈ [u(z), ξ+],
f (z, ξ+) if ξ+ < ζ,
(3.28)
f−(z, ζ ) =
⎧⎨⎩
f (z, ξ−) if ζ < ξ−,
f (z, ζ ) if ζ ∈ [ξ−, v(z)],
f (z, v(z)) if v(z) < ζ.
(3.29)
Both are Carathéodory functions. We set
F±(z, ζ ) =
ζ∫
f±(z, s) ds0
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ϕ±(u) = 1
p
‖∇u‖pp −
∫
Ω
F±
(
z,u(z)
)
dz ∀u ∈ W 1,p0 (Ω). (3.30)
Proposition 3.8. If hypotheses H(f ) hold, then
(a) all the critical points u of ϕ+ satisfy u ∈ intC+, u−u ∈ intC+, u(z) < ξ+ for all z ∈ Ω and
they solve (1.1);
(b) all the critical points v of ϕ− satisfy v ∈ − intC+, v − v ∈ intC+, ξ− < v(z) for all z ∈ Ω
and they solve (1.1).
Proof. (a) Let u ∈ W 1,p0 (Ω) be a critical point of ϕ+. Then
ϕ′+(u) = 0,
so
A(u) = N+(u), (3.31)
where
N+(y)(·) = f+
(·, y(·)) ∀y ∈ W 1,p0 (Ω).
On (3.31), we act with (u − u)+ ∈ W 1,p0 (Ω) and obtain〈
A(u), (u − u)+〉= ∫
{u>u}
f (z,u)(u − u)dz 〈A(u), (u − u)+〉
(see Proposition 3.6 and Definition 2.5(b)). Thus∫
{u>u}
(‖∇u‖p−2∇u− ‖∇u‖p−2∇u,u− u)
RN
dz 0,
so ∣∣{u > u}∣∣
N
= 0, i.e., u u. (3.32)
Similarly, acting on (3.31) with (u− ξ+)+ ∈ W 1,p0 (Ω), we obtain
u(z) ξ+ for almost all z ∈ Ω. (3.33)
From (3.32), (3.33), (3.28) and (3.31), we see that
A(u) = N(u),
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N(y)(·) = f (·, y(·)) ∀y ∈ W 1,p0 (Ω),
so {−pu = f (z,u(z)) in Ω,
u|∂Ω = 0
and thus u ∈ intC+ (nonlinear regularity theorem and (3.32)).
Let r = max{|ξ−|, ξ+}. Using hypothesis H(f )(vi), we can find βr > 0, such that for almost
all z ∈ Ω , the function ζ → f (z, ζ ) + βr |ζ |p−2ζ is nondecreasing on [−r, r]. Hence
−pu(z) + βru(z)p−1 < f
(
z,u(z)
)+ βru(z)p−1
 f
(
z,u(z)
)+ βru(z)p−1
= −pu(z) + βru(z)p−1 for almost all z ∈ Ω (3.34)
(see (3.26) in the proof of Proposition 3.6, hypothesis H(f )(vi) and (3.32)). Invoking Propo-
sition 2.6 of Arcoya and Ruiz [5] (see also Guedda and Véron [21, Proposition 2.2] and
de Figueiredo, Gossez and Ubilla [13, Proposition 3.4]), from (3.34), we infer that
u− u ∈ intC+.
Similarly, using hypothesis H(f )(vi) and (3.33), we have
−pu(z)+ βru(z)p−1 = f
(
z,u(z)
)+ βru(z)p−1
 f (z, ξ+)+ βrξp−1+
 βrξp−1+ for almost all z ∈ Ω,
so
−pu(z) + βr
(
u(z)p−1 − ξp−1+
)
 0 for almost all z ∈ Ω. (3.35)
Invoking Theorem 1’ of Pucci, Serrin and Zou [34, p. 780] (see also Theorem 1.2 of Lucia and
Prashanth [29]), it follows that
u(z) < ξ+ for almost all z ∈ Ω.
(b) The proof of this part is similar, using this time (3.29). 
Using the previous proposition, we can now generate two nontrivial constant sign smooth
solutions for problem (1.1).
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solutions
u0 ∈ intC+ and v0 ∈ − intC+,
such that
u0 − u ∈ intC+, u0(z) < ξ+ for all z ∈ Ω,
v − v0 ∈ intC+, ξ− < v0(z) for all z ∈ Ω.
Proof. Evidently the C1-functional ϕ+ (see (3.30)) is coercive. Also, exploiting the compactness
of the embedding W 1,p0 (Ω) ⊆ Lp(Ω), we can easily verify that ϕ+ is sequentially weakly lower
semicontinuous. Invoking the Weierstrass theorem, we can find u0 ∈ W 1,p0 (Ω), such that
m̂+ = infϕ+ = ϕ+(u0). (3.36)
From (3.36), it follows that ϕ′+(u0) = 0. Then by virtue of Proposition 3.8, we have
u0 ∈ intC+, u0 − u ∈ intC+, u0(z) < ξ+ for almost all z ∈ Ω
and u0 solves problem (1.1).
Similarly, working with C1-functional ϕ− (see (3.30)), we obtain another solution
v0 ∈ − intC+, v − v0 ∈ intC+, ξ− < v0(z) for almost all z ∈ Ω. 
Using these two solutions u0 ∈ intC+ and v0 ∈ − intC+ and suitable truncation techniques
and variational arguments, we will produce two more nontrivial constant sign smooth solutions
for problem (1.1).
Proposition 3.10. If hypotheses H(f ) hold, then problem (1.1) has two more nontrivial constant
sign smooth solutions
û ∈ intC+, û = u0, v̂ ∈ − intC+, v̂ = v0.
Proof. We consider the following truncation of the nonlinearity f (z, ·):
f̂+(z, ζ ) =
{
f (z,u(z)) if ζ  u(z),
f (z, ζ ) if ζ > u(z). (3.37)
Clearly this is a Carathéodory function. We set
F̂+(z, ζ ) =
ζ∫
f̂+(z, s) ds0
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ϕ̂+(u) = 1
p
‖∇u‖pp −
∫
Ω
F̂+
(
z,u(z)
)
dz ∀u ∈ W 1,p0 (Ω).
For r > 0, let
B
C10 (Ω)
r (u0) =
{
u ∈ C10(Ω): ‖u− u0‖C10 (Ω)  r
}
.
Then for r > 0 small enough, using Proposition 3.9 and (3.37), we have
ϕ̂+|
B
C10 (Ω)
r (u0)
= ϕ+|
B
C10 (Ω)
r (u0)
.
From the proof of Proposition 3.9, we know that u0 is a minimizer of ϕ+. Hence it is a local
C10(Ω)-minimizer of ϕ̂+. Invoking Theorem 1.2 of García Azorero, Manfredi and Peral Alonso
[15], we infer that u0 is also a local W 1,p0 (Ω)-minimizer of ϕ̂+. We can always assume that u0 is
also an isolated critical point of ϕ̂+ or otherwise, we have a whole sequence of distinct nontrivial
positive smooth solutions of (1.1) (see Proposition 3.8(a)) and so we are done. Then arguing as
in Motreanu, Motreanu and Papageorgiou [31] (proof of Proposition 6), we can find  ∈ (0,1)
small enough, such that
ϕ̂+(u0) < inf
{
ϕ̂+(u): ‖u− u0‖ = 
}= η+ (3.38)
(cf. also de Figueiredo [12, Theorem 5.10]). Because μ ∈ (μm,μm+1) \ σ(p) (see hypothesis
H(f )(iv)), it follows that ϕ̂+ satisfies the PS-condition. Moreover, since m 2, it is clear that
ϕ̂+(t û1) → −∞ as t → +∞. (3.39)
From (3.38) and (3.39) and the fact that ϕ̂+ satisfies the PS-condition, we see that we can use the
mountain pass theorem (see Theorem 2.1) and obtain û ∈ W 1,p0 (Ω), such that
ϕ̂ ′+( û ) = 0 and ϕ̂+(u0) < η+  ϕ̂+( û ). (3.40)
From the inequality in (3.40), we have û = u0. From the equality in (3.40), we have that
A( û ) = N̂+( û ),
where
N̂+(y)(·) = f̂+
(·, y(·)) ∀y ∈ W 1,p0 (Ω).
As in the proof of Proposition 3.8, we obtain u  û. Hence from (3.37), it follows that û is a
solution of (1.1) and û ∈ intC+ (nonlinear regularity theory).
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f̂−(z, ζ ) =
{
f (z, ζ ) if ζ  v(z),
f (z, v(z)) if ζ > v(z).
This is a Carathéodory function. We set
F̂−(z, ζ ) =
ζ∫
0
f̂−(z, s) ds
and introduce the C1-functional ϕ̂− : W 1,p0 (Ω) → R, defined by
ϕ̂−(u) = 1
p
‖∇u‖pp −
∫
Ω
F̂−
(
z,u(z)
)
dz ∀u ∈ W 1,p0 (Ω).
Arguing as before, using this time ϕ̂−, we obtain another nontrivial negative smooth solution
v̂ ∈ − intC+, v̂ = v0. 
In the next section, using Morse theory, we produce a fifth nontrivial smooth solution for
problem (1.1).
4. Five smooth solutions
We consider the C1-functionals σ±μ : W 1,p0 (Ω) → R, defined by
σ±μ (u) =
1
p
‖∇u‖pp − μ
p
∥∥u±∥∥p
p
∀u ∈ W 1,p0 (Ω).
Proposition 4.1. If μ /∈ σ(p) and μ> λ2, then
Ck
(
σ±μ ,∞
)= 0 ∀k  0.
Proof. We do the proof for functional σ+μ (the proof for σ−μ being similar).
Since μ /∈ σ(p), u = 0 is the only critical point of σ+μ and the latter satisfies the PS-condition.
Therefore
Ck
(
σ+μ ,∞
)= Ck(σ+μ ,0) ∀k  0. (4.1)
So, we need to compute the critical groups Ck(σ+μ ,0) for all k  0. To this end, let ξ ∈ L∞(Ω)+,
ξ = 0 and consider the homotopy
h(t, u) = σ+μ (u)− tξu ∀(t, u) ∈ [0,1] ×W 1,p(Ω).0
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We argue indirectly. So, suppose that the Claim is not true and we can find t ∈ [0,1] and
u ∈ W 1,p0 (Ω) \ {0}, such that
h′u(t, u) = 0,
so
A(u) = μ(u+)p−1 + tξ. (4.2)
On (4.2), we act with −u− ∈ W 1,p0 (Ω) and obtain
∥∥∇u−∥∥p
p
= t
∫
Ω
ξ
(−u−)dz 0,
so
u− = 0,
i.e., u 0, u = 0 (see (4.2)). Therefore (4.2) becomes
A(u) = μup−1 + tξ
and so
{−pu(z) = μu(z)p−1 + tξ(z) in Ω,
u|∂Ω = 0. (4.3)
Nonlinear regularity theory implies that u ∈ C+ \ {0}. Moreover, from (4.3) we see that
pu(z) 0 for almost all z ∈ Ω,
so using the Vázquez maximum principle (see Vázquez [35]), we obtain that u ∈ intC+.
Let v ∈ C+ \ {0} and consider the functional
Rv,u(z) =
∥∥∇v(z)∥∥p − ∥∥∇u(z)∥∥p−2(∇u(z), ∇( vp
up−1
)
(z)
)
RN
∀z ∈ Ω.
By virtue of the generalized Picone’s identity of Allegretto and Huang [1], using also Green’s
identity (see Gasinski and Papageorgiou [18, p. 211]) and (4.3), we have
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∫
Ω
Rv,u(z) dz
= ‖∇v‖pp −
∫
Ω
‖∇u‖p−2
(
∇u,∇
(
vp
up−1
))
RN
dz
= ‖∇v‖pp −
∫
Ω
(−pu) v
p
up−1
dz
= ‖∇v‖pp −μ‖v‖pp − t
∫
Ω
ξ
vp
up−1
dz.
We choose v = û1 ∈ intC+ (the normalized eigenfunction for λ1; see Section 2). Since
‖∇û1‖pp = λ1, ‖û1‖ = 1 and μ> λ2, we have
0 λ1 −μ+ t
∫
Ω
ξ
û
p
1
up−1
dz < 0,
a contradiction. This proves the Claim.
Let us set
σ̂+μ (u) = σ+μ (u)− ξu.
From the Claim it follows that σ̂+μ has no critical points and so
Ck
(
σ̂+μ ,0
)= 0 ∀k  0. (4.4)
By virtue of the homotopy invariance of the critical groups (see, e.g., Chang [8, p. 334]) and
using (4.2), we have
Ck
(
σ+μ ,0
)= Ck(σ̂+μ ,0)= 0 ∀k  0,
so, using (4.1), we also have
Ck
(
σ+μ ,∞
)= 0 ∀k  0.
In a similar fashion, we also show that
Ck
(
σ−μ ,∞
)= 0 ∀k  0. 
Using this proposition together with some ideas from Perera [33] and Liu and Li [28], we are
able to produce a fifth nontrivial smooth solution for problem (1.1).
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smooth solutions
u0, û ∈ intC+, v0, v̂ ∈ − intC+, and y0 ∈ C10(Ω).
Proof. From Propositions 3.9 and 3.10, we already have four distinct constant sign smooth so-
lutions
u0, û ∈ intC+, u0 = û, v0, v̂ ∈ − intC+, v0 = v̂.
We set
hμ(z, ζ ) = f̂+(z, ζ ) −μ
(
ζ+
)p−1
,
Hμ(z, ζ ) =
ζ∫
0
hμ(z, s) ds.
We introduce the C1-functional β+μ : W 1,p0 (Ω) → R, defined by
β+μ (u) = σ+μ (u)− ϕ̂+(u) ∀u ∈ W 1,p0 (Ω)
(see the proofs of Propositions 3.9 and 3.10). Recall that since μ /∈ σ(p) (see hypothesis
H(f )(iv)), we have that σ+μ satisfies the PS-conditions and u = 0 is the only critical point.
So, we can easily see that
inf
{∥∥(σ+μ )′(u)∥∥: u ∈ W 1,p0 (Ω), ‖u‖ = 1}= δ̂ > 0
and thus
inf
{∥∥(σ+μ )′(u)∥∥: u ∈ W 1,p0 (Ω), ‖u‖ = R}= Rp−1δ̂ > 0. (4.5)
Moreover, from the definition of β+μ and hypothesis H(f )(iv), we see that
sup
{∣∣β+μ (u)∣∣: ‖u‖ = R}= o(Rp), (4.6)
sup
{∥∥(β+μ )′(u)∥∥: ‖u‖ = R}= o(Rp−1). (4.7)
Note that
ϕ̂′+ =
(
σ+μ
)′ − (β+μ )′.
Then, from (4.5) and (4.7), it follows that
inf
{∥∥ϕ̂′+(u)∥∥: ‖u‖R}> 0, (4.8)
for R > 0 large enough and such that R > max{‖û‖,‖u0‖}.
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and
ϑ(t) =
{
0 if t ∈ [0,1],
1 if t  2,
and then introduce the C1-functional ϕ˜+ : W 1,p0 (Ω) → R, defined by
ϕ˜+(u) = ϕ̂+(u)+ ϑ
(‖u‖p
Rp
)
β+μ (u) ∀u ∈ W 1,p0 (Ω). (4.9)
Evidently
ϕ˜+(u) =
{
ϕ̂+(u) if ‖u‖R,
σ+μ (u) if ‖u‖ 2
1
p R.
(4.10)
From (4.8), (4.9) and (4.10), it follows that
inf
{∥∥ϕ˜′+(u)∥∥: ‖u‖R}> 0,
so ϕ˜+ and ϕ̂+ have identical critical sets.
From (4.10), we see that
Ck(ϕ˜+,∞) = Ck
(
σ+μ ,∞
) ∀k  0,
so
Ck(ϕ˜+,∞) = 0 ∀k  0 (4.11)
(see Proposition 4.1). We choose ξ, τ ∈ R, such that
ξ < ϕ˜+(u0) = ϕ̂+(u0) < τ < ϕ˜+( û ) = ϕ̂+( û )
(see (4.10) and (3.40) in the proof of Proposition 3.10). We consider the following triple of sets:
ϕ˜
ξ
+ ⊆ ϕ˜ τ+ ⊆ W = W 1,p0 (Ω)
and then introduce the long exact sequence of singular homology groups corresponding to this
triple. So, we have
· · ·Hk
(
W, ϕ˜
ξ
+
) j∗−→ Hk(W, ϕ˜ τ+) ∂∗−→ Hk−1(ϕ˜ τ+, ϕ˜ ξ+) · · · ∀k  0. (4.12)
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boundary homomorphism.
We assume that {0, u0, û} are the only critical points of ϕ˜+. Otherwise, recalling that ϕ˜+ and
ϕ̂+ have identical critical sets and since the critical points u of ϕ̂+ satisfy u u, then we have a
third nontrivial positive smooth solution of (1.1) (see (3.37)). This way, we have generated five
nontrivial constant sign smooth solutions, hence we are done.
We have
Hk
(
W, ϕ˜
ξ
+
)= Ck(ϕ˜+,∞) = 0 ∀k  0 (4.13)
(see (4.11)). Also
Hk
(
W, ϕ˜ τ+
)= Ck(ϕ˜+, û ) ∀k  0. (4.14)
Moreover, since u0 is a local minimizer of ϕ̂+ (see the proof of Proposition 3.9) and R > ‖u0‖,
from (4.10), it follows that u0 is also a local minimizer of ϕ˜+ and so
Hk−1
(
ϕ˜ τ+, ϕ˜
ξ
+
)= Ck−1(ϕ˜+, u0) = δk−1,0Z = δk,1Z ∀k  0 (4.15)
(see (2.5) in Section 2). From (4.13), (4.14) and (4.15), we see that in the long exact sequence
(4.12), only the tail of it (i.e., k = 1) is nontrivial. So, we concentrate on the tail and have
rankH1
(
W, ϕ˜ τ+
)= rankC1(ϕ˜+, û )
= rank ker ∂∗ + rank im ∂∗
= rank im j∗ + rank im ∂∗
 0 + 1 = 1,
so
rankC1(ϕ˜+, û ) 1. (4.16)
Recall that û ∈ intC+ is a critical point of mountain pass type for ϕ̂+ (see the proof of Propo-
sition 3.10) and ϕ̂+, ϕ˜+ coincide in a neighbourhood of û (see (4.10) and recall that R > ‖û‖).
Therefore
rankC1(ϕ˜+, û ) 1 (4.17)
(see (2.6)). From (4.16) and (4.17), it follows that
Ck(ϕ˜+, û ) = δk,1Z ∀k  0,
so
Ck(ϕ̂+, û ) = δk,1Z ∀k  0. (4.18)
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û− u ∈ intC+. (4.19)
Consider the positive truncation of the nonlinearity f (z, ·), defined by
f+(z, ζ ) =
{
0 if ζ  0,
f (z, ζ ) if ζ > 0.
This is a Carathéodory function. We set
F+(z, ζ ) =
ζ∫
0
f+(z, s) ds
and then introduce the C1-functional ϕ+ : W 1,p0 (Ω) → R, defined by
ϕ+(u) = 1
p
‖∇u‖pp −
∫
Ω
F+
(
z,u(z)
)
dz ∀u ∈ W 1,p0 (Ω).
We consider the homotopy
h(t, u) = (1 − t)ϕ̂+(u)+ tϕ+(u) ∀(t, u) ∈ [0,1] ×W 1,p0 (Ω).
Since μ /∈ σ(p) (see hypothesis H(f )(iv)), we see that for every t ∈ [0,1], h(t, ·) satisfies the
PS-condition.
Suppose that we could find sequences {tn}n1 ⊆ [0,1] and {un}n1 ⊆ W 1,p0 (Ω), such that
tn → t ∈ [0,1],
un → û in W 1,p0 (Ω),
h′u(tn, un) = 0 ∀n 1.
⎫⎬⎭ (4.20)
From the equation in (4.20), we have
A(un) = (1 − tn)N̂+(un)+ tnN+(un),
where
N+(u)(·) = f+
(·, u(·)) ∀u ∈ W 1,p0 (Ω),
so for all n 1, we have{−pun(z) = (1 − tn)f̂+(z,un(z))+ tnf+(z,un(z)) in Ω,
u | = 0. (4.21)n ∂Ω
L. Gasin´ski, N.S. Papageorgiou / Journal of Functional Analysis 262 (2012) 2403–2435 2431As in the proof of Lemma 3.5, from (4.21), using nonlinear regularity theory (see [18] and [25]),
we can find α ∈ (0,1) and M̂ > 0, such that
un ∈ C1,α0 (Ω) and ‖un‖C1,α0 (Ω)  M̂ ∀n 1. (4.22)
Exploiting the compactness of the embedding C1,α0 (Ω) ⊆ C10(Ω) and using (4.20), we have
un → û in C10(Ω),
so there exists n0  1, such that
un ∈ intC+ and un − u ∈ intC+ ∀n n0
(see (4.19)). So
f̂+
(
z,un(z)
)= f+(z,un(z))= f (z,un(z)) ∀n n0.
Then from (4.21), we have that {un}n1 is a sequence of distinct nontrivial positive smooth
solutions of (1.1) and so we are done.
Therefore, we may assume that there exists r > 0, such that û ∈ intC+ is the only critical
point for the family {h(t, ·)}t∈[0,1] in Br( û ), where
Br( û ) =
{
u ∈ W 1,p0 (Ω): ‖u− û‖ r
}
.
Then the homotopy invariance properties of the critical groups (see Chang [8]), implies that
Ck
(
h(0, ·), û)= Ck(h(1, ·), û) ∀k  0,
so
Ck(ϕ̂+, û ) = Ck(ϕ+, û ) ∀k  0
and thus, from (4.18), we have
Ck(ϕ+, û ) = δk,1Z ∀k  0.
Considering the homotopy
ĥ(t, u) = (1 − t)ϕ+(u)+ tϕ(u) ∀(t, u) ∈ [0,1] ×W 1,p0 (Ω)
and arguing as above, we also show that
Ck(ϕ+, û ) = Ck(ϕ, û ) ∀k  0,
so
Ck(ϕ, û ) = δk,1Z ∀k  0. (4.23)
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inf = {ϕ+(u) = ϕ(u): u ∈ [u, ξ+]}= m0,
where
[u, ξ+] =
{
u ∈ W 1,p0 (Ω): u(z) u(z) ξ+ for almost all z ∈ Ω
}
.
By the Weierstrass theorem, we can find û0 ∈ [u, ξ+], such that
ϕ+( û ) = m0
and reasoning as in the proof of Proposition 3 in Motreanu, Motreanu and Papageorgiou [31], we
show that
ϕ′+( û0) = ϕ′( û0) = 0.
Moreover, the argument in the proof of Proposition 3.7, shows that
û0 − u ∈ intC+ and û0 < ξ+ ∀z ∈ Ω.
Hence û0 is a local minimizer of ϕ and so
Ck(ϕ, û0) = δk,0Z ∀k  0. (4.24)
Suppose û0 = u0. We also have û0 = û (compare (4.23) and (4.24)). Therefore û0 is the third
nontrivial positive smooth solution of (1.1), hence the desired fifth nontrivial smooth solution of
(1.1).
Hence, we may assume that û0 = u0 ∈ intC+ and so u0 is a local minimizer of ϕ and we have
Ck(ϕ,u0) = δk,0Z ∀k  0. (4.25)
Next, consider the negative truncation of the nonlinearity f (z, ·), defined by
f−(z, ζ ) =
{
f (z, ζ ) if ζ < 0,
0 if ζ  0.
This is a Carathéodory function. We set
F−(z, ζ ) =
ζ∫
0
f−(z, s) ds.
We introduce the C1-functional ϕ− : W 1,p0 (Ω) → R, defined by
ϕ−(u) = 1
p
‖∇u‖pp −
∫
F−
(
z,u(z)
)
dz ∀u ∈ W 1,p0 (Ω).Ω
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Ck(ϕ, v̂ ) = δk,1Z ∀k  0 (4.26)
and
Ck(ϕ, v0) = δk,0Z ∀k  0. (4.27)
Moreover, hypothesis H(f )(v) and Lemma 4.1 of Perera [33] (see also Dancer and Perera [11]),
implies
Ck(ϕ,0) = δk,1Z ∀k  0. (4.28)
Let σμ : W 1,p0 (Ω) → R be the C1-functional, defined by
σμ(u) = 1
p
‖∇u‖pp − μ
p
‖u‖pp ∀u ∈ W 1,p0 (Ω).
By virtue of hypothesis H(f )(iv), as in the first part of this proof, we can show that there exists
R∗ > 0, such that, if
ϕ˜(u) =
{
ϕ(u) if ‖u‖R∗,
σμ(u) if ‖u‖ 2
1
p R∗,
(4.29)
then ϕ˜ and ϕ have identical critical sets and
inf
{∥∥ϕ˜′(u)∥∥: ‖u‖R∗}> 0
(see Liu and Li [28] and Perera [33]). From (4.29), we have
Cm(ϕ˜,∞) = Cm(σμ,∞), (4.30)
with m  2 as in hypothesis H(f )(iv). But u = 0 is the only critical point of σμ (recall that
μ /∈ σ(p)). Hence
Cm(σμ,∞) = Cm(σμ,0) = 0
(see Perera [33]) and so, from (4.30), we have
Cm(ϕ˜,∞) = 0.
Therefore ϕ˜ has a critical point y0 ∈ W 1,p0 (Ω), such that
Cm(ϕ˜, y0) = 0
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of y0, we also have
Cm(ϕ,y0) = 0. (4.31)
Since m 2, from (4.24), (4.25), (4.26), (4.27), (4.28) and (4.31), we see that
y0 /∈ {0, u0, û, v0, v̂ }
and it solves problem (1.1). Moreover, nonlinear regularity theory implies that y0 ∈ C10(Ω). 
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