This paper is concerned with the stationary solutions of a one parameter family of boundary control problems for a forced viscous Burgers' equation. We assume that the forcing term possesses a special symmetry that greatly aids in our analysis. The parameter characterizing the family enters as a scalar gain in a proportional error boundary feedback control scheme. We show that as the gain varies from zero to in nity the stationary solutions undergo an interesting bifurcation. Namely when the gain is zero there are in nitely many stationary solutions, the one dimensional subspace of all constants. When the gain is positive the constants are no longer solutions. For small positive values of the gain there are three distinct nonconstant stationary solutions and for su ciently large values of the gain there is a single, asymptotically stable equilibrium.
Introduction
Burgers' equation provides a remarkable system (see e.g. 14]) that has been studied for some time 1] and was extensively developed by Burgers 3] as a simpli ed uid ow model which nonetheless exhibits some of the important aspects of turbulence. It was later derived by Lighthill 18 ] as a second order approximation to the one dimensional unsteady Navier-Stokes equation.
In a series of more recent papers which resulted in the work 8], the viscous Burgers' equation has been examined within the context of boundary control leading to a study of boundary value problems very di erent from those usually treated in the literature. For example the case of periodic boundary conditions can be found in 16] and a study of Burgers' equation with Dirichlet boundary conditions can be found in 2]. In 2] the authors show that for a given forcing term there is a single, global, asymptotically stable equilibrium. The methods employed in that work are straightforward; they employ the famous HopfCole transformation and reduce the problem to the study of a standard boundary value problem for the heat equation. This type of straightforward analysis of the dynamics for Submitted to JMSEC as a contributed paper to MTNS96. more general boundary conditions is not possible for reasons that will become clear in the present paper. Namely, the boundary conditions are transformed into quadratic nonlinear boundary conditions which also involve the time derivative, as well as, the second order spatial derivative of the solution on the boundary.
In the papers 5, 4] we rst announced the existence of a local attractor for the closed loop Burgers' system for all values of the gain parameter. A next natural problem is to nd the structure of this attractor. It turns out that the analysis of this problem has not been easy. For one thing it has not been possible to obtain the existence of a global absorbing ball for the solutions and, in fact, such a ball may not even exist. Furthermore we have not been able to construct a global Lyapunov function. In any case the starting point for analyzing the structure of the attractor is certainly to understand the possible stationary solutions. In an earlier work 12], in large part based on numerical considerations, the authors concluded that the structure of the stationary solutions could be nontrivial depending on the value of the gain parameter.
Following the earlier conference proceedings paper 5] and an unpublished work 4] containing the details of the results announced in 5], several authors have recently become interested in related work for a boundary controlled Burgers' equation, cf, 17, 19] .
In the works 7, 10] the authors considered the high gain limit (i.e., the system obtained by formally passing the gain to in nity) of the boundary control systems. In the present case this case reduces to Burgers' equation with Dirichlet boundary conditions. Following the development of nonlinear zero dynamics as discussed by C.I. Byrnes and A. Isidori 13], we de ne the zero dynamics system and show that the high gain limit of the closed loop trajectories converge to trajectories of the zero dynamics as the gain tends to in nity. In the present case this amounts to computing the zero dynamics for our boundary controlled Burgers' problem by constraining the output of the system to zero, yielding Dirichlet boundary conditions. For Dirichlet conditions there is a trivial global attractor consisting of a single point 2]. In 7] we were able to show that the attractor for the closed loop system converges to the attractor of the zero dynamics but it remained unclear whether there existed a nite gain after which the attractor would consist of a single stationary function.
The purpose of the present work is to give a rigorous mathematical justi cation of the fact there can be multiple stationary points contained in the global attractor. Partial numerical concerning this possibility were rst results announced in 12]. The analysis in this paper is based on an extension of the classical analysis of Sturm-Louiville boundary value problems using the so-called Pr ufer transformations or polar coordinates. We should comment that various partial results were obtained earlier using a variety of approaches but none of these approaches provided the more complete picture presented here.
Our approach proceeds as follows. We rst integrate the stationary Burgers' equation and then introduce the Riccati (or Hopf-Cole) transformation to reduce the stationary Burgers' equation to a second order linear equation containing a spectral type parameter. Unfortunately, as mentioned above, the boundary conditions are transformed into nonlinear boundary conditions. In the stationary case these boundary conditions factor into products of boundary conditions which appear to be of Sturmian type. In particular we obtain a system of the form At rst glance, these \eigenvalue" problems appear fairly simple, but the fact that the spectral parameter appears in a nontrivial way in the boundary conditions leads to technical di culties. The analysis of these strange spectral problems may well be of some independent interest.
The paper is organized as follows. First in Section 2 we present the controlled Burgers' problem and some motivating remarks for obtaining the closed loop boundary control problem. We then introduce certain restrictions on the forcing term and describe the stationary Burgers' problem. At the end of Section 2 we state the main result of this work in Theorem 2.1.The proof of Theorem 2.1 is contained in a sequence of lemmas and remarks in Sections 3-5. In Section 3 we introduce the Hopf-Cole (or more precisely, in this development the Riccati transformation) and describe the resulting Sturmian type spectral problems. We then reformulate the stationary problem using the classical polar coordinate transformations into four initial and boundary value problems. Section 4 contains the justi cation for the existence of the stationary solutions described in Theorem 2.1. Finally, in Section 5 we prove the nal result of Theorem 2.1, namely, for large values of the gain parameter, the single equilibrium is asymptotically stable.
Burgers' System, Assumptions and Main Result
Consider the controlled viscous Burgers' system w t ? w xx + ww x = f (x); w = w(x; t); x 2 (0; 1); t 0; ?w x (0; t) = u 0 (t); w x (1; t) = u 1 (t); (2.1) w(x; 0) = (x); y 0 (t) = w(0; t); y 1 (t) = w(1; t); where u 0 (t), u 1 (t) are boundary inputs, y 0 (t), y 1 (t) are boundary outputs, f 2 L with feedback gain k > 0 we obtain the closed loop Burgers' system w t ? w xx + ww x = f; x 2 (0; 1); t 0; ?w x (0; t) + kw(0; t) = 0; (2.3) w x (1; t) + kw(1; t) = 0; w(x; 0) = (x): In this paper we are interested in forcing terms f (x) possessing a certain symmetry property and an additional de niteness property. These assumptions considerably simplify the analysis of the resulting stationary problem. Assumption 2.1 We assume that f is an odd function about x = 1=2 in the interval 0; 1], i.e., f (x) = ?f(1 ? x) for x 2 0; 1]; and we introduce the terminology`antisymmetric about 1=2" or simply \antisymmetric" to describe such a function.
We will also assume that f (x) > 0 for x 2 0; 1=2):
An important fallout of the antisymmetry condition is that it is preserved by solutions of (2.3). The stationary Burgers' system associated with (2. b) for su ciently small k, in addition to the antisymmetric stationary solution, there also exist at least two non-antisymmetric stationary solutions; c) the antisymmetric stationary solution is asymptotically stable for su ciently large k.
Transformation of the Problem
In this section we will introduce several transformations to obtain a form of the system (2.4) which will be used to facilitate our analysis. Integrating the di erential equation (2.4) over the interval 0; x], we arrive at
where, c is a constant of integration. Using the boundary conditions, we see that
is actually not arbitrary. The parameter c plays an important part in our analysis. Equation Unfortunately, as we mentioned in the introduction, the boundary conditions are transformed into nonlinear boundary conditions, which, after using the equations (3.4) and (3.5), can be written as ?cv (0) , and, therefore, the existence of a zero of v(x) together with uniqueness of solutions of the initial value problem would imply a blow-up solution (this will be clear from the next section).
We next introduce the classical Pr ufer transformation for (3.11)-(3.12), namely, .23) is the main equation used in our analysis. On one hand it is independent of r(x), on the other hand r(x) is completely determined by r(0) and (x) in (3.21).
Rewriting the boundary conditions (3.12), taking into account that r(0) and r (1) are not zero, and after some simpli cation using (3.23), we obtain the following four sets of boundary value problems 0 (x) = (F (x) + ) cos 3. We will refer to the problem (3.24)-(3.26) as the boundary value problem, (BVP).
4. The problem we want to solve can now be stated as follows:
For a xed k > 0, nd so that the solution (x) of the IVP (3.24)-(3.25) satis es, in addition, (3.26), i.e., the BVP.
5. Because we are looking for functions v(x) with no zeros on 0; 1], we are interested in solutions (x) to the IVP, that take values in the interval (? 2 ; 2 ). 6. We will use the notation s 1 to denote the solution of the IVP with (0) = arctan(l s 1 ).
For the BVPs (s 1 ; s 2 ) with s j 2 f+; ?g, j = 1; 2 the corresponding solution will be denoted by s 1 ;s 2 (x). Proof. Suppose that there are in nitely many intersections, i.e. there exists a sequence fx n g 1 n=0 0; 1] such that 1 (x n ) = 2 (x n ) for n = 0; 1; . Then there is anx 2 0; 1] and a subsequence fx n k g 1 k=0 such that x n k !x as k ! 1. Let us once again denote this subsequence by x n . Since 1 (x n ) ? 2 (x n ) = 0 for all n, and 1 (x) ? 2 (x) is continuous, we have 1 (x) ? 2 (x) = 0. By Rolle's theorem there also exists a sequence f n g 1 n=0 such that n 2 x n ; d. Since the solution to the IVP both in the (+) and in the (?) case depends continuously on , we have that the point ( (0); (1)) moves continuously in the ( (0); (1) Proof. antisymmetric stationary solution occurs at a point 1 < k < 2. For k > k we have a single stationary solution and for k < k there are three stationary solutions. Note that the value = (k) corresponding to the non-anti-symmetric solutions tends to in nity as k goes to zero. As a result the corresponding non-anti-symmetric solutions diverge to plus and minus in nity, respectively, as k tends to zero.
The following In Figure 3 we have plotted the bifurcation diagram generated using the bifurcation tracing software AUTO 11] . In Figure 4 we have plotted the three stationary solutions for two di erent values of k. To demonstrate the stability of the anti-symmetric stationary solution for large values of k we have chosen initial data (x) = 2, k = 3 and Figure 5 contains a plot of the solution surface generated numerically using the nonlinear solver XTC for t from 0 to 2. In Figure 6 we demonstrate the stability of the non-anti-symmetric stationary solution for small values of k. Once again we have chosen the initial condition (x) = 2 and, in this case, we have taken a value k = :5 which is less than the critical value k . Note that the trajectories converge to the positive non-anti-symmetric stationary solution. 
