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ABSTRACT
This paper outlines a project which aims to use Certified Reduced Basis and General Empirical
Interpolation Methods to conduct rapid, inexpensive, computationally simple thermal property
estimation for the purpose of material identification. In this specific case, thermal conductivity and
diffusivity were the parameters of interest.
Towards this end, an experimental apparatus was constructed which applied a thermal load to various
materials and observed their thermal responses. Bugs in the experimental apparatus'were compensated
for by way of a MATLAB script, until the data produced by individual tests became highly repeatable.
Software was developed which simulated these thermal responses for given thermal loads and "true"
parameter values. The materials were put through multiple tests (Laser Flash Test, Transient Plane
Source) to independently identify possible values for these thermal properties. The "true" values were
then chosen from these possible values based on how well they allowed the simulated response to fit
the measured response.
It was found that implementation of the CRB and GEIM allowed for an accurate estimate of these "true
values," and did so without exhaustively carrying out a finite element analysis for every possible
combination of parameters, creating an exponential increase in performance.
Thesis Supervisor: Anthony T. Patera
Title: Ford Professor of Mechanical Engineering
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1. Introduction
Material identification can be a complicated
and time-intensive process. Depending on the
characteristics and amount of the material
being tested, any number of properties might
present themselves as an ideal basis for
identification. For the superheated plasma of a
distant star, spectroscopy is a relatively straight-
forward tool. For liquids - such as a volatile
hydrocarbon polluting groundwater - boiling
point and density might be the most expedient
determining factors. However, there are
instances when a material is not able to be
tested in a lab. Take, for example, the plumbing
system of an old building, or a support beam in
a large home. Neither can be removed without
disturbing (or possibly destroying) the
environment in which it currently resides. This
presents a need for a simple, reliable method
for in-situ determination of material properties
- and, concurrently, material identity.
The speed of sound through a given material
might be a good indicator of its identity, but an
apparatus to measure this value would have to
be carefully constructed, and may decrease the
ease of implementation. Turning away from
more mechanical material properties, thermal
properties - such as thermal conductivity and
diffusivity - present a potentially powerful basis
for identification. By inputting a known quantity
of heat energy into a known area and observing
the thermal response, the aforementioned
properties can be determined, providing an
experimental method which is accurate
(thermal properties can differ greatly even
between related materials) and compact (only a
small area need be heated and observed). As
many surfaces may be composed of multiple
layers of different materials (e.g. paint on a
wall), it is imperative that this system be able to
account for such variations and identify all
materials involved.
The goal of this project is to develop such a
system, from the mechanical hardware needed
to heat and observe the material to the core
mathematical models which drive the analysis
of the collected data. As smartphones are
compact, ubiquitous, and steadily increasing in
computational power, they present themselves
as a promising platform for such a device, and it
is with this in mind that the theory and
experiment were developed.
2. Theory
Before a thermal testing apparatus can be
constructed, the relevant characteristics of the
thermal response must first be determined, as
these will decide the specific data which must
be collected and analyzed. Though it is known a
priori what parameters must be prescribed in
the differential equations which govern the
physical system - thermal conductivity and
diffusivity - directly back-solving for them from
a given set of experimental data proves to be
prohibitively complicated. It is much simpler to
compare the thermal response of the
experimental system to a library of simulated
responses, and - by finding the simulated
response which most closely matches the
experimental response - obtain an estimate of
the thermal properties of interest.
This provides its own set of complications,
however, as there are innumerable possible
combinations of parameters which could be
simulated to create a full library of potential
responses. Paired with the computational
complexity (and, as a result, time cost) of a
single instance of the finite element analysis
solution of the differential equations which
govern the physical system, it becomes readily
apparent that creating this full library of
solutions is prohibitively computationally
demanding.
As such, it is necessary to determine a
mathematical approximation for this full library
of responses, one which allows for an accurate
estimation of the desired thermal properties
but does not require an exhaustive
computational search. This approximation is
obtained by making use of the Certified
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Reduced Basis (CRB) and General Empirical
Interpolation (GEIM) methods. The full
mathematical descriptions of these methods
are beyond the scope of this paper, and are
detailed in sources 1-2 in the bibliography.
What follows is a brief overview of the effects
each has on the complexity and time expense of
the aforementioned mathematical approach.
In general, if a system contains a parameter (i)
and is governed by a known differential
equation, a finite element analysis can be
implemented to estimate the response of the
solution to a given input. As this parameter
changes, the finite element solution also
changes. It follows that infinitely many possible
values of the parameter i yield infinitely many
possible finite element solutions. In order to
back-solve for the parameter pt from the finite
element solution, one could iterate through
every possible value of pt and carry out the finite
element analysis until the solution matched the
solution for the unknown pt, but this proves to
be prohibitively time-intensive. Instead, the
Reduced Basis method allows for a subset of
finite element solutions to be collected and
then linearly combined to form the full library
of solutions.
For example, if the finite element solution to a
one-dimensional differential equation (say, the
temperature along a length of pipe as it was
heated from one end) for an unknown
parameter (i) value presented in figure 2-1.
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Figure 2-13: A curve representing
what the finite element solution to
a differential equation with an
unknown parameter i might look
like. Figure developed with
Masayuki Yano
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Next, say the finite element solutions for
known parameter values (say, p = 0, YA, 1)
given as in figure 2-2.
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Figure 2-23: Three curves
representing what finite element
solutions for known values of i
might look like. Figure developed
with Masayuki Yano.
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It can then be shown that the unknown i value
can be estimated based on the degree to which
each component solution factors into the
composite approximated solution.
This creates an exponential improvement in the
speed at which the thermal properties can be
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determined from an experimental curve, and
allows for the calculations to be carried out by
low-power devices (such as smartphones).
However, the size of the experimental dataset
can still be very large. Every pixel of a thermal
image is its own data point, and given that
there can be a large number of images across a
given test, the amount of data taken can very
quickly become large enough to make storage
on low-memory devices (such as the
aforementioned smartphones) non-trivial.
Therefore it is desirable to reduce the amount
of data collected to the smallest amount which
will allow for accurate estimation of the thermal
parameters of the material being observed. It is
here that the GEIM is applied.
The GEIM states that - in a system which varies
by one or more parameters pi, 112, etc... there
are a small subset of "magic points" which
respond most greatly to small changes in said
parameters. From these "magic points," the
rest of the dataset may be inferred (or
"interpolated"). The GEIM is a formal
computational method for calculating the
location and relative importance of said "magic
points," and allows for a vast reduction in the
amount of data being collected. More precisely,
it is observed that a field of many thousands of
pixels can be reduced to a significantly smaller
(e.g. on the order of 10) set of "magic points"
which allow for a reasonably equivalent
estimation to the full dataset.
With both the CRB and GEIM methods, the
computationally rigorous, space-intensive
problem of back-solving for the thermal
properties of a material from a measured
thermal response to a known input becomes a
relatively fast, computationally cheap, and
straight-forward estimation which may be
carried out on such low-power, low-memory
devices as smartphones. It is with this in mind
that the experiment and experimental
apparatus were designed.
3. Experimental Design
As this project is still in the very early stages,
this experiment was largely designed such that
the broad theoretical concept - the
determination of thermal properties from
simulated results - could be confirmed. As such,
the experiment was simplified in a number of
ways with respect to the intended "real-world"
application.
3.1 The Experimental Apparatus
For the sake of simplicity, a regular computer
(running MATLAB) was used for data analysis
instead of a smartphone, and an existing
thermal camera was modified to serve as the
data collection unit. Similarly, a resistive heater
was used in lieu of a laser, as this decreased the
number of parameters of the system (emissivity
of the material could be neglected), and gave
greater control over the heat flux put into the
system. Both of these allowed for the collection
of more consistent experimental data. The
experimental apparatus is pictured in figure 3-1.
resistive heater
c I
layerI11acrylic
layer 1: glasslacrylic
Figure 3-1': The experimental
apparatus. It contains a Fluke Ti9
thermal imager modified with an
arduino for controlled data
collection, a bracket which holds
both the camera and the sample,
and a 28 VAC, 1OW, 1 in2 resistive
heater on the surface of the
sample. Figure from James Penn.
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As is clear from the figure, this apparatus is
much bulkier and less functional than the
desired end product. The resistive heater was a
McMaster-Carr 28 VAC, loW, 1 in2 resistive
heating patch, while a Fluke Ti9 thermal camera
served as the data collection unit.
It should be noted that the Fluke Ti9 camera has
several characteristics which hindered testing: it
automatically calibrates at regular intervals -
which can alter the collected data if one of
these recalibrations occurs during a test - it
takes pictures rather than video, and it must be
physically triggered to record an image. The
third problem was overcome by rewiring the
camera through an arduino to automate the
triggering. Unfortunately, the second problem
limited the rate of data collection. Because the
camera records and saves single images
individually, the maximum sampling rate was
set by the limitations of the camera's
read/write speed, giving a maximum sampling
frequency of roughly .5 Hz.
The first problem will be addressed in the
results section. The arduino was also used to
control the resistive heating patch, which
allowed for synchronization of the data
collection and thermal loading. In order to get a
baseline measurement, the heating patch was
set to turn on only after a few data points had
been collected. It should also be noted that the
resistive heating patch, though square in
appearance, heated the material in a "U" shape,
as the leads going into the heater created a
pocket which prevented contact. This shape
must be accounted for in the boundary
conditions of the differential equations which
govern the finite element analysis of the
system.
The material being heated/observed was
mounted to the camera by way of a bracket.
This ensured that the surfaces being observed
were always at the same distance from and in
the same orientation with respect to the
thermal camera. The second layer was always
acrylic, as this was a structural part of the
testing bracket, though the first layer could be
any material of the right dimensions. This
differs significantly from the end-goal of the
project, whereby the data collection would
likely not occur at perfectly repeatable
distances/orientations, and would certainly
have to deal with a wider range of material
combinations.
Taken altogether, these variations result in a
relatively simple, first-order approximation of
what the desired, real-world device would be
and how it would perform. However, as the
goal of this experiment is simply to validate the
broad design concept, these alterations are
within reason.
3.2 Experimental Procedure
For a given test, a sample of a known material
was affixed to the camera-mounted bracket.
Tests were conducted with either one or two
materials (i.e. acrylic only or acrylic and glass).
The arduino was triggered, which began
sampling images from the Fluke camera every 2
seconds. Tests began by establishing a baseline
of 2-3 measurements before the resistive
heating patch was turned on by the arduino.
The arduino continued to trigger collection as
the patch heated the material sample until the
measured time reached 98 seconds, at which
point the collection stopped and the heating
patch was turned off.
Between tests, the material sample was given
ample time to reach thermal equilibrium with
the environment in order to ensure each test
was an independent measurement, and not
contaminated by "thermal residue" from
previous tests.
The collected data was then fed into a program
provided by Fluke. From this program, the data
was exported as numerical data to MATLAB.
From here, the data was manipulated in various
ways to be discussed in the results section.
14
3.3 Independent Determination of Thermal
Properties
In order to ensure that any discrepancies which
may have appeared between the
experimentally determined thermal parameters
and the historical book values for these
parameters were a result of normal variations
in material production and not an error in the
experimental/numerical method, independent
thermal testing was conducted on the materials
being tested. The first test was a Transient
Plane Source (TPS) test, and required little
preparation of a material sample. The second
test was a Laser Flash Test (LFT), and required
careful preparation of material samples. Disks, 1
inch in diameter and between 1-2 mm thick
were carefully machined. For the acrylic, which
came from roughly 1.5 inch stock, the material
was first put through a laser cutter to create 1
inch diameter cylinders. The top 1.5 mm of the
cylinders were then lathed off and lightly
sanded to create a roughly uniform disk of the
right dimensions. The glass came from a stock
pane of the right thickness, so a waterjet was
used to cut several 1 inch diameter disks. The
disks of both samples were then coated in a
thin paint of known emissivity and put through
the LFT. Results of these tests are detailed in
the results section.
4. Results and Discussion
The raw thermal image data from a typical
experimental run is shown in figure 4-1.
Figure 4-14: Thermal images
collected by camera at t = 6, 46, and
96 seconds. Dark red represents
maximum temperature. Figure from
James Penn and Timo Tonn.
As is clear from this raw data, the area wamred
by the heating patch does indeed have an
indent caused by the leads. As time goes on and
the heat conducts through the material, the
sharp outline of the heating patch begins to get
hazy. The shape this warm area takes and the
speed at which it assumes this shape will differ
based on the thermal properties of the system.
The areas which see the greatest change in
warm-up profile for a given parameter change
are the "magic points," which will be used as
the basis for thermal property (and material)
identification.
By using the maximum data points in each
measurement, a warm-up curve can be plotted,
as seen in figure 4-2.
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Raw Data
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Figure 4-2: The raw data from the
camera. Note several irregularities
- multiple measurements occurring
at the same time, large gaps
between measurements, kinks in
the otherwise smooth profile.
Figure developed with James Penn.
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As the figure clearly demonstrates, though the
curve looks more or less like a typical warm-up
curve, there are several irregularities. Note that
there are two measurements at t = 14s, that
there are multiple gaps of more than two
seconds, and that there are kinks in the curve
where the temperature suddenly rises more
than expected. It has been postulated by
members of this project that these irregularities
can be traced back to poor timekeeping on the
part of the Fluke camera, which is recording
data as quickly as it can. Because of these
15
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irregularities, it became necessary to write a
script which would "fix" the timestamps
provided in the data and yield a more normal
curve - "TimeFixer.m". This script contains two
"fixes," each of which targets a specific flaw
found in the experimental data. The script is
provided in full in Appendix A. The graphical
output of said script is presented in figure 4-3,
which shows a clear improvement in the
smoothness of the warm-up curve.
Data With Second Correction
0
I-
45
40
35
30
0 10 20 30 40 50 60 70 80 90
Time (s)
Figure 4-3: The graphical output of
the "TimeFixer.m" function. Note
that the multiple measurements at
a given time and sharp kinks are
now gone.
Table 4-14: A compilation of the
thermal parameters of interest as
given by the various sources used in
this project. k is measured in
W/m*K and a is measured in m2/s.
Data from James Penn and Timo
Tonn.
sol: k a k a TestsSource glass acrylic
TPS .98 4.23e-7 .22 1.39e 7  5
LFT 1.08 5.13e .17 1.08e- 3
Book 1.05 3.4e-7  .19 1e-7  _ ?
It was determined that the LFT values would
serve as the basis for simulation, largely due to
the precise nature of the testing apparatus. This
decision was confirmed by the degree to which
these parameter values caused the simulated
thermal response to match the anticipated
thermal response. Further tweaking resulted in
the TPS value for acrylic conduction being
substituted in for the LFT value, as this yielded a
match which was better still. This match is
demonstrated in figure 4-4, which shows 6
experimental runs plotted with the simulated
data.
With "fixed" data, it is now possible to compare
curves from many different experiments, but
before it is possible to compare those results to
the simulated data, it is necessary to check the
experimental thermal properties against the
historical book values. Compiled in Table 4-1 is
the data for glass and acrylic, as provided by the
three sources available in this experiment.
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Figure 4-4: Experimental and
simulated data plotted on the same
axes. Note the agreement between
the experimental runs, indicating a
relatively low noise level and high
repeatability of results. Also note
the degree to which the two curves
match, differing largely only by a
small offset which was prevalent
throughout the measured data.
Figure developed with James Penn.
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As is clear from the figure above, the
simulation is a very good model for the real
world system with the "true" values listed
above. The curves differ by a largely constant
offset which was present in all experimental
cases. With an experimentally confirmed list of
"true" parameter values, it is time to attempt to
back-solve for the thermal properties
determined above.
Using the numerical techniques described in the
section 2, MATLAB codes were written which
determined the "magic points" specific to the
input source (the large "U" shape created by
the heating patch) and matched them to a
linear combination of a subset of finite element
solutions for the parameters of interest. The
temperatures measured at these "magic points"
were compared to the temperatures at the
"magic points" of the simulated response, and
this served as the basis for a back-solved
parameter estimation. The graphical results of
this estimation are displayed in figure 4-5.
-2at, -3.to 2t,
bias q~
0.734M13
0.9275o4
1.146N~
1.43n6
1.792
2.24
2.8
card b
Based on experimental data
Figure 4-54: It is clear from the
location of the "true" values of the
parameters of interest (in this
instance, thermal conductivity of
each layer, "a" and "b") in the "low-
bias" region of the estimation
nebula that the methods outlined in
this project provide an accurate -
though not perfect - estimation of
the true parameters. Figure from
James Penn and Timo Tonn.
The fact that the "true" values for the thermal
conductivities lie inside the "low-bias" region of
the estimation nebula indicates that the
methods used by the project provide an
accurate estimation technique. The results are
not perfect - some bias must be added in in
order to make the results agree - but this is to
be expected given that there will always be
some inherent bias in any experiment. For
example, the two materials being tested were
not in perfect contact with one another. This
non-uniformity could introduce bias into the
system and throw off the degree to which the
back-solving technique is able to deduce the
proper values. Even with this bias taken into
account, however, these estimated parameters
are close enough to the "true" values to
encourage further development of the in-situ
testing technique described by this paper.
Using said estimations, it is possible to make a
reasonable guess as the identity of the material
being heated/observed. This is done by
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overlaying bounding boxes onto the resulting
estimation nebula and observing which
materials have parameters in the range of the
low-bias region. Such a graph is pictured in
figure 4-6.
Material Identification:
-Gloss
KI
LAcrylic
JFRP
D Nylon
(Y1
Figure 4-64: An example of an
estimation nebula created by the
back-solving technique, with
overlaid material property ranges.
In this particular example, the
estimated thermal conductivity (K)
and diffusivity (a) of a given layer (1)
are the axes, and it appears as
though FRP is the most likely
candidate for the material being
observed. Figure from James Penn
and Timo Tonn.
5. Conclusions
This experiment sought to confirm the validity
of using the Certified Reduced Basis and
General Empirical Interpolation Methods to
determine the thermal properties of a given
material in a fast, cheap, and computationally
simple manner, with the goal of creating a
hardware add-on and software package for
smartphones which would allow for in-situ
determination of material identity. Towards this
end, a first-order approximation of such a
device was created and tested under lab
conditions. The data from said apparatus was
tweaked in an attempt to reduce experimental
error, and various potential values for material
properties were fed into the simulation
software until the best fitting ("true") values
were found. Software then back-solved the
experimental thermal responses to find
estimates of these "true" values.
It was determined that the method outlined in
the paper is valid for performing
computationally efficient parameter estimation
towards the goal of material identification.
With this confirmation, development of the
actual device - and the software which will
operate it - can now begin, eventually resulting
in a fast and inexpensive way to determine the
identity of any given material, without the need
for hundred-thousand dollar machinery or
careful material preparation.
There are however, several potential roadblocks
to this project becoming a reality. The first is
the implementation of lasers as a source of
heat. Without a tripod or some other aid to
hold the device still, it could prove difficult to
anticipate the jittery motion of a human hand,
and therefore difficult to predict the precise
manner in which the laser will hear the wall.
Additionally, surfaces with varying emissivities
may absorb varying amounts of heat from said
laser, creating yet another parameter which
much be solved for. It may also prove difficult
to implement thermal imaging on a small
enough scale to make this package energy
efficient and aesthetically pleasing while
maintaining the insulation required for
accurate, robust measurements in non-
temperature controlled settings.
That being said, these are surmountable
challenges, which will be met in the future with
the same ingenuity and rigor which has allowed
this project to advance as far as it already has.
For now it is enough to say that there is much
promise in this estimation technique, and much
hope for how it might be applied in the future.
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Appendix A:
TimeFixer.m
I Copyright MIT 2012 JACOB BAILEY
clearvars -except trials
clc
Code which goes through the maximum temperature data collected for each
% trial and accounts for variations/inaccuracies in the time-stamp
data used by the Fluke thermal camera (e.g. multiple data points having
' the same time stamp, the time stamp being off slightly due to
calibrations).
% Opens a dialogue box which asks the user to define which trial in trials
data set should be analyzed. Will likely be removed and automated if code
% works. Saves input as a cell, then converts to a double.
i = inputdlg('Enter Trial Number to fix','Define Parameters');
trialNum = str2double(char(i(1)));
Defines the max temperatures found at every time step and the time stamps
% at every time stamp.
maxTemps = squeeze(max(max(trials(trialNum).bigM)));
rawTimes = trials(trialNum).times;
doubleStampCheck returns a list of all indices in the time stamps for
which the time does not increase. If there are no double time stamp data
points, doubleStampCheck is an empty matrix.
doubleStampCheck = find(diff(rawTimes)==0);
bigGaps is created from all the instances where the time between
% measurements is greater than the expected 2 seconds.
bigGaps = find(diff(rawTimes)>2);
logical check which, if there are double time stamps, corrects them by
adding 2 to the value of every time stamp from the first duplicate time
% stamp to the next gap of more than two seconds. If there are multiple
double stamps, a for loop is implemented to account for all events. Code
assumes that a double time stamp causes at least one gap of more than two
seconds downstream.
times = rawTimes;
if -isempty(doubleStampCheck)&& length(doubleStampCheck)==1
gapIndex = find(bigGaps>doubleStampCheck,l,'first'); %finds the index of
the next big gap after the double stamp
times = [times(l:doubleStampCheck); ...
2+times (doubleStampCheck+l:bigGaps(gapIndex)); ...
times(bigGaps(gapIndex)+1:length(times))];
bigGaps(gapIndex) = []; %eliminates index, since gap is now closed
elseif ~isempty(doubleStampCheck) && length(doubleStampCheck)>1
for i = 1:length(doubleStampCheck)
gapIndex = find(bigGaps>doubleStampCheck(i),l,'first');
if -isempty(gapIndex)
times = [times(1:doubleStampCheck(i));...
2+times(doubleStampCheck(i)+1:bigGaps(gapIndex));...
times(bigGaps(gapIndex)+1:length(times))];
19
bigGaps(gapIndex) = [; %eliminated index, since gap is now
closed
else
times = [times(1:doubleStampCheck(i));...
2+times(doubleStampCheck(i)+1:length(times))];
end
end
end
firstTimes = times;
code which plots the maxTemp data against rawTimes and times for
% comparison.
figure(3)
plot(rawTimes,maxTemps,'*r')
hold on
plot(times, maxTemps,'sb')
legend('Raw times','Times w/ first correction')
%This portion finds the change in the angle between data points with
%respecL to the horizontal axis over the course of the temperature data.
'This will help to find discontinuities and correct for them. Will likely
have to be tuned for specific data. In order to account for the first
several data points being linear and horizontal (preceding the warm up
-'curve), the changes are calculated starting at the last point which is
%within a certain range of the initial data point.
threshold = .5; %degrees
start = find(maxTemps>maxTemps(1)+threshold,1, 'first' )-1;
timeDiff = diff (times (start:length(times)));
tempDiff = diff (maxTemps (start:length(maxTemps)));
angles = atan(tempDiff./timeDiff);
angleDiff = diff(angles);
This next portion of the code determines how "off" the times array is
from what it should be, i.e. how much the final time differs from the
% known value of 98s. The largest positive angle changes are found, and -
if they are over a certain threshold - the time stamp on the third point
which defines that angle change (and all time stamps following it up
K until the next "big gap" as defined earlier) are increased by two. In
the event that there is a large positive angle change and no "big gap"
% after it, all time stamps downstream of and including the third point
which defines the angle change are increased by whatever amount is
% necessary to make the last time stamp equal 98s.
2 in order to map the angleDiffs to the actual points which need to be
% changed, first an offset of two must be added, since two diff functions
were used, each of which turn an array of data into the differences
K between them, such that a large difference at index i indicates that
% point i+l is significantly greater than expected (as it relates to this
% particular case, anyway). Then the start must be added back in, since
% every point ignored must be added back in when reassigning time stamps,
7 but one must be subtracted because if start=3, only two points are
% removed, giving a total add on of 1+start.
error = 98-times(length(times));
pointsToFix = find(angleDiff>=.13)+l+start;
for i = 1:length(pointsToFix)
gapIndex = find(bigGaps>pointsToFix(i),1,'first'); %finds the index of
the next big gap after the double stamp
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if ~isempty(gapIndex)
times = [times(1:pointsToFix(i)-l);...
2+times(pointsToFix(i):bigGaps(gapIndex)); ...
times(bigGaps(gapIndex)+1:length(times))];
bigGaps(gapIndex) =
else
times = [times(1:pointsToFix(i)-l);...
error+times(pointsToFix(i):length(times))];
end
end
secondTimes = times;
figure(5)
plot(rawTimes,maxTemps,'*r')
hold on
plot(firstTimes,maxTemps,'sb')
plot(secondTimes,maxTemps,'ok')
legend('Raw','One Fix','Two Fixes','Location','Best')
21
22
Bibliography:
[1] An 'empirical interpolation' method: Application to efficient reduced-basis discretization of partial
differential equations. Barrault, M.; Maday, Y; Nguyen, N. C.; Patera, A. T. Comptes Rendus
Mathematique, 339(9): 667-672, 2004.
[2] A generalized empirical interpolation method: Application of reduced basis techniques to data
assimilation. Maday, Y; Mula, 0. Analysis and Numerics of Partial Differential Equations, Vol. 4, Springer
INdAM Series. 2013
[3] Notes of Masayuki Yano, November 2012
[4] Design of Experiment and Uncertainty Quantification on Noisy Parametric Manifolds; Application to
Material Identification. Penn, James; Tonn, Timo. AFOSR MURI Annual Review, November 13, 2012
23
