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The statistical entropy is shown to increase due to information loss introduced 
by a substitution of the total distribution function of a given system by (i) 
a product of distribution functions of lower orders and by (ii) a new distribution 
function transformed from the original one by an integral equation such as 
appearing in the theory of stochastic processes. 
1. INTRODUCTION 
In a recent paper [l] it was shown that useful results can be obtained by 
modifying the Gibbs inequality expressed in the following form: 
j f(x) logf(x) dx 3 j f(x) log g(x) dx, (14 
which holds for two nonnegative distribution functions with the constraint 
j f(x) dx = j g(x) dx. 
One can understand Ineq. (1 A) from 
J &W/d log(f/A g - (f/d log g - (f/g) + 11 dx 3 0. 
Here, the integrand is always nonnegative. 
It is the purpose of this paper to give a simple and rigorous proof of entropy 
increase for information loss due to: (1) a product assumption in which the 
original distribution function is replaced by a product of distribution func- 
tions of lower orders, and (2) a stochastic assumption which introduces a 
new distribution function by an integral transform. 
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For simplicity’s sake we normalize the distribution functions to 1. Note 
that if the distribution functions have two variables, Ineq. (IA) can be 
expressed as 
s.l 
’ fcX, Y) log& Y) dx dy 2 j f(s, Y) log g(x, y) dGy dy. (1W 
2. PRODUCT ASSUMPTION 
A product assumption to substitute the total distribution function of a 
given system by a product of reduced distribution functions of lower orders 
is often used to obtain approximate results. Let x and y be representative 
phase space variables and let f(~, y) 3 0 be the total exact distribution 
function with the normalization condition: 
JJ J(x, y) dx dy == 1, (3) 
wherer=r~+r,,.r:Er~andyEr2. 
Let US introduce two reduced distribution functions: 
The integrations in these expressions are over the subspaces with coordinates 
x or y of the entire phase space. 
The variables x and y can be coordinates or momenta and can even be 
discrete variables. The number of reduced distribution functions can be 
arbitrary, although we give a proof for two. 
In terms of the reduced distribution functions one might like to approxi- 
mate the total distribution function by a productf,(x)&2(y). Such an approxi- 
mation is correct if there exist no correlations between x and y. The product 
assumption introduces the entropy: 
s, + s, = -k [j-$ logf, dx + J’,.,,h ‘ogf, dy] 
. . 
- k - !.I /k Y> logfd4fdy) dx dy- 
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We note that 
(6) 
Therefore, the constraint (2) is satisfied for g(x, y) = f,(x)f,(y). In general 
g(x, y) is different from f(x, y). It is equal to f(x, y) only in the absence of 
correlations. Thus, applying (1B) one arrives at 
s = --K \j f(x, Y) logf(x, Y) dx dr 
- r 
< s, f 4 . 
(7) 
3. STOCHASTIC ASSUMPTION 
A transition probability is often used in the theory of stochastic processes. 
Let us introduce a transition probability K(y, x) from a state described by 
a variable x to a state described by another variable y such that 
i?(Y) = J WY, x)f(x> dx. (8) 
Note here, that the variable y can be (x + dx, t + dt) where d represents 
“increment” and t is a time variable, while x can be (x, t). In this case, it 
is understood that dx represents still just the phase space volume element, 
because the normalization of the distribution functions is always defined in 
phase space alone and does not require integration over time. More explicitly, 
Eq. (8) can be 
g(y) = f(x + Ax, t + At) = j K(x + Ax, t + At; x, t)f(x, t) dx (9) 
where x + Ax represents a new phase space variable other than x. By 
definition, the transition probability is normalized to 1: 
s WY, 4 dx = j” K(y, 4 4 = 1, 
and must satisfy 
WY, x) 3 0. 
The normalization condition (10) ensures that for g(y): 
(10) 
(11) 
I gb)dy = 1. (12) 
INFORMATION LOSS AND ENTROPY INCREASE 
Then one arrives at another entropy theorem: 
because 
j g(y) 1% g(y) 4 < j f(x) 1og.W d.r> 
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(13) 
j g(y) log (y) 4 = j j @Y> 4fW dx logAy) &, 
jf(x) logf(x) dx = j K(Y, 4 4 jfb) logf(x) dxt 
and because the difference of the right hand sides of these expressions: 
ss K(Y> W(x) ‘ogf(x) -f(x) 1% g(Y)1 dx 4 
cannot be negative. One can see this from Eq. (11) and also by modifying 
the integrand of this expression such that 
SJ’ WY, 4 g(r)Kf(4/dr>) logW)/g(y)~ - fW/gb) + 11 dx 31. 
Here g(y) > 0 and the terms in the square bracket is nonnegative due to the 
Gibbs inequality. For g(y) = 0 the left side of Eq. (12) is --CO, assuring the 
validity of the inequality. 
Note that our results are independent of time. However, by introducing 
the master equation or by using coarse graining processes temporal evolution 
of the entropy may be discussed [2]. 
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