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In recent studies operator factorization techniques have been developed for 
problems associated with multidimensional control and image processing. In par- 
ticular the “special factorization” of Gohberg and Krein and the Schur-Coleski fac- 
torization have both been extended to the multivariate setting. The present study 
focuses on computational aspects of the earlier results. Also of interest are 
implications for designing computer architectures which facilitate high-speed, on- 
line computation of the operator factors. (: 1985 Academic Press, Inc 
1. INTRODUCTION 
The impetus for research on signal extraction in a multidimensional 
setting may be found in a variety of applications. Prominent among these 
are video filtering, medical imagery reconstruction, remore sensing via 
satellite, holographics, mineral exploration and selected space applications. 
In recent months the use of computer-interfaced cameras as components of 
automatic inspection, automated manufacturing and as vision sensors for 
robots have also surfaced as important applications. 
Some of the above applications, for example, robotics and automatic 
inspection, feature on-line operation. As such high speed signal processing 
techniques are essential. Moreover factors, such as system causality, may 
also be imposed on the design. 
In recent studies selected multidimensional signal extraction problems 
with causality constraints have been posed and solved. In the course of this 
certain factorization problems, akin to multidimensional Wiener fac- 
torization, have been solved. In particular the special factorization of 
Gohberg and Krein [ 1 ] and the Schur-Coleski factorization [3] have 
been extended to the multivariate setting. These extensions are of interest 
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because the rapid on-line calculation of such factors holds the key to high- 
speed solutions for the affiliated signal extraction problems. 
The present study focuses on computational aspects of the earlier results. 
We are also interested in implications for defining computer architectures 
which facilitate high-speed, on-line computation of the operator factors. In 
particular it will be shown that the factorization formula specifies its own 
high-speed implementation and affiliated architectures. 
In the earlier studies a mathematical structure, called a partially ordered 
Hilbert resolution space, PHRS, was used as the setting for the analysis. 
For purposes of coherence we shall briefly summarize this structure in Sec- 
tion 2. We then restate the factorization results of interest in this study. In 
Sections 4 and 5 the analysis of computational aspects is carried out. 
2. DEFINITIONS AND RESULTS 
In the earlier studies the symbol H denoted a Hilbert space and p a par- 
tially ordered set. For our purposes it suffices to consider specifically the 
case 
p={u=(i,j):O<i,j<n} 
equipped with the natural partial order. In keeping with this assumption 
we let H = Rn2 in the following. 
The sets d = {d(a): UE~}, @= (@( ) a : a E p} consist of orthoprojectors 
on H. The set A will have the following simple properties. 
(i) A(a) A(b)=O, a#b, 
(ii) Cucp A(a) = I. 
The set @ need not satisfy any particular relationship to A, however, in 
many applications a relationship will exist. 
Consider then a bounded linear map A: H + H. The transformator [.I e 
on A is defined by 
[Al@= c A(a) A@(a). 
UEU 
The finiteness of p insures that [.I@ is well defined and unique. 
As an example of the above transformator consider the orthoprojector 
family ‘$I = { ‘$Y’: a E p} where 
‘pa= 1 A(b). 
h<a 
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Then A = [A lip if and only if A has the quarter plane causality property 
discussed throughout the multidimensional systems literature. In [l-3] use 
is made of the orthoprojector E = {E”: a E p} where 
E” = ‘p” - ‘(‘). 
The transformator [ IL plays an essential role in that reference. 
Now let Q denote a self-adjoint map on H. The operator pair { W, D} is 
said to be a G-K factorization of I+ Q provided 
(i) I+ Q= (I- W)-‘(I+ D)(Z- W*)-‘, 
(ii) W= [WI,-, 
(iii) D is cross causal. 
Condition (iii) need not concern us in that our attention is focused on the 
result. 
LEMMA 1 (see [ 1 ] ). If’ 0 < Q then I+ Q hus c1 G - K fizctorizution. The 
map W is unique and computed by 
W=c d(a) QE”(Z+ E”QE”) ‘. 
<I 
The operator, W, specified in Lemma 1 plays a key role in multidimen- 
sional optimal control (see [4]). Our interest is with the on-line iterative 
computation of W. 
Another motivation for the present study is found in the domain of mul- 
tidimensional image extraction. In brief, x represents a multidimensional 
image, x + ye represents the image corrupted with noise and 2 = W(x + q) 
represents an estimate of x using x + y. The design objective is to choose W 
to minimize 
J(W)=& llx-i~l* 
(here 8 denotes expectation) over the class of maps satisfying W = [ WI,. 
The above posed problem has a rich and voluminous history extending 
back at least to Wiener. For our purposes it suffices to note that when v is 
white noise the following result holds. 
LEMMA 2 (see [3]). W is the unique solution to the above minimization 
problem if and only if 
W= c d(a) Q@(a)(z+ @‘(a) Q@(,)) ’ 
where Q is the covariance of x. 
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Once more our attention is drawn to the problem of iteratively com- 
puting W (see also [6], [7]). 
3. AN OPERATOR IDENTITY 
In the present section K, Q denote arbitrary linear maps on H. The linear 
map Z is computed through the equality 
T(K) = K(Z+ QK)-’ 
where the indicated inverse is assumed to exist. 
To explore the functional behavior of T(K) on K we take arbitrary linear 
maps, A, B, and note the following identities: 
I,: A(Z- Qr(B)) = A(Z+ QB) ‘; 
I,: Q-QZ-(B)Q=Q(Z+BQ)-‘; 
I,: [Z+A(Q-QZ-(B)Q)]-‘A(Z-QZ-(B))=A[Z+Q(B+A)]-’; 
1,: Cl- UB)QlCI+ A(Q - Qr(B)Q)l plAC(I- Qr(B)l 
= (I+ BQ)-‘A[Z+ Q(B+ A)]-‘. 
Each of these identities is easily verified using elementary manipulations. 
Using these results we may establish the following lemma. 
LEMMA 3. Provided the indicated inverses exist 
r(B+A)=T(B)+[Z-r(B)Q][Z+A(Q-Qf(B)Q)lp'AIZ-Qr(B)l (I) 
holds,for all linear maps A, B on H. 
Proof: Using I, we have that the right-hand side of Lemma 3 equals 
B(Z+ QB)-’ + (I+ BQ) ‘A[Z+ Q(B+ A)]-’ 
=(Z+BQ)m’{B+A[Z+Q(B+A)]p’} 
=(Z+BQ)~‘{B+BQ(B+A)+A}[Z+Q(B+A)]~’ 
=(Z+BQ)~ ‘{(Z+BQ)(B+A)}[Z+Q(B+A)]m’ 
=T(B+A). 
The equality of Lemma 3 has several implications that prove to be useful 
in later sections. It is convenient to identify some of these here. 
First we define M(B) by the equality 
M(B) = Q - Qr(B)Q. 
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Operating on both sides of Eq. (1) with Q and using elementary 
manipulations it follows that: 
COROLLARY 1. Provided the indicated inverses exist 
M(B+ A) = M(B)[Z+ AM(B)] - ’ (2) 
holds for all linear maps A, B on H. When Q is invertible equality (2) is 
equivalent to equality (1). 
It is instructive to explore the operator M(B) a little further. For this we 
assume that Q has a right inverse and note the identity 
Qr(B) = Qr(B)QQ - ’ 
= I- M(B)Q-‘. (3) 
In view of Lemma 2 we have then the following corollary. 
COROLLARY 2. The Map, W, of Lemma 2 is of the form W = I- VQ ~ ’ 
where 
V= 1 d(a)M(a). 
UEP 
The iterative behavior of M(.) is characterized by Corollary 1. 
In a similar vein we are interested in the quantity 
ZZ(B+A, B)=(Z+M(B)A)-‘. 
Using standard manipulations we have 
ZZ(B+A, B)=(Z+Q(Z+BQ)-‘A)-’ 
= (I+ (B+ A)Q)--‘(Z+ BQ). 
For later use we note that ZT has the semigroup property 
COROLLARY 3. For arbitrary A, B, C 
ZZ(A+B+C,B+C)ZZ(B+C,C)=ZZ(A+B+C,C) (4) 
whenever the necessary inverses exist. 
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4. DIRECT COMPUTATIONS 
Our attention turns now to computational factors attendant to the 
iterative computation of W. For convenience we assume that Q is invertible 
and focus attention on the computation of V, as specified in Corollary 2. 
Equation (2) plays a key role in our analysis. 
Consider first the case where p is totally ordered. We have then that 
d(j)=pj-pjh’ and Q(j) = Pj- ‘, jE p. In Eq. (2) we set B = Pj, 
A=d(j+l) and hence A+B=P’+‘. With the obvious notation we have 
M(j+ l)=M(j)[Z+d(j)M(j)lP’. (5) 
Returning to the definitions of A4 and r it can also be demonstrated that 
M(j+ l)=Q(I+Pj+lQ)p’. (5’) 
Equations (5) and (5’) provide a rather graphic comparison of the 
benefits of direct vs iterative techniques for constructing V. To underscore 
this let us introduce a computational complexity function. For this c(K/L) 
will denote the complexity of computing K given L. Our interest is in 
global behavior and not precise details. For this it suffices to assume that 
c((Z+ IV-‘/N) = r(N)c, (6) 
where r(N) is the rank of N and c0 denotes the complexity of the r(N) = 1 
case. Since the complexity of operator composition is small relative to 
inversion we shall neglect the composition of Eqs. (5) and (5’), respectively. 
Letting c(K) = c(K/O) and recalling that 1~1 = cardinality of p we have 
for the total complexity using Eq. (5). By comparison 
for the total complexity using Eq. (5). For even modest 1~1 the ratio 
indicates a very substantial improvement using the iterative procedures. 
Multiple dimensions. It suffices to consider the two-dimensional case 
which exhibits all the issues to be found in higher dimensions. 
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Consider then the partially ordered set ~1 and points a, h E p with h 3 a. 
Let M(a) = M(@(a)) be computed. To use Eq. (2) we apparently make the 
identifications 
B = @(a) 
A = 6(h : a) = @(h)-@(u) 
in which case M(A + B) = M(h) and 
M(h) = M(u)[Z+ 6(b : a) M(u)] ‘. (7) 
Equation (7) exhibits all of the characteristics of Eq. (6). For instance 
the complexity of computing the indicated inverses increases with 
r(S(b : a)). There are, however, some additional issues in the multivariate 
case. 
First for a given “h” it is not obvious which “~1” to use in the transition 
from M(u) to M(b). We refer to this question as the (point-to-point) tran- 
sition question. In addition there is the question of specifying an overall 
order of selecting points so that optimal point-to-point transitions are 
available to the computation. This matter is referred to as the scanning 
question. 
Point-to-point trunsitions. The point-to-point transition question is 
interrelated with two other issues. The first issue is the specific formula 
which computes the computational complexity of a point-to-point tran- 
sition. The second issue is the specific characteristics of the operator family 
{@(a): UG~} and how these affect the computational complexity of a 
point-to-point transition. 
For our purposes note that in any realistic computational complexity 
formula the computation of the inverse of Eq. (7) will become dominant 
whenever r(6(h : a)) z& 1. Moreover this inverse computation is monotone 
with r(6(h : a)) is complexity. Thus, for purposes of simplicity, we shall 
FIG. 1. Support E”. FIG. 2. Support @(a). 
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utilize r(6(h : a)), instead of c(M(b)/M(a)), in the following discussion. We 
note that our result can be easily replicated for any specific complexity for- 
mula. 
Consider now the two-dimensional case p = {(i, j): 0 < i, j< n}. The 
operator family @ can be depicted on a display of p by showing the “sup- 
port” sets of each @(a). That is the collection of all h EP such that 
d(b) @(a) = d(h). An example of this is given in Fig. 1 where the shaded 
area represents the “support” of @(a) = E”. For “rectangular” processing 
the support base for a typical @(a) is shown in Fig. 2. 
In Fig. 1 we see that the E” patterns are nested provided the movements 
are upward, to the right or along the upper right diagonal. By inspection if 
follows that the r(6(h : a)) is minimal for either a vertical or horizontal 
move. 
In Fig. 2 we see that the @(a) patterns are nor nested. The minima of 
r(S(h : a)) again occur for vertical or horizontal shifts. 
The support patterns of Figs. 1 and 2 seem to suggest that horizontal or 
vertical transitions may always be optimal. This property, however, is 
determined by the shape of the support areas of @ and is not intrinsic to 
multidimensional computations. Indeed in Fig. 3 we present a support 
shape for which the diagonal, horizontal and vertical transition difficulties 
are identical. In Fig. 4 we present a support shape for which the diagonal 
transition is actually more efficient than the vertical or horizontal counter- 
part. 
Figure 4 also demonstrates a case where, for horizontal and vertical 
transitions, r(h(h : u)) > r(@(b)) and hence the use of horizontal/vertical 
iterative procedures does not give an improvement over the direct com- 
putation of M(h). 
Transition complexity diagrams. The complexity of point-to-point tran- 
sitions and the boundaries of p can be displayed in the form of a transition 
complexity diagram (or data base, respectively). To construct a transition 
complexity diagram the transition complexities, c(h/u), for all pairs 
. . . . . 
. . .~~~~,~~~~~ 
. 
~’ 
~~~~~::~ ..ei: .:/:: . “‘- z:;;;: ” . 
.::::::.:.: ,.,: : :::::.. :;:::;:;.  .i:::::.::::. . * *..““‘_ . . 
. . . . . 
. . . . . . . 
0.2 l 
.  
.  i” *; :  .-&f l l , I  .  .  .  
.  .  .  .  .  
FIGURE 3 FIGURE 4 
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FIG. 5. The (partial transition complexity diagram of @(a) = E”. 
{(a, h): a, b E p u d} are determined. The complexity of (a, 4) is that of a 
direct computation of M(a). 
To illustrate let us continue the assumption that r(6(b : a)) is an accurate 
measure of the point-to-point complexities. We reconsider the example of 
Fig. 1. It is easily verified that the transition complexity diagram for this 
figure is as indicated in Fig. 5. For simplicity (and anticipating later 
developments) we have displayed only the adjacent pairs and a partial 
listing of the (a, 4) pairs. 
Once the transition complexity diagram (respectively, data base) is in 
hand the minimal transition complexity (MTC) diagram can be developed. 
For each b E p consider the set {c(b/u): a E ~1 u q5}, and retain only the 
minima of this set. To illustrate we reactivate the c(b/u) + r(6(6 : a)) 
assumption and reexamine the example of Fig. 5. It can be verified that 
Fig. 6 is the resultant MTC diagram. 
As a second example we consider the @(a) of Fig. 4. We have noted 
earlier that the diagonal transitions have a lower complexity than the 
FIG. 6 The MTC diagram of @(a) = E”. 
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FIG. 7. The MTC diagram for @(a) of Fig. 4. 
horizontal/vertical transitions. It follows by inspection that the MTC 
diagram of this example takes the form of Fig. 7. 
Choosing the scan. For our purposes a scan of p will denote an order- 
ing of computations to be performed at the points of p in computing W. 
This ordering does not coincide with the partial order of p. A scan is serial 
if the ordering is total. A scan is parallel if the ordering is partial. A scan is 
optimal if only minimal point-to-point complexities are utilized. 
A well-designed serial scan will require the storage of one prior com- 
putation. For example the row-by-row scan of p carries M(j) forward to 
the j+ 1 step. Each new row would be initialized by computing M at the 
initial point from scratch. 
In the setting of Figs. 1 and 6 the row-by-row scan makes use of minimal 
complexity transitions excfpt for the row start computations. In this case 
the row-by-row scan is reasonably close to optimality. In the setting of 
Fig. 7 the row-by-row scan is far from optimal. It is easy to see, however, 
16 20 23 25 
ll* . . . . 
4 ? 6f l3!-$-:2 
f f 94 14 19 
2 i 5i-'-*-* 
.-.-.-.-. 
@ 1 3 6 10 15 
FIG. 8. An optimal serial scan of Fig. 1 
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FIG. 9. An optimal serial scan for Fig. 4. 
that a serial scan based on diagonal transitions is available which is near 
optimal. Notice in both these examples that the MTC diagram virtually 
recommends the choice(s) of serial scan(s). 
If more storage capacity is available then optimal serial scans are 
available for both the above examples. Indeed, in Figs. 8 and 9 we display 
the MTC diagrams with the serial scan order superimposed at the points of 
p. This should not be confused with the v(6(h : a)) numbers displayed 
earlier. 
It is apparent that an optimal serial scan will exist whenever the MTC 
diagram has no closed paths. 
Parallel realizations. The above procedures assume a completely serial 
structure. However, the fact that the MTC diagram is not totally connected 
suggests a parallel structure to take advantage of this property. In addition 
parallel computation enhances speed. 
Assuming that the computations have been already performed optimally 
for a subset S, c ,U we define the“next stage,” Sj+ , , as the collection of all 
points a E ~1 that can be optimally computed from some point in Si. Clearly 
\,i i i i i 
\,i\,i i i+* 
\,i\,i\,i-‘-’ 
.-.-.---P. 
\,i’, P, ‘\ .-.+.+.-. \ \ 
\ \‘\‘\ 
% S, % % 
FIG. 10. Wavefront scanning for Example 1 
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FIG. 11. Wavefront scanning for Example 4. 
all the points in Si+ i can be computed in parallel. This form of progressing 
suggests a wave propagation and will be termed a wavefront scanning. The 
next figures display the wavefront scanning for Examples 1 and 4. 
It is possible to give conditions for the existence of a general wavefront 
scan. For this denote by t ‘(a) c p the points such that the transition from 
b E t ~ ‘(a) to a E ~1 is optimal. Define 
s,= {UE/L t-‘(a)=q4} 
A,= u S, 
i<r 
S,+, = {asp: t--‘(u)EA,}. 
The points in Si+ 1 form the i+ lth stage in the computation. The 
wavefront will eventually cover the set ,U completely provided that for some 
i we have A,=p (see also [S]). 
LEMMA 4. A necessary and sufficient condition for a wavefront scan is 
given by 
Assume that at some state i we have Ai c p and Si+ 1 = 4. Then there 
exists bEp with b$ Ai, t-‘(b)$ Aj. Repeating the argument for t-‘(b) we 
can construct a sequence b, t-‘(b), t-‘(t- l(b)),.... . If the index set is finite 
this implies that the points b, t-‘(b),..., will eventually form a closed path 
in the MTC diagram. Therefore we have shown 
LEMMA 5. A wavefront scan always exists provided that the minimum 
transition complexity diagram has no closed paths. 
409/107!1-?I 
312 PORTER AND ARAVENA 
5. COMPUTING W, V,D 
The results of Sections 3 and 4 provide some key tools for iteratively 
computing the G-K factors and/or the S-C factors of an operator. In the 
present discussion we bring these tools to bear on a demonstration com- 
putation. Some interesting system theoretic results show in the process. 
It suffices to consider the G-K factorization which has the form I+ Q = 
(I- W)-‘(I+ D)(Z- W*)-’ and is featured in Lemma 1. It is also known 
(see [l, 23) that (I- W)-’ has the form (I- W)-‘=I+ V where 
v= [ V-Jp. Our interest is in the direct iterative computation of W, V and 
D. 
We assume that T.C. diagram has been constructed and that a scan pat- 
tern has been chosen. The scan pattern may be serial or parallel. Our atten- 
tion centers on the adjacent transitions of the scan. 
Consider first the map W, which is computed by 
W= 1 d(a) Qr(a). 
<I t p 
For a given u E H let z = Wu and define 
z(a) = d(a)z, acp 
x(a) = Qr(a)u, a 15 p. 
It is clear that 
z(a) = d(a) x(a), a E p. 
To use the identities of Lemma 3 and its corollaries we need the follow- 
ing notation. For two points b B a E p we set B = @(a) and A = 6(b : a) = 
@(b) - @(a) which implies @(b) = B + A. We have then 
z(b) = d(b) x(b) (8) 
x(b) = Q{r(a) + [Z- ZJa)Q][Z+ 6(b: a)M(a)] -‘6(b : a)[Z- QZJa)]u} 
= (I- hf(a)[Z+ 6(b : a) M(a)] -’ 6(b : a)} x(a) 
+ M(a)[Z+ 6(b : a) M(a)] -’ 6(b : a)u 
= [Z+M(a) 6(b :a)]-1{x(a)+h4(a)6(b :a),}. 
Recalling Corollary 2 of Lemma 3 we have 
x(b) = Z7(b, a) x(a) + Z7(b, a) M(a) 6(b : a)u (9) 
where ZZ has the semigroup property. 
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FIG. 12 Representation of V. 
Equations (8) and (9) are reminiscent of a state variable model. To 
solidify this analogy recall that in the case of a serial scan the set h will 
have been given a scan order. In the case of a parallel scan each branch of 
the parallel scan will have a sub-scan order. Thus in both cases it is 
appropriate to rewrite our equations as 
x(j+ 1) = A(j) x(j) + B(j)24 
(10) 
z(j) = C(j) x(j) 
where the obvious notations have been substituted. 
In using the G-K factorization it is often convenient to use the 
(Z- W))’ = I+ V identity and hence the computation of V is of interest. 
To explore the computation of V we note that V has the block diagram 
representation of Fig. 12. 
Indeed Z=E--U where &=(I- W))‘u. 
Using the model of Eq. (10) we have 
&(A = u(j) + q(j) 
= 4d + C(j) x(j) 
where 
x(j+l)=A(j)x(j)+B(j)CC(j)x(j)+u(j)l 
= (4j) + WI C(j)) x(j) + Nj) 4A (11) 
and 
z(j) = C(j) x(j). (12) 
In the above equations 
C(j) = 4jL A(j)=ZW+ LA 
B(j)=Z7(j+l, j)M(j)&j+l : j) 
S(j+l :j)d(j)=d(j). 
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The computation of D does not take on as satisfactory a form as those of 
Wand V. To see this we note that (1+ Q)(J-- W) = (It V*)(Z+ D) which 
implies 
D+ V*+DV*=Q- W- WQ. (13) 
It is known that there exists an orthoprojector family {X(u)} such that 
D=xA(a) DX(a) 
where @(a) X(a) = 0 ail a E p. Using this it follows that d(a) V*X(u) = 0 
and A(a) WX(u) = 0. Operating on Eq. (13) we have then that 
A(n) DX(u)(/+ V*X(u)) = A(u) QX(u) - A(u) WQX(u), UEll 
and hence 
A(a)D = A(u)(l- W) QX(u)(Z+ X(a) V*X(u))-‘, a E p. (14) 
In Eq. (14) we see that a dual iteration, namely, for r(d) and for T(X), is 
necessary in the iterative computation of D. In the single variate case, 
however, the situation simplifies remarkably. In fact X(a) becomes A(u) 
and A(u) V* A(u) = 0 all a E p. Thus 
A(u)D = A(u)& W) QA(u) 
which is iterative. 
To add a further touch of familiarity to our results consider once more 
the identity of the first corollary to Lemma 3, namely, 
M(B + A) = M(B)[z+ AM(B)] -‘. 
Using the substitutions proceeding Eq. (7) we then have 
M(h) = M(a)[Z+ 6(b : a) M(u)] -’ 
= zz(b, u).M(u). 
Thus Eq. (9) can be rewritten in the form 
x(h) = zqb, a) x(u) + M(h) 6(b : u)u. 
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FIG. 13. Parallel/wavefront scan. 
6. CLOSURE 
In our analysis the iterative factorization of an operator Z+ Q was a 
primary motivation. Our results, however, point toward a form of high- 
speed multivariate signal extraction. To underscore this we consider a 
slightly contrived example. 
Let p = {(i, j) : 0 d i, j 6 2) and suppose that Q is known a priori. Let 
@(a) = E” and let the scan of Fig. 8, shown in Fig. 13, be specified for the 
computation of W. 
The map W is to be applied to a signal, U. Let us assume that u(i, j) will 
become available in a causal fashion for both variables i, j. Since W is 
causal in both variables two-dimensional, on-line processing is feasible. 
Equations (8) and (9) together with the scan of Fig. (13) specify exactly 
how to do this. In fact each branch of Fig. (13) can be interpreted as the 
operation (or hardware performing the operation) of Eqs. (7) or (8) 
(respectively, Eq. (9)). Each node thus represents simultaneously the result 
of a computation and the prerequisite information for a subsequent com- 
putation. 
A variation on the above interpretation is also of interest. For this we 
introduce the variable k = i + j. The variable k apparently represents the 
length of the shortest path(s) connecting (0,O) to (i, j). If the computation 
time per branch was constant then k would also represent the time in com- 
putational units at which x(i, j) is computed. We reorient Fig. 12 to enforce 
this interpretation. 
FIG. 14. Path length time scale. 
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As a second embellishment we define a new state vector x(k), 
k = 0, 1, 2, 3, 4, as follows: 
x(0) = col(0, 0,O) 
x( 1) = col(x( 1, O), x(0, 1 ), 0) 
x(2) = cw(2,0), $1, 1),x(0,2)) 
x(3) = col(0, x(2, l), x( 1, 2)) 
x(4) = col(0, 0, x(2,2)) 
Using Eq. (9) it is easily demonstrated that matrices A(k), B(k) can be 
specified such that 
x(k + 1) = A(k) x(k) + B(k) u(k), k = 0, l,... . (15) 
Equation (15) can be viewed as a natural (total) state equation for 
wavefront scans. In fact using the extension 
x(k)=col{xj:jEsk}, 
Eq. (15) becomes valid for all wavefront scans. 
As a final observation we note that 
z7(b : a) = [I+ M(a) 6(h : a)] -’ 
= I- M(a)[Z+ 6(h : a) M(u)] ’ 6(h : a) 
= I- M(h) 6(b : a). 
Thus n(. : a) has the same computational complexity as M(.). The MTC 
diagram enables us to organize the computation of the operators for com- 
putational complexity. In fact Eq. (15), with suitable interpretation, can be 
cast in a form which realizes the minimal complexity form of the operator. 
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