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Abstract
We analyse the learning performance of Distributed Gradient Descent in the context of multi-agent
decentralised non-parametric regression with the square loss function when i.i.d. samples are as-
signed to agents. We show that if agents hold sufficiently many samples with respect to the network
size, then Distributed Gradient Descent achieves optimal statistical rates with a number of iterations
that scales, up to a threshold, with the inverse of the spectral gap of the gossip matrix divided by the
number of samples owned by each agent raised to a problem-dependent power. The presence of the
threshold comes from statistics. It encodes the existence of a “big data” regime where the number
of required iterations does not depend on the network topology. In this regime, Distributed Gradient
Descent achieves optimal statistical rates with the same order of iterations as gradient descent run
with all the samples in the network. Provided the communication delay is sufficiently small, the
distributed protocol yields a linear speed-up in runtime compared to the single-machine protocol.
This is in contrast to decentralised optimisation algorithms that do not exploit statistics and only
yield a linear speed-up in graphs where the spectral gap is bounded away from zero. Our results
exploit the statistical concentration of quantities held by agents and shed new light on the interplay
between statistics and communication in decentralised methods. Bounds are given in the standard
non-parametric setting with source/capacity assumptions.
1. Introduction
In machine learning a canonical goal is to use training data sampled independently from an unknown
distribution to fit a model that performs well on unseen data from the same distribution. With a loss
function measuring the performance of a model on a data point, a common approach is to find a
model that minimises the average loss on the training data with some form of explicit regularisation
to control model complexity and avoid overfitting. Due to the increasingly large size of datasets
and high model complexity, direct minimisation of the regularised problem is posing more and more
computational challenges. This has led to growing interest in approaches that improve models incre-
mentally using gradient descent methods [8], where model complexity is controlled through forms of
implicit/algorithmic regularisation such as early stopping and step-size tuning [54, 55, 26].
1
RICHARDS AND REBESCHINI
The growth in the size of modern datasets has also meant that the coordination of multiple ma-
chines is often required to fit machine learning models. In the centralised server-clients setup, a single
machine (server) is responsible to aggregate and disseminate information to other machines (clients)
in what is an effective star topology. In some settings, such as ad-hoc wireless and peer-to-peer net-
works, network instability, bandwidth limitation and privacy concerns make centralised approaches
less feasible. This has motivated research into scalable methods that can avoid the bottleneck and vul-
nerability introduced by the presence of a central authority. Such solutions are called “decentralised”,
as no single entity is responsible for the collection and dissemination of information: machines com-
municate with neighbours in a network structure that encodes communication channels.
Since the early works [49, 50] to the more recent work [21, 33, 32, 22, 28, 29, 10, 17, 46, 30],
problems in decentralised multi-agent optimisation have often been treated as a particular instance of
consensus optimisation. In this framework, a network of machines or agents collaborate to minimise
the average of functions held by individual agents, hence “reaching consensus” on the solution of
the global problem. In this setting the performance of the chosen protocol naturally depends on the
network topology, since to solve the problem each agent has to communicate and receive information
from all other agents. In particular, the number of iterations required by decentralised iterative gradi-
ent methods typically scales with the inverse of the spectral gap of the communication matrix (a.k.a.
gossip or consensus matrix) [17, 41, 42], which reflects the performance of gossip protocols in the
problem of distributed averaging [9, 16, 43, 4].
Many distributed machine learning problems, in particular those involving empirical risk min-
imisation, have been framed in the context of consensus optimisation. However, as highlighted in
[45] and more recently in [37], often these problems have more structure than consensus optimisa-
tion due to the statistical regularity of the data. When the agents’ functions are the empirical risk of
their local data, in the setting where the local data comes from the same unknown distribution (ho-
mogeneous setting), the functions held by each agent are similar to one another by the phenomenon
of statistical concentration. In particular, in the limit of an infinite amount of data per agent, the
local functions are the same and agents do not need to communicate to solve the problem. This
phenomenon highlights the existence of a natural trade-off between statistics and communication.
While statistical similarities of local objective functions and the statistics/communication trade-off
have been investigated and exploited in centralised server-clients setup, typically in the analysis and
design of divide-and-conquer schemes [57, 27, 19, 31, 25, 1, 59, 45, 44, 58, 2], only recently there has
been some investigation into the interplay between statistics and communication/network-topology in
the decentralised setting. The authors in [6] investigate the interplay between the spectral norm of
the data-generating distribution and the inverse spectral gap of the communication matrix for Dis-
tributed Stochastic Gradient Descent in the case of strongly convex losses. As most of the literature
on decentralised machine learning, this work also focuses on minimising the training error and not
the test/prediction error (numerical experiments are given for the test error). Some works have inves-
tigated the performance on the test loss in the single-pass/online stochastic setting where agents use
each data point only once. The authors in [36] investigate a distributed regularised online learning
setting [52] and obtain guarantees for a “multi-step” Distributed Stochastic Mirror Descent algorithm
where agents reach consensus on their stochastic gradients in-between computation steps. The works
[24] and [3] consider the performance of Distributed Stochastic Gradient Descent algorithms in the
non-convex smooth case. They investigate the average performance of the agents over the network
in terms of convergence to a stationary point of the test loss [18] and show that a linear speed-up in
computational time can be achieved provided the number of samples seen, equivalently the number
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of iterations performed, exceeds the network size times the inverse of the spectral gap, each raised to
a certain power. The work [37] seems to be the first to have considered minimisation of the test error
in the multi-pass/offline stochastic setting that more naturally relates to the classical literature on con-
sensus optimisation. The authors investigate stability of Distributed Stochastic Gradient Descent on
the test error and show that for smooth and convex losses the number of iterations required to achieve
optimal statistical rates scales with the inverse of the spectral gap of the gossip matrix, a term that
captures the noise of the gradients’ estimates, and a term that controls the statistical proximity of the
local empirical losses.
1.1 Contributions
In this work we investigate the implicit-regularisation learning performance of full-batch Distributed
Gradient Descent [32] on the test error in the context of non-parametric regression with the square
loss function. In the homogeneous setting where agents hold independent and identically distributed
data points, we investigate the choice of step size and number of iterations that guarantee each agent
to achieve optimal statistical rates with respect to all the samples in the network. We build a theoret-
ical framework that allows to directly and explicitly exploit the statistical concentration of quantities
(i.e. batched gradients) held by agents. On the one hand, exploiting concentration yields savings on
computation, i.e. it allows to achieve faster convergence rates compared to methods that do not ex-
ploit concentration in their parameter tuning. On the other hand, it yields savings on communication,
as it allows to take advantage of the trade-off between statistical power and communication costs.
Firstly, we show that if agents hold sufficiently many samples with respect to the network size, then
Distributed Gradient Descent achieves optimal statistical rates up to poly-logarithmic factors with
a number of iterations that scales with the inverse of the spectral gap of the communication matrix
divided by the number of samples owned by each agent raised to a problem-dependent power, up
to a statistics-induced threshold. Previous results for decentralised iterative gradient schemes in the
context of consensus optimisation do not take advantage of the statistical nature of decentralised em-
pirical risk minimisation problems. In the statistical setting that we consider, these methods would
require a larger number of iterations that scales only with respect to the inverse of the spectral gap.
Secondly, we show that if agents additionally hold sufficiently many samples with respect to the in-
verse of the spectral gap, then the same order of iterations allows Distributed Gradient Descent and
Single-Machine Gradient Descent (i.e. gradient descent run on a single machine that holds all the
samples in the network) to achieve optimal statistical rates up to poly-logarithmic factors. Provided
the communication delay is sufficiently small, this yields a linear speed-up in runtime over Single-
Machine Gradient Descent, with a “single-step” method that performs a single communication round
per local gradient descent step. Single-step methods that do not exploit concentration can only achieve
a linear speed-up in runtime in graphs with spectral gap bounded away from zero, i.e. expanders or
the complete graph. Our results demonstrate how the increased statistical similarity between the local
empirical risk functions can make up for a decreased connectivity in the graph topology, showing that
a linear speed-up in runtime can be achieved in any graph topology by exploiting concentration. To
the best of our knowledge, we seem to be the first to isolate this type of phenomena.
We prove our results under the standard “source” and “capacity” assumptions in non-parametric
regression. These assumptions relate, respectively, to the projection of the optimal predictor on the
hypothesis space and to the effective dimension of this space [56, 12]. A contribution of this work
is to show that proper tuning yields, up to poly-logarithmic terms, optimal non-parametric rates in
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decentralised learning. As far as we aware, in the distributed setting such guarantees have been
established only for centralised divide-and-conquer methods [57, 27, 19, 31, 25].
To prove our results we build upon previous work for Single-Machine Gradient Descent applied
to non-parametric regression, in particular the line of works [54, 39, 26]. Exploiting that in our setting
the iterates of Distributed Gradient Descent can be written in terms of products of linear operators
depending on the data held by agents, we decompose the excess risk into bias and sample variance
terms for Single-Machine Gradient Descent plus an additional quantity that captures the error incurred
by using a decentralised protocol over the communication network. We analyse this network error
term by further decomposing it into a term that behaves similarly to the consensus error previously
considered in [17, 32], and a new higher-order term. We control both terms by using the structure of
the gradient updates, which allows us to analyse the interplay between statistics, via concentration,
and network topology, via mixing of random walks related to the gossip matrix.
The work is structured as follows. Section 2 presents the setting, assumptions, and algorithm that
we consider. Section 3 states the main convergence result and discusses implications from the point of
view of statistics, computation and communication. Section 4 presents the error decomposition into
bias, variance, and network error, and it illustrates the implicit regularisation strategy that we adopt.
Section 5 highlights some of the features of our contribution in the light of future research directions.
The appendix is structured as follows. Section A includes some remarks about our results. Section
B illustrates the main scheme of the proofs, highlighting the interplay between statistics and network
topology. Section C contains the full details of the proofs.
2. Setup
In this section we describe the learning problem, assumptions and algorithm that we consider.
2.1 Learning problem: decentralised non-parametric least-squares regression
We adopt the setting used in [39, 26], which involves regression in abstract Hilbert spaces. This
setting is of relevance for applications related to the Reproducing Kernel Hilbert Space (RKHS). See
the work in [54] and references therein.
Let H be a separable Hilbert Space with inner product and induced norm denoted by 〈 · , · 〉H
and ‖ · ‖H , respectively. Let X ⊆ H be the input space and Y ⊂ R be the output space. Let ρ be
an unknown probability measure on Z = X × Y , ρX( · ) be the marginal on X, and ρ( · |x) be the
conditional distribution on Y given x ∈ X. Assume that there exists a constant κ ∈ [1,∞) so that
〈x, x′〉H ≤ κ2, ∀x, x′ ∈ X. (1)
Let the network of agents be modelled by a simple, connected, undirected, finite graph G = (V,E),
with |V | = n nodes joined by edges E ⊆ V ×V . Edges represent communication constraints: agents
v,w ∈ V can only communicate if they share an edge (v,w) ∈ E. We consider the homogeneous
setting where each agent v ∈ V is given m data points zv := {xv,yv} sampled independently from
ρ, where xv = {xi,v}i=1,...,m and yv = {yi,v}i=1,...,m, and each pair (xi,v, yi,v) is sampled from ρ.
The problem under study is the minimisation of the test/prediction risk with the square loss:
inf
ω∈H
E(ω), E(ω) =
∫
X×Y
(〈ω, x〉H − y)2dρ(x, y), (2)
The quality of an approximate solution ω̂ ∈ H is measured by the excess risk E(ω̂)− infω∈H E(ω).
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Notation Given a matrix A ∈ Rn×n, let Avw denote the (v,w)-th element and Av = (Avw)w=1,...,n
denote the v-th row. Let O( · ) denote orders of magnitudes up to constants in n and m, and O˜( · )
denote orders of magnitudes up to both constants and poly-logarithmic terms in n andm. Let.,&,≃
denote inequalities and equalities modulo constants and poly-logarithmic terms in n,m. We use the
notation a ∨ b = max{a, b} and a ∧ b = min{a, b}.
2.2 Assumptions
The assumptions that we consider are standard in non-parametric regression [26, 34]. The first as-
sumption is a control on the even moments of the response.
Assumption 1 There exist M ∈ (0,∞) and ν ∈ (1,∞) such that we have ∫Y y2ℓdρ(y|x) ≤
νℓ!M ℓ ρX-almost surely for any ℓ ∈ N.
Let L2(H, ρX) be the Hilbert space of square-integrable functions from H to R with respect
to ρX , with norm ‖f‖ρ := (
∫
X |f(x)|2dρX(x))1/2. Let Lρ : L2(H, ρX) → L2(H, ρX) be the
operator defined as Lρ(f) :=
∫
X〈x, · 〉Hf(x)dρX(x). Under Assumption 1 the operator Lρ can
be proved to be in the class of positive trace operators [14], and therefore the r-th power Lrρ, with
r ∈ R, can be defined by using spectral theory. Let us also define the operator Tρ : H → H as
Tρ :=
∫
X〈x, · 〉HxdρX(x) and its operator norm ‖Tρ‖ := supω∈H,‖ω‖H=1 ‖Tρω‖H . The function
minimising the expected squared loss (2) over all measurable functions f : H → R is known to
be the conditional expectation fρ(x) :=
∫
Y ydρ(y|x) for x ∈ X . Let Hρ := {f : X → R | ∃ω ∈
H with f(x) = 〈w, x〉H , ρX -almost surely} be the hypothesis space that we consider. The optimal
fρ may not be in Hρ as under Assumption 1 the space of functions searched Hρ is a subspace of
L2(H, ρX). Let fH denote the projection of fρ onto the closure ofHρ in L
2(H, ρX). Searching for a
solution to (2) is equivalent to searching for a linear function inHρ that approximates fH .
The following assumption quantifies how well the target function fH can be approximated inHρ.
Assumption 2 There exist r > 0 and R > 0 such that ‖L−rρ fH‖ρ ≤ R.
This assumption is often called the “source” condition [12]. Representing fH in the eigenspace of
Lρ, this condition can be related to the rate at which the coefficients of this representation decay. The
bigger r is, the faster the decay, and more stringent the assumption is. In particular, if r ≥ 1/2 then
the target function is in the hypothesis space fH ∈ Hρ. The last assumption is on the capacity of the
hypothesis space.
Assumption 3 There exist γ ∈ (0, 1], cγ > 0 such that Tr(Lρ
(Lρ+λI)−1) ≤ cγλ−γ for all λ > 0.
Assumption 3 relates to the effective dimension of the underlying regression problem [56, 12] and is
often called the “capacity” assumption. This assumption is always satisfied for γ = 1 and cγ = κ
2
since Lρ is a trace class operator. This case is called the capacity-independent setting. Meanwhile,
this assumption is satisfied for γ ∈ (0, 1] if, for instance, the eigenvalues of Lρ, denoted by {τi}i≥1,
decay sufficiently quickly, i.e. τi = O(i
−1/γ). This case allows improved rates to be obtained. For
more details on the interpretation of these assumptions we refer to the work in [39, 26, 34].
2.3 Algorithm: distributed gradient descent
We now describe the Distributed Gradient Descent algorithm [32] and its application to the problem
of non-parametric regression. Let P ∈ Rn×n≥0 be a symmetric doubly-stochastic matrix, i.e. P = P⊤
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and P1 = 1 where 1 = (1, . . . , 1) ∈ Rn is the vector of all ones. Let P be supported on the
graph, i.e. for any v 6= w, Pvw 6= 0 only if (v,w) ∈ E. The matrix P encodes local averaging
on the network: when each agent has a real number represented by the vector a = (av)v∈V ∈ Rn,
the vector (Pa)v =
∑
w∈V Pvwaw for v ∈ V encodes what each agent computes after taking a
weighted average of its own and neighbours’ numbers. Distributed Gradient Descent is implemented
by communication on the network through the gossip matrix P . Initialised at w1,v = 0 for v ∈ V ,
the iterates of the Distributed Gradient Descent are defined as follows, for v ∈ V and t ≥ 1:
ωt+1,v =
∑
w∈V
Pvw
(
ωt,w − ηt 1
m
m∑
i=1
(〈ωt,w, xi,w〉H − yi,w)xi,w), (3)
where {ηt}t≥1 is the sequence of positive step sizes. The iterates (3) can be seen as a combina-
tion of two steps: first, each agent w ∈ V performs a local gradient descent step ωt+1/2,w =
ωt,w − ηt 1m
∑m
i=1
(〈ωt,w, xi,w〉H − yi,w)xi,w; second, each agent performs local averaging through
the consensus step ωt+1,v =
∑
w∈V Pvwωt+1/2,w. We treat gradient descent as a statistical device.
We are interested in tuning the parameters of the algorithm to bound the expected value of the excess
risk E[E(ωt+1,v)]− infω∈H E(ω), where E[ · ] denotes expectation with respect to the data {zv}v∈V .
Network dependence Let σ2 be the second largest eigenvalue in magnitude of the communication
matrix P . Specifically, given the spectral decomposition of the gossip matrix P =
∑n
l=1 λlulu
⊤
l
where 1 = λ1 ≥ λ2 ≥, . . . ,≥ λn > −1 are the ordered real eigenvalues of P and {ul}l=1,...,n the
associated eigenvectors, we have σ2 := max{|λ2|, |λn|}. In many settings, the spectral gap scales
with the size of the network raised to a certain power depending on the topology. For instance,
supposing G is a finite regular graph and the communication matrix is the random walk matrix, then
the inverse of the spectral gap (1 − σ2)−1 scales as Θ(1) for a complete graph, Θ(n) for a grid, and
Θ(n2) for a cycle [13, 23, 17]. The question of designing gossip matrices P that yield better (smaller)
scaling for the quantity (1− σ2)−1 has been investigated [53], and it has been found numerically that
the rates mentioned above can not be improved unless lifted graphs are considered [43].
3. Main result: optimal statistical rates with linear speed-up in runtime
We now state and highlight the main contribution of this work in the context of decentralised statistical
optimisation. The result that we are about to state in Theorem 1 showcases the interplay between
statistics and communication that arise from the statistical regularities of the problem. This result
shows the existence of a “big data” regime where Distributed Gradient Descent can achieve a linear
(in the number of agents n) speed-up in runtime compared to Single-Machine Gradient Descent.
Theorem 1 Let Assumptions 1, 2, 3 hold with r ≥ 1/2 and 2r + γ > 2. Let t be the smallest integer
greater than the quantity
(nm)1/(2r+γ)︸ ︷︷ ︸
Single-Machine Iterations
×

(
(nm)2r/(2r+γ)
m(1−σ2)γ
)1/γ
∨ 1 ifm ≥ n2r/γ
(nm)r/(2r+γ)√
m(1−σ2) otherwise
Let ηs ≡ η = κ
−2(nm)1/(2r+γ)
t ∀s ≥ 1. Ifm ≥ n
2r+2+γ
2r+γ−2 and n ≥ 2(1 + r) log( n1−σ2 ), then ∀v ∈ V :
E[E(ωt+1,v)]− inf
ω∈H
E(ω) ≤ C(nm)−2r/(2r+γ),
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where C depends on κ2, ‖Tρ‖,M, ν, r,R, γ, cγ , and polynomials of log(nm) and log( 11−σ2 ).
Theorem 1 shows that when agents are given sufficiently many samples (m) with respect to the
number of agents (n), m ≥ n 2r+2+γ2r+γ−2 , proper tuning of the step size and number of iterations (a form
of implicit regularisation) allows Distributed Gradient Descent to recover the optimal statistical rate
O((nm)−2r/(2r+γ)) for r ∈ (1/2, 1) [12] up to poly-logarithmic terms.
Single-Machine Gradient Descent run on all of the observations has been previously shown to
reach optimal statistical accuracy with a number of iterations tSingle-Machine ∼ O((nm)1/(2r+γ)) [26].
The number of iterations t ≡ tDistributed prescribed by Theorem 1 scales like tSingle-Machine times a
network-dependent factor that is a function of the inverse of the spectral gap (1−σ2)−1. The fact that
the number of iterations required to reach a prescribed level of error accuracy is inversely proportional
to the spectral gap is a standard feature of iterative gradient methods applied to generic decentralised
consensus optimisation problems [17, 41, 42]. This dependence encodes the fact that in the case
of generic objective functions assigned to agents, agents have to share information with everyone
to solve the global problem and minimise the sum of the local functions; hence, more iterations
are required in graph topologies that are less well-connected. In the present homogeneous setting,
however, the statistical nature of the problem allows to exploit concentration of random variables to
characterise the existence of a (network-dependent) “big data” regime where the number of iterations
does not depend on the network topology. The trade-off between statistics and communication is
encoded by the dependence of the tuning parameters (stopping time and step size) on the number
of samples m assigned to each agent. Observe that the factor ( (nm)
2r/(2r+γ)
m(1−σ2)γ )
1/γ ∨ 1 is a decreasing
function of m, up to the threshold 1. When m ≥ n2r/γ
(1−σ2)2r+γ ∨ n
2r+2+γ
2r+γ−2 this factor becomes 1 and
Theorem 1 guarantees that the same order of iterations allows both Distributed and Single-Machine
Gradient Descent to achieve the optimal statistical rates up to poly-logarithmic factors. This regime
represents the case when the increased statistical similarity between the local empirical risk functions
assigned to each agent (increasing as a function of m, as described by the non-asymptotic Law of
Large Numbers) makes up for the decreased connectivity in the graph topology (typically decreasing
with the spectral gap 1 − σ2) to yield a linear speed-up in runtime over Single-Machine Gradient
Descent when the communication delay between agents is sufficiently small. See Section 3.1 below.
The result of Theorem 1 depends on some other requirements which we now briefly discuss. The
requirement n ≥ 2(1 + r) log( n1−σ2 ) is technical and arises from the need to perform sufficiently
many iterations to reach the mixing time of the gossip matrix P , i.e. t & (1− σ2)−1. Noting that the
number of iterations t depends on the number of agents, samples and spectral gap. The requirement
2r + γ > 2 relates to the difficulty of the estimation problem and is stronger than a similar condition
seen for single-machine gradient methods where 2r + γ > 1, see for instance the works [26, 34].
This requirement, alongside m ≥ n 2r+2+γ2r+γ−2 , ensures that the higher-order error terms arising from
considering a decentralised protocol decay sufficiently quickly with respect to the number of samples
owned by agents m. The condition m ≥ n 2r+2+γ2r+γ−2 can be removed if the covariance operator Tρ is
assumed to be known to agents, which aligns with the additive noise oracle in single-pass Stochastic
Gradient Descent [15] or fixed-design regression in finite-dimensional settings [20]. The condition
m ≥ n2r/γ corresponds to the case when the rate of concentration of the batched gradients held by
agents (i.e. 1/m) is faster than the optimal statistical rate, i.e. 1m ≤ (nm)−2r/(2r+γ). This condition
becomes more stringent (i.e. more data per agent is needed) as the problem becomes easier from a
statistical point of view and r and 1/γ increase (see discussion in Section 2.2). This is due to the
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fact that as r and 1/γ increase, only the statistical rate improves while the rate of concentration in the
network error stays the same, implying that more data is needed to balance the two terms.
3.1 Linear speed-up in runtime
Let gradient computations cost 1 unit of time and communication delay between agents be τ units of
time. Denote the number of iterations required by Single-Machine Gradient Descent and Distributed
Gradient Descent to achieve the optimal statistical rate by tSingle-Machine and tDistributed, respectively.
The speed-up in computational time obtained by running the distributed protocol over the single-
machine protocol is of the order
tSingle-Machine
tDistributed
nm
m+τ+Deg(P ) , where Deg(P ) = maxv∈V |{Pvw 6= 0, w ∈
V }| is the maximum degree of the communication matrix P . Theorem 1 implies that when m ≥
n2r/γ
(1−σ2)2r+γ ∨ n
2r+2+γ
2r+γ−2 then tDistributed ∼ tSingle-Machine , and if τ + Deg(P ) grows as O(m) then the
speed-up in computational time is of order n, linear in the number of agents. Classical “single-step”
decentralised methods that alternate single communication rounds per local gradient computation,
such as the methods inspired by [32], do not exploit concentration and have a runtime that scales
with the inverse of the spectral gap, without any threshold. As a result, these methods only yield a
linear speed-up in graphs with spectral gap bounded away from zero, i.e. expanders or the complete
graph. See below for more details. On the other hand, “multi-step” methods that alternate multiple
communication rounds per local gradient computation, such as the ones considered in [36, 41, 42],
display a runtime that scales with a factor of the formm+ τ+Deg(P )1−σ2 in our setting. Thus, while these
methods can achieve a linear speed-up in any graph topology in the “big data” regimem & τ+Deg(P )1−σ2
without exploiting concentration, they require an additional amount of communication rounds that is
network-dependent and scales with the inverse of the spectral gap. For a cycle graph, for instance, this
means an extra O(n2) communication steps per iteration (or O(n) for gossip-accelerated methods).
Hence, classical decentralised optimisation methods that do not exploit concentration suffer from a
trade-off between runtime and communication cost: if you reduce the first you increase the second,
and viceversa. Our results show that single-step methods can achieve a linear speed-up in runtime in
any graph topology by exploiting concentration: statistics allows to find a regime where it is possible
to simultaneously have a linear speed-up in runtime without increasing communication.
Comparison to single-step decentralised methods that do not exploit concentration Decen-
tralised optimisation methods that do not consider statistical concentration rates in their parameter
tuning can not exploit the statistics/communication trade-off encoded by the presence of the factor
( (nm)
2r/(2r+γ)
m(1−σ2)γ )
1/γ ∨1 in Theorem 1, and they typically require a smaller step size and more iterations
to achieve optimal statistical rates. The convergence rate typically achieved by classical consensus
optimisation methods, e.g. [17], is recovered in Theorem 1 when m = n2r/γ as in this case the
number of iterations required becomes t ∼ (nm)1/(2r+γ)1−σ2 , which corresponds to tSingle-Machine scaled
by a certain power of 1/(1 − σ2) (in our setting the power is 1). This represents the setting where
the choice of step size aligns with the choice in the single-machine case scaled by (1 − σ2), and a
linear speed-up occurs when (1 − σ2)−1 = O(1). Since the network error is decreasing in m in our
case (due to concentration), larger step sizes can be chosen for m > n2r/γ . Specifically, the single-
machine step size is now scaled by [(1 − σ2)( mn2r/γ )1/(2r+γ)] ∨ 1, yielding a linear speed-up when
(1 − σ2)−1 = O(( mn2r/γ )1/(2r+γ)), which, as m increases, is a weaker requirement on the network
topology over the standard consensus optimisation setting.
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4. General result: error decomposition and implicit regularisation
Theorem 1 is a corollary of the next result, which explicitly highlights the interplay between statistics
and network topology and the implicit regularisation role of the step size and number of iterations.
Theorem 2 Let Assumptions 1, 2, 3 hold with r ≥ 1/2. Let ηs = ηs−θ ∀s ≥ 1 with θ ∈ (0, 3/4) and
η ∈ (0, κ−2]. If t/2 ≥ ⌈ (r+1) log(t)1−σ2 ⌉ =: t⋆, then for all v ∈ V , α ∈ [0, 1/2] and γ′ ∈ [1, γ]:
E[E(ωt+1,v)]− inf
ω∈H
E(ω)
≤
[
q1(ηt
1−θ)−2r+ q2(nm)−2r/(2r+γ)
(
1∨(nm)−2/(2r+γ)(ηt1−θ)2∨t−2(ηt1−θ)2
)]
log2(t) (4)
+ q3
log2(n) log2(t⋆)
m
(
η2t−2r ∨ (m−1(ηt⋆)1+2α) ∨ (ηt⋆)γ′+2α
)
(5)
+ q4
log4(n) log2(t)
m2
(
1 ∨ (ηt1−θ)2 ∨ t−2(ηt1−θ)4
)(
(m−1ηt1−θ) ∨ (ηt1−θ)γ
)
(6)
where q1, q2, q3, q4 are all constants depending on κ
2, ‖Tρ‖,M, ν, r,R, γ, cγ .
The bound in Theorem 2 shows that the excess risk has been decomposed into three main terms,
as detailed in Section B.1. The first term (4) corresponds to the error achieved by Single-Machine
Gradient Descent run on all nm samples. It consists of both bias and sample variance terms [26].
The second two terms (5) and (6) characterise the network error due to the use of a decentralised
protocol. These terms decrease with the number of samples m owned by each agent. This captures
the fact that, as agents are given samples from the same unknown distribution, agents are in fact
solving the same learning problem and their local empirical loss functions concentrate to the same
objective as m increases. The decentralised error term is itself composed of two terms which decay
at different rates with respect to m. The term in (5) is dominant and decays at the order of O˜(1/m).
This can be interpreted as the consensus error seen in the works [32, 17] for instance. As in that
setting, this quantity is also increasing with the step size η and decreasing with the spectral gap
of the communication matrix 1 − σ2, as encoded by t⋆. The term (6) decays at the faster rate of
O˜(1/m2). This is a higher-order error term that is not appearing in the error decomposition when the
covariance operator Tρ is assumed to be known to agents. This quantity arises from the interaction
between the local averaging on the network through P and what has been previously labelled as the
“multiplicative” noise in the single-machine single-pass stochastic gradient setting for least squares
[15], i.e. the empirical covariance operator interacting with the iterates at each step. Section B.2
provides a high-level illustration of the analysis of the Network Error terms (5) and (6).
The bound in Theorem 2 shows how the algorithmic parameters, step size and number of iter-
ations, act as regularisation parameters for Distributed Gradient Descent, following what is seen in
the single-machine setting. Theorem 1 demonstrates how optimal statistical rates can be recovered
by tuning these parameters appropriately with respect to the network topology, network size, number
of samples, and with respect to the estimation problem itself. The bound in Theorem 1 is obtained
from the bound in Theorem 2 by first tuning the quantity ηt to the order (nm)1/(2r+γ) so that the bias
and variance terms in (4) achieve the optimal statistical rate. This leaves the tuning of the remaining
degree of freedom (say η) to ensure that also the network error achieves the optimal statistical rate.
The high-level idea is the following. As m increases, the network error is dominated by the term in
(5) that is proportional to the factor (ηt⋆)γ
′+2α/m. There are two ways to choose the largest possible
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step size η to guarantee that this factor is O˜((nm)−2r/(2r+γ)), depending on whether the rate of con-
centration of the batched gradients held by agents is faster than the optimal statistical rate or not, i.e.,
whetherm ≥ n2r/γ is true or not (cf. Section 3). The two cases yield the factors ( (nm)2r/(2r+γ)m(1−σ2)γ )1/γ∨1
and
(nm)r/(2r+γ)√
m(1−σ2) in Theorem 1, corresponding to the choice γ
′ = γ , α = 0 and γ′ = 1 , α = 1/2,
respectively. If the concentration of the batched gradients held by agents fully compensates for the
network error, i.e. m ≥ n2r/γ
(1−σ2)2r+γ , then (ηt
⋆)γ
′+2α/m ≃ (nm)−2r/(2r+γ) with a constant step size
and tDistributed ∼ tSingle-Machine ∼ (nm)1/(2r+γ), yielding the regime where a linear speed-up occurs.
For more details on the parameters α, γ′, see Lemma 15 in Appendix C.3.1.
5. Future directions
We highlight some of the features of our contribution and outline directions for future research.
Non-parametric setting We prove bounds in the attainable case r ≥ 1/2. The non-attainable case
r < 1/2 is known to be more challenging [26], and it is natural to investigate to what extent our
results can be extended to that setting. We consider the case γ > 0 which does not include the finite-
dimensional setting H = Rd, γ = 0, where the optimal rate is O(d/(nm)) [51]. While adapting
our results to this setting requires minor modifications, optimal bounds would only hold for “easy”
estimation problems with r > 1 due to the higher-order term in the network error. Improvements
require getting better bounds on this term, potentially using a different learning rate.
General loss functions The analysis that we develop is specific to the square loss, which yields
the bias/variance error decomposition and allows to get explicit characterisations by expanding the
squares. While the concentration phenomena that we exploit are generic, different techniques are re-
quired to extend our analysis to other losses, as in the single-machine setting. The statistical proximity
of agents’ functions in the finite-dimensional setting has been investigated in [37].
Statistics/communication trade-off with sparse/randomised gossip In this work we show that
when agents hold sufficiently many samples, then Distributed and Single-Machine Gradient Descent
achieve the optimal statistical rate with the same order of iterations. This motivates balancing and
trading off communication and statistics, e.g., investigating statistically robust procedures in settings
when agents communicate with a subset of neighbours, either deterministically or randomly [9, 16, 4].
Stochastic gradient descent and mini-batches Our work exploits concentration of gradients around
their means, so full-batch gradients (i.e. batches of size m) yield the concentration rate 1/m. In
single-machine learning, stochastic gradient descent [38] has been shown to achieve good statistical
performance in a variety of settings while allowing for computational savings. Extending our findings
to stochastic methods with appropriate mini-batch sizes is another venue for future investigation.
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Appendix A. Remarks
In this section we present some remarks about our work.
Alternative protocol The protocol investigated in [32] updates the iterates via
ωt+1,v =
∑
w∈V
Pvwωt,w − ηt 1
m
m∑
i=1
(〈ωt,v, xi,v〉H − yi,v)xi,v.
The original motivations for this protocol are that it is fully decentralised, that agents are only re-
quired communicate locally, and that it reduces to a distributed averaging consensus protocol when
the gradient is zero. The protocol (3) that we consider preserves these properties while making the
analysis easier. For a discussion on the difference between the two protocols we refer to [40].
Network error The network error terms (5) and (6) track the error between the distributed protocol
and the ideal single-machine protocol. In the case of a complete graph the deviation is zero so the
network terms vanish and the convergence rates for Single-Machine Gradient Descent are recovered.
Following the literature on decentralised optimisation, we present our final results (cf. Theorem 2) in
terms of the spectral gap, so plugging in the spectral gap of a complete graph in the bound in Theorem
2 does not immediately yield the Single-Machine Gradient Descent result.
Parameter tuning The choice of parameters in Theorem 1 depends on the quantities r and γ that
are related to the estimation problem. In practice, these quantities are often unknown. In the single-
machine setting, this lack of knowledge is typically addressed via cross-validation [47]. Investigating
the design of decentralised cross-validation schemes is outside of the scope of this work and we leave
it to future research. However, we highlight that as we consider implicit regularisation strategies and,
in particular, early stopping, model complexity can be controlled with iteration time and this yields
computational savings for cross-validation compared to methods that required to solve independent
problem instances for different choices of parameters.
Accelerated gossip Accelerated gossip schemes can also be considered to yield improved depen-
dence on the network topology, depending on the amount of information agents have access to about
the communication matrix P . Accelerated gossip can be achieved by replacing the matrix P by a
polynomial of appropriate order, e.g. k, leading to P˜ :=
∑k
ℓ=1 αℓP
ℓ. The weights {α}ℓ=1,...,K can
be tuned to increase the spectral gap i.e. (1−σ2(P˜ ))−1 ≤ (1−σ2)−1. We highlight that the algorithm
that we consider only needs to have access to the number of nodes n and the second largest eigen-
value in magnitude σ2 of the matrix P . Within this framework, one can use Chebyshev polynomials
to obtain the improved rate (1−σ2(P˜ ))−1/2, and more information on the spectrum of P yields better
rates on the transitive phase [11, 5].
Additional requirements in Theorem 2 Theorem 2 includes two additional requirements over
single-machine gradient descent, which we briefly explain the origins of. The requirement θ ≤ 3/4
is purely cosmetic and serves to yield a cleaner bound. For more details, see the proof of Lemma 19
in Section C.3.2. The requirement t/2 ≥ (r+1) log(t)1−σ2 , on the other hand, often arises when analysing
Distributed Gradient Descent, see [17] for instance. In particular, it ensures sufficient iterations have
been performed to reach the mixing time of the Markov chain associated to P . See Section C.3.1.
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Appendix B. Proof scheme
In this section we illustrate the main scheme for the proof of Theorem 2, from which Theorem 1
follows. Section B.1 presents the error decomposition into bias, variance, and network terms. Section
B.2 presents the sketch of the statistical analysis for these terms, which is given in full in Section C.
B.1 Error decomposition
The error decomposition is based on the introduction of two auxiliary processes used to compare the
iterates of Distributed Gradient Descent (3).
The first auxiliary process represents the iterates generated if agents were to know the marginal
distribution ρX . Initialised at µ1 = 0, the process is defined as follows for t ≥ 1:
µt+1 = µt − ηt
∫
X
(〈µt, x〉H − fρ(x))xdρX(x).
This device has already been used in the analysis of non-parametric regression in the single-machine
setting [26].
The second auxiliary process represents the iterates generated if agents were to be part of a com-
plete graph topology and were to use the protocol given by P = 1n11
⊤. Initialised at ξ1,v = 0 for all
v ∈ V , the process is defined as follows for t ≥ 1:
ξt+1,v =
∑
w∈V
1
n
(
ξt,w − ηt 1
m
m∑
i=1
(〈ξt,w, xi,w〉H − yi,w
)
xi,w
)
.
The analysis of iterative decentralised algorithms typically builds upon the introduction of a device
analogous to this one [32, 17]. Initialised at ξ1 = 0, Single-Machine Gradient Descent is defined as
follows for t ≥ 1:
ξt+1 = ξt − ηt 1
nm
∑
w∈V
m∑
i=1
(〈ξt, xi,w〉H − yi,w)xi,w.
It is easy to see that we have ξt,v = ξt for t ≥ 1 and v ∈ V . This allows us to produce an analysis of
Distributed Gradient Descent that relies upon known results for Single-Machine Gradient Descent.
Let us introduce the linear map Sρ : H → L2(H, ρX) defined by Sρω = 〈ω, · 〉H . The following
error decomposition holds.
Proposition 3 For any t ≥ 1 and v ∈ V we have
E(ωt,v)− inf
ω∈H
E(ω) ≤ 2 ‖Sρµt − fH‖2ρ︸ ︷︷ ︸
(Bias)2
+4 ‖Sρ(ξt − µt)‖2ρ︸ ︷︷ ︸
Sample Variance
+4 ‖Sρ(ωt,v − ξt,v)‖2ρ︸ ︷︷ ︸
Network Error
.
Proof From the work in [39], E(ω) − infω∈H E(ω) = ‖Sρω − fH‖2ρ for any ω ∈ H . Adding and
subtracting Sρµt and using ‖x− y‖2ρ ≤ (‖x‖ρ + ‖y‖ρ)2 ≤ 2‖x‖2ρ + 2‖y‖2ρ we get
E(ωt,v)− inf
ω∈H
E(ω) = ‖Sρωt,v − Sρµt + Sρµt − fH‖2ρ ≤ 2‖Sρωt,v − Sρµt‖2ρ + 2‖Sρµt − fH‖2ρ.
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Following the same steps, adding and subtracting Sρξt,v, we find
‖Sρωt,v−Sρµt‖2ρ = ‖Sρωt,v−Sρξt,v + Sρξt,v−Sρµt‖2ρ ≤ 2‖Sρ(ωt,v − ξt,v)‖2ρ + 2‖Sρ(ξt − µt)‖2ρ
where we used the equality of {ξs,v}s≥1 and {ξs}s≥1.
Proposition 3 decomposes the error into three terms. The first term ‖Sρµt − fH‖2ρ is determinis-
tic and corresponds to the square of the Bias in the single-machine setting [54]. The second term
‖Sρ(ξt − µt)‖2ρ aligns with what is called the Sample Variance in the single-machine setting, and in
this case matches the sample variance obtained for Single-Machine Gradient Descent run on all nm
observations. The third term ‖Sρ(ωt,v − ξt,v)‖2ρ accounts for the error due to performing a decen-
tralised protocol and we call it the Network Error.
B.2 Statistical analysis of error terms
In this section we illustrate the main ideas of the statistical analysis used to control the error terms in
Proposition 3. Full details are given in Section C.
Notation Let t and k be positive natural numbers with t−1 ≥ k ≥ 1. For any operator L : H → H ,
define Πt:k+1(L) := (I − ηtL)(I − ηt−1L) · · · (I − ηk+1L), with the convention Πt:t+1(L) := I ,
where I is the identity operator on H . Let wt:k+1 ≡ wtwt−1 . . . wk+1 := (wt, wt−1, . . . , wk+1) ∈
V t−k denote a sequence of nodes in V . For a family of operators indexed by the nodes on the
graph {Lv}v∈V , define Lwt:k+1 := (Lwt , . . . ,Lwk+1) and Πt:k+1(Lwt:k+1) := (I − ηtLwt)(I −
ηt−1Lwt−1) · · · (I − ηk+1Lwk+1), with Πt:t+1(Lwt:t+1) := I . Let Pwt:k+1 := Pwtwt−1 · · ·Pwk+2wk+1
be the probability of the path generated by a Markov Chain with transition kernel P . For each agent
v ∈ V , let Txv : H → H with Txv = 1m
∑m
i=1〈 · , xi,v〉Hxi,v be the empirical covariance operator
associated to the agent’s own data xv, and let Txwt:k+1 := (Txwt , . . . ,Txwk+1 ). For k ≥ 1, v ∈ V ,
let Nk,v ∈ H be a random variable that only depends on the randomness in zv and that has zero
mean, E[Nk,v] = 0. The random variable Nk,v, formally defined in (8) in Section C.3, captures the
sampling error introduced at iteration k of gradient descent by agent v. For the discussion below it
suffices to mentioned the two above properties.
The following paragraphs discuss the analysis for each of the error terms.
Bias The analysis follows the single-machine setting and is given in Proposition 4 in Section C.1.
Sample Variance The analysis follows the single-machine setting [26], although the original result
yields a high probability bound with a requirement on the number of samples nm. We therefore
follow the result in [25] which yields a bound in high probability without a condition on the sample
size. The bound for this term is presented in Theorem 10 in Section C.2.
Network Error Unraveling the iterates (Lemma 11 in Section C.3) we get, for any v ∈ V, t ≥ 1:
‖Sρ(ωt+1,v−ξt+1,v)‖ρ =
∥∥∥∥ t∑
k=1
ηk
∑
wt:k∈V t−k+1
(
Pvwt:k−
1
nt−k+1
)
T 1/2ρ Πt:k+1(Txwt:k+1 )Nk,wk
∥∥∥∥
H
.
This characterisation makes explicit the dependence of the network error on both the communication
protocol used by the agents, via the dependence on the mixing properties of the gossip matrix P
along each path vwt:k, and on the statistical properties of the problem, via the product of empirical
covariance operators held by the agents along each path wt:k+1. As the randomness in the quantities
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Nk,wk might depend on the randomness in the empirical covariance operators, we further decompose
the network error into two terms so that we can use the property E[Nk,wk ] = 0. By adding and
subtracting the terms Πt:k+1(Tρ) inside the sums we have
‖Sρ(ωt+1,v − ξt+1,v)‖2ρ ≤ 2
∥∥∥∥ t∑
k=1
ηk
∑
wt:k∈V t−k+1
(
Pvwt:k −
1
nt−k+1
)
T 1/2ρ Πt:k+1(Tρ)Nk,wk
∥∥∥∥2
H︸ ︷︷ ︸
(Population Covariance Error)2
+ 2
∥∥∥∥ t∑
k=1
ηk
∑
wt:k∈V t−k+1
(
Pvwt:k −
1
nt−k+1
)
T 1/2ρ
(
Πt:k+1(Txwt:k+1 )−Πt:k+1(Tρ))Nk,wk
∥∥∥∥2
H︸ ︷︷ ︸
(Residual Empirical Covariance Error)2
.
From a statistical point of view, the Population Covariance Error term only depends on the popula-
tion covariance via the quantities Πt:k+1(Tρ), and the only source of randomness is given by Nk,wk .
Using concentration for Nk,wk , the square of this error term can be bounded by a quantity that de-
creases as O˜(1/m), as announced in Section 4 alongside the discussion of Theorem 2. On the other
hand, the Residual Empirical Covariance Error term depends on deviations between the empirical
covariance and the population covariance via the quantities Πt:k+1(Txwt:k+1 )−Πt:k+1(Tρ). Exploit-
ing the additional concentration of these factors allows us to bound the square of this error term by a
higher-order quantity that decreases as O˜(1/m2).
We now present a separate discussion on the analysis for these two error terms, emphasizing the
interplay between network topology (mixing of random walks on graphs) and statistics (concentra-
tion). The final bound for the network error is presented in Theorem 20 in Section C.3.
Population Covariance Error Expanding the square yields a summation over all pairs of paths:∥∥∥∥ t∑
k=1
∑
wt:k∈V t−k+1
ak,wt:k
∥∥∥∥2
H
=
t∑
k,k′=1
∑
wt:k∈V t−k+1
∑
w′
t:k′
∈V t−k′+1
〈ak,wt:kak′,w′t:k′ 〉H
for properly defined quantities ak,wt:k (the dependence on v is neglected). When taking the expec-
tation, as the random variables {Nk,v}k≥1,v∈V have zero mean and are independent across agents
v ∈ V , the only paths left are those that intersect at the final node, i.e. wt:k, w′t:k′ such that wk = wk′ .
Moreover, as all agents have identically distributed data, the remaining expectation no longer depends
on the final node of the paths. The remaining quantity is then analysed by bounding the probability
of the two paths intersecting at the final node in terms of the second largest eigenvalue in magnitude
of P and by bounding the inner product by the norm product. This yields
E[(Pop. Cov. Error)2] ≤ E
[( t∑
k=1
σt−k+12 ηk‖T 1/2ρ Πt:k+1(Tρ)Nk,v‖H
)2]
.
Denoting the mixing time associated to P as t⋆, the series is divided into well-mixed and poorly-
mixed terms, respectively, k ≤ t − t⋆ and k ≥ t − t⋆. The well-mixed terms are controlled by
σt−k+12 . Meanwhile, for the poorly-mixed terms begin by taking for λ > 0 maxk=1,...,t
{‖(Tρ +
λI)−1/2Nk,v‖2H
}
outside of the series. The expectation of this maximum is controlled through con-
centration and becomes O˜( 1
m2λ
+ 1
mλγ′
) for γ′ ∈ [1, γ]. The remaining series is controlled through
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the contraction of the term ‖T 1/2ρ Πt:k+1(Tρ)(Tρ + λI)1/2‖ and choosing λ ≃ 1/(ηt⋆). These two
steps lead to this term being of the order O(ηt
⋆
m2 +
(ηt⋆)γ
′
m ), which dominates the well-mixed terms and
contributes to the dependence on the inverse of the spectral gap of P . The free parameter γ′ ∈ [1, γ]
is left open as a smaller step size η is used to control this term when m ≤ n2r/γ . The final bound is
given in Lemma 15 in Section C.3.1.
Residual Empirical Covariance Error The analysis of this term is based on the following identity
(Proposition 16 in Section C.3.2), for any t− 1 ≥ k and any wt:k+1 ∈ V t−k:
Πt:k+1(Txwt:k+1 )−Πt:k+1(Tρ) =
t∑
j=k+1
ηjΠt:j+1(Tρ)(Tρ − Txwj )Πj−1:k+1(Txwj−1:k+1 ).
The above decomposition has two key properties. Firstly, it depends upon differences between the
empirical covariance operators Txwj and its expectation Tρ. This allows concentration to be used,
and, alongside the concentration for Nk,v, it ensures that (Resid. Emp. Cov. Error)
2 is of order
O˜(1/m2). Secondly, it is of the form
∑t
j=k+1 ηjΠt:j+1(Tρ)[· · · ], where [· · · ] indicates the right
most factors and the quantity shown aligns with the filter function for gradient descent [25, Example
2]. Once again the contractive property of the quantity Πt:j+1(Tρ) allows to give sharper rates with
respect to the step size and number of iterations. Without it, the choice of step size ηt = ηt
−θ would
yield a bound for (Resid. Emp. Cov. Error)2 of the order
(∑t
k=1 ηk
∑t−1
j=k+1 ηj
)2 ≃ (ηt1−θ)4. The
contraction allows to show that (Resid. Emp. Cov. Error)2 grows at the reduced order (ηt1−θ)3, and
the addition of the capacity assumption allows it to be further reduced to the order (ηt1−θ)2+γ . The
final high-probability bound is given in Lemma 19 in Section C.3.2. This being stronger than the
bound in expectation required for Theorem 2.
Appendix C. Proofs
Before going on to present proofs for the main result some notation is introduced following [39, 26].
Some notation is repeated from the previous sections, as additional details are included. Adopt the
convention for sums
∑t
k=t+1 = 0. For a given bounded operator L : L2(H, ρX) → H , let ‖L‖
denote the operator norm of L, i.e. ‖L‖ = supf∈L2(H,ρX),‖f‖ρ=1 ‖Lf‖H . Let Sρ : H → L2(H, ρX)
be the linear map ω → 〈ω, · 〉H ,which is bounded by κ under Assumption 1. Consider the adjoint
operator S⋆ρ : L2(H, ρX) → H , the covariance operator Tρ : H → H given by Tρ = S⋆ρSρ, and the
operator Lρ : L2(H, ρX)→ L2(H, ρX) given by Lρ = SρS⋆ρ . We have S⋆ρg =
∫
X xg(x)dρX (x) and
Tρ =
∫
X〈 · , x〉HxdρX(x). For any ω ∈ H the following isometry property holds [47]
‖Sρω‖ρ = ‖
√
Tρω‖H .
The following notation was utilised in the analysis of Single-Machine Gradient Descent [39, 26]. In
this case it aligns with all of the observations in the network y := {yi,v}i=1,...,m ,v∈V ∈ Rm|V | and
x = {xi,v}i=1,...,m ,v∈V . Define the sampling operator Sx : H → Rm|V | by
(Sxω)(i,v) = 〈ω, xi,v〉H ,
for i = 1, . . . ,m, v ∈ V . Let ‖ · ‖
Rm|V |
denote the Euclidean norm in in Rm|V | times the factor
1/
√
nm. Its adjoint operator S⋆
x
: Rm|V | → H , defined by 〈S⋆
x
y, ω〉H = 〈y,Sxω〉Rm|V | for y ∈
R
m|V |, is given by S⋆
x
y = 1nm
∑
v∈V
∑m
i=1 yi,vxi,v. Define the covariance operator with respect to
20
OPTIMAL STATISTICAL RATES FOR DECENTRALISED REGRESSION WITH LINEAR SPEED-UP
all of the samples Tx : H → H such that Tx = S⋆xSx. We have
Tx = 1
nm
∑
v∈V
m∑
i=1
〈 · , xi,v〉Hxi,v.
The following notation is analogous to the single-machine notation just introduced, although now
with respect to the datasets held by individual agents, i.e. xv and yv for v ∈ V . Let Sxv : H → Rm
with (Sxvω)i = 〈ω, xi,v〉H for i = 1, . . . ,m. Let ‖ · ‖Rm be the Euclidean norm in ‖ · ‖Rm times
1/
√
m. Its adjoint operator S⋆
xv
: Rm → H , defined by 〈S⋆
xv
yv, ω〉H = 〈yv,Sxvω〉Rm for yv ∈ Rm,
is given by S⋆
xv
yv =
1
m
∑m
i=1 yi,vxi,v. The empirical covariance operator Txv : H → H is such that
Txv = S⋆xvSxv , with Txv = 1m
∑m
i=1〈 · , xi,v〉Hxi,v.
Using this notation, the processes {µt}t≥1, {ωt,v}t≥1, and {ξt}t≥1 can be rewritten as follows.
The population process reads
µt+1 = µt − ηt
(Tρµt − S⋆ρfρ).
The gossiped process reads
ωt+1,v =
∑
w∈V
Pvw
(
ωt,w − ηt
(Txwωt,w − S⋆xwyw)).
The single-machine process reads
ξt+1 = ξt − ηt
(Txξt − S⋆xy).
The next three sections present bounds for the three error terms introduced in Proposition 3. Section
C.1 presents a bound for the Bias term, which follows directly from the results in [26] and references
therein. Section C.2 establishes a bound for the Sample Variance term, which follows from results in
[25]. Section C.3 develops bounds for the Network Error term, which are a novel contribution of this
work. Section C.4 brings the results of the previous three sections together to establish the proofs of
Theorem 2 and Theorem 1, respectively. Section C.5 includes useful inequalities that are needed to
establish our results.
C.1 Bias
The following bound on the Bias term ‖Sρµt − fH‖2ρ is taken from [26], inspired by [54, 39].
Proposition 4 [26, Appendix C Proposition 2] Under Assumption 2, let ηκ2 ≤ 1. Then for any
t ∈ N,
‖Sρµt − fH‖ρ ≤ R
(
r
2
∑t
j=1 ηj
)r
.
In particular, if ηt = ηt
−θ for all t ∈ N, with η ∈ (0, κ−2] and θ ∈ [0, 1) then
‖Sρµt − fH‖ρ ≤ Rrrη−rtr(θ−1).
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C.2 Sample Variance
In this section we establish a bound for the expectation of the Sample Variance termE[‖Sρ(ξt−µt)‖2ρ].
The following lemma summaries a number of intermediary steps in [26] for bounding the Sample
Variance term. It arises from representing the iterates {ξt−µt}t≥1 in terms of the stochastic sequence
{Nk}k≥1 which characterises the sample noise introduced in the iterations of gradient descent. These
terms are controlled via the empirical covariance operator Tx and the population covariance operator
Tρ while introducing the pseudo-regularisation parameter λ > 0 and utilising the contractive property
of the gradient updates. For the following, let us introduce the notation Tρ,λ = Tρ + λI and Tx,λ =
Tx + λI .
Lemma 5 Let η1κ
2 ≤ 1 and 0 ≤ λ. For any t ∈ N we have
‖Sρ(ξt+1 − µt+1)‖ρ
≤
( t−1∑
k=1
ηk‖T −1/2ρ,λ Nk‖H
2
∑t
i=k+1 ηi
+ λ
t−1∑
k=1
ηk‖T −1/2ρ,λ Nk‖H + ‖Tρ‖1/2(‖Tρ‖+ λ)1/2ηt‖T −1/2ρ,λ Nt‖H
)
× ‖T −1/2
x,λ T 1/2ρ ‖‖T −1/2x,λ T 1/2ρ,λ ‖,
where
Nk = (Tρµk − S⋆ρfρ)− (Txµk − S⋆xy), ∀k ∈ N. (7)
Proof The proof of this result follows the proof of [26, Proposition 3].
The two quantities left to control are ‖T −1/2ρ,λ Nk‖H for k ∈ N as well as ‖(Tx +λI)−1/2T 1/2ρ ‖2. The
first of these quantities is controlled by [26, Lemma 18] which is summarised in the following lemma.
Lemma 6 [26, Lemma 18] Let Assumptions 1, 2, 3 hold with r ≥ 1/2 and {Nk}k≥1 be as in (7). For
any λ > 0, with probability at least 1− δ, the following holds ∀k ∈ N
‖(Tρ + λI)−1/2Nk‖H ≤ 4(Rκ2r +
√
M)
(
κ
nm
√
λ
+
√
2
√
νcγ√
nmλγ
)
log
4
δ
.
The next lemma from [25, Lemma 19 Remark 1] controls ‖(Tx + λI)−1/2T 1/2ρ ‖2.
Lemma 7 [25, Lemma 19, Remark 1] Let δ ∈ (0, 1) and λ = (nm)−p for some p ≥ 0. With
probability at least 1− δ the following holds
‖T 1/2ρ (Tx + λ)−1/2‖2 ≤ ‖(Tρ + λI)1/2(Tx + λ)−1/2‖2
≤ 24κ2
(
log
4κ2(cγ + 1)
δ‖Tρ‖ + pγmin
(
1
e(1− p)+ , log nm
))
(1 ∨ (nm)p−1).
Bringing together the three previous results yields the following high-probability bound for the Sam-
ple Variance term.
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Proposition 8 Fix δ ∈ (0, 1) and p ∈ (0, 1). Let Assumptions 1, 2 and 3 hold with r ≥ 1/2 and
ηt = ηt
−θ with ηκ2 ≤ 1, θ ∈ [0, 1). The following holds with probability at least 1− δ for any t ∈ N
‖Sρ(ξt+1 − µt+1)‖ρ
≤ d˜1min
( 1
e(1 − p)+ , log nm
) log(t)
(nm)(1−pγ)/2
(1 ∨ (nm)−pηt1−θ ∨ ηt−θ) log2 d˜2
δ
,
with d˜1 = 768
κ2‖Tρ‖1/2(‖Tρ‖+1)1/2(Rκ2r+
√
M)(κ+
√
2
√
νcγ)
1−θ and d˜2 = 8
(
1 ∨ κ2 (cγ+1)‖Tρ‖
)
.
Proof Fix δ ∈ (0, 1) and set λ = (nm)−p with p ∈ (0, 1). Lemma 6 implies that with probability at
least 1− δ2 the following holds for any k ∈ N
‖(Tρ + λI)−1/2Nk‖H ≤ 4(Rκ2r +
√
M)
(
κ+
√
2
√
νcγ
)
log 8δ
(nm)(1−pγ)/2
.
Similarly, Lemma 7 implies that the following holds with probability at least 1− δ2
‖T 1/2ρ (Tx + λI)−1/2‖2 ≤ ‖T 1/2ρ,λ (Tx + λI)−1/2‖2
≤ 48κ2 min
(
1
e(1 − p)+ , log nm
)
log
8κ2(cγ + 1)
δ‖Tρ‖ .
Following [26], the series can be bounded as follows
t−1∑
k=1
ηk
2
∑t
i=k+1 ηi
+ λ
t−1∑
k=1
ηk + ‖Tρ‖1/2(‖Tρ‖+ λ)1/2ηt
≤ 2 log(t) + ληt
1−θ
1− θ + ‖Tρ‖
1/2(‖Tρ‖+ 1)1/2ηt−θ
≤ 4‖Tρ‖
1/2(‖Tρ‖+ 1)1/2 log(t)
1− θ (1 ∨ (ληt
1−θ)) ∨ (ηt−θ)),
where we used λ = (nm)−p ≤ 1 to get (‖Tρ‖ + λ)1/2 ≤ (‖Tρ‖ + 1)1/2. Plugging everything into
Lemma 5 and using a union bound we obtain that the result holds with probability at least 1− δ2− δ2 =
1− δ.
Proposition 8 gives a bound that holds with high probability. We make use of the following lemma to
derive a bound in expectation.
Lemma 9 [7, Appendix Lemma C.1] Let F : (0, 1] → R+ be a monotone, non-increasing, continu-
ous function and V a non-negative real-valued random variable such that
P[V > F (t)] ≤ t, ∀t ∈ (0, 1].
Then we have E[V ] ≤ ∫ 10 F (t)dt.
The following theorem presents the final bound for the expected value of the Sample Variance
term.
23
RICHARDS AND REBESCHINI
Theorem 10 Let Assumptions 1, 2, 3 hold with r ≥ 1/2, p ∈ (0, 1) and ηt = ηt−θ for all t ∈ N with
η ∈ (0, κ−2], θ ∈ [0, 1). Then for following holds for all t ∈ N:
E[‖Sρ(ξt − µt)‖2ρ]
≤ d˜3min
(
1
e(1− p)+ , log nm
)2 log2(t)
(nm)(1−pγ)
(
1 ∨ ((nm)−pηt1−θ)2 ∨ t−2(ηt1−θ)2
)
,
with d˜3 = 64d˜
2
1 log
4 d˜2 and with d˜1, d˜2 defined as in Proposition 8.
Proof Consider the term ‖Sρ(ξt − µt)‖2ρ. Utilising the high-probability bound in Proposition 8 as
well as Lemma 9, the expectation of the squared norm can be bounded as
E[‖Sρ(ξt − µt)‖2ρ]
≤ d˜21min
(
1
e(1− p)+ , log nm
)2 log2(t)
(nm)(1−pγ)
(
1 ∨ ((nm)−pηt1−θ)2 ∨ t−2(ηt1−θ)2
)
×
∫ 1
0
log4
d˜2
δ
dδ.
The result follows by using the bound
∫ 1
0 log
4 d˜2
δ dδ ≤ 64 log4(d˜2).
C.3 Network Error
In this section we develop the bound for the Network Error term. The following lemma shows that
the error can be decomposed into terms similar to {Nk}k∈N defined in (7) for the Sample Variance.
Lemma 11 For all t ∈ N we have
‖Sρ(ωt+1,v − ξt+1,v)‖ρ =
∥∥∥∥ t∑
k=1
ηk
∑
wt:k∈V t−k+1
(
Pvwt:k−
1
nt−k+1
)T 1/2ρ Πt:k+1(Txwt:k+1 )Nk,wk
∥∥∥∥
H
,
where
Nk,v := (Tρµk − S⋆ρfρ)− (Txvµk − S⋆xvyv), ∀k ∈ N, v ∈ V. (8)
Proof For t ≥ 1 the difference between the iterates ωt+1,v − µt+1 can be written as follows
ωt+1,v − µt+1 =
∑
w∈V
Pvw
(
ωt,w − µt + ηt
{
(Tρµt − S⋆ρfρ)− (Txwωt,w − S⋆xwyw)
})
=
∑
w∈V
Pvw
(
(I − ηtTxw)(ωt,w − µt) + ηt
{
(Tρµt − S⋆ρfρ)− (Txwµt − S⋆xwyw)
}︸ ︷︷ ︸
Nt,w
)
=
∑
w∈V
Pvw
(
(I − ηtTxw)(ωt,w − µt) + ηtNt,w
)
.
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Unravelling the iterates and using ω1 = µ1 = 0 yield
ωt+1,v−µt+1 =
∑
wt:1∈V t
Pvwt:1Πt:1(Txwt:1 )(ω1−µ1) +
t∑
k=1
ηk
∑
wt:k∈V t
Pvwt:kΠt:k+1(Txwt:k+1 )Nk,wk
=
t∑
k=1
ηk
∑
wt:k∈V t−k+1
Pvwt:kΠt:k+1(Txwt:k+1 )Nk,wk .
The iterates ξt+1,v − µt+1 are similarly written and unravelled using ξ1,v = 0:
ξt+1,v − µt+1 =
∑
w∈V
1
n
(
(I − ηtTxw)(ξt,w − µt) + ηtNt,w
)
=
t∑
k=1
ηk
∑
wt:k∈V t−k+1
1
nt−k+1
Πt:k+1(Txwt:k+1 )Nk,wk .
The deviation ωt+1 − ξt+1,v can then be written as follows
ωt+1,v − ξt+1,v =
t∑
k=1
ηk
∑
wt:k∈V t−k+1
(
Pvwt:k −
1
nt−k+1
)
Πt:k+1(Txwt:k+1 )Nk,wk .
Applying Sρ, taking norm ‖ · ‖ρ on both sides and using the isometry property yields the result.
For v,w ∈ V and k ≥ 1, we want to exploit that the random variables Nk,v and Nk,w have zero
mean, E[Nk,v] = 0, and are independent for v 6= w. To do so we add and subtract Πt:k+1(Tρ) inside
the norm so the following upper bound can be formed:
‖Sρ(ωt+1,v − ξt+1,v)‖2ρ (9)
≤ 2
∥∥∥∥ t∑
k=1
ηk
∑
wt:k∈V t−k+1
(
Pvwt:k −
1
nt−k+1
)T 1/2ρ Πt:k+1(Tρ)Nk,wk∥∥∥∥2
H︸ ︷︷ ︸
(Population Covariance Error)2
+ 2
∥∥∥∥ t∑
k=1
ηk
∑
wt:k∈V t−k+1
(
Pvwt:k −
1
nt−k+1
)T 1/2ρ (Πt:k+1(Txwt:k+1 )−Πt:k+1(Tρ))Nk,wk
∥∥∥∥2
H︸ ︷︷ ︸
(Residual Empirical Covariance Error)2
.
The Population Covariance Error (Pop. Cov. Error) will be controlled by using the independence
of the terms {Nk,w}w∈V . The Residual Empirical Covariance Error (Resid. Emp. Cov. Error)
will be analysed by decomposing it into terms that concentrate to zero sufficiently quickly.
The following lemma, similar to Lemma 6 for the sample variance, gives concentration rates for
the quantities held by the individual agents.
Lemma 12 Fix v ∈ V . Let Assumptions 1, 2, 3 hold with r ≥ 1/2 and {Ns,v}s∈N be defined as in
(8). For any λ > 0, with probability at least 1− δ, the following holds for all k ∈ N:
‖(Tρ + λI)−1/2Nk,v‖H ≤ 4(Rκ2r +
√
M)
(
κ
m
√
λ
+
√
2
√
νcγ√
mλγ
)
log
4
δ
. (10)
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Let ‖ · ‖HS denote the Hilbert-Schmidt norm of a bounded operator from H to H . The following
holds with probability at least 1− δ:
‖(Tρ + λI)−1/2(Tρ − Txv)‖HS ≤ 2κ
(
2κ
m
√
λ
+
√
cγ√
mλγ
)
log
4
δ
. (11)
Proof Both inequalities arise from concentration results for random variables in Hilbert spaces used
in [12] and based on results in [35]. Inequalities (10,11) come directly from [26, Lemma 18], where
in particular (11) was used to prove (10).
We now move on to establish bounds for the Population Covariance Error term and the Residual
Empirical Covariance Error term within the following two sections, Section C.3.1 and Section
C.3.2, respectively. Section C.3.3 then brings together the previously developed results to establish a
bound for the Network Error term.
We will need the following lemma, taken from [26, Lemma 15], which itself follows [55, 48].
Lemma 13 Let L be a compact, positive operator on a separable Hilbert Space H . Assume that
η‖L‖ ≤ 1. For t ∈ N, a > 0 and any non-negative integer k ≤ t− 1 we have
‖Πt:k+1(L)La‖ ≤
(
a
e
∑t
j=k+1 ηj
)a
.
Proof The proof in [26, Lemma 15] considers this result with a = r. The proof for more general
a > 0 follows the same steps.
C.3.1 ANALYSIS OF POPULATION COVARIANCE ERROR
In this section we develop a bound for the Population Covariance Error term in (9). The final result
is presented in Lemma 15.
The following proposition bounds the expectation of (Population Covariance Error)2 by a se-
ries involving the products of (deterministic) operators {T 1/2ρ Πt:k+1(Tρ)}, as a function of the step
size, the largest eigenvalue in absolute value of the gossip matrix P , and the random variables {Nk,w}.
Proposition 14 For any t ∈ N and v ∈ V we have
E
[∥∥∥∥ t∑
k=1
ηk
∑
wt:k∈V t−k+1
(
Pvwt:k −
1
nt−k+1
)
T 1/2ρ Πt:k+1(Tρ)Nk,wk
∥∥∥∥2
H
]
≤ E
[( t∑
k=1
σt−k+12 ηk‖T 1/2ρ Πt:k+1(Tρ)Nk,v‖H
)2]
.
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Proof Fix t ∈ N and v ∈ V . Let us introduce the notation∆(wt:k) :=
(
Pvwt:k− 1nt−k+1
)
. Expanding
the square and taking the expectation we get
E
[∥∥∥∥ t∑
k=1
ηk
∑
wt:k∈V t−k+1
(
Pvwt:k −
1
nt−k+1
)
T 1/2ρ Πt:k+1(Tρ)Nk,wk
∥∥∥∥2
H
]
=
t∑
k,k′=1
ηkηk′
∑
wt:k∈V t−k+1
w′
t:k′
∈V t−k′+1
∆(wt:k)∆(w
′
t:k′)E〈T 1/2ρ Πt:k+1(Tρ)Nk,wk ,T 1/2ρ Πt:k′+1(Tρ)Nk′,w′k′ 〉H
=
t∑
k,k′=1
ηkηk′E〈T 1/2ρ Πt:k+1(Tρ)Nk,v,T 1/2ρ Πt:k′+1(Tρ)Nk′,v〉H
∑
wt:k∈V t−k+1
w′
t:k′
∈V t−k′+1
wk=w
′
k′
∆(wt:k)∆(w
′
t:k′).
The last identity follows from the fact that the samples held by agents are independent and identically
distributed. As the agents’ datasets are independent, the inner products are zero for k, k′ ∈ {1, . . . , t}
whenever the final elements of the paths wt:k and w
′
t:k′ do not coincide, i.e.
E〈T 1/2ρ Πt:k+1(Tρ)Nk,wk ,T 1/2ρ Πt:k′+1(Tρ)Nk′,w′k′ 〉H = 0 if wk 6= w
′
k′ .
As the agents’ datasets are identically distributed, the expectation of the inner products can be taken
outside the sum over the paths. The sum over all pairs of paths that intersect at the final node can be
simplified as follows:
∑
wt:k∈V t−k+1
w′
t:k′
∈V t−k′+1
wk=w
′
k′
∆(wt:k)∆(w
′
t:k′)
=
∑
wk,w
′
k′
∈V
wk=w
′
k′
∑
wt:k+1∈V t−k
∑
w′t:k+1∈V t−k′
(
Pvwt:k −
1
nt−k+1
)(
Pvw′
t:k′
− 1
nt−k′+1
)
=
∑
w∈V
(
(P t−k+1)vw − 1
n
)(
(P t−k
′+1)vw − 1
n
)
.
For each v ∈ V let ev ∈ Rn denote the vector of all zeros but a 1 in the place aligned with agent
v. The summation can be further simplified by utilising the assumption that P is symmetric and
doubly-stochastic, i.e. P⊤ = P and P1 = 1. By the eigendecomposition of the gossip matrix P ,
recall Section 2.3, for any s > 0 we have (P s)vv =
∑n
l=1 λ
s
lu
2
l,v =
1
n +
∑n
l=2 λ
s
l u
2
l,v. This yields
the bound |(P s)vv − 1n | = |
∑n
l=2 λ
s
l u
2
l,v| ≤ σs2
∑n
l=2 u
2
l,v ≤ σs2 where σ2 := max{|λ2|, |λn|} is
the second largest eigenvalue in absolute value. Bringing everything together, the expected norm of
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(Pop. Cov. Error)2 can be written and bounded as follows:
E
[∥∥∥∥ t∑
k=1
ηk
∑
wt:k∈V t−k+1
(
Pvwt:k −
1
nt−k+1
)
T 1/2ρ Πt:k+1(Tρ)Nk,wk
∥∥∥∥2
H
]
=
t∑
k,k′=1
ηkηk′E〈T 1/2ρ Πt:k+1(Tρ)Nk,v,T 1/2ρ Πt:k′+1(Tρ)Nk′,v〉H
(
P 2t−k−k
′+2
vv −
1
n
)
≤
t∑
k,k′=1
ηkηk′E|〈T 1/2ρ Πt:k+1(Tρ)Nk,v,T 1/2ρ Πt:k′+1(Tρ)Nk′,v〉H |
∣∣∣∣(P 2t−k−k′+2vv − 1n
)∣∣∣∣
≤
t∑
k,k′=1
ηkηk′E
[‖T 1/2ρ Πt:k+1(Tρ)Nk,v‖H‖T 1/2ρ Πt:k′+1(Tρ)Nk′,v‖H]σ2t−k−k′+22
= E
[( t∑
k=1
ηkσ
t−k+1
2 ‖T 1/2ρ Πt:k+1(Tρ)Nk,v‖H
)2]
,
where we used Jensen’s inequality and the Cauchy-Schwarz inequality.
The following lemma presents the final bound for the Population Covariance Error. This result
is established by utilising the series bound in Proposition 14 to split the error into well-mixed and
poorly-mixed terms, i.e. for k such that t− k & 1/(1− σ2) and t− k . 1/(1− σ2). The well-mixed
terms are controlled using that σt−k+12 is small. The poorly-mixed terms (there are ∼ 1/(1 − σ2) of
them) are controlled using both the concentration of the error terms {Nk,w}k≥1,w∈V as well as the
contractive nature of the gradient updates, i.e. the operator norm of {T 1/2ρ Πt:k+1(Tρ)} in Lemma 13.
The contractive terms arising from the gradient updates are decreasing in the step size: larger steps
achieve a faster contraction. However, each term within the Network Error series is scaled by the
step size {ηk}k≥1, i.e. the Network Error takes the form
∑t
k=1 σ
t−k+1
2 ηk[· · · ] where [· · · ] indicates
the right most terms. To exploit this trade-off we introduce two free parameters α ∈ [0, 1/2] and
γ′ ∈ [1, γ], which describe the degree to which the contraction is utilised. Specifically, α = 0 and
γ′ = γ is the large step regime and, α = 1/2 and γ′ = 1 is the small step regime.
Lemma 15 Let Assumptions 1, 2, 3 hold with r ≥ 1/2, ηt = ηt−θ for t ∈ N with ηκ2 ≤ 1 and
θ ∈ [0, 1). The following holds for any v ∈ V , t/2 ≥ ⌈ (1+r) log(t)1−σ2 ⌉ =: t⋆, α ∈ [0, 1/2] and
γ′ ∈ [1, γ]:
E
[∥∥∥∥ t∑
k=1
ηk
∑
wt:k∈V t−k+1
(
Pvwt:k −
1
nt−k+1
)
T 1/2ρ Πt:k+1(Tρ)Nk,wk
∥∥∥∥2
H
]
≤ a˜ log
2(4n) log2(t⋆)
m
(
η2t−2r ∨ (m−1(ηt⋆)1+2α) ∨ (ηt⋆)γ′+2α
)
,
where
a˜ =
1152(Rκ2r+
√
M)2(κ+
√
2
√
νcγ′)
2(‖Tρ‖∨1)2
‖Tρ‖∧‖Tρ‖γ′
[
6
(‖T αρ ‖t−αθ
α ∨
t−(α+1/2)θ‖T αρ ‖
1/2+α ∨t−θ‖Tρ‖
)
1{α6=0}+10
]2
.
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Proof Consider the bound of Population Covariance Error in Proposition 14. Let ‖Tρ‖ ≥ λ ≥ 0,
‖Tρ‖ ≥ λ˜ ≥ 0 and for c > 0 introduce the cutoff t⋆ = ⌈ c log(t)1−σ2 ⌉. For k = 1, . . . , t and v ∈ V we have
‖T 1/2ρ Πt:k+1(Tρ)Nk,v‖H ≤ ‖T 1/2ρ Πt:k+1(Tρ)T 1/2ρ,λ ‖‖T −1/2ρ,λ Nk,v‖H
≤ ‖T 1/2ρ Πt:k+1(Tρ)T 1/2ρ,λ ‖ maxk=1,...,t
{
‖T −1/2ρ,λ Nk,v‖H
}
,
and similarly for λ˜. Let us split the summation at k ≤ t − t⋆ − 1 and k ≥ t − t⋆ using the bound
above to obtain( t∑
k=1
σt−k+12 ηk‖T 1/2ρ Πt:k+1(Tρ)Nk,v‖H
)2
≤ 2
( t−t⋆−1∑
k=1
σt−k+12 ηk‖T 1/2ρ Πt:k+1(Tρ)T 1/2ρ,λ ‖︸ ︷︷ ︸
Well-Mixed Network Error
)2
max
k=1,...,t
{
‖T −1/2ρ,λ Nk,v‖2H
}
+ 2
( t∑
k=t−t⋆
σt−k+12 ηk‖T 1/2ρ Πt:k+1(Tρ)T 1/2ρ,λ˜ ‖︸ ︷︷ ︸
Poorly-Mixed Network Error
)2
max
k=1,...,t
{
‖T −1/2
ρ,λ˜
Nk,v‖2H
}
.
The Well-Mixed Network Error is controlled through σt−k+12 being small for k ≤ t − t⋆.
From ‖Πt:k+1(Tρ)‖ ≤ 1 and λ ≤ ‖Tρ‖ we have ‖T 1/2ρ Πt:k+1(Tρ)T 1/2ρ,λ ‖H ≤ 2‖Tρ‖, and from
1/ log(1/σ2) ≤ 1/(1− σ2) we have t⋆ ≥ c log(t)− log(σ2) . These two facts allow the Well-Mixed Network
Error to be bounded as follows:
Well-Mixed Network Error ≤ 2‖Tρ‖η
t−t⋆∑
k=1
σt−k+12 k
−θ ≤ 2η‖Tρ‖
t−t⋆∑
k=1
σ
c log(t)
− log(σ2)
2 ≤ 2η‖Tρ‖t1−c.
For the Poorly-Mixed Network Error let us consider the two cases α ∈ (0, 1/2] and α = 0
separately. Consider α ∈ (0, 1/2] first. Using Lemma 131 we have, for t− 1 ≥ k ≥ 1,
‖T 1/2ρ Πt:k+1(Tρ)T 1/2ρ,λ˜ ‖ ≤ ‖TρΠt:k+1(Tρ)‖+
√
λ˜‖T 1/2ρ Πt:k+1(Tρ)‖
≤ ‖T αρ ‖‖T 1−αρ Πt:k+1(Tρ)‖+
√
λ˜‖T αρ ‖‖T 1/2−αρ Πt:k+1(Tρ)‖
≤ ‖T αρ ‖
(
1− α
e
∑t
j=k+1 ηj
)1−α
+
√
λ˜‖T αρ ‖
(
1/2− α
e
∑t
j=k+1 ηj
)1/2−α
.
When plugging the above into the Poorly-Mixed Network Error, terms
∑t−1
k=t−t⋆
ηk
(
∑t
j=k+1 ηj)
β ap-
pear for β = 1 − α and β = 1/2 − α. To bound these consider the following for β ∈ [0, 1) and
1. The operator norm can be bounded ‖T 1/2ρ Πt:k+1(Tρ)T 1/2ρ,λ ‖ ≤ supx∈(0,κ2)
{
x1/2(x+ λ)1/2
∏t
ℓ=k+1(1− ηℓx)
} ≤
supx∈(0,κ2)
{
x
∏t
ℓ=k+1(1−ηℓx)
}
+
√
λ supx∈(0,κ2)
{
x1/2
∏t
ℓ=k+1(1−ηℓx)
}
. Using techniques used to prove [26,
Lemma 15], these terms can be bounded as shown.
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t ≥ 2t⋆:
t−1∑
k=t−t⋆
ηk(∑t
j=k+1 ηj
)β = η1−β t−1∑
k=t−t⋆
k−θ(∑t
j=k+1 j
−θ)β
≤ η1−βtθβ
t−1∑
k=t−t⋆
k−θ(
t− k)β
≤ η
1−βtθβ
(t− t⋆)θ
t−1∑
k=t−t⋆
1(
t− k)β
=
η1−βtθβ
(t− t⋆)θ
t⋆∑
k=1
1
kβ
≤ 2η1−βtθ(β−1) (t
⋆)1−β
1− β ,
where the last inequality follows from an integral bound as well as using that t
θβ
(t−t⋆)θ =
tθ(β−1)
(1− t⋆
t
)θ
≤
2tθ(β−1) from t ≥ 2t⋆. Splitting the summation at k = t, plugging the above two bounds into the
Poorly-Mixed Network Error term and using (ηt⋆)α ≥ η from η ≤ κ−2 ≤ 1 yields a bound for
α ∈ (0, 1/2]:
Poorly-Mixed Network Error
≤ 2‖T
α
ρ ‖t−αθ
α
(ηt⋆)α +
2t−(α+1/2)θ‖T αρ ‖
1/2 + α
√
λ˜(ηt⋆)1/2+α +
√
2ηt−θ‖Tρ‖
≤ 6
(‖T αρ ‖t−αθ
α
∨ t
−(α+1/2)θ‖T αρ ‖
1/2 + α
∨ t−θ‖Tρ‖
)
((ηt⋆)α ∨
√
λ˜(ηt⋆)1/2+α).
Now consider the case α = 0. The summation for β = 1 in this case is bounded following the
previous steps
t−1∑
k=t−t⋆
ηk(∑t
j=k+1 ηj
) ≤ tθ
(t− t⋆)θ
t−1∑
k=t−t⋆
1
(t− k) ≤ 2
1+θ log(t⋆),
leading to the Poorly-Mixed Network Error bounded as for α = 0 from η‖Tρ‖ ≤ 1:
Poorly-Mixed Network Error ≤ 21+θ log(t⋆) + 4t−θ/2
√
λ˜(ηt⋆)1/2 +
√
2ηt−θ‖Tρ‖
≤ 10 log(t⋆)(1 ∨ (
√
λ˜(ηt⋆)1/2)).
Combining the two bounds for α = 0 and α ∈ (0, 1/2] gives
Poorly-Mixed Network Error
≤ log(t⋆)
[
6
(‖T αρ ‖t−αθ
α
∨ t
−(α+1/2)θ‖T αρ ‖
1/2 + α
∨t−θ‖Tρ‖
)
1{α6=0}+10
]
((ηt⋆)α ∨
√
λ˜(ηt⋆)1/2+α).
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We now consider the terms maxk=1,...,t{‖T −1/2ρ,λ Nk,v‖2H} for both λ and λ˜. We use the high-
probability bounds of Lemma 12 to uniformly control ‖T −1/2ρ,λ Nk,v‖2H for all k = 1, . . . , t and v ∈ V .
For w ∈ V , let δw = δn . With probability at least 1− δw the following holds for all k = 1, . . . , t and
γ′ ∈ [1, γ]:
‖T −1/2ρ,λ Nk,w‖2H ≤ 16(Rκ2r +
√
M)2
(
κ
m
√
λ
+
√
2
√
νcγ′√
mλγ′
)2
log2
4n
δ
.
We note that if the capacity assumption holds for γ, then it also holds for all γ′ ∈ [1, γ]. Applying a
union bound, we get that the above holds with probability at least 1−∑v∈V δv = 1−δ for all w ∈ V
and k = 1, . . . , t. Using Lemma 9, the expectation of the maximum can be bounded for any v ∈ V
and γ′ ∈ [1, γ] as follows:
E
[
max
k=1,...,t
{‖T −1/2ρ,λ Nk,v‖2H}]
≤ 16(Rκ2r +
√
M)2
(
κ
m
√
λ
+
√
2
√
νcγ′√
mλγ′
)2 ∫ 1
0
log2
4n
δ
dδ
≤ 96(Rκ2r +
√
M)2
(
κ
m
√
λ
+
√
2
√
νcγ′√
mλγ′
)2
log2 4n,
where we used
∫ 1
0 log
2 4n
δ dδ ≤ 6 log2 4n.
Bringing together the bounds for the Poorly- and Well-Mixed Network Error with the above
bound for the quantity E
[
maxk=1,...,t
{‖T −1/2ρ,λ Nk,v‖2H}] yields
E
[( t∑
k=1
σt−k+12 ηk‖T 1/2ρ Πt:k+1(Tρ)Nk,v‖H
)2]
≤ 96 log2(4n) log2(t⋆)(Rκ2r +
√
M)2
×
(
8‖Tρ‖2
( κ
m
√
λ
+
√
2
√
νcγ√
mλγ
)2
η2t2(1−c)
+ 2
[
6
(‖T αρ ‖t−αθ
α
∨ t
−(α+1/2)θ‖T αρ ‖
1/2 + α
∨ t−θ‖Tρ‖
)
1{α6=0}+10
]2( κ
m
√
λ˜
+
√
2
√
νcγ′√
mλ˜γ′
)2
×
(
(ηt⋆)2α ∨ λ˜(ηt⋆)1+2α
))
.
Let λ = ‖Tρ‖ and λ˜ = ‖Tρ‖ηt⋆ . The bound
1
m
√
λ˜
+
1√
mλ˜γ
′
≤ 2√
m
(
1√
m‖Tρ‖(ηt⋆)−1
∨ 1‖Tρ‖γ′/2(ηt⋆)−γ′/2
)
≤ 2√
m(‖Tρ‖ ∧ ‖Tρ‖γ′)
(√
ηt⋆/m ∨ (ηt⋆)γ′/2
)
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allows the expected squared series to be bounded as follows:
E
[( t∑
k=1
σt−k+12 ηk‖T 1/2ρ Πt:k+1(Tρ)Nk,v‖H
)2]
≤ a˜ log
2(4n) log2(t⋆)
m
(
(ηt1−c)2 ∨ (m−1(ηt⋆)1+2α) ∨ (ηt⋆)γ′+2α
)
where
a˜ =
1152(Rκ2r+
√
M)2(κ+
√
2
√
νcγ′ )
2(‖Tρ‖∨1)2
‖Tρ‖∧‖Tρ‖γ′
[
6
( ‖T αρ ‖t−αθ
α ∨
t−(α+1/2)θ‖T αρ ‖
1/2+α ∨t−θ‖Tρ‖
)
1{α6=0}+10
]2
.
The choice c = 1 + r yields the final result.
C.3.2 ANALYSIS OF RESIDUAL EMPIRICAL COVARIANCE ERROR
In this section we develop a bound for the Residual Empirical Covariance Error term in (9). The
final result is presented in Lemma 19.
The following proposition writes the Residual Empirical Covariance Error in terms of a series
of quantities that will be later controlled.
Proposition 16 Let t ≥ k + 1. For any wt:k+1 ∈ V t−k we have
Πt:k+1(Txwt:k+1 ) = Πt:k+1(Tρ) +
t∑
j=k+1
ηjΠt:j+1(Tρ)(Tρ − Txwj )Πj−1:k+1(Txwj−1:k+1 ).
Proof Adding and subtracting (I − ηtTρ)Πt−1:k+1(Txwt−1:k+1 ) and unravelling yields the following:
Πt:k+1(Txwt:k+1 )−Πt:k+1(Tρ)
= (I − ηtTxwt )Πt−1:k+1(Txwt−1:k+1 )− (I − ηtTρ)Πt−1:k+1(Tρ)
= (I − ηtTxwt )Πt−1:k+1(Txwt−1:k+1 )− (I − ηtTρ)Πt−1:k+1(Txwt−1:k+1 )
+ (I − ηtTρ)Πt−1:k+1(Txwt−1:k+1 )− (I − ηtTρ)Πt−1:k+1(Tρ)
= ηt(Tρ − Txwt )Πt−1:k+1(Txwt−1:k+1 ) + (I − ηtTρ)
[
Πt−1:k+1(Txwt−1:k+1 )−Πt−1:k+1(Tρ)
]
=
t∑
j=k+1
ηjΠt:j+1(Tρ)(Tρ − Txwj )Πj−1:k+1(Txwj−1:k+1 ).
Applying Proposition 16 to the Residual Empirical Covariance Error term, using the triangle equal-
ity, yields ∥∥∥∥ t∑
k=1
ηk
∑
wt:k∈V t−k+1
∆(wt:k)T 1/2ρ
(
Πt:k+1(Txwt:k+1 )−Πt:k+1(Tρ)
)
Nk,wk
∥∥∥∥
H
≤
t−1∑
k=1
ηk
∑
wt:k∈V t−k+1
|∆(wt:k)|
t∑
j=k+1
ηj
× ‖T 1/2ρ Πt:j+1(Tρ)(Tρ − Txwj )Πj−1:k+1(Txwj−1:k+1 )Nk,wk‖H , (12)
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where the quantity is zero in the case k = t. For j ∈ {2, . . . , t − 1} the above includes the quantity
Πt:j+1(Tρ). This can be interpreted in a similar manner to the filter function associated for gradient
descent, see for instance [25, Example 2]. In this context it is used to control the growth of the above
error term, which is absent in the case j = t. This yields the following proposition.
Proposition 17 Let Assumptions 1, 2, 3 hold with r ≥ 1/2 and ηt = ηt−θ for t ∈ N with ηκ2 ≤ 1,
θ ∈ (0, 1). Fix λ, λ˜ > 0 and δ ∈ (0, 1). With probability at least 1 − δ the following hold: for any
t− 1 ≥ j ≥ k + 1 and path wt:k ∈ V t−k+1 we have
‖T 1/2ρ Πt:j+1(Tρ)(Tρ − Txwj )Πj−1:k+1(Txwj−1:k+1 )Nk,wk‖H
≤ 2κ‖T 1/2
ρ,λ˜
‖
(
1∑t
i=j+1 ηi
+
(
λ∑t
i=j+1 ηi
)1/2)( 2κ
m
√
λ
+
√
cγ√
mλγ
)
log
(
4n
δ
)
×max
w∈V
{‖T −1/2
ρ,λ˜
Nk,w‖H
}
, (13)
for any t− 1 ≥ k ≥ 1 and nodes wt, wk ∈ V
‖T 1/2ρ (Tρ − Txwt )Nk,wk‖H
≤ 2κ‖T 1/2ρ T 1/2ρ,λ ‖‖T 1/2ρ,λ˜ ‖
(
2κ
m
√
λ
+
√
cγ√
mλγ
)
log
4n
δ
max
w∈V
{‖T −1/2
ρ,λ˜
Nk,w‖H
}
. (14)
Proof Fix t− 1 ≥ j ≥ k + 1 and wt:k ∈ V t−k+1. Begin by proving (13). Expanding the norm,
‖T 1/2ρ Πt:j+1(Tρ)(Tρ − Txwj )Πj−1:k+1(Txwj−1:k+1 )Nk,wk‖H
= ‖T 1/2ρ Πt:j+1(Tρ)T 1/2ρ,λ T
−1/2
ρ,λ (Tρ − Txwj )Πj−1:k+1(Txwj−1:k+1 )T
1/2
ρ,λ˜
T −1/2
ρ,λ˜
Nk,wk‖H
≤ ‖T 1/2ρ Πt:j+1(Tρ)T 1/2ρ,λ ‖‖T −1/2ρ,λ (Tρ − Txwj )‖‖Πj−1:k+1(Txwj−1:k+1 )‖‖T
1/2
ρ,λ˜
‖‖T −1/2
ρ,λ˜
Nk,wk‖H
≤ ‖T 1/2ρ Πt:j+1(Tρ)T 1/2ρ,λ ‖‖T −1/2ρ,λ (Tρ − Txwj )‖‖T
1/2
ρ,λ˜
‖‖T −1/2
ρ,λ˜
Nk,wk‖H
≤ ‖T 1/2ρ Πt:j+1(Tρ)T 1/2ρ,λ ‖‖T −1/2ρ,λ (Tρ − Txwj )‖‖T
1/2
ρ,λ˜
‖max
w∈V
{‖T −1/2
ρ,λ˜
Nk,w‖H
}
,
where we used, from ηκ2 ≤ 1 and η‖Txv‖ ≤ 1 for any v ∈ V , that ‖Πj−1:k+1(Txwj−1:k+1 )‖ ≤ 1 for
j ≥ k+2. The first operator norm is bounded as follows by using techniques similar to those used to
prove Lemma 13:
‖T 1/2ρ Πt:j+1(Tρ)T 1/2ρ,λ ‖ ≤
(
1
e
∑t
i=j+1 ηi
+
(
λ
2e
∑t
i=j+1 ηi
)1/2)
≤
(
1∑t
i=j+1 ηi
+
(
λ∑t
i=j+1 ηi
)1/2)
. (15)
We proceed to construct a high-probability bound for the quantity ‖(Tρ + λI)−1/2(Tρ − Txwj )‖, for
any wj ∈ V . For v ∈ V , let δv = δn and apply (11) from Lemma 12 to obtain the following2 with
2. For an operator L note that ‖L‖ = ‖LL⋆‖1/2 where L⋆ is the adjoint of L. The Hilbert-Schmidt norm bounds the
operator norm as we have ‖L‖2 = ‖LL⋆‖ ≤ Tr (LL⋆) = ‖L‖2HS .
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probability at least 1− δv:
‖(Tρ + λI)−1/2(Tρ − Txv)‖ ≤ ‖(Tρ + λI)−1/2(Tρ − Txv)‖HS ≤ 2κ
(
2κ
m
√
λ
+
√
cγ√
mλγ
)
log
4n
δ
.
Applying a union bound yields the following with probability at least 1−∑v∈V δv = 1− δ:
‖(Tρ + λI)−1/2(Tρ − Txv)‖ ≤ 2κ
(
2κ
m
√
λ
+
√
cγ√
mλγ
)
log
4n
δ
∀v ∈ V. (16)
The result (13) then comes from plugging (15) and (16) into the expanded quantity at the start of the
proof.
To prove (14), fix t− 1 ≥ k ≥ 1 and wt, wk ∈ V . Expanding the norm we get
‖T 1/2ρ (Tρ − Txwt )Nk,wk‖H = ‖T 1/2ρ T
1/2
ρ,λ T −1/2ρ,λ (Tρ − Txwt )T
1/2
ρ,λ˜
T −1/2
ρ,λ˜
Nk,wk‖H
≤ ‖T 1/2ρ T 1/2ρ,λ ‖‖T −1/2ρ,λ (Tρ − Txwt )‖‖T
1/2
ρ,λ˜
‖‖T −1/2
ρ,λ˜
Nk,wk‖H
≤ ‖T 1/2ρ T 1/2ρ,λ ‖‖T
−1/2
ρ,λ (Tρ − Txwt )‖‖T
1/2
ρ,λ˜
‖max
w∈V
{‖T −1/2
ρ,λ˜
Nk,w‖H
}
.
The result follows by using (16) to bound ‖T −1/2ρ,λ (Tρ − Txwt )‖.
The following proposition utilise the previous proposition to bound the summation (12).
Proposition 18 Let the assumptions of Proposition 17 hold. For any v ∈ V , with probability at least
1− δ we have
Resid. Emp. Cov. Error ≤ 8κ
(
2κ
m
√
λ
+
√
cγ√
mλγ
)
log
4n
δ
[
B1 + B2
]
,
where
B1 = ‖T 1/2ρ T 1/2ρ,λ ‖‖T 1/2ρ,λ˜ ‖ηt
t−1∑
k=1
ηkmax
w∈V
{‖T −1/2
ρ,λ˜
Nk,w‖H
}
,
B2 = ‖T 1/2
ρ,λ˜
‖
t−2∑
k=1
ηk
t−1∑
j=k+1
ηj
(
1∑t
i=j+1 ηi
+
(
λ∑t
i=j+1 ηi
)1/2)
max
w∈V
{‖T −1/2
ρ,λ˜
Nk,w‖H
}
.
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Proof Splitting the sum in (12) at j = t and otherwise, directly applying (13) and (14) from Propo-
sition 17 allows Resid. Emp. Cov. Error to be bounded as follows:
Resid. Emp. Cov. Error
≤ ηt
t−1∑
k=1
ηk
∑
wt:k∈V t−k+1
|∆(wt:k)|‖T 1/2ρ (Tρ − Txwt )Πt−1:k+1(Txwt−1:k+1 )Nk,wk‖H
+
t−2∑
k=1
ηk
∑
wt:k∈V t−k+1
|∆(wt:k)|
t−1∑
j=k+1
ηj‖T 1/2ρ Πt:j+1(Tρ)(Tρ−Txwj )Πj−1:k+1(Txwj−1:k+1 )Nk,wk‖H
≤ 2κ
(
2κ
m
√
λ
+
√
cγ√
mλγ
)
log
4n
δ
×
[
‖T 1/2ρ T 1/2ρ,λ ‖‖T
1/2
ρ,λ˜
‖ηt
t−1∑
k=1
ηkmax
w∈V
{‖T −1/2
ρ,λ˜
Nk,w‖H
}
︸ ︷︷ ︸
B1
∑
wt:k∈V t−k+1
|∆(wt:k)|
+ ‖T 1/2
ρ,λ˜
‖
t−2∑
k=1
ηk
t−1∑
j=k+1
ηj
(
1∑t
i=j+1 ηi
+
(
λ∑t
i=j+1 ηi
)1/2)
max
w∈V
{‖T −1/2
ρ,λ˜
Nk,w‖H
}
︸ ︷︷ ︸
B2
×
∑
wt:k∈V t−k+1
|∆(wt:k)|
]
.
The result is then arrived at by applying the following bound for the summation
∑
wt:k∈V t−k+1 |∆(wt:k)|
for each k ≤ t:∑
wt:k∈V t−k+1
|∆(wt:k)| =
∑
wt:k∈V t−k+1
∣∣∣∣Pvwt:k − 1nt−k+1
∣∣∣∣
=
∑
wt:k∈V t−k+1
Pvwt:k≥n−(t−k+1)
(
Pvwt:k −
1
nt−k+1
)
−
∑
wt:k∈V t−k+1
Pvwt:k<n
−(t−k+1)
(
Pvwt:k −
1
nt−k+1
)
≤ 4.
Given Proposition 18 we can now plug in a high-probability bound formaxw∈V
{‖T −1/2
ρ,λ˜
Nk,w‖H
}
and bound the resulting summations. This is summarised in the following lemma.
Lemma 19 Let the assumptions of Proposition 17 hold with 0 ≤ θ ≤ 3/4, 0 ≤ λ ≤ ‖Tρ‖ and
0 ≤ λ˜ ≤ ‖Tρ‖. Given δ ∈ (0, 1), the following holds with probability at least 1− δ:
Resid. Emp. Cov. Error
≤ b˜1
log2 8nδ log(t)
m
√(
(mλ) ∧ λγ)((mλ˜) ∧ λ˜γ)(1 ∨ (ηt1−θ) ∨
√
λ(ηt1−θ)3/2 ∨ (t−1(ηt1−θ)2)),
where b˜1 =
128κ(Rκ2r+
√
M)(2κ+
√
2
√
νcγ)2‖Tρ‖1/2(4+‖Tρ‖)
(1−θ) .
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Proof Consider Proposition 18 with δ2 , so the following holds with probability at least 1− δ2
Resid. Emp. Cov. Error ≤ 8κ
(
2κ
m
√
λ
+
√
cγ√
mλγ
)
log
8n
δ
(B1 + B2)
≤ 8κ(2κ +
√
2
√
νcγ)√
(mλ) ∧ λγ
log 8nδ√
m
(B1 + B2),
where we used that ν ≥ 1. Proceed to bound both B1 and B2. Start by constructing a high-probability
bound for the term maxw∈V
{‖T −1/2
ρ,λ˜
Nk,w‖H
}
k = 1, . . . , t. For v ∈ V , let δ′v = δ2n . Lemma 12
states with probability at least 1− δ′v the following holds for any k ∈ N:
‖T −1/2
ρ,λ˜
Nk,v‖ ≤ 4(Rκ2r +
√
M)
(
κ
m
√
λ˜
+
√
2
√
νcγ√
mλ˜γ
)
log
8n
δ
.
Applying a union bound so the following holds with probability at least 1 −∑v∈V δ′v = 1 − δ2 for
any k ∈ N:
max
w∈V
{‖T −1/2
ρ,λ˜
Nk,w‖H
} ≤ 4(Rκ2r +√M)( κ
m
√
λ˜
+
√
2
√
νcγ√
mλ˜γ
)
log
8n
δ
≤ 4(Rκ
2r +
√
M)(2κ +
√
2
√
νcγ)√
(mλ˜) ∧ λ˜γ
log 8nδ√
m
, (17)
where we used that κ ≥ 1. The terms B1 and B2 are now bounded in the following two paragraphs.
Term B1 Using the high-probability bound (17), the following holds with probability at least 1− δ2 :
B1 ≤ ‖T 1/2ρ T 1/2ρ,λ ‖‖T
1/2
ρ,λ˜
‖4(Rκ
2r +
√
M )(2κ+
√
2
√
νcγ)√
(mλ˜) ∧ λ˜γ
log 8nδ√
m
ηt
t−1∑
k=1
ηk
≤ ‖T 1/2ρ T 1/2ρ,λ ‖‖T 1/2ρ,λ˜ ‖
4(Rκ2r +
√
M )(2κ+
√
2
√
νcγ)√
(mλ˜) ∧ λ˜γ(1− θ)
log 8nδ√
m
t−1(ηt1−θ)2,
where we have applied the integral bound t
∑t−1
k=1 k
−θ ≤ t1−θ1−θ , see for instance [26, Lemma 12], on
the following summation:
ηt
t−1∑
k=1
ηk = η
2t−θ
t−1∑
k=1
k−θ ≤ η
2
1− θ t
1−2θ =
t−1(ηt1−θ)2
1− θ .
Term B2 Similarly, using the high-probability bound (17), the following holds with probability at
least 1− δ2 :
B2 ≤ ‖T 1/2
ρ,λ˜
‖4(Rκ
2r +
√
M)(2κ +
√
2
√
νcγ)√
(mλ˜) ∧ λ˜γ
log 8nδ√
m
×
t−2∑
k=1
ηk
t−1∑
j=k+1
ηj
(
1∑t
i=j+1 ηi
+
(
λ∑t
i=j+1 ηi
)1/2)
.
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We proceed to bound the remaining terms by utilising results from Section C.5. Firstly, switching the
order of sums and applying an integral bound yields
t−2∑
k=1
ηk
t−1∑
j=k+1
ηj∑t
i=j+1 ηi
= η
t−2∑
k=1
k−θ
t−1∑
j=k+1
j−θ∑t
i=j+1 i
−θ
= η
t−1∑
j=2
j−θ∑t
i=j+1 i
−θ
j−1∑
k=1
k−θ
≤ η
1− θ
t−1∑
j=2
j−θ(j − 1)1−θ∑t
i=j+1 i
−θ . (18)
At this point use
∑t
i=j+1 i
−θ ≥ t−θ(t− j) as well as Lemma 22 to obtain
t−1∑
j=2
j−θ(j − 1)1−θ∑t
i=j+1 i
−θ ≤ t
θ
t−2∑
j=2
(j − 1)1−2θ
t− j ≤ 4t
θt−min(2θ−1,1) log(t) = 4t1−θ log(t).
For the second term follow the steps to (18) and use Lemma 23 as follows:
t−2∑
k=1
ηk
t−1∑
j=k+1
ηj(∑t
i=j+1 ηi
)1/2 ≤ η3/2tθ/21− θ
t−1∑
j=2
(j − 1)1−2θ
(t− j)1/2
≤ 4η
3/2tθ/2
1− θ t
max(3/2−2θ,0)
=
4η3/2
1− θ t
max(3(1−θ)/2,θ/2).
This results in the following bound for B2, which holds with probability at least 1− δ2 :
B2 ≤ ‖T 1/2
ρ,λ˜
‖4(Rκ
2r +
√
M)(2κ +
√
2
√
νcγ)√
(mλ˜) ∧ λ˜γ(1− θ)
log 8nδ log(t)√
m
(
4ηt1−θ + 4
√
λ
(
ηtmax(1−θ,θ/3)
)3/2)
.
The final bound arises by bringing everything together with a union bound implying it holds with
probability at least 1 − δ2 − δ2 = 1 − δ. Constants are then cleaned up using λ ≤ ‖Tρ‖ as well as
λ˜ ≤ ‖Tρ‖ to say ‖T 1/2ρ T 1/2ρ,λ ‖‖T
1/2
ρ,λ˜
‖ ≤ 4‖Tρ‖3/2 and ‖T 1/2
ρ,λ˜
‖ ≤ 2‖Tρ‖1/2.
C.3.3 NETWORK ERROR BOUND
In this section we bring together the bounds developed in the previous two sections for the Population
Covariance Error term and Residual Empirical Covariance Error term to construct the final bound
on the Network Term as presented in the following theorem.
Theorem 20 Let Assumptions 1, 2, 3 hold with r ≥ 1/2, and ηt = ηt−θ for t ∈ N with ηκ2 ≤ 1
and θ ∈ (0, 3/4). Assume t/2 ≥ ⌈ (r+1) log(t)1−σ2 ⌉ =: t⋆ The following bound holds for any v ∈ V ,
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α ∈ [0, 1/2] and γ′ ∈ [1, γ]:
E[‖Sρ(ωt+1,v − ξt+1,v)‖2ρ] ≤ 2
a˜ log2(4n) log2(t⋆)
m
(
η2t−2r ∨ (m−1(ηt⋆)1+2α) ∨ (ηt⋆)γ′+2α
)
+ 2b˜2
log4(8n) log2(t)
m2
(
1 ∨ (ηt1−θ)2 ∨ (t−2(ηt1−θ)4)
)(
(m−1ηt1−θ) ∨ (ηt1−θ)γ
)
,
where b˜2 = 64
(‖Tρ‖+1)2
(‖Tρ‖∧‖Tρ‖γ)2 b˜
2
1 with b˜1 defined as in Theorem 19 and a˜ defined as in Lemma 15.
Proof Use decomposition (9). Taking the expectation, note that the first termE[(Pop. Cov. Error)2]
is controlled by Lemma 15. We now proceed to control the term E[(Resid. Emp. Cov. Error)2].
Begin by using the high-probability bound for Resid. Emp. Cov. Error in Lemma 19, with λ˜ =
‖Tρ‖ and λ = ‖Tρ‖(ηt1−θ)−1. The following upper bound holds for the quantity that appears in
Lemma 19:
1
(mλ) ∧ λγ =
1
(‖Tρ‖m(ηt1−θ)−1) ∧ (‖Tρ‖γ(ηt1−θ)−γ)
≤ 1‖Tρ‖ ∧ ‖Tρ‖γ
(
(m−1(ηt1−θ)) ∨ (ηt1−θ)γ
)
.
Plugging the above into Lemma 19 for the Resid. Emp. Cov. Error allows the expectation to be
bounded with Lemma 9:
E[(Resid. Emp. Cov. Error)2]
≤ b˜21
(‖Tρ‖+ 1)2(‖Tρ‖ ∧ ‖Tρ‖γ)2 log
2(t)
m2
(
1 ∨ (ηt1−θ)2 ∨ (t−2(ηt1−θ)4)
)(
(m−1ηt1−θ) ∨ (ηt1−θ)γ
)
×
∫ 1
0
log4
8n
δ
dδ.
The result is arrived at by using
∫ 1
0 log
4 8n
δ dδ ≤ 64 log4(8n) and bringing together the two bounds
for E[(Pop. Cov. Error)2] and E[(Resid. Emp. Cov. Error)2].
C.4 Final Bound
In this section we bring together the bounds from the previous sections to construct the final bounds
in Theorem 2 and Theorem 1 in the main body of the work. The main result is the following.
Theorem 21 Let Assumptions 1, 2, 3 hold with r ≥ 1/2 and ηt = ηt−θ for all t ∈ N with ηκ2 ≤ 1
θ ∈ (0, 3/4). The following holds for all t/2 ≥ ⌈ (r+1) log(t)1−σ2 ⌉ =: t⋆, any v ∈ V , α ∈ [0, 1/2] and
γ′ ∈ [1, γ]:
E[E(ωt+1,v)]− inf
ω∈H
E(ω) ≤ 2R2(ηt1−θ)−2r
+ d˜4(nm)
−2r/(2r+γ)
(
1 ∨ (nm)−2/(2r+γ)(ηt1−θ)2 ∨ t−2(ηt1−θ)2
)
log2(t)
+ 8
a˜ log2(4n) log2(t⋆)
m
(
η2t−2r ∨ (m−1(ηt⋆)1+2α) ∨ (ηt⋆)γ′+2α)
)
+ 8
b˜2 log
4(8n) log2(t)
m2
(
1 ∨ (ηt1−θ)2 ∨ t−2(ηt1−θ)4
)(
(m−1ηt1−θ) ∨ (ηt1−θ)γ
)
,
38
OPTIMAL STATISTICAL RATES FOR DECENTRALISED REGRESSION WITH LINEAR SPEED-UP
where d˜4 = 4
( 2r+γ
2r+γ−1
)2
d˜23 with d˜3 defined as in Theorem 10.
Proof Begin with the decomposition in Proposition 3 and take the expectation E[ · ]. Plug in the
bounds for each term proven in the previous sections, i.e. Proposition 4 for the Bias, Theorem 10 with
p = 1/(2r + γ) for the Sample Variance term and Theorem 20 for the Network Error term.
Theorem 2 follows directly from Theorem 21.
Proof [Proof of Theorem 2] Consider Theorem 21 with constants
q1 = 2R
2
q2 = d˜4
q3 = 16a˜(log
2(4) + 1)
q4 = 24b˜2(log
2(8) + 1)2,
where the sample variance constant d˜4 is defined in Theorem 21, the first network error constant a˜ is
defined in Lemma 15, and the second network error constant b˜2 is defined in Theorem 20.
We now go on to prove Theorem 1.
Proof [Proof of Theorem 1] Consider the setting of Theorem 21 with θ = 0. Begin by setting
t =
⌈
(nm)1/(2r+γ)
[ 1
1− σ2
( nr
mr+γ
)2/((1+2α)(2r+γ))
∨ 1
1− σ2
(n2r
mγ
)1/((γ′+2α)(2r+γ))
∨ 1
]⌉
and η = κ−2(nm)1/(2r+γ)/t. It is clear that ηt = κ−2(nm)1/(2r+γ). We proceed to show that this
choice of iterations t and step size η ensures each of the terms in the bound of Theorem 21 are of
order O˜((nm)−2r/(2r+γ)).
The Bias term is
2R2(ηt)−2r = 2R2κ4r(nm)−2r/(2r+γ).
The Sample Variance term is bounded as follows:
d˜4(nm)
−2r/(2r+γ)
(
1 ∨ (nm)−2/(2r+γ)(ηt)2 ∨ t−2(ηt)2
)
log2(t)
≤ 4κ−4d˜4(nm)−2r/(2r+γ) log2(t).
The first Network Error term is bounded in three parts aligning with the three terms within the quantity
m−1(η2t−2r ∨ (m−1(ηt⋆)1+2α) ∨ (ηt⋆)γ′+2α)). Firstly, as t ≥ (nm)1/(2r+γ) and η ≤ 1/κ2 we
get η2t−2r ≤ κ−4(nm)−2r/(2r+γ). Secondly, from t ≥ (nm)1/(2r+γ) 11−σ2
(
nr
mr+γ
)2/((1+2α)(2r+γ))
ensuring η ≤ κ−2(1− σ2)
(
mr+γ
nr
)2/((1+2α)(2r+γ))
we get
(ηt⋆)1+2α
m2
≤ (κ−22(r + 1) log(t))1+2αm
2(r+γ)/(2r+γ)−2
n2r/(2r+γ)
= (κ−22(r + 1) log(t))1+2α(nm)−2r/(2r+γ).
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Thirdly, from t ≥ (nm)1/(2r+γ) 11−σ2
(
n2r
mγ
)1/((γ′+2α)(2r+γ))
we have
η ≤ κ−2(1− σ2)
(
mγ
n2r
)1/((γ′+2α)(2r+γ))
and so
(ηt⋆)γ
′+2α
m
≤ (κ−22(r + 1) log(t))γ′+2αm
γ/(2r+γ)−1
n2r/(2r+γ)
= (κ−22(r + 1) log(t))γ
′+2α(nm)−2r/(2r+γ).
Using the above three bounds we arrive at the first Network term being O˜((nm)−2r/(2r+γ)).
Now consider the second Network Error term. Since ηt = κ−2(nm)1/(2r+γ) andm ≥ n 2r+2+γ2r+γ−2 ≥
n
1−γ
2(r+γ)−1 we have(
1 ∨ (ηt)2 ∨ t−2(ηt)4
)((
m−1(ηt)
) ∨ (ηt)γ) ≤ (1 ∨ (ηt)2+γ ∨ t−2(ηt)4+γ).
The second Network Error term then becomes, due to t ≥ (nm)1/(2r+γ),
8
b˜2 log
4(8n) log2(t)
m2
(
1 ∨ (ηt)2+γ ∨ t−2(ηt)4+γ
)
≤ 8(κ−2)2+γ b˜2 log4(8n) log2(t)(nm)
(2+γ)/(2r+γ)
m2
.
For this quantity to be O˜((nm)−2r/(2r+γ)) we require (nm)
(2+γ)/(2r+γ)
m2 ≤ (nm)−2r/(2r+γ) which is
satisfied for m ≥ n(2r+γ+2)/(2r+γ−2). Now ensure tlog(t) ≥ 2
(1+r)
1−σ2 . Note the previous requirements
on the iterations t imply
t ≥ (nm)
1/(2r+γ)
1− σ2
n2r/(2r+γ)
mγ/(2r+γ)
≥ n
(2r+1)/2r+γ
1− σ2 ≥
n
1− σ2 .
And since x → x/(log(x)) is increasing for x ≥ 1, the requirement t ≥ 2 (1+r) log(t)(1−σ2) is satisfied by
n
log( n
1−σ2
) ≥ 2(1 + r).
Now, consider choosing γ′ ∈ [1, γ] and α ∈ [0, 1/2] to minimise the number of iterations t.
Consider the two cases m ≥ n2r/γ and m ≤ n2r/γ . When m ≥ n2r/γ we have both n2rmγ ≤ 1 and
nr
mr+γ ≤ 1 so the number of iterations t required is minimised by picking γ′ = γ and α = 0. Since
2(r + γ) ≥ 1 we get n2r
m2(r+γ)
≤ n2r/γm and the number of iterations becomes
t = (nm)1/(2r+γ)
[(
1
1−σ2
(
n2r/γ
m
)1/(2r+γ))
∨ 1
]
= (nm)1/(2r+γ)
[(
(nm)2r/(2r+γ)
m(1−σ2)γ
)1/γ
∨ 1
]
. When
n2r
mγ ≥ 1, the number of iterations t required is minimised by: setting γ′ = 1, noting n
2r
m2(r+γ)
≤ n2rmγ
and further picking α = 1/2. It is clear in this case that the number of iterations required becomes
t = (nm)1/2r+γ 11−σ2
(
nr
mγ/2
)1/(2r+γ)
= (nm)1/(2r+γ) (nm)
r/(2r+γ)
√
m(1−σ2) .
40
OPTIMAL STATISTICAL RATES FOR DECENTRALISED REGRESSION WITH LINEAR SPEED-UP
C.5 Useful inequalities
In this section we collect useful inequalities used within the proofs.
Lemma 22 The following holds for q ∈ R and t ∈ N with t ≥ 3:
t−1∑
k−1
1
t− kk
−q ≤ 2t−min(q,1)(1 + log(t)).
Proof See Lemma 14 in [26].
Lemma 23 The following holds for q ∈ R and t ∈ N with t ≥ 3:
t−1∑
k−1
1
(t− k)1/2 k
−q ≤ 4tmax(1/2−q,0).
Proof Begin with
t−1∑
k=1
1
(t− k)1/2 k
−q ≤ tmax(1/2−q,0)
t−1∑
k=1
1
(t− k)1/2k1/2 .
Suppose t is even. The bound arises by splitting the sum and using the integral bounds
t/2∑
k=1
1
(t− k)1/2k1/2 ≤
√
2
t1/2
t/2∑
k=1
1
k1/2
≤
√
2
t1/2
[
1 +
∫ t/2
1
x−1/2dx
]
=
√
2
t1/2
[
1 + 2
(√
t
2
− 1
)]
≤ 2,
and
t−1∑
k=t/2+1
1
(t− k)1/2k1/2 ≤
√
2
t
t−1∑
k=t/2+1
1
(t− k)1/2 ≤
√
2
t
[
1 +
∫ t−1
t/2+1
(t− x)−1/2dx
]
=
√
2
t
[
1 + 2
(√
t
2
− 1− 1
)]
≤ 2.
If t is odd, follow the steps above and split the sum at k = (t− 1)/2 and k = (t− 1)/2 + 1.
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