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Abstract
A combinatorial optimization problem is an optimization problem where the
number of possible solutions is finite and grows combinatorially with the prob-
lem size. Combinatorial problems exist everywhere in industry. This thesis
focuses on solving three such problems which arise within two different areas
where industrial computer systems are often used. Within embedded and real-
time systems, we investigate the problems of allocating stack memory for a sys-
tem where a shared stack may be used, and of estimating the highest response
time of a task in a system of industrial complexity. We propose a number of
different algorithms to compute safe upper bounds on run-time stack usage
whenever the system supports stack sharing. The algorithms have in common
that they can exploit commonly-available information regarding timing behav-
ior of the tasks in the system. Given upper bounds on the individual stack
usage of the tasks, it is possible to estimate the worst-case stack behavior by
analyzing the possible and impossible preemption patterns. Using relations on
offset and precedences, we form a preemption graph, which is further analyzed
to find safe upper-bounds on the maximal preemptions chain in the system.
For the special case where all tasks exist in a single static schedule and share a
single stack, we propose a polynomial algorithm to solve the problem. For gen-
eralizations of this problem, we propose an exact branch-and-bound algorithm
for smaller problems and a polynomial heuristic algorithm for cases where the
branch-and-bound algorithm fails to find a solution in reasonable time. All
algorithms are evaluated in comprehensive experimental studies. The poly-
nomial algorithm is implemented and shipped in the developer tool set for a
commercial real-time operating system, Rubus OS.
The second problem we study in the thesis is how to estimate the highest
response time of a specified task in a complex industrial real-time system. The
response-time analysis is done using a best-effort approach, where a detailed
model of the system is simulated on input constructed using a local search pro-
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cedure. In an evaluation on three different models we can see that the new
algorithm was able to produce higher response times much faster than a previ-
ous approach based on an evolutionary algorithm. Since the analysis is based
on simulation and measurement, the results are not safe in the sense that they
are not always higher or equal to the true response time. The value of the
method lies instead in that it makes it possible to analyze complex industrial
systems which cannot be analyzed accurately using existing safe approaches.
The third problem is in the area of maintenance planning, and focuses on
how to dynamically plan maintenance for industrial systems. Within this area
we have focused on industrial gas turbines and rail vehicles. We have devel-
oped algorithms and a planning tool which can be used to plan maintenance
for gas turbines and other stationary machinery. In such problems, it is often
the case that performing several maintenance actions at the same time is bene-
ficial, since many of these jobs can be done in parallel, which reduces the total
downtime of the unit. The core of the problem is therefore how to (or how not
to) group maintenance activities so that a composite cost due to spare parts, la-
bor and loss of production due to downtime can be minimized. We allow each
machine to have individual schedules for each component in the system. For
rail vehicles, we have evaluated the effect of re-planning maintenance in the
case where the component maintenance deadline is set to reflect the maximum
tolerable risk of subsystem usage counter overrun, modeled using a Gaussian
distribution. In such a model, we show by simulation that re-planning of main-
tenance can reduce the number of maintenance stops when the variance and
expected value of the distribution are increased. For the gas turbine mainte-
nance planning problem, we have evaluated the planning software on a real-
world scenario from the oil and gas industry and compared it to the solutions
obtained from a commercial integer programming solver. It is estimated that
the availability increase from using our planning software is between 0.5 to
1.0 %, which is substantial considering that availability is currently already at
97–98 %.
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Chapter 1
Introduction
As long as man has existed, he has tried to do his best, given what he pos-
sesses and the current circumstances affecting him. In the modern day (and
in a more formal setting), this activity is called optimization, and is normally
undertaken with the goal of minimizing or maximizing some form of objective
function. Optimization is an activity whose importance cannot be overstated,
and its presence is a reality in many different industrial settings. In practice
and in its most general form, optimization is a broad area that encompasses en-
tire fields and many subareas. Today, the term “optimization” seems to be most
commonly used when there exists a more or less clear (but at a first glance often
hopelessly complicated) mathematical formulation of the problem to be opti-
mized. Nonetheless, the term applies just as well to less rigorous optimization
approaches.
A combinatorial optimization problem can be loosely defined as an opti-
mization problem in which the set of feasible solutions is discrete [173, 186].
This thesis is concerned with obtaining practical solutions for three industrial
combinatorial optimization problems in the areas of embedded real-time sys-
tems and condition-based maintenance.
1.1 Real-world Optimization
When applying optimization methods to real problems, several practical issues
emerge. First and foremost, it is significant that many industrial-size optimiza-
tion problems (and indeed two out of three problems in this thesis) do not seem
solvable, due to their complexity and size, to the absolute optimum — at least
not without a substantial effort to find and “tune” the right method. In practice,
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however, other aspects, such as optimization response time, model correctness
and the possibility to work interactively with the optimization tool (not to even
mention budget limits imposed on the development project), can be equally or
more important than finding the absolute optimum.
In addition, there are several other important issues that have not always
been treated with the same emphasis as more theoretical problems and solu-
tions. First of all, uncertainties and a lack of accurate information during the
development phase often lead to a less than perfect problem model. It might
even be that the problem to be solved is not fully understood. Related to this
issue is the question of realism of the chosen optimization model. Since the
optimization model is by necessity a simplification of reality, the engineers
and/or planning personnel using the system frequently have knowledge of cir-
cumstances that are not even present in the optimization model. Many users
react with disapointment when realizing that the optimization model is a sim-
plification of what is considered the real problem, and therefore does not pro-
duce the best possible solution. The consequences of the two issues include
inadequate tool support and a less efficient planning process.
The issues above arise too often in practice to be ignored. In the best case,
the effects can be that planners compensate by starting follow an experimental
optimization approach based on trial-and-error until an acceptable solution is
found. In the worst case, the optimization approach may, after much time and
effort has been spend in developing and deploying it, prove unusable in prac-
tice. Since all models are in practice simplifications of reality, it can appear that
there is little that can be done. However, by making sure that the chosen opti-
mization model and associated working process captures most of the relevant
side constraints, the risk of deployment failure can at least be reduced. The
technical or practical solution for ensuring that the model is accurate enough is
less important. However, a close and continuous collaboration in terms of dis-
cussing proposed models and solution approaches is recommended. In many
cases, conceptually simple solutions such as multi-phase optimization, pre- or
post-processing or even manual actions can be preferable for handling side con-
straints. Planning software users should also be allowed to “tweak” a resulting
solution using some form of sensitivity analysis, so that additional knowledge
of a situation can be taken into account without modifying the software. In ad-
dition, the application should ideally be designed so that additional constraints
and features can be added with as little effort as possible.
Naturally, even if the issues above are not applicable, for many real-world
problems there currently exist no complete solution methods guaranteeing op-
timality within reasonable time limits. The goal of this thesis has therefore
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been to develop optimization methods useful in practice for three industrial
combinatorial problems; run-time stack analysis, response-time analysis and
condition-based maintenance scheduling and planning. The core requirements
for this objective to be met were the following.
Practicality, in that the proposed solutions should be applicable for real prob-
lems while including the application-relevant side constraints.
Scalability, in that it should be possible to obtain acceptable solutions for
problems of realistic size for the intended application.
Responsiveness, in that the optimization or analysis should not take too long
to run, so that users can experiment with the optimization software.
However, requirements on optimization response time obviously differ
between different application domains and end users. The main goal has
been that the optimization software should be able to produce solutions
within at most a few minutes, which we judged to be the upper time limit
for the studied applications.
Cost effectiveness, in that the optimization methods should be scalable, but
not take too much time and effort to develop.
The ambition of the work presented in this thesis was that it should have
substantial practical impact. We claim that this ambition has been fulfilled,
considering that it has resulted in two different deployed applications within
industry. Methods for run-time stack dimensioning presented in Papers A and
B have been implemented and integrated into the commercial Rubus develop-
ment environment by Arcticus Systems AB1 (see [117]), and a software appli-
cation for maintenance scheduling based on Papers E and F has been delivered
and is currently in use at Siemens Industrial Turbomachinery AB. Although
both of these have yet to see wider use, it is, at least to us, clear that the prac-
tical utility of the methods and resulting tools have been demonstrated. On the
other hand, Papers C and D present methods that have not yet been applied
directly in industry. However, the methods in both papers have practical value,
and discussions regarding industrial deployment are ongoing. Furthermore,
some of the ideas regarding maintenance scheduling found in Paper D were
later developed into what is presented in Papers E and F, which motivates its
inclusion in the thesis.
1Web page: http://www.arcticus-systems.com
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1.2 Problem Overview
The thesis is concerned with solving practical problems within industry and
academia. In particular, the objective of the thesis work was to propose solu-
tions that were useful in practice and could yield a clear, well-defined benefit.
In the different projects this thesis springs from, there has been a clearly iden-
tified problem area and customer. This has placed constraints on the choice of
methodology and chosen techniques. The following three main problems are
addressed in the thesis:
1.2.1 Real-time System Stack Analysis
Many embedded computer systems are safety-critical, in that erroneous behav-
ior can cause physical damage and possibly loss of life. At the same time,
producers strive to increase margins by reducing production costs (and actual
product costs), such as the cost of hardware, as much as possible. The over-
dimensioning of hardware such as CPU:s and RAM is not only costly, but does
not in many cases add any value whatsoever to the intermediate and/or end
users. For example, an embedded real-time control system equipped with 1M
of memory does not add any value (in terms of functionality or performance)
over the same system equipped with 16k memory, except for the additional
cost of the hardware.
However, ensuring that hardware is not under-dimensioned is an issue of
high significance. If the hardware used is under-dimensioned, temporal and
functional correctness of the system can be compromised. This can be highly
dangerous in safety-critical areas such as automotive and avionic applications.
One example where under-dimensioning can lead to malfunctioning is the ex-
ecution stack. The execution stack in a software application is used to store lo-
cal variables, parameter values and return addresses, and can grow and shrink
depending on application-specific behavior. If the allocated stack is not large
enough, the program will read and write unallocated memory space, which typ-
ically leads to an application crash or unspecified application behavior. This
can have devastating effects in a safety-critical environment, which is why
guarantees regarding stack allocation are important.
In traditional real-time systems, each thread of execution has an individual
execution stack. In systems with a large number of threads, a large number of
stacks are consequently required. Hence, the total amount of RAM needed for
the stacks can grow quite large. A common feature of many real-time operat-
ing systems is that they employ stack sharing, in which a global run-time stack
is shared among the tasks in the system, thereby reducing the amount of RAM
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needed. In Papers A and B, we address the problem of how to obtain safe and
tight upper bounds on shared stack space in systems with one or more shared
execution stacks. The proposed solutions make it possible to reduce costs by
using only the amount of RAM actually needed for correct application behav-
ior. At the same time, our algorithms guarantee that a correctly specified real-
time system will never run out of stack space as long as the amount of memory
that the analysis recommends is made available for the execution stack.
1.2.2 Best-Effort Response-Time Analysis
Response-time analysis is the process of obtaining an estimate of the time from
an event to when the processing of that event is finished. The worst-case re-
sponse time (WCRT) of a task is the highest possible response time for any
instance of that task. Using traditional response-time analysis (RTA), it is (un-
der certain assumptions) possible to obtain safe upper bounds on the WCRT
of one or several tasks in a system. However, many embedded systems break
the assumptions of basic RTA by containing code features such as unbounded
loops and task interaction affecting response time. In addition, data-dependent
execution times may lead to pessimistic response-time results. For these sys-
tems, it is difficult or even impossible to obtain a tight and safe upper bound on
task response time using RTA.
As a complement to RTA, best-effort worst-case response-time analysis
can be employed to find a lower bound on the actual worst-case response time.
Best-effort worst-case response-time analysis involves measuring the real or
simulated specific response times of the system given a large set of sample
inputs, in order to provoke the system to show its worst behavior (with regard
to response time). In most cases, both the best-effort worst-case response-time
and the upper bound worst-case response time are inexact, and the true worst-
case response time usually lies somewhere in between.
Measurements of response time are often performed using an instrumented
executable for the target system [157]. However, for large systems with com-
plex behavior and long response times, running the actual system may be time-
consuming. Considering that the number of samples often can be in the order
of thousands or even millions, the total evaluation time can easily become pro-
hibitively long. Therefore, it has previously been proposed [35, 118, 139–141]
instead to analyze simpler but still detailed models of the target system. Us-
ing simulation, the evaluation time of a single sample can be improved sig-
nificantly, therefore allowing more samples to be examined. In Paper C, we
address the problem of provoking the system to exhibit long response times
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1.2 Problem Overview
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by controlling the system input parameters using a local search method. The
method is based on hill-climbing with random restarts using a representation
suitable for capturing the essential properties of the problem.
1.2.3 Dynamic Maintenance Scheduling
In an industrial setting, breakdowns can have a significant impact on short and
long-term profitability. During a breakdown, fixed costs of equipment, real
estate, labor, etc. remain constant while production is essentially zero. Preven-
tive maintenance, which aims at avoiding breakdowns by periodic inspections
and servicing in an effort to capture developing faults early, is therefore an
important activity.
However, maintenance is an often underdeveloped area, which in turn often
implies excessive maintenance costs. For example, Wireman [278] claims that
up to 1/3 of maintenance costs are unnecessary. Estimates of maintenance ex-
penses range from 15–70 % of the total production cost [33, 53, 155]. It is also
common that maintenance schedules are constructed mainly for the warranty
period of the product. Newly developed products almost always experience
a burn-in period with an increased failure rate. This supports a conservative
approach when constructing maintenance schedules. The warranty period is
also special in that during this period, the manufacturer has liabilities with re-
gard to product functionality. When the warranty period ends, the maintenance
schedules are often reused without revision. The sub-optimality of this prac-
tice becomes clear when considering that the lifetime of industrial machinery
can reach 30 to 40 years. A careful analysis after a run-in period can there-
fore often reduce maintenance costs significantly with only marginal effects on
reliability.
In addition, maintenance is rarely scheduled and planned in conjunction
with production. Since maintenance usually has a negative effect on produc-
tion, it should ideally be coordinated and planned so that the effects on produc-
tion are minimized, while the maintenance costs are kept below an acceptable
level. Today, maintenance is often scheduled once, and the short and medium-
term maintenance optimization is left to the person in charge of short-term
maintenance planning. Although maintenance planning personnel in many
cases perform a remarkable job in making sure that maintenance is done ac-
cording to plan while taking care of daily disturbances, it is unrealistic to ex-
pect planning personnel to produce optimized plans with regard to a life-cycle
cost perspective. The information load is also expected to increase with the
inclusion of condition monitoring and condition-based maintenance. There-
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fore, we are convinced that decision support tools are important to control the
maintenance planning process.
In Papers D–F, we study the problem of how to carry out preventive main-
tenance as efficiently as possible, evaluating potential short-term profits in an
overriding life cycle cost perspective. The goal of preventive maintenance op-
timization is to minimize total costs while still maintaining assets according to
maintenance requirements. Reliability data regarding component lifetimes is
in general of limited quality or even non-existent, especially for new compo-
nents. On top of that, there are many other business factors influencing mainte-
nance interval length for commercial equipment. Therefore, we have opted for
a deterministic maintenance model where we assume that the risk of failure is
negligible for preventive maintenance done within the interval. The proposed
solution performs maintenance schedule optimization using heuristic methods,
and has been estimated to save substantial costs in practice.
1.3 Thesis Outline
The thesis is organized as follows.
Part I contains an introduction to the thesis and background material.
Chapter 1 gives an informal introduction to the thesis, together with a
problem description, the goal objectives, and the thesis contribu-
tions.
Chapter 2 contains an introduction to the theoretical topics related to
this thesis, including graph theory and algorithms, combinatorial
optimization and search, complexity, and mixed-integer linear pro-
gramming.
Chapter 3 introduces real-time systems, scheduling, response-time anal-
ysis, handling of shared resources, and related work on stack anal-
ysis and best-effort response-time analysis. The chapter serves as
an introduction to Papers A, B and C.
Chapter 4 discusses maintenance practices for gas turbines and rail ve-
hicles, including maintenance policies, availability and reliability,
condition-based and reliability-centered maintenance, and mainte-
nance optimization. The chapter serves as an introduction to Papers
D, E and F.
Chapter 5 outlines the academic and industrial contributions of Papers
A–F, and lists the author’s publications included in this thesis, as
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well as publications related to his doctoral studies but not included
in the thesis. The chapter also concludes the thesis by discussing
future work.
Part II contains the six papers on the topics of run-time stack analysis, best-
effort response-time analysis and condition-based maintenance planning,
which constitute the main academic contribution of this thesis.
Paper A presents a new method to compute the amount of stack mem-
ory used in a real-time system. We consider preemptive systems in
which some of the tasks can share a single run-time stack, and pro-
vide an exact problem formulation, based on run-time properties,
which is applicable for any preemptive system model. The main
contribution is that we show how it is possible at compile-time to
safely approximate the exact stack usage for a commercially avail-
able system model: A hybrid, statically and dynamically, sched-
uled system. Comprehensive evaluations show that our technique
can significantly reduce the amount of stack memory needed. A
decrease in the order of 70% is typical in the evaluation.
Paper B extends Paper A by considering a more generic task model and
by presenting two new methods to bound the stack memory. The
first method is a branch-and-bound search for possible preemption
patterns, and the second approximates the first in polynomial time.
In addition, precedence relations are considered. We evaluate the
new methods and previous approaches on random task sets and
compare them with each other. The evaluation shows that our ex-
act method can significantly reduce the amount of stack memory
needed in the more generic system model considered.
Paper C presents an efficient best-effort approach for response-time anal-
ysis, based on the well-known hill-climbing metaheuristic. We tar-
get complex industrial systems where response-time measurements
or simulation is the only option. A simple yet novel hill-climbing
algorithm, where controlled randomization is added in the form of
full and partial random restarts, is used to generate input data to a
simulated real-time system, where priorities, preemptions and task
communication are taken into account. In a thorough evaluation
on three models constructed from existing industrial systems, the
new algorithm is compared to the current state-of-practice (Monte
Carlo simulation) and a previously proposed method. The pro-
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posed method was found to be more accurate and on average 42
times faster than the second-best method.
Paper D propose to use online maintenance planning in order to avoid
the frequent train service interventions which is often associated
with condition monitoring. A dynamic planning software applica-
tion is used to quickly find new train circulations adapted for the
current maintenance requirements of a fleet of vehicles, and the
number of maintenance stops is minimized using a heuristic for
dynamic packaging of maintenance activities. At the same time,
we actively keep the risk of breakdowns low. An evaluation us-
ing real-world timetables and vehicle plans shows that the number
of service interventions can be reduced significantly compared to
traditional cyclic maintenance.
Paper E builds on Paper D and describes and evaluates a novel con-
dition-based gas turbine maintenance strategy. The basis of the
strategy is that maintenance should be repeatedly re-optimized to
fit into the time intervals where production losses are least costly
and result in the lowest possible impact. A prerequisite is that ac-
curate dynamic lifetime estimates are available. The approach is
evaluated on a gas turbine used in a real-world scenario, where
input from operation data, maintenance schedules and operator re-
quirements are taken into account. In the evaluation, typical cost
reductions range from 25 to 65 %, and the calculated availability
increase in practice is estimated to range from 0.5 to 1.0 %.
Paper F builds on Paper E and describes the implementation and de-
ployment of the optimization tool. The optimization problem is
formally defined, and we argue that feasibility in it is NP-complete.
We outline a heuristic algorithm that can quickly solve the problem
for practical purposes. We also compare the algorithm with mixed-
integer linear programming, and discuss the deployment process
of the application. Compared to a mixed integer programming ap-
proach, our algorithm is not optimal, but is much faster.
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Chapter 2
Combinatorial Problems
This chapter contains a review of graph theory and combinatorial optimization
methods and techniques used in this thesis. For much more in-depth informa-
tion, the interested reader is referred to books by West [272], Golumbic [104]
and McKee and McMorris [165] for basic and intermediate graph theory. The
book by Papadimitriou [187] contains an extensive overview of computational
complexity, while Garey and Johnson [95] provide an accessible overview
of NP-completeness and related topics. Constraint programming is covered
in several books, including [18, 158, 257], while most well-known AI-based
search methods are described in [214]. For integer and linear programming,
the reader is referred to books by Nemhauser and Wolsey [173] and Papadim-
itriou and Steiglitz [186]. An introduction to mathematical programming with
many examples is also given by Winston [277].
2.1 Graph Theory
A graph is a pairG = (V,E) where V is a set of vertices andE is a set of edges
connecting two vertices. In a directed graph, the set of edges are directed, i.e.,
on the form (vi, vj), and referred to as arcs. In an undirected graph, each edge
can be represented by two arcs (vi, vj) and (vj , vi). Vertices connected by an
edge are said to be adjacent or neighbors. A complete (undirected) graph is
fully connected in that all vertices are directly connected to all other vertices.
A graph H is a subgraph of another graph G if H’s vertex set is a subset of
G’s vertex set and if H’s edge set is a subset of G’s edge set, restricted to the
vertices in H . A subgraph H of G is induced if it contains all edges in G con-
necting nodes inH . A path is a sequence of distinct vertices v1, v2, . . . , vk ∈ V
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such that there exist arcs (v1, v2), (v2, v3), . . . , (vk−1, vk) ∈ E. A path is a cy-
cle if in addition there exists an arc (vk, v1) ∈ E. A graph is acyclic if it does
not contain any cycle.
A weighted graph is a graph with an additional weight function w(e) map-
ping edges to weights. The distance of a path v1, v2, . . . , vk ∈ V in a weighted
graph is
∑k−1
i=1 w((vi, vi+1)). A shortest path between two nodes is a path for
which no other paths exist between the two nodes with a lower distance. For
graphs with non-negative weights, a shortest path can be found in O(D · |E|+
X · |V |) using Dijkstra’s algorithm [57,76]. Here, D and X represent the time
needed to maintain a queue of vertices sorted according to shortest distance to
the source node; D is the time needed to decrease the distance of a vertex, and
X is the time to extract and remove the vertex with lowest distance from the
queue. If the queue is implemented using an efficient data structure such as
a Fibonacci heap [89], the amortized time complexity of Dijkstra’s algorithm
becomes O(|E| + |V | log |V |).
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Figure 2.1: A directed acyclic graph (top) and one of its topological orderings
(bottom).
In Papers A and B, we are interested in finding the longest paths within
certain induced subgraphs of a graph representing the possible preemptions
that can occur within a set of tasks. Since shortest paths can easily be found
in graphs with non-negative weights, it may come as a surprise that finding
longest paths is much harder. In fact, the longest path problem is NP-complete
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for generic graphs [258]. Fortunately, it turns out that for directed acyclic
graphs (DAGs), both shortest and longest paths can be found in O(|E| + |V |)
time. The method is based on first performing a topological sort [127, 247]
and then processing the vertices in topological order (as described in [57]). A
topological ordering of a directed acyclic graph is a linear ordering of its nodes
in which each node comes before all nodes to which it has outbound edges;
an example is shown in Figure 2.1. Note that every DAG has one or more
topological orderings.
Algorithm 2.1 produces a topological ordering of a DAG based on depth-
first search (DFS). The algorithm is from the book by Cormen et al. [57], but
is originally due to Tarjan [246]. An alternative was described by Kahn as
early as 1962 [127]. Algorithm 2.1 has its entry point in the function DFS and
loops through each node of the graph in an arbitrary order, initiating a DFS
that terminates when it hits any node that has already been visited since the
beginning of the topological ordering. The array visited is used to keep track
of which vertices has been visited so far, and L is the list of vertices in inverse
order; both are updated during the execution of the algorithm. Finally, u is the
current vertex and v is a vertex adjacent to u.
Algorithm 2.1: Topological sort using depth-first search.
VISIT(u, visited , V, E, L)
(1) if visited [u] = false
(2) visited [u] ← true
(3) foreach (u, v) ∈ E
(4) VISIT(v, visited , V, E, L)
(5) L← L ∪ {u}
DFS(V,E)
(1) L← ∅
(2) foreach u ∈ V
(3) visited [u] ← false
(4) foreach u ∈ V
(5) VISIT(u, visited , V, E, L)
(6) return L
Given a topological ordering, a linear time algorithm for finding longest
(and shortest) paths can then be obtained by processing vertices in the topolog-
ical order, updating distance labels of adjacent nodes accordingly. The method
we use in Papers A and B is given in Algorithm 2.2, and takes a list L of
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of which vertices has been visited so far, and L is the list of vertices in inverse
order; both are updated during the execution of the algorithm. Finally, u is the
current vertex and v is a vertex adjacent to u.
Algorithm 2.1: Topological sort using depth-first search.
VISIT(u, visited , V, E, L)
(1) if visited [u] = false
(2) visited [u] ← true
(3) foreach (u, v) ∈ E
(4) VISIT(v, visited , V, E, L)
(5) L← L ∪ {u}
DFS(V,E)
(1) L← ∅
(2) foreach u ∈ V
(3) visited [u] ← false
(4) foreach u ∈ V
(5) VISIT(u, visited , V, E, L)
(6) return L
Given a topological ordering, a linear time algorithm for finding longest
(and shortest) paths can then be obtained by processing vertices in the topolog-
ical order, updating distance labels of adjacent nodes accordingly. The method
we use in Papers A and B is given in Algorithm 2.2, and takes a list L of
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the vertices in the graph in topological order, the set of edges E and a weight
function w, and returns the longest path distance l(u) from any node to any
node u, and the predecessor node p(u) in one such path, where ε is used to
denote the absence of a predecessor. Note that the linear time complexity of
the algorithm is important in applications where longest paths must be found
repeatedly. For example, in Papers A and B, |V | longest paths must be found in
different induced subgraphs, yielding a total time complexity of O(|V | · |E|).
Algorithm 2.2: Longest paths algorithm for a topologically sorted DAG.
LONGESTPATHS(L,E,w, l, p)
(1) foreach u ∈ L
(2) l[u] ← 0
(3) p[u] ← ε
(4) foreach u ∈ L
(5) foreach (u, v) ∈ E
(6) if l[u] + w(u, v) > l[v]
(7) l[v] ← l[u] + w[u, v]
(8) p[v] ← u
2.1.1 Cliques
In the previous section, we briefly discussed the technical solution in our ap-
proach to stack analysis — presented in Papers A and B — which consists of
repeatedly searching for longest paths within certain induced subgraphs of a
preemption graph (defined in Paper A, and illustrated in Figures 5.1 and 5.2).
The induced subgraphs in which we will be searching for longest paths later on
are called cliques. They consist of subgraphs where each vertex is connected
to every other vertex. Formally, a clique is then a complete subgraph. A clique
is maximal if it cannot be extended with any node. The problem of finding a
maximal clique is in general NP-complete [272]. However, polynomial-time
algorithms are known for certain types of graphs. In this section, we will re-
view two graph families where this property holds, and where the number of
maximal cliques are also bounded linearly.
The following assumes that we have an undirected graph. A chord is an
edge between non-consecutive vertices in a cycle. A cycle, together with the
edges in the cycle, which are also an induced subgraph, is then chordless; since
it is an induced subgraph, it only contains the edges in the cycle, and can there-
fore not contain a chord. Note that all cycles of length 3 are chordless. A graph
is chordal if and only if it contains no chordless cycles. A chordal graph is
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illustrated in Figure 2.2. Chordal graphs are sometimes referred to as triangu-
lated graphs, and chordless cycles of length 4 or more are simply called holes.
A perfect elimination order (PEO) is an ordering of the vertices V in a graph
Figure 2.2: A cycle (solid) with two chords (dashed). The subgraph shown
is chordal, but removing any of the dashed edges would result in a chordless
cycle of length 4.
such that each vertex v forms a clique together with all adjacent vertices occur-
ring later in the ordering. A graph has a PEO if and only if it is chordal [90].
Chordal graphs can be recognized in linear time by finding a PEO, which can be
done using lexicographical breadth-first search (BFS) [58,212] inO(|V |+|E|).
Given a PEO, the set of maximal cliques can be found by testing each PEO-
induced clique for maximality [165]. In addition, chordal graphs can have at
most |V | maximal cliques [272]. Both these properties are useful when obtain-
ing a safe upper bound on stack usage later in Papers A and B. In an interval
graph, the vertices can be represented by intervals [a, b] in a single dimension,
and the edges correspond to interval intersection. In other words, there is an
edge between two intervals [a, b] and [c, d] if and only if a < d and c < b.
All interval graphs are chordal; a PEO is given by ordering the vertices after
their interval “start point” (i.e. according to a in the interval [a, b]), breaking
ties arbitrarily.
A simple algorithm (shown in Algorithm 2.3) for finding maximal cliques
in an interval graph is based on processing two queues Ls and Le consisting
of the intervals sorted by start and end time, respectively. The algorithm is in
either build or break mode, starting in break mode. For each start point, the
corresponding vertex is marked as active, and the mode is set to “build”. If the
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such that each vertex v forms a clique together with all adjacent vertices occur-
ring later in the ordering. A graph has a PEO if and only if it is chordal [90].
Chordal graphs can be recognized in linear time by finding a PEO, which can be
done using lexicographical breadth-first search (BFS) [58,212] inO(|V |+|E|).
Given a PEO, the set of maximal cliques can be found by testing each PEO-
induced clique for maximality [165]. In addition, chordal graphs can have at
most |V | maximal cliques [272]. Both these properties are useful when obtain-
ing a safe upper bound on stack usage later in Papers A and B. In an interval
graph, the vertices can be represented by intervals [a, b] in a single dimension,
and the edges correspond to interval intersection. In other words, there is an
edge between two intervals [a, b] and [c, d] if and only if a < d and c < b.
All interval graphs are chordal; a PEO is given by ordering the vertices after
their interval “start point” (i.e. according to a in the interval [a, b]), breaking
ties arbitrarily.
A simple algorithm (shown in Algorithm 2.3) for finding maximal cliques
in an interval graph is based on processing two queues Ls and Le consisting
of the intervals sorted by start and end time, respectively. The algorithm is in
either build or break mode, starting in break mode. For each start point, the
corresponding vertex is marked as active, and the mode is set to “build”. If the
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current mode is “build” when an end point is scanned, then all active vertices
are output as a maximal clique, and the mode is set to “break”. A vertex is
always marked as inactive when its end point is scanned.
Algorithm 2.3: Maximal cliques in an interval graph.
MAXCLIQUES(V )
(1) Ls ← V ordered by start time
(2) Le ← V ordered by end time
(3) m← break, Q← ∅, q ← ∅
(4) while Ls = ∅ ∨ Le = ∅
(5) (a, b)← FIRST(Ls)
(6) (c, d)← FIRST(Le)
(7) if a < d
(8) Ls ← Ls \ {(a, b)}
(9) q ← q ∪ {(a, b)}
(10) m← build
(11) else
(12) Le ← Le \ {(c, d)}
(13) if m = build then Q← Q ∪ {q}
(14) m← break
(15) q ← q \ {(c, d)}
(16) return Q
2.2 Satisfiability and Optimization
The classical definition of optimization is the process of finding the highest-
or lowest-ranked solution to a problem, as measured by one or more objective
functions. In multi-objective optimization, several objective functions exist that
should simultaneously be optimized. In this case, several different optimality
criteria exist, the most common ones being based on aggregate objective func-
tions and Pareto optimality [79].
In this thesis, we use the term “optimization” loosely in that we also use it
for approaches where the absolute optimum is not required. This thesis is also
only concerned with single-objective optimization; although aggregate objec-
tive functions are used, a natural interpretation of aggregation exists in that the
objective is to minimize cost. Obviously, not all optimization problems are
of minimization type. However, for maximization problem, if the function to
maximize is well-defined, then minimizing the negation of this will maximize
the original function.
2.2 Satisfiability and Optimization 25
The sought-after solution to the problem is specified as a set of variables
that should be assigned values. In unconstrained optimization, the problem
variables are allowed to take any possible value. In constrained optimization,
on the other hand, there exist a set of constraints that restrict the set of feasible
solutions to the problem. For single-objective constrained minimization, the
goal is therefore to find a solution that is
1. feasible, i.e., satisfies a set of constraints, and
2. near-optimal in that it, as far as possible, minimizes the cost function.
Constrained optimization can further be divided into several subclasses de-
pending on the type of constraints and cost function used. Some of the most
well-known subclasses are
• linear programming, in which the cost function is linear, and all con-
straints are linear inequalities;
• mixed integer programming, in which some of the variables have inte-
grality constraints;
• 0–1 integer optimization, in which all variables are restricted to values
of either 0 or 1;
• quadratic programming, in which the cost function is quadratic, and all
constraints are linear inequalities; and
• nonlinear programming, in which the cost function and all constraints
can contain nonlinear parts.
A satisfiability problem is concerned only with finding a feasible solution
for a set of constraints, and can also be seen as an optimization problem with
a constant objective. A combinatorial problem is an optimization problem
where the set of feasible solutions is finite [186]. Combinatorial problems
are abundant in all areas where discrete resource-constrained problems either
appear naturally or when a discretization of an otherwise continuous problem
may be beneficial. Examples of well-known combinatorial problems include
the vehicle routing problem [52, 60] (an overview can be found in [255]),
the traveling salesman problem [17], the knapsack problem [132, 160], the
cutting stock problem [65, 101, 190] and the generalized assignment prob-
lem [47,213,225]. Some well-known combinatorial puzzles and games include
Chess [269] and the related eight queens problem [238], Sudoku [150,282] and
Go [36, 146, 211].
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2.2.1 Branch and Bound
When no suitable polynomial-time algorithm exists for a discrete satisfaction
or optimization problem, one strategy might be to simply search the entire set
of feasible solutions (or a subset thereof) for a solution. This is often referred
to as combinatorial search. Because combinatorial search can in many cases
take exponential time to solve the problem, methods to cut down on the size of
the search space have been devised. One of the most common approaches is
the branch and bound method, in which a tree of partial solutions are explored.
The branch and bound method is used in Paper B for performing stack analysis.
The branch and bound method works as follows. For a minimization prob-
lem, a lower bound on the objective function is established (preferably in poly-
nomial time) for each node in the tree. A lower bound is a function that is al-
ways less or equal to the optimal objective value. If the lower bound is greater
than the objective function of the best found solution (which in turn is an upper
bound on the optimal objective value), then the corresponding node can be re-
moved from the search, since the node lower bound guarantees that no search
from that node can ever yield an objective lower than the lowest found so far.
If the node is not removed, the search continues by branching on that node.
Several branching strategies exist depending on the problem structure and
the representation of a solution; common choices include domain splitting
(in which the domain of a variable is split into two parts) and variable as-
signment. Note that branch and bound can be implemented using depth-first
search, breadth-first search or other variants; pseudocode for a simple depth-
first branch and bound algorithm is shown in Algorithm 2.4. The original
branch and bound method was conceived in 1960 by Land and Doig to solve
generalizations of linear programming to discrete variables [145].
Algorithm 2.4: Depth-first branch and bound search for non-binary opti-
mization problems with an objective function z.
BB(node)
(1) if LEAF(node) then return node
(2) (s0, . . . , sb−1)← SUCCESSORS(node)
(3) best ← NIL
(4) for i = 0 to b− 1
(5) if LOWERBOUND(si) < z(best)
(6) best ← argminz(best , BB(si))
(7) return best
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2.2.2 Constraints and Propagation
Informally, a constraint satisfaction problem (CSP) can be defined as follows.
Given a set of constraints, is there an assignment to the variables
in the constraints such that all constraints are satisfied?
A special case of a CSP is the propositional satisfiability problem (SAT), which
can informally be defined as follows:
Given a Boolean formula in conjunctive normal form, is there a
truth assignment to the variables satisfying the formula?
CSP and SAT have been studied in numerous books and articles, and SAT
was the first problem shown to be NP-complete [54]. Both CSP and SAT are
core problems in computing theory and mathematical logic. Much of the effort
spent on constraint satisfaction and satisfiability research can be attributed to
the generality of CSP and SAT. In practice, solution methods for CSP and
SAT are useful for solving problems in automated reasoning, computer-aided
design, computer-aided manufacturing, machine vision, databases, robotics,
integrated circuit design, and computer network design.
Conventional constraint satisfaction methods have been shown to work well
on a large number of problems from real life, like scheduling, planning and re-
source allocation problems. Unfortunately, these methods are in general time-
and space consuming. Because of this, they are not always suitable. For exam-
ple, a dynamic planning problem is a planning problem where the parameters
change during the execution of the plan. This calls for a planner that is able to
recover from changes in the plan within reasonable time limits.
Constraint Propagation
Constraint propagation is a technique for search space reduction taken from
the area of constraint programming [154]. In its purest form, constraint prop-
agation simply involves removing values from the domains of free variables
which are inconsistent with the current partial assignment and the constraints
in the problem. Constraint propagation can be described as programmed search
where the domains of the problem variables are narrowed iteratively, accord-
ing to the constraints in the problem, as the search progresses. The two most
common propagation approaches are domain propagation, where the domains
are modeled explicitly as a set of the allowed values, and interval propaga-
tion [151], where only the interval of the domain is stored. In general, domain
propagation prunes the search space more efficient than interval propagation.
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recover from changes in the plan within reasonable time limits.
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the area of constraint programming [154]. In its purest form, constraint prop-
agation simply involves removing values from the domains of free variables
which are inconsistent with the current partial assignment and the constraints
in the problem. Constraint propagation can be described as programmed search
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However, interval propagation is faster and uses less memory space. Interval
propagation is used in Papers E–F to reduce the search space during main-
tenance optimization. For more information on constraint programming and
propagation, see the books by Marriott and Stuckey [158], Tsang [257], and
Apt [18]. Except for interval propagation, constraint programming is not con-
sidered in this thesis. However, it is worth noting that the methodology has pre-
viously been used to formulate and solve many practical scheduling and plan-
ning problems (see, for example, work by Kreuger et al. [142, 143], Fox [88],
Sadeh et al. [216, 217], Le Pape [188], Smith et al. [234–236], Davenport and
Tsang [62] and El Sakkout and Wallace [219]). Scheduling problems are often
formulated using specialized global constraints, as described in the articles by
Beldiceanu [30] and Régin [209, 210].
2.2.3 Mixed Integer Programming
A linear programming problem (LP) consists of a vector of n real-valued de-
cision variables x = (x1, . . . , xn), a linear objective function z and a set of m
linear inequalities as shown below in Equation (2.1)
max z = c1x1 + c2x2 + · · · + cnxn
subject to
a11x1 + a12x2 + · · · + a1nxn ≤ b1
a21x1 + a22x2 + · · · + a2nxn ≤ b2
...
...
. . .
...
...
am1x1 + am2x2 + · · · + amnxn ≤ bm
x1 ≥ 0
x2 ≥ 0
. . .
...
xn ≥ 0
(2.1)
A feasible solution to Equation (2.1) is an assignment of x that satisfies all
m inequalities; an optimal solution is a feasible solution which mazimizes z.
In vector notation, a linear programming problem can be defined [173] as
max{cx : Ax ≤ b, x ∈ Rn+} (2.2)
where c is a 1 × n matrix, b = (b1, . . . , bm) a m-dimensional vector, A an
m × n matrix containing rational numbers, Rn+ is the set of nonnegative real
2.2 Satisfiability and Optimization 29
p-dimensional vectors and x = (x1, . . . , xn) is the variable vector. The lin-
ear programming problem is most commonly solved using the simplex algo-
rithm [277] created by George Danzig in 1947. Linear programming is in P;
Khachian [133] derived the first polynomial algorithm (O(n5)) in 1979. Since
then, more practically useful polynomial algorithms have been found, starting
with Karmarkar’s algorithm [128].
A mixed integer programming (MIP) problem can be defined as
max{cx+ hy : Ax+Gy ≤ b, x ∈ Rn+, y ∈ Zp+} (2.3)
where in addition h is a 1 × p matrix, G an m × p matrix containing ratio-
nal numbers, Zp+ is the set of nonnegative integer n-dimensional vectors, and
y = (y1, . . . , yp) is the integer variable vector. The obvious difference be-
tween MIP and LP problems are that in MIP, some of the variables are only
allowed to take integer values. Perhaps surprisingly, this in general makes MIP
much harder. Mixed integer programming is in fact NP-complete, even when
restricted to binary (0–1) variables [130]. Even so, MIP optimization models
have been remarkably successful in representing many real-world problems,
and MIP solvers such as CPLEX from ILOG [121] and Xpress-Optimizer from
Dash Optimization [61] are considered by many to be the standard tool for
solving combinatorial problems. In Papers E and F, we use a MIP solver as
comparison against our heuristic approach.
2.2.4 Limited Discrepancy Search
Many industrial problems can be solved using tree search methods, especially
if guiding heuristics are available. For example, best-first search methods such
as A* search [114,175] have been successful on many problems. However, A*
search relies on the availability of a good admissible heuristic, and if no such
heuristic is available, A* search will use too much memory on some problems
to be practically useful. Depth-first search methods avoids the memory issues
with breadth-first search and A*. However, it can easily get stuck in unproduc-
tive areas of the search tree when the heuristic fails. Limited discrepancy search
(LDS, [91, 115, 129, 138, 266]) addresses this problem. The basic idea of LDS
is to use depth-first search guided by a heuristic, but allow a specified number
of so-called discrepant choices that disagree with the heuristic. The maxi-
mum number of discrepant choices allowed in each path from root to leaf is
the discrepancy parameter k. The basic LDS procedure, introduced by Harvey
and Ginsberg in [115] and further improved by Korf in [138], works primar-
ily on binary search trees, although Harvey and Ginsberg discuss extensions
28 Chapter 2. Combinatorial Problems
However, interval propagation is faster and uses less memory space. Interval
propagation is used in Papers E–F to reduce the search space during main-
tenance optimization. For more information on constraint programming and
propagation, see the books by Marriott and Stuckey [158], Tsang [257], and
Apt [18]. Except for interval propagation, constraint programming is not con-
sidered in this thesis. However, it is worth noting that the methodology has pre-
viously been used to formulate and solve many practical scheduling and plan-
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2.2.3 Mixed Integer Programming
A linear programming problem (LP) consists of a vector of n real-valued de-
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linear inequalities as shown below in Equation (2.1)
max z = c1x1 + c2x2 + · · · + cnxn
subject to
a11x1 + a12x2 + · · · + a1nxn ≤ b1
a21x1 + a22x2 + · · · + a2nxn ≤ b2
...
...
. . .
...
...
am1x1 + am2x2 + · · · + amnxn ≤ bm
x1 ≥ 0
x2 ≥ 0
. . .
...
xn ≥ 0
(2.1)
A feasible solution to Equation (2.1) is an assignment of x that satisfies all
m inequalities; an optimal solution is a feasible solution which mazimizes z.
In vector notation, a linear programming problem can be defined [173] as
max{cx : Ax ≤ b, x ∈ Rn+} (2.2)
where c is a 1 × n matrix, b = (b1, . . . , bm) a m-dimensional vector, A an
m × n matrix containing rational numbers, Rn+ is the set of nonnegative real
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p-dimensional vectors and x = (x1, . . . , xn) is the variable vector. The lin-
ear programming problem is most commonly solved using the simplex algo-
rithm [277] created by George Danzig in 1947. Linear programming is in P;
Khachian [133] derived the first polynomial algorithm (O(n5)) in 1979. Since
then, more practically useful polynomial algorithms have been found, starting
with Karmarkar’s algorithm [128].
A mixed integer programming (MIP) problem can be defined as
max{cx+ hy : Ax+Gy ≤ b, x ∈ Rn+, y ∈ Zp+} (2.3)
where in addition h is a 1 × p matrix, G an m × p matrix containing ratio-
nal numbers, Zp+ is the set of nonnegative integer n-dimensional vectors, and
y = (y1, . . . , yp) is the integer variable vector. The obvious difference be-
tween MIP and LP problems are that in MIP, some of the variables are only
allowed to take integer values. Perhaps surprisingly, this in general makes MIP
much harder. Mixed integer programming is in fact NP-complete, even when
restricted to binary (0–1) variables [130]. Even so, MIP optimization models
have been remarkably successful in representing many real-world problems,
and MIP solvers such as CPLEX from ILOG [121] and Xpress-Optimizer from
Dash Optimization [61] are considered by many to be the standard tool for
solving combinatorial problems. In Papers E and F, we use a MIP solver as
comparison against our heuristic approach.
2.2.4 Limited Discrepancy Search
Many industrial problems can be solved using tree search methods, especially
if guiding heuristics are available. For example, best-first search methods such
as A* search [114,175] have been successful on many problems. However, A*
search relies on the availability of a good admissible heuristic, and if no such
heuristic is available, A* search will use too much memory on some problems
to be practically useful. Depth-first search methods avoids the memory issues
with breadth-first search and A*. However, it can easily get stuck in unproduc-
tive areas of the search tree when the heuristic fails. Limited discrepancy search
(LDS, [91, 115, 129, 138, 266]) addresses this problem. The basic idea of LDS
is to use depth-first search guided by a heuristic, but allow a specified number
of so-called discrepant choices that disagree with the heuristic. The maxi-
mum number of discrepant choices allowed in each path from root to leaf is
the discrepancy parameter k. The basic LDS procedure, introduced by Harvey
and Ginsberg in [115] and further improved by Korf in [138], works primar-
ily on binary search trees, although Harvey and Ginsberg discuss extensions
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to non-binary problems. In [266], Walsh improves LDS by first considering
discrepancies that occur at the top of the search tree. This is done by intro-
ducing a depth limit that is iteratively increased. In [129], LDS is extended
to handle arbitrary CSPs, constraint propagation and learning of the variable
ordering heuristic. In [91], Furcy and Koenig extend beam search [215, 283]
with LDS-type backtracking.
Algorithm 2.5, which is used in Papers E–F, shows an extension of LDS
along the lines of the ideas proposed in [129]. The algorithm is also modified
to continue searching for a best possible solution as measured by an objective
function z, which is infinitely-valued for the empty node NIL. In [115], it
is discussed whether all discrepant choices emanating from a specific node
should be treated equally, i.e., counted as depleting one unit of discrepancy, or
whether each further step away from the heuristic should be counted as using
up one more discrepant choices [129]. In Algorithm 2.5, the latter view is
taken. Figure 2.3 shows the unique paths explored for each choice of k in a
tree with branching factor 3.
Algorithm 2.5: Limited Discrepancy Search for non-binary optimization
problems.
LDS-PROBE(node, k, d, b)
(1) if LEAF(node) then return node
(2) (s0, . . . , sb−1)← SUCCESSORS(node)
(3) best ← NIL
(4) for i = max(0, k − (b− 1)(d− 1)) to min(b− 1, k)
(5) best ← argminz(best , LDS-PROBE(si, k − i))
(6) return best
LDS(node,maxdepth)
(1) for k ← 0 to maximum depth
(2) result ← LDS-PROBE(node, k,maxdepth)
(3) if result = NIL then return result
(4) return nil
In [138], Korf improved LDS so that it only generates paths with exactly k
discrepancies. This is done by keeping track of the remaining depth d, pruning
branches for which d ≤ k. It is worth pointing out that in modifying LDS to
non-binary trees, a similar improvement can be done if the maximum branch-
ing factor b is known. At most, d discrepant choices can be made in a subtree
of depth d, each choice using up at most b−1 discrepancies. Given that choices
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(a) k = 0 (b) k = 1
(c) k = 2 (d) k = 3 (e) k = 4
(f) k = 5 (g) k = 6
Figure 2.3: Unique explored edges for different discrepancy values in a tree
with branching factor 3.
are ordered according to falling heuristic value (so that the preferred choices
occur early), we can therefore prune the ith choice if (b − 1)(d − 1) + i < k,
or in other words, start with choice number max(0, k − (b − 1)(d − 1)). The
function call SUCCESSORS(node) returns a list of feasible successor nodes in
increasing order of heuristic value. The discrepancy parameter is k.
2.2.5 Local Search
Local search, or iterative improvement, is an alternative approach to optimiza-
tion using complete methods. Local search methods have the advantage that
as soon as a feasible solution has been found, this solution is always available
during the search. This property is commonly known as anytime behavior, and
is of particular interest when feasible solutions are easily found, or when the
iterative improvement can work solely by manipulating feasible solutions. An-
other advantage of local search methods is that they can solve certain problems
much more efficiently that regular constraint solvers. At the same time, tech-
niques based on local search often have quite modest resource consumption.
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In Paper C, we use local search in the form of a hill-climbing algorithm with
random restarts to solve the best-effort response-time analysis problem, and in
Paper D, a local search procedure is used to find alternative routes for a train in
need of maintenance.
In iterative improvement, a given candidate solution is improved in several
repeated steps by changing small parts of the solution. The resulting set of
candidate solutions is called the neighborhood. The algorithm then proceeds
by selecting as the next solution either the first found improving neighbor or
one of the best neighbors. In the hill-climbing algorithm [214], the search
terminates when a local minimum has been reached. Other methods, such as
Tabu search [102] or Simulated Annealing [136] have mechanisms to escape
local minima. The initial starting point of the local search is usually generated
randomly or using a constructive heuristic.
The neighborhood is one of the parameters that affect the performance of
local search algorithms the most. The neighborhood should be chosen so that
neighbors who are likely to improve the objective are included. However, if the
neighborhood is too large, the local search procedure will consequently spend
a large amount of time exploring it, especially if the neighbor that improves the
objective value the most is wanted. If it is also non-trivial to compute the objec-
tive value of a candidate, the exploration process in itself can take a significant
amount of time. One example is the combined problem of maintenance routing
and scheduling presented in Paper D, where the cost of a train circulation de-
pends on the maintenance schedules of the train units. Since the maintenance
schedules are also dependent on the circulations, new maintenance schedules
have to be found to evaluate neighbors. A common technique for evaluating
neighbors more efficiently is therefore to compute only the cost difference that
the transition yields. This is sometimes called incremental computation [10].
In the planning algorithm outlined in Paper D, we update costs by observing
that only the maintenance schedules of the trains where the neighboring circu-
lation differs needs to be recomputed.
It is generally agreed that randomization may help local search procedures
overcome local minima. Stochastic behavior may be introduced in numerous
ways, one of the most basic being to introduce random restarts in the search
after a fixed number of transitions. Walser [265], Selman et al. [229], Gent
and Walsh [97, 98] and Gu et al. [107] take this approach, as do we in Paper
C. Another common randomization strategy is to introduce random walk in the
search. Random walk is the occasional random transition (or transitions) in the
search space, the probability taking a random transition depending on a param-
eter typically supplied by the user of the search algorithm. A third possibility
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is to change the neighborhood of an assignment according to a probabilistic
distribution. In the well-known WalkSAT algorithm, introduced by Selman et
al. [229], a successor assignment is selected by picking an unsatisfied clause at
random, and from this clause selecting promising variables. In Paper C, we in-
troduce randomness in the neighbor selection by only considering a randomly-
chosen subset of the full neighborhood obtained by changing a single variable
value.
2.3 Computational Complexity
Computational complexity [187] is an area of computer science and mathe-
matics concerned with time and space consumption, the expressive power of
different computational mechanisms and the related complexity classes. In this
section, we will give a short summary of the theory of NP-completeness. The
interested reader is referred to [95, 187] for more information. We will use the
theory in Paper F when proving NP-completeness of the maintenance schedul-
ing problem.
2.3.1 Decision Problems
A decision problem is a problem whose answer is “yes” or “no”. A typical
example is SAT, introduced in Section 2.2. Other examples are:
Knapsack Given a knapsack of unit capacity and a set of n items, each item i
having a size ai ∈ (0, 1] and a value bi, is there a subset of items fitting
in the knapsack with a higher value than a given lower threshold k?
Bin-packing Given a set of k bins of unit capacity and a set of n items, each
item i having a size ai ∈ (0, 1], is there a packing (i.e., assignment of
items to bins) of all items using the available bins?
2.3.2 Complexity Classes
It is common to adopt a view in which decision problems are languages (i.e.,
subsets of binary strings 0, 1∗ in which the language consists of all strings
that encode a “yes” problem instance). A language L ∈ P if there exists a
deterministic polynomial time bounded Turing machine M that can decide L,
i.e., for each string x ∈ {0, 1}∗:
• if x ∈ L then M(x) accepts, and
• if x ∈ L then M(x) rejects.
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Intuitively, the class P corresponds to problems that can always be efficiently
solved. A language L ∈ NP if there is a polynomial p and a polynomial time
bounded Turing machine M such that for each string x ∈ {0, 1}∗:
• if x ∈ L then there is a string y of polynomially bounded length, i.e.,
|y| ≤ p(|x|), such that M(x, y) accepts, and
• if x ∈ L then for any string y such that |y| ≤ p(|x|), M(x, y) rejects.
The string y that helps verifying that x is indeed a “yes” instance is called
a solution to the problem; thus, NP is the class of problems that have short and
quickly verifiable solutions. As an example, given a knapsack instance and a
proposed solution in the form of a subset of items, it is easy to check whether
this subset 1) fits inside the container, and 2) has a value higher than k. Clearly,
the knapsack problem is in NP.
A language L belongs to the class co-NP if and only if L ∈ NP; thus,
co-NP is the set of problems that have short, quickly-verifiable “counterexam-
ples”. For instance, the language L of prime numbers allows for counterexam-
ples in the form of factorizations for a number n, which is proof that n ∈ L.
2.3.3 Reductions
Let L1 and L2 be two languages in NP. Then, L1 reduces to L2 if there is
a polynomial time deterministic Turing machine T that, given a string x ∈
{0, 1}∗, outputs a string y such that x ∈ L1 if and only if y ∈ L2. In other
words, T translates problem instances of type L1 into instances of type L2. As
a consequence, if L1 reduces to L2 and L2 is polynomial time decidable, then
so is L1. This type of reduction is also called a polynomial-time many-one
reduction, polynomial transformation or Karp reduction. Reductions of this
type are very useful in proving NP-completeness.
2.3.4 NP-Completeness
A language L is NP-hard if every languageL′ ∈ NP reduces toL. A language
is NP-complete if L ∈ NP and L is NP-hard. An NP-complete language L is
a hardest language in NP in that a polynomial time algorithm for L implies that
there exist polynomial time algorithms for every language in NP (i.e., P=NP).
Once one problem L has proven to be NP-hard, other problems can be
established as NP-hard by giving polynomial-time reductions from L to these
problems. SAT was shown in [54] to be NP-hard; the proof idea is to show that
for any language L in NP, there exists a deterministic polynomial-time Turing
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machine that can translate strings x ∈ {0, 1}∗ into SAT formulas f such that
the existence of a truth assignment satisfying f implies that x ∈ L.
2.4 Summary
This chapter reviews some topics in graph theory, combinatorial optimization
and complexity, which are useful for understanding the methods employed in
Papers A–F. In graph theory, algorithms for computing longest paths in di-
rected acyclic graphs and cliques in interval graphs (which are special cases
of chordal graphs) are described as background material for Papers A and B.
Some different methods for combinatorial problem solving used throughout
this thesis were outlined, including local search, which is used in Papers C and
D, and Limited Discrepancy Search in particular, used in Papers E and F. The
chapter also contains some basic complexity theory, which is used in proving
NP-completeness of the maintenance scheduling problem presented in the last
two papers of the thesis.
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Chapter 3
Real-Time Systems
Using computers for process control and physical interaction is becoming more
and more common in areas where control has previously been provided entirely
by mechanical or electrical means. An embedded system is a computer system
that is part of a larger system, performing some of the functions of that system
[120]. Their role is often to replace a traditional mechanical solution, thereby
reducing production costs, increasing efficiency and enhancing functionality of
the product.
Embedded systems are almost ubiquitous in nearly all of today’s technolog-
ically focused industry, including the telecommunication, automation, aircraft,
automotive and railroad industries. According to Hansson et al., the software
account for a major part of the value growth in the automotive industry [113].
A classical example of an embedded system is the computers controlling crit-
ical functionality in a road vehicle, such as lock-free brakes, steering, igni-
tion, airbags and traction control. Embedded systems are also becoming an in-
creasingly important part of our daily lives. For example, nearly all consumer
electronics on the market contain one or more computational units, providing
extended functionality, intelligent behavior and overall ease of use. One mo-
tivation for using an embedded system is often reduction of costs. Another is
the addition of advanced functionality, which would not be possible without
computers. In a typical modern automobile, embedded systems manage, e.g.,
driving assistance, information, and entertainment features [223]. This implies
that both safety-critical features and less critical features need to be managed in
the same system. Figure 3.1 illustrates the complexity level of electronic sys-
tems that has been reached in a modern automobile. The Volkswagen Phaeton
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shown in the figure contains 11,136 electrical parts, 61 ECUs (of which 31 can
be externally diagnosed), an optical bus for infotainment data, sub-networks,
and 3 CAN-buses connecting 35 ECUs. Communication-wise, there are ap-
proximately 2,500 signals in 250 CAN messages [149].
Figure 3.1: The electronic systems (blue) and communications channels (or-
ange) in a Volkswagen Phaeton automobile (Image is from [149] and is cour-
tesy of Volkswagen AG).
A real-time system (RTS) is a system in which timeliness is equally im-
portant for the system to work properly as the functional correctness of the
implementation [241]. A common misconception is that an RTS is a system
that responds quickly [240]. Instead, an RTS can be defined as a system with
a temporally predictable response. As an example, the triggering of an au-
tomobile airbag is an application in which timeliness is crucial. Obviously,
triggering the airbag too late is disastrous for the passenger. However, trigger-
ing the airbag too early is equally fatal, since the airbag is only inflated fully
for a very short period of time. Inflating the airbag too early will therefore
result in the airbag being partially deflated at the time the driver or passenger
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hits the airbag.
Many real-time and embedded systems are resource-constrained in that the
resources available to perform its intended functionality are limited. A typical
processor used in an embedded system is much less powerful than the proces-
sor used in a desktop computer. Also, the amount of memory available is often
measured in kilobytes instead of gigabytes. In addition, since many embedded
systems are safety critical, we must be sure that the limited resources available
are enough for sufficient system safety and correct temporal and functional
behavior. One such limited resource is computational capacity. If the applica-
tion requires more computational capacity than what is available in the form
of the processor being used, the application will most likely exhibit a temporal
behavior the system has not been designed for. Going back to the previous
example of an automobile airbag, this could result in the airbag deploying too
late. Another example of a limited resource is the memory available for the
application. If the application requires more memory than is available, data
corruption and/or a program crash can result. Both situations can be consid-
ered fatal; a consequence of either can be that the program may not function
as intended, which is potentially devastating in a safety-critical application.
Therefore, analysis methods are needed to guarantee the predictable behavior
of the system. To be useful in practice, such methods also have to be suitable
for industrial use, in that they should be easy to use and have an acceptable
computational complexity.
3.1 Real-Time Operating Systems
A real-time operating system (RTOS) is an operating system which is specif-
ically engineered for real-time applications. In practice, this means that the
operating system has functionality for fulfilling application timing constraints.
RTOS:s usually provide services such as real-time scheduling, mutual exclu-
sion and intra-system communication. In general, an RTS consists of a set of
processors running an RTOS and interacting over one or several communica-
tion networks, such as CAN [64,122,176,179,252], FlexRay [87] or TTP [137].
On each processor, a set of tasks are executed. The tasks, representing the dif-
ferent computations to be performed by the application, are dispatched by a
scheduling algorithm of the underlying RTOS. A specific invocation of a task
is called a task instance, or just instance for short. Each task has an execution
time, which is in general dependent on the environment it is executing in. This
includes factors such as processor speed (varying dynamically with voltage in
many newer processors), processor and bus caches, memory latency, communi-
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shown in the figure contains 11,136 electrical parts, 61 ECUs (of which 31 can
be externally diagnosed), an optical bus for infotainment data, sub-networks,
and 3 CAN-buses connecting 35 ECUs. Communication-wise, there are ap-
proximately 2,500 signals in 250 CAN messages [149].
Figure 3.1: The electronic systems (blue) and communications channels (or-
ange) in a Volkswagen Phaeton automobile (Image is from [149] and is cour-
tesy of Volkswagen AG).
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many newer processors), processor and bus caches, memory latency, communi-
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cation delays and state and input parameters of the task. All of these can affect
execution time. The exact execution time for all possible situations is there-
fore either hard or impossible to obtain. A common approximation is to use a
worst-case execution time (WCET) estimate, assumed to be a safe approxima-
tion of the actual execution time under all circumstances. WCET estimates can
be found by measurements and/or simulation (see for example work by Edgar
and Burns [78], the commercial tool VirtualTime [203] and ARTISST [67]) and
static analysis methods [81–83, 195, 196, 276]. Tools based on abstract inter-
pretation, such as Bound-T [248] and AbsInt [3], can also be used for WCET
analysis of software systems.
Timing constraints are abundant in RTS:s. Some of the most commonly
used timing constraints include release time and deadline constraints, specify-
ing the earliest invocation time and the latest finishing time of a task respec-
tively. Tasks invoked repeatedly with a fixed time interval (e.g. the wheel
speed of an automobile should be sampled every millisecond) are called pe-
riodic tasks, while tasks lacking a predetermined inter-arrival time are called
aperiodic tasks. Finally, tasks that can arrive with a minimum inter-arrival
time, but also less frequently, are called sporadic tasks.
3.1.1 Scheduling
One of the most important parts of an RTOS is the scheduling algorithm it
uses to dispatch tasks. The scheduling algorithm determines in what order ar-
riving tasks should execute by dispatching tasks ready for execution. There
exist a plethora of scheduling algorithms [46, 230], and this thesis only gives
a short overview. Scheduling is divided into offline and online scheduling. In
the offline scheduling approach (e.g., [80, 201, 280]), scheduling decisions are
made before system deployment, and result in a fixed schedule. At runtime,
the dispatcher simply schedules tasks according to the predetermined sched-
ule. Although most suitable for periodic execution, offline-scheduled systems
have the advantage of full predictability; the schedule can be engineered to ful-
fill almost any imaginable temporal constraint in advance of deployment. For
examples of temporal constraints that can be fulfilled by an offline scheduler,
see [80]. Once the schedule has been developed, verified and tested, the tem-
poral correctness is guaranteed as long as WCET estimates are safe. On the
other hand, offline-scheduled systems can be inflexible with regard to software
maintenance and continuous development. In essence, adding a single task to
an RTS can result in the full schedule needing to be rebuilt.
In online scheduling (e.g., [152]), tasks are scheduled at runtime depend-
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ing on the current state of the system. The schedule is therefore generated
continuously during the execution of the RTS. In essence, an online schedul-
ing algorithm dispatches the task that has the highest priority of the tasks
in the ready queue. Therefore, online scheduling algorithms differ mostly
in how tasks are prioritized. In fixed priority pre-emptive scheduling (FPS,
[20, 21, 44, 131, 148, 250, 253]), tasks are assigned a priority during design-
time, which is then used during runtime to dispatch tasks. No assumptions are
made in FPS regarding how tasks are prioritized. Two specific priority assign-
ment policies that can be used for FPS are rate monotonic (RM, [152]) and
deadline monotonic (DM, [22]).
In RM, tasks are assigned a priority according to rate (or, equivalently,
periods); a high rate (i.e. a short period) is translated into a high priority. Liu
and Layland showed in [152] that a set of n tasks with unique priorities can
always be scheduled if
n∑
i=1
Ci
Ti
≤ n( n
√
2− 1)
where Ci is the execution time and Ti is the period of task i, under the as-
sumptions that tasks do not share resources, deadlines are equal to periods, and
context switches are instantaneous. RM is optimal in the sense that if any static
priority scheduling policy can meet all deadlines, then RM can as well. DM is
similar to RM, but tasks are assigned priorities according to deadlines instead
of periods [22]). DM is also optimal in the same sense as RM but this also
holds when deadlines are less than periods.
A third priority assignment algorithm is earliest deadline first (EDF, [109,
152,242]). Here, task instances are assigned a priority according to their dead-
line. EDF is optimal in the sense that if tasks characterized by arrival time,
execution time and deadline can be scheduled by any algorithm, then EDF can
also schedule the tasks. When deadlines equal periods, EDF is schedulable
when
n∑
i=1
Ci
Ti
≤ 1
Recent results in real-time scheduling theory also make it possible to com-
bine several execution models in one system while still guaranteeing a pre-
dictable timing behavior (see, for example, [1,2,38,109]). Regardless of which
scheduling algorithm is used in an RTS, the timeliness of the system must be
guaranteed off-line (i.e., before deployment) using schedulability analysis. If
the system is deemed unschedulable (i.e., some temporal requirements cannot
be guaranteed), then changes in the architecture and/or design are necessary
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to guarantee proper timeliness. For offline scheduling, this process is straight-
forward, since a generated schedule can simply be tested for the necessary
temporal requirements. However, the major hurdle in offline scheduling is to
generate a feasible schedule in the first place. For approaches to generate of-
fline schedules, see [80,222,280]. The schedulability analysis of online sched-
uled systems simply means testing whether the associated schedulability test is
fulfilled.
3.2 Shared Resources and Stack Sharing
A shared resource is a resource that cannot safely be accessed by more than
one task at the same time. Typical shared resources include memory-mapped
external devices and operating system firmware or software services. Access
to shared resources is usually protected using semaphores, mutexes or similar
mechanisms. Mutexes can be locked and unlocked; a task that tries to lock
an already locked mutex is blocked until the mutex is unlocked by the task
that locked it in the first place. A consequence of this is that high-priority tasks
may be blocked for extended time periods by low-priority tasks, a phenomenon
called priority inversion. There exist several protocols to avoid priority inver-
sion, the most common ones being priority inheritance, priority ceiling and
immediate inheritance. Semaphores are similar to mutexes, but can also allow
several tasks to access the same resource at once.
In the priority inheritance protocol (PIP, see [231, 232]), the priority of a
task holding a shared resource is raised to the same level as a higher-prioritized
task trying to access the same resource. In addition, the restriction that a task
may only lock a resource for a single execution is imposed. This solves the
problem of priority inversion, but may introduce deadlocks. Although dead-
locks can be prevented by, e.g., imposing a total ordering of the resource ac-
cesses, blocking chains can still occur. If n is the number of lower priority tasks
and m the number of distinct resources, a blocking for the duration of at most
min(n,m) critical sections is possible [105], which is considered impractical
in many real-time applications.
In the priority ceiling protocol (PCP, [105, 231, 232]), a priority ceiling is
defined for each shared resource as the maximum priority of any task which
may lock the resource. In PCP, the priority of a task holding a resource is
raised to the priority ceiling whenever a task is blocked on the resource. The
consequence of this is that a task can be blocked at most once for each resource.
In addition, deadlocks are also prevented. The immediate inheritance protocol
(IIP, [45]), is a simplification of PCP. In it, the priority of a task locking a
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resource is immediately raised to the priority ceiling. This protocol can be
implemented with relative ease, and has the advantages of having the same
worst-case behavior as PCP.
3.2.1 Stack Sharing
Yet another type of resource available to embedded systems is random access
memory (RAM), which is used to store temporary data during the execution
of a program. There are two main types of methods for allocating memory:
static and dynamic memory allocation. Static memory is allocated once, at the
start of the task, and the allocated memory is freed when the task terminates.
Dynamic (or heap) memory, on the other hand, is allocated upon request from
the application, and must normally be freed explicitly by the application when
the memory is not needed anymore. Failure to do so results in a memory leak,
one reason why many embedded applications are restricted to only use static
memory allocation.
One important part of the statically allocated memory is the execution stack,
used to store local variables, function-call parameters and return addresses. A
typical execution stack organization and some example content are illustrated
in Figure 3.2. The allocation of stack space is critical in that if not enough
stack space is available, a stack overflow exception will usually be raised or
other data will be overwritten. Both situations may lead to a program crash or
that the application does not perform as intended.
In conventional multitasking systems, each thread of execution (task) has
its own allocated execution stack. In systems with a large number of tasks, a
large number of stacks are therefore required. Consequently, the total amount
of RAM needed for the stacks can grow exceedingly large. In order to limit
the amount of RAM set aside for stack-memory in embedded systems, many
RTOS:s provide means to execute multiple tasks on a single shared stack (e.g.
Rubus [19], Fusion [259], Erika [85], SMX [167]). The two different task
structures are shown in Figure 3.3.
Allowing tasks to share a single stack means that we must find some way of
guaranteeing stack consistency (i.e., that the different stack areas of the tasks
do not grow into each other). If we assume that a task starts using the stack
as soon as it starts executing, and returns all stack space on completion, we
can preserve stack consistency by ensuring that whenever a task is preempted,
it does not resume execution until all tasks occupying stack space above it
have completed. This is ensured in practice by not allowing tasks to suspend
themselves voluntarily or to be suspended by blocking once they have started
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Dynamic (or heap) memory, on the other hand, is allocated upon request from
the application, and must normally be freed explicitly by the application when
the memory is not needed anymore. Failure to do so results in a memory leak,
one reason why many embedded applications are restricted to only use static
memory allocation.
One important part of the statically allocated memory is the execution stack,
used to store local variables, function-call parameters and return addresses. A
typical execution stack organization and some example content are illustrated
in Figure 3.2. The allocation of stack space is critical in that if not enough
stack space is available, a stack overflow exception will usually be raised or
other data will be overwritten. Both situations may lead to a program crash or
that the application does not perform as intended.
In conventional multitasking systems, each thread of execution (task) has
its own allocated execution stack. In systems with a large number of tasks, a
large number of stacks are therefore required. Consequently, the total amount
of RAM needed for the stacks can grow exceedingly large. In order to limit
the amount of RAM set aside for stack-memory in embedded systems, many
RTOS:s provide means to execute multiple tasks on a single shared stack (e.g.
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Allowing tasks to share a single stack means that we must find some way of
guaranteeing stack consistency (i.e., that the different stack areas of the tasks
do not grow into each other). If we assume that a task starts using the stack
as soon as it starts executing, and returns all stack space on completion, we
can preserve stack consistency by ensuring that whenever a task is preempted,
it does not resume execution until all tasks occupying stack space above it
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Figure 3.3: Task structure with separate stacks for each task (left) and a glob-
ally shared stack (right).
their execution. The stack resource policy (SRP), introduced in [24] by Baker
(further developed in [25]) uses this principle to permit stack sharing among
processes in static and in some dynamic priority preemptive systems.
In shared stack systems, one stack-frame is added to the system’s stack for
each level of preemption, as shown in Figure 3.4. Thus, the maximum stack
usage occurs during a worst-case preemption pattern. In simple task mod-
els (commonly used in real-time scheduling theory), where tasks are assumed
to be independent, any preemption pattern is possible. Therefore, we have
to (pessimistically) assume that all tasks may be active and preempted at the
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Figure 3.4: Example of execution and shared stack traces.
point where they use the most stack. The system’s maximum stack-usage thus
becomes
∑
Si (where Si denotes the maximum stack-usage of task i). The
consequence is that in these models the benefits of using a shared stack are
limited.
However, in many systems, we have information that lets us deduce that
some preemption patterns are impossible. For example, in a system where
multiple tasks share the same priority, no preemptions among these tasks are
possible (assuming first in, first out (FIFO) scheduling within a priority level
and an early-blocking resource allocation protocol such as IIP). In this case,
the system’s maximum stack-usage becomes
∑
p
max
p
(Si),
where p denotes a priority level and maxp maximizes over the tasks within
that priority level. If the number of priority levels is low enough, this type of
analysis can provide a much lower bound on stack usage. Davis et al. describe
this type of stack analysis and generalize it to allow non-preemption groups
to be defined [63]. In Papers A and B, we develop the ideas on stack sharing
further in the case where information regarding timing relations between tasks
is available.
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3.3 Response-Time Analysis
The response time of a task instance is the time between the invocation of
the instance and the time point at which the instance finishes its execution.
Response-time analysis (RTA, [20, 230]) is a family of techniques that can be
used to compute the response time (RT) of the tasks in a system under different
scheduling policies. The worst-case response time (WCRT) of a task is then
the highest possible response time for any instance of that task. The goal of
RTA is to obtain safe upper bounds on the response times of one or several
tasks in a system, ideally obtaining tight WCRT estimates.
In the rest of this section, it is assumed that for all tasks, deadlines are less
than or equal to the period times. The basic response-time analysis without
blocking, introduced by Liu and Layland [152], defines the worst-case response
time Ri of a task i as the solution to the following equation:
Ri = Ci +
∑
∀j∈hp(i)
⌈
Ri
Tj
⌉
Cj (3.1)
where Ci is the WCET and Ti is the period of task i and hp(i) denotes the
set of tasks with higher or equal priority than i. Under the assumptions that
the system does not suffer from jitter and no task is blocked (i.e., no shared
resources exist), RTA will yield upper-bounds on the finishing time of all tasks.
3.3.1 Extensions
In PCP or IIP, a task i can be blocked for at most one critical region by a task
with lower priority. The classical RTA can be extended for the case where
deadlines can be larger than the period [233], and to take blocking time, jitter
and preemption delays into account [20].
In a transactional task model, tasks are divided into transaction. All tasks
in a single transaction share one common activation event, and tasks within a
single transaction may have dependencies in their release times (so-called off-
sets). In classical RTA without offsets, the critical instant for a task (i.e., the
situation leading to the highest possible response time) occurs when it is re-
leased at the same time as all higher priority tasks [59]. When adding offsets,
this assumption is overly pessimistic since some tasks can never be released
at the same time. To tighten the analysis, Tindell [249] relaxed the notion of
critical instant to mean a time point when at least one task with higher or equal
priority in every transaction is released at the same time. In order to find the
critical instant that maximizes the response time of the task under analysis,
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an exact response-time analysis with offsets must try every possible combina-
tion of candidates among all transactions in the system, which is intractable
for larger task sets. Tindell therefore provided (also in [249]) an approximate
RTA with a lower time complexity. Palencia Gutiérrez and González Harbour
formalized and generalized Tindell’s work in [108], and in [156], Mäki-Turja
and Nolin tightened the analysis and improved its run time. For tasks with
offsets and jitter, Redell also presented a variant of the exact worst-case RTA
in [206]. In systems where jitter is important, such as when computing end-
to-end response times [108, 251] or when low jitter values are necessary to
improve control performance [28], best-case response time analysis also be-
comes important to minimize jitter estimation. This is considered in work by
Palencia Gutiérrez et al. [110] and Redell and Sanfridsson [205]. In systems
where precedence information (task execution order) is available, such as in
distributed systems, RTA can be pessimistic due to the infeasibility of some
critical instance situations. Palencia and Harbour take precedences where each
task can have at most one successor into account in [184], and Redell extends
this approach to allow a task to have several successors in [204].
3.3.2 Best-Effort Response-Time Analysis
As a complement to RTA, best-effort worst-case response-time analysis can
be employed to find an (ideally tight) lower WCRT bound for a task. If the
best-effort worst-case response-time equals the worst-case response time upper
bound, as obtained by RTA, then both the upper and the lower bounds are exact.
However, in most cases, both the best-effort worst-case response-time estimate
and the worst-case response time upper bound are inexact, and the true worst-
case response time usually lies somewhere in between.
Two situations are common when trying to apply RTA to real industrial
systems. First and foremost, it may be difficult to perform RTA due to, e.g.,
inter-task communication, which has to be taken into account. This often re-
quires manual work and a deep understanding of how the system works. Sec-
ond, RTA may return extremely pessimistic WCRT estimates due to pessimism
from the WCET estimates used for task execution time, and due to the chain
effects this has on the WCRT calculations.
Unfortunately, systems that exhibit behavior like this are abundant. An
example of an industrial real-time system where RTA is not applicable is the
control system for industrial robots, developed by ABB. This system has a very
complex temporal behavior. Some tasks have execution times varying radically
due to input-dependent IPC and globally shared state variables, and some tasks
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may even change scheduling priority. The analytical methods’ use of a task-
level WCET attribute will in such cases be very pessimistic since the tasks are
not independent; there are often dependencies that result in mutual exclusion
between different tasks’ WCET scenario.
As a result, a more detailed system model is necessary for the timing ana-
lyzis of such systems. Ideally, the model should describe the detailed execution
control flow on a code level with respect to resource usage and interaction, e.g.,
inter-process communication, CPU time and logical resources. Methods based
on measurements or simulations, have previously been shown to work well
in analyzing such large and detailed models, since they only sample the sys-
tem state space rather than attempting to search it exhaustively. Wegener and
Grochtmann claim ( [270], page 277) that
In practice, dynamic testing is the most important analytical
method for assuring the quality of real-time systems.
According to the same source, testing activities typically consume 50 % of the
overall development effort and budget for real-time systems.
Simulation-based analysis can also be far more efficient in finding potential
timing problems than system-level testing, the dominating method in industry
today. Clever response time sampling can also be superior to random sampling
and yield results that, together with statistical confidence estimates, can be
used when few other alternatives exist. Several frameworks already exist for
the timing simulation of real-time system models, e.g., the commercial tool
VirtualTime [203] and the academic tool ARTISST [67]. These solutions rely
on Monte Carlo simulation, which can be described as keeping the highest
result from a set of randomized simulations.
An alternative method is to use metaheuristics, such as evolutionary algo-
rithms or local search. Evolutionary algorithms have previously been tried with
success in the related area of test-case generation; a review of metaheuristic
search techniques for non-functional system property testing is given by Afzal
et al. [4]. Research on test-case generation for timing analysis often focuses on
measurements of execution time or analyzing systems for schedulability. For
an example of the former, Wegener and Grochtmann [270] analyze WCET and
best-case execution time (BCET) by measuring the execution time of a pro-
gram, with input generated using an evolutionary algorithm. The method was
evaluated on a number of real-time programs, and compared to Monte Carlo
(random) sampling. Tasks, preemptions and communication are not consid-
ered. The results show that the evolutionary approach found more extreme ex-
ecution times in all cases tried. More recently, Mueller and Wegener [271] pro-
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vided a comparison of static analysis techniques and evolutionary algorithms,
with regard to WCET and BCET analysis, for several real-time applications.
The authors conclude that static analysis and evolutionary testing are comple-
mentary methods. Khan and Bate [134] also analyze WCET by generating test
data using a genetic algorithm. The paper investigates the effectiveness of sin-
gle and multi-criteria optimization for complex processors using criteria such
as the number of cache and branch prediction misses and the number of loop
iterations.
In the line of work which is most closely related to Paper C, evolution-
ary algorithms are used for verifying timing constraints in a real-time system.
Here, it is common that response time is considered directly. Related work in
this area is described and compared to Paper C in Section 5.1.2.
3.4 Summary
In this chapter, we provided an overview of embedded real-time systems and ar-
gued why predictability and timing requirements are essential in safety-critical
applications. We also gave random-access memory (in particular, stack mem-
ory) as an example of an important resource in embedded real-time systems.
We described real-time operating systems and common functionality found in
an RTOS, including the scheduling of tasks, the access of shared resources and,
in particular, stack sharing, in which several tasks can share a single run-time
stack. We also gave a brief overview of shared stack analysis. We then con-
tinued with an overview of timing predictability in the form of response-time
analysis, in which safe upper bounds on the latest finishing time of a task can
be established. Finally, the chapter ended with a section on the shortcomings
of RTA and alternatives in the form of response-time analysis based on mea-
surements or simulation.
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Chapter 4
Maintenance Planning
This chapter provides a review of maintenance practices for gas turbines and
rail vehicles. The chapter is organized as follows. First, an introduction to the
state of practice in maintenance is given. Some common maintenance policies
are presented, definitions of metrics such as availability and reliability, and
the practices of condition-based maintenance (CBM) are outlined. Reliability-
centered maintenance is discussed next, followed by maintenance practices for
gas turbines and trains are discussed. The area of maintenance optimization is
then described. The chapter ends with a summary.
4.1 Introduction
In an industrial setting, breakdowns can have a significant impact on sustain-
ability and short and long-term profitability. During a breakdown, fixed costs
of equipment, real estate and labor remain constant while production is essen-
tially zero. Therefore, rapid repair is critical to business success. Maintenance
strategies define why, when and in what way maintenance is performed. There
exist several types of maintenance strategies, and in practice, a mix of differ-
ent strategies are almost always used. Repairing equipment after a breakdown
is known as corrective maintenance (CM), and is the most basic maintenance
strategy; as such, it exists in some form in all manufacturing organizations.
However, in many situations, the direct and indirect costs of a breakdown can
be unacceptably large. This can be due to a loss of revenue or a situation where
breakdown can have catastrophic consequences, such as physical injury and a
substantial risk for loss of life. One example of the first is process industry
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maintenance, where significant run-time is required after startup to begin pro-
ducing output of sufficient quality. The goods in process at the time of break-
down, as well as the goods manufactured for a period after the breakdown,
may therefore be either unusable or of less value. Breakdowns that can lead to
physical injury and loss of life exist in for example automotive, aerospace and
railway applications, nuclear power generation and the chemical industry.
Because of this, corrective maintenance strategies are usually complemen-
ted by breakdown avoidance strategies in a process called preventive main-
tenance (PM). In this strategy, equipment is routinely inspected and serviced
in an effort to capture developing faults early, hopefully reducing the num-
ber of breakdowns to an acceptable level. Preventive inspections also include
advanced techniques for detecting invisible faults and the recording of deteri-
oration data. The resulting time series of deterioration data can then be com-
pared and analyzed to determine if a component has been subject to unusually
heavy wear or if sudden negative trends become present. Both would indi-
cate an imminent equipment problem. Preventive maintenance is traditionally
done according to a plan specified in maintenance intervals of a suitable length
and unit. For example, gas turbine maintenance is done in intervals of equiva-
lent operational hours (EOH), equivalent number of cycles (from start to stop,
EOC), and calendar time. Road and rail vehicle maintenance intervals are usu-
ally specified in either travelled distance or calendar time, or both. For gas
turbines, typical interval lengths (in calendar time) range from one year and
up; trains are serviced as often as once per week.
Corrective and preventive maintenance policies can be regarded as the “tra-
ditional” maintenance practices, and have been in use for decades. Unfortu-
nately, both corrective and preventive maintenance have drawbacks. For cor-
rective maintenance, this includes downtime in production and high mainte-
nance costs due to secondary effects from equipment breakdown. Of great
importance are also the safety and environmental issues that can be associated
with malfunctioning equipment and breakdowns. However, preventive main-
tenance has other drawbacks, including high maintenance costs due to pes-
simistic maintenance intervals. Furthermore, preventive maintenance is (un-
fortunately) in itself a source of breakdowns due to the increased risk of human
error from performing the maintenance tasks. In the end, the strategy still does
not guarantee that the maintained equipment will not suffer breakdowns.
Maintenance is in general also costly, and much of it is unnecessary and
avoidable. According to Wireman [278], as much as 1/3 of maintenance costs
are due to bad planning, overtime costs, and limited or misuse of preventive
maintenance, and are therefore unnecessary. Companies can spend as much as
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its net income on maintenance [166]. Further, in [155] it is stated that main-
tenance expenses are usually in the range of 15–40 % of the total production
cost on a yearly basis; Coetzee [53] and Bevilancqua and Braglia [33] estimate
these expenses to 15–50 % and 15–70 % respectively. In [11], Alsyouf states
that
The lack or ineffectiveness of planning and scheduling can sig-
nificantly restrict the maintenance department in achieving its ob-
jectives and can thus prevent the company from maximising busi-
ness profits and offering competitive advantages.
It is reasonable to define “good” maintenance as when corrective mainte-
nance is kept low, and as few preventive maintenance actions as possible are
done [55]. Bengtsson [31] points out that fulfilling this goal demands great
skill in planning proper preventive maintenance intervals and tasks. The ef-
fect on production of preventive and corrective maintenance activities is also
important [43, 73]. For example, it might be beneficial to perform some main-
tenance activities in advance in exchange for overall higher availability, or less
impact on production.
4.1.1 Maintenance Policies
A maintenance policy is a set of rules for how maintenance of a system should
be carried out. In this section, we describe some common maintenance policies
for preventive maintenance. The maintenance policies presented below are
based on mathematical models using results from reliability theory and renewal
theory. For a theoretical background, see books by Gertsbakh [99] (on which
this section is based), Barlow and Proschan [27] and Høyland and Rausand
[119].
The most common preventive maintenance policies are the block, group
and age replacement policies. In the block replacement policy (also called
periodic replacement), the unit is, for a period time T , preventively replaced
at time instants T, 2T, 3T, . . .. In addition to the PM replacements, CM is
also present in that the unit is replaced at each failure which appears between
preventive replacements. A variant where only operational time is considered
and the goal is to maximize stationary availability is described in [99]. In a
periodic group repair policy, a set of n units are serviced with a period of T . At
service, all machines are renewed completely. No repairs are undertaken within
operational periods. In an age replacement policy, a unit is replaced on failure
or when its age reaches T , whichever occurs first. This differs from block
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replacement in that age is measured relative to the previous replacement of the
component. Extensions of the age replacement policy, with goal of maximizing
availability where repair time is non-negligible, also exist (see, for example,
[99]).
4.1.2 Availability and Reliability
The availability of a unit (or system) is the percentage of time the unit is avail-
able for production. Similar but slightly different is the concept of reliability,
where downtime due to preventive maintenance is not taken into account. In
power production and the oil and gas industry, availability and reliability have
a great impact on plant economy. Peak periods of production are when most
of the income is generated, which is why planned outages are scheduled for
nonpeak periods [37] and power purchase contracts frequently have clauses on
capacity payments. According to the same source, a 1 % reduction in plant
availability could cost as much as $500,000 per year in loss of income on a 100
MW plant. Today, availability for small to medium size units (below 100 MW)
is already between 94–97 %. For trains, availability is a very important param-
eter in deciding how many trains are needed for running the intended traffic. If
train units have high availability, this may mean that fewer trains are needed to
give an adequate service level. In [37], availability is formally defined as
A = 1− PM + CM + EO
T
where PM is the amount of time spent on preventive maintenance, CM is the
amount of corrective maintenance, T is the time period and EO is the equiv-
alent outage hours due to reduced capacity. For a system generating power,
EO can be defined as EO = TR(1 − LA/LD) where TR is the time period
of reduced load, LA is the actual load and LD is the desired load. Similar
definitions can be constructed for vehicle maintenance, but the most common
usage is to set EO = 0. Since availability is often a parameter in maintenance
contracts, it is not common that other definitions are used. One example is to
define availability as A = 1 −MP /T where MP is time intended for produc-
tion which is instead spent on maintenance. Such definitions are suitable for
evaluating maintenance performance.
Since CM and EO depend on actual conditions at runtime, an optimistic
assumption of no load reduction and no corrective maintenance yields the fol-
lowing theoretical availability, which is used later in Papers E and F:
AT = 1− PM
T
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If the expected amount of corrective maintenance is available for a maintenance
schedule, then this could easily be included in the calculations for availability
when performing or after optimization. Since more maintenance is actually
done when maintenance activities are grouped together, the amount of cor-
rective maintenance would almost certainly be lower, which means a higher
availability than expected.
4.1.3 Condition-Based Maintenance
Condition-based maintenance was introduced to try to avoid the pitfalls of tra-
ditional maintenance policies by maintaining the correct equipment at the right
time. CBM is based on using real-time data to prioritize and optimize main-
tenance resources using a process of state observation called condition mon-
itoring. A CBM system will ideally monitor the system continuously, acting
with a preventive maintenance activity when maintenance is actually necessary.
Predictive maintenance (PdM) takes this one step further by adding dynamic
lifetime estimates and deterioration models to predict the future wear of com-
ponents, allowing for production and maintenance planning in advance. In
recent years, instrumentation and better tools for condition data analysis have
indeed made it possible to accurately predict both the future deterioration and
existing imminent failures of many components subject to physical wear. Ide-
ally, CBM in this form will allow maintenance personnel to do only the right
things, minimizing spare parts cost, system downtime and time spent on main-
tenance.
Although CBM in theory allows maintenance to be performed just before
a potential failure becomes critical, in practice, maintenance still needs to be
scheduled and planned in advance. As a direct consequence of the more exact
knowledge of the maintenance need of the product, CBM maintenance “inter-
vals” no longer remain fixed in time and easily predicted. Instead, they vary
depending on the condition of several components and a variety of other fac-
tors. In [200], it is stated that in order to maximize the benefits from CBM for
the enterprise, it is as important to focus on the aftermarket supply chain — i.e.
the back-end of the process, including maintenance — as it is to develop bet-
ter data gathering, diagnostic and prognostic techniques. Further, it is shown
that optimizing the value chain results in lower costs and higher availability.
Failure to plan properly for CBM, as with normal preventive and corrective
maintenance, will result in availability loss due to poor grouping of mainte-
nance, suboptimal usage of labor, and other cost inefficiencies.
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4.2 Reliability-Centered Maintenance
In this section, we outline maintenance practices based on the reliability-cent-
ered maintenance (RCM) methodology [92,169,171,181,182,287]. RCM is an
approach aimed at improving and optimizing maintenance practices by focus-
ing on identifying and implementing the maintenance policies that can most
efficiently manage the risk of equipment failure. In this section, we mainly
use the terminology from the NAVAIR 00-25-403 management manual [171],
which is consistent with the original RCM report by Nowlan and Heap [181]
and compliant with the SAE JA1011 standard [218]. According to the last
source, RCM addresses at least the following seven questions:
1. What is the item supposed to do, and what are its performance standards?
2. In what ways can the item fail to provide the required functionality?
3. What events cause each of these failures?
4. What are the immediate consequences to the unit when each failure oc-
curs?
5. In what way does each failure matter?
6. Is there an activity that can be systematically performed to proactively
prevent (or at least diminish to a satisfactory degree) the consequences
of the failure?
7. If a suitable preventive maintenance activity cannot be found, then what
should be done instead?
The initial part of the RCM process, corresponding to questions 1-5, is to
identify the operating context and identify failure modes, its possible causes
and effects. This is often done by performing a failure mode, effects and criti-
cality analysis (FMECA). In answering questions 2 and 3, the failure character-
istics of a physical system are defined in terms of potential and functional fail-
ures. A potential failure is “a definable and detectable condition that indicates
that a functional failure will occur,” while a functional failure is “the inability
of an item to perform a specific function within specified limits” ( [171], page
1–3). In addition, a hidden functional failure is defined as a functional failure
undetected during normal operation.
Question 6 (“What systematic task can be performed proactively to prevent,
or to diminish to a satisfactory degree, the consequences of the failure?”) is
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answered by setting up a set of maintenance tasks, divided into the following
categories:
Servicing tasks include replenishment or replacement of consumables such
as fuel, oil, filters, and anti-freezing agents, which are depleted during
normal operations.
Lubrication tasks consists of the application of lubricants to specified com-
ponents.
On condition tasks are periodic or continuous inspections designed to detect
potential failures and therefore allow repair prior to a functional failure.
Failure finding tasks are preventive maintenance tasks performed at specified
intervals to determine whether hidden failures have occurred.
Hard time tasks are the scheduled removal of an item or a restorative action
at some specified maximum age.
For on condition tasks, the estimated time from a potential to a functional
failure (the PF interval) is used to determine inspection intervals. Methods for
estimating the PF interval include lab testing, analytical methods, in-service
data evaluation and engineering judgment, which can be based on operator and
maintainer input, component design knowledge and experience from different
applications with similar components [171]. In reality, the true time from a
potential to a functional failure is stochastic and will vary depending on the
environment and operational conditions. For failure modes that can have safety
or environmental effects, it is therefore important to select a PF interval that
captures the situations that are possible. Note that CBM can be seen as on
condition tasks with a very short inspection interval, corresponding roughly to
the effective sample frequency of the condition monitoring equipment.
From a long-term scheduling perspective, there is little difference between
the categories, since we, on a high-level, do not need to distinguish between
what work is contained in the maintenance activity. In other words, in this the-
sis, a replacement (hard time task above) of a component is considered repair to
a as-good-as-new state for the component, while inspections (servicing, lubri-
cation, on-condition and failure-finding tasks) are considered “as-good-as-old”
maintenance, in that we assume that such activities do not affect component
lifetime. However, one significant difference between replacements and in-
spections is that these tasks affect each other quite substantially; since replace-
ments restore component lifetime fully, it would serve little or no purpose to
56 Chapter 4. Maintenance Planning
4.2 Reliability-Centered Maintenance
In this section, we outline maintenance practices based on the reliability-cent-
ered maintenance (RCM) methodology [92,169,171,181,182,287]. RCM is an
approach aimed at improving and optimizing maintenance practices by focus-
ing on identifying and implementing the maintenance policies that can most
efficiently manage the risk of equipment failure. In this section, we mainly
use the terminology from the NAVAIR 00-25-403 management manual [171],
which is consistent with the original RCM report by Nowlan and Heap [181]
and compliant with the SAE JA1011 standard [218]. According to the last
source, RCM addresses at least the following seven questions:
1. What is the item supposed to do, and what are its performance standards?
2. In what ways can the item fail to provide the required functionality?
3. What events cause each of these failures?
4. What are the immediate consequences to the unit when each failure oc-
curs?
5. In what way does each failure matter?
6. Is there an activity that can be systematically performed to proactively
prevent (or at least diminish to a satisfactory degree) the consequences
of the failure?
7. If a suitable preventive maintenance activity cannot be found, then what
should be done instead?
The initial part of the RCM process, corresponding to questions 1-5, is to
identify the operating context and identify failure modes, its possible causes
and effects. This is often done by performing a failure mode, effects and criti-
cality analysis (FMECA). In answering questions 2 and 3, the failure character-
istics of a physical system are defined in terms of potential and functional fail-
ures. A potential failure is “a definable and detectable condition that indicates
that a functional failure will occur,” while a functional failure is “the inability
of an item to perform a specific function within specified limits” ( [171], page
1–3). In addition, a hidden functional failure is defined as a functional failure
undetected during normal operation.
Question 6 (“What systematic task can be performed proactively to prevent,
or to diminish to a satisfactory degree, the consequences of the failure?”) is
4.2 Reliability-Centered Maintenance 57
answered by setting up a set of maintenance tasks, divided into the following
categories:
Servicing tasks include replenishment or replacement of consumables such
as fuel, oil, filters, and anti-freezing agents, which are depleted during
normal operations.
Lubrication tasks consists of the application of lubricants to specified com-
ponents.
On condition tasks are periodic or continuous inspections designed to detect
potential failures and therefore allow repair prior to a functional failure.
Failure finding tasks are preventive maintenance tasks performed at specified
intervals to determine whether hidden failures have occurred.
Hard time tasks are the scheduled removal of an item or a restorative action
at some specified maximum age.
For on condition tasks, the estimated time from a potential to a functional
failure (the PF interval) is used to determine inspection intervals. Methods for
estimating the PF interval include lab testing, analytical methods, in-service
data evaluation and engineering judgment, which can be based on operator and
maintainer input, component design knowledge and experience from different
applications with similar components [171]. In reality, the true time from a
potential to a functional failure is stochastic and will vary depending on the
environment and operational conditions. For failure modes that can have safety
or environmental effects, it is therefore important to select a PF interval that
captures the situations that are possible. Note that CBM can be seen as on
condition tasks with a very short inspection interval, corresponding roughly to
the effective sample frequency of the condition monitoring equipment.
From a long-term scheduling perspective, there is little difference between
the categories, since we, on a high-level, do not need to distinguish between
what work is contained in the maintenance activity. In other words, in this the-
sis, a replacement (hard time task above) of a component is considered repair to
a as-good-as-new state for the component, while inspections (servicing, lubri-
cation, on-condition and failure-finding tasks) are considered “as-good-as-old”
maintenance, in that we assume that such activities do not affect component
lifetime. However, one significant difference between replacements and in-
spections is that these tasks affect each other quite substantially; since replace-
ments restore component lifetime fully, it would serve little or no purpose to
58 Chapter 4. Maintenance Planning
Time
Age
Overhaul Replacement
Inspections
Time
Age
Overhaul Replacement
Inspections
Inspection schedule
reset
Figure 4.1: Unrelated replacements/overhauls and inspections of a single com-
ponent (top), and the same situation with synchronized inspections, resulting
in the elimination of unnecessary inspections (bottom).
schedule inspections independently of the performed replacements, as shown
in the top of Figure 4.1. Therefore, we consider inspections of a component
as dependent on the component replacements that occur during operation, as
shown in the bottom part of Figure 4.1.
Once the requirements for each maintenance activity are completed, the re-
sulting maintenance specification is packaged into work packages. As pointed
out in [171], properly packaged preventive maintenance is more cost effective
than unpackaged.. Maintenance packing is done by grouping activities that are
“natural” in that they have common intervals, access the same subsystems of
the unit, and/or require the same type of skills. Next, the flexibility of activ-
ity intervals needs to be determined. Safety-critical or environmentally-related
activities often dictate where the groups can be performed, while economic
or operational tasks can often be moved more freely. To reduce PM tracking
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Activities
Time units Not phased Phased
100 1,2,3 1,2,3,5,6
200 1,2,3,4,5 1,2,3,4,7
300 1,2,3 1,2,3,5,8
400 1,2,3,4,5,6,7,8,9 1,2,3,4,9
500 Repeat with 100 unit package
Table 4.1: Phasing of maintenance activities
problems, maintenance packages are also often created using multiples of a
base interval.
After the initial grouping of tasks based on frequency and common factors,
it may be beneficial to additionally phase maintenance activities in order to
level the resource requirements. The following example from [171] illustrates
this idea. Suppose that maintenance activities 1,2 and 3 are packaged at 100
time units, activities 4 and 5 at 200 units, and activities 6-9 at 400 units. Phas-
ing activities essentially means spreading their occurrence over the packages
to level the maintenance effort. One possible phasing of activities is shown in
Table 4.1; note that under the “Phased” column, activities 6–9 are still repeated
at 400 hour intervals, although in different packages from the scenario where
phasing have not been performed.
The concept of “flexible packaging,” where activities are packaged dynam-
ically based on the accumulated usage or wear of the individual components,
is also mentioned in [171]. According to the same source,
This concept allows maintenance to be performed uniquely
for each end item, and therefore requires significant management
oversight or facilitization using automated rulesets and tracking to
ensure all maintenance is performed across the population before
the RCM-derived tasks intervals. While significant operational
and economic advantages are possible, the oversight required to
ensure safety is not compromised should be carefully considered
before adopting this approach. Development of reliable PHM1
systems will make this kind of approach more easily accomplished.
An additional consideration is the need to reliably predict budget,
material, and resource requirements when the maintenance pack-
ages and intervals are not fixed.
1Prognostics and Health Management
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Figure 4.2: Schematics of a gas turbine. Image by Jeff Dahl, licensed under the
Creative Commons License: http://creativecommons.org/licenses/by-sa/3.0/.
Papers D–F in this thesis are concerned with dynamically optimizing the pack-
aging of maintenance. Finally, to adjust to experiences gained during opera-
tion, RCM advocates constant review and the adjustment of maintenance prac-
tices for the lifetime of the machinery.
4.3 Specific Maintenance Practices
Maintenance practices differ much between application areas, since industrial
areas may have substantially different operational characteristics and demands.
In this section, we will outline maintenance practices for gas turbines and train
units.
4.3.1 Gas Turbines
A gas turbine is a rotary engine that uses the Brayton cycle to extract energy
from a flow of combustion gas [37]. The archetypical example of a gas turbine
is the jet engine [163], depicted in Figure 4.2. Axial flow gas turbines are typi-
cally constructed using a compressor (upstream), producing compressed air to
a combustion chamber, where fuel (diesel oil, natural gas, etc.) is injected. The
resulting fuel-air mixture is ignited, thereby increasing the volume and veloc-
ity (and temperature) of the gas flow, which drives the turbine (downstream).
The turbine is coupled to the compressor, which sustains the combustion cycle.
Gas turbines are found in jet aircraft, naval vessels, locomotives, battle tanks,
generators and oil and gas applications. The main advantage of gas turbines is
a better power-to-weight and power-to-size ratio than for piston engines.
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Theoretically, a higher combustion temperature means greater efficiency,
but the materials (steel alloys, nickel, ceramic, etc.) used to construct the en-
gine parts limit the temperature at which the cycle can operate. The wear of
components such as turbine blades, guide vanes, burners, and the combustion
chamber itself is increased significantly with higher temperature, and consid-
erable engineering effort is therefore spent into cooling turbine parts. One
example is that the blades, guide vanes and combustion chamber are typically
constructed to allow a cooling air flow to pass through the component. Al-
though this can reduce the air flow by as much as 25 % in a modern gas turbine,
cooling of this type is necessary to reduce maintenance to an acceptable level.
Turbine Maintenance
Due to its simpler construction with fewer moving parts, a gas turbine is in
theory more reliable and easier to maintain than a piston engine. In practice,
however, turbine components are worn heavily due to a higher working speed
and temperature. In Figure 4.3, the contribution to gas turbine down time due
to some major components, according to [37], is shown. According to the
figure, the components in the hot parts of the gas turbine (including the first
stage of the turbine) contribute 65 % of the down time of a typical gas turbine.
The focus of our case study on gas turbine maintenance — presented in Pa-
pers E and F — is therefore on the hot parts, which includes the combustion
chamber and blades and guide vanes in the compressor turbine. Turbine blades
and guide vanes are also highly sensitive to dust, fine sand, and salts in naval
environments, which works as abrasives. Therefore, air filters are fitted in en-
vironments such as deserts and on oil platforms. In some applications, filters
have to be fitted and changed several times daily.
Today, the condition of the gas turbine is mainly estimated by inspection
at previously planned stops. Since the gas turbine usually is in more or less
constant use in between maintenance stops, the turbine cannot be inspected
and/or repaired for relatively long periods of time. Therefore, methods have
been developed that can not only estimate and monitor the condition and wear
of the turbine during operation, but also help predict the future maintenance
need of turbine components. The future condition of a gas turbine depends on
parameters such as actual work load profile, quality of fuel, humidity, parti-
cle levels, etc. Of course, these factors have always affected the condition of
the turbine, but it is not until recently that it has been possible to estimate and
measure these correctly for individual components during operation. In the
past, it has therefore been necessary to construct maintenance intervals from
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Figure 4.3: Percentage of gas turbine component contributions to down time,
from [37].
the critical component (or components) that require the highest maintenance
frequency. In addition, an additional worst-case scenario margin has been nec-
essary, taking into accounts factors such as possible load variations, difference
in environment, and other sources of uncertainty. These sources of pessimism
present in today’s maintenance intervals are natural candidates for improve-
ment using CBM.
4.3.2 Train Maintenance
Vehicle maintenance differs in several ways from the maintenance of stationary
equipment. The largest difference is that vehicles are mobile, their current and
future location being dependent on the previous and future planned jobs for the
vehicle. For rail vehicles, the planned jobs are usually present in the form of
a timetable. Instead of having mobile repair crews visiting the site for mainte-
nance work, the train regularly visits one or several maintenance workshops as
a part of the normal duty of the train. Another difference is that the train dis-
patching central must make sure that the train is indeed sent to the workshop
when needed. Given a timetable, the problem of allocating trains in the form
of locomotives, carriages and/or multiple units to the timetabled transports is
called the rolling stock rostering problem or the rolling stock circulation prob-
lem [6, 12, 86, 191, 227], and is NP-hard when constraints on maintenance are
present [84]. We look closer on an operational version of this planning problem
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when maintenance constraints are added in Paper D.
Since the freedom to plan maintenance is limited by the train rostering, the
execution of maintenance actions is also limited to the time intervals when the
train is actually in a workshop. These intervals may be different from the pre-
dicted time intervals since trains are dispatched according to the global train
supply and the demand in the network for an operator. In addition, time-
consuming setup activities are present in the shunting (movements on a rail
yard) of trains to and from the workshop, and parts of the maintenance equip-
ment might be located at other, specialized workshops in the vicinity of the
main maintenance workshop. On top of this, it is frequently the case that there
are several maintenance workshops located in different strategic areas of the
network, often having different track layout and resource restrictions. Of im-
portance is also the layout of the workshops, which have several resource limi-
tations. First and foremost, a workshop contains a number of tracks for vehicles
under maintenance. It is also common that tracks have different setups in the
form of stationary equipment, such as lifts, graves and power lines. The cur-
rent state of practice in short-term maintenance planning is, in our experience,
manual planning with the aid of computerized maintenance management sys-
tems, spreadsheets and possibly project planning tools. In Paper D, we assume
that the timetabled visits to the maintenance shop are planned in such a way
that no workshop resource restrictions (except limited duration) apply.
4.4 Maintenance Optimization
In this section, we will give an overview of the previous work in maintenance
optimization. The area of optimal maintenance and maintenance planning and
scheduling has been active since the 60s, starting with the seminal work by
Barlow and Hunter [26]. The book by Barlow and Proschan [27] gives a good
theoretical background on reliability theory. Gertsbakh [99] also provides a
good foundation of the area together with some applications.
Plenty of survey papers of the area also exist. An excellent but slightly
dated overview of the many maintenance planning and scheduling applications
considered is given by Dekker [69]. More up-to-date reviews are given by Bu-
dai et al. [43], focusing on planning models for maintenance and production,
and Nicolai and Dekker [174], studying previous work in optimal maintenance
of multi-component systems. Furthermore, the state of the art in applications of
maintenance optimization models is discussed by Dekker and Scarf [71]. More
generic mathemathical maintenance models are also reviewed by Scarf [226].
Other surveys of the area can be found in, e.g., [50, 73, 164, 193, 262, 267].
62 Chapter 4. Maintenance Planning
 0
 5
 10
 15
 20
 25
 30
C
om
bu
st
or
C
an
s
F
ir
st
 S
ta
ge
N
oz
zl
es
F
ir
st
 S
ta
ge
B
la
de
s
C
on
tro
ls
B
ea
ri
ng
s
C
om
pr
es
so
r
B
la
de
s
C
ou
pl
in
g
S
ea
ls
G
en
er
at
or
Figure 4.3: Percentage of gas turbine component contributions to down time,
from [37].
the critical component (or components) that require the highest maintenance
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when maintenance constraints are added in Paper D.
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Also worth mentioning is the review of gas turbine life management by Vit-
tal et al. [264], the book by Chen et al. [49] on machine scheduling, and
the significant amount of work on maintenance management (see, for exam-
ple, [34, 92, 126, 170, 183, 194, 256] and the literature review of the same area
by Garg and Deshmukh [96]).
Multi-unit Maintenance
In multi-unit maintenances, the system under consideration consists of multiple
units, which have identical or individual characteristics regarding failure, costs,
setup activities, etc. An overview of multi-unit maintenances is given by Cho
and Parlar [50]. The research papers [7, 32, 42, 66, 124, 159, 192, 198, 285]
all consider multi-unit systems. In addition, the effect on the system if one
unit is down is sometimes considered. In a series system, the system is down
whenever one of the units is down; this is the model that was most suitable for
the systems considered in this thesis. In a parallel system, the system is down
if all units are down. A system can also be a hybrid between series and parallel.
A special case hybrid is the k-out-of-n system model, where the system is up
as long as at least k units are working.
An example of multi-unit maintenance research is given in Bris et al. [41,
42], who apply a genetic algorithm to the problem of minimizing perfect pre-
ventive maintenance (returning the maintained component to a state as good
as new), in simulated series-parallel systems with a finite horizon. Availability
requirements are considered with regard to corrective maintenance activities;
preventive maintenance is assumed to be instantaneous. Sortrakul et al. [237]
use genetic algorithms to optimize both preventive maintenance and production
scheduling, which is a deterministic single-machine scheduling problem [23]
with the goal of minimizing the total weighted completion time. Preventive
maintenance restores the machine to a “good as new” condition, and minimal
repair is assumed for corrective maintenance. Pascual et al. [189] consider life
cycle costs when planning maintenance consisting of preventive and correc-
tive maintenance. Other approaches, for example those made by Jayabalan and
Chaudhuri [123] and Usher et al. [261], also consider systems under deteriora-
tion, but are not directly related to the work presented in this thesis.
Opportunistic Maintenance
The work discussed so far has in common that maintenance activities for dif-
ferent units have been considered more or less independent with regard to costs
and duration. Of great economic importance in multi-unit systems is that the
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corrective or preventive maintenance of one unit is often, due to system stand-
still or shared costs, an opportunity to perform maintenance of other units at
the same time. Opportunistic maintenance (OM) is maintenance where such
opportunities for more efficient maintenance exist. Opportunities can either
be fixed in time and occur at specific dates, or occur due to the preventive or
corrective repair of other units. However, the most common use of the term
“opportunistic maintenance” is to denote models where unit failure and repair
offers an opportunity for preventive maintenance of other units.
In [72], Dekker and Smeitink consider the allocation of preventive main-
tenance with unit duration to randomly occurring opportunities with a random
duration. The authors discuss the prioritization of maintenance activities based
on the component-specific cost of deviating from the optimal point of pre-
ventive maintenance. Extensions to the case when maintenance duration is
non-uniform are also considered, and the authors note that for each opportu-
nity, the optimal packing of maintenance can be decided by solving a knapsack
problem [132, 160]. Galante and Passannanti [94] study the problem of de-
ciding which components to maintain in order to guarantee a required level
of reliability up to the next planned stop. The authors propose an exact cost-
minimizing algorithm for this problem, and apply it to a real case regarding
ship maintenance.
Maintenance with Economic Dependencies
In addition to opportunistic maintenance, there are other reasons why the joint
execution of maintenance activities may be beneficial. For example, two ac-
tivities may share a setup activity such as dismantling, or may be executed in
parallel. Maintenance research where this is considered is sometimes called
maintenance with economic dependencies. An overview of the area can be
found in the review paper by Dekker et al. [73].
Several articles on maintenance models with economic dependencies have
also been published. In these articles, economic dependencies are usually mod-
eled as shared setup costs. The most common case is when setup costs are mod-
eled as a constant which is independent on the clustered activities. This is the
approach taken in [68, 70, 74, 273–275]. van Dijkhuizen and van Harten [263]
consider a more generic dependency tree, where the leaves correspond to “ba-
sic” activities and the non-leaves (minus the root) are setup activities. Pre-
decessor setups to an activity can therefore be shared with other activities in
different branches emanating from the setups. Almgren et al. [9] study oppor-
tunistic replacement schedules where opportunities are possible maintenance
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occasions. The duration of activities is not directly considered in the model,
but shared setup costs, in the same form as in [275] and in Papers E and F, are
taken into account. Setup costs may also be dependent on the calendar time
of the opportunity. The problem is formulated as a MIP model, an extension
of the model proposed by Dickman et al. [75] in that stronger constraints are
used. The model is also a generalization of what was proposed in Andréas-
son [15, 16] by allowing time dependency. The authors shows that for each
set of fixed maintenance opportunities (where setup costs are therefore in ef-
fect), the remaining problem decomposes into a linear programming problem.
Therefore, binary integer variables are only needed for the opportunities. As
another extension from Dickman et al. [75], it is shown that, for costs which
are non-increasing with time, replacements will only occur at positive integer
multiples of individual component deadlines.
In [245], Tan and Kramer consider opportunistic maintenance in the chem-
ical processing industry. Monte Carlo simulation is used to estimate costs,
which allows a very generic cost structure at the expense of determinism. A ge-
netic algorithm is proposed to solve the optimization problem. The cost of pro-
duction loss is considered uniform for the planning horizon, and opportunistic
costs are estimated once for each component only. More complex dependen-
cies between maintenance activities are therefore not considered. Marseguerra
et al. [159] also apply Monte Carlo simulation and use genetic algorithms. In
addition, they consider other properties such as the number of maintenance
technicians available. In [288], Zhou et al. propose a scheduling algorithm
for preventive imperfect maintenance of a multi-unit system based on dynamic
programming, extending the work in [287]. Opportunities are assumed to exist
whenever a component reaches its reliability threshold, and preventive mainte-
nance is grouped using opportunistic cost savings due to downtime and main-
tenance costs. The downtime cost model for an activity grouped together with
one at its threshold is to subtract the first cost from the total cost.
Goyal and Kusy [106] determine maintenance frequencies for a set of ma-
chines, where setup costs are constant and maintenance stops are scheduled
periodically. Operating costs are assumed to increase proportionately to the
length of maintenance intervals. Yamayee et al. [281] use dynamic program-
ming to optimize maintenance schedules with respect to equipment reliability,
demand of generating units and maintenance cost. The main difference be-
tween the work by Yamayee et al. and our work is that in the former, main-
tenance is scheduled for power-generating units on a high level. In our work,
maintenance is scheduled for a single unit with the aim of obtaining mainte-
nance packages for individual components. Since we are focused on the main-
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tenance of a single unit, we also use a more detailed downtime model where
small-scale effects such as resting periods are taken into account. In [275],
Wildeman et al. discuss maintenance scheduling for a multi-component sys-
tem with constant co-allocation cost savings, and where deterioration of com-
ponents is also taken into account. In addition, a polynomial solution approach
is presented. The polynomial solution is optimal if groups are consecutive, i.e.,
the groups are in the same order as the preferred time point of the activities.
In a model with a more complex setup structure, it may be optimal to group
activities non-consecutively if the earnings from doing so outweigh the costs.
Rail Vehicle Maintenance
From a system perspective, maintenance of vehicles is more complex than
maintenance of stationary equipment. This is because the vehicles have to
be routed to a workshop before maintenance can be performed. Therefore, re-
search in rail vehicle maintenance often includes the associated routing prob-
lems. An exception is present in work by Hani et al. [111, 112] who focus
on the detailed planning of work performed in the train maintenance facilities
only. Cordeau et al. [56] give a survey of models for optimization of train
routing and scheduling.
In Paper D, we approach the problem of routing vehicles to the workshop
so that maintenance costs are minimized. We also consider the sub-problem
of grouping maintenance activities such that the number of maintenance oc-
casions is minimized. The problem of determining optimal vehicle routes is
NP-hard in general [84], which is why we chose a heuristic method to find
suitable routes.
Train maintenance routing has been considered before, and is often seen
as part of the related problem of assigning trains to timetable trips. A closely
related problem to the one we have considered has also been studied by An-
deregg et al. [12], who propose a heuristic routing approach usable in a long-
term perspective. Packaging of maintenance is not considered. Maróti and
Kroon [161, 162] also consider the operational maintenance routing problem
without considering maintenance packaging. In [161], a multi-commodity flow
model is proposed to solve the problem. In [162], an integer programming for-
mulation is presented, and a shortest path heuristic is proposed to solve the
problem for a planning horizon of 1–3 days. Evaluations on a realistically-
sized example show that the heuristic performs well in practice.
Sriskandarajah et al. [239] consider an overhaul scheduling problem for the
Hong Kong Mass Transit Railway Corporation (MTRC). The routing of trains
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is not considered, but workshop capacity and work force requirements are
present in the model. Peˇnicˇka et al. [197] formalize a train maintenance rout-
ing problem and propose generation of possible changes to the traffic schedule
to fulfill the model. The model is conceptually similar to the routing problem
in Paper D without the sub-problem of maintenance packaging. Unfortunately,
the approach is not evaluated on simulated or real data, and it is not stated
whether the approach has been implemented.
4.5 Summary
This chapter contained an overview of maintenance practices with a focus on
maintenance planning for rail vehicles and gas turbines. We described some
common maintenance practices today, including the block, group and age re-
placement policies. We discussed some different definitions of availability and
reliability, and gave a brief overview of condition-based and predictive main-
tenance. An overview of the RCM approach was also given, and then some
specific issues with regard to maintenance of gas turbines and trains were de-
scribed. The section ended with an overview of related work in maintenance
optimization, with a focus on maintenance where there exist economic advan-
tages in grouping maintenance. We also discussed the specific problems that
arise in train maintenance.
Chapter 5
Related Work and Thesis
Contributions
This chapter gives an overview of the academic and industrial contributions of
the thesis, and relate our work to previous approaches to stack analysis, best-
effort worst-case response-time analysis and maintenance optimization. The
chapter is organized as follows. In the first section, a summary of the academic
contributions is given, followed by a more detailed description of the contribu-
tions within each of the three areas. For each area, a comparison with related
work and a summary of the academic contributions of the corresponding in-
cluded papers are given. The industrial impact of the thesis is then described,
followed by a list of the included publications together with a description of
the author’s role. Also included is a list of other publications by the author.
The chapter ends with a discussion on future work.
5.1 Academic Contributions
The academic contributions of this thesis can be summarized as follows:
• In the area of stack analysis, we give several new efficient algorithms for
analysis of shared-stack usage, and compare the algorithms to previous
approaches.
• In the area of best-effort response-time analysis, we give a new efficient
hill-climbing algorithm with random restarts for the problem of estimat-
ing the highest response-time in a complex system, and evaluate and
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compare the algorithm with a previous evolutionary algorithm.
• In the area of maintenance planning, we give several new methods for
dynamic planning of train and gas turbine maintenance, and compare
the results to the state-of-practice.
In the rest of this section, we briefly describe the differences between Pa-
pers A–F and related work in the three areas of shared stack analysis, best-
effort response-time analysis and dynamic maintenance planning. For each
area we also outline the academic contributions of the included papers.
5.1.1 Shared Stack Analysis
The term stack sharing is commonly used to describe the ability to utilize ei-
ther a common run-time stack or a pool of run-time stacks. Stack sharing in
the SMX RTOS [167] is an example of the latter, where released tasks fetch
a stack from the pool of available stack areas, returning it on termination. A
different approach is proposed by Middha et al. [168], where the stack of a
task is allowed to grow into the stack area of another task. However, the most
common type of stack sharing seems to have evolved from Baker [24, 25],
where the proposed stack resource policy (SRP) allows tasks to share a single
run-time stack. Stack consistency is achieved by not allowing preempted tasks
to resume until all tasks occupying stack space above it have finished. SRP
permits stack sharing among processes in static and in some dynamic priority
preemptive systems. This type of stack sharing can be efficiently implemented
in systems where tasks have run-to-completion semantics and do not suspend
themselves, and is supported by several commercial real-time operating sys-
tems, e.g. RTA-OS [153], Rubus OS [19] and Fusion RTOS [259]. In Papers
A and B, we use this notion of stack sharing, and assume that several tasks use
one common, statically allocated, run-time stack.
Since in SRP, a preempted task is not allowed to resume until the tasks oc-
cupying the stack space above it have terminated, the possible preemptions be-
tween tasks become crucial in determining the maximum possible stack mem-
ory usage. The basic method to determine this in SRP and similar policies is
to identify the maximum stack usage for the tasks on a single priority level (or
preemption level). Since tasks on the same priority level cannot preempt each
other, the sum of these maximums for all priority levels then constitutes a safe
upper bound on the total stack usage.
Several authors have also addressed the minimization of stack space alloca-
tion. A common way of reducing the number of possible preemptions (thereby
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also reducing stack requirements), is to allow tasks to disable preemptions from
tasks up to a specified priority, the so-called preemption threshold. Tasks with
a higher priority than the threshold are still allowed to preempt. Wang and
Saksena [268] address the problem of determining an optimal priority and pre-
emption threshold for a given task set. However, due to a potentially large
search space, the branch and bound algorithm presented is not very efficient.
In [220] Saksena and Wang revisit the efficiency problem of the algorithm
in [268] and present three algorithms with different computational complexity.
Gai et al. [93] introduce SRP with preemption thresholds (SRPT) and give a
procedure that can minimize shared-stack usage without jeopardizing schedu-
lability. The procedure achieves this by using non-preemption groups for tasks
using SRPT, and extends [220] by taking the stack usage of tasks into account.
Ghattas and Dean [100] also investigate stack space requirements under pre-
emption threshold scheduling. Davis et al. [63] also address stack memory
requirements by using non-preemption groups to reduce the amount of mem-
ory needed for a shared stack. It is shown that the number of preemption levels
required for typical systems can be relatively small, while still maintaining
schedulability.
Although non-preemption groups and preemption thresholds can reduce the
amount of RAM needed for a shared stack, the use of these affects a system by
restricting the occurrences of preemptions, which can have a negative effect on
schedulability. Furthermore, the method we present in this paper can be applied
after preemption groups have been assigned, thereby reducing the system stack
further.
To obtain an upper bound on stack memory usage for a given task, the
possible control-flow paths of the task within an application must be ana-
lyzed [116]. Bounds on maximum stack usage of a given task can be found
by abstract interpretation of an application with tools such as AbsInt [3] and
Bound-T [248]. Chatterjee et al. [48] study stack boundedness for interrupt-
driven programs. The programs are modeled using the interrupt calculus of
Palsberg and Ma [185]. In [208] Regehr et al. present a method to guarantee
stack safety of interrupt-driven software. The method works by computing the
worst-case memory requirements of individual interrupt handlers, and by then
performing preemption analysis between handlers.
A large number of publications also address preemption analysis, see, e.g.
[13, 51, 77, 147, 202, 207, 243]. For example, in [147] Lee et al. present a tech-
nique to bound cache-related preemption delays in fixed-priority preemptive
systems. Our work relates to theirs in that we also investigate nested preemp-
tion patterns. However, our objectives differ in that Lee et al. focus on timing
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compare the algorithm with a previous evolutionary algorithm.
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Figure 5.1: Offset relations (left) and the resulting preemption graph (right) for
a set of tasks with priority 1–4.
delays caused by cache reloading and preemption patterns, whereas we address
shared memory requirements.
Contributions
In the previous section, we saw that the most common analysis technique for
stack sharing is to use the sum of the stack usage for each preemption level.
However, in some cases, more information that can be used for computing a
safe stack upper bound exists. One source of available information is the tim-
ing relations between tasks. For example, data regarding the earliest possible
activation time point, a so-called offset, can together with response time data
aid in deciding which preemption patterns are possible. The situation is illus-
trated in Figure 5.1, showing five tasks of different priority. The tasks are also
affected by a short high-priority service interrupt which is taken into account
in the response times of the tasks. Tasks are named P1–P4, with a high number
indicating a high priority; note that P2a and P2b share the same priority. The
release time points and latest finishing time points of the task set, assumed to
be schedulable, are shown. We assume a maximum stack usage of 1 for each
task. The relations (due to offsets and response times) between tasks make it
possible to deduce that none of the tasks P1, P2a and P2b can be preempted by
any of tasks P3 and P4, since they will never execute simultaneously. Further-
more, tasks P2a and P2b share the same priority and therefore may not preempt
each other.
The information on possible and impossible preemptions can be collected
in the form of a preemption graph, shown in the rightmost part of Figure 5.1. In
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Figure 5.2: Example of a maximum stack utilization preemption chain in a
system with three transactions and 15 tasks in total. Thin arcs indicate possible
intra-transaction preemptions between tasks due to increasing priority and off-
set relations The thick arcs indicate the longest path in the maximum possible
preemption chain. Note that of the possible inter-transaction preemptions, only
the ones in the longest path are shown.
this figure, an arc between two tasks indicates that the tasks may be preempted
in the order of the arc. From this graph, we can deduce that we will need
at most 2 units of stack space, a significant reduction from the estimate of 4
obtained from using the sum of the maximum stack usage on each level.
Paper A develops this idea further for systems where tasks that share the
same stack have an offset relation. However, in some systems, groups of tasks
(called transactions) share a single activation event. The different activation
events in those systems are independent. Therefore, preemptions that are im-
possible due to offsets and response times can only be accurately taken into
account within transactions. In Paper B, the ideas from Paper A are extended
to handle this more generic system model, and to further tighten the analysis us-
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this figure, an arc between two tasks indicates that the tasks may be preempted
in the order of the arc. From this graph, we can deduce that we will need
at most 2 units of stack space, a significant reduction from the estimate of 4
obtained from using the sum of the maximum stack usage on each level.
Paper A develops this idea further for systems where tasks that share the
same stack have an offset relation. However, in some systems, groups of tasks
(called transactions) share a single activation event. The different activation
events in those systems are independent. Therefore, preemptions that are im-
possible due to offsets and response times can only be accurately taken into
account within transactions. In Paper B, the ideas from Paper A are extended
to handle this more generic system model, and to further tighten the analysis us-
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ing non-preemption relations from other sources, for example shared resources
or precedence relations. A small example of a maximum stack utilization pre-
emption pattern is shown in Figure 5.2.
In more detail, the contributions are the following:
• A general and exact formulation of the maximum stack usage problem,
which is applicable for any preemptive system model based on dynamic
(run-time) properties.
• Several novel methods to determine the maximum stack memory used
in preemptive, shared stack, real-time systems. By approximating the
run-time properties, together with information about the underlying run-
time system, these methods can safely approximate the maximum sys-
tem stack usage at compile time. The thesis also contains proofs of cor-
rectness of the given algorithms.
• Two comprehensive simulation studies where we have evaluated our
techniques and compared them to the traditional methods to estimate
stack usage. We found that our methods significantly reduced the amount
of stack memory needed.
5.1.2 Best-effort Response-time Analysis
Recall that the response time of a task is the time taken from task invocation
to termination. Although analysis of response-time with regard to other as-
pects than the worst-case response-time, for example average response-time
can also be interesting, we will focus on worst-case response time. Worst-case
response-time analysis includes standard approaches such as RTA [125, 152]
and formal analysis tools like UPPAAL [29, 260], which can also be used for
this purpose. However, the state space for industrial-sized models can grow too
large for formal analysis tools to be practically useful.
An alternative method is to use metaheuristics such as genetic (or evolu-
tionary) algorithms [103]. In Section 3.3.2, we described related work with re-
gard to metaheuristics for execution-time analysis. However, the line of work
most closely related to Paper C is the use of evolutionary algorithms for ver-
ifying timing constraints in a real-time system. In this line of work, response
time is often considered directly, since it is more appropriate in a system-wide
analysis than execution time is. As an example, Alander et al. [5] use genetic
algorithms to generate test cases for a software relay system used in electrical
networks. The purpose of the genetic algorithm is to provoke high response
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times for the software, which executes as a single task in a simulation environ-
ment. Preemptions and communication between tasks are therefore not con-
sidered. Another approach is given by Briand et al. [39, 40], who investigate
using genetic algorithms for stress-testing real-time systems in the sense that
test cases that maximize the chances of deadline misses are constructed. The
genetic algorithm operates on a sequence of release times for aperiodic tasks.
Input data is not considered, since this is considered estimated for in the tasks’
WCET.
A problem with evolutionary algorithms is that they are not particularly
suitable to guaranteeing a high testing coverage. Tlili et al. [254] extend the
basic evolutionary testing approach by seeding the algorithm with test data to
achieve a higher structural coverage. Experiments show an increased reliability
in the results and an increased efficiency in terms of generations needed.
In a distributed system, response time can involve communication over sev-
eral distributed nodes, and timing analysis is therefore more complex than for
single nodes. Samii et al. [221] aim to find extreme response times for dis-
tributed systems by optimizing a set of simulation parameters for models con-
taining temporal attributes and communication. A genetic algorithm is used to
explore combinations of task execution times in order to maximize end-to-end
response time. The flow of control within tasks is not considered. Their results
depend on the method developed by Racu and Ernst [199] for identifying sit-
uations where decreased execution times can lead to increased response times.
Also worth mentioning is the analysis framework by Kim et al. [135], which
has a similar basis in the use of temporal task attributes.
Kraft et al. [141] present a meta-heuristic approach for best-effort response-
time analysis of models of complex legacy systems using ideas from genetic
algorithms. The approach is based on a simulator using a schedule of ran-
dom number generator seeds, in turn used to generate random numbers for the
parameters of the adhering system model. The seed of the random number
generator can be changed at arbitrary time points, and thus provides a form of
control mechanism.
The work presented in Paper C is an extension of [141], introducing an
explicit representation of input data that is more suitable for the analysis un-
dertaken. Contrary to previous approaches, we use the well-known, but in this
area rarely used, hill-climbing algorithm for response-time analysis, and we
take into account system-level properties such as preemptions and task com-
munication. To the best of our knowledge, this approach at response-time anal-
ysis has not been tried before. Results are promising in that convergence for
small systems is very quick, and the less complex algorithm performed, in all
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cases tried, better than the genetic algorithm we used for comparison..
Wegener and Grochtmann [270] use evolutionary algorithms for finding
extreme WCET and BCET estimates. They report that local search, such as
hill climbing and simulated annealing, had little effect in improving the results
of the evolutionary algorithm, and suggest that this effect comes from already
having reached a fitness plateau or local minima by using the evolutionary
algorithm. The authors then state:
The optimal solution sought represents an isolated and small
subdomain and is best found by sampling the input domain widely.
We believe that this conclusion is also valid for estimating response time. It
is likely that the results obtained in Paper C can partially be accounted to the
randomization and iterative restart of the hill-climbing algorithm, which helps
in exploring plateaus and escape local minima.
Contributions
Paper C proposes an complementary approach to traditional RTA, in contrast
can be applied to a wide range of complex industrial systems, but does not
guarantee that the produced estimates are upper bounds on the WCRT. The
approach is based on simulation optimization, which is capable of reproducing
the application behavior that causes a specific response time. The main merit
of the proposed approach is that it can be used for testing purposes: showing
that the response time of a task exceeds the task deadline is enough to deem
the system unschedulable, and therefore unsafe. More specifically, Paper C
contains the following contributions:
• An explicit representation of simulation instances in the form of inputs
such as execution time, arrival jitter and external input stimulus has been
defined.
• A novel algorithm for manipulating simulation parameters, based on the
well-known idea of hill-climbing with random restarts.
• A thorough experimental evaluation of performance, scaling and conver-
gence of the new algorithm, comparing the results to those obtained from
using a genetic algorithm and Monte Carlo simulation. In the evaluation,
we show that the new algorithm is significantly better than previous ap-
proaches in identifying extreme response times using a limited number
of simulations.
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5.1.3 Maintenance Planning and Scheduling
In this section, we compare the work in Papers D–F with what has previously
been done in the area of maintenance planning. The body of research aimed
at the railway sector is significantly smaller than for the more generic problem
of maintenance planning with economic dependencies. The main differences
between Paper D and the previous work in the railway domain is that in the
former, we study stochastic maintenance predictions in the form of a Gaussian
distribution, where the risk level of overrunning a subsystem counter is the ba-
sis for setting a maintenance deadline in a global unit, for example distance.
We also include the risk levels and the change in safe lifetime estimates occur-
ring during condition monitoring as the input to the planning problem. This
problem in turn is composed of two subproblems; first, finding suitable circu-
lation plans so that the maintenance cost is minimized, and second, the packing
of maintenance on a component level as a subproblem to compute the global
maintenance cost. As far as we know, this approach has not been tried before
in the railway domain. However, it should be pointed out that the approach
presented in Paper D can benefit from more advanced models and solution
approaches for both the railway circulation problem and for the maintenance
planning subproblem. This is discussed in more detail in Section 5.5.3.
The previous work most closely related to Papers E and F is concerned
with maintenance scheduling with economic dependencies between mainte-
nance activities. As an example, two activities may share the same dismantling
activity, or may be performed in parallel. Our work and previous approaches
differ mainly in the economic effect of grouping activities. The situation is
illustrated in Figure 5.3. Most articles on maintenance models with economic
dependencies consider a common setup cost for all maintenance activities per-
formed at a single maintenance occasion. The approach is illustrated in Fig-
ure 5.3(a), where activities A, B and C all share a common setup cost, S1. The
setup cost is used to represent the actual cost of dismantling and preparation
work before, during and after the maintenance occasion. In most cases, the
setup cost is also constant and therefore independent on the date of the main-
tenance occasion. This is the approach taken in [68, 70, 74, 273–275]. In some
other papers, the cost is allowed to vary with the maintenance occasion date,
see for example the work by Almgren et al. [8, 9].
Common costs are suitable for the modeling of costs due to shared activ-
ities, for example where there is a single shared cost associated with taking
down the system [8, 244, 279], and where the setup cost is independent on the
activities performed during the opportunity. This is true for many practical
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see for example the work by Almgren et al. [8, 9].
Common costs are suitable for the modeling of costs due to shared activ-
ities, for example where there is a single shared cost associated with taking
down the system [8, 244, 279], and where the setup cost is independent on the
activities performed during the opportunity. This is true for many practical
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applications, which is why we include the same type of time-dependent com-
mon setup cost in Papers E and F. The model is however less suitable when
the actual activities carried out during the opportunity have more intricate de-
pendencies, and when the duration of the stop has a significant effect on the
total cost. The single work most closely related to Papers E and F is due to
van Dijkhuizen and van Harten [263], who consider shared setup costs and de-
pendencies that form a tree. The situation is illustrated in Figure 5.3(b), where
setup S2 is shared between activities A and B, and setup S1 is shared between
setup S1 and activity C. If in this example activity A or B were planned for
a single stop, then both S1 and S2 would have to be carried out. However, if
only activity C was to be carried out, then only setup S1 would have to be per-
formed. The tree breakdown of dependence is attractive since it corresponds
more closely to the assembly structure of many units (see, e.g., the paper by
Sculli and Suraweera [228]), and is therefore suitable to represent setup costs
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due to the disassembly of a unit.
However, it is worth noting that a tree structure does not allow the modeling
of situations like the one in Figure 5.3(c), where setup S1 is shared between ac-
tivities A and B, while setup S2 is shared between activity B and C. Almgren
et al. [8] give an informal example of this type of more complex dependencies
between setups in the area of jet engine maintenance, where there are several
possible ways to disassemble and reassemble the engine. In this case, only one
disassembly path in Figure 5.3(c) needs to be taken to reach a single compo-
nent. Since an industrial gas turbine and a jet engine are similar in construction,
the example in [8] is also relevant for our application. However, one significant
difference is that a jet engine is usually replaced as a unit and then serviced of-
fline. Gas turbines used for the application we consider are often serviced on
site, and the main cost driver is the downtime of the gas turbine.
In Papers E and F, we therefore opted for a downtime-dependent cost model
more accurately representing the loss-of-production costs. For this purpose, we
use a detailed but manageable model of economic dependencies due to the ef-
fect of parallel work on downtime. In this model, illustrated in Figure 5.4,
work in an activity is divided into different global phases. Typical phases in-
clude the shutdown of the turbine, one or several maintenance phases, a startup
phase, and a testing phase. All jobs (at a single maintenance occasion) which
are performed within a phase can be done in parallel, but the phases have to be
performed in series. Activities which cannot be done in parallel should there-
fore be separated into different phases. After computing the work time for the
activities at an opportunity, we can then proceed to compute an additional night
and weekend rest time, as shown in Paper F.
As an example, the work-time model illustrated in Figure 5.4 contains
phases 1–3. In the figure, maintenance of type A consists of the activities A1,
A2 and A3, B consists of B1, B2 and B3 and C consists of C1, C2 and C3.
The activities {A1, B1, C1}, {A2, B2, C2} and {A3, B3, C3} can be done in
parallel. Each activity has a duration (except the leftmost and rightmost nodes
which are used to indicate the start and finish of the maintenance occasion).
Therefore, the work time duration uj (not considering night and weekend rest)
for a maintenance occasion j can be computed as the longest path in the graph,
or equivalently as
uj = max{A1, B1, C1}+max{A2, B2, C2}+max{A3, B3, C3}.
Given a work time duration uj , a downtime cost lj for the occasion j and
a function D (given in Paper F) adding resting time, we can then compute the
cost of a single occasion j due to downtime as lpcjD(uj). Note that the cost of
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downtime is unique for each occasion. This is important since in practice, the
downtime cost varies with the price of the produced commodity and the cost of
operation. For the same reason, there might also be periods of downtime that
are essentially free with regard to downtime cost. Such periods occur when the
plant is down due to external circumstances not captured by the maintenance
model. Examples include the maintenance of other systems not considered
within the application, and downtime due to weekends or vacation periods. As
far as we know, the approach outlined above has not been tried before in the
field of maintenance planning.
Contributions
In Papers D–F, we have studied the problem of preventive maintenance plan-
ning and scheduling under condition monitoring. In traditional maintenance
planning, preventive maintenance is statically scheduled at design-time. In
condition-based maintenance, preventive (and ideally corrective) maintenance
must continuously be rescheduled (and therefore re-planned) to take full advan-
tage of potential cost savings. In essence, the problem is to dynamically de-
cide which maintenance activities should be grouped together at which point in
time. For rail vehicles, this includes the routing of vehicles to the maintenance
workshop. We have developed a simulation environment for stochastic predic-
tive maintenance where vehicles are dynamically routed and maintenance is
planned into packages. We have also developed a tool for the heuristic opti-
mization of preventive maintenance stops. In detail, the contributions of this
thesis are the following:
• A methodology for dynamic planning of the maintenance of trains, in
which trains are rerouted to maintenance shops according to dynamically
changing maintenance deadline estimates. Maintenance is packaged and
planned according to the vehicle occupancy in the workshop.
• A precise definition of the maintenance scheduling problem with oppor-
tunities, which allows maintenance to be planned with regard to both
loss-of-production costs and direct maintenance costs. We also prove
that the scheduling problem is NP-complete.
• An implementation of a heuristic algorithm that can quickly solve the
problem for practical purposes. We also describe the implementation
and the deployment of the scheduling tool, PMOPT.
• An evaluation of the results of maintenance scheduling on four variants
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of a real-world scenario, and a comparison of the results of our algorithm
to the results from using mixed integer linear programming.
5.2 Industrial Impact
The work presented in this thesis has had substantial impact in industry. All
included papers have either been implemented and deployed in industry, or
have been evaluated on data from real-world industrial applications. In detail,
the industrial impact has been the following:
• The polynomial-time stack analysis algorithm that is presented in Paper
A (which has also been further developed in Paper B) was developed
with the goal of being applicable for the Rubus OS from Arcticus Sys-
tems [19]. In particular, the hybrid system model in Rubus OS consists
of one set of time-triggered offline-scheduled tasks, together with event-
triggered tasks in the form of higher-priority interrupt tasks and lower-
priority soft real-time tasks. The statically scheduled tasks can share a
single execution stack, and can be considered a single transaction. The
stack analysis from Paper A with polynomial complexity was therefore
chosed for deployment [117], and is included in the Rubus ICE develop-
ment environment.
• The best-effort response-time analysis method presented in Paper C has
been applied to models of industrial systems, but has not yet seen indus-
trial deployment. However, it seems likely that the developed method
could be used to estimate the worst-case response-time for a real in-
dustrial system. The simulator RTSSim is generic and can be used to
simulate the behavior of most commercial RTOS:s. However, for the
method to be useful for large-scale complex real-time systems, a model
extraction tool should be employed to simplify the simulated program
and decrease simulation time. Such a tool (MXTC, Model eXtraction
Tool for C) is currently in development along the lines of the approach
proposed in [14].
• The approach for combined maintenance routing and planning proposed
in Paper D have been developed in collaboration with Bombardier Trans-
portation AB, and has been evaluated on real timetable data and train
circulation plans. The interest from the railway industry has been sig-
nificant, and we have frequently shown the demonstrator application in
relevant practical fora. However, the approach has not yet been deployed
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in practice. One possible explanation for this is that the rail industry, hav-
ing a history spanning 150 years back, is slightly more conservative than
other industrial areas. In addition, there has traditionally been less com-
petition in the rail industry than in other industrial areas due to a state-
owned railway system. The relatively recent deregulation of the Swedish
railway sector has changed this picture substantially, but has also divided
maintenance responsibility between several actors. There is also still a
lack of competition between operators, which have not worked in favor
of introducing new technology. However, the plans to further deregulate
the railway sector and allow competing operators on equal terms will
likely open up for approaches such as the one proposed in Paper D.
Furthermore, the maintenance packaging heuristic from Paper D was the
basis for later development into the maintenance optimizer used in Pa-
pers E–F. The optimization algorithms employed in the latter papers have
been implemented and integrated in a tool, PMOPT, which has been de-
ployed and is currently in use at Siemens Industrial Turbomachinery AB
(SIT AB). The development effort started with an extension of the ap-
proach proposed in Paper D, and was then further developed in close
collaboration with SIT AB. The development and deployment effort is
described in Paper F. PMOPT has now been running operatively for al-
most a year within two maintenance contracts. in the first, PMOPT is
fully operational, while in the second, PMOPT is used for validation and
testing purposes of the full CBM strategy. Testing is done mainly for
gaining feedback from practical experience, monitoring of environmen-
tal variables and time increments. Within a few years, four or five peo-
ple working within maintenance planning are expected to use the tools
for 10–15 different operational contracts. The estimated availability im-
provement of using PMOPT is 0.5–1.0 %, a substantial increase consid-
ering that availability is currently in the range of 97–98 %. This amounts
to a decrease in downtime of 16–50 %.
5.3 Publications Included in the Thesis
This section lists the papers included in this thesis (including bibliographical
data) and details my contribution to each of them.
• K. Hänninen, J. Mäki-Turja, M. Bohlin, J. Carlson, and M. Nolin. De-
termining maximum stack usage in preemptive shared stack systems. In
Proceedings of the 27th IEEE Real-Time Systems Symposium, Decem-
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ber 2006.
I was one of the authors of the paper. My main contributions are the
construction of the algorithm and the proofs of safety and correctness.
• M. Bohlin, K. Hänninen, J. Mäki-Turja, J. Carlson, and M. Nolin. Bound-
ing shared-stack usage in systems with offsets and precedences. In Pro-
ceedings of the 20th Euromicro Conference on Real-Time Systems, July
2008.
I was the main author of the paper and coordinated the work. I con-
structed both algorithms and most of the proofs with some help and
checking from the other authors. I also implemented the algorithms and
helped in performing the evaluations.
• M. Bohlin, Y. Lu, J. Kraft, P. Kreuger and T. Nolte. Best-Effort Simula-
tion-Based Timing Analysis using Hill-Climbing with Random Restarts.
In Proceedings of the 15th International Conference on Real-time and
Embedded Computing Systems and Applications, August 2009.
I was the main author of the paper and coordinated the work. I con-
structed and implemented the optimization algorithm.
• M. Bohlin, M. Forsgren, A. Holst, B. Levin, M. Aronsson, and R. Stein-
ert. Reducing vehicle maintenance using condition monitoring and dy-
namic planning. In Proceedings of the 4th IET International Conference
on Railway Condition Monitoring, June 2008.
I was the main author of the paper and coordinated the work. I imple-
mented the heuristic optimization algorithms and performed the evalua-
tion.
• M. Bohlin, M. Wärja, A. Holst, P. Slottner, and K. Doganay. Optimiza-
tion of condition-based maintenance for industrial gas turbines: Require-
ments and results. In Proceedings of ASME Turbo Expo 2009: Power
for Land, Sea and Air, paper number GT2009-59935, Orlando, Florida,
USA, June 2009.
I was the main author of the paper and coordinated the work. I per-
formed the experiments and designed and implemented the optimization
software.
• M. Bohlin, K. Doganay, and P. Kreuger. Scheduling gas turbine main-
tenance based on condition data. In Proceedings of the 21st Innovative
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5.5 Future Work
The work in this thesis could be developed further in several ways. In this
section, we outline some possible future research directions.
5.5.1 Stack Analysis
• The step from the analysis of stack requirements to the design optimiza-
tion of real-time systems with the goal of minimizing stack requirements
is quite small, and is therefore a prime candidate for future research.
• The stack analysis of real systems still require that the maximum stack
usage per task is computed. This problem is in itself complex, and has
previously been solved using abstract interpretation or other analysis
methods. An alternative would be to analyze the shared stack in a best-
effort manner, similar to what we propose for response-time analysis in
Paper C.
5.5.2 Best-effort Response-time Analysis
• Automatic or semi-automatic model extraction is a prerequisite for the
industrial deployment of the best-effort response-time analysis methods
presented in Paper C. This work is ongoing (see, for example, [118,139,
140]), but further research efforts are needed here to demonstrate the
usefulness of the proposed approaches.
• The validity of the analyzed model with regard to temporal properties
is crucial in order to obtain any confidence in the response-time results.
Here, model validation [224] could be employed to ensure that the model
is an accurate representation of the modeled system.
• The optimization method in itself can be improved in many ways. For
example, in some applications, a correlation seems to exist between high
(or low) input values for certain inputs and high response-time for the
task under analysis. The algorithm could be modified to gather statistics
regarding the existence of such relations. It could also be improved by
placing more focus (in a intensification phase) on selecting values that
have previously yielded high response-times.
• The lower-bound on worst-case response time that the method yields
cannot be used in safety-critical applications without some measure of
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accuracy. Statistical estimates of the worst-case response time could be
useful for this purpose.
5.5.3 Maintenance Scheduling
Outlined below are some possible ways in which the maintenance planning
concept presented in Papers D–F could be further developed. Most of the ex-
tensions proposed below are currently being investigated at SICS.
• The maintenance planning and scheduling approaches presented in Pa-
pers D–F could be further developed in that risks in the form of statistical
distributions of failure probabilities could be explicitly introduced, and
the cost of corrective maintenance could be balanced against the cost of
preventive maintenance.
• The maintenance schedule optimization as presented in Papers E and F is
for a single machine only. In practice, A production plant is composed of
several machines, where maintenance activities as well as the effects of
breakdown are correlated. One possible extension of the work presented
in Papers E and F would be to consider several machines, connected
in e.g. a series-parallel fashion. Also, there are obvious advantages in
performing maintenance for several machines at the same time, since
this maintenance can be done in parallel, minimizing the total down time
of the plant. This type of maintenance has been considered previously
in, for example, [144, 172, 216, 284, 286].
• Paper D focuses on demonstrating that it is possible to reduce the number
of maintenance stops when stochastic maintenance in the form of indi-
vidual subsystem accumulators are present. The planning methodology
could benefit from more advanced models and solution approaches for
both the railway circulation problem and for the maintenance planning
subproblem. More rigorous approaches at solving the former problem
can be found in e.g. [162]. The latter problem is discussed in great de-
tail in Paper E–F. Although the focus is on a different deployment area,
the railway domain could equally benefit from the proposed solution for
maintenance planning.
• Finally, for a company maintaining several units, there are side con-
straints which are present in the real world but not considered in this
thesis. For example, the availability of spare parts and labor, as well
as the travel plans for repair crews, are in many cases crucial for timely
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maintenance. For the railway domain, the resource constraints which are
present in the workshop (a limited number of tracks, and the configura-
tion of equipment mounted at a track) should also be considered.
5.6 Conclusions
The goal of the work included in the thesis was to solve real industrial, combi-
natorial, problems, and for the work to have a substantial practical impact. In
this goal, we acknowledged the fact that optimization approaches for real com-
binatorial problem solving can fail due to unrealistic and inaccurate models,
and a lack of understanding of the real industrial problem and the environment
in which deployed software is going to be used. To avoid this, we have worked
continuously in close collaboration with industrial partners to understand the
application and its specific constraints. In solving the problems described in
Papers A–F, we have used several different methods from computer science
and artificial intelligence depending on the problem type and our estimates of
the difficulty of solving the problems to optimality. The thesis work has also
had substantial impact in industry and academia.
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