We consider localized magnon modes of magnetic vortices in two-dimensional (2D) classical magnets, with exchange or single-ion easy-plane anisotropy stronger than the critical value required to stabilize in-plane vortices. A discrete lattice Ansatz for the structure of a magnon mode on one vortex is analyzed. Its lowest eigenmodes are found to be identical with modes obtained from numerical diagonalization for ferro-(FM) and anti-ferromagnets (AFM), showing that the Ansatz is exact. For the AFM model, one mode is found to be localized, with frequency reaching a size-independent asymptotic limit. A continuum treatment leads to an effective Schrodinger problem that requires a small-radius cutoff due to the singularity of the vortex core.
et al. 10 used the vortex-magnon continuous spectrum to calculate the quantum corrections to classical AFM in-plane vortex energy for single-ion anisotropy. Using a continuum description, they also found evidence for a bound state or local mode of an in-plane vortex.
There was no mention there whether this mode could be the VIM. We show below, however, that the effective Schrodinger equation for that mode requires a small-radius cutoff in order to have a physically reasonable solution. A primary goal of this work is to analyze further this local mode, for both types of easy-plane anisotropy. We do this by a further analysis of the effective Schrodinger equation, with a cutoff introduced. We also are able to show that this mode is the VIM of the in-plane vortex, regardless of the type of easy-plane anisotropy.
As there is always some freedom and therefore uncertainty about how to put in such a cutoff, however, an analysis of the corresponding discrete lattice problem is important as a control. In this case, the Ansatz for the VIM made by Wysin 9 to calculate the critical anisotropy can be used to determine both the eigenvalue and eigenfunctions of the in-plane vortex local mode. The Ansatz is based on successively taking into account spins at larger and larger radii from the vortex core, all exactly, and assuming that the wavefunction for the mode has a simple symmetry that is determined by the underlying lattice symmetry. In fact, while the VIM wavefunction is actually circularly symmetric, Wysin's Ansatz includes both circularly symmetric solutions and solutions with symmetry of the lattice.
The paper is organized as follows: First we present the spin model and Ansatz for a mode on an in-plane vortex on a discrete lattice. The Ansatz is applicable either to the FM model on square, hexagonal and triangular lattices, or to the AFM model on square and hexagonal lattices. 11 Results from the Ansatz are presented and compared with other results from exact diagonalization. Then we review the derivation of the continuum limit effective Schrodinger equation for modes on an AFM in-plane vortex. We present the arguments for introduction of a cutoff, and then show the resulting solutions obtained from a shooting method. Finally we compare with the Ansatz results.
II. THE MODEL AND IN-PLANE VORTICES
We consider 2D spin models on a lattice, with easy-plane (XY) anisotropy of exchange type (dimensionless parameter δ≥0) and of single-ion type (dimensionless parameter d≥0),
with Hamiltonian:
where J>0, subscript n labels the lattice sites and subscript a labels the set of displacements to the nearest neighbors. Upper and lower signs here and below correspond to ferromagnetic (FM) and antiferromagnetic (AFM) models, respectively. For description of vortices it is convenient to write the spins as S n = S( 1 − m 2 n cos φ n , 1 − m 2 n sin φ n , m n ).
where φ is the in-plane angle and m = S z /S is the out-of-plane component. An in-plane 
and then iteratively setting each spin's xy-components to point along the direction of the effective field due to its neighbors. A similar method was used for all three spin components in Refs. 4, 5 This iteration results in small differences of the discrete solution from the continuum result (4), especially near the vortex core. Typically, the discrete lattice vortex has an energy a few percent (at most) smaller than that obtained when using the continuum expression for the angles.
An in-plane AFM vortex again has S z n = 0, but compared to the FM vortex, has φ o n modulated according to the sublattice l of site n. The consideration of in-plane vortex stability shows that the in-plane vortex is stable only under sufficiently strong anisotropy, δ > δ c or d > d c , depending on the form being considered. 8, 9 For a vortex at the center of a finite circular system, the critical values δ c and d c depend weakly on the system size, and reach asymptotic limits as shown in Table   I . Generally in what follows we consider anisotropy strengths greater than the appropriate critical value, such that the in-plane vortex satisfying (3) is a stable static solution to
Hamiltonian (1).
III. THE NORMAL MODE ANSATZ
Here we give details of the normal mode Ansatz introduced in Ref., 9 that includes the VIM. We consider simple ways in which the spins in the vortex structure perform smallamplitude oscillations ϕ and m,
The Hamiltonian in terms of these perturbations is
where λ ≡ 1 − δ is the relative net exchange coupling of the S z components.
One expects that for any normal mode the perturbations ϕ and m could have a dependence on the azimuthal coordinate χ as e ilχ , where l is an integer (angular momentum quantum number). For example, the VIM as seen from numerical diagonalization 4,5 is circularly symmetric, with l = 0, or equivalently, has a wavefunction with only a dependence on the radial coordinate r. Thus an Ansatz that includes the VIM need only allow for this possibility, but in fact, can be more general as well. Instead of supposing that ϕ and m depend only on r, the Ansatz is that they depend on what we call shells or "rings", where the sites belonging to a given ring are all at the same r, and in addition to this, can be mapped into each other by symmetry operations that depend on the lattice. The FM Ansatz is to assume that all sites on a given ring labeled by a parameter α have the same perturbations ϕ α and m α , completely in phase. For the AFM Ansatz on square and hexagonal lattices, it is assumed that sites on the same sublattice on a ring move in phase, with the same ϕ α and m α , while the other sublattice is exactly out of phase with this, having perturbations −ϕ α and −m α . It is necessary to consider the details of these ring variable definitions on square, hexagonal, and triangular lattices separately.
A. Square Lattice
The vortex is assumed to be at the origin (0,0), centered in a unit cell. Then as shown in Fig. 1 , the lattice sites in one quadrant near the vortex core have coordinates (x, y) = (
where a is the lattice constant and i and j are odd integers (Fig. 1) . Different sets of sites at equal radii from the vortex center can be identified, depending on whether they lie on one of the lines of symmetry |i| = |j| or not. A site with |i| = |j| (on solid line in Fig. 1 ), can be reflected through the x and y axes to get the four sites (x, y) = a 2 (±i, ±i). These four sites then comprise the ring denoted by (i, i) (a solid circle on solid line in Fig. 1 ). For |i| = |j|,
(±j, ±i) related by reflections through the x,y axes and through the (11) directions, comprise a ring denoted (i, j) (a solid circle not on the solid line in Fig. 1 ). In general, any ring α can be uniquely denoted by the pair α (i,j) ≡ (i, j), with i > 0, j > 0, and i ≥ j. Different rings may have identical radii, such as rings (5, 5) and (7, 1), but we still consider them as independent variables. In this way there is actually some angular dependence that can occur in the normal mode, because the sites in equal radii rings lie in different directions, and the Ansatz is able to produce modes with angular momentum quantum number l = 0. All rings have either four or eight sites; we denote the number of sites in a ring by µ (i,j) = 8 − 4δ i,j . To express the perturbed energy of the vortex in terms of the ring variables, it is also useful to define a variable, c α,α ′ , which is the total number of bonds between any pair of rings α and α ′ . For the square lattice, inspection of Fig. 1 shows that c α,α ′ = 8 between any two neighboring rings and zero otherwise. Also, we note that rings with j = 1 always have 4 bonds within that ring (ring self-interaction, dashed lines in the Fig. 1 ).
B. Hexagonal lattice
The modification to treat lattices other than square is only to make the definitions of the rings appropriately, based on the symmetries of the lattice. For the square lattice, the symmetries allow us to solve the problem using about 1/8 of the full circle. For hexagonal lattice, we get a reduction to 1/12 of the full circle, by defining the rings as follows: Using appropriate orthogonal x and y axes as shown in Fig. 2 , the hexagonal lattice sites are located at (x, y) = ( 
C. Triangular lattice
Here the symmetry allows a reduction of the problem to 1/6 of the full circle. With orthogonal coordinate axes as in Fig. 3 , the triangular lattice sites are located at (x, y) = 
IV. THE ANSATZ DYNAMICS
The Hamiltonian is expressed in terms of the ring variables by the knowledge of the ring couplings c α,α ′ , the ring weights µ α , and the ring self-interactions described above, augmented by the following: We use n α to represent the rings that are neighbors of ring α. We define s α ≡ 1 for the rings with self-interaction bonds and s α ≡ 0 for all other rings. The rings with self-interaction have n internal bonds, where n = 4, 6, and 3 for square, hexagonal and triangular lattices, respectively. For the FM normal mode Ansatz, as described above (Sec. III), we assume that all sites on a ring move exactly in-phase, with the same perturbations, ϕ α , m α . For the AFM normal mode Ansatz on square or hexagonal lattices, we assume that all sites of one sublattice of a ring move exactly in-phase, with the same perturbations, ϕ α , m α , while the other sublattice has exactly opposite perturbation, −ϕ α and −m α . As noted above, this Ansatz actually allows for l = 0 modes. Now the Hamiltonian can be rewritten as H = H int + H self , where the interactions between rings, and self-interactions within rings are
The Φ The dynamics is derived from the Lagrangian in terms of the ring variables:
Euler-Lagrange variation with respect to the ring variables followed by linearization in ϕ and m leads to equations of motion:
These equations could be expressed using square matrix operators F and M,
One sees that there are solutions with e iωt time dependence, and that the equations separate;
where ϕ and m are column matrices describing the eigenvector of mode, and ω is the frequency in units of JS. The frequencies are obtained from the square root of eigenvalues of the product matrix, MF.
A. Two Rings for Square Lattice
Although it is not too accurate, we can get an idea of how the VIM behaves by using only two rings, for the square lattice, as an example. We allow rings (1, 1) and (3, 1) to be dynamic, while the spins of all rings at larger radii are held fixed in the directions of the static in-plane vortex. We also use the unrelaxed in-plane structure, Eq. (4), for simplicity; the error caused by this approximation is much smaller than the error due to using such a small number of rings. Then the matrices M and F become
where the notation, as in Ref. 8 is For both types of anisotropy, and for both the FM and AFM models, there is one mode found, whose frequency goes to zero at the respective critical anisotropy. Clearly, this is the VIM. For anisotropy close to the critical value, we find that ω has a square root dependence on the deviation of the anisotropy away from the critical value;
The coefficients B d and B δ in this low approximation are shown in Table II 
For the left eigenvectors, we place the subscript k to the left side to stress that [ k m ] is not just the transpose of m k . If both these eigenvectors are known, the eigenfrequency is obtained easily,
Generally we expect real frequencies, and so the eigenvalues of A are usually negative (except if anisotropy strength is less than critical, in which case the VIM has an imaginary frequency.)
A way in which the eigenvectors can be obtained is by considering A as effecting a time evolution in fictitious time τ according to
From a randomly chosen initial configuration of the matrix m , with overlap c k =
[ k m ] m(0) on all eigenmodes, the general solution is simple,
as verified by using Eq. (15) and Eq. (17). It is clear that for large τ , the right eigenvector with the smallest ω 2 will dominate. A similar process can be applied to get the left eigenvector of the lowest mode, and thus ω k is known from Eq. (16). We used a standard fourth order Runge-Kutta time integration scheme with fixed time step ∆τ = 0.04 to produce this time evolution. The choice of time step is not crucial, but only needs to be small enough to ensure stability.
To get higher modes, it is only necessary to enforce that the current eigenvectors [ k m ]
and m k being found are orthogonal to all previously found lower states q, applying the constraints
The Gram-Schmidt orthogonalization scheme was used to apply this constraint.
Once the eigenvectors for out-of-plane motion are known, the in-plane fluctuations are determined. By using Eq. (10) with e iω k t time dependence, we have
This shows that the in-plane fluctuations are exactly 90 o out-of-phase with the out-of-plane
fluctuations. This will give the correct normalization of ϕ relative to m . In Ref., 3 the correct absolute normalization has been shown to be
where the sum is over the original lattice site variables. Converting this to ring variables leads to the absolute normalization condition
where the notation ( m k ) α indicates the α th component of column matrix m k .
For this nearest neighbor interaction problem, the matrices M and F are very sparse, there being at most z+1 nonzero elements in each row, where z is the coordination number of the lattice (z = 4, 3, 6 for square, hexagonal, triangular lattices, respectively). The number of nonzero elements in a row is even less than z + 1 for those rows corresponding to rings with self-interactions. Thus, it is advantageous in terms of memory and cpu time if only these nonzero elements are saved, together with their column locations, which is equivalent to the information in the near neighbor table. (The matrix is now stored as a N × (z + 1)
array.) Then the speed of matrix multiplication by M or by F is significantly enhanced.
The fictitious time evolution in Eq. (17), which requires repeated matrix multiplications with A, can be carried out now by successively multiplying by matrices M and F , stored in their compact forms. In this way it is possible to solve fairly quickly for the modes on rather large lattices (system radius R greater then 50 lattice constants), and in general the algorithm will be limited by the speed of the cpu (or patience of the computer operator)
rather than by the available memory. For square lattice systems with R ≤ 20, we compared these results with exact diagonalization for the mode spectrum. The mode frequencies and wavefunctions from the Ansatz calculation are identical with some of the modes from numerical diagonalization. However, the diagonalization produces the full spectrum, and includes certain modes with dependence on azimuthal coordinate χ that are impossible to describe by the Ansatz (i.e., modes with angular dependence within the rings themselves, such as the vortex translational modes).
For square lattice systems with R > 20, the diagonalization scheme is unusable, due to its extreme memory and cpu requirements, and relaxation schemes must be used.
B. AFM Ansatz Spectra
The AFM model is more interesting than the FM model to us here, because of the possibility of localized modes on the vortex, as has been found for the out-of-plane AFM vortices. 4 Also, the AFM continuum limit equations describing in-plane and out-of-plane spin fluctuations de-couple easily, leading to a clearer analytic treatment with which to compare the Ansatz results.
We show the AFM Ansatz results, for single-ion anisotropy, for the same lattice sizes as used in the FM calculations, in Fig. 5 , and for exchange anisotropy, in Fig. 6 . For anisotropy very close to critical, the VIM is the lowest mode, while for larger anisotropy, other modes from the acoustic spinwave spectrum can lie lower than the VIM. For the AFM, the VIM mode frequency can be fit extremely well for small reduced anisotropy according to Eq. 
VI. CONTINUUM AFM NORMAL MODES A. Square Lattice
For two-sublattice models, the AFM continuum theory can be formulated 12 by writing the spins as
where here ± refers to the two sublattices, "large" angles Ψ and Θ describe AFM order, and "small" angles ψ and θ describe the deviations therefrom (FM order). Then under the assumptions of low frequencies, small gradients ∇Ψ and ∇Θ, and ψ ≪ 1 and θ ≪ 1, the equations of motion for the square lattice from Hamiltonian (1) are
where c 2 = 8(JS) 2 is the long-wavelength spinwave velocity, and ∆ is a generic anisotropy, or gap of the optical spinwave branch,
Now an in-plane AFM vortex has Θ = Θ v = π/2, Ψ = Φ v = q tan −1 y/x, with θ = ψ = 0.
As in Eq. (5), we assume small-amplitude oscillations at frequency ω about this structure, Θ = Θ v + ξ, Ψ = Φ v + η, and θ = 0, ψ = 0 given from Eqs. (24c) and (24d). The linearized dynamic equations for ξ and η are separated Schrodinger-like equations:
The effective potential for the ξ wavefunction is
Here it is interesting to note that exchange (δ) and single-ion ( 
Therefore, the field ξ describes a purely optical or AFM type of motion, while the field η describes a purely acoustic or FM type of motion. As seen in (26b), the η field is not affected by the vortex, has spinwave dispersion ω = ck, and can produce no bound state.
Next we consider whether there can be a bound state of the ξ field. The potential (27) diverges negatively at the origin, suggesting the possibility of a bound state. In the region far from the vortex, we see that the optical spinwave branch has a gap in the dispersion relation, (ω/c) 2 = ∆ + k 2 ; we look for modes with (ω/c) 2 lying in the gap. Based on the Ansatz and diagonalization calculations for the VIM, we look for circularly symmetric solutions, ξ(r, χ) → ξ(r). Then Eq. (26a) can be put into the form,
where x = ∆ − (ω/c) 2 r. Now unfortunately, the equation has no natural length scale, and there is no condition to determine the appropriate eigenvalue, ω, and so there is no bound state solution. If one chooses a frequency at the top of the gap, (ω/c) 2 = ∆, a mathematical solution of (26a), ξ(r) ∝ cos ln(r), was mentioned in Ref., 10 but this solution oscillates wildly as one approaches the origin, and is not a bound state.
The problem is that the effective potential of the discrete lattice problem cannot really diverge negatively, but instead, must reach a finite limit at the vortex core. Here we used the function 1/r 2 to describe the continuum version of |∇Φ v | 2 , but it is clear that on the square lattice, this quantity cannot get much bigger than (π/ √ 2) 2 (consider two diagonal sites in first ring near core). Therefore, we should try to account for this in the continuum theory, and the simplest ways to do this are either to introduce a cutoff, or, to modify the potential to avoid the divergence. We consider a small change in the potential:
where r o is a cutoff parameter. While this is a somewhat arbitrary modification, it is physically motivated by the saturation of |∇Φ v | 2 ∼ 1/r 2 o near the vortex core, and we should expect that r o ≈ √ 2/π is reasonable.
Variational Calculation
Using potential (30) in Eq. (26a), we have essentially set the length scale to r o . Now one can try a variational solution, assuming a localized wavefunction,
We try to minimize the "energy" given by
with respect to variational parameter γ. A short calculation leads to the results
where y o ≈ 0.9231, is the solution to the integral equation,
This calculation shows that a bound state is found within the spinwave gap, although the actual frequency depends strongly on the cutoff parameter, r o . Furthermore, it also recovers a critical anisotropy; the energy becomes negative and therefore ω becomes imaginary, signaling an instability of the in-plane vortex, if
This gives the respective critical anisotropies,
We also see that for ∆ > ∆ c , the frequency of this mode varies as
giving corresponding results for the two anisotropy types,
These are similar in form to the discrete theory, however, the magnitudes are more than a factor of two too large. form, E v = π ln(R/r o ), where R is the system radius 14 .
Numerical Shooting Solution
The variational solution required a guess for the form of the ξ wavefunction. 
and δ c = ∆ c /4, d c = ∆ c /2. This shows that the variational calculation was fairly reliable.
The eigenfrequencies here are also given by Eq. (39). This translates into the coefficients,
, and B δ = 2c/JS = 4 √ 2, as defined in (14) . Once again, the the continuum result for ω (with factor of c = √ 8JS) is about two times larger than that found from the discrete lattice calculations, see Table III .
To try to see why there is this discrepancy, we show in Fig. 8 (14)] for the FM model decrease with increasing system size, which reflects the fact that the FM VIM mode really is not localized on the vortex, but instead, is spread over the entire system (quasilocal). For the AFM VIM mode, these coefficients are quite independent of the system size, demonstrating that the mode is indeed localized on the vortex. However, the continuum theory gives considerably larger values for these coefficients of the AFM model, for both the square and hexagonal lattices. We do not presently have a good understanding of the reason for this, but suspect that it only reflects the fact that continuum theory is poor at describing the spin fluctuations near the vortex core, where the usual replacement of differences by continuous gradients is very inaccurate.
The introduction of a cutoff parameter r o into the continuum theory was necessary to produce a mathematically well-behaved solution, however, there is no a priori device to choose this cutoff. This is unfortunate since the choice of the cutoff determines the critical anisotropies of the continuum theory, however, the cutoff plays no role in determining the coefficients B d and B δ . The latter are determined only by parameters of the spinwave dispersion: the spinwave velocity and the gap as a function of the anisotropies, and for this reason they offered a good way to compare the continuum and discrete results. 
TABLES

