This study proposes a weighted random walk method on co-word networks to identify important themes of a field using structural features of the networks. The goal is to test whether the weighted random walk method can be used to produce meaningful results on co-word networks. In addition, we examined the relationships among the results from the random walk method and other two common metrics for identifying important themes in a field: frequency and point centrality. Using a dataset of 17K bibliographic records for the articles in the LIS field from the Web of Science, our results indicate that all three measures are significantly correlated. A detailed comparison of the top terms ranked by the three metrics from the years of 2002-2006 and 2007-2012 is provided. The results show that the three measures are generally similar in revealing hotspots and development of the field. However, some noticeable differences are also found. The random walk method boosted the rankings of some lower ranked terms in the other two metrics (e.g. "universe", "servic" and "develop") due to their cooccurrences with top ranked terms (e.g. "information"). The findings of this study help to understand the use of random walk method on co-word networks.
INTRODUCTION
Co-word analysis is a widely used method to reveal themes, structures, and development of a field. Unlike other bibliometric methods, such as co-citation analysis or co-author analysis, co-word analysis is a content-based method from which the results can be directly interpreted according to their semantics.
When using co-word analysis, frequency (or number of occurrences of a term in the collection) is often used to identify important themes of a field (Assefa & Rorissa, 2013) . The essential idea is that a frequently investigated topic should be an important theme in the field. Identifying themes by frequency is simple and easy to calculate. However, the frequency data does not consider the structure of the co-word network, that is, how the terms co-occur with each other. As the surge of social network analysis, many network-based metrics are becoming increasingly popular. Network-based metrics, such as centrality and density, have a focus on the network structure that can reveal important information that is missing in the frequency-based methods.
Studies on co-word analysis have seen a shift to networkbased metrics (Song & Cai, 2012) . In fact, some researchers have applied network-based metrics to co-word networks to reveal the structural features (Ronda-Pupo. & GuerrasMartin., 2012; Song & Cai, 2012) . In this study, we propose a random walk method on co-word networks to identify important themes using structural features of the networks. Random walk is a mathematical model that simulates the random surfing on the network. The results from random walk can be used to rank the nodes in a network according to their probabilities of being visited. To the best of our knowledge, the random walk method has not been applied to co-word networks to identify important themes. The study aims to address the following research questions:
• Can random walk be used to identify important themes on a co-word network? Whether the random walk method can produce meaningful results in the context of a co-word network?
• What is the relationship among different ways of ranking terms on a co-word network?
This study compares three metrics, including one frequency-based: frequency, and two network-based: the random walk method and the point centrality. The findings of this study help to understand the relationships among different methods in identifying important themes on a co-word network. The ability to reveal important themes, structures and {This is the space reserved for copyright notices.]
ASIST 2015 ,November 6-10, 2015 [Author Retains Copyright. Insert personal or institutional copyright notice here.] development of a field contributes to the understanding of the knowledge-making process and can help knowledge discoveries, fusion or identify knowledge gaps.
RELATED WORK
The related work of this study can be found in the following areas: co-word analysis method, applications of co-word analysis, and random walk.
Co-word Analysis Method
Over the past decades, co-word analysis has played an important role in information research. The essential idea of co-word analysis is to examine the co-occurrences of the term/keyword pairs from titles, abstracts, keywords field, and/or the full text in order to reveal themes, structures, and development of a field. As is with other co-occurrence data (e.g. co-citation data), there are two ways of using the cooccurrences of term pairs, also known as direct and indirect approaches (Eck & Waltman, 2009) , or the local and the global approach (Ahlgren, Jarneving, & Rousseau, 2003) . The direct/local approach assesses the relationship between two terms based on their co-occurrences directly, while the indirect/global approach not only concerns the cooccurrences of the two terms, but their co-occurrence patterns with other terms.
Many researchers have used the direct approach in bibliometric studies (Baldwin et al., 2003; Lind & Salo, 2002; Pilkington, 2008) . The co-occurrence data is usually normalized before being used to measure the relationship between two terms. There are different ways to normalize cooccurrence data, such as association strength (a.k.a proximity index, Van Eck & Waltman, 2007) , the cosine (a.k.a Salton-index, Glä nzel, 2001), inclusion index (Kostoff et al., 2001) , Jaccard index (Vaughan, 2006) , or equivalence index (Kostoff, Eberhart, & Toothman, 1999) . Cosine and Jaccard index are particularly popular, while other metrics are also frequently used (Eck & Waltman, 2009 ).
Compared to direct method, indirect method seems to be less popular in co-word analysis than in co-citation analysis (Eck & Waltman, 2009) . Researchers have discussed different methods of measuring similarities when using indirect method (He & Hui, 2002; Ahlgren, Jarneving, & Rousseau, 2003; Hsiao & Yang, 2011) .
Application of Co-word Analysis
The application of co-word analysis has been through two stages: tradition co-word analysis and co-word network analysis.
At the first stage, researchers mainly used co-word analysis for bibliometric discoveries. Co-occurrence matrices or similarity matrices have been used to reveal the relationships among keywords through MDS or clustering methods. Early research applied co-word analysis on titles or keywords of academic papers. By applying co-word analysis, researchers have revealed the development of concepts (Ronda-Pupo & Guerras-Martin, 2012 ), a subject (Keupp, Palmié , & Gassmann, 2012) , a method (Noyons & van Raan, 1998) , or a domain (Baldwin et al., 2003; Blooma et al., 2009; Coulter, Monarch, & Konda, 1998; Jiang et al., 2012; Vala, Lima, & Caetano, 1996; Viedma-Del-Jesus et al., 2011) . In addition, co-word analysis is also widely used in finding hot topics (Hu, Liu, & Li, 2013; Peng & Wei, 2012) and hidden topics (Milojević et al., 2011; Muñoz-Leiva et al., 2012) . Although researchers still work primarily with academic papers, there have been studies that use news (Lind & Salo, 2002) , or other online resources for coword analysis (Khan & Park, 2011) .
Aside from bibliometrics, co-word analysis has also been applied to other areas. For example, it has been used in information retrieval to enhance accuracy (Hui & Fong, 2004) , increase search variety (Ding, Chowdhury, & Foo, 2001) , and improve ranking results (Rokaya et al, 2008) . It has also been introduced to analyze collaborative tagging for supporting classification and indexing documents (Kipp & Campbell, 2006) , categorizing journals (Leydesdorff & Zhou, 2008) , and organizing the results returned by auxiliary search engines (Li & He, 2010) .
The second stage of co-word analysis coincides with the emergence of social network analysis, where social network analysis methods are used to analyze co-work networks. Some indictors like, centrality, distance, and core/periphery are used to describe the position or situation of vertices in a network. The network-based metrics not only consider the frequency of the occurrences, but also the structural features of the networks. Many researchers suggest that network-based metrics are helpful in finding relationships (Ronda-Pupo & Guerras-Martin, 2012; Song & Cai, 2012 ). An increasing number of network-based metrics are introduced for co-word network analysis, and the weighted random walk we propose is one of them.
PageRank and Random Walk
Random walk is a method of simulating random moves on a network or graph. It models the stochastic processes on a network according to the given parameters of the network and movement. It has been applied to many research areas, such as information retrieval (Page et al., 1999) , and ranking tags (Liu et al., 2009) . As the most popular branch of Random Walk, PageRank has been widely used. Since PageRank is a network analysis method, it can be applied to bibliometric networks, such as co-citation network and coauthor network. In fact, the PageRank method has been applied to ranking authors (Liu et al., 2005) , journals (Cheang et al., 2014a) , papers (Song & Kim, 2013) , and countries (Wu, 2013) . Its feasibility and reliability in measuring the impact of entities has been confirmed (Cheang et al., 2014b; Milojević et al., 2011) .
A brief review on the literature suggests that very few studies have used the random walk on co-word networks to identify important themes. The random walk method considers the full network structure and movement characteristics. It has the potential to identify important themes on a co-word network. In this study, we propose to use the ran-dom walk method on co-word networks to identify important themes and examine the relationships among the random walk method and other two common metrics: frequency and point centrality.
METHOD Data Collection

Selection of journals and articles
The study collected bibliographic data of 17,341 articles published in 22 selected journals from 2002 to 2012 (Appendix 1). The journals were selected from the "Information Science & Library Science" category in 2012 JCR report with an impact factor larger than 0.5. Journals associated with allied areas, such as Management Information Systems and Medical Informatics, were excluded.
Term source for co-word analysis
Using term source from a controlled vocabulary is generally preferable for co-word analysis as different expressions of the same concept are standardized. However, it has been noted that the Web of Science (WoS) keywords field has many missing values (Ding & Chen, 2014) . In our dataset, only 7,747 out of 17,341 articles have been assigned the WoS keywords. It is therefore not representative to use the WoS keywords field. Instead, we used the terms from article titles for the co-word analysis. It is acknowledged that the title terms are free-text with little control mechanism.
Data processing
Bibexcel (Persson, Danell, & Schneider, 2009 ) was used to process the WoS records and generate co-occurrence matrices. Before using Bibexcel, we stemmed the terms using the Porter Stemmer (Porter, 1980) . Then, Bibexcel was used to extract the TI field (title field) from the records and separated it into terms. A standard list of English stop words was used to process the title terms. A program was developed to calculate the co-occurrences of the title terms to generate the co-occurrence matrices. The co-occurrence matrix is a symmetric matrix with each row/column represents a term, and the number in the cell represents the number of times the two terms co-occur in the collection.
In total, we extracted 10,632 unique terms from the title field (stop words excluded). Due to the limit of the processing capacity of Bibexcel, we chose the terms with a frequency above 4. This resulted in a co-occurrence matrix with a dimension of 2451*2451.
Metrics of Term Importance in Co-word Network
The study compared three metrics of term importance in a co-word network, namely, frequency, PageRank, and point centrality. A correlation analysis was first conducted to reveal the relationships among the results from different metrics. In addition, we compared their results to understand their similarities and differences in revealing hotspots and development of the LIS field.
Frequency
Frequency of term occurrence is a traditional way to measure a term's importance. The frequency in this paper should be distinguished from the term frequency concept in the tfidf. Frequency of term occurrence describes how many times the term occurs in the collection, while the term frequency in tf-idf describes how many times the term appears in a document.
Weighted PageRank
The weighted PageRank we propose is a method to weight the nodes on a network according to a simulation of a series of movements on the network. In the context of co-word network, each term is a node and the associations between terms are edges. The associations can be measured by their number of co-occurrences.
Based on the algorithm and co-word relationships, the rank value of a given term is computed to indicate the level of importance. We used co-occurrence matrix as the Adjacency matrix of the weighted PageRank. The starting point of the weighted PageRank is randomly selected. Then, each move is based on the weights of the edges which are connected to the current nodes. For example, if there are two edges connected to a node a, and the weight of edge e ab is greater than the weight of edge e ac , then the node c has a higher possibility of being visited as the next move than the node b. After converging, we can obtain the final probabilities of each terms being the endpoints. Equation 1 presents the process:
There are five parameters for the weighted PageRank: the PageRank vector at the n th iteration X n , the PageRank vector at the (n+1) th iteration X n+1 , the Binary vector U (a basic vector with all elements equal 1 ), Adjacency matrix T (represents the co-occurrence relationships among title terms) of all the edges, and the damping factor q. T is the basic matrix of a graph with element d ij equals the concurrence times of term i and j. We set all the diagonal elements of T to 0. The weight assigned to each relationship represents the probability that the surfer will walk along the edge. The damping factor here is set to 0.15, representing the probability that the next step will be chosen randomly regardless of the edges. A higher damping factor means that the terms have a higher probability of randomly jumping to another term instead of moving following the edges. In each iteration, X n will be updated to X n+1 according to equation (1). When the difference between X n+1 and X n is less than 1*10 -10 , the PageRank reaches the convergence. Then, the values in the PageRank vector are used to rank the terms.
Point centrality
Degree and centrality can be used to evaluate the importance of the nodes. There are three types of centrality: point centrality, between centrality and closeness centrality. Point centrality focuses on the ability of communicating with other nodes by comparing how many terms the target term is connected to. Between centrality and closeness centrality describe the ability of controlling other vertices' communication. The former describes how well the target term is connected to other two terms as a bridge, and the latter describes how well the target term reaches others without relying another term as a bridge. As the focus of this study is on the relationships between title terms, we choose point centrality to be the metric for comparison. The point centrality of a node x is computed as follows:
where n is the number of vertices in the network, d x is the degree of node x. A larger point centrality value indicates the node is connected to more vertices in the network.
RESUTLS ANALYSIS
There are 10,632 terms extracted from the titles, out of which 2451 terms (after removing stop-words and stemming) with a frequency above 4. The distribution of the frequencies of the title terms are shown in Figure 1 , where a Zipf-like distribution is observed. All 2451 terms are used to generate a co-word network with the terms as nodes and their co-occurrence relationships as edges. The basic descriptive information of the data collection and co-word network is presented in Table 1 .
Using Ucinet 6 (Borgatti, Everett, & Freeman, 2002) , we plotted the top 50 terms in PageRank scores from the coword network in Figure 2 . The edges represent the cooccurrence relationships among the terms. The top 20 terms are colored in pink and the rest are colored in blue. It appears that the top 20 terms have more edges than the rest 30.
Correlation Analysis
Spearman's correlation coefficient is used to measure the strength of the associations among the three metrics. Table  3 presents a summary of the correlations. All three metrics are significantly correlated with each other. PageRank shares high level positive correlations with both frequency (0.923) and point centrality (0.934). Point centrality also has a strong positive correlation with frequency (0.954). 
Comparison in Revealing Hotspots
To better understand the relationships among the different metrics, Table 3 presents the top 20 terms from the co-word network according to their PageRank scores together with their scores and ranks from the other two metrics. The top 20 terms include some general terms, such as "inform", "librari", "scienc", "studi", and "research". There are also some more specific terms that represent important themes in the LIS field: information system (e.g. "system") information technology (e.g. "technolog"), information management (e.g. "manag") and digital library (e.g. "digit") etc. These important themes identified by PageRank appear to be consistent with the results from other studies (Gonzá lez - Alcaide et al., 2008) . This provides evidence for the feasibility of the method. Table 3 also provides the scores and ranks of these top 20 terms in the other two metrics. In general, the terms with higher PageRank scores are also ranked higher in other metrics. Seventeen of the top 20 terms from point centrality and frequency are also in the top 20 from PageRank. This is consistent with the correlation results in Table 2 . However, there are also some discrepancies between the metrics. Some top terms in point centrality are not in the top 20 from PageRank: "new" (16 in point centrality), "impact" (17), and "model" (18). Similarly, top terms in frequency but not in PageRank include: "search" (15), "knowledg" (18) and "citat" (20) . On the other hand, PageRank boosts the rankings of some lower ranked terms in the other two metrics, such as "servic", "develop" and "univers". A comparison of the three metrics with regard to revealing important themes in a field shows that the three metrics generally agree on the important themes with some slight differences.
Comparison in Revealing the Development of A Field
We then separated data into 2002-2006 and 2007-2012 subsets, and try to compare the three metrics in revealing the development of a field.
The results of 2007-2012 are shown in Table 4 Table 4 , the changes are in the same direction. For PageRank and point centrality, in 18 out of the 20 terms in Table 4 , the changes are in the same direction. Therefore, the three metrics reveal similar trends of changes in hot topics of the LIS field from 2002-2006 to 2007-2012 .
DISCUSSION
This study proposes the weighted random walk method on co-word networks to reveal important themes. The results from the random walk method are compared to those from the other two metrics: frequency and point centrality. The three metrics significantly correlate with each other. The correlations are all at a high level. In addition, we also examine the similarities and differences of the three metrics in revealing hot topics and development of the LIS field.
Using Spearman's correlation, we found that all three metrics are significantly correlated with each other. PageRank shares positive correlations with both frequency and point centrality. Since both point centrality and PageRank belong to network-based metrics, one might expect that point cen- trality would have a strong correlation with PageRank. The correlation results suggest that point centrality also has a stronger correlation with frequency. The point centrality measures the degree of a node and frequency measures the number of occurrences. As the more frequently a term occurs, the more likely it co-occurs with others. Therefore, it will have a higher value in degree, and thus a higher point centrality. Therefore, it is not surprising that frequency and point centrality are strongly correlated.
PageRank seems to exhibit some differences. Although PageRank is positively correlated with the other two metrics, the PageRank measure not only considers how many nodes a given node is connected to but also considers the weights of the connected nodes. Therefore, it is more of a global metric than a local metric like point centrality. This may explain why PageRank gave much higher ranks to the terms "universe","servic" and "develop", because they cooccur frequently with the top terms such as "inform" and "librari". Therefore, it seems that PageRank uses more information of the co-word network than frequency and point centrality do.
Apart from that, when comparing the top terms from PageRank in 2002-2006 and 2007-2012 , there are some notable changes. Terms "journal", " impact" ,"case" and "social" are new in 2007-2012 not in the top terms in 2002-2006, while "servic", "web" and "manag" are all in decline. These changes are consistent in all three metrics. There are also some notable differences in revealing the development of the field. For example, it is observed that terms "evalul" (↑2 in PageRank, ↑10 in frequency, and ↑9 in point centrality), "social" (↑25, ↑29, ↑28) and "technolog" (↓1, ↓4, ↓14) greater changes in frequency and point centrality than in PageRank. And term like "journal" (↑16 in PageRank, ↑2 in frequency, ↑1 in centrality) is quite the opposite. In addition, some terms may have a decline in point centrality while have a rise in PageRank. Term "univers" is one typical example. These differences can be a result of the global feature of the PageRank method compared to the other two metrics that only consider one node or a few directly connected nodes.
In the co-citation analysis, some researchers questioned the efficiency of PageRank (Fiala et al., 2015) , and some argued that simple indicators like frequency actually works better (Jiang, Sun, & Zhuge, 2013) . All this evidence suggested researchers to choose the simple metric to identify the important themes. However, it is not always the best to use simpler metrics, some new metric can provide a different perspective. Our results show that PageRank gives us a global perspective on revealing development and hot topics on co-word network, while frequency and point centrality provide a local perspective.
CONCLUSION AND FUTURE WORK
The study aims to answer two research questions: 1) whether the weighted PageRank can be apply to co-word net- There are still some remaining questions we haven't addressed in this study. The study examined the relationships among the three metrics. It should be noted that we are not evaluating which metric is more accurate. To evaluate the metrics, we will need to obtain a benchmark so that the metrics can be compared to. One possible way is to consult the domain experts in the field. Another question is that we only compared the three metrics on one dataset. Their results may be different on a different dataset. Extending the study to other domains or datasets can be another direction of future work.
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