Abstract. Bayesian error analysis paves the way to the construction of credible and plausible error regions for a point estimator obtained from a given dataset. We introduce the concept of region accuracy for error regions (a generalization of the point-estimator mean squarederror) to quantify the average statistical accuracy of all region points with respect to the unknown true parameter. We show that the increase in region accuracy is closely related to the Bayesian-region dual operations in [1] . Next with only the given dataset as viable evidence, we establish various adaptive methods to maximize the region accuracy relative to the true parameter subject to the type of reported Bayesian region for a given point estimator. We highlight the performance of these adaptive methods by comparing them with nonadaptive procedures in three quantum-parameter estimation examples. The results of and mechanisms behind the adaptive schemes can be understood as the region analog of adaptive approaches to achieving the quantum Cramér-Rao bound for point estimators.
Introduction
Error estimation for a given particular point estimator of an unknown parameter constitutes an important component in quantum estimation. The assigned error interval (or region) for the estimator conveys error information about the measured data that propagates to other physical quantities predicted with this estimator.
The preceding companion article [2] discussed asymptotic techniques for constructing Bayesian regions for the maximum-likelihood (ML) estimator. Such a Bayesian region annotates the estimator with credibility that it lies in this region of a given size. As a result, we see that this construction contains statistical elements from two principal schools of thought. If one is pedantic about labeling these elements, one might say that the concept of an unknown, but fixed, parameter is that of a frequentist, whereas terminologies like size and credibility for a distribution of parameters belong to viewpoints of a Bayesian [3, 4, 5] .
In this article, rather than distinguishing between these two schools, we shall understand the underlying meaning of statistical accuracy in the construction of Bayesian regions that is based on elements from these two camps. As a means to eradicate unnecessary confusion, we note here that in relation to Bayesian statistics, an important point estimator of interest is the average of the product of both the parameter and its posterior distribution over the entire parameter space-the Bayesian mean estimator. For this point estimator, concepts of statistical accuracy exist [6, 7] .
In our context however, the relation between statistical accuracy for the unknown true parameter and aspects of Bayesian regions comes in a different flavor. We are still interested in a frequentist accuracy for the true parameter of interest, just as much as an observer is interested in preparing a quantum source in a particular state, for instance. On the other hand, since we are dealing with error regions, which are sets of points, we now speak of the region accuracy, that is the average accuracy of all points in the region relative to the true parameter. In the limit of zero region size, the region accuracy becomes the usual pointestimator accuracy. After a review in Sec. 2 on Bayesian regions, we shall see in Sec. 3 that this notion of region accuracy is intimately connected to the dual operations [2, 1] of fixing the region size while increasing credibility, or fixing the credibility-both actions tend to increase the region accuracy, and this tendency becomes exact in single-parameter quantum estimation.
In Sec. 4 we will proceed to develop operational schemes to maximize region accuracy by either adaptively optimizing over all credible regions of fixed size/credibility, or over all plausible regions. The adaptive schemes require solely the collected data and parameter dimension, and are in fact region analogs of adaptively attaining the quantum Cramér-Rao bound for point estimators [8, 9, 10] . These schemes will be applied to three examples in quantum estimation that can be categorized under quantum metrology and Gaussian-state characterization. All symbols and notations from [2] are carried over to this article. The prior distribution for the true parameter shall again be taken to be the uniform primitive distribution in the parameter space.
Brief review on Bayesian regions
For the purpose of laying out the foundations for subsequent discussion on region accuracy and adaptive quantum estimation, we state the key properties of a Bayesian credible region R = R λ that is characterized by 0 ≤ λ ≤ 1 with an isolikelihood boundary. The size and credibility of R λ are defined in (1) of [2] .
From hereon, we shall focus on the situation where the true parameter r r r / ∈ ∂R, so that for a sufficiently large data sample size N, the error region R for all interesting values of λ has boundary ∂R ∩ ∂R 0 = ∅ (Case 1 in [2] ). This corresponds to a typical experimental setting where a desired boundary-point parameter (say a pure state in quantum-state tomography) is usually rendered an interior point due to the presence of noise, so that a well controlled setup will, at best, bring r r r close to ∂R 0 . For the case in point, we reiterate the relevant expressions
for the size, credibility and the critical λ = λ crit that defines the plausible region-the credible region that contains all plausible parameters and nothing else. Based on these expressions, we can obtain the simple relation
between s λ and c λ . These analytical results apply to the uniform primitive prior with respect to the parameter r r r. More explicitly, for r r r = (r 1 r 2 . . .
Region accuracy and its connections with the dual region operations

General formalism of the region accuracy
Suppose that after collecting the experimental data D, the ML estimator r r r ML is computed over the parameter space R 0 . Then the usual mean squared error (MSE) for this point estimator relative to the true parameter r r r, MSE(r r r) ≡ E[∆(r r r)] = E || r r r ML − r r r|| 2 ,
measures the average statistical accuracy of r r r ML over all possible data D. It is known that if Case 1 applies, then for sufficiently large N the ML estimator will ultimately be unbiased (E[ r r r ML ] = r r r) and so MSE(r r r) → Tr{F F F −1 } approaches the Cramér-Rao bound that is defined by the Fisher information F F F for r r r.
We may generalize this description of accuracy using the language of Bayesian analysis on the ML estimator r r r ML . Since the object in this analysis is the Bayesian region R, it is natural to introduce the region squared error (RSE)
that measures the region accuracy relative to r r r, or the average accuracy of all the points in R, where (d r r r ′ ) is the normalized integral measure as defined in [2] . It is easy to see that when R = R λ=1 = { r r r ML }, we return to ∆ R (r r r) = ∆(r r r) since for any function f (r r r),
To analyze the average region accuracy over all possible data for the error regions, we may adopt the mean region squared error (MRSE)
To understand how the MRSE behaves with the Bayesian-region properties in the asymptotic limit of N, it is necessary to calculate the MRSE in this limit. After some straightforward calculations in Appendix A, it turns out that for sufficiently large N where Case 1 holds, the RSE takes the simple form ∆ R (r r r) = || r r r ML − r r r|| 2 + 2 Tr{F F F −1
We observe that the RSE linearly fuses the regular "frequentist" point-estimator accuracy measure, the squared error of r r r ML for a fixed unknown r r r, with "Bayesian" elements that characterize the region R. Evidently, we get ∆ R (r r r) = ∆(r r r) for λ = 1. With this, we may invoke the property E[ r r r ML ] → r r r for sufficiently large N and arrive at the formula
for the MRSE, where we have implicitly assumed that F F F ML ≈ F F F = NF F F 1 in the asymptotic limit and F F F 1 is the Fisher information evaluated with r r r for a single copy N = 1 of datum. ‡ For convenience, we shall drop the parametric variable λ hereafter.
Credible-region accuracy
Equation (8) provides a basis for us to discuss the effects on the accuracy of credible regions depending on how an observer chooses to optimize the region qualities. We first emphasize that the action of fixing the region size while increasing credibility and that of fixing the region credibility while reducing the size are dual actions in the sense that after these actions, the credible region is optimally defined [1] . Armed with the concept of region accuracy, we can endow the effects from these dual strategies with richer statistical meaning.
To this end, we analyze the uniform-prior MRSE for different parameter dimension d values.
d = 1
In single-parameter estimation, the Fisher information is a numerical quantity F that is related to both the size s and credibility c by
the d = 1 version of (2). The resulting MRSE for credible intervals is then given by
as a function of s and c. ‡ We recall that all data copies are i.
For d = 1, the influence of the region dual operations on the MRSE is clear. When the credible region size s = s 0 is fixed, increasing the credibility c reduces the MRSE for a given r, as Γ At first sight, MRSE (cred) (r; s, c) in (10) is apparently independent of r r r. This thought is misleading because as a matter of fact, s and c are related to each other through F as stated in (9) . If F is allowed to vary by changing the measurement setup or procedure, then s and c would behave as independent variables. Upon reviewing the dual strategies once more, increasing c for a fixed s = s 0 or decreasing s for a fixed c = c 0 both require an increase in the Fisher information F , which is really the underlying physical quantity that controls the mechanisms behind the dual actions. Hence, increasing c for a fixed s = s 0 is dual to decreasing s for a fixed c = c 0 in the sense that they both reduces the MRSE for credible intervals.
d ≥ 2
Here, matters are slightly less straightforward, for the MRSE depends on a more complicated function of the Fisher information F F F that is no longer a numerical value. Both s and c are related to each other through Det{F F F }, while the MRSE is a function of
We may first consider the case where s = s 0 . This sets up the constraint
for c and the functional dependence of MRSE on F F F is now elucidated. To increase c (reduce λ) under a fixed s = s 0 , it is clear that Det{F F F } should increase so that λ decreases in order to maintain a fixed size. However, since Tr{F F F −1 } is not a function of Det{F F F }, there is generally no guarantee that the MRSE will decrease with increasing Det{F F F }. There is however a trend that this is the case, and this statement can be made more precisely by considering the largest
If we make use of the fact that for any given physical system, the Fisher information must be trace class [11] (Tr{F F F } ≤ B for some positive constant B), then one can derive the simple inequality
for a given Det{F F F } (Refer to Appendix B for a short derivation). The stated upper bound is loose for d ≥ 2, but is sufficient to make our case. After invoking the constraint, we then have
We see that for d = 1, the upper bound above reduces to the exact expression in (10) . Otherwise, this upper bound decreases monotonically with increasing c for d ≥ 2. The same arguments apply when c = c 0 , only that now MRSE (cred) (r r r; s, c 0 ) ≤ const. × s 2 and so decreasing s by increasing Det{F F F } [see (2) ] reduces the upper bound quadratically.
Plausible-region accuracy
If we take λ = λ crit , then this time, the dual strategies are carried out with the additional constraint imposed on the value of λ. Hence, s and c are no longer independent variables. Nonetheless, we may still choose to reduce s or increase c subject to this plausible-region condition.
d = 1
For single-parameter estimation, if we choose to increase c, then since
we encounter the simple formula
It follows that increasing c
On the other hand, if we choose to reduce s, then based on the one-dimensional identity
as well as the parametric form
it turns out that the way to do this is, again, to increase
, so that MRSE (plaus) (r; F, s(F )) decreases monotonically.
d ≥ 2
Likewise, we may carry out the same analysis for d ≥ 2 by first remembering that raising Det{F F F } does not guarantee a reduction in Tr{F F F −1 }. Therefore using the inequality in (12), we can instead look at the upper bound for the MRSE and find that
It can then be shown that if one increases c ≥ 1
(plaus) (r r r; c) decreases monotonically.
The same goes for the strategy of reducing s by increasing Det{F
, the upper bound of the parametric expression
decreases monotonically. 
(e) (f ) Figure 2 . Similar plots as in Fig. 1 for N = 10000, where all other specifications remain unchanged. The RSE and MRSE are on average lower than those in Fig. 1 by about two orders of magnitude. This is consistent with the way the credible intervals respond to an increase in N . When c = 0.95, all intervals become shorter, and when s = 0.05, the intervals adjust their centers to increase the statistical coverage of r. All intervals eventually align to minimize the average distance from r.
The short summary
We can now draw some succinct yet important conclusions, for any trace-class Fisher information F F F , regarding the statistical meaning of the dual strategies with Bayesian regions of uniform priors. For credible regions, the action of increasing c with a fixed s and its dual action either reduces the MRSE when d = 1, or its upper bound (set by
Adaptive methods for optimizing region accuracy
Optimization of region accuracy
Our next goal is to device methods that minimizes the MRSE for any r r r as defined in (8) . For d = 1, maximizing the determinant of the Fisher information directly reduces the MRSE according to the assessments in Sec. 3, as the determinant is simply the numerical Fisher information itself. To optimize F = NF 1 or the MRSE, an observer may choose to either increase N for a fixed POM that defines F 1 , or optimize F 1 over feasible POMs for a given N. As an example, Figs. 1 and 2 express what happens to the MRSE when N is increased when a fixed two-outcome POM is used to perform single-parameter estimation. In what follows, we shall address the more interesting problem of optimizing the MRSE, and its optimization for d = 1 is equivalent to the search for the optimal POM that approaches the well-known quantum Fisher information F ≤ F Q [8, 9, 10] subject to either a fixed s or c when reporting credible regions, or λ = λ crit when reporting plausible regions.
When d ≥ 2, the lesson learnt from Sec. 3 shows that the maximization of Det{F F F } does not guarantee a minimization of the MRSE. In spite of this, an observer may still carry out POM optimization to minimize the MRSE subject to the kind of Bayesian region that he or she is interested in reporting along with the ML estimator. This is essentially the region analog of maximizing the quantum Fisher information by virtue of Eq. (8) . The correct maximum depends on the true parameter r r r, which is always unknown to the observer. In view of this, we shall develop numerical adaptive protocols that require only the measured data and d to carry out the MRSE minimization. These protocols are applicable in practical experimental situations where the measurement settings for the POM are described by the variable m m m = (m 1 m 2 . . . m dm )
T ∈ S m m m with a finite dimension d m .
Adaptive scheme for credible regions
Without knowing r r r, the experimental data D, if IC in the d-dimensional vector space, can still give us a unique ML estimator r r r ML . In the limit of large N, this asymptotically unbiased ML estimator is also presumed to be statistically consistent ( r r r ML → r r r). With these good properties, r r r ML can be used as the a posteriori state in place of r r r, with which we can make educated guesses for the optimal settings that minimize the MRSE, where its asymptotic expressions in terms of F F F are given as
As a related side note on numerically implementing the adaptive schemes, we mention that when N or d is too large for Monte Carlo numerical calculations of s and c to work, the asymptotic tools presented in [2] may be used.
Since s and c are independent, we have the following adaptive algorithm that carries out a total of K adaptive steps for a total of N measurement copies (N/K copies measured in each step) and fixed region size starting with Step k = 1: (v) Increase k by one and repeat Steps (i) through (iv) until k = K.
MRSE minimization for credible regions
Adaptive scheme for plausible regions
A similar adaptive protocol can be developed to minimize (a) (b) Figure 3 . Plots of (a) the credible-interval properties and (b) MRSE (cred) for r = 1.179 and a fixed squeeze parameter ζ = 0.7. While all numerical schemes are executed with only ML estimators, the MRSE graphs are plotted with the true parameter to show the correct accuracies, just like any analysis of the point MSE. A primitive prior that extends to the finite range 0 ≤ φ ≤ π/2 is assumed in the simulation as prior knowledge about the unknown relative phase r. Here N = 1000 copies are distributed equally to K = 10 adaptive steps that are carried out by each adaptive protocol. The nonadaptive versions measure the fixed LO phase ϑ = 1.837 throughout the run, which is less efficient than their adaptive counterparts that begin with the same LO phase and eventually converge to the optimal LO phase subject to the constraint imposed on R (fixed s or c). Figure 4 . Plots of (a) the plausible-interval properties and (b) MRSE (plaus) for φ = 1.179 with identical specifications as in Fig. 3 . We see a reduction in MRSE when the adaptive scheme is applied for such intervals.
Examples
Phase-shifted homodyne interferometer (d = 1)
An important single-parameter estimation task in quantum information is phase reconstruction for an interferometer with quantum input resources [12, 13, 14] . A very common type of interferometer is the homodyne measurement setup [15, 16, 17, 18] that is employed in continuous-variable quantum tomography and cryptography. An interesting case arises when both the source (mode a) and local-oscillator (LO) arms of the homodyne setup differ by an unknown relative phase r = φ that can be modeled by the phase-shifter described by a unitary operator U(φ) = e ia † a φ . The job is to characterize the unknown phase φ for the interferometer setup, which is a one-dimensional problem (d = 1). It is known in [19] that using a squeezed-vacuum state |ζ ζ| for mode a saturates the quantum Cramér-Rao bound in φ estimation, where the Born probabilities
encode the unknown phase φ, the (real) squeeze parameter ζ and the homodyne local oscillator (LO) phase ϑ. The adaptive schemes in Sec. 4 are readily applicable to this one-dimensional quantum estimation scenario. They equivalently maximize the Fisher information
for this problem. The optimal LO phase m opt = ϑ opt = φ − cos −1 (tanh ζ)/2 that achieves the maximum depends on φ, and the adaptive schemes asymptotically select this value without this knowledge. Figures 3 and 4 demonstrate the advantage of employing adaptive schemes over nonadaptive ones in increasing region accuracies with a fixed total number of copies N and ζ by performing the relevant optimization over the space S m of LO phase m = ϑ. Figures 3 and 4 compare the difference in MRSE between adaptive and nonadaptive IC schemes. A more sophisticated second example in quantum metrology shall follow.
Three-path interferometer (d = 2)
One may generalize a typical two-arm interferometer, such as the homodyne setup discussed previously, to a three-arm interferometer (modes a, b and c) of unknown relative phases r r r = (φ 1 φ 2 )
T in the three arms, with φ 1 being the phase difference between modes a and c, and φ 2 between b and c. Such an interferometer poses a two-parameter estimation problem and may be modeled with the ordered sequence of first a beam tritter (U 3 ), followed by a three-arm phase shifter [U(φ 1 , φ 2 )], and finally another beam tritter-U three-path (φ 1 , φ 2 ) = U 3 U(φ 1 , φ 2 )U 3 -, where
1 e 2πi/3 e 2πi/3 e 2πi/3 1 e 2πi/3 e 2πi/3 e 2πi/3 1
To estimate a given unknown r r r, we shall suppose that incoming photons are initially in the three-mode input state ρ = |1, 1, 1 1, 1, 1| to be described by a tripartite Fock state, which, after traversing the interferometer that is additionally encoded with measurement control phases m m m = (ψ 1 ψ 2 )
T for tuning the final estimation accuracy, would then encounter idealized photon-counting detectors that result in the 10 Born probabilities
. We refer the interested Reader to the supplementary information of [20] for detailed calculations of F F F and p n 1 ,n 2 ,n 3 (ψ 1 , ψ 2 ; φ 1 , φ 2 ), and instead provide a comparison between adaptive and nonadaptive protocols for such a two-parameter phase estimation problem with Figs. 5 and 6.
Squeezed-state characterization (d = 2)
The third example that we shall investigate is related to Gaussian states, which are important resources in quantum information [21, 22, 23, 24] . Every single-mode Gaussian state (of known mean) can be fully specified by the covariance of its Gaussian quasiprobability distribution. For simplicity, we shall again take homodyne detection as the POM for (a) (b) Figure 5 . Plots of (a) the credible-region properties and (b) MRSE (cred) for the true parameter pair (φ 1 , φ 2 ) = (0.5, 1.0) with the step number k. In each step, N = 500 idealized photoncounting events are taken, so that at the end of every run, the observer measures a total of N = 5000 copies of data. The parameter space
is defined by the primitive prior with respect to φ 1 and φ 2 . Similar to the one-dimensional parameter estimation scenario in Sec. 5.1, the nonadaptive schemes collect data with a fixed setting m m m = (0, 0), whilst the adaptive schemes actively search for more optimal m m m k s at every step by analyzing collected data. (a) (b) Figure 7 . Plots of (a) the credible-region properties and (b) MRSE (cred) for (ν, α) = (3.2580, 1.0517), where 1000 copies are measured in each step, which tallies to a total of N = 10000. The primitive prior assigned for the simulations results in the finite parameter space R 0 = {ν| 1 ≤ ν ≤ 5} ∩ {α| 0 ≤ α ≤ π/2}. All schemes, regardless of whether they are adaptive or not, start with the initial LO phase pair (ϑ 1 , ϑ 2 ) = (0.27, 1.0), and the adaptive schemes find much more optimal phase pairs to achieve the minimum MRSE. (a) (b) Figure 8 . Plots of (a) the plausible-region properties and (b) MRSE (plaus) for the Gaussian squeezed state of parameters (ν, α) = (3.2580, 1.0517). Once again we see the significant reduction in the MRSE using the adaptive numerical scheme for plausible regions, in contrast with the MRSE corresponding to the nonadaptive one.
Gaussian-state characterization in this section. For a given orientation angle α of its phasespace quasiprobability distribution with respect to the x phase-space ordinate is known, its temperature µ and squeeze parameter ν, the covariance of the Gaussian state is given by
The task of characterizing G G G has been studied in [25, 26, 27, 28, 29] . An interesting situation is when µ is preliminarily known (possibly from thermal-light calibrations) and normalized, and we are now interested in characterizing the squeezing properties r r r = (ν α)
T of this Gaussian state [30] . It can be shown that if an IC setting m m m = (ϑ 1 ϑ 2 )
T consisting of a pair of LO phases is measured in such a two-parameter estimation problem, the complete two-dimensional Fisher information
is the sum of its independent Fisher information components, where F F F (ϑ) contains the elements
Figures 7 and 8 illustrate, once again, how adaptive schemes are indeed extremely useful for constructing much more accurate Bayesian regions for ML estimators whenever the observer begins the parameter estimation experiment with poorly chosen measurement setting variables, which frequently occurs as r r r is unknown.
Conclusion
The key results of this article revolve around the definition of region accuracy, which is introduced to endow every Bayesian error region with the notion of a "frequentist"-flavored statistical accuracy (averaged over the entire error region) relative to the unknown true parameter of interest. This natural concept elucidates the statistical consequences of either minimizing the credible-region size with fixed credibility, or the dual action of maximizing its credibility with fixed size-both actions increase the region accuracy consistent with our intuitive understanding of these Bayesian regions.
Efforts are then spent on establishing adaptive strategies to optimize region accuracy given only collected data, the dimension of a given estimation problem and no other assumptions about the true parameter. These adaptive procedures are applied to practically interesting examples in quantum metrology and Gaussian-state characterization, all of which agree with their positive estimation performance. We believe that these adaptive numerical schemes, together with the asymptotic techniques in the companion article [2] , shall form a useful toolkit for Bayesian-region construction in practical experimental settings where the dimension of the problem and data sample size are at least moderately large.
Following Appendix A in [2] , we write the numerator of ∆ R (r r r) as g(r r r) = dt 2πi
e −it log (λL max ) t − iǫ The t integrals can be handled in exactly the same manner depicted in Appendix A of [2] , which leads to the final answer.
which also contains one global maximum. Setting its first-order derivative to zero gives
) and a negative second-order derivative , then s will decrease monotonically. These two threshold values (one for s and one for c) coincide with the common value λ crit = e −1/2 ≈ 0.6065.
