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Abstract 
How can we organize voluminous amount of news articles to facilitate better search options and 
analysis? We propose the use of natural language processing techniques, specifically information 
extraction and sentiment analysis, to allow easier data analysis on news articles and editorials.  The 
proposed technique was tested on news documents written in Filipino.  Grammar-based rules were 
formulated to extract pertinent information from the articles, and were automated through 
bootstrapping. The extracted information include the Filipino equivalent of the 5W user requirement 
proposed by  Das et al. (2012) that answers the questions who, what, when, where, and why. 
Subsequently, the articles related through the 5Ws were analyzed based on their sentiment. Both 
information extraction and sentiment analysis were done at the article level. Collective results were 
presented visually. In designing the user interface, we considered (1) how the user would be able to 
find the articles he is looking for, (2) how he will immediately see the important points in the articles, 
as well as (3) the presenting the sentiment present in each articles and in the selected articles as a 
whole. To evaluate the performance of the information extraction and sentiment analysis, a gold 
standard was built to which the machine’s output was compared. The visualization system was 
also subjectively rated according to usability. 
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1 INTRODUCTION 
Both the government and its people greatly value information on state affairs as well as the opinion of 
other people in that regard. With the presence of internet, a medium to express and broadcast opinion 
was presented to the people. This includes blogs, social networks, and websites, which allow the 
involvement of different people across the society. With a huge number of political news and 
commentaries and its sources, it becomes unmanageable for one to hear all the sentiments of the 
people and for the general public to be informed of what is happening and what others say. There has 
to be a mode to combine numerous data sources in a way that it would be effortless, in a "read less, 
know more" method, for individuals to analyze information.  
The purpose of this paper is to present the effectiveness, relevance and success of sentiment analysis 
efforts on Filipino political editorials in an attempt to formulate rules that will facilitate the extraction 
of sino (who), ano (what), kailan (when), saan (where), and bakit (why) features, Tagalog 5Ws. These 
are also the key topics of interest in political discussions. Furthermore, textual features in the corpus 
were identified to be used during the sentiment analysis. Conclusions from results suggests that the 
5W technique can be used to extract valuable information from political editorials which is made more 
effective through visual representation with the use of color-coded flags per article, green indicating 
positive and red indicating negative sentiments. Moreover, bar graphs were also used to illustrate the 
overall sentiment summary of the articles satisfying the 5W query.  
 
2 RELATED WORKS 
As the amount of opinions and arguments in news editorials are constantly increasing, it has been a 
challenging task to perform data analytics considering the volume of news editorials and the 
abundance of information surrounding it. News editorials have been rich sources in the advent of 
particular events. Its huge collection of textual information poses a need to structurally mine a wide 
array of unstructured data and moreover, a need to summarize through an effective visualization. (Bal, 
2014) Thus, the purpose of this research was to facilitate easier data manipulation and analysis by 
performing information extraction and sentiment analysis using Filipino news articles and editorials. 
This was based from the application of concepts from a number of closely related disciplines namely 
Information Extraction, Sentiment Analysis and Result Visualization.  
To be able to manipulate vast amounts of unstructured data effectively, efficient and accurate methods 
to derive information directly from text is required. Information Extraction is the creation and 
manipulation of relations extracted in performing text structuring. Several supporting technologies are 
utilized in the field of information extraction which can perform simple functions (such as information 
retrieval) down to high complex machine learning algorithms. Some of the best known information 
retrieval methods are based from vector space model used in Smart System and based from 
probabilistic model In Query System. WordNet, developed at Princeton University, is also commonly 
used in information extraction as this serves as a large lexical database useful in grouping nouns, 
verbs, adverbs, and adjectives. Machine learning systems are characterized by the ability to identify 
known properties of data. Examples of these are Support Vector Machines (SVM) and Artificial 
Neural Networks (ANN) which uses external text data to optimize the weights and structure of nodes 
against new samples of words or phrases (Small & Medsker, 2014) Information extraction may either 
be statistical-based, rule-based or a combination of both. One approach using statistical computation is 
through employing Partially-supervised Word Alignment Model (PSWAM) similar to the work of K. 
Liu, Xu, Liu, and Zhao (2013). Meanwhile, the study of W. El-Kass, Gangnon, and Iglweski (2015) 
uses a rule-based approach in creating an algorithm that determines the accuracy of the F-Score or 
harmonic mean of the precision and recall for information extraction results given a training set.    
Sentiment Analysis is one of the most active areas in natural language processing that adds value to 
information extraction as this is the means to analyze people’s opinions, sentiments, evaluations, 
attitudes, and emotions from written language. The sentiment analysis of text means assigning 
measure on how positive, neutral or negative the text is. Several sentiment analysis systems have been 
built in attempting to quantify opinion from reviews and news. Augusyniak, Syzmanski, et. al. 
performed sentiment analysis of Amazon reviews. They used a lexicon-based approach in their 
comprehensive study by creating a set of sentiment markers and extending it to the use of advanced 
language tools like WordNet.  This approach is also called dictionary-based. This study yielded results 
that was able to process data 3-5 times faster using lexicon generation based than the supervised 
approach (2015). Lee, Pang, and Vaithyanathan also performed sentiment analysis on movie review 
data from an internet movie database. They used machine learning based approached using three 
machine learning methods namely Navie Bayes, Maximum Entropy, and Support Vector Machine, in 
classifying documents as positive or negative, not by title but by overall sentiment (2014). The lexicon 
–based approach assumes that sentiment is related to a presence of certain words of phrases in the 
document. The annotation can be performed in different forms such as majority voting, averaging, and 
thresholding or through count. Meanwhile, machine learning approaches are said to be limited towards 
high dimensionality of text data sets. 
With a bulk of sources containing voluminous text expressing sentiments, the act of finding, 
analyzing, and monitoring these data is arduous. But with visualization, users can be able to easily 
grasp important information if these data is presented reasonably. Visualization is a way to present the 
data overview of the results the potentially huge amount of relevant publications convey through the 
use of graphical shapes such as charts, gauges, heat maps, histograms, pies, etc. Visualization enables 
users to be highlight on trends, patterns, and correlations that are hard to notice from raw data. (El-
Kass, 2015 ) There are several works done to effective visualize sentiment analysis results. S. Liu et 
al. (2013) represented sentiments in a river graph making use of layering and color gradient properties 
to show the polarity of sentiment.  
 
Figure 1. River Graph Visualization adapted from S. Liu, et. al 
Another representation was created by M. Torkildson, et al. (2014) using stacked area charts for easy 
comparison of values, facilitated by colored bands to determine high emotion frequency. This 
visualization used tweets as raw data in analyzing sentiment towards Gulf Oil-spill crisis.  The 
application of information extraction, sentiment analysis, and visualization has altogether aided in the 
development of a methodological approach which involves a cognitive effort in filtering excessive 
useless data in order to deliver useful information. More than just delivery of information, such can 
also influence activities and decision making in areas such as finance, government, and potentially 
other industries.  Li, Xie, Chen, et al. brought about the importance of mapping word patterns of price 
movements as they conducted a research on sentiment analysis surrounding financial news articles. 
This data was chosen as it was believed to have impact on stock price return. This research used a 
Harvard psychological dictionary and Loughran-McDonald financial sentiment dictionary to construct 
a sentiment space. Their study resulted to a model that allowed prediction accuracy and performance 
classification across different market levels (2014). 
Similar research such as that of Ngo and Cheng (2011) involving sentiment analysis used English 
articles in scope allowed users to browse on opinions based on political icons and related issues on the 
matter. The information was accompanied by a representation that allowed users to hastily recognize 
the democracy upon giving focus on the sentiments of the citizens with information extraction, 
sentiment analysis and the development of a result visualization. Modifiers and clausal sentiments 
were displayed in three different colors. Red vertex implied a negative sentiment, green connoted a 
positive sentiment while a white vertex is a neutral sentiment. This allowed policy makers a platform 
to efficiently look over the opinion and responses of the citizens, voters, protesters, campaign workers, 
community activists, party members, and political spectators on political issues.  
 
Figure 2. Vertex Graph Visualization adapted from Ngo and Cheng  
 
3 INFORMATION EXTRACTION, SENTIMENT ANALYSIS AND 
VISUALIZATION 
Our system is focused on being able to extract important points in each article and identify the 
sentiment expressed in the Filipino text. A corpus of news articles written in Filipino was gathered and 
annotated. The elements of who (sino), what (ano), when (kailan), where (saan), and why (bakit) were 
extracted in each article. Each article was also classified as expressing either positive or negative 
sentiment. The results of the extracted information and sentiment classification were evaluated, 
aggregated, and presented visually in a software. Figure 1 presents the overall system architecture. 
 
Figure 3. System Architecture. 
3.1 The Corpus  
We used the corpus of Regalado et al. (2013), which includes articles from Philippine Star's online 
portal1. The data encompasses news articles under the categories Bansa (or National news) and 
Opinyon (or Opinionated articles). The articles were from 2001 until 2012. All articles under the said 
categories were extracted together with the article's title, author, date of publication, and online portal 
link.  
800 articles were randomly selected from the corpus. A fourth of which was manually annotated by 3 
annotators to build the gold standard corpus for information extraction. In each of the 200 editorial 
articles, annotators were asked to provide the answer to the following questions: 
• “ano?” (what the article is about),  
• “sino?" (who is being talked about),  
• “kailan?" (when the topic of the article took place),  
• “saan?” (where the topic of the article took place) 
• “bakit?" (why the topic of article happened).  
The annotators were instructed to lift the answers verbatim from the article and that they should not 
rephrase, reword, nor concatenate two separate phrases from the article. This requirement is needed as 
the program will be extracting the 5Ws verbatim from the articles.  It was also noted that all the 5Ws 
might not be present in an article. Sample annotated articles were provided to serve as guide for the 
annotators. 
For sentiment analysis annotation, the 3 annotators asked to determine whether each article expresses 
positive sentiment, negative sentiment, or neither (neutral). Annotators were also given sample 
sentiment-labeled articles as guide. 
The annotation process took 3 months and a half to finish. Table 1 shows the inter-annotator 
agreement. 
 Information	Extraction	 	 Sentiment	Classification	Extracted	Information	 Kappa	 	 Sentiment	 Kappa	Who	 0.2465	 	 Positive	 0.2847	What	 0.0549	 	 Negative	 0.28	When	 0.6871	 	 Neutral	 0.1107	Where	 0.5651	 	 	 	Why	 0.0682	 	 	 	
Table 1: Inter-Annotator Agreement. 
There was slight agreement in the annotation for what and why feature with kappa statistic of 0.0549 
and 0.0682 respectively, fair agreement in who feature with a kappa statistic of 0.2465, moderate 
agreement in where feature with a kappa statistic of 0.5651, and substantial agreement for when 
feature signified by a kappa statistic of 0.6871. The lowest kappa statistic computed was for the what 
feature and the highest was for the where feature. 
For sentiment analysis data set, the overall agreement was only fair with a kappa of 0.2255. The 
breakdown per sentiment classification is in Table 1. The table shows that annotators poorly agree in 
all classification especially in the case of neutral instances upon getting a kappa of only 0.1107. The 
kappa computed for positive and negative sentiment is also not acceptable with value of 0.2847 and 
0.28 respectively. 
                                            
1 http://www.philstar.com 
3.2 Data Processing  
3.2.1 5W Extraction  
To facilitate the extraction of the 5Ws, a bootstrapping program was developed that is guided by rules.  
Examples of these rules are presented in Table 2. The rules consist of starting markers with 
corresponding delimiter. 
 Starting	Marker	 Feature	Extracted	 Delimiter	 Approximate	English	Equivalent	 Example	ang	 <what>	 and,	ay	 The/A	<what>	and/is/are/was/were	 The	election	scandal	was	mga	 <what>	 .(period)	 many	<what>	.	 many	corruption	charges.	si	 <who>	 ,(comma),	at,	sa	 There	is	no	English	equivalent	for	si,	which	is	an	article	that	refers	to	a		
person.	
	
mula	 <when>	 .(period)	 from	<when>.	 from	May	to	September.		nuong	 <when>	 ,(comma),	.(period)	 during	<when>.	 during	the	election.		sa	 <where>	 .(period),	na,	noong,	sa	 at	<where>.	 at	the	voting	precincts		dahil	 <why>	 .(period)	 because	of	<why>.	 because	of	the	delay.	para	 <why>	 .(period),	at	 so	that	<why>.	 so	that	success	is	attained.		
Table 2: 5Ws feature extraction rules. 
The rules for the who feature were based on the Filipino language element called pantukoy, which is 
similar to an article in English. In Filipino, there are articles that refer specifically to people, such as 
si, sina, ni, nila.  
The markers for the what feature were based on observed words that appeared before and after the 
<what feature> phrases as seen in the gold standard. 
The presence of of words which denotes date and time were used to extract the when feature. These 
include names of months and days in a week. The named entities were combined with words that 
would serve as markers of the start and end of the date or time phrases. 
The words that usually precede the where feature were adverbs of place. These adverbs were used as 
starting markers, and they are usually followed by names of places.  
The words that commonly precede the why feature were based on the Filipino grammar element called 
pangatnig na pananhi or the cause conjunction in English (such as because, since, so). Each cause 
conjunction have a matching end marker. 
The software built extracts all possible candidates for each of the 5Ws.  To select among the candidate 
features, a weighing scheme was implemented.  The factors that affect the weighing scheme include 
the following: 
• Positions of the candidate. Those found in the first few sentences gets higher weight, followed by 
those found in the last sentence. Middle sentences have lowest weight. 
• Presence or absence in the title. Titles were found to contain topic keywords (Lin and Hovy, 
1997).  
• Presence of other candidate features as its substring.  In these cases, the candidate is assumed to 
have more details, thus its higher score. 
• In choosing the who element, the presence of proper nouns.  
• In choosing the why element, the frequency of the words in the article. If the candidate why 
element consists of words are frequently talked about within the article, then it gets higher score. 
• Thresholds for when, where, and why features. These thresholds were set to decide on the presence 
or absence of these feature in the article.  Compared to the who and what features, the when, where 
and why are not always present in the articles. 
 
3.2.2 Sentiment Classification  
In lexicon-based method for sentiment analysis, we need a list of Filipino words with their sentiment 
information.  Unfortunately, there is none for the Filipino language.  We built a Filipino sentiment-
oriented lexicon by translating existing lexicons for the English language.  We used the AFINN word 
list (Nielsen, 2011) and the word list output of the phrase-level sentiment analysis of (Wilson et al., 
2005). Table 3 shows the contents of each lexicon, based on the number of positive-, negative- and 
neutral-labelled terms. 
 Sentiment	Label		 AFINN	word	list	 phrase-level	sentiment	word	list	Positive	 776	 1222	Negative	 1436	 2589	Neutral	 1	 166	Total:	 2213	 3977	
Table 3: Word count tally per lexicon. 
Both lexicons were combined, with duplicates removed.  Then the words were translated to Filipino 
using Google Translate. The resulting translated Filipino sentiment-oriented lexicon has 5577 words,  
consisting of 1778 positive words, 3641 negative words, and 158 neutral words.  In determining the 
sentiment of an article, the presence and absence of an sentiment word is checked. The number of 
positive words, neutral words, and negative words per article is tallied. The sentiment with highest 
count will be the sentiment of the article. In cases were positive count is equal to the negative count, 
the article is labelled as neutral. Upon implementing this approach, it was found that only a small 
percentage of the words present in the lexicon were actually present in the articles. Only 406 positive, 
625 negative, and 51 neutral words in the lexicon were used during the sentiment analysis process. 
In machine learning-based approach, tf.idf weighing was performed to come up with the best bag of 
words representation of the articles. We experimented on the top 30%, 40%, 50%, 60%, and 70% 
result of the tf.idf weighing.  The presence of these words in the article was used as classification 
features, as well as the number of positive words, and the number of negative words in the article. 
Naive Bayes and Support Vector Machine (SVM) algorithms were then used to build a classification 
model. In training the model, 10-fold cross validation and percentage split was done. In percentage 
split, 50% of the data set was used for training, while 50% for testing. 
3.2.3 Aggregation of Results  
The results of the information extraction and sentiment analysis were aggregated as preparation for the 
visualization procedure. The features that were extracted were pruned retaining the 5W features. In 
order to identify these features, condensation was implemented. According to Mani (2001), when 
condensation is included as one of the goals of information extraction procedure, information 
extraction will serve as a summarizer as well. Summarization may be in the form of extraction or 
abstraction. In extraction, topic sentence is identified either at the initial, middle, or final position in 
the text. This is the simplest approach to summarization where in the output is a copied text from the 
source. As compared to abstraction which is a higher form of condensation which produces enriched 
summary that is not simply copied from the initial text  (Hahn &  Mani,2000). 
Extraction was implemented as a form of text. Significant features that were retained were chosen 
syntactically based from the source editorial. As observed in the corpus, features that were retained 
can most likely be found in the first three sentences of the text. 
Furthermore, the sentiment polarity of features was inherited from the overall classification of an 
article to which it exists. A simple tally of positive and negative sentiment labels held by chosen 




















Figure 4: Information extraction and sentiment analysis result visualization. 
3.3 Visualization  
Figure 2 presents the visualization of the aggregated results.  The interface has the following elements: 
1. Querying panel.  Found on the left-side of the screen, the condensed 5Ws extracted from the 
corpus is the user’s way to find the articles of interest. The sample in Figure 2 shows that 
Estrada (a former Philippine president) was the selected who feature.  Multiple 5W features 
may be used to perform more specific searches on the corpus.  For instance, we may choose 
the who feature as Estrada and the why feature as bintang na kurupsyon (corruption charges), 
intending to looking for articles talking about the corruption allegations against former 
President Estrada. 
2. Query Results panel.  Found on the middle panel, articles satisfying the 5W query are listed.  
Figure 2 shows the 6 articles that were found about Estrada.  
3. Summary of each articles.  On the right-most panel, the 5Ws extracted from the resulting 
articles as also shown.  Considering that each article may be long, listing the 5Ws is a way to 
highlight the important information in each article. 
4. Article sentiment.  To visually label an article’s sentiment, flags are placed beside every 
article title. A green flag indicates that an article is expressing positive sentiment, while a red 
flag indicates negative sentiment expression. In the sample given, 2 articles express positive 
sentiment, while 4 express negative sentiment. 
5. Overall sentiment.  The bar chart seen on left panel, shows the aggregated sentiment of all the 
articles satisfying the 5W query.  This information that may useful in analysing the articles. 
 
4 RESULTS AND EVALUATION 
Unfortunately, the rule-based 5W extraction yielded below acceptable results. There were only 5.88% 
correct extractions of what feature. For who features, 6.06% were correctly extracted. On the other 
hand, only 19.51% of where features were correctly extracted. The machine performed averagely in 
identifying the why feature, yielding a correctness of 50%. When feature extraction got the highest 
percentage of 84.39%.   Though the results are below acceptable, most of the extractions were 
partially correct.    An extracted feature may be over-extracted, where the extracted data contained 
extra words).  Some are under-extracted, where the extracted data is missing some words. 
 
	 LEXICON	-	BASED	 MACHINE	LEARNING	-	BASED	











(STS)	With	Neutral		 0.5595	 0.4234	 0.4821	 0.4556	 SMO	 0.255	 59.58%	 0.2685	 61.39%	NB	 0.3615	 65%	 0.3398	 64.72%	Without	Neutral		 0.6493	 0.3595	 0.4628	 0.61	 SMO	 0.4206	 80.62%	 0.3362	 79.35%	NB	 0.4576	 80.98%	 0.3507	 79.35%	Balanced		 0.6361	 0.6151	 0.6254	 0.8771	 SMO	 0.3165	 65.83%	 0.3116	 65.47%	NB	 0.4101	 70.50%	 0.4769	 74.1%	
Table 4: Summary of lexicon-based and machine learning-based sentiment classification results. 
In table 4, techniques used to classify the sentiment in the articles are compared. Results show that 
using Naive Bayes algorithm in the machine learning-based approach performed better than lexicon-
based approach on imbalanced data sets with negative instances outnumbering positive instances. In 
the said case, machine learning-based approach was able to train well on negative instances that 
allowed it to perform classification with an accuracy of 80.98%, as compared to the 61% accuracy of 
the lexicon-based approach. The lexicon used in this research needs to be improved with more 
commonly used words and be populated with more relevant negative words to perform better in a 
large-scale of data. Nonetheless, the lexicon-based approach has its own strength as it was able to 
perform better on a small balanced data set with only 278 instances with an accuracy of 87.71%, 
which is higher than the 70.5% accuracy of the machine learning approach that requires a bigger 
number of training set. 
The evaluation conducted for the visualization focused on aesthetics and usability. These aspects were 
rated from 1 to 5 (highest). The 10 raters were also given an opportunity to express other comments. 
The resulting average of the scores are presented in Table 5. It can be observed that elements related to 
core functions got an acceptable average score of 3.9 to 4.2. The feature allowing users to query 
through a combination of the 5Ws, scored an average of 3.9. The resulting list of articles got an 
average score of 3.9. The presentation of the articles’ summary through 5Ws received a 4.1 average.  
The sentiment flags labelling the sentiment of each article in the list scored 4.2. The aggregated article 
sentiment presented in a bar graph got a score of 4. The results show that users found the visualization 
elements appropriate in representing the results of information extraction and sentiment analysis tasks. 
The lowest scores are attributed to the user interface and layout, with only an average of 3.2 and 3.4, 
respectively. These aspects cover the colors used, placement of the visualization elements, and 
utilization of space. The usability aspects were rated high. Testers found the system easy to use (score 
of 4.1) and easy to understand (score of 3.9). Consequently, the score of the overall user experience is 
3.8. 
The testers find the visualization to be effective in showing the articles they are interested in. 
However, 3 of the users believe that the extracted 5Ws can be further improved. Moreover, all the 
users found the sentiment labelling of each article, as well as the overall sentiment, useful. They too 
believe that the system is useful in political predictions, in getting the sentiment of people towards a 
personality over a time frame, and in researching and investigating topics from the past. Generally, the 
users find the system useful in marketing, politics, research and education, and media. One of the 
testers also recommended that the work also be applied in the field of healthcare. 
 
Visualization Aspect Average Score (5 being highest) 
  




Flow between functions 3.7 
  
Querying using the 5Ws 3.9 
  
Overall sentiment bar graph 4 
  
Article list 3.9 
  
Article summary through 5W  4.1 
  
Sentiment  flags 4.2 
  
  
System ease of use 4.1 
  
Intuitiveness of output 3.9 
  
User experience 3.8 
  
Table 5: Visualization subjective evaluation results. 
5 CONCLUSIONS AND RECOMMENDATIONS 
The data used in this research consisted of articles written in Filipino, under “opinion” section of a 
major Philippine broadsheet.  These articles cover topics on politics, business, crime, sports and even 
celebrities.  While the articles are written in Filipino, the method employed in this research may be 
adapted for other languages.  The formulated 5W feature extraction rules may be translated to another 
languages’ grammar, by identifying the markers or limiters for each 5W user requirement. For the 
lexicon-based sentiment analysis, a sentiment lexicon may also be created for another language using 
machine translation.    
We note that inter-annotator agreement is low for both sentiment and 5W user requirement annotation.  
This may be attributed to (1) poor annotation guidelines, and (2) wide topic coverage of corpus.  A 
review of the causes of disagreements has to be done, so the annotation guidelines may be improved, 
which hopefully will improve the inter-annotator agreement. The articles may also be further 
segregated into specific domains, allowing for experts to perform the annotation.  It is possible that the 
5W feature extraction rules, and the features used in sentiment and 5W classification may differ across 
domains.  
The information extraction approach employed in this research may be further tested with the presence 
of more comprehensive gold standard for each of the Filipino 5W user requirement. This standard 
should consists of a significant number of each of the 5W instances, to test the set of rules created in 
congruence with the true negative instances that test the weights and threshold set. The set of 
extraction rules formulated may be further extended and refined to improve the article feature 
extraction performance.  Prior to actual extraction of the 5Ws, text summarization may be performed 
to shorten the article and limit the candidate identification to the most significant elements of the 
article.  An extended study on weights and threshold may also be done to improve the selection among 
the candidate texts for feature identification.  
A major problem in the sentiment analysis procedures was the data set used in the experiments. 
Additionally, the editorial corpus used consists mostly of negative instances. The testing of the 
performance of sentiment analysis in classifying positive instances was therefore limited to 139 
positive instances alone. Inclusion of more articles expressing positive opinion will allow the machine 
learning-based approach to train better not only in negative instances, but also in positive instances. To 
improve the quality of the sentiment classifier model built, looking into different feature set or features 
to be included in the current set will help. The use of extracted article features may be further extended 
and be utilized as features in sentiment analysis employing Support Vector Machine algorithm. Other 
algorithms that may work well with the said features may also be experimented. For the improvement 
of lexicon-based approach, adding more commonly used words, especially negative words, needs to be 
done. A study to achieve an effective balance between positive and negative words present in the 
lexicon may be explored. This is to avoid classifying most articles to express positive sentiment. 
Including the top results of tf.idf weighing will improve the comprehensiveness of the lexicon. 
Filtering the words highly associated to a particular domain, such politics (which the dominant topic in 
the dataset), will give focus on capturing the polarity of important opinion words in domain specific 
articles. Consequently, the words to be included are to be labelled with a corresponding sentiment 
polarity. An experiment on the effect of the inclusion of extracted article features in the lexicon may 
also be done. This additional step in building the lexicon will require polarity identification over the 
extracted features. We ignored negation handling (e.g., not good) in this research. It is important to 
look into the sentiment shifters (e.g., not, never, very), which cause sentiment orientation change. 
A more focused study on user experience may also be done to come up with a way of presenting the 
output with increased intuitiveness. Example of the said suggestion is having the resulting Filipino 5W 
user requirements highlighted within the body of an article, instead of being listed beside the article. 
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