BRANCH AND BOUND ALGORITHM 2 FOR TSP WITH ANY COST MATRIX
In the first column published in the March/April, 2003 issue, a branch and bound algorithm that involves generating nodes that represent partial tours with constraints was presented and implemented. The computational cost as well as the memory overhead required to generate each node was shown to be significant. Furthermore, the algorithm assumes that the cost matrix that specifies the cost of traveling from one city to another is symmetric. All of these problems are overcome using the algorithm to be presented and implemented in this column. An alternative branch-and-bound that works for a cost matrix of any type (no requirement that it be symmetric as is the case for the first algorithm) is based on the following:
At the first level in the tree a node representing the partial tour 1 is constructed. At the next level, nodes representing the partial tours The algorithm proceeds by starting with a root node (level 1) and a partial tour of [1] . Then all the nodes at level 2 are generated. For each of these nodes a lower bound is computed (details to be shown below). The node with the smallest lower bound is used to generate nodes at level 3. After the lower bounds for each of these nodes are computed, level four nodes are generated from the level 3 node with smallest lower bound. This process of rapid descent down the tree continues until nodes that represent full tours at level n are produced. The lowest cost node at level n is used to prune nodes as the depth-first algorithm backtracks up the tree and generates more nodes at the lowest level possible.
This algorithm tends to generate many more nodes than the first algorithm but at much lower cost per node. There are no constraints to compute for each node and no constraints to store in each node.
Let us examine the mechanism for computing a lower bound for each node in the tree described above. In any tour the length of an edge taken when leaving a city must be at least as large as the length of the shortest edge emanating from that city. This leads to a branch and bound algorithm as shown with the example that follows.
Consider a 5 city problem with cost matrix as follows (this example is taken from the book Foundations of Algorithms by Neapolitan and Naimipour, Heath, 1996): = 7 City 3: minimum(4, 5, 7, 16) = 4 City 4: minimum(11, 7, 9, 2) = 2 City 5: minimum(18, 7, 17, 4) = 4
The lower bound is the sum of these minimums which equals 21. Suppose we consider the process for another more complex node, say the node that represents the partial tour [1, 2, 3].
City 1:
14 (the tour contains 1 -> 2) City 2: 7 (the tour contains 2 -> 3) City 3: minimum(7, 16) 7 (cannot touch nodes already on the tour) City 4: minimum(11, 2) 2 (cannot touch nodes already on the tour) City 5: minimum(18, 4) 4 (cannot touch nodes already on the tour)
The lower bound is therefore 34. It should be clear from this example that the cost of computing each lower bound is quite low. Furthermore the storage required in each node is minimal compared to the BRANCH AND BOUND ALGORITHM 2 FOR TSP WITH ANY COST MATRIX VOL. 2, NO. 3 JOURNAL OF OBJECT TECHNOLOGY 67 storage required using the constrained tour approach presented in the previous column. This offers the hope of generating significantly more nodes per unit time.
A key issue in implementing the branch and bound algorithm outlined above is how to represent the tree structure. Since at a given level nodes may be ranked by their computed lower bound, a priority queue may be used to hold the tree structure. Using such a priority queue, the algorithm may be formulated as follows: J OURNAL OF OBJECT TECHNOLOGY V OL. 2, NO. 3
IMPLEMENTATION
In searching among the huge number of classes provided in the Java API, there is no class priority queue class. But there is a standard Java collection class that is close in behavior -class TreeSet. This collection class orders its elements (which must implement the interface Comparable) based on the definition of the compareTo method. It is in this method that we encapsulate the rules given above for the priority queue. Listing 1 presents the details of this method compareTo (in class Node). Each of the rules stated above are included in this compareTo method. When nodes are added to a TreeSet, they will be ordered according to the logic given above.
The entire class Node is presented in Listing 2. An examination of the field structure of this class reveals how much lighter it is than the corresponding class Node in the previous implementation.
Class TSP, in Listing 3, implements the algorithm presented earlier.
Methods read and write support object persistence. This allows a computation session to be ended and the state of the system preserved on disk in a file OnGoing.data. When the next session begins this data file may be used to restore the state of the system to where it last was when the previous session ended. Java's object persistence through serializability is used to accomplish this. The details are shown in Listing 3. 
Listing 3 -Class TSP

