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Abstract
Nichols algebras naturally appear in the classification of finite di-
mensional pointed Hopf algebras. Assuming only that the base field
has characteristic zero several new finite dimensional rank 2 Nichols
algebras of diagonal type are listed. Each of them is described in
terms of generators and relations. A Poincare´–Birkhoff–Witt basis of
all of these Nichols algebras is given and their dimension is computed.
Together with the continuation of this paper this gives an answer to
a question of Andruskiewitsch.
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MSC2000: 17B37, 16W35
1 Introduction
Nichols algebras are currently studied intensively as part of Hopf algebra
theory, see e. g. [15], [4], [3], [11], [12], [6], [18], [2] and the references therein.
They can also be seen as a generalization of exterior algebras [19]. One of
the most remarkable property of Nichols algebras is their relation to root
systems of semisimple Lie algebras [5].
∗email: Istvan.Heckenberger@math.uni-leipzig.de
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The classification of finite dimensional Hopf algebras is one of the oldest
problems of Hopf algebra theory. As part of it also pointed Hopf algebras are
studied. In their pioneering work [4] N. Andruskiewitsch and H.-J. Schneider
propose an elegant method to carry out a classification for this special class of
Hopf algebras. The method consists of several steps. It relies on the fact that
to any pointed Hopf algebra H one can associate a graded Hopf algebra grH
corresponding to the coradical filtration of H. Further, it is known that grH
is isomorphic to the Radford biproduct R#kG of a braided Hopf algebra R
and the group algebra kG (which is the coradical of H) where G is the group
of group-like elements of H. Thus first one has to determine all possible pairs
(R,G) and then one has to construct all Hopf algebras (the so called liftings)
such that the corresponding graded Hopf algebra is R#kG. Usually R is a
Nichols algebra, i. e. it is generated by the vector space V of its (twisted)
primitive elements. The space V turns out to be a Yetter–Drinfel’d module
which determines the Nichols algebra R (which is then denoted by B(V ))
uniquely. There exists an explicit description of B(V ) by Schauenburg [16]
in terms of V and G. Nichols algebras appeared in this form also as quantized
exterior algebras of Woronowicz in [19].
If the action and coaction of kG on V are simultaneously diagonalizable
then V is said to be of diagonal type. Currently there exist several classifi-
cation results in this case which tell that under some assumptions on G all
Yetter–Drinfel’d modules are related to symmetrizable Cartan matrices of
finite type. Further there exists a list of examples which do not fit into the
above classification scheme [6]. Andruskiewitsch stated in [1] the following
question.
Question 5.40. Given a braided vector space V of diagonal type and di-
mension 2, decide when B(V ) is finite dimensional. If so, compute dimB(V ),
and give a “nice” presentation by generators and relations.
The aim of the present paper is to give a complete answer to Question
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5.40 of Andruskiewitsch. In the first part examples of rank 2 Nichols algebras
B(V ) are listed. All of them are related to one of 22 different full binary
trees. From these trees one can also read off a generating set of relations
and a Poincare´–Birkhoff–Witt basis of B(V ). This allows the computation
of the dimension of B(V ). In the continuation of this paper the first part of
Question 5.40 will be addressed.
Our main goal is to describe rank 2 Nichols algebras with help of full
binary trees. The latter can be considered as analogues of the root system
of a rank 2 semisimple Lie algebra. Indeed, if the braiding of V is of Cartan
type, then the set N2(T ) of those nodes of the full binary tree T which have
two children corresponds to the set of nonsimple positive roots of the Lie
algebra. In general, the edges of T and the set of nodes having no children
correspond to relations of the Nichols algebra.
The list of (all known and) new examples is contained in Theorem 4.
Their construction uses several ideas. The computational part needs heavily
the fact that there exists an action of B(V ∗)#kG on B(V ), see Lemma 1 and
Corollary 2. This already seems to be known and there exist various forms
of it in the literature, usually as some bilinear pairing [14] or as quantum
differential operators [10]. The theoretical part is based on the one side
on an old result of Stern [17] on some special sequences of pairs of integer
numbers. This theory is part of graph theory and is contained also in the
modern literature [7]. An adapted version of it is described in Section 3.1.
On the other hand deep results of Kharchenko [12] on the structure of general
Nichols algebras are used. They say that any Nichols algebra of rank n has
a Poincare´–Birkhoff–Witt basis which corresponds to a subset of all Lyndon
words of an alphabet with n letters. Further Kharchenko also proves very
strong restrictions on the generating set of relations of the Nichols algebra.
Finally, using the special situation when V has rank two one can relate full
binary trees T and Nichols algebras B(V ) such that nodes of T correspond
to PBW generators and relations of B(V ). This is done in Section 4.1. In
order to check correlations between T and V one still has to perform tedious
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computations but in advantage one can eventually avoid the use of computer
algebra programs.
If not stated otherwise the definitions and notation follow [4]. Throughout
this paper k denotes a field of characteristic zero and tensor products ⊗ are
taken over this field. For Hopf algebras the coproduct and the antipode are
denoted by ∆ and κ, respectively. We use the Sweedler notation ∆(a) =
a(1) ⊗ a(2) for elements a of a Hopf algebra. The set of natural numbers not
including 0 is denoted by N and we write N0 = N ∪ {0}.
The author wants to thank A. Joseph and S. Ufer for stimulating discus-
sions and N. Andruskiewitsch and M. Gran˜a for helpful remarks.
2 Nichols algebras
2.1 The dual of a Nichols algebra
Suppose that k is a field of characteristic zero, G an abelian group, and
V ∈ kGkGYD a finite dimensional Yetter–Drinfel’d module with completely
reducible kG-action. Let δ : V → kG ⊗ V and . : kG ⊗ V → V denote
the left coaction and left action of kG on V , respectively. If G is finite
and k is algebraically closed then the condition on complete reducibility is
automatically fulfilled. Anyway, in such a case the braiding σ ∈ Endk(V ⊗V )
of V where
σ(v ⊗ w) =(v(−1).w)⊗ v(0), σ
−1(v ⊗ w) =w(0) ⊗ (κ
−1(w(−1)).v),
and δ(v) = v(−1)⊗ v(0) for v ∈ V , is called of diagonal type. Let B(V ) denote
the Nichols algebra generated by V . More precisely, as proved in [16] and
noted in [6, Prop. 2.11],
B(V ) = k ⊕ V ⊕
∞⊕
m=2
V ⊗m/ kerSm
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where Sm ∈ Endk(V
⊗m), S1,j ∈ Endk(V
⊗j+1),
Sm =
m−1∏
j=1
(id⊗m−j−1 ⊗ S1,j),
S1,j = id + σ
−1
12 + σ
−1
12 σ
−1
23 + · · ·+ σ
−1
12 σ
−1
23 · · ·σ
−1
j,j+1
(in leg notation) for m ≥ 2 and j ∈ N0. Let B(V )
+ denote the unique
maximal ideal of B(V ).
Now we are going to give a slightly modified version (see Lemma 1) of
Lusztig’s bilinear form [14], cf. [6]. It is closely related to differential operators
on B(V ) defined in [11], [10] and [6].
Let V ∗ denote the Yetter–Drinfel’d module dual to V . More precisely, for
f ∈ V ∗ one has
(h.f)(v) = f(κ(h).v), f(0)(v)f(−1) = f(v(0))κ
−1(v(−1)) ∀v ∈ V, h ∈ kG,
where δ(f) = f(−1) ⊗ f(0). Note that there exists a linear map 〈·, ·〉 : V
∗ ×
B(V )→ B(V ) such that 〈f, 1〉 := 0 and
〈f, ρ〉 :=
∑
i
f(ai)ρi, where S1,m−1(ρ) =
∑
i
ai ⊗ ρi ∈ V ⊗ V
⊗m−1
for m > 0 and ρ ∈ V ⊗m. Since (f ⊗ id)σ−1(v ⊗ w) = (f(−1).v)f(0)(w) for all
v, w ∈ V and f ∈ V ∗ the map 〈·, ·〉 has the property
〈f, ρρ′〉 = 〈f, ρ〉ρ′ + (f(−1).ρ)〈f(0), ρ
′〉
for all f ∈ V ∗ and ρ, ρ′ ∈ B(V ). Note that ρ = 0 in B(V ) if and only if
〈f, ρ〉 = 0 for all f ∈ V ∗. Moreover, the mappings Di in [6] and [11] can be
considered as mappings 〈yi, ·〉 where {yi} is a canonical basis of V
∗ (see the
notation in Subsection 2.2).
Let B(V ∗)#kG denote the set B(V ∗)⊗ kG with the product
(f ′ ⊗ g′)(f ′′ ⊗ g′′) := f ′(g′.f ′′)⊗ g′g′′
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for all f ′, f ′′ ∈ B(V ∗) and g′, g′′ ∈ G. Then B(V ∗)#kG becomes a Hopf
algebra with coproduct
∆(f) = f ⊗ 1 + δ(f), ∆(g) = g ⊗ g, f ∈ V ∗, g ∈ G.
Lemma 1. There exists a unique bilinear map 〈·, ·〉 : (B(V ∗)#kG) ×
B(V )→ B(V ) satisfying 〈f, v〉 = f(v) for f ∈ V ∗, v ∈ V , and
〈f, ρρ′〉 = 〈f, ρ〉ρ′ + (f(−1).ρ)〈f(0), ρ
′〉, 〈g, ρ〉 = g.ρ,
〈h1h2, ρ〉 = 〈h1, 〈h2, ρ〉〉
for all f ∈ V ∗, g ∈ kG, h1, h2 ∈ B(V
∗)#kG, and ρ, ρ′ ∈ B(V ).
Since ∆(f) = f ⊗ 1 + δ(f) for f ∈ V and ∆(g) = g ⊗ g for g ∈ G the
following corollary is an immediate consequence of Lemma 1.
Corollary 2. For any f ∈ B(V ∗)#kG and ρ, ρ′ ∈ B(V ) the formula
〈f, ρρ′〉 = 〈f(1), ρ〉〈f(2), ρ
′〉 holds where ∆(f) = f(1) ⊗ f(2).
Proof of the Lemma. It is clear that the restriction of 〈·, ·〉 to
V ∗×B(V ) has to be the map 〈·, ·〉 introduced above. Therefore the uniqueness
assertion immediately follows. Further, equation
〈g.f, ρ〉 = g−1.〈f, g.ρ〉, g ∈ G, f ∈ V ∗, ρ ∈ B(V ),
implies that there exists at least a map 〈·, ·〉 : (
⊕∞
m=0 V
⊗m#kG) × B(V ) →
B(V ) satisfying the above equations.
For 1 ≤ l ≤ m there exist linear maps Sl,m−l ∈ Endk(V
⊗m) such that∏l
j=1(id
⊗l−j ⊗ S1,m−l+j−1) = (Sl ⊗ id
⊗m−l)Sl,m−l. Thus for l, m ∈ N0, l ≤ m,
fi ∈ V
∗, 1 ≤ i ≤ l, and ρ ∈ V ⊗m one has
〈f1, 〈f2, · · · 〈fl, ρ〉〉〉 = (fl ⊗ fl−1 ⊗ · · · f1 ⊗ id
m−l)((Sl ⊗ id
m−l)Sl,m−l(ρ)).
Moreover, direct computation shows that (f ⊗ g)(σ−1(v ⊗ w)) = σ−1(g ⊗
f)(w ⊗ v) for f, g ∈ V ∗ and v, w ∈ V . Therefore 〈kerS∗l ,B(V )〉 = 0 where
S∗l ∈ Endk(V
∗⊗l) is defined analogously to Sl.
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2.2 Conventions
Let d ∈ N, gi ∈ kG for 1 ≤ i ≤ d, qij ∈ k for i, j ∈ {1, 2, . . . , d}, and
{xi | 1 ≤ i ≤ d} a basis of V such that
δ(xi) = gi ⊗ xi, gi.xj = qijxj .
Such a basis always exists and is called a canonical basis of V . Let {yi | 1 ≤
i ≤ d} denote the dual basis of V ∗. Then
δ(yi) = g
−1
i ⊗ yi, gi.yj = q
−1
ij yj, σ(yi ⊗ yj) = qijyj ⊗ yi.
Thus for diagonal braidings the linear map ι : V → V ∗, ι(xi) := yi for
1 ≤ i ≤ d, extends to an algebra isomorphism ι : B(V )→ B(V ∗).
Let {ei | 1 ≤ i ≤ d} denote a basis of the N0-module N
d
0. The tensor
algebra V ⊗ =
⊕∞
m=0 V
⊗m admits an Nd0-grading defined by deg xi := ei,
1 ≤ i ≤ d. The corresponding total degree totdeg is the N0-grading of V
⊗
defined by totdeg(xi) = 1 for 1 ≤ i ≤ d. Note that the linear maps 〈yi, ·〉,
1 ≤ i ≤ d, are Nd0-graded and hence the Nichols algebra B(V ) inherits the N
d
0-
and N0-grading of V
⊗. Let B(V )n, n ∈ N0, denote the set of homogeneous
elements of B(V ) of total degree n.
To a given Yetter–Drinfel’d module V as in this subsection there exist
a unique group homomorphism g : Zd → G and a unique bicharacter χ :
Zd × Zd → k satisfying g(ei) = gi and χ(ei, ej) = qij for i, j ∈ {1, 2, . . . , d}.
For notational convenience we will also write g(x) and χ(x′, x′′) instead of
g(deg x) and χ(deg x′, deg x′′) for homogeneous elements x, x′, x′′ ∈ V ⊗ and
x, x′, x′′ ∈ B(V ). Note that if there exist i, j such that qij 6= qji then the
bicharacter χ is not symmetric!
3 Rank 2 Nichols algebras
3.1 Types of Nichols algebras
For basic definitions in this section we refer to [7] and [13]. Recall that a
binary tree T is a (nonempty finite) tree such that each node has at most
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two children. One says that T is full if each node of T has exactly zero
or two children [7]. For examples see Appendix A. For the set of nodes of
a full binary tree T which have zero and two children, respectively, we use
the symbol N0(T ) and N2(T ), respectively. Let r(T ) or simply r denote the
root of the binary tree T . Further, we write N(T ) = N0(T ) ∪N2(T ) for the
set of all nodes of T . Let {‘L’, ‘R’} be a set with two elements and define
N¯2(T ) := N2(T ) ∪ {‘L’, ‘R’}, N¯(T ) := N(T ) ∪ {‘L’, ‘R’} (disjoint unions).
Definition 1. Let T be a full binary tree and a ∈ N(T ). A node
b ∈ N¯2(T ) is called the left godfather of a, denoted by b := a
L, if one of the
following conditions holds.
• a = r(T ) and b = ‘L’,
• a is the right child of b,
• a is the left child of its parent c and b is the left godfather of c.
Similarly one defines the right godfather aR of a by replacing everywhere left
by right and vice versa and setting rR := ‘R’. If a ∈ N2(T ) then let aL and
aR denote the left and right child of a, respectively.
Note that ·L and ·R are well defined maps from N(T ) to N¯2(T ) and any
a ∈ N(T ) is uniquely determined by aL and aR. Indeed, a ∈ N(T ), b = aL
implies that there is a subset {a1, a2, . . . , am} of N(T ) such that m ∈ N,
am = a, ai+1 is the left child of ai for all i > 0, and either a1 = bR or a1 = r,
b = ‘L’. Further, ai+1
R = ai for all i > 1 and a1
R /∈ {a1, a2, . . . , am}. Thus a
is uniquely determined by aL and aR.
We define functions ℓL, ℓR, ℓL, and ℓR : N(T ) → N recursively to denote
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lengths of certain branches of T . Set
ℓL(a) :=


ℓL(aL) + 1 if aLR = a,
1 else,
ℓL(a) :=


1 if a ∈ N0(T ),
ℓL(aL) + 1 else,
ℓR(a) :=


ℓR(aR) + 1 if aRL = a,
1 else,
ℓR(a) :=


1 if a ∈ N0(T ),
ℓR(aR) + 1 else.
Any full binary tree T can be identified with a subtree of the infinite
Stern–Brocot tree [8, pp. 116–117], see also [17]. This means that there
exists a map σT : N¯(T ) → Z × Z defined recursively by σT (‘L’) := (0, 1),
σT (‘R’) := (1, 0), and σT (a) := σT (a
L) + σT (a
R) for any a ∈ N(T ). Note
that σT (a) ∈ N × N for a ∈ N(T ) by the definition of ·
L and ·R and since
σT (r) = (1, 1). Thus the map Q : N¯(T )→ Q ∪ {+∞},
Q(a) :=


r/s if σT (a) = (r, s), s 6= 0,
+∞ if a = ‘R’,
and the total order < on Q induce an order <Q on N¯(T ) such that for all
a ∈ N(T ) the relations ‘L’ <Q a <Q ‘R’ hold. There is another natural map
|σT | : N¯(T )→ Z defined by |σT |(a) = r + s whenever σT (a) = (r, s). It will
be used mainly for inductive proofs.
Assertions (i)–(iii) of the following Lemma were proved e. g. in [8].
Lemma 3. Let T be a full binary tree and a, b ∈ N(T ).
(i) σT (a) = (r, s), σT (a
L) = (r1, s1), σT (a
R) = (r2, s2) ⇒ rs1 − r1s = r2s −
rs2 = r2s1 − r1s2 = 1.
(ii) The entries of σT (c), c ∈ N¯(T ), are relatively prime integers.
(iii) The map Q : N¯(T ) → Q ∪ {+∞} is injective and hence <Q is a total
order on N¯(T ).
(iv) aL <Q a <Q a
R.
(v) a <Q b, |σT |(a) < |σT |(b) + |σT |(b
L) ⇒ a ≤Q b
L.
(vi) a <Q b, |σT |(b) < |σT |(a) + |σT |(a
R) ⇒ aR ≤Q b.
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(vii) aL ∈ N(T ) ⇒ a <Q a
LR.
(viii) aR ∈ N(T ) ⇒ aRL <Q a.
(ix) a ∈ N(T ), b ∈ N¯(T ), |σT |(b) ≤ |σT |(a), a
L <Q b <Q a
R ⇒ b = a.
(x) If a, b ∈ N¯2(T ) such that a <Q b then there exists c ∈ N(T ) such that
a <Q c <Q b.
Proof. (i) We prove this by induction on |σT |(a). If a = r then σT (a) =
(1, 1) and the assertion holds. Otherwise let c ∈ N(T ) denote the parent
of a. If a is the left child of c then aR = c, aL = cL, and σT (c) = (r2, s2).
Since |σT |(c) < |σT |(a) equation σT (c
L) = (r1, s1) and induction hypothesis
give r2s1 − r1s2 = 1. Thus rs1 − r1s = (r1 + r2)s1 − r1(s1 + s2) = 1 and
r2s − rs2 = r2(s1 + s2) − (r1 + r2)s2 = r2s1 − r1s2 = 1. If a = cR then one
argues similarly.
(ii) This one gets from (i) using σT (‘L’) = (0, 1), σT (‘R’) = (1, 0).
(iv) This follows from (i) and the fact that σT (c) ∈ N× N for c ∈ N(T ).
(v) Suppose to the contrary that bL <Q a <Q b and |σT |(a) < |σT |(b) +
|σT |(b
L). If σT (a) = (r, s), σT (b) = (r2, s2), and σT (b
L) = (r1, s1) then
r2s1 − r1s2 = 1, rs1 − r1s ≥ 1 and r2s− rs2 ≥ 1. Therefore
(r2s)s1 ≥ (rs1)s2 + s1 ≥ r1ss2 + s2 + s1 ⇒ s1 + s2 ≤ s,
r2(rs1) ≥ r1(r2s) + r2 ≥ r1rs2 + r1 + r2 ⇒ r1 + r2 ≤ r.
This is a contradiction to r+s = |σT |(a) < |σT |(b)+|σT |(b
L) = r1+r2+s1+s2.
(vi) Use arguments as in (v).
(iii) If Q(a) = Q(b) then σT (a) = σT (b) by (ii). Now b
L <Q a, |σT |(b
L) <
|σT |(b) = |σT |(a), and (v) imply that b
L ≤Q a
L. By symmetry one gets
Q(aL) = Q(bL) and similarly Q(aR) = Q(bR). Thus using that aL and aR
determine a uniquely induction on |σT |(a) gives the assertion.
(vii) Again we use induction on |σT |(a). Note that a 6= r since a
L ∈ N(T ).
If a is the left child of its parent c then aL = cL and aR = c. By induction
hypothesis c <Q c
LR and hence (iv) implies that a <Q a
R = c <Q a
LR. If on
the other hand a is the right child of its parent c then one gets aL = c and
aR = cR. Thus by (iv) one obtains a <Q a
R = cR = aLR.
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(viii) The proof goes as for (vii).
(ix) Relation b <Q a
R and the converse of (vi) imply that b ≤Q a. Sim-
ilarly, aL <Q b and the converse of (v) yield that a ≤Q b. By (iii) one gets
a = b.
(x) Set c1 := aR and c2 := bL. Then a <Q c1 and c2 <Q b by (iv). If c1 = b
then a = bL = c2
L <Q c2 <Q c2
R = b again by (iv). In this case one can take
c = c2. Similarly if a = c2 then a = c1
L <Q c1 <Q c1
R = aR = b and one can
take c = c1. Suppose now that c1 6= b and c2 6= a. If |σT |(a) ≤ |σT |(b) then
using a <Q c2
R the converse of (vi) implies that a ≤Q c2. Since |σT |(c2) >
|σT |(a) one obtains a <Q c2 and hence one can set c := c2. Similarly one gets
c := c1 <Q b if |σT |(b) ≤ |σT |(a).
Suppose now that V is a Yetter–Drinfel’d module as in Section 2 with
d := dimk V = 2. Let {x1, x2} denote a canonical basis of V . Then for a full
binary tree T the following assignment defines a unique map τ0 : N¯(T )→ V
⊗.
• τ0(‘L’) := x2, τ0(‘R’) := x1.
• If a ∈ N(T ) then τ0(a) := τ0(a
R)τ0(a
L)− χ(τ0(a
R), τ0(a
L))τ0(a
L)τ0(a
R).
Note that one has deg(τ0(a)) = σT (a) for all a ∈ N¯(T ). To shorten notation
we will write χ(a, b) and g(a) instead of χ(τ0(a), τ0(b)) and g(τ0(a)), respec-
tively, for any a, b ∈ N¯(T ). Let τ : N¯(T )→ B(V ) denote the composition of
τ0 with the canonical map V
⊗ → B(V ).
Definition 2. Let n ∈ N0, T a full binary tree, V a Yetter–Drinfel’d
module as in Section 2 with dimk V = 2, and let B(V ) denote the correspond-
ing Nichols algebra. We say that B(V ) is of type T in degree n if there exists
a canonical basis {x1, x2} of V such that for all a ∈ N¯2(T ) with |σT |(a) ≤ n
the numbers χ(a, a) ∈ k are roots of unity but different from 1 and the sets
{ ∏
a∈N¯2(T )
τ(a)ia
∣∣∣ 0 ≤ ia < ordχ(a, a) ∀a ∈ N¯2(T ), ∑
a∈N¯2(T )
ia|σT |(a) ≤ m
}
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form a basis of the k vector spaces
⊕m
i=0 B(V )i, respectively. Here the ele-
ments of N¯2(T ) are ordered with respect to the order <Q. Further, we say
that B(V ) is of type T if B(V ) is of type T in degree n for all n ∈ N.
Note that B(V ) is of type T in degree 0 for any full binary tree T . Further,
if B(V ) is of type T for a full binary tree T then B(V ) is finite dimensional.
More exactly, one gets dimk B(V ) =
∏
a∈N¯2(T )
ordχ(a, a).
3.2 The main result
Let Rn denote the set of primitive n
th roots of unity in k where n ∈ N, n ≥ 2.
The following theorem is the main result of this paper.
Theorem 4. Let k be a field of characteristic zero and G an abelian
group. Let V ∈ kGkGYD be a Yetter–Drinfel’d module with dimk V = 2 and
completely reducible kG-action. Suppose that there exists a canonical basis
of V such that the matrix (qij)i,j=1,2 of the braiding of V with respect to this
basis satisfies one of the following conditions.
(T1). q11, q22 ∈ ∪
∞
n=2Rn, q12q21 = 1.
(T2). (1− q11q12q21)(1 + q11) = (1− q12q21q22)(1 + q22) = 0, q12q21 ∈ ∪
∞
n=2Rn.
(T3). q12q21 = q
−2
11 , q22 ∈ {q
2
11,−1}, q11 ∈ ∪
∞
n=3Rn, or
q11 ∈ R3, q12q21q22 = 1, q22 ∈ R2 ∪ ∪
∞
n=4Rn, or
q11 ∈ R3, q12q21 = −q11, q22 = −1.
(T4). q0 := q11q12q21 ∈ R12, q11 = q
4
0, q22 = −q
2
0, or
q12q21 ∈ R12, q11 = q22 = −(q12q21)
2.
(T5). q12q21 ∈ R12, q11 = −(q12q21)
2, q22 = −1, or
q0 := q11q12q21 ∈ R12, q11 = q
4
0, q22 = −1.
(T6). q11 ∈ R18, q12q21 = q
−2
11 , q22 = −q
3
11.
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(T7). q11 ∈ R12, q12q21 = q
−3
11 , q22 = −1, or
q12q21 ∈ R12, q11 = (q12q21)
−3, q22 = −1.
(T8). q12q21 = q
−3
11 , q22 = q
3
11, q11 ∈ ∪
∞
n=4Rn, or
(q12q21)
4 = −1, q22 = −1, q11 ∈ {−q12q21, (q12q21)
−2}, or
(q12q21)
4 = −1, q11 = (q12q21)
2, q22 = (q12q21)
−1.
(T9). q12q21 ∈ R9, q11 = (q12q21)
−3, q22 = −1.
(T10). q12q21 ∈ R24, q11 = (q12q21)
−6, q22 = (q12q21)
−8.
(T11). q11 ∈ R5 ∪ R20, q12q21 = q
−3
11 , q22 = −1.
(T12). q11 ∈ R30, q12q21 = q
−3
11 , q22 = −q
5
11.
(T13). q12q21 ∈ R24, q11 = (q12q21)
6, q22 = (q12q21)
−1.
(T14). q11 ∈ R18, q12q21 = q
−4
11 , q22 = −1.
(T15). q12q21 ∈ R30, q11 = −(q12q21)
−3, q22 = (q12q21)
−1.
(T16). q11 ∈ R10, q12q21 = q
−4
11 , q22 = −1, or
q12q21 ∈ R20, q11 = (q12q21)
−4, q22 = −1.
(T17). q12q21 ∈ R24, q11 = −(q12q21)
4, q22 = −1.
(T18). q12q21 ∈ R30, q11 = −(q12q21)
5, q22 = −1.
(T19). q11 ∈ R14, q12q21 = q
−3
11 , q22 = −1.
(T20). q12q21 ∈ R30, q11 = (q12q21)
−6, q22 = −1.
(T21). q11 ∈ R24, q12q21 = q
−5
11 , q22 = −1.
(T22). q11 ∈ R14, q12q21 = q
−5
11 , q22 = −1.
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Then the Nichols algebra B(V ) is finite dimensional. More precisely, the
Nichols algebras satisfying the condition in (Tn) are of type Tn where n ∈
{1, 2, . . . 22} and the full binary tree Tn is given in Appendix A. Further, all
relations of B(V ) are elements of the ideal of V ⊗ generated by the set
{τ0(a) | a ∈ N0(T )} ∪ {τ0(a)
ord pa | a ∈ N¯2(T )} ∪ (1)
{τ0(b)τ0(c
L)− χ(b, cL)τ0(c
L)τ0(b)− µ(b)/(ℓ
R(b) + 1)!pcτ0(c)
ℓR(b)+1 |
b ∈ N2(T ), c := b
L ∈ N2(T )}.
The proof of Theorem 4 will be given at the end of this paper.
Remark. There are already a lot of rank 2 Nichols algebras which
are known to be finite dimensional. Those with q12q21 = q
−n
11 , q22 = q
n
11,
n ∈ {0, 1, 2, 3}, are called of finite Cartan type in [6]. They appear in (T1),
(T2), (T3), and (T8). Other examples (cf. Section 3.3 in [6]) cover essentially
all of (T2) and (T3). Further, there exist recent computations on Nichols
algebras by M. Gran˜a and Ch. Heaton [9] which give a PBW basis for the
examples in (T5) and (T9).
4 Finiteness of the Nichols algebras
4.1 Lyndon words and full binary trees
In [12] Kharchenko proves that any finite dimensional Nichols algebra of
diagonal type has a Poincare´–Birkhoff–Witt basis. He also gives very useful
information on the relations of the algebra. It is worth to mention that (as
was shown by Ufer in [18]) such results hold in a more general context, namely
for Nichols algebras generated by a braided vector space with triangular
braiding. In order to prove finite dimensionality of the Nichols algebras
in Theorem 6 results from [13] and [12] are recalled and adapted to our
conventions. We consider only the rank 2 case and replace the symbol > for
the lexicographic order in [12] by <.
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Set X := {α, β} and consider the total order < on X given by α < β.
Let X and X+ denote the set of words and nonempty words, respectively,
in the letters α, β. Then < induces the lexicographic order on X: u, v ∈ X
satisfy u < v if and only if either v = uw for some w ∈ X+ or there exist
u1, u2, u3 ∈ X such that u = u1αu2 and v = u1βu3. For u, v ∈ X we write
u ≤ v if u = v or u < v. The length of a word u, i. e. the number of its letters,
is denoted by |u|. A word u ∈ X+ is called Lyndon if for any decomposition
u = vw with v, w ∈ X+ the relation vw < wv holds.
Proposition 5. (i) [13, Prop. 5.1.2] A word u ∈ X+ is Lyndon if and
only if u = vw with v, w ∈ X+ implies u < w.
(ii) [13, Prop. 5.1.3] A word u ∈ X+ is Lyndon if and only if either u ∈ X
or there exist Lyndon words v, w ∈ X such that v < w and u = vw.
Any word u ∈ X has a unique decomposition into the product of a non-
increasing sequence of Lyndon words [13, Thm. 5.1.5]. Further, any Lyndon
word u /∈ X has a decomposition into the product of two Lyndon words
u = vw (which then satisfy v < w) such that |v| is minimal. This is called
the Shirshow decomposition of u.
Proposition 6. [13, Prop. 5.1.4] Suppose that u, v, w are Lyndon words
and u = vw. Then u = vw is the Shirshow decomposition of u if and only if
v ∈ X or for the Shirshow decomposition v = v1v2 the relation w ≤ v2 holds.
Let k be a field of characteristic zero, G an abelian group, and V ∈ kGkGYD
a two dimensional Yetter–Drinfel’d module of diagonal type. Let I be an
N20-graded ideal of V
⊗, A the N20-graded algebra V
⊗/I, and An the subspace
of A of homogeneous elements of total degree n (where n ∈ N0). Let A
+
denote the unique maximal ideal of A. The following results will be needed
for A = V ⊗ and for A = B(V ).
After fixing a canonical basis {x2, x1} of V one can associate to any
Lyndon word u ∈ X an element [u] ∈ A as follows. Set [α] := x2, [β] := x1,
and [u] := [w][v]− χ([w], [v])[v][w] if u = vw is the Shirshow decomposition
15
of u. Note that this definition differs from that in [12] by a constant for each
Lyndon word u. However this is not relevant for the following assertions.
Lemma 7. [12, Lemma 3] If u, v are Lyndon words with u < v then
uh < v for any h > 0.
Lemma 8. [12, Lemma 5] Let u be a Lyndon word with |u| = m. Then
[u] ∈ A is a linear combination of monomials [α1][α2] · · · [αm] ∈ A, αi ∈ X,
such that u ≤ α1α2 · · ·αm.
Lemma 9. [12, Lemma 6] If u < v ∈ X are Lyndon words then
[v][u]−χ([v], [u])[u][v] is a k linear combination of products [u1][u2] · · · [ui] for
certain i ∈ N and Lyndon words uj with u < uj < v such that deg([v][u]) =
deg([u1][u2] · · · [ui]) and uv ≤ u1u2 · · ·ui.
For a Lyndon word u ∈ X let hu ∈ N denote the smallest number such
that [u]hu can be written as a linear combination of products [u1][u2] · · · [ui],
i ∈ N, where uj are Lyndon words with u < uj. By Lemma 7 the relation
u < u1 implies that u
hu < u1. Now since u
hu is not the beginning of u1 one
obtains that uhu < u1u2 . . . ui has to hold as well.
Define B := {u ∈ X | u is Lyndon, hu > 1}. For each u ∈ B let S(u)< and
S(u) denote the subalgebras of A generated by the sets {[v] | v ∈ B, u < v}
and {[v] | v ∈ B, u ≤ v}, respectively. Define S(u)+ := S(u) ∩ A+ and
S(u)+< := S(u)< ∩A
+.
Theorem 10. [12, Theorem 2] The set {[u1]
n1 [u2]
n2 · · · [ui]
ni | i ∈ N0, uj ∈
B, ui < · · · < u2 < u1, nj < huj ∀j} is a basis of the k vector space A.
Corollary 11. For any n ∈ N, u ∈ B the sets
{[u1]
n1 [u2]
n2 · · · [ui]
ni | i ∈ N0, uj ∈ B, u < u1 < u2 < · · · < ui, nj < huj ∀j}
and
{[u1]
n1 [u2]
n2 · · · [ui]
ni | i ∈ N0, uj ∈ B, u ≤ u1 < u2 < · · · < ui, nj < huj ∀j}
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form a basis of the k vector space S(u)< and S(u), respectively.
Proof. Since S(u)< =
⋃
v∈B,u<v S(v) it suffices to prove the assertion
for S(u). As A =
⊕∞
n=0An and S(u) =
⊕∞
n=0 S(u) ∩ An the proof can
be performed by induction on n. Note that for given n ∈ N0 the set An
is finite dimensional and {v ∈ B | deg([v]) ≤ n} is a finite set. Suppose
that {u1, u2, . . . , ui} = {v ∈ B | u < v, deg([v]) ≤ n} and u1 < u2 < . . . <
ui. By Lemma 9 the elements [u]
m[uj1][uj2] · · · [ujr ], m < hu, m deg([u]) +∑r
s=1 deg([ujs]) = n, span S(u) ∩ An. By induction hypothesis the ele-
ments [u1]
n1[u2]
n2 · · · [ui]
ni , nj < huj for all j, where
∑i
j=1 nj deg([uj]) =
n − m deg([u]), span S(u1) ∩ An−mdeg([u]) for all m > 0. Therefore the ele-
ments [u]m[u1]
n1[u2]
n2 · · · [ui]
ni , nj < huj for all j, m < hu, where m deg([u])+∑i
j=1 nj deg([uj]) = n, span S(u) ∩ An. Then Theorem 10 and a simple di-
mension argument imply the assertion.
Later we will need the fact that for w ∈ B one has
S(w) = (S(w)S(w)+< + S(w)[w]
2)⊕ k[w]⊕ k1 (2)
as graded vector spaces which is one of the consequences of Corollary 11 and
Lemma 9.
Lemma 12. [12, Corollary 2] For a Lyndon word u of length lu one has
hu = 1 if and only if [u] can be written as a linear combination of monomials
[α1][α2] · · · [αlu ], αi ∈ X for all i, such that u < α1α2 · · ·αlu.
Lemma 13. Let T be a full binary tree.
(i) There exists a unique map γ : N¯(T )→ X such that γ(‘L’) = α, γ(‘R’) =
β, and γ(a) = γ(aL)γ(aR) for all a ∈ N(T ).
(ii) For a ∈ N¯(T ) the equation |γ(a)| = |σT |(a) holds.
(iii) Any word γ(a), a ∈ N¯(T ), is Lyndon and γ(aL) γ(aR) is the Shirshow
decomposition of γ(a) for a ∈ N(T ).
(iv) For any a, b ∈ N¯(T ) the relation γ(a) < γ(b) is equivalent to a <Q b.
Proof. (i) Existence and uniqueness of γ follow from the facts that (·)L
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and (·)R are well defined maps from N(T ) to N¯(T ) and |σT |(a
L) < |σT |(a),
|σT |(a
R) < |σT |(a) for all a ∈ N(T ).
(ii) This follows immediately from the definition of γ and |σT |.
(iii), (iv) We use induction on |σT |(a) and max{|σT |(a), |σT |(b)}, respec-
tively. If a = ‘L’ or a = ‘R’ then γ(a) is Lyndon. Further, if |σT |(a) =
|σT |(b) = 1 then a, b ∈ {‘L’, ‘R’} and hence a <Q b is equivalent to a =
‘L’, b = ‘R’ which holds if and only if γ(a) = α < β = γ(b).
Assume now that (iii) and (iv) hold whenever a, b ∈ N¯(T ), |σT |(a) ≤ n,
and |σT |(b) ≤ n for some n ∈ N. If a ∈ N(T ) then by induction hypothesis
γ(aL) and γ(aR) are Lyndon words. Since aL <Q a
R we also have γ(aL) <
γ(aR). Thus γ(aL)γ(aR) is Lyndon by Proposition 5(ii). This proves the
induction step of the first part of (iii).
Now we prove (iv) in the case |σT |(a) = n + 1, |σT |(b) ≤ n. The proof
for |σT |(b) = n + 1 is completely analogous. Let (a1, a2, . . . , am) denote the
set of nodes of T with |σT |(ai) ≤ n in increasing order with respect to <Q.
By Lemma 3(ix) the node a ∈ N(T ) is the unique c ∈ N¯(T ) such that
|σT |(c) ≤ n + 1 and a
L <Q c <Q a
R. Thus there exists i ∈ N such that
aL = ai and a
R = ai+1. On the other hand, the induction hypothesis gives
that γ(aj) < γ(al) if and only if j < l. Now note that γ(ai) < γ(a) =
γ(ai)γ(ai+1) < γ(ai+1) as γ(a) is Lyndon.
It remains to show that γ(aL)γ(aR) is the Shirshow decomposition of γ(a)
where |σT |(a) = n + 1. If a
L = ‘L’ then |γ(aL)| = 1 and we are done.
Otherwise aL ∈ N(T ) and Lemma 3(vi),(vii) gives aR ≤Q a
LR. Therefore
γ(aR) ≤ γ(aLR) by the induction hypothesis for (iv). Further, the induction
hypothesis of (iii) tells us that γ(aLL)γ(aLR) is the Shirshow decomposition of
γ(aL). Thus Proposition 6 for u = γ(a) together with the last two relations
give the claim.
Our aim in this section is to give a computable criterion which ensures
that the Nichols algebras in Theorem 4 are finite dimensional and of the
given type. To do so we have to introduce additional notation which will be
needed only for A = B(V ).
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For a Lyndon word u and n ∈ N let F(u)n denote the kG-module
F(u)n :=
(
S(u) ∩
(
B(V )S(u)+< + B(V )[u]
2
)
∩
n⊕
m=1
B(V )m
)
#kG
and set F(u)0 = {0}. By Corollary 11 one obtains that
F(u)n =
((
S(u)S(u)+< + S(u)[u]
2
)
∩
n⊕
m=1
B(V )m
)
#kG.
Let n ∈ N. Suppose that there exists a full binary tree T such that for
any Lyndon word u with |u| ≤ n the relation hu > 1 is equivalent to u = γ(a)
for some a ∈ N¯2(T ). The definition of τ and [·] and Lemma 13(iii) imply
that for any a ∈ N¯2(T ) one has τ(a) = [γ(a)]. Then by Corollary 11 with
u = α and by Lemma 13(iv) the set{ ∏
a∈N¯2(T )
τ(a)ia
∣∣∣∣ ia < hγ(a),
∑
a∈N¯2(T )
iatotdeg (τ(a)) ≤ n
}
where the product is taken with respect to the order <Q of N¯2(T ) forms a
basis of
⊕n
m=0 B(V )m.
For a ∈ N¯(T ) define pa := χ(a, a)
−1 and
λ(a) :=


0 if a /∈ N(T ),
χ(‘L’, ‘R’)−1 − χ(‘R’, ‘L’) if a = r,
χ(aL, aR)−1 − χ(aR, aL) + λ(b) otherwise,
(3)
where b is the parent of a. Further, for any b ∈ N(T ) with bL ∈ N(T ) set
µ(b) :=


λ(b) if b = bLR,
λ(b)µ(bR) otherwise.
Finally, for any b ∈ N(T ) with c := bL ∈ N(T ) and ℓR(b) ≤ 2 set
ν(b) :=


χ(cL, b)−1 − χ(b, cL) + λ(b)λ(c)
(
(2)−1pf − (2)
−1
pc
)
if ℓR(b) = 1,
χ(cL, cR)
−1 + λ(c)λ(cR)(2)
−1
pc
(
(2)−1pf − (3)
−1
pc
)
if ℓR(a) = 2,
where f = cR, whenever all denominators are nonzero.
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4.2 The finiteness results
From now on let T be a full binary tree such that
min{ℓR(bL), ℓL(bR)} ≤ 3 for all b ∈ N2(T ), (4)
i. e. either bLRRR /∈ N(T ) or bRLLL /∈ N(T ). Note that all binary trees in
Appendix A satisfy this condition.
Definition 3. We call a triple (T, V, n) where n ∈ N0 and V ∈
kG
kGYD
is a two-dimensional Yetter–Drinfel’d module of diagonal type admissible if
the following conditions are satisfied.
• For a ∈ N(T ) with |σT |(a) ≤ n relation a ∈ N2(T ) is equivalent to
λ(a) 6= 0,
• the numbers pa for a ∈ N¯2(T ), |σT |(a) ≤ n, are roots of unity but
different from 1,
• if a ∈ N2(T ), aL ∈ N2(T ), and |σT |(aL) ≤ n then pa 6= −1, paR 6= −1,
• for all b ∈ N2(T ) with c := b
L ∈ N2(T ) and |σT |(b) + |σT |(b
LL) ≤ n one
has (ℓR(b) + 1)!pc 6= 0 and either ℓR(cL) ≤ ℓ
R(b) or ℓR(b) ≤ 2, ν(b) = 0.
Note that if b ∈ N2(T ) and c := b
L ∈ N2(T ) then ℓ
R(b) < ℓL(cR). Thus by
(4) for c one has either ℓR(b) ≤ 2 or ℓR(cL) ≤ ℓ
R(b).
Proposition 14. Let T denote a full binary tree and V ∈ kGkGYD a
two-dimensional Yetter–Drinfel’d module of diagonal type. Let n ∈ N0. If
(T, V, n) is admissible then B(V ) is of type T in degree n and all homogeneous
relations of B(V ) of degree at most n are elements of the ideal of V ⊗ generated
by the set
{τ0(a) | a ∈ N0(T ), |σT |(a) ≤ n} ∪
{τ0(a)
ord pa | a ∈ N¯2(T ), |σT |(a) · ord pa ≤ n} ∪
{τ0(b)τ0(c
L)− χ(b, cL)τ0(c
L)τ0(b)− µ(b)/(ℓ
R(b) + 1)!pcτ0(c)
ℓR(b)+1 |
b ∈ N2(T ), c := b
L ∈ N2(T ), |σT |(b) + |σT |(c
L) ≤ n}.
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The following corollary is an immediate consequence of Proposition 14.
It will be our main tool to prove Theorem 4.
Corollary 15. Let T denote a full binary tree and V ∈ kGkGYD a two-
dimensional Yetter–Drinfel’d module of diagonal type. If (T, V, n) is admis-
sible for all n ∈ N then B(V ) is of type T and all relations of B(V ) are
elements of the ideal of V ⊗ generated by the set
{τ0(a) | a ∈ N0(T )} ∪ {τ0(a)
ord pa | a ∈ N¯2(T )} ∪
{τ0(b)τ0(c
L)− χ(b, cL)τ0(c
L)τ0(b)− µ(b)/(ℓ
R(b) + 1)!pcτ0(c)
ℓR(b)+1 |
b ∈ N2(T ), c := b
L ∈ N2(T )}.
Proof of Proposition 14. We proceed by induction over n. As noted
previously the assertion is true for n = 0. Assume that Proposition 14 is
valid for (T, V, n − 1) and that (T, V, n) is admissible. By Corollary 11 for
A = V ⊗ and with u = α and by Lemma 13 it suffices to prove that the
following assertions hold.
(a) If a ∈ N¯2(T ) and |σT |(a) ≤ n then hγ(a) ≥ min{ord pa, (n+1)/|σT |(a)}.
If n ≥ |σT |(a) · ord pa then [γ(a)]
ord pa = 0.
(b) If a ∈ N0(T ) and |σT |(a) ≤ n then [γ(a)] = 0.
(c) If u is Lyndon, 2 ≤ |u| ≤ n, and u = γ(a)γ(b) is the Shirshow de-
composition of u with a, b ∈ N¯2(T ), a = c
L, where c = bL, then
[u] = µ(b)/(ℓR(b) + 1)!pcτ(c)
ℓR(b)+1 and u < γ(c).
(d) If u is Lyndon, |u| ≤ n, u /∈ {γ(a) | a ∈ N¯(T )}, and u is not as in (c)
then hu = 1 and the relation corresponding to u follows from those
given in Proposition 14 for (T, V, n− 1).
In order to prove assertions (a)–(d) we additionally use the following induc-
tion hypotheses which will be proven after the proof of (a)–(d).
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(e) If a ∈ N(T ), m := |σT |(a) ≤ n, and u = γ(a) has Shirshow decompo-
sition u = vw then
∆(ι([u]))− ι([u])⊗ 1− g([u])−1 ⊗ ι([u])
− λ(a)g([v])−1ι([w])⊗ ι([v]) ∈ ι(F(w)m−1)⊗ B(V
∗).
(5)
(f) If a, b ∈ N¯(T ) such that |σT |(a) ≤ n, |σT |(b) ≤ n, and a <Q b then
〈ι(τ(b)), τ(a)〉 = 0.
(g) If a ∈ N(T ) and |σT |(a) ≤ n then the following equations hold.
〈ι(τ(aL)), τ(a)〉 =λ(a)〈ι(τ(aL)), τ(aL)〉τ(aR),
〈ι(τ(a)), τ(a)〉 =λ(a)〈ι(τ(aL)), τ(aL)〉〈ι(τ(aR)), τ(aR)〉.
(h) Suppose that b ∈ N2(T ), c := b
L ∈ N(T ), and |σT |(b) + |σT |(c
L) ≤ n.
Set a := cL. If ℓR(b) = 1 then b = cR (see Figure 1) and one has
〈
ι(τ(a)), τ(b)τ(a) − χ(b, a)τ(a)τ(b) −
λ(b)
(2)pc
τ(c)2
〉
= 〈ι(τ(a)), τ(a)〉ν(b)τ(b).
If ℓR(b) = 2 then b = cRL and with d := cL (see Figure 2) one has
〈
ι(τ(d)), τ(b)τ(a) − χ(b, a)τ(a)τ(b) −
µ(b)
(3)!pc
τ(c)3
〉
= λ(b)〈ι(τ(d)), τ(d)〉ν(b)τ(cR).
 
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1The labels belong to the nodes above them.
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Note that for n = 0 all assertions (a)–(h) are trivially fulfilled and hence
we may start with the induction step.
To (d). Suppose that u is a Lyndon word with |u| = n ≥ 2 and Shirshow
decomposition u = vw and u is as in (d). If hv = 1 or hw = 1 then hu = 1 by
Lemma 8 and Lemma 12. More precisely, in order to ensure hu = 1 one does
not need a new relation. Otherwise by induction hypothesis there exist a, b ∈
N¯2(T ) such that γ(a) = v, γ(b) = w. Note that since σT (a) = deg([v]) and
σT (b) = deg([w]) Lemma 3(iii) implies that a and b are uniquely determined
by γ(a) and γ(b), respectively.
Since u is Lyndon we have also v < w and hence a <Q b by Lemma
13(iv). Further, Proposition 6 and Lemma 13(iv) imply that either a = ‘L’
or a ∈ N2(T ) and b ≤Q a
R. Assume for a moment that a ∈ N2(T ) and b = a
R
and set c := aR. Then a = c
L, b = cR, and |σT |(c) = n and hence u = γ(c).
This case is covered by (a) and (b). Similarly, if a = ‘L’ and b = ‘R’ then
n = 2 and u = γ(r) which again belongs to (a) or (b). Therefore one has
either a = ‘L’ and b ∈ N2(T ) or a, b ∈ N2(T ) and a <Q b <Q a
R.
Now we prove that a <Q b
L. First note that since a <Q b Lemma 3(vi)
implies the relation |σT |(a) < |σT |(b) in the case a ∈ N2(T ). If a = ‘L’ then
this relation is trivial. Therefore one gets a ≤Q b
L by Lemma 3(v). Assume
for a moment that a = bL and set c := bL. Then a = c
L and b = cR and
hence u = γ(c) which is covered by (a) and (b). Thus we are arrived at the
situation that b ∈ N2(T ), a <Q b
L, and either a = ‘L’ or a ∈ N2(T ) and
b <Q a
R.
If a = ‘L’ then a <Q b
L implies that |σT |(a) < |σT |(b
L). If a ∈ N2(T ) then
the same relation follows from a <Q b
L and Lemma 3(vi) as bL <Q b <Q a
R.
Therefore Lemma 3(v) gives a ≤Q b
LL. The case a = bLL can be omitted as
it is exactly the situation in (c). Otherwise set u1 = γ(a)γ(b
L). Note that
u1 is Lyndon by Proposition 5(ii). We show that hu1 = 1 holds which proves
(d) by Lemma 8 and Lemma 12.
Suppose that hu1 > 1. As the length of u1 is less than n but at least
2 by induction hypothesis (a) there exists c ∈ N2(T ) such that u1 = γ(c).
23
Since γ(a) < u1 < γ(b
L) one obtains a <Q c <Q b
L. By Lemma 3(iv),(v) this
implies that a ≤Q c
L. As γ(cL)γ(cR) is the Shirshow decomposition of γ(c)
by Lemma 13(iii) the equation γ(a)γ(bL) = γ(cL)γ(cR) implies that |γ(bL)| ≤
|γ(cR)| and hence γ(cL) ≤ γ(a). Thus a ≤Q c
L, Lemma 13(iv), and Lemma
3(iii) imply that cL = a and cR = bL. Now we have cL = a <Q b
LL <Q b
L = cR,
|σT |(b
LL) < |σT |(b
L), and |σT |(c) > |σT |(b
L). Then Lemma 3(ix) applied to
the pair (c, bLL) gives a contradiction.
To (c). The relation γ(a)γ(b) < γ(c) follows from γ(c) = γ(a)γ(cR) and
b <Q b
LR = cR (see Lemma 3(vii)).
Set U := τ(b)τ(a) − χ(b, a)τ(a)τ(b) − µ(b)/(ℓR(b) + 1)!pcτ(c)
ℓR(b)+1. First
note that using (e), (f), and (g) one obtains
〈ι(τ(c)), τ(b)τ(a) − χ(b, a)τ(a)τ(b) − µ(b)/(ℓR(b) + 1)!pcτ(c)
ℓR(b)+1〉 =
= 〈ι(τ(c)), τ(b)〉τ(a)− χ(bR, a)τ(a)〈ι(τ(c)), τ(b)〉
− (µ(b)/(ℓR(b) + 1)!pc)(ℓ
R(b) + 1)pc〈ι(τ(c)), τ(c)〉τ(c)
ℓR(b)
= 〈ι(τ(c)), τ(c)〉
(
λ(b)τ(bR)τ(a)− λ(b)χ(bR, a)τ(a)τ(bR)
− µ(b)/(ℓR(b))!pcτ(c)
ℓR(b)
)
.
If ℓR(b) = 1 then bR = cR, τ(bR)τ(a) − χ(bR, a)τ(a)τ(bR) = τ(c), and µ(b) =
λ(b). Otherwise µ(b) = λ(b)µ(bR) and we can use induction hypothesis
(c). In both cases one obtains 〈ι(τ(c)), U〉 = 0. Thus by (f) one gets
〈ι(τ(d)), U〉 = 0 for all d ∈ N¯2(T ) with c ≤Q d. Hence it suffices to
show that 〈ι([u′]), U〉 = 0 for all Lyndon words u′ with deg([u′]) = deg(U)
and that 〈ι(τ(a1)τ(a2) · · · τ(am)), U〉 = 0 for ai ∈ N¯2(T ), a1 ≤Q a2 ≤Q
· · · ≤Q am <Q c, m ≥ 2,
∑
i σT (ai) = (ℓ
R(b) + 1)σT (c). In the second
case set σT (ai) := (ri, si). Then ai <Q c implies ri < Q(c)si and hence∑
i ri < Q(c)
∑
i si which is a contradiction to
∑
i σT (ai) = (ℓ
R(b) + 1)σT (c).
In the first case u′ 6= γ(d) for all d since the entries of deg([u′]) are not
relatively prime. Thus by (d) one can reduce to the case where u′ = v′w′
is the Shirshow decomposition of u′, v′ = γ(a′), w′ = γ(b′), and a′ = b′LL.
Since (ℓR(b) + 1)σT (c) = deg(U) = deg([v
′][w′]) = (ℓR(b′) + 1)σT (b
′L) and
both the entries of σT (c) and those of σT (b
′L) are relatively prime one gets
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from Lemma 3(iii) the equation c = b′L. Again by Lemma 3(iii) this yields
a = cL = b′LL = a′ and hence b = b′ and u′ = u.
Note that 〈ι(τ(b)), U〉 = 0 and hence it remains to check that the relation
〈ι(τ(b)τ(a)), U〉 = 0 holds. Using τ(b) = τ(bR)τ(c) − χ(bR, c)τ(c)τ(bR) this
implies that it remains to check the equation 〈ι(τ(bR)τ(cL)), U〉 = 0. Set
c1 := cL and ci+1 := ciR for 1 ≤ i < ℓR(c1). Further, set b1 := b
R and
bi+1 := bi
R for 1 ≤ i < ℓR(b). Then using (c) for (T, V, n − 1), the definition
of τ , and Lemma 13(iii) one can show by induction over i that for all i ≤
min{ℓR(b), ℓR(c1)} the assertions 〈ι(τ(b)τ(a)), U〉 = 0 and 〈ι(τ(bi)τ(ci)), U〉 =
0 are equivalent. Now we use that (T, V, n) is admissible. More exactly, we
have either ℓR(c1) ≤ ℓ
R(b) or ℓR(b) ≤ 2. In the first case one has τ(ci) = 0
for i = ℓR(c1). Otherwise (h) gives 〈ι(τ(ci)), U〉 = 0 for i = ℓ
R(b) − 1 where
c0 = a. Therefore in both cases we get 〈ι(τ(b)τ(a)), U〉 = 0 and hence U = 0.
To (b). By (c), (d), (e), and (f) it suffices to show that the equations
〈ι(τ(a1)τ(a2) · · · τ(am)), τ(a)〉 = 0 hold for all a1 ≤Q a2 ≤Q · · · ≤Q am ≤Q a
with
∑
i σT (ai) = σT (a). Set (ri, si) := σT (ai). Then ai ≤Q a implies ri ≤
Q(a)si for all i with equality if and only if ai = a. Hence
∑
i σT (ai) = σT (a)
implies m = 1 and a1 = a. Note that (T, V, n) is admissible and hence
λ(a) = 0. Thus the equation 〈ι(τ(a)), τ(a)〉 = 0 follows from (g).
To (a). Let a ∈ N¯2(T ) and set u := γ(a). Suppose that [u]
h, h ∈ N, is a
linear combination of elements [u1][u2] · · · [um] with u < ui for 1 ≤ i ≤ m. By
Corollary 11 and the induction hypothesis one can assume that ui = γ(ai) for
some ai with a <Q ai. Set (ri, si) := σT (ai) for all i and (r, s) := σT (a). Then
Lemma 13 implies that ri > Q(a)si for all i and hence (
∑
i ri) > (
∑
i si)Q(a).
On the other hand, since τ(a1)τ(a2) · · · τ(am) must have the same degree as
τ(a)h it follows that (hr, hs) = (
∑
i ri,
∑
i si) and hence τ(a)
h has to be zero.
In particular, 0 = 〈ι(τ(a)), τ(a)h〉 = (h)pa〈ι(τ(a)), τ(a)〉τ(a)
h−1 by (e) and
(f). If n = 1 then 〈ι(τ(a)), τ(a)〉 = 1. Otherwise since (T, V, n) is admissible
one has λ(a) 6= 0. In this case (g) gives 〈ι(τ(a)), τ(a)〉 6= 0 and hence the
first part of (a) is proven. To show that τ(a)ord pa = 0 for n ≥ |σT |(a) · ord pa
by (c) and (d) it suffices to check that 〈ι(τ(a1)τ(a2) · · · τ(am)), τ(a)
ord pa〉 = 0
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whenever a1 ≤Q a2 ≤Q · · · ≤Q am <Q a, ai ∈ N¯2(T ) for all i, and
∑
i σT (ai) =
σT (a) · ord pa. However as arqued at the beginning of the proof of (a) such a
choice of ai is not possible.
It remains to prove the induction step for (e)–(h) (n→ n+ 1) under the
hypothesis (a)–(h) and admissibility of (T, V, n + 1).
Lemma 16. For a ∈ N(T ) with aR ∈ N(T ), |σT |(a) = n+1 set u := γ(a)
and let u = vw be the Shirshow decomposition of u. Let ρ ∈ B(V )+ ∩
F(γ(aRR))|w|−1 be a homogeneous element with respect to the Z
2-grading.
Then g([w])−1g(ρ)ι(ρ)ι([v])− χ([w], [v])ι([v])g([w])−1g(ρ)ι(ρ) ∈ ι(F(w)n).
Proof of the Lemma. First note that
g([w])−1g(ρ)ι(ρ)ι([v])− χ([w], [v])ι([v])g([w])−1g(ρ)ι(ρ)
= g([w])−1g(ρ)ι(ρ[v]− χ(ρ, [v])[v]ρ),
ρ1ρ2[v]−χ(ρ1ρ2, [v])[v]ρ1ρ2
=ρ1(ρ2[v]− χ(ρ2, [v])[v]ρ2) + χ(ρ2, [v])(ρ1[v]− χ(ρ1, [v])[v]ρ1)ρ2
(∗)
for Z2-homogeneous elements ρi ∈ B(V ), i = 1, 2. As ρ ∈ S(v)< Lemma 9
implies that ρ[v] − χ(ρ, [v])[v]ρ ∈ S(v)<. Further, ρ[v], [v]ρ ∈ B(V )m where
m = totdeg(ρ) + |v| ≤ n. By Lemma 3(ix) there exists no b ∈ N¯2(T ) such
that |σT |(b) ≤ n and a
L <Q b <Q a
R. Thus S(v)< ∩B(V )m = S(w)∩B(V )m.
By (∗) and since ρ ∈ S(γ(aRR))+ ⊂ S(w)+< it suffices to show that
ρ[v]− χ(ρ, [v])[v]ρ ∈ S(w)S(w)+< + S(w)[w]
2 (∗∗)
for ρ = τ(aRR)2 and for ρ = τ(b), aRR <Q b. By Equation (2) relation (∗∗) is
obviously true if |v| ≥ |w|. Otherwise a is the left child of aR and aRL = aL.
If ρ = τ(aRR)2 then totdeg(ρ[v]) = |v| + 2|σT |(a
RR) = |w| + |σT |(a
RR) > |w|
and hence (∗∗) holds. On the other hand deg([v]τ(aRR)) = deg([w]) and
Lemma 3(iii) imply that deg(τ(b)) 6= deg([w])− deg([v]) for b 6= aRR. Thus
if ρ = τ(b), aRR <Q b then again (∗∗) is valid.
To (e). Suppose that |σT |(a) = n+1. One has a <Q a
R and if aL ∈ N(T )
then aR ≤Q a
LR by Lemma 3(vii),(vi). Therefore the induction hypothesis
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(e) for v and w and Lemma 16 give
∆(ι([v]))− ι([v])⊗ 1− g(aL)−1 ⊗ ι([v])
−λ(aL)g(aLL)−1ι(τ(aLR))⊗ ι(τ(aLL)) ∈ ι(F(w)|v|−1)⊗ B(V
∗),
∆(ι([u])) = ∆(ι([w]))∆(ι([v]))− χ(aR, aL)∆(ι([v]))∆(ι([w]))
=ι([u])⊗ 1 + (χ(aL, aR)−1 − χ(aR, aL))g(aL)−1ι([w])⊗ ι([v])
+ g(a)−1 ⊗ ι([u])
+ λ(aL)g([w]τ(aLL))−1ι(τ(aLR))⊗ ι
(
[w]τ(aLL)− χ(aR, aLL)τ(aLL)[w]
)
+ λ(aR)g(aRL)−1ι
(
τ(aRR)[v]− χ(aRR, aL)[v]τ(aRR)
)
⊗ ι(τ(aRL))
up to terms in ι(F(w)n)⊗ B(V
∗). Thus if a = r(T ) then λ(aL) = λ(aR) = 0
and one gets (5). If a is the left child of its parent then either aL = ‘L’
or aR <Q a
LR by Lemma 3(vi),(vii). Further, aRL = aL and τ(aRR)[v] −
χ(aRR, aL)[v]τ(aRR) = [w] and again we are done. Finally if a is the right
child of its parent then either aR = ‘R’ and λ(aR) = 0 or |v| > |w| and
τ(aRR)[v] − χ(aRR, aL)[v]τ(aRR) ∈ F(w)n by (2). Moreover a
LR = aR and
[w]τ(aLL)− χ(aR, aLL)τ(aLL)[w] = [v]. Thus (5) holds in this case as well.
To (f). If |σT |(a) ≤ n and |σT |(b) ≤ n then we are done by induction
hypothesis. If n+1 = |σT |(b) > |σT |(a) then 〈ι(τ(b)), τ(a)〉 = 0 clearly holds.
Suppose now that |σT |(a) = n + 1. If n = 0 then a = ‘L’ and b = ‘R’ and
hence (f) holds by definition of 〈·, ·〉. Otherwise aR ≤Q b by Lemma 3(vi)
and hence (e) and (f) imply that
〈ι(τ(b)), τ(a)〉 =〈ι(τ(b)), τ(aR)τ(aL)− χ(aR, aL)τ(aL)τ(aR)〉
=〈ι(τ(b)), τ(aR)〉aL − χ(aR, aL)χ(b, aL)−1aL〈ι(τ(b)), τ(aR)〉.
By (f) the last expression vanishes if aR ≤Q b.
To (g). By (f) and since τ(a) = τ(aR)τ(aL) − χ(aR, aL)τ(aL)τ(aR) the
second equation of (g) follows immediately from the first one.
If a = r(T ) then one gets 〈ι(τ(aL)), τ(a)〉 = 〈y2, x1x2 − χ(x1, x2)x2x1〉 =
(χ(x2, x1)
−1 − χ(x1, x2))x1 = λ(a)τ(a
R).
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If a = aLR then a
LR = aR and |σT |(a
L) > |σT |(a
R) and hence (e) and (f)
gives
〈ι(τ(aL)), τ(a)〉 =〈ι(τ(aL)), τ(aR)τ(aL)− χ(aR, aL)τ(aL)τ(aR)〉
=χ(aL, aR)−1τ(aR)〈ι(τ(aL)), τ(aL)〉
+ λ(aL)〈ι(τ(aR)), τ(aR)〉〈ι(τ(aLL)), τ(aL)〉
− χ(aR, aL)〈ι(τ(aL)), τ(aL)〉τ(aR).
Since aL ∈ N2(T ) in the second summand of the last expression one can
use (g) for aL and equation aLR = aR. One gets 〈ι(τ(aL)), τ(a)〉 = (λ(aL) +
χ(aL, aR)−1 − χ(aR, aL))〈ι(τ(aL)), τ(aL)〉τ(aR) = λ(a)〈ι(τ(aL)), τ(aL)〉τ(aR).
Finally, if a = aRL then a
RL = aL. Moreover Lemma 3(vii) implies that
aL = ‘L’ or aR <Q a
RLR = aLR. Thus using (e), (f), and (g) computations
similar to the previous case lead to the desired assertion.
To (h). We need the following lemma.
Lemma 17. Suppose that (T, V, n+1) is admissible. Let d ∈ N2(T ) such
that c := dR ∈ N(T ) and d = cL. Set a := c
L = dL and f := cR (see Fig. 2).
(i) If |σT |(d) + |σT |(f) ≤ n then in B(V ) one has
τ(f)τ(d)− χ(f, d)τ(d)τ(f) =
λ(d)
(2)pc
τ(c)2.
(ii) If |σT |(d) + |σT |(f)(= |σT |(a) + |σT |(cR)) ≤ n+ 1 then
〈ι(τ(a)), τ(cR)〉 =
λ(c)λ(cR)
(2)pf
〈ι(τ(a)), τ(a)〉τ(f)2.
(iii) If cR ∈ N2(T ) and |σT |(cRL) + |σT |(a) ≤ n+ 1 then
〈ι(τ(d)), τ(cRL)〉 =
λ(cR)λ(cRL)λ(c)〈ι(τ(d)), τ(d)〉
(2)pc(2)pf
τ(f)2.
Proof of the Lemma. To (i). Note that cL = dL by assumption.
Further, we may use the induction hypothesis (c). One computes
τ(f)τ(d)− χ(f, d)τ(d)τ(f)
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=τ(f)(τ(c)τ(a)− χ(c, a)τ(a)τ(c))− χ(f, d)τ(d)τ(f)
=(τ(cR) + χ(f, c)τ(c)τ(f))τ(a)
− χ(c, a)(τ(c) + χ(f, a)τ(a)τ(f))τ(c)− χ(f, d)τ(d)τ(f)
=χ(cR, a)τ(a)τ(cR) + λ(cR)/(2)pcτ(c)
2
+ χ(f, c)τ(c)(τ(c) + χ(f, a)τ(a)τ(f))− χ(c, a)τ(c)2
− χ(cR, a)τ(a)(τ(cR) + χ(f, c)τ(c)τ(f))− χ(f, d)τ(d)τ(f)
=λ(cR)/(2)pcτ(c)
2 + χ(f, c)τ(c)2
+ χ(f, d)(τ(d) + χ(c, a)τ(a)τ(c))τ(f)− χ(c, a)τ(c)2
− χ(cR, a)χ(f, c)τ(a)τ(c)τ(f)− χ(f, d)τ(d)τ(f)
=(λ(cR) + χ(f, c) + χ(a, c)
−1 − χ(c, a)− χ(c, f)−1)/(2)pcτ(c)
2.
Then the defining recursion formulas for λ(cR) and λ(d) give (i).
To (ii). Note that (2)pf 6= 0 by admissibility of (T, V, n + 1). Further, if
τ(cR) = 0 then λ(cR) = 0 by (a). Thus in this case we are done. Assume now
that c = r or aR = c (i. e. a
R = f). Then one has 〈ι(τ(a)), τ(f)〉 = 0. Using
(e) and (f) one gets
〈ι(τ(a)), τ(cR)〉 = 〈ι(τ(a)), τ(f)τ(c)− χ(f, c)τ(c)τ(f)〉
= χ(a, f)−1τ(f)〈ι(τ(a)), τ(c)〉 + λ(a)〈ι(τ(f)), τ(f)〉〈ι(τ(aL)), τ(c)〉
− χ(f, c)〈ι(τ(a)), τ(c)〉τ(f).
If one starts with aL instead of d in Lemma 17 then (ii) gives a formula for the
second summand in the last expression. Further, (g) can be used to compute
〈ι(τ(a)), τ(c)〉 and 〈ι(τ(a)), τ(a)〉. One obtains
〈ι(τ(a)), τ(cR)〉 = λ(c)〈ι(τ(a)), τ(a)〉(χ(a, f)
−1 − χ(f, c))τ(f)2
+ λ(a)〈ι(τ(f)), τ(f)〉
λ(c)λ(a)
(2)pf
〈ι(τ(aL)), τ(aL)〉τ(f)2
=
λ(c)〈ι(τ(a)), τ(a)〉
(2)pf
(χ(a, f)−1+χ(c, f)−1−χ(f, c)−χ(f, a)+λ(a))τ(f)2.
Note that these computations make sense also in the case when a = ‘L’.
Thus the recursion formulas for λ(c) and λ(cR) give (ii) in this case. The
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proof of (ii) in the remaining case (when fL = c, i. e. c
L = fL,) is obtained
similarly.
The proof of (iii) is by far the most complicated one. We give only a
scetch of it. Set b := cRL. Using (e), (f), (g), and Lemma 17(ii) one obtains
〈ι(τ(a)), τ(b)〉 =
λ(c)〈ι(τ(a)), τ(a)〉
(2)pf
(
(λ(cR)− χ(cR, c)(2)pf )τ(f)τ(cR)
+ (χ(f, c)λ(cR) + χ(a, cR)
−1(2)pf )τ(cR)τ(f)
)
,
〈ι(τ(c)), τ(f)τ(cR)〉 =
λ(cR)〈ι(τ(c)), τ(c)〉
(2)pf
(λ(c) + χ(c, f)−1(2)pf )τ(f)
2,
〈ι(τ(c)), τ(cR)τ(f)〉 =λ(cR)〈ι(τ(c)), τ(c)〉τ(f)
2,
〈ι(τ(a)τ(c)), τ(b)〉 =
λ(cR)λ(b)λ(c)
(2)pf
〈ι(τ(c)), τ(c)〉〈ι(τ(a)), τ(a)〉τ(f)2.
By (c) and (h) one obtains ν(cR) = 0. Now insert the second, third, and
fourth equation into the first one and replace the summand λ(cR)λ(c)(2)
−1
pf
of the product (λ(cR)−χ(cR, c)(2)pf )(λ(c)+χ(c, f)
−1(2)pf ) by the expression
λ(cR)λ(c)(2)
−1
pc
− χ(a, cR)
−1 + χ(cR, a). Then use the recursion formulas for
λ(d), λ(b), and λ(cR) to obtain (iii).
To show the first equation of (h) one can use (e) and (f) to obtain〈
ι(τ(a)), τ(b)τ(a) − χ(b, a)τ(a)τ(b) −
λ(b)
(2)pc
τ(c)2
〉
=
= 〈ι(τ(a)), τ(b)〉τ(a) + χ(a, b)−1τ(b)〈ι(τ(a)), τ(a)〉
− χ(b, a)〈ι(τ(a)), τ(a)〉τ(b) − χ(f, a)2τ(a)〈ι(τ(a)), τ(b)〉
−
λ(b)
(2)pc
(〈ι(τ(a)), τ(c)〉τ(c) + χ(a, c)−1τ(c)〈ι(τ(a)), τ(c)〉).
After inserting the formula in Lemma 17(ii) the latter expression becomes the
sum of 〈ι(τ(a)), τ(a)〉ν(b)τ(b) and a multiple of τ(c)τ(f). Apply 〈ι(τ(f)), ·〉
to this equation. Since one has 〈ι(τ(f)), τ(b)〉 = 0 and 〈ι(τ(f)), τ(c)τ(f)〉 =
χ(f, c)−1τ(c)〈ι(τ(f)), τ(f)〉 Lemma 17(i) gives that the coefficient of τ(c)τ(f)
is zero.
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In order to prove the second equation of (h) note that |σT |(d) = |σT |(c)+
|σT |(a) < 2|σT |(c) < |σT |(b). Thus (e) gives that
∆(ι(τ(d)))− ι(τ(d))⊗ 1− g(d)−1 ⊗ ι(τ(d))− λ(d)g(a)−1ι(τ(c))⊗ ι(τ(a))
∈
(
ι
(
S(γ(cR))
+ + τ(c)S(γ(cR))
+
)
#kG
)
⊗ B(V ∗).
By this fact and assumption (f) one obtains that
〈
ι(τ(d)), τ(b)τ(a)− χ(b, a)τ(a)τ(b) −
λ(b)λ(cR)
(3)!pc
τ(c)3
〉
=
= 〈ι(τ(d)), τ(b)〉τ(a) + λ(d)〈g(a)−1ι(τ(c)), τ(b)〉〈ι(τ(a)), τ(a)〉
− χ(b, a)χ(d, a)−1τ(a)〈ι(τ(d)), τ(b)〉
−
λ(b)λ(cR)
(3)!pc
(
χ(d, c)−1τ(c)〈ι(τ(d)), τ(c)2〉
+ λ(d)〈ι(τ(c)), τ(c)〉〈ι(τ(a)), τ(c)2〉
)
.
Using Lemma 17(iii) and arguments as in the previous case one obtains the
required result.
Proof of Theorem 4. The proof bases on Corollary 15 and consists of
a case by case checking of admissibility of (T, V, n) for all n ∈ N.
Suppose that a ∈ N2(T ). Let b, c ∈ N0(T ) be the unique nodes such that
bR = cL = a. Then by (3) one obtains that
λ(b) =λ(a) + (χ(aL, a)−1 − χ(a, bL))(ℓL(b))pa ,
λ(c) =λ(a) + (χ(a, aR)−1 − χ(cR, a))(ℓR(c))pa.
Thus one gets
λ(b) = λ(c)⇔χ(aL, a)−1(ℓL(b))pa + χ(c
R, a)(ℓR(c))pa =
= χ(a, bL)(ℓL(b))pa + χ(a, a
R)−1(ℓR(c))pa
⇔(ℓL(b) + ℓR(c))pa(χ(c
R, a)− χ(a, bL)) = 0
⇔(ℓL(b) + ℓR(c))pa(paR − p
ℓL(b)−ℓR(c)
a paL) = 0. (6)
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Further, if a ∈ N(T ) and aR = ‘R’ then
λ(a) = (q11q12q22)
−1(p
r
− q−122 /q
−(ℓL(a)−2)
11 )(ℓ
L(a))q−1
11
, (7)
and if a ∈ N(T ) and aL = ‘L’ then
λ(a) = (q11q12q22)
−1(p
r
− q−111 /q
−(ℓR(a)−2)
22 )(ℓ
R(a))q−1
22
. (8)
Equations (6), (7), and (8) give an effective method to check the first con-
dition of admissibility of (T, V, n) for all n. In fact, the equivalence between
λ(a) = 0 and a ∈ N0(T ) holds for all a ∈ N(T ) if and only if
ℓR(r) =min{m ∈ N | (m)q−1
11
(q1−m11 pr − q
−1
11 q
−1
22 ) = 0},
ℓL(r) =min{m ∈ N | (m)q−1
22
(q1−m22 pr − q
−1
22 q
−1
11 ) = 0},
ℓR(aL) =min{m ∈ N | (m+ ℓL(aR))pa(paRp
ℓL(aR)
a − paLp
m
a ) = 0} ∀a ∈ N2(T ).
Let a1, a2, . . . denote the elements of N2(T ) such that ai <Q aj for i < j
and set pi := pai . In what follows we give all values pi and all λ(·) which
are relevant for the computation of the necessary ν(a). However if aR = ‘R’
then one has the closed formula λ(a) = q−121 (ℓ
L(a))q−1
11
(1 − q
ℓL(a)−1
11 q12q21) and
we will omit to give λ(a) more explicitly.
(T1) is trivial.
(T2) λ(rL) = (1 + q
−1
22 )(q
−1
21 − q12q22), p1 = (q11q12q21q22)
−1.
(T3) In the case q12q21 = q
2
11 one has p1 = q11/q22, p2 = q
−1
22 .
If (3)q−1
11
= 0 and q12q21q22 = 1 then p1 = q
−1
11 , p2 = q22/q11.
In the third case one gets p1 = q11, p2 = −1.
(T4) First case: p1 = −1, p2 = q
3
0, p3 = −1.
Second case: p1 = −1, p2 = −q12q21, p3 = −1.
(T5) First case: p1 = −(q12q21)
3, p2 = −1, p3 = −(q12q21)
2.
Second case: p1 = q
5
0 , p2 = −1, p3 = −q
2
0 .
(T6) p1 = −1, p2 = −q
−2
11 , p3 = −1, p4 = −q
−3
11 .
(T7) First case: p1 = −q
2
11, p2 = −q
2
11, p3 = −1.
Second case: p1 = −(q12q21)
2, p2 = (q12q21)
4, p3 = −1.
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(T8) First case: p1 = q
−1
11 , p2 = q
−3
11 , p3 = q
−1
11 , p4 = q
−3
11 .
Second case (q11 = −q12q21): p1 = −(q12q21)
2, p2 = −q12q21, p3 = −(q12q21)
2,
p4 = −1.
Third case: (q11 = −(q12q21)
2): p1 = −q12q21, p2 = −1, p3 = (q12q21)
2,
p4 = (q12q21)
3.
Fourth case: p1 = −(q12q21)
2, p2 = −1, p3 = −(q12q21)
3, p4 = −1.
(T9) p1 = −(q12q21)
2, p2 = −1, p3 = (q12q21)
3, p4 = −q12q21.
(T10) p1 = −1, p2 = −q12q21, p3 = −1, p4 = (q12q21)
8, p5 = (q12q21)
6,
p6 = −(q12q21)
−1.
(T11) p1 = −q
2
11, p2 = −1, p3 = q
9
11, p4 = −1, p5 = −q
2
11, p6 = −1,
λ(a3) = q
−1
21 (1− q
−2
11 + q
−4
11 )(1− q11), λ(a4) = q
−1
21 (1− q
−2
11 )(1 + q
−4
11 )(1 + q
3
11).
(T12) p1 = −1, p2 = −q
−3
11 , p3 = −q
4
11, p4 = −q
−3
11 , p5 = −1, p6 = −q
−5
11 .
(T13) p1 = −(q12q21)
6, p2 = −(q12q21)
4, p3 = −1, p4 = (q12q21)
−1, p5 = −1,
p6 = −(q12q21)
4.
(T14) p1 = −q
3
11, p2 = −q
4
11, p3 = −q
3
11, p4 = −1.
(T15) p1 = −(q12q21)
3, p2 = −1, p3 = (q12q21)
10, p4 = (q12q21)
11, p5 =
(q12q21)
10, p6 = −1.
(T16) First case: p1 = −q
3
11, p2 = −1, p3 = −q
4
11, p4 = −1, p5 = −q
3
11,
p6 = −1.
Second case: p1 = −(q12q21)
3, p2 = −1, p3 = (q12q21)
4, p4 = −1, p5 =
(q12q21)
3, p6 = −1.
(T17) p1 = −(q12q21)
7, p2 = −1, p3 = (q12q21)
8, p4 = −(q12q21)
6, p5 =
(q12q21)
5, p6 = −(q12q21)
6.
(T18) p1 = −(q12q21)
9, p2 = −(q12q21)
−2, p3 = −(q12q21)
9, p4 = −1, p5 =
(q12q21)
10, p6 = −(q12q21)
8, λ(a3) = q
−1
21 (1 + q12q21)((q12q21)
4 + (q12q21)
11),
λ(a5) = q
−1
21 (q
5 − q−4).
(T19) p1 = −q
2
11, p2 = −1, p3 = q
−1
11 , p4 = −1, p5 = −q
2
11, p6 = −1,
p7 = q
−1
11 , p8 = −1, p9 = −q
2
11, p10 = −1, λ(a5) = q
−1
21 (1− q11)(1− q
−2
11 + q
−4
11 ),
λ(a3) = λ(a7) = q
−1
21 (1 + q
−1
11 )(1− q
−2
11 ), λ(a4) = λ(a8) = q
−1
21 (1− q
−3
11 ).
(T20) p1 = −(q12q21)
5, p2 = (q12q21)
7, p3 = −(q12q21)
5, p4 = −1, p5 =
(q12q21)
6, p6 = −(q12q21)
2.
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(T21) p1 = −q
4
11, p2 = −q
6
11, p3 = q11, p4 = −q
6
11, p5 = −q
4
11, p6 = −1.
(T22) p1 = −q
4
11, p2 = −1, p3 = q
−1
11 , p4 = −1, p5 = −q
4
11, p6 = −1, p7 = q
−1
11 ,
p8 = −1, p9 = −q
4
11, p10 = −1, λ(a5)(= λ9) = q
−1
21 (1 + q
−1
11 )(1 − q
−4
11 ),
λ(a6)(= λ8 = λ(a10)) = q
−1
21 (1− q
−5
11 ).
A Types of Nichols algebras
In this appendix we collect all full binary trees which appear as the type of
some finite dimensional Nichols algebra studied in the present paper.
r T1  ❅
r
r r T2
 ❅
❅ 
r
r r
r r T3
 ❅
❆✁ ✁❆
r
r r
r r r r T4
 
✁
 
❆
❅
❅
r
r r
r r
r r T5
 
 
❆
❅
❅✁
✁❆
r
r r
r r r r
r r T6
 
 
 
❅
❅
❅
r
r r
r r
r r T7
 
✁
 
❆
❅
❅
✁❆
r
r r
r r
r r r r T8
 
✁
 
❆
❅
❅
✁❆
r
r r
r r
r r
r r T9
✁❆
 ❅
❅ 
✁❆ ✁❆
✁❆
r
r r
r r r r
r r r r
r r T10 ✁❆
 ❅
❅
 
 
❅
✁❆
✁❆
r
r r
r r
r r r r
r r r r T11
✁❆
 ❅
❅ 
✁❆  ❆
✁❆
r
r r
r r r r
r r r r
r r T12
 ❅
❅✑✑
✁❆ ✁❆
✁❆ ✁❆
r
r r
r r
r r r r
r r r r T13
 ❅
❅
❅
 
 
✁❆
r
r r
r r
r r
r r T14
 ❅
❅
❅
 
 ❆ ✁
✁❆ ✁❆
r
r r
r r
r r r r
r r r r T15
✁❅
❅
❅
 
✁❆  
✁❆ ✁❆
r
r r
r r
r r r r
r r r r T16
 ❅
 
 
❆
❅
✁
✁
❆ ✁❆
❆
r
r r
r r
r r
r r r r
r r T17
 ❅
 
 
❆
❅
✁❆ ✁
✁
❆
❆
r
r r
r r
r r
r r r r
r r T18 ❆✁ ❆✁ ❆✁ ❆✁
❅  ❅ 
❍❍✟✟ ❆✁
✑✑ ❍❍
✑✑ ◗◗
r
r r
r r
r r r r
r r r r
r r r r r r r r T19
 ❅
❅
❅
 
 
✁❆
❆
✁❆
✁
r
r r
r r
r r
r r r r
r r T20
 ❅
❅
❅
❅
 
 
 ✁❆
✁❆
r
r r
r r
r r
r r r r
r r T21
✁❍❍❍❍❍❍
✟✟
✁❆ ✟✟
 ❅  ❅
✁❆ ✁❆ ✁❆ ✁❆
r
r r
r r
r r r r
r r r r
r r r r r r r r T22
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