Abstract-Given n (discrete or continuous) random variables Xi, the (2 n − 1)-dimensional vector obtained by evaluating the joint entropy of all non-empty subsets of {X1, . . . , Xn} is called an entropic vector. Determining the region of entropic vectors is an important open problem in information theory. Recently, Chan has shown that the entropy regions for discrete and continuous random variables, though different, can be determined from one another. An important class of continuous random variables are those that are vector-valued and jointly Gaussian. It is known that Gaussian random variables violate the Ingleton bound, which many random variables such as those obtained from linear codes over finite fields do satisfy, and they also achieve certain non-Shannon inequalities. In this paper we give a full characterization of the entropy region for three jointly-Gaussian vector-valued random variables and, rather surprisingly, show that the region is strictly smaller than the entropy region for three arbitrary random variables. However, we also show the following result. For any given entropic vector h ∈ R 7 , there exists a θ * > 0, such that for all θ ≥ θ * , the vector 1 θ h can be generated by three vector-valued jointly Gaussian random variables. This implies that for three random variables the region of entropic vectors can be obtained by considering the cone generated by the space of Gaussian entropic vectors. It also suggests that studying Gaussian random variables for n ≥ 4 may be a fruitful approach to studying the space of entropic vectors for arbitrary n.
I. INTRODUCTION
Obtaining the capacity region of information networks has long been an important open problem. It turns out that there is a fundamental connection between the entropy region of a number of random variables and the capacity region of networks [1] [2] . However determining the entropy region has proved to be an extremely difficult problem and there have been different approaches towards characterizing it. While most of the effort has been towards obtaining outer bounds for the entropy region by determining valid information inequalities [3] , [4] , [5] , [6] , [7] , [8] , [9] , [10] some have focused on innerbounds [11] , [12] , [13] which may prove to be more useful since they yield achievable regions.
Let X 1 , · · · , X n be n jointly distributed discrete random variables with arbitrary alphabet size N . The vector of all the 2 n −1 joint entropies of these random variables is referred to as their "entropy vector" and conversely any 2 n − 1 dimensional vector whose elements can be regarded as the joint entropies of some n random variables, for some alphabet size N , is called "entropic". The entropy region is defined as the region of all possible entropic vectors and is denoted by Γ * n [3] . Let N = {1, · · · , n} and α, β ⊆ N . If we define X α = {X i : i ∈ α} then it is well known that the joint entropies H(X α ) (or H α , for simplicity) satisfy the following inequalities:
These are called the basic inequalities of Shannon information measures and the last one is referred to as the "submodularity property". They all follow from the nonnegativity of the conditional mutual information [5] , [14] , [15] . Any inequality obtained from positive linear combinations of conditional mutual information is called a "Shannon-type" inequality. The space of all 2 n − 1 dimensional vectors which only satisfy the Shannon inequalities is denoted by Γ n . It has been shown that Γ * 2 = Γ 2 andΓ * 3 = Γ 3 whereΓ * 3 denotes the closure of Γ * 3 [5] . However, for n ≥ 4, in 1998 the first non-Shannon type information inequality was discovered [5] which demonstrated that Γ * 4 is strictly smaller than Γ 4 . Since then many other non-Shannon type inequalities have been discovered [16] , [6] , [9] , [10] . Nonetheless, the complete characterization of Γ * n for n ≥ 4 remains open.
The effort to characterize the entropy region has focused on discrete random variables, ostensibly because the study of discrete random variables is simpler. However, continuous random variables are as important, where now for any collection of random variables X α , with joint probability density function f Xα (x α ), the differential entropy is defined as
Let α a α H α ≥ 0 be a valid discrete information inequality. This inequality is called balanced if for all i ∈ N we have α:i∈α a α = 0. Using this notion Chan [17] has shown a correspondence between discrete and continuous information inequalities, which allows us to compute the entropy region for one from the other. 
is a valid continuous information inequality (i c denotes the complement of i in N ). The above Theorem suggests that one can also study continuous random variables to determine Γ * n . Among all continuous random variables, the most natural ones to study first (for many of the reasons further described below) are Gaussians. This will be the main focus of this paper.
Let X 1 , · · · , X n ∈ R T be n jointly distributed zero-mean 1 vector valued Gaussian random variables with covariance matrix R ∈ R nT ×nT . Clearly, R is symmetric, positive semidefinite, and consists of block matrices of size T × T (corresponding to each random variable). We will allow T to be arbitrary and will therefore consider the normalized joint entropy of any subset α ⊆ N of these random variables
where |α| denotes the cardinality of the set α and R α is the |α|T × |α|T matrix obtained by keeping those block rows and block columns of R that are indexed by α. Note that our normalization is by the dimensionality of the X i , i.e., by T , and that we have used h to denote normalized entropy. Normalization has the following important consequence.
Theorem 2 (Convexity of the region for h):
The closure of the region of normalized Gaussian entropy vectors is convex.
Proof: Let h
x and h y be two normalized Gaussian entropy vectors. This means that the first corresponds to some collection of Gaussian random variables X i , . . . , X n ∈ R Tx with the covariance matrix R x , for some T x , and the second to some other
Ty with the covariance matrix R y , for some T y . Now define the new set of random variables
where (.) t denotes the transpose, by stacking N x and N y independent copies of each, respectively, into a N x T x + N y T y dimensional vector. Clearly the Z i are jointly-Gaussian. Due to the independencies of the
. . , N y , the non-normalized entropy of the collection of random variables
To obtain the normalized entropy we should divide by
which, since N x and N y are arbitrary, implies that every vector that is a convex combination of h x and h y is entropic and generated by a Gaussian.
Note that h α can also be written as follows:
1 Since differential entropy is invariant to shifts there is no point in assuming nonzero means for the X i .
Therefore if we define
it is obvious that g α can be obtained from h α and vice versa. All that is involved is a scaling of the covariance matrix R. Therefore the space for g and h are the same. For simplicity, we will therefore use g α instead of h α throughout the paper and use the term entropy for both g and h interchangeably. The remainder of this paper is organized as follows. In the next section we review some motivating results on the entropies of Gaussian random variables. Section III states the main results of the paper and Section IV outlines the proof.
II. SOME KNOWN RESULTS
One of the best known inner bounds for Γ * 4 is the so-called "Ingleton-bound" [12] .
Theorem 3 (Ingleton inequality):
The Ingleton inequality was first obtained for the rank of vector spaces. However it turns out that certain types of entropy functions, in particular all linear representable (corresponding to linear codes over finite fields) and pseudoabelian group characterizable entropy functions also satisfy this inequality and hence fall into this inner bound [19] , [20] . On the other hand if we consider 4 jointly Gaussian random variables, we interestingly find that they can violate the Ingleton bound. Consider the following covariance matrix:
To violate the Ingleton inequality we need to have:
Substituting for values of g and simplifying we obtain:
Solving this inequality gives a region for permissible ε and a.
In particular the point ε = 0.25 a = 0.5 lies in this region. Interestingly enough, this example has also been discovered in a different context (the study of determinantal inequalities) in [21] . Moreover it has been shown that the Zhang-Yeung non-Shannon inequality [12] is tight for Gaussian random variables [22] .
From (4) it can be easily seen that any valid information inequality for entropies can be immediately converted into an inequality for the (block) principal minors of a symmetric, positive semi-definite matrix. Let g be the entropy vector corresponding to some vector-valued collection of random variables with an nT × nT covariance matrix R. Further, let m denote the vector of block principal minors of R. Then it is clear that m = e gT , where the exponential acts componentwise on the entries of g. Then the submodularity of entropy translates to the following inequality for the principal minors:
which is also known as the "Koteljanskii" inequality [21] . In passing we should mention that there has been interesting recent progress in determining the relationships between the principal minors of symmetric matrices [23] , [24] .
III. MAIN RESULTS
The above results (violation of the Ingleton bound and tightness of the non-Shannon inequality) lead one to speculate whether the entropy region for arbitrary continuous random variables can be obtained from the entropy region of (vectorvalued) Gaussian ones. Unfortunately, the next theorem shows that this is not true for even n = 3. 
Theorem 4 (Entropy Region for n = 3 Gaussian RVs):
Then g is a Gaussian entropic vector if, and only if, 1) If y ≤ 0:
2) And, if y > 0:
The entropy region for three random variables is simply given by the inequalities in (10) above. Thus, when y ≤ 0, the Gaussian entropy region coincides with the continuous entropy region; however, when y > 0 (and this can happen for some valid entropy vectors), we have the additional inequality (11) on the pairwise entropies, as well as the tighter upper bound (12) on g 123 . This implies that the Gaussian entropy region for n = 3 vector-valued random variables is strictly smaller than the actual entropy region.
Nonetheless, not all hope is lost and the next theorem shows that one can indeed construct the entropy region for n = 3 random variables from the entropy region generated by vectorvalued Gaussians.
Theorem 5 (General and Gaussian Entropy Regions): Let g ∈ R
7 be a continuous entropy vector. Then there exists a θ * > 0, such that for all θ ≥ θ * , the vector 1 θ g can be generated by three vector-valued jointly Gaussian random variables.
In other words, the entropy region for n = 3 continuous random variables is the (convex) cone generated by the entropy region of 3 Gaussian random variables. This result gives us hope that the study of Gaussians may be fruitful for n ≥ 4.
IV. PROOF OF MAIN RESULTS
In what follows we will outline the proofs of Theorems 4 and 5 giving as much detail as space permits. The basic idea is to determine the structure of the Gaussian random variables that generate the boundary of the entropy region for Gaussians, and then to determine what the boundary entropies are.
Lemma 1 (Boundary of the Gaussian Entropy Region):
The boundary of the Gaussian entropy region is generated by the concatenation of a set of vector valued Gaussian random variables with covariance ⎡ 
where the Φ ij are orthogonal matrices, and another set of independent vector-valued Gaussian random vectors with co-
Proof: To find the boundary region for 3 jointly Gaussian random variables, we should solve the following maximization problem:
where R is the 3T × 3T block covariance matrix. This optimization comes about when we fix any 6 of the entropies and try to maximize the last one. KKT conditions then necessitate that for i, j, k ∈ {1, 2, 3}:
Moreover note that there is no loss of generality in assuming R ii to be multiple of identity. In fact if det R ii = α T ii where α ii ≥ 0, one can always pre and post multiply the covariance matrix R by the block diagonal matrixR with elements
to obtain α ii I as the diagonal elements without changing any of the principal minors. Henceforth we will assume R ii = α ii I.
Therefore simplifying condition (16), we obtain:
Now if the 2T × T matrix R ik R jk t were full rank, the rank of the left 2T × 2T matrix would be T and therefore its Schur complement should be zero, i.e.:
in other words:
This implies that off-diagonal entries of R be multiples of an orthogonal matrix. However, in the general case R ik R jk t need not be full rank. Therefore there is a T × T unitary matrix θ ij such that:
Assume the column rank of R t ik R t jk t to be T ij . This suggests doing a similarity transformation on R with the following unitary matrix:
From which we obtain: 
using (24) and plugging back into (17) we obtain:
Note that the dimension of R ikRjk t is (T jk +T ki )×T ij and that this equation is similar to (17) withR ij instead of R ij . Therefore the same argument leads to the conclusion that R ij is a multiple of an orthogonal matrix say Φ ij ; in other wordsR ij = α ij Φ ij . Moreover if we let the rank of the left matrix in (25) be r we will have:
On the hand it is also obvious that:
From (26) and (27) it follows that:
Since a similar argument can be used for T jk and T ki we conclude that:
From which it follows that after a series of permutations Θ * RΘ can be written as follows: (
where 0 < x k ≤ 1, for k = 1, 2, 3. f has a single maximum given by:
Moreover if we let y =
2) if y > 0, max 0≤θ≤1 f (θ) = f (1) (37)
