Abstract: A new cost function, namely, the Wiener cost function, is introduced to find the best wavelet packet (WP) base in image denoising. Unlike the existing entropy-type cost functions in image compression, the Wiener cost function depends on both sparseness of image representation and noise level. Combining the Wiener cost function and the doubly local Wiener filtering scheme, a new image denoising algorithm is proposed using the best wavelet packet bases. Owing to unknown true image in denoising, a pilot image with less noise is required to find the best wavelet packet base, which is obtained by the existing denoising algorithms. From the pilot image, the best 2D wavelet packet tree is searched in terms of the Wiener cost function and the energy distributions of the image in the best wavelet packet domain are also estimated. Further, the image is recovered by applying the local Wiener filtering to the best wavelet packet coefficients of the noisy image. The experimental results show that for images of structural textures, for example 'Barbara' and texture images, the proposed algorithm greatly improves denoising performance as compared with the existing state-of-the-art algorithms.
Introduction
Wavelet with vanishing moments are very effective for representing piecewise smooth images. However, wavelets are ill-suited to represent long oscillatory patterns in images with abundant textures. These oscillatory variations of intensity can only be represented by small-scale wavelet coefficients. As a result, those small-scale coefficients are quantised to zero in the low bit rate image compression and are thresholded or shrunken to zero in image denoising, which degrades compression and denoising performance. Over-complete wavelet packet [1] contains a mass of libraries of waveforms, from which the best wavelet packet base can be found to efficiently represent long oscillatory patterns. For image compression, the best wavelet packet base can be obtained by pruning the full wavelet packet decomposition of the image in terms of a predefined cost function. Various cost functions have been developed, including the vector entropy [1] , the cost functions involved in the rate-distortion and quantisers [2 -4] , and the cost functions dependent on the coding strategy [5] . In the aforementioned methods, the filter bank at each node of the wavelet packet tree is fixed and what is adaptively selected is the tree structure of wavelet packet decompositions. It has been shown that the best wavelet packet bases obtain better performance than the standard wavelet bases. Additionally, adaptive subband decomposition [6] and nonlinear wavelet transforms [7] are also used to improve compression performance in a different adaptive mode and what are adaptively selected are the filter's coefficients at the nodes of wavelet decompositions.
In image denoising, because of unknown target image as well as a great diversity of filtering methods in the transform domain, selecting the best wavelet packet base is always a difficult problem. In [8] , based on the simple thresholding in wavelet packet domain, the best signal representation for denoising is developed for 1D signals. It is known that the spatially adaptive methods outdo the simple thresholding and shrinkage processing for 2D images [9 -14] . Therefore for the spatially adaptive methods, for example, the local Wiener filtering, it is an important issue how to select the best wavelet packet base for image denoising.
In this paper, a new cost function is introduced for selecting the best wavelet packet base in image denoising. The new cost function depends on the energy distribution of an image in wavelet packet domain and noise level. It is derived from the ideal Wiener filtering in the transform domain and thus is referred to as the Wiener cost function. Because unavailable true image in denoising, we combine the Wiener cost function and the doubly Wiener filtering scheme [14, 15] to develop a new image denoising algorithm using the best wavelet packet base. The new algorithm consists of three steps. First, we use the existing waveletbased denoising algorithms to recover a 'clean' image from a noisy image, which is used as the pilot image in the next step. Second, the best wavelet packet base of the pilot image is selected in terms of the Wiener cost function and noise level in the noisy image. Since the pilot image is close to the true image, the obtained wavelet packet base also provides an efficient representation of the true image. Moreover, the energy distributions of the true image in the best wavelet packet domain are also estimated from the wavelet packet coefficients of the pilot image by local averaging. Third, we decompose the noisy image using the best wavelet packet base. Based on the estimated energy distributions, the local Wiener filtering is applied to noisy wavelet packet coefficients to estimate the coefficients of the true image and then a 'cleaner' image is recovered by the inverse wavelet packet transform.
Empirical Wiener filtering and Wiener cost function
For convenience, we review the empirical Wiener filtering (EWF) method and define the Wiener cost function in 1D case. Let a noisy observation
. . , N , where s(n) is a signal of interest and v(n) is a zero-mean white Gaussian noise of variance s 2 independent of the signal. The task of denoising is to estimate s(n) from x(n). In order to enhance signal features, an appropriate transform, without loss of generality, an orthogonal transform, is used to convert a noisy singal to the transform domain. Further, the coefficients in the transform domain are filtered and then the signal of interest is recovered from the filtered coefficients by the corresponding inverse transform. The quality of the recovered signal highly depends on the transform and the filtering criterion.
If the energy distribution of the signal in the transform domain is known, then the ideal Wiener filtering gives the best result. However, because of unknown signal energy distribution, an empirical energy distribution is often used to replace it, which result in the EWF, a commonly-used filtering method in the transform domain [15] . Its flow chart is shown in Fig. 1 , where the box labelled A denotes an orthogonal linear transform by which a noisy signal is mapped to the transform domain, that is, y ¼ As, w ¼ Av , andÊ(n) is an empirical energy distribution of the signal in the transform domain and is often estimated from noisy transformed coefficients. Under the orthogonal transform A, w(n) is also zero-mean white Gaussian noise of variance s 2 . The EWF is performed by the formulã
The mean square error (mse) of the estimateŷ(n) is
where the first term of the error
is the mse of the ideal Wiener filtering that uses the true energy distribution [As(n)] 2 of the signal. Equations (2) and (3) indicate the following three important facts:
(i) The total error depends on noise level, transform and empirical energy distribution.
(ii) The first term of the error depends on only the transform A and noise level. Generally, if the transform A provides a sparse representation of the signal, then the first term of the error will be small. (iii) The second term of the error mainly depends on the empirical energy distribution. The more the empirical energy distribution approximates to the true one, the less the second term of the error is.
These indicate two approaches to design denoising algorithms. One is to improve the estimators of empirical energy distributions for a given orthogonal transform so as to reduce the second term of the error. Most of the existing wavelet-based image denoising algorithms adopt this approach [9, 10, [12] [13] [14] . It is known that natural images exhibit spatially non-uniform energy distributions in the wavelet domain. Most image energy is concentrated on energy clusters from edges and textures and energy clusters exhibit strong inter-scale and intra-scale dependencies. Based on these properties, various spatially adaptive estimators are developed for estimating the empirical energy distributions from noisy wavelet coefficients. Another approach is to select the best orthogonal transform so as to reduce the first term of the error. This is seldom investigated because the true images are unavailable in image denoising.
In this paper, we propose the local Wiener filtering scheme using the best orthogonal transform. In order to bypass the obstacle of unavailable true signal, we use a pilot signal to select the best orthogonal transform, where the pilot signal can be obtained by applying the EWF algorithm with a standard orthogonal transform, for example, wavelet transform, to a noisy signal. The framework of the proposed scheme is shown in Fig. 2 . First, a standard orthogonal transform B and the local Wiener filtering are applied to a noisy signal to obtain a pilot signals(n) . And then, the pilot signal and noise level are used to select the best orthogonal transform A from a predefined class Class(A) of orthogonal transforms by
The objective function in (4) is the mse of the ideal Wiener filtering using the transform C, the pilot signals , and noise level s and J (C, s,s) is referred to as the Wiener cost function of the transform C to the signals(n) and noise level s . In Fig. 2 , the LWF denotes the local Wiener filtering and the EED estimator is used to estimate the empirical energy distribution of the signal in the best transform domain from the transformed coefficients of the pilot signal. Fig. 2 describes a general framework of selecting the best orthogonal transform. The complexity of selecting the best transform depends on Class(A). Typically, the optimisation problem is hardly solved if Class(A) is the set of all orthogonal transform. Thus, Class(A) is often a subclass of orthogonal transforms. Here, Class(A) is composed of all orthogonal bases from a wavelet packet library. In this way, the best wavelet packet base can be selected by pruning the nodes of a full wavelet packet tree in terms of the Wiener cost function as do the existing image compression methods based on the best wavelet packet transforms [1] [2] [3] [4] [5] .
Best wavelet packet base under Wiener cost function
Let h(k), g(k) be an orthonormal filter bank and c 0 (x), c 1 (x) be the corresponding scaling function and wavelet function, respectively. The basic wavelet packet functions are defined as
For a discrete signal s(n), we often assume that its samples are the projective coefficients of a continuoustime signal s(t) onto the scaling subspace
The wavelet packet provides a large number of orthogonal bases. Each wavelet packet base associates with a binary tree where each node corresponds to a subspace spanned by the dilation and shifts of a wavelet packet function. The subspace V n j ; span{c 
Two-dimensional wavelet packet bases
The two-dimensional separable wavelet packet functions are defined as the tensor products of two one-dimensional wavelet packet functions, that are
Similar to the one-dimensional case, the subspace
is referred to as the subspace with depth j and a wavelet packet function c m,n (x, y). Let us associate the dyadic associates to the square[1=2, 1) 2 . The following has been proved [1] [2] [3] [4] [5] :
2 , then the family of functions {c
Best wavelet packet base selection
A 2D orthogonal wavelet packet base can be described by a quad-tree with the root node f0, 0, 0g, the nodes without any child node are called the leaf nodes, and except the leaf nodes each node (m, n, j) has four child nodes (2 m, 2n; j þ 1),(2 m, 2n þ 1, j þ 1),(2 m þ 1, 2n, j), and (2 m þ 1, 2n þ 1, j þ 1). The quad-tree structure assures a simple algorithm for selecting the best wavelet packet base. For a given noise level s and an image s( †, †) (here we assume that the image is known, and in the next section we shall explain how to obtain a pilot image from a noisy image), perform J-level full wavelet packet decomposition, and the wavelet packet coefficients at the node (m, n, j) are represented as
For each node, calculate its Wiener cost function
V consist of all leaf nodes of a quad-tree of depth no more than Jg. Selecting the best wavelet packet base is to find a V Ã from Class(A) such that its total Wiener cost function, that is the summation of the Wiener cost functions at its all nodes, is minimal, which can come down to the optimisation problem
Similar to most of the search algorithms of the best wavelet packet base [1, 4, 5] , the best wavelet packet base is obtained by pruning a J-level full quad-tree from bottom to top. The selecting algorithm can be described as follows.
leaf nodes in the J-level full quad-tree.
(ii) For 0 j , J and each node (m, n, j) in the jth level, calculate the corresponding Wiener cost function
as well as the summation of the Wiener cost functions of its four child nodes bỹ
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If j . 0, set j j À 1 and return the Step (ii); otherwise, output V Ã ¼ S(0,0,0).
The set V Ã is composed of all leaf nodes of the best quadtree. In this way, the corresponding family of functions
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Image denoising algorithms based on best wavelet packet base This section gives two image denoising algorithms based on the best wavelet packet base. The algorithm to select the best wavelet packet base in the above section uses the true image and noise level. It is known that the true image is unavailable in denoising and the noise level can be accurately estimated by the MAD estimator [16] from the noisy image. Therefore the pivotal problem is how to obtain a pilot image instead of the true image to select the best wavelet packet base. As in the EWF [15] and the doubly local Wiener filtering [9, 14] , we use the standard wavelet transform to reduce noise in a noisy image and then the denoised image is used as a pilot image for selecting the best wavelet packet base. It has been shown that undecimated wavelet transforms [17, 18] achieve better denoising performance than the maximally decimated ones do, owing to its shift-invariance and robustness from redundancy. Hence, we also extend the proposed method to the case of undecimated wavelet packet transforms.
Pilot image obtained from LWFDW [14]
In what follows, we briefly summarise the procedure of obtaining the pilot image. Let x(p, q) ¼ s(p, q) þ v(p, q) be a noisy image, where s(p,q) is a true image and v(p,q) is zero-mean white Gaussian noise of variance s 2 independent of the true image. The local Wiener filtering algorithm with the elliptic directional windows are realized in two steps. In the first step, the empirical energy distribution of the true image in each subband is estimated by local average within appropriate directional windows. Let y
be the wavelet coefficients of the noisy image in the horizontal, vertical and diagonal subbands at the jth level, respectively. The empirical energy distributions in the wavelet domain [14] are estimated bŷ 
where (p, q) ¼ (m À n, m þ n). The parameter r j for size depends on the depth j of the decomposition, and the detail refers to [14] . In the second step, the EWF is used to estimate the wavelet coefficientsŷ
From the estimated wavelet coefficients and the coarsest approximate coefficients without any process, a ' clean' imageŝð p; qÞ is recovered by the inverse wavelet transform. The imageŝð p; qÞ contains much less noise than the original noisy image and is used as a pilot image to select the best wavelet packet base. Since the pilot image is close to the true image, the best wavelet packet base for the pilot image can also efficiently represent the true image. In other words, the total Wiener cost function of the true image under the best wavelet packet base of the pilot image is small though it may not be the smallest one. In fact, we can also obtain the pilot images using other existing image denoising algorithms instead of the LWFDW algorithm.
Image denoising algorithm based on best decimated wavelet packet base
Given the pilot imageŝ(p, q) and the noise level s, the best wavelet packet base V Ã can be obtained by using the searching algorithm in Section 3.2. Once the best wavelet packet transform is obtained, the empirical energy distribution of the image in the best wavelet packet domain can be estimated by
where W andŝ j;m;n ð p; qÞ represent the window and the pilot image's wavelet packet coefficients in the subspace V m;n j , respectively. In the standard wavelet transform, the horizontal and vertical subbands exhibit directional selectivity for edges and textures in images and thus the elliptic directional windows are used to improve empirical energy distributions in these subbands. For most of subbands in the wavelet packet decomposition, the subband filters support in the two perpendicular directions through the origin in the 2D frequency plane as the diagonal subbands in the wavelet decomposition do. These subbands exhibit poor directional selectivity. Therefore we use a circular window to estimate the energy distributions of the image in the best wavelet packet domain. The circular window is defined as
In this way, the empirical energy distribution of the image is estimated by the formulae (11) and (12) . Utilising the empirical energy distributions and noise level, the local Wiener filtering is operated on the wavelet packet coefficients of the noisy image, that is
where y m,n j (p, q) are the wavelet packet coefficients of the noisy image in the subspace V m,n j . Finally, the image is recovered from the filtered coefficients by the inverse wavelet packet transform.
The image denoising algorithm based on the best decimated wavelet packet transform can be summarised as follows.
(i) Obtain the pilot image by the LWFDW algorithm using the maximally decimated wavelet transform and determine the best wavelet packet base in terms of the noise level and the pilot image by the algorithm in Section 3.2.
(ii) Estimate the empirical energy distributions of the image in the best wavelet packet domain by (11) and (12). (iii) Estimate the wavelet packet coefficients of the image by the local Wiener filtering in (13) . (iv) Recover the image by the inverse wavelet packet transform.
For convenience, the above algorithm is abbreviated as LWF-BDWP.
Image denoising algorithm using undecimated wavelet packet base
Undecimated wavelet transforms achieve better denoising performance than the maximally decimated ones do [10, 14, [17] [18] [19] , which is owing to the facts that undecimated wavelet transforms avoid unpleasant effects in maximally decimated wavelet transforms such as the ringing artifacts around edges in images and shift-sensitivity. In what follows, we extend the proposed method to the case of undecimated wavelet packet transforms. Let x(p, q) be a noisy 
We first apply the LWF-BDWP algorithm to all possible shift versions of the noisy image and obtain a set of shifted denoised images. Unshifting these images and averaging them yields an output image with less artifacts and higher PSNR than a single denoised image. The new algorithm is referred to as the local Wiener filtering using the best undecimated wavelet packet, for short, the LWF-BUWP. The LWF-BUWP algorithm can be summarised as follows.
(i) Apply an existing image denoising algorithm to the noisy image x(p, q) to obtain a pilot imageŝ(p, q).
(ii) Assume the J-level wavelet packet decomposition be used. Apply the LWF-BDWP algorithm to 4
J shifted versions of the noisy image and the pilot image, we obtain 4 J denoised images
(iii) Unshift these denoised images and average them
In the first step of the algorithm, we need to obtain a pilot imagex(p, q) with less noise from the noisy image by an existing algorithm. The quality of the pilot image is related to denoising performance of the denoising algorithm. Here, the two recent denoising algorithms, the local Wiener filtering with directional windows (LWFDW) using undecimated wavelet transform [14] and the DFB-GSM algorithm using directional filter bank [20] are used to obtain pilot images of high quality, respectively.
It is notable that the best wavelet packet bases are sensitive to shift of images and the experimental results also show that different shift versions often generate different best wavelet packet trees. Owing to application of undecimated wavelet transforms, our algorithm can reduce the ringing artifacts around edges of images. Moreover, different wavelet packet bases are applied to different shifted version of the image, which improves the effectiveness of image representations. These two merits ensure that our algorithm can achieve satisfactory denoising performance, in particular, for images with abundant textures that contain a mass of long oscillatory patterns.
Experimental results
We choose five 8-bit 512 Â 512 greyscale images and a 256 Â 256 image 'House' as the test images. In experiments, computer-generated white Gaussian noise is added to these images to test the performance of the algorithms. In the LWF-BDWP algorithm, the pilot images are obtained by the LWFDW algorithm using five-level wavelet decomposition with boundary symmetric-padding [14] and the wavelet packet bases are generated by the wavelet 'sym8'. In the LWFDW algorithm, we use the wavelet base 'Db8' of eight vanishing moments and the directional windows are W(r, 2), W(r, 1/2) and W d (r,2) from the horizontal, vertical and diagonal subbands, respectively, where r ¼ 5, 4, 4, 3, 3 from the finest level to the coarsest level. A small circular window W c (1) = f(0, 0), (0, 1), (1, 0), (0, 21), (21, 0) g is used in the estimator (11) . For the first three test images, the output PSNRs of the LWF-BDWP algorithm and several existing state-of-the-art algorithms are listed in Table 1 , where the output PSNR for each noise level is the average value of the 20 independent tests and the best results are highlighted in the bold fonts. The LWF-BDWP algorithm gives the maximal PSNRs among the listed algorithms. In order to illustrate the visual effect, the original 'Barbara' image, the noisy image (noise level is 20), the image denoised by the Arb-Window [21] and the image denoised by the LWF-BDWP are plotted in Fig. 3 . Their local zoomed regions are illustrated in Fig. 4 . It can be seen that the proposed algorithm preserves better the texture structures in the region that are typical long oscillatory patterns. The improvements of the denoising performance of the proposed method is mainly owing to the best wavelet packet bases that significantly reduce the first term of the error in (2) . For the three test images and different noise levels, the total Wiener cost functions of the best wavelet packet transforms (Best WPTs) and the standard wavelet transform (Standard WT) are listed in Table 2 , where the Wiener cost function of the low-pass subband is not included in the total cost function. From Table 2 , it can be seen that the Best WPTs have less total Wiener cost functions than the standard wavelet transforms do. Moreover, the performance improvements are also related to the test images. For the 'Lena' image with less long oscillatory patterns, the PSNR improvements are smaller. For the 'Barbara' image with abundant textures and the texture image that contain a mass of long oscillatory patterns, the PSNR improvements are significant. Additionally, since the Wiener cost functions depend on the noise levels, the best wavelet packet trees for a given image vary with noise levels. For example, for the test image 'Barbara', the best wavelet packet trees are shown in Fig. 5 when noise levels s are 10,15, 20 and 25.
In the LWF-BUWP-I algorithm, we use the LWFDW with five-level undecimated wavelet transform of boundary symmetric-padding to obtain pilot images, where the wavelet base is 'Db8' of eight vanishing moment and the directional windows are W(r, 2), W(r, 1/2) and W d (r, 2) with r ¼ 7, 8, 8, 9, 9 from the finest level to the coarsest level, respectively [14] . In the LWF-BUWP-I algorithm, the five-level best wavelet packet decomposition with the wavelet base 'sym8' is used. It is notable that the denoising performance of the LWF-BUWP algorithm depends on the quality of pilot images because the pilot images are related to validity of the 'best' wavelet packet bases to the true images and accuracy of the empirical energy distributions estimated from pilot images. We also use the DFB-GSM algorithm [20] to obtain pilot images of better quality. The corresponding algorithm is labelled as LWF-BUWP-II, where the energy distributions of pilot images are directly used as the empirical energy distributions. For the six test images, the output PSNRs of the two LWF-BUWP algorithms and two existing state-of-the-art algorithms are listed in Table 3 . It can be seen that our algorithms provide improvements for the images with abundant textures, such as 'Barbara', texture image and 'fingerprint'. Particularly, the output PSNRs of the LWF-BUWP-II are larger that that of the LWF-BUWP-I in most cases, which is owing to that the DFB-GSM algorithm provides better pilot images than the LWFDW algorithm does. We also notice that the output PSNRs have slight reductions or have no improvements when the LWF-BUWP-II algorithm is applied to the test images with less textures, such as 'Lena', 'Boat' and 'House'. This indicates that the directional filter banks can more efficiently represent the edges of short oscillatory patterns in images than the wavelet packet bases. In order to demonstrate visual effects, we plot a local region of the images denoised by the LWF-BUWP-II algorithm and the DFB-GSM algorithm in Fig. 6 .
Additionally, from Table 1 and 3, the LWF-BUWP algorithms provide PSNR improvements above 0.6 dB as compared with the LWF-BDWP algorithm. These improvements are at the cost of heavy computational burden. In the LWF-BDWP algorithm, pilot images are obtained by the decimated wavelet transform of low complexity and only a best wavelet packet base is searched. In the LWF-BUWP algorithms, pilot images are obtained by the undecimated wavelet transform or the DFB-GSM algorithm of high complexity and 4
J best wavelet packet bases need to be searched for different shift versions. Practically, we can select different algorithms in terms of acceptable computational cost.
Conclusion
Adaptive wavelet packet transforms with various cost functions have been widely used in image compression and provide better compression performance than the standard wavelet transforms, which is owing to their capability to efficiently represent long oscillatory patterns in images. In this paper, we have introduced the Wiener cost function to measure the effectiveness of a wavelet packet base in image denoising. By combining the Wiener cost function and the doubly Wiener filtering scheme, several image denoising algorithms using the best wavelet packet base are developed. The experimental results show that the new algorithms provide significant improvement as compared with the existing denoising algorithms using the wavelet transforms, for images with abundant textures and texture images. 
