Accelerometry shows promise in providing an inexpensive but effective means of long-term ambulatory monitoring of elderly patients. The accurate classification of everyday movements should allow such a monitoring system to exhibit greater 'intelligence', improving its ability to detect and predict falls by forming a more specific picture of the activities of a person and thereby allowing more accurate tracking of the health parameters associated with those activities. With this in mind, this study aims to develop more robust and effective methods for the classification of postures and motions from data obtained using a single, waist-mounted, triaxial accelerometer; in particular, aiming to improve the flexibility and generality of the monitoring system, making it better able to detect and identify short-duration movements and more adaptable to a specific person or device. Two movement classification methods were investigated: a rule-based Heuristic system and a Gaussian mixture model (GMM) based system. A novel time-domain feature extraction method is proposed for the GMM system to allow better detection of short-duration movements. A method for adapting the GMMs to compensate for the problem of limited user-specific training data is also proposed and investigated. Classification performance was considered in relation to data gathered in an unsupervised, directed routine conducted in a three-month field trial involving six elderly subjects. The GMM system was found to achieve a mean accuracy of 91.3%, distinguishing between three postures (sitting, standing and lying) and five movements (sit-tostand, stand-to-sit, lie-to-stand, stand-to-lie and walking), compared to 71.1% achieved by the Heuristic system. The adaptation method was found to offer a mean accuracy of 92.2%; a relative improvement of 20.2% over tests without subject-specific data and 4.5% over tests using only a limited amount of subjectspecific data. While limited to a restricted subset of possible motions and postures, these results provide a significant step in the search for a more robust and accurate ambulatory classification system.
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Introduction
The population of the world is aging. The United Nations predicts that by 2100, 28.1% of the world population will be aged 65 years or older compared to 10.0% in 2000 and 6.9% in 1900 (United Nations 2003 . With this aging population comes an increased demand for ongoing health monitoring and support of elderly patients.
Recent advances in information communications and sensor technologies have meant that telemedicine systems for automated monitoring of elderly subjects either living at home or in institutionalized care have become a near reality. Some of the primary aims of any such system are to monitor the functional ability of patients and to predict and detect falls.
Accelerometry has been proposed as a practical, inexpensive and reliable method for monitoring motion in free-living subjects (Mathie et al 2004) . In this paper, a system is described which uses a single triaxial accelerometer for ambulatory monitoring of elderly people living alone. The initial scope of the study is to monitor for potential falls only within the patient's residence. While monitoring outside the home is likely to provide further useful information in terms of functional well-being and energy expenditure, most falls which go undiscovered occur within the home and thus such a limited scope is still likely to be fundamentally useful for the elderly community.
In order to accurately detect and predict falls, it is beneficial not just to examine data for acceleration spikes, but to make some semantic sense of the accelerometry signal in terms of the sequences of motions and postures that occur. If an automated system is able to accurately and reliably classify such sequences of movements, then it is expected that the system will be better able to detect and predict falls. Robust classification of motions and postures should also allow more intelligent monitoring of long-term change in physiological indicators such as parameters of gait and balance, energy expenditure and functional wellbeing. Hence this study examines several methods for classification of postures and motions and searches for methods to improve performance and robustness of accelerometry-based movement classification systems. In particular, we consider the advantages of moving away from a static rule-based classification approach and towards a more general Gaussian mixture model (GMM) based approach. We also aim to address existing shortcomings in the ability of such generalized systems to identify and distinguish between short-duration movements and to adapt to the parameters of a specific person or device.
Existing literature on movement classification using accelerometry data has been widely varied in approach, intention and outcome. Individual researchers or research groups have each investigated their own particular set of movements using their own device/s and their own data collection method and have applied a wide variety of algorithms and methods. Consequently, it is difficult to make significant comparisons or draw meaningful conclusions from the existing literature beyond noting that accelerometry shows promise in ambulatory monitoring.
Many studies use multiple accelerometers fixed to specific places on the body, usually a subset of the thighs, wrists, arms, sternum, waist and lower legs (Bao and Intille 2004 , Bussmann et al 2001 , Foerster et al 1999 . A smaller number of studies have investigated the use of a single accelerometry device attached at the waist, sternum or back (Lee et al 2003 , Mathie et al 2004 , Ravi et al 2005 . Whereas the use of a larger number of accelerometers is likely to provide a higher accuracy in terms of classifying motions and postures, such a system is also likely to be too cumbersome and inconvenient to be truly feasible for long-term ambulatory monitoring.
A variety of classification methods have been trialed. Many studies have focused on the development of simple threshold-based methods or Heuristic classifiers specific to a small subset of possible motions and postures. The rule-based Heuristic methods described in Mathie et al (2004) , Mathie (2003) are one such example which will be used as a baseline for comparative tests in this paper. Other simple methods assessing similar motion and posture subsets include, but are by no means limited to, Bussmann et al (2001) , Foerster et al (1999) , who classified motions based on a distance measure to an expected range of parameter values and Lee et al (2003) , who used a simple Heuristic approach.
Other researches employing more generic, automatic methods from the machine learning literature include applications of decision trees, nearest neighbour and Naïve Bayes (Ravi et al 2005, Bao and Intille 2004) , support vector machines (SVM) (Ravi et al 2005) , neural networks (Kiani et al 1997) , Gaussian mixture models and Markov chains Pentland 2005) . It is currently unclear which method is most effective. Minimal experimentation has been performed in relation to finding the optimal front-end features for these methods. Most studies have used frequency-derived features employing an FFT or parameters such as averages or correlations calculated over long time-windows (Sung and Pentland 2005, Ravi et al 2005) , potentially reducing the ability of the systems to detect short-duration movements, for example, transitions between sitting and standing or taking a couple of steps.
In this paper, two methods for distinguishing between three postures (sitting, standing and lying) and five motions (stand-to-sit transition, sit-to-stand transition, stand-to-lie transition, lie-to-stand transition and walking) using a single, waist-mounted, triaxial accelerometer are implemented and compared. The first is a rule-based Heuristic method, which will be described further in section 2.3. The second uses GMMs as described in section 2.4.
For the GMM system, we propose that time-domain features incorporating temporal information via delta and shifted delta coefficients are sufficient for accurate movement classification. Based on a time-derivative estimate of the gravity and body acceleration waveforms, these have the potential to reduce computation time and better detect shortduration movements. A method for adapting the GMMs to a particular person or device is also proposed. This allows models pre-trained on data from multiple subjects, to be adjusted to better fit a particular person or device, using only a very limited amount of training data from that person or device. If this kind of device is to be deployed clinically in long-term ambulatory monitoring situations, this kind of adaptation method is likely to prove very useful.
Methods

The device
The device used in these studies is a single, waist-mounted triaxial accelerometer identical to that described in Salleh et al (2000) . Two ADXL210 biaxial accelerometers were mounted orthogonally within a pager case measuring 71 × 50 × 18 mm 3 . The whole device is light weight, weighing approximately 50 g including a single AA 1.5 V battery, a wireless transmitter and an emergency push button ( figure 1(a) ). The data from the waist-mounted device is transmitted over a 433.92 MHz wireless link to a personal computer where the data are stored and further processing is carried out (see figure 1(b)). The device was designed only for use within a single residence and consequently there is minimal onboard data storage and the range of the wireless link of the device covers only the vicinity of a small house. The resultant sampling rate after transmission is approximately 45 Hz and the data resolution is better than 25 × 10 −3 g. The device is capable of measuring both static and dynamic accelerations and consequently the signal is the net result of the body acceleration due to movement of the subject, acceleration due to gravity, acceleration due to other external forces and noise. Given that this device was designed for use by elderly patients in the home, acceleration due to external forces is assumed to be negligible and the noise level is fairly low (median filtering is applied to reduce noise spikes in the signal and the device output when completely still is very low (Mathie 2003) ). Thus the main components of the device signal which need to be considered are the body acceleration and the acceleration due to gravity. These two components overlap in the frequency domain so cannot be completely separated by filtering, however most of the gravity component is found below 0.2-0.5 Hz and thus a reasonable estimate can be separated out using a low-pass filter (Mathie 2003) . The gravity component of the signal allows one to determine the orientation or inclination of the subject.
Most commonly the device is placed at the waist above the iliac spine where it is easy to attach without assistance and has been found to be comfortable and unnoticeable (Mathie et al 2004) . However, for further convenience and to lower the incidence of bruising or discomfort the algorithms are intended to handle any placement around the waist.
The use of a single device has some obvious limitations in terms of its ability to detect the angle of the legs with respect to the torso and consequently to distinguish between basic postures such as sitting and standing. However, it is hoped that such a single device located close to the centre of mass of the person still provides sufficient information that an automated system might be able to infer whether the person is sitting or standing from the sequence of movements which led the person to be in that posture. In a field trial with six elderly recipients conducted over a period of 2-3 months, subject compliance with this single device was found to be 88% (Mathie et al 2004) . It is expected that the attachment of additional devices would further limit this compliance level and would thus limit the overall benefit that such a system might offer.
Data collection
The data for these experiments were gathered in an unsupervised pilot study in which six healthy, elderly subjects (4 women, 2 men aged 80-86 years) living independently at home wore the device each day for a period of 2-3 months. Further details of the study are given in Mathie et al (2004) , Mathie (2003) . A desktop computer was set up within each home to collect the data from the device via the wireless connection as well as to provide instructions during a daily routine. Data were collected and stored on the computer automatically whenever the subjects were within range (i.e. whenever they were in the house). The trial was primarily conducted as a feasibility study. Most of the data collected during the days were not annotated.
The data used to assess classification performance in this paper were collected during a short directed routine performed daily by the subjects. The routine was performed according to a set of instructions, presented both as text and orally by the computer. Periods of activity were interspersed with periods of rest and were followed by a button press from the user to allow easy annotation by the researchers after the trial was complete. The full set of instructions are given in Mathie et al (2004) , Mathie (2003) but can be summarized as follows:
(1) Press the button to start the testing. Because the routines were performed on successive days and the device was removed overnight, the placement of the device varied with every iteration of the routine. In some cases, the device would be placed in roughly the same position as on previous days. On other days, some participants chose to completely change the position of the device in order to prevent bruising.
After completion of the trial, the routine data were manually checked to ensure that the expected movements were performed, and annotated with each of the eight classifications: standing, sitting, lying, stand-to-sit transition, sit-to-stand transition, stand-to-lie transition, lie-to-stand transition and walking. Each separate instance of each movement type and classification was segmented out into a separate file so that each training or test file contained the complete duration of one particular movement or posture occurrence only. Between 40 and 100 instances of each classification type were collected for each subject resulting in over 340 instances of each movement and posture. The movement and posture data for each subject were then divided randomly into training and test sets in a roughly 60-40% split.
A representative set of routine data is shown in figure 2. While the movements and postures contained within the routine are by no means a complete set of all possible activities that a given person might perform, they do form a basic set of simple activities which form an underlying structure to a person's daily life, and are likely to provide a great deal of information in terms of the person's balance, gait and activity levels if they can be accurately identified.
Rule-based Heuristic system
The rule-based Heuristic classification system is a modified version of that described in Mathie et al (2004) , Mathie (2003) . It is based on a hierarchical decision tree in which general decisions are made about the signal in the higher nodes of the tree, e.g. classifying activity versus rest, and then the classification is further refined in the lower branches, e.g. standing versus sitting versus lying. Most of the nodes contain Heuristic tests whereby a parameter of the signal is compared to some form of pre-set threshold; for example, is the tilt angle less than 20
• ? The full classification scheme is shown in the block diagram in figure 3.
Gaussian mixture model system
2.4.1. Overview. The GMM-based approach is a more general and arguably sophisticated approach to classification. GMMs are a parametric representation of a probability density function, based on a weighted sum of multi-variate Gaussian distributions. A separate GMM is trained for each movement and posture classification using the expectation maximization (EM) algorithm applied to data initialized with the k-means clustering algorithm; see Reynolds and Rose (1995) for further details. Test data are classified by selecting the GMM that gives the highest likelihood value of having produced those data. GMMs with 32 mixtures were found to give the best compromise between performance and computational load in the experiments described in section 3.
GMMs have been employed for a long time in the pattern classification literature and are commonly used in a range of applications including speaker and language identification (Reynolds and Rose 1995 , Torres-Carrasquillo et al 2002 , Allen et al 2005 . The application of GMMs to this field is not new (Sung and Pentland 2005) . The main distinction between our system and the use of GMMs in previous accelerometry systems is the use of a novel set of time-domain features (see section 2.4.2) and a proposed subject adaptation method (see section 2.4.3).
Feature extraction.
A range of front-end parameters have been used in movement classification systems to date. Minimal comparison of the various parameterization methods has been performed and thus the optimal front-end processing methods for such applications remain unknown. Most studies have used frequency-derived features employing an FFT or parameters such as averages or correlations calculated over long time-windows (Sung and Pentland 2005, Ravi et al 2005) . While these features may be good for long duration, quasi-periodic signals like walking, cycling or brushing teeth, they are likely to be less effective in identifying shorter duration, non-periodic activities such as transitions between sitting and standing or taking a couple of steps. Since a trained eye can identify the signals fairly easily from their timedomain representation, time-domain features were selected rather than FFT-based features. These have the potential to improve both the ability of the system to detect short-duration movements and the computational complexity of the feature calculations.
Following extensive testing, the final proposed front-end uses 25-dimensional feature vectors composed of
• separated body acceleration (three features) and gravity components of the signal (three features), • first-order delta coefficients for the gravity component (three features), • a 3-3-3-5 shifted delta configuration for the body acceleration component (15 features), • signal magnitude area (SMA) (one feature).
These are shown in figure 4 and will be described in the following subsections. Given the low sampling rate of 45 Hz, it was found to be computationally feasible to calculate a feature vector for every sample.
Gravity and body acceleration components. As previously described in section 2.1, the accelerometer signal is composed of two parts: acceleration due to movement of the wearer, i.e. body acceleration, and acceleration due to gravity. Both signals play an important, though distinct, role in characterizing a particular movement or posture. Consequently, these components are included separately in our feature vectors. The two components were separated by filtering. An eighth-order elliptic low-pass filter with a cut-off at approximately 0.25 Hz Delta coefficients. Delta coefficients are a method commonly used for representing temporal information in speech signal processing. Originally proposed by Furui (1986) they form a regression-based estimate of the first-order time derivative of the features on which they are based. For this application, first-order delta coefficients were calculated for each of the three axis components of the acceleration due to gravity according to
where g(t) is the gravity component at time t. See figures 5(a)-(c) for a graphical representation of these features.
Shifted delta coefficients (SDC).
The SDC are a simple extension of the delta coefficients and have recently been used to better represent temporal information in speech signals for automatic language identification (Torres-Carrasquillo et al 2002 , Allen et al 2005 . They are calculated by taking a sampling of the delta coefficients from past or future frames and concatenating them in the current feature vector. This forms a numerical representation of the way the feature slope changes over time in the vicinity of the current feature (figures 5(d)-(f)). Given that the gravity component does not undergo rapid changes, little is gained by adding an extensive SDC component for gravity. However, the body acceleration component does undergo rapid changes in slope and thus useful information can be gained by including an SDC calculated from the body acceleration component. The SDC are specified by four parameters: N, D, P and K. N is the number of base features from which they are calculated, D is the same D as in the delta calculations, P is the distance between samples and K is the number of samples taken. So the final shifted delta feature vector is given by the concatenation of b(t + iP) for all 0 i < K, where
and b(t) is the gravity component at time t.
After extensive experimentation, a parameter configuration of 3-3-3-5 was chosen to represent the body acceleration components of the signal (a total of 15 features). Given the 45 Hz sampling rate, this means that each feature incorporates detailed temporal information from the surrounding 0.4 s.
Signal magnitude area (SMA).
The SMA has been found to be a suitable measure for distinguishing between activity and rest using triaxial accelerometer signals (Bouten et al 1997 , Mathie 2003 . It was used for that purpose in the Heuristic system described in section 2.3.
It is calculated according to
where x[n], y [n] and z[n] are the discrete samples of the body components of the x-, yand z-axis samples, respectively, and N is the window length over which the SMA value is calculated.
Adaptation methods to compensate for limited or mismatched training data.
One of the difficulties associated with the practical deployment of an ambulatory monitoring system based on accelerometry data is the loss in accuracy caused by either training the system on data from other people or training the system on limited data from the person for whom it is intended. If the system is trained on data from that person only, it is likely to be undertrained and therefore insufficiently robust to variation in the movements (since gathering sufficiently large training data sets from just that person is impractical). Whereas, if the system is pre-trained on a larger set of data, taken from multiple people, the models may not be specific enough to that person for accurate classification. For an algorithm like the EM algorithm (which can take a substantial amount of time to run), it is likely to be impractical to gather data from the intended subject and retrain the whole system using those data as well as other previously gathered data from multiple people.
As a possible solution to this problem, it is proposed that the GMMs should first be trained on a large data set from multiple subjects using the EM algorithm. Those models can then be adapted to the intended subject using Bayesian adaptation. A diagram of the proposed method is given in figure 6 . A variation of this method is currently widely accepted as a solution to Figure 6 . Proposed method of training movement GMMs. The GMMs are first trained on data from multiple subjects using the EM algorithm and then adapted to a specific subject using Bayesian adaptation.
the problem of limited training data in speaker verification and identification tasks (Reynolds et al 2000, Lucey and Chen 2003) .
Bayesian adaptation works by adjusting Gaussian mixtures which are similar to values seen in the training data to take on values closer to those data whilst leaving mixtures which are further from the training data at roughly their original values. Thus in our proposed application for movement classification it is anticipated that the GMM mixtures similar to the subjectspecific training data will become very close to those subject-specific data, thus incorporating the subject-specific information. Whereas, the GMM mixtures which are dissimilar to the subject-specific data will remain close to their original values, thus retaining the robustness and generality offered by the larger training set.
In this application, the adaptation of the GMMs is performed on the mixture means over successive iterations as follows (Reynolds et al 2000, Lucey and Chen 2003) .
For the ith Gaussian mixture component, the probabilistic count of training observations is defined as
where λ is the parameterization of the GMM on the previous iteration and P (i| x t , λ) is given by Reynolds and Rose (1995) 
The adaptation coefficient for the ith mixture component is then defined as
where r is a fixed relevance parameter which determines how much similar new data must be observed before the new parameters will begin to replace the old ones (r = 2 or 4 was found to be best for accelerometry data). The sufficient statistic is estimated according to The new GMM means, μ i , are then adapted from their previous values, µ i , according to
where γ is a scaling factor used to ensure that the adapted weights sum to unity.
Experimentation and results
The Heuristic system versus the GMM system
The GMM system was trained using the training data sets from all of the six subjects. The separate test data sets from each of the six subjects were then used to assess the classification performance of both the Heuristic and GMM systems. As described in section 2.2, the data were separated into individual movement and posture instances. A single classification was given for each movement in its entirety. Note that this method of classification is not possible in a real situation where the movement boundaries are unknown. However, it offers a reliable and effective means of assessing basic system accuracy.
Results are given as an average and standard deviation of the accuracy taken across the six subjects where the accuracy is the percentage of data segments in that category which were correctly classified. The results are displayed in table 1.
GMM system feature extraction experimentation
A number of configurations of the front-end feature vectors were trialed before arriving at the set detailed in section 2.4.2. Initial experimentation-tested system performance using a feature vector containing only the three noise-filtered (median filter) triaxial signals directly without further processing or separation into parts (i.e. a three-dimensional feature vector). This was then compared to the same system using features containing the separated gravity and body acceleration components (i.e. a six-dimensional feature vector). Further experimentation then considered the benefit obtained by the addition of the SMA value to the features above. Finally, the benefit of the addition of delta and SDC coefficients to the system was considered in two stages, first considering the use of first-order delta coefficients for both the gravity and body acceleration components of the signal and then adding a more extensive 3-3-3-5 configuration of the shifted delta coefficients for the body acceleration component. The results are given in table 2. 
GMM subject adaptation experimentation
In these tests, the performance of the GMM system was considered when faced with limited training data or data trained on other subjects, and the proposed adaptation method was tested. For each of the six subjects, three tests were run. All three tests used the same test data for evaluation-the test data set aside for that particular subject. In the first tests, the GMMs were trained on the designated training sets from that subject only. In the second tests, the GMMs were trained on both the designated training and test sets from the other five subjects. In the final tests, the GMMs were first trained on all data from the other five subjects (as in the second tests) but were then adapted using the designated training data of that subject. The results are displayed in table 3.
For all six subjects, the adapted GMM method outperformed both of the other training methods.
Further experimentation was conducted to determine how much user-specific training data was required by the adaptation algorithm for the performance to improve. This was measured by considering the number of routine iterations required to be performed by each subject before improved performance was observed. If the routine is performed once per day, then the time taken for the system to adapt to the new user can be measured in days. The results are displayed in table 4.
In all cases, reduced performance was obtained by adapting the GMMs using only one routine iteration; however, adapting the GMMs using just five routine iterations was sufficient to improve system performance for all subjects except subject 2. Adaptation using ten routine iterations was sufficient to increase accuracy for all six subjects and after 21 routine iterations, significant performance improvements were obtained for all subjects with only minor improvements at larger data quantities. 
Discussion
These results show that the Heuristic system achieves some success in correctly identifying movements. In particular, it is able to distinguish lying from upright positions fairly effectively and consequently is able to identify transitions to or from lying with some success. It is also reasonably competent at identifying walking. However, it has great difficulty distinguishing between sit-to-stand and stand-to-sit transitions and between sitting and standing. This is demonstrated by the lower mean accuracy levels and the larger variability of results between subjects for those classifications. The decision to use this particular set of heuristics is based on a previous work in which a large amount of careful study was conducted on the differentiating aspects of the movements and postures considered. However, this particular set of rules is still a fairly arbitrary set and the accuracies found are by no means a representation of the limits obtainable with other heuristic systems. In fact, given a particularly refined and accurate set of Heuristic rules and an optimal arrangement of the nodes within the tree, such a system has the potential to make very accurate and computationally efficient decisions regarding the classification of a given movement. The primary drawback of such a system, however, is that finding such a set of rules is an incredibly time-consuming process involving what is largely a manual search through the data for similarities and differences between the signal classifications.
The addition of other motions or postures to the system also presents significant problems. In the best case, it may be a simple case of adding an extra leaf node to one of the branches. In the worst case, it may require a complete restructuring of the tree in order to arrive at the best classification results. Consequently, more automated methodologies such as the GMM are desirable.
The GMM system obtained a higher mean accuracy for all motions except standing and correspondingly lower variances, than the Heuristic system, indicating a significantly better overall performance. The Heuristic system obtained a higher mean accuracy for identifying standing. However, this came at the cost of a significantly reduced ability to identify sitting.
Unsurprisingly, given the use of only a single accelerometer attached at the waist, both the Heuristic and the GMM system have some difficulty distinguishing standing from sitting, commonly confusing the two. The results are not wholly discouraging however, and by no means invalidate the efficacy of using only a single accelerometer. Firstly, because the GMM system still has a far from trivial capability for distinguishing between sitting and standing, with mean accuracies of around 78% for each. And secondly, because the GMM system identifies transitions between sitting and standing with a high degree of accuracy (close to 90% for both) and very rarely confuses the two. In fact, the loss of accuracy in identifying sit-to-stand and stand-to-sit transitions is more often due to confusion with lie-to-stand and stand-to-lie transitions, respectively, rather than confusion between the two. This is not surprising given that the lie-to-stand will often consist of a lie-to-sit and sit-to-stand transition and similarly for the stand-to-lie transition. This improved knowledge of transitional movements between sitting and standing should allow better estimation of whether the person is standing or sitting through the application of Markov chains or other forms of sequence modelling, i.e. if the system recognizes that the person is currently either sitting or standing and they have just undergone a sit-to-stand transition, then it can infer that the person is now standing. Other indications such as duration might also improve system performance since an elderly person is unlikely to remain standing still for long periods of time. The use of such information would be entirely meaningless in analysing data from a directed routine however, and consequently the incorporation of such methods could not be conducted as part of this study and must be left to future work.
It is also interesting to note that the inclusion of short-term temporal information in the signal via the SDC is sufficient to model and identify the walking signals without resorting to a direct measure of periodicity such as the FFT. This might potentially allow us to better identify short-duration periods of walking, such as taking only a few steps, where the cyclic nature of the gait is not yet apparent. Further tests are required, however, to determine whether these features are also sufficient for distinguishing walking from other periodic activities such as brushing teeth, sweeping or walking up stairs.
The proposed adaptation method was found to give improved classification performance for all subjects tested, overcoming the problem of limited training data (as encountered in the first tests) and the problem of mismatched training data (as encountered in the second tests). It shows great promise for allowing robust, pre-trained models to be generated prior to system deployment and then trained for the particular person or device once they are installed. The experiments in section 3.3 indicate that only a small amount of annotated user-specific data, around 21 iterations of the daily routine, are required to achieve significant improvements in classification performance for a given subject.
The use of six different subjects in six different places of residence, the extended duration of the study such that all routine iterations were at least 24 h apart providing a wide variety of device placements, and subject health statuses lead us to believe that the modelling capability of the system is fairly robust to variation. However, like all previous similar studies, this study used only a small subset of possible motions and postures and the classification decisions are based on closed-set choices where no 'other' option was made available. It is likely that given sufficient training data, this system could be simply extended to apply to a variety of other movements, e.g. walking up stairs, sweeping, bending over etc, and would retain similar levels of robustness and variation in doing so. The primary unknown, however, is the extensibility of this system to general unconstrained movements which cannot be modelled by training data, since it is impossible to gain training data for all possible movements. In fact, the movement type which is most conspicuously absent from this study, and also one of the most difficult to gather representative data for, is 'falls'. Ultimately, for a system such as this one to be successful in real-world applications there must be a capability for the system to identify 'unusual' or 'unknown' movement categories, where a fall will be one such possibility. This remains a significant challenge in this area which future work will hope to address. The current study, however, offers a significant step towards a more robust and realizable system for human movement classification from accelerometry data.
Conclusion
Gaussian mixture models show significant potential in their ability to accurately and robustly model ambulatory data from a single triaxial accelerometer. They significantly outperform the Heuristic approach previously employed by this research group and are simpler to implement and optimize.
Using a single, waist-mounted triaxial accelerometer limits the ability of the system to directly distinguish between sitting and standing postures. However, given that the GMMs can accurately identify stand-to-sit transitions and sit-to-stand transitions, a single accelerometer may still prove sufficient to identify these postures once sequence modelling (e.g. Markov chains) are implemented. Thus we postulate that a single triaxial accelerometer will be sufficient for accurate movement classification in long-term ambulatory monitoring.
GMMs are likely to be one of a number of possible automated classification methodologies which achieve a high degree of accuracy in movement classification tasks. Other methodologies likely to perform equally well include support vector machines, and others. In implementing any of these systems, we propose that time-domain features such as those described here may be sufficient to accurately model and identify ambulatory motions. These have the potential to better identify short-duration movements such as stand-to-sit transitions and taking of only a few steps.
The method proposed here for adapting the GMMs to more accurately model a particular person or device via Bayesian adaptation also shows great promise. Similar methods are likely to be beneficial to any such classification system. This method is a very simple one by which good results can be achieved for Gaussian mixture models.
