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Learning Residual Flow as Dynamic Motion from Stereo Videos
Seokju Lee†,1, Sunghoon Im1, Stephen Lin2 and In So Kweon1
Abstract— We present a method for decomposing the 3D
scene flow observed from a moving stereo rig into stationary
scene elements and dynamic object motion. Our unsupervised
learning framework jointly reasons about the camera motion,
optical flow, and 3D motion of moving objects. Three cooper-
ating networks predict stereo matching, camera motion, and
residual flow, which represents the flow component due to
object motion and not from camera motion. Based on rigid
projective geometry, the estimated stereo depth is used to
guide the camera motion estimation, and the depth and camera
motion are used to guide the residual flow estimation. We also
explicitly estimate the 3D scene flow of dynamic objects based
on the residual flow and scene depth. Experiments on the KITTI
dataset demonstrate the effectiveness of our approach and show
that our method outperforms other state-of-the-art algorithms
on the optical flow and visual odometry tasks.
I. INTRODUCTION
Interpretation of both agent status and scene change is a
fundamental problem in robotics. The ability to infer the
motion of cameras and objects enables robots to reason
and operate in dynamic real-world, such as autonomous
navigation [1], [2], dynamic scene reconstruction [3], and
robot manipulation [4]. Recent developments in deep neural
networks (DNNs) have led to the state-of-the-art performance
in scene geometry reconstruction using monocular images [5],
[6] and stereo images [7], [8], optical flow [9], [10], and scene
flow estimation [11]. In addition, there has been significant
progress in learning-based camera localization [12], [13].
However, the joint estimation of scene geometry, scene flow
and ego-motion is still an open and challenging problem,
especially in complex urban environments that contain many
dynamic objects.
To tackle this problem, we design an unsupervised learning
framework that includes depth, pose and residual flow
networks as shown in Figure 1. In contrast to the previ-
ous monocular-based approaches [14], [15], [16], [17], we
introduce a stereo-based motion and residual flow learning
module to handle non-rigid cases caused by dynamic objects
in an unsupervised manner. Employing a stereo-based system
enables to solve the ambiguity of 3D object motion in the
monocular setting, and to obtain reliable depth estimates
that can facilitate the other tasks. We leverage the pretrained
stereo matching network to jointly train a pose and a residual
flow network. We formulate the problem of rigid optical flow
estimation Frig as a geometric transformation of the estimated
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Teaser figure *Input of ResFlowNet: concat{rigid flow, video inputs, rigid-warped image, rigid-warping error}, total 12-ch
Fig. 1. Our proposed system learns scene flow and visual odometry with
unlabeled stereo videos. Based on the residuals of rigid and non-rigid flow,
our system decouples the motions of static and dynamic objects effectively.
depth and camera poses. Then, we estimate the moving object
flows Fres as a residual component to the rigid flow as
F tot = Frig+Fres, (1)
where F tot denotes the total optical flow between consecutive
frames. Finally, we show that the proposed pipeline obtains
the 3D motion of dynamic objects, as well as the scene
geometry and agent motion. The distinctive points of our
approach are summarized as follows:
1) We propose a novel end-to-end unsupervised deep
neural network that simultaneously infers camera motion,
optical flow, and 3D motions of moving objects using a
stereo vision system.
2) We explicitly reason about 3D motion flows of dynamic
objects based on the residuals of rigid and non-rigid
motion flow. We demonstrate that the depth, pose, and
flow estimation networks play complementary roles.
3) We show that the proposed scheme achieves state-of-
the-art results in optical flow and visual odometry on
the KITTI benchmark dataset.
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II. RELATED WORK
A. Depth from a single image
Recently, methods have emerged for inferring scene
depth from a single image. Eigen et al. [5] first demonstrated
that CNN features could be utilized for depth inference.
Liu et al. [18] improved the quality of depth by combining a
superpixel-based conditional random field (CRF) to a CNN.
In contrast to the previous approaches that utilize the ground
truth depth as supervision, some works [6], [19] utilize the
task of view synthesis as supervision for single-view depth
estimation. This view synthesis approach was extended to
unsupervised end-to-end learning of both depth and ego-
motion estimation [12], [20], [21], [22]. These methods
simultaneously train a depth and a pose network on temporally
contiguous frames with a photometric loss between the target
and a synthesized nearby view. These approaches are based
on rigid motion, so they do not explicitly consider non-rigid
motions or they mask out moving object parts.
B. Stereo matching
Stereo matching estimates depth from a pair of rectified
images captured by a stereo rig. Traditional stereo matching
typically consists of four steps: matching cost computation,
cost aggregation, optimization, and disparity refinement.
Recent studies have focused on neural network design that is
inspired by the traditional pipeline. The first of these methods
was introduced by Zbontar et al. [23], which presented
a Siamese network structure to compute matching costs
based on the similarity of two image patches. Then, they
refine by traditional cost aggregation and refinement as
post-processing. Later, Mayer et al. [7] introduced stacked
convolution and deconvolution layers for depth estimation.
Recent approaches [24], [25], [8], [26] propose end-to-
end networks designed to follow non-learning approaches.
Liang et al. [24] utilize both prior and posterior feature
consistency to estimate initial depth and refine it. Other
works [25], [8] leverage geometric knowledge in building a
cost volume and regress disparity using the SoftMax operation
in an end-to-end manner. Im et al. [26] generalize the
geometric-inspired method to unstructured multiview stereo.
C. Scene flow estimation
Scene flow is commonly described as a flow field of the
3D motion over the scene points in an image [27]. Several
works [28], [29], [30], [31] have studied the problem of
estimating not only the rigid scene flow of static objects but
also the non-rigid scene flow of dynamic foreground objects.
Vogel et al. [28] formulate the 3D scene flow problem as a
combination of motion from the scene and planar segments
in 3D space. Lv et al. [30] present a factor-graph formulation,
which is purely continuous, and a pipeline to decompose
scene geometry and motion estimation. Menze et al. [29]
propose a scene flow estimation method and a large-scale
scene flow dataset. Behl et al. [31] adopt supervised optical
flow and instance segmentation, and show the impact of
recognition-based geometric cues.
With the rapid development of deep convolutional neural
networks (CNNs), the most recent approaches [14], [15],
[16], [17] address the joint estimation of rigid and non-rigid
geometry. They introduce an unsupervised learning framework
that estimates depth, optical flow and ego-motion of a camera
in a coupled way. Yin et al. [14] propose a two-stage pipeline
that estimates the rigid scene flow and object motion. Zou et
al. [15] leverage geometric consistency as an additional
supervisory signal that measures the discrepancy between the
rigid flow and the estimated flow. Yang et al. [16] introduce
a holistic 3D motion parser to model the consistency between
depth and 2D optical flow estimation. Ranjan et al. [17]
introduce a new framework that facilitates competition and
collaboration between neural networks acting as adversaries.
In contrast to the previous works, we (1) explicitly reason
about residual flow to jointly learn camera pose in the dynamic
environment, (2) introduce the depth-aware smoothness loss,
and (3) design a multi-phase training scheme. In addition, we
show that the proposed method can provide reliable speed
and direction estimates of moving objects.
III. PROPOSED METHOD
Our main objective is to predict the 2D rigid flow of
the stationary scene elements and the 3D dynamic motion
of moving objects. To achieve this while reducing motion
ambiguity, we leverage a stereo vision system with pre-
calibrated parameters. We utilize stereo depth to determine the
rigid flow between two images based on projective geometry.
Then, the proposed residual FlowNet (ResFlowNet) recovers
the non-rigid flow, which represents the difference between
the rigid flow and total flow and can be attributed to moving
objects. In this section, we describe the overall training
scheme for the estimation of rigid and residual flow, camera
motion, and how to regress the 3D motion of moving objects.
A. System Overview
The overall schematic framework of the proposed method is
illustrated in Figure 2. Our framework has three sub-modules,
consisting of depth (DepthNet), camera motion (PoseNet),
and residual flow (ResFlowNet) estimation networks. During
training, we feed two sequential image pairs (ILt , I
R
t which
are the left and right images at time t, and ILt+1, I
R
t+1 at time
t+1) into those networks.
B. Depth Estimation
For depth estimation from a given pair of stereo images ILt
and IRt , we employ an off-the-shelf algorithm, PSMNet [8],
which yields outstanding results on the KITTI stereo bench-
mark. With a calibrated horizontal focal length fx and stereo
baseline B, we convert the stereo disparity dt into an absolute
depth Dt (= B · fx/dt) at metric scale for the following
pipeline. We compute the depth map aligned to the left image
and denote it as DLt .
C. Ego-Motion Estimation
We first concatenate two sequential left frames ILt and
ILt+1, and pass it through 7 convolution layers to produce
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Fig. 2. Schematic overview of our method. The proposed method consists of three sub-modules that estimate depth maps, camera poses, and residual flows.
We handle the residual flows as dynamic motions of moving objects. The red, green, and blue arrows indicate the directions of gradient back-propagation in
optimizing PoseNet and ResFlowNet.
an output of 6 channels (3 Euler angles and 3 translation
components). With the predicted depth map and the 6-DoF
change in camera pose, the rigid flow Frigt,t+1 can be derived
from projective geometry as follows:
Frigt,t+1(pt) = K[R|T ]t,t+1Dt(p)K−1 pt − pt , (2)
where pt is the homogeneous coordinates of pixels in It , and
K denotes the camera intrinsic matrix. R,T are a rotation
matrix and translation vector, respectively, which are the
optimization outputs in this stage.
To train this PoseNet in an unsupervised manner, we impose
a photometric loss between a target image It and a synthesized
image Iˆrigt warped from It+1 to the target viewpoint by rigid
flow Frigt,t+1. This synthesis of the rigidly warped image is done
using a spatial transformer network [32]. The photometric
error Erigt for the rigid motion F
rig
t,t+1 is expressed as follows:
Erigt = (1−α)
∥∥∥It − Iˆrigt ∥∥∥
1
+α
(
1−SSIM(It , Iˆrigt )
)
, (3)
where SSIM is the structural similarity index [33] and α
is set to 0.7 based on cross-validation. In this step, we
exclude invalid gradients from regions occluded by the rigid
transformation through the use of a validity mask [34]. We
set the rigid validity mask Mrigt (x) to be 1 except under the
following condition for which it is set to 0:∣∣∣Frigt,t+1(x)+Frigt+1,t (x+Frigt,t+1(x))∣∣∣2
> γ1
(∣∣∣Frigt,t+1(x)∣∣∣2+ ∣∣∣Frigt+1,t (x+Frigt,t+1(x))∣∣∣2)+ γ2, (4)
where x is the location of each pixel, and we set γ1 = 0.01
and γ2 = 0.5. Finally, we define the rigid warping loss for
PoseNet as follows:
Lrig = ∑
x∈X
Mrigt (x) ·Erigt (x). (5)
D. Residual Flow Estimation
In this subsection, we propose a residual flow network
(ResFlowNet) that estimates the 3D flow of moving objects.
As input, ResFlowNet takes concatenated data from the
sequential images It , It+1, the warped image Iˆ
rig
t , the rigid flow
Frigt,t+1, and the photometric error E
rig
t (12 channels in total).
(a)
(b)
(c)
(d)
Fig. 3. Comparison of different gradient terms in the y-direction. (a) Input
image. (b) 1st order image gradient term, e−|∇yIt (x)|. (c) 1st order depth
gradient term, e−|∇yDt (x)|. (d) 2nd order depth gradient term, e−|∇
2
y Dt (x)|.
The network adopts the ResNet-50 [35] structure for encoding.
To infer multi-scale dense flow, we design the decoder to
output multi-scale predictions similar to DispNet [7]. Mid-
layer skip-connections are deployed after each residual block
as described in [35]. Since ResNet-50 has 4 residual blocks,
we predict 4 different scales of output flow maps.
To learn the residual flow in an unsupervised manner, we
consider the total flow F tott,t+1 as a sum of the rigid flow
Frigt,t+1 and a residual flow F
res
t,t+1. Same as in Equation (3) and
Equation (4), we formulate the total synthesis error Etott and
total validity mask Mtott (x) by replacing F
rig
t,t+1 with F
tot
t,t+1 in
each. The total warping loss for each scaled prediction is
thus defined as follows:
Ltot = ∑
x∈X
Mtott (x) ·Etott (x). (6)
To mitigate spatial fluctuation, various types of smoothness
losses have recently been proposed [12], [21], [22]. In our
stereo setup, the depth network produces an accurate depth
map, so we utilize its meaningful boundary information to
regularize the 2D flow prediction. Taking advantage of our
setup, we propose a depth-aware smoothness loss Ldas as
Ldas(Dt ,Frest,t+1) = ∑
x∈X
∑
d∈x,y
∥∥∇2dFrest,t+1(x)∥∥1 e−|∇2dDt (x)|. (7)
We input our residual flow and aligned depth map to penalize
(a)
(b)
(c)
(d)
(e)
(f)
Fig. 4. (a) Source frame. (b) Target frame. (c) Warped image by rigid flow.
(d) Rigid validity mask. (e) Warped image by total flow. (f) Total validity
mask. Red regions on validity masks are outliers when learning ResFlowNet.
flow fluctuations except at object boundaries. This allows
similar residual flow values to be assigned to spatially
adjacent pixels. The loss is defined based on the second-
order gradients of both depth and residual flow along the
x- and y-directions in 2D space. We show a visual example
of the different characteristics of the y-direction gradient
terms in Figure 3. The image gradient cannot robustly
handle low-level color changes, i.e., road markings, which
cause noisy boundary information, while the depth gradient
can clearly identify object boundaries. Moreover, we have
observed that the second-order depth gradient term has greater
effect in penalizing fluctuations on flat and homogeneous
regions, i.e., road and wall, than the first-order term. Due to
limitations of the photometric loss, finding correspondences in
homogeneous regions produces a large amount of fluctuation.
We suppress this problem effectively by using the second-
order depth gradient term while training ResFlowNet.
To sum up, our final loss term through the whole framework
is defined as
Ln = λ
(n)
rig Lrig+λ
(n)
tot Ltot +λ
(n)
dasLdas, (8)
where Λn = {λ (n)rig ,λ (n)tot ,λ (n)das} denotes the set of loss weights
in the nth training phase.
E. Multi-Phase Training
We propose a multi-phase training scheme to optimize
PoseNet and ResFlowNet efficiently considering the char-
acteristics of residual learning. Our system has two back-
propagation paths as shown in Figure 2. The first path is to
optimize PoseNet with the directions indicated by red arrows.
In the first phase of training, we optimize PoseNet solely
with the rigid warping loss Lrig. We set the loss weights as
Λ1 = {0.2,0,0} by cross-validation.
In the second training phase, we fix the weights of PoseNet
and optimize ResFlowNet solely with the total warping
loss Ltot and the depth-aware smoothness loss Ldas. The
direction of back-propagation is denoted by green arrows
in Figure 2. We set the loss weights as Λ2 = {0,1.0,0.2} by
cross-validation.
In the last phase of training, we simultaneously train
PoseNet and ResFlowNet. In this step, the new paths of
gradient back-propagation are represented by blue arrows
(from the total warping loss to PoseNet). In the PoseNet
optimization, an additional supervisory signal provided by
the total warping loss is included. Since flow information
decomposed into rigid and residual flow can better reconstruct
the target image than only the rigid flow, we conjecture
that this new path has a favorable effect on predicting
residual flows. In this last phase, we replace Mrigt with Mtott
in Equation (6) and set the loss weights as Λ3 = {0.1,1.0,0.2}
by cross-validation.
In our system, the goal is to explicitly reason about the
motion of moving objects. However, in the residual flow field,
there are other aspects of pixel displacement, i.e., covering
occluded regions. Those issues are fundamentally caused
from the limitations of the photometric loss terms. To prevent
those unnecessary gradient back-propagations as much as
possible, we use a two-stage validity mask. We observe that
while training ResFlowNet, the two-stage validity mask also
has residual characteristics. Figure 4 shows that the final
validity mask filters out additional occluded regions caused
by moving objects.
F. 2D to 3D Motion Regression
With the predicted depth, the 2D optical flow vectors can
be projected into the 3D space. From these outputs, instance-
level 3D object motion can be predicted. We utilize the
instance information produced by the off-the-shelf algorithm
of PANet [36]. We define the instance segmentation mask as
S(i)t ∈ {0,1}H×W that provides the binary mask information
of the ith instance at time t. Then, we can back-project each
instance pixel in 2D space into 3D space as follows:
Ω(Dt , p
(i)
t ) = Dt(p
(i)
t )K
−1 p(i)t , (9)
where p(i)t indicates pixel locations for which S
(i)
t = 1.
According to the generated flow field, the corresponding
pixel pˆt+1 at time t + 1 is pt + F tott,t+1. Therefore, the 3D
motion vectors of the ith instance from time t to t+1 can be
computed as
M
(i)
t,t+1 = [R|T ]−1t,t+1Ω(Dt+1, p(i)t +F tott,t+1)−Ω(Dt , p(i)t ). (10)
We employ the RANSAC scheme to estimate a representative
magnitude and direction among the 3D motion vectors of the
ith instance.
IV. EXPERIMENTS
We evaluate the performance of our system and compare
with previous supervised and unsupervised methods on optical
flow and visual odometry. We train and test our method on
the KITTI dataset [37] for benchmarking.
A. Implementation Details
Training Our system is implemented in PyTorch [38].
We train our networks using the ADAM optimizer [39] with
β1 = 0.9 and β2 = 0.999 on 8×Nvidia Titan X GPUs. The
initial learning rate is set to 2×10−4 for the first and second
TABLE I
NUMBER OF PARAMETERS AND FORWARD PASS TIME OF EACH NETWORK.
Sub-module No. params. Runtime (ms)
Stereo Matching [8] 5,224,768 410
ResFlowNet 73,403,272 35
PoseNet 1,586,774 5
Total 80,214,814 450
training phases, and 10−4 for the third training phase. During
training, we use a batch size of 4 and decrease each learning
rate by half every 30 epochs. We train PoseNet for about 70
epochs in the first phase and train ResFlowNet for about 40
epochs in the second phase. In the third phase, we train both
networks until the validation accuracy (evaluated with flow
ground truth) converges.
Networks For the stereo matching network, we use
the StackedHourglass model of PSMNet pretrained with
the KITTI 2015 stereo dataset. Since the encoding part of
ResFlowNet is adopted from ResNet-50, we use the Ima-
geNet [40] pretrained model as initialization of ResFlowNet
except for the first convolutional layer, which receives an
input of 12 channels. The number of parameters and running
time of each sub-module are listed in Table I.
Dataset The proposed network is learnable in an unsuper-
vised manner, and we train our models with KITTI raw stereo
videos. In the joint training of PoseNet and ResFlowNet, we
take two consecutive stereo pairs as input: stereo pairs for
stereo matching inference, and two sequential left images.
This results in a total of 20,000 paired training sequences.
We pre-process the input image size to be 832×256 for each
sub-module, which is twice as large as the input in [12], for
more detailed inference. We perform data augmentation by
left-right flipping and reversing the time direction.
B. Optical Flow Estimation
To evaluate performance on optical flow estimation, we
test our networks with the KITTI 2015 scene flow training
set, which has 200 urban scenes captured by stereo RGB
cameras and a Velodyne laser scanner, with sparse 3D scene
flow ground truth generated by point cloud projection. For a
fair evaluation, we exclude scenes from the training set that
also appear in the test set.
In this evaluation, we compare our method with state-of-
the-art supervised optical flow methods (e.g., FlowNet [9],
FlowNet2 [41], SpyNet [42], and PWC-Net [10]), and
unsupervised methods (e.g., DSTFlow [43], UnFlow [34], Oc-
cAwareFlow [44], GeoNet [14], DF-Net [15], and EPC [16]).
For the supervised methods, we report their performance with-
out finetuning. Our evaluation employs common quantitative
measures for optical flow and scene flow, namely endpoint
error (EPE) and F1-score.
As shown in Table II, the proposed network achieves the
lowest EPE and F1-score in overall pixels and the second best
in non-occluded regions. An ablation study of the proposed
multi-phase training scheme shows that the joint learning
of PoseNet and ResFlowNet (ours, 3rd phase) improves
TABLE II
OPTICAL FLOW EVALUATION ON THE KITTI SCENE FLOW 2015
TRAINING SET. F1: F1-SCORE REPRESENTING THE PERCENTAGE OF
ERRONEOUS PIXELS. EPE: AVERAGE ENDPOINT ERROR, WHERE A PIXEL
IS CONSIDERED TO BE CORRECTLY ESTIMATED IF THE FLOW EPE IS
< 3PX OR < 5%. FOR BOTH METRICS, LOWER IS THE BETTER. THE
DATASETS USED ARE FLYINGCHAIRS (C) [9], SINTEL (ST) [45],
FLYINGTHINGS (T) [7], KITTI (K), AND SYNTHIA (SY) [46]. NOC
DENOTES NON-OCCLUDED PIXELS.
Method Noc All
dataset stereo geometry supervised EPE EPE F1 (%)
FlowNetS [9] C+ST X 8.12 14.19 –
FlowNet2 [41] C+T X 4.93 10.06 30.37
SPyNet [42] C+T X – 20.26 –
PWC-Net [10] C+T X – 10.35 33.67
DSTFlow [43] K – 16.79 36.00
UnFlow-C [34] K 4.29 8.80 28.95
OccAwareFlow [44] K – 8.88 –
GeoNet [14] K X 8.05 10.81 –
DF-Net [15] K+SY X – 8.98 –
EPC [16] K X X – – 25.74
Ours (2nd phase) K X X 6.91 9.98 24.77
Ours (3rd phase) K X X 4.68 8.74 20.88
TABLE III
ABSOLUTE TRAJECTORY ERROR (ATE) ON THE KITTI ODOMETRY
DATASET.
Method No. frames Seq. 09 Seq. 10
ORB-SLAM (full) [47] All 0.014±0.008 0.012±0.011
ORB-SLAM (short) [47] 5 0.064±0.141 0.064±0.130
SfM-Learner [12] 5 0.021±0.017 0.020±0.015
SfM-Learner (updated) [12] 5 0.016±0.017 0.013±0.015
Vid2Depth [21] 3 0.013±0.017 0.012±0.015
GeoNet [14] 3 0.012±0.007 0.012±0.009
Ours (1st phase) 2 0.013±0.007 0.012±0.023
Ours (3rd phase) 2 0.012±0.006 0.012±0.007
the performance significantly compared to separate learning
(ours, 2nd phase). This shows that gradient back-propagation
while learning camera pose produces a favorable effect on
learning residual flow. The comparison between ours and
GeoNet, which has a similar architecture of ResNet-50 but
no joint training, also supports this reasoning. Compared
to UnFlow-C, the average EPE of ours is slightly higher,
but the F1-score shows noticeable improvements from our
method. According to this result, we conjecture that ours is
robust on occluded regions which are additionally generated
by residual flows from dynamic motions since the ratio of our
correctly estimated flows (including occlusion) is higher than
others. Among the methods using geometric constraints, ours
demonstrates the best result on flow estimation. This shows
that using the residual characteristics of rigid (geometric) and
non-rigid (non-geometric) motion has considerable benefits
for 2D matching. The qualitative results in Figure 5 shows
that our method effectively decouples the rigid and non-rigid
flows.
C. Pose Estimation
Performance on pose estimation is compared to state-of-
the-art methods (e.g., ORB-SLAM [47], SfM-Learner [12],
Source Image Target Depth Rigid Warping Error
Total Warping Error
Rigid Flow
Total FlowResidual FlowTarget Image
Fig. 5. Qualitative results of optical flow estimation, which show that the rigid warping errors after the 2nd training phase are significantly refined by the
3rd training phase.
Vid2Depth [21], and GeoNet [14]) on the KITTI visual
odometry dataset. For a fair comparison, we directly report
the results of comparison methods from [14], [21] in Table III.
Following their evaluation setting, we measure the absolute
trajectory error (ATE).
An ablation study of our method compared to only the 1st
training phase shows that the joint learning of PoseNet and
ResFlowNet (ours, 3rd phase) has a positive effect on learning
ego-motion. We conjecture that the better reconstruction of a
target image from the total warping loss reduces the outlier
errors which rigid projective geometry cannot solve. This
leads to better gradient information for learning PoseNet.
Continuing the ablation study in Table II, we show the
effectiveness of the proposed multi-phase training scheme on
learning residual flow.
In contrast to [14], we have not finetuned our model using
the KITTI visual odometry dataset. Moreover, we use only
2 frames to regress the camera poses while all competing
methods use more than 3 images. As shown in Table III, our
method outperforms all of the competing baselines.
D. 3D Motion Prediction
Qualitative results of our method on 3D motion prediction
of moving objects are illustrated in Figure 6. Our system
𝑣𝑥: −1.321
𝑣𝑦: −0.112
𝑣𝑧: +3.951
𝑥
𝑦
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𝑣𝑦: −0.212
𝑣𝑧: +10.97
Fig. 6. Images on the left are 3D motion predictions of moving objects
while the camera moves. Images on the right are the corresponding residual
flows. Dividing motion vectors by the camera sampling time (KITTI: 0.1 sec)
gives the velocity (m/s) of dynamic objects.
predicts the speed and movement direction of all instances
together with the rigid flow and camera motion. The 3D
motion vectors are represented using the right-handed coor-
dinate system (x-axis: right, y-axis: down, z-axis: forward),
same as the KITTI machine vision camera coordinates [29].
We believe that the outputs of the proposed method can be
beneficially used in a number of robotics applications.
V. CONCLUSION
We have presented a joint learning framework that predicts
camera motion, optical flow, and the 3D motion of moving
objects in an unsupervised manner. Leveraging a stereo vision
system, the proposed pose network and residual flow network
are jointly trained with a new multi-phase optimization
technique, which improves the quality of all the individual
flow components (static, moving, and all) and 6-DoF camera
poses. We have demonstrated that the proposed method
based on a stereo vision system effectively decouples the
motion sources, namely camera motion and object motion.
Experiments on the KITTI benchmark dataset show that our
method outperforms state-of-the-art methods on optical flow
and visual odometry. In future, we will extend this work to
the dynamic region segmentation and generalized 3D motion
prediction of generic rigid body objects.
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