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PLANARITY AND GENUS OF SPARSE RANDOM BIPARTITE GRAPHS
TUAN ANHDO∗, JOSHUA ERDE∗, ANDMIHYUN KANG∗
ABSTRACT. The genus of the binomial random graph G(n,p) is well understood for a wide
range of p = p(n). Recently, the study of the genus of the random bipartite graphG(n1,n2,p),
with partition classes of size n1 and n2, was initiated by Mohar and Ying, who showed that
when n1 and n2 are comparable in size and p = p(n1,n2) is significantly larger than (n1n2)−
1
2
the genus of the random bipartite graph has a similar behaviour to that of the binomial ran-
dom graph.
In this paper we show that there is a threshold for planarity of the random bipartite graph
at p = (n1n2)−
1
2 and investigate the genus close to this threshold, extending the results of
Mohar and Ying. It turns out that there is qualitatively different behaviour in the case where
n1 and n2 are comparable, when whp the genus is linear in the number of edges, than in the
case where n1 is asymptotically smaller than n2, when whp the genus behaves like the genus
of a sparse random graphG(n1,q) for an appropriately chosen q = q(p,n1,n2).
1. INTRODUCTION
1.1. Motivation. The binomial random graph modelG(n,p), introduced by Gilbert [8], is a
randomvariable distributedon the subgraphs of the complete graphKn , whose distribution
is given by including each edge independentlywith probability p. Thismodel, togetherwith
the closely related Erdo˝s-Rényi random graph modelG(n,m), has been extensively studied
since its introduction (see [6, 3, 5, 10]). One particularly striking feature of this model is the
‘concentration’ that it displays formany graph parameters, that is, the value of certain graph
parameters in the model G(n,p) are with high probability (whp for short) determined, at
least asymptotically, as a function solely of n and p.
The particular graph parameter that we will focus on in this paper is the genus. The genus
of a graphG is the smallest genus of an orientable surface on whichG can be embedded, in
other words, the smallest g ∈ N such that G can be embedded on a sphere with g handles
attached (see [9] for more background on topological graph theory). We will write g (G) for
the genus ofG .
The genus is a key topological property of a graph, which has applications to the design
of graph algorithms (e.g, colouring problems [16] and the manufacture of electrical circuits
[7, 15]). In addition, recently, results on the genus of randombipartite graphs [11] were used
to give a polynomial-time approximation scheme for the genus of dense graphs [13].
The genus of the binomial random graph G(n,p) was first studied by Archdeacon and
Grable [2] who showed that for large enough p, more precisely if p2(1−p2)≥ 8log
4n
n
, whp the
genus ofG(n,p) is (1+o(1)) 1
12
pn2. Since the number of edges inG(n,p) is whp (1+o(1))pn
2
2
when p = ω(n−2), it follows that in the range of p considered by Archdeacon and Grable,
whp g (G(n,p)= (1+o(1))1
6
e(G(n,p)). Rödl and Thomas [17] extended these results to show
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that whp the genus ofG(n,p) is (1+o(1)) i2(i+2)
pn2
2 whenever
1
n−
i
i+1 ≪ p≪ n− (i−1)i (i ∈N),
and so for these ranges of p the genus of G(n,p) is also whp asymptotically linear in the
number of edges, with the linear factor increasing from 16 to
1
2 as i increases. More recently
this was extended to even sparser random graphs by Dowden, Kang, and Krivelevich [4].2
Theorem 1.1 ([4], Theorems 1.1 and 1.2).
(1) If n−1≪ p≪n−1+o(1), then whp
g (G(n,p))= (1+o(1))1
2
pn2
2
.
(2) If p = d
n
for constant d > 1, then whp
g (G(n,p))= (1+o(1))µ(d)pn
2
2
,
where
µ(d)= 1
2
− 1
d
+ 1
d2
∞∑
k=1
(
de−d
)k kk−2
k !
is an increasing and continuous function on (1,∞), with
lim
d→1
µ(d)= 0 and lim
d→∞
µ(d)= 1
2
.
They also gave some results for the genus in the weakly supercritical regime. Note that it
is relatively easy to show that when p = 1−ε
n
for any fixed positive ε, whpG(n,p) is planar, i.e.
g (G(n,p))= 0.
So, in the binomial random graph model the genus is relatively well understood: the
threshold for planarity occurs at p = 1
n
, when p = d
n
for d > 1 the genus is whp linear in
the number of edges, where this linear factor increases continuously as a function of d from
0 to 1
2
, and for larger values of p the genus is also whp linear in the number of edges, where
this linear factor decreases from 1
2
to 1
6
via a series of phases transitions at p = n −ii+1 for each
i ∈N.
In this paper we will be interested in the corresponding question in random bipartite
graphs. The binomial random bipartite graph model G(n1,n2,p) is a random variable dis-
tributedon the subgraphs of the complete bipartite graphKn1,n2 , which has partition classes
N1 and N2 of size n1 and n2 respectively, whose distribution is given by including each edge
between N1 and N2 independently with probability p. Recently, Mohar and Ying [11] gave
an analogue of Rödl and Thomas’ result in this model.
Theorem 1.2 ([11], Theorem 1.3). If there exist a positive constant c and i ∈N such that 1
c
≤
n1
n2
≤ c and
(n1n2)
− i2i+1 ≪ p≪ (n1n2)−
(i−1)
2i−1 ,
then whp
g (G(n1,n2,p))= (1+o(1))
i
2(i +1)pn1n2.
1Here and throughout the paper we will use the notation f (n)≪ g (n) to denote that limn→∞ f (n)/g (n)= 0.
2They stated their results in the Ero˝s-Rényi model, but they worked in the binomial randommodel.
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So, again, as long as the two partition classes are comparable in size, if p is much larger
than (n1n2)
− 12 , then the genus of G(n1,n2,p) is whp asymptotically linear in the number
of edges, where the linear factor increases as p decreases from 14 (when p is constant) up
towards 12 . They also gave some results in the case where n1 ≫ 1 and n2 is a constant (see
[11, 12]).
It is natural to ask if similar behaviour occurs for even smaller p, in particular, as in
G(n,p), if the genus is linear in the number of edges just above the threshold for planarity.
As we will see, the answer to this question depends on whether n1 and n2 are comparable in
size or not.
1.2. Main results. Our first main result is that whp the binomial random bipartite graph
G(n1,n2,p) is planar when p is smaller than
1p
n1n2
. We note that this result does not depend
on the relationship between n1 and n2, and that our later results will imply that this is in fact
a sharp threshold for planarity.
Theorem 1.3. Let G =G(n1,n2,p) where 1≪ n1 ≤ n2. If p = dpn1n2 for constant d < 1, then
whp g (G)= 0, i.e. G is planar.
In the supercritical regime, where p = dp
n1n2
with d > 1, there is different behaviour ac-
cording towhethern1=Θ(n2), inwhich casewe say that the graph is balanced, orn1 = o(n2),
in which case we say that the graph is unbalanced.
Firstly in the balanced case we see that the genus is again whp linear in the number
of edges, noting that whp the number of edges in G(n1,n2,p) is (1+ o(1))pn1n2 for p ≫
(n1n2)
−1.
Theorem 1.4. Let G = G(n1,n2,p) where 1≪ n1 = λn2 for constant λ ≤ 1. If p = dpn1n2 for
constant d > 1, then whp
g (G)= (1+o(1))γ(d ,λ)pn1n2,
where
γ(d ,λ)= 1
2
− λ+1
2d
p
λ
+ 1
2d2
∞∑
k=1
(
dp
λ
e
− dp
λ
)k ∑
r+s=k,
0≤r,s≤k
r s−1sr−1
r !s!
λr e
− d (λ−1)p
λ
s
.
As with Theorem 1.1, we can also determine the value of the genus for slightly large values
of p, giving an intermediary result between Theorems 1.2 and 1.4.
Theorem 1.5. Let G =G(n1,n2,p) where 1≪ n1 =λn2 for constant λ≤ 1. If (n1n2)−
1
2 ≪ p≪
(n1n2)
− 12+o(1), then whp
(1−o(1))1
2
pn1n2 ≤ g (G)≤
1
2
pn1n2.
Perhaps surprisingly, in the unbalanced case, the genus behaves very differently in the
supercritical regime. Not only will the genus of G(n1,n2,p with 1≪ n1 ≪ n2 whp be sub-
linear in the number of edges, amazingly it will in fact coincide with the genus of a random
binomial graphG
(
n1,
d2
n1
)
. As we will shall see later, this is no coincidence.
Theorem 1.6. Let G =G(n1,n2,p)where 1≪ n1≪ n2. If p = dpn1n2 where d > 1, then whp
g (G)= (1+o(1))µ(d2)d
2n1
2
,
where µ is the function in Theorem 1.1.
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1.3. Techniques and outline of the paper. A useful tool for studying the genus of a graph is
Euler’s formula and, following previous papers on the subject (see [4, 11]), we will also use
this tool for the balanced case. Given a graphG , Euler’s formula states that
g (G)= 1
2
(
e(G)−v(G)− f (G)+κ(G)+1
)
,
where e(G) is the number of edges of G , v(G) is the number of vertices of G , f (G) is the
number of faces ofG when embedded on a surface of minimal genus (i.e., a sphere to which
g (G) handles have been attached), and κ(G) is the number of components ofG .
In the case wheren1 and n2 are comparable in size and p = dpn1n2 , writingG =G(n1,n2,p),
a standard argument tells us that whp f (G)= o(pn1n2), whereas we can give asymptotic ex-
pressions for e(G) and v(G) which are both Θ(
p
n1n2). So, in order to estimate the genus it
remains to estimate κ(G). Using some results of Johansson [14, Lemmas 7 and 8] about the
emergence of the giant component inG(n1,n2,p) we can show that the majority of compo-
nents in G(n1,n2,p) are tree components, and then use first and second moment calcula-
tions to estimate the number of such components.
In the case where n1 ≪ n2 however, it becomes difficult to use Euler’s formula. Indeed,
say again with p = dp
n1n2
, it is not too hard to see
E(e(G))= pn1n2 and v(G)= n1+n2,
and furthermore, in this case thatwhp the number of isolated vertices inN1 is approximately
n2(1−p)n1 = n2−pn1n2+O(n1), (1)
and so
E(κ(G))= E(κ1(G)+κ≥2(G))= n2−pn1n2+O(n1),
whereκ1 andκ≥2 are the number of components of order one and at least two respectively in
G (note that, since every component of order at least two meets the smaller partition class,
the number of components will be asymptotically determined by the number of isolated
vertices in the larger partition class), and so the leading order terms all cancel. Moreover,
our bound on f (G) is then perhaps large compared to the genus.
In order to get around this we consider an auxilliary graph H on N1, which we call the
2-centre of G (see Section 4.2), formed by joining two vertices x, y with an edge if they are
joined by a path xzy of length two inG such that d(z)= 2. This is similar to a graph consid-
ered by Johansson [14, Section 3.1], which he called the even projection, however we have an
extra condition on vertices z ∈N2 lying in the path of length two.
By considering the structure of H , firstly, we can get a better bound on f (G), showing that
f (G)= o(n1), which in fact holds regardless of the relationship between n1 and n2. However,
more importantly we can show that H has a distribution which is very close to a binomial
random graph. We hope this technique will be useful for answering other questions about
the graphG(n1,n2,p) when n1≪n2.
Lemma 1.7. Let G = G(n1,n2,p) where 1≪ n1 ≪ n2 and (n1n2)−
1
2 ≤ p ≪min
{
n−11 ,n
− 12
2
}
.
For any δ > 0, if G1 = G(n1,q1) and G2 = G(n1,q2) are binomial random graphs with q1 =
(1−δ)p2n2 and q2 = (1+δ)p2n2, then whp
G1 ¹H ¹G2,
where¹ denotes stochastic domination (see Definition 2.3).
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Furthermore, we can show that whp the genus of G(n1,n2,p) is close to the genus of H
(see Lemmas 4.12 and 4.13), and hence we can determine the genus of G(n1,n2,p) using
Theorem 1.1.
The rest of the paper is structured as follows. Firstly in Section 2 we provide some nota-
tion, definitions, and key facts whichwe use in the paper. Then, in Section 3we deal with the
subcritical regime, proving Theorem 1.3. In Section 4 we consider the supercritical regime,
firstly in the balanced case in Section 4.1, and then the unbalanced case in Section 4.2. Fi-
nally in Section 5 we discuss our results and give some open problems.
2. PRELIMINARIES
Notation. Given a graph G = (V ,E ) and a subset A ⊂ V , we will write N (A) for the neigh-
bourhood of A, i.e. the set of vertices w ∈ V such that there is some v ∈ A with {v,w} ∈ E .
Note that, for a random bipartite graph, if A ⊆ Ni then N (A) ⊆ N3−i for any i = 1,2. A path
of length n, or an n-path, is a graph P on vertices v0,v1, . . . ,vn , for which {vi ,v j } ∈ E (P )
if and only if i − j = ±1. We will write P = v0v1...vn . We will write x = (1± ǫ)y to mean
x ∈ [(1−ǫ)y, (1+ǫ)y].
Belowwe will state some useful results that we will need for our proofs. The first is a result
of Scoins [18] which gives the number of spanning trees in a complete bipartite graph.
Lemma 2.1. For any a,b ∈N, the number of spanning trees of Ka,b is ab−1ba−1.
Wewill also need to use the following result of Johansson (see [14, Lemmas 7 and 8])which
concerns the component structure of G(n1,n2,p) in the supercritical regime. In this paper,
unless the base is explicitly mentioned, we will use log to denote the natural logarithm.
Theorem 2.2. Let G =G(n1,n2,p) with partition classes N1 and N2 of sizes n1 and n2, where
1≪ n1 ≤ n2. If p = dpn1n2 where d > 1, then there exist positive constants β0,β1 such that whp
in G
• at most one component meets N1 in more than β1
√
n1 logn1 vertices;
• no component meets N1 in k vertices with k ∈
[
β0 log
2n1,β1
√
n1 logn1
]
.
The next result, which is a consequence of a theorem of Holley (see [14, Section 1.3.2]),
concerns stochastic domination of random variables. However we will only state a specific
case for binomial randomgraphs,as it is all we need. Firstly, we give a definition of stochastic
domination for graph-valued random variables.
Definition 2.3. LetG1 and G2 be random variables which are distributed on the set of sub-
graphs of Kn . We say G1 stochastically dominates G2, denoted by G2 ¹G1, if for every fixed
graph H
P(G2 ⊇H)≤P(G1 ⊇H).
Theorem 2.4 (Holley’s Theorem). Let G1 and G2 be random variables which are distributed
on the set of subgraphs of Kn . If
P(e ∈ E (G2)|E (G2)−e =H)≤P(e ∈ E (G1)|E (G1)−e =H)
for all e ∈ E (Kn) and for every subgraph H of Kn−e, then G2 ¹G1.
In terms of probabilistic estimates, we will assume the reader is familiar with the use of
Markov’s and Chebyshev’s inequalities, and will use the following version of the Chernoff
bounds, see for example [1].
Theorem 2.5 (Chernoff bounds). Let X ∼Bin(n,p),µ= E(X )= np, and let t ≥ 0. Then,
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• P(X ≥ E(X )+ t )≤ exp
(
− t2
2
(
µ+ t3
));
• P(X ≤ E(X )− t )≤ exp
(
− t22µ
)
.
3. SUBCRITICAL REGIME: PROOF OF THEOREM 1.3
In this section we will prove Theorem 1.3, which says that whp a random bipartite graph
is planar in the subcritical regime. In fact, we will show slightly more. We say that a com-
ponent of a graph is complex if it contains more than one cycle and unicyclic if it contains
a unique cycle. We will show that in this range of p whp G(n1,n2,p) contains no complex
components.
Lemma3.1. LetG =G(n1,n2,p)where 1≪ n1 ≤ n2. If p = dpn1n2 for constant d < 1, then whp
there is no complex component in G.
Proof. Since containing a complex component is an increasing property, it is sufficient to
prove the theorem for p = 1p
n1n2
− n
1
6
2
(n1n2)
2
3
. In particular, we will show that, for this p, whp
there is no complex component inG .
If a component of G contains at least two cycles, then in particular it has to contain a
subgraph H which consists of two cycles which are joined by a path, or which meet in a
vertex, or which form a cycle with a diagonal path (see Figure 1). We note that each of these
subgraphs can be constructed by taking a path P = v0v1 . . .vm and adding two edges of the
form {v0,vi } and {v j ,vm} with 0< i , j <m. Let Y be the number of subgraphs of this type in
G . Then the number of complex components is non-zero if and only if Y is non-zero.
In order to bound E(Y ) we split into three cases, according to the length of the path P
and the partition class its initial vertex lies in. SinceG(n1,n2,p) is bipartite, the vertices of P
alternate between N1 and N2, and so, if the path has length 2k then it meets k vertices in N1
and k vertices in N2. For each choice of 2k vertices in this manner, there are 2(k !)
2 possible
paths on this vertex set in Kn1,n2 , and for each path atmost k
2 many different choices for the
two extra edges to form H . Since H has 2k+1 edges, the probability that it is a subgraph of
G(n1,n2,p) is p
2k+1. Using a similar argument for the cases where the length of the path is
6
odd, we see that
E(Y )≤
n1∑
k=3
(
n1
k
)(
n2
k
)
2(k !)2k2p2k+1+
n1∑
k=2
(
n1
k
)(
n2
k+1
)
(k+1)!k !k2p2k+2
+
n1∑
k=2
(
n1
k+1
)(
n2
k
)
(k+1)!k !k2p2k+2
≤ 2
n1∑
k=3
nk1
k !
nk2
k !
(k !)2k2
1
(
p
n1n2)2k+1
(
1−n−
1
6
1
)2k+1
+
n1∑
k=2
nk1
k !
nk+12
(k+1)! (k+1)!k !k
2 1
(n1n2)k+1
(
1−n−
1
6
1
)2k+2
+
n1∑
k=2
nk+11
(k+1)!
nk2
k !
(k+1)!k !k2 1
(n1n2)k+1
(
1−n−
1
6
1
)2k+2
≤ 4
n1∑
k=3
k2
n1
exp
(
−2kn−
1
6
1
)
≤ 4
∫∞
0
x2
n1
exp
(
−2xn−
1
6
1
)
dx
= 1p
n1
= o(1).
By Markov’s inequality, we can conclude that whp Y = 0. Hence, whp there is no complex
component inG . 
FIGURE 1. Subgraphs witnessing complexity
Proof of Theorem 1.3. By Lemma 3.1, whp every component in G is a tree or unicyclic, and
thereforeG is planar. 
4. SUPERCRITICAL REGIME
4.1. The balanced case: proof of Theorems 1.4 and1.5. Recall that our plan is to use Euler’s
formula
g (G)= 1
2
(
e(G)−v(G)− f (G)+κ(G)+1
)
to determine the genus of G = G(n1,n2,p). Since v(G) is fixed, and e(G) is binomially dis-
tributed and hence tightly concentrated about its mean, it remains to estimate f (G) and
κ(G).
Firstly, we will bound f (G). We note that for our purposes in this section it would be
sufficient to show that f (G)= o(pn1n2). However, since we will need a similar bound later,
we will prove something slightly stronger below.
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Lemma4.1. LetG =G(n1,n2,p), where1≪ n1 ≤ n2, and (n1n2)−
1
2 < p. Then for any function
h(n1)=ω(1) and j ∈Nwhp
f (G)≤ h(n1) j (p2n1n2) j +
2
j +1 min{pn1n2,p
2n21n2}.
Proof. Note that a cycle of length 2k contains k vertices inN1 and k vertices inN2, and given
such a set of 2k vertices there are k!(k−1)!
2
possible cycles of length 2k on them. Hence, if we
let f1(G) be the number of faces of length at most 2 j in G , then since each face is bounded
by a cycle, and each cycle bounds at most two faces,
E( f1(G))≤ 2
j∑
k=2
(
n1
k
)(
n2
k
)
k !(k−1)!
2
p2k
≤
j∑
k=2
(
p2n1n2
)k
≤ j
(
p2n1n2
) j (
since p2n1n2 > 1
)
.
By Markov’s inequality, we have that whp f1(G) is at most h(n1) j (p
2n1n2)
j .
Note that, since e(G) is binomially distributed, it follows that whp e(G) ≤ 2pn1n2. If we
let f2(G) be the number of faces of length at least 2( j + 1) then, since every edge is in the
boundary of at most two faces, it follows that
f2(G)≤
2e(G)
2( j +1)
and hence whp f2(G)≤ 2j+1pn1n2. However, if n1≪ n2 then we can in fact bound this sec-
ond term by a smaller quantity.
We let
P = {2-paths in Kn1,n2 with both endpoints in N1}.
The idea is to count the number of 2-paths in P which appear inG . Let S be the number of
such 2-paths. We have
E(S)=
(
n1
2
)
p2n2,
and
Var(S)=
∑
U∈P
P(U ∈G)
∑
V ∈P ,
V 6=U
(P(V ∈G |U ∈G)−P(V ∈G))
≤ E(S)
(
1+2p(n1−2)
)
.
Hence, by Chebyshev’s inequality,
P(S ≥ p2n21n2)≤
1+2p(n1−2)(n1
2
)
p2n2
= o(1).
However, each 2-path can be in the boundary of atmost two faces, and each face of length
at least 2( j +1) will contain at least j +1 many 2-paths in P . Hence, the number of faces of
length at least 2( j +1) will satisfy
f2(G)≤
2
j +1S,
and so whp f2(G)≤ 2j+1p2n21n2.
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It follows that whp
f (G)= f1(G)+ f2(G)≤ h(n1) j (p2n1n2) j +
2
j +1min
{
pn1n2,p
2n21n2
}
,
as claimed. 
Corollary 4.2. Let G = G(n1,n2,p), where 1≪ n1 ≤ n2, and p = dpn1n2 for constant d > 1.
Then whp
f (G)= o(n1).
Proof. We apply Lemma 4.1 with h(n1)= j = 14 logd n1 to see that whp
f (G)≤ h(n1) j (p2n1n2) j +
2
j +1p
2n21n2
≤ 1
16
log2d n1d
1
2 logd n1 + 8
logd n1+1
d2n1
≤ n1
(
log2d n1
16
p
n1
+ 8d
2
logd n1+1
)
= o(n1).

Next, we need to find κ(G). By Theorem 2.2, all but one component C of G satisfies |C ∩
N1| ≤β0 log2n1 and so we only need to estimate the number of such components.
Definition 4.3. A componentC ofG(n1,n2,p) is small if |C ∩N1| ≤β0 log2n1, where β0 is as
in Theorem 2.2.
The following lemma, which follows from [14, Lemma 2], is a simple consequence of the
Chernoff bounds.
Lemma 4.4. Let G = G(n1,n2,p) where 1≪ n1 = λn2 for constant λ ≤ 1. If p = dpn1n2 for
constant d > 1, then whp every small component C in G satisfies
|C ∩N2| = (1+o(1))pn2|C ∩N1|.
Definition 4.5. A componentC ofG(n1,n2,p) is balanced if |C ∩N2| ≤ 2pn2|C ∩N1|.
Again, by Lemma 4.4 we only need to estimate the number of small balanced compo-
nents.
Let us first show that the number of small balanced unicyclic or complex components is
negligible compared to the number of small balanced tree components.
Lemma 4.6. Let G =G(n1,n2,p)where 1≪ n1 = λn2 for constant λ≤ 1. If p = dpn1n2 for con-
stant d > 1, then whp the number of small balanced unicyclic components in G is o(log5n1).
Proof. Let us write T for the set of subgraphs T of Kn1,n2 such that T is a small balanced
tree, i.e. |T ∩N1| ≤ β0 log2n1 and |T ∩N2| ≤ 2pn2|T ∩N1|. Similarly, let us write U for the
set of small balanced unicyclic subgraphsU of Kn1,n2 . Note that everyU ∈U contains some
T ∈T . Let us choose, for eachU ∈U one T (U ) ∈T such that T (U )⊆U . Note that for each
T ∈T there are at most
|T ∩N1| · |T ∩N2| ≤ 2
p
λβ20d log
4n1 = o
(
log5n1
)
manyU such that T = T (U ).
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Now, for everyU ∈U it is clear that
P(U is a component inG)= p
1−pP(T (U ) is a component inG).
Hence, if we let XU be the number of small balanced unicyclic components and XT be the
number of small balanced tree components inG , then we have
E(XU )≤
∑
U∈U
P(U is a component inG)
= p
1−p
∑
U∈U
P(T (U ) is a component inG)
≤ 2p
∑
T∈T
|T ∩N1| · |T ∩N2| P(T is a component inG)
= o
(
log5n1
)
p
∑
T∈T
P(T is a component inG)
= o
(
log5n1
)
pE(XT )
≤ o
(
log5n1
)
p(n1+n2)
= o
(
log5n1
)
,
since XT ≤ n1+n2. It then follows byMarkov’s inequality that whp XU = o
(
log5n1
)
. 
Using similar methods we can show that whp there are no small balanced complex com-
ponents inG . However, since the calculations are similar to the above, we defer the proof of
the following lemma to Appendix A.
Lemma 4.7. Let G = G(n1,n2,p) where 1≪ n1 = λn2 for constant λ ≤ 1. If p = dpn1n2 for
constant d > 1, then whp there are no small balanced complex components in G.
By Lemmas 4.6 and 4.7 it suffices to estimate the number of small balanced tree compo-
nents inG(n1,n2,p).
Lemma 4.8. Let G = G(n1,n2,p) where 1≪ n1 = λn2 for constant λ ≤ 1. If p = dpn1n2 for
constant d > 1, then whp the number of small balanced tree components in G is
(1+o(1))ν(d ,λ)n1,
where
ν(d ,λ)= 1
d
p
λ
∞∑
k=1
(
dp
λ
e
− dp
λ
)k ∑
r+s=k,
0≤r,s≤k
r s−1sr−1
r !s!
λr e
− d (λ−1)p
λ
s
. (2)
Proof. LetT be as in Lemma4.6 and let us denote by X ′T to be the number of small balanced
tree components inG . For any T ∈T it follows that
|T | = |T ∩N1|+ |T ∩N2| ≤ (1+2pn2)β0 log2n1 ≤ log3n1,
when n1 is large enough. Let XT be the number of tree components with |T | ≤ log3n1. By
Lemmas 4.6 and 4.7 whp XT = X ′T .
We can estimate that
E(XT )=
log3n1∑
k=1
∑
r+s=k,
0≤r,s≤k
(
n1
r
)(
n2
s
)
r s−1sr−1pk−1(1−p)r (n2−s)+s(n1−r )+r s−k+1,
where the individual terms come from, for each r + s = k ≤ log3n1, choosing a potential tree
componentwith |T∩N1| = r and |T∩N2| = s, whichwe can do in
(n1
r
)(n2
s
)
r s−1sr−1manyways
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by Lemma 2.1, each of which is a component ofG if and only if the k −1 edges in T appear,
and the r (n2−s)+s(n1−r )+r s−k+1 edgeswhich have at least one endpoint inV (T ), but are
not in T , do not appear inG . However, using the standard estimate that (1− x)= e−x+O(x2) ,
we see that
E(XT )=
log3n1∑
k=1
∑
r+s=k,
0≤r,s≤k
(n1)r
r !
(n2)s
s!
r s−1sr−1
(
dp
n1n2
)k−1
exp
(
− (n2r +n1s− r s−k+1)
(
p+O(p2)
))
=
log3n1∑
k=1
∑
r+s=k,
0≤r,s≤k
r s−1sr−1
r !s!
dk−1
(n1)r (n2)s
(
p
n1n2)k−1
exp
(
− dp
n1n2
(n2r +n1s)+o(1)
)
=
log3n1∑
k=1
∑
r+s=k,
0≤r,s≤k
r s−1sr−1
r !s!
dk−1
(n1)r (n2)s
(
p
n1n2)k−1
exp
(
− dp
λ
(r +λs)+o(1)
)
(since n1 =λn2)
= 1
d
log3n1∑
k=1
(
de
− dp
λ
)k ∑
r+s=k,
0≤r,s≤k
r s−1sr−1
r !s!
(n1)r (n2)s
(
p
n1n2)k−1
exp
(
− dp
λ
(λ−1)s+o(1)
)
, (3)
where we used that r = k− s in the final line.
Note that for any r ≤ log3n1
(n1)r = nr1
r−1∏
t=0
(
1− t
n1
)
= nr1 exp
(
r−1∑
t=0
log
(
1− t
n1
))
= nr1 exp
(
r−1∑
t=0
(
− t
n1
−O
(
t2
n21
)))
= nr1 exp
(
−r (r −1)
2n1
−O
(
r 3
n21
))
= (1+o(1))nr1 .
Similarly, for any s ≤ log3n1, (n2)s = (1+ o(1))ns2. Hence, using n1 = λn2 and r + s = k, we
obtain
(n1)r (n2)s
(
p
n1n2)k−1
= (1+o(1)) (λn2)
rns2
(n2
p
λ)k−1
= (1+o(1)) 1
(
p
λ)k+1
λrn1. (4)
Hence, putting (4) into (3) yields that
E(XT )= (1+o(1))ζ(d ,n1,λ)n1,
where
ζ(d ,n1,λ)=
1
d
p
λ
log3n1∑
k=1
(
dp
λ
e
− dp
λ
)k ∑
r+s=k,
0≤r,s≤k
r s−1sr−1
r !s!
λr e
− d (λ−1)p
λ
s
.
However, since XT ≤ n1+n2 = (1+ 1λ)n1, E(XT ) ≤
(
1+ 1
λ
)
n1. Hence, for large enough n1,
ζ(d ,n1,λ) ≤ 2λ . Furthermore, ζ(d ,n1,λ) ≤ ζ(d ,n1+1,λ) for any n1. So that (ζ(d ,n1,λ))n1 is
an increasing and dominated sequence. This implies that ζ(d ,n1,λ) converges to ν(d ,λ) as
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n1→∞, where
ν(d ,λ)= 1
d
p
λ
∞∑
k=1
(
dp
λ
e
− dp
λ
)k ∑
r+s=k,
0≤r,s≤k
r s−1sr−1
r !s!
λr e
− d (λ−1)p
λ
s ≤ 2
λ
. (5)
Hence,
E(XT )= (1+o(1))ν(d ,λ)n1.
Now we will show that whp XT = (1+o(1))E(XT ) by showing that
Var(XT )= o
(
E(XT )
2
)
.
If we let T ′ be the set of all tree subgraphs of Kn1,n2 such that |T | ≤ log3n1, then we have
Var(XT )=
∑
A∈T ′
P(1A = 1)
( ∑
B∈T ′
P(1B = 1 |1A = 1)−P(1B = 1)
)
,
where for any C ∈T ′, 1C is the indicator function of the event that C is a component in G .
Fix A ∈T ′, for each B ∈T ′, we split into the following three cases:
In the first case, when A =B ,
P(1B = 1 |1A = 1)−P(1B = 1)= 1−P(1A = 1).
In the second case, when A 6=B , A and B share at least one vertex:
P(1B = 1 |1A = 1)−P(1B = 1)=−P(1B = 1),
since it is impossible that both B and A are tree components if they share a vertex but are
not identical.
Finally, suppose that A and B are disjoint trees. Let us write e(A,B) for the number of
edges between the vertex sets of A and B in Kn1,n2 and let us write φ(B) = e(Kn1n2 −E (B)).
By definition of T ′, e(A,B)=O
(
log6n1
)
, and since 1−p ≥ e−2p for small p, when n1 is large
enough we have
P(1B = 1 |1A = 1)−P(1B = 1)
=P(1B = 1)
(
P(1B = 1 |1A = 1)
P(1B = 1)
−1
)
=P(1B = 1)
(
pk−1(1−p)φ(B)−e(A,B)
pk−1(1−p)φ(B) −1
)
=P(1B = 1)
(
(1−p)−e(A,B)−1
)
≤P(1B = 1)
(
e
2 dpn1n2 e(A,B)−1
)
= o(1)P(1B = 1)
(
since e(A,B)=O
(
log6n1
))
.
From all of above cases, we conclude
Var(XT )≤
∑
A∈T
P(1A = 1)(1+o(1)E(XT ))
= E(XT )+o
(
(E(XT ))
2
)
= o
(
(E(XT ))
2
)
,
since E(XT ) tends to∞. It follows that whp
XT = (1+o(1))E(XT )= (1+o(1))ν(d ,λ)n1.
Finally, since whp X ′T = XT , the result follows. 
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As a corollary we get the following bound on κ(G).
Corollary 4.9. LetG =G(n1,n2,p)where n1=λn2 for constantλ≤ 1. If p = dpn1n2 for constant
d > 1, then whp
κ(G)= (1+o(1))ν(d ,λ)n1.
Proof. By Theorem 2.2 and Lemma 4.4, whp κ(G) is the number of small balanced compo-
nents. By Lemmas 4.6, 4.7, and 4.8, whp the number of small balanced components in G
is
o
(
log5n1
)
+0+ (1+o(1))ν(d ,λ)n1 = (1+o(1))ν(d ,λ)n1.

The proof of Theorem 1.4 then follows.
Proof of Theorem 1.4. Since e(G) is binomially distributed it follows that whp e(G) = (1+
o(1))pn1n2 = (1+o(1)) dp
λ
n1. Furthermore v(G) = n1+n2 =
(
1+ 1λ
)
n1. By Corollary 4.2 we
have whp f (G)= o(n1) and by Corollary 4.9 whp κ(G)= (1+o(1))ν(d ,λ)n1.
Therefore, using Euler’s formula, we have
g (G)= 1
2
(
e(G)−v(G)− f (G)+κ(G)+1
)
= 1
2
(
(1+o(1)) dp
λ
n1−
(
1+ 1
λ
)
n1+o(n1)+ (1+o(1))ν(d ,λ)n1+1
)
= 1
2
(
(1+o(1)) dp
λ
−
(
1+ 1
λ
)
+ (1+o(1))ν(d ,λ)+o(1)
)p
λ
d
pn1n2
= (1+o(1))γ(d ,λ)pn1n2,
where γ(d ,λ)= 1
2
− λ+1
2d
p
λ
+ ν(d ,λ)
p
λ
2d
. This completes the proof. 
Remark 4.10. Let us briefly compare this to Theorem 1.1. If we take λ = 1 and n1 = n2 = n2 ,
thenG(n1,n2,p) is the subgraphof the randomgraphG(n,p) obtained by deleting the edges
inside the partition classes. In this case, we have that when d > 1, whp
g
(
G
(
n
2
,
n
2
,
d
n
))
= (1+o(1))γ
(
d
2
,1
)
dn
4
= (1+o(1))
(
1+O
(
1
d
))
dn
4
,
since ν
(
d
2 ,1
)
=O(1) by (5). A similar argument will show that the number of components in
G(n, d
n
) is approximately
n
d
∞∑
k=1
(
de−d
)k kk−2
k !
=O(n),
and so
g
(
G
(
n,
d
n
))
= (1+o(1))µ(d)dn
2
= (1+o(1))
(
1
2
+O
(
1
d
))
dn
2
.
Hence for large enough d , whp the genus of G(n1,n2,p) will be approximately half of the
genus ofG(n,p).
Finally in this section, we will prove Theorem 1.5. We first note that following conse-
quence of Lemma 4.1
Corollary 4.11. Let G = G(n1,n2,p) where 1≪ n1 = λn2 for constant λ ≤ 1. If (n1n2)−
1
2 ≪
p≪ (n1n2)−
1
2+o(1), then whp
f (G)= o(pn1n2).
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Proof. We will show that, given any constant ǫ> 0, whp
f (G)≤ ǫpn1n2.
We choose j ∈N such that j > ǫ
4
−1, so that 1
j+1 ≤ ǫ4 . Note that, since p≪ (n1n2)
− 12+ 14 j it
follows that
(p2n1n2)
j = o(n1n2)
1
4 .
Hence, by Lemma 4.1 with h(n1)= n
1
4
1 we see that whp
f (G)≤ h(n1) j (p2n1n2) j +
2
j +1pn1n2
≤ n
1
4
1 j (p
2n1n2)
j + 2
j +1pn1n2
≤ o
(
(n1n2)
− 12
)
+ ǫ
2
pn1n2
= o(pn1n2)+
ǫ
2
pn1n2
≤ ǫpn1n2.

Now we complete this section by proving Theorem 1.5.
Proof of Theorem 1.5. By Euler’s formula
g (G)= 1
2
(
e(G)−v(G)− f (G)+κ(G)+1
)
,
and so the upper bound then follows from the fact that v(G)≥ κ(G) and f (G)≥ 1.
Conversely, we can also deduce the lower bound from Euler’s formula. Indeed, since whp
e(G)= (1+o(1))pn1n2, it follows that v(G)= n1+n2 = o(pn1n2) as n1 =Θ(n2), and by Corol-
lary 4.11 whp f (G)= o(pn1n2), and so
g (G)≥ 1
2
(
e(G)−v(G)− f (G)
)
= (1−o(1))1
2
pn1n2,
and we are done. 
4.2. The unbalanced case: proof of Theorem 1.6. In this section we consider the unbal-
anced case, where the first partition class is much smaller than the second.
In order to bound the genus in this case we consider an auxilliary graph H , which we call
the 2-centre ofG , defined as follows:
GivenG =G(n1,n2,p) we first construct a graphG ′ by deleting all the vertices inN2 whose
degree inG is not equal to two. Then H is the graph with vertex set V (H)=N1 and edge set
E (H)= {{x, y} : there exists a 2-path from x to y inG ′}.
We note that H is similar to a graph considered by Johansson (see [14, chapter 3]), which
he called the even projection ofG .
We will show two useful facts about H . Firstly, the genus of H is approximately the genus
of G and secondly, H is distributed approximately like a supercritical binomial random
graph. Together with Theorem 1.1 these facts will be enough to determine to genus ofG .
Lemma 4.12. Let G =G(n1,n2,p) and H be the 2-centre of G. Then
g (H)≤ g (G).
Proof. Since H is a minor ofG , g (H)≤ g (G). 
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Lemma 4.13. Let G =G(n1,n2,p)with 1≪ n1≪n2 and p≪ n−11 . Let H be the 2-centre of G.
Then whp
g (G)≤ g (H)+O(p3n31n2).
Proof. Recall that H can be obtained fromG via the following steps:
• Let H1 =G −V1 where V1 is the set of all vertices of degree 0 or 1 in N2.
• Let H2 =H1−V2 where V2 is the set of all vertices of degree at least 3 in N2 \V1.
• Let H3 be the multigraph formed by adding an edge {x, y} for every 2-path xzy in H2
with x, y ∈N1, and then deleting N2. Note that V (H3)=N1 and that H3 may contain
parallel edges.
• Let H be obtained from H3 by replacing each set of parallel edges by a single edge.
In the above process, we note that g (H1)= g (G) since deleting isolated vertices and leaves
preserves the genus. Then, if we let Z be the number of edges adjacent to vertices in V2 we
see that
g (H1)≤ g (H2)+Z .
Indeed, we cannot increase the genus of a graph by more than one by adding a single edge,
and so the claim follows inductively.
Furthermore H2 is a subdivision of H3 and so g (H3) = g (H2), and finally adding parallel
edges does not change the genus of a graph and so g (H)= g (H3).
Putting this all together, we conclude that
g (G)≤ g (H)+Z .
Hence, in order to complete the proof, we need to show that whp
Z =O(p3n31n2).
Indeed, if we fix x ∈N1 and y ∈N2, then
P({x, y} is an edge and y has degree at least 3)
= p
n1−1∑
k=2
(
n1−1
k
)
pk(1−p)n1−1−k
= p
(
1− (1−p)n1−1− (n1−1)p(1−p)n1−2
)
≤ p
(
p(n1−1)− (n1−1)p(1−p)n1−2
)
= p2(n1−1)
(
1− (1−p)n1−2
)
≤ p3n21.
Hence,
E(Z )≤ n1n2p3n21 = p3n31n2.
Furthermore, it is a simple calculation that Var(Z ) ≤ E(Z )pn1 = o (E(Z )) and hence, by
Chebyshev’s inequality, whp Z = (1+o(1))E(Z )=O(p3n31n2). 
Next, we prove Lemma 1.7 regarding the distribution of the 2-centre H ofG(n1,n2,p).
Proof of Lemma 1.7. Fix an arbitrary edge {x, y} ∈ [n1]2 and let Ae be the event that e :=
{x, y} ∈H . Let us define the random set X =⋃v 6=x,y∈N1 N (v).
We claim that; if we condition on the value of X , then the random variable E (H)− e is
independent from the event Ae .
To see this, we note that conditioned on the event that X =M for someM ⊆N2, the event
Ae only depends on the edges between x, y and N2 \M and the event E (H) \ e = K only
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depends on the edges between N1 and M , and since these edges sets are disjoint, the two
events are independent. It follows that, for any K andM
P(E (H) \e =K |Ae and X =M)=P(E (H)−e =K |X =M).
Hence, we have
P(Ae | X =M and E (H)−e =K )
=P(Ae | X =M)
P(E (H)−e =K | Ae and X =M)
P(E (H)−e =K | X =M)
=P(Ae | X =M),
in otherwords, conditioned on the event that X =M , E (H)−e is independent from the event
Ae , and we have the claim..
Note that, since pn1 = o(1), we have
E(|X |)= n2(1− (1−p)n1−2)≤ pn1n2 = o(n2),
and |X | is binomially distributed. Hence, for any positive γ, by Theorem 2.5
P(|X |−E(|X |) ≥ γn2)≤ exp
(
− γ
2n22
2
(
pn1n2+ γn23
)
)
≤ e−γn2
≤ e−n1 (since n1 = o(n2)). (6)
Therefore, whp |X | ≤ E(|X |)+γn2 ≤ 2γn2. It follows that
P(Ae |E (H) \e =K )=
∑
M∈2N2
P(Ae |E (H) \e =K and X =M)P(X =M)
=
∑
M∈2N2 ,|M |≤2γn2
P(Ae |E (H) \e =K and X =M)P(X =M)+O(e−n1 ) (by (6))
=
∑
M∈2N2 ,|M |≤2γn2
P(Ae |X =M)P(X =M)+O(e−n1 ).
However, for any fixed |M | ≤ 2γn2,
P(Ae |X =M)= 1− (1−p2)n2−|M | = p2(n2−|M |)+O
(
p4n22
)
= (1±2γ)p2n2,
and so
P(Ae |E (H) \e =K )= (1±2γ)p2n2
∑
M∈2N2 ,|M |≤σn2
P(X =M)+O(e−n1 )= (1±3γ)p2n2, (7)
since p2n2 ≥ n−11 ≫ e−n1 .
Since the appearance of edges in a binomial random graph are i.i.d., it follows that
P(e ∈G1|E (G1) \e =K )= (1−δ)
d2
n1
, (8)
P(e ∈G2|E (G2) \e =K )= (1+δ)
d2
n1
. (9)
So, if we choose γ sufficiently small in terms of δ, it follows from (7)–(9) that
P(e ∈G1|E (G1) \e =K )≤P(Ae |E (H) \e =K )
≤P(e = {x, y} ∈G2|E (G2) \e =K ).
Hence, since e was chosen arbitrarily, by Theorem 2.4 (Holley’s Theorem), whpG1 ¹H ¹G2,
and the result follows. 
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We can now prove Theorem 1.6.
Proof of Theorem 1.6. Consider G1 and G2 as in Lemma 1.7 with δ sufficiently small such
that (1−δ)d2 > 1. By Theorem 1.1, we have whp
g (G1)= (1+o(1))µ
(
(1−δ)d2
) d2n1
2
;
g (G2)= (1+o(1))µ
(
(1+δ)d2
) d2n1
2
.
SinceG1 ¹ H ¹G2, and genus is an increasing graph parameter, it follows that whp g (G1)≤
g (H)≤ g (G2). Moreover,µ is clearly an increasing function,which is continuous byTheorem
1.1. Hence, since we can choose δ arbitrarily small, whp
g (H)= (1+o(1))µ
(
d2
) d2n1
2
. (10)
However, by Lemmas 4.12 and 4.13, whp
g (H)≤ g (G)≤ g (H)+o(n1). (11)
Finally, by (10) and (11), we conclude that whp
g (G)= (1+o(1))µ(d2)d
2n1
2
,
and we are done. 
Remark 4.14. We note that depending on the precise relationship between n1 and n2 our
results show slightly more. Indeed, from Lemmas 4.12, 4.13 and 1.7 we can conclude that
as long as (n1n2)
− 12 ≪ p ≪min
{
n−11 ,n
− 12
2
}
then H has a distribution very close to that of
G(n1,p
2n2) and the genus ofG(n1,n2,p) is withinO(p
3n31n2) of the genus of H .
Note that, in this range of p, 1
n1
≪ p2n2 ≤min{n2n21 ,1}, and so if
n
− ii+1
1 ≪ p2n2≪n
− (i−1)i
1 ( for some i ∈N)
then we can determine asymptotically the genus of H , which will beΘ(p2n21n2) by the result
of Rödl and Thomas [17]. However, if p2n2 = cn−
i
i+1
1 then the precise value of g (G(n1,p
2n2))
is not known, although it is still known that it is Θ(p2n21n2), and hence so is g (H).
Therefore, in all these cases, since p3n31n2 = o(p2n21n2), it follows that the genus ofG(n1,n2,p)
is whp Θ(p2n21n2)= o(pn1n2), and hence sublinear in the number of edges.
So, for example if n2 ≥ n21 then as p increases from (n1n2)−
1
2 to n−11 the genus will be linear
in p2n21n2, with phase transitions for the leading constant occurring at
p =Θ
(
n
− i2(i+1)
1 n
− 12
2
)
( for some i ∈N).
If n2 ≪ n21 is smaller, then we can only conclude that the same behaviour holds up to p =
n
− 12
2 .
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5. DISCUSSION
We have demonstrated that a sharp threshold for planarity occurs in the binomial ran-
dom bipartite graph G(n1,n2,p) at p = 1pn1n2 , but that the behaviour of the genus in the
supercritical regime differs between the balanced and the unbalanced case.
Let usmention a few open problems. In [4] the authors give results for the genus ofG(n,p)
in theweakly supercritical regime.
Theorem 5.1 ([4]). If p = 1+ε
n
with ε→ 0 and ε3n→∞, then whp
g (G(n,p))= (1+o(1))εn
3
.
It would be interesting to know how the genus ofG(n1,n2,p) behaves in this regime in the
balanced case.
Question 5.2. Is there some constant c(λ) such that if n1 =λn2 with λ≤ 1 and p = 1+εpn1n2 with
ε→ 0 and ε3pn1n2→∞, then whp
g (G(n1,n2,p))= (1+o(1))c(λ)ε
p
n1n2?
In the balanced case, our results extend the results of Mohar and Ying [11], showing that
the genus of G(n1,n2,p) is linear in the number of edges in the supercritical regime and
above. In the unbalanced case, Mohar and Ying showed further that the genus ofG(n1,n2,p)
is whp linear in the number of edges if p≫ n−
2
3
1 . So, in the unbalanced case, there is a gap in
our understandingbetween the ‘dense’ case and the supercritical case covered in this paper.
Euler’s formula, togetherwith calculations as in (1) of the number of isolated components,
suggests that g (G(n1,n2,p)).O(p
2n21n2) as long as p≪ n−11 , and so the genus will be sub-
linear in the number of edges. As mentioned in Remark 4.14, this will indeed be the case if
n2≫ n21. It would be interesting the know what happens for smaller n2.
Question 5.3. What is the correct order of growth of the genus ofG(n1,n2,p)when n1≪ n2≪
n21 and n
− 12
2 ≪ p≪n−11 ?
Furthermore, it would be interesting to know how the genus behaves in this gap between
p = n−11 and n
− 23
1 , and at which point the genus becomes linear in the number of edges.
Question 5.4. Is the genus of G(n1,n2,p) sublinear or linear in the number of edges when
n1≪ n2 and n−11 ≪ p≪n
− 23
1 ?
Finally, it would be nice to know the asymptotics of γ(d ,λ) (or equivalently ν(d ,λ)) as
d →∞ or d → 1, as with Theorem 1.1. It is clear that as d →∞, γ(d ,λ)→ 12 , and since the
sum in (2) is convergent for d > 1, the function γ(d ,λ) is continuous for d ∈ (1,∞). When
d < 1 it follows from work of Johansson [14] that whp there is no giant component, and so
standard arguments give that the number of components ofG is asymptotically equal to the
excess ofG , which implies that
ν(d ,λ)= 1+ 1−d
p
λ
λ
,
and furthermore that (2) still holds, for d ∈ (0,1). This suggests that the limit of γ(d ,λ) as
d tends to 1 should be 0, and indeed when d = λ = 1 it is easy to verify that the sum in (2)
converges, and so the limit is indeed 0. However for λ < 1 the asymptotics of (2) are more
complicated, and we could not prove convergence.
Question 5.5. Is γ(d ,λ) continuous on (0,∞)?
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APPENDIX A. THE PROOF OF LEMMA 4.7
Proof. Let T be as in Lemma 4.6 and let C be the set of subgraphs C of Kn1,n2 such that
C contains exactly two cycles, |C ∩N1| ≤ β0 log2n1, and |C ∩N2| ≤ 2pn2|C ∩N1|. Note that
every C ∈ C contains some T ∈ T . Let us choose, for each C ∈ C one T (C ) ∈ T such that
T (C )⊆C . Note that for each T ∈T there are at most
(|T ∩N1| · |T ∩N2|)2 ≤ 4p2n22β20 log8n1 = o(log9n1)
manyC such that T = T (C ).
Now, for everyC ∈C with t vertices we have
P(C spans a component ofG)= p2(1−p)(t2)−t−1P(T (C ) is a component inG)
≤ p2e−pt2P(T (C ) is a component inG)
≤ 2p2P(T (C ) is a component inG),
since t ≤β0 log2n1(1+2pn2)≤ log3n1.
Furthermore, every small balanced complex component contains a spanning subgraph
in C . Hence, if we let XC be the number of small balanced complex components and XT be
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the number of small balanced tree components inG , then we have
E(XC )≤
∑
C∈C
P(C spans a component inG)
= 2p2
∑
C∈C
P(T (C ) is a component inG)
≤ 2p2
∑
T∈T
(|T ∩N1| · |T ∩N2|)2P(T is a component inG)
= o
(
log9n1
)
p2
∑
T∈T
P(T is a component inG)
= o
(
log9n1
)
p2E(XT )
≤ o
(
log9n1
)
p2(n1+n2)
= o(1),
since XT ≤ n1+n2. It then follows byMarkov’s inequality that whp XC = 0. 
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