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Abstract: In recent years, the optimal design of the workshop schedule has received much attention with the increased competition in the business environment. As a strategic 
issue, designing a workshop schedule affects other decisions in the production chain. The purpose of this thesis is to design a three-objective mathematical model, with the 
objectives of minimizing work completion time, work delay time and energy consumption, considering the importance of businesses attention to reduce energy consumption in 
recent years. The developed model has been solved using exact solution methods of Weighted Sum (WS) and Epsilon Constraint (Ɛ) in small dimensions using GAMS software. 
These problems were also solved in large-scale problems with NSGA-II and SFLA meta-heuristic algorithms using MATLAB software in single-objective and multi-objective mode 
due to the NP-Hard nature of this group of large and real dimensional problems. The standard BRdata set of problems were used to investigate the algorithms performance in 
solving these problems so that it is possible to compare the algorithms performance of this research with the results of the algorithms used by other researchers. The obtained 
results show the relatively appropriate performance of these algorithms in solving these problems and also the much better and more optimal performance of the NSGA-II algorithm 
compared to the performance of the SFLA algorithm. 
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1 INTRODUCTION  
 
In recent years, the optimal design of the workshop 
schedule has attracted a lot of attention by the increased 
competition in the business environment. Workshop 
scheduling is defined as a strategic problem affecting other 
decisions in the production chain [1]. The workshop 
scheduling problem can be divided into two static and 
dynamic categories. In the static state, n work must be done 
on the m machine while maintaining a certain sequence. Each 
task in this environment consists of different operations with 
the known processing time and processing path on machines 
[4]. The scheduler tries to optimally allocate a set of 
resources to a set of tasks to be performed over a period of 
time. The workshop schedule is a form of classical 
scheduling problem that has been widely considered in 
various fields of engineering sciences. Considering the 
importance of scheduling in workshop and production 
environments, there is a need for extensive research to 
address various aspects of the workshop scheduling problem. 
The flexible workshop flow problem is very common in the 
real world and has received a lot of attention in recent years. 
The main problem in the present research is to minimize the 
total work delay and energy consumption in flexible 
workshop scheduling problems. A metaheuristic or hybrid 
metaheuristic algorithms was used to solve this problem and 
the optimal solutions of each algorithm was compare with 
each other. Finally it is examined that which of the 
metaheuristic algorithms provides the best answer to solve 
the problem in this research. Also, in order to evaluate the 
efficiency of the method and model, a case study from 
industry is used in this study to examine the efficiency of the 
results in the real world. The present study solves the 
problem of flexible workshop flow scheduling by 
considering some real-world hypotheses that have not yet 
been explored. Considering the application of the problem in 
many production environments, this research can take a small 
step in solving this problem. The present research aimed to 
improve operations in the flexible workshop flow problem 
due to the importance of scheduling. 
 
 
Figure 1 Categorizing scheduling problems [15] 
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2  LITERATURE REVIEW AND RESEARCH BACKGROUND 
 
The Flexible Workshop Flow Scheduling (FFS) Problem 
involves sequencing a workshop flow problem where there 
are at least one or more dissimilar parallel machines at each 
stage. The objective function of the problem is to minimize 
the maximum time to complete tasks [2]. Scheduling has 
been proposed as one of the new research fields since 1954 
(Asadi et al., 2015). Scheduling is a decision-making process 
that plays an important role in production systems so that the 
performance criteria of any production system can be 
improved by an effective and efficient scheduling program 
[1]. 
Workshop scheduling can be classified into five main 
categories according to the workshop environment, single 
machine, parallel machines, workshop flow, closed 
workshop, and open workshop (Allahverdi and Soroush 
2008, Hall 1998). All workshop scheduling issues belong to 
the NP-Hard class. Tab. 1 shows the types of scheduling 
issues. 
 
Table 1 Some flexible workshop flow scheduling issues [13] 
Model description Authors’ name 
Work permutation Jalalab & Jalab, 2002 
The problem of flexible workshop 
flow with the assumption of 
unrelated parallel machines 
Jungwattanakit et al., 2005, 2008, 
2009; Yuarima et al., 2009 
Sequence-dependent preparation on 
machines 
Kurz  and  Askin, 2004; 
Logendran, Vo  and  Witt, 2007; 
Jungwattanakit, 2008; Zandieh  and  
Gholami, 2009; Fattahi et al., 2015 
Transport between machines Riane et al., 2001; Alvi and Arbita, 
2004 
Limited buffer capacity between 
two consecutive steps 
Naderi et al., 2009 
Prioritization of work Sawik, 2002; Akrami, 2006 
Maintenance constraints Hentous  and  Benhammadi, 2006 
Dynamic uncertainty BottaGenoulaz, 2000; Wu et al., 
2010 
Prerequisite constraint between 
tasks and wastage times constraint 
between steps and with the 
objective function of minimizing 
the maximum latency 
Aloe and Arbita, 2004; Aloe and 
Arbita, 2006 
The capacity constraint of 
intermediate warehouses without 
considering it with the aim of 
minimizing the maximum 
completion time, the weighted total 
time during construction and the 
weighted total of delay times 
Hong and Wong, 2000; Alisantoso, 
2003 
The problem of flexible multi-
objective workshop flow 
Naderi et al., 2009; Janiak et al., 
2007; Behnamian and Zandieh, 
2011 
 
The problem of a flexible two-stage workshop flow with 
the same number of parallel machines in the first stage and 
one machine in the second stage has been investigated in 
Tran and Ming (2011), aimed at minimizing the maximum 
completion time. BottaGenoulaz (2000) examined the 
problem of flexible workshop flow with pre-requisite limit 
between tasks and waste time constraints between stages and 
with the objective function of minimizing the maximum 
latency and proposed six new innovative methods [3]. The 
flexible workshop flow problem with the objective function 
of sum of early and late with and waiting time and presented 
three metaheuristic algorithms and three constructive 
algorithms for it has been considered by Janiak et al. (2007). 
The problem of flexible workshop flow with limited waiting 
time and the objective function of the sum of early and late 
squares has been investigated by Behnamian and Zandieh 
(2011) that proposed a discrete colonial competition 
algorithm to solve it. 
The problem of efficient multi-objective energy 
scheduling, with two objectives: completion time and energy 
consumption in production systems is developed by Dai et al. 
(2013) investigated. They used a measurement between 
completion time and energy consumption [14]. 
The problem of scheduling tasks in a flexible workshop 
environment have been investigated by Wang et al. (2018). 
Their objective function is the total energy consumption and 
their solution method is a two-step initiative that in the first 
and second stages have used genetic metaheuristic methods 
and particle swarm optimization, respectively. Also, a two-
objective model is presented by Wong et al. (2018) in which, 
they have scheduled parallel and identical machines whose 
goals are the total energy consumption and the time of 
completion of works. They have used the Epsilon constraint 
method to accurately solve their model [28]. 
A study on green planning during a two-machine 
workshop is presented by Mansouri et al. (2016) presented to 
examine the relationship between completion time and 
energy consumption. The developed mathematical model 
combines the main topics of the workshop: service level and 
energy consumption. The metaheuristic algorithms have 
been used to solve large-scale problems [39]. 
 
3  RESEARCH METHOD 
 
The present study is an applied research conducted with 
analytical-descriptive approach. This research presents a 
multi-objective model of flexible workshop scheduling. The 
model developed in this research includes three important 
objectives of minimizing completion time, delay and energy 
consumption in workshop scheduling issues. The developed 
model is solved by the multi-objective meta-heuristic 
algorithm approach. This approach is used to solve multi-
objective problems. The present research model includes 
three objective functions. One objective function seeks to 
reduce work completion time in workshop flow problems, 
and the second objective function seeks to minimize work 
delays; the last objective function seeks to minimize energy 
consumption levels due to the problems, shortages, and high 
energy costs in today’s world. 
The counters, decision variables and problem parameters 
used in this research are as follows: 
 
Indices and sets 
i, i' Machine index, i = 1,2,…, m 
j, j' Work index, j = 1,2,…, n 
h, h' Operation index of each task, h = 1,2,…, nj 
l Processing speed index 
Ejh 
A set of machines capable of processing the operations of jh 
work 
Parameters 
Neda Karim Ahangar, et al.: The Three-Objective Optimization Model of Flexible Workshop Scheduling Problem  
 
78                                                                                                                                                                                   TECHNICAL JOURNAL 15, 1(2021), 76-83 
M Large positive number 
nj Number of work operations j 
dj Delivery date j 
pjhi Processing time of hth operation of jth work on ith machine i 
vl Processing speed factor 
αl Conversion factor for processing speed l 
βi Conversion factor for machine idle time i 
Decision variables 
Cmax Total completion time 
TEC Total energy consumption in kWh 
Tmax Total delay time 
Cjhi Termination of hth operation of jth work on ith machine 
θi The ith machine idle time 
Tj Work delay time j 
Xjhil 
It is a binary variable, it is 1 if the hth operation of jth work on ith 
machine is processed at speed l, and zero, otherwise 
Yjhj'h' 
It is a binary variable, it is 1 if the hth operation of jth work occurs 
after the h'th operation of j'th work, and zero, otherwise 
 
Accordingly, the problem mathematical model will be as 
follows: 
 
1 maxmin z C=                                                                     (1) 
2min z TEC=                                                                     (2) 
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In the above model, the first objective function (1) 
maximizes the maximum completion time; the second 
objective function (2) minimizes the total energy 
consumption, and the third objective function (3) minimizes 
the maximum delay time. Constraint (4) causes that the 
operation of one task does not start until the next operation 
of that task is completed. Constraints (5) and (6) prevent 
interference of two operations on a machine. Based on 
constraint (7), the operation of each task is definitely 
processed on a machine at a certain speed. Constraint (8) 
shows the end time of each operation. Based on constraint 
(9), the completion time of the first operation of each task is 
a positive value. Constraint (10) indicates the maximum 
termination time. Constraint (11) indicates the 
unemployment rate of each machine. Constraint (12) 
calculates the total energy consumption. Constraint (13) and 
(14) calculates the amount of latency of each task and the 
maximum amount of latency, respectively. The constraint 
(15) shows the problem variables. 
 
Solving the mathematical models and problem analysis: 
 
The meta-heuristic algorithm has been used in this 
research. In the first step, the main input parameters of this 
algorithm must be set. 
In this section, the input parameter for the NSGA-II 
algorithm must be adjusted. The experimental design and 
Taguchi method are used to design the parameter. 
The parameters of this algorithm are as follows: 
• nPop: Initial population size,  
• Pc: Intersection probability,   
• Pm: Mutation probability 
• Maxit: Maximum number of repetitions. 
 
The factors table is as follows: 
 
Table 2 Important factors of NSGA-II algorithm 
Levels Symbol Parameter 3 2 1 
70 50 30 A nPop 
0.99 0.75 0.65 B Pc 
0.45 0.25 0.05 C Pm 
80 60 40 D Maxit 
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The table is as follows for 4 factors in the three levels of 
Taguchi: 
 
Table 3 Taguchi L-9 series 
D C B A No. of experiment 
1 1 1 1 1 
1 2 2 2 2 
1 3 3 3 3 
2 1 2 3 4 
2 2 3 1 5 
2 3 1 2 6 
3 1 3 2 7 
3 2 1 3 8 
3 3 2 1 9 
 
3.1  Evaluating the Algorithms Efficiency with Numerical 
Examples for Large-Scale Problems 
 
In this section, the efficiency of the proposed algorithms 
to solve the problem of this research will be investigated. The 
algorithms were coded using MATLAB 2019 and run on a 
system with 8GB of internal storage and an i7 CPU. In order 
to evaluate these algorithms in this research, a standard test 
data set called FJSPLIB, which is available at 
http://people.idsia.ch, has been used. In this set, standard test 
problems are used to evaluate the algorithms performance. 
There is a coded version that has a set of standard problems 
called Bardata, BRdata, Daudata and Huridata. In this 
research, Brdata Set has been used, which includes 10 sample 
problem groups as presented by Brandimart [1]: 
 














3 55 6 10 MK01 
6 58 6 10 MK02 
5 150 8 15 MK03 
3 90 8 15 MK04 
2 106 4 15 MK05 
5 150 15 10 MK06 
5 100 5 20 MK07 
2 225 10 20 MK08 
5 240 10 20 MK09 
5 240 15 20 MK10 
 
In this standard set designed by Brandimart (1993) [19], 
the parameters of each of the problems in this set are 
randomly generated between two limits using a uniform 
distribution. The number of jobs is from 10 to 20, the number 
of machines is 4 to 15, the number of operations for each job 
is 5 to 15 and the number of operations for all jobs is 55 to 
241. All parameters related to this data set are shown 
separately in the table above 
As these problems are standard and different researchers 
in different years have used this series of standard problems 
to evaluate the performance of their chosen algorithm in 
solving the flexible single-objective workshop scheduling 
problem by minimizing the completion time, so it is possible 
to compare the performance of these two algorithms. 
Research with this series of solutions in single-objective 
mode is also possible, so first the performance of these 
algorithms in solving single-objective problem has been 
examined to determine the performance of these two 
algorithms in comparison with other algorithms in the 
research literature and then, three research objectives have 
been used for solving problem to compare the performance 
of these two algorithms in relation to each other. 
 









































14  40 40 41 36,42  6×10  MK01 
26 26 26 26 24,32  6×10  MK02 
204 204 204 207 204,211  8×15  MK03 
65 63 60 65 48,81  8×15  MK04 
180 168 173 171 168,186  4×15  MK05 
61 55 60 61 33,86  15×10  MK06 
145 155 140 173 133,173  5×20  MK07 
523 523 523 523 523 10×20  MK08 
312 307 307 307 299,369  10×20  MK09 
298 245 208 312 165,296  20×15  MK10 
 
Table 6 Time to solution and average results of the proposed algorithms 
The SFLA 





















41.23 4.01 40.15 1.16 1.09 40.30 40 MK01 
26.15 6.09 26.20 1.48 2.16 26.10 26 MK02 
207.10 10.70 207 9.18 2.18 204 204 MK03 
65.55 3.87 63.11 2.35 9.02 60 62 MK04 
185 4.88 168.39 3.70 7.10 173.2 172 MK05 
61.1 26.38 55.5 10.70 30.12 60.30 58 MK06 
151 26.21 159 3.26 17.07 141.5 139 MK07 
523 189.41 523 11.52 4.30 523 523 MK08 
307.3 122.87 308.1 28.94 91.99 315.2 310 MK09 
301.1 189.41 254.34 33.44 190.11 213.1 214 MK10 
 
In the table above, the upper and lower limit (LB, UB) is 
the optimal answer if the optimal answer found is time-
consuming for the completion time (Makespan), otherwise 
the upper and lower limit found is set yet. For example, in the 
MK08 problem series, the optimal solution is 523, which in 
this row is only 523, which indicates the same case, and both 
modified ant algorithms (Wang et al., 2017) called IACO and 
MAPSO method (Nouri et al., 2015) have been able to find 
the optimal solution; however, heuristic methods have only 
been able to find the near-optimal 555 solution, and for the 
rest of the standard problems in the table, the optimal solution 
has not yet been achieved. The research proposed algorithms 
are NSGA-II and SFLA, which have obtained acceptable 
results compared to other algorithms and in the MK08 series 
problem has also been able to obtain the optimal answer. In 
the following, the solution time and the average solution 
results obtained by these algorithms are discussed in order to 
evaluate the performance of the algorithms both in terms of 
optimal solution and in terms of solution time. 
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3.2  The Algorithms Performance in Solving the Proposed 
Multi-Objective Problem 
 
As mentioned earlier, the proposed mathematical model 
of the problem has three objectives: minimizing the total 
completion time (Makespan) Cmax and the total delay time 
Tmax, and finally minimizing the total energy consumption to 
do the job displayed with TEC. NSGA-II and SFLA 
algorithms have been used to solve this three-objective model 
and Brdata standard problems have been used to solve this 
multi-objective model. The status of Pareto answers is as 
follows, which shows the better performance of NSGA-II 
algorithm than the SFLA algorithm. 
 
 
Figure 2 Pareto front set of answers found by the two studied algorithms 
 
The results of the problem objective functions by these 
two algorithms are provided to solve these standard 
problems. 
 
Table 7 Results of the algorithms performance in solving the three-objective problem 
SFLA algorithm NSGA-II algorithm Name of problem 
MK01 
40 40 Cmax 
169 167 Tmax 
36 36 TEC 
MK02 
26 26 Cmax 
151 151 Tmax 
26 26 TEC 
MK03 
204 204 Cmax 
852 855 Tmax 
204 199 TEC 
MK04 
66 61 Cmax 
366 345 Tmax 
61 63 TEC 
MK05 
172 173 Cmax 
687 683 Tmax 
172 173 TEC 
MK06 
65 62 Cmax 
398 424 Tmax 
62 55 TEC 
MK07 
140 139 Cmax 
695 693 Tmax 
140 139 TEC 
MK08 
523 523 Cmax 
2524 2524 Tmax 
523 515 TEC 
SFLA algorithm NSGA-II algorithm Name of problem 
MK09 
310 311 Cmax 
2294 2290 Tmax 
301 299 TEC 
MK10 
214 214 Cmax 
2082 2053 Tmax 
210 204 TEC 
 
Based on the above table, the results obtained in the 
objective functions, and as all objectives are minimization, it 
can be concluded that the relative performance of NSGA-II 
algorithm in solving this proposed problem than SFLA 
algorithm is more appropriate, so that in all objectives such 
as minimizing completion time and energy costs, this 
algorithm performs much more better than the SFLA 
algorithm and achieves better results. 
 
3.3  Sensitivity Analysis of NSGA-II Algorithm Parameters 
 
Sensitivity analysis was performed for the NSGA-II 
multi-objective algorithm as in the single-objective mode. 
The standard MK02 problem has been solved with different 
parameters of this algorithm in different modes. Four levels 
are considered by Taguchi method using each of the main 
parameters of this algorithm such as nPop, Pc, Pm and Maxit. 
 
Table 8 Sensitivity analysis of NSGA-II algorithm parameters 
 Level Parameter 
change interval Parameter name 4 3 2 1 
150 100 75 50 150-50 nPop 
0.9 0.75 0.7 0.60 0.9-0.6 Pc 
0.5 0.25 0.1 0.05 0.5-0.05 Pm 
100 60 30 10 100-10 Maxit 
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The following table also shows the Design of 
Experiments (DOE) of each orthogonal array. 
 
Table 9 Sensitivity analysis of NSGA-II algorithm parameters 
Average 
amount of Cmax 
Factor level number No. of 
experiment Maxit nPop Pc Pm 
28.8 1 1 3 29.4 29.4 
29.4 1 2 4 28.2 28.2 
28.2 1 3 2 27.8 27.8 
27.8 1 4 1 29.2 29.2 
29.2 2 1 2 28.8 28.8 
28.8 2 2 3 29.0 29.0 
29.0 2 3 4 28.8 28.8 
28.8 2 4 1 28.4 28.4 
28.4 3 1 1 28.8 28.8 
28.8 3 2 2 28.8 28.8 
28.8 3 3 3 28.6 28.6 
28.6 3 4 4 27.6 29.4 
27.6 4 1 3 28.6 27.6 
28.6 4 2 1 29.0 28.6 
28.8 4 3 4 28.8 29.0 
29.4 4 4 2 28.8 28.8 
 
Table 10 The change rate (Delta) of each parameter 
Pm Pc Maxit nPop Factor 
28.40 28.50 28.60 28.55 1 
28.75 28.90 28.30 28.95 2 
28.50 28.75 28.65 28.65 3 
29.00 28.50 28.80 28.50 4 




Figure 3 Sensitivity analysis of NSGA-II algorithm parameters 
 
Tab. 10 also indicates the amount of change (Delta) of 
each parameter of the NSGA-II algorithm. The results of this 
table shows that the Pm parameter is the most effective 
parameter and the Maxit parameter is the second most 
effective parameter after Pm and PC parameter is the least 
effective parameter. Therefore, the Pm parameter is the most 
important and effective parameter in the NSGA-II algorithm 





The present study aimed to develop a multi-objective 
mathematical model in the field of flexible workshop flow 
scheduling. Various optimization techniques have been used 
in order to achieve the research objectives. In the first step, a 
set of the problem hypotheses, constraints, and objectives 
were formulated mathematically. The resulting multi-
objective model, as mentioned earlier, is one of the NP-Hard 
problems that can be solved only in small sizes with exact 
mathematical methods using GAMS IDE/Cplex software. 
However, since real-world problems are often larger and 
more complex, meta-heuristic algorithms were used to solve 
large problems. Two powerful multi-objective algorithms, 
namely NSGA-II and SFLA, were also used in this study on 
a large scale. A set of standard problems in the research 
literature called BRdata were also used to evaluate the 
performance of this algorithm, which all researchers around 
the world use to evaluate their developed methods and 
solution algorithms. The results show the optimal 
performance of these algorithms compared to other 
algorithms used in previous research. The NSGA-II 
algorithm also performed better than the SFLA algorithm. 
MATLAB program has been used to code meta-heuristic 
algorithms. In order to adjust the parameters of the 
algorithms, the well-known Taguchi method has been used. 
In addition, according to the sensitivity analysis of 
algorithms and their performance, the more effective 
parameter in the performance results of this algorithm in the 
superior NSGA-II algorithm is the parameter pm. The 
following issues can be addressed in the future research: 
- Developing a mathematical model with items such as 
adding some constraints such as availability of 
machinery, possible failure of machinery, start-up time 
etc. 
- Using other new metaheuristic and hybrid algorithms to 
solve these problems 
- Developing new methods such as nonlinear regression 
and neural network model and neural-fuzzy networks 
such as FIS and ANFIS, etc. to predict the maximum 
completion time and new approaches in solving these 
problems 
- Applying other Pareto-based multi-objective methods 
such as NRGA and SPEA2 for the present research 
problem 
- Coding the problem with other programming languages 
such as JAVA, etc. and evaluating the performance 
results 
- Using the proposed mathematical model to a real 
problem in the industry and reviewing the results 
- Solving other existing standard models (Bardata, 
Daudata, and Huridata) in the research literature with the 
proposed algorithms and comparing their performance in 
solving single-objective and multi-objective problems. 
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