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Abstract—In the study “Spatio-temporal Gaussian process
models for extended and group object tracking with irregular
shapes” (IEEE Trans. Veh. Tech., vol. 68, no. 3, pp. 2137–2151,
Mar. 2019), the extended object tracking problem was tackled
by an approach based on spatio-temporal Gaussian processes
(STGP). The performance of the proposed STGP-based trackers
was comparatively evaluated through simulations and real data
together with another state-of-the-art method (referred to as GP-
EKF) proposed in “Extended target tracking using Gaussian
processes” (IEEE Trans. Signal Process., vol. 63, no. 16, pp. 4165–
4178, Aug. 2015). Unfortunately, we recognized that there are
major errors in the implementation of the experiments presented
in the STGP paper, which led to incorrect performance evaluation
results. In this correspondence, our aim is to share the correct
results of these experiments and to respond to some claims
regarding GP-EKF, which we believe, would contribute to a
better understanding of the methods.
Index Terms—Extended object tracking, Gaussian processes,
shape learning.
I. INTRODUCTION
In [1], Aftab et al. proposed a method to address the
problem of tracking extended and group objects. The ap-
proach essentially relies on modeling the unknown extent
by a spatio-temporal Gaussian process (STGP). The STGP
description of the extent is approximated by a state space
model which is then concatenated by the object kinematics.
The resulting state vector including both the representation
of the extent and the kinematics is recursively estimated by
an extended Kalman filter (EKF) and a fixed-lag Rauch-Tung-
Streibel (RTS) smoother. More specifically, the paper develops
two methods named as STGP-EKF and STGP-RTSS; while
STGP-EKF describes the filter, STGP-RTSS corresponds to
the scheme making use of the smoother.
To demonstrate the added value of the STGP-based extent
modeling in object tracking, [1] regards a reference algorithm,
GP-EKF, which was initially proposed by Wahlstro¨m and
O¨zkan in [2]. The performance of the aforementioned methods
is comparatively assessed through various experiments in [1].
However, during our exploration of the corresponding source
code1, we regrettably noticed that there are critical errors in
the implementation of GP-EKF, which consequently led to
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incorrect performance evaluation and comparison in [1]. In
particular, these errors can be listed as follows.
• The orientation of the object is not considered as a sepa-
rate variable and not included in the state vector. Instead,
the orientation information is deduced from the velocity
of the object. This results in a completely different model
than the original GP-EKF suggested in [2].
• Even more critically, there are multiple coding errors
in the implementation of the intended version of GP-
EKF (e.g., the state is incorrectly updated due to several
mistakes in the computation of the partial derivatives
required in the measurement update of the filter) which
eventually cause unreliable estimation of the kinematics
and the shape.
The errors directly affects the performance comparison
results. Furthermore, we would like to reply to the following
claims about GP-EKF asserted in [1].
• On page 2, right column, in [1], it is argued that “Addi-
tionally, in [Wahlstro¨m, O¨zkan] the GP based approach
has been proposed equivalent to a batch GP regression
without giving the theoretical explanation and the neces-
sary conditions for the equivalence.”
- This statement is incorrect as there is no discussion
or implication about the equivalence of the proposed
approach to a batch GP regression in [2]. The only
equivalence condition implied in the paper involves the
approximation in the likelihood given in equation (13)
of the paper, which reads p (zk|f , z1:k−1) ≈ p (zk|f). [2]
further explains that “This approximation would be exact
if the input values for z1:k−1 were a subset of the input
values for f , and it would be a good approximation if the
input values for z1:k−1 were close to those of f relative to
the characteristic length scale of the covariance function.”
The remaining part of the derivations (regarding the GP
model) does not involve any further approximations, and
they follow from Bayes rule exactly.
To provide some insight into the consequences of the
specified approximation, we illustrate a regression exam-
ple in Figs. 1 and 2. In the example, measurements are
sequentially collected from a static function. In Fig. 1(a),
the output of full GP regression is shown; for this case,
batch processing of all measurements are performed to
compute the posterior distribution. Figs. 1(b)-(d) exhibit
the posterior distributions, which are recursively com-
puted by the method proposed in [2] (it is denoted by
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2(a) Full GP (b) RGP (5 basis points) (c) RGP (10 basis points) (d) RGP (20 basis points)
Fig. 1. Illustrative regression results of the full GP and three RGPs utilizing 5, 10 and 20 basis points. The same set of measurements, which are indicated
by red pluses, are provided to all methods. The dashed line stands for the latent function. The regression result is plot in solid blue with confidence region
of 1 standard deviation. In (b)-(d), the black dots over the x-axis represent the locations of the basis points used by the corresponding RGP method.
Fig. 2. Regression results of the full GP and a specific RGP whose basis points
are located at the inputs of the measurements as stated in [2]. (Measurements
are indicated by red pluses; the black dots over the x-axis represent the
locations of the basis points.)
RGP). Note that the method utilizes a Kalman filter that
regards a state vector consisting of the latent function
values at the basis points. Fig. 1 demonstrates that with
the increasing number of basis points, the input of each
measurement potentially gets closer to the basis points.
Hence, the resulting RGP approximates the full GP
regression better. Furthermore, in Fig. 2, the regression
results of the full GP and a specific RGP are presented for
the same example. In this case, the locations of the basis
points of the RGP are selected to match the input points
of the measurements. Even though the number of basis
points is less than that of Fig. 1(d), the two regression
results are shown to be identical as the condition that is
stated in [2] is satisfied.
• On page 8, left column, in [1], it is stated that “A real-time
recursive filter equivalent to a full GP regression has also
been proposed in [Wahlstro¨m, O¨zkan], [Hirscher et al.].
The mathematical equivalence of a full GP regression is a
smoother rather than a filter [Sa¨rkka¨, Solin, Hartikainen].”
- These arguments may be misleading in the sense that
they necessitate a smoother for a full GP regression in all
cases. However, the method in [2] is suggested for online
target tracking. Target tracking mostly involves online
applications that require the computation of the filtering
density. In an online application, where the objective is
to obtain the filtering density p(xt|y1:t), no smoother is
required for exact inference. The filter and the smoother
outputs are the same for estimating the state vector at time
t by using the measurements up to and including time t.
In that respect, online extent estimation at the last time
instant is accomplished by using a filter, not a smoother.
This also applies to the STGP framework where the extent
estimate at the last time instant is equal to the output of
a filter which does not require a smoothing operation.
In our opinion, both methods proposed in [1] and [2] have
merits of their own. Using STGP modeling in extended object
tracking is a smart idea and has advantages such as imposing
time correlation of dynamic extents via GPs. However, in this
commentary, we feel obliged to correct the previous findings
of [1] and demonstrate that with the proper implementation of
the method proposed in [2], the claimed performance gain of
the STGP-based tracker does not exist.
II. RESULTS WITH CORRECT GP-EKF IMPLEMENTATION
In this section, we aim to present an accurate performance
analysis of the aforementioned algorithms. To this end, we
repeat the same experiments in [1] with the correct implemen-
tation2 of GP-EKF. To assess the performance of the methods,
we utilize the same measures as defined in [1], namely mean
shape precision (P) and mean shape recall (R) and root-mean
square error (RMSE) of the position and velocity of the center
of the object (CoO). Notice that the considered algorithms do
not directly estimate the CoO. Instead, the algorithms estimate
the same physical quantity, which is called Internal Reference
Point (IRP) in [1], and target position in [2]. Consequently, for
both methods, these position estimates are transformed into the
CoO estimates by using the equations given in Section IV-G
in [1].
A. Simulation Experiments
In this subsection, we present the results obtained from
simulation experiments. The setup of the simulations and the
parameters of the STGP-based trackers are exactly the same
with those in [1]. More specifically, we have directly used the
simulation environment and the implementation of the STGP-
based trackers provided by the source code of the reference
paper. All simulation experiments are repeated 100 times and
the presented numbers are obtained by averaging these Monte
Carlo (MC) runs.
For GP-EKF, the process noise standard deviations for
the position and the orientation angle are used as σq = 1,
σqψ = 0.0001, respectively; the hyperparameters of the GP
2https://github.com/Kumru/GPETT2D
3model are tuned to σf = 2, σr = 0.8 and l = pi/10; α = 0.004
is used as the forgetting factor in the extent dynamics.
Table I presents the measures evaluated for the STGP-based
trackers. To be consistent with [1], Table II reveals the mean
percentage improvement of the STGP-based trackers over GP-
EKF. Following the same notation with [1], a positive value
indicates that the STGP-based tracker performs better than
GP-EKF; on the contrary, a negative value implies that GP-
EKF outperforms the STGP-based tracker. In addition, Fig. 3
exhibits the typical outputs of the algorithms acquired at the
specific frames of the experiments.
The numbers displayed in Table I are expectedly consistent
with those given in [1, Table II] as we have not modified
the implementation of the STGP-based trackers. On the other
hand, the following points should be highlighted as a result of
the comparison between Table II, Fig. 3 and their respective
counterparts in [1].
• In [1], it is claimed that STGP is able to model the evolu-
tion of the extent more precisely than the other methods
so that the proposed STGP-based tracking algorithms can
achieve enhanced shape estimation performance. The er-
roneous results obtained by the incorrect implementation
of GP-EKF support these arguments. For example, [1]
reports the shape estimates of GP-EKF to be less accurate
relying on the inconsistencies in [1, Fig. 6]. Similarly,
[1, Table III] reveals that the STGP-based trackers ex-
hibit favorable performance in the precision and recall
measures. However, the precision and recall measures in
Table II indicate that the STGP-based trackers do not
provide any relative gain in shape estimation. This is also
visualized by Fig. 3 which demonstrates that GP-EKF is
able to successfully estimate the shape of the object for
all scenarios.
• Table II suggests that GP-EKF generates substantially en-
hanced position estimates compared to STGP-EKF for all
shape models. Specifically, GP-EKF achieves up to %390
improvement in the position accuracy. In contrast, [1,
Table III] incorrectly reports that STGP-EKF is superior
to GP-EKF in position estimation by up to %85.
• Table II shows that STGP-RTSS generally outperforms
GP-EKF in the estimation of the kinematics. However,
the level of improvement obtained by STGP-RTSS is
observed to be far below than that specified by [1,
Table III]. Moreover, it is important to bear in mind
that STGP-RTSS deploys a fixed-lag RTS smoother in its
architecture. The smoother regards a unified state space
model consisting of both the extent representation and the
kinematics. Therefore, the kinematic estimates produced
by STGP-RTSS benefit from the information embedded
in future measurements which is not provided to GP-EKF.
Consequently, the improved performance of STGP-RTSS
in kinematic estimation can also stem from this additional
information, and it is not suited to prove the added value
of STGP modeling in object tracking. In other words,
it is simply not appropriate to compare a smoother to
a filter; instead, a reasonable comparison can be made
between two smoothers. In this regard, we implemented
a smoother denoted as GP-RTSS in order to make a fairer
comparison and to better understand the performance
difference of the methods. Similar to STGP-RTSS, GP-
RTSS is basically realized by a fixed-lag RTS smoother;
however, it relies on the GP representation of the object
extent suggested in [2]. The performance of the method
is comparatively evaluated through the aforementioned
simulation experiments. Note that the lag value of GP-
RTSS is set to be equal to that of STGP-RTSS, and
the parameters of GP-RTSS are identical to those of
GP-EKF. Table III demonstrates the mean percentage
improvement of the STGP-based trackers over GP-RTSS.
It is observed that GP-RTSS significantly outperforms
both of the STGP-based trackers in the accuracy of the
kinematic estimates for all scenarios. In particular, the
comparison between GP-RTSS and STGP-RTSS shows
that once the methods are provided with the same amount
of information, the one relying on the GP model is
superior to the other in kinematic estimation.
• Lastly, it is worth mentioning that the STGP-based track-
ers proposed in [1] do not estimate the orientation of
the object as they explicitly formulate the model for
fixed orientation. Consequently, they are not suitable
for the scenarios that involves object rotation without
modifications. Note that the experiments conducted in [1]
(and repeated in this study) examine only objects with
fixed orientation and hence do not pose a problem for
STGP-EKF and STGP-RTSS. On the other hand, GP-
EKF and GP-RTSS estimate the orientation together with
the kinematics and the shape of the object. While this
leads to a more flexible scheme that can generalize to a
broader class of scenarios, it also introduces additional
uncertainty due to the unknown orientation. That being
said, throughout the experiments, it is shown that the
GP-based trackers are able to estimate the unknown
orientation successfully and they provide a preferable
performance while trying to solve a problem with higher
uncertainty.
TABLE I
PERFORMANCE MEASURES EVALUATED FOR THE STGP-BASED
TRACKERS (SIMULATIONS)
Shape ModelMeasure Method S1 S2 S3 S4 S5
STGP-EKF 0.27 0.13 0.08 0.12 0.13x
(m) STGP-RTSS 0.15 0.08 0.05 0.06 0.07
STGP-EKF 0.49 0.36 0.08 0.13 0.14y
(m) STGP-RTSS 0.32 0.29 0.04 0.07 0.08
STGP-EKF 1.11 0.84 0.74 0.86 0.89x˙
(m/s) STGP-RTSS 0.39 0.30 0.25 0.29 0.36
STGP-EKF 1.09 0.90 0.73 0.87 0.89
R
M
SE
y˙
(m/s) STGP-RTSS 0.39 0.43 0.25 0.28 0.36
STGP-EKF 0.98 0.99 1.00 0.99 0.99
P STGP-RTSS 0.97 0.99 0.99 0.99 0.99
STGP-EKF 0.96 0.98 0.99 0.98 0.98
R STGP-RTSS 0.98 0.99 0.99 0.99 0.99
B. Experiments with Real Measurements
In this subsection, the performance of the algorithms is
compared using real measurements. The considered experi-
ments are identical to those given in Section IV-D in [1].
4Fig. 3. Example snapshots taken at frames {1, 50, 150, 230} during a typical simulation experiment. The figure basically reproduces its equivalent, [1, Fig. 6],
by relying on the correct implementation of GP-EKF.
TABLE II
MEAN PERCENTAGE IMPROVEMENTS OF THE STGP-BASED TRACKERS
OVER GP-EKF (SIMULATIONS)
Shape ModelMeasure Method S1 S2 S3 S4 S5
STGP-EKF -167.33 -77.73 -33.87 -56.72 -41.92
x STGP-RTSS -50.86 -13.85 28.43 24.41 18.32
STGP-EKF -394.22 -381.25 -25.82 -66.50 -68.34
y STGP-RTSS -211.86 -292.67 36.09 17.60 9.04
STGP-EKF 53.64 49.79 40.01 48.04 44.04
x˙ STGP-RTSS 82.98 82.22 79.46 82.37 77.61
STGP-EKF 53.69 45.55 40.95 47.22 43.16
R
M
SE
y˙ STGP-RTSS 83.60 73.74 79.51 83.03 77.23
STGP-EKF -0.04 0.50 0.46 0.45 0.43
P STGP-RTSS -0.65 -0.08 0.14 0.06 0.03
STGP-EKF -2.23 -1.28 -0.82 -1.00 -0.96
R STGP-RTSS -0.42 -0.11 0.04 0.06 0.06
We have directly employed the source code of the reference
paper for the construction of the experimental setup and the
implementation the STGP-based trackers. For the GP-based
trackers, the process noise standard deviations for the position
and the orientation angle are used as σq = 3, σqψ = 0.000001,
TABLE III
MEAN PERCENTAGE IMPROVEMENTS OF THE STGP-BASED TRACKERS
OVER GP-RTSS (SIMULATIONS)
Shape ModelMeasure Method S1 S2 S3 S4 S5
STGP-EKF -364.30 -241.74 -193.50 -225.84 -120.36
x STGP-RTSS -162.01 -118.91 -56.92 -57.16 -26.83
STGP-EKF -763.16 -815.91 -184.55 -249.27 -173.95
y STGP-RTSS -444.67 -647.32 -44.54 -72.85 -48.03
STGP-EKF -100.87 -148.17 -212.99 -176.51 -163.26
x˙ STGP-RTSS 26.25 12.13 -7.17 6.16 -5.32
STGP-EKF -102.16 -161.41 -198.05 -180.13 -164.98
R
M
SE
y˙ STGP-RTSS 28.42 -26.06 -3.41 9.93 -6.15
STGP-EKF -0.23 0.25 0.13 0.18 0.17
P STGP-RTSS -0.84 -0.33 -0.19 -0.21 -0.22
STGP-EKF -2.43 -1.46 -1.10 -1.30 -1.18
R STGP-RTSS -0.63 -0.29 -0.24 -0.24 -0.16
respectively; the hyperparameters of the GP model are tuned
to σf = 4, σr = 0.8 and l = pi/12; α = 0.08 is used as the
forgetting factor in the extent dynamics.
Table IV and V present the mean percentage improvement
of the STGP-based trackers over GP-EKF and GP-RTSS,
respectively. Furthermore, Fig. 4 exhibits the tracking outputs
5of the algorithms at three different frames of the experiments.
Contrary to what is shown in [1, Fig. 11], Fig. 4 illustrates
that the correct implementation of GP-EKF achieves success-
ful tracking performance for all scenarios. In addition, Table
IV and V indicate that the GP-based trackers outperform their
STGP-based counterparts in the accuracy of the kinematic
estimates for the scenarios involving the rickshaw and the
motorcycle. On the other hand, for the pedestrian experiment,
the STGP-based trackers are observed to perform better than
the GP-based trackers with respect to the kinematic estimates;
however, the corresponding levels of improvement is far below
than those reported in [1, Table V]. Finally, as the precision
and recall measures suggest, the shape estimation performance
of the algorithms is comparable for all experiments.
TABLE IV
MEAN PERCENTAGE IMPROVEMENTS OF THE STGP-BASED TRACKERS
OVER GP-EKF (REAL DATA)
ScenariosMeasure Method Rickshaw Motorcycle Pedestrian
STGP-EKF -26.66 -21.94 32.72
x STGP-RTSS 16.67 26.14 39.29
STGP-EKF -107.59 -22.00 18.63
y STGP-RTSS 24.92 11.73 17.70
STGP-EKF -6.81 -37.26 30.64
x˙ STGP-RTSS 8.82 5.44 39.41
STGP-EKF -31.42 -12.17 2.85
R
M
SE
y˙ STGP-RTSS 4.35 11.94 12.38
STGP-EKF 0.45 -1.26 13.46
P STGP-RTSS -1.07 -3.59 4.04
STGP-EKF -7.68 -1.54 -7.32
R STGP-RTSS 1.99 8.35 1.03
TABLE V
MEAN PERCENTAGE IMPROVEMENTS OF THE STGP-BASED TRACKERS
OVER GP-RTSS (REAL DATA)
ScenariosMeasure Method Rickshaw Motorcycle Pedestrian
STGP-EKF -57.18 -20.75 23.03
x STGP-RTSS -3.41 26.86 30.54
STGP-EKF -222.87 -40.25 19.37
y STGP-RTSS -16.77 -1.48 18.45
STGP-EKF -16.65 -60.22 10.83
x˙ STGP-RTSS 0.42 -10.38 22.10
STGP-EKF -39.68 -28.90 -12.12
R
M
SE
y˙ STGP-RTSS -1.66 -1.20 -1.11
STGP-EKF 1.22 -1.07 16.77
P STGP-RTSS -0.31 -3.40 7.07
STGP-EKF -10.65 -4.64 -9.93
R STGP-RTSS -1.29 4.93 -1.81
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