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Abstract
Current saliency map interpretations for neural
networks generally rely on two key assumptions.
First, they use first-order approximations of the
loss function, neglecting higher-order terms such
as the loss curvature. Second, they evaluate each
feature’s importance in isolation, ignoring feature
interdependencies. This work studies the effect of
relaxing these two assumptions. First, we charac-
terize a closed-form formula for the input Hessian
matrix of a deep ReLU network. Using this, we
show that, for classification problems with many
classes, if a prediction has high probability then
including the Hessian term has a small impact on
the interpretation. We prove this result by demon-
strating that these conditions cause the Hessian
matrix to be approximately rank one and its lead-
ing eigenvector to be almost parallel to the gradi-
ent of the loss. We empirically validate this theory
by interpreting ImageNet classifiers. Second, we
incorporate feature interdependencies by calcu-
lating the importance of group-features using a
sparsity regularization term. We use an L0 − L1
relaxation technique along with proximal gradient
descent to efficiently compute group-feature im-
portance values. Our empirical results show that
our method significantly improves deep learning
interpretations.
1. Introduction
The growing use of deep learning in sensitive applications
such as medicine, autonomous driving, and finance raises
concerns about human trust in machine learning systems.
For trained models, a central question is test-time inter-
pretability: how can humans understand the reasoning be-
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hind model predictions? A common interpretation approach
is to identify the importance of each input feature for a
model’s prediction. A saliency map can then visualize the
important features, e.g., the pixels of an image (Simonyan
et al., 2014; Sundararajan et al., 2017) or words in a sen-
tence (Li et al., 2016).
Several approaches exist to create saliency maps, largely
based on model gradients. For example, Simonyan et al.
(2014) compute the gradient of the class score with respect
to the input, while Smilkov et al. (2017) average the gra-
dient from several noisy versions of the input. Although
these gradient-based methods can produce visually pleas-
ing results, they often weakly approximate the underlying
model (Feng et al., 2018; Nie et al., 2018). Existing saliency
interpretations mainly rely on two key assumptions:
• Gradient-based loss surrogate: For computational
efficiency, several existing methods, e.g., Simonyan
et al. (2014); Smilkov et al. (2017); Sundararajan et al.
(2017), assume that the loss function is almost linear at
the test sample. Thus, they use variations of the input
gradient to compute feature importance.
• Isolated feature importance: Current methods evalu-
ate the importance of each feature in isolation, assum-
ing all other features are fixed. Features, however, may
have complex interdependencies that can be learned by
the model.
This work studies the impact of relaxing these two assump-
tions in deep learning interpretation. To relax the first as-
sumption, we use the second-order approximation of the
loss function by keeping the Hessian term in the Taylor
expansion of the loss. For a deep ReLU network and the
cross-entropy loss function, we compute this Hessian term
in closed-form. Using this closed-form formula for the Hes-
sian, we prove the following for ReLU networks:
Theorem 1 (informal version) If the probability of the
predicted class is close to one and the number of classes
is large, first-order and second-order interpretations are
sufficiently close to each other.
We present a formal version of this result in Theorem 5
and also validate it empirically. For instance, in ImageNet
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2012 (Russakovsky et al., 2015), a dataset of 1,000 classes,
we show that incorporating the Hessian term in deep learn-
ing interpretation has a small impact for most images.
The key idea of the proof follows from the fact that when
the number of classes is large and the confidence in the
predicted class is high, the Hessian of the loss function is
approximately of rank one. In essence, the largest eigen-
value squared is significantly larger than the sum of squared
remaining eigenvalues. Moreover, the corresponding eigen-
vector is approximately parallel to the gradient vector (The-
orem 4). This causes first-order and second-order interpreta-
tions to perform similarly. We also show in Appendix F.3
that this result holds empirically for a neural network model
that is not piecewise linear. Our theoretical results can also
be extended to related problems such as adversarial exam-
ples, where most methods are based on the first-order loss
approximations (Madry, Aleksander and Makelov; Goodfel-
low et al., 2014; Moosavi-Dezfooli et al., 2015).
Next, we relax the isolated feature importance assumption.
To incorporate feature interdependencies in the interpre-
tation, we define the importance function over subsets of
features, referred to as group-features. We adjust the subset
size on a per-example basis using an unsupervised approach,
making the interpretation context-aware. Including group-
features in the interpretation makes the optimization combi-
natorial. To circumvent the associated computational issues,
we use an L0 −L1 relaxation as is common in compressive
sensing (Candes & Tao, 2005; Donoho, 2006), LASSO re-
gression (Tibshirani, 1996), and other related problems. To
solve the relaxed optimization, we employ proximal gradi-
ent descent (Parikh & Boyd, 2014). Our empirical results
on ImageNet indicate that incorporating group-features re-
moves noise and makes the interpretation more visually
coherent with the object of interest. We refer to our inter-
pretation method based on first-order (gradient) information
as the CAFO (Context-Aware First Order) interpretation.
Similarly, the method based on second-order information is
called the CASO (Context-Aware Second Order) interpreta-
tion. We provide open-source code.1
2. Problem Setup and Notation
Consider a prediction problem from input variables (fea-
tures) X ∈ X ⊂ Rd to an output variable Y ∈ Y . For
example, in the image classification problem, X is the
space of images and Y is the set of labels {1, ..., c}. We
observe m samples from these variables, namely S ={(x1, y1), ..., (xm, ym)}. Let PX,Y be the observed empir-
ical distribution.2 The empirical risk minimization (ERM)
approach computes the optimal predictor fθ ∶ X → Y for a
1https://github.com/singlasahil14/CASO
2Note that for simplicity, we hide the dependency of PX,Y on m.
loss function `(⋅, ⋅) using the following optimization:
min
θ∈Θ EPX,Y [` (fθ(x), y)] . (1)
Let S be a subset of [d] ∶= {1,2, ..., d} with cardinality ∣S ∣.
For a given sample (x, y), let x(S) indicate the features of
x in positions S. We refer to x(S) as a group-feature of
x. The importance of a group-feature x(S) is proportional
to the change in the loss function when x(S) is perturbed.
We select the group-feature with maximum importance and
visualize that subset in a saliency map.
Definition 1 (Group-Feature Importance Function) Let
θ∗ be the optimizer of the ERM problem (1). For a given
sample (x, y), we define the group-feature importance
function Ik,ρθ∗ (x, y) as follows:
Ik,ρθ∗ (x, y) ∶= maxx˜ ` (fθ∗(x˜), y) (2)∥x˜ − x∥0 ≤ k,∥x˜ − x∥2 ≤ ρ,
where ∥.∥0 counts the number of non-zero elements of its
argument (known as the L0 norm). The parameter k char-
acterizes an upper bound on the cardinality of the group-
features. The parameter ρ characterizes an upper bound on
the L2 norm of feature perturbations.
If x˜∗ is the solution of optimization (2), then the vector∣x˜∗ −x∣ contains the feature importance values that are visu-
alized in the saliency map. Note, when k = 1 this definition
simplifies to current feature importance formulations which
consider features in isolation. When k > 1, our formulation
can capture feature interdependencies. Parameters k and
ρ in general depend on the test sample x (i.e., the size of
the group-features are different for each image and model).
We introduce an unsupervised metric to determine these
parameters in Section 4.1, but assume these parameters are
given for the time being.
The cardinality constraint ∥x˜−x∥0 ≤ k (i.e. the constraint on
the group-feature size) leads to a combinatorial optimization
problem in general. Such a sparsity constraint has appeared
in different problems such as compressive sensing (Can-
des & Tao, 2005; Donoho, 2006) and LASSO regression
(Tibshirani, 1996). Under certain conditions, we show that
without loss of generality the L0 norm can be relaxed with
the (convex) L1 norm (Appendix E).
Our goal is to solve optimization (2) which is non-linear
and non-concave in x˜. Current approaches do not consider
the cardinality constraint and optimize x˜ by linearizing the
objective function (i.e., using the gradient). To incorporate
group-features into current methods, we can add the con-
straints of optimization (2) to the objective function using
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Lagrange multipliers. This yields the following Context-
Aware First-Order (CAFO) interpretation function.
Definition 2 (The CAFO Interpretation) For a given
sample (x, y), we define the Context-Aware First-Order
(CAFO) importance function I˜λ1,λ2θ∗ (x, y) as follows:
I˜λ1,λ2θ∗ (x, y) ∶= max∆ ∇x` (fθ∗(x), y)t∆− λ1∥∆∥1 − λ2∥∆∥22 (3)
where λ1 and λ2 are non-negative regularization parame-
ters. We refer to the objective of this optimization as ˜`(∆),
hiding its dependency on (x, y) and θ∗ to simplify notation.
Large values of regularization parameters λ1 and λ2 in opti-
mization (3) correspond to small values of parameters k and
ρ in optimization (2). Incorporating group-features naturally
leads to a sparsity regularizer through the L1 penalty. Note,
this is not a hard constraint which forces a sparse interpre-
tation. Instead, given proper choice of the regularization
coefficients, the interpretation will reflect the sparsity used
by the underlying model. In Section 4.1, we detail our
method for setting λ1 on an example-specific basis (i.e.,
context-aware) based on the sparsity ratio of CAFO’s opti-
mal solution. Moreover, in Appendix E, we show that under
some general conditions, optimization (3) can be solved
efficiently and its solution matches that of the original opti-
mization (2).
To better approximate the loss function, we use its second-
order Taylor expansion around point (x, y):
` (fθ∗(x˜), y) ≈` (fθ∗(x), y) +∇x` (fθ∗(x), y)t∆´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
the first-order term+ 1
2
∆tHx∆´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
the second-order term
(4)
where ∆ ∶= x˜−x and Hx is the Hessian of the loss function
on the input features x (note y is fixed). This second-order
expansion of the loss function decreases the interpretation’s
model approximation error.
By choosing proper values for regularization parameters, the
resulting optimization using the second-order surrogate loss
is strictly a convex minimization (or equivalently concave
maximization) problem, allowing for efficient optimization
using gradient descent (Theorem 3). Moreover, even though
the Hessian matrix Hx can be expensive to compute for
large neural networks, gradient updates of our method only
require the Hessian-vector product (i.e., Hx∆) which can
be computed efficiently (Pearlmutter, 1994). This yields the
following Context-Aware Second-Order (CASO) interpreta-
tion function.
Definition 3 (The CASO Interpretation) For a given
sample (x, y), we define the Context-Aware Second-Order
(CASO) importance function I˜λ1,λ2θ∗ (x, y) as follows:
I˜λ1,λ2θ∗ (x, y) ∶= max∆ ∇x` (fθ∗(x), y)t∆ + 12∆tHx∆− λ1∥∆∥1 − λ2∥∆∥22
(5)
We refer to the objective of this optimization as ˜`(∆). λ1
and λ2 are defined as in (3).
3. The Impact of the Hessian
The Hessian is by definition useful when the loss function
at the test sample has high curvature. However, given the
linear nature of popular network architectures with piece-
wise linear activations, e.g., ReLU (Glorot et al., 2011) or
Maxout (Goodfellow et al., 2013), do these regions of high
curvature even exist? We answer this question for neural
networks with piecewise linear activations by first providing
an exact calculation of the input Hessian. Then, we use this
derivation to understand the impact of including the Hes-
sian term in interpretation. More specifically, we prove that
when the probability of the predicted class is ≈ 1 and the
number of classes is large, the second-order interpretation
is similar to the first-order one. We verify this theoretical
result experimentally over images in the ImageNet 2012
dataset (Russakovsky et al., 2015). We also observe that
when the confidence in the predicted class is low, the second-
order interpretation can be significantly different from the
first-order interpretation. Since second-order interpretations
take into account the curvature of the model, we conjecture
that they are more faithful to the underlying model in these
cases.
3.1. Closed-form Hessian Formula for ReLU Networks
We present an abridged version of the exact Hessian calcula-
tion here, the details are provided in Appendix A.1. Neural
network models which use piecewise linear activation func-
tions have class scores (logits) which are linear functions of
the input. That is, since they are piecewise linear over the
entire domain, they are linear at a particular input.3 Thus,
we can write:
fθ(x) = WTx + b,
where x is the input of dimension d, fθ(x) are the logits, W
are the weights, and b are the biases of the linear function.
Note that W combines weights of different layers from the
input to the output of the network. Each row Wi of W
is the gradient of logit fθ(x)i with respect to the flattened
3Note that we ignore points where the function is non-differentiable
as they form a measure zero set.
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input x and can be handled in auto-grad software such as
PyTorch (Paszke et al., 2017). We define:
p = softmax(fθ(x))
`(fθ(x), y) = − c∑
i=1 yilog(pi),
where c denotes the number of classes, p denotes the class
probabilities, and `(p,y) is the cross-entropy loss function.
In this case, we have the following result:
Proposition 1 Hx is given by:
Hx = ∇2x`(p,y) = W(diag(p) − ppT )WT (6)
where diag(p) is a diagonal matrix whose diagonal ele-
ments are equal to p.
The first observation from Proposition 1 is as follows:
Theorem 2 Hx is a positive semidefinite matrix.
These two results allow an extremely efficient computation
of the Hessian’s eigenvectors and eigenvalues using the
Cholesky decomposition of diag(p) − ppT (Appendix C).
Note the use of decomposition is critical as storing the
Hessian requires intractable amounts of memory for high
dimensional inputs. The entire calculation of the Hessian’s
decomposition for ImageNet using a ResNet-50 (He et al.,
2016) runs in approximately 4.2 seconds on an NVIDIA
GTX 1080 Ti.
To the best of our knowledge, this is the first work which
derives the exact Hessian decomposition for piecewise linear
networks. Yao et al. (2018) also proved the Hessian for
piecewise linear networks is at most rank c but did not
derive the exact input Hessian.
One advantage of having a closed-form formula for the
Hessian matrix (6) is that we can use it to properly set the
regularization parameter λ2 in CASO’s formulation. To do
this, we rely on the following result:
Theorem 3 If L is the largest eigenvalue of Hx, for any
value of λ2 > L/2, the second-order interpretation objective
function (5) is strongly concave.
We use Theorem 3 to set the regularization parameter λ2
for CASO. We need to set λ2 to make the optimization
convex, but not set λ2 so large that it overpowers Hx. In
particular, we set λ2 = L/2 + c1, where we choose c1 = 10
for CASO and CAFO. We observe that if c1 is small, the
optimization can become non-convex due to numerical error
in the calculation of L. However above a threshold, the value
of c does not have a significant impact on the saliency map.
3.2. Theoretical Results on the Hessian Impact
We now leverage the exact Hessian calculation to prove that
when the probability of predicted class is ≈ 1 and the number
of classes is large, the Hessian of a piece-wise linear neural
network is approximately of rank one and its eigenvector
is approximately parallel to the gradient. Since a constant
scaling does not affect the visualization, this causes the two
interpretations to be similar to one another.
Theorem 4 If the probability of the predicted class=1-(c-
1) , where  ≈ 0, then as c →∞ such that c ≈ 0, Hessian
is of rank one and its eigenvector is parallel to the gradient.
Let ∆∗CASO be the optimal solution to the CASO objective 5
and ∆∗CAFO be the optimal solution for the CAFO objective
3. We assume λ1=0 for both the objectives.
Theorem 5 If the probability of the predicted class=1-(c-
1) , where  ≈ 0, then as c→∞ such that c ≈ 0, the CASO
solution (5) with λ1 = 0 is almost parallel to the CAFO
solution (3) with λ1 = 0.
We emphasize that our theoretical results are valid in the
“asymptotic regime”. To analyze the approximation in the
finite length regime, we simulate the relative error between
the true Hessian and the rank-one approximation of the
Hessian as the number of classes increases and probability
of predicted class tends to 1. We find the Hessian quickly
converges to rank-one empirically (Appendix F.1).
3.3. Empirical Results on the Hessian Impact
We now present empirical results on the impact of the Hes-
sian in interpreting deep learning models. In our experi-
ments here, we isolate the impact of the Hessian term by
setting λ1 = 0 in both CASO and CAFO.
A consequence of Theorem 3 is that the gradient descent
method with Nesterov momentum converges to the global
optimizer of the second-order interpretation objective with
a convergence rate of O(1/t2), see Appendix B for details.
To optimize ∆, the gradient is given by:
∇∆ ˜`(∆) = ∇x` (fθ∗(x), y) +Hx∆ − 2λ2∆. (7)
The gradient term ∇x` (fθ∗(x), y) and the regularization
term −2λ2∆ are straightforward to implement using stan-
dard backpropagation.
To compute the Hessian-vector product term Hx∆, we rely
on the result of Pearlmutter 1994 (Pearlmutter, 1994): a
Hessian-vector product can be computed in the same time
as the gradient ∇x` (fθ∗(x), y). This is handled easily in
modern auto-grad software. Moreover, for ReLU networks,
our closed-form formula for the Hessian term (Theorem
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Figure 1. The Frobenius norm difference between CASO and
CAFO after normalizing both vectors to have the same L2 norm.
Consistent with the result of Theorem 4, when the classifica-
tion confidence is low, the CASO result differs significantly from
CAFO. When the confidence is high, CASO and CAFO are ap-
proximately the same. To isolate the impact of the Hessian term,
we assume λ1 = 0 in both CASO and CAFO.
1) can be used in the computation of the Hessian-vector
product as well. In our experiments here we use the closed-
form formula for λ1 = 0. When λ1 > 0, we use proximal
gradient descent (Section 4).
We compare second-order (CASO with λ1 = 0) and the
first-order interpretations (CAFO with λ1 = 0) empirically.
Note that when λ1 = 0, ∆CAFO = 1λ2 gx where gx is the
gradient and ∆CAFO is the interpretation obtained using
the CAFO objective.
We compute second-order and first-order interpretations for
1000 random samples on the ImageNet ILSVRC-2012 (Rus-
sakovsky et al., 2015) validation set using a Resnet-50 (He
et al., 2016) model. Our loss function `(⋅, ⋅) is the cross-
entropy loss. After calculating ∆ for all methods, the values
must be normalized for visualization in a saliency map. We
apply a normalization technique from existing work which
we describe in Appendix D.
We plot the Frobenius norm of the difference between
CASO and CAFO in Figure 1. Before taking the differ-
ence, we normalize the ∆ solutions produced by CASO and
CAFO to have the same L2 norm because a constant scaling
of elements of ∆ does not change the visualization.
The empirical results are consistent with our theoretical re-
sults: second-order and first-order interpretations are similar
when the classification confidence is high. However, when
the confidence is small, including the Hessian term can be
useful in deep learning interpretation.
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Figure 2. Panel (a) shows an example where the classification con-
fidence is low. In this case, the CASO and CAFO interpretations
differ significantly. Panel (b) demonstrates an example where the
classification confidence is high. In this case, CASO and CAFO
lead to similar interpretations as suggested by our theory.
To observe the difference between CAFO and CASO in-
terpretations qualitatively, we compare them for an image
when the confidence is high and for one where it is low in
Figure 2. When the classification confidence is high, CAFO≈ CASO and when this is low, CASO ≠ CAFO. Additional
examples have been given in Appendix F.
We do additional experiments to evaluate the impact of the
Hessian on a neural network that is not piecewise linear. We
interpret a SE-Resnet-50 (Hu et al., 2018) neural network
(which uses sigmoid non-linearities) on the same 1000 im-
ages. We observe a similar trend as in the case of ReLU
networks (Appendix F.3).
4. The Impact of Group-features
This section studies the impact of the group-features in deep
learning interpretation. The group-feature has been included
as the sparsity constraint in optimization (2).
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To obtain an unconstrained concave optimization for the
CASO interpretation, we relaxed the sparsity (cardinality)
constraint ∥∆∥0 ≤ k (often called an L0 norm constraint)
to a convex L1 norm constraint. Such a L0 −L1 relaxation
is a core component for popular learning methods such as
compressive sensing (Candes & Tao, 2005; Donoho, 2006)
or LASSO regression (Tibshirani, 1996). Using results from
this literature, we show this relaxation is tight under certain
conditions on the Hessian matrix Hx (see Appendix E). In
other words, the optimal ∆ of optimization (5) is sparse
with the proper choice of regularization parameters.
Note that the regularization term −λ1∥∆∥1 is a concave
function for λ1 > 0. Similarly due to Theorem 3, the CASO
interpretation objective (5) is strongly concave.
One method for optimizing this objective is using gradient
descent as done in the second-order interpretation but using
an L1 regularization penalty. However, we found that this
procedure leads to poor convergence properties in practice,
partially due to the non-smoothness of the L1 term.
To resolve this issue, we instead use proximal gradient de-
scent to compute a solution for CAFO and CASO when
λ1 > 0. Using the Nesterov momentum method and back-
tracking with proximal gradient descent gives a convergence
rate of O(1/t2) where t is the number of gradient updates
(Appendix B).
Below we explain how we use proximal gradient descent to
optimize our objective. First, we write the objective function
as the sum of a smooth and non-smooth function:
˜`(∆) =∇x` (fθ∗(x), y)t∆ + 1
2
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Smooth Part−λ1∥∆∥1´udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¸udcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymodudcurlymod¶
Non-Smooth Part
Let g(∆) be the smooth, h(∆) be the non-smooth part:
˜`(∆) = g(∆) + h(∆)
g(∆) = ∇x` (fθ∗(x), y)t∆ + 1
2
∆tHx∆ − λ2∥∆∥22
h(∆) = −λ1∥∆∥1
The gradient of the smooth objective is given by:∇∆g(∆) = ∇x` (fθ∗(x), y) +Hx∆ − 2λ2∆
The proximal operator is given by:
proxα(x) = arg min
z
1
α
∥x − z∥22 + λ1∥z∥1
= ⎧⎪⎪⎪⎪⎨⎪⎪⎪⎪⎩
x + λ1α x ≤ −λ1α
0 −λ1α < x ≤ λ1α
x − λ1α λ1α < x
This formula can be understood intuitively as follows. If
the magnitude of some elements of ∆ is below a certain
threshold (λ1α), proximal mapping sets those values to zero.
This leads to values that are exactly zero in the saliency map.
To optimize ∆, we use FISTA (Beck & Teboulle, 2009)
with backtracking and the Nesterov momentum optimizer
with a learning rate of 0.1 for 10 iterations and decay factor
of 0.5. ∆ is initialized to zero. FISTA takes a step with
learning rate α to reduce the smooth objective loss g(∆)
and then applies a proximal mapping to the resulting ∆.
Backtracking reduces the learning rate when the update
results in a higher loss.
4.1. Empirical Impact of Group-Features
We now investigate the empirical impact of group-features.
In our experiments, we focus on image classification be-
cause visual interpretations are intuitive and allow for com-
parison with prior work. We use a Resnet-50 (He et al.,
2016) model on the ImageNet ILSVRC-2012 dataset.
To gain an intuition for the effect of λ1, we show a sweep
over values in Figure 3. When λ1 is too high, the saliency
map becomes all zero. Different approaches to set the reg-
ularization parameter λ1 have been explored in different
problems. For example, in LASSO, one common approach
is to use Least Angle Regression (Efron et al., 2004).
We propose an unsupervised method based on the sparsity
ratio of the interpretation solution to set λ1. We define η,
the sparsity ratio, as the number of zero pixels divided by
the total number of pixels. We start with λ1 = 10−5 and
increase λ1 by a factor of 10 until ∆ reaches all zeros. For
interpretations with sparsity in a certain range (e.g. 1 > η ≥
0.75 in our examples), we choose the interpretation with
the highest loss. If we do not find any interpretation that
satisfies the sparsity condition, we reduce the first λ1 that
resulted in ∆ becoming zero by a factor of 2 and repeat
further iterations. In practice, we batch different values of
λ1 to find a reasonable parameter setting efficiently.
This method selects the interpretation marked with a green
box in Figures 3a and 3b. In Figure 3c, we show the gradient
interpretation with different values of clipping thresholds
to induce the specified sparsity value. We observe that the
interpretations obtained using group-features (Figures 3a
and 3b) are less noisy compared to Figure 3c.
5. Qualitative Comparision of Deep Learning
Interpretation Methods
This section briefly reviews prior saliency map approaches
and compares their performance to CAFO and CASO quali-
tatively. The proposed Hessian and group-feature terms can
be included in existing approaches as well.
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(a) Interpretation solutions for CAFO with different values of the regularization parameter λ1.
(b) Interpretation solutions for CASO with different values of the regularization parameter λ1.
(c) Interpretation solutions using the gradient with different clipping thresholds to induce the given sparsity.
Figure 3. Larger λ1 values lead to higher sparsity ratios (η). Our unsupervised method selects the interpretations marked with a green box.
Interpretations selected in panel (a) and (b) are less noisy compared to (c).
Vanilla Gradient: Simonyan et al. (2014) propose to com-
pute the gradient of the class score with respect to the input.
SmoothGrad: Smilkov et al. (2017) argue that the input
gradient may fluctuate sharply in the region local to the test
sample. To address this, they average the gradient-based
importance values generated from many noisy inputs.
Integrated Gradients: Sundararajan et al. (2017) de-
fine a baseline, which represents an input absent of in-
formation (e.g., a completely zero image). Feature im-
portance is determined by accumulating gradient informa-
tion along the path from the baseline to the original input:(x−x′)× ∫ 1α=0∇x` (fθ∗(x′ + α(x − x′)), y) dα. The inte-
gral is approximated by a finite sum.
We use the normalization method from Smooth-
Grad (Smilkov et al., 2017) for visualizing the saliency map.
Details of this method are given in Appendix D.
We can also extend the idea of SmoothGrad to define smooth
versions of CASO and CAFO. This yields the following
interpretation objective.
Definition 4 (The Smooth CASO Interpretation) For a
given sample (x, y), we define the smooth context-aware
second-order (the Smooth CASO) importance function
I˜λ1,λ2θ∗ (x, y) as follows:
I˜λ1,λ2θ∗ (x, y) ∶= max∆ 1n n∑1 (∇z` (fθ∗(z), y)t∆+ 1
2
∆tHz∆) − λ1∥∆∥1 − λ2∥∆∥22
(8)
where z = x +N(0, σ2I) and λ1 and λ2 are defined simi-
larly as before.
In the smoothed versions, we average over n = 50 samples
with σ = 0.15. Smooth CAFO is defined similarly without
the Hessian term.
Since quantitatively evaluating a saliency map is an open
problem, we focus on two qualitative aspects. First, we
inspect visual coherence, i.e., only the object of interest
should be highlighted and not the background. Second, we
test for discriminativity, i.e., in an image with two objects
the predicted object should be highlighted.
Figure 4 shows comparisons between CAFO, CASO, and
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Image Grad CAFO CASO
IntegratedGrad SmoothGrad SmoothCAFO SmoothCASO
Figure 4. A qualitative comparison of existing interpretation methods. More examples are shown in Appendix H. Grad stands for Vanilla
Gradient and IntegratedGrad stands for Integrated Gradient. For our methods (CAFO, CASO, SmoothCAFO, SmoothCASO) the saliency
map is more visually coherent with the object of interest compared to existing methods.
other existing interpretation methods. Including group-
features in the interpretation leads to a sparse saliency map,
eliminating the spurious noise and creating a visually coher-
ent saliency map. More examples have been presented in
Appendix H.
6. Conclusion and Future Work
We have studied two aspects of the deep learning interpreta-
tion problem. First, we characterized a closed-form formula
for the input Hessian matrix of a deep ReLU network. Us-
ing this, we showed that, if the confidence in the predicted
class is high and the number of classes is large, first-order
and second-order methods produce similar results. In the
process, we also proved that the Hessian matrix is of rank
one and its eigenvector is parallel to the gradient. These
results can be insightful in other related problems such as
adversarial examples. Second, we incorporated feature in-
terdependencies in the interpretation using a sparsity reg-
ularization term. Adding this term significantly improves
qualitative interpretation results.
There remain many open problems in interpreting deep
learning models. For instance, since saliency maps are high-
dimensional, they can be sensitive to noise and adversarial
perturbations (Ghorbani et al., 2017). Moreover, without
proper quantitative evaluation metrics for model interpreta-
tions, the evaluation of interpretations is often qualitative
and can be subjective. Finally, the theoretical impact of
the Hessian term for low confidence predictions and the
case when the number of classes is small remains unknown.
Resolving these issues are among interesting directions for
future work.
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Appendix
A. Proofs
A.1. Proof of Proposition 1
This section derives the closed-form formula for the Hessian
of the loss function for a deep ReLU network. Since a ReLU
network is piecewise linear, it is locally linear around an
input x. Thus the logits can be represented as:
fθ(x) = WTx + b,
where x is the input of dimension d, fθ(x) are the logits, W
are the weights, and b are the biases of the linear function.
In this proof, we use yˆ to denote the logits, p to denote
the class probabilities, y to denote the label vector and c
to denote the number of classes. Each column Wi of W
is the gradient of logit yˆi with respect to flattened input
x and can be easily handled in auto-grad software such as
PyTorch (Paszke et al., 2017).
Thus
∂yˆi
∂x
= Wi (9)
p = softmax(yˆ)
`(p,y) = − c∑
i=1 yilog(pi).∇yˆ`(p,y) = p − y
Ô⇒ ∂`(p,y)
∂yˆi
= pi − yi (10)
∇x`(p,y) = c∑
i=1
∂yˆi
∂x
× ∂`(p,y)
∂yˆi
Using (9) and (10)
∇x`(p,y) = c∑
i=1 Wi(pi − yi)Ô⇒ ∇x`(p,y) = W(p − y)
Therefore, we have:
Hx = ∇x(∇x`(p,y)) = ∇x( c∑
i=1 Wi(pi − yi))
Hx = c∑
i=1 Wi(∇x(pi − yi))T
Hx = c∑
i=1 Wi(∇xpi)T (11)
Deriving ∇xpi:
∇xpi = c∑
j=1
∂yˆj
∂x
× ∂pi
∂yˆj
Ô⇒ ∇xpi = c∑
j=1(Wj × ∂pi∂yˆj ) (Using (9)) (12)
∂pi
∂yˆj
= {pi − p2i i = j−pipj i ≠ jÔ⇒ ∇yˆp = diag(p) − ppT (13)
Hx = c∑
i=1 Wi( c∑j=1 Wj × ∂pi∂yˆj )
T (Substituting (12) in (11))
Hx = c∑
i=1
c∑
j=1 Wi
∂pi
∂yˆj
WTj
Ô⇒ Hx = W(diag(p) − ppT )WT (Using (13))
Thus we have,
∇x`(p,y) = gx = W(p − y) (14)
Hx = WAWT (15)
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where
A ∶= diag(p) − ppT . (16)
This completes the proof.
A.2. Proof of Theorem 2
To simplify notation, define A as in (16). For any arbitrary
row of the matrix Ai, we have∑
j≠i ∣Aij ∣ = (∑j≠i ∣ − pipj ∣)Ô⇒ ∑
j≠i ∣Aij ∣ = pi∑j≠i pjÔ⇒ ∑
j≠i ∣Aij ∣ = pi(1 − pi)∣Aii∣ = pi(1 − pi)
Because ∣Aii∣ >= ∑j≠i ∣Aij ∣, by the Gershgorin Circle the-
orem, we have that all eigenvalues of A are positive and
A is a positive semidefinite matrix. Since A is positive
semidefinite, we can write A = LLT . Using (15):
Hx = WAWT = WLLTWT = WL(WL)T .
Hence Hx is a positive semidefinite matrix as well.
A.3. Proof of Theorem 3
The second-order interpretation objective function is:
˜`(∆) = ∇x` (fθ∗(x), y)t∆ + 1
2
∆tHx∆ − λ2∥∆∥22
˜`(∆) = ∇x` (fθ∗(x), y)t∆ + 1
2
∆t(Hx − 2λ2I)∆
where ∆ ∶= x˜ − x (y is fixed). Therefore if λ2 > L/2,
Hx−2λ2I is negative definite and ˜`(∆) is strongly concave.
A.4. Proof of Theorem 4
Let the class probabilities be denoted by p, the number of
classes by c and the label vector by y. We again use gx
and Hx as defined in (14) and (15) respectively. Without
loss of generality, assume that the first class is the class with
maximum probability. Hence,
y = [1,0,0, ...,0]T . (17)
We assume all other classes have small probability (i.e., the
confidence is high),
pi =  ≈ 0 ∀ i ∈ [2, c]
Since ∑ci=1 pi = 1,Ô⇒ p1 = 1 − (c − 1),Ô⇒ p = [1 − (c − 1), , . . . , ]T (18)
We define:
A = diag(p) − ppT
A =
⎡⎢⎢⎢⎢⎢⎢⎢⎣
a11 a12 . . . a1c
a21 a22 . . . a2c⋮ ⋮ ⋱ ⋮
ac1 ac2 . . . acc
⎤⎥⎥⎥⎥⎥⎥⎥⎦
a11 = 1 − (c − 1) − (1 − (c − 1))2
a1i = ai1 = −(1 − (c − 1)) ∀ i ∈ [2, c]
aii =  − 2 ∀ i ∈ [2, c]
aij = −2 ∀ i, j ∈ [2, c], i ≠ j
Ignoring 2 terms:
a11 = (c − 1)
a1i = ai1 = − ∀i ∈ [2, c]
aii =  ∀i ∈ [2, c]
aij = 0 ∀i, j ∈ [2, c], i ≠ j
Let λ be an eigenvalue of A and v be an eigenvector of A,
then Av = λv.
Let v1, v2, . . . , vn be the individual components of the eigen-
vector. The equation Av = λv can be rewritten in terms of
its individual components as follows:
(c − 1)v1 −  c∑
i=2 vi = λv1 (19)− v1 + vi = λvi ∀i ∈ [2, c]Ô⇒ vi = 
 − λv1 ∀i ∈ [2, c], for λ ≠  (20)Ô⇒ or v1 = 0, for λ =  (21)
We first consider the case λ ≠  (20). Substituting vi in (19):
(c − 1)v1 −  c∑
i=2 vi = (c − 1)v1 − 
2
 − λ c∑i=2 v1= (c − 1)v1 − 2
 − λ(c − 1)v1= (c − 1)v1 − (c − 1)v1 
 − λ= λv1
(c − 1)v1[1 − 
 − λ] = λv1
(c − 1)v1[ − λ
 − λ] = λv1(c − 1)v1(−λ) = λv1( − λ)Ô⇒ λv1(c − λ) = 0Ô⇒ λ = 0 or v1 = 0 or λ = c
v1 = 0 Ô⇒ vi = 
 − λv1 = 0 ∀ i ∈ [2, c]Ô⇒ v = 0
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Since v is an eigenvector, it cannot be zero,
Ô⇒ λ = 0 or λ = c.
Let u1 be the corresponding eigenvector for λ = c.
By substituting λ = c in (20):
uT1 ∝ [1 − c,1, ...,1]
Dividing by the normalization constant,
uT1 = 1√
c(c − 1)[1 − c,1, ...,1] (22)
Now we consider the case λ =  (21). Substituting v1 =
0, λ =  in (19):
The space of eigenvectors for λ =  is a c − 2 dimensional
subspace with v1 = 0, ∑ci=2 vi = 0.
Let ui be the eigenvectors with λ =  ∀ i ∈ [2, c − 1]
Let uc be the eigenvector with λ = 0.
Writing A in terms of its eigenvalues and eigenvectors,
A = cu1uT1 +  c−1∑
i=2 uiuTi
Let
A1 = cu1uT1 , A2 =  c−1∑
i=2 uiuTi∥A1∥F = c, ∥A2∥F = √c − 2
Hence as c→∞,
A = A1 +A2 ≈ A1
Using (15),
Hx = WAWT ≈ WA1WT
Substituting A1 = cu1uT1 ,
Hx ≈ cWu1uT1 WT (23)
Using (14),
gx = ∇x`(p,y) = W(p − y)
Let Wi denote the ith row of W,
Using (17) and (18),
gx = W1(1 − c) + c∑
i=2 Wi
gx = (W1(1 − c) + c∑
i=2 Wi)
Using (22),
gx = √c(c − 1)Wu1
Ô⇒ Wu1 = gx

√
c(c − 1) (24)
Using (23),
Hx ≈ cWu1uT1 WT = cWu1(Wu1)T
Using (24),
Hx ≈ c gx

√
c(c − 1) gTx√c(c − 1)
Hx ≈ c gxgTx
2c(c − 1) = gxgTx(c − 1)
Ô⇒ Hx ≈ gxgTx
(c − 1) (25)
Thus, the Hessian is approximately rank one and the gradi-
ent is parallel to the Hessian’s only eigenvector.
A.5. Proof of Theorem 5
We use gx = ∇x`(p,y) = W(p − y) (14).
Let λ1 = 0 in the CASO and CAFO objectives. The CASO
objective then becomes:
max
∆
(gtx∆ + 12∆tHx∆ − λ2∥∆∥22)
Taking the derivative with respect to ∆ and solving:
∆∗CASO = (2λ2I −Hx)−1gx
Similarly, for the CAFO objective we get:
∆∗CAFO = 12λ2 gx
Using (25),
Hx ≈ gxgTx
(c − 1) = ∥gx∥2(c − 1) gxgTx∥gx∥2
Define:
µ = ∥gx∥2
(c − 1)
Thus µ is the eigenvalue of Hx for the eigenvector:
gx∥gx∥
Consider the matrix B = (2λ2I −Hx):
Let z1, . . . ,zd be the eigenvectors of B where:
z1 = gx∥gx∥
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Eigenvalue for z1 = 2λ2 − µ
Eigenvalue for zi = 2λ2 ∀i ∈ [2, d]
B = (2λ2 − µ)z1zT1 + 2λ2 i=d∑
i=2 zizTi
B−1 = 1(2λ2 − µ)z1zT1 + 12λ2 i=d∑i=2 zizTi
B−1 = 1(2λ2 − µ) gxgTx∥gx∥2 + 12λ2 i=d∑i=2 zizTi
∆∗CASO = B−1gx
∆∗CASO = [ 1(2λ2 − µ) gxgTx∥gx∥2 + 12λ2 i=d∑i=2 zizTi ]gx
Since each zi is orthogonal to gx
Ô⇒ ∆∗CASO = gx(2λ2 − µ) = 2λ2∆∗CAFO(2λ2 − µ)
Hence ∆∗CASO ∥ ∆∗CAFO and since scaling does not affect
the visualization, the two interpretations are equivalent.
B. Convergence of Gradient Descent to Solve
CASO
A consequence of Theorem 3 is that gradient descent con-
verges to the global optimizer of the second-order interpreta-
tion objective objective with a convergence rate of O(1/t2).
More precisely, we have:
Corollary 1 Let ˜`(∆) be the objective function of the
second-order interpretation objective (Definition 3). Let
∆(t) be the value of ∆ in the tth step with a learning rate
α ≤ λ2 −L/2. We have
˜`(∆(t)) − ˜`(∆∗) ≤ 2∥∆(0) −∆∗∥22
α(t + 1)2 .
C. Efficient Computation of the Hessian
Matrix Using the Cholesky Decomposition
By Theorem 2, the Cholesky decomposition of A (defined
in (16)) exists. Let L be the Cholesky decomposition of A.
Thus, we have
A = LLT
Hx = WLLTWT
Let B ∶= WL. Thus, Hx can be re-written as Hx = BBT .
Let the SVD of B be as the following:
B = UΣVT
Thus, we can write:
Hx = UΣ2UT
Define C = BTB = VΣ2V. Note that Σ2, the eigenvalues
of C and Hx are the same. For a dataset such as ImageNet,
the input has dimension d = 224×224×3 and c = 1000. De-
composing C (size 1000×1000) into its eigenvalues Σ and
eigenvectors V is computationally efficient. Thus, from
B = UΣVT , we can compute the eigenvectors U of Hx.
D. Saliency Visualization Methods
Normalizing Feature Importance Values: After assign-
ing importance values to each input feature, the values must
be normalized for visualization in a saliency map. For fair
comparison across all methods, we use the non-diverging
normalization method from SmoothGrad (Smilkov et al.,
2017). This normalization method first takes the absolute
value of the importance scores and then sums across the
three color channels of the image. Next, the largest im-
portance values are capped to the value of 99th percentile.
Finally, the importance values are divided and clipped to
enforce the range [0,1]. Code for the method is available.4
Domain-Specific Post-Processing: Gradient ⊙ In-
put (Shrikumar et al., 2017) multiplies the importance val-
ues by the raw feature values. In image tasks where the
baseline is zero, Integrated Gradients (Sundararajan et al.,
2017) does the same. This heuristic can visually sharpen
the saliency map and has some theoretical justification: it is
equivalent to the original Layerwise Relevance Propagation
Technique (Bach et al., 2015) modulo a scaling factor (Kin-
dermans et al., 2016; Shrikumar et al., 2017). Additionally,
if the model is linear, y =Wx, multiplying the gradient by
the input is equivalent to a feature’s true contribution to the
final class score.
However, multiplying by the input can introduce visual ar-
tifacts not present in the importance values (Smilkov et al.,
2017). We argue against multiplying by the input: it artifi-
cially enhances the visualization and only yields benefits in
the image domain. Adebayo et al. (2018) argue similarly
and show cases when the input term can dominate the inter-
pretation. Moreover, multiplication by the input removes the
input invariance of the interpretation regardless of the invari-
ances of the underlying model (Kindermans et al., 2018).
We observed numerous failures in existing interpretation
methods when input multiplication is removed.
4https://github.com/PAIR-code/saliency/
blob/master/saliency/visualization.py
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E. Tightness of the L0 −L1 Relaxation
We assume the condition of Theorem 3 holds, thus, the
CASO optimization is a concave maximization (equivalently
a convex minimization) problem.
Note the CASO optimization with the cardinality constraint
can be re-written as follows:
min
∆
∥y −A∆∥2, (26)∥∆∥0 ≤ k,
where
A ∶= (λ2I − 1
2
Hx)1/2 (27)
y ∶= 1
2
A−1∇x` (fθ∗(x), y) . (28)
Where (.)1/2 indicates the square root of a positive definite
matrix. Equation (27) highlights the condition for tuning
the parameter λ2: it needs to be sufficiently large to allow
inversion of A but sufficiently small to not “overpower”
the Hessian term. Note, we are now minimizing ∆ for
consistency with the compressive sensing literature. To
explain the conditions under which the L0 −L1 relaxation
is tight, we define the following notation. For a given subset
S ⊂ {1,2, ..., d} and constant α ≥ 1, we define the following
cone:
C(S;α) ∶= {∆ ∈ Rd ∶ ∥∆Sc∥1 ≤ ∥∆S∥1}, (29)
where Sc is the complement of S. We say that the matrix A
satisfies the restricted eigenvalue (RE) (Bickel et al., 2009;
Raskutti et al., 2010) condition over S with parameters(α, γ) ∈ [1,∞) × (0,∞) if
1
d
∥A∆∥22 ≥ γ2∥∆∥22 ∀∆ ∈ C(S;α). (30)
If this condition is satisfied for all subsets of S where ∣S∣ = k,
we say that A satisfies the RE condition of order k with
parameters (α, γ). If A satisfies the RE condition with
α ≥ 3 and γ > 0, then the L0−L1 relaxation of optimization
(26) is tight (Bickel et al., 2009). In other words, if ∆∗ is
the solution of optimization (26), it is also the solution of
optimization
min
∆
∥y −A∆∥2, (31)∥∆∥1 ≤ ∥∆∗∥1.
The Lagrange relaxation of this optimization leads to the
CASO interpretation objective. We note that the RE condi-
tion is less severe than other optimality conditions such as
the restricted isometry property (Candes et al., 2007). Al-
though it is difficult to verify that the RE condition holds for
the Hessian matrix of a deep neural network, our empirical
experiments are consistent with our theory: the resulting ∆
of the CASO interpretation objective is sparse for proper
choices of the regularization parameters.
F. Empirical Analysis of the Hessian Impact
F.1. Empirically Verifying the Hessian Approximation
Theorems 4 and 5 are valid only in the asymptotic regime.
A similar analysis in the finite regime is more challenging as
it requires the use of perturbation analysis of matrix eigen-
values and eigenvectors. However, we can do a simulation
to assess the rate of convergence of the Hessian matrix to
such a rank one matrix as the number of classes increases
(in Figure 5) and the probability of the predicted class tends
to 1 (in Figure 6).
For the simulation, we create a linear model yˆ = WTx + b
where W and b are initialized to random values. Since
Theorem 4 does not assume a trained network, our analysis
is valid even with randomly initialized values of W and b.
Let the class probabilities be denoted by p, the number of
classes by c and the label vector by y. We again use gx
and Hx as defined in (14) and (15), respectively. Without
loss of generality, assume that the first class is the one
with maximum probability. Thus we create a probability
vector p = [1 − (c − 1), , . . . , ] and a prediction vector
y = [1., 0., . . . , 0.]. Using Proof A.4, we have that the
Hessian of this model can be approximated using:
Hx ≈ gxgTx
(c − 1)
gx = W(p − y)
For Figure 5, we fix the probability of predicted class to be
0.9999 (we call it p[0]) and vary c from 10 to 1000. Thus,
note that  varies as c varies and is given by  = 1−p[0]
c−1 . For
Figure 6, we fix number of classes to be 100 and vary  from
5e − 3 to 1e − 6 (an interval length of 1e − 6). Similarly,
Figure 7 shows a comparison between the relative error
as the number of classes and probability are both varied.
We observe that the relative error converges quickly as a
function of both the number of classes and -log(1-p[0]).
F.2. Comparing CASO and CAFO for ReLU networks
We show additional examples (for relu networks) with low
confidence in the predicted class in Figure 8. The inter-
pretations produced by CASO and CAFO are qualitatively
different.
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Figure 5. The relative error between a rank one approximation of
the Hessian and the true Hessian as the number of classes increases.
Although our theoretical analysis only holds in the asymptotic
regime, the Hessian’s convergence to a rank one matrix happens
quicky empirically.
Figure 6. The relative error between a rank one approximation of
the Hessian and the true Hessian as the probability of the predicted
class grows. We use a log scale and denote the predicted probability
as p[0].
F.3. Experiments with General Non-linearities
We use a SE-Resnet-50 (Hu et al., 2018), a neural network
with sigmoid non-linearities. The sigmoid non-linearity
causes the model to no longer be piecewise linear. We gen-
erate saliency maps using the same 1000 random samples
as in Section 3.3.
We plot the Frobenius norm of the difference between
CASO and CAFO in Figure 10. We normalize the solu-
tions produced by CASO and CAFO to have the same L2
Figure 7. The relative error between a rank one approximation of
the Hessian and the true Hessian when varying the number of
classes and the probability of predicted class (denoted by p[0]).
norm before taking the difference. Even though the model is
no longer piecewise linear, the empirical results are consis-
tent with Theorem 5 (which only holds for piecewise linear
networks).
To observe the difference between CAFO and CASO in-
terpretations, we compare them for two images with low
classification confidence in Figure 9. The interpretations
produced by CASO and CAFO are qualitatively different.
G. Additional Details on Experiments
G.1. Details on Experiments Reported in Figure 1
Current autograd software does not support fast eigenvalue
decomposition of a matrix in a batched setting. This makes
computing the exact hessian inefficient when interpreting
numerous samples. For the purposes of this experiment, we
use proximal gradient descent to compute the interpretations
∆CASO and ∆CAFO, even though the parameter λ1 is set
to zero. Details for the other hyperparameters are given in
Table 1.
G.2. Details on Experiments Reported in Figure 3
Details of the hyperparameters used in Figure 3 are shown
in Table 2.
G.3. Details on Experiments Reported in Figure 4
Details of the hyperparameters used in Figure 4 are shown
in Table 3.
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Figure 8. CASO and CAFO interpretations for low confidence
examples for a network with ReLU activations.
H. Comparison with existing methods
Figures 11–16 provide further examples of our interpretation
method with existing techniques.
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Figure 9. CASO and CAFO interpretations for low confidence
predictions using a model that is not piecewise linear (SE-Resnet-
50).
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Figure 10. Scatter plot showing the Frobenius norm difference
between CASO and CAFO (after normalizing both vectors to have
the same L2 norm) for a network which is not piecewise linear
(SE-Resnet-50).
Table 1. Hyper-parameter details for Figure 1
Parameter Configuration
λ1 0
λ2 threshold 20
Optimizer Proximal Gradient Descent
Network architecture Resnet-50
Batch size 32
Power method iterations 10
Gradient descent iterations 10
Backtracking decay factor 0.5
Initialization Zero
Table 2. Hyper-parameter details for Figure 3
Parameter Configuration
λ1 values
0, 10−5, 10−4, 10−3,
6.25×10−3, 1.25×10−2,
2.5×10−2, 5×10−2
λ2 threshold 20
Optimizer Proximal Gradient Descent
Network architecture Resnet-50
Batch size 32
Power method iterations 10
Gradient descent iterations 10
Backtracking decay factor 0.5
Initialization Zero
Table 3. Hyper-parameter details for Figure 4
Parameter Configuration
λ1 values
0, 10−5, 10−4, 10−3,
6.25×10−3, 1.25×10−2,
2.5×10−2, 5×10−2
λ2 threshold 20
Optimizer Proximal Gradient Descent
Network architecture Resnet-50
Batch size 32
Power method iterations 10
Gradient descent iterations 10
Backtracking decay factor 0.5
Number of samples 32
Stddev of Random samples 0.15
Initialization Zero
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Image Grad CAFO CASO
IntegratedGrad SmoothGrad SmoothCAFO SmoothCASO
Figure 11.
Image Grad CAFO CASO
IntegratedGrad SmoothGrad SmoothCAFO SmoothCASO
Figure 12.
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Image Grad CAFO CASO
IntegratedGrad SmoothGrad SmoothCAFO SmoothCASO
Figure 13.
Image Grad CAFO CASO
IntegratedGrad SmoothGrad SmoothCAFO SmoothCASO
Figure 14.
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Image Grad CAFO CASO
IntegratedGrad SmoothGrad SmoothCAFO SmoothCASO
Figure 15.
Image Grad CAFO CASO
IntegratedGrad SmoothGrad SmoothCAFO SmoothCASO
Figure 16.
