The distribution function of local amplitudes, t =~@ (ro)~, of single-particle states in disordered conductors is calculated on the basis of a reduced version of the supersymmetric o model solved using the saddle-point method. Although the distribution of relatively small amplitudes can be approxixnated by the universal Porter-Thomas formulas known from the random-matrix theory, the asymptotical statistics of large t s is strongly modified by localization effects. In particular, we find a multifractal behavior of eigenstates in two-dimensional (2D) conductors which follows from the noninteger power-law scaling for the inverse participation numbers (IPN s) with the size of the system, Vt oc L,w here d'(n) = 2 -P n/(4rr vD) is a function of the index n and disorder. The result is valid for all fundamental symmetry classes (unitary, P = 1; orthogonal, P = -; symplectic, P, = 2). The multifractality is due to the existence of prelocalized states The distribution function of the largest-amplitude Quctuations of wave functions in 2D and 3D conductors has logarithmically normal asymptotics.
I. INTRODUCTION
Localization of a particle by a random potential has been extensively investigated during the past several decades.
It is well known that, at strong disorder, single-particle wave functions are confined and have exponentially decaying tails beyond the scale of the localization length L . At weak disorder, the localization length can be very large in one-dimensional (1D) and 2D conductors, and infinite in 3D. A natural question arises: What is the behavior of the wave functions at distances smaller than the localization length'? Despite its importance, the problem of the structure of quantum states of weakly disordered conductors for scales below the length L has only recently started to attract interest.
In particular, one of the issues that has not been explored up to now concerns the way the localized states develop as a consequence of the increase of disorder in an isolated piece of a metal, though a great deal is already known about the extended states in it. Some part of the recent results related to the extended (metallictype) states has been obtained by mapping the problem of quantum mechanics in the classically chaotic systems to the Wigner-Dyson randem-matrix theory, or using the zero-dimensional supermatrix 0 model, ' which are two equivalent ways of describing disordered and chaotic systems.
Both the advantage and disadvantage of such an approach come from the statistical equivalence of eigenstates, which is usually built i+to the construction of the random matrix substituting the real dynamics. In particular, this reveals the set of universalities of the spectra, the level-level correlations and the transition matrix elements, which are similar for a wide variety of objects. For example, the distribution function of local densities of wave functions~@ (ro)~i n a chaotic cavity, which one can find in such a way, is determined only by the fundamental symmetry of the system and its volume V L", but is independent of the level of disorder (i.e., of the value of a mean free path I) or a physical dimension, d.
On the other hand, this approach hides individual features of physically different systems and permits us to describe only metallic-type states, which equally test the random potential all over the sample. More complex states, which can distinguish between the ballistic and diffusive regimes, have to be analyzed beyond the conventional random-matrix theory. Numerical evidence for their existence has been obtained by several groups. ' The goal of the theory to be presented in the present paper is to find manifestations of these precursors of localization among the wave functions of classically diffusive conductors (p~l &) 1, I && L). That is, w'e consider an isolated piece of a disordered metal with dimensions l (( L (I, assuming that the internal "conductance" g, which one would assign to the "electric circuit" connecting the observation point (blown Sec. IVD and the Appendixes. The resulting statistics of wave functions and the structure of the prelocalized states in the conducting regime in quasi-one-dimensional (QlD), three-dimensional (3D), and in the most interesting case of two-dimensional (2D) samples are discussed in Secs. V, VI, and VII, respectively. Section VIII contains a brief summary of our results and their discussion.
where U is a random potential. The local amplitude @ of a wave function at some observation point r0 inside the sample, i.e. , will be the object of our statistical analysis. In the meaning of statistical analysis, we employ studies of two related quantities: the distribution function f(t) of local amplitudes t averaged over disorder, (2) and the set of generalized inverse participation numbers (IPN's) (Refs. 8 
Everywhere below, w; are the Pauli matrices, and 7 p is a 2 x 2 unit matrix. To transform the formulas in Eqs. (2) - (5) (15) - (20) -+ Q(r') = V(r, r')Q(r)V(r, r') of the supermatrix field along the noncompact "direction" can be taken into account consistently, since they cover only relatively small environs of an "infinitely large" Qo.
Using the decomposition V (r) = VOV (r), we define supermatrices Q of the reduced 0' model as Q = VAV, Q(r) = VOQ(r)VO, Q(ro) = A . (22) added to the ' and selects &om the Q matrix only its noncompact sector.
The generating functional 4"(t) has several funny features. First, at t = 0, it has a completely invariant form, and, therefore, is equal to unity, which corresponds to the normalization of the wave functions, Vti --4'"(0) = 1.
On the other hand, for any 6nite t, the reduced 0 model is a model with a broken symmetry, so that the free energy in Eq. (26) 
and, again, has the property C' (0) = Vtz = 1. aO, (r) =-e s', /m/woo,
with the boundary conditions Oi(rp) = 0 in the observation point and (riV')Oi --0 at the surface. (40) Iie=Pfdr( (ttd, ) +te ') (43) and II is exactly the same as in Eq. (27) .
From the point of view of the rest of calculations, the case with a broken time-reversal invariance is equivalent to the spinless unitary-symmetry class. That is why we mark the quantities related to this symmetry with a label "su" and generate the distribution function f,"(j,t) from, the distribution function f (t) in Eqs. (23) - (26) Due to the normalization condition in Eq. (28), the relation J(0) = 1 holds exactly, and the contribution &om the fluctuations P can be calculated by expanding the exponential in the integrand in Eq. (44) into the series in the higher-order terms E& '"~a nd performing Gaussian integrations over P with the weight exp( -E~2l) determined by the second-order correction to the &ee energy.
The applicability of such a perturbation theory is justified by the fact that the higher orders are, at least, by the factor of (2vrvD) can be performed simultaneously for all symmetry classes and is small.
On the other hand, the effect of fluctuations can become important, once we want to extend the consideration of samples with the size larger than the localization length. Such a step, which is beyond of the scope of this paper, would need some kind of a renormalization of the saddle point. We would only like to stress that this could be a way to avoid difBculties in obtaining a stable fixed point in the renormalization group treatment of the localization problem pointed out by several authors. (6) - (8) give a good approximation for the body of the distribution fuiiction f(t), which describes those amplitudes t which are t ( L gL, /L Oth. erwise, the second term of this expansion, VtT, , becomes larger than unity and strongly affects the probability to detect a too high splash of the wave function. When T; )) 1, the optimal configuration e ' develops at the length scale of A = /2mvD/t, where it can be approximated as (57) and gets less sensitive to the presence of boundaries. In- In contrast to the 2D case, which we discuss in Sec. VII, the derived form of a typical wave function has the same exponent for all prelocalized states, independently of the amplitude of their top splashes. Further, the tails of the envelope in Eq. (60) are integrable, so that the inverse participation numbers, which one can find on the basis of Eqs. (3) and (24), (37) This implies that the distances shorter than the mean free path l are excluded from our consideration, and the condition eq(0) = 0 at the origin has to be substituted by the condition eq(rp) = 0 at the sphere of a radius ro I. Of course, this is an approximate procedure. If one starts &om the equivalent lattice model of the Q-field theory, the necessity to deal with the cutoff of singularities vanishes, but it is replaced by an uncertainty in the choice of a basic lattice. In the 2D case the lattice form factor enters under the logarithm, i.e. , it plays a minor role. In the 3D case, the form factor enters as a multiplier, which produces an uncertainty up to the numerical coeKcient in front of the part of the &ee energy coming 17 424 VLADIMIR I. FAL'KO AND K. B. EFETOV &om short distances, although we believe that functional dependences take a correct form. After this, we scale the distances by l, so that 8& --0»(r/I), and solve the problem iteratively. The iterative procedure appeals to the fact that the Laplace equation, which one can get by neglecting the right-hand. side of Eq. (61), has nonzero solutions and that the parameter p = Q~vD/(l2t) which appears after rescaling the distances r with the mean &ee path is large. The latter condition restricts our consideration to the amplitudes t & (lg, ), which are smaller than the density formed by the forward-andbackward scattered trajectory between two impurities.
As the first step, we expand the desired function 0»(r) as 0» = 0» + 0», 0» = A(1 -l/r). which can be used for evaluating both the distribution function f(t) and IPN's, using Eqs. (23), (35), (39) and (24), (37) . At this point, we have to mention that the coefficient gs (2l) cannot be determined better than by the order of magnitude. We also remind you that diferent symmetry classes are distinguished by the parameter P: P = 1 Po = -, ' P. = 2.
Equation (65) has to change variables from x to y = cot(7rx/2L) and then seek solutions in the form P = P"(y2)/(1+ y2)~~"1, where P (y ) are polynomials. This results in the set of eigenvalues y(n), n ) 0, y(n) = (m/2L)* 2n y 1/2 y Qk' i 1/4 -k)
Being substituted into Eq. (47) 
