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I  
I. INTRODUCTION 
The dominant feature in the interaction of high energy X-rays (10-100 
MeV) with nuclei is the photonuclear giant resonance. This strongly reso­
nant behavior in the cross section for the absorption of a photon by a nucle­
us and the subsequent emission of a nucléon or nucléons has been the subject 
of intensive investigation for many years. 
There is no need to describe these investigations in detail since many 
excellent review articles on both experimental and theoretical aspects of 
the photonuclear effect have been published. Notable review articles have 
been written by JUS. Levinger (]), later by D.H. Wilkinson (?) and si. i  11 
later by M. Danos and E.G. Fuller (3) in the Annual Review of Nuclear Science, 
again by Levinger (4) in the book Nuclear Photodisintegration, by E„ Hayward 
(5j 6)J by B.M. Spicer {1, 8) and by O.V. Bogdankevich and FA. Nikolocv 
(9)0 In addition, experimental results for nuclei heavier tl ian sod iuni have 
been put in tabular form by B.I. Goryachev (10). Finally, extensive bibli­
ographies have been published by M.E. Toms (11) and by the International 
Atomic Energy Agency (12). 
From the basic investigations of the photonuclear cffect., i t has been 
found that the giant resonance phenomenon is characterized by two facts. 
First, the giant resonance is universal. It occurs in all nuclei. Second, 
at least in its gross properties, its behavior is simple, following several 
general rules. The giant resonance peak is a slowly varying function of 
mass number, located near 20 MeV for l ight nuclei and between 18 and 13 MeV 
for medium and heavy nuclei respectively. The width of the resonance is 
3-IO MeV, narrower for closed shell nuclei and wider for deformed nuclei. 
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It must be emphasized that these rules apply to the gross properties of the 
giant resonance. Within the envelope of the giant resonance, extensive struc­
ture appears in the cross section of at least l ight and medium nuclei. 
Interest in the structure within the giant resonance has led to many 
high resolution measurements of photonuclear cross sections. However these 
measurements have been confined mainly to l ight nuclei where structure in 
the giant resonance is strong and well separated in energy. Only recently 
has this type of measurement been extended to heavy nuclei. 
In the past few years several high resolution experiments have been 
performed on heavy nuclei. One of these experiments, the photoneutron cross 
section of praseodymium-141, was performed in this laboratory (I3, 14). 
The cross section measured in this experiment has considerable structure in 
the giant resonance. This cross section is shown in Figure 1. Eleven dis­
tinct resonances with widths of 100 to 200 keV and spacings of 400 to 800 
keV were resolved below 18 MeV. 
The measurements which form the subject of this thesis, the photoneutron 
cross sections for barium-138, cerium-l40 and neodymium-l42, represent an 
attempt to extend high resolution studies to other heavy nuclei. Measure­
ment of these cross sections is a logical step following the praseodymium-141 
experiment. Since all four nuclei are 82 neutron isotones and this neutron 
number closes a major shell (the last fi l led level in this shell is the 
Ih level), the photoneutron reaction in these nuclei should have similar 
properties. The major difference between these nuclei is the proton con­
figuration (and of course the proton number) of each nucleus. The ground 
state spin and parity of the even-even nuclei barium-138, cerium-l40 and 
neodymium-l42 is O"*". (The Ig level contains six protons in barium-138 
Figure 1. The cross section for the ^^Vr(7,n)'^*^Pr 
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140 141 Pr (y,n) 
400 AVERAGE CURVE 
X= I .Zx  I0 - "  
X^= 120 
COOK el al. 
(/> 
i 300 — 
200 
100 
3.0 10.0 I I .O  12.0 14.0 13.0 15.0 16.0 17.0 18.0 19,0 20.0 21.0 22.0 23.0 24.0 
EN ERGY (MEV)  
5 ^  
and is fi l led in cerium-l40 while the 2d level contains two protons in 
neodymium-l42.) For praseodymium-141 the ground state spin and parity is 
5+ . 5+ 
2 which means that there is one unpaired proton in the 2d ^ level. 
Experimental evidence for l ight and medium nuclei indicates that struc 
ture In the giant resonance is much better defined for closed shell nuclei 
than for nuclei between closed shells. In the particle-hole formalism this 
effect Is explained by the fact that single particle effects are more domi­
nant in closed shell nuclei than for nuclei between closed shells. There­
fore if structure exists in the giant resonance of heavy nuclei, the f irst 
place to look for it is at closed shells. As shown in Figure 1 considerabl 
structure Is found in the photoneutron cross section of praseodymium-l4l. 
Measurement of the cross section for three similar nuclei holds the hope 
of providing information on the systematics of such structure, in addition 
to offering evidence for the existence of this structure. 
Specifically the experiments performed were measurement of the cross 
sections for the reactions 
*38Ba(Y,n)137^83 
'^^Nd(7,n)^^''"Nd 
over the energy range from threshold to ^ 25 MeV (well over the giant reso­
nance of each cross section) in 0.125 MeV steps. Experimentally the method 
used to measure these cross sections was similar to that used for 
praseodymium-141. Bremsstrahlung induced radioactivity yield curves were 
analyzed by the least structure method. The radioactivity in each case was 
the gamma decay of the metastable state of the residual nucleus. [For the 
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praseodymium-l4l experiment the residual radioactivity v/as the P.'*' decay 
(3o4 minute half l ife) of praseodymiurn-W-iO 
Details of I he experimental method used in the prr-sent n.easu romcn <-s 
are contained in the next lew chapters,, Before proceeding [•( those details, 
further preliminary comments are useful,, 
The primary reason for the fact that high resolution experiments have 
only recently been extended to heavy nuclei is the technical difficulty in­
volved in photonuclear cross section measurements„ The source of photons 
for the majority of photonuclear experiments has been the brcniss trah I ung 
beam from a high energy electron accelerator,. Because of the continuous na­
ture of the bremsstrahlung spectrum, any measurement using this source of 
photons is an integral measurement. In the case of a cross section deter­
mination, the experimentally measured quantity is the yield of photonuclear 
reactions per unit radiation dose Y(E^). The relation between this quanti­
ty and the cross section a(E) is 
A(E ) E 
Y(E^) = nC(E^) J ° N(E,E^)c(E)dE . (1) 
E^ is the kinetic energy of the electrons producing the bremsstrahlung ; 
N(E,E^) is the number of photons in the energy interval E to E+dE in a spec­
trum of maximum energy E^; n is the number of target nuclei per unit area 
exposed to the beam; C(E ) is an energy dependent normalization constant. 
Equation 1 also contains an explicit statement of the definition of yield, 
that is the ratio of the number of photonuclear reactions A(E^) to the total 
radiation dose DfE 
• o 
The solution of Equation 1 for the cross section is difficult in prac­
tice because at high energies (especially above the giant resonance) the 
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change in adjacent measurements of the yield function is usually not much 
larger than the uncertainty associated with the yield. Theroforo statistical 
variations in the measured yield function can cause larqc nonsignificant 
oscillations in the soluti.n for the cross section A more r.jmplcte discus­
sion of the problems encoui tercd in Lhe solution of Equation I hnr been giv.:n 
by AoS. Penfold and J.E. Lciss (15) and by B.C. Cv 'k (16. 17). The nioLhod 
of solution offered by Penfold and Lciss and alterrnle i.if-tho'^T, d'vclopMd 
by others (18, 19. 20). in general, do not pr'-vide physically accoptal le 
solutions above the peak of the giant resonance. I'ovjevnr the "least st ruc­
ture" method developed in ihis laboratory by B.C.. Cook (16. 17) has boon shown 
to provide stable solutions above the giant resonance. Further discussion 
of this method will appear in a later chapter. 
Several experimental methods which circumvent the problems involved 
in using bremsstrahlung have been developed. All of the methods developed 
thus far, however simple in concept, have difficult problems of their own 
in practice. 
Since the source of photons used in the present experiments is a brems-
strahlung beam. Equation 1 is basic to the discussion in the following chap­
ters. The problem is to obtain a yield curve (the yield function measured 
at finite energy steps) with a minimum of both systematic and random errors 
and then to solve Equation I for the cross section. The description of the 
experimental method which follows addresses itself to this problem and is 
either explicitly or implicitly related to Equation I. Since the purpose 
of these measurements is to resolve structure in the cross sections, the 
emphasis will be placed on efforts to eliminate effects which could ultimate­
ly produce spurious structure in the cross section. 
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II» GENERAL EXPERIMENTAL CONSIDERATIONS 
A. Summary of Experimental Procedure 
Reiterating, the experiments performed were measurement of the cross 
sections for the reactions 
'%(T,n)'37"'Ba 2.6 min ^ 137,, 
662 keV IT 
""'ce(Y,n)'3*Ce 
745 keV IT 
'%d(Y,n)'^' '"Nd - > '^^Nd , 
760 keV IT 
Also indicated in the above reactions are the half l ives of the residual 
nuclei and the energy of the internal transitions (isomeric transitions) 
by which they decay (21). 
Figure 2 shows the nuclear level diagrams for the three reactions. 
The diagrams show that a high energy X-ray incident on the target nucleus 
may excite the nucleus from its O"*" ground state to 1 giant resonance states 
in the continuum. A giant resonance state thus excited may deexcite by eject­
ing a neutron. This neutron is emitted at an energy within a broad spectrum 
of energies, which can leave the residual nucleus in an excited state. If 
this excited state is below the particle emission threshold, the nucleus 
will then deexcite by gamma emission. The gamma cascade can leave the re­
sidual nucleus in either the ground state or a metastable state. 
In this series of experiments the cross section for transitions to a 
soecific metastable state of the residual nucleus was measured. The number 
of photoneutron reactions in the target was determined by counting the in­
ternal transition gamma rays with a Nal(Tl) detector system. During a bom-
-igure 2. Nuclear level diagrams for the photoneutron reactions in barium-I38j 
cerium-l40 and neodymium-142. The energy scale has a relative zero at 
the ground state of each of the target nuclei. Giant resonance states 
of the target nuclei and highly excited states of the residual nuclei 
are represented by shaded areas. 
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bardment the radiation dose received by a sample was measured by an ioniza­
tion chamber. As pointed out in the introduction, an experiment using brems-
strahlung is an integral measurement. The quantity measured in these experi­
ments iS; therefore, the yield of residual radioactivity (specifically the 
metastable state activity) per unit radiation dose. 
The experimental procedure was essentially the same for all three cross 
sections studied. Yields were measured in steps through energy ranges which 
spanned the giant resonances of the three cross sections. These ranges 
started at an energy just below the threshold for ?ach reaction and extended 
over the giant resonance in steps of 0,125 MeV. For each experiment several 
measurements of the yield were made at every energy in the range, i.e. sev­
eral independent yield curves were measured. 
An outline of the procedure for measuring the yield at each energy step 
is presented in the next paragraph. Details of the experimental procedure 
are discussed in the next chapter. The timing parameters of a yield measure­
ment (yield run) are summarized for all three experiments in Table 1„ Also 
included in Table 1 are the energy ranges and the number of yield curves 
for each experiment. 
In a typical experimental yield run, a sample of the element under con­
sideration was placed in position for bombardment and irradiated at the de­
sired energy for a fixed time. During the irradiation the photon dose re­
ceived by the sample was recorded at specified intervals. At the end of 
the bombardment a waiting period was allowed to remove the sample to the 
rcdiccctiv!ty counting sysfrnm. and the sample for the next run was placed 
in position for bombardment. The induced radioactivity of the irradiated 
sample was then counted. The total counting period actually consisted of 
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Table 1. Experimental parameters for the three experiments 
Experimental 
parameter Ba-138 Ce-140 Nd-142 
1rradiation time 10 min 3 min 3 min 
Dose recording 
interval 10 sec 3 sec 5 sec 
Wait time 45 sec 30 sec 30 sec 
Total counting 
time 30 min 10 min 10 min 
First counting 
time interval 50 sec 20 sec 20 sec 
Number of intervals 
at f irst time 18 15 15 
Second counting 
time interval 150 sec 60 sec 60 sec 
Number of intervals 
at second time 6 5 5 
Start of energy 
range 9.125 MeV 9.625 MeV 10,125 MeV 
End of energy 
range 24.000 MeV 24.500 MeV 25.000 MeV 
Energy step 0.125 MeV 0.125 MeV 0.125 MeV 
Number of yield 
curves 
6 18 18 
tvMo series of counting intervals, a number of short counting intervals fol­
lowed immediately by several longer counting intervals. The decay curve 
thus produced was then fitted by a least squares technique to determine the 
number of radioactive nuclei present at the end of the bombardment. Correc­
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tion of the radiation dose received by the sample for decay of the residua! 
activity during bombardment was necessary since the beam intensity was not 
necessarily constant throughout the irradiation. The yield, simply the ratio 
of the number of radioactive nuclei to the corrected dose, v^as then calcu­
lated. 
B. Metastable State Cross Section 
In studying the photoneutron cross section for transitions which leave 
the residual nucleus in the metastable state, the assumption is made that 
the energy dependence of this cross section and that of the cross section 
for transitions which lead to the ground state are quite similar. This as­
sumption is probably valid except near threshold. A trivial difference is 
an increase in the threshold for the reaction by the additional energy needed 
to reach the metastable state. The argument in support of the assumption 
is based on the fact that most of the photoneutrons are emitted with low 
energy, the result of statistical decay of the giant resonance. The residu­
al nucleus is therefore left in a highly excited state and deexcites by cas­
cade gamma rays. The final state of the residual nucleus depends on the 
spin dependence of the nuclear level density, and i t is then expected that 
a relatively constant percentage of these cascades will leave the residual 
nucleus in its metastable state (22). Just above threshold, however, there 
are only a few excited states available in the residual nucleus; and the cross 
sections to the metastable state and to the ground state may be dissimilar. 
The fraction of photoneutron events which leave the residua! nucleus 
in the metastable state has been measured for cerium-l40 by H. Fuchs ct al. 
(23)0 They report that the fraction is 0.19. Although there are no measure­
] k  
ments for barium-l38 or neodymium-142, approximately the same fraction should 
be expected because of the similarity of these three nuclei. The spins and 
parities of the residual nuclei are the same in all three reactions (•—• 
3+ 
and Y for the metastable and ground states respectively). 
Co Samples 
Pure metal samples of the three elements were obtained. Cerium and 
neodymium samples were produced by casting the metal into a rod and cutting 
disks 3 centimeters in diameter and 3 mill imeters thick. Samples of barium 
were formed by pressing coarsely divided crystals of the metal into disks 
3 centimeters in diameter and 6 mill imeters thick. Chemically ccrium and 
neodymium belong to the lanthanide rare earth group while barium is in the 
alkaline-earth group, chemical group II. In one important respect all three 
elements behave alike. When exposed to air, they oxidize rapidly. To pre­
vent oxidation of the neodymium samples, they were coated with a clear acryl­
ic lacquer. Also samples not in use were kept under a helium atmosphere 
during the experiment. The cerium and barium samples were packaged in alu­
minum containers (0.010 inches thick) sealed around the edge with epoxy cement. 
The sample thickness used was dictated by two conflicting requirements. 
Of primary importance was the need to minimize statistical errors. Thus 
large samples were required to obtain as many target nuclei as possible. 
Conflicting with this requirement was the fact that absorption of the beam 
in the sample should not strongly distort the bremsstrahlung spectrum. Such 
distortion could affect both the dose monitor response and the data analysis 
by the least si'ucture method. The sample thicknesses chosen represent ap­
proximately three tenths of a radiation length for these elements. The usual 
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choice for previous radioactivity experiments at this laboratory has been 
one tenth of a radiation length» However calculations (14, 2k) on both the 
effect of changing the monitor response and the shape of the bremsstrahlung 
spectrum used in the least structure analysis have indicated that the cross 
sections are relatively unaffected. Most important for this work is that 
these changes did not produce structure in the cross section., 
Several factors limited the number of radioactive residual nuclei pro­
duced in any one run. The half l ives of the nuclei are short. Thus a sig­
nificant fraction of the nuclei decay in the process of transferring the 
sample to the counting system after bombardment. To minimize this loss the 
sample holders both in the beam position and in the counting system were de­
signed for handling speed. The allowed transfer time was then reduced as 
much as possible. The most important l imiting factor is the fact that only 
twenty percent of the photoneutron reactions leave the residual nucleus in 
the metastable state. Finally, the isotopic abundance reduces the number 
of nuclei of the desired isotope in the sample. This is especially severe 
for neodymium (27.11 percent isotopic abundance). Because of these factors 
the use of thicker samples was considered justified. 
Lateral dimension of the samples was chosen such that the sample was 
larger than the photon beam. The diameter of the exit port of the collimator 
was 2.40 centimeters. The sample holder was mounted on the end of the col­
limator. Thus the required geometry was maintained through the samples which 
were 3.0 centimeters in diameter. Besides preventing scattering of the beam 
at the edges of the sample, this geometry insured that the epoxy sea, arou.m 
the circumference of the cerium and barium samples was not exposed to the 
beam. 
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Thirty samples of both barium and cerium were used while twenty-one 
samples of neodymium were obtained. The use of many samples of each element 
allowed long lived activities to at least partially decay away between acti­
vations. 
The samples used in each experiment were not uniform in either weight 
or size. To normalize the samples, the yield at 40 MeV was measured several 
times for each sample (five times per sample for cerium and neodymium and 
four times per sample for barium). The average yield for each sample was 
then used to calculate sample normalizations. An energy of 40 MeV for the 
sample yields was chosen to minimize statistical errors. (This set of yields 
is referred to as sample normalization runs.) 
To insure precise and reproducible positioning of the samples on align­
ment mark was placed on each sample. Corresponding marks were placed on 
both the sample holder in the beam position and the sample holders for the 
counting system. 
D o  Extraneous Activities 
Before discussing each element individually some general comments can 
be made. There are several possible sources of contaminating activities 
including other types of photonuclear reactions on the target isotope such 
as (y,p), (Y^pn), (7,2n), etc. Also these same reactions, in addition to 
the (Y,n) reaction, can occur in other stable isotopes of the element and 
in the aluminum containers or acrylic lacquer in the case of neodymium. 
To check for possible sources of extraneous activities, 30 minute high 
intensity, high energy irradiations were made on a sample of each of the 
elements studied. A series of spectra were then taken on the induced activi­
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t ies  in  the sample wi th  a Ge(L i )  detector  sys l .cm„ Act iv i t ies  werc^ ident i ­
f ied by both the i r  t rans i t ion energ ies and ha l f  l ives.  Poss ib le  t roublesome 
act iv i t ies  are noted in  the d iscuss ion o f  the ind iv idual  e len ic în ts  be low.  
Only  act iv i t ies  which could in f luence the measurement  o f  the pr imary 
act iv i ty  are considered.  Severa l  o ther  act iv i t ies  whic l i  were found are neg­
l ig ib le  for  one or  more o f  the fo l lowing reasons:  F i rs t , ,  react ions which 
occur  in  low isotop ic  abundant  isotopes produce on ly  smal l  amounts o f  res idu­
a l  act iv i t ies  in  the sample.  Second,  some o f  the act iv i t ies  produce on ly  
gamma rays whose energy is  below the d iscr iminator  o f  the count ing system. 
The count ing system uses in tegra l  d iscr iminat ion wi th  the d iscr iminator  set  
jus t  below the energy of  the in ternal  t rans i t ion.  F ina l ly ,  some act iv i t ies  
may be e l iminated by the i r  ha l f  l ives.  The ha l f  l i fe  may be so shor t  that  
most  o f  the act iv i ty  decays before the sample is  p laced in  the count ing sys­
tem or  the ha l f  l i fe  may be so long that  i t  can be t reated as addi t ional  
background in  the decay curve f i t t ing.  
The nuclear properties of the three isotopes studied are summarized In 
Table 2. References are l isted for entries in this table. Properties which 
required accurate knowledge for these experiments were either experimentally 
determined or found in recent references. Also indicated in Table 2 are 
the physical properties of the samples used in these experiments. 
1. Barium 
Natural barium contains seven stable isotopes and barium-138 has an 
isotopic abundance of 71.66 percent. A photoneutron reaction in barium-lgB 
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Table 2. General nuclear i nformation for the three , experiments and proper-
ties of the sampl es 
Property Ba-138 Ce-140 Nd-142 
Neutron number N 82 82 82 
Proton number Z 56 58 60 
Atomic number A 138 140 142 
Isotopic 
abundance (25)^ 71.66% 88.487, 27.117 
Residual nucleus 
from (Y ,n) 
reaction 
Bn-137 Cc-139 NrJ-141 
Metastable state 
decay mode (21) 
IT 
662 keV 
IT 
745 keV 
IT 
760 keV 
Metastable state 
half l ife (21) 2.6 min 58 sec 63 sec 
Ground state 
decay mode (21) Stable 
e; 
! 66 keV Y 
G , P , lol5* ® * ® j  
1 .30 MeV 7' s 
Ground state 
half 1ife (21) — 140 days 2.5 hr 
Threshold for 
reaction to the 
ground state (26) 
8.541 MeV 9.038 Mel/ 9.809 MeV 
Sample diameter 3oO cm 3.0 cm 3.0 cm 
Sample thickness 0.6 cm 0.3 cm 0„3 cm 
Sample densi ty 3.5g/cc 6.7g/cc 6o95g/cc 
Radiation 
length (27) 3.02 cm 1.13 cm 1.04 cm 
^Reference numbers are contained in parentheses. 
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leaves the residual nucleus barium-137. The ground state of barium-137 is 
stable and the metastable state has a 2.6 minute half life and decays by 
a 662 keV internal transition. 
From the Ge(Li) spectra only one activity was found which could affect 
the measurement of the primary activity. This activity was the 53 minute 
half life decay of the metastable state of cesium-135 due to the (Y,pn) reac­
tion in barium-137 and the (y^p) reaction in barium-l36. The decay produces 
an internal transition gamma of 740 keV and a cascade gamma of 890 keV, both 
of which were seen in the Ge(Li) spectra. The method by which this extrane­
ous activity was treated will be discussed in the chapter which presents 
the results for the barium cross section. However it should be noted that 
this activity is at most three percent as strong as the primary activity. 
2. Cerium 
Cerium mass number I40 has a natural abundance of 88.48 percent. There 
are two other stable isotopes of cerium and one naturally occurring isotope 
which is radioactive. The product of a photoneutron reaction in cerium-l40 
is cerium-l39, whose metastable state decays by a 745 keV internal transi­
tion to the ground state with a 58 second half life. The ground state of 
cerium-139 is also radioactive but has a 140 day half life and decays exclu­
sively by electron capture which is sometimes accompanied by a 166 keV gamma 
ray. Both the long half life and the fact that no high energy gamma rays 
are produced eliminate the ground state decay as a troublesome extraneous 
activity. 
There v\'ere no activities found in the Ge(Li) spectra which couid become 
a problem in measuring the primary activity. One unusual activity was found 
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both in the cerium and barium samples spectra. Gamma rays were identified 
which could only be ascribed to the decay of sodium-24. This activity was 
27 9 2k the result of the reaction A1(7, He) Na. For these experiments the activi­
ty could be ignored because the reaction threshold occurs at 23.71 MeV, above 
all but the last ^ 1 MeV of the energy ranges. Also the half life for this 
activity is long (15 hours) compared to the half lives of the measured ac­
tivities. The reaction is mentioned only because of its unexpected strength, 
3« Neodymium 
There are six stable isotopes of neodymium and one naturally occurring 
radioactive isotope. Neodymium-142 has an isotopic abundance of 27.11 per­
cent. The metastable state of neodymium-l4), the residual nucleus from a 
photoneutron reaction in neodymium-l42, decays to the ground state by a 76O 
keV internal transition with a 63 second half life. The ground state of the 
residual nucleus is also radioactive and has a 2.5 hour half life. A small 
percentage of the ground state decays produce gamma rays with energies above 
the discrimination level of the counting system. However the half life is 
long enough so that this extraneous activity can be treated as additional 
background. 
Two activities were noted in the Ge(Li) spectra as potential interfer­
ences in the measurement of the primary activity. The first extraneous ac­
tivity was the 1.8 hour decay of neodymium-l49 which is the result of the 
'^°Nd(Yjn)'^^Nd reaction. This decay produces many gamma rays most of which 
were below the discriminator of the counting system. The highest energy 
gamma present in this decay was at 6;)0 kev, in any uêse the half life for 
this activity is long compared to the 63 second primary activity and again 
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may be treated as additional background. The second extraneous activity 
is more subtle in its effect. The source is the 3.4 minute decay of 
praseodymium-l40 produced by (Y,pn) reactions in neodymium-l42 nuclei. 
Praseodymium-l40 decays approximately f ifty percent of the time by emis­
sion. Although the energy of a single annihilation gamma is below the dis­
crimination level of the counting system, the sum of energies for both 
annihilation gamma rays is not. The sum peak for the counting system used 
is less than one percent of the single annihilation peak. Again this prob­
lem will be discussed in detail when the results for neodymium are 
presented. 
Finally, one more problem not related to extraneous activities but 
directly related to the presence of other stable isotopes in the samples 
requires discussion. The (7,2n) reaction in neodymium-l43 and the (7,3") 
reaction in neodymium-144 can lead to the same residual activity measured. 
Thus it should be noted that the cross section for both these reactions 
will be included in the total measured cross section. The same comment 
must be made for cerium. In this case, only the cross section for the 
(7j3n) reaction in cerium-142 will be included. 
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III. DETAILS OF THE EXPERIMENTAL EQUIPMENT AND PROCEDURE 
A. Irradiation Equipment 
The source of photons used in these experiments was the thin target 
bremsstrahlung beam from one of the General Electric 70 MeV electron synchro­
trons located at the Iowa State University Synchrotron Laboratory, 
The synchrotron magnet is energized by an A.C. current source at 58 H z ,  
and acceleration occurs during the positive going quarter cycle. Electrons 
are injected at 60 kilovolts into an evacuated ceramic doughnut and are cap­
tured by the magnetic guide field which confines the electrons to a circular 
orbit with a mean radius of 27 centimeters. During the first 120 microseconds 
after injection the electrons are accelerated by betatron action, then a 
radio frequency excited cavity provides acceleration for the remainder of 
the cycle. 
At the desired energy the electrons are caused to oscillate out of their 
Stable orbit into a thin tungsten target. (This procedure is called knock­
out.) The procedure for resonant excitation of the electron beam used for 
knockout is described fully in references (28, 29). Knockout is achieved 
by a pulse of high current (generated by the spark discharge of a capacitor) 
through a set of copper coils attached to the ceramic doughnut. The magnetic 
f ield generated by this current changes the gradiant of the guide field which 
causes the electron orbit to become unstable and the electrons to oscillate 
into the target. 
Effective energy control is obtained by triggering the spark discharge 
of the knockout system at the proper time. A detailed description of the 
energy control system Is contained In reference (30). 
when the e lect rons s t r ike the tungsten target ,  bremsstrah lung photons 
are created.  This  beam o f  photons passes through the ceramic wal ls  o f  the 
doughnut  and is  then co l l imated.  The co l l imated beam passes through the sam 
p ie ,  through a ho le in  a concrete and s tee l  sh ie ld ing wal l  and f ina l ly  
through the rad iat ion moni tor .  A schemat ic  d iagram of  the i r rad ia t ion ge­
ometry  is  shown in  F igure 3» 
1. Energy control and calibration 
Since the yield curve measurements involve repeated runs at the same 
energy and at small energy intervals, i t is important that the energy con­
trol system be capable of reproducible and stable electron energi^So The 
system developed in this laboratory has been shown to have a stability and 
reproducibility of + 6 keV ( 24, 30). A short description of the energy con­
trol system and its calibration follows. 
In a synchrotron the momentum of an electron in a fixed orbit is direct 
ly proportional to the magnetic f ield strength. Since I.he magnetic f ield 
varies as a function of time, the field can b; determined by measuring the 
voltage induced in a closed conducting loop placed in Lhe f ield. The system 
for the synchrotrons in this laboratory has an annular loop centered on the 
electron orbit and lying flush against the pole picce below i;he doughnut. 
The voltage induced in the loop is integrated and compared to a preset vol­
tage by a very stable feedback circuit. The preset voltage is proportional 
to the desired energy and is supplied by an ultrastable reference source, 
a Princeton Applied Research Model TC-100.2R. The reference source is read 
by a Hughes Model 5OOOA digital voltmeter (referred to as the HAK-UVM) which 
Figure 3. Sample irradiation geometry and block 
diagram of the dose monitor system. 
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is connected to the SDS 910 computer. When the integrated voltage reaches 
the preset voltage, a pulse triggers the spark discharge; and the beam is 
knocked into the target. 
As pointed out above the momentum of the electrons is linearly propor­
tional to the magnetic field strength and thus to the integrated voltage 
of the integrator coil. Integration of the voltage is started by the signal 
from a small coil monitoring the change in direction of the magnetic field. 
Therefore the momentum of electrons is given by 
p = (AV + B) / c (2) 
where V is the integrated voltage, c is the speed of light and A and B are 
the calibration constants. B is determined by measuring the momentum at 
zero voltage. The slope A is found by calibrating against the sharp break 
in the photoneutron activation curve of oxygen-l6 at 17.28 MeV. The kinetic 
energy of a relativistic electron is related to its momentum by 
(pc)^ = E^(E^ + 2m^c^) (3) 
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where m^c is the rest mass of an electron. By combining Equations 3 and 4 
the calibration equation for electron energies is 
E^ = [(AV + B)^ + m^c^]*/^ _ m^c^ . (4) 
The energy was calibrated four times during the twelve months which 
spanned the three experiments, once before each experiment and again fol­
lowing the final experiment. The calibration did not change within the es­
timated error of the measurements. The estimated calibration error on the 
17.28 MeV break is + 25 keV, and the error in determining the momentum at 
zero voltage is negligible compared to that. 
2„ Acceleration dynamics 
For the reasons outlined in Chapter M the yield of residual radio­
activity in these experiments is low. Therefore to minimize statistical 
errors the highest possible beam intensity must be obtained from the accel­
erator, Many factors in both injection and acceleration dynamics are involved 
in maximizing the beam intensity. Complete discussion of these factors is 
outside the scope of this thesis. However before and during each experiment 
optimization of beam intensity was an important consideration. 
Two problems associated with acceleration dynamics—which should be 
discussed more fully--are the possibilities of scraping out electrons on 
the target during acceleration and shifting of the photon beam direction as 
a function of energy. Both problems are basically dependent on the radial 
position of the target and the radius of the stable orbit. 
If the radius of the stable orbit is too close to the target, electrons 
can be scraped out at various energies up to the operating energy. The pho­
tons produced by these electrons can alter the shape of the bremsstrahlung 
spectrum incident on the sample and radiation monitor. The problems associ­
ated with changes in the shape of the photon spectrum shape have been dis­
cussed in Chapter II Section C. 
Energy dependence of the photon beam position is called "beam swing". 
The most important problem created by beam swing is that it again changes 
the shape of the photon spectrum due to increased scattering from the walls 
of the collimator. A secondary problem is that the beam will activate dif­
ferent parts of i.iie ian.ples 33 the beer Therefore since the sample 
can have slight nonuniformity, the sample normalization can change; and 
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since the center of activity in the sample is moved, the response of the 
counting system can also change. The next subsection describes the method 
used to measure beam swing. 
The stable orbit radius of electrons in the synchrotron is fixed by 
the radio frequency used in acceleration. Both the radio frequency and the 
radial position of the target were adjusted to minimize the problems described 
above. It should be noted that both beam swing and the percentage of elec­
trons scraped out should vary slowly as a function of energy. Thus it is 
not expected that these effects can produce false structure in the cross 
section, 
3. Photon beam col 1imation 
The collimator is a cylinder (23 centimeters in length and 7 centimeters 
in diameter) of lead shot mixed with epoxy cement cast around a somewhat 
longer stainless steel tube. Inside the stainless steel tube is a tapered 
lead insert with an entrance port diameter of 1.25 centimeters and an exit 
port diameter of 2.40 centimeters (subtending a 0.021 redian half angle). 
Thé lead shot epoxy cement mixture is used to reduce eddy current heating 
since the collimator is located in the fringe of the magnetic field. The 
beam tube is tapered to reduce photon scattering off the collimator walls. 
To prevent photon scattering from the walls and the resulting modifi­
cation of the spectrum, the collimator axis was carefully aligned with the 
center of the beam before each experiment. The entrance port of the colli­
mator was centered on the beam by measuring the activity induced in small 
copper disks as a function of their distance from the center of the collima­
tor. The copper disks were uniformly spaced along vertical and horizontal 
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l ines through the center of the collimator. (The array is called a "copper 
cross"») The copper cross technique allowed positioning of the collimator 
to within O.3 mm of beam center. Alignment of the exit port of the colli­
mator was performed by exposing X-ray film. 
The copper cross technique was also used to measure beam swing. Crosses 
were irradiated at several energies (usually 20, 30 and 40 MeV) and the beam 
positions at these energies were noted. After adjustment of the target posi­
tion and the radio frequency, no beam swing was observed within the error 
of the method. 
After passing through the collimator and sample (The sample holder is 
mounted on the end of the collimator.), the beam passes through a hole in 
the center of a concrete and steel shielding wall. The wall is 2.4 meters 
wide, 2.5 meters high, 0.8 meters thick and is 0.7 meters from the end of 
the collimator. The hole through the wall is larger than the beam, so that 
no scattering of the beam will occur in passage through the wall. Alignment 
of the hole is done by exposing X-ray film to the photon beam. In these 
experiments the only purpose served by the wall was to shield the radiation 
monitor from scattered radiation. 
B. Dose Monitor System 
Finally after passing through the wall the photon beam is incident 
on the ionization chamber of the dose monitor system which is located ap­
proximately 3.4 meters from the end of the collimator. The centering of 
the chamber in the beam was again done by exposing X-ray film. Figure 3 
also contains a block diagram of the dose monitor system. 
The ionization chamber used is a replica of the type P2 chamber designed 
and calibrated at the National Bureau of Standards by J.S. Pruitt and S.R. 
Domen (3'). Charges produced in the ionization chamber are collected on a 
0.1 microfarad capacitor which is connected to the input and feedback ter­
minals of a Gary Model vibrating reed electrometer. The voltage output 
of the electrometer is proportional to the dose of radiation received by the 
sample and thus to the integrated production of residual activity in the 
sample. Output voltage of the electrometer is recorded by a Hughes Model 
5000A digital voltmeter (referred to as the Cary-DVM) connected to the SDS 
910 computer. 
A positive pressure of 4.2 pounds per square inch of dry nitrogen is 
maintained in the ionization chamber. This precaution reduces any effects 
due to variations in atmospheric pressure and relative humidity. An insert 
receptacle is located on the ionization chamber in which a strontium-90 stan­
dard source can be placed. The standard source was used to monitor drifts 
of the dose monitor system during the experiments. 
In the passage of the beam through the sample some of the beam will 
be removed both through atomic and nuclear processes. To correct for sample 
absorption radiation dose measurements were made at 2„5 MeV intervals from 
10.0 to 25.0 MeV for the three samples, with the sample in and with the sample 
out of the beam. Normalization was provided by an off beam ionization cham­
ber connected to a second electrometer. The transmission factors found in 
this manner were constant over the energy range. The values were O .936O for 
barium, 0.9185 for cerium and O .919U tor neodymiunu in uLiu 1 wuius, LuLwv ,1 
six and eight percent of (he photon beam was remov^^d by the sample. 
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C. Radioactivity Counting System 
The radioactivity counting geometry and a block diagram of the counting 
system electronics are shown in Figure k. Illustrated in the diagram is one 
counting system of three identical systems. (Each system will be referred 
to as a "house".) The discussion below will describe one of these houses. 
Two 3X3 inch cylindrical Nal(Tl) scintillation crystals are mounted 
in face to face geometry with space between just sufficient to insert the 
sample and holder. The space between crystals is kept to a minimum to ob­
tain the maximum efficiency from the crystals. Attached to each crystal is 
an EMI 9531B photomultiplier tube which is connected to a preamplifier cir­
cuit. All preamplifiers are supplied in common by a NJE 50 volt power sup­
ply operating at 25 volts. The preamplifier provides both positive and nega­
tive analog signals. 
Stability of the counting system Is maintained by using Cosmic 
Radiation Laboratory Model lOOlB Spectrastat high voltage power supplies 
for the photomultiplier tubes. The positive analog pulses from a preampli­
fier are input to one of these supplies. Through a single channel analyzer, 
a peak in the spectrum is monitored. Any gain changes in the detector are 
compensated for by an automatic adjustment of the high voltage to restore 
the peak to the center of the analyzer window. 
As noted earlier the half lives of the metestable state activities mea­
sured in these experiments were short compared to the total counting time. 
If the spectrum peaks produced by these activities were used to stabilize 
the detectors, the spectrastats might not continue to stabilize as ihe peak 
intensity approached background. To avoid this problem a wnak long lived 
source was placed in each counting house. The source chosen was tin-113 
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which has a 393 keV peak and a 118 day half l ife. This source was used be­
cause its peak fell in the flat portion of the Compton spectrum from the 
measured activity and thus insured there would be minimum skewing of this 
peak at high primary activity rates. Skewing of the stabilization peak could 
have caused a count rate dependence in the measured counts. 
In Figure 4 the counting circuit is shown by a block diagram. Negative 
analog signals from a detector preamplifier are discriminated. Signals above 
the discrimination level produce logic signals which are mixed with the sig­
nals from the discriminator associated with the other detector in a house. 
Finally the signals are counted by a scaler. Details of the counting cir­
cuit are discussed below. 
The negative analog signals from a preamplifier are discriminated by 
an EG&G TIOOA discriminator. This discriminator is an integral type; i.e., 
signals which exceed the preset discrimination level (threshold) produce 
negative logic pulses at the output connectors. The time delay for resetting 
the discriminator, after a signal above the discrimination level is detected, 
is set by one half of the Discriminator Auxiliary unit (a capacitive delay 
network). Discriminator delay time was set to prevent multiple pulsing, 
due to resetting the discriminator while the analog signal is still above 
threshold. The nominal delay time for all discriminators was one microsecond. 
Delay time also set the width of the output logic signals; however, these 
signals were clipped to 20 nanoseconds by a shorted delay line. 
Clipped output logic signals from the two discriminators of a house are 
mixed in a simple diode nuAM.à r.etwork. The are verv fast HP582-
2800 hot carrier diodes. In the process of clipping and mixing the logic 
signals the pulse height is reduced. Therefore the mixed negative logic 
35 
pulses are routed to another EG&G TlOOA discriminator used essentially as 
a buffer amplifier» Negative logic signals are finally counted in one half 
of a TSI Model 1535 dual 100 MHz scaler which is connected to the SDS 910 
computer. Outputs of the second and third houses are counted in the other 
half of this scaler and in one half of another TSI Model 1535 scaler respec­
tively. 
It can be shown that the dead time of the counting system for one house 
is half the average dead time of the two discriminators plus the dead time 
of the mixer. The dead time of the TlOOA discriminator is specified by the 
manufacturer as twice the delay time (two microseconds), but measurements 
indicate that the dead time varies between 1.2 and 1.5 microseconds for the 
six discriminators. This measurement is made by connecting the output of 
a double pulse generator to a discriminator and observing the discriminator 
output on an oscilloscope. As the delay between the two pulses is reduced, 
two output pulses are produced by the discriminator until the delay is less 
than the real dead time. Within the dead time of the discriminator the two 
input pulses produce a single output pulse. In this manner the real dead 
time could be determined very accurately. 
in addition to dead time losses the detectors were subject to another 
count rate effect. As the count rate was increased a small uncompensated 
gain shift was noted. This gain shift was in the direction to increase the 
number of counts above the discrimination level, thus in opposition to dead 
time losses, in fact the increase in counts due to this effect was on the 
mrHmr of maonitude as the losses due to dead time at least at high count 
rates. The treatment of count rate effects will be outlined in the next 
chapter. 
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Threshold levels of the individual discriminators were set by observing 
the coincidence spectrum between the negative analog signals and the logic 
signal output of the discriminator on a Nuclear Data Model I5OM multichannel 
analyzer. In general the threshold was set in the valley betwncn the full 
energy peak of the measured gamma ray and its Compton edge. A specific 
problem arose in the neodymium experiment. As explained in Chapter II.D.3., 
one of the extraneous activities produces a 65O keV gamma ray. Although 
the spectrum peak due to this gamma ray was small, it was observed. The 
discriminaticr. level was not adjusted to set either on this peak or in the 
limited valley between it and the 7éO keV primary peak because this might 
result in a decrease in stability. Instead the discrimination level was 
set in the broader and deeper valley between the 65O keV peak and the 
Compton edge 500 keV) of the primary gamma ray. Therefore drifts in the 
discrimination level produced a smaller change in the total number of 
counts. However this also meant that some additional extraneous activity 
was included in the counting, but as pointed out in Chapter II the half 
l ife of this activity is long and can be treated as additional background. 
To monitor long term stability of the counting system during the ex­
periment and short term stability before the experiment, standard sources 
were used. The sources used for the neodymium and cerium experiment em­
ployed the mother-daughter decay of zirconium-95 (which decays to niobium-
95). The half lives of these nuclei are 65 days and 35 days respectively 
and produce three gamma rays all with energy near 76O keV. For the barium 
experiment sources of re$ium-l%7 were used. Cesium-l37 has a 3.O year 
half l ife and emits a 662 keV gamma ray. (Cesium-137 decays to the meta-
stable state of barium-137, the same activity measured in this experiment.) 
Before each experiment the stability of the counting system was monitored 
by taking a continuous series of approximately three minute counts in each 
house. Within periods of several hours there were no drifts observed, but 
over longer periods slow drifts were seen (less than O.3 percent). During 
the experiments standard sources were counted periodically to monitor such 
drifts. The data could later be corrected for counting system drifts. 
A comment on terminology should be made. In the remainder of this 
thesis the procedures for monitoring drifts in the dose monitor system and 
the counting system are referred to as "standard doses" and "standard counts" 
respectively. 
Finally the relative efficiency of each house was not the same. To 
obtain normalization factors, yield measurements (at 40 MeV) similar to those 
used for sample normalization were made, and the house normalizations were 
calculated from these yields. This set of yields along with the sample nor­
malization yields are referred to as sample and house normalization runs. 
Do On-Line Computer System 
An integral part of the experimental equipment for these experiments 
was the Scientific Data Systems 9IO computer. The program used by the com­
puter for these measurements was entitled FACTORY IV (FACTORY III for the 
neodymlum experiment). There were, for the most part, only minor differences 
between the two versions of this program. Any important differences will 
he noted. 
A detailed description of the SDS 910 computer is outside the scope of 
this thesis. However a short discussion of its ninjui features :2 wccccccry 
for the material to follow. The computer has 8I92 words of core storage 
(24 bits per word), an eight microsecond cycle time and sixteen priority 
interrupts. Input/output devices are a paper tape reader, a paper tape punch, 
card reader, teletypewriter and an oscilloscope display. Data acquisition 
devices including the two digital voltmeters (PAR-DVM and Cary-DVM) and the 
three scalers are connected to the computer through the remote interface 
unit. Specifically, these devices are connected to parallel input registers 
in the remote interface which can be read directly into memory. The remote 
interface also contains four sense lights whose status can be interrogated 
by the computer, a set of digital thumbwheels connected to a parallel input 
register and two interrupt buttons. Finally, the synchrotron injector switch 
is also connected to an interrupt. 
In the previous chapter a short description of an experimental run was 
presented. A more detailed description including the role of the computer 
can now be given. After placing a sample in position for bombardment the 
sample number is dialed on the thumbwheels, and the energy reference voltage 
Is dialed on the PAR, To start the run the sense light associated with the 
counting house to be used Is turned on, and the beam is turned on with the 
Injector switch which sends an interrupt signal to the computer. If no er­
rors are detected by the interrupt routine, such as a run already in progress 
In the house selected, control Is transferred to the proper routine; and the 
run is allowed to proceed. The computer then reads the PAR-DVM, calculates 
and stores the energy, releases the shorting switch on the input to the elec­
trometer and records the Cary-DVM reading. All of this is completed within 
a few milliseconds after the beam is turned on. 
The computer then waits for the completion of the first dose time In­
terval, At the end of this time and at the end of subsequent dose time 
intervals, the Cary-DVM is read and the contribution(s) to the total corrected 
dose(s) is (are) calculated. Individual Cary-DVM readings are stored in 
memory for output at the end of the run. When the irradiation time is fin­
ished, the computer shuts off the beam, zeros the electrometer (reconnects 
the shor t ing swi tch)  and reads the sample  number  f rom the  thumbwheels .  A 
fixed time is then allowed to transfer the sample to the counting house. 
At the end of this time the computer starts the series of counting intervals, 
reading and zeroing the correct scaler after each interval and storing the 
counts in memory. 
Finally, when all counting intervals are completed, the least squares 
fit to the decay curves is calculated; and the yield(s) is (are) also cal­
culated and corrected by sample and house normalizations. Then all the in­
formation collected during the run is typed by the teletypewriter and is 
punched on paper tape. Punched paper tape is later converted to cards. 
One of the differences in the versions of FACTORY concerned the type of out­
put routine used. The interlaced output feature of the SDS 910 was used in 
FACTORY IV. Without going into details the use of this feature allowed the 
routine to transfer out of the output section as soon as the required infor­
mation was stored in a buffer area of memory. Output was then completed 
on a cycle stealing basis, and the computer could proceed with other tasks. 
The normal output mode was used in FACTORY Ml and thus the routine had to 
wait in its output section until all information had been processed by the 
teletypewriter and paper tape punch. The interlaced output mode was, of 
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All timing for the experiment was controlled by the computer. An in­
ternal crystal controlled clock generated an interrupt every tenth of a 
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second. The experimental t im ing  was then handled by a clock interrupt rou­
tine. Timing parameters and, in fact, all other required parameters such as 
half lives, samples and house normalizations, etc. could be read into the 
program through the teletypewriter. 
In addition to the yield runs described above, the computer controlled 
and recorded the data for the standards which monitored drifts in the dose 
system and the counting system. In a general standard (standard dose and 
standard counts in all three houses) the strontium-90 source was placed in 
the ionization chamber, and the standard counting sources were placed in the 
three houses. The particular combination of sense lights for this type of 
run was then turned on, and one of the interrupt bottons pressed. The sense 
light combination was decoded by an interrupt routine; and with the condition 
that no errors were detected, control was transferred to the routine which 
performed standards. A timed count in each of the three houses and the dose 
measurement were started by this routine. At the end of a f ixed time (3.0 
minutes for neodymium and 2,5 minutes for barium and cerium) the scalers and 
the Cary-DVM were read. The results were then typed by the teletypewriter 
and punched on paper tape. Note that for FACTORY 111 output of standards 
occured only on the teletypewriter. 
Another procedure was also used to monitor drifts in both the dose sys­
tem and the counting system. At definite intervals during an experiment the 
yield was measured at a fixed energy (40 MeV). These yield measurements were 
identical to those described above except that they were always run at the 
same enerav. An energy of 40 MeV was chosen to minimize statistical errors. 
Yield measurements of this type are referred to as "standard runs". 
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The next two subsections outline the methods used in the FACTORY routine 
to calculate corrected dose(s) and least squares fits to the decay curves. 
Although only one activity and two series of counting intervals were used 
in these experiments, both versions of FACTORY were capable of handling up 
to three independent activities and up to three series of counting intervals. 
Thus the general case will be derived. 
For the most part the derivations contained in the next two subsections 
follow standard methods. Therefore the inclusion of these derivations is 
not completely necessary. However because specific applications to the pres­
ent measurement are derived, the derivations are considered important for 
reference. 
1o Corrected dose calculation 
As pointed out previously the dose monitor voltage is proportional to 
the number of residual nuclei produced. Since some of the radioactive nuclei 
produced will decay during bombardment, the dose monitor voltage must be 
corrected for these decays to obtain a dose proportional to the total number 
of radioactive nuclei at the end of the bombardment. 
If I (t) is defined as the rate of change of dose monitor voltage (pro­
portional to the instantaneous production of residual activity), the normal 
differential equation for radioactive nuclei production and decay can be 
written 
do ( t )  
-ar---Va(') <5) 
where D (t) is the corrected dose proportional to the number of radioucLivc 
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nuclei of type a present at time t and is the decay constant for that 
activity (x^ = 0.693/ where is the half l ife; a = 1,2,3). 
The general solution of Equation 5 is 
-X (t?) .^2 
DgCtj) = +e j e l(t)dt . (6) 
' l 
For the present case t^ = 0 and t^ = T|^ (bombardment lasts from time 0 to 
Tj^) and 0^(0) = 0 (no radioactive nuclei initially present). Then 
T. At 
D (T.) = e 3 V e ^ 1 (t)dt . (7) 
a D -J O 
Since the dose is read at discrete intervals t. = iAt^ (i = o,l,...,n; where 
/\ty = Tyy^), only dose increments are known, 
t. 
AD. = D(t ) - D(t ,) = f ' l(t)dt , (8) 
I  I  I - I  . J  
^ i - 1  
The integral in Equation 7 may be subdivided into the.same Intervals for 
which the dose is measured. Equation 7 becomes 
Although |(t) Is a rapidly varying and unknown function, e 
is slowly varying in the interval Atj^ as long as 6ty« T^. It is then rea­
sonable to approximate this function by its value at the midpoint of ihe 
interval. Using this approximation and Equation 8, the equation used in 
calculating the corrected dose is obtained, 
n TT, - (i-1/2) At J 
D.t 
i = l 
Da(Tb) = %, e ° . I'u, 
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A corrected dose is calculated for each of the three possible independent 
activities. 
2. Least squares fitting 
The method of least squares fitting is a generally employed technique 
and is only summarized here, but the specific equations used by FACTORY 
are presented. 
Referring back to Equation 5 in the previous subsection, the general 
differential formula for radioactive decay is 
d A ^ ( t )  
dt - (") 
where A^(t) is now the number of radioactive nuclei of type a present at 
time t (a = 1,2,3). Solution of this equation for the number of counts re­
corded by the detector in the interval t. to t. + At . due to activity a 
'  I  I  C I  
(ignoring both count rate and efficiency parameters of the detector) is 
Cai = A/T)(1 - e ^ c')e ^ ' (12) 
where T is the time at the beginning of the counting. The total number 
of counts seen by the detector for several independent activities and back­
ground is therefore 
C; = % Agfa; ('3) 
a=o 
where the notation f^.=(l-e )e is used. 
2 
The least squares fit is performed by defining the statistic % in 
terms of the measured counts u.. their uncertainty G. «anu Lîic TilLed counts 
C j ,  
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= S (C.-C.)^/ a? = S (Cj - % A f )2/ a? . (14) 
•  I  1  I . I  d  3  I  I  I I a=o 
2 
Minimizing % with respect to the coefficient for activity b the following 
equation is obtained. 
1%; = :  (C; - Z Aa'ai'fbi/° CS*) 
b I a=o 
which can be rewritten as the matrix equation 
where 
S " ^ Vab (15b) 
3—O 
^b" ? C;fb;/ c! (15c) 
I  
and 
^ab " ? ^ai^bi/ ^i ' (^^d) 
I  
2 Inversion of Equation 15d gives the minimum % (least squares solution) 
\ = J ^'1 % ('6a) 
b=o 
with an uncertainty given by 
• ('6b) 
Normally the Z matrix Is called the "curvature matrix" and its inverse the 
"error matrix". 
Once fits for the number of radioactive nuclei (of up to three activi­
ties) present at the beginning of the counting and the corresponding cor­
rected doses are obtained, calculation of the yields and their errors 
is straight forward. The yield of activity a is A /D and the error is d 3 
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AA /D . These quantities can then be corrected for the decay of the activi­
ty between the end of the irradiation and the start of counting and for sam­
ple and house normalizations. 
46 
IV. DESCRIPTION OF DATA REDUCTION PROCEDURES 
During the course of an experiment data for individual yield measure­
ments were obtained from the SDS 910 program FACTORY (III or IV). All data 
obtained in each run required for further processing were punched on paper 
tape. Punched paper tape was later converted to cards. 
Complete information was printed out by the teletypewriter for examina­
tion during the experiment. A very important quantity contained in this in­
formation was, of course, the calculated yield. Although yields were cal­
culated and reduced to final form by the data reduction procedures following 
the experiment, a general monitor on the results of the measurements was 
both convenient and necessary. Yields were plotted as a function of energy 
and examined soon after they were output. Any suspicious points were rerun. 
Besides pinpointing individual bad runs, examination of the yields indicated 
several equipment failures and procedural errors which might have otherwise 
gone undetected until the end of the experiment. 
The general purpose of this chapter is to describe the procedures for 
processing the data into its final form, cross section curves. This descrip­
tion is most easily presented by discussing the three major computer programs 
used in processing the data. The first of these programs, PFF II, was used 
to refit the decay curve for each run. Reduction of the uncorrected yields 
to final yield curves and statistical analysis of the yields were performed 
by the second program, APU. The final program, CLSR, was used to obtain 
cross section solutions from the yield curves. These programs were run on 
the Iowa State University Computation Center's IBM 360/6$ computer and were 
written in FORTRAN. 
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A. PFF II Routine 
The name PFF is an acronym for Post FACTORY Fit. As the name implies 
PFF II is used to refit the decay curves measured by means of FACTORY» The 
routine consists of two independent subroutines for fitting such decay curves. 
One subroutine (HLFIT) is intended for production runs, once all fitting 
parameters except the initial number of radioactive nuclei of each activity 
are known. The other subroutine (CURFIT) allows any of the fitting parame­
ters to be specified unknown. Then the fitting is performed for all unknown 
parameters. Both subroutines use a least squares technique to determine the 
optimum fit to the data. Up to four independent activities and background 
are allowed in PFF 11. 
In the previous chapter the least squares technique as applied to radio­
active decay was described. The method described is specifically a linear 
least squares analysis since the fitting function is linear in the unknown 
parameters (the initial number of radioactive nuclei of each activity and 
background). Exactly the same technique is used in the subroutine HLFIT 
of PFF 11. When used for production runs, the decay curve for each run is 
refitted and then the information required by APU is punched on one card 
per activity. This information Includes the fitted initial number of radio­
active nuclei and the error in that number. 
The subroutine CURFIT uses essentially the same fitting function as 
formulated in Chapter III, Equation 13; however, when any one of the decay 
constants is considered unknown, this function is no longer linear in the 
parameters. Tl.e genera: prcblc" of ncn-l ine?»* 1»%=^ fntiarp.s analysis is still 
2 to minimize % with respect to each of the unknown parameters simultaneous­
ly. It is usually not convenient to derive an analytical expression for 
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2 
calculating the parameters of a non-linear function. Instead x must be con­
sidered as a continuous function of the parameters and the hypersurface des-
2 
cribed by % must be searched iteratively for the appropriate minimum. Sev­
eral search procedures have been developed. The method used by CURFIT is 
known as the "gradient-expansion algorithm" (32, 33). This algorithm com­
bines the best features of a gradient search with the method of linearizing 
the fitting function by first order expansion, A gradient search approaches 
2 the minimum % rapidly from far away but does not converge quickly from points 
nearby while the opposite is true for the expansion method. Thus the algo-
2 
rithm permits rapid convergence from points near or far from the minimum % . 
Parameters which were allowed to be independently classified as known 
or unknown were the decay constants, the count rate dependence parameter 
(arbitrarily called "slope") and the background. The number of radioactive 
nuclei of each activity was always considered unknown. Usually an initial 
estimate of each unknown parameter (except initial activities) was given to 
the program. 
The functional form of the fitting equation has been derived in 
Chapter III.D.2., Equation I3. Reiterating, the calculated number of counts 
in the ith time interval is 
Ci = % Vai (17) 
a=o 
"^a^^civ 
where f , = (1 - e )e and A is the initial strength of the 
a I a 
ath component (for background f^. = 1). Although count rate effects have 
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been discussed, they have not been included in the fitting Function. In thr-
discussion of count rate effects, two such effects were described—dead time 
and gain shift. 
The dead time effect can be simply formulated. If - is defined as the 
time following a real event in which the counting electronics is insensitive 
to other real events, the fractional dead time is CT where c is the measured 
count rate. For a true count rate c, the number of counts lost per unit 
time is CCT. Therefore, the measured count rate is 
c = c - CCT „ (18a) 
Solving for c or c 
c = —, (18b) 
1 - CT 
c = J + • (I8c) 
Before proceeding with a description of the gain shift effect, an esti­
mation of the size of the dead time losses can be made. The maximum count 
rate for a regular yield run in either the cerium or barium experiment was 
2,000 counts per second. Count rates for the 40 MeV standard runs were about 
6,000 counts per second. Neodymium count rates were approximately one third 
of those rates. Dead times for the three houses were on the order of one 
microsecond. Thus dead time losses were a maximum of 0.2 percent for the 
cerium and barium experiments (0,6 percent at 40 MeV) and less than 0.1 per­
cent for neodymium (0.2 percent at 40 MeV). From these estimates it can 
be seen that the dead time effect was not a severe problem. Also since the 
gain shift Increased the counts above the discriminator threshold, the over­
all count rate dependence was even smaller than these estimates. 
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Although the functional form of the gain shift effect cannot be derived 
exactly, a reasonable approximation can be made. By measuring the position 
of a peak in the spectrum as a function of count rate, it was found that 
the gain shift was approximately proportional to the true count rate. (The 
gain shift is probably due to saturation of the pulse transformer used to 
invert the analog pulses routed to the Spectrastat high voltage supply,) 
The effect of a gain increase is to increase the number of counts above 
the discriminator level, if it is assumed that the number of counts (per 
small energy increment) near discriminator threshold is proportional to the 
measured count rate, then the counts gained per unit time is CCT ' where T' 
Is the combined proportionality constant. At high count rates where gain 
shift effects are important, this assumption is fairly good since background 
can be ignored. With this approximation to the gain shift effect. Equations 
18a, 18b and 18c are still valid if T Is redefined to include both dead time 
and gain shift effects. Both effects have the same functional form. 
In applying the count rate dependence effect. Equations 18b and 18c 
show that It can be applied to either the calculated count or the measured 
count. For the production section of PFF II (and the fitting routine in 
FACTORY) the correction was applied to the measured count before fitting. 
This was necessary because Inclusion of the parameter In the fitting equa­
tion would cause the function to be non-linear. For the subroutine CURFIT 
the count rate dependence was explicitly incorporated in the fitting func­
tion which therefore became 
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S V a i  
C. = ^ . {,9) 
' + Atci S Aa^ai 
a=o 
The count rate dependence parameter T (slope) could then be included as an 
unknown parameter. 
In processing the data through PFF II a general method evolved for ob­
taining the "best" fitting parameters. The half l ife was determined by using 
the average fitted value (with slope set to zero) for many regular yield runs. 
Runs at energies above approximately 16 MeV were used. Below that energy 
statistical errors caused large errors in the fitted half l ife. After the 
half l ife was obtained. It was used in fits to the sample and house normali­
zation runs (at 40 MeV) to find the best estimates of the slope parameters 
for each house. The 40 MeV runs have the largest count rate dependence ef­
fect beside having the smallest statistical errors. This method was fol­
lowed, as opposed to allowing both parameters to be unknown in fits to the 
40 MeV runs because there tended to be a small amount of coupling in fitting 
both the half l ife and slope which would bias estimates of these parameters. 
Bo API) Routine 
Following the refitting of all runs by PFF I I ,  data reduction continued 
by using APU (Antepenultimate). The general purpose of this routine is to 
convert experimental data (in this case the output of PFF I I) into yield 
curves suitable for processing by the CLSR (least structure) routine. For 
that purpose the major functions of APU are to calculate the yield for each 
run, the average yield at each energy (both for all runs at an energy and 
for subgroups of those runs), the errors in the yields and the errors in 
the averages, and to apply numerous but small corrections to the yields. 
The yields were corrected for systematic dependence on several experi­
mental quantities. Included were application of corrections for dependence 
on sample, house, time, count rate, dose, betatron dose and energy. These 
corrections were applied as multiplicative factors and such that the frac­
tional error in the yield remained constant. When the yield dependence was 
a continuous function of an experimental quantity, correction factors were 
specified at only a few values of this quantity. Required corrections were 
then obtained by linear interpolation. A special case was the betatron dose 
correction in which the actual functional form of the dependence was used. 
Alternately, quantities with discrete yield dependence required correction 
factors at each value of the quantity. Corrections actually applied to the 
data of these experiments will now be discussed. 
Time dependent corrections were applied to adjust the data for drifts 
of the counting system and the dose monitor system. Checks on these systems 
were maintained by the standard counts, standard doses and standard runs. 
Time dependent corrections were obtained by plots of the standards as a func­
tion of time. Independent corrections were developed for each of the three 
houses (from standard counts and runs) and one correction common to all three 
houses (from standard doses). 
Sample and house dependent corrections were simply the sample and house 
normalizations discussed in Chapter II, However, the sample and house nor­
malization runs were themselves procesbcu Ly AP'J with ell the appropriate 
correction factors employed. Sample and house corrections were then recal­
culated from the corrected yields. 
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The special case mentioned above is the betatron dose correction. When 
the transition from betatron to synchrotron acceleration occurs, not all of 
the electron beam is picked up by the radio frequency acceleration. Elec­
trons lost in this transition strike the sides of the doughnut and the target 
producing bremsstrahlung. The maximum energy of betatron acceleration is 
below the photoneutron thresholds in these experiments so no activity is 
produced in the sample, but the dose of radiation is measured by the dose 
monitor. The fraction of total dose due to betatron radiation was measured 
to be four percent at 10.125 MsV. The intensity of the bremsstrahlung beam 
increases approximately as the cube of the maximum energy, and the betatron 
beam intensity is constant at all energies. Therefore the betatron dose 
correction decreases as the cube of the energy. 
Energy dependent corrections are the product of several factors. At 
a particular energy the product is composed of the total energy in the 
bremsstrahlung beam, the sample transmission factor and the ionization cham­
ber normalization. To insure that there are no local variations in the ener­
gy dependent corrections which might produce spurious structure in the de­
rived cross section, the corrections are smoothed by requiring that their 
first differences be smooth. 
Valid solutions of the yield curves by the least structure technique 
require that the errors in the yields are estimated accurately. To achieve 
this a careful and specialized error analysis is performed in APU. 
Since several runs were taken at each energy, an average yield, stan­
dard dcvlcticn 2nd root mean 5C|>.'arp error due to counting statistics can be 
calculated for each energy. Statistical weights were used in calculating 
the averages for the data of these experiments. (The program has provision 
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for using experimental or no weighting also.) Standard deviations will, 
on the average, be larger than the random counting errors which simply imply 
that there are sources of error other than random errors. Assuming that the 
errors add as the sum of squares, 
? 7 2 
df = ef + r: (20) I I I  '  
where d. is the standard deviation, r. is the RMS counting error and e. is I I I 
an error due to experimental causes (all at the ith energy). Since there 
are a limited number of runs at each energy, standard deviations are not well 
determined. (Error in the standard deviation is d./'./zn., where n. is the 
number of runs.) Therefore d. is not a good estimate of the error. 
To estimate the total error at the ith energy it is assumed that experi­
mental contribution to the error is independent of energy, that is a constant 
percentage of the average yield, 
ej = eYj « (21) 
The quantity e is estimated by calculating a weighted average of the differ­
ence between the standard deviation and the counting errors. 
, =  ^ . (") 
i ' 
The error in the yield for the jth run at the ith energy is, therefore, given 
by 
= £Y|J + r^j (23a) 
uiKori= r !R the countinq error and Y.. is the yield. Likewise, the error 
i j - i j 
in the average yield at the ith energy I s 
(aY.)^ = (Yj + Tj)/ n. (23b) 
55 
where n. is the number of runs at the ith energy. The weights used in 
Equation 22 are taken to be 
Wj = [Y./ S n.(n.-l) (24) 
' j  
which is approximately the inverse square of the error in the contribution 
to e at each energy (the quantity in brackets in Equation 22). Since AY. 
is one of the parameters (through the weights) in the equation for c, the 
value of R must be determined itérâtively. Iterations are performed until 
the solution converges. 
The square root of e as defined above can be considered as the average 
fractional experimental error. The average fractional statistical error 
and the average fractional total error are also calculated in an analogous 
manner. 
Once valid errors are obtained, residual errors for individual yields 
can be calculated from 
Y.. - Y, 
where R.j is the residual of the jth yield at the ith energy. Residuals 
are useful in pinpointing runs whose yields have statistically improbable 
errors. These runs can then be removed. Also weighted averages of the re­
sidual as a function of various experimental quantities can be used to cor­
rect the data. The experimental dependences for which corrections are made 
in this manner are for house, sample and time dependences. Of course using 
the data for self-correction reduces the number of degrees of freedom. How­
ever adjustment in the error analysis for this reduction is made. 
56 
In the case of sample and house dependence, modifications of the cor­
rections are obtained from weighted averages of the residuals for each sample 
and each house. Since samples and houses are used several times more often 
during the measurement of the yield curves than for the normalization runs, 
the use of residuals should improve the accuracy of the sample and house 
corrections. 
For time dependent corrections a plot of residuals as a function of 
time will indicate any remaining time dependent correlations. The time de­
pendent residuals are then used to obtain corrections as a function of time. 
These corrections are determined by fitting a straight line to the residuals 
between specified times by a weighted least squares f it. The fitting is 
performed independently for the three houses. Corrections obtained from the 
straight line fits are then applied to the data. Since the residuals depend 
on the corrections applied, the process is iterated until all resulting cor­
rections are less than 0.05 percent. 
After all corrections have been applied, and the calculated errors are 
judged valid, the yields and their errors are punched on cards suitable for 
input to CLSR. 
C. CLSR Routine 
A short discussion of the problems involved in inverting the integral 
equation which defines the yield in a photonuclear cross section measurement 
was presented in the introduction (Chapter I). Also mentioned in that dis­
cussion were some of the proposed methods for solving the integral equation. 
The "least structure" technique developed by Dr„ B.C. Cook was used in "un-
57 
folding" the yield curves obtained in these experiments. The least struc­
ture method was implemented in the computer program CLSR (an acronym for 
Cook's Least Structure Routine)o 
Restating the problem, the yield is given by 
YfE^) = N(E,Ejs(E)dE (26) 
o 
where N(EjE^) is the photon spectrum. The cross section a(E) has been re­
placed by the relative cross section s(E) and the energy dependent constant 
C(Eg) has been deleted since these corrections have been applied to the 
yields. 
Since the measurement of the yield is made in increments through the en­
ergy range, the integral equation can be approximated by a matrix equation, 
n 
Y. = EN. . S .  (27a) 
' j = l 'J J 
where 
1 E. 
s. = Tp J s(E)dE (27b) 
•' Ej-AE 
and 
E. 
N.. = j  J N(E,E.)dE . (27c) 
'J EJ-AE 
The solution of Equation 27a for the relative cross section is simply ob­
tained by multiplying through by the inverse of the N matrix. This is pre­
cisely the method developed by Penfold and Leiss. Unfortunately the solu­
tions thus obtained oscillate violently, especially at energies above the 
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giant resonance. These oscillations are caused by the errors inherent in 
the yields. Some smoothing procedure is needed, preferably a nonsubjective 
procedure. 
The least structure technique offers such a smoothing procedure. It 
requires that the cross section be smoothed to a solution consistent with 
the accuracy of the yield curve. A solution is defined as consistent with 
2 the yield curve accuracy in terms of the statistic % j i.e. 
• ; ' i'"'' ; 
i=1 (6Y;)Z 
where AY. is the error in the yield at the ith energy. The most probable 
value of a X distribution is n-2, and the average value is n. (In this 
case n is the number of points in the yield curve.) Solutions are considered 
acceptable if x ^ There are, in fact, an infinite number of solutions 
which satisfy this condition. As the name implies least structure selects 
2 
the "smoothest" set of solutions which satisfy the x condition. For this 
purpose the structure function is defined as 
S'SJ) (29) 
which is the weighted sum of the square of the second differences. (P^ is 
a weight which allows smoothing to be applied in a uniform manner.) 
The least structure solution is the solution which minimizes S(s.) sub-
2 ject to the constraint that x equals the number of data points. This type 
nf nroblem is well known In the calculus of variation. Thus the problem can 
be written using variational calculus as 
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^5S(s . )  +  6%^(s j )  =  0  (30 )  
where \ measures the amount of smoothing applied. For fixed \ the result of 
the variation is 
Y, = {N,. 4. pSp.]3Sj , (31a) 
Y. = M. . S .  .  (31b) 
I i j J 
Hence 
- 1  
Sj = MJJy. O (3lc) 
N is the inverse transpose of the N matrix, and S . is a smoothing matrix 
qp PJ 
which contains, except for the first and last two rows, five nonzero terms 
centered on the diagonal. M.! is the inverse of M... The convention of sum-
J " U 
ming on repeated indices has been adopted for these equations and following 
equat ions. 
For a given \ a solution of minimum structure is given by Equation 3lc, 
2 
This solution is substituted into Equation 28, and the % test is made. 
2 2 If X Îs equal to n (actually if it is closer than a specified ), the 
solution is optimum; if not, the computation is repeated with a new value 
of The calculation is repeated until the minimum structure solution meets 
2 
the X requirement. 
Two other important quantities are also calculated. These are the er­
rors in Sj given by 
ASj = (32) 
and the transformed spectrum 
N.. = M./N, . o (33) 
IJ IK kj 
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The transformed spectrum measures the distortions of the cross section intro­
duced in smoothing. At each energy the form of N.j is nearly a symmetric 
function of energy with a full width at half maximum which varies from one 
to a few energy bin widths. The form of the transformed spectrum justifies 
its alternate name, the resolution function. 
Several features of the least structure method should be emphasized. 
Smoothing Is applied only to the cross section not to the yield curves. 
Therefore random errors in the yield (which are uncorrelated) should not 
cause large nonsignificant deviations In the cross section. The structure 
present in the solution for the cross section is a minimum. Minimizing the 
structure function which is the square of the second differences of the cross 
section means that the rate of change of slope Is a minimum. This condition 
can, of course, only be met by the cross section having a minimum structure. 
Finally, the least structure technique establishes a criterion for applying 
2 
the optimum smoothing to the cross section. The criterion is the % test. 
Further discussion of the least structure technique is found in refer­
ences (16, 17), and the technique has been used extensively for other measure­
ments done in this laboratory (13, 30, 34, 35). The results of these experi­
ments have shown that least structure analysis Is a valid technique for the 
solution of photonuclear yield curves. 
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V. EXPERIMENTAL RESULTS 
Before discussing the results of each experiment individually, a com­
ment on presentation is in order. Details common to all three experiments 
will be discussed fully for only the first experiment. Differences between 
the measurements will, of course, be noted; and specific details and comments 
considered important may be repeated for emphasis. 
A. Barîum-138 
Data for the ^^^Ba(Y,n)'^^'"sa reaction were taken over a period of ap­
proximately sixteen days of continuous operation. Six independent yield 
curves, each with an energy range of 9.125 to 24.000 MeV in 0.125 MeV steps, 
were measured. The energies for successive runs were chosen at random so 
that time dependent drifts of experimental equipment would not introduce 
systematic errors as a function of energy. This precaution insured that 
time dependent drifts could not produce spurious structure in the cross sec­
tion. On the other hand, samples were used in their numerical order. In 
fact samples were required to be counted in the house in which they had been 
originally normalized. This procedure minimized the effect of errors in the 
house normalization. 
Drifts in the experimental equipment were monitored periodically through­
out the experiment. Standard counts in the three houses and a standard dose 
(a general standard) were taken after every six runs (approximately at 110 
minute intervals). Three standard runs (40.000 MeV) were performed at ap­
proximately 7.5 hour intervals. The various standardization results were 
plotted as a function of time soon after they were obtained so that a peri­
odic check on experimental systems was maintained during the experiment. 
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1. Decay curve fitting 
After all data were taken each run was processed using the computer 
program PFF II through which the decay curves were refitted. In production 
runs with this program only one activity component was allowed in the fitting, 
the metastable state activity. Fitting for the initial number of radioactive 
nuclei of this activity was performed. (Background was also fitted.) The 
data were then punched on cards suitable for input to APU, 
Before production runs were made, a careful study of the fitting parame­
ters was done using the method outlined in Chapter IV.B. One exception to 
that method was required. As mentioned earlier there was one extraneous ac­
tivity in barium which must be considered in the fitting. This activity 
was the 53 minute half l ife decay of the metastable state of cesium-135. 
The percentage ratio of this activity to the primary activity was 1.5 to 
2.0 percent. 
A simple calculation was performed to estimate the effect of this extra­
neous activity on the fitting of the decay curves and to estimate the sys­
tematic error introduced if the activity is ignored. In summarizing the 
results of that calculation, the first point to note is that the count rate 
due to this activity decreases by only thirty percent during the counting 
period. For a 40 MeV run the count rate of this activity is also a maximum 
of twenty percent of the background rate (three to four times the error in 
the background). Therefore if this activity is ignored in the fitting, most 
of the activity is included in background with an error of, at most, six 
percent. Again for a 40 MeV run, background is less than three percent of 
the total counts. Then the maximum systematic error in the yield due to this 
extraneous activity is 0.2 percent. This number is also the worst case 
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estimate for the yield curve data (assuming that the ratio of counts from the 
extraneous activity to the counts from the primary activity is constant be­
tween 40 MeV and 24 MeV). Furthermore this error is a slowly varying function 
of energy, starting at zero (at the threshold of the reaction producing the 
extraneous activity) and increasing to no more than the maximum indicated. 
However another effect due to the extraneous activity should be con­
sidered. Because of the difference in half lives, beam intensity variations 
during an irradiation can produce different ratios of these activities and, 
therefore, modify the slow variation of the systematic error with energy. 
Typically the production ratio of the two activities can vary by as much as 
twenty percent. This means that the systematic error in the yield can be 
0.05 percent higher or lower, in other words, a random error of, at most, 
0.05 percent. 
The error in the yield caused by this extraneous activity can certain­
ly be neglected. However in attempts to fit for the slope parameters (count 
rate dependence) the extraneous activity must be taken into account since 
slope corrections are themselves only a 0.6 percent effect. Therefore in 
fitting the 40 MeV sample and house normalization runs to determine the 
slope parameters empirically, the initial number of radioactive nuclei of 
the extraneous activity was included as an unknown parameter. Background 
was. fixed in this case to reduce the errors in fitting. (The fixed back­
ground included the real background and an estimate for contributions from 
long lived activities.) 
The half l ife of the metastable state of barium-137 was determined in 
the manner described in Section B of Chapter IV. About one hundred runs 
were used to obtain the half l ife. The average of the fitted values was 
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153=546 seconds with an estimated error of 0.077 seconds. (The error is 
based on the error estimates of the least squares method.) This compares 
favorably with a half l ife of 153 seconds found in reference (36). A con­
venient check on possible systematic errors in the fitting was obtained from 
the half l ife determination. If systematic errors exist as a function of 
energy, the fitted half l ife should reflect this error. Analysis of the 
half l ife as a function of energy showed no systematic trends larger than 
the estimated error, i.e. less than 0.1 percent. (Runs were averaged in 
1 MeV groups; the standard deviations for these averages were less than 0.1 
percent.) 
After a valid estimate of the half l ife was determined, the sample and 
house normalization runs were used to estimate the slope parameters. The 
fitted parameter for each house along with the dead time parameter are listed 
in Table 3« 
Table 3« Slope parameters (barium-138 experiment) 
Dead time Fitted slope 
House (microseconds) (microseconds) 
1 0.678 0.386 
2 0.715 -0.023 
3 0.808 0.310 
kstimated slopes are in reasondoie ciy 1 ccmcuc Wii-u n«ê vôiLîgs. The 
error in fitted slopes is quite large (+ O.O76 microseconds); but since slope 
corrections are small, a large error can be tolerated. The maximum sys-
tematîc error in the yield curve caused by this error is 0.02 percent. Also 
the slope correction is again a slowly varying function of energy and, there­
fore, should not produce structure in the cross section. 
With these fitting parameters all runs were refitted and cards were 
punched for APU. These cards were actually divided into three separate decks 
(sample and house normalization runs, yield curve runs and standard runs) 
for individual processing using APU. 
2. Reduced yields 
Following refitting of the barium-138 data by PFF II the data were pro­
cessed using APU to obtain corrected yields (reduced yields) and errors in 
the yields. The first set of data analyzed was the sample and house normali­
zation runs. These data were corrected for time dependence in order to ob­
tain the best estimate of sample and house normalization factors. Only stan­
dard counts were required to form the time dependent corrections. The maxi­
mum correction applied was 0.27 percent. After application of these correc­
tions, sample and house normalization factors were recalculated. 
Reduced yields were calculated by applying all corrections to the yield 
curve data. The maximum corrections applied are listed in Table h. Again 
only standard counts were required to form time dependent corrections. For 
each standard count approximately 8.0 X 10^ counts were recorded, so the 
error in these measurements was 0.11 percent. Since the time dependent cor­
rections are formed from a series of straight lines fitted through several 
(on the average ten) standard counts, the estimated error in the time depen­
dent correction is 0.04 percent. Since there are sample nonuniformities and 
detector efficiency differences, sample and house corrections are large. 
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Table k. Yield corrections (barium - 1 3 8  experiment) 
Type of correction Maximum correction 
Sample normalization 4.2% 
House normalization 14.3% 
Time dependent 0.5% 
Betatron dose 4.0% 
However the errors in the sample and house corrections are less than 0.05 
percent (based on the errors in the yields which were used to calculate 
these corrections). 
Energy dependent corrections are not included in Table 4. These cor­
rections are basically energy dependent calibration constants containing 
factors for the response of the dose monitor system, the total energy in 
the bremsstrahlung beam and the sample absorption. The corrections are 
smoothed to insure that they do not introduce structure in the cross sec­
tion. Of course there may be systematic errors in the energy dependent 
corrections, but the major effect of such errors is to influence the abso­
lute calibration of the cross section. Estimation of these errors is de­
ferred until the absolute calibration is described. 
Final corrections to the data were based on the residuals. Specifical­
ly sample, house and time dependent corrections were formed from residuals 
(described fully in the previous chapier). rioJ i  TI <-â LI ori of the 3ô.~pîc nor­
malizations was as much as O.3 percent which contradicts the estimated error 
in the sample normalizations. This contradiction was explained in terms 
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of the sample nonuniform!ty and the beam intensity distribution. As a func­
tion of energy the angular spread of the bremsstrahlung beam decreases with 
increasing energy. Since the sample and house normalization runs were per­
formed at 40 MeV while the yield curve runs were performed at energies below 
24 MeVj the beam intensity distribution across the sample was different for 
the two types of runs. Therefore the activity distribution produced in the 
samples was also different for the two types of runs and for nonuniform sam­
ples the sample normalizations could change. Evidence for this interpreta­
tion was given by the fact that the equivalent modification to the house 
normalization was within the estimated error. 
Six times (at the beginning and at the end of each two consecutive yield 
curves) were chosen for residual time dependent corrections. The maximum 
correction applied through this method was 0.1 percent. 
Reduced yield curves were grouped in pairs to obtain three curves for 
processing using CLSR In addition to the average of all curves. Cross sec­
tion solutions to these yield curves will be called "individual" curves in 
the next subsection. From the final error analysis the value of the square 
root of e (fractional experimental error) was O.O38 percent, and the frac­
tional total error was O.I9O percent. These errors were for a single yield 
curve. The corresponding total fractional error on the average yield curve 
was 0.078 percent. 
3. Cross sections 
The least structure solutions for the *^^Ba(Y,n) Ba cross section 
are shown in Figures 5 and 6. In Figure 5 the cross section as obtained from 
the average of all yield data is shown along with the "likelihood" function. 
Figure 5. The Ba(Y,n) "^Ba cross section derived from the average yield curve 
and the likelihood function for this cross section. Tabulated reso­
nances are indicated by numbered arrows. 
CROSS SECTION (MILLIBARNS) LIKELIHOOD 
Figure 6. Relat ive ^ Ba( |^\n) ^^' t îa croâ= sect ions derived trom l lucr:  
independent y ield curves. Résonances are indicated I.y ni tm-
bered arrows. The number represents t l ie cm respondencc in 
a resonance in the average cross sect ion curve. 
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Figure 7. The resolution function for the barium-138  measurement. Only a repre­
sentative sampling of the resolution function (at 2.0 MeV intervals 
starting at 9.5 MeV) is shown. 
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The meaning of the likelihood function is explained below. The average curve 
is the optimum least structure solution, that Is % is equal to n, the num­
ber of data points in the yield curve (n = 120). The smoothing parameter ^ 
for this solution is 3.4 X 10 The three individual curves (labeled curve 
A, curve B and curve C) are displayed In Figure 6. These curves are CLSR 
solutions with the same amount of smoothing as used in the average curve 
(\ = 3=4 X 10"'^). 
The vertical error bars on the average curve indicate the computed un­
certainty in the cross section. Since the least structure solution is the 
smoothest solution consistent with the data, the curves shown are smooth 
curves passing through the values, not the smoothest curve which can be drawn 
through the error bars. Therefore the error bars indicate the overall rather 
than local uncertainty in the cross section and are shown at representative 
points only. 
Horizontal error bars represent the full width at half maximum (FWHM) 
of the resolution function. The resolution function plotted at 2 MeV incre­
ments is shown in Figure 7» The FWHM of the resolution function is 0.177 at 
9.125 MeV; it goes through a minimum of 0.148 MeV at about 14.000 MeV and 
reaches 0.248 MeV at 24.000 MeV. 
Twenty individual resonances are tentatively Identified In the average 
cross section curve. Corresponding identification is made on the individual 
curves of Figure 6. Table 5 l ists the energy of each resonance, the FWHM 
of the resolution function, the maximum deviation of resonance energy in 
the inHiwiHual r.iirx/fis. the likelihood estimate and a code which indicates 
the reliability of the resonance. The reliability code is as follows: R 
Table 5. Resonances In the average cross section (barium-l38 experiment) 
Resonance Max imum Resolution 
1 den tificat ion energy dev iat ion half width Likelihood Reliabili ty 
lumber (MeV) (MeV) (MeV) estimate code 
1 10 .11  0.190 0 .176  0.73 R  
2 10.72 0.150 0.173 0.90 R  
3 11.34 0.150 0 .169  0.74 R  
4 12.00 0.100 0.162 0 .80  R  
5 12.60 —  —  —  —  —  0.156 0 .86  a  
6 13.13 0 .130  0 .151  0 .88  R  
7 13. 68  0.040 0.148 0 .98  R  
8 14.44 0 .230  0.149 0 .87  R  
9 14.92 —  —  —  —  —  0 .152  0.57 Q.  
10 15 .21  —  —  — —  —  0 .156  0.40 a  
11 15. 62  0.100 0.162 0 .85  R  
12 16.57 0.140 0.181 0 .80  R  
13 17.31 —  —  —  —  —  0.199 0 .92  Q 
14 18.10 —  —  —  —  —  0 .217  0 .71  Q.  
15  18 .83  0.040 0 .230  0 .95  R  
16 19.67 0 .150  0 .238  0 .96  R  
17  20.44 0 .090  0.242 0 .99  R  
18  21 . 38  0 .190  0.244 0 .98  R  
19  22 .36  —  —  — —  —  0.246 0 .45  a  
20 23 .10  0
 
0
 
1 
0.247 0 .90  R  
^Mayimum absolute difference between the resonance energies on the average curve and the 
individuc1 curves. 
^Full width at half maximum of the resolution function. 
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indicates that the resonance is reliable, and Q. indicates that the resonance 
is questionable. 
Judgment on the reliability of each resonance was based on one basic 
criterion—reproducibility. A resonance was considered reproducible if it 
appeared on each individual curve such that the FWHM of the resolution func­
tions nearly overlap. A secondary indication of the reliability of each 
resonance was based on the likelihood function, A full discussion of the 
likelihood function will not be presented, but its pertinent features and 
its application to these measurements are described in the following para­
graph. 
The purpose of the likelihood calculation is to estimate the probabili­
ty that an Individual resonance would appear in the same place if the cross 
section were remeasured. The likelihood function is proportional to lhat 
probability. To calculate the likelihood function a parabola is fit lo each 
resonance in the measured cross section by a least squares fit. The proba­
bility distribution of the error matrix is then integrated over specified 
intervals to obtain the likelihood estimate. Unfortunately, this method was 
originally designed for experiments with energy ranges extending 30 to 40 
MeV above the giant resonance, to estimate the reliability of resonances in 
that energy region. For that case an empirical study was performed to 
determine the likelihood distribution of false peaks generated by CLSR, 
The limit on the likelihood set by this study was O.9O to 0.95; that is, a 
resonance with likelihood above this limit was considered reliable. See ref 
erenrms (37. 38). However an equivalent study for the type of experiment 
performed here has not been made. In fact the indication is that if there 
is no real structure in the cross section, the least structure solution also 
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contains no structure. This conclusion is based on some previous work with 
simulated cross sections (14) and some similar work performed for these ex­
periments (described more fully in the last section of this chapter). In 
any case the limiting value of the likelihood function is unknown for this 
type of measurement, but the likelihood estimate can serve as an indication 
of the relative probability of the structure. Thus the likelihood estimates 
are listed in Table 5 for reference, but the reliability code is primarily 
based on reproducibility. 
With the criteria for reliability in mind, discussion of some individual 
resonances in the cross section is presented. Although resonance 9 at 14.92 
MeV is identified on all of the individual curves, it appears only weakly on 
curves A and B; and, therefore, its identification as a resonance is consid­
ered questionable. The same conclusion applies to resonance 10 at l$.21 MeV 
which appears weakly on curve B. Resonances numbered 16 and 17 (at 19.67 
and 20.44 MeV respectively) are separate peaks on all curves except B, and 
on this curve the resonance is quite broad. The conclusion is that both 
resonances are real but that they are simply unresolved in curve B. A 
troublesome energy region is the region of the two resonances at 17.31 and 
18.10 MeV (numbers 13 and 14). In curve B a single resonance occurs ijetweon 
them, and this resonance does not seem to be wide enough to contain tivo un­
resolved resonances. Because of this problem both resonances are judged 
questionable. 
Several resonances identified as single peaks appear to consist of fur­
ther nnrAsolved structure. This may be the case for resonances 4 (12.00 
MeV), 12 (16.57 MeV) and 14 (18.10 MeV). This furnishes a possible explana­
tion for the trouble at resonances 13 and 14. If resonance 14 really con­
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sists of further unresolved structure, the computed strength of the structure 
may shift in separate curves. 
The basic factors required to calibrate the relative cross section are 
the total number of target nuclei per unit area, the radioactivity counting 
system efficiency and the dose monitor system calibration. These factors 
were determined for the three experiments, and the vertical scale on the av­
erage cross section curve (Figure 5) is the result of the calibration for 
barium-138. The next few paragraphs contain a summary of the absolute cali­
bration procedure. 
Efficiency of the radioactive counting system was determined by measur­
i n g  t h e  a b s o l u t e  d e c a y  r a t e  o f  t h e  s t a n d a r d  s o u r c e s  i n  a  c a l i b r a t e d  3 X 3  
inch Nal(Tl) detector. This detector was calibrated by M. Hill (39). Minor 
corrections to the efficiency calculated from these measurements were made 
for count rate dependence (slope), extended source effects and self-
absorption in the sample. 
The ionization chamber used in these experiments was a replica of a cham­
ber built and calibrated by J.S. Pruitt and S.R. Domen (3I). They gave the 
calibration of their chamber as a function of energy in units of energy per 
unit charge. The energy dependence of this calibration has been incorporated 
in the energy dependent corrections. Capacitance of the capacitor used to 
collect charge produced by the ionization chamber was found by measuring the 
RC time constant using a precision resistor and was also checked by compari­
son with a standard capacitor. Corrections to the ionization chamber cali­
bration were made for the effects of using dry nitrogen under pressure rather 
than air at atmospheric pressure as used by Pruitt and Domen. 
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Calculation of the number of target nuclei per unit area was made by 
weighing the samples and carefully measuring their dimensions. A correc­
tion for the isotopic abundance was of course made. Finally an error es­
timate of approximately nine percent was assigned to the absolute calibra­
tion (five percent in the efficiency calibration, five percent in the dose 
monitor calibration and five percent in the calculation of the number of 
target nuclei per unit area). 
The general parameters of the giant resonance as shown in the average 
cross section curve are a resonance energy of 15-5 MeV, a full width of half 
maximum of 3*9 MeV and a peak cross section of 65 millibarns. The integrated 
cross section from threshold to 2k.0 MeV is 259 + 23 MeV-mi11ibarns, 
B. Cerium-140 
A total of eighteen yield curves was measured for the '^^Ce(Y,n) ^ ^^'"ce 
reaction. Yield curves extended over the energy range from 9.625 to 24.500 
MeV in 0.125 MeV steps. The general order of energies was again random as 
a function of time, but for this experiment three runs (one for each house) 
were performed at each change of energy. At approximately 45 minute inter­
vals (after every six runs) during the experiment, standard counts and a 
standard dose (a general standard) were taken; and standard runs were per­
formed every 3.O hours. The total number of runs obtained for this mea­
surement was approximately 2,800 measured over a period of thirty days. 
1. Decay curve fitting 
In the test for extraneous activities described in Chapter II.D.2. no 
activities were found in cerium which would affect the decay curve fitting. 
No other difficulties were encountered in the actual fitting of the decay 
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curves using PFF 11. The procedure outlined in Chapter IV was, therefore, 
used to estimate the fitting parameters (the half l ife for the metastable 
state of cerium-l39 and the slope). With these parameters all runs were re­
fitted, and the data was punched on cards suitable for input to APU, 
The average fitted half l ife determined from approximately two hundred 
and forty runs was 56.5^9 seconds with an estimated error of + 0,027 seconds 
(0,05 percent). According to reference (36) the half l ife is 55 seconds. 
In Table 6 the empirical estimates of the slope parameters (compared with the 
dead time) are summarized* 
Table 6. Slope parameters (t,er ium-l40 experiment) 
Dead time Fitted slope 
House (microseconds) (microseconds) 
1  0 .678  0 ,817  
2 0.715 -0,226 
3 0.808 0.453 
The error in the slope estimates is + O. J3O microseconds. These slope pa­
rameters differ from those estimated for the barium data. This fact is not 
unexpected since beside the counting system adjustments required by the dif­
ference in gamma ray energies, the Spectrastat high voltage supplies were 
completely readjusted between the cerium and barium measurements. For the 
same reason, the apparent negative gain shift for house 1 is not a cause for 
concern. In fact considering the error in the slope estimate, the gain shifL 
for house 1 is consistent with zero. 
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2. Reduced yields 
Reduced yields were obtained from APU after all applicable corrections 
were made. The eighteen yield curves were averaged in groups of six to again 
supply three "individual" yield curves in addition to the average of all data 
for least structure analysis. Actual corrections applied to the data and 
the maximum correction of each type are summarized in Table 7. 
Table 7» Yield corrections (cerium-140 experiment) 
Type of correction Maximum correction 
Sample normalization 19.9% 
House normalization 13.2% 
Time dependent 
Standard dose 1.1% 
Standard count 0.6% 
Standard run 0.6% 
Residual correction 
Sample dependent 0.3% 
House dependent 0.05% 
Time dependent 0.4% 
Betatron dose 4.0% 
The errors in the sample and house corrections are approximately 0,07 
percent based on the errors in the yields of the sample and house normali­
zation runs. An estimate of the error in the total time dependent correc­
tion is difficult to make since the error in the standard dose is largely 
unknown. Some of the contributing errors for the time dependent corrections 
are available. The error due to statistical errors of the standard counts 
is O.O3 percent (based on an average count of 7.9 X 10^ and fourteen stan-
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dard counts per correction)„ The error in the standard run correction is 
less than 0.07 percent. 
The final value of the square root of e for the cerium data is 0,050 
percent, and the fractional total error is 0.314 percent (0.074 perconi; on 
the average yield curve), 
3. Cross sect ions 
Results of the least structure analysis of the reduced yield curves 
from the ^^^Ce(Y,n)^^^^Ce reaction are shown in Figures 8 and 9» The op-
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timum solution = 120, the number of points in the yield curve) for the 
average yield curve is shown in Figure 8 along with the likelihood function 
for that solution. The smoothing parameter X for this solution is 1„6 X 
-12 10 o Figure 9 contains the cross section solutions for the three individu­
al yield curves (labeled curve A, curve B and curve C). Individual solutions 
have been analyzed with the same smoothing as that applied to the average 
curve. 
The peak of the giant resonance occurs at 15.& MeV, and the full width 
at half maximum is 3.8 MeV. The average cross section reaches a maximum 
of 57 mill ibarns, and the integrated cross section (threshold to 24,500 MeV) 
is 240 + 22 MeV-mi11ibarns. Again there is considerable structure in the 
cross section. 
Twenty-one individual resonances have been tentatively identified on the 
average curve, and the corresponding resonances are identified on the indi­
vidual curves. In Table 8 the resonance energy of these resonances with the 
full width at half maximum of the resolution function, the maximum deviation 
of individual resonance energies from the average curve, the likelihood es-
-igure 8. The Ce(Yjn) Ce cross section derived from the average yield curve 
and the likelihood function for this cross section. Tabulated reso­
nances are indicated by numbered arrows. 
LIKELIHOOD CROSS SECTION (MILLiBARNS) 
— ro w (ji tn u) 
o  —  O O o O O O O O  
CJl. 
m 
z 
m 
3 
CD 
-< 
m 
< 
IV) 
+78 
Figure 9* Relative Ce(Y,n) "^Ce cross sections derived from three 
independent yield curves. Resonances are indicated by num­
bered arrows. The number represents the correspondence to 
a resonance in the average cross section curve. 
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Figure 10. The resolution function for the cerium-l40 measurement. Only a repre­
sentative sampling of the resolution function (at 2.0 MeV intervals 
starting at 10.0 MeV) is shown. 
RESOLUTION FUNCTION (ARBITRARY UNITS) 
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Table 8„ Resonances in the average cross section (cerium-l40 experiment) 
Resonance Maximum ^ Resolution. 
1 denti f i  cat ion energy deviation half width Likelihood Re 1 i  ab i1 i ty 
number (MeV) (MeV) (MeV) est imate code 
1 9.69 0.146 Q. 
2 10,49 0.070 0.145 0.99 R 
3 11.17 0.040 0.144 0.99 R 
4 11.93 0.120 0.145 0.98  R 
5 12.51 0.100 0.147 0.98  R 
6 12.95 — — — — — 0.150  0,56 d 
7 13.55 0.190 0.156  0.97 R 
8 14.17 — — — — — 0.164 0.99 Q 
9 14.63 0.190 0.171  0 ,89  R 
10 15.45 0,030 0.182 0.98 R 
11 16.26 0.130 0.193 0,70  R 
12 17.12 0.030  0.204 0.64 R 
13 17.96 0.200 0.210  0 .78  R 
14 18.60 0.100 0.214 0 0 66 R 
15 19.44 0.180 0,216 0.61 R 
16 20 .56  0 .110  0,220 0,76  R 
17 21.11  0.200 0,221 0,65  R 
18 22.00 0.260 0.223 0.79 R 
19 22.51 — — — — — 0,224 — — — — 
20 23.24 0,030 0,226  0 .92  R 
21 24.21 0,227 0,48 Q. 
^Maximum absolute difference between the resonance energies on the average curve and the 
individual curves, 
^Full width nt half maximum of the resolution function. 
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timate and the reliability code are l isted. The FWHM of the resolution func­
tion is also shown at selected intervals on Figure 8 as horizontal error bars., 
F igure 10 d isplays the actual  resolut ion funct ion p lot ted at  2 McV in terva ls .  
The FWHM of  the resolut ion funct ion is  0,145 MeV at  9.62$ MeV and increases 
slowly to 0.227 MeV at 24.500 MeV. 
The least structure technique can have difficulty in smoothing within 
two or three energy intervals of the initial and end points of the solution 
simply because the boundary points are unconstrained. Therefore resonance 1 
at 9.69 MeV and resonance-21 at 24.21 MeV are considered unreliable. Several 
other questionable resonances are resonance 6 at 12.95 MeV and 8 at 14.17 
MeV both of which appear only on a single individual curve (curvc C and A 
respectively); although in the case of resonance 8, there is also a slight 
shoulder in curve C; and resonance 9 curve B is broad enough to contain 
resonance 8 as unresolved. Finally resonance I9 at 22.51 MeV is a shoulder 
on two of the individual curves and disappears completely in curve C.> 
As in the barium-138 cross section several of the resonances indicated 
may contain further unresolved structure. Specifically this is suspected 
in resonance 11 at 16.26 MeV and resonance 15 at 19.44 MeV. In curve C reso­
nance 15 seems to be resolved into two resonances, the one identified as 15 
on this curve and another at about 19.79 MeV which has not been l isted. 
C. Neodymium- l42 
The energy range of yield measurements for the ^^^Nd(y^n)^^'"^Nd reac­
tion was 10.125 to 25.000 MeV. Eighteen yield curves were measured in 0.125 
MeV steps through this range with energies for successive runs chosen as 
in the cerium experiment. A total of approximately 2,800 runs were performed 
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over a period of thirty days. During the experiment standard counts and 
a  s t a n d a r d  d o s e  w e r e  m e a s u r e d  a f t e r  e v e r y  s i x  r u n s  ( a t  a p p r o x i m a t e l y  55  
minute intervals), and standard funs were performed at 3.5 hour intervals. 
1. Decay curve fitt ing 
Upon completion of all yield measurements the data were processed 
using PFF 11= As explained in Chapter II, Section D.3« The decay curves 
contained some activity due to (y^pn) reactions in neodymium-l42. The ac­
tivity produced by this reaction was the 3.4 minute half l ife positron decay 
of praseodymium-l40. Only the sum of the annihilation photons from this 
activity is above the discrimination levels of the counting system, 
in the PFF fitt ing of the yield curve data (i.e. below 25 MeV) no ef­
fect due to this activity could be seen. However because of the extraneous 
activity valid fitt ing for the slope parameters could not be made using 
the 40 MeV sample and house normalization runs. Since the energy of the 
gamma ray from the metastable state decay of neodymium-l4l is the same as 
that measured in the cerium experiment and since the Spectrastat high vol­
tage supplies were not adjusted between these experiments, the slope parame­
ters used for the cerium data were also used for this data. 
The best f it to the half l ife was found in the manner described pre­
viously. The value determined by that method was 60.482 + 0,072 seconds 
(Approximately two hundred runs were used to determine the half l ife.) 
This was in disagreement with the value of 65 seconds according to reference 
(36). However no systematic trends as a function of energy were found in 
the fitted half l ives which were larger than the errors in the average val­
ues (averaged over 1 MeV intervals) or approximately O.3 percent. 
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This is also part of the evidence for the conclusion stated above that 
no effect due to the praseodymium activity could be seen in the yield curve 
data. The threshold for this activity is just above the minimum energy 
used in determining the half l ife. Thus the largest change in effect should 
be observed in the energy region used in determining the half l ife. The 
remaining evidence for the negative conclusion is that if a second activity 
were allowed in the fitt ing, the fitted number of radioactive nuclei for 
this activity was consistent with zero. 
With the half l ife as determined above, with the slope parameters 
from the cerium data and by ignoring the extraneous activity, the decay 
curves for all runs were refitted and cards punched for API) input. 
2„ Reduced yields 
All corrections to the data required in computing the reduced yield 
curves were applied using APU. The yield curves were again combined in 
groups of six to obtain three individual curves in addition to the average 
curve for least structure analysis. 
The corrections applied to the data and the maximum value of each cor­
rection are l isted in Table 9. The corrections applied to this data are 
larger than the corrections required in the two previous experiments. 
There is also a larger uncertainty in the yields for this measurement. 
The square root of e. is 0.440 percent, and the fractional total error is 
0.721 percent (0.170 percent for the average yield curve). 
Sample and house normalization yields had errors of approximately 0.1 
percent which is a factor of three smaller than the sample and house correc­
tions based on residuals. However because of a problem with the standard 
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Table 9. Yield corrections (neodymium-l42 experiment) 
Type of correction Maximum correction 
Sample normalization 30.8% 
House normalization 12.1% 
Time dependent 
Standard dose 1.0% 
Standard count 2.0% 
Standard run 0.9% 
Residual corrections 
Sample dependent 0.6% 
House dependent 0.3% 
Time dependent 0.6% 
Betatron dose 4.0% 
count sources, standard count corrections could not be applied to the sample 
and house normalization runs. The initial points for the standard count 
corrections were at the beginning of the yield curve data. Drifts in the 
counting system could easily have caused the few tenths of a percent dis­
crepancy. 
It Is again difficult to assign an error to the time dependent correc­
tions because the error in the standard dose is essentially unknown. How­
ever the error in the standard count correction is O .O3 percent; and the 
error in the correction based on standard runs is 0,1 percent 
3. Cross sections 
The average yield curve and the three individual yield curves were 
analyzed by the least structure technique. Cross sections from this analysis 
94 
are shown in Figures 11 and 12. In Figure 11 the average cross section 
curve is displayed with the likelihood function shown below. Horizontal 
error bars are the full widths at half maximum of the resolution functions, 
and vertical error bars are the errors in the cross section. The average 
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cross section is at optimum smoothing (% = 120, the number of points in 
the yield curve) and the individual curves shown in Figure 12 have the same 
smoothing (X = 2.0 X 10 ^')o In Figure I3 the resolution function is plot­
ted at 2 MeV intervals throughout the energy range. 
Structure in the neodymium-l42 photoneutron cross section is indicated 
by numbered arrows in Figure 11. The corresponding resonances in the indi­
vidual curves are indicated in the same manner with the numbers suggesting 
the correspondence. A total of fourteen resonances are tentatively identi­
fied, and many of these resonances may contain further unresolved struc­
ture. Resonances in this category are resonance 2 at 11.65 MeV, 4 at I3.3I 
MeV, 9 at 18.39 MeV, 10 at 19.67 MeV and 14 at 23.88 MeV. There is less 
overall structure and more unresolved structure for this cross section than 
for either barium-138 or cerium-l40 cross sections. This is simply a result 
of the decreased resolution for this experiment. The FWHM of the resolu­
tion function is larger for this data, starting at approximately 0.224 MeV 
and slowly increasing to 0.312 MeV. 
The resonance energies of structure seen in the average curve along 
with the FWHM of the resolution function, the maximum deviation of resonance 
energies in individual curves, the likelihood estimate and the reliability 
uuJc a.u l isted Tabic 10. (Energies thm snlitting of resonances 9. 
10 and 14 into two resonances each are included.) Resonance 1 at 10.28 MeV 
is considered questionable because of the difficulty that CLSR has near the 
Figure 11.  Tine ^^^Nd(Yjn)  Nd cross sect ion der ived f rom the average y ie ld  curve 
and the l ike l ihood funct ion for  th is  cross sect ion.  Tabulated reso­
nances are ind icated by numbered ar rows.  
LIKELIHOOD CROSS SECTION (MILLIBARNS) 
Figure 12. Relative Ncl(Y.ri) ^Nd cross sect ions de ivcd f ror  throo 
independent  y ie ld  curves.  Resonances are ind ica led b /  num­
bered arrows.  The number represents  the correspondence to  
a resonance in  the average cross sect ion cu i 've.  
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Figure I3. The resolution function for the neodymium-142 measurement. Only a repre­
sentative sampling of the resolution function (at 2.0 MeV intervals 
starting at 10.5 MeV) is shown. 
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Table 10« Resonances in the average cross section (neodymium-142 experiment) 
Resonance 
Identification energy 
rumber (MeV) 
Maximum 
deviation 
(MeV) 
Resolution, 
half width 
(MeV) 
Likelihood 
estimate 
Reliab i1i ty 
code 
1 
2  
3 
4 
5 
6 
7 
8  
10.28 
1 1 . 6 5  
1 2 . 3 6  
13.31 
14.15 
1 5 . 0 3  
16 . 0 0  
17.24 
0.070 
0.190 
0,180 
0.110 
0.260 
0.220 
0.120 
0.227 
0.224 
0.222 
0.222 
0,224 
0.232 
0.245 
0 . 2 6 0  
0.69 
0.80 
0 . 6 9  
0.95 
0,99 
0 . 9 8  
0,77 
0.68 
Q. 
R 
R 
R 
R 
R 
R 
R 
9 18.03 18.52 18.39 0.350 0,271 0 . 6 7  R 
10 19.39 1 9 . 8 1  19.67 0.150 0.283 0 . 8 9  R 
11 
12 
13 
20.99 
21.77 
22.75 
0,070 0.292 
0 . 2 9 8  
0 . 3 0 3  
0.94 
0.44 
0 . 6 6  
R 
a  
a  
14 23.59 24.01 2 3 . 8 8  0 . 2 9 0  0 . 3 0 8  0 . 7 8  R 
^Maximum absolute difference between the resonance energies on the average curve and the 
individual curves. 
Full width at half maximum of the resolution function. 
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end points. Also resonance 12 at 21.77 and resonance 13 at 22.75 must be 
questioned since they are missing in curve B and curve A respectively. 
Although curve B does show some indication that resonance 11 contains two 
unresolved resonances. 
The giant resonance peak energy occurs at about 15.5 MeV for this cross 
section. However above the giant resonance peak there is much more strength 
in this cross section than in either cerium or barium. This extra strength 
is the result of the inclusion of the cross sections for the ('y,3n) reaction 
in neodymium-l44 and especially the (7,2n) reaction in neodymium-1^3 (thresh­
old at 15.9 MeV). As a consequence of this fact i t is difficult to estimate 
the width of the giant resonance for the photoneutron reaction in neodymtum-
142 alone. The width is probably less than 4.5 MeV. From the absolute 
calibration of this cross section, the maximum of the average cross section 
curve is 38 mill ibarns and the integrated cross section (threshold to 25.0 
MeV) is 255 + 23 MeV-mi11ibarnso 
Do Cross Section Tests 
The possibility that the least structure technique was producing the 
structure in the cross section was tested in the praseodymium-l4l experi­
ment (14). The f irst of these tests was the use of a modified bremsstrah-
lung spectrum in the analysis. The modified spectrum contained an increased 
number of photons in the tip (40) relative to the normally used Schiff 
spectrum (41). When the least structure analysis of the yield curve using 
the modified spectrum was made, very l itt le difference in the amplitude or 
the shape of the structure was seen. 
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A second important test involved producing simulated yield curves. 
Yield curves were simulated by operating on an assumed cross section with 
the N-matrix and then superimposing errors on the yields with a random 
number generator. The assumed cross section was a smooth Gaussian shaped 
curve with parameters adjusted to match the real cross section. When these 
yield curves were analyzed by CLSR with optimum smoothing, no structure 
was seen. Only minor distortions in shape were produced by CLSR. 
Tests of the second kind were repeated and extended in this work. 
In this case the smooth cross section was obtained by drawing a smooth curve 
through the average cross section of the barium-138 experiment, A second 
cross section was also assumed. This was the actual average cross section 
curve obtained in the barium-138 measurement. The same procedure as des­
cribed above was applied to these assumed cross sections. The standard 
deviations of the normal error distributions used by the random number 
generator to superimpose errors on the simulated yields were taken from 
a smoothed version of the errors of the experimental yield curve. Five 
simulated yield curves of each type were produced. 
The simulated yield curves were then analyzed using CLSR. When taken 
to optimum smoothing, the solutions from originally smooth cross sections 
had no structure. This is the same conclusion reached in the tests per­
formed for the praseodymium experiment. However when these curves were ana­
lyzed with the same smoothing parameter used for the average cross section 
curve in the barium experiment i.e. X = X 10 considerable struc­
ture was produced. But comparison of the structure in the five curves 
showed that this structure was not reproducible. On the other hand good 
reproducibility was seen for the structure in cross sections originally 
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based on the actual average cross section curve. It should be noted that 
the average cross section from which the latter yield curves were simulated 
had already been smoothed by the least structure technique. 
Two conclusions should be emphasized from these tests: First, the 
criterion for when the proper amount of smoothing has been applied is em­
pirically valid; i.e., cross sections known to contain no structure are 
2 
smoothed to solutions with no structure if the % test is met. Second, i f 
there were real structure in the cross section, the least structure solu­
tions would reproduce it in preference to statistical variations. This con­
clusion also refers back to a comment mentioned briefly in the previous chap­
ter. Distortions of the yield curve due to real cross section resonances 
should extend over several energy intervals while statistical variations 
should not be correlated with energy. 
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VI. COMPARISONS AND CONCLUSIONS 
Ac Comparison with Other Experiments 
A primary motivation for the present work was the lack of high reso­
lution cross section measurements for heavy nuclei. In fact the present 
experiments are the first high resolution measurements of the photoneutron 
cross sections for these three 82 neutron isotones. Consequently there 
are no experiments to which direct detailed comparison of structure in the 
cross sections can be made. However there are a few measurements which 
can be compared to the present work for the overall energy dependence of 
the cross section. 
Several other measurements of the photoneutron cross sections for 
barium-138, cerium-l40 and neodymium-142 have been reported. The nominal 
resolution of these experiments is 3OO keV or greater, and thus no struc­
ture is seen comparable to that found here (with one exception discussed 
below). Also, in all cases, these experiments measure the sum of the cross 
section for transitions to the metastable state and the ground state of the 
residual nucleus. The general parameters describing the cross section are 
compared in Table 11. Included in the table are the energy of the giant 
resonance, the full width at half maximum of the giant resonance, the maxi­
mum of the cross section and the integrated cross section. 
Because of the fact that in the present work only the cross section 
leaving the residual nucleus in its metastable state was measured, the maxi­
mum cross section and the integrated cross section cannot be directly com­
pared with the measurements l isted. These parameters can be indirectly 
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Table 11. Comparison with available data 
Integrated Maximum Energy GR half 
cross section cross section of GR^ width'' 
Reference (MeV-barns) (mill ibarns) (MeV) (MeV) 
Bar ium-i 38 
German et (42)^ 2.04 327+3 15.26 4.61+0,08 
(27.1)^ 
Present work 0.259+0.023 65 I5.5 3,9 
(24.0) 
Cerium-l40 
Miller et al. (43) I .88+O .O3® I5.6 
Fuller £t aj_. (44) 450 4,5 
Present work 0.241+0.022 57 15-6 3-8 
(24.5) 
Neodymi um-l42 
Carver and Turchinetz < 2.3+0.3 15-3 < 5.0 
(32.0) 
Present work 0.366+0.023 38 15.5 •' 4.,5 
(25.0) 
^Energy of the peak of the giant resonance. 
^Full width at half maximum of the giant resonance. 
^Parameters of a Lorentz f it to the total neutron cross section, 
^In this column the upper l imits of the energy ranges arc contained 
in parentheses. 
M  , 4 - c  o Î f  r  n a + * l l l " a l  r ' o r î l i m .  
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checked, at least for cerium~l40j by several measurements of the yield ratio 
of the two states. 
For these measurements a definition of the yield of photoneutron reac­
tions leaving the residual nucleus in the metastable state as Y and the 
m 
corresponding yield for the ground state as Y is convenient. H. Fuchs et g 
al. (23) find that Y / Y = 0.193 + 0.014 at 3I.O MeV (0.182 + 0.018 at 
m g 
23.8 MeV) while J.H. Carver et al. (46) find that Y /  (Y +Y ) = 0.08 + 0.01 
— — m m g 
at 30.0 MeV. Finally, the ratio Y^/ (Y^+Y^) is also measured by Y. Oka 
et al. (47) as O.O9I at 20.0 MeV. The present measurement gives Y^/ Y^ a 
0.156 and Y^/ (Y^+Y^) = 0.135 at 21.2 MeV, using the integrated cross sec­
tion measured by Miller et aj_. (corrected for the cross section due to other 
stable isotopes in cerium by assuming the cross sections in all isotopes 
are the same, but not correcting for neutron multiplicity). Clearly the 
measurements of Carver e^t al. and Oka £t aj_. are inconsistent with that of 
Fuchs e^ and the present measurement is somewhere between but closer 
to the latter. In fact, correction of the data of Miller et aj_. for neutron 
multiplicity would bring the ratio even closer to that of Fuchs et al. 
The only prior cross section measurement on one of these nuclei which 
reported structure was that of German et al. on barium-l38. They claim 
to see structure at 21.6, 23.3, 9.3 and 20.5 MeV. (The latter two resonances 
are less definite according to the authors.) 
This measurement used gamma rays from positron annihilation in fl ight, 
with direct neutron detection. Resolution varies from less than 3OO keV 
al 1G neV to about ^00 kcV at 3O MeV. Cnmnarisnn of this cross section with 
the average curve for barium-138 from the present work is shown in Figure 
14. [Their cross section is corrected for neutron multiplicity but not for 
Figure 14 .  Comparison of the Ba(Y,n) "^Ba cross section from the 
present measurement (upper curve) with the ^38Ba(Y,n)'37Ba 
cross section from the German et aj_. (lower curve). The 
energies of resonances reported by German et £]_„ are in­
dicated by vertical arrows on both curves. 
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the Oy.np) reaction.] The energies of resonances claimed by German et al. 
are indicated on both cross sections by vertical arrows. Excellent agree­
ment for these resonances is found (except for the resonance at 9-3 McV 
which is very near the threshold for excitations Lo the metastable state). 
A closer examination of the cross sections reveals further possible agree­
ment. On either side of the giant resonance there are shoulders in the cross 
section measured by German et^ a]_. These shoulders are at energies which 
could match the resonances seen at I3 .68 MeV and 16.57 MeV in the average 
cross section of this measurement. Considering the difference in resolu­
tion of these experiments the agreement obtained is excellent. 
Although not directly related to the measurements reported here, a 
recent experiment by K.G. McNeill, J.W. Jury and J„S. Hewitt (48) provides 
some evidence for the existence of structure in the 82 neutron isotoncs. 
Specifically McNeill et ajl^. measured the energy spectrum of photoneutrons 
emitted by praseodymium-l4l with a resolution of 3O keV. They found that 
there were small resonances on top of the expected smooth energy spectrum 
and concluded that this structure is at least partially due to structure 
in the photoneutron cross section. 
The average cross section curve for the photoneutron reaction in 
p raseodymium-l4l which was measured previously in this laboratory (I3, 14) 
is displayed in Figure 15» The dashed curve is the optimum solution for 
this cross section, and the solid curve (with individual points indicated 
as open circles) is an undersmoothed solution (previously unpublished). 
Vei Licd' i  di iOwS ir. Figure îr.dicatc the energies oF rpsnnanrms found in 
the work of McNeill et a1_. identif ication numbers are included for con­
venience, but they are also coded such that numbers contained in parentheses 
Figure 15. Comparison of the Pr(Y,n) Pr cross section from Cook 
et al_o with the I^^Pr photoneutron energy spectrum from 
McNeill et aj_ p  The optimum smoothing solution for the 
cross section is indicated by a dashed l ine. An under-
smoothed solution for the cross section is indicated by 
open circles and a solid l ine. Resonances in the photo-
neutron energy spectrum are indicated by numbered arrows. 
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indicate resonances not specifically claimed by McNeill et^ but which 
can be seen in their published spectrum. The remaining resonances are 
claimed by them. 
As can be seen in Figure 15 agreement in the positions of resonances 
for the data of McNeill e^ and the undersmoothed curve is good with a 
few exceptions. Notable exceptions are the resonances identif ied as 11 
at 14.00 MeV and 15 at 15.05 MeV. However there should be more peaks in 
the photoneutron energy spectrum than there are in the cross section because 
of non-ground state neutron transitions. The comparison of resonances is 
summarized in Table 12. 
Detailed comparison of resonances in these experiments is somewhat 
speculative for several reasons. An undersmoothed solution of the cross 
section is used to at least partially eliminate the resolution difference. 
Structure found in such solutions may not in all cases be real. Further­
more there are the two problems of interpretation of the neutron energy spec­
tra discussed above. Even with these reservations the good agreement is 
suggestive. 
Aside from the apparent agreement of these experiments, the measure­
ment of McNeill e;t aT_. provides evidence for structure in the cross section 
of praseodymium-l4l. Unless there are unusual interference effects in the 
neutron emission, structure in the energy spectrum is impossible without 
structure in the cross section. 
B. Theoretical Comparison 
Thus far a theoretical description of the photonuclear process has not 
been presented. A detailed description of the various photonuclear thto/ies 
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Table 12. Comparison of the photoneutron cross section and energy spectrum 
of praseodymium-l4l 
Resonance 
identif ication 
number 
McNei11 et al. 
Energy spectrum 
resonances^ 
(MeV) 
Cook et 
Undersmoothed 
resonances 
(MeV) 
al. 
Converged 
resonances 
(MeV) 
9.50 
9.80 9.58 
10.10 
10.30 1 0 . 1 7  
L
A
 
O
 
L
A
 
O
O
 
O
 
O
 
10.80 
1 
2  
(11.15)^ 
11.50 
11.15 
11.45 1 1 . 2 3  
3 
4 
11.70 
12.00 
11.70 
11.95 11.95 
5 
6 
7 
8 
9 
10 
11 
12 
13 
14 
15 
16 
17 
12.30 
(12.80) 
(12.90) 
13.20 
( l U o j  ' 3 - 7 °  
14.00 
14.30 
(14.55) 
14.80 
15.05 
(15.30) 
(15.90) 
1 2 . 2 0  
1 2 . 5 0  
12.80 
13.20 
13.55 
1 3 . 8 0  
14.30 
14.55 
14.80 
15.30 
16.00 
16.80 
12.78 
13.58 
14.64 
Wfl '5-70 
17.20 
^Obtained from the sum of the threshold energy and the neutron reso 
namrm enerov. 
^Resonances placed in parentheses are not specifically claimed by 
McNei11 et al. 
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is outside the scope of this thesis; however, a general summary of the im­
portant theories is presented below; and specific applications to the 82 
neutron isotones are discussed. 
Two theories describing the photonuclear giant resonance have received 
the widest attention. They are the hydrodynamic collective model and the 
independent particle shell model with particle-hole iteractions (particle-
hole model), 
The hydrodynamic collective model was f irst suggested by A. Migdal 
(kS) and by M. Goldhaber and E. Teller (50). The model was extended by 
H. Steinwedelj J.D. Jensen and P. Jensen (51). The basis of the model is 
the assumption that the neutrons and protons form separate compressible 
f luids constrained within the nuclear surface. Photons incident on the 
nucleus excite dipole density oscil lations of the two f luids, that is os­
cil lation of the proton f luid against the neutron f luid. This model has 
been able to explain the general features of the giant resonance and with 
some further extension several details. 
A recent extension of this collective model has been applied to the 
praseodymium-l4l photoneutron cross section by M.G. Huber, M. Danos, 
H.J. Weber and W. Greiner (52). They include in the normal hydrodynamic col­
lective model, coupling of the dipole vibrations to quadrupole surface vi­
brations. In spherical nuclei this coupling is a totally dynamic effect, 
that is one of coupled oscil lators. The coupling constants are evaluated in 
the adiabatic approximation. This means that the nuclear shape does not 
rhànno annroriah 1 \/ (Hiirinn nriA nmrind of the dioole vibration. The frequen­
cies of the dipole oscil lation can be computed as i f  the nucleus were stati­
cally deformed. This leads to a splitt ing into three possible dipole modes. 
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When Huber  e t  appl ied th is  model  to  praseodymium- l4 l ,  they were 
ab le to  reproduce the g iant  resonance peak and the broad shoulder  jus t  above 
the g iant  resonance.  However  they were not  ab le  to  reproduce the s t ruc­
ture below the g iant  resonance or even the s t rength o f  the cross sect ion 
in  th is  reg ion.  Huber  e^  speculated that  th is  might  be due to  a cent ra l  
assumpt ion o f  the model ,  that  is  on ly  a s ing le  g iant  d ipo le  resonance oc­
curs in  spher ica l  nuc le i .  
This assumption is not completely fulf i l led for heavy nuclei especially 
at closed shell nuclei where single particle effects are more important. 
Huber aj_. would attribute the structure below the giant resonance to 
these single particle effects. 
Turning to the independent particle shell model, early attempts to 
apply this model to the photonuclear effect were unable to predict the 
energy of the giant resonance peak correctly (about a factor of two too low 
in heavy nuclei). Before proceeding, a reminder of the basic assumptions 
of the independent particle shell model is made. Each nucléon moves inde­
pendently in a central attractive potential which is the average effect due 
to all other nucléons. Nucléons f i l l  shells of well defined angular momen­
tum and energy in accordance with the Paul! exclusion principle. For the 
photonuclear effect, transitions are thought to be from the last f i l led 
shell to the f irst unfi l led shell. 
The problem with the pure independent particle shell model is that i t  
ignored residual interactions which are necessary to produce the collective 
nature of the aiant resonance. J.P. Ell iott and B.H. Flowers (53) included 
these effects by considering an interaction between the excited particle 
and the hole left behind. For an attractive particle-particle potential 
1 1 7  
the particle-hole potential is repulsive. Therefore with this interaction 
the dipole states are increased in energy to form a giant resonance at the 
correct energy. Also instrumental in developing the particle-hole model 
were G.E. Brown and M. Bolster!i (54). 
Another recent calculation for the praseodymium photoneutron cross sec­
tion has been done by C. Shafer (55). The basic calculation is a particle-
hole calculation, but nuclear surface vibrations are allowed. Also two 
types of residual interactions are considered. Either a residual interaction 
potential of Gaussian shape, or a surface delta interaction is used. The 
surface vibrations are treated within the collective model. Results of 
the calculation are compared to the cross section measured by P.M. Cannington 
el^ aj_. (56). In general good agreement is obtained. The model does pro-
ducê some strength below the giant resonance peak in support of the conclu­
sion of Huber ej^ aj[. that the structure in this region is due to single par­
t icle effects. 
C. Comparison of the Cross Sections 
High resolution cross section measurements have been performed in this 
laboratory on four separate 82 neutron isotones. These are the cross sec­
tions for the reactions ^^^Ba(Y,n)^^^^Ba, ^^^Ce(7,n) ^  ^^""ce, ^^'pr(y^n) ^ ^^Pr 
(13, 14) and ^^^Nd(Y,n)^^^^Nd. All four cross sections are shown in Figure 
16. Each curve has considerable structure, and in general the resonances 
have a width of 100 to 3OO keV and a spacing of about 800 keV. Major dif­
ferences in the structure of the four cross sections can be attributed to 
resolution differences. In particular the smoothness of the praseodymium-
l4l cross section above the peak of the giant resonance is due to résolu-
Figure 16, Comparison of the photoneutron cross sections for several 
82 neutron isotones. Cross sections for ^^^Ce and 
are from this measurement. The cross section for 
'^^Pr is from Cook et al. 
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t ion. For this measurement the resolution increases rapidly above the peak 
of the giant resonance to about 700 keV. This is nearly the spacing of reso­
nances in these cross sections, and therefore such resonances would not be 
resolved. Similarly the neodymium-l42 measurement has somewhat poorer reso­
lution than either the cerium-l40 or barium-l38 measurements and consequent­
ly appears to have less structure. 
Besides the similarity in the spacing, size and amount of structure, 
the general shape and position of the giant resonance is approximately the 
same in the four cross sections. An exception is the neodymium-l42 cross 
section, but the reason for this is noted in Chapter V.C.]. The peak of the 
giant resonance occurs at about 15.5 MeV in all four cross sections, and its 
width is about 3-9 MeV. Comparison of the general parameters of the cross 
sections is made in Table 13. 
The structure in the four cross sections as shown in Figure 16 does 
not appear to be simply correlated. However correlation can be obtained 
by subtracting the threshold for transitions to the ground state from cach 
cross section, in other words, by considering the threshold as the zero of 
energy. This correlation is i l lustrated in Figures 17 and 18 and in Table 
14. In Figure 17 the four cross sections are shown as a function of the 
energy above threshold. Vertical l ines through the resonances in each curve 
indicate the correlation. These l ines are plotted at the average of the 
resonance energies in each curve. A special case is the l ine at 4.27 MeV 
where two resonances appear in both the barium-l38 and cerium-l40 cross sec­
tions. It is l ikely thai Liie puoici ' resoluticr. of the ether tv.c cross sec­
tions did not allow these resonances to be resolved. Instead a single broad 
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Table 13. Comparison of the cross section parameters of several 82 neutron 
isotones 
Isotone 
! ntegrated 
cross section 
(MeV-mi11ibarns) 
Max i  mum 
cross section 
(mill ibarns) 
Energy 
of GR3 
(MeV) 
GR 
half width^ 
(MeV) 
259+23 
(24.0)C 
65 15.5 3.9 
241 +22 
(24.5) 
57 15.6 3.8 
1790+100 
(24.0) 
400 15.3 4.0 
'%d < 255+23 
(25.0) 
38 15.5 < 4.5 
^Energy of the peak of the giant resonance. 
^Full width at half maximum of the giant resonance. 
^|n this column the upper l imits of the energy ranges are contained 
in parentheses. 
resonance appears on each curve. Dashed vertical l ines near this energy 
indicate the splitt ing in the barium-l38 and cerium-l40 cross sections. 
Figure 18 contains essentially the same information as Figure 17 but 
in a schematic form. The resonance position above threshold is plotted for 
the four cross sections. Each resonance is indicated by a horizontal error 
bar which is the full width at half maximum of the resolution function at 
that energy. Soi id verlicai l ine:» aie auowri at the overage energy of the 
correlated resonance in each cross section. Dashed l ines are included as 
a guide to the eye. Finally, the energy above threshold for all the reso-
Figure 17» Correlation of structure in the photoneutron cross sections 
of several 82 neutron isotones. Cross sections for 
l^^Ce and are from this measurement. The cross sec­
tion for )4lpr is from Cook aj_. The zero of the energy 
scale is at the threshold for each reaction. Vertical 
l ines on each curve are placed at the average energy of 
apparently correlated resonances. 
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Figure 18.  Schemat ic  representat ion of  corre la t ion of  s t ructure in  the photoneutron 
cross sect ions o f  severa l  82 neutron isotones.  Resonances in  the cross 
sect ion are ind icated by hor izonta l  er ror  bars (FWHM o f  the resolut ion 
funct ion) .  Corre la t ion of  reso lut ions is  ind icated by ver t ica l  l ines at  
the average energy o f  apparent ly  corre la ted resonances.  Resonances in  
the cross sect ion of  ^ l^^Ce and are f rom th is  measurement ,  
and those in  l^ lpr  are f rom Cook e t  a l .  
1 I I I I I r 1 r T 
CORRELATION OF PHOTONEUTRON RESONANCES 
IN N=82 NUCLEI 
142 
'Nd — 
141 Pr 
to 
3 
lU 
CJ 
z 140, Ce — H 
'3860 -J 
H H 
H 
H 
HI—I t—I 
•v 
I 
I 
W I 
I 
I 
H 
H H 
H H H H 
I 
I  
I I 
H M 
H H 
H H H H H 
I I  
H 
I 
I 
1 
H H 
H HH H 
hH 
M 
H 
M M 
H H 
I 
I 
H 
I 1 
H H H H 
H M 
H H 
I 
H H H 
I 
M 
H H H 
M 
I 
M 
J_J 1 1 1 1  ! 1 1 1 1 1  
5 6 7 8 9 10 
ENERGY ABOVE THRESHOLD (MEV) 
12 13 14 15 
1 2 6  
Table 14. Correlation of photoneutron cross section resonances in several 
82 neutron isotones 
Average Resonances Resonances Resonances Resonances d 
resonance energy in 13863 in '4^Ce in '^'Pr in l42Nd 
(MeV) (MeV) (MeV) (MeV) (MeV) 
mm mm mm m. 
— — — — 0.65 
1 .49 1.57 1.45 
1.99 2.18 2.13 
2.71 2.80 2.89 
3.46 3.46 3.47 
4.27 4.06 
4.59 
3.91 
4.51 
5.19 5.14 5.13 
-- - —- — 5.59 
— — — — 5.90 — ^  — 
6.33 6.38 6.41 
— — — — 6.67 — — — — 
7.24 7.08 7.22 
8.11 8.03 8.08 
8.80 8.77 8.92 
9.57 9.56 9.56 
10.23 10.29 10.40 
11 .28 11.13 11.52 
11 .98 11 .90 12.07 
12.91 12.84 12.96 
13.69 13.82 13.47 
14.32 14.56 14.20 
— " — — 
— — — — 15.17 
1,45 
1.81 1.84 
2.59 2.55 
3.42 3.50 
4.22 4.34 
5.28 5.22 
6.34 6.19 
7.34 
7.84 8.22 
----  8.71 
9.58 
—- 10.00 
1 1 . 1 8  
----  11.96 
---- 12.94 
---- l3«78 
14.20 
8.58 
9.86 
14.07 
^All energies in this table are energies above threshold. 
nances in each cross section and the average energy of correlated resonances 
are tabulated in Table 14. I t should be noted that in the neodymium 142 
curve the spl i t t ing of  several  resonances as suggested in Chapter V.C .3.  
has been assumed in the correlations. 
As can be seen in the various i l lustrations, the correlation is cer­
tainly not perfect. However in all the correlations indicated, the individu-
1 2 7  
al resonances in each cross section are consistent with the average, within 
the experimental resolution. Because of the poorer resolution above the 
giant resonance peak, the correlation is less clear in this region, in 
general correlation of resonances as a function of the energy above threshold 
appears to be more than coincidental. I f the structure seen in these cross 
sections is real, the correlation cannot be a result of the experimental 
technique. Both through internal tests and from the agreement with other 
experiments, i t  is concluded that the structure is real. 
Interpretation of the structure in the cross sections of the 82 neutron 
isotones is diff icult. Several mechanisms which can produce this structure 
have been suggested. Before specifically discussing the structure, a com­
ment about the gross properties of the cross sections is in order. Both 
the collective model and the particle-hole model predict an 80A 'energy 
dependence of the giant resonance peak as a function of the atomic number A. 
For the range of atomic number in these measurements the predicted energy 
varies from 15.33 to 15.48 MeV. The experimental values are in good agree­
ment with this prediction. Also the width of the giant resonances is consis­
tent with the general trend toward narrow giant resonances at closed shell 
nuclei. 
Returning to the discussion of structure in the cross sections, two 
theoretical calculations have had some success in calculating the cross sec­
tion for neodymium-l4l. Huber aj_. used the hydrodynamic model with 
surface vibrations allowed. They suggested that the structure below the 
giant resonance peak, which they were unable to produce, might be due to 
single particle effects. The other theoretical calculation did consider 
such single particle effects at least partially. This was the calculation 
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by Schafer who used the particle-hole model but again included surface vi­
brations. Correspondingly, greater success was obtained in this calcula­
tion. At least some of the strength at low energies was produced. Clearly 
considerable structure in the cross section can be produced in this manner. 
Each of the particle-hole states is further split into several states by 
the surface vibrations. 
Sti l l  to be answered is why the structure in the cross section of the 
four 82 neutrons is correlated by the energy of the resonance above thresh­
old. The interactions of the dipole states with the surface vibrations can 
provide some explanation for this correlation. Huber e^ aj_. include in 
their paper some predictions of the dependence of the dipole strengths on 
various parameters. The most important parameter for the work reported 
2 here is the mean square amplitude of the surface vibrations This pa­
rameter is connected to the electric quadrupole transition probabil ity of 
the low energy spectrum. With the other parameters f ixed (at the values 
used in the praseodymium calculation) the effect of increasing is an ap­
proximately l inear decrease in the energy of the states carrying most of the 
dipole strength. The calculations of Huber £t aj_, indicate that a change 
in from 0.150 to 0.200 decreases the energy by about 600 keV. 
The parameter p is calculated to be inversely proportional to proton 
number by the single particle shell model. Experimentally the values of 
P are 0.120 for barium-ljS down to 0.104 for neodymium-l42 (57). Since 
p decreases as a function of the proton number there is an expected in-
zrczze in the energy nf dipole states in the 82 neutron isotones as the num­
ber of protons is increased. This effect is in the direction to produce the 
correlation obtained, but unfortunately the effect is not large enough. At 
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most this effect could shift the resonances by O .3OO MeV between barîum-138 
and neodymium-i42 whereas the total change in threshold energy is 1.27 MeV. 
Huber et £j_. include only harmonic terms in the Hamiltonian. For the 
surface vibrations this means that a two phonon state (which can be con­
sidered a tivo particle-two hole state) does not include interactions between 
the two particles or the two holes. To include such interactions requires 
the addition of anharmonic terms to the Hamiltonian. It is possible that 
such interactions would increase the effect of surface vibrations. This 
would produce more splitt ing of the dipole states and probably increase 
the energy shift discussed above. 
C. Summary 
The photoneutron cross sections for several 82 neutron isotones have 
been presented. I t is shown that both in the general features and in par­
ticular details these cross sections are very similar. Emphasis is placed 
on the similarity of the structure found in these cross sections. Consid­
erable structure is seen in the cross section of each isotone which has ap­
proximately the same size, spacing and width for all isotones. Tentative 
correlation of the resonances in each cross section has been established 
by considering the resonances as a function of the energy above threshold. 
Reliabil ity of this structure has been tested through several methods. 
I t is concluded that this structure is physically real and not the result 
of experimental techniques. Added evidence for this conclusion is found 
in the good agreement of the data with other measurements. 
As far as possible, comparison has been made to the theoretical des­
criptions of the nuclear photoeffecto The combination of the particle-hole 
1 3 0  
model with collective surface vibrations appears to offer the best compari­
son with experimental results. 
Finally i t  is hoped that the present measurement wil l  stimulate further 
investigations of the photonuclear effect in heavy nuclei, both experimental 
and theoretical. 
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