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Abstract
We describe the spectral properties of the Jacobi operator (Hy)n = an−1yn−1+anyn+1+
bnyn, n ∈ Z, with an = a0n + un, bn = b0n + vn, where sequences a0n > 0, b0n ∈ R are
periodic with period q, and sequences un, vn have compact support. In the case un ≡ 0
we obtain the asymptotics of the spectrum in the limit of small perturbations vn.
1 Introduction
Let H0 denote the q–periodic Jacobi matrix associated with the equation
(H0y)n = a
0
n−1yn−1 + a
0
nyn+1 + b
0
nyn = λyn, (λ, n) ∈ C× Z (1.1)
where the sequences a0n, b
0
n ∈ R verify a0n = a0n+q > 0, b0n = b0n+q ∈ R, n ∈ Z. We use also
notation a0 = (a0n)n∈Z, b
0 = (b0n)n∈Z. In this paper we consider the spectral properties of a
finitely supported perturbation of H0 defined as follows. Let u = (un)n∈Z, v = (vn)n∈Z be
finite sequences satisfying
un, vn ∈ R, un = 0, vn = 0 for n < 0 and n > p, v0, vp 6= 0. (1.2)
Let H denote the infinite Jacobi matrix associated with the equation
(Hy)n = an−1yn−1+anyn+1+bnyn = λyn, an = a
0
n+un bn = b
0
n+vn, (λ, n) ∈ C×Z. (1.3)
For an = 1, n ∈ Z, the operator H is the finite difference Schro¨dinger operator with
finitely supported potential.
A lot of papers is devoted to the direct and inverse resonance problems for the Schro¨dinger
operator − d2
dx2
+ q(x) on the line R with compactly supported perturbation (see [S], [Fr], [Z]
and references given there).
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The problem of resonances for the Schro¨dinger with periodic plus compactly supported
potential − d2
dx2
+ p(x) + q(x) is much less studied: [F1], [KM], [K3].
The inverse resonance problem is not yet solved. Finite-difference Schro¨dinger and Jacobi
operators express many similar features. Spectral and scattering properties of infinite Jacobi
matrices are much studied (see [Mo], [DS1], [DS1] and references given there). The inverse
problem was solved for periodic Jacobi operators: [P].
The inverse scattering problem for asymptotically periodic coefficients was solved by
Ag. Kh. Khanmamedov: [Kh1] (on the line, the russian versions are dated much earlier) and
I. Egorova, J. Michor, G. Teschl [EMT] (on the line in case of quasi-periodic background).
The resonance problems are less studied (see M.Marletta and R.Weikard [MW]). The
inverse resonances problem was recently solved in the case of constant background [K2]. In
the present article we consider the direct resonance problem in the case of periodic back-
ground. The results are applied in in [IK1] to the inverse resonance problem. In [IK2] and
[IK3] we solved the direct and inverse resonance problems on the half-lattice and applied the
results to the zigzag half-nanotube in magnetic field.
Let ϕ = (ϕn(z))n∈Z and ϑ = (ϑn(z))n∈Z be fundamental solutions for equation (1.1),
under the conditions ϑ0 = ϕ1 = 1 and ϑ1 = ϕ0 = 0. Let ψ
± = ϑ +m±ϕ be Floquet-Bloch
functions (see Section 2). Here m± are the Titchmarch-Weyl functions.
Denote ∆(λ) = 2−1(ϕq+1 + ϑq) the Lyapunov function. Then it is known that the zeros
{Ej}2qj=1 of the polynomial ∆2−1 of degree 2q can be enumerated as follows λ+0 < λ−1 6 λ+1 <
. . . < λ−q−1 6 λ
+
q−1 < λ
−
q , where λ
+
0 = λ
−
0 and λ
−
q = λ
+
q . Then the spectrum of H
0 in ℓ2(Z)
is absolutely continuous and consists of q zones σn = [λ
+
n−1, λ
−
n ], n = 1, . . . , q, separated by
gaps γn = (λ
−
n , λ
+
n ). In each gap there is one simple zero of polynomials ϕq(λ), ∆(λ), ϑq+1(λ).
Note that ∆(λ±n ) = (−1)q−n.
We use the standard definition of the root:
√
1 = 1 and fix the branch of the function
Ω(λ) =
√
1−∆2(λ) on C by demanding
Ω(λ) =
√
1−∆2(λ) < 0, for λ ∈ (λ+q−1, λ−q ).
Now we introduce the two-sheeted Riemann surface Λ of
√
∆2(λ)− 1 obtained by joining the
upper and lower rims of two copies of the cut plane Γ = C \σac(H0) in the usual (crosswise)
way. The k−th gap on the first physical sheet Λ+ we will denote by γ+k and the same gap
but on the second nonphysical sheet Λ− we will denote by γ
−
k and let γ
c
k be the union of γ
+
k
and γ−k :
γck = γ
+
k ∪ γ−k . (1.4)
The finitely supported perturbation (u, v) does not change the absolutely continuous
spectrum: σac(H) = σac(H
0) =
⋃q
n=1[λ
+
n−1, λ
−
n ].
Introduce the function
α(λ) = C det((H − λ)(H0 − λ)−1) = C det(I + (H −H0)(H0 − λ)−1), C =
p∏
j=0
aj
aj
,
which is meromorphic on Λ, see [F1]. Recall that T = 1/α is the transmission coefficient in
the S−matrix for the pair H,H0 (see Section 3). If α has some poles, then they coincide
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with some λ±k . It is well known that if α(λ) = 0 for some zero λ ∈ Λ+, then λ is an eigenvalue
of H and λ ∈ ∪γ+k . Note that there are no eigenvalues on the spectrum σac(H0) ⊂ Λ+ since
|α(λ)| > 1 on σac(H0).
With Ω(λ) = (1−∆2(λ))1/2 we define the functions A, J by
J(λ) = 2Ω(λ+ i0) Imα(λ+ i0), A(λ) = Reα(λ+ i0)− 1, for λ ∈ σ (H0) ⊂ Λ+.
These functions were introduced for the Schro¨dinger operator on R with periodic plus com-
pactly supported potentials by the second author in [K1]. We show that A, J are polynomials
on C and they are real on the real line. Instead of the function α we consider the modified
function ξ = 2iΩα on Λ. We show that ξ satisfies
ξ = 2iΩα = 2iΩ(1 + A)− J on Λ. (1.5)
Recall that Ω is analytic on Λ and Ω = 0 for some λ ∈ Λ iff λ = λ−k or λ = λ+k for some
k > 0. Then the function ξ is analytic on Λ and has branch points λ±n , if γn 6= ∅. The zeros
of ξ define the eigenvalues and the resonances. Define the set
Λ0 = {λ ∈ Λ : λ = λ+k ∈ Λ+ and λ = λ+k ∈ Λ−, γk = ∅} ⊂ Λ.
In fact with each γk = ∅ we associate two points λ+k ∈ Λ+ and λ+k ∈ Λ− from the set Λ0. If
each gap of H0 is not empty, then Λ0 = ∅.
Definition 1. Each zero of ξ on Λ \ Λ0 is a state of H.
1) A state λ ∈ Λ+ is a bound state.
2) A state λ ∈ Λ− is a resonance.
3) A state λ = λ±k , k = 1, . . . , q is a virtual state.
A resonance λ ∈ ∪γ−k ⊂ Λ− is an anti-bound state.
This definition is motivated by the representation (3.23) of the resolvent. It is known
that the gaps γk = ∅ do not give contribution to the states. Recall that S−matrix for H,H0
is meromorphic on Λ, but it is analytic at the points from Λ0 (see [F1]). Roughly speaking
there is no difference between the points from Λ0 and other points inside the spectrum of
H0.
We prove the following result.
Theorem 1.1 (Total number of states). Let a0, b0 be q–periodic sequences as in (1.1) and
u, v be a finitely supported perturbations satisfying (1.2). If up 6= 0 then H has in total
2p+ 2q − 1 states. If up = 0 then the number of states is 2p+ 2q − 2.
Theorem 1.1 follows from the properties of function ξ(λ) formulated in Theorem 5.1.
Theorem 1.2. Let a0, b0 be q–periodic sequences as in (1.1) and u, v be finitely supported
perturbations satisfying (1.2). Then ξ satisfies (1.5) and the following properties hold.
i) There exists an even number of states (counted with multiplicities) on each set γck 6= ∅,
k = 1, . . . , q − 1, where γck is a union of the physical gap γ+k and non-physical gap γ−k (see
3
(1.4)).
ii) Let λ ∈ γ+k be a bound state for some k = 0, . . . , q, i.e. ξ(λ) = 0. Let λ˜ ∈ γ−k ⊂ Λ− be
the same number but on the second sheet Λ+. Then λ˜ ∈ γ−k is not an antibound state i.e.
ξ(λ˜) 6= 0.
iii) Let N be the total number of bound states. Then N + q is even.
The properies i),ii) follows from Lemma 3.2. The property iii) is proved in [IK1].
For each k = 1, . . . , q − 1 there exists a unique point αk ∈ [λ−k , λ+k ] such that
(−1)q−k∆(αk) = max
λ∈[λ−
k
,λ+
k
]
|∆(λ)| = cosh hk (1.6)
for some hk > 0.
Let µk , k > 1 be the Dirichlet spectrum of the equation H
0y = λyn on the interval [0, q]
with the boundary condition y0 = yq = 0. They are zeros of ϕq(λ). It is well known that
each µk ∈ [λ−k , λ+k ], k = 1, . . . , q − 1 > 1.
Theorem 1.3 (Small perturbations). Let t > 0. Suppose uj = 0, and write tvj instead of
vj. Let γn ≡ (λ−n , λ+n ) 6= ∅. Then there exists t0 > 0 small enough such that for all t ∈ (0, t0)
the following statements hold true.
i) In each γk 6= ∅, k = 1, . . . , q − 1, there are exactly two simple real states λ±k (t) ∈ γck
such that λ−k 6 λ
−
k (t) < αk < λ
+
k (t) 6 λ
+
k . Moreover, if λ0 is one of λ
±
n (t) and satisfies
(−1)q−n+1J(λ0) > 0 (or (−1)q−n+1J(λ0) < 0 or J(λ0) = 0), then λ0 is a bound state (or an
anti-bound state or a virtual state).
ii) The following asymptotics hold true
λ±n (t) = λ
±
n + t
2 J
2
1 (λ
±
n )
4(∆2)′(λ±n )
+O(t3),
where J(λ±n ) = tJ1(λ
±
n ) +O(t2) and, if λ±n 6= µn then
J1(λ
±
n ) = −
ϕq(λ
±
n )
a00
p∑
k=0
vk|ψ+k (λ±n )|2,
otherwise if λ+n = µn or λ
−
n = µn then
J1(µn) =
ϑq+1(µn)
a00
p∑
k=1
vk(ϕk(µn))
2.
Remark. Suppose vk > 0, k = 1, . . . , p and λ
±
n 6= µn. Then for n = 1, . . . , q− 1, we have
(−1)q−n+1J1(λ−n ) > 0 and λ−n (t) is bound state and λ+n (t) is antibound state. If λ−n = µn then
we get that λ−n (t) is antibound state and λ
+
n (t) is bound state. Similar in other cases. We
have that if all uk, k = 0, . . . , p, have constant sign then for t small enough there is exactly
one bound state in each open gap γ+k 6= ∅, k = 1, . . . , q − 1.
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If in the contrary the sign of uk is not constant then there can be open gaps γn with
exactly two bound states or exactly two antibound states, namely if
sign
p∑
k=0
vk|ψ+k (λ−n )|2 = sign
p∑
k=0
vk|ψ+k (λ+n )|2, if λ±n 6= µn,
and similar in the other cases.
2 Periodic Jacobi matrices.
We recall some known properties of the q−periodic Jacobi matrix
H0 =


... ... ... ... ... ... ...
... a00 b
0
1 a
0
1 0 0 ...
... 0 a01 b
0
2 a
0
2 0 ...
... 0 0 a02 b
0
3 b
0
3 ...
... 0 0 0 a03 b
0
4 ...
... 0 0 0 0 a04 ...
... ... ... ... ... ... ...


, a0n = a
0
n+q > 0, b
0
n = b
0
n+q ∈ R, n ∈ Z, (2.7)
associated with the equation (1.1): (H0y)n = a
0
n−1yn−1+a
0
nyn+1+b
0
nyn = λyn, (λ, n) ∈ C×Z.
As before we denote ∆(λ) = 2−1(ϕq+1+ϑq) the Lyapunov function, where ϕ = (ϕn(λ))n∈Z
and ϑ = (ϑn(λ))n∈Z are the fundamental solutions for equation (1.1) satisfying ϑ0 = ϕ1 = 1
and ϑ1 = ϕ0 = 0.
Let
A =
q∏
j=1
a0j > 0, B =
q∑
j=1
b0j .
We have
ϑn(λ) = − a
0
0
a01 . . . a
0
n−1
λn−2 +O(λn−3), ϕn(λ) = λ
n−1
a01 . . . a
0
n−1
+O(λn−2). (2.8)
We denote the zeros of ϕq resp. ϑq+1 by µn ∈ γn, resp. νn ∈ γn, n = 1, q − 1 (Dirichlet or
Neumann eigenvalues). Then
ϕq =
a00
A
q−1∏
j=1
(λ− µj), ϑq+1 = −a
0
0
A
q−1∏
j=1
(λ− νj).
The zeros {Ej}2q−1j=0 of the polynomial ∆2 − 1 of degree 2q can be enumerated as follows
E0 ≡ λ+0 < E1 ≡ λ−1 6 E2 ≡ λ+1 < . . . < E2q−3 ≡ λ−q−1 6 E2q−2 ≡ λ+q−1 < E2q−1 ≡ λ−q ,
where λ+0 = λ
−
0 and λ
−
q = λ
+
q . Then the spectrum of H
0 on ℓ2(−∞,+∞) is absolutely
continuous and consists of q zones σn = [λ
+
n−1, λ
−
n ], n = 1, . . . , q separated by gaps γn =
5
(λ−n , λ
+
n ). We denote γ0 = (−∞, λ+0 ), γq = (λ+q ,+∞), the infinite gaps. In each gap γn,
n = 1, . . . , q − 1, there is one simple zero of polynomials ϕq(λ), ∆(λ), ϑq+1(λ). Note that
∆(λ±n ) = (−1)q−n.
Let Γ be complex λ-plane with cuts along segments σn, n = 1, 2, . . . , q. Γ can be identified
with Λ+ and on Γ we omit the index +. On the plane Γ consider the function
z = z(λ) = ∆(λ) +
√
∆2(λ)− 1,
fixing the branch by the condition
√
∆2(λ)− 1 < 0 for λ > λ−q (in accordance with Intro-
duction). Then √
∆2(λ)− 1 = −1
2A
2q−1∏
j=0
√
λ−Ej . (2.9)
Then function z = z(λ) is continuous up to the boundary ∂Γ and has the properties:
|z| < 1 for λ ∈ Γ, and |z| = 1 for λ ∈ ∂Γ. Moreover (Teschl page 116 (7.12)) for λ ∈ Λ+,
z±1 ≡ ξ±(λ) = (2∆(λ))∓ (1 +O (λ−2q)) = (A
λq
)±1(
1± B
λ
+O
(
1
λ2
))
.
We have
2iΩ = z − z−1 = ∓λ
q
A
(
1∓ B
λ
+O
(
1
λ2
))
, λ ∈ Λ±.
Then z(λ) = ξ+(λ) = e
iqκ(λ) is the first Floquet multiplier and κ(λ) is quasimomentum.
The second Floquet multiplier is then ξ−(λ) = z(λ). We denote also e
iκ(λ) = ω, so z(λ) =
ξ+(λ) = ω
q.
For each k = 1, . . . , q−1 there exists an unique point αk ∈ [λ−k , λ+k ] such that (−1)k−q∆(αk) =
maxλ∈[λ−
k
,λ+
k
] |∆(λ)| = cosh hk.
On each γ+k , k = 0, 1, . . . , q, the quasi-momentum κ(λ) has constant real part Re(κ) =
q−k
q
π, κ(λ−k ) = κ(λ
+
k ) =
q−k
q
π, and positive Im(κ). Moreover, as λ increases from λ−k to λ
+
k ,
the imaginary part Im(κ) ≡ v(λ) starts by increasing from 0 to hk = 1i (κ(αk)− q−kq π), then
decreases from hk to 0. Then√
∆2(λ)− 1 = i sin qκ = 2−1ei(q−k)pi(e−qv − eqv) = −(−1)q−k sinh qv, (2.10)
and also sinh qv = −2−1(ωq − ω−q) > 0.
Equation (1.1) has two solutions (Bloch functions) ψ±n = ψ
±
n (λ) which satisfy ψ
±
kq = ξ
k
±,
k ∈ Z, and at the end points of the gaps we have |ψ±kq(λ±n )| = 1. As for any λ ∈ Γ we have
ψ± ∈ ℓ2(0,±∞), then functions ψ±(λ) are the Floquet solutions for (1.1):
ψ±n (λ) = ϑn(λ) +m±(λ)ϕn(λ), (2.11)
m±(λ) =
φ±√∆2(λ)− 1
ϕq
, φ =
ϕq+1 − ϑq
2
, λ ∈ Γ. (2.12)
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Thus
m+m− = −ϑq+1
ϕq
. (2.13)
This equality considered at zeros of polynomial ϕq(λ) shows that if µn, n = 1, . . . , q − 1, is
not a virtual state then we have either (i) m+ has simple pole at µn, m− is regular or (ii)
m− has simple pole at µn, m+ is regular. Thus one of the solutions ψ
±
n (λ) is regular, the
other has simple poles, one in each finite gap γn, n = 1, . . . , q − 1.
We have also
m+ =
z − ϑq
ϕq
, m− = m+, φ
2 + 1−∆2 = 1− ϕq+1ϑq = −ϑq+1ϕq. (2.14)
3 Scattering theory
For a finitely supported sequences u, v satisfying (1.2) we consider the infinite Jacobi matrix
H associated with the equation (1.3):
(Hy)n = an−1yn−1 + anyn+1 + bnyn = λyn, an = a
0
n + un bn = b
0
n + vn
(λ, n) ∈ C× Z.
Let f± be the Jost functions f−n = ψ
−
n , for n 6 0; f
+
n = ψ
+
n , for n > p. Let {φn, ψn} =
an(φnψn+1 − φn+1ψn) denote the Wronskian.
We have f+n = ϑ˜n +m+ϕ˜n, f
−
n = ϑˆn +m−ϕˆn, m−(λ) = m+(λ), where
ϑˆn, ϕˆ
−
n = ϑn, ϕn for n 6 0 and ϑ˜n, ϕ˜n = ϑn, ϕn for n > p.
The Jost functions are linearly independent and we have
f±n (λ) = α(λ)f
∓
n (λ) + β∓(λ)f
∓
n (λ), for λ ∈ σac(H0), (3.15)
where
α(λ) =
{f∓(λ), f±(λ)}
{f∓(λ), f∓(λ)} =
ϕq(λ)
a002i sin qκ(λ)
{f−(λ), f+(λ)},
β±(λ) =
{f∓(λ), f±(λ)}
{f±(λ), f±(λ)} = ∓
ϕq(λ)
a002i sin qκ(λ)
{f∓(λ), f±(λ)}
We denote
s = {f+(λ), f−(λ)}, w = {f−(λ), f+(λ)},
Ω(λ) = (1−∆2(λ))1/2 = sin qκ(λ), ξ = 2iΩα, F = ξξ∗ = ϕ
2
q(λ)
(a00)
2
ww∗, S = ϕ
2
q(λ)
(a00)
2
ss∗.
α =
ϕq(λ)
a002iΩ
w(λ), β+ = −ϕq(λ)
a002iΩ
s(λ), β− =
ϕq(λ)
a002iΩ
s(λ), ξ =
ϕq(λ)
a00
w(λ) (3.16)
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Then s = −{f−(λ), f+(λ)} and we have
|α(λ)|2 = 1 + |β±(λ)|2, and β±(λ) = −β∓(λ), (3.17)
ww∗ =
(a00)
24Ω2
ϕ2q(λ)
+ ss∗, F = 4Ω2 + S, Ω2(λ) = 1−∆2(λ) (3.18)
We define the scattering matrix
S(λ) =
(
T (λ) R−(λ)
R+(λ) T (λ)
)
, λ ∈ σ(H0), (3.19)
for the pair (H,H0), where
T (λ) =
1
α(λ)
, R±(λ) =
β±(λ)
α(λ)
=
∓{f∓(λ), f±(λ)}
{f−(λ), f+(λ)} .
We have also R+ = s/w, and R− = s/w.
The matrix S(λ) is unitary: |T (λ)|2+ |R±(λ)|2 = 1, T (λ)R+(λ) = −T (λ)R−(λ), extends
to Λ as a meromorphic function. The quantities T and R± are the transmission and the
reflection coefficients respectively:
T (λ)f±n (λ) =
{
T (λ)ψ±n (λ), n→ ±∞
ψ±n (λ) +R∓(λ)ψ
∓
n (λ), n→ ∓∞ , λ ∈ σ(H
0).
The determinant of the scattering matrix is given by
detS(λ) = T 2 −R+R− = 1
α2
+
|β|2
α2
=
|α|2
α2
=
α(λ)
α(λ)
.
We have also
R+ =
s
w
, R− =
s
w
.
Lemma 3.1. The following identities hold true.
ξ(λ) = 2i sin qκ(1 + A)− J, A = 1
2
[(
a0
a00
ϕ˜1 − ϕ1
)
+
v0
a00
ϕ˜0 + (ϑ˜0 − ϑ0)
]
,
J = −
[
a0
a00
ϕqϑ˜1 + φ(
a0
a00
ϕ˜1 − ϑ˜0) + v0
a00
(ϕqϑ˜0 + φϕ˜0) + ϑq+1ϕ˜0
]
,
ξ(λ) = 2(−1)q−n+1 sinh v(λ)(1 + A)− J(λ), λ ∈ γ±n 6= ∅, (3.20)
where v = Imκ and ±v(λ) > 0 for λ ∈ γ±n .
Proof. Let us calculate α. We have ψ−0 = 1, ψ
−
1 = m−, then using
yn−1 =
(λ− b0n)yn − a0nyn+1
a0n−1
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we get
ψ−−1 =
(λ− b00) · ψ−0 − a00ψ−1
a0−1
=
(λ− b00)− a00m−
a0−1
.
Now applying
yn+1 =
(λ− bn)yn − an−1yn−1
an
.
Now, f−0 = ψ
−
0 = 1, f
−
−1 = ψ
−
−1. Then
f−1 =
(λ− b0) · f−0 − a0−1f−−1
a0
=
(λ− b0)− (λ− b00) · ψ−0 + a00ψ−1
a0
=
a00m− − v0
a0
.
Recall
m+ =
ωq − ϑq
ϕq
, m− = m+.
For |ω| = 1, ω2 6= 1,
w = {f−n , f+n } = const = {f−0 , f+0 } = a0(f−0 f+1 − f−1 f+0 ) = a0f+1 + (v0 − a00m−)f+0 ,
s = {f+n , f˜−n } = const = {f+0 , f˜−0 } = a0(f+0 f˜−1 − f+1 f˜−0 ) = (a00m˜− − v0)f+0 − a0f+1 .
Now using (3.16) we get
ξ(λ) = 2i sin qκ ·Reα− 2 sin qκ · Imα, λ ∈ σac(H0).
Then we have F = ξξ∗ = 4(1 − ∆2)(Reα)2 + (2 sin qκ · Imα)2. Denote A = Reα − 1 and
J = 2 sin qκ · Imα. Hence
ξ(λ) = 2i sin qκ(1 + A)− J. (3.21)
We have
J = −
[
a0
a00
ϕqϑ˜1 +
a0
a00
φϕ˜1 +
v0
a00
ϕqϑ˜0 +
v0
a00
φϕ˜0 − φϑ˜0 + ϑq+1ϕ˜0.
]
= −
[
a0
a00
ϕqϑ˜1 + φ(
a0
a00
ϕ˜1 − ϑ˜0) + v0
a00
(ϕqϑ˜0 + φϕ˜0) + ϑq+1ϕ˜0
]
.
As for λ ∈ σac(H0), Imm+ = ϕ−1q sin qκ, we get
Reα =
1
2
[
a0
a00
ϕ˜1 +
v0
a00
ϕ˜0 + ϑ˜0
]
, A =
1
2
[(
a0
a00
ϕ˜1 − ϕ1
)
+
v0
a00
ϕ˜0 + (ϑ˜0 − ϑ0)
]
. (3.22)
Identity (3.20) follows from (2.10).
Lemma 3.1 shows that ξ is analytic on Λ. We define the states by Definition 1.
Resolvent. The kernel of the resolvent of H is
R(n,m) = 〈en, (J − λ)−1em〉 = − f
−
n f
+
m
{f−, f+} = −
Fn,m
a00ξ
, n < m, (3.23)
9
where en = (δn,j)j∈Z, Fn,m = ϕqf
−
n f
+
m.
The function R(n,m) is meromorphic on Λ for each n,m ∈ Z.
We have
Fn,m = ϕqϑ˜nϑ˜m + (φ+ i sin qκ)ϑ˜nϕ˜m + (φ− i sin qκ)ϕ˜nϑ˜m − ϑq+1ϕ˜nϕ˜m.
The zeros of ξ define the bound states and resonances as Fn,m is locally bounded. This
motivates Definition 1.
We get F = 4(1−∆2)(1+A)2+J2, where J,A are polynomials, and A, J ≡ 0 if uj, vj ≡ 0
for all j ∈ Z.
Using (3.17) and 4(1 − ∆2) = (2 sin qκ)2 we have also F = 4(1 − ∆2) + S(λ), where
S(λ) = ϕ2q(λ)
(a0
0
)2
s(λ)s∗(λ). Valid for all λ ∈ C.
Lemma 3.2. 1) We have F = 4(1−∆2)(1+A)2+J2 = 4(1−∆2)+S(λ) is polynomial and
F(λ) > 0 and S(λ) > 0 on each interval (λ+k−1, λ−k ), k = 1, . . . , q. The function F has even
number of zeros on each interval [λ−k , λ
+
k ], k = 1, . . . , q − 1 and F has only simple zeros at
λ±k , γk 6= ∅.
2) If γk = (λ
−
k , λ
+
k ) = ∅ for some k 6= 0, then each f±n (·), n ∈ Z, is analytic in some disk
B(λ+k , ǫ), ǫ > 0. Moreover, µk = λ
±
k is a double zero of F and λ±k is not a state of J.
3) Let λ ∈ γ+k be a bound state for some k = 0, . . . , q, i.e. ξ(λ) = 0. Then λ ∈ γ−k is not an
antibound state and ξ(λ) 6= 0.
4) λ ∈ C is a zero of F iff λ ∈ Λ is a zero of ξ with the same multiplicity.
Proof. 1) As F = 4(1 − ∆2)(1 + A)2 + J2, it is clear that F(λ) > 0 and S(λ) > 0 on
each interval (λ+k−1, λ
−
k ), k = 1, . . . , q. Due to F(λ±k ) > 0, we get that F has even number of
zeros in each interval [λ−k , λ
+
k ], k = 1, . . . , q − 1. We have F = F0 + S, F0 = 4(1 −∆2). We
consider the case λ = λ+k , the proof for λ = λ
−
k is similar. If F(λ) = 0, then we get S(λ) = 0,
since ∆2(λ+k ) = 1. Moreover, F ′0(λ+k ) = −2∆(λ+k )∆′(λ+k ) > 0 and S ′(λ+k ) > 0, which gives
that λ = λ+k is a simple zero of F .
2) Suppose µk = λ
−
k = λ
+
k . The function m± is analytic on Γ = C \ ∪γk and hence each
f±n (·), n ∈ Z, is analytic in Γ. Moreover (2.14) yields φ(µk) = ϕq(µk) = ϑq+1(µk) = 0 and
then J(µk) = 0 Thus the function F has at least double zero at µk.
The rest of the proof is similar to the proof of Lemma 3.3 in [K1].
4 Small perturbations
Here we redefine the perturbation coefficients and write tvj , tuj, instead of vj , uj.
For λ ∈ γn = (λ−n , λ+n ) we have 1 − ∆2(λ) < 0 and F(λ) = 4(1 − ∆2)(1 + A)2 + J2 <
4(1 − ∆2) + J(t)2. As J(t) = O(t) then for t small enough we have F(λ) < 0. As on each
zone (λ+n−1, λ
−
n ) we have F > 0 then there are at least two states on [λ−n , λ+n ].
From Lemma 3.1 it follows that for t small we have with λ = λ(t)
ξ(λ) = 2(−1)q−k+1 sinh v(λ)(1 +O(t))− J(λ), J(λ) = O(t), v(λ) = O(t),
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where v = Imκ and ±v(λ) > 0 for λ ∈ γ±k . Let λ0 = λ−k (t) or λ0 = λ+k (t), t > 0. Then λ0 is
the bound (antibound) state iff −(−1)q−kJ(λ0) > 0 (−(−1)q−kJ(λ0) < 0 respectively) and
i) in Theorem 1.3 follows.
Proof of ii) in Theorem 1.3.
We denote yk = ϕ
(j)
k a sin-type polynomial for the j−shifted problem
a0k+j−1yk−1 + a
0
k+jyk+1 + b
0
k+jyk = λyk, k ∈ Z, y(j)0 = 0, y(j)1 = 1. (4.24)
We have (see Toda [To])
ϕqψ
+
n ψ
−
n =
a00
a0n
ϕ(n)q
and put ϕ(λ, n+ k, k) = ϕ
(k)
n . Then ϕ(λ, k, k) = 0, ϕ(λ, k + 1, k) = 1.
From [Kh1] or [EMT] it follows that we have representation
f+n = ψ
+
n + t
p+1∑
k=n+1
(J˘K(λ, n, .))kf
+
k = ψ
+
n + t
p+1∑
k=n+1
(J˘K(λ, n, .))kψ
+
k +O(t2),
where
(J˘K(λ, n, .))k =
ϕ(λ, n, k − 1)
a0k−1
uk−1 +
ϕ(λ, n, k)
a0k
vk +
ϕ(λ, n, k + 1)
a0k+1
uk. (4.25)
Moreover
ϕ˜0 = ϕ0 + t
p+1∑
k=1
(J˘K(λ, 0, .))kϕk +O(t2), ϕ˜1 = ϕ1 + t
p+1∑
k=2
(J˘K(λ, 1, .))kϕk +O(t2),
ϑ˜0 = ϑ0 + t
p+1∑
k=1
(J˘K(λ, 0, .))kϑk +O(t2), ϑ˜1 = ϑ1 + t
p+1∑
k=2
(J˘K(λ, 1, .))kϑk +O(t2).
Denote
∑p+1
k=n+1(J˘K(λ, n, .))kϕk = Pn and
∑p+1
k=n+1(J˘K(λ, n, .))kϑk = Tn. Then we get
J = −t
[
ϕqT1 + φ(P1 − T0) + v0
a00
ϕqϑ0 + ϑq+1P0 +
u0
a00
φ
]
+O(t2),
A = t
1
2
[
P1 + T0 +
u0
a00
]
+O(t2).
We denote J1 respectively A1 the coefficient for t in the expansion: J = tJ1 +O(t2) respec-
tively A = tA1 +O(t2). Then
J1 = −
[
ϕqT1 + φ(P1 − T0) + v0
a00
ϕq + ϑq+1P0 +
u0
a00
φ
]
= −
[
ϕq
p+1∑
k=2
J˘K(λ, 1, k)ϑk
+φ
(
p+1∑
k=2
J˘K(λ, 1, k)ϕk −
p+1∑
k=2
J˘K(λ, 0, k)ϑk
)
+
v0
a00
ϕq + ϑq+1
p+1∑
k=1
J˘K(λ, 0, k)ϕk +
u0
a00
φ
]
,
A1 =
1
2
(
p+1∑
k=2
J˘K(λ, 1, k)ϕk +
p+1∑
k=1
J˘K(λ, 0, k)ϑk +
u0
a00
)
.
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We restrict ourself to the case uj = 0 as otherwise the formulas would be too cumbersome
due to three terms in (4.25)). Using that ϕ(λ, 0, k) = −a0k
a0
0
ϕk, ϕ(λ, 1, k) =
a0
k
a0
0
ϑk we get
J1 = −
[
ϕq
p∑
k=2
vk
a0k
ϕ(λ, 1, k)ϑk +
v0
a00
ϕq + φ
(
p∑
k=2
vk
a0k
ϕ(λ, 1, k)ϕk −
p∑
k=2
vk
a0k
ϕ(λ, 0, k)ϑk
)
+
+ ϑq+1
p∑
k=1
vk
a0k
ϕ(λ, 0, k)ϕk
]
=
= −
p∑
k=2
vk
a0k
[ϕqϕ(λ, 1, k)ϑk + φ (ϕ(λ, 1, k)ϕk − ϕ(λ, 0, k)ϑk) + ϑq+1ϕ(λ, 0, k)ϕk]−
− ϑq+1 v1
a01
ϕ(λ, 0, 1)ϕ1 − v0
a00
ϕq = − 1
a00
p∑
k=2
vk
[
ϕqϑ
2
k + 2φϑkϕk − ϑq+1ϕ2k
]
+
v1
a00
ϑq+1 − v0
a00
ϕq =
= − 1
a00
(
p∑
k=2
vkF
0
k
)
+
v1
a00
ϑq+1 − v0
a00
ϕq,
where F 0k = ϕqϑ
2
k + 2φϑkϕk − ϑq+1ϕ2k = ϕqψ+k ψ−k . Similar
A1 =
1
2
p∑
k=2
vk
a0k
(ϕ(λ, 1, k)ϕk + ϕ(λ, 0, k)ϑk) =
1
2
p∑
k=2
vk
a00
(ϑkϕk − ϕkϑk) = 0.
Let λ0 = λ
−
k (t) and λ
(0) be the left endpoint λ−k or let λ0 = λ
+
k (t) and λ
(0) be the right
endpoint λ+k . Let λ ≡ λ(t) = λ(0) + tλ(1) + t2λ(2) + O(t3) be solution of F(λ) = 0. Let
J(λ0) = tJ1(λ0) +O(t2). Then λ(1) = 0 and
λ0(t) = λ
(0) + t2
J21 (λ
(0))
4(∆2)′(λ(0))
+O(t3),
which can be obtained as in the example in Section 6. Using the properties of the polynomial
F0 = 4(1 − ∆2) we get −F ′0(λ−k ) = 4(∆2)′(λ−k ) > 0 and −F ′0(λ+k ) = 4(∆2)′(λ+k ) < 0,
k = 1, . . . , q − 1.
Using F 0k = ϕqϑ
2
k + 2φϑkϕk − ϑq+1ϕ2k = ϕq
(
ϑk +
φ
ϕq
ϕk
)2
+ 1−∆
2
ϕq
ϕ2k, we get
J1(λ
±
n ) = −
ϕq(λ
±
n )
a00
p∑
k=0
vk|ψ+k (λ±n )|2 = −
ϕq(λ
±
n )
a00
p∑
k=0
vk
(
ϑk(λ
±
n ) +
φ(λ±n )
ϕq(λ±n )
ϕk(λ
±
n )
)2
,
J1(λ) = −ϕq
a00
p∑
n=0
vnψ
+
n ψ
−
n = −
1
a00
p∑
n=0
vnF
0
n = −
p∑
n=0
vn
a0n
ϕ(n)q ,
where (φ(λ±n ))
2 = −ϑq+1(λ±n )ϕq(λ±n ), which achieves the proof of ii) in Theorem 1.3.
The Remark after Theorem 1.3 follows from the following inequalities.
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If λ±n 6= µn, n = 1, . . . , q − 1, then we have ψ+(λ±n ) = ψ−(λ±n ) and
(−1)q−nϕq(λ−n ) = (−1)q−n
a00
A
q−1∏
j=1
(
λ−n − µj
)
> 0,
(−1)q−1−nϕq(λ+n ) = (−1)q−1−n
a00
A
q−1∏
j=1
(
λ+n − µj
)
> 0,
(−1)q−1ϕq(λ−0 ) > 0, (−1)q−1ϕq(λ+q ) > 0.
If vk > 0, k = 1, . . . , p. Then for n = 1, . . . , q − 1, we have (−1)q−n+1J1(λ−n ) > 0 and λ−n (t)
is the bound state and λ+n (t) is the antibound state.
If λ−n = µn, for some n = 1, . . . , q − 1, then
J1(λ
−
n ) =
ϑq+1(µn)
a00
p∑
k=1
vk(ϕk(µn))
2 = − 1
A
q−1∏
j=1
(λ−n − νj)
p∑
k=1
vkϕk(µn))
2
and
(−1)q−n+1ϑq+1(µn) = (−1)q−n+1 1
A
q−1∏
j=1
(
λ−n − νj
)
> 0.
Thus in this case the bound and the antibound states are just swaped with respect to the
case λ±n 6= µn. The proof of the Remark is finished.
5 Asymptotics
Theorem 5.1 (Asymptotics). The function ξ = 2iΩα, which is analytic on Λ and has branch
points at {Ej}2q−1j=0 , has the following asymptotics as λ ∈ γ+q and λ→∞ :
ξ(λ) =
λq
∏p
j=0 a
0
j
A
∏p
j=0 aj
[
1 +O
(
1
λ
)]
if λ ∈ Λ+ A =
q−1∏
j=0
a0j
=
λ2p+q−1
A
∏p
j=1 a
0
j
∏p
j=1 aj
[
v0
a00a0
((a0p)
2 − a2p) +O
(
1
λ
)]
for λ ∈ Λ− and for a0p 6= ap
=
λ2p+q−2
A
∏p
j=1 a
0
j
∏p
j=1 aj
[
v0
a00a0
(−(a0p)2vp) +O
(
1
λ
)]
for λ ∈ Λ− and for a0p = ap.
The polynomial F(λ) = ξ(λ)ξ∗(λ) has the following asymptotics as λ→∞ :
F(λ) = λ
2p+2q−1
A2
∏p
j=0 a
0
j
∏p
j=0 aj
(
v0((a
0
p)
2 − a2p) +O
(
1
λ
))
if a0p 6= ap
=
λ2p+2q−2
A2
∏p
j=0 a
0
j
∏p
j=0 aj
(
v0(−(a0p)2vp) +O
(
1
λ
))
if a0p = ap.
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The theorem implies that the total number of states of H (counting with multiplicities)
is either 2p+ 2q − 1 states if a0p 6= ap or 2p+ 2q − 2 states if a0p = ap and b0p 6= bp.
Proof. The proof follows from the asymptotics of f+p−n(λ) for λ ∈ Λ± and λ → ∞. The
asymptotics for λ ∈ Λ+ are well known and can be found for example in [T] and [EMT]. Note
that the Jost function f+0 (λ) on Λ− can be formally obtained as (f
+
0 (λ))
∗ for λ ∈ Γ ≃ Λ+ by
iteration of (1.3) starting with n = p+ 1 and (f+p+1(λ))
∗ = ψ−p+1(λ), λ ∈ Γ, where ∗ denotes
the complex conjugate.
Let fn, ψn denote either f
+
n respectively ψ
+
n = ϑn + m+ϕn or (f
+
n )
∗ respectively ψ−n =
ϑn +m−ϕn, for λ ∈ Γ. We start with
fp+1 = ψp+1, fp =
a0p
ap
ψp.
Put Φ(j) =
ψj+1
ψj
. Thus Φ(0) = m±. Then
ψp =
p−1∏
j=0
∗Φ(j) =


∏p−1
j=0Φ(j) for p > 0
1 for p = 0∏p−1
j=0(Φ(j))
−1 for p < 0.
We have (see Teschl [T], a0(n) ≡ a0n, b0(n) ≡ b0n)
Φ±(λ, n) =
(
a0(n)
λ
)±11± b0(n+ 10)
λ
+O
(
1
λ2
) , λ→∞.
Put Ψ(n) = Φ−1(n).
Ψ±(λ, n) =
(
a0(n)
λ
)∓11∓ b0(n+ 10)
λ
+O
(
1
λ2
) , λ→∞.
fp−1 =
(λ− bp)a0pψp − a2pψp+1
apap−1
=
ψp+1
apap−1
(
(λ− bp)a0pΨ(p)− a2p
)
= ⊛;
fp−2 =
(λ− bp−1)ap−1 ⊛−a2p−1 a
0
p
ap
ψp
ap−1ap−2
=
=
ψp+1
apap−1ap−2
(
(λ− bp−1)
[
(λ− bp)a0pΨ(p)− a2p
]− a2p−1a0pΨ(p)) = ⊛;
fp−3 =
(λ− bp−2)ap−2 ⊛−a2p−2 ψp+1apap−1
(
(λ− bp)a0pΨ(p)− a2p
)
ap−2ap−3
=
=
ψp+1
ap . . . ap−3
(
(λ− bp−2)
[
(λ− bp−1)
[
(λ− bp)a0pΨ(p)− a2p
]− a2p−1a0pΨ(p)]−
− a2p−2
(
(λ− bp)a0pΨ(p)− a2p
))
.
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Let Ψ(p) ≡ Ψ−(λ, p) = ap
λ
(
1 +
bp
λ
+O
(
1
λ2
))
, λ→∞.
ψp+1 ≡ ψ−p+1(λ) =
λp+1∏p
j=0 a
0
j
(
1− 1
λ
p∑
j=0
b0j +O
(
1
λ2
))
, λ→∞.
Then
(λ− bp)a0pΨ(p)− a2p = ((a0p)2 − a2p) +
(a0p)
2
λ
((b0p)− bp) +O
(
1
λ2
)
.
fp−n =
λp+1∏p
j=p−n aj
∏p
j=0 a
0
j
·
(
λn−1((a0p)
2 − a2p) + λn−2
[
−((a0p)2 − a2p)(
p∑
j=0
b0j +
p−1∑
j=p−n+1
bj) + (a
0
p)
2(b0p − bp)
])
+
+O (λp+n−2) ;
f0(λ) =
λ2p∏p
j=0 aj
∏p
j=0 a
0
j
·
(
((a0p)
2 − a2p) + λ−1
[
−((a0p)2 − a2p)(
p∑
j=0
b0j +
p−1∑
j=1
bj) + (a
0
p)
2(b0p − bp)
])
+O (λ2p−2) .
If ap = a
0
p, then f0(λ) = A
−2λ2p−1(bp − b0p) +O (λ2p−2) .
Now we can get the asymptotics of function ξ. Recall that
ξ = 2i sin qκ(λ)α(λ) =
ϕq
a00
w =
ϕq
a00
{
f−, f+
}
= ϕq(λ)(
a0
a00
f+1 + (
v0
a00
−m−)f+0 ).
Using m± = Φ(0) and
ϕq =
λq−1∏q−1
j=1 a
0
j
+O(λq−2), m± =
(
a00
λ
)±11± b0(10)
λ
+O
(
1
λ2
) ,
f+0 = α
+
0
[
1 +O
(
1
λ
)]
, f+1 = α
+
1
a00
λ
[
1 +O
(
1
λ
)]
,
(f+0 )
∗ =
λ2p∏p
j=0 aj
∏p
j=0 a
0
j
·
(
((a0p)
2 − a2p) + λ−1
[
−((a0p)2 − a2p)(
p∑
j=0
b0j +
p−1∑
j=1
bj) + (a
0
p)
2(b0p − bp)
])
+O (λ2p−2) ,
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(f+1 )
∗ =
λ2p−1∏p
j=1 aj
∏p
j=0 a
0
j
·
(
((a0p)
2 − a2p) + λ−1
[
−((a0p)2 − a2p)(
p∑
j=0
b0j +
p−1∑
j=2
bj) + (a
0
p)
2(b0p − bp)
])
+O (λ2p−3) ,
where
α+0 =
p∏
k=0
a0k
ak
, α+1 =
p∏
k=1
a0k
ak
, α−0 =
0∏
k=−1
a0k
ak
, α−1 =
a00
a0
,
we get, for λ ∈ Λ+,
ξ =
λq−1∏q−1
j=1 a
0
j
[
α+1 a0
λ
{
1 +O
(
1
λ
)}
+
(
λ
a00
+O(1)
)
α+0
{
1 +O
(
1
λ
)}]
,
=
λqα+0
a00
∏q−1
j=1 a
0
j
[
1 +O
(
1
λ
)]
,
and for λ ∈ Λ−,
ξ =
λq−1∏q−1
j=1 a
0
j
∏p
j=0 a
0
j
∏p
j=1 aj
[
a0
a00
λ2p−1
{
((a0p)
2 − a2p) +O
(
1
λ
)}
+
+
(
v0
a00
+O
(
1
λ
))
λ2p
a0
{
((a0p)
2 − a2p) +O
(
1
λ
)}]
=
=
λ2p+q−1∏q−1
j=1 a
0
j
∏p
j=0 a
0
j
∏p
j=1 aj
[
v0
a00a0
((a0p)
2 − a2p) +O
(
1
λ
)]
or
=
λ2p+q−2∏q−1
j=1 a
0
j
∏p
j=0 a
0
j
∏p
j=1 aj
[
v0
a00a0
(−(a0p)2vp) +O
(
1
λ
)]
if ap = ap.
Hence the polynomial F(λ) = ξ(λ)ξ∗(λ) has asymptotics
F(λ) = λ
2p+2q−1
A2
∏p
j=0 a
0
j
∏p
j=0 aj
(
v0((a
0
p)
2 − a2p) +O
(
1
λ
))
or
=
λ2p+2q−2
A2
∏p
j=0 a
0
j
∏p
j=0 aj
(
v0(−(a0p)2vp) +O
(
1
λ
))
if a0p = ap.
6 Example: p = 1, aj = a
0
j .
Let p = 1, aj = a
0
j . Then f
+
1 = ψ
+
1 = m+. Using that
ψ+2 =
(λ− b01)ψ+1 − a00ψ+0
a01
=
(λ− b01)m+ − a00
a01
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we get
f+0 =
(λ− b1)ψ+1 − a01ψ+2
a00
=
(λ− b1)m+ − (λ− b01)m+ + a00
a00
= 1− v1
a00
m+.
Thus we have ϑ˜0 = 1, ϕ˜0 = − v1a0
0
, ϑ˜1 = 0, ϕ˜1 = 1. Then
ξ(λ) =
v0
a00
ϕq(λ)− v1
a00
ϑq+1 + (1− v0v1
(a00)
2
)m+ϕq(λ)−m−ϕq(λ).
Now
J = −v0
a00
ϕq +
v1
a00
ϑq+1 +
v0v1
(a00)
2
φ, A = − v0v1
2(a00)
2
.
If we write tvj instead of v, then in the first order in t we get
F = 4(1−∆2)(1 + A)2 + J2 = 4(1−∆2) + t2
(
−v0
a00
ϕq +
v1
a00
ϑq+1
)2
+O(t3).
Denote (− v0
a0
0
ϕq+
v1
a0
0
ϑq+1)
2 = F2(λ). Let λ(0) = λ+k or λ(0) = λ−k for some k = 1, . . . , q−1. We
look for solutions of F(λ) = 0 in the form λ(t) = λ(0)+λ(1)t+λ(2)t2+. . . . As 4(1−∆2(λ(0))) =
0 we get the Taylor expansion at λ = λ(0) :
F(λ) =− 4(∆2)′(λ(0))(λ(1)t+ λ(2)t2 + . . .)− 2(∆2)′′(λ(0))(λ(1)t+ λ(2)t2 + . . .)2 + . . .
+ t2F2(λ(0)) + t2F2(λ(0))′(λ(1)t + λ(2)t2 + . . .) +O(t3).
As (∆2)′(λ(0)) 6= 0, (∆2)′′(λ(0)) 6= 0, we get λ(1) = 0,
λ(2) =
F2(λ(0))
4(∆2)′(λ(0))
=
1
4(∆2)′(λ(0))
(
−v0
a00
ϕq(λ
(0)) +
v1
a00
ϑq+1(λ
(0))
)2
and λ(t) = λ(0) + λ(2)t2 +O(t3).
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