Abstract. We prove the Lagrangian analogue of the symplectic camel theorem: there are compact Lagrangian submanifolds of R 2n that cannot be moved through a small hole by a global Hamiltonian isotopy with compact support.
Introduction
In [19] , Claude Viterbo constructed a symplectic capacity c gf (V ) for V an open set of R 2n , and used it to prove several interesting results in symplectic geometry, including the following Symplectic Camel Theorem. Here the subscript "gf" stands for "generating functions", because this is the tool used to define c gf (V ); we summarize in Appendix A the definition and basic properties of this symplectic capacity.
Let us recall what the Symplectic Camel Theorem states. We consider the space C n = R 2n = R n × R n , endowed with the coordinates z = x + iy = (x, y) = (x 1 , . . . , x n , y 1 , . . . , y n ) with the standard symplectic form
dx j ∧ dy j and with the Euclidean scalar product and norm
Let us define R 2n + = {z ∈ R 2n ; y n > 0} and R 2n − = {z ∈ R 2n ; y n < 0}, and, for η > 0, the holed hyperplane Σ η = {z ∈ R 2n ; y n = 0 and z ≥ η}. Indeed, using polar coordinates in each factor C, it is easy to construct a Weinstein neighborhood whose width is precisely πr 2 = π min(r 2 1 , . . . , r 2 n ). On the other hand, the capacity of such a split torus is clearly less than that of the cylinder B 2 0, r) × R 2n−2 , which is again πr 2 .
Corollary 1.6. (Lagrangian Camel Theorem). Let j : L → R 2n − be one of the above embeddings. Then for 0 < η < c(L, j) it is impossible to find a Hamiltonian isotopy (Φ t ) t∈[0,1] of R 2n with compact support in
Indeed, any isotopy moving j(L) into R 2n + will also move a neighborhood of j(L) from R 2n − into R 2n + , which is impossible by the Symplectic Camel Theorem.
Remark 1.7.
There are several results like Theorem 1.4 that are already proved, see for instance Viterbo [18] and Polterovich [13] . The problem is that, to our knowledge, there is no corresponding symplectic camel theorem that can be applied to the capacities they use. So the alternative was either to prove the corresponding symplectic camel theorem, or to establish Theorem 1.4. Because of our greater familiarity with generating functions, we chose the second option. Basically, we will follow the arguments developed in [17, 18] and adapt them to the theory of generating functions, but the reader will notice some slight restrictions in comparison to these references. The reason for this is that we could not use the natural S 1 -invariance of the action functional: generating functions are a kind of discretization of this functional, and it is still unclear whether one can recover this natural action or not.
Let us now briefly explain the relation between the camel problem and the mean property of the flux of Lagrangian isotopies.
Most generally, let (M, ω) be a symplectic manifold. Any symplectic isotopy (φ t ) t∈ [0, 1] determines a closed 1-form α on M , whose cohomology class is the flux of the isotopy, see [3] (the easiest way to define α is to say that its integral over a smooth loop in M is the symplectic area swept out by this loop under the isotopy). This cohomology class [α] depends only on the homotopy class of the isotopy (φ t ) t∈ [0, 1] with endpoints fixed. Two basic and very important properties are: (i) an isotopy (φ t ) t∈ [0, 1] is Hamiltonian if and only if the flux of (φ t ) t∈ [0,τ ] vanishes for each τ ∈ [0, 1], and (ii) the flux of an isotopy vanishes if and only if it is homotopic (with endpoints fixed) to a Hamiltonian isotopy (for this last statement, we assume either that M is compact or that the isotopy is compactly supported).
Let us now turn to the Lagrangian case. Similarly, let (j t ) t∈ [0, 1] be a Lagrangian isotopy of a closed manifold L into M , that is j t : L → M is a smooth family of Lagrangian embeddings. We can define in the same way a closed 1-form on L, whose cohomology class is (by definition) the flux of the isotopy. We ask whether this flux has the following mean property, as in the case of symplectic isotopies:
Given a Lagrangian isotopy (j t ) t∈ [0, 1] with vanishing flux, is it homotopic, with endpoints fixed, to a Lagrangian isotopy (k t ) t∈ [0, 1] such that the flux of each
It is immediate to see that such an isotopy (k t ) t∈ [0, 1] would in fact be induced by a global Hamiltonian isotopy. We now show that our Lagrangian Camel Theorem gives an example (in a non-compact symplectic manifold) where this property does not hold.
Indeed, let M = R 2n − Σ η with the symplectic structure induced from that of R 2n , and j : L → R 2n − ⊂ M be as in Theorem 1.4. Using the presence (in R 2n ) of a contracting Liouville vector field, we can isotop L to an arbitrarily small Lagrangian L (but this cannot be done by a global Hamiltonian isotopy); then we move L to L ⊂ R 2n + ⊂ M through the hole of Σ η (by a Hamiltonian isotopy), we expand L to L in such a way that L is just the translate (in R 2n ) of L. It is easy to see that this Lagrangian isotopy from L to L has zero flux. Now, if it were homotopic (with endpoints fixed) to a Lagrangian isotopy with flux vanishing at every intermediate time, this last isotopy would be induced by a global Hamiltonian isotopy of R 2n − Σ η that could be assumed to have compact support (remember that L is compact), thus contradicting the Lagrangian Camel theorem. Remark 1.8. While working on this subject, we discovered that Y. Chekanov [5] found a more surprising counterexample to the mean property for the flux of Lagrangian isotopies: it happens in R 2n that some Lagrangian submanifolds can be connected by Lagrangian isotopies with zero flux, but not through Hamiltonian isotopies.
Lalonde for his hospitality and for many explanations on the flux homomorphism. I am also very grateful to Claude Viterbo, who helped me understand his earlier papers [17, 18] .
A Hamiltonian system in
Here T * L is endowed with (local) cotangent coordinates (q, p) and with the symplectic form ω L = dq ∧ dp. Let V = J(U): it is a bounded open set in R 2n with finite gf-capacity c gf (V ), see Appendix A. Here (V, J) is a Weinstein neighborhood of j.
We consider a fixed Riemannian metric on L. It induces a bundle isomorphism
q L are corresponding elements for that isomorphism, we write v = p and p = v . In particular, v q = v q .
Let ρ > 0 be small enough so that
where ε > 0 is very small with respect to ρ, c > 0 is not the length of a closed geodesic of L, and a > c gf (V ). See Figure 1 .
Then we define a compactly supported Hamiltonian function H :
Let φ = (φ t ) t∈ [0, 1] be the Hamiltonian isotopy of T * L it generates: it is obtained by integrating the Hamiltonian vector field X associated to H, defined by i X ω L = dH.
The isotopy φ is easily proved to be a reparametrization of the cogeodesic flow. Indeed, let K : T * L → R be the standard Hamiltonian
It generates the cogeodesic flow, denoted by (
Hence X H (z) = c(z)X K (z), where
Consequently, since H and K are constant along both g t -and φ t -orbits, we have
ie. the isotopy φ is a reparametrization of the cogeodesic flow. Let z = (q, p) ∈ B ρ be a fixed point of φ 1 . Then, according to (5) , the projection on L of its φ-orbit is a closed geodesic γ with length (γ) = c(z) p = h ( p ).
Let us consider the symplectic vector bundle E = ∪ t∈S 1 E t over S 1 (seen as [0, 1] with endpoints identified), where the fiber
is endowed with the symplectic form
where
We may therefore consider the Maslov-Duistermaat index
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In this setting, J. J. Duistermaat [7] has proved the following result for convex Hamiltonians: 
We will deduce the formula in the concave case from that in the convex case. The idea is the following. We can express E as the sum E ⊕ E of two symplectic subbundles, and we also have Lagrangian splittings
We will see that ind V (Γ ) does not depend on the convexity/concavity of h, and for the other term ind V (Γ ) we will have explicit simple formulas enabling us to conclude. To do so, we will need a few facts about the (co)geodesic flow (g t ) t∈R , that we recall now (see [10] for details).
If the cotangent bundle is endowed with the Levi-Civita connection corresponding to the metric, then we have a splitting
into horizontal and vertical subbundles. Given z = (q, p) ∈ T * L, both Hor(z) and Vert(z) are canonically isomorphic to T q L, hence they carry a well-defined scalar product. In that setting, the symplectic form ω L has the expression:
where δ h and δ v denote the horizontal and vertical parts of a vector, identified to their images in T q L. In particular, (9) is a Lagrangian splitting. We also note that the Hamiltonian vector field associated with K(q, p) = 1/2 p 2 has the form
, using the splitting (9) .
Since Hor(z) and Vert(z) are isomorphic to
is a splitting into symplectic orthogonal subbundles, and the (co)geodesic flow preserves that decomposition.
T * L whose matrix in the obvious bases is 1 t 0 1 . This comes from the fact that the Jacobi field (
Proof of Proposition 2.1. Differentiating (5), we obtain:
It follows that the flow (φ t ) t∈R also preserves the decomposition T T
δz-in particular, dφ t (z)δz does not depend on the concavity/convexity of h at p .
Thus E = E ⊕ E splits into two symplectic vector subbundles, and both V = V ⊕ V and Γ = Γ ⊕ Γ split into Lagrangian subbundles of E and E respectively. Hence ind V (Γ) = ind V (Γ ) + ind V (Γ ) by additivity of the MaslovDuistermaat index under direct sums. We have just seen that ind V (Γ ) does not depend on the concavity/convexity of h at p , so it only remains to see how ind V (Γ ) depends on it.
If
, then a straightforward computation shows that dφ t (z)δz = α + tβh (r), β . We thus see that the matrix of the induced isomorphism from T zT
We have
and Γ t is the graph of the linear symplectomorphism A t of R 2 whose matrix is (12) . To compute ind V (Γ ) according to Appendix B, we choose the Lagrangian subspace
Hence the MaslovDuistermaat index of Γ is given by ind(Γ) = ind Q(Γ 1 , α; Γ 0 ). It is easy to see from the definitions that the index of Q(Γ 1 , α; Γ 0 ) is also the coindex of Q(Γ 0 , α; Γ 1 ), that we now evaluate.
Let us consider the linear map C :
Then, by definition, see (28):
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which finishes the proof of Proposition 2.1.
The Hamiltonian system viewed from R 2n
We define the compactly supported Hamiltonian H : R 2n → R and its associated Hamiltonian isotopy (Φ t ) t∈ [0, 1] in the obvious way:
We will apply Viterbo's theory of symplectic capacities, as summarized in Appendix A. According to Theorem A.4, we have c − (H) = 0 (since H ≤ 0) and c + (H) > 0 (since Φ 1 is not the identity map). Thus Φ 1 has a fixed point In the setting of Appendix A, let S 1 : R 2n × R k → R be a generating function for Φ 1 such that S 1 (w, ξ) = Q ∞ (ξ) outside a compact set of R 2n × R k , where Q ∞ is a non-degenerate quadratic form on R k .
Definition 3.2.
Let z ∈ R 2n be a fixed point of Φ 1 , and (z, ξ) be the corresponding critical point of S 1 . From Viterbo's uniqueness theorem [19, 15] , it follows that the integer ind d 2 S 1 (z, ξ) − ind Q ∞ does not depend on S 1 , but only on Φ 1 . We call it the gf-index of z, denoted by ind gf (z). The nullity of z, denoted by ν(z), will be the dimension of Ker
Note that if z is as in Lemma 3.1 and γ is the corresponding closed geodesic on L, then the (equivariany) nullity of γ is ν(γ) = ν(z) − 1. 
(z).
Next, we relate the Maslov class µ(j) of the embedding j with the two indices defined above. 
Proof. To relate the Maslov-Duistermaat index and the gf-index, we define still another Lagrangian subbundle C = ∪ t∈S 1 C t of the symplectic vector bundle Esee (6) -this time connected to the embedding J: we consider a fixed Lagrangian subspace in R 2n , say R n × 0, and then define 
and
Proof. Formula (16) is just a reformulation of the relation c(H) = c(H) = A H (z) =
t →Φt(z),t∈ [0, 1] λ R 2n − Hdt Along the Φ-orbit of z, the Hamiltonian H is constant: 
A limit process
The functions h and H that we considered so far depend on ρ, c and ε. Now we fix the numbers ρ and c, and we consider ε as a parameter converging to 0. Hence we have a family of functions h ε and Hamiltonians H ε . The limit of c(H ε ) as ε → 0 does exist: this is because ε ≤ ε implies H ε ≤ H ε by construction, and then c(H ε ) ≤ c(H ε ) by Theorem A.4; as c(H) is bounded from above by c gf (V ), we conclude. Let us write
Now let ε m be a real sequence converging to 0. For each m, we find a closed geodesic γ m , a real number
We may suppose that we are in one of two cases:
In both cases, we have (γ m ) = h (r m ) ≤ c. Due to the compactness of the set of closed geodesics of length bounded by c, we may suppose that γ m converges to a closed geodesic γ.
Corollary 4.1. The number K(ρ, c)
for a closed geodesic γ on L satisfying (17).
Proof of Theorem 1.4
Let J : U → R 2n be a Weinstein neighborhood of the embedding j, and µ be a closed 1-form on L, representing the Maslov class µ(j) ∈ H 1 (L; R). We will also denote by σ the Liouville class of the embedding:
Following [18] , we define a continuous family of Lagrangian embeddings. Let ρ > 0 be small enough so that B ρ ⊂ U , and define
and then the Lagrangian embedding 
(this is because γs j *
The negative curvature case
If L admits a metric with strictly negative sectional curvature, then i(γ) = 0 and ν(γ) = 0 for any closed geodesic. Hence ν(z) = 1 for our fixed point, and
Since n ≥ 2, we obtain µ(γ) ≥ n − 1 > 0 in any case. Again, the set of closed geodesics of length bounded by c being compact, the quantities (γ s ) and σ(γ s ) that appear in (20) can take only a finite number of values. This implies that, when s grows from 0 to U µ,ρ , the point s, K s (ρ, c) moves on a finite set of straight lines of R 2 , with slopes ≤ −(n − 1). Accordingly, we must have
We are now ready to finish the proof of Theorem 1.4 in this case. We may obviously assume that V = J(U ), where U and J are as before. Now (21) shows that, for any δ > 0 arbitrarily small, we can find ρ > 0 and c > 0 such that Since m < n and n ≥ 4, we may proceed as above, whence
The torus case
The torus case is handled with in the same spirit, with some slight complications. With the flat (product) metric, the closed geodesics of T n satisfy i(γ) = 0 and ν(γ) = n − 1, hence ν(z) = n for our fixed points. We thus get the estimates
in the convex case µ(γ) ∈ [1, n + 1] in the concave case and the arguments used for the negative curvature case fail because µ(γ) = 0 is now possible.
Remark 5.1. Since the torus is orientable, the Maslov index of any loop will be even. Hence µ(γ) ≥ 2 in the concave case.
First, we will study how K(ρ, c) grows with c, ρ being fixed throughout the entire discussion.
Let C be the set of those c > 0 such that K(ρ, c) can only be realized as
It is an open set (its complement is easily seen to be closed). Similarly, the set C of those c > 0 such that K(ρ, c) can only be realized as
The complement C of C ∪ C consists of isolated points: this is because for such a c > 0, K(ρ, c) can be expressed in both ways:
where (γ 1 ) and (γ 2 ) are bounded by c, and there is only a finite number of such possibilities.
On each connected component of C , we have K(ρ, c) = ρc + constant. On each connected component of C , we have K(ρ, c) = constant. Thus, the total measure of C is not greater than c gf (V )/ρ. Note that when we move s, we change the "breakpoints" where c → K s (ρ, c) might have a discontinuous derivative. However, they can be followed continuously: a point c s ∈ C s can be written as c 0 + s µ(γ 1 ) − µ(γ 2 ) for some c 0 ∈ C 0 and γ 1 , γ 2 closed geodesics of length ≤ c. Figure 3 .
It follows easily that on any component of C s ∪ C s , the numbers K s (ρ, c) can be realized by geodesics of the same Maslov index (see equation (20)). In particular, a "flat" component, as long as it does not disappear, goes down with s at a speed greater or equal to 2.
We do not conclude that there exists some c > 0 such that K s (ρ, c) ≤ K 0 (ρ, c)− 2s as in the negative curvature case, since whole components of C s might be realized by geodesics of zero index and components of C s may disappear. However, it is easy to see that there exists a continuous U µ,ρ − s , where α ≥ 2 is not the slope of any of the segments in the complement of C ∪ C . We see that the continuous function s → k s, c(s) always has a right derivative, which is less than or equal to −2.
To introduce generating functions, we will use the symplectic isomorphism
where R 2n × R 2n denotes the vector space R 2n × R 2n endowed with the symplectic
be the graph of Φ t , and Γ t ⊂ T * R 2n be its image under I.
Definition A.2. (see [14] ). Let k be an arbitrary integer. A smooth function
* is a regular value of ∂ ξ S = ∂S/∂ξ. In that case, ∂ ξ S −1 (0) is a smooth 2n-manifold, and we have a smooth Lagrangian immersion i S : 
Because of the choice of the identification (24), this implies that the fixed points of Φ 1 are in 1-1 correspondence with the critical points of S 1 . Furthermore, if z is a fixed point of Φ 1 , then the corresponding critical point is of the form (z, ξ), and an easy computation shows that
By a so-called minimax method using the behaviour at infinity, it is possible to select two critical values of S 1 . First, remark that we can extend the S t 's to 
where D i (resp. S i−1 ) is the unit disk (resp. the unit sphere) in R i . Hence
It is easy to show that H i (S Furthermore, it can be proved that they do not depend on the particular family (S t ) t∈ [0, 1] chosen but only on the Hamiltonian H, so we may call them c ± (H). We list some of their properties in the next statement (some inequalities differ from those of [19] , because some sign conventions differ). In [7] (see also [6] 
Duistermaat then adds a boundary term to obtain an integer independent of α. Because of the transversality assumption, there is a linear map C :
The
As notation suggests, it does not depend on the choice
, and it obviously gives the same index as before when L is a loop. 
the Maslov-Duistermaat index is not additive for the concatenation of all paths).
Proof. These properties come directly from the definition and from the analogous (standard) properties of the ordinary Maslov index for loops.
To extend the Maslov-Duistermaat index to a symplectic vector bundle over the circle, we will need the following result. 
B.2. On a symplectic vector bundle over the circle
Consider next a symplectic vector bundle E → S 1 with fiber (F, σ). We see S 1 as the interval [0, 1] with endpoints identified, and denote by t its generic point; the fiber of E over t will be called E t .
We consider V = ∪ t∈S 1 V t a Lagrangian subbundle of E, and R : [0, 1] → Λ(E) a path of Lagrangian subspaces R t ⊂ E t (without imposing R 0 = R 1 ) .
Because Sp(F ) is connected, the symplectic bundle E is trivial, ie. there is a symplectic isomorphism τ : 
where the definition of Q(R 1 , V 0 ; R 0 ) is a straightforward generalization of (28). Indeed, by the very definition of ind V (R), we may suppose that V (resp. R) is a loop (resp. a path) in Λ(F). Since V 0 = V 1 is transverse to R 0 and R 1 by assumption, we may take α = V 0 to compute ind(R). Let R be a path in Λ 0 (V 0 ), joining R 1 to R 0 . Then ind(R) = ind(R · R) + ind Q(R 1 , V 0 ; R 0 ) by definition, and we just need to prove that ind(R · R) = ind(V ). But it is clear that R · R is homotopic to a loop S in Λ(F ) such that S t ∩ V t = 0 for all t, and this implies that S and V have the same (ordinary) Maslov index.
If Γ 1 and Γ 2 be two Lagrangian subbundles of E, then the Maslov class µ(Γ 1 , Γ 2 ) of the pair (Γ 1 , Γ 2 ) is defined as µ(Γ 1 , Γ 2 ) = ind Γ 2 (Γ 1 ). It vanishes if and only Γ 1 and Γ 2 are homotopic through Lagrangian subbundles of E. In that case, we have ind Γ 1 (R) = ind Γ 2 (R); more generally, the following relation holds:
ind furthermore it is possible to join L 1 to − Id through symplectomorphisms that have only −1 as eigenvalue. It is then easy to see that both indices do not change if we compose our path (A t ) with this path from L 1 to − Id. Hence we may assume that A 1 = − Id. But then we only need to check equality of the indices to one given path from Id to − Id, and again we may assume that R 2n = R 2 and A t is rotation of angle 2πt. A direct application of the definitions shows that in this case both indices are equal to 0.
