We propose a new wave-equation inversion method that mainly depends on the traveltime information of the recorded seismic data. Unlike the conventional method, we first apply a -p transform to the seismic data to form the delayed-shot seismic record, back propagate the transformed data, and then invert the velocity model by maximizing the wavefield energy around the shooting time at the source locations. Data fitting is not enforced during the inversion, so the optimized velocity model is obtained by best focusing the source energy after a back propagation. Therefore, inversion accuracy depends only on the traveltime information embedded in the seismic data. This method may overcome some practical issues of waveform inversion; in particular, it relaxes the dependency of the seismic data amplitudes and the source wavelet.
INTRODUCTION
During the past decade, the industry has made rapid progress in prestack-depth-imaging technology. Wave-equation migration methods, such as one-way wave-equation migration and reversetime migration, have become common alternatives to the ray-tracing-based Kirchhoff migration. This technical evolution has greatly improved our processing capability to image complex structures. However, the production workhorses for velocity inversion are still ray-tracing techniques using ray-tracing tomography. To improve the velocity model's resolution and the imaging quality, we need to extend the wavefield extrapolation methods to update velocity models on a commercial basis.
In the literature, several velocity-inversion methods based on directly solving the wave equation have been proposed. They mainly fall into two seismic inversion categories: in the data domain ͑Taran-tola, 1984; Pratt and Worthington, 1990; Luo and Schuster, 1991; Pratt et al., 1998͒ or in the image domain ͑Symes and Kern, 1994; Sava and Biondi, 2004; Shen and Calandra, 2005͒ . The main difference is that in the image domain, the inversion is performed by optimizing the imaging quality measured by the flatness of migrated common-image gathers ͑CIGs͒ or by focusing objective functions. A data-domain inversion method, on the other hand, looks for an optimized velocity that makes the synthetic data best fit the amplitude and/or the phase information embedded in the recorded seismic data. In this paper, we focus on data-domain inversion methods, investigate some practical issues in their applications, and propose our solution.
The classical way of inverting seismic in the data domain is to determine the model parameters ͑velocity, density, elastic parameters, etc.͒ by minimizing the differences between the forward-modeled data and the seismic record. This method is called full-waveform inversion ͑FWI͒ ͑for examples, see Tarantola ͓1984͔ and Pratt and Worthington ͓1990͔͒. In this paper, we are only interested in velocity inversion, which is the key issue in a prestack depth migration. Many synthetic examples show that FWI provides high-resolution velocity models with little human intervention. However, FWI is rarely used in production, and geophysicists are seeking effective ways to apply it to real data.
To obtain high-resolution models, FWI requires reliable amplitudes and reasonably good signal-to-noise ratio ͑S/N͒ in the seismic data, especially for the low-temporal-frequency components ͑Ͻ7 Hz͒ ͑Sirgue, 2003͒, which generally is not satisfied in practice. Also, because the reflection is generated by the impedance ͑a combination of velocity and density͒ contrast, yet a good prior density model is usually unknown in a real project, we find that directly inverting both velocity and density is almost impossible with today's seismic data. One way to solve this problem is to assume that the density is related to the velocity according to some empirical formulation ͑Vigh and Starr, 2008͒. This solution works only when the empirical relation really describes the geology complexity. Besides this, a reasonable application of FWI is to invert velocity from the recorded refractions produced by the spatial velocity contrast. To apply this technique, some preprocessing is normally used to remove reflected energy from the data and to leave the refractions by a time-window mute ͑Schuster and Quintus-Bosz, 1993͒ or a wavefield damping factor ͑Min and Shin, 2006͒. Another practical issue is that to achieve a good inversion result, FWI requires that we estimate the source wavelet in addition to the velocity model ͑Pratt, 1999͒.
To solve these problems, we propose performing a data-domain wave-equation inversion ͑WEI͒ in a reverse sense: back propagate the seismic data and maximize the energy at the source. The idea behind the method is that with the inverted velocity, the refraction/reflection energy should be back propagated to the source location at time zero. This allows us to use the traveltime information embedded in the seismic data to invert the velocity. We also propose to apply WEI to the -p transformed data, where is intercept time at zero offset and p represents the slope of the delayed time versus offset. A single p record, as explained later, covers the whole survey; however, inverting a single shot record illuminates a narrower range of subsurface structure. Therefore, inversion in the p-domain allows us to reduce the number of wave propagations and to save some computing cost in the inversion ͑Vigh and Starr, 2008͒. The proposed solution simplifies the inversion problem and relaxes the inversion dependence on the seismic data amplitude, density model, and source-wavelet estimate.
In the following section, we first review the conventional formulation of FWI and introduce our WEI method based on back propagating the recorded wavefield and focusing the energy at the shooting time. Then, we show some numerical examples to prove the concept of our method. Next, we discuss the difference between our method and some related work published in geophysics literature. At the end, we draw some conclusions.
THEORY
In a conventional time-domain 2D FWI, the wavefield is first propagated from a given source location x s ‫ס‬ ͑x s ,0͒ on the surface, i.e.,
where p(x;t;x s ) is the pressure wavefield, V is an initial estimated velocity, and ⌬ ‫ס‬ ‫ץ‬ 2 / ‫ץ‬ x 2 ‫ם‬ ‫ץ‬ 2 / ‫ץ‬ z 2 is the 2D Laplacian operator. In equation 1, we assume the density is equal to one to simplify our discussion. At the surface, the difference is measured between the calculated wavefield p(x r ;t;x s ) and the observed seismic shot record d(x r ;t;x s ), where x r ‫ס‬ ͑x r ,0͒ are the surface receiver locations.
The velocity is determined by finding the optimal estimated velocity Ṽ (x), which minimizes the misfit function:
E͑Ṽ ͒ ‫ס‬ min ͵͵͵ ͉p͑x r ;t;x s ͒ ‫מ‬ d͑x r ;t;x s ͉͒ 2 dx r dx s dt.
͑2͒
Obviously, minimizing the misfit function is the key step in the inversion. However, this is not an easy task for real data projects. Because of acquisition, geology, and preprocessing issues, the amplitudes from forward modeling cannot perfectly match those in the seismic data. The existence of noise and multiples may also mislead the inversion. Moreover, reflections in seismic data are generated by the impedance contrast in the geologic structures and are of no use when solving for the velocity model when the density model is absent. In this case, we have to expect that FWI only provides an accurate velocity model by inverting the refraction/transmission waves and the supercritical reflections. Therefore, the precritical reflections must be muted from the shot records. All of these practical issues complicate the FWI process.
To solve these problems, we apply a -p transform to the seismic data sorted in the common-receiver domain: Figure 1 , and several shot records at different shot locations are displayed in Figure 2 . The seismic data records direct arrivals, refractions, diffractions, reflections, and multiples, appearing fairly complicated. Figure 3 shows a single p record after a -p transform corresponding to p ‫ס‬ 3.85ϫ 10 ‫4מ‬ s / m or ␣ ϭ 34.9°. Because a single p record covers the whole survey, it contains more velocity information and gives better illumination than a single shot record does. Figure 4 shows how the wavefield looks when we back propagate the delayed-shot record in Figure 3 using the true velocity model in Figure 1 . When reducing the propagation time with the true velocity, the refractions and the reflections caused by the velocity contrast travel back to the surface and form a linear source that covers the survey and focuses around shifted time ϭ 0; the reflections produced only by the density contrast propagate downward and do not return to the surface. We use absorbing boundary condition, not the freesurface boundary condition, at the surface z ‫ס‬ 0; so the water-bottom-related multiples are focused at lower depth and are well separated from the source at ϭ 0 ͑Figure 4d͒.
Based on this observation, we propose the following WEI algorithm that avoids data matching and mainly depends on the traveltime information in the seismic data to invert the velocity: • Apply a -p transform ͑equation 3͒ to the seismic data to generate the delayed-shot records.
• Given a velocity model V, back propagate the delayed-shot records by solving the acoustic equation with a boundary condition: where w͑ ͒ is a windowed function with nonzero values in a short interval around zero, ‫⌬מ‬T Յ Յ⌬T, to ensure the energy function is measured around the shooting time at the source locations. For example, we can choose w͑ ͒ as
elsewhere.
· ͑7͒
The updated velocity is obtained by maximizing the energy function S͑V͒ in equation 6.
If we only care about the kinematics of the wave propagation in equation 5 and do not emphasize the amplitude accuracy, we are allowed to ignore the density term in the modeling and to solve the following equation to generate the back-propagation wavefield:
where T max is the maximum recording time. As shown in Appendix A, following the standard derivation, we can derive the Fréchet derivative of equation 8 and verify that the derivative of S͑V͒ with respect to V is expressed as 
Time ( 
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Any kind of gradient method can be applied with the help of equations 9 and 10 to find the optimal velocity by maximizing the focused source energy function defined in equation 6. For simplicity, we use the steepest-descent method to update the velocity model in the numerical examples shown in the next section. At the kth iteration, the updated velocity is calculated by
where ␣ k is the step length for the kth iteration and can be determined by a 1D linear searching along the gradient direction. 
NUMERICAL EXAMPLES

Synthetic data tests
To show how the proposed method works, we test it with a simple velocity model. The true model, as shown in Figure 5a , has a low-velocity anomaly imbedded in a layered background velocity. We use a 
Multiples high-order finite-difference modeling ͑fourth order in time and more than twentieth order in space͒ to generate the synthetic data. The original source is a Ricker wavelet with 5-Hz peak frequency and an effective spectrum of 0-15 Hz. In the modeling, sources and receivers are put 15 m below the surface, so the source and receiver ghosts are recorded in the data. We generate 801 shot records; each one has two side cables with 15,000-m maximum offset and 50-m receiver spacing. We convert the original 801 shot records to 401 delayed-shot records, covering the surface incidence angle from Ϫ60°t o 60°with equal p spacing. The maximum incidence angle is determined from the input data, and we can follow the criterion introduced in Zhang et al. ͑2005͒ to determine the p sampling.
In the inversion, we start from the initial velocity ͑Figure 5b͒, which is a highly smoothed version of the true model ͑Figure 5a͒. We use 0-9-Hz data in the WEI. The inverted velocity model after 100 iterations is shown in Figure 5c . The low-velocity anomaly is well recovered in this case. Figure 6 shows how the objective function S͑V͒ evolves over the first 100 iterations. It seems that the inversion method converges very fast at the first several iterations, then the convergence slows down quickly. The updating curve finally goes almost flat after about 80 iterations. Figures 7 and 8 show the back-propagated wavefields at the surface z ‫ס‬ 0 with a true velocity model ͑7a and 8a͒, initial velocity model ͑7b and 8b͒, and inverted velocity model ͑7c and 8c͒, corresponding to the surface angles ␣ ϭ 0°͑Figure 7͒ and ␣ ϭ 25.7°͑Fig-ure 8͒. Only the refractions and reflections back propagate to the surface and focus at the source locations, so the back-propagated wavefields cannot completely build a linear source even with the true velocity model ͑Figures 7a and 8a͒, especially for the small incident angles. The back-propagated wavefields plotted in Figures 7b and 8b deviate significantly from those in Figures 7a and 8a , showing that the initial velocity is far from the truth. After WEI, the wavefields generated by the inverted velocity model ͑Figures 7c and 8c͒ are almost undistinguishable from the wavefields in the true model ͑Fig-ures 7a and 8a͒, which means our inversion converges to a reasonably good velocity that optimally focuses the back-propagated source energy as the true model does.
Next, we show WEI applied to the BP 2004 model data set. We prefilter the input data up to 9 Hz and convert the shot records to 801 delayed-shot records, with the surface incidence angle ranging from Ϫ45°to 45°with equal p spacing. The true velocity model is shown in Figure 1 . We first smooth the true velocity 1000 m laterally and 500 m vertically ͑Figure 9a͒ and use it as the initial velocity for WEI. After 100 iterations, we get the inverted velocity ͑Figure 9b͒. To show how the WEI result depends on the starting model, we apply 2500 m lateral smoothing and 500 m vertical smoothing to the model ͑Figure 10a͒ and use it as the initial model. This time we get the converged velocity ͑Figure 10b͒.
Comparing Figure 9b with Figure 10b , we see the inversion result is sensitive to the initial model. The top-of-salt structure is better resolved with a closer initial velocity. However, in both cases, the lowvelocity anomalies in the shallow depth are well reconstructed and inversion adds more detail to the salt bodies. 1  11  21  31  41  51  61  71  81  91 101 Number of iterations Figure 6 . The evolution of the objective function over the first 100 WEI iterations.
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Real data test from the Gulf of Mexico
We apply our method to a 2D Gulf of Mexico data set that has 1064 shot records with 8828-m maximum offset ͑Figure 11͒. Some strong noise dominates the low-frequency components below 5 Hz ͑Figure 12͒.
The initial sediment flood velocity is obtained by simple ray-tracing tomography ͑Figure 13a͒. In the inversion, we correct the data to zero phase and band-pass filter it from 3 to10 Hz. Then we convert the shot records to 401 delayed-shot records, with the surface angle range from Ϫ45°to 45°. We follow the inversion methodology described in the previous section to apply the reverse-time WEI to the -p-transformed data and obtain the inverted velocity shown in Figure 13b .
The high-velocity sediment wedges, which make geologic sense, clearly show up after the inversion in the ellipse in Figure 13 . On the inverted velocity, there are some velocity oscillations below the water bottom indicated by the arrows, which correspond to the top of salt bodies. Because the initial velocity does not contain any largewavelength information on the salt body and the noise-contaminated low-frequency components are muted from the input data, we fail to reconstruct the sharp velocity contrast created by the top-of-salt bodies. However, our inversion method catches the high-frequency/ . Back-propagated p s ‫ס‬ 0 ͑␣ ϭ 0°͒ wavefields at the surface using different velocity models in Figure 5 . ͑a͒ Using the true velocity model shown in Figure 5a , ͑b͒ the initial velocity model shown in Figure 5b , and ͑c͒ the inverted velocity model from WEI shown in Figure 5c . . Back-propagated p s ‫ס‬ 2.89ϫ 10 ‫4מ‬ ͑␣ ϭ 25.7°͒ wavefields at the surface using different velocity models in Figure 5 . ͑a͒ Using the true velocity model shown in Figure 5a , ͑b͒ the initial velocity model shown in Figure 5b , and ͑c͒ the inverted velocity model from WEI shown in Figure 5c . wavenumber components of the velocity variations, which delineate the salt boundaries. How to extract the salt velocity information accurately from noise-contaminated seismic data and a sedimentbackground starting velocity by a WEI remains a tough problem. Figure 14 shows the stacked images from the initial ͑Figure 13a͒ and the inverted ͑Figure 13b͒ models with a one-way wave-equation migration. Comparing the two images in Figure 14 , we see the image with the inverted velocity is much improved. For example, the data in the left ellipse are better focused with the updated velocity. This observation is confirmed by checking the CIGs ͑Figure 15͒. The sed- 
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iment events on the migrated CIGs are flattened better with the updated velocity at most of the locations.
DISCUSSION
In geophysics literature, several traveltime/ phase-based FWI methods have been proposed. Luo and Schuster ͑1991͒ introduce a traveltimebased FWI algorithm in which they minimize the traveltime misfit function defined by crosscorrelating the calculated wavefield with the observed seismic data. Min and Shin ͑2006͒ extract the phase information by taking the imaginary term of the logarithm of the first arrivals. Both methods need to back propagate the residuals of the phase mismatch.
Compared with their methods, our method is simpler to implement. We do not need to extract the phase or traveltime information directly. The traveltime information is implicitly embedded in the objective function 6. We expect an optimal velocity to produce the correct traveltime for the recorded seismic events; therefore, it best focuses the back-propagated seismic record at the shooting time. We also notice that an identical formula- tion to the objective function 6 is mentioned in Plessix et al. ͑2000͒ as an inversion constraint when they deal with crosswell tomography. However, they focus on the differential semblance optimization and do not explore the application of this formulation.
CONCLUSIONS
Full waveform inversion is a powerful tool to obtain high-resolution velocity for imaging and interpretation. However, commercializing this technique still faces many practical issues. Our WEI technique based on the best focus of the back-propagated delayed-shot wavefield attempts to overcome some of the difficulties. It avoids the data-matching process and does not require that we estimate the source wavelet; therefore, it is less sensitive to the amplitude errors present in seismic data. To improve focusing after back propagation, the seismic data need to be zero phased, which is a standard step in the preprocessing flow. Because the seismic source locations are well defined, and especially because the traveltime information in the seismic is more reliable, the WEI method may have advantages over conventional FWI methods when applied to complicated real data. Generalizing the method to three dimensions is straightforward. With the current implementation, the inversion is still sensitive to the initial models. Further research will focus on improving the convergence and relaxing the initial model dependence. Also, we need further theoretical analysis and more real data experiments to illustrate the limitations of the new method.
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APPENDIX A STEEPEST-DESCENT DIRECTION OF THE ENERGY FUNCTION
The steepest-decent direction of the energy function S͑V͒ is defined as Traveltime-based wave-equation inversion WCC35
