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EMBEDDINGS OF RIEMANNIAN MANIFOLDS WITH FINITE
EIGENVECTOR FIELDS OF CONNECTION LAPLACIAN
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Abstract. We study the problem asking if one can embed manifolds into finite
dimensional Euclidean spaces by taking finite number of eigenvector fields of the con-
nection Laplacian. This problem is essential for the dimension reduction problem in
massive data analysis. Singer-Wu proposed the vector diffusion map which embeds
manifolds into the Hilbert space l2 using eigenvectors of connection Laplacian. In this
paper, we provide a positive answer to the problem. Specifically, we use eigenvector
fields to construct local coordinate charts with low distortion, and show that the dis-
tortion constants depend only on geometric properties of manifolds with metrics in
the little Ho¨lder space c2,α. Next, we use the coordinate charts to embed the entire
manifold into a finite dimensional Euclidean space. The proof of the results relies on
solving the elliptic system and provide estimates for eigenvector fields and the heat
kernel and their gradients. We also provide approximation results for eigenvector field
under the c2,α perturbation.
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1. Introduction
In the past decade, there is a growing consensus that high dimensional and massive
dataset analysis is a key to future advances. Although frequently the information
regarding the structure underlying a dataset is limited, we generally believe that a
“lower dimensional” and possibly nonlinear structure should exist.
A widely accepted approach to model the low dimension structure is by considering
the manifold; that is, we assume that the collected dataset, while might be of high
dimension, is located on a low dimensional manifold [40, 5, 13]. How to analyze the
dataset under this assumption is generally called the manifold learning problem, and
one particular goal is to recover the nonlinear low dimensional structure of the manifold.
Under this assumption, several algorithms were proposed toward this goal, like isomap
[40], locally linear embedding (LLE) [30], eigenmaps (EM) [5], diffusion maps (DM)
[13], Hessian LLE [17], vector diffusion maps [33, 35], nonlinear independent component
analysis or empirical intrinsic geometry [31, 38], alternating diffusion [23, 39], etc. In a
nutshell, by taking the local information of the given point cloud, like geodesic distance,
and by applying knowledge from the spectral geometry and index theory, we could
obtain information of the manifold from different aspects, like the parametrization of
the dataset or the topological feature of the dataset.
One particular interesting problem is how to guarantee the data visualization and/or
dimensional reduction. Data visualization problem is asking if we could embed a given
manifold into the three dimensional Euclidean space, so that we could visualize the
dataset; dimension reduction problem is asking if we could embed a given manifold
into a low dimensional Euclidean space, which dimension is smaller than that of the
dataset. Mathematically, this problem is formulated as asking if it is possible to em-
bed the manifold (hence the dataset) into a finite dimensional Euclidean space, even
isometrically. The embedding problem was first positively answered by Whitney [43],
and the isometrically embedding problem was first solved by Nash [27]. However, the
approach by Nash, the implicit function theory, is not canonical and is not essentially
feasible for data analysis. In Berard, Besson and Gallot’s breakthrough paper [7], the
spectral embedding idea was explored to answer this kind of problem. The main idea is
embedding the Riemannian manifold by the eigenfunctions of the associated Laplace-
Beltrami operator via studying the associated heat kernel behavior. We could show
that the spectral embedding is a canonical embedding in the sense that it depends only
on the eigenfunctions and eigenvalues, and the result is close to isometric with error
of the order of the diffusion time. In [42], this embedding was further modified to an
almost isometric embedding, with error up to any give finite order of the diffusion time,
by applying the implicit function theory.
The spectral embedding idea is directly related to many manifold learning algorithms,
like EM and DM. While these algorithms work, however, numerically we are able to
obtain only finite eigenfunctions and eigenvalues in practice, while theoretically all the
eigenfunctions and eigenvalues of the Laplace-Beltrami operator, which are countably
infinite, are needed to study the spectral embedding. Thus, the next natural question
we could ask is the possibility to embed the manifold by the finite eigenfunctions and
eigenvalues. This question was positively answered separately by Bates [4] and Portegies
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[29]; that is, one is able to embed the manifold with finite eigenfunctions and eigenvalues.
In Portegies, it is further shown that the embedding could be almost isometric with a
prescribed error bound.
The work in Bates is essentially based on the local parametrization work reported
in Johns, Maggioni and Schul [22], where the inherited oscillatory behavior of the
eigenfunction is taken into account to guarantee that locally we could find finite eigen-
functions so that we could embed a local ball via these finite eigenfunctions with low
distortion. What needs to be proved is that the embedding of different local balls will
not intersect each other. These works fundamentally answer why EM and DM could
work well in practice.
The spectral embedding mentioned above depends on the Laplace-Beltrami operator.
The vector diffusion map (VDM) [33, 35], on the other hand, depends on the connection
Laplacian associated with a possibly nontrivial bundle structure. In brief, the VDM
with the diffusion time t > 0 is defined by the eigenvector fields of the connection
Laplacian by
Vt : M → `2(1.1)
x 7→ (e−(λi+λj)t/2〈Xi, Xj〉)∞i,j=1 ,
where x ∈M and Xi is the i-th eigenvector field of the connection Laplacian associated
with the eigenvalue λi. The basic properties of Vt have been shown in [33, 35, 44]. For
example, we could see that the VDM is an embedding, and it is close to an isometric
embedding with error depending on the diffusion time. The VDM is originally motivated
by studying the cryo electron microscope problem, in particular the class averaging
algorithm [37, 21, 45]. In general, the essential goal of VDM is to integrate different
kinds of local/partial information and the relationship between these pieces of local
information in order to obtain the global information of the dataset; for example, the
ptychographic imaging problem [25], the vector nonlocal mean/median, the orientability
problem [32], etc. Numerically, the VDM depends on the spectral study of the graph
connection Laplacian (GCL) [33, 12, 11, 35, 18, 19], which is a direct generalization of
the graph Laplacian discussed in the spectral graph theory [10].
1.1. Our contribution. A fundamental problem regarding the VDM, like that in the
spectral embedding, is that if we could embed the manifold with only finite eigenvector
fields; that is, can we find a finite number n ∈ N so that the truncated VDM (tVDM),
defined as
V N
2
t : M → RN
2
(1.2)
x 7→ (e−(λi+λj)t/2〈Xi, Xj〉(x))ni,j=1 ,
is an embedding? In this paper, we provide a positive answer.
Theorem 1 (Embeddings of Riemannian Manifolds with Finite Eigenvector Fields of
Connection Laplacian). For a smooth closed manifold (M, g) with smooth metric and for
any t > 0, there is a positive integer N0 so that the tVDM V
N2
t is a smooth embedding
for all N ≥ N0.
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With the above theorems we could answer the raised question positively and say that
with a proper chosen finite number of eigenvector fields, the tVDM is an embedding.
Denote a class of closed smooth manifolds of dimension d by
(1.3) Mn,κ,i0,V = {(Mn, g) : |Ric(g)| ≤ κ, inj(M) ≥ i0, Vol(M) ≤ V },
where inj(M) denotes the injectivity radius of M .
Theorem 2 (Embeddings of Manifolds with c2,α metrics). Take 0 < α ≤ 1. For
(M, g) ∈Mn,κ,i0,V with g ∈ c2,α so that |Ric| ≤ κ, and for any t > 0, there us a positive
integer N0 so that the tVDM V
N2
t is an embedding for all N ≥ N0.
Here ck,α denotes the little Ho¨lder space which is the closure of C∞ functions in the
Ho¨lder space Ck,α.
Throughout the paper, we try to quantify all the bounds by n, κ, i0, and V in hope
that we can embedding results for the whole class of manifoldsMn,κ,i0,V . However, we
still lack of universal estimates for Lemma 10 for manifolds in Mn,κ,i0,V . If one, can
obtain such universal bounds, then the following conjecture is proved as well.
Conjecture 3 (Embeddings of Riemannian Manifolds with Finite Eigenvector Fields of
Connection Laplacian). There is a positive integer N0 so that for all (M, g) ∈Mn,κ,i0,V ,
N ≥ N0 and for any t > 0, the tVDM V N2t is a smooth embedding.
1.2. Organization. The paper is organized in the following. In Section 2, we introduce
our notation convention and provide some back ground material.
In Section 3, under the assumption that the metric is smooth, we provide neces-
sary Lemma 10-13 for proving the universal local parametrization for any manifold in
Md,κ,i0,V .
In Section 4, under the assumption that the metric is smooth, we show the global
embedding result, Theorem 1. To show the proof, we provide an immersion result in
Lemma 14 based on Theorem 5. Then, in Lemma 15 we control the remainder term of
the series expansion of the Hilbert-Schmidt norm of the heat kernel associated with the
connection Laplacian. In Section 5, we approximate a metric with low regularity by a
smooth metric, and hence prove Theorem 1 under the assumption that the metric is of
low regularity. In Section 6, we provide two examples to illustrate how VDM is carried
out numerically.
Acknowledgements: Hau-tieng Wu’s research is partially supported by Sloan Re-
search Fellow FR-2015-65363. Chen-Yun Lin would like to thank Thomas Nyberg for
his helpful discussions.
2. Background Material and Notation
Let (M, g) be a smooth compact manifold of dimension n without boundary with
metric g. We assume that g is smooth except the technical part (Lemmas 6, 7, Propo-
sition 8, and Corollary 9) in Section 3 and Section 5 where we assume g is c2,α. Denote
dg(x, y) to be the geodesic distance between x and y. Let D denote the diameter of
(M, g).
Anderson [2] showed that the existence of harmonic coordinates on balls of uniform
size is guaranteed by imposing suitable geometric conditions. The bounds |Ric| ≤ κ
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Symbol Meaning
Setup
n dimension of the Riemannian manifold
M smooth closed Riemannian manifold
g Riemannian metric
TM tangent bundle of M
〈·, ·〉 inner product with respect g
dg(·, ·) geodesic distance
P yx parallel transport from x to y
(φ, U) local (harmonic) coordinate chart
Geometric Conditions
V volume upper bound
D diameter upper bound
κ Ricci curvature bound, |Ric| ≤ κ
i0 injectivity radius lower bound
Indices
a, b, c, · · · indices for coordinate charts
i, j, k, · · · indicies for the spectrum
Embedding
N dimension of the ambient Euclidean space
Φz local parametrization of M
Φ˜z weighted local parametrization of M
µij associated weight with respect to Xi and Xj
ΦN
2
embedding of M into RN2
Derivatives
∂i partial derivative w.r.t coordinate xi
∇g gradient/Levi-Civita connection of g
Γcab Christoffel symbols
∆g Laplace-Beltrami operator
∇2g connection Laplacian
Spectra
λi spectrum of ∇2, counting multiplicity
Xi L
2-normalized eigenvector fields, ∇2Xi = −λiXi
νi spectrum of ∆, counting multiplicity
ξi L
2-normalized eigenfunctions, ∆ξi = −νiξi
Spaces
Lp,∞(M, g) the weak Lp spaces
c2,α the little Ho¨lder space
Heat Kernels
kTM(t, z, w) heat kernel of the heat semigroup e
−t∇2
kM(t, z, w) heat kernel of the heat semigroup e
−t∆
∇vkTM(t, ·, ·) derivative w.r.t. the second spatial variable
‖kTM(t, ·, ·)‖2HS Hilber-Schmidt norm of kTM(t, ·, ·)
Other
f1 ∼Cc f2 cf2 ≤ f1 ≤ Cf2
c C c/C is sufficiently small for positive values c, C
Table 1. Summary of symbols
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and inj(M) ≥ i0 (or the volume bound) alone imply a lower bound on the size of balls
B on which one has harmonic coordinates with C1,α bounds on the metric. Here, we
restate Main Lemma 2.2 in [2] for our case.
Lemma. Let (M, g) be a closed Riemannian n-manifold such that
(2.1) |Ric| ≤ κ inj(M) ≥ i0
Then given any Q > 1, α ∈ (0, 1), there exists an constant 0 = 0(Q, κ, n, α) with
the following property: given any point z ∈ M , there is a harmonic coordinate system
φ : U ⊂ Rn → Br(z), r ≥ 0i0 such that φ(0) = z, gab(0) = δab, and
Q−1δab ≤ gab ≤ Qδab on U(2.2)
r1+α‖g‖C1,α(U) ≤ Q.(2.3)
For any z ∈M , let (φ, U), φ : U ⊂ Rn →M , be a harmonic coordinate chart so that
z = φ(0) ∈ φ(U), gab(0) = δab, and Q−1 < g < Q on U . Set
(2.4) Rz = sup
r
{r > 0 : Br(z) ⊂ φ(U)}.
There are several advantages that we have using harmonic coordinates. First, we can
obtain universal harmonic radius lower bound. Second, a metric has optimal regularity
in harmonic coordinate charts.
Theorem. [15, Theorem 2.1] If a metric g ∈ Ck,α, 1 ≤ k ≤ ∞ in some coordinates
chart, then it is also of class Ck,α in harmonic coordinates, while it is of at least class
Ck−2,α in geodesic normal coordinates.
Last, the connection Laplacian of a vector field simplifies in harmonic coordinates
and can be expressed in terms of g, ∂g, and the Ricci curvature. Let {xa} be a harmonic
coordinate system on M and X = Xa ∂
∂xa
be a vector field.
Let ∇g denote the Levi-Civita connection of (M, g) and ∇2g the associated connec-
tion Laplacian [9] on the tangent bundle TM . Denote ∆g to be the Laplace-Beltrami
operator of (M, g). When there is no danger of confusion, we will ignore the subscript
g. Note that
(2.5) ∆xc = gabΓcab = 0,
and the Ricci curvature in the harmonic coordinates can be expressed as
(2.6) − Ric cd = gab∂aΓcdb + ∂mgabΓcab + gabΓedbΓcae.
Hence,
∇2 (Xc∂c) = −gab
(
∂a∂bX
c + 2Γcbd∂aX
d + ΓcaeΓ
e
bdX
d + ∂aΓ
c
bdX
d
)
∂c
=
(−gab∂a∂bXc − 2gabΓcbd∂aXd + ∂dgabΓcabXd +Rc cdXd) ∂c.(2.7)
and the coefficients of ∇2X are controlled in C1,α harmonic coordinates and the Ricci
curvature bound.
It is known [20] that both ∇2 and ∆ are self-adjoint, elliptic and that their spectra
are discrete and non-positive real numbers with −∞ as the only possible accumulating
point. Furthermore, the eigenspaces are all finite dimensional. We denote the spectrum
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of∇2 as {−λi}∞i=1, where 0 ≤ λ1 ≤ λ2 ≤ · · · , counting algebraic multiplicity, and denote
the corresponding orthonormal basis of eigenvector fields for L2(TM) as {Xi}∞i=1; that
is, ∇2Xi = −λiXi for all i = 1, 2 · · · and
(2.8)
ˆ
M
〈Xi, Xj〉dσ = δij,
where dσ is the Riemannian measure associated with g. Note that λ1 may or may not
be 0 due to the topological constraint. Also denote the spectrum of ∆ as {−νi}∞i=1,
counting algebraic multiplicity, where 0 = ν1 ≤ ν2 ≤ · · · and denote the corresponding
orthonormal basis of eigenfunctions for L2(M) as {ξi}∞i=1. Note that compared with the
connection Laplacian, ν1 is always 0.
The heat semigroup is the family of self-adjoint operators e−t∇
2
, t > 0, with a smooth
heat kernel kTM(t, x, y), where kTM(t, x, y) is smooth in x, y ∈M and analytic in t when
t > 0 [20]. More precisely, for any X ∈ L2(TM),
(2.9) e−t∇
2
X(x) =
ˆ
M
kTM(t, x, y)X(y)dσ(y).
Given an L2(TM)-orthonormal basis {Xi}∞i=1 of the eigenvector fields, the heat kernel
of ∇2 can be expressed as
kTM (t, x, y) =
∞∑
i=1
e−λitXi(x)⊗Xi(y),
where t > 0 and z, w ∈M . Its Hilbert-Schmidt norm is defined as
(2.10) ‖kTM (t, x, y)‖2HS = Tr (kTM(t, x, y)∗kTM(t, x, y)) .
A direct computation [33] shows that the Hilbert-Schmidt norm squared of the heat
kernel can be written as the series
‖kTM (t, x, y)‖2HS =
∑
i,j
e−(λi+λj)t 〈Xi(x), Xj(x)〉 〈Xi(y), Xj(y)〉 .(2.11)
Based on (2.11), the VDM (1.1) and tVDM (1.2) are proposed in [33]. Throughout the
paper, we write ∇v‖kTM(t, ·, ·)‖HS to denote the covariant derivative with respect to
the second variable at time t.
In what follows, we use c and C to denote constant which may vary line by line. We
write f1 ∼Cc f2 if there exist constants c and C such that cf2 ≤ f1 ≤ Cf2. For two
positive values c, C, we write c C to denote that c/C is sufficiently small.
3. Universal Local Parametrization for Smooth Manifolds
To embed a Riemannian manifold with finite eigenvector fields (Theorem 1), we
first show in Theorem 5 that we could parametrize local balls of closed manifolds via
eigenvector fields. While the proof strategy follows the ideas of [22], we provide several
new estimates specific for the vector fields and connection Laplacian, which have their
own independent interest.
Assumption 4. For R ≤ Rz, choose δ1 > 0 so that δ21R2  1 and choose δ0 > 0 so
that δ0  δ1. We consider t satisfying 12δ21R2 ≤ t ≤ δ21R2 and w, z ∈ Bδ0R(z)\B 12 δ0R(z).
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Theorem 5 (Parametrization via eigenvector fields for manifolds). Let (Mn, g) be a
smooth closed manifold with smooth metric g, Ricci curvature bound κ and diameter
upper bound D. Fix z ∈ M and assume that Assumption 4 holds. For R ≤ Rz, there
exist a constant τ = τ(n,Q, κ, i0, α, δ1) > 1, and n pairs of indices (i1, j1), · · · , (in, jn)
so that the map
Φz : Bτ−1R(z) → Rn(3.1)
x 7→ (〈Xi1 , Xj1〉(x), · · · , 〈Xin , Xjn〉(x)) ,
is a parametrization of Bτ−1R(z), where the associated eigenvalues satisfy
(3.2) τ−1R−2 ≤ λi1 , · · · , λin , λj1 , · · · , λjn ≤ τR−2 .
Furthermore, if Φz is weighted properly by
Φ˜z : Bτ−1R(z) → Rn(3.3)
x 7→ (µ1〈Xi1 , Xj1〉(x), · · · , µn〈Xin , Xjn〉(x)) ,
where
(3.4) µk := µikjk =
( 
Bτ−1R(z)
‖Xik‖2g
)−1/2( 
Bτ−1R(z)
‖Xjk‖2g
)−1/2
,
then for any x, y ∈ Bτ−1R(z), we have
(3.5)
1
τR
dg(x, y) ≤
∥∥∥Φ˜(x)− Φ˜(y)∥∥∥
Rn
≤ τ
R
dg(x, y) .
Here, the constants µk, k = 1, · · · , n, satisfy
(3.6) µk ≤ C,
where C is a constant dependent only on n,Q, κ, α, i0, and V .
This Theorem indicates that the mapping Φ of a local ball is an embedding and
if the weighting of the parametrization is chosen property, the embedding Φ˜ is with
low distortion. It further shows that the eigenvalues should not be too large or too
small, which means that locally the manifold could be well parameterized by “band-
pass filtering”.
The proof strategy of Theorem 5 is summarized below. We provide C1,α bounds of the
eigenvector fields in Proposition 8. Next, we provide estimates on ‖kTM(t, w, z)‖2HS and
its gradient in Lemma 10; with the bounds of eigenvector fields, we provide a control on
the truncated series expansion of ‖kTM(t, w, z)‖2HS and its gradient in Lemmas 11 and
12. In Lemma 13, we show how to choose desired eigenvector fields. Last, in Theorem
5, we show that the parametrization defined via those appropriately chosen eigenvector
fields has the desired properties.
The key step toward the proof is the technical lemma saying that for a given eigen-
vector fields, locally its C1,α norm could be well controlled by its local average L2 norm.
To obtain this technical lemma, we need the following Caccioppoli’s type inequality.
Note that although in this section the metric we consider is smooth, the control could
be obtained when the metric is as weak as C1,α. Since the lemma has its own interest
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and we need the rough metric version for the eigenvector field perturbation argument
later, we provide the proof under the weak assumption that the metric is C1,α.
Lemma 6 (Caccioppoli’s type inequality). Suppose that g ∈ C1,α and U is a bounded
solution of ∇2U = 0 in B = BR(z), where R < Rz, with the Dirichlet boundary
condition on ∂B. Then for 0 < r ≤ R/2,
(3.7) ‖∇U‖L2(Br(z)) ≤ CR−1‖U‖L2(B).
for some C = C(Q).
Proof. Choose a smooth cut-off function ψ on M so that
0 ≤ ψ ≤ 1, ‖∇ψ‖g ≤ 2/R,
ψ ≡ 1 on Br(z), and(3.8)
ψ ≡ 0 outside BR(z).
Since ∇2U = 0, by integration by parts, we have
(3.9)
ˆ
B
ψ2‖∇U‖2gdσ =
ˆ
B
ψ2gabgcd∇aU c∇bUddσ = −2
ˆ
B
ψgabgcdU
d∇aU c∇bψdσ
By the assumption that Q−1 ≤ |g| ≤ Q and the choice of ψ, we haveˆ
B
ψ2‖∇U‖2gdσ ≤ C
ˆ
B
2
R
ψ‖U‖g‖∇U‖gdσ(3.10)
for some C = C(Q). Applying Young’s inequality and choosing  = 1
2C
, we obtainˆ
B
ψ2‖∇U‖2gdσ ≤ C
ˆ
B
ψ2‖∇U‖2gdσ +
4C
R2
ˆ
B
‖U‖2gdσ
≤ 1
2
ˆ
B
ψ2‖∇U‖2gdσ +
8C2
R2
ˆ
B
‖U‖2gdσ ,(3.11)
and thus
(3.12)
ˆ
Br(z)
‖∇U‖2gdσ ≤
ˆ
B
ψ2‖∇U‖2gdσ ≤
16C2
R2
ˆ
B
‖U‖2gdσ
which implies the estimate (3.7). 
Denote B = BR(z), R < Rz. Let ξ
B
i be the i-th eigenfunction of the Laplace-
Beltrami operator ∆ satisfying the Dirichlet boundary condition with the eigenvalue
−νBi ; that is, ∆BξBi = −νBi ξBi on B and ξBi = 0 on ∂B. We sort the eigenvalues by
0 ≤ νB1 ≤ νB2 ≤ · · · and assume that the eigenfunctions {ξBi } are L2(B, g) normalized.
Lemma 7. Assume that g ∈ C1,α. Let ξBk be the Dirichlet eigenfunctions of ∆ on B
with the eigenvalue νBk . Then we have the estimate
(3.13) ‖ξBk Xi‖L 2nn−2 (B) ≤ C
(
(νBk + λi)
1/2 + 2νBk
)
(νBk )
β‖Xi‖L2(B)
for some C = C(n,Q), where β = n−1
2
for n odd and β = n
2
for n even.
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Proof. By the Sobolev embedding inequality, it suffices to prove that
(3.14) ‖∇(ξBk Xi)‖L2(B) ≤ C
(
(νBk + λi)
1/2 + 2νBk
)
(νBk )
β‖Xi‖L2(B).
By a direct computation, we have
(3.15) ∇2(ξBk Xi) = −(νBk + λi)ξBk Xi + 2gab∇aξBk ∇bXi
and
(3.16) ‖∇(ξBk Xi)‖2g ≥ ‖ξBk ∇Xi‖2g − 2|gcdgabξBk Xbi∇dξBk ∇cXai |.
Combining them, we haveˆ
B
‖ξBk ∇Xi‖2gdσ ≤
ˆ
B
‖∇(ξBk Xi)‖2gdσ + 2
ˆ
B
|gcdgabξBk Xbi∇dξBk ∇cXai |dσ
=
ˆ
B
〈ξBk Xi,−∇2(ξBk Xi)〉gdσ + 2
ˆ
B
|gcdgabξBk Xbi∇dξBk ∇cXai |dσ
=
ˆ
B
〈ξBk Xi, (νBk + λi)ξBk Xi + 2gab∇aξBk ∇bXi〉dσ
+ 2
ˆ
B
|gcdgabξBk Xbi∇dξBk ∇cXai |dσ
≤ (νBk + λi)
ˆ
B
‖ξBk Xi‖2gdσ + 4
ˆ
B
|gcdgabξBk Xbi∇dξBk ∇cXai |dσ(3.17)
Applying the Cauchy-Schwarz inequality and Lemma 3.5.3 in [22], there exists some
constant C = C(n,Q) such that
‖ξBk ∇Xi‖2L2(B) ≤ (νBk + λi)‖ξBk ‖2L∞(B)‖Xi‖2L2(B) + 4‖∇ξBk ‖L∞(B)‖Xi‖L2(B)‖ξBk ∇Xi‖L2(B)
≤C(νBk + λi)(νBk )2β‖Xi‖2L2(B) + 4(νBk )β+1‖Xi‖L2(B)‖ξBk ∇Xi‖L2(B)(3.18)
where β = n−1
2
for n odd and β = n
2
for n even. By a direct bound, this quadratic
inequality implies that
(3.19) ‖ξBk ∇Xi‖2L2(B) ≤ C
(
(νBk + λi)
1/2 + 2νBk
)
(νBk )
β‖Xi‖2L2(B)
for some C = C(n,Q).
Finally, we can bound ‖∇(ξBk Xi)‖L2(B) by
‖∇(ξBk Xi)‖L2(B) ≤‖∇ξBk ‖L∞(B)‖Xi‖2L2(B) + ‖ξBk ∇Xi‖2L2(B)
≤C ((νBk + λi)1/2 + 2νBk ) (νBk )β‖Xi‖2L2(B) .(3.20)

Proposition 8. Suppose g ∈ C1,α. Let P1(x) and P2(x) be polynomials defined as
(3.21) P1(x) = (1 + x)
dn−2
4
e and P2(x) = (1 + x)d
n−2
4
e+1,
where dxe denotes the smallest integer not less than x.
For any R ≤ Rz, we have the following for the i-th eigenvector field of ∇2:
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(3.22) ‖Xi‖C0(BR
2
(z)) ≤ CP1(λiR2)
( 
BR(z)
‖Xi‖2g
)1/2
,
(3.23) ‖∇Xi‖C0(BR
2
(z)) ≤ C
1
R
P2(λiR
2)
( 
BR(z)
‖Xi‖2g
)1/2
,
(3.24) ‖Xi‖Cα(BR
2
(z)) ≤ C
1
Rα
P1(λiR
2)
( 
BR(z)
‖Xi‖2g
)1/2
and
(3.25) ‖∇Xi‖Cα(BR
2
(z)) ≤ C
1
R1+α
P2(λiR
2)
( 
BR(z)
‖Xi‖2g
)1/2
,
where C depends on constants n,Q,R, κ, and ‖g‖C1,α.
Proof. The proof relies on interior estimates [16, Lemma 4] and estimates on Green’s
matrix in [16, Theorem 1]. Lemma 4 is proved by using the Sobolev inequality and the
Schauder’s estimates, which says for harmonic vector fields ∇2U = 0 on Br, one has
(3.26) sup
Br/2
‖U‖g, sup
Br/2
‖∇U‖g ≤ C
(
‖∇U‖L2(Br) + ‖U‖L 2nn−2 (Br)
)
where C = C(n,Q, r, κ, ‖g‖C1,α).
Theorem 1 in [16] is based on the global estimates Theorems 6.4.8 and 6.5.5 in [26]
and the interior estimates. In particular, the Green’s matrix on Br has the following
properties
G ∈ L nn−2 ,∞(Br) with ‖G‖L nn−2 ,∞(Br) ≤ C(n,Q, κ, ‖g‖C1,α)(3.27)
∇G ∈ L nn−1 ,∞(Br) with ‖∇G‖L nn−1 ,∞(Br) ≤ C(n,Q, κ, ‖g‖C1,α)(3.28)
and
‖G(x,w)− P xyG(y, w)‖g ≤ C
dg(x, y)
α
max dg(x,w)2−n−α, dg(y, w)2−n−α
(3.29)
‖DG(x,w)− P xyDG(y, w)‖g ≤ C
dg(x, y)
α
max dg(x,w)1−n−α, dg(y, w)1−n−α
(3.30)
where C = C(n,Q, r, κ, ‖g‖C1,α).
RescaleR to 1 by rescaling the eigenvector field X˜i(y) = P
y
expz(R exp
−1
z y)
Xi(expz(R exp
−1
z y)),
where P y
expz(R exp
−1
z y)
is the parallel transport from expz(R exp
−1
z y) to y. We have the
following rescaling:
(3.31) ∇2X˜i(y) = λiR2X˜i(y) ,
(3.32) ∇X˜i(y) = RP yexpz(R exp−1z y)∇Xi(expz(R exp
−1
z y)) ,
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and by the change of variables,
(3.33)
 
B1(z)
〈X˜i, X˜i〉dσ =
 
BR(z)
〈Xi, Xi〉dσ.
To simplify the notation, below we use Xi to represent the rescaled X˜i.
Let r0 = 1 > r1 > r2 > · · · > 12 = rm where m is to be chosen later. For l = 0, 1, . . .,
let Bl = Brl(z) and let G
Bl denote the Green’s operator on Bl associated with ∇2 with
Dirichlet boundary condition. Write
(3.34) Xi|Bl = U(l) + V(l),
where
(3.35) V(l)(x) =
ˆ
Bl
GBl(x, y)∇2Xi(y)dy = −λi
ˆ
Bl
GBl(x, y)Xi(y)dy
and ∇2U(l) = 0 on Bl. Note that since g ∈ C1,α, GBl ∈ L nn−2 ,∞(Bl, TM ⊗ T ∗M) and
∇GBl ∈ L nn−1 ,∞(Bl, TM ⊗ T ∗M ⊗ T ∗B) (see [16, Theorem 1]).
We start the iteration with l = 0. Let p0 =
2n
n−2 , which is the conjugate of 2. Let
p1 =
2n
n−6+η1 for some η1, 0 < η1 < 4. Note that
1
p0
+ 2n−4+η1
2n
= 1
p1
+ 1 and p1 > p0 > 2.
Following the proofs of Young’s inequality, we have
‖V(0)‖Lp1 (B2) ≤‖V(0)‖Lp1 (B0)(3.36)
=λi‖
ˆ
B0
GB0(x, y)Xi(y)dy‖Lp1 (B0)
≤λi‖GB0‖
L
2n
2n−4+η1 (B0)
‖Xi‖Lp0 (B0)
and hence
(3.37) ‖V(0)‖Lp1 (B2) ≤ Cλi‖Xi‖Lp0 (B0) ,
where C = C(p1, p0, V ), since G
B0 ∈ L nn−2 ,∞ and 2n
2n−4+η1 <
n
n−2 . From the interior
estimate in [16, Lemma 4] and the fact that Lp,∞ ⊂ Lp for 1 ≤ p < ∞, there exists a
constant C = C(n,Q, r, κ, ‖g‖C1,α) such that
‖U(0)‖L∞(B2) ≤ C(‖∇U(0)‖L2(B1) + ‖U‖Lp0 (B1))(3.38)
≤ C(‖∇U(0)‖L2(B1) + ‖U‖Lp0 (B0))
from Lemma 6 and the fact that p0 > 2, we have
‖∇U(0)‖L2(B1) ≤ C‖U(0)‖L2(B0) ≤ C‖U(0)‖Lp0 (B0),(3.39)
and hence
‖U(0)‖L∞(B2) ≤ C‖U(0)‖Lp0 (B0)(3.40)
≤ C(‖V(0)‖Lp0 (B0) + ‖Xi‖Lp0 (B0))
≤ C(‖V(0)‖Lp1 (B0) + ‖Xi‖Lp0 (B0))
≤ C(1 + λi)‖Xi‖Lp0 (B0),
FINITE VDM 13
where the third inequality holds since p1 > p0. Eventually, we have
‖Xi‖Lp1 (B2) ≤ ‖V(0)‖Lp1 (B2) + ‖U(0)‖Lp1 (B2)(3.41)
≤ Cλi‖Xi‖Lp0 (B0) + ‖U(0)‖L∞(B2)
≤ C(1 + λi)‖Xi‖Lp0 (B0).
For l = 1, 2, . . ., let pl =
2n
n− 2− 4l +∑lj=1 ηj where ηj are constants, 0 < ηj < 4
for all j = 1, · · · , l. Based on the same argument, by the fact that Bl+1 ⊂ Bl and
1
pl
+ 2n−4+ηl+1
2n
= 1
pl+1
+ 1, we have
‖V(l)‖Lpl+1 (Bl+2) ≤ ‖V(l)‖Lpl+1 (Bl)
≤ λi‖GBl‖
L
2n
2n−4+ηl+1 (Bl)
‖Xi‖Lpl (Bl)(3.42)
≤ Cλi‖Xi‖Lpl (Bl).
Similarly, from the interior estimate in [16, Lemma 4] and Lemma 6, there exists a
constant C = C(n,Q, r, κ, ‖g‖C1,α) such that
‖U(l)‖L∞(Bl+2) ≤ C‖U(l)‖Lpl (Bl) ≤ C(1 + λi)‖Xi‖Lpl (Bl)(3.43)
and hence
‖Xi‖Lpl+1 (Bl+1) ≤ ‖V(l)‖Lpl+1 (Bl+1) + ‖U(l)‖Lpl+1 (Bl+1)(3.44)
≤ Cλi‖Xi‖Lpl (Bl) + ‖U(l)‖L∞(Bl+1)
≤ C(1 + λi)‖Xi‖Lpl (Bl) .
By the iteration, we have
‖Xi‖Lpl+1 (Bl+2) ≤ C(1 + λi)l+1‖Xi‖Lp0 (B0) .(3.45)
Let m to be the smallest integer greater or equal to n−2
2
. We may choose constants
η1, · · · , ηm so that pm =∞. Then we have
‖Xi‖L∞(Brm (z)) ≤C(1 + λi)m‖Xi‖Lp0 (B).(3.46)
To control ‖Xi‖Lp0 (B), we let ψ =
∑K
i=1 aiξ
B
j be a finite sum of Dirichlet eigenfunctions
on B such that
(3.47)
1
2
≤ ψ(x) ≤ 2, for x ∈ B
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and
∑K
i=1 |ai| ≤ C, νBi ≤ C, for all 1 ≤ i ≤ K. By Lemma 7,
‖Xi‖Lp0 (B) ≤ 2‖ψXi‖
L
2n
n−2 (B)
(3.48)
≤ 2
K∑
k=1
|ak|‖ξBk Xi‖L 2nn−2 (B)
≤ 2
K∑
k=1
|ak|
(
(νBk + λi)
1/2 + 2νBk
)
(νBk )
β‖Xi‖L2(B)
≤C(λi + 1)1/2‖Xi‖L2(B)
which, when combined with (3.46), implies the estimate (3.22).
To bound ‖∇Xi‖L∞(B 1
2
(z)) = ‖∇Xi‖L∞(Bm), we follow the same line by noting that
‖∇V(m−1)‖L∞(Bm) =
∥∥∥∥∇ˆ GB1/2(z)(x, y)∇2Xi(y)dσ∥∥∥∥
L∞(B 1
2
(z))
(3.49)
≤λi‖∇GB1/2‖L1(B1/2)‖Xi‖L∞(B 1
2
(z))
≤Cλi(1 + λi)m‖Xi‖L2(B) .
Again by the interior estimate in [16, Lemma 4] and Lemma 6, there exists a constant
C = C(n,Q, r, κ, ‖g‖C1,α) such that
(3.50) ‖∇U(m−1)‖L∞(Bm) ≤ C‖U(m−1)‖Lp0 (Bm−1).
The bound (3.23) follows from (3.49) and (3.50).
Finally, to control the Ho¨lder seminorm in (3.24) and (3.25), we need we first choose
a cut-off function η so that 0 ≤ η ≤ 1, and
η = 1 on B1/2(z)
η = 0 outside of B3/4(z)
|∇η|, |∆η| ≤ 4.
Jones-Maggioni-Schul provided an example of such a cut-off function in [22, p. 162].
Let Br = Br(z) and B = B1. Let G be the Green’s operator on B3/4 with the
Dirichlet boundary condition. Then∣∣Xi(x)− P xyXi(y)∣∣ ≤ ˆ
B3/4(z)
(
G(x,w)− P xyG(y, w)
) (∇2(ηXi)) (w)dσ(w)
≤ ∥∥∇2(ηXi)∥∥L∞(B) ˆ
B
|(G(x,w)−G(y, w))| dσ(w)(3.51)
Note that∥∥∇2(ηXi)∥∥L∞(B3/4)
≤ ‖η∇2Xi‖L∞(B3/4) + ‖(∆η)Xi‖L∞(B3/4) + 2‖∇η‖L∞(B3/4)‖∇Xi‖L∞(B3/4)
≤ (‖∆η‖L∞(B) + λi‖η‖L∞(B)) ‖Xi‖L∞(B) + ‖∇η‖L∞(B)‖∇Xi‖L∞(B)(3.52)
≤ 4 ((1 + λi)P1(λi) + P2(λi)) ‖Xi‖L2(B)
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where the last inequality follows from the bounds (3.22) and (3.23).
On the other hand, by the pointwise estimates of the Green’t matrix in Theorem 1
in [16], we have, for |v| = k,
(3.53) |∇vG(x,w)− P xy∇vG(y, w)| ≤ C
dg(x, y)
α
max{dg(x,w)2−n−k−α, dg(y, w)2−n−k−α} .
Combining (3.51), (3.52), and (3.53), we have
(3.54)
∣∣Xi(x)− P xyXi(y)∣∣ ≤ CP2(λi)dg(x, y)α‖Xi‖L2(B)
which implies (3.24) after rescaling 1 back to R.
Similary, since∣∣∇Xi(x)− P xy∇Xi(y)∣∣ ≤ ˆ
B3/4(z)
(∇G(x,w)− P xy∇G(y, w)) (∇2(ηXi)) (w)dσ(w)
≤ ∥∥∇2(ηXi)∥∥L∞(B) ˆ
B
|(G(x,w)−G(y, w))| dσ(w)(3.55)
the bound (3.25) follows from (3.55), (3.52), and (3.53). 
Corollary 9. Let α, P1(x) and P2(x) be defined as in Proposition 8. For R ≤ Rz,
x, y ∈ BR
2
(z), there exists a constant C = C(n,Q, r, κ, ‖g‖C1,α) such that the following
estimates hold
(3.56) |〈Xi, Xj〉(x)| ≤ CP1
(
λiR
2
)
P1
(
λjR
2
)( 
BR(z)
‖Xi‖2g
)1/2( 
BR(z)
‖Xj‖2g
)1/2
,
(3.57)
‖∇〈Xi, Xj〉(x)‖g ≤ C 1
R
P2
(
λiR
2
)
P2
(
λjR
2
)( 
BR(z)
‖Xi‖2g
)1/2( 
BR(z)
‖Xj‖2g
)1/2
,
and
‖∇〈Xi, Xj〉(x)− P xy∇〈Xi, Xj〉(y)‖g(3.58)
≤Cdg(x, y)
α
R1+α
P2
(
λiR
2
)
P2
(
λjR
2
)( 
BR(z)
‖Xi‖2g
)1/2( 
BR(z)
‖Xj‖2g
)1/2
.
Proof. The inequality (3.56) follows by the Cauchy-Schwarz inequality and (3.22) in
Proposition 8:
|〈Xi, Xj〉(x)| ≤ ‖Xi‖C0(BR
2
(z))‖Xj‖C0(BR
2
(z))
≤CP1
(
λiR
2
)
P1
(
λjR
2
)( 
BR(z)
‖Xi‖2g
)1/2( 
BR(z)
‖Xj‖2g
)1/2
.(3.59)
Similarly, using (3.22), (3.23), and the Cauchy-Schwarz inequality, we have
‖∇〈Xi, Xj〉(x)‖g ≤‖∇Xi‖C0(BR
2
(z))‖Xj‖C0(BR
2
(z)) + ‖∇Xj‖C0(BR
2
(z))‖Xi‖C0(BR
2
(z))
≤C 1
R
P2(λiR
2)P2(λjR
2)
( 
BR(z)
‖Xi‖2g
)1/2( 
BR(z)
‖Xj‖2g
)1/2
,(3.60)
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which gives (3.57). Last, we prove the estimate (3.58). Note that since
〈∇Xi, Xj〉(x)− 〈∇Xi, Xj〉(y)(3.61)
= 〈∇Xi(x), Xj(x)− P xyXj(y)〉+ 〈P yx∇Xi(x)−∇Xi(y), Xj(y)〉,
we have
‖∇〈Xi, Xj〉(x)−∇〈Xi, Xj〉(y)‖g(3.62)
≤‖∇Xi‖g(x)‖Xj(x)− P xyXj(y)‖g + ‖Xj‖g(y)‖∇Xi(x)− P xy∇Xi(y)‖g
+ ‖Xi‖g(x)‖∇Xj(x)− P xy∇Xj(y)‖g + ‖∇Xj‖g(y)‖Xi(x)− P xyXi(y)‖g .
Then (3.58) follows by Proposition 8 that
‖∇〈Xi, Xj〉(x)−∇〈Xi, Xj〉(y)‖g(3.63)
≤Cdg(x, y)
α
R1+α
P2
(
λiR
2
)
P2
(
λjR
2
)( 
BR(z)
‖Xi‖2g
)1/2( 
BR(z)
‖Xj‖2g
)1/2
.

Next, we consider the heat kernel truncation approximation. Let
(3.64) ΛL(A) = {i : λi ≤ At−1} and ΛH(A′) = {i : λi > A′t−1},
where A,A′ are chosen positive numbers. Intuitively, ΛL(A) includes all “low frequency”
eigenvector fields while ΛH(A
′) includes all “high frequency” eigenvector fields.
Lemma 10. Let M be a smooth closed manifold with a smooth metric g. Under As-
sumption 4, we have the following expansions:
‖kTM(t, w, z)‖2HS =
1
(4pit)n
(n+O(t))
(
1− dg(z, w)
2t
+O
(
dg(z, w)
4
t2
))
.(3.65)
For v ∈ TwM a unit vector parallel to exp−1w (z),∣∣∇v‖kTM(t, w, z)‖2HS∣∣ = 1(4pit)n (n+O(t))
(
dg(z, w)
2t
+O
(
dg(z, w)
3
t2
))
.(3.66)
Proof. By the assumption, dg(z, w)
2  t. The estimate (3.65) and 3.66 follow from the
asymptotic expansion (see [33, p. 1094] and [8, p. 87])
‖kTM (t, w, z)‖2HS = (n+O (t)) (4pit)−n
(
1− dg(z, w)
2
2t
+O
(
dg(z, w)
4
t2
))
and its gradient follows from straightforward computation
|∇v ‖kTM (t, w, z)‖2HS | = (n+O (t)) (4pit)−n
(
dg(z, w)
2t
+O
(
dg(z, w)
3
t2
))
which gives estimate (3.66). 
FINITE VDM 17
Lemma 11. Under Assumption 4, for sufficiently large A = A(n,Q, κ, δ0, δ1) > 1 and
sufficiently small A′ = A′(n,Q, κ, ‖g‖C1,α , δ1) < 1, we can control the tail of the heat
kernel. More precisely, there exist constants c = c(A,A′, n,Q, κ, ‖g‖C1,α , δ0, δ1) and
C = C(A,A′, n,Q, κ, ‖g‖C1,α , δ0, δ1) so that
(3.67) ‖kTM (t, w, z)‖2HS ∼Cc
∑
i,j∈ΛL(A)
e−(λi+λj)t 〈Xi(z), Xj(z)〉 〈Xi(w), Xj(w)〉 ,
and
(3.68)∥∥∇‖kTM (t, w, z)‖2HS∥∥g ∼Cc
∥∥∥∥∥∥
∑
i,j∈ΛL(A)∩LH(A′)
e−(λi+λj)t 〈Xi(w), Xj(w)〉∇ 〈Xi(z), Xj(z)〉
∥∥∥∥∥∥
g
,
where c→ 1 as A′ → 0 and C → 1 as A→∞.
Proof. First, note that by the Cauchy-Schwartz inequality, we have
‖kTM (t, w, z)‖2HS ≤ ‖kTM (t, z, z)‖HS ‖kTM (t, w, w)‖HS ,(3.69)
and hence we can bound the tail of the series by∣∣∣∣∣∣
∑
λi>At−1 or λj>At−1
e−(λi+λj)t 〈Xi(z), Xj(z)〉 〈Xi(w), Xj(w)〉
∣∣∣∣∣∣(3.70)
≤ e−A
∑
λi>At−1 or λj>At−1
e−(λi+λj)
t
2 |〈Xi(z), Xj(z)〉 〈Xi(w), Xj(w)〉|
≤ e−A
∥∥∥∥kTM( t2 , z, z)
∥∥∥∥
HS
∥∥∥∥kTM( t2 , w, w)
∥∥∥∥
HS
≤ e−AkM( t
2
, z, z)kM(
t
2
, w, w) ,
where the last inequality holds since ‖kTM(t, x, x)‖2HS ≤ kM(t, x, x) for all t > 0 and
x ∈ M [6, p.137]. Recall the upper bound the the heat kernel estimate under our
manifold assumption [24, Corollary 3.1]
(3.71) kM(t, x, y) ≤ C()
α√|B√t(x)||B√t(y)| exp
{
−d
2
g(x, y)
(4 + )t
+
C(n)κt
α− 1
}
,
for any 1 < α < 2, 0 <  < 1 and C()→∞ as → 0. By taking  = 1/2 and α = 3/2,
we clearly have that
(3.72) kM(t, x, x) ≤ Ct−n/2,
where C = C(n,Q, κ). Thus, we have∣∣∣∣∣∣
∑
λi>At−1 or λj>At−1
e−(λi+λj)t 〈Xi(z), Xj(z)〉 〈Xi(w), Xj(w)〉
∣∣∣∣∣∣ ≤ C(n,Q, κ)e−At−n
which implies (3.67) by choosing A large enough.
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For the gradient, note that
(3.73) ∇‖kTM (t, w, z)‖2HS =
∑
i,j
e−(λi+λj)t 〈Xi(w), Xj(w)〉∇ 〈Xi(z), Xj(z)〉 .
We first consider the contribution of the high frequency part; that is, when λi or λj is
large enough. By a direct bound, we have∥∥∥∥∥∥
∑
λi>At−1 or λj>At−1
e−(λi+λj)t〈Xi(w), Xj(w)〉∇〈Xi(z), Xj(z)〉
∥∥∥∥∥∥
g
(3.74)
≤ 2
∑
{i,j:λi>At−1}
e−(λi+λj)t |〈Xi(w), Xj(w)〉| ‖∇〈Xi(z), Xj(z)〉‖g .
Since λi ≥ At−1 and λj ≥ λj/2, we have∥∥∥∥∥∥
∑
λi>At−1 or λj>At−1
e−(λi+λj)t〈Xi(w), Xj(w)〉∇〈Xi(z), Xj(z)〉
∥∥∥∥∥∥
g
(3.75)
≤ 2e−A2
∑
{i,j:λi>At−1}
e−(λi+λj)
t
2 |〈Xi(w), Xj(w)〉| ‖∇〈Xi(z), Xj(z)〉‖g
≤ 2e−A2
 ∑
{i,j:λi>At−1}
e−(λi+λj)
t
2 〈Xi(w), Xj(w)〉2
1/2
×
 ∑
{i,j:λi>At−1}
e−(λi+λj)
t
2‖∇〈Xi(z), Xj(z)〉‖2g
1/2 ,
where the last inequality follows from the Cauchy-Schwartz inequality.
To control
∑
{i,j:λi>At−1} e
−(λi+λj) t2‖∇〈Xi(z), Xj(z)〉‖2g, we need the following bounds
(3.76), (3.77), and (3.78). By (3.57) in Corollary 9, we have
e−(λi+λj)
t
2‖∇ 〈Xi(z), Xj(z)〉 ‖2g(3.76)
≤ e−(λi+λj) t2 C
R2
P2
(
λiR
2
)2
P2
(
λjR
2
)2  
BR(z)
‖Xi‖2g
 
BR(z)
‖Xj‖2g ,
where C = C(n,Q, κ, ‖g‖C1,α). Since e−(λi+λj) t4 decays exponentially as i increases and
P2 (λiR
2) increases polynomially, by the choice of A and δ0 so that δ
2
0R
2/4 < t, we have
e−(λi+λj)
t
4P2
(
λiR
2
)2
P2
(
λjR
2
)2 ≤ e−(λi+λj) t4P2(λi 4t
δ20
)2
P2
(
λj
4t
δ20
)2
,(3.77)
which is bounded by a constant depending on t and δ0.
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Furthermore, by the Cauchy-Schwarz inequality and Kato’s inequality, we have∑
i,j
e−(λi+λj)
t
4‖Xi(x)‖2g‖Xj(y)‖2g(3.78)
=
(∑
i
e−
λit
4 ‖Xi(x)‖2g
)(∑
j
e−
λjt
4 ‖Xj(y)‖2g
)
≤
(∑
i
e−
λit
4
)(∑
i
e−
λit
4 ‖Xi(x)‖4g
)1/2(∑
j
e−
λjt
4 ‖Xj(y)‖4g
)1/2
≤n
(ˆ
M
kM(
t
4
, x, x)dσ
)
kM(
t
8
, x, x)kM(
t
8
, y, y) ,
where kM(t, ·, ·) denotes the heat kernel of the Laplace-Beltrami operator. To be more
precise, in (3.78), we apply
(3.79)
∑
i
e−
λit
4 ≤ n
∑
i
e−
νit
4 = n
ˆ
M
kM(
t
4
, x, x)dσ
by Kato’s inequality, where νi are eigenvalues of the Laplace-Beltrami operator, and∑
i
e−
λit
4 ‖Xi(x)‖4g ≤
∑
i,j
e−
(λi+λj)t
8 〈Xi(x), Xj(x)〉2(3.80)
= ‖kTM( t
8
, x, x)‖2HS ≤ kM(
t
8
, x, x) ,
where the first inequality holds since 〈Xi(x), Xj(x)〉2 ≥ 0 for all i, j and the last in-
equality holds, again, due to the fact that ‖kTM(t, x, x)‖2HS ≤ kM(t, x, x) for all t > 0
and x ∈M (see [6, p.137].)
Using the bounds (3.75), (3.76), (3.77), (3.78) and (3.72), we can bound the contri-
bution of the high frequency part∥∥∥∥∥∥
∑
λi>At−1 or λj>At−1
e−(λi+λj)t 〈Xi, Xj〉 (w)∇〈Xi, Xj〉 (z)
∥∥∥∥∥∥
g
(3.81)
≤ C
R
t−
3n
4 e−
A
2
( 
BR(z)
kM(
t
8
, x, x)dσ
 
BR(z)
kM(
t
8
, y, y)dσ
)1/2
≤ C
R
e−
A
2 t−
5n
4 ≤ C
δ
5/2
0 R
7/2
e−
A
2 ,
where the last inequality holds due to the choice of δ0Rz  t1/2, which is arbitrarily
small provided A is sufficiently large.
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To bound the contribution of the low frequency part for the gradient, we proceed as
below: ∥∥∥∥∥∥
∑
i/∈ΛH(A′) or j /∈ΛH(A′)
e−(λi+λj)t 〈Xi(w), Xj(w)〉∇ 〈Xi(z), Xj(z)〉
∥∥∥∥∥∥
g
(3.82)
≤ 2
∑
i/∈ΛH(A′),j
e−(λi+λj)t |〈Xi(w), Xj(w)〉| ‖∇〈Xi(z), Xj(z)〉‖g
≤ 2 ‖kTM(t, w, w)‖HS
 ∑
i/∈ΛH(A′),j
e−(λi+λj)t‖∇〈Xi(z), Xj(z)〉‖2g
1/2 ,
where the last inequality holds by the Cauchy-Schwartz inequality. We can further
bound the last term by the following:∑
i/∈ΛH(A′),j
e−(λi+λj)t‖∇〈Xi(z), Xj(z)〉‖2g(3.83)
≤C
∑
i/∈ΛH(A′),j
e−(λi+λj)t
P2(λi
4t
δ21
)2P2(λj
4t
δ21
)2
R2
 
BR(z)
‖Xi‖2g
 
BR(z)
‖Xj‖2g
≤ C
R2
P2(
4A′
δ21
)
 ∑
i/∈ΛH(A′)
e−λit
 
BR(z)
‖Xi‖2g
(∑
j
e−λjtP2(λj
4t
δ21
)2
 
BR(z)
‖Xj‖2g
)
≤ C
R2
(ˆ
M
kM(
t
2
, x, x)
)1/2( 
BR(z)
‖kTM( t
4
, x, x)‖HS
)2 ∑
λi<A′t−1
e−λit
1/2 ,
where the first inequality holds due to (3.57) in Corollary 9 and the last inequality holds
by similar arguments as in (3.76), (3.77), and (3.78).
By Weyl’s law for the connection Laplacian (see [8, p.92] or [44, Lemma 4.2]) and
the Kato’s type inequality (see [6, p.135]),∑
λi≤A′t−1
e−λit ≤ e
∑
λi≤A′t−1
e−
λit
A′ ≤ en
ˆ
M
kM(
t
A′
, x, x)dσ ≤ en(A′t−1)n/2(3.84)
where the last inequality follows from Proposition 3.1.2 in [22]. Therefore,∥∥∥∥∥∥
∑
λi<A′t−1or λj<A′t−1
e−(λi+λj)t 〈Xi, Xj〉 (w)∇〈Xi, Xj〉 (z)
∥∥∥∥∥∥
g
(3.85)
≤ C
R
t−3n/2A′
n
4 ≤ C
δ3n0 R
3n+1
A′
n
4 ,
which implies (3.68) if A′ is sufficiently small. 
To finish the heat kernel truncation approximation, we further restrict ourselves on
the subset of eigenvector fields with large enough gradients. For any pair of eigenvector
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fields Xi, Xj, define the associated weight µij as
(3.86) µij :=
( 
Bδ0R(z)
〈Xi, Xi〉
)−1/2( 
Bδ0R(z)
〈Xj, Xj〉
)−1/2
.
which depends on δ0R. For v ∈ TzM of unit length and c0 > 0, define
ΛE(v, z, R, δ0, c0) :=
{
λi, λj : |∇v 〈Xi, Xj〉 (z)| ≥ c0
R
µ−1ij
}
.(3.87)
Note that for a given v, when c0 is chosen small enough, ΛE and ΛL (A) ∩ ΛH(A′) ∩
ΛE(v, z, R, δ0, c0) are not empty. The truncated series in Lemma 11 can be slightly
modified as the following so that the condition of ΛE(v, z, R, δ0, c0) is included.
Lemma 12. Under Assumption 4, let A and A′ be chosen as in Lemma 11. For c0 =
c0(n,Q, κ, ‖g‖C1,α , δ1, δ1) small enough, there exist c = c(n,Q, κ, ‖g‖C1,α , δ0, δ1, A,A′, c0)
and C = C(n,Q, κ, ‖g‖C1,α , δ0, δ1, A,A′, c0) so that for v ∈ TzM of unit length parallel
to exp−1z (z), we have
(3.88) |∇v ‖kTM (t, w, z)‖2HS | ∼Cc |
∑
i,j∈Λ
e−(λi+λj)t∇v 〈Xi(z), Xj(z)〉 〈Xi(w), Xj(w)〉 | ,
where Λ := ΛL (A) ∩ ΛH(A′) ∩ ΛE(v, z, Rz, δ0, c0) and c, C → 1 when c0 → 0.
Proof. Let Λc = ΛL(A) ∩ ΛH(A′) ∩ (ΛE(v, z, Rz, δ0, c0))c. We have
|
∑
i,j∈Λc
e−(λi+λj)t∇v〈Xi(z), Xj(z)〉〈Xi(w), Xj(w)〉|
≤
(∑
i,j∈Λc
e−(λi+λj)t |〈Xi(w), Xj(w)〉|2
)1/2(∑
i,j∈Λc
e−(λi+λj)t|∇v〈Xi(z), Xj(z)〉|2
)1/2
≤ kM(t, w, w)1/2
(∑
i,j∈Λc
e−(λi+λj)t
c20
R2
 
B
〈Xi, Xi〉
 
B
〈Xj, Xj〉
)1/2
≤ c0
R
kM(t, z, z)
1/2
(ˆ
M
kM(t, x, x)
)1/2  
B
kM(t, w
′, w′)2,
where the first inequality holds due to the Cauchy-Schwartz inequality, the second
inequality holds by the fact that
(3.89)
∑
i,j∈Λc
e−(λi+λj)t |〈Xi(w), Xj(w)〉|2 ≤ ‖kTM(t, w, w)‖HS ≤ kM(t, w, w)
and
(3.90)
∑
i,j∈Λc
e−(λi+λj)t|∇v〈Xi(z), Xj(z)〉| ≤
∑
i,j∈Λc
e−(λi+λj)t
c20
R2
 
B
〈Xi, Xi〉
 
B
〈Xj, Xj〉
by the constraint (3.87) of ΛE(v, z, Rz, δ0, c0), and the last inequality follows from the
Kato’s type inequality and similar arguments as in (3.78). This inequality proves (3.88)
by reducing c0. 
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Lemma 13. Let A,A′ and c0 be chosen as in Lemma 11 and Lemma 12 under As-
sumption 4. For any pair λi, λj ∈ ΛE (v, z, R, δ0, c0), there exist constants C1 = C1(c0),
C2 = C2(n,Q, κ, ‖g‖C1,α , c0), and τ = τ(n,Q, κ, ‖g‖C1,α , c0) independent of i, j so that
(3.91) C1R
−1µ−1ij ≤ |∇P z′z v 〈Xi, Xj〉 (z′)| ≤ C2R−1µ−1ij .
Moreover, for sufficiently large A and sufficiently small A′ chosen in Lemma 11, there
exist λi, λj ∈ ΛL (A) ∩ ΛH(A′) ∩ ΛE (v, z, R, δ0, c0) so that
(3.92) µij ≤ C (n, κ,D, δ0, δ1) .
Proof. The upper bound in (3.91) follows straightforward from inequalities (3.57); the
lower bound in (3.91) comes directly from (3.58) and the definition of ΛE(v, z, R, δ0, c0)
in (3.87). Indeed, we have
|∇P z′z v 〈Xi, Xj〉 (z′)| ≥ |∇v 〈Xi, Xj〉 (z)| − |∇P z′z v 〈Xi, Xj〉 (z′)−∇v 〈Xi, Xj〉 (z)|
≥ c0
R
µ−1ij −
Cdg(z, z
′)α
R1+α
µ−1ij ,(3.93)
which leads to the lower bound if τ is chosen small enough.
Now we show (3.92). Denote Λ := ΛL (A) ∩ ΛH(A′) ∩ ΛE (v, z, R, δ0, c0) and B :=
Bδ0R(z). From previous Lemmas and (3.91), we obtain
|∇v‖kTM(t, w, z)‖2HS|(3.94)
∼Cc
∣∣∣∣∣∣
∑
λi,λj∈Λ
e−(λi+λj)t〈Xi(w), Xj(w)〉∇v〈Xi(z), Xj(z)〉
∣∣∣∣∣∣
≤C2R−1
∑
λi,λj∈Λ
e−(λi+λj)t |〈Xi(w), Xj(w)〉|µ−1ij ,
where the approximation is by (3.68) and the inequality is by (3.91), which by the
Cauchy-Schwarz inequality is bounded by
C2R
−1
 ∑
λi,λj∈Λ
e−2(λi+λj)t〈Xi(w), Xj(w)〉2
1/2 ∑
λi,λj∈Λ
µ−2ij
1/2 .(3.95)
Hence,
|∇v‖kTM(t, z, w)‖2HS| ≤C2R−1‖kTM(2t, w, w)‖HS
 ∑
λi,λj∈Λ
µ−2ij
1/2(3.96)
≤C2R−1kM(2t, w, w)
 ∑
λi,λj∈Λ
µ−2ij
1/2 .
FINITE VDM 23
The bound (3.96), together with the estimate (3.66), imply that
t−n
R
t
≤ CR−1t−n/2
 ∑
λi,λj∈Λ
µ−2ij
1/2
and thus,
(3.97) t−n
(
R2
t
)2
≤ C
∑
λi,λj∈Λ
µ−2ij .
On the other hand, it is known that [44, Lemma 4.2] there exists a constant B(n, κ,D)
dependent only on n, κ and D such that for T > 0, the following inequality holds:
(3.98) #{j : 0 ≤ λj ≤ T} ≤ en+B(n, κ,D)T n/2.
Here e is the Euler’s number.
Since λi, λj ≤ At−1, it follows from (3.97), (3.98) that there exist some i, j such that
(3.99) t−n
(
R2
t
)2
≤ C (en+B(n, κ,D)(At−1)n/2)2 µ−2ij
That is,
(3.100) µij ≤ C
(
en+B(n, κ,D)(At−1)n/2
)
tn/2
t
R2
< C(n,Q, κ, ‖g‖C1,α , D, δ0, δ1)
since t ≤ δ1Rz. Thus, we have the uniform bound (3.92). Note that the diameter
upper bound can be controlled by the volume upper bound and injectivity radius lower
bound. Hence,
(3.101) µij ≤ C(n,Q, κ, V, i0, δ1).

With the above Lemmas, we are now ready to prove Theorem 5.
Theorem 5 (Parametrization via eigenvector fields for manifolds). Let (Mn, g) be a
smooth closed manifold with smooth metric g, Ricci curvature bound κ and diameter
upper bound D. Fix z ∈ M and assume that Assumption 4 holds. For R ≤ Rz, there
exist a constant τ = τ(n,Q, κ, i0, α, δ1) > 1, and n pairs of indices (i1, j1), · · · , (in, jn)
so that the map
Φz : Bτ−1R(z) → Rn(3.1)
x 7→ (〈Xi1 , Xj1〉(x), · · · , 〈Xin , Xjn〉(x)) ,
is a parametrization of Bτ−1R(z), where the associated eigenvalues satisfy
(3.2) τ−1R−2 ≤ λi1 , · · · , λin , λj1 , · · · , λjn ≤ τR−2 .
Furthermore, if Φz is weighted properly by
Φ˜z : Bτ−1R(z) → Rn(3.3)
x 7→ (µ1〈Xi1 , Xj1〉(x), · · · , µn〈Xin , Xjn〉(x)) ,
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where
(3.4) µk := µikjk =
( 
Bτ−1R(z)
‖Xik‖2g
)−1/2( 
Bτ−1R(z)
‖Xjk‖2g
)−1/2
,
then for any x, y ∈ Bτ−1R(z), we have
(3.5)
1
τR
dg(x, y) ≤
∥∥∥Φ˜(x)− Φ˜(y)∥∥∥
Rn
≤ τ
R
dg(x, y) .
Here, the constants µk, k = 1, · · · , n, satisfy
(3.6) µk ≤ C,
where C is a constant dependent only on n,Q, κ, α, i0, and V .
Proof. Take t, δ0 in Lemma 11 and c0 chosen in Lemma 12. To simplify the notation,
denote µl := µil,jl , where l = 1, . . . , d. Pick an arbitrary unit vector v1. It follows
from Lemma 13 that there exist i1, j1 ∈ ΛL(A) ∩ Λ(A′) ∩ ΛE(v1, z, R, δ0, c0) such that
µ1 ≤ C (d, κ,D, δ0, δ1, A,A′, g) and
(3.102) |µ1∇v1〈Xi1 , Xj1〉(z)| ≥
C1
R
.
Let v2 be a unit vector orthogonal to ∇〈Xi1 , Xj1〉(z). Applying Lemma 13 again,
we find another pair of indices i2, j2 ∈ ΛL(A) ∩ ΛH(A′) ∩ ΛE(v2, z, R, δ0, c0) so that
µ2 ≤ C (n, κ,D, δ0, δ1, A,A′, g) and
(3.103) |µ2∇v2〈Xi2 , Xj2〉(z)| ≥
C1
R
.
Note that by the choice of v2, we have ∇v2〈Xi1 , Xj1〉(z) = 0, and hence (i1, j1) 6= (i2, j2).
We could proceed and find v3 and so on. Suppose that we have chosen k vectors
v1, v2, · · · , vk, k < n, and the corresponding indices (i1, j1), (i2, j2), · · · , (ik, jk) such
that
(3.104) |µl∇vl〈Xil , Xjl〉(z)| ≥
C1
R
for all l = 1, · · · , k.
Pick another unit vector vk+1 so that vk+1 is orthogonal to {∇〈Xi1 , Xj1〉(z)}kl=1. By
Lemma 13, we have ik+1, jk+1 ∈ ΛL(A) ∩ ΛH(A′) ∩ ΛE(vk+1, z, R, δ0, c0) so that µk+1 ≤
C (n, κ,D, δ0, δ1, A,A
′, g) and
(3.105)
∣∣µk+1∇vk+1〈Xik+1 , Xjk+1〉(z)∣∣ ≥ C1R .
We now claim {v1, v2, · · · , vk+1} is linearly independent. To show this, we assume that
(3.106) a1v1 + a
2v2 + · · ·+ ak+1vk+1 = 0.
Consider the (k + 1)× (k + 1) matrix
(3.107) Ak+1 := (µm∇vn〈Xim , Xjm〉(z))m,n=1,··· ,k+1 .
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On one hand, by (3.106), we have
Ak+1

a1
a2
...
ak+1
 = a1
 µ1∇v1〈Xi1 , Xj1〉...
µk+1∇v1〈Xik+1 , Xjk+1〉
+ · · ·+ ak+1
 µ1∇vk+1〈Xi1 , Xj1〉...
µk+1∇vk+1〈Xik+1 , Xjk+1〉

=
 〈a1v1 + · · ·+ ak+1vk+1, µ1∇〈Xi1 , Xj1〉(z)〉...
〈a1v1 + · · ·+ ak+1vk+1, µk+1∇〈Xik+1 , Xjk+1〉(z)〉
 = 0 .(3.108)
On the other hand, the matrix Ak+1 is lower-triangular since ∇vn〈Xim , Xjm〉 = 0, for
all n > m, which follows by the choice of the vectors {vl}k+1l=1 . Therefore al = 0 for all
l = 1, · · · , k + 1 and hence {v1, v2, · · · , vk+1} is linearly independent.
With the above chosen eigenvector fields, we now show the embedding propoerty.
For any x1, x2 ∈ Bδ0R(z), let γ(t), 0 ≤ t ≤ 1 be the geodesic curve joining x1 = γ(0)
and x2 = γ(1). Under the harmonic coordinate chart (φ, U), φ : U ⊂ Rn → M so that
φ(0) = z and gab(0) = δab, we have γ(t) = φ(γ˜(t)) for some curve γ˜(t) ⊂ U . We also
assume that ‖γ˜′(t)‖g = dg(x1, x2). Using the basis {vl}nl=1 ⊂ TzM ∼= Rn, we have
(3.109) γ˜′(t) =
n∑
l=1
al(t)vl and γ
′(t) =
n∑
l=1
al(t)dφ|γ˜(t)(vl)
We claim that there exists c > 0 so that
(3.110)
∥∥∥∇Φ˜ ◦ φ|0γ˜′(t)∥∥∥
Rd
≥ c
R
‖γ˜′(t)‖g =
c
R
,
that is, the geodesic deformation has a lower bound. We prove this statement by
contradiction. Denote Φ˜k := (µ1〈Xi1 , Xj1〉, · · · , µk〈Xik , Xjk〉) so that Φ˜ = Φ˜d. Suppose
that for all k = 1, · · · , n,
(3.111)
∥∥∥∥∇Φ˜k ◦ φ|0 ddtγ˜(t)
∥∥∥∥
Rk
≤ cm
R
,
for any small constant cm. We have, by the local parametrization (3.109),
(3.112)
∥∥∥∇Φ˜k ◦ φ|0γ˜′(t)∥∥∥
Rk
=
∥∥∥∥∥
n∑
l=1
al(t)∇Φ˜k ◦ φ|0vl
∥∥∥∥∥
Rk
=
∥∥∥∥∥
n∑
l=1
al∇vlΦ˜k(z)
∥∥∥∥∥
Rk
.
Since ∇vl〈Xim , Xjm〉 = 0 for all m < l, the first k terms are the only non-zero terms,
that is,
(3.113)
∥∥∥∇Φ˜k ◦ φ|0γ˜′(t)∥∥∥
Rk
=
∥∥∥∥∥
k∑
l=1
al∇vlΦ˜k(z)
∥∥∥∥∥
Rk
.
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We further note that∥∥∥∥∥
k∑
l=1
al∇vlΦ˜k(z)
∥∥∥∥∥
Rk
≥ ∣∣akµk∇vk〈Xik , Xjk〉(z)∣∣− k−1∑
l=1
∥∥∥al∇vlΦ˜k(z)∥∥∥Rk(3.114)
≥ c0
R
|ak| − c
R
k−1∑
l=1
|al|
since, by the choice of eigenvectors fields, µk∇vk〈Xik , Xjk〉(z) ≥ c0R and, by (3.57) in
Corollary 11, µij|∇vl〈Xi, Xj〉(z)| ≤ cR . By the assumption (3.111), we have
(3.115)
c0
R
|ak| − c
R
k−1∑
l=1
|al| ≤
∥∥∥∥∇Φ˜k ◦ φ|0 ddtγ˜(t)
∥∥∥∥
Rk
≤ cm
R
.
By induction, we now show that
(3.116)
∣∣ak∣∣ ≤ cm
c0
( c
c0
+ 1
)k−1
.
For k = 1, (3.116) follows from (3.115). Suppose that (3.116) is true for k = l. Then
|al+1| ≤ cm
c0
+
c
c0
l∑
i=1
|ai|(3.117)
≤ cm
c0
+
c
c0
l∑
i=1
cm
c0
( c
c0
+ 1
)i−1
=
cm
c0
(
1 +
c
c0
( c
c0
+ 1)l − 1
c
c0
+ 1− 1
)
=
cm
c0
( c
c0
+ 1
)l
and we have (3.116). The inequality (3.116) implies
∣∣al∣∣ is arbitrarily small for all
l = 1, · · · , n for cm sufficiently small, which leads to a contradiction since ‖γ˜′(t)‖g =
dg(x1, x2) is constant.
By Corollary 9, we also have
(3.118) ‖∇Φ˜|x −∇Φ˜|z‖op ≤ C
(
dg(x, z)
R
)α
1
R
≤ Cδα0
1
R
which is small when δ0 is small enough.
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With the above preparation, the lower bound in (3.5) follows by the bounds (3.110)
and (3.118). Indeed, we have∣∣∣Φ˜(x2)− Φ˜(x1)∣∣∣(3.119)
=
∣∣∣∣ˆ 1
0
∇
(
Φ˜ ◦ φ
)
γ˜(t)
d
dt
γ˜(t)dt
∣∣∣∣
=
∣∣∣∣ˆ 1
0
∇Φ˜ ◦ φ|0 d
dt
γ˜(t) +
(
∇Φ˜ ◦ φ|γ˜(t) −∇Φ˜ ◦ φ|0
) d
dt
γ˜(t)dt
∣∣∣∣
≥
ˆ 1
0
c
R
‖γ˜′(t)‖gdt = c
R
dM(x1, x2),
where the last inequality holds due to (3.110) and (3.118) when δ0 is small enough.
To finish the proof of the low distortion property (3.5) of the mapping Φ˜z, we should
the upper bound in (3.5). Note that b Corollary 9, for all k, l = 1, · · · , n,
(3.120)
∣∣µk∇vl〈Xik , Xjk〉|γ(t)∣∣ ≤ C2R ,
which leads to the upper bound in (3.5),
(3.121)
∥∥∥Φ˜(x2)− Φ˜(x1)∥∥∥
Rn
=
∥∥∥∥ˆ 1
0
∇Φ˜|γ(t)γ′(t)dt
∥∥∥∥
Rn
≤ C2
R
dg(x1, x2) .

4. Manifold Embedding by Truncated Vector Diffusion Map
The goal in this section is to prove Theorem 1 under the assumption of the smooth
metric; that is, we could embed manifolds in Mn,κ,i0,V into RN2 for some finite N ,
where N depends only on n, κ, i0 and V . To find n and the embedding for Mn,κ,i0,V ,
we need two lemmas. First, in Lemma 14, we show that based on Theorem 1, for any
M ∈ Mn,κ,i0,V , M can be immersed into an Euclidean space. Note that we have to
link the conditions of Mn,κ,i0,V back to the assumptions for Theorem 1. Second, in
Lemma 15 we control the remainder term of the series expansion of ‖kTM(t, w, z)‖2HS;
together with the upper bound of ‖kTM(t, w, z)‖2HS, the immersion is improved to the
embedding and we finish the proof of Theorem 1.
Lemma 14. For any M ∈ Mn,κ,i0,V and any z ∈ M , there exist a positive integer m
depending only on n, κ, i0, V and τ and a constant  > 0 so that
Φm
2
z : B(z) → Rm
2
(4.1)
x 7→ (〈Xi(x), Xj(x)〉)mi,j=1
is a smooth embedding.
Proof. We control the eigenvalues by applying the part (a) of Lemma 4.2 in [44]. To do
so, note that for each M ∈ Mn,κ,i0,V , since Vol(M) is bounded by V from above and
the injectivity is bounded by i0 from below, by the packing argument, the diameter of
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M is bounded from above [3, p. 267]. Thus, by the part (a) of Lemma 4.2 in [44], there
exists a positive constant A(n, κ, i0, V ) so that
(4.2) λj ≥ A(n, κ, i0, V )j2/n.
Choose m be the smallest integer so that
(4.3) A(n, κ, i0, V )(m+ 1)
2/n > τr−2h ,
where τ = τ(n,Q) is the constant chosen in Theorem 5. Therefore, following (4.2),
(4.4) λm+1 ≥ A(n, κ, i0, V )(m+ 1)2/n > τr−2h ,
for any M ∈ Mn,κ,i0,V . On the other hand, by Theorem 5, for a given M ∈ Mn,κ,i0,V ,
there are n pairs of indices (i1, j1), · · · , (in, jn) so that the map
Φz : Bτ−1rh(z) → Rn(4.5)
x 7→ (〈Xi1 , Xj1〉(x), · · · , 〈Xin , Xjn〉(x)),
is an embedding, where x ∈ Bτ−1rh(z) and
(4.6) τ−1r−2h ≤ λi1 , · · · , λin , λj1 , · · · , λjn ≤ τr−2h .
Since m is a universal natural number chosen to satisfy λm+1 > τr
−2
h , by (4.6), we
conclude that the mapping Φm
2
z : B(z)→ Rm2 is an embedding with  = τ−1rh.

In the next Lemma, we would control the difference between the diagonal terms of
the heat kernel and its truncation.
Lemma 15. Take M ∈Mn,κ,i0,V . Denote
(4.7) Rk(t) := sup
x∈M
∑
i or j≥k
e−(λi+λj)t〈Xi(x), Xj(x)〉2.
For all k ∈ N, there is a function Ek(t) : R+ → R+ such that for all M ∈Mn,κ,i0,V ,
(4.8) Rk(t) ≤ Ek(t)t−(3n/2+1)
and limk→∞Ek(t) = 0 for a fixed t > 0.
Proof. It suffices to prove that
(4.9)
∑
i≥k,j
e−(λi+λj)t〈Xi(x), Xj(x)〉2 ≤ Ek(t)t−n.
Consider the positive measure
(4.10) dµx(λ, ν) =
∑
i≥k,j
〈Xi(x), Xj(x)〉2δλi × δλj
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where δλi is the Dirac measure at λi ∈ R. By a direct calculation, we have
e−(λ+ν)t
∑
i≥k,j
〈Xi(x), Xj(x)〉2 =
ˆ
R
ˆ
R
e−(λ+ν)tdµx(λ, ν)
=
ˆ
R
ˆ
R
(
∂λ∂νe
−(λ+ν)t) ∑
λk≤λi≤λ,λj≤ν
〈Xi(x), Xj(x)〉2dλdν ,(4.11)
where the last equality follows by the definition of the derivative in the sense of distri-
bution. Hence,
e−(λ+ν)t
∑
i≥k,j
〈Xi(x), Xj(x)〉2 =
ˆ ∞
0
ˆ ∞
λk
t2e−(λ+ν)t
∑
λk≤λi≤λ,λj≤ν
〈Xi(x), Xj(x)〉2dλdν
=
ˆ ∞
0
ˆ ∞
tλk
e−(λ
′+ν′)
∑
λk≤λi≤λ′t ,λj≤ ν
′
t
〈Xi(x), Xj(x)〉2dλ′dν ′ ,(4.12)
where λ′ = λt and ν ′ = νt. Since the lower bound of injectivity and the upper bound of
volume imply the upper bound of the diameter, by the inequality (32) in [44], we have
(4.13)
∑
λi≤λ′t ,λj≤ ν
′
t
〈Xi(x), Xj(x)〉2 ≤ C(n, κ, i0, V )
Vol(M)2
(
λ′
t
)n/2(
ν ′
t
)n/2
,
where C(n, κ, i0, V ) is a universal constant depending only on n, κ, i0 and V .
Since
´∞
0
ν ′n/2e−ν
′tdν ′ = t−n/2−1
´∞
0
xn/2e−xdx = Γ(n/2 + 1)t−(
n
2
+1), where Γ is the
Gamma function, and tA(n, κ, i0, V )k
2/n ≤ tλk by (4.2), we have
e−(λ+ν)t
∑
i≥k,j
〈Xi(x), Xj(x)〉2 ≤Ct−(3n/2+1)
ˆ ∞
tλk
λ′ne−λ
′tdλ′(4.14)
≤Ct−(3n/2+1)
ˆ ∞
tA(d,κ,i0,V )k2/d
λ′ne−λ
′tdλ′.
Define
(4.15) Ek(t) := C
ˆ ∞
tA(d,κ,i0,V )k2/n
λ′ne−λ
′tdλ.
Hence Rk(t) ≤ Ek(t)t−(3n/2+1) and it is clear that limk→∞Ek(t) = 0 for a fixed t > 0. 
With the above Lemmas, we are ready to prove Theorem 1.
Theorem 1 (Embeddings of Riemannian Manifolds with Finite Eigenvector Fields of
Connection Laplacian). For a smooth closed manifold (M, g) with smooth metric and for
any t > 0, there is a positive integer N0 so that the tVDM V
N2
t is a smooth embedding
for all N ≥ N0.
Proof. By Lemma 14, there exists a integer m so that Φm
2
z is a smooth embedding for
all z ∈ M and all M ∈ Mn,κ,i0,V . Thus, if we choose m˜ ≥ m, we know that Φm˜2 is an
immersion. It suffices to show that for x, y ∈M so that dg(x, y) > , Φm˜2(x) 6= Φm˜2(y).
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By the asymptotic expansion of the heat kernel (see [33, p. 1094] and [8, p. 87]),
when t 1,
(4.16) ‖kTM(t, x, y)‖2HS = (4pit)−ne−
‖v‖2g
2t
(
1− Ric(v, v)
6
+O(‖v‖3g)
)
(n+O(t)),
where v ∈ TxM so that y = expx(v). Therefore, for all M ∈ Mn,κ,i0,V and a fixed
constant  > 0, there exists a universal constant CU, so that for any x, y ∈ M such
that dg(x, y) ≥ ,
(4.17) ‖kTM(t, x, y)‖2HS ≤
CU,
tn
exp
(
− 
2
2t
)
.
Let c1(t) = infx∈M ‖kTM(t, x, x)‖2HS. Clearly, c1(t) = (4pit)−n(n+O(t)) > 0.
Let  and m be chosen as in Lemma 14. Define
(4.18) G(t) := c1(t)− sup
dg(x,y)≥
‖kTM(t, x, y)‖2HS.
Since supdg(x,y)≥ ‖kTM(t, x, y)‖2HS ≤ t−n exp
(
− 2
2t
)
→ 0 as t → 0+, G(t) → c1(t) as
t→ 0+. By the definition of c1(t) and Lemma 10, for t ∈ (0, i02 ],
G(t) ≤ inf
dg(x,y)≥
‖kTM(t, x, x)‖2HS − sup
dg(x,y)≥
‖kTM(t, x, y)‖2HS
≤ inf
dg(x,y)≥
(‖kTM(t, x, x)‖2HS − ‖kTM(t, x, y)‖2HS) .(4.19)
Choose t0 ∈ (0, i02 ] so that G(t0) ≥ 45c1(t0). Then choose m˜ ≥ m big enough so that
Rm˜+1(t0) ≤ 15c1(t0), where Em˜+1 is defined in (4.8). Denote the truncated heat kernel
by
(4.20) k
(m˜)
TM(t, x, y) :=
m˜∑
i=1
e−λitXi (x)⊗Xi (y)
so that
‖k(m˜)TM(t, x, y)‖2HS =
∑
i,j≤m˜
e−(λi+λj)t〈Xi(x), Xj(x)〉〈Xi(y), Xj(y)〉(4.21)
= 〈V m˜2t (x), V m˜
2
t (y)〉 .(4.22)
Note that
sup
x,y∈M
(‖kTM(t0, x, y)‖2HS − ‖k(m˜)TM(t0, x, y)‖2HS)
= sup
x,y∈M
∑
i or j≥m˜+1
e−(λi+λj)t0〈Xi, Xj〉(x)〈Xi, Xj〉(y)(4.23)
≤ Rm˜+1(t0) ≤ 1
5
c1(t0) ,
FINITE VDM 31
where the inequalities hold by the Cauchy-Schwartz inequality, (4.8) and the chosen m˜.
With the above, we have
4
5
c1(t0) ≤G(t0)(4.24)
≤‖kTM(t0, x, x)‖2HS − ‖kTM(t0, x, y)‖2HS
≤‖k(m˜)TM(t0, x, x)‖2HS − ‖k(m˜)TM(t0, x, y)‖2HS +
2
5
c1(t0) ,
where the second inequality comes from (4.19) and the last inequality holds due to
(4.23). Therefore ‖k(m˜)TM(t0, x, x)‖2HS 6= ‖k(m˜)TM(t0, x, y)‖2HS, which indicates
(4.25) V m˜
2
t0
(x) 6= V m˜2t0 (y).
and that tVDM is an embedding. Since tVDM V m˜
2
t with any time t > 0 and V
m˜2
t0
differ
only by constant scalings, they are diffeomorphic. We thus conclude the proof of the
Theorem.

5. Universal Local Parametrization and Embedding for Rough
Manifolds
In this section, we finish the proof of Theorem 1 when the metric is of lower regularity
g ∈ c2,α. The key step is to approximate g by smooth metrics g. The parametrization
for (M, g) can be approximated by the parametrizations for smooth manifolds (M, g)
defined as in Theorem 5 and hence we have Theorem 1 for g ∈ c2,α. The approximation
relies on the C1 bound of the eigenvector field perturbation under the c2,α metric per-
turbation, which is stated in Theorem 16 below. While Theorem 16 is of independent
interest, we include it here to complete the argument. The same proof could be applied
to study the C1 bound of the eigenfunction perturbation under the metric perturbation
with a suitable regularity, which generalizes Theorem 21 in [7].
Suppose that metrics g and h on M satisfy
(5.1) (1− )‖g‖c2,α < ‖h‖c2,α < (1 + )‖g‖c2,α .
By the assumption and the min-max principle, and hence the continuity of eigenvalues,
there exists ′ = O() such that for any X ∈ C∞(TM),
(1− ′)‖X‖2L2(g) ≤ ‖X‖2L2(h) ≤ (1 + ′)‖X‖2L2(g)(5.2)
(1− ′)‖∇gX‖2L2(g) ≤ ‖∇hX‖2L2(h) ≤ (1 + ′)‖∇gX‖2L2(g)(5.3)
(1− ′)λj(g) ≤ λj(h) ≤ (1 + ′)λj(g) for any j ≥ 0(5.4)
and By the same argument for the continuity of eigenvalues, we have that for any
X ∈ C∞(TM),
(1− ′)‖∇2gX‖2L2(g) ≤ ‖∇2hX‖2L2(h) ≤ (1 + ′)‖∇2gX‖2L2(g) .(5.5)
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Theorem 16. Let h be a metric on M of dimension n such that (1 − )‖g‖c2,α <
‖h‖c2,α < (1 + )‖g‖c2,α. Suppose for both (M, g) and (M,h), the infectivity radii are
bounded from below by i0 > 0, the volumes are bounded above by V > 0, and the
Ricci curvatures satisfy |Ric| ≤ κ. Let k0 ∈ N be given. Then there exist constants
ηg,i(), 1 ≤ i ≤ k0, which go to zero with , such that for any orthonormal basis {Yi}
of eigenvector fields of ∇2h, one can associate an orthonormal basis {Xi} of eigenvector
fields of ∇2g satisfying
(5.6) ‖Xi − Yi‖L∞(B,g) ≤ ηg,i,K()
and
(5.7) ‖∇gXi −∇gYi‖L∞(B,g) ≤ ηg,i,K()
for all i < k0, where B := BR(z).
The associated basis Xi, 1 ≤ i ≤ J, are chosen by the Gram-Schmidt process. Lemma
17 and Proposition 18 control the norms of ‖Xi− Yi‖H1(g) and ‖∇2gXi−∇2gYi‖L2(g). To
obtain the sup-norm bound (5.6) and (5.7), we need to control ‖Xi‖L∞(B,g), ‖Yi‖L∞(B,h),
‖∇gXi‖L∞(B,g), ‖∇gYi‖L∞(B,h) , ‖∇2gXi‖L∞(B,g), and ‖∇2gYi‖L∞(B,h) on local balls which
can be proved by Proposition 8 using Lemma 7, 6.
Let Λ1 < Λ2 < · · · < Λk < · · · be the distinct eigenvalues of ∇2g. Let Ek and mk be
the corresponding eigenspaces and multiplicities, and Nk = m1 + m2 + · · · + mk. By
the min-max principle, the eigenvalues is continuously perturbed with respect to the
deviation (5.1). Therefore, for a fixed k0, we can find 0 > 0 so that for all  < 0 and
h satisfies (5.1), the first Nk0 eigenvalues of ∇2h, where we count the multiplicity, are
all less than Λk0+1 and contained in pairwise disjoint intervals Ik, for 1 ≤ k ≤ k0. Let
Fk, 1 ≤ k ≤ k0, be the sum of eigenspaces of ∇2h corresponding to the eigenvalues λj(h)
contained in the interval Ik about Λk. Let pik denote the orthogonal projection in L
2(g)
onto the eigenspace Ek.
Lemma 17. Fix k0. For k ≤ k0, there exist functions αk(), βk(), and γk() which go
to zero with  such that
(a) ‖(pik − Id)Y ‖H1(g) ≤ αk()‖Y ‖L2(h) for any Y ∈ Fk,
(b) For any X ∈ ⊕ki=1Ei and for any Y that is L2(h)-orthogonal to ⊕ki=1Fi,
(5.8) |〈X, Y 〉g| ≤ βk()‖X‖L2(g)‖Y ‖L2(h).
(c) ‖∇2g(pik − Id)Y ‖L2(g) ≤ γk()‖Y ‖L2(h) for any Y ∈ Fk.
Proof. The proof of assertions (a) and (b) follow straightforwardly from the proof of
Lemma 20 in [7].
We prove (c) by induction. Start with k = 1. Take Y ∈ F1 with ‖Y ‖2L2(h) = 1. Write
Y = X + X ′′ with X = pi1(Y ). Then ∇2gX and ∇2gX ′′ are orthogonal with respect to
L2(g) since ∇2gX ∈ E1 and ∇2gX ′′ ∈ E⊥1 . By (5.5), it follows that
(5.9) (1− ′) (‖∇2gX‖L2(g) + ‖∇2gX ′′‖L2(g)) ≤ ‖∇2hY ‖L2(h) = λ1(h) ≤ Λ1(1 + ′).
By (a), we know that |‖X‖g − ‖Y ‖g| ≤ α1() and ‖Y ‖g ≤ (1 + 2′)‖Y ‖h = 1 + 2′,
which leads to the fact that ‖X‖g = 1 +O(). The bounds (5.9) together with the fact
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‖∇2gX‖L2(g) = Λ1‖X‖L2(g) = Λ1(1 +O()), when  is small enough, we have
(5.10) ‖∇2gX ′′‖L2(g) = O()
Assume that (c) is true for F1, F2, · · · , Fk−1. Define E ′k = ⊕i≤k−1Ei and E ′′k = ⊕i≥k+1Ei.
Take any Y ∈ Fk such that ‖Y ‖L2(h) = 1. Write Y = X ′ +X +X ′′ with respect to the
decomposition E ′k⊕Ek⊕E ′′k of L2(g). Note that ∇2gX ′, ∇2gX and ∇2gX ′′ are orthogonal
in L2(g), so we have
(5.11) (1− ′) (Λk‖X‖L2(g) + ‖∇2gX ′‖L2(g) + ‖∇2gX ′′‖g) ≤ ‖∇2hY ‖L2(h) ≤ Λk(1 + ′)
Since Λk‖X‖L2(g) = Λk(1+O(′)) by the same argument as the above and ‖∇2gX ′‖L2(g) =
O(′), it follows that ‖∇2gX ′′‖g = O(′). 
Proposition 18. Let h be a metric on M such that (1 − )‖g‖c2,α < ‖h‖c2,α < (1 +
)‖g‖c2,α. There exist constants ηg,i(), 1 ≤ i ≤ J , which go to zero when  approaches
zero, such that to any orthonormal basis {Yi} of eigenvector fields of ∇2h one can as-
sociate an orthonormal basis {Xi} of eigenvector fields ∇2g satisfying ‖Xi − Yi‖H1(g) +
‖∇2gXi −∇2gYi‖L2(g) ≤ ηg,i() for i ≤ J .
Proof. Take any orthonormal basis {Yi} of eigenvector fields of ∇2h. For each k ≤ k0 it
defines an orthonormal basis of Fk, say Y
k
1 , · · · , Y kmk . Applying the Gram-Schmidt pro-
cess, we can orthonormalize the family pik(Y
k
1 ), · · · , pik(Y kmk) of Ek to an orthonormal ba-
sis Xk1 , · · · , Xkmk . By Lemma 17 (a), Y k1 , · · · , Y kmk is H1(g)-close to pik(Y k1 ), · · · , pik(Y kmk).
By Lemma 17 (b), the family pik(Y
k
1 ), · · · , pik(Y kmk) is almost orthonormal and hence
H1(g)-close toXk1 , · · · , Xkmk . Thus we know that Y k1 , · · · , Y kmk isH1(g)-close toXk1 , · · · , Xkmk .
By the same argument, ∇2gY k1 , · · · ,∇2gY kmk and ∇2gXk1 , · · · ,∇2gXkmk are L2(g)-close. This
proves the Proposition. 
To prove Theorem 16, we have to control the Lp norm of the Hessian of a given vector
field, and we need a Calderon-Zygmund type inequality, which is based the work of C.
Wang [41].
Theorem 19. [41, Theorem 0.1] Let (Mn, g), n ≥ 3, be a compact, connected, oriented
Riemannian manifold without boundary. Suppose that
(5.12) inj(M) ≥ i0, Vol(M) ≤ V, and |Ric| ≤ κ.
For 1 < q <∞, there exists a constant Cq = C(q, n,K, i0, V ), such that for any 1-form
φ ∈ H⊥,
(5.13) ‖Hessφ‖Lq(g) ≤ Cq‖∆Hφ‖Lq(g),
where H is the space of harmonic 1-forms and ∆H is the Hodge Laplacian.
We are now ready to prove Theorem 16.
Proof. For p > n, by the Sobolev inequality [28] we have
(5.14) ‖Q‖C1,α(g) ≤ C(1)p (g)
(‖HessgQ‖Lp(g) + ‖∇gQ‖Lp(g) + ‖Q‖Lp(g))
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for any Q ∈ C∞(TM). Note that vector fields are dual to 1-forms and the Hodge
Laplacian and the connection Laplacian only differ by the the Ricci curvature due to
the Weitzeonbo¨ck formula. By Theorem 19, for W ∈ C∞(TM) ∩H⊥, we have
(5.15) ‖HessgW‖Lp(g) ≤ C
(‖∇2gW‖Lp(g) + ‖W‖Lp(g))
and hence
(5.16) ‖W‖C1,α(g) ≤ C(2)p (g)
(‖∇2gW‖Lp(g) + ‖∇gW‖Lp(g) + ‖W‖Lp(g)) .
Let {Yi} be an orthonormal basis of eigenvector fields of ∇2h and let {Xi} be the
orthonormal basis of eigenvector fields of ∇2g associated with {Yi} given by Proposition
18. Denote ‖ ·‖∞ := ‖ ·‖L∞(g) to be the sup-norm with respect to g. Denote pi0(Xi−Yi)
to be the harmonic part of Xi − Yi with respect to g, and pi⊥0 (Xi − Yi) := Xi − Yi −
pi0(Xi−Yi) = Xi− (Yi−pi0(Yi)). Clearly pi0(Xi−Yi) = −pi0(Yi) = −〈X0, Yi〉gX0. Thus,
(5.17) ‖Xi − Yi‖C1,α(g) ≤ ‖pi0(Yi)‖C1,α(g) + ‖Xi − pi⊥0 (Yi)‖C1,α(g).
By Proposition 8 and Lemma 17(b), we immediately have that
(5.18) ‖pi0(Yi)‖C1,α(g) ≤ C‖pi0(Yi)‖L2(g) = ‖〈X0, Yi〉gX0‖L2(g) ≤ βk().
By the Sobolev embedding,
‖Xi − pi⊥0 (Yi)‖C1,α(g)
(5.19)
≤C(1)p (g)
(‖∇2g(Xi − pi⊥0 (Yi))‖Lp(g) + ‖∇g(Xi − pi⊥0 (Yi))‖Lp(g) + ‖Xi − pi⊥0 (Yi)‖Lp(g))
≤C(2)p (g)
(‖∇2g(Xi − pi⊥0 (Yi))‖L2(g) + ‖Xi − pi⊥0 (Yi)‖H1(g))2/p
× (‖Xi‖∞ + ‖pi⊥0 (Yi)‖∞ + ‖∇gXi‖∞ + ‖∇gpi⊥0 (Yi)‖∞ + ‖∇2gXi‖∞ + ‖∇2gpi⊥0 (Yi)‖∞)(p−2)/p
where the last inequality follows by Ho¨lder’s inequality that
(5.20) ‖∇2g(Xi − pi⊥0 (Yi))‖Lp(g) ≤ ‖∇2g(Xi − pi⊥0 (Yi))‖2/pL2(g)‖∇2g(Xi − pi⊥0 (Yi))‖(p−2)/p∞
and
‖∇g(Xi − pi⊥0 (Yi))‖Lp(g) + ‖Xi − pi⊥0 (Yi)‖Lp(g)(5.21)
≤C‖Xi − pi⊥0 (Yi)‖2/pH1(g)(‖Xi − pi⊥0 (Yi)‖∞ + ‖∇gXi −∇gpi⊥0 (Yi)‖∞)(p−2)/p .
By the triangular inequality we have
‖∇2g(Xi − pi⊥0 (Yi))‖L2(g)(5.22)
≤‖∇2g(Xi − Yi)‖L2(g) + ‖∇2gpi0(Yi)‖L2(g) = ‖∇2g(Xi − Yi)‖L2(g)
since ∇2gpi0(Yi) = 0 and
(5.23) ‖Xi − pi⊥0 (Yi)‖H1(g) ≤ ‖Xi − Yi‖H1(g) + ‖pi0(Yi)‖L2(g),
where we use the fact that ‖pi0(Yi)‖H1(g) = ‖pi0(Yi)‖L2(g) since ∇gpi0(Yi) = 0. Further,
note that
(5.24) ‖pi⊥0 (Yi)‖∞ ≤ ‖Yi‖∞ + ‖pi0(Yi)‖∞ ≤ ‖Yi‖∞ + βk()
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by (5.18). Similarly, we have
(5.25) ‖∇gpi⊥0 (Yi)‖∞ ≤ ‖∇gYi‖∞ + ‖∇gpi0(Yi)‖∞ = ‖∇gYi‖∞
and
(5.26) ‖∇2gpi⊥0 (Yi)‖∞ ≤ ‖∇2gYi‖∞ + ‖∇2gpi0(Yi)‖∞ = ‖∇2gYi‖∞
since ∇gpi0(Yi) = ∇2gpi0(Yi) = 0.
By plugging (5.22), (5.23), (5.24), (5.25) and (5.26) into (5.19), together with (5.18),
(5.17) becomes
‖Xi − Yi‖C1,α(g)
≤C(2)p (g)
(‖∇2g(Xi − Yi)‖L2(g) + ‖Xi − Yi‖H1(g) + βk())2/p
× (‖Xi‖∞ + ‖Yi‖∞ + ‖∇gXi‖∞ + ‖∇gYi‖∞ + ‖∇2gXi‖∞ + ‖∇2gYi‖∞ + βk())(p−2)/p .
Note that by Proposition 18, for all 1 ≤ i < k0 there exist constants ηg,j() such that
(5.27) ‖Xi − Yi‖H1(g) + ‖∇2g(Xi − Yi)‖L2(g) ≤ ηg,j().
Further, since the metric h is  close to g in c2,α, the norms we consider for either the met-
ric g or the metric h are comparable. Also note that ‖∇2gXi‖L∞(g) = λi(g)‖Xi‖L∞(g) ≤
C‖Xi‖L∞(g) and ‖∇2hYi‖L∞(h) = λi(h)‖Yi‖L∞(h) ≤ C‖Yi‖L∞(h). Therefore, to complete
the proof, it suffices to give uniform bounds for ‖Xi‖L∞(g), ‖Yi‖L∞(h), ‖∇gXi‖L∞(g), and
‖∇hYi‖L∞(h) for i ≤ k0.
By the assumption on the injectivity and volume, there exists an universal number
N0 so that (M, g) and (M,h) are covered by N0-balls. Indeed, due to the lower bound
of the injectivity, by Croke’s lemma [14], the balls of radius  is bounded from below; on
the other hand, since the volume is bounded by V , we have a bounded number of balls.
Thus, by applying Proposition 8, there exists some constant C = C(i0, V, α, n,Q, κ, k0)
so that
(5.28) ‖Xi‖L∞(g), ‖Yi‖L∞(h), ‖∇gXi‖L∞(g), and ‖∇hYi‖L∞(h) ≤ C
for i ≤ k0. 
6. Examples
In this section, we illustrate how VDM is carried out numerically. A detailed dis-
cussion of the algorithm and its application to different problems could be found in
[33, 45, 11, 1, 25], and its robustness analysis could be found in [19]
Suppose we sampled n points X := {xi}mi=1 uniformly from a n-dim smooth manifold
M without boundary embedded in Rp via ι; that is, {xi}mi=1 ⊂ ι(M) ⊂ Rp. Assume
that M is endowed with a Riemannian metric g induced from the ambient Euclidean
space via ι. We construct the graph connection Laplacian (GCL) C ∈ Rmn×mn in the
following way.
• Step 1: build up an undirected graph G = (V,E), where V = X and E is the
edges E = {(xi, xj)| i 6= j}. Note that there are different ways to design E from
a given point cloud. To demonstrate the idea, here we simply design the edge
so that the undirected graph is complete.
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• Step 2: establish the affinity function, w : E → R+, by setting w(xi, xj) =
K(‖xi − xj‖Rp/
√
), where  > 0 is the “bandwidth” and K is a suitable kernel
function chosen by the user. In all experiments in this section, we used the
kernel function K(u) = e−5u
2
χ[0,1] for the definition of the weight function w.
• Step 3: for xi, choose a basis {ui,1, . . . , ui,n} ⊂ Rp, of the embedded tan-
gent space, ι∗TxiM , which is a d-dim affine subspace in Rp. Denote Bi =
[ui,1, . . . , ui,n] ∈ Rp×n. In general, we do not have the information of ι∗TxiM ,
and need to estimate Bi via the local principal component analysis based on
the fact that locally the manifold could be well approximated by the embedded
tangent space [33].
• Step 3: establish the connection function, g : E → O(d), where g(xi, xj) = Oij
and Oij = arg minO∈SO(n) ‖BTi Bj − O‖. Here Oij is an approximation of the
parallel transport from xj to xi associated with the induced metric g [33]. Note
that in general, due to the curvature, BTi Bj is not an orthogonal matrix, so we
need an optimization step to obtain the parallel transport.
• Step 4: establish a n × n block matrix S, with d × d block entries, so that the
(i, j)-th block is S[i, j] = w(xi, xj)g(xi, xj); establish a n × n diagonal block
matrix D, with d × d block entries, so that the (i, j)-th block is D[i, j] =∑m
l=1w(xi, xl)In×nδij
• Step 5: establish the GCL C = Imn×mn −D−1S.
With the GCL C, we could evaluate its eigenvalue λl and eigenvectors ul ∈ Rmn,
and order the eigenvalues in the increasing order: λ1 ≤ λ2 ≤ . . .. Denote ui[l] ∈ Rn as
ui[l] = (ui((l − 1)d + 1), . . . , ui(ln))T . The VDM with the diffusion time t > 0 for the
sampled point cloud {xi}ni=1 is defined as
(6.1) Vt : xi 7→ (e−(λk+λl)t〈uk[i], ul[j]〉)mnl,k=1 ⊂ R(mn)
2
.
Here, we emphasize that ui[l] is actually the coordinate of the i-th eigenvector field at
xl associated with the basis chosen for TxlM [36]. It has been shown that asymptoti-
cally, the GCL will converge not only pointwisely but also spectrally to the connection
Laplacian of M . Thus, we could numerically implement VDM. Note that in general we
could not visualize a geometric object with dimension higher than 3, so in the follow-
ing numerical implementation, we illustrate the truncated VDM by choosing suitable
subset of embedding coordinates.
The first example is taking the manifold M to be diffeomorphic to S1 embedded in
Rp. Here, M is generated by the X-ray transform of a 2-dim image compactly supported
on R2. The dataset is generated in the following way. Take the image of interest to
be a compactly supported function f so that supp(f) ⊂ B1, where B1 is the ball with
center 0 and radius 1. Sample uniformly m points on S1, denoted as {θi}mi=1. The
dataset is generated by discretizing the X-ray transform by xi := [Rψ(θi, zj)]
p
i=1, where
i = 1, . . . , n, Rψ(θi, zj) =
´
ψ(yθi + zj)dy, zj = −1 + 2j/p and p is chosen big enough
so that the topology of Rψ(S
1) is preserved after discretization. Note that while we
sample uniformly from S1, after the X-ray transform Rψ, which is a diffeomorphism
from S1 to a 1-dim manifold M , the dataset {xi}mi=1 is non-uniformly sampled from
M . We refer the reader with interest to [34] for more details about this 2-dim random
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tomography problem. Take m = 2000. Note that since the tangent bundle of M ,
which is diffeomorphic to S1, is trivial, the connection Laplacian is reduced to the
Laplace-Beltrami operator. Thus, the first eigenvector field is the constant function,
the second and third eigenvector field are the sine and cosine functions, and so on. We
thus consider the following truncated VDM
(6.2) V
(2)
1 : xi 7→ (e−(λ1+λ2)〈u1[i], u2[i]〉, e−(λ1+λ3)〈u1[i], u3[i]〉)T ∈ R2,
which embeds M into R2. Figure 6.1 shows this truncated VDM. Note VDM generates
a non-canonical circle embedded in R2, due to the non-uniform distribution on M .
S1
✓
projection direction
R (✓)
X-ray transform
 
Object of interest
R 
R (S
1)
V
(2)
1
Figure 6.1. A nontrivial S1 generated by the X-ray transform and the
VDM result.
The second example shows that we might not be able to visualize S2 by VDM.
Take the manifold to be the canonical S2 embedded in R3. Take m = 2000. Note
that although the tangent bundle of S2 is nontrivial, its well-known that the first few
eigenvector fields could be easily evaluated – the eigenvector fields associated with the
smallest eigenvalue, λ1, of the connection Laplacian, denoted as X1, X2 and X3, are
nothing but the project of the constant vector fields (1, 0, 0), (0, 1, 0) and (0, 0, 1) on
R3 onto the embedded tangent space. Also, since S2 is a Riemannian surface with the
complex structure, the “complex conjugate” of X1 (respectively X2 and X3), denoted as
X4 (respectively X5 and X6), is also an eigenvector field associated with λ1. We carry
out the following calculation to explicitly evaluate these eigenvector fields. Denote
(6.3) R =
 | | |R1 R2 R3
| | |
 =
R11 R21 R31R12 R22 R32
R13 R
2
3 R
3
3
 ∈ SO(3).
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Since SO(3) is the frame bundle of S2, if we view R3 ∈ S2 as a sampled point from
S2, R1 and R2 form a basis of the embedded tangent plane of TR3S
2, which is an affine
subspace of R3. By a direct calculation, we know that ι∗X1, the embedded vector field
X1 in R3, becomes
(6.4) ι∗X1(R3) =
 | |R1 R2
| |
 | |R1 R2
| |
T 10
0
 =
 | |R1 R2
| |
[R11
R21
]
.
Similarly, for k = 2, 3, we know that
(6.5) ι∗Xk(R3) =
 | |R1 R2
| |
[R1k
R2k
]
.
By the cross product associated with the almost complex structure on S2, X4, X5 and
X6 could be evaluated directly. For k = 1, 2, 3, we have
(6.6) ι∗Xk+3(R3) = R3 × ι∗Xk(R3) =
 | |R2 −R1
| |
[R1k
R2k
]
= R1kR
2 −R2kR1.
Thus,
〈Xk(R3), Xl(R3)〉 = 〈Xk+3(R3), Xl+3(R3)〉 = R1kR1l +R2kR2l ,
〈Xk(R3), Xl+3(R3)〉 = −R1kR2l +R2kR1l ,(6.7)
for k, l = 1, . . . , 3. By a direct calculation, we have 〈Xk(R3), Xl(R3)〉 = 〈Xk(−R3), Xl(−R3)〉
and 〈Xk(R3), Xl+3(R3)〉 = −〈Xk(−R3), Xl+3(−R3)〉. Further, when k 6= l, the map
R3 7→ 〈Xk(R3), Xl+3(R3)〉 maps ±ek and ±el to 0. Thus, the truncated VDM de-
pending only on a randomly chosen three 〈Xk(R3), Xl(R3)〉, k, l = 1, . . . , 6, is not an
embedding. Note that this is different from the diffusion maps – we could simply vi-
sualize S2 via the truncated diffusion maps by taking the top three eigenfunctions into
account. Also, we know that the range of the map
(6.8) V
(3)
1 : xi 7→ (e−2λk〈uk[i], uk[i]〉)3k=1 ∈ R3
is diffeomorphic to RP 2.
The theoretical analysis and the numerical results open the following questions. Al-
though the theorem shows that each compact smooth manifold without boundary could
be embedded to a finite dimensional Euclidean space by the truncated VDM taking fi-
nite eigenvector fields into account, the number of necessary eigenvector fields is not
clear. The same problem happens when we discuss the spectral embedding by the
truncated diffusion map. Even worse, while the purpose of many nonlinear embedding
algorithms is to “reduce the dimension”, there is no guarantee that we could achieve
it if we could not know the necessary number of the eigenvector fields. Recall that
by “reduce the dimension”, we mean that the “dimension” of the sampled point cloud
could be well represented by another point cloud embedded in a lower dimensional
space. Without the knowledge of the necessary number of eigenvector fields, we could
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not rule out the possibility that the number of eigenvector fields we need for the trun-
cated VDM (or the number of eigenfunctions in the truncated DM) might be more than
the ambient space dimension of the original dataset. We thus need to find a way to
estimate the necessary number of the eigenvector fields (respectively eigenfunctions) for
the truncated VDM (respectively DM). Ideally we would like to have a bound of this
number based on the basic geometric/topological quantities. This problem is prevalent
in the field actually – for a given nonlinear embedding algorithm, how to evaluate if
the dimension reduction mission for a dataset could be achieved? To the best of our
knowledge, this is also an open problem for most nonlinear embedding algorithm.
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