Under the assumptions in Hjort and Claeskens,
where f 0i (Y i ) = f i (Y i , θ 0 ) and u i (Y i ) = ∂ log f i (Y i , θ 0 )/∂θ. Then, the mean of
where
Similarly, the variance of u i (Y i ) is
Let f (Y, θ 0 ) = 
where π i is a probability of being case, G i is some genotype coding, such as an addition coding {0, 1, 2} and E i is a covariate or an environment factor. Letting
, and X 2 = G, the probability of being case at a full model is
.
Under these setting, the log-likelihood function at the full model is
In the same way, a logistic regression model for a joint test is written as
, and X 2 = (G, GE). We consider the distribution of u(Y ) in the complete data where
By letting
which is exactly the statement in Lemma 3.1 of Hjort and Claeskens.
Similarly, we consider the distribution of u m (Y ) in the presence of missing data, in which
By letting
Analogously, we consider the distribution of u m (Y ) in the presence of missing data, where
Hence, the distribution of
Conventional Score Test (CST)
Analysis using only individuals whose genotype data is observed is referred to as the complete case analysis. We call the score test in the complete case analysis as the conventional score test (CST). Let
Suppose that the null model correspond to the parameter θ 0 = (θ
At the null model on CST, i.e. θ 2 = 0, the MLE of θ 1 is denoted byθ m 1 .
By the Taylor expansion, the score function is written as
Using an analogous argument in the proof of Lemma 3.2 of Hjort and Claeskens, we have
Substituting the above equation,
in which
Applying equation (6), under an alternative hypothesis (1), the distribution of CST score function is asymptotically
where Let
Then, u
m u m is the score statistic for testing H 0 : θ 2 = 0. Under the alternative hypothesis, its asymptotic distribution is non-central chi-squared with rdf and non-centrality parameter
Proposed Method 1 (PM1)
Our first proposed method is to use MLE of θ 1 using all individuals at the null model for the score function u 
As in the analysis for CST, suppose that the null model correspond to the
Substituting the above equation, the score function is written as
Applying equation (7), under an alternative hypothesis (1), the distribution of the PM1 score function is
f u f is the score statistics. Its asymptotic distribution is non-central chi-squared with rdf and non-centrality parameter
Proposed Method 2 (PM2)
We propose another score test whose power is greater than PM1, as shown in what follows. Exploiting the approximation in (8), we define a modified score
where J Then, we propose using u *
, which is expanded as
Then,
Hence,
Comparing (8) and (9), PM2 is asymptotically equivalent to CST. 
Here, the expected value and variance of (1/n) n i=1 ∂u 1i (θ)I i /∂θ 1 with respect to I i are
From the assumption (iii),
By Markov's inequality, for any > 0,
