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ABSTRACT OF THE DISSERTATION
Understanding Many-Body Effects in Ion Hydration with the MB-nrg Potential Energy
Functions
by
Marc Riera Riambau
Doctor of Philosophy in Chemistry
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Professor Francesco Paesani, Chair
Water is ubiquitous in nature. The arrangement and behavior of water molecules around
solutes, ranging from monoatomic ions such as alkali metal ions, to small organic molecules or
proteins, is important to understand the driving forces of many processes and reactions. Computer
simulations have become a powerful tool within the last decades, but a unified molecular level
picture of the mechanism of hydration is still missing. On one hand, ab initio methods are
accurate, but the treatable size of the system is relatively small, and their accuracy depends on the
level of theory used. On the other hand, force fields allow for the study of large system sizes, but
at the cost of accuracy. In this work, we present another approach, the MB-nrg (for many-body
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energy) potential energy functions (PEFs), which have the speed of a force field and the accuracy
of the current “gold standard” in electronic structure calculations: coupled-cluster with singles,
doubles and perturbative triples excitations (CCSD(T)) at the complete basis set limit. In the
MB-nrg framework, many-body effects are described through classical polarization, and explicit
corrections using permutationally invariant polynomials (PIPs) fitted to reproduce CCSD(T)
reference data are added at the two- and three-body level. Focusing on the alkali metal ions, it
is shown that adding higher levels of corrections to the classical polarizable model improves
the agreement between experiments and our theoretical predictions. Finally, this methodology
is extendable to any insulator, i.e. the electrons are not delocalized over the whole system, for
which accurate reference energies can be obtained. However, the software infrastructure available
right now does not allow the use of this kind of methodology in an efficient way. Consequently,
we have also developed a new software infrastructure MBX (for many-body expansion) that
enables efficient energy calculations. The combination of MBX with MB-nrg is a powerful
tool that allows us to study any complex system, as long as accurate reference energies can be
obtained.
xiv
Introduction
0.1 The problem of water solutions
Two atoms of hydrogen and one atom of oxygen: H2O. As simple as this molecule might
seem, water has been an object of discussion for years. Its properties when isolated in the gas
phase are well known, but water has many unique characteristics in the condensed phase. In
comparison with other similar molecules such as methane, ammonia, or sulfur dioxide, water
has, for example, an unusually high boiling and melting point, high surface tension, and the solid
phase has a lower density than the liquid phase. Most of these anomalies are related to the ability
of water to form flexible and extended hydrogen bond networks in the condensed phase.1,2
Although water is everywhere in nature, it never comes alone. The largest source of
water, the oceans, have many other species dissolved or in suspension, such as monoatomic ions,
molecular ions, organic molecules, biomolecules and living microorganisms. Other sources of
water, such as lakes or the atmosphere, have similar compounds in other concentrations, and even
up to 60% of the human body is water. Thus, electrolyte aqueous solutions play an important
role in regulation of living systems,3,4 growth of atmospheric particles,5,6 energy resources,7
and others. Inorganic and organic ions are known to be crucial in biological processes such as
maintaining the rigidity and hardness of bones and teeth (Ca2+, PO3−4 , and Na
+),8 neurological
signaling, synapses, transport mechanisms (Na+, K+),9 and many others. Other ions and small
molecules such as Br− and SO2 are also important in environmental chemical reactions. Halide
ions in aerosols contribute to the formation of ozone in the polluted marine boundary layer, while
in sea spray aerosols (SSA) particles they are responsible for the degradation of tropospheric
1
ozone. In the atmosphere, the hydrolysis of acidic gases like SO2 can produce acid rain.10–13
When electrolytes are dissolved in water, they tend to dissociate into ionic species,
rearranging the water network and modifying the properties of water around them. Depending on
the nature of the molecules and ions, such as their size, charge, and polarizability, the alteration
of these properties will vary in different ways.14–20 As an example, Na+ and Ca2+ have very
similar ionic radius, and both ions are present in our body. However, the Na/K pump is selective
to sodium and not to calcium, mostly because of the arrangement of the water molecules around
both ions.21 This is one of many examples in which the arrangement of water molecules around
ions determines the outcome of a process. Although the mechanism of hydration has been studied
for years,22 a clear picture of the driving forces of the hydration process is still missing, leading
to different conclusions depending on the method used, in both experiments and theoretical
predictions.23–33 One aspect that has remained elusive is the ion propensity to air-liquid interfaces.
Until the early 2000’s, the predominant assumption was that the ions preferred to stay hydrated
in the bulk rather than being at the surface. However, molecular dynamics (MD) simulations
using more advanced potential energy functions or models that account for the polarization of the
atoms predicted larger polarizable ions to have a larger propensity for the interface, while smaller
ions remained in the bulk.34–37 This finding lead to new conclusions and the development of
new theories about reaction mechanisms happening in biological membranes and atmospheric
aerosols. Ions at the surface can participate in reactive uptakes of other gases that are less
soluble in aqueous solutions. Second harmonic generation (SHG) and vibrational sum-frequency
generation (VSFG), along with photoelectron spectroscopy, have supported the hypothesis that
the larger and more polarizable ions tend to be at the interface.38–43 However, none of these
techniques are truly surface specific, and although they do probe the surface, the depth that
they reach is difficult to control. Although there is a general consensus that there is a surface
affinity of the most polarizable ions, there is still not a quantitative description of the driving
forces responsible for this process,22,44,45 since experiments are not completely selective and
theoretical results depend on the method used. For this, an accurate description of the potential
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energy surface (PES) of the system is needed.
0.2 Theoretical toolkit
Computer simulations have become a powerful tool in the last decade, and they have been
used to gain insights on the structure and properties of liquids and gas phase systems. Regardless
of the simulation method used, a description of the PES of the system is needed. Ab initio
methods can provide an accurate description of the PES. Ideally, the use of correlated quantum
chemistry methods such as configuration interaction (CI)46 or coupled-cluster (CC)47,48 methods
are preferred, since they recover practically all the exact energy thanks to the explicit treatment
of electronic correlation. Currently, coupled-cluster with singles, doubles, and perturbative
triples excitations (CCSD(T)) is considered the “gold standard” for computational chemistry
calculations. However, this level of theory is only computationally affordable for very small
systems, roughly, ten atoms or less. For larger systems, a cheaper method is needed, such as
the Møller-Plesset perturbation theory of second order (MP2)49,50 or density functional theory
(DFT).51–53 These methods enable the treatment of larger systems up to a few hundred atoms,
but they are farther from the exact treatment, with errors of up to 10 kcal/mol, which is of the
order of magnitude of the most typical non-bonded interactions.50 It is possible to run MD using
ab initio methods, known as ab initio molecular dynamics (AIMD), but typically the system
size is less than a few hundred atoms, and the simulation lengths are shorter than a few hundred
picoseconds. Consequently, bulk systems are poorly described, and the sampling might not be
long enough to obtain robust thermodynamic properties.
When the system size is of the order of thousands or tens of thousands of atoms, empirical
potential energy functions (PEFs) or force fields (FFs) must be used. There are a wide variety of
FFs: coarse-grained models,54–56 atomistic rigid point charge models,57 flexible point charge
models58 and polarizable models,23,59–65 ordered from lower to higher computational cost and,
generally, accuracy. For the latter, the polarization can be taken into account through different
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methods such as Drude oscillators66,66–68 or calculating the induced dipoles.37,69,70,70–72 These
PEFs are usually fine tuned to reproduce both experimental bulk properties such as densities and
thermodynamical properties, and ab initio data.
Although huge progress has been made in force field development since the beginning of
the millennium, there is still a particularly challenging problem from the theoretical point of view.
An accurate description of the PES is not enough to provide a quantitative analysis of all systems;
a robust way to introduce nuclear quantum effects in MD simulations and anharmonicity in
frequency calculations is also necessary. Modern methods such as path-integral MD (PIMD)73
or centroid MD (CMD)74 allow, within their limitations, the inclusion of nuclear quantum effects
in MD simulations, while the local monomer (LMon) method enables estimates of anharmonic
frequencies within the local mode approximation.75–78
0.3 New generation of PEFs
As a consequence of this empirical fitting and simplistic functional forms, accurate
description of molecular systems and processes across all phases has been a challenge for
decades. In the early 70’s, Clementi and coworkers79 presented a methodology to obtain PEFs
entirely from ab initio data. However, at the time, computers were severely limited in processing
power, and performing thousands of coupled-cluster calculations was not feasable. As computer
technology has improved, there has been a continuous effort to derive these types of potential
energy surfaces (PESs), which can be transferable across different phases (e.g., CC-pol,80–82
WHBB,77,83,84 HBB2-pol,85,86 and MB-pol87–89), enabling computer simulations with high
accuracy.90 All of these PEFs are based on the many-body expansion (MBE) of the energy of a
system,91 which states that the energy of any N-molecule system, which we can call N-mer, can
be decomposed as a sum of all the ith-body terms, i.e. one-body (1B), two-body (2B), and so
forth, as shown in Eq. 1. This expression is formally exact and is independent of the nature of
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the molecule (or group of atoms) that defines each monomer.
EN =
N
∑
i=1
V 1B(i)+
N
∑
i< j
V 2B(i, j)+
N
∑
i< j<k
V 3B(i, j,k)+ · · ·+V NB(1, . . . ,N) (1)
Each term can be understood within a classical picture. V 1B(i) corresponds to the
monomer deformation energy of monomer i, which is the difference in energy of the monomer
in the configuration of the N-mer and the energy of that same monomer at the minimum energy
configuration. V 2B(i, j) is the interaction of a group of two monomers i and j, with an analogous
definition for V 3B(i, j,k), V 4B(i, j,k, l), and so on. Each of these many-body terms can be
recursively calculated with:92–94
V nBI =
n
∑
m=1
(−1)n−m∑
J⊂I
E(m)J (2)
were, V nBI is the nth-body energy of the subsystem I, composed of n monomers, of the total
system with N monomers, and E(m)J is the total energy of a given subset J composed by m
monomers that also belong to I. Then, the many-body expansion in Eq. 1 can be rewritten as:
EN =
N
∑
n=1
(nN)
∑
I=1
V nBI (3)
which can be related to Eq. 1 through:
(nN)
∑
I=1
V nBI =
N
∑
i< j<k<...
V nB(i, j,k, ...) (4)
It has been shown that the MBE converges quickly for most insulators, including water,
for which the contribution to the total energy of the many-body terms of higher order than
three-body are small, with practically all the contributions coming from the one-, two-, and
three-body terms.95–98 Thus, it is possible to recover a close approximation to the total energy by
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computing the low order many-body terms at a high level of theory, and the higher order terms
at a lower level. This provides a less computationally expensive alternative to the full system
energy calculation while providing a similar result. However, for large systems, although the
high order many-body contributions are small, there are many of them, so ignoring them would
lead to a relatively large error in the total energy.
There have been several attempts to take advantage of the fast convergence of the MBE
for water, already mentioned previously.77,80–86 However, only MB-pol87–89 has been proven
to reproduce and predict water properties across all the phases: from the gas to the condensed
phase.90,99,100 In MB-pol, the one-body energies are obtained using the PEF in Ref. 101, the
two-body term has explicit dispersion energy and permanent electrostatics, and the many-body
effects are calculated through classical many-body induction with a modified version of the
TTM4-F model.102,103 On top of this classical polarizable potential, explicit corrections to the
two- and three-body terms are added with permutationally invariant polynomials (PIPs)104 that
are fitted to reproduce CCSD(T) reference energies for thousands of dimers and trimers at the
complete basis set limit. These corrections are only applied at the short range, since at long
range, when the electronic densities are not overlapping, the classical description is exact. The
PIP corrections are multiplied by a switch function that smoothly turns off the polynomials at
a given cutoff (see Refs. 87, 88, and 89 for more details about the development of MB-pol).
This methodology is not exclusive for water, but can also be applied to model the interaction
between water and other systems such as halide ions,105,106 alkali metal ions and industrial and
atmospherically relevant gases such as CO2 and SO2.
0.4 Summary
This dissertation focuses on the development of TTM-nrg (for Thole type model energy),
a classical polarizable PEF compatible with MB-pol, and MB-nrg (for many-body energy) to
describe interactions between alkali-metal ions and water, both derived entirely from accurate ab
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initio data, i.e. CCSD(T) at the complete basis set limit. Chapter 1 will present the development
and assessment of TTM-nrg, originally called i-TTM for ion TTM energy.107 Since the many-
body contribution to the energy is calculated in the exact same way as for MB-pol, they are
compatible by construction. TTM-nrg mantains the accurate MB-pol PEF for water-water
interactions, while it uses a simple classical form (Born-Mayer potential) to describe the short
range contributions. These PEFs are at least as accurate as DFT, but with several orders of
magnitude lower in computatinal cost. In this chapter, the energies and vibrational frequencies,
calculated with TTM-nrg, of multiple cluster sizes are compared for each alkali-metal ion to the
same properties computed with DFT and other force fields. It is shown that while the errors from
DFT highly depend on the ion and the functional used, TTM-nrg has a constant average error per
molecule.
In Chapter 2, the two-body term of the MB-nrg PEF for alkali-metal ion water interactions
is presented, explaining in detail from the training set generation to the fitting procedure. The
chapter also presents comparisons of energies and normal mode frequencies between M+(H2O)
dimers, with M = Li, Na, K, Rb, and Cs, across different DFT functionals, classical polarizable
models, coupled-cluster and MB-nrg, showing that MB-nrg is the closest model to the “gold
standard” CCSD(T) at the complete basis set limit. This chapter shows the improvement due
to the replacement of the classical Born-Mayer repulsion expression with the permutationally
invariant polynomials, being able to predict energies of a dimer within 0.1 kcal/mol and deviations
in the frequencies of a maximum of 30 wavenumbers.
After showing that MB-nrg reproduces coupled-cluster energies and frequencies, Chap-
ter 3 presents an example of application of MB-nrg to predict infrared (IR) spectra of small
M+(H2O)n gas phase clusters, with n=1-3. Using replica-exchange molecular dynamics (REMD),
the different isomers present in the gas phase for each metal ion along their relative fraction at
each temperature are obtained. The calculated anharmonic temperature dependent IR spectra are
then compared with experimental spectra, showing a good agreement between the two data sets.
Since the interaction between Cs+ and water is the weakest of all the alkali metal ions,
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there is a competition between water-water and water-ion interactions. Thus, this ion is taken
as a case study to unravel the effect of many-body interactions on the hydration structure of
electrolytes. Chapter 4 presents a comparison of the hydration structure using four different
models: a point charge, non-polarizable model (TIP4P),108,109 a classical polarizable model
(TTM-nrg), and two models able to correct for the quantum effects: MB-nrg with corrections to
the two-body term (MB-nrg 2B+NB), and MB-nrg with corrections in both the two-body and
the three-body terms (MB-nrg 2B+3B+NB). This chapter shows that, although there are small
deviations in the many-body contributions to the energy among the different methods used, these
small effects can completely change the hydration structure of the ion. Thus, having a correct
description of these interactions is key to understand the driving forces of ion hydration.
Chapter 5 presents the software developed to automatize and generalize the process of
obtaining TTM-nrg and MB-nrg PEFs and facilitate their usage. It first shows a general overview
of the fitting protocol, from the generation of configurations, through the fitting process, to the
final implementation in the energy software. The second part of the chapter introduces the basic
ideas and structure of MBX, the energy calculator. In the near future both parts of the software
will be combined and publically released.
The final chapter of this thesis, Chapter 6, summarizes the main conclusions of this
work. We have shown that it is possible to obtain PEFs with an unprecedented accuracy that
are as computationally efficient as a polarizable force field, and that they can be systematically
improved by adding higher order correction terms to the different many-body contributions to
the energy.
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Chapter 1
i-TTM Model for Ab Initio-Based Ion-
Water Interaction Potentials. Alkali Metal
Ion–Water Potential Energy Functions.
1.1 Introduction
Electrolyte solutions play important roles in numerous phenomena ranging from protein
stability inside living cells to formation of atmospheric aerosol particles and electrochemical
processes at electrode interfaces.14–16 Aqueous solutions that contain alkali metal ions are
particularly important in biochemistry due to the regulative role they have in cell physiology.
Na+/K+ pumps, for instance, generate electrochemical potentials across cell membranes, which
play crucial roles in nerve signal transmission.17 Ions at aqueous interfaces of aerosol particles
also appear to be directly involved in several physicochemical processes related to new particle
formation and growth in the atmosphere.18–20 Furthermore, aqueous rechargeable Li+ and Na+
batteries are particularly promising for large-scale energy storage since they are not flammable,
use inexpensive salts, can conduct ions more effectively than organic electrolytes, and are based
on environmentally benign electrolytes.110
0† Electronic Supplementary Information (ESI) available: Analysis of the basis set convergence and description
of the extrapolation procedure for the CCSD(T) and CCSD(T)-F12b calculations. See DOI: 10.1039/b000000x/
0a Department of Chemistry and Biochemistry, University of California, San Diego, La Jolla, California 92093,
U.S.A. Email: fpaesani@ucsd.edu; Telephone: +1 858 - 822 - 3383
0b San Diego Supercomputer Center, University of California, San Diego, La Jolla, California 92093, U.S.A.
0‡ To whom correspondence should be addressed.
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Both experimental and theoretical studies aimed at characterizing the microscopic mech-
anisms of ion hydration have been reported in the literature.22 However, despite significant
progress, it remains unclear how the local hydration structure leads to different solution proper-
ties.23–33 With the development of efficient ab initio molecular dynamics approaches22,59,111 and
polarizable force fields,23,59–65 computer simulations have become a powerful tool to investigate
the properties of electrolyte solutions at the molecular level.
The starting point to achieve a molecular-level understanding of the hydration of al-
kali metal ions (M+) in different environments is the investigation of the properties of small
M+(H2O)n clusters. Several polarizable force fields have been developed in the last decade to
model the behavior of both halide and alkali metal ions in aqueous environments.60,63,64,68,112–119
However, most of these force fields treat the water molecules as rigid, which precludes com-
parisons with vibrational spectra that directly probe the structural and dynamical properties of
different hydration shells.120–123 A remarkable exception is the AMOEBA force field, which in-
cludes both intramolecular flexibility and many-body effects through classical polarization.63,124
In the past years, there has been extensive work on developing AMOEBA parameterizations
for metal ion-water interactions, including alkali metals,124 alkaline-earth metals,125 transis-
tion metals,126,127 and lanthanides and actinides.128 Since these AMOEBA parameterizations
were performed by targeting condensed phase systems, they primarily aim at reproducing bulk
properties (e.g., radial distribution functions and hydration free energies) of electrolyte solutions.
Beginning with the pioneering work by Clementi and coworkers,79 there has been a long
standing effort to derive potential energy surfaces (PESs) entirely from ab initio data, which
can be transferable across different phases. The present study describes the extension of the
i-TTM (ion-Thole-type model) scheme, introduced in Ref. 105 for describing halide ion-water
interactions, to the representation of ab initio-based alkali metal ion-water PESs compatible with
the many-body MB-pol potential for water.87–89,129 The new i-TTM PESs are derived from fits
to coupled-cluster electronic structure data and build upon an extended Thole-type polarizable
model102 that takes explicitly into account the mutual polarization between the alkali metal ions
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and the water molecules. The article is organized as follows: The functional form of the i-TTM
PESs is described in Section 2. The accuracy of the i-TTM PESs is then assessed in Section 3
through comparisons with both ab initio and force field results obtained for small M+(H2O)n
clusters, with M+ = Li+, Na+, K+, Rb+, and Cs+, and n = 1−4. A summary and outlook on
future work are given in Section 4.
1.2 Model development and computational details
1.2.1 Electronic structure calculations
All reference energies for the M+(H2O) dimers were calculated using coupled cluster
theory with single, double and perturbative triple excitations, CCSD(T), or explicitly correlated
CCSD(T)-F12b theory,130,131 depending on the alkali metal ion. The calculations were performed
using triple-ζ and quadruple-ζ basis sets and the resulting energies extrapolated to the complete
basis set (CBS) limit via a two-point approximation (see Supplementary Information).132,133
For Li+(H2O) and Na+(H2O), CCSD(T)-F12b was used with the aug-cc-pVnZ (n = T, Q)
basis sets for oxygen and hydrogen and the cc-pCVnZ (n = T, Q) basis sets for lithium and
sodium.134–136 Since no suitable basis sets for CCSD(T)-F12b calculations are available for the
heavier alkali metals, CCSD(T) calculations were performed for ion-water clusters containing
potassium, rubidium, and cesium. For K+(H2O) the aug-cc-pVnZ (n = T, Q) basis sets were
used for oxygen and hydrogen, and the cc-pwCVnZ (n = T, Q) basis set for potassium.137
Correlation consistent basis sets are not available for rubidium and cesium, hence the def2-
nZVPP (n = T, Q) basis sets138 were used for Rb+(H2O) and Cs+(H2O). These basis sets include
effective core potentials with 28 and 46 electrons for Rb+ and Cs+, respectively. The Boys-
Bernardi counterpoise correction139 for the basis set superposition error (BSSE) was applied to
all calculations carried out with the def2-nZVPP basis sets. The optimal combination of methods
and basis sets for the different alkali metals was determined through careful analysis of the
convergence of the results obtained with both CCSD(T) and CCSD(T)-F12b (see Supplementary
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Table 1.1. Electronic structure methods and basis sets employed for the calculation of M+(H2O)
dimer reference energies
Dimer Basis set (n = T, Q) Method
O, H M
Li+(H2O) aug-cc-pVnZ cc-pCVnZ CCSD(T)-F12b
Na+(H2O) aug-cc-pVnZ cc-pCVnZ CCSD(T)-F12b
K+(H2O) aug-cc-pVnZ cc-pwCVnZ CCSD(T)
Rb+(H2O) def2-nZVPP def2-nZVPP CCSD(T)
Cs+(H2O) def2-nZVPP def2-nZVPP CCSD(T)
Information). Table 1.1 summarizes the combination of electronic structure methods and basis
sets used for the reference calculations in this study. In addition, density fitted MP2 calculations
(DF-MP2) were performed with the same basis sets to assess the accuracy of the i-TTM potentials.
All DF-MP2, CCSD(T), and CCSD(T)-F12b calculations were carried out with MOLPRO.140,141
Following Ref. 105, the ab initio energies were computed for M+(H2O) dimer configura-
tions along radial scans corresponding to different orientations of M+ relative to H2O. In these
scans, the distance between M+ and the water oxygen was set to vary from 1.0 to 12.0 A˚ for
Li+(H2O) and Na+(H2O), and from 1.5 to 12.0 A˚ for all other alkali metal ion-water dimers,
with the polar angle θ varying from 0◦ to 90◦ in intervals of 45◦ and the azimuthal angle φ being
set to 0◦, 52.345◦, 90◦, and 180◦. In these dimer calculations, the water molecule was kept fixed
at the vibrationally averaged geometry, with rOH = 0.9716257 A˚ and θHOH =104.69◦.142 In total,
∼450 dimer configurations were included in the training sets used to fit each i-TTM potential.
As in Ref. 143, the dipole polarizability of each alkali metal ion, αM+ , was computed at
the CCSD(T)(-F12b) level of theory using the basis sets aug-cc-pCV5Z for Li+ and Na+, aug-cc-
pwCV5Z for K+, and def2-QZVPP for Rb+ and Cs+. The values of αM+ obtained for Li+, Na+,
K+, Rb+, and Cs+ are 0.0285 A˚3, 0.1476 A˚3, 0.8184 A˚3, 1.2758 A˚3, and 2.3377 A˚3, respectively,
in agreement with other theoretical estimates previously reported in the literature.144,145
The dispersion coefficients C6,OM+ and C6,HM+ were calculated using the exchange-hole
dipole model (XDM) developed by Becke and Johnson.146 The XDM calculations were carried
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out with the Postg software147,148 employing electron densities obtained for large alkali metal
ion-water separations with the LC-ωPBE149–151 functional in combination with the aug-cc-pV5Z
basis set for M+ = Li+, Na+ and K+, and the def2-QZVPP basis set for M+ = Rb+ and Cs+.
All DFT calculations presented in the following sections were carried out with Gaussian 09.152
1.2.2 AMOEBA calculations
All AMOEBA calculations were performed using TINKER,153,154 version 6.3, with the
AMOEBA 2009 force field,155 which includes the 2003 parameterizations for both water and
alkali metal ions.124 Although a new version of the AMOEBA force field for water has recently
been developed,156 updated parameterizations for alkali metal ion-water interactions compatible
with the new water model are not yet available.157
1.2.3 i-TTM model
The total energy, Vtot, of a system containing a single alkali metal ion M+ and N water
molecules can be formally decomposed into a sum of three distinct terms describing the energy
contributions associated with the intramolecular distortions of each water molecule, V intraw , the
intermolecular water-water interactions, V interw , and the ion-water intermolecular interactions,
V i−TTM,
Vtot =V intraw +V
inter
w +V
i−TTM (1.1)
In Eq. 1.1, V intraw corresponds to the Partridge-Schwenke PES
101 and V interw is represented
by the MB-pol many-body water potential.87–89,129 The interested reader is referred to a recent
review for detailed comparisons between MB-pol and modern polarizable and DFT models,
which show that MB-pol currently is the most accurate potential energy function available for
modeling the properties of water from the dimer in the gas phase to the liquid phase and ice.90
V i−TTM, which was introduced in Ref. 105 for halide ion-water systems, is given by a sum of
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four terms
V i−TTM =V TTM,elec+V TTM,ind+
n
∑
i=1
(
V repi +V
disp
i
)
(1.2)
Here, VTTM,elec and VTTM,ind represent the electrostatic interactions between permanent point
charges and induced dipole moments on the water molecules and the ion, respectively.87,105
An extended Thole-type model, originally introduced with the TTM4-F water potential,102
is adopted to represent induction interactions using dipole polarizabilities determined from
electronic structure calculations as described above. The repulsive potential, V repi , is represented
by a sum of pairwise Born-Mayer functions between the O and H atoms of water molecule i and
the alkali metal ion M+,
V repi =AOM+e
bOM+ROiM+
+AHM+e
bHM+RH1,iM+ +AHM+e
bHM+RH2,iM+
(1.3)
In Eq. 1.3, Rαβ are the interatomic distances between α = O, H and β = M+, while Aαβ
and bαβ are fitting parameters.
The dispersion energy V dispi in Eq. 1.2 is also represented through a sum of pairwise
terms
V dispi =− f6(ROiM+,δOM+)
C6,OM+
ROi,M+
− f6(RH1,iM+,δHM+)
C6,HM+
RH1,i,M+
− f6(RH2,iM+,δHM+)
C6,HM+
RH2,i,M+
(1.4)
where f6(R,δ ) are Tang–Toennies damping functions158 with damping coefficients δ , and
C6,OM+ and C6,HM+ are the dispersion coefficients obtained using the XDM method as described
in Section 1.2.1.
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1.2.4 Fitting procedure
The i-TTM parameters AOM+ , AHM+ , bOM+ , and bHM+ of V rep as well as δOM+ and δHM+
of V disp were optimized by a fitting procedure in which the linear parameters were determined
through singular value decomposition while the nonlinear parameters were obtained using the
simplex algorithm. Following Ref. 158, the parameters δOM+ and δHM+ of the Tang-Toennies
damping functions were constrained to be equal to the parameters bOM+ and bHM+ of the
corresponding Born-Mayer functions since the damping of both Vdisp and V rep has the same
physical origin, i.e., the overlap of the electron densities of the two monomers (M+ and H2O).
In the fitting procedure, the weighted sum of the squared residuals, χ2 =
∑m wm[(Vi−TTM(m)−Eref(m)]2, was minimized with respect to the CCSD(T)(-F12b) reference
interaction energies Eref. The weights wm were chosen to emphasize dimers with low total
energies according to w(E) = ( EweightE−Emin+Eweight )
2, where Emin is the M+(H2O) global minimum
interaction energy and Eweight corresponds to the range of favorably weighted energies. Specifi-
cally, Eweight = 50 kcal/mol for Li+(H2O) and Eweight = 40 kcal/mol for Na+(H2O), K+(H2O),
Rb+(H2O) and Cs+(H2O).
The root-mean-square deviations (RMSDs) associated with the fits are 1.48 kcal/mol
for Li+(H2O), 1.06 kcal/mol for Na+(H2O), 0.60 kcal/mol for K+(H2O), 0.60 kcal/mol for
Rb+(H2O), and 0.77 kcal/mol for Cs+(H2O). All alkali metal ion i-TTM parameters are listed in
Table 1.2.
1.3 Results
1.3.1 M+(H2O) dimers
To assess the accuracy of the new alkali metal ion-water potentials, in Table 1.4 the i-TTM
interaction energies of the five M+(H2O) dimers at their minimum geometries (obtained at the
DF-MP2/CBS level of theory) are compared with the corresponding CCSD(T)(-F12b)/CBS and
DF-MP2/CBS values. The i-TTM potentials agree well with the most accurate CCSD(T)(-F12b)
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Table 1.2. Parameters for the i-TTM alkali metal ion-water potentials defined in Equation 1.2.
i-TTM terma Parameter Li+(H2O) Na+(H2O) K+(H2O) Rb+(H2O) Cs+(H2O)
Vrep AOM+
(kcal/mol)
32318.00 47827.70 49780.20 68268.10 45030.70
AHM+
(kcal/mol)
3245.78 4992.61 4941.43 6982.09 9426.17
bOM+
(A˚−1)
4.02327 3.76951 3.39759 3.35667 3.03294
bHM+
(A˚−1)
4.00672 3.82261 3.31969 3.29901 3.26732
VTTM,ind αM+ (A˚3) 0.0285 0.1476 0.8184 1.2758 2.3377
Vdisp C6,OM+
(A˚6
kcal/mol)
43.147 176.255 431.432 527.192 700.097
C6,HM+
(A˚6
kcal/mol)
18.712 85.787 218.843 271.321 365.322
a In the VTTM,ind term, the polarizabilities of the O and H atoms of the water molecules and
associated damping parameters correspond to the MB-pol values defined in Ref. 87.
reference energies, with deviations that are smaller than 1 kcal/mol in all cases. Importantly, the
accuracy of the i-TTM interaction energies is comparable to that of DF-MP2, which exhibits
similar deviations from the CCSD(T)-(F12b) reference values. Figure 1.1 shows a comparison
between the i-TTM and CCSD(T)(-F12b)/CBS potential energy curves for alkali metal ion-water
dimers as a function of the distance ROM+ between M+ and the water oxygen for different
(θ ,φ ) orientations of M+ relative to H2O. As expected from the RMSD values associated with
Table 1.3. Comparison between the interaction energies (in kcal/mol) for M+(H2O) dimers
calculated at the CCSD(T)-(F12b)/CBS, DF-MP2/CBS, and i-TTM levels of theory. The dimer
structure has been optimized at DF-MP2 level of theory using a triple ζ basis set
Ion CCSD(T)(-F12b)/CBS DF-MP2/QZ i-TTM
Li+(H2O) -34.81 -34.43 -35.28
Na+(H2O) -24.14 -23.89 -24.86
K+(H2O) -17.97 -18.13 -17.02
Rb+(H2O) -15.47 -15.77 -14.82
Cs+(H2O) -13.90 -14.35 -12.54
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Figure 1.1. i-TTM potential energy scans (solid lines) and corresponding CCSD(T)(-F12b)/CBS
reference data (symbols) for M+(H2O) dimers with M+ = Li+, Na+, K+, Rb+, and Cs+. The
numbers in parenthesis indicate different (θ ,φ ) orientations (in degrees) of M+ relative to H2O
within the coordinate frame defined in Ref. 105 and shown in the lower right panel.
the fits, the i-TTM potentials correctly reproduce both anisotropy and relative strength of the
different alkali metal ion-water interactions. The largest RMSD obtained for the Li+(H2O) dimer
is reflected in somewhat larger deviations between i-TTM and CCSD(T)-F12b/CBS values in
the short range of the potential energy scans as compared to the other alkali metal ions. The
larger error in the Li+(H2O) dimer i-TTM PES is a consequence of the correlation between
the strength of the ion-water interaction and the radius of the alkali metal cations. Since Li+ is
much smaller than the other alkali metal cations, it is the strongest Lewis acid, which results
in stronger (and more covalent-like) interactions between Li+ and H2O. Due to the overlap
of Li+ and water electron densities at short distances, these interactions are more quantum-
mechanical in nature and cannot be completely recovered by classical potential energy functions
such as V i−TTM. Similar deviations from the reference values were also found in the i-TTM
description of the interactions between F− and H2O.105 As demonstrated in Ref. 106 for the
halide ion-water interactions, these limitations associated with a classical representation of the
17
interactions, can be overcome through a rigorous description of ion-water two-body effects
at short range. Figure 1.2 shows a comparison between the potential energy angular profiles
(PEAPs) calculated with the i-TTM potentials for the five alkali metal ions and the corresponding
CCSD(T)(-F12b)/CBS reference values. Also shown are the results obtained with the AMOEBA
2009 force field. The PEAPs are computed along the azimuthal angle φ for planar configurations
(θ = 90◦) of each dimer keeping the water molecule fixed at its vibrationally averaged geometry.
In these calculations the distance ROM+ was fixed to the minimum energy distance of each
dimer for φ = 180◦ and θ = 90◦, i.e., ROLi+ = 1.824 A˚, RONa+ = 2.209 A˚, ROK+ = 2.594 A˚,
RORb+ = 2.787 A˚, and ROCs+ = 2.969 A˚. All PEAPs display two symmetric energy maxima at
φ ≈ 55◦ and φ ≈ 305◦, corresponding to geometries at which the water hydrogen atoms point
towards the alkali metal ion.
The i-TTM PEAPs closely follow the corresponding CCSD(T)(-F12b)/CBS curves for all
alkali metal ion-water dimers. Somewhat larger deviations from the reference values are found
in the i-TTM PEAP of the Li+(H2O) dimer, particularly in the repulsive regions. As mentioned
above, improving upon the i-TTM results would require an explicit account for quantum-
mechanical effects at short range, such as charge transfer/penetration and Pauli repulsion, which
cannot be fully represented through classical expressions. Although AMOEBA describes all
PEAPs reasonably well in regions near the global minimum (φ = 180◦), large deviations relative
to the reference data are found in the repulsive regions. In particular, AMOEBA underesti-
mates the maxima in the Li+(H2O) and Na+(H2O) PEAPs by approximately 60 kcal/mol and
20 kcal/mol, respectively.
1.3.2 Small M+(H2O)n clusters
To assess the transferability of the i-TTM potentials for alkali metal ions to systems with
several water molecules, the i-TTM interaction energies calculated for small M+(H2O)n clusters
with n = 1−4 are compared in Table 1.5 with the corresponding CCSD(T)(-F12b), DF-MP2,
and AMOEBA values. As in Table 1.4, the interaction energies are defined as the total energy of
18
Figure 1.2. Potential energy angular profiles (PEAPs) on the M+(H2O) dimer PESs with M+
= Li+, Na+, K+, Rb+, and Cs+ calculated as a function of φ for θ = 90◦ (see Figure 1.1) for
ROM+ equal to the minimum energy distance of each dimer, keeping the water molecule fixed
at its vibrationally averaged geometry. The i-TTM results are shown as solid lines (left), the
AMOEBA results as dashes lines (right), and the CCSD(T)(-F12)/CBS reference values as filled
symbols.
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Table 1.4. Comparison between the interaction energies (in kcal/mol) for M+(H2O) dimers
calculated at the CCSD(T)-(F12b)/CBS, DF-MP2/CBS, and i-TTM levels of theory. The dimer
structure has been optimized at DF-MP2 level of theory using a triple ζ basis set
Ion CCSD(T)(-F12b)/CBS DF-MP2/QZ i-TTM
Li+(H2O) -34.81 -34.43 -35.28
Na+(H2O) -24.14 -23.89 -24.86
K+(H2O) -17.97 -18.13 -17.02
Rb+(H2O) -15.47 -15.77 -14.82
Cs+(H2O) -13.90 -14.35 -12.54
the cluster (optimized at the DF-MP2/aug-cc-pVTZ level of theory) minus the energies of the
individual water molecules (in the distorted configurations within the cluster). This comparison
thus directly probes the actual intermolecular interactions without being affected by differences in
the representation of the water distortion energies due to different PESs. To approach the complete
basis set limit, the CCSD(T)(-F12b) values were obtained through a many-body decomposition
of the interaction energy according to the SAMBA algorithm described in Ref. 132. For Li+,
Na+, and K+ clusters, the two-body interaction energies were calculated as described in Ref. 132
through a two-point extrapolation of the corresponding values obtained with the aug-cc-pVTZ
and aug-cc-pVQZ basis sets. The three-body contributions were obtained using the aug-cc-pVTZ
basis set with BSSE corrections, and four- and five-body contributions were calculated at the
CCSD(T)(-F12b)/aug-cc-pVTZ level of theory. For Rb+ and Cs+ clusters, due to the smaller
size of the def2-nZVPP basis sets, both two-body and three-body contributions were obtained
through a two-point extrapolation of the def2-TZVPP and def2-QZVPP results, including BSSE
corrections. The four- and five-body contributions were calculated using CCSD(T)/def2-QZVPP
with BSSE corrections. It was shown in Ref. 132 that this approach currently provides the most
accurate interaction energies for molecular clusters at the CCSD(T) level. Due to the lower
computational cost, the DF-MP2 interaction energies were instead calculated for the full clusters
using the aug-cc-pVQZ (def2-QZVPP for K+, Rb+, and Cs+) basis set at all orders.
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The results reported in Table 1.5 indicate that DF-MP2 reproduces the interaction energies
for M+(H2O)n clusters with M+ = Na+ and K+ to within 1 kcal/mol of the CCSD(T)(-F12b)
reference values, with an average absolute error (AAE) per water molecule under 0.2 kcal/mol.
The deviations from the CCSD(T) reference data are larger for Li+ and the heavier alkali metal
ions, exceeding an AAE per water molecule of 0.4 kcal/mol in the case of Cs+. The i-TTM
potentials show a slightly worse agreement with the reference data than DF-MP2, with notably
larger deviations for the Cs+ clusters and the larger Li+ clusters. The accuracy of the AMOEBA
force field is comparable to i-TTM. Both i-TTM and AMOEBA show significant deviations for
the Li+ clusters, with the error per water molecule increasing significantly with increasing cluster
size, leading to an AAE per water molecule of 1.7 kcal/mol and 1.8 kcal/mol, respectively. This
indicates that there are substantial many-body effects that are not captured by these polarizable
force fields, which reinforces the notion that a purely classical representations of induction
interactions is likely not sufficient to achieve chemical accuracy in the description of alkali metal
ion-water interactions.
The minimum energy structures for the M+(H2O)n clusters with n = 1−4 are shown
in Figure 1.3 and labeled according to the notation (m+m′) where m is the number of water
molecules directly bonded to the cation and m′ is the number of water molecules found in
the outer hydration shells. Table 1.6 lists the symmetry of the minimum energy structure for
all clusters. For all clusters, the i-TTM potentials predict symmetries in agreement with the
DF-MP2 results and previous MP2 studies.159 As shown in Figure 1.3, different coordination
topologies and hydrogen bonding patterns start emerging as the cluster size increases, with the
H2O molecules either forming a single hydration shell around M+ (e.g., see the (3+0) and (4+0)
configurations for Li+(H2O)n with n= 3,4) or developing a multi-shell structure (e.g., (2+1) and
(3+1) configurations for Cs+(H2O)n with n = 3,4). For larger ions, hydrogen bonding becomes
more important, favoring the location of the ions at the surface as the cluster size increases.
To provide quantitative insights into the interplay and competition between ion-water
and water-water interactions in determining the energetics of alkali metal ion-water systems,
22
1 + 0
C2v
2 + 0
D2d
3 + 0
D3
4 + 0
S4
1 + 0
C2v
1 + 1
Cs
2 + 1
C2
3 + 1
C2
Li+ Cs+
n=
1
n=
2
n=
3
n=
4
Figure 1.3. Optimized structures for M+(H2O)n clusters with M+ = Li+ (left, small ion), and Cs+
(right, large ion) for n = 1−4 calculated with DF-MP2/aug-cc-pVTZ and DF-MP2/def2-TZVPP,
respectively. The figures were prepared using Jmol.160
Table 1.6. Symmetry of the minimum energy clusters for M+(H2O)n, with M+ = Li+, Na+, K+,
Rb+ and Cs+, and n = 1−4.
Cluster Size Li+(H2O)n Na+(H2O)n K+(H2O)n Rb+(H2O)n Cs+(H2O)n
n = 1 C2v C2v C2v C2v C2v
n = 2 D2d D2d D2d D2d Cs
n = 3 D3 D3 C2 C2 C2
n = 4 S4 C2 C2 C2 C2
23
Table 1.7. CCSD(T)(-F12b), i-TTM, and AMOEBA 2009 many-body decompositions (in
kcal/mol) for Na+(H2O)n clusters. The energies are divided in contributions from water-water
interactions, and from ion-water interactions.
n symmetry k-body
term
CCSD(T)(-F12b) i-TTM AMOEBA 2009
1 C2v 2Btotal -24.14 -24.86 -23.43
2 D2d 2Bion-wat -48.20 -49.57 -46.98
2Bwat-wat 0.82 0.83 0.89
2Btotal -47.38 -48.74 -46.09
3Btotal 1.64 2.53 1.62
3 D3 2Bion-wat -71.98 -73.93 -70.20
2Bwat-wat 2.86 2.87 3.23
2Btotal -69.12 -71.06 66.97
3Bion-wat 5.46 8.41 5.37
3Bwat-wat -0.10 -0.13 -0.09
3Btotal 5.35 8.28 5.28
4Btotal -0.19 -0.34 -0.16
4 C2 2Bion-wat -79.89 -82.10 -77.61
2Bwat-wat -3.83 -3.66 -3.00
2Btotal -83.72 -85.76 -80.61
3Bion-wat 3.14 5.77 2.65
3Bwat-wat 1.01 1.03 1.02
3Btotal 4.16 6.79 3.67
4Bion-wat 0.34 0.39 0.55
4Bwat-wat -0.02 -0.03 -0.03
4Btotal 0.32 0.36 0.52
5Btotal -0.03 -0.03 -0.03
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the interaction energies En of Na+(H2O)n clusters, with n = 1− 4, are analyzed in terms of
individual contributions derived from the many-body expansion (MBE)
En =
N
∑
i=1
V 1B(i)+
N
∑
i< j
V 2B(i, j)+
N
∑
i< j<k
V 3B(i, j,k)+
· · ·+V NB(1, . . . ,N)
(1.5)
where N = n+ 1 accounting for all water molecules and the alkali metal ion, V 1B are the
monomer energies, and the VkB are the k-body interactions defined recursively as
V kB(1, . . . ,k) = Ek(1, . . . ,k)−∑
i
V 1B(i)−∑
i< j
V 2B(i, j)− . . .
− ∑
i< j<···<n−1
V (k-1)B(i, j, . . . ,(k−1))
(1.6)
Each term VkB is further decomposed to separate the corresponding contributions associated with
the ion-water, VkBion-wat, and water-water, V
kB
wat-wat, interactions. In Table 1.7, the individual terms
of the MBE calculated with the i-TTM potential for Na+-H2O are compared with the CCSD(T)-
F12 reference data as well as with the corresponding values obtained with AMOEBA 2009.
(Analogous comparisons for the other M+(H2O)n clusters are reported in the Supplementary
Information). Independently of the cluster size, the water-water contributions are quantitatively
reproduced by the i-TTM potential, which, as discussed in Ref. 90, provides further evidence
for the accuracy and transferability of the MB-pol water potential. Non-negligible differences
between CCSD(T)-F12 and i-TTM values are instead noticeable in both 2B and 3B contributions,
which, as already mentioned above, indicates that purely classical representations may not be
sufficient to achieve chemical accuracy in describing the interaction energy of alkali metal
ion-water systems. Similar results are obtained with AMOEBA, which, however, displays larger
deviations from the CCSD(T)-F12 reference values for the water-water contributions, especially
at the two-body level, as expected from the comparisons between the MB-pol and AMOEBA
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water potentials.90 Following Ref. 106, a systematic analysis of many-body contributions to the
interaction energies in alkali metal ion-water clusters at both short and long range will be the
subject of a forthcoming publication.
While using an accurate representation of the potential energy surface is a prerequisite for
a physically correct description of the molecular system of interest, the optimal balance between
accuracy and computational efficiency is critical to actually perform molecular simulations long
enough to calculate statistically converged quantities. Single point calculations carried out with
an in-house code for i-TTM and TINKER (version 6.3)153,154 for AMOEBA on a single Intel
Xeon E5-2640 processor for a cluster consisting of 277 water molecules, 5 Na+ and 5 Cl−
ions (corresponding to a 1.0 M concentration) indicate that i-TTM is ∼3.5 times slower than
AMOEBA. More extensive comparisons of the underlying MB-pol water potential with common
water models are reported in Refs. 90 and 161.
1.3.3 Comparison between i-TTM and DFT
In this section, the accuracy of the i-TTM potentials in predicting the energetics of
M+(H2O)n clusters with n = 1−4 is assessed through comparisons with DFT models that are
commonly used in simulations of electrolyte solutions. Fourteen functionals (with and without
dispersion corrections) are selected for this comparison, including generalized gradient approxi-
mation (GGA) functionals (BLYP,162,163 BLYP-D3BJ, PBE,164, PBE-D3BJ) meta-GGA func-
tionals (TPSS,165 TPSS-D3) hybrid-GGA functionals (PBE0,166 PBE0-D3BJ, B3LYP,162,163,167
B3LYP-D3BJ), and range-separated hybrid functionals (LC-ωPBE,149–151 LC-ωPBE-D3BJ,
ωB97X,168 ωB97XD169). The D3 dispersion energy corrections with the original170 or Becke-
Johnson (D3BJ)171 damping functions were applied accordingly.
The DF-MP2 optimized structures of the M+(H2O)n clusters (n = 1− 4) from the
previous section are used in this analysis. The accuracy of the different density functionals is
assessed by comparing the DFT interaction energies, EDFT, with the corresponding CCSD(T)(-
F12b) reference values, ECCSD(T)(−F12b), reported in Table 1.5. The deviations, δE = EDFT−
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Figure 1.4. Deviations in the interactions energies, δE = Emodel - ECCSD(T)(−F12b) (model = DFT
or i-TTM) calculated for M+(H2O)n clusters with n = 1−4 using different DFT models without
(dark color) and with (light color) dispersion energy corrections. Values of δE <−4 kcal/mol
and δE > 4 kcal/mol are not shown. The dashed lines are guides for the eyes.
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ECCSD(T)(−F12b), are shown in Figure 1.4 as a function of the cluster size. First, this comparison
demonstrates that including dispersion corrections does not always improve the accuracy of the
DFT results. Second, none of the functionals studied here (with or without dispersion corrections)
is able to consistently and accurately describe the interaction energies of M+(H2O)n clusters
with different M+ ions and sizes. For instance, the dispersion corrected GGA PBE-D3BJ and
meta-GGA TPSS-D3 are able to describe water clusters of smaller alkali metal ions quite well
but display larger errors for the heavier ions (Rb+ and Cs+). The hybrid-GGA PBE0 functional
shows, overall, the best performance across all clusters studied here, except for the smaller
Li+ clusters. Interestingly, in the case of Li+(H2O)n clusters, all functionals that work best for
n= 1,2 have significant errors for the larger clusters with n= 3,4 and vice versa. Figure 1.4 also
shows the i-TTM deviations from the CCSD(T)(-F12b) reference values. Overall, the accuracy
of the i-TTM potentials is similar to that of most DFT models, which suggests that they can be
used in combination with the halide-water i-TTM potentials of Ref.105 in molecular dynamics
simulations ionic clusters and electrolyte solutions. Work along these lines is ongoing in our
group and will be reported in a forthcoming publication.
1.4 Conclusions
To characterize structural, thermodynamic, and dynamical properties, as well as the
behavior of electrolyte solutions in different environments, an accurate molecular-level modeling
of ion hydration is needed. Following our recent study on the interactions between halide ions
and water,105 we have introduced the i-TTM alkali metal ion-water PESs. The i-TTM energy
functions include an explicit treatment of two-body repulsion, electrostatics, and dispersion
energy, with all many-body effects being represented by classical induction.
The accuracy of the i-TTM potentials has been assessed through an extensive analysis
of both energies and structures of M+(H2O)n clusters, with M+ = Li+, Na+, K+, Rb+, and
Cs+, and n = 1−4. Comparisons with the corresponding ab initio data suggest that the i-TTM
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potentials provide an accurate and efficient representation of alkali metal ion-water interactions
which correctly include many-body effects. Future efforts will focus on the development of
ion-ion potential energy functions compatible with the MB-pol water potential and the i-TTM
ion-water potentials, which will enable simulations of electrolyte solutions both in the bulk and
at interfaces.
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Chapter 2
Toward Chemical Accuracy in the Descrip-
tion of Ion–Water Interactions Through
Many-Body Representations. II. Alkali-
Water Dimer Potential Energy Surfaces.
2.1 Introduction
Electrolyte solutions are ubiquitous, occurring in cells and the environment, and medi-
ating many industrial and technological processes.14–20 In aqueous solutions, the interactions
between different ions and surrounding water molecules give rise to specific ion effects, which
depend on both the physicochemical properties of the individual ions and the thermodynamic
conditions of the solutions.22 While there have been several experimental and theoretical studies
on ion hydration, a definitive picture of how ions are hydrated and to what extent structural
differences in the organization of the hydration shells translate into differences in thermodynamic
and dynamical properties of electrolyte solutions is still lacking.23–33
Significant progress in understanding ion hydration has been made through computer
simulations that rely on either force fields23,59–65 or ab initio models.22,59,111 In particular, a
large number of polarizable force fields have been developed to model the behavior of both
halide and alkali metal ions in solution.60,63,64,68,112–119 Most of these models, however, treat
the water molecules as rigid, which precludes direct comparisons with experimental vibrational
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spectra measured from the gas and the condensed phase.120–123 A remarkable exception is the
AMOEBA force field that includes both intramolecular flexibility and many-body effects through
classical polarization.63 The AMOEBA force field is under continued development, with recent
efforts focusing on accurate parameterizations of metal ion-water interactions, including alkali
metals,124 alkaline-earth metals,125 transition metals,126,127 and lanthanides and actinides.128
Recent years have witnessed the advent of highly-accurate water potential energy func-
tions (PEFs) rigorously derived from the many-body expansion (MBE) of the interaction energies
(e.g., CC-pol,80–82 WHBB,77,83,84 HBB2-pol,85,86 and MB-pol87–89), enabling computer sim-
ulations of water with high accuracy.90 Among existing many-body PEFs, it has been shown
that MB-pol currently provides the most accurate representation of the molecular properties
of water from the gas to the condensed phase,99,100 correctly predicting the vibration-rotation
tunneling spectrum of the dimer87, the relative stability and vibrational spectra of small water
clusters172,173, the structural, thermodynamic, and dynamical properties89 as well as the IR and
Raman spectra of liquid water129, the vibrational sum-frequency generation (vSFG) spectrum of
the air/water interface174, and the energetics of different ice phases175.
Building on the MB-pol accuracy for water, a new class of many-body PEFs (MB-nrg
for “many-body energy”) has recently been introduced to describe halide-water interactions,
explicitly including water flexibility.106 The MB-nrg PEFs are derived entirely from correlated
electronic structure data and are expressed through the MBE as91
EN =
N
∑
i=1
V 1B(i)+
N
∑
i< j
V 2B(i, j)+
N
∑
i< j<k
V 3B(i, j,k)+ · · ·+V NB(1, . . . ,N) (2.1)
where, V 1B is the water monomer energy, and VnB are the n-body (nB) interactions defined
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recursively as
V nB(1, . . . ,n) = En(1, . . . ,n)−∑
i
V 1B(i)−∑
i< j
V 2B(i, j)− . . .
− ∑
i< j<···<n−1
V (n-1)B(i, j, . . . ,(n−1))
(2.2)
Since Eq. 2.1 converges quickly for nonmetallic systems, the MBE provides a rigorous and
efficient framework for the development of full-dimensional PEFs in which the low-order
interaction terms can be accurately determined using correlated electronic structure methods
(e.g., coupled cluster level of theory including single, double, and perturbative triple excitations,
CCSD(T), the current “gold standard” for chemical accuracy) and higher-order terms can be
effectively represented by many-body induction. In this study, we introduce MB-nrg PEFs for
alkali metal ion-water interactions with a specific focus on the 2B M+(H2O) term, where M+=
Li+, Na+, K+, Rb+, and Cs+. The article is organized as follows: Section 3.2 describes the
theoretical and computational details associated with the development of the MB-nrg PEFs. The
accuracy of the MB-nrg 2B term is assessed in Section 3 through the analysis of the interaction
energies, structures, and harmonic frequencies of M+(H2O) dimers. A summary highlighting
the main findings and discussing future directions is given in Section 4.
2.2 Theoretical and Computational Methodology
2.2.1 Electronic structure calculations
Depending on the specific alkali metal ion, all 2B energies for the M+(H2O) dimers
were calculated using either coupled cluster theory with single, double and perturbative triple
excitations, CCSD(T), or explicitly correlated CCSD(T)-F12b theory.130,131 All of the reference
energy calculations were performed at the complete basis set (CBS) limit, which was achieved
via a two-point extrapolation132,133 between the values obtained with the correlation-consistent
polarized valence triple zeta (aug-cc-pVTZ for H,O, and cc-pwCVTZ for the metal ions) and
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quadruple zeta (aug-cc-pVQZ for H,O, and cc-pwCVQZ for the metal ions) basis sets.134–137 As
described in references 133 and 132, the Hartree–Fock energy, the correlation energy and the
triples contribution were extrapolated separately for Li+(H2O) and Na+(H2O), where CCSD(T)-
F12b. For K+(H2O), Rb+(H2O), and Cs+(H2O), the Hartree–Fock energy and the correlation
energy were extrapolated separately. The reference frequency calculations were obtained with
CCSD(T)(-F12b) in conjunction with the aug-cc-pVTZ basis set for H and O, and the cc-
pwCVTZ basis set for the metal ions. The reference optimized geometries and energies were
obtained with CCSD(T)(-F12b), using aug-cc-pVTZ for H and O, cc-pwCVTZ for the metal
ions, and a gradient convergence of 10−6 a.u., with a subsequent single point calculation to
obtain the CCSD(T)/CBS interaction energy of this structure.
Effective core potentials (ECPs) were used for K+ (ECP10MDF), Rb+ (ECP28MDF),
and Cs+ (ECP46MDF).176 The dipole polarizability of each ion was computed at the CCSD(T)
level of theory using the cc-pwCV5Z basis set following the methodology described in Ref. 143.
The polarizability values obtained for Li+, Na+, K+, Rb+, and Cs+ are 0.0285 A˚3, 0.1476 A˚3,
0.8184 A˚3, 1.3614 A˚3, and 2.3660 A˚3, respectively, in agreement with other theoretical estimates
previously reported in the literature.144,145 All CCSD(T), CCSD(T)-F12b, and second order
Møller-Plesset perturbation theory (MP2) calculations of interaction energies and harmonic
frequencies were performed with MOLPRO, version 2015.1.140 Density functional theory (DFT)
calculations of interaction energies and harmonic vibrational frequencies were carried out with
Gaussian 09152 and the aug-cc-pVQZ basis set for all functionals except revPBE, revPBE0, and
ωB97M-V177, for which Q-Chem 5.0178 was used. The Q-Chem calculations were performed
with the aug-cc-pVQZ basis set and an integration grid consisting of 99 radial shells with 590
angular points per shell, (99,590).
2.2.2 Force field calculations
M+(H2O) dimer interaction energies and harmonic vibrational frequencies were com-
puted using previously reported classical polarizable forcefields for comparison. The AMOEBA
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calculations were performed with version 6.3 of the TINKER package,153,154 using the AMOEBA
2009 force field, which includes the 2003 parameterizations for both water179 and alkali metal
ions.124 The TTM-nrg (for “Thole-type model energy”) calculations were performed using
in-house software. The original TTM-nrg parameters reported in Ref. 107 were used for Li+
and Na+. However, since higher accuracy CCSD(T)/CBS reference data for K+, Rb+, and Cs+
were obtained as part of this study using the cc-pwCVTZ and cc-pwCVQZ basis sets, improved
TTM-nrg parameters were derived for these ions and used in all comparisons.
2.2.3 MB-nrg functional form
As discussed in Ref. 106, all water properties (i.e., monomer distortion, dipole moment,
and polarizability, as well as water-water intermolecular interactions) are described by the MB-
pol potential,87–89 since it has been shown to accurately reproduce structural, thermodynamic,
dynamical, and spectroscopic properties of water from the gas to the condensed phase.99,100,129
Following MB-pol, the interactions between individual ions and water are described through
the MBE in Eq. 2.1 and include explicit 2B (ion-water) and 3B (ion-water-water) terms, with
all higher-order interactions being implicitly taken into account through many-body induction.
The 2B term of the MB-nrg potentials, which is the focus of the present study, includes three
contributions:
V 2B(H2O−M+) =V 2Bshort(H2O−M+)+V 2BTTM(H2O−M+)+V 2Bdisp(H2O−M+) (2.3)
The electrostatic term (V 2BTTM) is a modified version of the extended Thole-type model (TTM)
introduced in the TTM4-F water potential,102 in which the CCSD(T) dipole polarizabilities of
the alkali metal ions reported in Section 2.2.1 are used to describe the ion-water induction energy.
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The dispersion energy V 2Bdisp is represented as
V 2Bdisp(H2O−M+) =− f6(DHM6 ,RH1M)CHM6
1
R6H1M
− f6(DHM6 ,RH2M)CHM6
1
R6H2M
− f6(DOM6 ,ROM)COM6
1
R6OM
(2.4)
where
fn(D6R) = 1− exp(−D6R)
n
∑
k=0
D6R
k!
(2.5)
is the Tang-Toennies damping function.158 The C6 dispersion coefficients were calculated using
the exchange-hole dipole model (XDM) developed by Becke and Johnson.146 The XDM analysis
was performed with the Postg software,147,148 using the wavefunction file obtained from Gaussian
09152 calculations performed with the LC-ωPBE149–151 functional and the aug-cc-pV5Z basis
set for H and O, and the cc-pwCV5Z basis set for all M+ ions.
In the MB-nrg energy expression, the classical electrostatic (V 2BTTM) and dispersion (V
2B
disp)
contributions are supplemented by a short-range term (V 2Bshort) that effectively recovers quantum-
mechanical effects associated with the overlap of the monomer electron densities (e.g., charge
transfer, charge penetration, and Pauli repulsion). V 2Bshort is described by a permutationally
invariant polynomial104 that is smoothly switched to zero for O–M+ distances larger than a
predefined cutoff value
V 2Bshort(H2O−M+) = s2
(
ROM−Ri
Ro−Ri
)
Vpoly (2.6)
Here, s2(x) is a switching function defined as
s2(x) =

1 if x < 0
1+ x2(2x−3) if 0≤ x < 1
0 if 1≤ x
(2.7)
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Table 2.1. Distances and the corresponding variables entering the short range part of the potential,
Vpoly.
d1 H1 H2 ξ1 = e−kHHintra(d1−dHHintra)
d2 O H1 ξ2 = e−kOHintra(d2−dOHintra)
d3 O H2 ξ3 = e−kOHintra(d3−dOHintra)
d4 M H1 ξ4 = e−kMHcoul(d4−dMHcoul)/d4
d5 M H2 ξ5 = e−kMHcoul(d5−dMHcoul)/d5
d6 M O ξ6 = e−kMOcoul(d6−dMOcoul)/d6
d7 M L1 ξ7 = e−kML(d7−dML)
d8 M L2 ξ8 = e−kML(d8−dML)
The inner and outer cutoff radii (Ri and Ro, respectively) of Eq. 2.6 were chosen based
on the one-dimensional scans of each M+(H2O) dimer. Ri corresponds to the O–M+ distance
at which the total and electrostatic energy differ by 0.01 kcal/mol or less, and Ro = Ri + 1 A˚.
Following these criteria, the cutoffs were set to 5.0 A˚ and 6.0 A˚ for Li+, 5.5 A˚ and 6.5 A˚ for Na+,
and 6.0 A˚ and 7.0 A˚ for K+, Rb+ and Cs+. The permutationally invariant polynomial (Vpoly)
is a function of all distances that involve physical atoms H, O and M+, as well as the oxygen
lone-pair sites (L1 and L2) defined in MB-pol.87 All distances dn=1−8 entering the expression of
Vpoly are listed in Table 2.1 along with the corresponding variables.
Vpoly is a function of two different types of variables, intramolecular (ξ1,ξ2,ξ3) and
intermolecular Coulomb-type (ξ4,ξ5,ξ6,ξ7,ξ8) variables, with the permutational invariance
imposed with respect to permutations of equivalent sites within the same water molecule (i.e. H1,
H2). A total of 429 symmetrized monomials form Vpoly: 3 first-degree monomials formed from
all intermolecular variables (ξ4,ξ5,ξ6,ξ7,ξ8), 15 symmetrized second-degree monomials with at
most a linear dependence on intramolecular variables, 49 symmetrized third-degree monomials,
119 symmetrized fourth-degree monomials, 243 symmetrized fifth-degree monomials. Vpoly thus
contains 429 linear fitting parameters (ci), and 10 nonlinear fitting parameters, kHHintra , kOHintra ,
kXHcoul , kXOcoul , kXL, dHHintra , dOHintra , dMHcoul , dMOcoul , dML. The nonlinear parameters γ‖ and γ⊥
were set to the same values as in MB-pol, while the dispersion damping coefficients DOX6 and
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DHX6 were set at the same values as in the TTM-nrg models.
107 This ensures that the underlying
classical representation of alkali metal ion-water interactions is the same in both TTM-nrg and
MB-nrg PEFs, with the only differences between the two models being in the description of
short-range interactions.
2.2.4 Training sets
The final training sets for the MB-nrg PEFs were generated from a uniform spherical
grid of ion positions around a water molecule, including ion-water separations between 1.6 A˚ to
8 A˚ . For each position of the ion, different configurations of the water molecule were included.
The distortions were obtained by uniformly elongating or shortening one or both O–H bonds,
together with a change in the angle, including distortions up to 60 kcal/mol. The original
grid, containing approximately 2.7 million configurations, was screened using the RMSD of
the distances between all atoms and the center of mass of the M+(H2O) dimer as similarity
criteria. If the RMSD between two dimers was smaller than a threshold value (TV ), the two
configurations were considered equivalent and the second one was removed. In the screening
process, the specific value of TV varied as a function of the distance between the ion and the
oxygen atom of the water molecule, according to
TV =
1.0
1.0+ e0.6(kr−d)
+0.005 (2.8)
where
d = min(dO1M1,dO2M2) (2.9)
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and
kr =

k1 if min(IE1, IE2)≤ Emin2
k2 if min(IE1, IE2)≤ Emin4
k3 if min(IE1, IE2)≤ 0.0
k4 if min(IE1, IE2)≤ Emin+∆E
k5 if min(IE1, IE2)> Emin+∆E
(2.10)
Here, IEi is the 2B energy of the ith M+(H2O) dimer calculated with the corresponding TTM-nrg
PEF107, and Emin is the 2B energy of the minimum energy configuration M+(H2O) dimer. After
careful investigation, k1, k2, k3, k4, and k5 were set to 10, 9, 8, 7, and 6 for Li+(H2O); 11.5,
10.5, 9.5, 8, and 7 for Na+(H2O); 12, 11, 10, 9, and 8 for K+(H2O); 13, 12, 11, 10, and 8 for
Rb+(H2O); and 13.5, 12.5, 11.5, 10.5, and 9 for Cs+(H2O), respectively, to obtain training sets
of roughly 15,000 configurations for each alkali metal ion-water dimer. ∆E was set to the same
value as in the TTM-nrg potentials.107 These initial grids were further refined to give a more
uniform distribution of dimer configurations at both short and long range.
2.2.5 Fitting procedure
Adopting the same fitting protocol established for MB-pol87,88 and the halide-water
MB-nrg PEFs,106 the linear and nonlinear parameters of the MB-nrg PEFs were optimized with
singular value decomposition and the simplex algorithm, respectively, through the minimization
of the regularized weighted sum of squared deviations calculated for the corresponding training
set (S), commonly known as Tikhonov regularization or ridge regression,180
χ2 = ∑
n∈S
wn[V model2 (n)−V ref2 (n)]2+Γ2
429
∑
i=1
c2i (2.11)
where, the weights, wn, were set to emphasize dimers with lower total energy according to
w(Ei) =
{
∆E
Ei−Emin+∆E
}2
(2.12)
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Here, ∆E is a parameter used to favorably weight low-energy configurations, and was chosen
such that configurations with Ei > 20 kcal/mol have weights w(Ei) ≤ 0.25. Specifically, ∆E
was set to 50 kcal/mol for Li+(H2O), 40 kcal/mol for Na+(H2O), K+(H2O), and Rb+(H2O),
and 30 kcal/mol for Cs+(H2O). The regularization parameter, Γ, was set to 5×10−4 in order
to reduce the variation of the linear parameters without spoiling the overall accuracy of the
fits. Figure 2.1 shows the correlation plots for the test sets, which consist of roughly 400 dimer
configurations with 2B energies between -40 to 50 kcal/mol. For all five dimers, the MB-nrg
PEFs accurately reproduce the CCSD(T) reference energies. The RMSDs of the test sets are
0.23 kcal/mol, 0.09 kcal/mol, 0.14 kcal/mol, 0.05 kcal/mol, and 0.05 kcal/mol for Li+(H2O),
Na+(H2O), K+(H2O), Rb+(H2O), and Cs+(H2O), respectively.
2.3 Results
2.3.1 Validation of the MB-nrg PEFs
The MB-nrg minimum energy structures of each M+(H2O) dimer are shown in Figure
2.2, and the associated 2B energies (i.e., interaction energies) are compared in Table 2.2 with
the corresponding values calculated using both polarizable force fields and correlated electronic
structure methods. While the MB-nrg PEFs quantitatively reproduce the CCSD(T) reference data,
providing higher accuracy than MP2, both TTM-nrg and AMOEBA significantly underestimate
(up to ∼1.5 kcal/mol) the interaction energies of all dimers.
To assess the accuracy of the MB-nrg PEFs for molecular configurations far from
the corresponding minimum-energy structures, the interaction energies calculated along one-
dimensional radial scans for different orientations of the M+ ions relative to a water molecule
lying on the xy-plane are shown in Figure 2.3. In these calculations, the water molecule was
kept in the vibrationally averaged geometry,142 with the oxygen atom defining the origin of the
coordinate frame. The ion position is defined by the distance R from O, and the polar (θ ) and
azimuthal (φ ) angles. Although none of these configurations were included in the training sets,
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Figure 2.1. Correlation plots of the test set for the 2B energy for M+(H2O) (M+ = Li+, Na+,
K+, Rb+, Cs+) dimers. The CCSD(T)-F12b/CBS 2B energies are plotted on the x-axis, and the
corresponding 2B energies calculated with the MB-nrg potentials are plotted on the y-axis. Each
one of the five test sets contains roughly 400 configurations.
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Figure 2.2. Minimum energy geometries for the M+(H2O) dimers optimized with the MB-nrg
potentials. a) Li+(H2O), b) Na+(H2O), c) K+(H2O), d) Rb+(H2O), and e) Cs+(H2O).
Table 2.2. Comparison between the 2B energies (in kcal/mol) for the optimized structures at the
CCSD(T)(-F12b) level of theory for all M+(H2O) dimers, calculated using the MB-nrg potentials
and the corresponding values obtained at the CCSD(T)(-F12b) and MP2 levels of theory, as well
as using the AMOEBA and TTM-nrg force fields.
Method/Model Li+(H2O) Na+(H2O) K+(H2O) Rb+(H2O) Cs+(H2O)
AMOEBA63 -33.32 -23.43 -17.65 -13.95 -12.64
TTM-nrg107 -35.29 -24.91 -17.01 -14.84 -12.75
MP2 -34.51 -23.99 -18.09 -16.31 -14.51
CCSD(T)-F12/CBS -34.80 -24.18 -18.03 -16.17 -14.43
MB-nrg -34.79 -24.20 -18.03 -16.18 -14.42
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the MB-nrg PEFs (solid lines) correctly reproduce the CCSD(T)(-F12)/CBS values (dotted lines)
at all ion-water separations and orientations for all M+(H2O) dimers.
An additional test for the accuracy of the MB-nrg PEFs is represented by the analysis of
the potential energy angular profiles (PEAPs) along φ shown in Figure 2.4 for each M+(H2O)
dimer, which directly probe the ability of different models to describe the anisotropy of the
underlying potential energy surfaces. As for the radial scans, the water molecule was kept in the
vibrationally averaged geometry and R was set to 1.83 A˚, 2.21 A˚, 2.59 A˚, 2.75 A˚, and 2.94 A˚ for
M+ = Li+, Na+, K+, Rb+, and Cs+, respectively, which corresponds to the equilibrium distances
within each M+(H2O) dimer for θ = 0o. Independent of M+, the MB-nrg PEFs quantitatively
reproduce the CCSD(T)(-F12)/CBS data at all orientations. By contrast, the TTM-nrg PEFs
clearly display some deficiencies in predicting the correct energies of the transition states at
θ ∼ 60o, with the deviations from the reference data becoming smaller as the ion size increases,
i.e., as the ion-water interactions become more classical-like. Similar behavior was exhibited by
the AMOEBA force field in Ref. 107, which reinforces the notion that purely classical PEFs are
not capable of correctly reproducing short-range interactions where quantum-mechanical effects
(e.g., charge transfer, charge penetration, and Pauli repulsion) due to the overlap of the monomer
densities are significant.
2.3.2 Comparisons with DFT
A systematic comparison between the MB-nrg PEFs and different DFT models, with
and without the D3 empirical dispersion correction,170 is presented in this section. The analysis
includes results for the energetics and harmonic frequencies calculated with GGA functionals
(BLYP162,163, BLYP-D3, PBE164, PBE-D3, revPBE181, revPBE-D3), meta-GGA functionals
(TPSS165, TPSS-D3), hybrid GGA functionals (PBE0166, PBE0-D3, revPBE0166,181, revPBE0-
D3, B3LYP162,163,167, B3LYP-D3), and range-separated hybrid functionals (LC-ωPBE149–151,
LC-ωPBE-D3, ωB97X168, ωB97XD169, ωB97M-V177).
For each M+(H2O) dimer, the test set contains∼400 CCSD(T)-F12b dimer configurations
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Figure 2.3. Radial scans of the M+(H2O) (M+ = Li+, Na+, K+, Rb+, Cs+) dimer PESs. The
distance between M+ and O is plotted on the x-axis, and the 2B energies are plotted on the y-axis.
The symbols correspond to the CCSD(T)-F12b/CBS values, while MB-nrg energies are shown
with solid lines. The different orientations, θ , φ , of M+ relative to H2O are given within the
parentheses, and the bottom right panel shows the reference frame.
with M+–O distances between 1.0 A˚ to 8.0 A˚ and interaction energies up to 50 kcal/mol. For
these test sets, the MB-nrg RMSDs for the M+(H2O) dimers are 0.231 kcal/mol, 0.093 kcal/mol,
0.143 kcal/mol, 0.051 kcal/mol, and 0.051 kcal/mol, for M+ = Li+, Na+, K+, Rb+, and Cs+,
respectively. A comparison of the RMSDs associated with the different models is shown in
Figure 2.5, while an analysis of the RMDs as a function of the threshold in the interaction
energies and basis sets is presented in the Supplementary Material.
As expected, larger RMSD values are associated with GGA functionals than meta-GGA
and hybrid functionals. Interestingly, it appears that the addition of a dispersion correction has
either a negative or negligible effect on the performance of all functionals, resulting in larger
RMSD values in most cases. Among all functionals considered in this study, ωB97M-V performs
best on average, and is the only density functional with RMSDs of less than 0.3 kcal/mol for
all five dimers. PBE0 performs second best, and affords RMSDs under 0.3 kcal/mol for all of
the dimers except Li+(H2O). As noted in previous studies , the accuracy of PBE0 deteriorates
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Figure 2.4. Potential energy angular profiles for M+(H2O) (M+ = Li+, Na+, K+, Rb+, Cs+)
calculated as a function of φ for θ = 90◦, as shown in the top right scheme, and R equal to
the minimum energy distance of each dimer, with the water molecule fixed at its vibrationally
averaged geometry. The symbols correspond to the CCSD(T)-F12b/CBS values. The MB-nrg
energies are shown in the left panels as solid lines, and the corresponding TTM-nrg are shown as
dashed lines in the right panels.
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(by nearly a factor of two) upon addition of the dispersion correction (e.g., see Ref. 90). The
two range-separated functionals without dispersion corrections display opposite behavior for
different ions: LC-ωPBE performs well for the smaller cations (Li+ and Na+) but not for the
larger cations (K+, Rb+, and Cs+), while the reverse is true for ωB97X. It has recently been
argued that revPBE and revPBE0 provide a reliable description of aqueous solutions.182–185 The
present analysis of fundamental 2B interactions, however, demonstrates that both functionals
actually perform worse than the original PBE and PBE0 functionals for most of the M+(H2O)
dimers. Finally, the most recent ωB97M-V functional improves by more than a factor of two
upon the related ωB97X-D functional for all the cations. For all M+(H2O) dimers, the MB-nrg
PEFs are always associated with the lowest RMSDs, which, as mentioned above, is effectively
uniform and independent of the alkali metal ion.
Two general observations can be made from the analysis of Figure 2.5. First, for any
given functional, the RMSD increases upon inclusion of the D3 empirical dispersion correction,
and second, the performance of each functional varies in an unpredictable way with the nature
of the cation, with the exception of ωB97M-V, which gives uniform RMSD values for the five
alkali metal ions.
Direct insights into the overall shape of each M+(H2O) PES can be obtained from the
analysis of the corresponding vibrational frequencies. Figure 2.6 shows the deviations of the
harmonic frequencies of the water bend, and symmetric and asymmetric stretches calculated with
both DFT models and MB-nrg PEFs relative to the CCSD(T)(-F12b) reference values. Contrary
to what was found for the interaction energies, the inclusion of the D3 dispersion correction has
a minimal effect on the vibrational motion of the water molecule. All functionals predict lower
harmonic frequencies, with redshifts up to∼60 cm−1, for the bending vibration. Different behav-
ior is instead found for both symmetric and asymmetric stretches, with all GGA and meta-GGA
functionals presented in this analysis predicting significantly lower frequencies, with redshifts up
to∼150 cm−1, and all hybrid functionals predicting higher harmonic frequencies, with blueshifts
up to ∼80 cm−1, with the exception of ωB97M-V, which predicts a slightly redshifted frequency
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Figure 2.5. RMSDs associated with the 2B energies of the test set with respect to CCSD(T)-
F12b/CBS for various DFT models and the MB-nrg potentials.
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Figure 2.6. Histograms showing the deviations in the a) bending, b) symmetric stretch, and c)
asymmetric stretch of the water molecule, in the optimized geometry of each M+(H2O) dimer
(M+ = Li+, Na+, K+, Rb+, Cs+), using different density functional methods and the MB-nrg
potentials from the CCSD(T)(-F12b) normal modes.
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for the symmetric and asymmetric stretches in the Li+(H2O) and Na+(H2O) dimers. The primary
exception to this trend is the hybrid B3LYP-D3 functional that underestimates both harmonic
frequencies by ∼20 cm−1. While revPBE0, B3LYP, and PBE0 provide a consistently reasonable
description of the vibrational frequencies of the water molecule in the five M+(H2O) dimers,
ωB97M-V appears to provide, overall, the closest agreement with the CCSD(T)(-F12b) reference
values among all functionals considered in this study, independent of the cation being studied.
Interestingly, while ωB97X-D is one of the better functionals for reproducing the harmonic
frequency of the bending vibrations, it significantly overestimates both stretching vibrations.
As for the interaction energies, the analysis of the harmonic frequencies in Figure 2.6
demonstrates that the performance of most functionals is particularly sensitive to the nature of
the alkali metal ion. On the other hand, independent of the identity of M+, the MB-nrg PEFs
accurately reproduce the coupled cluster reference values, with the deviations never being larger
than 10 cm−1 for the bending and 20 cm−1 for the stretching vibrations.
2.4 Conclusions
In this study, we have introduced the two-body term (V 2B) of the MB-nrg PEFs describing
the interactions between alkali metal ions and water. By construction, V 2B represents the full-
dimensional potential energy surface of each M+(H2O) dimer, where M+ = Li+, Na+, K+, Rb+,
and Cs+. Building upon our previous studies on many-body effects in water87–89 and halide-water
systems,106 V2B is derived entirely from high-level electronic structure data and represented by
combining a permutationally invariant polynomial at short range with an underlying classical
description of many-body electrostatic and two-body dispersion interactions at all intermolecular
separations. As described in Ref. 106, all water-water interactions in the MB-nrg PEFs are
represented by the many-body MB-pol PEF that accurately predicts structural, thermodynamic,
dynamical, and spectroscopic properties of water from the gas to the condensed phase.90,100
The accuracy of the 2B term of alkali metal ion-water MB-nrg PEFs has been assessed
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through extensive analysis of both interaction energies and harmonic frequencies for all five
M+(H2O) dimers. Comparisons with different ab initio methods (i.e., coupled cluster, MP2, and
several DFT models) and polarizable force fields (i.e., AMOEBA and TTM-nrg) demonstrate
that the MB-nrg PEFs provide, in all cases, the highest accuracy, quantitatively reproducing the
corresponding coupled cluster reference values. This analysis also shows that the addition of
dispersion corrections to popular DFT models tends to have a negative effect on the energetics,
while leaving the harmonic frequencies effectively unchanged. Although the magnitude of
the DFT deviations from the reference values varies depending on the M+(H2O) dimer, the
range-separated hybrid ωB97M-V functional overall displays the best performance among all
the functionals considered in this study for both interaction energies and harmonic frequencies.
On the other hand, both the AMOEBA and TTM-nrg polarizable force fields exhibit noticeable
limitations, especially at short-range, as they are not able to correctly represent quantum-
mechanical effects (e.g., charge transfer and penetration, and Pauli repulsion) arising from the
overlap of the monomer electron densities.
2.5 Supplementary Material
New TTM-nrg parameterization using CCSD(T)/CBS with correlation consistent basis
sets as reference. Frequency values for optimized H2O molecules using all functionals described
in Section 2.3.2. Frequency values for optimized M+(H2O) dimers, where M+ = Li+, Na+, K+,
Rb+, Cs+, using all functionals described in Section 2.3.2. Configurations of the optimized
dimers using all the above methods.
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Chapter 3
Isomeric Equilibria, Nuclear Quan-
tum Effects, and Vibrational Spectra of
M+(H2O)n=1−3 Clusters, with M = Li, Na,
K, Rb, and Cs, Through Many-Body Rep-
resentations
3.1 Introduction
Determining the driving forces and molecular mechanisms that regulate ion hydration
is key to the microscopic understanding of fundamental processes that take place in aqueous
clusters, solutions, and interfaces. For example, charged species are often found as intermediates
in chemical reactions and catalytic processes.186,187 In biochemistry, ions play a central role in the
stabilization of biomolecules188–190 as well as in mediating protein-protein interactions,191,192
intracellular signal transduction,3,4 and enzyme and nucleic acid catalysis.193–196 Ionic clusters
carry electric currents and are involved in the formation and evolution of aerosol particles in
the atmosphere,5,6 while ionic solutions are central to many devices such as electrolytic cells,
capacitors, and batteries.7
The stabilization of individual ions in solution results from the interplay of energetic
contributions associated with ion-solvent and ion-ion interactions, and entropic contributions
associated with solvent reorganization required to accommodate the charged species. Given the
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central role played by electrolyte solutions in different fields of science and engineering, it is not
surprising that much experimental and theoretical work has been and continues to be devoted to
the development of a molecular-level understanding of ion hydration.18,22,59,197 Although the
presence of ions is expected to induce changes in the properties of the water hydrogen-bond
(HB) network, the precise determination of the extent to which these changes affect structural,
thermodynamic, and dynamical properties of aqueous clusters and solutions remains elusive.198
A quantitative description of ion hydration is tightly connected to the ability of accurately
representing both water-water and ion-water interactions. In this context, computer simulations
that rely either on (empirical) force fields (FFs)23,59–65 or ab initio22,59,111 models based on
density functional theory (DFT) provide a promising route for investigating structural, thermo-
dynamic, and dynamical properties of hydrated ions. Several FFs describing the interactions
of various ions with water have been reported in the literature and used, with different degrees
of success, in molecular dynamics (MD) simulations of ions in water.60,63,64,68,112–119 Most of
these FFs treat the water molecules as rigid, which precludes comparisons with experimental
vibrational spectra that directly probe the local hydration structure of ions from small gas-phase
clusters to solutions.120–123 On the other hand, while DFT models should, in principle, provide a
parameter-free description of all molecular properties, intrinsic limitations in existing exchange-
correlation functionals effectively prevent from achieving chemical and spectroscopic accuracy
in ab initio MD simulations of ions in water.199
The prospect for realistic computer simulations of aqueous systems has gained re-
newed hope90 with the advent of accurate potential energy functions (PEFs) for water, such
as CC-pol,80–82 WHBB,77,83,84 HBB2-pol,85,86 and MB-pol,87–89 rigorously derived from the
many-body expansion (MBE) of the underlying interaction energies.91 Not relying on empirical
parameterizations, these many-body PEFs allow for actual “predictions” rather than “reproduc-
tions” of experimentally measurable quantities.100 Among existing many-body PEFs, MB-pol
has been shown to correctly predict the vibration-rotation tunneling spectrum of the water
dimer,200 the energetics, quantum equilibria, and infrared spectra of small clusters,88,172,173,201
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the structural, thermodynamic, and dynamical properties of liquid water,89,99 the energetics of
different ice phases,175 infrared and Raman spectra of liquid water,129,202,203 the sum-frequency
generation spectrum of the air/water interface at ambient conditions,174 the infrared and Raman
spectra of ice Ih.204 More recently, molecular configurations extracted from classical and path-
integral molecular dynamics simulations with MB-pol have been used to determine the electronic
band gap of liquid water, both in the bulk and at the air/water interface, through many-body
perturbation theory calculations205
Building upon the accuracy of MB-pol for water, many-body PEFs (called MB-nrg for
“many-body energy”) have recently been introduced to describe halide-water and alkali metal
ion-water interactions.106,206 Derived entirely from electronic structure data obtained at the
coupled cluster level with single, double, and perturbative triple excitations, i.e., CCSD(T), the
current gold standard for chemical accuracy, these MB-nrg PEFs have been shown to outperform
both more advanced, polarizable FFs and existing DFT models in the description of the lower-
order, two-body (2B) contributions to the corresponding interaction energies.106,206 Higher order
ion-water contributions, at all molecular separations, are taken into account through classical
many-body polarization, but not explicitly corrected to reproduce CCSD(T) reference data.
Subtle higher-order electronic quantum-mechanical effects (e.g., charge transfer and penetration,
and exchange-repulsion), especially at the three-body (3B) level, may be important as suggested
in Ref. 207 based on a spectroscopic analysis of small Na+(H2O)n clusters. It should be noted
that, compared to the PEF employed in Ref. 207 in which ion-water and water-water interactions
are truncated at the 2B and 3B levels, respectively, the MB-nrg PEFs used in the present study
include all many-body contributions to both ion-water and water-water interactions. When
employed in full-dimensional quantum calculations for X−(H2O) and X−(D2O) dimers, with
X = F, Cl, Br, and I, the MB-nrg PEFs predict vibrational spectra in close agreement with the
available experimental data, correctly reproducing anharmonic, nuclear quantum effects, and
tunneling splittings.208
Along the path connecting ion-water dimers to electrolyte solutions, ion-water clusters
53
in the gas phase play an important role for understanding ion hydration since, due to their
relatively small sizes, they are still amenable to high-level electronic structure calculations while,
at the same time, they can be studied experimentally using high-resolution vibrational spec-
troscopy.209,210 Continuing our systematic efforts aimed at developing an accurate, molecular-
level description of hydration phenomena in different environments and under different thermo-
dynamic conditions, in this study, we investigate the structure, and the temperature-dependent
isomeric equilibria and vibrational spectra of M+(H2O)n clusters with M = Li, Na, K, Rb, and
Cs, and n = 1-3, at both classical and quantum levels using the MB-nrg PEFs of Ref. 206.
The hydration of alkali metal ions has been extensively studied both experimentally211 and
theoretically.212–214 However, there is not yet a clear consensus between theory and experiments
on the hydration structure of these ions in solution.215 Particularly relevant to our analysis are
the infrared photodissociation spectra reported in Refs. 120,122,216–218 and the theoretical
studies of Refs. 215,219–222.
3.2 Computatiosnal Details
Following the same theoretical/computational approach used for neutral water clus-
ters,87,201,223 thermodynamic equilibria between different isomers of M+(H2O)n clusters, with
n = 2 and 3, and M = Li, Na, K, Rb, and Cs, were characterized at both classical and quantum
levels using replica exchange molecular dynamics (REMD) and replica exchange path-integral
molecular dynamics (REPIMD), respectively. Both REMD and REPIMD simulations were
carried out with the MB-nrg PEFs introduced in Ref. 206 using 64 replicas between 10 K and
200 K, except for Li+(H2O)2 for which the temperatures ranged from 10 K to 250 K, and
for Li+(H2O)3 and Na+(H2O)3 for which the temperatures ranged from 10 K to 350 K. In
both REMD and REPIMD simulations, the replicas were distributed according to a geometric
temperature progression, which helps ensure efficient exchange between different replicas at
both low and high temperature.
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In the REPIMD simulations, which provide numerically exact, quantum equilibrium
distributions of the different isomers of each M+(H2O)n cluster, each atom was represented by a
Feynman’s ring polymer with P = 64 beads.73 After 1 ns of equilibration, classical and quantum
equilibrium distributions of the different isomers were obtained from 9 ns of REMD and 3 ns of
REPIMD simulations, respectively, with a timestep of 0.2 fs. Instantaneous configurations for the
M+(H2O)n clusters were extracted every 2 ps from each replica along the REMD simulations and
quenched to identify possible isomers through geometry optimizations carried out by combining
linear search and conjugate gradient methods, with a threshold of 10−8 kcal mol−1A˚−1 for the
gradients.224
To characterize how the presence of different alkali metal ions affect the spatial arrange-
ments and HB network of the solvating water molecules, (anharmonic) infrared spectra of all
isomers were calculated by combining the local-mode75,76 and local-monomer77 (LM) methods
as described in Ref. 201 and briefly summarized here. First, the Hessian matrix for the optimized
structure of each isomer was calculated from finite differentiation of the analytic gradients of
the MB-nrg PEFs. The local modes of each cluster were obtained using a frequency window of
500 cm−1 and a distance-based (Boys) localization criterion. Among the highest 3N frequencies,
where N is the number of water molecules in the cluster, three local modes were assigned to each
water molecule. The intensity of each mode was obtained by computing the dipole surface using
the MB-nrg PEFs for the whole cluster, after being centered at the center of mass and oriented
along the principal axis. For reference, harmonic spectra were also calculated to quantify the im-
portance of nuclear quantum effects and anharmonicity (see Supporting Information). Harmonic
frequencies obtained for both symmetric and asymmetric stretches of the water molecules were
found to be blueshifted by∼190 cm−1 and 150 cm−1 relative to the corresponding LM values, re-
spectively. These differences suggest that some caution should be used in comparing vibrational
spectra obtained from classical MD simulations of ions in aqueous clusters and solutions with
the corresponding experimental data, since, neglecting nuclear quantum effects, MD simulations
significantly underestimate the anharmonicity of the underlying Born-Oppenheimer potential
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energy surface and, therefore, effectively provide harmonic vibrational spectra. Temperature
dependent IR spectra of each M+(H2O)n cluster were calculated as weighted combinations of
the individual IR spectra of the different isomers, with weights corresponding to the isomer
fractions as predicted by the REPIMD simulations. It should be noted that, by construction, these
temperature-dependent IR spectra are thus approximations to the actual spectra, neglecting both
homogeneous and inhomogeneous broadening, and dynamical effects.
3.3 Results and Discussion
Low-lying isomers of all M+(H2O)n clusters with n = 1− 3 are shown in Figure 3.1.
Each isomer is labeled with the acronym Ml(n), where M = L, N, K, R, and C correspond to
Li+, Na+, K+, Rb+ and Cs+, respectively, l indicates the rank in increasing binding energy (i.e.,
l = 1 indicates the minimum-energy structure), and n is the number of water molecules in the
cluster.
3.3.1 M+(H2O) clusters
Given both anisotropy and strength of alkali metal ion - water interactions, only one low-
lying isomer was identified for each M+(H2O) dimer. Since these dimers have been characterized
in Ref. 206 through extensive comparisons of MB-nrg with CCSD(T) and DFT calculations, we
will briefly summarize here their main features that will serve as a reference for analyzing the
evolution of the hydration properties in larger clusters. Figure 3.1 shows that, independent of
the specific ion, all dimers display similar structures, with the ion being located along the HOH
bisector but on the opposite side of the hydrogen atoms. The different chemical nature (e.g., size)
and electronic properties (e.g., charge density) of each alkali metal ion directly correlate with
the variation of the dimer binding energies, which decrease by ∼20 kcal/mol from Li+(H2O) to
Cs+(H2O).
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Figure 3.1. Low-lying isomers of all M+(H2O)n clusters with n = 1−3. Each isomer is labeled
with the acronym Ml(n), where M = L, N, K, R, and C, corresponding to Li+, Na+, K+, Rb+
and Cs+, respectively, l indicates the rank in increasing binding energy (i.e., l = 1 indicates the
minimum-energy structure), and n is the number of water molecules in the cluster. For each
isomer, the MB-nrg binding energy (E) is reported in units of kcal/mol.
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From the analysis of the vibrational frequencies listed in Table 3.1, it is clear that the
different strength of the interaction between a water molecule and each of the five alkali metal ions
translates into different frequency shifts for the water bending and (symmetric and asymmetric)
stretching modes, with Li+ and Cs+ providing the largest and smallest shifts, respectively. This
can be explained by considering that, due to its higher charge density, Li+ is more effective in
drawing electrons from the water molecule which, in turns, weakens the OH bonds and thus shifts
the bending and (symmetric and asymmetric) stretching frequencies more to the blue and the red,
respectively, compared to the other M+ ions. In all cases, the LM vibrational frequencies are in
good agreement with the available experimental values216–218, with deviations ranging from 20
to 40 cm−1, depending on the ion and the mode. These differences may be due to a combination
of different factors. First, as mentioned above, the LM method neglects intermonomer, two-mode
and higher-order anharmonic couplings, which implies that it only provides an approximate
solution to the vibrational Schro¨dinger equation. In this regard, it should be noted that the LM
vibrational frequencies reported in Table 3.1 for a single water molecule differ by∼30 cm−1 from
the corresponding values obtained from fully coupled quantum calculations in Ref. 101 using
the same potential energy surface. Second, the experimental frequencies were obtained from
argon-tagging predissociation spectra measured at low, but undetermined, temperature. Besides
possible thermal effects that are not considered in the calculations, which strictly correspond to
a temperature of 0 K, the effects of Ar-tagging are difficult to quantify. While the interaction
between the argon atom and the M+(H2O) dimer is supposed to be relatively small for water
complexes containing the heavier alkali metal ions, it represents a large fraction of the total
interaction energy of the complex with Li+ and Na+. Finally, although the MB-nrg PEFs
provides an accurate representation of the underlying M+–H2O multidimensional potential
energy surfaces, they are associated with root-mean-square-deviations (RMSDs) on the order
of 0.05 kcal/mol from CCSD(T) reference values, which translates in blueshifts of ∼20 cm−1
for the water vibrations relative to the corresponding CCSD(T) values.206. It should be noted
that, for Na+–H2O, a similar level of accuracy was reported in Ref. 207 from LM calculations
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Table 3.2. Relative ZPE-corrected binding energies (in kcal/mol) calculated for M+(H2O)2
clusters, with M = Li, Na, K, Rb, and Cs, using the MB-nrg PEF. The corresponding binding
energies on the underlying Born-Oppenheimer potential energy surface are shown in Figure 3.1.
Isomer Li+(H2O)2 Na+(H2O)2 K+(H2O)2 Rb+(H2O)2 Cs+(H2O)2
1 0.00 0.00 0.00 0.00 0.89
2 – – – 1.37 0.00
performed with a strictly 2B ion-water PEF.
3.3.2 M+(H2O)2 clusters
As shown in Figure 3.1, the addition of a second water molecule leads to some diversifi-
cation among M+(H2O)2 clusters with different M+ ions. Specifically, while Li+, Na+, and K+
form only one low-lying, linear isomer, with the two water molecules being coordinate through
the oxygen atom at opposite sides of the ion, a second, cyclic isomer exists for both Rb+(H2O)2
and Cs+(H2O)2, in which the two water molecules are hydrogen bonded to each other. As a
result, the vibrational spectra of M+(H2O)2 clusters with M = Li, Na, and K at 0 K show the
same features as those of the corresponding dimers, with the symmetric stretch at ∼3640 cm−1
and the asymmetric stretch at ∼3700 cm−1. Since only one low-lying isomer exists for these
complexes, the IR spectra are predicted to remain effectively unchanged in the temperature range
from 0 K to 200 K examined in this study. In addition, due to the absence of other isomers, only
REMD simulations were carried out for these clusters.
As shown in Figure 3.1, the Born-Oppenheimer energy differences between the two
lowest isomers of Rb+(H2O)2 and Cs+(H2O)2 are 0.41 kcal/mol and 0.24 kcal/mol, respectively.
However, after inclusion of the corresponding zero-point energies (ZPEs) within the harmonic
approximation, Table 3.2 shows that the C2(2) isomer becomes the actual ground state of
Cs+(H2O)2, lying 0.89 kcal/mol below C1(2), while R1(2) remains the lowest-lying isomer of
Rb+(H2O)2, lying 1.37 kcal/mol below R2(2). The different role played by nuclear quantum
effects on the relative stability of Rb+(H2O)2 and Cs+(H2O)2 clusters becomes even more
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Figure 3.2. Left column: Fractions of different isomers of each M+(H2O)2 cluster, with M = Li,
Na, K, Rb, and Cs, calculated using REMD (dashed lines) and REPIMD (solid lines) simulations
as a function of temperature. Middle column: LM anharmonic vibrational spectra calculated for
individual isomers at 0 K and smoothed using Gaussians with standard deviations of 2 cm−1.
Right column: Vibrational spectra calculated for each M+(H2O)2 cluster at 50 K, 100 K, and
200 K as weighted combinations of the individual isomer spectra (middle column), with weights
corresponding to the isomer fractions as predicted by the REPIMD simulations (left column).
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apparent from the analysis of the REMD and REPIMD results shown in Figure 3.2. While the
fractions of R1(2) and R2(2) calculated at both classical and quantum levels are identical at all
temperatures, the REMD simulations predict that C1(2) is the most abundant isomer below 10 K
before sharply decreasing up to ∼40 K and then slowing increasing as the temperature increases.
In contrast, by correctly including nuclear quantum effects, the REPIMD simulations show that
C2(2) is the most stable isomer over the entire temperature range, from 0 K to 200 K.
Since the bent isomer of both Rb+(H2O)2 and Cs+(H2O)2 clusters effectively dominates
at all temperatures, the corresponding IR spectra are very similar to those calculated for the
analogous clusters with Li+, Na+, and K+, displaying two main peaks associated with the
symmetric and asymmetric stretches of the water molecules. Minor spectral features associated
with “cyclic” isomers appear at temperature higher than 100 K. Overall, the calculated spectra
are in agreement with the available experimental data.122,218 However, it should be noted that the
experimental spectra also display minor features above 3750 cm−1 corresponding to ∆K = ±1
rotational subbands of the water asymmetric stretching mode,216 which, by construction, cannot
be reproduced by the LM method. As for Na+(H2O), the present calculations for Na+(H2O)2 in
the ground state are in close agreement with previous theoretical predictions.207.
3.3.3 M+(H2O)3 clusters
The addition of a third water molecule in the hydration shell of M+ ions gives rise to
a more diverse group of low-lying isomers which now includes linear, branched, and cyclic
structures, with and without hydrogen-bonded water molecules. As shown in Figure 3.1, there
are significant structural differences between the minimum-energy configurations of M+(H2O)3
clusters with M+ = Li+ and Na+, and those containing Rb+ and Cs+, with the former correspond-
ing to symmetric, branched configurations with the ion in the center of a triangle that has the
water molecules at the three vertices, and the latter corresponding to rhombic configurations with
the three water molecules and the ion located at the four vertices. Another important structural
difference between M+(H2O)3 clusters containing the lighter (Li+ and Na+) and the heavier
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Table 3.3. Relative ZPE-corrected binding energies (in kcal/mol) calculated for M+(H2O)3
clusters, with M = Li, Na, K, Rb, and Cs, using the MB-nrg PEF. The corresponding binding
energies on the underlying Born-Oppenheimer potential energy surface are shown in Figure 3.1.
Isomer Li+(H2O)3 Na+(H2O)3 K+(H2O)3 Rb+(H2O)3 Cs+(H2O)3
1 0.00 0.00 0.88 0.15 0.00
2 4.28 2.94 0.00 1.31 0.73
3 3.56 3.18 2.40 0.93 1.21
4 – – 1.08 0.00 0.64
5 – – 2.01 – 2.96
(K+, Rb+, and Cs+) ions is the appearance of configurations in which the ion is located on top of
planar, hydrogen-bonded triangular structures formed by the three water molecules. Importantly,
when ZPE contributions are taken into account within the harmonic approximation, Table 3.3
shows that the relative stability of the K+(H2O)3 and Rb+(H2O)3 isomers changes, with the
branched configuration becoming the ground state as seen for Li+(H2O)3 and Na+(H2O)3. The
rhombic structure, C1(3), remains the ground state for Cs+(H2O)3 upon inclusion of the ZPE,
although the branched configuration becomes the second low-lying configuration (see Table 3.3).
These ion-dependent structural differences clearly point to a subtle balance between ion-water
and water-water interactions on the underlying Born-Oppenheimer potential energy surface, and
nuclear quantum effects.
As shown in Figure 3.3, while the relative stabilities of the isomers of both Li+(H2O)3
and Na+(H2O)3 do not change as the temperature increases, with the corresponding minimum-
energy structures being the only observed structures below 200 K, the isomeric equilibria for the
other M+(H2O)3 clusters depend significantly on temperature and display nonnegligible nuclear
quantum effects which, depending on M+, may persist up to temperatures higher than 100 K.
For K+(H2O)3, isomer K2(3) remains the dominant isomer at the quantum mechanical level,
although the fraction of isomer K4(3) increases continuously starting at ∼40 K. Importantly, at
the classical level, isomer K1(3), corresponding to the minimum-energy structure on the Born-
Oppenheimer potential energy surface, disappears quickly between ∼10 K and ∼40 K, while the
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Figure 3.3. Left column: Fractions of different isomers of each M+(H2O)3 cluster, with M = Li,
Na, K, Rb, and Cs, calculated using REMD (dashed lines) and REPIMD (solid lines) simulations
as a function of temperature. Middle column: LM anharmonic vibrational spectra calculated for
individual isomers at 0 K and smoothed using Gaussians with standard deviations of 2 cm−1.
Right column: Vibrational spectra calculated for each M+(H2O)3 cluster at 50 K, 100 K, and
200 K as weighted combinations of the individual isomer spectra (middle column), with weights
corresponding to the isomer fractions as predicted by the REPIMD simulations (left column).
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fraction of isomer K2(3) steeply increases in the same temperature interval. This inversion in
the relative stability of the two lowest-lying isomers can be explained by considering the higher
entropy associated with isomer K2(3), in which all OH bonds of the three water molecules are
free. It should also be noted that the fractions of the different isomers of K+(H2O)3 calculated at
both classical and quantum levels become effectively indistinguishable above ∼40 K.
Nuclear quantum effects clearly play a major role in determining the relative stability
of the different isomers of Rb+(H2O)3 and Cs+(H2O)3. In particular, the minimum-energy
structure, isomer R1(3), of Rb+(H2O)3, which is the most abundant isomer at the classical level
up to ∼80 K, is not present at any temperature when ZPE contributions are taken into account
within the REPIMD formalism. Similarly, the fraction of isomer R2(3), which appears between
∼20 K and ∼40 K in the classical simulations, is negligible over the entire temperature range
in the corresponding REPIMD simulations, which instead predict isomers R4(3) and R3(3)
to be the most stable structures below and above ∼160 K, respectively. The analysis of the
REMD and REPIMD results shows that the crossover from quantum to classical behavior in
Rb+(H2O)3 also takes place at ∼160 K. While both REMD and REPIMD simulations predict
isomer C1(3) to be the most stable structure of Cs+(H2O)3 at low temperature, nuclear quantum
effects modify the relative stability of the other isomers. Specifically, REPIMD simulations
predict isomers C4(3) and C3(3) to become the most stable structures at ∼80 K and ∼150 K,
respectively, with negligible fractions of isomers C2(3) and C5(3) present above ∼100 K. In
contrast, at the classical level, isomer C1(3) remains the dominant structure up to ∼120 K, after
which isomer C3(3) becomes the most stable structure. The REMD simulations also predict
isomer C4(3) to represent a relatively large fraction between ∼120 K and ∼200 K, as well as a
small, but nonnegligible, fraction of isomer C2(3) over the entire temperature range, and a slowly
increasing fraction of isomer C5(3) above ∼100 K. This analysis suggests that, for Cs+(H2O)3,
the crossover temperature from classical to quantum behavior occurs above 200 K.
Since each M+(H2O)3 isomer is characterized by a specific hydrogen-bonding motif, the
temperature dependence of the isomeric equilibria is directly mirrored by the evolution of the
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corresponding infrared spectra. As follows from L1(3) and N1(3) being the only isomers present
in the entire temperature range, the calculated infrared spectra of both Li+(H2O)3 and Na+(H2O)3
are characterized by two peaks corresponding to the symmetric and antisymmetric stretches of
the three equivalent water molecules of the L1(3) and N1(3) isomers, respectively, which are
the only isomers present over the entire temperature range. The LM frequencies, ∼3680 cm−1
and ∼3740 cm−1 for Li+(H2O)3, and ∼3660 cm−1 and ∼3730 cm−1 for Na+(H2O)3, are
within 20-30 cm−1 of the experimental frequencies measured in Ar-tagged predissociation
experiments.122
Richer infrared spectra are calculated at different temperatures for M+(H2O)3 clusters
with the heavier ions. Since, at the quantum mechanical level, the dominant isomer of K+(H2O)3
is isomer K2(3), which is isostructural with L1(3) and N1(3), the calculated infrared spectra
are characterized by analogous symmetric and asymmetric stretch peaks at ∼3655 cm−1 and
∼3710 cm−1, with additional spectral features associated primarily with isomer K4(3) appearing
at higher temperature. Overall, good agreement is found with the Ar-tagged predissociation
measurements reported in Ref. 122, although the experimental spectra also shown a feature at
3546 cm−1, which is an unambiguous signature of a weak hydrogen bond. The LM spectra
calculated for the individual isomers of K+(H2O)3 indicates that this spectral feature can be
associated with isomer K1(3). Since this isomer is predicted not to be present for the untagged
clusters under the equilibrium conditions enforced by the REPIMD formalism, it is possible that
it was observed in experiments due to stabilization effects associated with Ar-tagging or because
it was trapped under nonequilibrium conditions during the supersonic expansion.
As discussed above, nuclear quantum effects are particularly pronounced in Rb+(H2O)3,
with two isomers, R3(3) and R4(3), effectively being present with significant fractions at all
temperatures. This is mirrored by the corresponding infrared spectra calculated as a function of
temperature, which are dominated by isomer R4(3) at low temperature and progressively evolve
into combined spectra, with dominant features between 3600 cm−1 and 3750 cm−1 primarily
associated with both R3(3) and R4(3) isomers, and smaller peaks at 3540 cm−1 and 3550 cm−1
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associated with strong hydrogen bonds characteristic of isomers R1(3) and R2(3), respectively.
Also for Rb+(H2O)3, good agreement is found with the experimental spectra reported in Ref.
227, especially for the frequencies of the water symmetric and asymmetric stretches. However,
it should be noted that the experimental intensity of the hydrogen-bond peak at 3550 cm−1 is
significantly higher than that predicted by the present LM calculations. Such differences between
theoretical predictions and experimental measurements, and may be due to the presence of the
tagging species in the experiments, inaccuracies in the representation of the many-body dipole
moment surface in the calculations, or a combination of the two.
Cs+(H2O)3 is the first M+(H2O)3 cluster in which the most stable isomer, C1(3), corre-
sponds to a rhombic structure with the ion and the three hydrogen-bonded water molecules at the
vertices. As a result, the infrared spectra at low temperature display the characteristic signature of
hydrogen bonding at ∼3540 cm−1, which progressively disappears as the temperature increases
and isomer C3(3) and C4(3) become increasingly more stable. The LM spectra presented in
Figure 3.3 can be compared with two sets of measurements reported in Refs. 122 and 227. Both
measured and calculated spectra display well-defined features at ∼3540 cm−1 and ∼3710 cm−1
corresponding to water hydrogen-bonded and free OH stretches, respectively. The most recent
measurements227 also show a distinct band at ∼3650 cm−1, which can be assigned to the water
symmetric stretches of isomer C4(3), with a small shoulder at ∼3540 cm−1, which correspond to
hydrogen-bonded OH stretches of isomer C3(3). While good agreement between measured and
calculated spectra is found for all these features, the experimental spectra also show a band at
∼3600 cm−1, which is not present in any of the LM spectra calculated for the individual isomers
and, consequently, does not show up in the corresponding temperature-dependent spectra. This
discrepancy between experiment measurements and theoretical predictions appears to require
further investigation. It should also be noted that, also for Na+(H2O)3, the LM results presented
here are in agreement with those reported in Ref. 207 using a different ion-water and water-water
PEFs truncated at the 2B and 3B levels, respectively.
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3.4 Conclusions
We have presented a detailed analysis, at both classical and quantum levels, of the
temperature dependence of isomeric equilibria and vibrational spectra of M+(H2O)n clusters,
with n = 1 - 3, and M+ = Li+, Na+, K+, Rb+, and Cs+, calculated with the MB-nrg PEFs
introduced in Ref. 206. Nuclear quantum effects are found to play a negligible role in determining
the relative stability of different isomers of clusters containing the lighter ions, Li+ and Na+,
with one structure of each M+(H2O)n cluster effectively dominating the isomeric equilibria over
the temperature range between 0 K and 200 K. Although the low number of water molecules
considered in this study is not sufficient to fully complete the first solvation shell around Li+
and Na+, the most stable structures of Li+(H2O)n and Na+(H2O)n clusters tend to resemble
those found in solution, with the ion at the center of the cluster. At the classical level, competing
effects between ion-water and water-water interactions become more pronounced for the heavier
ions, which results in a larger number of low-lying isomers, some of which appear to serve initial
seeds for extended hydrogen-bonded networks. Within this picture, K+ holds a special place
since, at the classical level, the relative stability of its clusters with water follows a similar trend
as that of the lighter ions at low temperature and as that of the heavier ions at high temperature.
When nuclear quantum effects are explicitly taken into account within the path-integral
formalism, the relative stability of K+(H2O)n clusters is largely modified by zero point energy
contributions which shift the isomeric equilibria toward structures with no hydrogen-bonded
water molecules, such as those predicted for Li+(H2O)n and Na+(H2O)n clusters. Similar trend
is followed by Rb+(H2O)n clusters, which, however, exhibit increasing stability for isomers
containing hydrogen-bonded water molecules. Water clusters containing Cs+ are the first ones
for which the most stable structures correspond to isomers where the ion is interacting with a
network of two and three hydrogen-bonded water molecules.
For all clusters, good agreement is found between anharmonic vibrational spectra calcu-
lated within the local monomer approximation and the available experimental data.122,216–218
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Besides providing further support for the accuracy of the MB-nrg PEFs, this level of agreement
emphasizes the importance of taking properly into account anharmonic and quantum effects in
computer simulations for a correct description of M+(H2O)n clusters. Importantly, the possibility
to directly connect experimental measurements with computer simulations at the molecular level
provides hope for the development of a consistent picture of ion hydration from the gas to the
condensed phase.
3.5 Supplementary Material
Geometries for all isomers of each M+(H2O)n cluster, along with the corresponding
REMD and REPIMD fractions, and harmonic and anharmonic vibrational spectra calculated at
0 K, along with their corresponding intensities.
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Chapter 4
Many-Body Effects Determine the Local
Hydration Structure of Cs+ in Solution
Determining the driving forces and molecular mechanisms that regulate the hydration
properties of alkali-metal ions is fundamental for a microscopic understanding of several pro-
cesses taking place in aqueous clusters, solutions, and interfaces, which, in turn, have major
implications for various fields of science and engineering. For example, lithium salts are
widely used in rechargeable batteries,110,228 and are effective agents in the treatment of manic-
depressive illness.229 Sodium and potassium ions play important roles in the stabilization of
biomolecules,188–190 intracellular signal transduction,3,4 and enzyme and nucleic acid catal-
ysis.193–196 On the other hand, the heavier alkali-metal ions (i.e., rubidium and cesium) are
not as ubiquitous in either the environment or in living systems. However, the accident at the
Fukushima Daiichi reactor in 2011 has drawn attention to the importance of a molecular-level
understanding of adsorption and desorption processes of soluble radionuclides, such as 137Cs,
for the development of efficient technologies for the treatment of nuclear waste.230
In this context, deriving a molecular picture of the hydration properties of Cs+ ions
presents significant challenges to both experiment and theoretical modeling due to the intricate
interplay between Cs+–water and water–water interactions, which, being of similar magnitude,
are difficult to disentangle. As a result, large variability is found in the values reported in
the literature for both Cs+ coordination number and spatial extent of the hydration shells
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around Cs+ ions in solution. From large-angle X-ray (LAXS) and double difference infrared
(DDIR) spectroscopic experiments performed on a 2.0 M cesium iodide solution, the mean
distance between Cs+ and the oxygen atoms of the water molecules (Cs+–O) within the first
hydration shell was estimated to be 3.07 A˚, corresponding to a coordination number of 8.211
Anomalous X-ray diffraction patterns measured for a 3 molal cesium iodide solution were used
to determine a coordination number of 7.9, assuming a Cs+–O distance of 3.0 A˚.231 Values in
the range of 7.7 – 8 for the coordination number and 3.1 A˚ – 3.2 A˚ for and Cs+–O distance
were reported from subsequent neutron and X-ray diffraction measurements.232,233 Various
theoretical and computational approaches, including ab initio molecular dynamics (AIMD),
quantum mechanics/molecular mechanics (QM/MM), and classical molecular dynamics (MD),
have also been used to investigate the hydration structure of Cs+, resulting in predictions
for the coordination number and Cs+–O distance in the range of 7 – 10 and 3.0 – 3.3 A˚,
respectively.60,234–238
As already implicit in the “flickering clusters of hydrogen-bonded molecules” picture
of liquid water proposed by Frank and Wen,239 different hydrogen-bonding arrangements in
solution result from the delicate balance of many-body interactions,90,91,98 which is further
modulated by nuclear quantum effects.240,241 By combining measurements of vibration-rotation
tunneling spectra with analogous theoretical calculations and MD simulations, it was argued that
short-range many-body effects were likely the most important flaws in commonly used empirical
water models.242–245 The development of explicit many-body potential energy functions (PEFs),
rigorously derived from the corresponding many-body expansions of the underlying interaction
energies, represents a significant step toward predictive computer simulations of aqueous systems
at the molecular level.77,80–89,105–107,161,206 By combining the MB-pol PEF,87–89 which correctly
predicts the properties of water across different phases,100 with the TTM-nrg and MB-nrg
PEFs,106,206 which accurately describe molecular interactions between halide and alkali-metal
ions with water, theoretical studies have been carried out to characterize the tunneling dynamics
in X−(H2O) and X−(D2O) dimers, with X = F, Cl, Br, and I,208 as well as quantum isomeric
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equilibria in small M+(H2O)n clusters, with M = Li, Na, K, Rb, and Cs.246
In this study, a series of molecular models built upon a hierarchy of approximate rep-
resentations of Cs+–water interactions is used in MD and path-integral molecular dynamics
(PIMD) simulations73 to investigate many-body effects in the hydration structure of Cs+ ions.
Specifically, the analyses presented in the following include the empirical point-charge force field
obtained by combining the TIP4P-Ew model for water108 with the corresponding Cs+–water
parameterization introduced in Ref. 109, hereafter referred to as TIP4P-Ew, the polarizable
TTM-nrg PEF, with an implicit representation of N-body (NB) effects based on classical in-
duction,107 and the many-body MB-nrg PEF, with either explicit inclusion of two-body (2B)
interactions in addition to the same classical NB term adopted by TTM-nrg, hereafter referred
to as (2B+NB)-MB-nrg, or explicit inclusion of both two-body (2B) and three-body (3B)
interactions in addition to the TTM-nrg classical NB term, hereafter referred to as (2B+3B+NB)-
MB-nrg.206 The accuracy of the four different models in reproducing the hydration structure of
Cs+ in diluted solutions as well as the role played by nuclear quantum effects are then assessed
through systematic comparisons between measured and simulated L1-edge and L3-edge extended
X-ray absorption fine structure (EXAFS) spectra. Specific details about both simulations and
experimental measurements are reported in the Supporting Information.
To first assess the ability of the TIP4P-Ew, TTM-nrg, (2B+NB)-MB-nrg, and
(2B+3B+NB)-MB-nrg models to describe Cs+–water interactions, Fig. 4.1 shows the correlation
plots between 2B and 3B energies calculated with each model and the corresponding reference
values obtained at the coupled cluster level of theory with single, double, and iterative triple exci-
tations, CCSD(T). In this analysis, 2B and 3B energies are calculated for 380 distinct Cs+(H2O)
and Cs+(H2O)2 configurations with distorted water geometries, respectively. In the case of the
(rigid) TIP4P-Ew model, the CCSD(T) reference energies are calculated for the same dimer
and trimer configurations used for the other models after rescaling both OH bonds and HOH
angles of the water molecules to match the TIP4P-Ew parameterization. Specific details about
the CCSD(T) calculations are reported in the Supporting Information.
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Figure 4.1. Correlation plots for 2B (top panels) and 3B (bottom panels) Cs+–water interaction
energies for the TIP4P-Ew, TTM-nrg, (2B+NB)-MB-nrg and (2B+3B+NB)-MB-nrg models. On
the x-axes are the CCSD(T) reference data while on the y-axes are the corresponding values
calculated with each model.
This large RMSE can be explained by considering that, as in all empirical pairwise-
additive force fields, the 2B term of TIP4P-Ew does not strictly represent 2B interactions but
effectively also accounts for higher-order interactions that, by construction, are not explicitly
included in the model (e.g., 3B interactions in panel b). As shown by the correlation plots for
the TTM-nrg model (panels c and d), implicit inclusion of many-body effects through classical
polarization significantly improves the agreement with the CCSD(T) data for both 2B and
3B energies, resulting in RMSEs of 1.23 kcal/mol and 0.14 kcal/mol, respectively. Explicit
representations of 2B interactions, which is accomplished in the MB-nrg PEFs (panels e and
g) by introducing permutationally invariant polynomials (PIPs) that effectively represent non-
classical contributions to molecular interactions (e.g., charge transfer and penetration, and Pauli
repulsion),106,206 leads to further reduction of the 2B RMSEs to 0.05 kcal/mol. Finally, the
correlation plots shown in panels d, f and h demonstrate that purely classical representations
of 3B interactions adopted by the TTM-nrg and (2B+NB)-MB-nrg models are not sufficient to
quantitatively reproduce the CCSD(T) data, resulting in RMSEs of 0.17 kcal/mol. Significantly
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Figure 4.2. a) Radial distribution functions (RDFs) describing the spatial correlation between
the Cs+ ion and the oxygen (O) atoms of the water molecules calculated from MD simulations
with the TIP4P-Ew, TTM-nrg, (2B+NB)-MB-nrg and (2B+3B+NB)-MB-nrg models as well as
from PIMD simulations with the (2B+3B+NB)-MB-nrg model. b) Corresponding coordination
numbers calculated as a function of the Cs+–O distance. c) Two-dimensional plots comparing
the density profiles calculated from MD simulations with the TIP4P-Ew, TTM-nrg, (2B+NB)-
MB-nrg and (2B+3B+NB)-MB-nrg models on the left of each panel with the corresponding
results obtained from PIMD simulations with the (2B+3B+NB)-MB-nrg model.
higher accuracy in the description of 3B energies, with an associated RMSE of 0.02 kcal/mol, is
exhibited by the (2B+3B+NB)-MB-nrg model, which supplements the classical description of
3B Cs+–water interactions adopted by the TTM-nrg and (2B+NB)-MB-nrg models with explicit
PIPs representing non-classical 3B contributions.
Having established the accuracy of the four models in reproducing the lower-order,
and more relevant, many-body effects in Cs+–water interactions, Fig. 4.2 analyzes how the
differences found in the correlation plots of Fig. 4.1 impact the hydration structure of Cs+ in
solution. The comparison between the Cs+–O radial distribution functions (RDFs), gCs+−O,
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calculated from MD and PIMD simulations with the four models (Fig. 4.2a) clearly shows
that TIP4P-Ew predicts a more structured distribution of water molecules around Cs+, with a
sequence of well-defined peaks located at ∼3.0 A˚, ∼5.0 A˚, ∼7.0 A˚, and ∼9.0 A˚. Inclusion of an
implicit description of many-body effects through a classical polarization term as implemented
in the TTM-nrg model effectively leads to the collapse of the hydration shell located at∼5.0 A˚ in
the TIP4P-Ew RDF. This is accompanied by the broadening of the first peak, corresponding to
an expansion of the 1st hydration shell, whose position consequently shifts to relatively larger
Cs+–O distances. As a result of this structural reorganization of the water molecules around Cs+,
the second and third peaks (i.e., 2nd and 3rd hydration shells) in the TTM-nrg RDF effectively
correspond to the third and fourth peaks (i.e., 3rd and 4th hydration shells) in the TIP4P-Ew RDF.
Qualitatively different hydration structures are predicted by the (2B+NB)-MB-nrg and
(2B+3B+NB)-MB-nrg models, which progressively include explicit representations of 2B and 3B
contributions to Cs+–water interactions. Compared to the TIP4P-Ew RDF, the RDFs calculated
with both MB-nrg models display a lower but broader first peak that extends up to∼4.5 A˚, as well
as a second, broader peak extending from ∼4.5 A˚ to ∼8.0 A˚. Contrary to TTM-nrg predictions,
the MB-nrg RDFs display a well-defined sequence of hydration shells, with a sharper first peak at
∼3.15 A˚ and a second, broader peak at∼6.2 A˚. Although comparisons between RDFs calculated
from simulations with (2B+NB)-MB-nrg and (2B+3B+NB)-MB-nrg suggests that the inclusion
of an explicit 3B term in the (2B+3B+NB)-MB-nrg model only leads to minor changes to the
overall hydration structure of Cs+, it nevertheless contributes to sharpening the interstitial region
between the first and second peak, providing further evidence for the importance of non-classical
3B effects in Cs+–water interactions. Finally, the comparison between the RDFs obtained from
MD and PIMD simulations with the (2B+3B+NB)-MB-nrg model indicates that nuclear quantum
effects play a minimal role in determining the hydration structure of Cs+ in solution.
Fig 4.2b shows that the differences in the RDFs obtained from simulations with the four
models directly translate into different distributions of water molecules around the Cs+ ion. In
particular, while MD simulations with the TIP4P-Ew model predict that ∼8 molecules are within
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Figure 4.3. a-e) Incremental radial distribution functions (i-RDFs) calculated from MD simula-
tions with the TIP4P-Ew, TTM-nrg, (2B+NB)-MB-nrg and (2B+3B+NB)-MB-nrg models as
well as from PIMD simulations with the (2B+3B+NB)-MB-nrg model. f-j) Average distances
(x-axis) and associated variances (y-axis) calculated for each i-RDF shown in the corresponding
top panel, using the same color scheme. Values for water molecules with i > 16 are shown as
empty square symbols.
the 1st hydration shell of Cs+, the lack of a well-defined 2nd hydration shell makes it difficult to
unambiguously determine a coordination number from the corresponding TTM-nrg simulations.
The wider 1st hydration shells predicted by simulations with both MB-nrg models result in
relatively larger coordination numbers (∼10), with negligible differences due to nuclear quantum
effects. The more compact nature of the hydration structure predicted by the TIP4P-Ew model
is visually apparent in the two-dimensional density plots shown in the first panel of Fig. 4.2c.
Fig. 4.2c also shows that the systematic inclusion of more accurate representations of many-body
effects, from the TTM-nrg to the (2B+3B+NB)-MB-nrg model, leads to the progressive reshaping
of the hydration shells, particularly at short Cs+–water distances. Overall, the comparisons in
Fig. 4.2 demonstrate that many-body effects have significant impact on the local Cs+ hydration
structure, while pairwise-additive representations, which approximate Cs+–water interactions in
a mean-field sense, become increasingly more accurate at larger Cs+–water distances (RCs+−O >
7.0 A˚).
These incremental radial distribution functions (i-RDFs) calculated from MD simulations
with TIP4P-Ew, TTM-nrg, (2B+NB)-MB-nrg, and (2B+3B+NB)-MB-nrg as well as from PIMD
simulations with (2B+3B+NB)-MB-nrg are shown in panels a-e of Fig. 4.3, respectively. While
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the TIP4P-Ew i-RDFs show a clear separation between water molecules belonging to the 1st
and 2nd hydration shells, with the 9th molecule located in the interstitial region between the two
shells, all other models predict a more gradual transition between the fist two hydration shells.
This transitions is extremely hard to detect in the TTM-nrg i-RDFs and becomes more distinct
as both many-body and nuclear quantum effects are explicitly taken into account in the PIMD
simulations with the (2B+3B+NB)-MB-nrg model.
The different evolution of the hydration shells predicted by the four models becomes
more evident from the analysis of the average distances, 〈RCs+−Oi〉, and associated variances, σ2i ,
calculated in Fig. 4.3f-j for the individual i-RDFs. MD simulations with the TIP4P-Ew model
predict narrower distributions for water molecules closer to the Cs+ ion (〈RCs+−Oi〉 ≤ 3.4 A˚),
indicating relatively stronger Cs+–water interactions, as well as the broadest distributions for
water molecules (8th to 11th) located at the boundary of the 2nd and 3rd hydration shells, with
σ2i becoming effectively constant for the i-RDFs corresponding to water molecules with i≥ 16.
The distinction between water molecules located between 3.5 A˚ and 4.5 A˚ and those at both
smaller and larger distances from the Cs+ ion becomes less marked when many-body effects
are implicitly included in simulations with the TTM-nrg model. Fig. 4.3 shows that explicit
account for many-body Cs+–water interactions and nuclear quantum effects in simulations with
the MB-nrg models progressively leads to sharper distributions of σ2i as a function of 〈RCs+−Oi〉.
Although these distributions are qualitatively similar to that obtained from MD simulations with
the TIP4P-Ew model, they are centered at larger 〈RCs+−Oi〉 values, with their maxima shifted
by ∼0.5 A˚ relative to the TIP4P-Ew distribution, and more uniform, with the difference in
σ2i between the narrowest and broadest i-RDFs being ∼0.5 A˚2 compared to ∼0.75 A˚2 for the
corresponding TIP4P-Ew i-RDFs.
Finally, the ability of the different models to realistically describe the hydration structure
of Cs+ in solution is determined from comparisons between calculated and measured L1-edge and
L3-edge EXAFS spectra shown in Fig. 4a-e and Fig. 4f-j, respectively. Two different methods
are used to calculate the EXAFS spectra from the atomic positions of molecular configurations
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extracted from either MD or PIMD trajectories. The first method (solid line) uses more accurate
representations of the Cs+ and O muffin tin potentials within the FEFF9 EXAFS calculation
by selecting only the Cs+ and O positions (i.e., H atoms are not included in the calculations),
while the second method (dashed lines) employs the default settings that also includes the H
positions (see Supporting Information for specific details).247 The TIP4P-Ew model provides
the poorest performance in reproducing both L1-edge and L3-edge spectra, predicting more
pronounced oscillations whose amplitudes are too high and that are slightly out of phase with
the experiment at mid- to high-k values. This reflects the narrow width of the first peak in the
Cs+–O RDF and the shorter Cs+–O distance predicted by the TIP4P-Ew model (Fig. 2a). The
inclusion of an implicit representation of many-body effects through classical polarization as
implemented in the TTM-nrg model results in EXAFS spectra that more closely follow the
oscillations in the corresponding experimental traces, although the calculated amplitudes of
the oscillations are somewhat lower than in the measurements. The low amplitude and the
frequency mismatch for the TTM-nrg model are progressively improved as 2B and 3B effects in
the underlying Cs+–water interactions are taken explicitly into account in the simulations with
the (2B+NB)-MB-nrg and (2B+3B+NB)-MB-nrg models, which lead to excellent agreement
with the experimental data for both L1-edge and L3-edge spectra. As expected from the analysis
of the RDFs shown in Fig. 2, nuclear quantum effects appear to have only minimal impact on
the EXAFS spectra.
In conclusion, the role played by many-body effects in the hydration structure of Cs+
has been investigated through a systematic analysis of predictions obtained from MD and
PIMD simulations carried out with four different molecular models built upon a hierarchy of
approximate representations of Cs+–water interactions. As expected from the simpler functional
form, the empirical, pairwise-additive TIP4P-Ew model provides the poorest agreement with the
available EXAFS spectra, which suggests a physically incorrect description of the underlying
hydration structure. Although inclusion of many-body effects through an implicit representation
based on classical polarization as implemented in the TTM-nrg model improves the agreement
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Figure 4.4. Comparisons between L1-edge (panels a-e) and L3-edge (panels f-j) EXAFS spectra,
k2χ(k), calculated from MD simulations with the TIP4P-Ew, TTM-nrg, (2B+NB)-MB-nrg and
(2B+3B+NB)-MB-nrg models as well as from PIMD simulations with the (2B+3B+NB)-MB-nrg
model with the corresponding experimental data. See main text for details. Two sets of theoretical
spectra are shown, corresponding to FEFF9 calculations carried out on molecular configurations
that include only Cs+ and O atoms (solid lines) and all atoms (dashed lines). See main text for
details.
with experiment, the predicted Cs+ hydration structure appears to lack the correct sequence of
well-defined water shells. Systematic inclusion of explicit many-body Cs+–water interactions
in the MB-nrg models as well as account of nuclear quantum effects in PIMD simulations
progressively leads to nearly quantitative agreement with the experimental EXAFS spectra.
These results thus emphasize the importance of a physically correct representation, at both
short and long ranges, of many-body effects in aqueous solutions, as suggested from early
measurements of vibration-rotation spectra of water clusters.242–245 Furthermore, the present
analysis also indicates that PEFs rigorously built upon many-body expansions of interaction
energies hold great promise for “realistic” simulations of aqueous solutions.
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Chapter 5
Development of an automated protocol to
obtain and use MB-nrg PEFs.
5.1 Introduction
In previous chapters it was shown that the MB-nrg PEFs are able to accurately predict
experimental properties of systems from the gas to the condensed phase. The process of devel-
oping, implementing, and using these MB-nrg PEFs has taken several years and, consequently,
assuming that the same amount of time will be required to develop a PEF for any other system
is not ideal. For this reason, a part of the time dedicated to this thesis has been to develop a
software infrastructure that allows for the automatic generation of a PEF for any system at the
desired level of theory, and allow the user to easily implement it and use it to run any kind of
molecular dynamics simulations.
The protocol for obtaining a new PEF before this software package, which will be
called MB-fit, involved a combination of multiple scripts and codes in different languages, and
required an advanced knowledge of the methodology and advanced coding skills. Once the PEFs
were generated, they had to be implemented in our unpublished in-house modified version of
DL POLY2,248 which was originally hardcoded for MB-pol, making it difficult to implement
new and more complex PEFs. The rigidness of the source code of DL POLY2 does not allow for
meaningful improvement of the efficiency, as it is not modular and is written in FORTRAN77, a
very restrictive language. Thus, to bypass these issues, a software package designed to efficiently
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use these MB-nrg PEFs in modern C++ has been written from scratch.
5.2 Generation of the MB-nrg PEFs
In order to use the MB-nrg PEFs for a new system they must first be generated through
an automated process. For this reason, with the help of undergraduate students Ethan Bull-Vulpe
and Kaushik Ganapathy, a Python library that allows non-expert users to obtain and generate
PEFs was written, and guides them through the process of implementing them into the software
package that calculates the energy. This library is a public github repository, and while still
under development, the main features and functionalities are properly working. It has been used
to generate test PEFs for molecules such as ethanol, acetonitrile, and molecular ions such as
NH+4 and PF
−
6 . The following sections will review the different steps that the library follows in
order to generate new PEFs. All the steps are clearly documented with examples in a Jupyter
notebook.249
5.2.1 Generation of the training set configurations
Machine learning (ML) techniques are extremely powerful, with the drawback that they
usually need thousands of points in the training set.250 The proper selection of these points is
crucial in ensuring the success of describing the full PES with ML techniques. For each data
point we add to the training set, i.e. each configuration of a monomer, dimer, trimer, etc, the
energy must be calculated at a high level of theory. This calculation can become prohibitively
expensive if the system has too many atoms. Thus, the number of points that we calculate should
be large enough to avoid any overfitting and be a good representation of the PES, but not so large
that the process of obtaining the energies is too time consuming. The procedure implemented
allows the user to easily obtain a good sampling over the relevant phase space, although a new
methodology based on Gaussian processes251 (GP) is being developed by Yaoguang Zhai, a
graduate student in our lab co-advised by Sicun Gao. This GP implementation will filter the
configurations generated by the notebook before the energy is calculated and decide if that
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configuration will be meaningful or not, reducing the number of electronic structure calculations
that need to be performed.
One-body configurations
One-body distortions are obtained by performing a uniform normal mode sampling on
the normal mode displacements of a the molecular species of interest. This sampling method
is detailed in Ref. 252. Assuming that the system can be described within the harmonic
approximation, the Hamiltonian can be represented as
Ĥh(T ) =− h¯
2
2
∇T M−1∇+
1
2
(r−q)T K(r−q)+V0 (5.1)
where r is the coordinate vector, M = diag(mi) with mi being the mass of each atom, V0 is the
effective harmonic potential, q its center, and K the Hessian matrix. Thus, the ensemble average,
represented by
〈 f (rˆ)〉h := Tr[e−β Ĥh f (rˆ)] =‖ 2piD ‖−1/2
∫
dxe−
1
2 x
T D−1x f (q+x) (5.2)
with the displacement-displacement correlation matrix D defined as
D = M−1/2d(Ω)M−1/2 (5.3)
and the frequency matrix Ω given by
Ω2 = K˜ = M−1/2KM−1/2 (5.4)
is used to sample configurations at a given temperature T.
By default, the sampling temperature smoothly transitions from the excitation temperature
of the lowest mode to the temperature of the largest mode. At low temperatures, the low energy
modes will be properly sampled but the high energy modes will not be sampled, while at large
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temperatures, motion along the high energy modes will become accessible.
Two-body configurations
Two body configurations are more complex to sample than one-body, due to the higher
number of degrees of freedom of the system. However, we can arbitrarily reduce it to 7
intermolecular degrees of freedom: the distance between the center of mass of both monomers,
and two rigid rotations (three degrees of freedom each), one per monomer. These coordinates
allow for good sampling of all possible configurations between the two monomers, ignoring the
internal degrees of freedom.
The two-body training set configurations are obtained as a combination of three different
sets of configurations. As in the one-body training set, the first is the normal-mode uniform
sampling of all the minimum energy structures and transition states of the dimer, from now on,
SNM. In this case, the sampling is performed at low temperature to provide physically meaningful
configurations. The second set of configurations are generated by rigid uniform scans with
random rotations of the optimized monomers, Sr. The distance between the center of mass of
the monomers is smoothly increased until a cutoff distance set by the user is reached. At each
distance, a random rigid rotation is applied to each monomer, ensuring a proper sampling of all
possible orientations at each distance if the number of configurations is large enough for that
given system. Finally, since the polynomials also account for intramolecular distances, some
configurations that contain distorted monomers at any distance between the center of mass also
need to be added. To do so, a set of distorted monomers is generated for each monomer using the
uniform normal-mode sampling procedure detailed above (S1NM and S
2
NM). The sampling must be
done at low temperature, since at the usual simulation temperatures (0-300 K) monomer distortion
energies higher than 40 kcal/mol are unlikely to be sampled. A similar procedure as for Sr is
followed, but instead of using the minimum energy structure for the scan, a random distorted
configuration is selected from S1nm and S
2
NM, and the same smooth increase of the distance
between the center of mass of both monomers and corresponding rotations are performed. This
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yields the flexible set of configurations, S f . Thus, the total training set configurations, Sts is the
union of all the individual sets generated:
Sts = SNM ∪Sr∪S f (5.5)
Three-body configurations
The previous chapters show that a good description of the three-body interactions is
important to recover the proper behavior of the system and be able to predict and reproduce
experimental results. However, an automated protocol to obtain the three-body training sets
and polynomials has not yet been developed. Chapter 4 introduced the three-body PEF for
Cs+(H2O)2, which was obtained using the old methodology, i.e. using the collection of scripts
written in various languages to generate the PEF and requiring familiarity with the different
programs to implement it. Ideally, a smooth scan along the intermolecular degrees of freedom as
detailed in the previous section should be performed, but since there is a high dimentionality
for three or more monomers, this becomes unfeasible. Until the GP method is implemented and
working, a temporary solution has been used to obtain a reasonable and physically meaningful
training set. Once the two-body PEFs are obtained, tested, and used in simulations, configurations
from the trajectories of these simulations are extracted and used as training set configurations for
the three-body PEF.
5.2.2 Energy calculation and generation of the training set
Once the configurations are generated, the n-body energy of each one must be calculated.
This step can be complicated if the user is not familiar with any quantum chemistry packages. The
library uses a database structure, SQLite,253 which manages the energy calculation automatically.
The current implementation of MB-fit supports two different quantum chemistry packages,
QChem178 and Psi4,254,255 with the user deciding which to use. The database handler will add
the configuration to the database, decompose the system into its fragments, get the energy of
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each fragment, and from there reconstruct the n-body energies. However, SQLite is not an
efficient database structure for data containing more than the thousand entries and becomes
highly inefficient when retrieving or adding information. For this reason, current work in
progress includes migrating from SQLite to PostgreSQL.256 This new database will provide a
number of improvements, including more efficient reading and writing to the database, and more
importantly, will enable distributed cloud computing, since it allows simultaneous writing into it.
5.2.3 Fitting
Once the training set generation is completed, and the energies of each configuration
have been calculated, the coefficients of the polynomials and the nonlinear parameters in the
variables need to be fitted so that the energy predicted is as close as possible to the reference
energy. The first step for the fit is to generate the permutationally invariant polynomials that
correspond to the system. MB-fit contains functions to generate the polynomials from a given
monomer or dimer. This generation is preformed as follows.
1. The symmetry of the monomer needs to be defined. This symmetry is not the point group
symmetry but the chemical equivalence of the atoms in the monomer. As an example,
methane, CH4, would have the symmetry tag A1B4, since the four hydrogen atoms are
equivalent, thus permuting any of those atoms should give the exact same energy. In the
same way, a dimer such as CO2-CO2 would have a symmetry tag A1B2-A1B2. With
this symmetry known, the code generates all possible distances between all atoms in the
system, which are assigned to variables. The program differentiates between intramolecular
and intermolecular variables in order to define the specifications of the polynomials that
we want to generate. This is outputted to a file that is then inputted to the polynomial
generation, and can be modified by adding filters to remove terms that fulfill certain criteria,
such as maximum polynomial degree for a given variable. A degree k polynomial will
have a maximum of k variables being multiplied in the same term.
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2. After deciding a maximum degree of the polynomial (the number of terms scales exponen-
tially with the degree), the evaluation of the polynomials is optimized by MAPLE.257 This
optimization minimizes the number of floating point operations, reducing the evaluation
time, but yields extremely long files that will not be possible to vectorize automatically.
The trade-off between optimizing and not vectorizing and vectorizing but not optimizing
has not been studied yet, and it is object of current investigation. After the correspond-
ing optimized templates are generated, a small C++ library that contains the polynomial
evaluation is created.
3. The Python C++ code writer uses all previous information in a fitting routine. This fitting
routine follows the same procedure as described in Chapters 1 and 2. Several fits are
run and the best fit is kept as the final fit. The test set is then evaluated using the final
parameters, and for now, the user must decide if that test evaluation is satisfactory.
These steps are separated in different calls to multiple functions that turns what was
originally a tedious and long process into a simple one that can be performed by non-experts
in the field. After obtaining the final parameters of a fit that properly reproduces the test set
energies, a last function call generates all the pieces of code that need to be added to the energy
calculator, MBX (for many-body expansion), and will enable any sort of calculation or MD
simulation requiring energies and gradients.
5.3 MBX: an MB-nrg energy calculator
This section will describe the structure and main features of MBX, a C++ library that
efficiently uses the MB-nrg PEFs. As mentioned earlier, the old software packages that used
MB-nrg PEFs were lacking either efficiency or generalization, and their rigid structures made it
difficult to try to improve them. Thus, this new software package was written having two main
goals in mind: generalization and efficiency. Due to its modular structure, MBX is able to easily
accept new PEFs with minor modification, and in the near future, one will have to only add files
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generated by MB-fit to the code and recompile to use these new PEFs.
There are two sources of speedup in MBX. The first one was already available in
DL POLY2, which is the parallel implementation of the expensive routines. In computer science
there are two main ways of parallelazing software. The first one is a single node parallelization
(multithreading), which is the one that for now is implemented in MBX using OpenMP.258
The second one, which is more complicated to implement in an efficient way, is a multinode
parallelization. This kind of parallel scheme will be required when simulations with tens of
thousands of molecules are run, but for now, we are focusing on smaller systems made of
hundreds of molecules, for which single node parallelization scales well in MBX.
The second source of speedup is the vectorization of most of the calculations. Vectorized
operations take advantage of the width of the register. Recent computers have a width of 256
bits, and the newest processors have a 512 bit register width. A double type variable needs 64 bit
to be processed. This means that we can process four doubles in a 256 bit register, gaining a
four times speedup. The only shortcoming is that, as it happens with GPU computing, the data
must be stored in continuous blocks in memory, implying that there cannot be jumps in memory
from one operation to the next, which, depending on the nature of the data used, are sometimes
difficult to allocate.
MBX has a central System class, which is the gateway to input and output data into and
from the system. This class can be cast from an external routine, set up with the monomer infor-
mation and the coordinates, and be used to obtain energy and gradients for a given configuration.
Once the coordinates are set into the system, it starts the calculation of the different energy
contributions one by one: one-body, two-body, three-body, dispersion, and electrostatics. Each
one of these parts have been optimized to perform quickly, but there is still some room for im-
provement in performance and efficiency such as reducing the spin time in parallel computations,
or enabling the vectorization of the polynomial functions along with the previously performed
optimization. Once the energy and gradients are calculated, they can be easily retrieved and used
by the external code. Then they can be sent to an MD driver such as i-PI259 by taking advantage
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of the driver that has also been developed along with MBX.
Although MBX is still being rigorously tested, energy calculations for large gas phase
systems are working properly, and the analytical gradients are correct for the systems imple-
mented and some test PEFs obtained using the potential fitting library. However, periodic
boundary conditions (PBC) are still under development. Future work will include implementing
the PBC calculations, enabling calculation of the virial tensor to allow MD simulations in the
isobaric-isothermal ensemble (NPT), and writing extended documentation about the structure of
the software and a user manual with extensive examples.
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Chapter 6
Conclusions
Water is ubiquitous in nature, and ions and molecules dissolved in it can have a key role
in different important processes, either natural or industrial. A correct description of the PES
is needed to characterize structural, thermodynamic and dynamical properties, as well as the
behavior of electrolyte solutions and other liquids in different environments. Building upon
MB-pol, which correctly describes water properties from the gas to the condensed phase, the
TTM-nrg PEFs were developed for alkali metal ions and water, which have a quasi-perfect
description of the water interactions, and the ion-water interactions are described with a classical
Buckingham function. The TTM-nrg PEFs are fully derived from accurate ab initio data at the
CCSD(T)/CBS level of theory. The accuracy of the TTM-nrg PEFs has been assessed through an
extensive analysis of energies and structures of M+(H2O)n dimers, with M = Li, Na, K, Rb, and
Cs, and n = 1-4. Comparisons with ab initio data suggest that these PEFs, although not perfect,
provide an efficient representation of alkali metal ion - water interactions that correctly include
many-body effects.
As an improvement to the TTM-nrg PEFs, an explicit correction to the two-body term
(V2B) was developed for the MB-nrg PEFs for M+(H2O) dimers, with M = Li, Na, K, Rb, and
Cs. The repulsion term that was described by the Born-Mayer function is replaced by a set of
permutationally invariant polynomials that are fitted to exactly reproduce the reference coupled-
cluster data, and smoothly switch to zero at distances larger than 8 A˚. Since the many-body
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contributions are calculated in the same way as in TTM-nrg and MB-pol, the MB-nrg PEFs
are fully compatible with these other functions. The accuracy of MB-nrg has been assessed
thorugh an extensive analysis of both interaction energies and harmonic frequencies for the five
alkali metal ions. Comparisons between MB-nrg and other ab initio methods such as MP2 or
DFT, as well as with classical polarizable force fields (AMOEBA and TTM-nrg) demonstrate
that MB-nrg always provides, in all cases, the highest accuracy, quantitatively reproducing the
corresponding coupled-cluster reference values.
The previously developed MB-nrg PEFs with corrections up to the two-body term (MB-
nrg 2B+NB) have been used to further investigate the microhydration of alkali metal ions.
A detailed analysis was presented, at both classical and quantum levels, of the temperature
dependence of isomeric equilibria and vibrational spectra of M+(H2O)n clusters, with M = Li,
Na, K, Rb, and Cs, and n = 1-3. This analysis has been performed by processing the trajectories
from classical replica-exchange molecular dynamics (REMD), and quantum replica-exchange
path-integral molecular dynamics (REPIMD). It has been shown that nuclear quantum effects play
a negligible role in determining the relative stability of different isomers of clusters containing
the lightest alkali metal ions, Li+ and Na+, but being increasingly influential as the ion size
increases. The calculated anharmonic infrared spectra shows excellent agreement with published
experimental data, showing that there exists the possibility to directly connect experimental
measurements with computer simulations at the molecular level, which provides hope for the
development of a consistent picture of ion hydration from the gas to the condensed phase.
As a further improvement to the MB-nrg 2B+NB, the three-body correction term has
been added to the Cs+-water interaction, giving rise to the MB-nrg 2B+3B+NB model. The role
played by many-body effects in the hydration structure of Cs+ was then investigated through a
systematic analysis of predictions obtained from MD and PIMD simulations carried out with
different molecular models, built upon a hierarchy of different approximate representations of
Cs+-water interactions. As expected, the higher the complexity of the model, the better the
agreement between the experimental and the predicted EXAFS spectra. These results thus
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emphasize the importance of a physically correct representation, at both short and long ranges,
of many-body effects in aqueous solutions, as suggested from early measurements of vibration-
rotation spectra of water clusters.242–245 Furthermore, the present analysis also indicates that
PEFs rigorously built upon many-body expansions of interaction energies hold great promise
for “realistic” simulations of aqueous solutions. Future work will include studying surface
propensity of different ions and molecules, calculating potential of mean forces (PMFs) for
the pathway of the molecules from the vacuum to the bulk, and calculating sum-frequency
generation (SFG) infrared spectra for these systems, in a similar way that has been done for
water-air interfaces.174,260
After showing that the MB-nrg PEFs provide physical representations of the systems, we
have developed a software infrastructure to automatically generate, implement, and use these
MB-nrg PEFs. Although it is still under development, most of the features are functioning
and tested. The user can decide which molecule and at which level of theory the PEF must
be calculated, and through an automated process that generates the training set, computes the
energies, and fits the potential, the user obtains a PEF for the target system, which can then
be implemented in MBX, an efficient software package that calculates MB-nrg energies and
gradients, which is interfaced with the MD driver i-Pi. This package enables the generation and
application of MB-nrg PEFs for any complex small molecule, enabling the area of predictive
representations in molecular dynamics simulations.
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