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Kurzfassun 
Auf der Basis eines existierenden Computerprogramms zur Berechnung von Teil-
chen-Loch-RPA-Matrixelementen (insbesondere) fUr Wechselwirkungen endlicher 
Reichweite sowie zur Lösung der Teil chen-Loch-RPA-Gl ei chungen vJUrden die ent-
sprechenden Matrixelemente fUr Zwei tei 1 chen- bzvJ. Zweilachkerne berechnet (und 
getestet!) und die zugehörigen RPA-meichungen gelöst. 
Zur Berechnung der Kernspektren wurden Mesonenaustausch-G-Matrixwechselwirkun-
gen anstelle phänomenologischer Ansätze verwendet. Erstere bilden nur einen 
Teil der effektiven NN-Wechselwirkung. Ein direkter Vergleich mit den experi-
mentellen Spektren ist daher ebensowenig·sinnvoll wie die Berechnung von Über-
gangswahrscheinlichkeiten oder ein viertender Vergleich von TDA und RPA. Die 
Resultate lassen immerhin folgendes erkennen: 
(1) Die Dichteabhängigkeit der effektiven NN-Wechselwirkung. 
(2) FUr die Zustände von Zweiteilchen- bzw. Zweilochkernen spielt der (n+p)-
Austausch keine so dominierende Rolle wie fUr Zustände unnatUrlicher Pari-
tät in doppelt-magischen Kernen. 
(3) Eine Approximation des fehlenden Teils der effektiven NN-Wechselwirkung 
durch Deltafunktionswechselwirkungen ist nicht ausreichend. 
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0. Einleitung 
Gegenstand der vorliegenden Diplomarbeit sind die Energiespektren von Zustän-
den niedriger Anregungsenergie (wenige MeV) der acht dem doppelt-magischen 
Kern 208Pb in der Nuklidkarte nächstgelegenen Kerne gerader Massenzahl. Dies 
sind die 11 Zweiteilchenkerne 11 210Po, 210 si und 210Pb, die 11 Zweilochkerne 11 
206Pb, 2°6rl und 206Hg sowie die beiden 11 Teilchen-Loch-Isobare 11 von 208Pb, 
208si und 208n (siehe Figur 1). 
In den fünfziger, sechzigerund frühen siebziger Jahren wurden zahlreiche ex-
perimentelle und theoretische Arbeiten zu dieser Thematik publiziert. Ma und 
True (MT73) geben einen Vollständigkeit anstrebenden Überblick. Die theoreti-
schen Arbeiten benutzen, mit einer Ausnahme, ad hoc gewählte effektive Wech-
selwirkungen mit Parametern, welche zur Reproduktion der experimentellen Kern-
spektren adjustiert werden. Meist wird die Tamm-Dancoff-Approximation (TDA), 
seltener die Randam-Phase-Approximation (RPA) zugrundegelegt. Die Schwächen 
dieser Prozedur sind offensichtlich. Die erwähnte Ausnahme betrifft die Arbei-
ten von Kuo und Herling (KH71,72), welche im Rahmen der TDA effektive Wechsel-
wirkungen verwenden, die mit dem Modell von Kuo und Brown (KB66) aus dem Hama-
da-Johnston-Potenti al deduziert werden. Ohne das Verdienst dieser Pionierar-
beit schmälern zu wollen, seien ihre Schwachpunkte kurz angedeutet: Zum einen 
waren schon damals (Erk74) die heute (Hol81) als gesichert anzusehenden Zwei-
fel an der Eignung phänomenologischer Nukleon-Nukleon-Potentiale für Kern-
strukturuntersuchungen bekannt (und werden von den Autoren auch implizit be-
rücksichtigt), zum anderen war (und ist) die Konvergenz der entsprechenden 
Reihenentwicklung der effektiven Wechselwirkung (siehe Kap. 5.1) und somit 
auch die Berechtigung der Verwendung der TDA nicht gesichert (siehe (Bk73) 
bzw. die Lehrbuchversionen von deShalit und Feshbach (dSF74,Ch.20) sowie von 
Ring und Schuck (RS80,Ch.4.3.2) ). 
Im vergangenen Jahrzehnt wurde den theoretischen Resultaten kaum wesentliches 
hinzugefügt. Dies ist die Folge der beträchtlichen Schwierigkeiten bei der 
Ko~struktion verbesserter NN-Potentiale ((HEA72),(Erk74),(Hol81)) und der Be-
rechnung effektiver Wechselwirkungen aus diesen NN-Potentialen ((NKS83), 
(Nak84)) einerseits sowie bei der Formulierung von über die Standardapproxima-
tionen (TDA und RPA bzw. die Landau-Migdal-Theorie endlicher Fermisysteme FFS) 
hinausgehenden Approximationsschemata ((Kle82),(SW83)) und deren praktischer 
Anwendung andererseits. 
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Was die Qynamik angeht, verläßt diese Arbeit den konventionellen Rahmen daher 
nicht, und dies war ursprünglich auch bezüglich der effektiven Wechselwirkung 
nicht geplant. Als primäres Ziel war schließlich die Berechnung der RPA-Rest-
wechsel wi rkungsmatri xel emente von Zwei tei 1 chen- bzw. Zwei 1 achkernen für Poten-
tiale insbesondere endlicher Reichweite auf der Basis des von V. Klemt ent-
wickelten Computerprogramms für doppelt-magische Kerne ins Auge gefaßt worden. 
Diese werden im Rahmen anderer Arbeiten benötigt: Zur Verallgemeinerung des 
Wechselwirkungsansatzes in der Quasiteilchen-RPA-Beschreibung von Kernen in 
der Region um sphäri sehe, nicht doppelt-magi sehe Kerne wie 146 Gd ( Con84) sowie 
- in modifizierter Form - für die Arbeit von S. Drozdz et al. auf der Basis 
des Artikels von Schwesinger und Warnbach (SW83) zur 11 Fragmentation of Nuclear 
Strength Distributions by Two-Parti cle Two-Hol e Exci tati ons 11 • Bezügl i eh der 
effektiven Wechselwirkung war an die von Speth et al. ( SKW80) zur Berechnung 
magnetischer Eigenschaften von 208Pb verwandte (n+p+o)-Wechselwirkung gedacht 
(zu deren detaillierter Beschreibung siehe auch (Con84,App.E)). Die vor etwa 
einem halben Jahr in diesem Rahmen erzielten Resultate erwiesen sich jedoch 
als völlig unbefriedigend (s. Teil III), die anschließende Umstellung des Com-
puterprogramms auf 11 bessere 11 effektive NN-Wechselwirkungen als dornige und 
zeitaufwendige, wenn auch (hoffentlich, jedenfalls aber für mich) lohnende 
Aufgabe. Der ungewöhnliche Umfang dieser Diplomarbeit ist also durch die wohl 
außergewöhnliche Spannweite der Thematik entschuldigt. 
Teil I ist der TDA und RPA zur Berechnung der Spektren der oben spezifizierten 
Kerne sowie der Lösung der resultierenden Gleichungen gewidmet, Teil II dem 
Prob 1 em effektiver NN-Wechsel wi rkungen und deren Matrixdarstell ung, Tei 1 I I I 
schließlich der Präsentation und Diskussion der Resultate. 
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I. TDA und RPA zur Berechnung der Spektren von Zweiteilchen- bz•:J. Zweiloch-
kernen sowie der von doppel t-magi sehen Kernen und ihren Teilchen-Loch-
I sobaren 
In den ersten beiden Kapiteln werden die RPA-Gleichungen für die genannten 
Kerne abgeleitet. Im Prinzip sind sie natürlich wohlbekannt, und somit stellt 
sich die Frage nach Sinn und Zweck dieses Vergehens. Für die in dieser Schrift 
hauptsächl i eh behandelten Zv.Jeiteil chen- bzw. Zwei 1 achkerne ist diese dah i nge-
hend zu beantworten, daß es zv.Jar einige gut lesbare Ableitungen der Gleichun-
gen (MLE67),(RP69) gibt SO\oJie Artikel, in welchen sie in abstrakter Form ange-
führt (BBG67),(KS76) oder sogar explizite formuliert (VG71),(IAS77),(AIK82) 
werden; jedoch ist die Interpretation der kondensierten Notation (für Anfän-
ger) nicht ohne Tücken, und die anderen angeführten Quellen haben den Nach-
teil, die Gleichungen für Kerne ungerader Protonen- und Neutronenzahlen allen-
falls implizit zu beinhalten. Kompliziert wird der Sachverhalt ferner durch 
die Möglichkeit zur Wahl verschiedener Phasenkonventionen für die Y-Ampl ituden 
(siehe Fußnote zu den RPA-Gleichungen (1.46) und (1.47)), so daß eine Herlei-
tung der Gleichungen 11 from first principles 11 wohl nicht als a priori überflüs-
sig anzusehen ist. Z~m Fall der 11 Teilchen-Loch-Kerne 11 ist zu sagen, daß ich 
keine zitierfähige Quelle aufgefunden habe, welche die zur Lösung der RPA-
Gleichungen für Kernzustände mit definiertem Gesamtdrehimpuls notwendige Pha-
senkonvention für Matrixelemente und Amplituden (2.28) auch nur andeutungswei-
se erwähnt. 
Leser, denen es lediglich auf die präzise Formulierung der RPA-Gleichungen an-
kommt, können die Lektüre der ersten beiden Kapitel und Anhänge auf die fol-
gender Gleichungen reduzieren: Für Zweite i 1 chen- bzw. Zwei 1 ochke rne ( 2. 22) , 
(2.23), (2.20), (2.12), (A2.20), (A2.15) und (Al.4c), für doppelt-magische 
Kerne bzw. ihre Teilchen-Loch-Isobare (2.31), (2.32), (1.19b) bzw. (2.33), 
(2.34), (1.20b) sowie (2.28), (2.24), (A2.15) und (A1.4c). 
Im dritten Kapitel wird das numerische Verfahren zur Erzeugung der Einteil-
chenwellenfunktionen beschrieben und die Wahl experimenteller Einteilchenener-
gien begründet (die Prozedur zu deren Extraktion aus den experimentellen DatJn 
findet sich in Anhang 3). Das vierte Kapitel ist der Reduktion der RPA-Glei-
chungen auf standardmäßig lösbare symmetrische Eigenwertprobleme gewidmet. Ich 
hoffe, daß die von V. Klemt konstruierte und von mir mit zahlreichen Kommen-
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tarkarten versehene FüRTRAN-Subroutine zur Lösung dieser Eigenwertprobleme an-
hand Kap. 4.1 fUr einschlägig Interessierte ohne weiteres nachvollziehbar ist. 
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1. Die Formulierung von Kernstrukturgleichungen mit der BevJegungsgleichungs-
methode nach Rowe (Equations-of-Motion Method) 
1.1 Die Bewegungsgleichungen nach Rowe 
behandeln das Problem der nuklearen Spektroskopie von Kernen gerader Massen-
zahl in Analogie zum Problem des harmonischen Oszillators (Ro68,70). Im Gegen-
satz zu früheren linearisierten Bewegungsgleichungen ((Ro68) gibt einen aus-
führlichen Überblick über alle konkurrierenden Methoden) sind sie genau wie 
Greensfunktionenmethoden exakt im Sinne von der Schr~dingergleichung äquiva-
lent. Da alle Methoden in "tiefster Ordnung" der Approximation auf die TDA-
und RPA-Gleichungen führen, benütze ich Rowe•s Methode zu deren Ableitung, da 
sie gegenüber Greensfunktionenmethoden den Vorzug gr~ßerer Einfachheit hat. 
Sei nun H der nukleare Hamiltonoperator, I O> der Kerngrundzustand und I K) ein 
angeregter Zustand, so gelten die stationären Schr~dingergleichungen 
HIO) = E0 10"> 
H IK> = E I K) 
K 
(1.1a) 
( 1.1b) 
+ Wir bezeichnen ein~n Operator 0 als Anregungsoperator, wenn für ihn und sei-
K 
nen adjungierten Operator 0 gilt 
K 
+ 0 \ 0'> = I K) 
K 
0 10) = 0 
K 
Dies gilt beispielweise für 
+ 0 = l K)(O l 
K 
aber auch für alle 
I ]..l,v;tO,>.. 
Die Chance, innerhalb eines gegebenen endlichen Raums 
tion zum Anregungsoperator o: zu finden, erh~ht sich 
durch (1.2) nicht eindeutig bestimmt wird. Aus (1.1) 
( 1. 2a) 
( 1. 2b) 
eine passable Approxima-
+ 
natürlich dadurch, daß OK 
und (1.2) folgt 
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( 1.3) 
und aus dieser Gleichung ergibt sich für einen beliebigen Operator oR 
K 
(Ol[oR ,[H,0+]]/0)= (E -E0 )(0\[oR ,0+]10) K K K K K ( 1.4) 
Mit der Definition des Anregungsoperators (1.2) ist diese 11 8ewegungsgleichung 11 
der Schrödingergleichung (1.1) äquivalent, da oR ein beliebiger Operator ist. 
K 
Wir können (1.4) in einer symmetrischen Form schreiben, wenn wir die Jacobi-
Identität für Kommutatoren 
[A,[B,C]] + [B,[C,A]] + [C,[A,B]] = 0 ( 1. 5) 
benutzen. Da 0 ein Eigenzustand von H ist, gilt 
(0\[H,[O+,oR ]]10)= J+ 3
3
t(OI[O+,oR ]10)= 0 
K K 1 K K 
( 1. 6) 
und daraus folgt mit der Jacobi-Identität (1.5) 
( 1. 7) 
Wir definieren den symmetrisierten Doppelkommutator 
[A,B,C] := ~ {[A,[B,C]] + [[A,B],C]} ( 1.8) 
und erhalten so die zur Bewegungsgleichung (1.4) äquivalente Gleichung 
< 0 I [ 8 R , H, 0 +] \0 > = ( E - EO )< 0 I [ o R , 0 + J l 0) 
K K K K K 
( 1. 9) 
Diese symmetrischere Form der Bewegungsgleichungen ist nicht aus lediglich äs-
thetischen Gründen vorzuziehen; ich komme darauf im vierten Abschnitt dieses 
Kapitels zurück. 
Die Bewegungsgleichungen (1.9) haben gegenüber den Schrödingergleichungen 
(1.1) den Vorzug, daß sich physikalisch motivierte Approximationen zur Struk-
tur der angeregten Zustände, die über die übliche Schalenmodellnäherung (s.u.) 
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hinausgehen, unmittelbarer anbieten. Da die· Observablen im allgemeinen v1eniger 
von den absoluten Wellenfunktionen als von gewissen Beziehungen zwischen ihnen 
abhängen - man denke et\'Ja an Übergangswahrscheinl ichkeiten - geben sie ferner 
eher als die SchrHdingergleichungen eine Formulierung des Problems als Funkti-
on von Observablen, nämlich neben der Anregungsenergie als Funktion gewisser 
Überlappintegrale. (Dies V·lird in Kap. 1.4 deutlich werden.) In Rowe•s Worten: 
11 The method may be regarded as a Straightforward extension of the shell model 
to admit the complexities of wave functions but (at the same time) to bypass 
them by concentrating on the quantities of direct physical interest. 11 
(Ro68,p.155) 
Natürlich sind die Bewegungsgleichungen (1.9) ebensowenig exakt lHsbar wie die 
ihnen äquivalenten SchrHdinger9leichungen (1.1). Wir müssen uns mit einer Ap-
Proximation 1 ~) zum nuklearen Grundzustand I 0) begnügen und in praxi folgende 
Bewegungsgleichungen zu lHsen versuchen: 
+ + ( ~~ (oR ,H,O ] I~)= S1 (~\ (oR ,0 ] I~) 
K K K K K 
(1.10a) 
mit 
n = E -E 
K K 0 (l.lOb) 
Wie Rowe (Ro70,Ch.13) ausführlich begründet, hängen die Bewegungsgleichungen 
(1.10) von der Qualität der Approximation l~>zu IO'>nicht enipfindlich ab. Für 
Kerne, die sich in guter Näherung im Schalenmodellbild beschreiben lassen, 
liegt es natürlich nahe, als Approximation I~> einen Schalenmodellgrundzustand 
zu wählen. Noch besser als ein solcher wäre der Hartree-Fock-Grundzustand, da 
das Hartree-Fock-Verfahren - bei Kenntnis der Wechselwirkung V zwischen den 
Nukleonen - die selbstkonsistente Berechnung des 11Mittleren Feldes 11 , d.h. des 
Einteilchenanteils von H, sowie auch der 11 Restwechselwi rkung 11 gestattet. Im 
folgenden Abschnitt präsentiere ich daher in enger Anlehnung an Rowe (Ro70, 
Ch.9.2,App.C) die Zerlegung des nuklearen Hamiltonoperators in einen diagona-
len Einteilchen- und einen Restwechselwirkungsanteil durch das Hartree-Fock-
Verfahren. 
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1.2 Die Zerlegung des nuklearen .Hamiltonoperators in einen diagonalen E·in-
te i 1 chen- und einen Res twech se l wirk un gsante i1 durch das Ha rtree- Fock-
Verfahren 
Diesen wie den folgenden Abschnitten liegt die Formulierung der Quantenmecha-
nik in der Fockraumdarstellung zugrunde ( 11 Z1lleite Quantisierung 11 für Fermio-
nen). Im Anhang 1 habe ich wohlbekannte Definitionen und Theoreme zusammenge-
stellt. ~~it diesen ist es ein leichtes, die folgende Darstellung eines nuklea-
ren Hamiltonoperators, der nur Zweinukleonenwechselwirkungen V enthält, herzu-
leiten (siehe Anhang 1): 
(A1.10) 
Hierbei ist I> das Teilchen-Loch-Vakuum 
(Al. 7) 
auf welches auch die Normalordnung des Produkts im letzten Summanden Bezug 
nimmt; 1-) ist der nukleonische Vakuumzustand. 
Der erste Summand ist ein Einteilchenoperator -siehe (A1.4) -und kann durch 
geeignete Wahl der Einteilchenbasis diagonalisiert werden: 
T 1 + I V 1 1<:'\a+a 1!?= ovv1sv 
VV 1 ]JV]J V ]J ]J 
]J]J 
(1.11) 
Diese Gleichung muß iterativ (selbstkonsistent) gelöst werden, da sie das 
Teilchen-Loch-Vakuum enthält, welches seinerseits von der gesuchten Einteil-
chenbasis abhängt. Offenbar ist sie die Formulierung der Hartree-Fock-Einteil-
chengleichungen in der Fockraumdarstellung. Wir bezeichnen die Einteilchenba-
sis, die (1.11) diagonalisiert, als HF-Basis. Für diese gilt natürlich 
0 . 
]Jl 
(1.12) 
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und der Hamil tonoperator (Al.lO) nimmt in ihr die Form 
H = I 
V 
an, wobei 
+ 
t: a a V V V 
A 
--2
1 I v .... +-41 I v 11 • • 1JlJ I I WVW V 
1 ,J WVW V 
t: = T + I j=l 
V •• 
JVJV V VV 
Der Einteilchenanteil 
+ 1 A 
H0 =I t: a a --2 I V •••• V V V • J" lJlJ V 1 , 
+ + 
: a a a 1 a 1: W V V W 
(1.13) 
(1.14) 
(1.15) 
des Hamiltonoperators (1.13) ist in einer Basis von A-Nukleonen-Slaterdetermi-
nanten (ALl) diagonal und sein Grundzustand ist das HF-Teilchen-Loch-Vakuum 
l) mit der HF-Grundzustandsenergie 
A l A 
E0 = < I H I ) = I t: • - -2 I V • • •• 0 • 1 1 . . 1J1J 
1 = 1 'J 
(1.16) 
Da der Vakuumerwartungswert normalgeordnete Produkte verschwindet- (A1.8) -
gilt übrigens auch 
.(I H l )= (I H
0 
1 )= E
0 
(1.17) 
Für den Restwechselwirkungsanteil des Hamiltonoperators haben wir nun den ex-
pliziten Ausdruck 
(1.18) 
l..!l Approximationen zur Struktur angeregter Kernzustände 
Doppelt-magische Kerne lassen sich im Schalenmodellbild gut beschreiben. Daher 
1 iegt die Annahme nahe, daß in den Zuständen niedriger Anregungsenergie ledig-
lich ein Nukleon aus einer vollbesetzten Schale in eine unbesetzte angehoben 
wird und ein Loch zurückläßt, d.h. 
- 10 
2: 
n,j 
'(K + 
, . a a. 
nJ n J ( L 19a) 
( t =t.) 
n J 
(tr = Isospinquantenzahl des Einteilchenzustands r). Dies ist gerade die übli-
che Schalenmodellnäherung, die zu den Tamm-Dancoff-Qeichungen führt. Da der 
Grundzustand des doppelt-magischen Kerns sich vom reinen HF-Grundzustand un-
terscheidet, ist die Besetzungswahrscheinlichkeit für Lochniveaux kleiner als 
eins und für Teilchenniveaux größer als null. Ein Anregungszustand kann also 
auch durch Vernichtung von Teilchen-Loch-Paaren im Grundzustand (sog. Grundzu-
standskorrelationen) erzeugt werden, entsprechend 
2: 
n,j ( 
K + K + } X . a a. - Y . a.a 
nJ n J nJ J n (1.19b) 
( t =t.) 
n J 
Die Zustände der Teilchen-Loch-Isobare doppelt-magischer Kerne (K(t,-t) werden 
im Schalenmodellbild durch ein zusätzliches Nukleon in den Teilchenniveaux mit 
Isospinquantenzahlt des jeweiligen doppelt-magischen Kerns sowie ein fehlen-
des Nukleon in den Lochniveaux mit Isospinquantenzahl (-t) beschrieben; t hat 
für Neutroneneinteilchenzustände den Wert 1/2 und für Protoneneinteilchenzu-
stände den Wert -1/2. Die den Ansätzen (1.19) korrespondierenden Anregungsope-
ratoren für die beiden "Teilchen-Loch-Isobare" sind daher 
0+ = K(t,-t) 2: n,j 
( 1. 20a) 
(t =t t.=-t) n , J 
und 
o+ = K(t,-t) 2: n,j 2: n,j 
YK(t,-t) + . a.a 
nJ J n ( 1.20b) 
(t =t t.=-t) 
n ' J 
(t =-t t.=t) 
n ' J 
mit t = -1/2 für dasjenige Isobar, das ein Proton mehr enthält als der dop-
pelt-magische Kern. Gelegentlich werden im folgenden doppelt-magische Kerne 
und ihre Teilchen-Loch-Isobare gemeinsam behandelt; die in (1.19), (1.20) auf-
tretenden Summationen werden dort mit 2:• bezeichnet. 
n,j 
Wir beschreiben also die Zustände der Teilchen-Loch-Isobare- insbesondere 
auch ihre Grundzustände - formal als angeregte Zustände des jeweiligen dop-
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pelt-magischen Kerns. Eine analoge Beschreibung bietet sich auch für die Zwei-
teilchen- bzw. ZvJei 1 achkerne an. Die TDA, wel ehe Grundzustandskarre 1 ati onen 
nicht berücksichtigt, ist für Z':Jeiteilchenkerne bzw. Zweilochkerne durch 
o+ I' XT + + (1.21a) = aman T mn 
bzv1. rn' n 
o+ I' >. (1.21b) = x .. a.a. >. i 'j 1 J 1 J 
gegeben. Der Strich am Summationszeichen weist auch hier auf die besondere Be-
handlung der Isospinquantenzahlen bei der Summation hin. Haben die Zweiteil-
chen- bzw. Zwei 1 ochkerne gerade Protonen- und gerade Neutronenzahl ( gg-Kerne), 
so gilt tm=tn=t bzw. t;=tj=t, mit t=l/2 für die Isotope und t=-1/2 für die 
Isotone des doppelt-magischen Kerns. Haben sie hingegen ungerade Protonen- und 
ungerade Neutronenzahl (uu-Kerne), so gilt tn=-tm bzw. tj=-ti. In beiden Fäl-
len ist eine Reduktion des Konfigurationsraumes möglich, wie anhand des Zwei-
teilchenfalls exemplarisch demonstriert sei. 
Für gg-Kerne ergibt sich im Sinne irgendeiner eindeutigen Anordnung der Ein-
teilchenzustände (z.B. energetisch) wegen der Antikommutatorrelation (A1.2) 
mit geeigneter Indexumbenennung 
0+ 
= I I (XT -XT )/ / T mn nm m n 
oder rTt<n 
0+ I' X1 + + = aman T m<n mn einerseits, und 
0+ = I' XT T + + T ( mn -Xnm )aman 
oder m'>n 
~ ~ 
0+ = I' ~T + + I' ~T + + X a a = - Xnmaman T mn m n 
m>n m<n 
andererseits. 
Eins~tzen in die Bewegungsgleichungen (1.10) führt zum selben Gleichungssystem 
für X~m wie für X~n (jeweils m n). Aus Gründen, die später erst (Kap. 2) klar 
werden, empfiehlt sich folgende Schreibweise: 
mit 
XT = 
nm 
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FUr uu-Kerne hingegen ergibt sich, ebenfalls aufgrund der Antikommutatorrela-
tion (A1.2), mit der Bezeichnung va fUr alle Quantenzahlen eines Einteilchen-
zustands a außer der Isospinquantenzahl ta: 
In diesem Fall kann (o.B.d.A.) folgende Schreibweise gewählt werden: 
mit m,n 
wobei der Strich am Summationszeichen tm=-1/2, tn=1/2 bedeutet. 
Die BerUcksichtigung von Grundzustandskorrelationen ist fUr Zweiteilchen- bzw. 
Zweilochkerne möglicherweise problematischer als fUr doppelt-magische Kerne 
und ihre Teilchen-Loch-Isobare. Eine naheliegende Möglichkeit ist zwar 
a+ I I x' + + I I '[ + + = a a - Y .. a.a. 
'[ mn m n J 1 J 1 m;n j; i 
(1.22a) 
a+ I• >. I• v" a a = X •• a. a. 
>. i ; j 1J 1 J nm n m n;m 
( 1. 22b) 
mit 
1 I 2 r,s 
fUr gg-Kerne 
(t =t fix (1/2 oder -1/2)) I I = r s I r;s 
r,s 
für uu-Kerne ( 1. 23) 
(t =-t =1/2) 
s r 
und 
x' :::; - x' nm mn 
X~. >. = -X .. Jl lJ 
y'.. 
Jl 
y>-
nm 
:;;: 
-y:. 
lJ 
= -Y >. 
mn 
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(1.24a) 
( 1. 24b) 
Diese Ansätze führen bei Einsetzen in die Bewegungsgleichungen (1.10) zu Glei-
chungssystemen, die den mit den Ansätzen (1.19),(1.20) resultierenden in der 
algebraischen Struktur sehr ähneln. Vielleicht ist gerade dies der Grund für 
ihre Beliebtheit, denn was spricht etv1a gegen einen zusätzlichen Term der Form 
\1 T + + L Z .a a. 
m1 m 1 
m, i 
(1.25) 
im Ansatz (1.22a)? Man kann beispielweise so argumentieren: Für die tieflie-
genden Zustände doppelt-magischer Kerne spielen Teilchen-Loch-Korrelationen 
eine wichtigere Rolle als Zweiteilchen-Zweilochkorrelationen, und dies legt 
die Erwartung nahe, daß der Term (1.25) keinesfalls weniger wichtig ist als 
der in (1.22a) gegenüber dem TDA-Ansatz (1.21a) hinzugekommene. Im Rahmen die-
ser Arbeit werden aber solche Spekulationen nicht weiter verfolgt. 
1.4 Die Zweiteilchen- bzw. Zweilochgleichungen 
Ohne die Approximation zum nuklearen Grundzustand schon zu Beginn spezifizie-
ren zu müssen, können wir nun die den Ansätzen (1.22) für die Anregungsopera-
+ + toren o, bzw. o~. entsprechenden Approximationen zu den Bewegungsgleichungen 
(1.10) formulieren. 
Ganz allgemein gilt, daß der für die Wahl der 11 beliebigen Operatoren 11 oRK in 
(1.10) zur Verfügung stehende Raum auf den durch die zu den Anregungsoperato-
ren adjungierten Operatoren 0 aufgespannten Raum beschränkt ist. Ich zeige 
K 
dies exemplarisch anhand des Zweiteilchenfalls. Bezeichne oO+ die 
+ T 
aus dem von den 0 aufgespannten Raum, oO die Operatoren aus dem 
Operatoren 
von den 0 T T 
aufgespannten Raum und oS alle Operatoren, die nicht aus dem von den 
T 
gespannten Raum stammen. Offenbar gi1 t 
< <1> I oO+O+ Lp '> = <Zwei 1 achzustand 'I Zweiteil ehenzustand' > = 0 
< <1> 1 0+ ~0+ I<P > = < Zweil ochzustand 11 \Zwei tei 1 chenzustand 11 > = 0 
T '+ + (f~If) < <1> I [ o 0 , 0 ] I <1> ) = 0 T T 
T 
0 auf-
' 
( 1. 26) 
und allgemein 
(1.27) 
Setzt man nun für 8R in (1.10) einen Operator 80+ ein, so verschwindet die 
T T 
rechte Seite identisch und die Gleichungen liefern keine Informationen rnehr 
über das Spektrum; setzt man einen Operator der Form 8R = 80 +8S ein, so 
T T T 
bleibt die rechte Gleichungsseite und somit die gesamte Gleichung die gleiche 
\'Jie für die Wahl 8R = 80. Q.E.D. 
T T 
Also gilt mit dem Ansatz (1.22a) für Zweiteilchenkerne 
=00 I· T I· T 8R = 8C • • an.am• - 8C .•.• a .• a .• T n m 1 J 1 J ( 1. 28) T n • ;m • i I ;j I 
und mit dem Ansatz (1.22b) für Zwei 1 och kerne 
8R;\ = 00 I· ;\. + + I· ;\. + + = 8C .•.• a .• a .• - 8C •• am.an• ;\. J 1 J 1 m n ( 1. 29) j I ; i I m• ;n • 
Die Summanden in (1.28) und (1.29) sind linear unabhängig und die Koeffizien-
ten 8C beliebig. Statt nun (1.28) bzw. (1.29) zusammen mit (1.22a) bzw. 
(1.22b) in die Bewegungsgleichungen (1.10) einzusetzen und anschließend einen 
Koeffizientenvergleich durchzuführen, wählen wir von Anfang an spezielle Ope-
ratoren 8R, bzw. 8R;\. 
Für Zwei tei 1 ehenkerne ergibt .sieh mit dem Ansatz 
trierelation (1.24a) für die V-Amplitude und der 
aus den Bewegungsgleichungen (1.10) zum einen 
Mit 80 = a .• a .• ergibt sich zum anderen 
T 1 J 
( 1. 22a) für 0+, der Symme-
T 
speziellen Hahl 80 = a • a • 
' n m 
( 1. 30) 
(1.31) 
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Mit den bekannten Relationen 
H+ = H 
+ * (tPIAitJ>)=<tiA lt'> 
[A,B]+ = -[A+,B+] 
und ferner 
[A,B,C]+ = [A+,B+,C+] 
[A,B,C] = [C,B,A] 
können wir (1.30) und (1.31) zu einer Matrixgleichung zufammenfassen: 
mit 
und 
Am 1n1mn 
Bm In I i j 
c • I •I • • 
1 J 1 J 
um 1n1mn 
vm 1 n1 ij 
w.l •I • • 
1 J 1 J 
+ + 
=( 1>1 [an1am1 ,H,aman] 11>) 
=(tl [anlami,H,a;a~]ltJ>) 
+ + 
=<'tJ>I[ailaji'H'ajai]I<P) 
(1.32a) 
(1.32b) 
(1.32c) 
(1.32d) 
(1.32e) 
( 1. 33) 
( 1.34a) 
( 1.34b) 
sowie ferner zeigen, daß alle Untermatrizen (1~34) auf den Diagonalen von 
(1.33) hermitesch sind. Die Hermitezität der Matrizen ist übrigens ~ur für die 
Form der Bewegungsgleichungen mit dem symmetrisierten Doppelkommutator [,,] 
garantiert und folgt bei der Verwendung von lt> statt IO> in (1.4) nicht in 
jedem Fall. Aus diesem Grund verwenden wir die symmetrisierte Form (1.10). 
Für Zweilochkerne ergeben sich aus den Bewegungsgleichungen (1.10) mit dem An-
satz (1.22b) für o: ebenfalls zwei linear unabhängige meichungen, die eine 
für oRA = a;~a~~ und die andere für oRA = a;~a~~· Wendet man zur Umformung 
beider Gleichungen die Relationen (1.32) sowie die Symmetrierelationen (1.24b) 
für die V-Amplitude an und multipliziert ebenfalls beide Gleichungen mit (-1), 
so ergibt sich in Matrixformulierung 
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und nach einer komplexen Konjugation beider Seiten 
mit 
( -C 
\ -B 
+ \1 >..*) V ,( X 
i I ,\ * u ;'\y ./ 
. / 
I ' / 
( L 35a) 
(1.35b) 
(1.35c) 
Zur Berechnung der Matrizen muß man die Approximation I <1>) zum Grundzustand des 
doppelt-magischen Kerns spezifizieren. Die naheliegendste Wahl ist, wie ge-
sagt, der Hartree-Fock-Grundzustand I). Die Berechnung der Untermatrizen der 
11 metrischen Matrix 11 auf der rechten Gleichungsseite ist simpel 
Um 1 n 1 mn = < I [an 1 a m 1 , a ~ a ~] I '> = 8 mm 1 8 n n 1 
vmlnlij =<I [anlam~,a;a~] 1'>= o 
W.1.1 .. =<l[a.la·~,a~a-:]1>= -8 .. 18 .. 1 1 J lJ 1 J J 1 11 JJ 
( 1. 36) 
(1.37) 
( 1. 38) 
Die metrische Matrix ist also zeitunabhängig, und für zeitunabhängige X- und 
V-Amplituden in (1.22) folgt 
( 1. 39) 
K = T 0 de r K = A 
Nach (1.6) ist genau dies die Bedingung für die Äquivalenz der Bewegungsglei-
chungen in ihrer nicht symmetrisierten Form (1.4) und ihrer symmetrisierten 
Form (1.9), welche in unserer Approximation also ebenfalls gilt, obwohl der 
Hartree-Fock-Grundzustand I) kein Eigenzustand des nuklearen Hamiltonoperators 
ist. 
Dieses Resultat verkürzt die Berechnung der Matrix auf der linken Gleichungs-
seite, da wir die nicht-symmetrisierte Form der Gleichungen (1.4) verwenden 
können. Die Berechnung der A-Matrix führe ich sehr ausführlich vor: 
( 1. 40) 
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und da am1 \ )= 0, ergibt sich 
Gemäß (1.13), (1.18) gilt 
+ 1 A 
Amlnlmn = L Ev<mlnl] ava)mn)- L Ekommlonnl -2 (1-1) L 
V k~A i,j 
v .... O 0 1 lJlJ mm nn 
Da 
2: E (m 1 n 1 I a + a \ mn) = ( E +c: ) o 1 o 1 + 
v v v m n mm nn 
und V 
\IVresl) = 0 nach (1.18), (A1.8), folgt 
A 1 1 = ( c: +c: ) o 1 o 1 + ( m 1 n 1 I V l mn) m n mn m n mm nn res 
Da ferner in (1.18) Normalordnung in bezug auf das HF-Teilchen-Loch-Vakuum ge-
rne i n t i s t, g i 1 t 
und aufgrund der Antikommutatorrelation (A1.2) ergibt sich in Verbindung mit 
der Orthonormiertheit von Slaterdeterminanten 
Wegen der Antisymmetrie der Matrixelemente V 1 1 - siehe (A1.4c) -folgt zum 
jJVjJ V 
guten Schluß 
A = (t:: +E )o o +V 
m1n 1mn m n mm 1 nn 1 m1n 1mn (1.41) 
Für die B-Matri x gi 1 t 
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( 1.42) 
v1as übrigens \vegen der Antikommutatorrelationen (A1.2) und (A1.3) äquivalent 
ist 
Der Einteilchenanteil verschwindet 
und für den verbleibenden Restwechselwirkungsanteil ergibt die analog der für 
die A-Matrix durchgeführte Rechnung 
Bm'n'ij = -(lan,am,a;a~Vresl >=(m'i-1n'j-1\vresl) 
8m'n'ij = Vm'n'ij 
Die Berechnung der C-Matrix schließlich 
c .•.... =<l[a.,a.,,[H,a~a-:]]1 > 1 J 1J . 1 J J 1 
ist mit den nun hinreichend demonstrierten Verfahren problemlos: 
< ++ l' < ++ I C . • . • . . = l a .a . Ha .• a . • r - I Ha .a . a .• a . • > 1 J 1J J 1 1 J J 1 1 J 
A \ <.-1.-11 + , .• -1.,-1) 1 \ V .., C • 1 • I • • : L, E: 1 J a a 1 J - -2 L. k "k n 0 • • I U • • I 1 J 1J V V V V k,9., N N 11 JJ 
( 1. 43) 
( 1. 44) 
+ < i - 1 r 11 V re s I i I - 1 j I - 1 > - L E:k 0 .. I 0 .. I + -21 ! V k 9., k n 0 •• I 0 •• I k ~A 1 1 J J k 9., N 1 1 J J 
-< I v I )o ..• o ..• 
res 11 JJ 
I 
k'fA 
kti,j 
E:kO .. I 0 .. I 
11 JJ 
C., .... = -(s.+s.)o .. ,o .. , +V ...... 1 J 1J 1 J 11 JJ 1J1 J 
' 
( 1. 45) 
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Zusammenfassend lauten die sog. RPA-Gleichun n für Z•tJeiteilchenkerne 
mit c_:+ -~J( ~:) (1.46a) 
s-2, = E, -E0 (1.46b) 
und für Zweilochkerne 
mit 
wobei 
( -~ 
Am 1 n1 mn 
Bm 1 n 1; j 
c •I •I • • 
1 J 1 J 
= (E +E )o o +V 
m n mm 1 nn 1 m1n1 mn 
= vm 1 n1 ij 
= - ( E . +E . ) 0 .. I 0 .. I + V ... I • I 1 J 11 JJ 1J1 J 
(1.47a) 
(1.47b) 
( 1. 41) 
( 1.43) 
( 1. 45) 
* und der Summationsvorschrift (1.23) sowie den Symmetrierelationen (1.24) • 
Die entsprechenden TDA-Gleichungen erhält man, indem man Y' bzw. Y>.. null 
setzt. 
Im Rahmen der RPA ist die physikalische Bedeutung der X- und V-Amplituden un-
schwer einzusehen. So gilt einerseits wegen (1.2) 
* 
( 0 I [ a a , 0 + ] I 0 > = < mn I -r ) 
n m -r 
(01 [a.a.,O+]IO>=<' ijl-r) 
J 1 T 
[ + + +] <·-1 .-1, ) ( 0 I aj a i , 0 >.. I 0 > = 1 J >.. 
[ + + +]' / -1 -1, (0! a a ,0, ,o)=" m n >..) 
n m " 
( 1.48a) 
(1.48b) 
( 1. 48c) 
(1.48d) 
Die Vorzeichenkonvention, die Ring und Schuck (RS80,Ch.8.8) anstatt 
(1.22) wählen, führt zu einem anderen Vorzeichen für die B-Matrix (1.43) 
und in der drehimpulsgekoppelten B-Matrix (2.22d) dementsprechend zu ei-
ner zusätzlichen Phase. Mit Hilfe der Symmetrierelationen für drehimpuls-
gekoppelte Amplituden und Matrixelemente kann man bei dieser Phasenkon-
vention übrigens auch zu einem (2.22) entsprechenden Gleichungssystem ge-
langen, in welchem B die Form (2.22d) hat, das Wechselwirkungsmatrixele-
ment in C (2.22e) jedoch mit einer zusätzlichen Phase 
k '+k •+k' I +k • I ( -1 ) 1 J 1 J zu mu 1 t i p 1 i z i e re n i s t ( De f. vo n k r : ( 2 • 2 7) ) • 
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und andererseits mit (1.22) 
(1.49a) 
(1.49b) 
(1.49c) 
( 1.49d) 
Der Vergleich zeigt, daß die Absolutquadrate der X- und V-Amplituden innerhalb 
der RPA die Näherungsausdrücke für die Wahrscheinlichkeit sind, mit der die 
angeregten Kernzustände die entsprechenden Z\<Jeiteil chen- bzw. Zweilochzustände 
enthalten. An dieser Stelle wird auch, wie angekündigt, 11 deutlich 11 , daß die 
Bewegungsgleichungen (1.10), die statt stationärer Wellenfunktionen eher die 
Berechnung von Anregungsoperatoren gestatten, das Problem der nuklearen Spek-
troskopie als Funktion 11 gewisser Überlappintegrale 11 formulieren, und welche 
dies sind. 
1-.5 Die Teilchen-Loch-Gleichungen 
Für die 11 Teilchen-Loch-Kerne 11 - den doppelt-magischen sowie seine beiden Teil-
chen-Loch-Isobare - ergibt Einsetzen der Ansätze (1.19b) bzw. (1.20b) in die 
Bewegungsgleichungen ( 1.10) folgendes Gleichungssystem: 
~; k'<t>l[a~am,H,<aj]l <t>)X~j- <q,l[a~am,H,a;an]l<P)Y~j} 
= ( EK- E0 ) l: : { ( <P I [ a~ am, a~ a j ] l <P > X ~j - ( <P I [ a~ am, a; an ] I <P '> Y~j } 
nJ 
L: {<<P l[a~ai 'H,a~aj] l <!>) x~j-(<j> l [a~ai ,H ,a ;an] l <P > y~j} 
nJ 
= (EK-E0 ) L:: {<<t>l[a~ai,a~aj]l<t>)X~j-<<Pl [a~ai,a;an]I<P) Y~j} 
nJ 
( 1. 50a) 
( 1. 50b) 
Für den doppelt-magischen Kern ergibt sich bei Anwendung der Relationen (1.32) 
auf (1.50b) in Matrixnotation 
(1.51a) 
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mit 
rt = E -E 
K K 0 (l.Slb) 
und 
A .. 
m1nJ =<q>l [a~am,H,a~aj] !1>) (1.52a) 
B .• 
mlnJ = -< 1> I [ a ~ a m, H , a; an ] I f) (1.52b) 
U .. =<<PI[a~a ,a+a.]I<P) 
m1 nJ 1 m n J (1.52c) 
V .. = -(1>l[a~a ,a~a ]11>) 
m1 nJ 1 m J n (1.52d) 
sowie der Summationsvorschrift (1.19b). 
A und u. sind hermitesch, B symmetrisch und V antisymmetrisch (folgt mit 
(1.32)). Wählt man den Hartree-Fock-Grundzustand als Approximation zum Grund-
zustand des doppel t-magi sehen Kerns, so erhält man für diesen die sog. Teil-
chen-Loch-RPA-Gleichungen in der Form 
mit 
st = E -E 
K K 0 
sowie 
A .. = (e -e. )o o .. +<mi-1 lv \nj- 1 ) 
m1 nJ n J mn 1 J re s 
< ·-1 lv I ·-1> m1 nJ = V •• res mJl n 
< .-1 .-1) I > B • • = m1 n V = V .. m1nJ J res mnlJ 
Für die X- und V-Amplituden gilt 
( 1.53a) 
(1.53b) 
( 1. 54a) 
( 1. 54b) 
( 1. 54c) 
( 1.55a) 
(1.55b) 
Für die Teilchen-Loch-Isobare nimmt das Gleichungssystem (1.50) in Matrixnota-
ti o n e xp 1 i z ite f o 1 ge n de Form an : 
( A ( t , - t ) B ( t , - t ) ) ( X K( t , - t )) = Q - (U ( t , - t ) V ( t , - t ) ) ( X K ( t, - t ) ) 
\ _8(-t,t)* -A(-t,t)* yK(t,-t) K(t, t) V(-t,t)* U(-t,t)* yK(t,-t), 
( 1.56a) 
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mit 
(1.56b) 
und 
A ( t I ' t II ) + + 
v t 1 V.t 11 v t 1 v.t 11 =( t) [av.t .. av t 1 ,H,av t 1 av.t 11 ] lt) 
m 1 'n J 1 m n J 
(1.57a) 
B(tl,tu) + + 
v t 1 v.t 11 v t 11 v.t 1 = -<'tl[av.t 11 av t 1 'H,av t 11 av.t 1 ]1t> 
m 1 'n J 1 m n J 
(1.57b) 
(t l tll) y(tl,tll) und entsprechend für U • , 
sowie der Summationsvorschrift (1.20b). 
Offensichtlich sind A(t 1 ,t 11 ) und u(t 1 ,t 11 ) hermitesch, g(t 1 ,t 11 ) ist aber im Un-
terschied zum Fall des doppelt-magischen Kerns nicht symmetrisch, auch nicht 
hermitesch; vielmehr gilt 
(t 1 t 11 ) (t 11 t 1 )T B ' = B ' 
und für V ( t 1 • t 11 ): 
v(t 1 ,t 11 ) = _y(t 11 ,t 1 )T 
(T bedeutet Transposition.) 
Mit Ebert 1 s Notation (ERW78) 
(-1/2,1/2) A., 1 
( 1/2,-1/2) A., 2 
( 1. 58a) 
( 1. 58b )· 
(1.59a) 
(1.59b) 
gelten die Teilchen-Loch-RPA-Gleichungen für die beiden Teilchen-Loch-Isobare 
in folgender Form: 
(\ B ( XK( 1) ) CK( 1) I 
_:; ) yd 1) = Q K( 1) yK ( 1) I ( 1. 60a) 
-82 
' QK(1) = EK( 1) - Eo ( 1. 60b) 
für das Proton=Teilchen-Neutron=Loch-Isobar, und 
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(1.61a) 
(1.61b) 
für das Neutron=Teilchen-Proton=Loch-Isobar, mit den Untermatrizen 
1.6 Einige formale Eigenschaften der Bewegungsgleichungen 
Rowe (Ro68) untersucht die Eigenschaften der Bewegungsgleichungen (1.10) für 
Anregungsoperatoren der Form 
( 1. 63) 
die zu den Bewegungsgleichungen 
(1.64a) 
oder abkürzend 
( 1. 64b) 
führen. Alle hier betrachteten Anregungsoperatoren (1.19)-(1.22) sind von der 
* Form (1.63), und Rowe•s Resultate gelten daher für die Teilchen-Loch-Glei-
chungen (1.50), (1.51) ebenso wie für die Zweite~lchengleichungen (1.33) und 
die Zweilochgleichungen (1.35). 
* 11 Rowe•s Resultate 11 stellen die direkte Verallgemeinerung der erstmals von 
Thouless (Th61) beschriebenen Eigenschaften von RPA-Gleichungen dar (der 
folgende Abschnitt bringt nur den im Rahmen dieser Arbeit unmittelbar re-
1 evanten Teil ) • 
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Stabilitätsbedingung (Ro68), (Ro70, Ch.14.8) 
Die Forderung, daß ~ den nuklearen Grundzustand 11 hinreichend gut 11 approxi-
miert, impliziert, daß die Matrix M nur reelle nichtnegative Eigenwerte be-
sitzt. Dies gilt also insbesondere für die RPA-Matrizen (1.46), (1.47), (1.51) 
und (1.56) sowie die korrespondierenden TDA-t~atrizen. 
Orthogonalität und Normierung der Lösungsvektoren 
Für zwei Lösungen Z~,Zv von (1.63) gilt wegen der Hermitezität der Matrizen M 
und N 
* Falls n :;en, müssen beide Seiten der Gleichung verschwinden, die Vektoren Z~ 
~ V 
und Zv sind also orthogonal im Sinn der Metrik N. Sofern die Stabilitätsbedin-
gung erfüllt ist, gilt für ~=v 
* n L z~ N z~ ) o 
~ aß -a aß ß 
Dies legt die Normierung 
* L z~ N z~ = 1 
aß a aß ß 
(1.65) 
und wegen der Orthogonalität der Lösungen für ~*v folgt 
( 1. 66) 
In der RPA hat (1.58) im Zweiteilchen- bzw. Zweilochfall die Form: 
LI T* Tl LI T* Tl X X Y .. Y •• = 0 1:1: I 
m;n mn mn i ; j 1 J 1 J 
(1.67a) 
LI A* Al LI A* Al X •• X •• y y = 0 AA 1 
i ; j lJ lJ m;n mn mn 
(1.67b) 
und im Teilchen-Loch-Fall 
* y~ • yV •) = 0 
m1 m1 ~v (1.67c) 
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11 Spuriose 11 Lösungen 
Die Erhaltungsgrößen korrespondierenden Operatoren S kommutieren mit dem Ha-
mil tonoperator 
[H,S] = 0 ( 1. 68) 
und jeder solche Operator ist eine Lösung der Bewegungsgleichungen mit Ener-
gie ~=0, da 
< ~)[öR,[H,S]J)~)= 0 ( 1. 69) 
Für die hier betrachteten sphärischen, nicht-supraleitenden Kerne kommen etwa 
der Gesamtimpuls-, der Gesamtdrehimpuls-, derTeilchenzahl-und der Kernla-
dungszahloperator in Frage. Dies sind Einteilchenoperatoren und daher von der 
Form des Teilchen-Loch-Anregungsoperators (1.19) für doppelt-magische Kerne 
(wegen (A1.4), und da sie die Kernlaung erhalten). Für die in dieser Arbeit 
behandelten nicht doppelt-magischen Kerne gibt es daher keine spuriosen Lösun-
gen, die von kontinuierlichen Symmetrien des Hamiltonoperators herrühren, da 
die den erhaltenen Observablen -korrespondierenden Operatoren im Raum der Anre-
gungsoperatoren (1.20)-(1.22) nicht vorkommen. Letzteres gilt auch für die den 
diskontinuierlichen Symmetrien des Hamiltonoperators entsprechenden Operatoren 
(z.B. den Paritätsoperator). 
Vollständigkeitsrelationen (Ro68) 
Falls es keine spuriosen Lösungen gibt, sind die Lösungen von (1.64) vollstän-
dig, d.h. jeder Operator U von der Form eines Anregungsoperators (1.19)-(1.22) 
kann nach ihnen entwickelt werden: 
(1.70) 
\~egen der Orthonormierung (1.58) folgt 
'* I I zK N zK = I a ö , 
aK a aß ß K KK 
K a K 
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(1.71) 
Durch Einsetzen in ( 1. 62) folgt 
u = L: L: 
y K aß 
(1.72) 
und für den Einheitsvektor U =o ß ßY 
(1.73) 
In der RPA ergibt sich im Teilchen-Loch-Fall 
\1 v* v v* 
!... (X . X I. I - y . y I. I) = 0 I 0 •• I 
m1 m 1 m1 m 1 mm 1 1 (1.74) 
V 
Im Teilchen-Loch-Fall ist der Raum der zu den Anregungsoperatoren (1.19) bzw. 
(1.20) adjungierten Operatoren gleich dem Raum der Anregungsoperatoren selbst. 
Im Zweiteilchenfall hingegen ist der Raum der zu den Anregungsoperatoren 
(1.22a) adjungierten Operatoren gleich dem Raum der Anregungsoperatoren 
(1.22b) für Zweilochkerne, und vice versa. Einen beliebigen Operator aus der 
Vereinigung beider Räume können wir nach den Zweiteilchen- bzw. Zweilochlö-
sungsoperatoren entwickeln. Die Relationen (1.70)-(1.73) gelten analog, und es 
ergeben sich die Beziehungen 
* LI x' x' 
mn m1n1 
T 
LI y>..*y>.. = 0 mm 10 nn 1 (1.75a) 
>.. 
mn m1n1 
LI >..* >.. X,.X, 1 •I 
>.. 1J 1 J 
LI T* T ( 1. 7 5b) Y .. Y. I •I = 0 • • I 0 • • I 
T 1J 1 J 1 1 JJ 
Ein Vergleich mit Ring und Schuck (RS80) zeigt, daß deren entsprechende Glei-
chung (8.189) nur die erste dieser beiden Vollständigkeitsrelationen richtig 
wiedergeben kann. 
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2. Die RPA-Gleichungen für drehimpulsgekoppelte Zustände definierter Parität 
2.1 Anregungsoperatoren für drehimpulsgekoppelte Zustände definierter Parität 
( J 1T ) 
Bislang wurde nicht in Betracht gezogen, daß die zu untersuchenden Kerne sphä-
risch sind und daher die Eigenzustände des Hamiltonoperators simultan als Ei-
genzustände des Gesamtdrehimpulsoperators gewählt werden können. Wegen der Do-
minanz der starken und elektromagnetischen relativ zu den paritätsverletzenden 
schwachen Wechselwirkungen im nuklearen Hamiltonoperator können dessen Eigen-
zustände außerdem simultan als Eigenzustände des Paritätsoperators gewählt 
werden. Die explizite Berücksichtigung dieser Symmetrien des nuklearen Hamil-
tonoperators verringert die Dimensionen der zu diagonalisierenden RPA-Matrizen 
ganz beträchtlich. Zur Berechnung eines Zustands mit gegebenen Gesamtdrehim-
puls- und Paritätsquantenzahlen JTI kommen in den den Approximationen (1.19)-
(1.22) entsprechenden Anregungsoperatoren ja nun nur noch die Konfigurationen 
der Parität TI in Frage, die zum Gesamtdrehimpuls J koppeln. Die Kopplung von 
Teilchen-Loch- sowie von Zweiteilchen- bzw. Zweilochkonfigurationen wird im 
Anhang 2 durchgeführt. Für Teilchen-Loch-Zustände resultiert 
1 j2-m2 . . -1 lv1v2 ,JM)= I (-1) (J 1m1J 2-m21JM)\v1m1(v2m2) > 
m1m2 
(A2.14) 
mit der Notation a=vama für die Quantenzahlen a=ta, sa=1/2,2a,ja,ma eines Ein-
teilchenniveaux. Der Zustand (A2.14) hat die Parität 
(2.1a) 
Für Zweiteilchen- bzw. Zweilochzustände ergibt sich 
(A2.15a) 
(A2.15c) 
mit der Parität 
(2.1b) 
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Diese Relationen legen die Form der den approximativen Anregungsoperatoren 0+ 
K 
(1.19b) und o: (1.22a) bzw. o: (1.22b) für Anregungszustände mit Gesamtdrehim-
puls- und Paritätsquantenzahlen J entsprechenden Anregungsoperatoren 0+ 
+ + K(J1T~~) 
und 0 bzw. 0 fest: 
T(J1T~~) I.(J1T~~) 
j. -m. + I (-1) J J(j m jJ.-m.)JM)a m a 
n n J v v .m . 
mnmj n n J J 
mit 
mit 
mit 
~+L 
(-1) n J = 1T 
= I' 
+ I I 
v.;v. 
J 1 
\) '\) 
m' n 
11+0 
\). \) . 
1 J 
~ +~ ~.+~. (- 1) m n = (- 1) 1 J 
= I' 
11+8 
= 1T 
\) . ; \) . 
1 J \),\), 
1 J 
+ I I 
\) ; \) 11 +8 • 
n m v v 
m n 
LH. ~ H (- 1) 1 J = (- 1) m n = 1T 
I (j.m;j.mJ.IJM)a m a m 
m.m. 1 J vi i vj j 
1 J 
(2.2a) 
(2.2b) 
(2.3a) 
(2.3b) 
(2.4a) 
(2.4b) 
Bei der Formulierung der Ansätze (2.3),(2.4) sind die Symmetrierelationen 
( 1. 24) für die Y-Ampl ituden besonders zu beachten! Folgt man der Argumentation 
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im Kap. 1.3, so sieht man ohne 'Heiteres, daß die den Symmetrierelationen 
(1.24) für die X- und V-Amplituden im Z•t~eiteilchen- bz1v. Z'!Jeilochfal1 entspre-
chenden Symmetri ere 1 ati onen für die "dreh imp ul sgekoppe lten Amp 1 ituden" wegen 
der Symmetrierelation (A2.6b) für Clebsch-Gordan-Koeffizienten so lauten: 
XT(J1TM) j +j -J+1 1T 
= 
(-1) m n XT(J M) (2.5a) 
\) \) \) \) 
n m m n 
yT(JTIM) j .+j .-J+1 yT(JTIM) 
= (-1) 1 J (2.5b) 
\) . \). \). \) . 
J 1 1 J 
x>-(J1TM) j .+j .-J+1 x" ( J1TM) 
= (-1) 1 J (2.5c) 
\) . \). \),\), 
J 1 1 J 
y>-(JTIM) j +j -J+1 y'- ( J 1T M) 
= 
(-1) n m (2.5d) 
\) \) \) \) 
n m m n 
2.2 Die Zweiteilchen- bzw. Zweilochgleichungen für "Kernzustände JTI" 
Für Zweiteilchenkerne hat der in den Bewegungsgleichungen auftretende "belie-
bige Operator aus dem Raum der zu den 0+ adjungierten Operatoren" die 
T(J1TM) Form-
v. 1 ;v. 1 
1 J 
mit 
= 
ll+o 
v1;v1 n m 
\) • I \) • I 
1 J 
/l+O 
\) 1\! 1 
m n 
I ( j . 1 m • 1 j . 1 m • 1 I J 1M 1 >a a J J 1 1 v.1m·1 v.1m·1 m.m. 1 1 J J 
1 J 
~ I+~ I ~.1+~.1 (-1) m n = (-1) 1 J = TII 
(2.6a) 
(2.6b) 
Die Prozedur ist nun ganz analog der in Kap. 1.4 durchgeführten; die resultie-
renden allgemeinen Zweiteilchengleichungen lauten in Matrixform 
lilil -w (J 1-i','J"~) 
( 2. 7) 
mit 
I 
A (J ITI MI ,JTIM) = ____ _:;_1 __ _ 
\) 1\) IV \) 
m n m n 
mit 
!<- 1+!<-nl 
( -1) m : 1T I ' 
!<- H (- 1) m n 
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(2.8a) 
= 1T (2.8b) 
usw. analog. In der RPA nehmen die Untermatrizen der metrischen Matrix gemäß 
den Relationen (1.36)-(1.38) und der Orthogonalitätsrelation für Clebsch-Gor-
dan-Koeffizienten (A2.4a) folgende Form an: 
I 
u(J ITI MI ,JTIM) = ----=-1 ___ _ 
\) 1\1 1\1 \) I < j 1 m 1 j 1 m 1 I J 1 W ')( j m j m ) J M )I ' mmnn mmnn m n m n 1+o 11+o m 1m 1 
v 1v 1 v v m n m n m n 
mmmn 
• 0 0 0 0 
I 
v(J 11T MI ,JTIM) = o 
\) 1\) 1\),\), 
m n 1 J 
v 1v m 1m v 1v m 1m m m m m n n m n 
0 0 
\) 1\) \) 1\) 
m m n n 
01T1TIOJ1JOM1M 
- - --::--"...---- 0 0 1+o v.lv. v.lv. 
\),\), 1 1 J J 
1 J 
(2.9) 
(2.10) 
(2.11) 
Bei der Berechnung der RPA-Matrix fallen natürlich alle Terme weg, die auch 
bei der Berechnung der RPA-Matrix für drehimpulsungekoppelte Zustände nicht 
definierter Parität wegfielen; die in (1.41)-(1.45) auftretenden Matrixelemen-
te Vaßyo werden durch die drehimpulsgekoppelten vavß,J 1M1 V vyv0,JM ersetzt, 
die nach dem Wigner-Eckart-Theorem (A2.20) in J und M diagonal sind. Mit der 
Notation (pp für Zweiteilchenkopplung) 
(2.12) 
folgt 
s +s 
\), \). 
1 J 
1 +o 
\). \) . 
1 J 
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( 2.13) 
(2.14} 
0 1 0 1 0 1 0 0 + fPp(J'IT) 
7T 7T J J M M v .• v. v .• v. v.v.v. 1 v. 1 11 J J 1J1 J 
(2.15) 
Als Lösungen eines von den magnetischen QuantenzahlenMund M1 unabhängigen 
Gleichungssystems hängen die X- und V-Amplituden von diesen ebenfalls nicht 
ab. Explizite formuliert lauten die RPA-Gleichungen für Zweiteilehenkernzu-
stände mit Gesamtdrehimpuls J und Parität 7T 
s +s 
I I vm v { n o o l+o v v v v 
\) '\) 
m' n 
+ I I 
v.;v. 
J 1 
I• 
\) . \) 
m' n 
v v m m• n n• 
m n 
s +s 
\) . \) . 
1 J 
1+o I I {-
v.;v. J 1 
\),\). 
1 J 
Durch die Einführung der 11 renormierten Ampl ituden 11 
X'r( J 7T) 
\) \) 
m n 
y'(J'IT) 
\). \). 
1 J 
= (1+o 
\) \) 
m n 
= (1+0 ) 
\!,\), 
1 J 
erhält man folgendes Gleichungssystem: 
(2.16a) 
0 0 
v.v .• v.v .• 
1 1 J J 
(2.16b) 
(2.17a) 
(2.17b) 
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I• { ( E: +E: ) o o + FPP ( J TI) ( 1 +o ) } x' ( J rr) V V V V V V V 1V 1V V V V V V V 'V 
m' n 
m n m m• n n• m n m n m n m n 
+ I• 
v. ;v. 
J 1 
I• 
v ·v 
m' n 
I· 
V.; V. 
J 1 
+ Fpp(JTI) (1+8 )}Y'(JTI) = Q 
v.v.v .• v.. v.v. v.v. -r(J'JT) 1Jl J 1J 1J ' 
[-(E: +E: )o o v. v. v.v .• v.v .• 
1 J 1 1 J J 
Für gg-Kerne ist eine weitere Umformung aller Terme der Form 
(2.18a) 
(2.18b) 
vorteilhaft. Im folgenden bezeichnet va (vorübergehend) alle Quantenzahlen ei-
nes Einteilchenzustands a außer ma und ta 
(t = -1/2 oder t = 1/2) 
Führt man im ersten Summanden eine Indexumbenennung 3~4 durch und bringt an-
schließend die Symmetrierelationen für drehimpulsgekoppelte Zustände bzw. die 
(renormierten) Amplituden 
(A2.16b 1 ) 
(2.5 1 ) 
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zur Anwendung, so resultiert 
( 2.19) 
Diese Relation macht klar, wieso im Kap. 1.3 für gg-Kerne auf eine Reduktion 
des Konfigurationsraumes verzichtet und stattdessen der antlsymmetrisierte An-
satz mit dem Faktor 1/2 gewählt wurde. 
Für uu-Kerne verschwinden alle Kroneckersymbole in den 11 renormierten Amplitu-
den11 (2.17) sowie in den RPA-Gleichungen (2.18). t~it der neuen Summationsvor-
schrift (ersetzt (1.23)) 
für gg-Kerne 
fix (1/2 oder -1/2) I I 
v ·v 
r' s 
= E 
\) \) 
r, s 
(t =-t =1/2) 
s r 
nehmen die RPA-meichungen (2.18) 
I' {( s +s )o o \) \) \) \) \) \) 
\) '\! 
m' n 
+ I' 
v.;v. 
J l 
I I 
\! • V 
m' n 
m n m m' n n' 
Fpp (JTI) 
\) ,v ,v.v. 
m n 1 J 
oder in Matrixform 
mit 
und 
für uu-Kerne 
nun folgende Form an: 
v.;v. 
J l 
{-(s +s )o o \), \), v.v., \),\),, 
l J 1 l J J 
(2.20) 
(2.21a) 
(2.21b) 
(2.22a) 
(2.22b) 
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( J rr) (s +s ) O V V 0 + Fpp ( J IT) (2.22c) Avml vn I vm vn :::: V V V \) nl vmlvnlvmvn m n m m1 n 
( J 7T ) Fpp(JTI) (2.22d) B :: V IV lv.v. V IV lv.v. 
m n 1 J m n 1 J 
( J 7T ) 
-(s +s )8 8 + FPP ( J n) (2.22e) c = v.lv.lv.v. v. v. v.v.l v.v.l v.v.v.lv•l 
1 J 1 J 1 J 1 1 J J 1 J 1 J 
Für reelle Potentialmatrizen gilt ferner -mit (1.32a), (1.32b) -
= Fpp (Jn) 
V, 1 V, 1 V. V, 
1 J 1 J 
(2.22f) 
Die Prozedur zur Herleitung der RPA-Gleichungen für Zweilochkerne ist der für 
Zweiteilchenkerne völlig analog. Die Kopplung von Zweilochzuständen unter-
scheidet sich von der für Zweiteilchenzustände nicht einmal um eine Phase; die 
Einführung renarmierter Amplituden- (2.17) -und die Reduktion des Konfigura-
tionsraumes für gg-Kerne - (2.19) - ist in genau der gleichen Weise durchführ-
bar. Die resultierenden Zwei 1 ochkern-RPA-Gl ei chungen 1 auten daher: 
(2.23a) 
(2.23b) 
2.3 Die Teilchen-Loch-RPA-Gleichungen für "Kernzustände Jn" 
Es . ist nun unschwer zu erkennen, daß die Teil chen-Loch-RPA- Gleichungen für 
drehimpulsgekoppelte Zustände definierter Parität mit der Notation 
j -m +j -m 
= I (-) ß ß 8 tj m jß-mßl JM)(j m j~-m~l JM)V m m m 
m a a y y u u v v~ ~vßmßv amß a a u u y y 
mymo (2.24) 
folgende Form annehmen: 
{[(s -s )o 8 V V. V V V.V. 
n J m n 1 J (2.25a) 
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(2.25b) 
Wegen der Symmetri erel ati on (A2. 6b) für Cl ebsch-Gordan-Koeff i zi enten gilt mit 
(1.32a),(1.32b) 
(2.26) 
mit 
k = j + 1/2 
a. a. 
(2. 27) 
Die Gleichungen (2.25) lassen sich daher nicht ohne weiteres in einer den RPA-
Gleichungen (1.53) bzw. (1.56) analogen Form schreiben; zu diesem Zv1eck muß 
vielmehr noch folgende Phasenkonvention eingeführt werden ( u. a. als 11 Ri ngp ha-
se11 bekannt): 
XK (J'TT) 
V V. 
m 1 
yK (J'TT) 
V V. 
m 1 
k +k ( TI 
(-1) m 3F ph J ) , falls v3 Teilchen-, v4 Lochzustand vmviv3v4 
Mit dieser Phasenkonvention gilt statt (2.26) 
= 'fPh(Jn)* 
v1 v2 v3 v4 
(2.28a) 
(2.28b) 
(2.28c) 
(2.29) 
und da die k-Quantenzahlen (2.27) ganzzahlig sind, lassen sich die Teilchen-
Loch-RPA-Gleichungen in folgender Form schreiben: 
(2.30a) 
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(2.30b) 
Für den doppelt-magischen l<ern lautet (2.30) in (llatrixnotation explizite 
mit 
und 
~(J1T) 
A V V. V V. 
m 1 n J 
~(J1T) 
B V V.V V. 
m 1 n J 
= ( E -E ) o 0 V V. V V V.V. 
n J m n 1 J 
= Fph(Jrr) 
V v.v.V 
m 1 J n 
(2.3la) 
(2.3lb) 
(2.32a) 
(2.32b) 
sowie der Summationsvorschrift (1.19b), der Definition (2.24) für die Rest-
wechselwirkwngsmatrixelemente (si~he auch (Al.4)) und der Ringphasenkonvention 
(2.28). A(J ) ist hermitesch, B(J ) symmetrisch. 
Für die Teilchen-Loch-Isobare hingegen folgt aus (2.30): 
( 
A(Jrr ;t,-t) 
_ß(J1T;-t,t)* 
ß(Jrr ;t,-t) )(XK(Jrr ;t,-t)) (XK(Jrr ;t,-t)) 
-ÄIJ";-t,tl y•IJ";t,-tl • 
0
•1J";t,-tl y•IJ";t,-tl 
. . (2.33a) 
mit 
(2.33b) 
und 
~(J1T·,t 1 ,t 11 ) h(J1T) A = ( E I - E I ) 0 0 + 'fP 
v t 1 V t 11 v t 1 v.t 11 v t v.t• v v v.v. v t 1 v t 11 v t 1 v.t 11 
m n ' n J n J m n 1 J m n n 1 
(2.34a) 
~(J1T ;t 1 ,t 11 ) - ~ph(J1T) 8v t 1 v.t 11 v t 11 V.t 1 - Fv t 1 V.t 11 v.t 1 v t 11 
m 1 ' n J m 1 J n 
(2.34b) 
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(J1T·t' t 11 ) 
sowie der Summationsvorschrift (1.20b) etc. A ' ' ist hermitesch, und 
für B(Jn;t',t 11 ) gilt offensichtlich 
ß(Jn;t',tll) = ß(Jn;tu,t')T (2.35) 
Gleichung (2.33) kann mit Ebert's Notation (1.59) natürlich auch in der (1.61) 
und (1.62) analogen Form geschrieben werden, wovon später noch Gebrauch ge-
macht wird. Im übrigen sollte klar sein, daß v in (2.34) alle Quantenzahlen 
a 
des Einteilchenzustands a außer der magnetischen und der Isospinquantenzahl 
bezeichnet, in {2.32) hingegen alle außer der magnetischen und in {1.57) alle 
außer der Isospinquantenzahl. 
- 38 -
3. Approximative Lösung des korrespondierenden Einteilchenproblems 
Die RPA-Gleichungen setzen die Diagonalisierung des Einteilchen-Hamiltonopera-
tors H0 (1.15) bzw. die selbstkonsistente Lösung der Hartree-Fock-Gleichungen 
(1.11) zur Berechnung der (HF-)Einteilchenwellenfunktionen und -energien vor-
aus. \.Jie allgemein üblich, wurde auf die aufwendige Durchführung der selbst-
konsisten HF-Prozedur verzichtet und stattdessen der Einteilchen-Hamiltonope-
rator eines problemangepaßten Schalenmodells diagonalisiert. 
3.1 Die Einteilchenbasis (Kle70),(Con84) 
Die Wahl fiel nicht zufällig auf das bewährte Modell von Blomqvist und Wahl-
born (BW60), für welches ein von Dr. V. Klemt entwickeltes Computerprogramm 
zur Verfügung stand. Das Potential setzt sich additiv aus zwei bzw. drei Po-
tentialtypen zusammen; einem spinunabhängigen Zentralpotential vom Woods-
Saxon-Typ, einem ortsabhängigen Spin-Bahn-Potential sowie, nur für Protonen, 
einem abstoßenden elektrostatischen Coulombpotential, das von einer homogenen 
sphärischen Ladungsverteilung erzeugt wird: 
wobei 
vo h2 1 d vo s h V(r) = - - >.-=----"" - (- ) + vCPoul (r) r R 2mc~ r dr r R 1 +e xp (---) 1 +e xp (---) 
vsph (r) Coul 
a a 
-t(l/2-t) if {3-(f)2} ' r<R 
- 2 (1/2-t) ~ r)R 
r 
(3.1a) 
( 3 .1b) 
t kennzeichnet die Isospinquantenzahl, m die Nukleonenmasse (Mittel aus Proto-
nen- und Neutronenmasse-sieheTabelle 1). Die Kernladung Z wird einheitlich 
zu Z=82 gewählt. v0 bezeichnet die Potentialtiefen, welche für Protonen und 
Neutronen unterschiedlich gewählt werden (Symmetrieenergie! ), R ist der Mo-
dell-Kernradius, a der die Abfallbreite des Woods-Saxon-Potentials bestimmende 
Parameter und >. der Stärkeparameter des Spin-Bahn-Potentials. Den Parametern R 
und a könnte man für die verschiedenen Potentialtypen sowie für Protonen bzw. 
Neutronen unterschiedliche werte geben; letzteres gilt auch für >.. Blomqvist 
und Wahlborn machen von dieser Freiheit in ihrem ursprünglichen Modell keinen 
Gebrauch. In der vorliegenden Arbeit werden die von ihnen ermittelten Parame-
ter (BW60) Vb, V~, R, a und>. benutzt (siehe Tabelle 1). 
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Die zufällige Entartung der Energieeigenwerte des harmonischen Oszillators 
nach der Quantenzahl 2 des Bahndrehimpulses wird bereits durch das Woods-
Saxon-Potential aufgehoben. Der Spin-Bahn-Term bevdrkt darüber hinaus eine ex-
plizite Abhängigkeit von der Quantenzahl J des Gesamtdrehimpul ses, wie die Re-
lation 
(3.2) 
zeigt, mit der man die dem Potential (3.1) entsprechende Schrödingergleichung 
in die zugehörige radiale Schrödingergleichung transformiert. Die Abhängigkeit 
der Eigenfunktionen von den Winkel- bzw. Spinkoordinaten wird natürlich durch 
die Kugelflächenfunktionen bzw. die Paulispinoren beschrieben, welche aller-
dings zu Eigenfunktionen des Gesamtdrehimpulses gekoppelt werden müssen (siehe 
Anhang 2). Die Lösungen der radialen Schrödingergleichung R 0 .(r) werden aus n...,J 
numerischen Gründen als (endliche) Summen von Oszillatorwellenfunktionen 
xn2 (r) dargestellt (Kle70) 
M (m) 
R 2 .(r) = I cn2J. xm2 (r) n J m=1 (3.3a) 
Nach Eder (Ed66,S.73) gilt 
(3.3b) 
Hierbei durchlaufen die Radialquantenzahlen n bzw. malle natürlichen Zahlen 
(außer Null); b =I ~w ist die Oszillatorkonstante und wird numerisch durch 
die Relation (BG77,eq.2.36) 
b = 1.00 A1/ 6 fm (3.4) 
b t . t L2+1/ 2 . d d' 11 . L 1 d 0 d es 1mm , m- 1 s1n 1e vera geme1nerten aguerre-po ynome er r nung 
(m-1) und r ist die Gammafunktion. 
Bei der Diagonal i s i erung des Hamil tonoperators HBw des Bl omqvi st-Wahl born-
Schalenmodells - zwecks Berechnung der Entwicklungskoeffizienten c~~} - kann 
man den Raum der Oszillatorbasiswellenfunktionen jeweils auf Unterräume zu ge-
. +2 -t2 gebenem 2 und j einschränken, da H8w m1t 2 und J vertauscht: 
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( 3. 5) 
Die Dimensionen M2 der Unterräume mUssen so gewählt werden, daß die Näherungs-
lösungen (3.3) "exakte" Lösungen (z.B. (BW60)) hinreichend genau \viedergeben. 
Aufgrund des bekannten Zusammenhangs zwischen Oszillatorhauptquantenzahl 
N (:JoO) Oszillatorradialquantenzahl m (:Jo1) und Bahndrehimpulsquantenzahl 2 
N = 2 (m-1 )H ( 3. 6) 
werden die Mn im Fall eines von den Oszillatorbasiswellenfunktionen mit N~N 
JV max 
aufgespannten Raums durch 
N = 2M H-1 ! 
bestimmt, wobei 
(3.7a) 
N = N +1 (3.7b) 
max 
die Zahl der Oszillatorschalen ist. N = 15 Oszillatorschalen erweisen sich in 
der Bleiregion als ausreichend (Kle70). 
3.2 Die Einteilchenenergien 
Die Diagonalisierung (3.5) des Blomqvist-Wahlborn-Hamiltonoperators liefert 
auch eine Schalenmodellnäherung zu den in den RPA-Gleichungen auftretenden HF-
Einteilchenenergien. Man kann jedoch zeigen, daß der (natUrlich wUnschenswer-
te) Übergang zu einer "renormi erten RPA", die Grundzustandskorrelationen nicht 
erst a posteriori berUcksichtigt, zweierlei Modifikationen der RPA-Gleichungen 
bedingt: Eine Renarmierung der Wechselwirkungsstärke (was im Rahmen dieser Ar-
beit nicht weiter von Bedeutung ist - s.u.) sowie die Ersetzung der HF-Ein-
tei 1 chenenergien durch die experimentel 1 en Einteilchenenergien ( ( Ro70, 
Ch.14.9(ii)); detailliert (Ro68)). 
"In most practial RPA calculations, where single-particle energies are taken 
directly from experiment and the interaction strength is adjusted to fit the 
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data, it appears that one is already largely follm'ling the prescription of the 
renormalized equations. 11 (Ro70,p.278). 
Die Prozedur zur 11 direkten Übernahme der Einteilchenenergien vom Experiment 11 
wird zusammen mit anderen Energieskal ierungsproblemen im Anhang 3 beschrieben. 
Für die hier behandelten Kernspektren erv.Jies sich ein Konfigurationsraum, der 
für Protonen und/oder Neutronen die (energetisch) oberste besetzte und die un-
terste unbesetzte Oszillatorschale enthält, als v6llig ausreichend (s.u. ). 
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4. Verfahren zur Lösung von RPA-Gleichungssystemen mit reellen Potential-
matnzen 
Die RPA-Matrizen (2.22), (2.23), (2.31) und (2.33) sind nichthermitesch. 
Gleichwohl sind die meisten ihrer Untermatrizen hermitesch, insbesondere die 
TDA-Matrizen. Im Fall reeller Potentialmatrizen sind letztere sogar reell sym-
metrisch und somit problemlos mit 11 Standardmethoden 11 * diagonalisierbar. Alle 
im Rahmen dieser Arbeit relevanten Potentialmatrizen sind reell (s.u. ). Ist 
ferner die TDA-Matrix positiv definit, so kann man das nichthermitesche Eigen-
wertproblern (2.31) für den doppelt-magischen Kern durch Äquivalenztransforma-
tionen auf ein reell symmetrisches von halber Dimension zurückführen (Kap. 
4.1). 
Diese Methode dient als Prototyp für die Lösung der hier interessierenden RPA-
Gleichungssysteme für nicht doppelt-magische Kerne. Die RPA-Gleichungssysteme 
(2.33) für die beiden Teilchen-Loch-Isobare doppelt-magischer Kerne können 
durch Äquivalenztransformationen in ein Gleichungssystem von der Struktur des 
RPA-Gleichungssystems (2.31) für doppelt-magische Kerne überführt werden 
(ERW78) und sind daher analog lösbar (Kap. 4.2). In gleicher Weise lassen sich 
die Zweiteilchen- bzw. Zweiloch-RPA-Gleichungen (2.2'2) bzw. (2.23) für 11konju-
gierte11 Zweiteilchen- bzw. Zweilochkerne (z.B. 206n und 210Bi) in ein Glei-
chungssystem von der Struktur des RPA-Gleichungssystems (2.31) transformieren 
(Kap. 4.3). In diesem Fall erweist sich allerdings eine vorübergehende Verle-
gung des Nullpunktes der Energieskala der Ei ntei 1 chenenergi en auf die Fermi-
kante(n) als notwendig, da andernfalls die TDA-Matrix für Zweiteilchenkerne 
nicht positiv definit ist. 
* Bekanntlich ist eine (nicht notwendig reelle) symmetrische Matrix über 
einem endlichdimensionalen, komplexen, normierten Vektorraum durch eine 
orthogonale Transformation diagonalisierbar und hat nur reelle Eigenwer-
te. Die Transformation ist explizite angebbar ( 11 Standardmethode 11 ; siehe 
(BS80,§2.4.4.5)). 
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4.1 Die 11prototypische 11 Lösungsmethode für das RPA-Gleichungssystem des 
doooelt-magischen Kerns (Kle82a) 
Für das RPA-Gleichungssystem (2.31) des doppelt-magischen Kerns bietet sich in 
diesem Zusammenhang die schlichte Notation 
( A B )f X ) _ w (X ) 
\ -B -A \Y \y , 
( 4.1) 
an, wobei die Matrizen A und B (2.32) für reelle Potentialmatrizen reell und 
symmetrisch sind. Die Gleichungen (4.1) lassen sich durch Addition 
(A-B)x + (B-A)y = w(x+y) 
bzw. durch Subtraktion 
(A+B)x + (B+A)y = w(x-y) 
umformen zu 
(A-B)(x-y) = w(x+y) 
(A+B)(x+y) = w(x-y) 
Durch kreuzweises Anwenden der Operatarn (A-B), (A+B) ergibt sich 
d.h. 
(A+B)(A-B)(x-y) = w(A+B)(x+y) = w2 (x-y) 
(A-B)(A+B)(x+y) = w(A-B)(x-y) = w2 (x+y) 
[(A+B)(A-B)-w2 )(x-y) = 0 
[ (A-B) ( A+ B) -w2 ) ( x+y) = 0 
Mit den folgenden Definitionen zur Notation 
F := A-B 
G := A+B 
I p) : = I X) + I y"> 
I q) := IX'>- IY'> 
(4.2a) 
( 4. 2b) 
(4.3a) 
(4.3b) 
(4.4a) 
(4.4b) 
(4.5a) 
(4.5b) 
1 äßt sich (4.2) in der Form 
F/q) = w\p'> 
G)p) = wlq> 
und ( 4 • 3 ) i n de r F o rm 
(GF-w2)1q) = 0 
(FG-w2)1 P> = 0 
schreiben. 
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(4.6a) 
(4.6b) 
(4.7a) 
(4.7b) 
Mit A und B sind auch F und G reell symmetrisch. Für reell symmetrische Matri-
zen gilt nun folgendes: Ist C eine reell symmetrische Matrix, so gibt es eine 
(nicht unbedingt: genau eine) symmetrische Matrix c112, für welche (c112)2 = C 
gilt. c1/2 ist im gleichen Basissystem diagonal wie C, und in diesem gilt 
(c112)ii = IC.i' sowie (c112)il = 1/ICii,. (deshalb ist die Schreibweise 
(c1/2)-1 = c-172 sinnvoll). Für positiv definites C ist c1/2 natürlich eindeu-
tig bestimmt; falls C nic~t positiv definit ist, ist c1/2 zwar symmetrisch, 
aber nicht reell symmetrisch. 
Diese Sätze sind leicht zu beweisen ("leicht" bedeutet in diesem Zusammenhang: 
es kostete mich Minuten eher denn Stunden). Mit ihrer Hilfe läßt sich das 
Gleichungssystem (4.7) wie folgt umformen: 
d.h. 
F1/ 2(GF-w2)1q> = 0 
F-1/ 2(FG-w2)1p> = 0 
(F1/2 G F1/2_w2)F1/21q) = 0 
(F1/2 G F1/2_wZ)F-1/21p) = 0 
(4.8a) 
(4.8b) 
Die Vektoren F1/21q> und F-1/21p> sind also Lösungen des gleichen Eigenwert-
problems 
(4.9) 
auf welches die Lösung der RPA-Gleichungen (4.1) nun reduziert ist. Ebensogut 
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kann man das Gleichungssystem (4. 7) \vie folgt umformen: 
-1/2 2 G ( GF -w )l q > = 0 
G1/ 2 ( FG-w 2 ) l p > = 0 
d.h. 
(4.10a) 
(4.10b) 
und in diesem Fall sind G- 1/2\q) und G1/ 2 jp) Lösungen des gleichen Eigenwert-
problems 
(4.11) 
auf welches sich die RPA-Gleichungen (4.1) in diesem Fall reduzieren. 
Da Fund G reell symmetrisch und F1/ 2 smvie G1/ 2 symmetrisch sind, sind (4.9) 
und (4.11) symmetrische Eigenwertprobleme, auf welche sich die RPA-Gleichungen 
(4.1) im Fall reeller Potentialmatrizen also jedenfalls reduzieren lassen. 
Sind F und G darüber hinaus positiv definit, so sind die Eigenwertprobleme 
(4.9) und (4.11) sogar reell symmetrisch. Wie Ullah und Rowe (UR71) demon-
strieren, ist die Stabilitätsbedingung (Kap. 1.6) für RPA-Matrizen der Bedin-
gung, daß F und G positiv definit sind, äquivalent*. Aus numerischen Gründen 
haben die für doppelt-magische Kerne vorkommenden spuriosen Lösungen der RPA-
Gleichungen allerdings häufig statt Null einen (absolut kleinen) komplexen 
Wert. Ullah und Rowe zeigen a.a.O. für diesen Fall folgendes: Hat die RPA-Ma-
trix (4.1), welche die Stabilitätsbedingung erfüllt, (genau) einen komplexen 
Eigenwert, so ist dieser rein imaginär, sein Quadrat also negativ reell; in 
diesem Fall ist entweder F oder G positiv definit, und die jeweils andere Ma-
trix hat einen einzigen negativen Eigenwert. Für attraktive Kräfte ist B 11 im 
wesentl ichen 11 negativ definit, und daher wird in der Regel F die Matrix sein, 
* Unter der Voraussetzung, daß die RPA-Annahme gerechtfertigt ist, also der 
Beitrag von B nur eine 11 kleine 11 Korrektur zu den TDA-Energien darstellt, 
ist die Stabilitätsbedingung dann und nur dann erfüllt, wenn die TDA-t~a­
trix positiv definit ist; andernfalls ist mindestens eine der beiden Ma-
trizen F, G nicht positiv definit, und gilt umgekehrt Fund G positiv de-
finit, so ist unter der RPA-Annahme die TDA-Matrix A jedenfalls positiv 
definit. 
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die positiv definit bleibt. Ullah und Rowe geben in dem genannten Artikel 
Ubrigens ein dem oben dargestellten eng verwandtes L5sungsverfahren an und ge-
langen zu einer Eigemvertgleichung, welche die gleichen Symmetrieeigenschaften 
aufweist wie die Eigenwertgleichungen (4.9) und (4.11) und ferner die gleiche 
Dimension hat lflie diese, nämlich die halbe der ursprUngliehen RPA-Gleichung 
(4.1). 
Es verbleibt nun noch, explizit die Konstruktion der Lösungen der RPA-Glei-
chungen ( 4 .1) aus den Lösungen von ( 4. 9) bzw. ( 4.11) vorzufUhren. Aus den Lö-
s u n ge n I r > von ( 4 • 9 ) gew i n n t man 
IP> = a F112 1r'/ (4.12a) 
und daraus nach (4.6b) 
1 lq>=-Gip'> 
w 
(4.12b) 
Mit lp> und lq> erhält man gemäß (4.5) lx> und ly): 
Zu 
sen 
der 
und 
I x '> = 1 /2 { I p'> + I q '>} 
ly'>= 1/2 {lp>-lq>} 
bestimmen ist in diesen 
bestimmt man durch die 
RPA-Lösungsvektoren 
(x IX)-<yly) = 1 
andererseits mit (4.13) 
(4.13a) 
(4.13b) 
Gleichungen nur noch der Normierungsfaktor a. Die-
folgende Prozedur: Einerseits gilt die Normierung 
(4.14) 
(XIX'>~'y) = 1/4 {<'plp)+(qlq)+(plq~+<'qlp)-(p)p)-(qlq)+(plq)+(qlp>} 
<'xlx>-<'yty'> = 1/2 {<plq'>+<qlp)} (4.15) 
Aus (4.6a) erhält man, da F symmetrisch 
w(q I p> = < q I F I q '> = ( Fq I q > = w<'p I q '> 
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d.h. 
(qlp> =(p\q') 
und (4.14)-(4.16) zusammenfassend, resultiert 
( xl x>-iy ly> = <'p \q) = 1 
Setzt man nun (4.12) - zweimal -ein, so folgt 
< pl q) = a<F112 rl_§ p) 
w 
; 1/2 G 1/2 < p I q) = ct<. r F - a F I r ) 
w 
<plq) = a2 (r F1/2 G F1/2.\r> 
w 
und mit (4.9) erhält man, (4.17) wieder aufnehmend 
d.h. 
< p l q ) = w a 2 = 1 
- 1 
a- Tw 
Mit dem so zu guter letzt bestimmten Normierungsfaktor lautet (4.12) 
l p) = k F1/2\r'> 
I q) = ~ G F112 1r'> 
und die RPA-Lösungsvektoren (4.13) 
(4.16) 
(4.17) 
(4.18) 
(4.19a) 
(4.19b) 
(4.20a) 
(4.20b) 
Die RPA-Energien w sind trivialerweise die Wurzeln aus den Eigenwerten w2 der 
Eigenwertprobleme (4.9) oder (4.11). Für letzteres ergibt sich aus den Lösun-
gen I s > 
(4.21a) 
und mi t ( 4 . 6 a ) 
)p'> = l. Flq> 
w 
Mittels (4.17) und (4.11) folgt analog 
( q 1 p > = w s2 = 1 
d.h. 
- 1 ß - Tw 
und in (4.21) eingesetzt kommt man zu den Relationen 
I q '> = k G112 ls > 
l p '> = ~ F G1/ 21 s) 
Für die RPA-Lösungsvektoren (4.13) folgt in diesem Fall 
1 F 1/2 I x> = 2/w (w + 1) G ls> 
1 F 1/2 )y)=--n/"(--1} G ls> 2vw w 
(4.21b) 
(4.22) 
(4.23a) 
(4.23b) 
(4.24a) 
(4.24b) 
womit die RPA-Gleichung (4.1) unter den genannten Voraussetzungen (reelle RPA-
Matrix, positiv definite TDA-Matrix) als vollständig gelöst angesehen werden 
darf. 
4.2 Die Lösungsprozedur für das kombinierte RPA-Gleichungssystem der beiden 
Teilchen-Loch-Isobare 
Die RPA-Gleichungen (2.33) für die beiden Teilchen-Loch-Isobare doppelt-magi-
scher Kerne 1 assen sich im Fall reeller Potential matrizen, d. h. reeller Unter-
matrizen (2.34), in Ebert•s Notation (1.59) analog (1.60)-(1.61) darstellen 
(4.25a) 
( A2 
\ 
\-Bl 
B2 \ ( x2 \ = { x2 \ 
J · \ w2 · ' 
-Alj\Y2j \y2) 
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(4,25b) 
A1 und A2 
(2.35) 
sind reell symrr:etrisch, s1 und B2 jedoch nicht; vielmehr gilt nach 
(4.26) 
Nach Ebert et al. (ERW78) kombiniert man beide Gleichungssyste1r.e in ein einzi-
ges 
Al Bl 0 0 (xl xl 
-B 
-A2 0 0 yl yl 2 
0 0 A2 B2 x2 
= (lJ 
x2 
0 0 
-Bl -Al \Y2 y2 
( 4. 27) 
und fUhrt folgende Äquivalenzumformungen durch: 
Al 0 0 Bl ( xl XI) 
-B 0 0 -A x2 yl 2 2 
0 A2 B2 0 
= (lJ y2 x2 
0 -B -A 0 \ yl y2 1 1 
sowie 
Al 0 0 Bl XI) 0 A2 B2 0 x2 
0 
-Bl -Al 0 = (lJ y2 
-B 0 0 -A yl 2 2 
(4.28) 
Diese Eigenwertgleichung hat die gleiche Struktur wie die RPA-Gleichung (4.1), 
da die Matrizen 
- \Al :J A = 0 (4.29a) 
und 
B =C :1 ) B2 (4.29b) 
reell symmetrisch sind; das im letzten Abschnitt vorgestellte Lösungsverfahren 
ist somit auf (4.28) anwendbar, sofern nur die TDA-Matrizen A1 und A2 positiv 
definit sind. 
- 50 -
Das Gleichungssystem (4.28) legt möglicher,veise das r11ißverständnis nahe, die 
beiden Gleichungssysteme (4.25) seien nicht nur formal, sondern 11 physikal isch 11 
gekoppelt. Das ist natürlich nicht der Fall; bei den Eigenfrequenzen des Sy-
stems 11 111 liefert (4.28) für 11 211 die triviale Lösung xt=O, y2=o, und vice ver-
sa. 
4.3 Die Lösungsprozedur für das kombinierte RPA-Gleichungssystem konjugierter 
Zweiteil chen- bzw. Zweilachkerne 
Als der einem gegebenen Zweiteilchenkern 11 konjugierte 11 Zweilochkern wird hier 
derjenige Zweilochkern verstanden, dessen unbesetzte Lochniveaus gleiche Iso-
spinquantenzahl (en) haben wie die besetzten Teilchenniveaus des Z•tJeiteil chen-
kerns. Konkret sind konjugierte Zweiteilchen- bzw. Zweilochkerne etwa: 210Pb 
und 206Pb, 2108i und 206rl, 210po und 206Hg. 
In diesem Abschnitt wird für die Zweiteilchen- bzw. Zweilochkern-RPA-Gleichun-
gen (2.22) bZ\'1. (2.23) konjugierter Zweiteilchen- bzw. Zweilochkerne folgende 
simple Notation verwandt: 
(:B T :c!(:') = w, C' ) 
T T 
(4.30a) 
( C 8 T yx)..) = w).. { x).. .) 
\-8 -A/\Y>-. V>-. 
(4.30b) 
Im Fall reeller Potentialmatrizen sind A, 8 und C (sowie insbesondere x>-. und 
y>-.) reell und die TDA-Matrizen A und C reell symmetrisch. Analog dem Vorgehen 
im vorigen Abschnitt werden beide Gleichungssysteme (4.30) in eines zusammen-
gefaßt: 
A 8 0 ~T) ) = X T T ) -8 -C 0 Y, 0 0 c w (4.31) X).. 0 0 -8 -A y).. ).. 
und die gleichen Äquivalenztransformationen durchgeführt: 
-.-, 
:) ·'· -
I A 0 0 3 I I ;( \ " \ " 
-BT 
T T 
.! 0 0 -C l " y[ l ,, ' 
ßT I I .\ = rl.) 0 c 0 y 'I J A. "'' ,\ 
0 -B -A 0 I ( ·y y 
·. T A. 
SO\'Ji e 
A 0 0 B \ I X \ V \ ,, 
ßT 
\ I T T 
0 c 0 \ ! \. \• XA. ! XA. (4.32) ). 
I i = ll.) 0 -B -A 0 ! y).. y 
-BT 
l\ ).. 
0 0 -C ( j Y, , \Y, i 
Diese Eigenwertgleichung hat \'lie (4.28) die gleiche Struktur wie die RPA-Glei-
chung (4.1), im Gegensatz zu (4.28) aber den Schönheitsfehler, daß die Z\'lei-
teilchen-TDA-Matrix A, anders als die Zweiloch-TDA-I·~atrix C, nicht positiv de-
finit ist, wie ei~e Inspektion von (2.22c,e) sofort zeigt: A enthält additiv 
die Summe von zwei Einteilchenenergien, \'lelche für gebundene Einteilchenni-
veaux negative Werte haben (siehe auch Anhang 3), v1ährend C die Summe zvJeier 
-jedenfalls negativer- Einlochenergien subtraktiv beinhaltet. Diese Schwie-
rigkeit kann man aber folgendermaßen umgehen (Kle83a): Die Fermienergie eF t• 
' für Einteilchenniveaux mit Isospinquantenzahl t• wird durch einen beliebigen 
Energiewert zwischen dem energetisch höchstliegenden Lochniveau und dem ener-
getisch tiefstliegenden Teilc;henniveau definiet·t (in der Regel nehmen wir das 
arithmetische Mittel der Energien dieser beiden Niveaux), und eine Energie 
nv t• (tr=t• natürlich) durch die Relation 
r 
(4.33) 
eingeführt. nv t• ist für Teilchenniveaux positiv definit, für Lochniveaux 
r 
hingegen negativ definit. Es ist nun ein leichtes, mit der Definition (4.33) 
die RPA-Gleichungen (2.22) und (2.23) in der Notation von (4.30) in folgende 
Form zu bringen: 
( A' 
:c,) C:) w~ CT) = (4.34a) . -B T Y, 
V' B T' \'') = wz C' ) (4.34b) -B -A ) y >. y >. 
mit 
w• = w - (sF t 1 +sF t 11 ) (4.34c) T T 
' ' w• = W).. + (sF t 1 +sF t 11 ) (4.34d) ).. 
' ' 
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sO\vi e 
A I ( J 7T ) - ( + ) .o o L -D \) ( J iT ) 
V t iV t 11 V ·t 1 V t 11 - nV ·tl n\J ~II U U ·rj-'' t 1 'II t 1 tll 1 1 t.. vv.';';l v, V1CV ,;· m n m n m n m m n n m n m n 
(4.34e) 
I ( J 7T) 
c V • 1 t I V • 1 t 11 V • t I V • t 11 
1 J 1 J 
( ) .o " ~O 0 ( J 7T ) = - n ..~.a 1 +v .L 11 u u + 1 ~ I _!., , _. u .J.. 1 -!.. u 
V.L. V.t_ V,\;,, V.V., \),IL. v.,C v.c \),t.. 
1 J 11 JJ 1 J 1 J 
(4.34f) 
Das Qeichungssystem (4.34) kann man natUrlieh ebenfalls in die Form von 
(4.32) transformieren, und die TDA-~11atrix 
(4.35a) 
ist nun nicht nur reell symmetrisch, sondern auch positiv definit; 
B = CT :) (4.35b) 
ist selbstverständlich ebenfalls reell symrr:etrisch. 
Die Transformation der Energien (4.34c,d) muß zur Berechnung der Anregungs-
energien der Zweiteilchen- bzv1. Z•t~eilochkerne natürlich nach der Durchführung 
der Diagonalisierung wieder rückgängig gemacht werden. 
Die Transformation (4.34c,d) hat übrigens den Nachteil, daß gelegentlich fast 
entartete Werte von w~ und w~ auftreten, was für w, und w,. natürlich nie der 
Fall ist. Dies hat numerisch die unangenehme Konsequenz, daß die beiden Glei-
chungssysteme (4.34a,b) im (4.32) entsprechenden System nicht mehr völlig ent-
koppelt sind, d.h. für die entsprechende Eigenfrequenz w1 sind die Amplituden 
T 
x" und y" nicht mehr exakt null, wie man auch analytisch für ein entsprechen-
des zweidimensionales meichungssystem zeigen kann (Kle84a). Unangenehm ist 
dies, weil das Auftreten der trivialen Lösungen x =0, y =0 (K=A bzw. -r) das 
K K 
natürliche Kriterium zur Zuordnung der (nichttrivialen) Lösungen zum entspre-
chenden Kern darstellt, welches aber bei e 11 genügend starker 11 Entartung - etwa 
auf fünf Dezimalstellen - nicht mehr anwendbar ist. Man kann sich allerdings 
leicht behelfen, indem man die Fermienergien geringfügig anders definiert 
(s.o.). Im übrigen trat der diskutierte (Un-)Fall bei vielen hundert Programm-
läufen nur zweimal auf. 
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I I. Effektive Nukl eon-Nukl eon-Restwech sehli rkun n und ihre ~:1atrixdars te 1l un-
gen 
5. Effektive NN-RestvJechselwirkungen 
11 The nucleon-nucleon interaction is the mostfundamental problern in nuclear 
physics. The great pioneer of the field, G. Breit, once called i"!i the 11 r~ount 
Everest 11 of nuclear physics. 11 (Erk74,p.194) 
5.0 Effektive NN-Wechselwirkungen für Kernstrukturuntersuchungen 
Das angeführte Zitat beschreibt auch die momentane Situation zutreffend. Tat-
sächlich genügt aber die Kenntnis der fundamentalen NN-Wechselwirkung, die die 
Restwechselwirkung (1.18) definiert, aber noch nicht; die drastische Approxi-
mation der Kernstruktur angeregter Zustände (Kap. 1. 3) erz\'li ngt viel mehr noch 
die Ersetzung de·r Restv1echselwirkung (1.18) durch eine effektive Restwechsel-
wirkung (Kap. 5.1). 
Angesichts dieser komplexen Situation bietet sich natürlich eine phänomenolo-
gische Parametrisierung an. Man kann etwa aus den experimentell gewonnenen Da-
ten zur NN-Streuung solche Parametrisierungen der NN-Wechselwirkung gewinnen, 
und von dieser Möglichkeit wurde in starkem Maße Gebrauch gemacht. Allerdings 
gilt es zu bedenken, daß 
11 the most appropriate approach for deriving a realistic two-nucleon force 
•.. surely depends on what one wishes to do afterwards with this poten-
tial ..• if the final aim is to understand nuclear structure phenomena, 
we strongly bel ieve that modifications of the NN-interaction due to the 
medium have to be taken into account. 11 (Hol81,p.125) 
Die in der Einleitung schon zitierten Arbeiten von Kuo und Brown (KB66) sowie 
von Kuo und Herling (KH71,72) benutzen das aus NN-Streudat~n bestimmte Hamada-
Johnston-Potential zur Berechnung der effektiven Wechselwirkung. Zu den von 
Erkelenz (Erk74,p.195) angeführten Nachteilen gehört nun insbesondere 
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11 that any purely phenomenological potential 'llil'l fail in dense matter, 
~:·.1~ 
since the modifications due to the medium cannot be built in ra well-de-
fined way. 11 (Ho181,p.124) 
Im engeren Sinne ist zum Hamada-Johnston-Potential zu sagen, daß es nach neue-
ren Erkenntnissen ( ( HP75), ( AB77), ( Hol81)) eine zu starke Tensorpotential kompo-
nente enthält; Tabelle 4 im Artikel von Anastasio und Bro~tm (AB77) zum Thema 
11 Meson Exchange and the Theory of Finite Fermi Systems 11 gibt als p-Kopplungs-
konstante dieses Potentials f 2 = 2.87 an; die Diskussion in Kap. 5.2.3 zeigt, p 
daß dieser Wert viel zu klein ist. Die Arbeiten von Kuo und Herling sind inso-
fern überholt, als 11 guideline 11 aber unersetzlich. 
Die anderen von Ma und True in ihrem Übersichtsartikel (MT73) behandelten 
theoretischen Arbeiten verwenden 
11 another older approach which, although non-rigorous and perhaps naive, 
has yiel ded a great deal of useful spectroscopic information. In this 
older approach it is assumed that the properties of the low-lying energy 
levels of nuclei depend primarily on those features of the t'IJo-body po-
tential which determine the low-energy nucleon-nucleon scattering. The 
repulsive core and L·S terms, for example, are neglected in this ap-
proach, since they show up at higher energies in scattering experiments. 
Pseudo-potentials of some simple shape such as Yukawa or Gaussian are as-
sumed. The parameters of these potentials are then adjusted, at least in 
theory, to give a good account of low-energy scattering. In practice, 
however, most calculations have begun in this spirit, but as often as not 
potential parameters were adjusted to improve the agreement bebJeen ex-
periment and theory ••• If the parameters do not stray too far from those 
determi ned by 1 ow-energy scatteri ng and if the vari ati ons are systemati c, 
say from one mass region to the next, then one coul d consider the two-
body potentialstobe meaningful as effective interactions of nucleons in 
nuclei. If, on the other hand, the parameter variation appears random, 
then the method is perhaps nothing more than an arbitrary parametrization 
of each nucleus i·U terms of the parameters of the potential. 11 (HSP66, 
p.130) 
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Hughes et al. kommen Ubrigens zu folgendem Schluß: 
11 The aim of the present study 'Has to ascerta·in \vhether or not an effec-
tive potential of the usual type used inshell rr:odel studies could be de-
rived which would fit a large number of nuclei. No such potential was 
discovered. 11 (HSP66,p.l48) 
Mit den Potentialen des Ublichen Typs sind in diesem Zusammenhang Zentral- und 
Tensorpotentiale gemeint. 
Ma und True (MT73) er.'leitern diesen Ansatz, indem sie die Ubl icher'.'leise ver-
nachlässigten komplizierteren Konfigurationen (siehe Kap. 5.1) effektiv durch 
Multipolkräfte zu beschreiben suchen. Das gelingt recht gut, doch drängt sich 
bei näherer Betrachtung der Verdacht auf, daß diese Methode tatsächlich doch 
nur 11 an arbitrary parametrization of each nucleus in terms of the parameters 
of the potenti al 11 darstellt. 
Der Erfolg der- dichteabhängigen( !) - Skyrme-Parametrisierung der effektiven 
NN-vlechselwirkung nach Vautherin und Brink (VB72) fUr HF-Rechnungen stimul ier- ., 
te eine systematische Studie von Isakov et al. (IAS82) zum Thema 11 Effektive 
ir'lteraction of valence nucleons in nuclei 11 , welche eine Beziehung zwischen 
(heute) Ublichen Schalenmodellpotentialen und einem verallgemeinerten Skyrme-
potential (z.B. einen Skyrmetensor enthaltend) herstellen. Dies erscheint 
sinnvoll, da die effektiven Potentiale eine zwar endliche aber kleine Reich-
weite haben. Die Autoren sind somit in der Lage, die äußerlich sehr verschie-
denen Potentiale direkt zu vergleichen. Es stellt sich heraus, daß diese in 
wesentlichen ZUgen ähnl i ehe 11 Skyrmepotenti al e 11 1 iefern. Ferner wird die Not-
wendigkeit eines dichteabhängigen Ansatzes sowie der expliziten BerUcksichti-
gung der 11 Core-Phonon-Kopp 1 ung 11 (die schon erwähnten 11 komp 1 i z i erteren Konfi gu-
rationen11) hervorgehoben. Die Chancen, in diesem Rahmen eine befriedigende 
phänomenologische NN-Wechselwirkung erhalten zu können, werden entschieden op-
timistisch beurteilt. 
Auch die Landau-Migdalsche Theorie endlicher Fermisysteme (Mig67), die (zumin-
dest in der Bleiregion) mit großem Erfolg angewandt wurde, (etwa(BBG67), 
(Kle70); einen Überblick und gleichzeitig eine Erweiterung geben Speth et al. 
(SWW77)), verwendet einen dichteabhängigen Ansatz fUr die effektive NN-Wech-
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sehJirkung, ursprünglich (im wesentlichen) ein dichteabhängiges Deltapotenti-
al. Inzwischen wurde dieser Ansatz durch die Einführung von (n+p)-Austausch-
wecllselwirkungen er~Jeitert (AB77), ( B2 0H77), ( SK\·180). 
Zur Berechnung der Spektren der hier interessierenden Kerne erwies sich dieser 
Ansatz als wenig befriedigend (s. Teil III). Inz1.vischen liegen aber Berechnun-
gen einer effektiven NN-Wechselwirkung auf der Basis der Banner Ein-Boson-Aus-
tauschpotentiale (üBE-Potentiale) vor. Letztere berücksichtigen die Abhängig-
keit der NN-Wechselwirkung vom nuklearen t~edium (näherungsweise: von dessen 
Dichte). Diese Berechnungen wurden von 1<. Nakayama im Rahmen seiner Doktorar-
beit (NKS83),(Nak84) durchgeführt und liefern (u.a.) G-Matrizen, die 11 for fur-
ther converiience 11 nach einfachen Potentialtypen parametrisiert sind und daher 
von mir verwendet werden konnten. Somit konnte ein erster Schritt in Richtung 
einer Aktualisierung der Arbeiten von Kuo und Herling (KH71,72) getan werden. 
5.1 Effektive Restwechselwirkung für Zweiteilchen- bzw. Zweilochkerne 
Die Einschränkung des Raums der Einteilchenzustände auf wenige Oszillatorscha-
len und die spezielle Wahl der Anregungsoperatoren beschrän~t die möglichen 
Lösungen der den Bewegungsgleichungen (1.9) äquivalenten Schrödingergleichung 
(1.1) von vornherein auf ei.nen Teil des A-Nukleonen-Hilbertraums. Dies hat zur 
Folge, daß die Restwechselwirkung Vres (1.18) durch eine sogenannte 11effekti-
ve11 Restwechselwirkung ~res ersetzt werden muß. Physikalisch ist das unsch\ver 
zu motivieren: die Beschränkung des Konfigurationsraums auf energetisch tief-
liegende Zweiteilchenzustände (für Zweiteilchenkerne, o.B.d.A.) schließt die 
bei der Wechselwirkungzweier Nukleonen wegen des stark repulsiven Charakters 
der NN-Wechselwirkung auftretenden intermediären Streuzustände in energetisch 
hochliegende Zweiteilchenzustände künstlich aus. Intuitiv liegt daher die Er-
wartung nahe, daß die Restwechselwirkung Vres (1.18) durch die entsprechende 
Brücknersche G-Matrix zu ersetzen ist, welche den Effekt dieser intermediären 
Zustände bereits enthält. Allerdings ist der Kernrumpf (Core) keineswegs völ-
lig inert, so daß der vollständige A-Nukleonen-Hilbertraum auch 3-Teilchen=1-
Loch ( 3p1h )-Zustände, 4p2h-Zustände etc. umfaßt. Mathematisch argumentiert man 
folgendermaßen (Bra66): Ist 
H = Ho + vres ( 5 .1) 
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der nukleare Hamiltonoperator, ~ein (gebundener) Eigenzustand zum Energieei-
genwert E 
(.5 '2) 
und bilden die Zustände (q,.} eine Basis des /\-Nukleonen-Hilbertraums, den man 
1 -in den sogenannten Modell raum i~ (den Konfigurationsraum) und sein Komplement r~ 
unterteilt: 
~ = I a.<)l. = I a.<jl. + I a.q,. 
• 1 1 .,.M 1 1 • -M 1 1 1 li:: 1 E 
Sei ferner ~O die Projektion von ~ auf M 
so ist die Schrödingergleichung (5.2) äquivalent 
wobei die effektive WechsehJirkung V'res der ~eratorgleichung 
'11- =V +V _Q_1J 
res res res E-H0 res 
... 
genügt, und Q der Projektor auf ~ ist: 
Q ~ = I a.q,. 
iE-M , 1 
(5.3) 
( 5.4) 
(5.5a) 
(5.5b) 
(5.5c) 
Für gebundene Zustände gilt nun die Sethe-Goldstone-Gleichung in ~eratorform 
(RS80,eq.(4.40)) 
Q G = V + V ___ F_ G 
res res E-H0 
(5.6a) 
wobei QF auf alle im HF-Grundzustand unbesetzten Zweiteilchenzustände !mn~ 
oberhalb der Fermikante projiziert 
Q = I • I mnXmnl 
F m;n 
(5.6b) 
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In Matrixform gilt also 
<: r • s' I 1/ l mn '"/mn i G ! rs) 1 res' /- · 1 / (r's') G rrs) = {r's'l vres\ rs> + I' 
1n; n E-s -s m n 
(5.6c) 
Den Projektionsoperator Q kann man nun natUrlieherweise so entwickeln: 
-
0 = Q2p+03p1h+04p2h+ •.. ( 5. 7) 
wobei o9 auf alle Zweiteilchenzustände außerhalb des Modellsraums ~~ prOJl-
ziert, Q3p1h auf den Unterraum der 3p1h-Zustände, etc. Beschränkt man wie im 
Rahmen dieser Arbeit den Einteilchenkonfigurationsraum auf je eine Oszillator-
schale unter- und oberhalb der Fermikante, so ist der Überlapp des Modellraums 
M, d.h. des Konfigurationsraums, mit dem Raum aller Z1tleiteilchenzustände ober-
halb der Fermikante im vorliegenden Kontext zu vernachlässigen, da die iii der 
G-Matrix enthaltenen intermediären Zustände zumeist hochenergetische sind 
(KB66,p.71), und somit gilt 
(5.8) 
'und in einer ersten Näherung daher 
'\J" ':: 
res - G (5.9) 
Für Zweilochkerne läßt sich die Argumentation in gleicher Weise durchführen, 
wenn man folgendes bedenkt: FUr einen korrelierten Grundzustand 1 <1> >gilt (Ab-
leitung wie in Kap. 1.4) 
< -1 1 -1~ l -1 -1) + + ) r • s V r s = ( <1> Ia , a , V a a <1> > res s r res r s 
(r•-1s·-11v !r-1s-1) =V = (r's'lV lrs) 
res r's'rs res 
und somit gilt die Bethe-Goldstone-Gleichung (5.6) auch in der Form 
Q' 
G = V + V ___ F_ G 
mit 
res res E-H0 
o· = I' lkt)(ktl 
F k;t 
( 5 .10) 
(5.11a) 
{5.1lb) 
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(k,.~ Lochzustände). Die Ent•.vicklung des Projektors Q hat Für bleilochkerne die 
Form 
-Q = Q2h+Q3h1p+Q4h2p+ ..• (5.12) 
und wie oben gilt 
( 5.13) 
und somit in einer ersten Näherung wiederum (5.9). 
Zweifellos ist die G-Matrix dettt bei weitem dominierende Term in den den Rei-
henentwicklungen ( 5. 7) bzw. ( 5.12) entsprechenden Reihenentwicklungen von 
"'res· Ein explizites Modell für den 3p1h-Term findet sich im Artikel von Kuo 
und Brown (KB66), für den 4p2h-Term in der Arbeit von Kuo und Herling (KH72). 
Diese Terme sind gegenüber dem Term niedrigster Ordnung, der G-Matrix, aber 
keineswegs völlig vernachlässigbar, und die Art der Konvergenz dieser Reihen-
entwicklung ist, wie schon angedeutet, noch ungeklärt. Im Rahmen der vorlie-
genden Arbeiten werden G-Matrizen als Approximation zur effektiven Wechselwir-
kung verwendet; di..rek te Vergl e i ehe mit den expe rimente 11 beobachteten Spektren 
sind daher nur cum grano salis möglich, wohl aber qualitative Schlußfolgerun-
gen. 
5.2 Die (~+p)-Austauschwechselwirkung 
5.2.1 Ein-Pian-Austauschpotential (OPEP): Variablenseparation mit dem Horie-
Sasaki-Verfahren ("!") 
Das Verfahren von Horie und Sasaki (HS61) erlaubt es, Zweinukleonenpotentiale, 
die als Funktion der Relativkoordinaten gegeben sind, als Reihenentwicklung 
nach Produkten von Funktionen der Koordinaten der einzelnen Nukleonen zu for-
mulieren. Dies ist bei der Berechnung von Matrixdarstellungen dieser Potentia-
le von großem Vorteil. 
Bei der Formulierung dieses Abschnitts konnte ich mich im wesentlichen auf Ma-
nuskripte von V. Klemt (Kle82b) und S. Krewald (Kre84) stützen. 
- 60 -
Das Ein-Pian-Austauschpotential ist nach dem Lehrbuch von ßjy)r!<en und Drell 
(BD66,eq.(l0.51)) in der Ortsraumdarstellung ·ge~)~Df3t1' durch 
gegeben, wobei f 2 die Pi on-Nuk 1 eon-Kopp 1 ungskonstante und 
1T 
m c 
1T 
J..lrr = T 
(5.14) 
(5.15) 
+ die inverse Camptonwellenlänge des Pions ist (numerische Herte: Tabelle 5); o r 
sind die Pauli-Spinmatrizen, ~ die entsprechenden Isospinmatrizen. 
r 
.Durch eine Fouriertransformation 
.+(+ + ) 
+ -1 q· r 2 - r 1 + + VTI(q) = J d3r 21 e V1T(r 1 ,r2) 
mit 
geht man zur Impulsdarstellung über. Da bekanntlich Impulsoperatoren 
(5.16a) 
(5.16b) 
+ ii+ • • • + + + + • • • p =- T V herm1tesch s1nd, 1st o 1·v1 o 2·v1 herm1tesch, und som1t g1lt 
.+ + 2 -}.1 r 
+1q·r f TI 21 
V (+) f d3 21 1T + ~ + ~ e + + 1T q = rÜ e ~ 0 1.v1 °2.v1 r
21 
'1 "'2 
f2 ,+ ( + ) -p1Tr21 
V (+) - 1T J d3 r12 {t1.v1 ;2.v1 
-1q• r 2-r1 e + + 
1T q - :7 e } 
r21 '1 "'2 }.11T 
f; + + + + J 3 
,+ + 
-}.11Tr21 
V (+) +lq•r21 e + + = 
- :7 o ·q o •q d r e 
'1"'2 1T q }.1 1 2 21 r21 1T 
Benutzt man Kugelkoordinaten zur Integration 
1 oo -J..l r • J"' 1T 
21T f dcosv f dr r 2 e-lqrcos e r 
-1 0 
- 61 -
und somit gilt für die Impulsdarstellung des OPEP (5.14) 
( 5.17) 
Da bei der Ableitung von (5.14) die endliche Ausdehnung der Nukleonen nicht in 
Betracht gezogen wurde, enthält (5.17)- \1/ie die entsprechenden Ausdrücke für 
andere Mesonaustauschpotentiale-eine unphysikalische Divergenz für große Im-
pulsüberträge q (Erk74). Man führt daher an dieser Stelle regularisierende 
Formfaktoren ein, welche 
11 somehow take into account the extended structure of the nucleon. Hml/-
ever, in the absence of a full-fledged relativistic theory ... the strong 
interactionform factors actually used are more or less arbitrary 11 
(Erk74,p.209). 
Erkelenz (Erk74) und Holinde (Hol81) diskutieren den üblichen Ansatz 
detailliert; nach dem Vorschlag von Heise (Wei77) wird n=2 gewählt- das er-
1 aubt es, die Fourier-Rücktransformatjon in den Ortsraum analytisch vorzuneh-
-1 
men- und II. = 6 fm (s.a. (BSW81)). Im folgenden gehen wir also von 
1f 
(5.18a) 
mit 
(5.18b) 
aus. Die Form des Tensoroperators 
(5.19a) 
mit 
l't 
+ + 
q = q/q (5.19b) 
legt nun folgende Umformung nahe: 
i'\ •\ 
1 (J~l ·q ~2 ·q - ~1 .~2 )qZ + 
= ~ q-+~ 
7T 
1 + + ~ 2 
= ~ s12(ol,a2,q) q22~z + 
1T 
und man erhält eine Zerlegung des OPEP in drei Summanc!en: 
V () 1T q 
(5.20) 
Der erste Summand ist der Tensorpotentialanteil des OPEP, der zweite der Zen-
tralpotentialan.teil; der dritte ist, falls kein Formfaktor eingeführt wird, 
ein attraktives Deltapotential, hier jedoch ein kurzreichweitiges attraktives 
Zentralpotential, welches aber durch die stark repulsive Komponente des NN-Po-
tentials (w-Austausch) völlig überdeckt wird (siehe Abschnitt 5.2.2, Übergang 
zur G-Matri x). 
Die vollständige Variablenseparation gelingt durch Fourier-Rücktransformation 
in den Ortsraum. Dazu empfiehlt es sich allerdings, zuvor die Spin- und Im-
pulsvariablen im Tensoroperator zu separieren (HS61)*: 
(5.21) 
Zur Verkürzung der Prozedur bringe ich Tensor- und Zentralanteil auf eine ge-
meinsame Form. r~it der Definition des Tensorprodukts (Me61,eq.(C.86)) 
(k1) (k2) (K) (kl) (k2) 
[s xT ]m = L <k1m1k2m2)Km)Sm Tm 
m1m2 1 2 
(5.22a) 
und des Skalarprodukts (Me61 ,eq. ( C .87)) von Tensoroperatoren 
(5.22b) 
* siehe (A4.6) und die folgende Anmerkung 
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SO'.'Ji e 
y(O) (S] ) = 
0 q :: l/14TI 
gi 1 t 
und mit den Definitionen 
nimmt das Impul sraum-OPEP (5.20) folgende Form an: 
f2 
Vn(q) =in~ {c(2)w(2)(q) ~ y2m(S]q)(-l)m[;lx;2]~~) 
n m 
Anstelle der ausführlichen Exposition der Fourier-Rücktransformation 
von (5.20) wird 
mit 
W(K)(q) = C(K)W(K)(q)Y (S] ) 
m Km q 
(K = 0 oder K = 2) 
(5.23a) 
(5.23b) 
(5.23c) 
(5.23d) 
(5.24) 
(5.25) 
(5.26a) 
(5.26b) 
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berechnet und anschließend via (5.24) in (5.25) eingesetzt. 
Die entscheidende Idee (HS61) zur Separation der Variablen ist die Verwendung 
der aus jeder be 1 i eb i ge n Quante nme eh an i k vo rl e sun g \'loh 1 bekannten Ent',vi ck 1 ung 
der ebenen Welle nach Bessel- und Kugelflächenfunktionen (Ed74,eq.(5.8.3)) 
,+ + k * 
e
1q·r = 4n I i j~(qr)Ykm(nr)v;<m(nq) km 1'- I I I ( 5. 27) 
für die beiden Radialkoordinaten ~1 und ~2 in (5.25) bz':J. (5.26) getrennt ein-
zusetzen: 
Mit dem Wigner-Eckart-Theorem (A2.22) gilt 
f * / (K)l dn Yk (n )Y (n )Yk (n ) =, k2m21Ym k1m1> q 2~ q Km q 1 m1 q 
Setzt man das reduzierte Matrixelement (Ed74,eq.(5.4.5)) ein 
. k ( k1 k2 K ) 
(k2 uy(K)IIk1) = (-1) 
2 / 2~: 1 '/(2k 1 +1)(2k 2+11 \o O O 
so folgt mit der Symmetrierelation (A2.6b) für C.G.-Koeffizienten 
(5.28) 
rr 
- 0:) -
Da nun :<=0 oder :<=2, ist (-1):<=1; mit (5.28), der :~2l.J.tion (Jac75,eq. (3.54)) 
(5.29) 
und der Definition des Tensorprodu:<ts (5.22) folgt 
K l (5.30) 
o I 
Für den Tensoranteil bedeutet dies 
und für den skalaren mit der Relation (A2.12b) sowie der Definition des Ska-
larprodukts von Tensoroperatoren (5.22) 
(5.32) 
2 
• f dqq 2 q 2 ~JJ 2 rn(q)jk (qr1 )jk (qr2) (5.33) 
1T 1 2 
]J2 
+ ~ ~ y(k)(~l)·Y(k)(~2) J dqq2 qz:JJ; rn(q)jkl (qrl)jk2(qr2);1.;2;1.~2 
- ~ ~ y(k)(~l)·Y(k)(~2) J dqq2 rn(q)jkl (qrl)jk2(qr2);1 .;2;1.;2} 
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5.2.2 Konstrukt·ion einer G-Matrix für das OPEP mittels e·iner simplen Korrela-
tionsfunktion (Kre84),(Kle94b 
Durch die Lösung der Sethe-Goldstone-Gleichung (5.6) gelangt man vom OPEP 
+ + V1T(r1 ,r2) (5.33) zur entsprechenden G-i1 atrix GTI. Schreibt man die Bethe-Gold-
stone-Gleichung (5.6a) in der Form 
QF 
G = V ( 1 + E-H ) G = V0. 
0 
(5.34) 
so definiert dies die Korrelationsfunktion 0., die ein Potential in die ent-
sprechende G-Matrix überführt. Kennt man nun (einen plausiblen Ansatz für) die 
Korrelationsfunktion 0., so kann man sich die auf\.Jendige Prozedur der Lösung 
der Sethe-Goldstone-Gleichung ersparen. Dies ist genau der von Weise (Wei77) 
und Brown, Bäckman, Oset und Weise (B 2 0W77) eingeschlagene \</eg, welche eine 
analytisch handhabbare Approximation zum lokalen Näherungsausdruck für die 
Korrelationsfunktion des Reid-Potentials als geeigneten Ansatz vorschlagen: 
mit 
-1 qc = 3.93 fm 
(5.35a) 
(5.35b) 
(siehe (B 2 0W77,Fig.2)). Das im vorigen Abschnitt demonstrierte Horie-Sasaki-
Verfahren kommt nun für die G-Matrix 
(5.36) 
+ + + (r=r1-r2 +umgekehrte Vorzeichen in den (5.16),(5.25) entsprechenden 
Fouriertransformationen) 
zur Anwendung, wenn auch nicht unwesentlich kompliziert durch das Auftreten 
der Korrelationsfunktion (5.35). Zunächst wird G (r) durch Fouriertransforma-TI 
tion in den Impulsraum überführt: 
(5.37) 
(5.38) 
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da 
'(;+ + +) 1 <- -o + + + f d3r e · q' == (2n) 3 o(k-q-p) + + + p ::: k-q 
Führt man nun eine Variablentransformation auf 
+I +k + q = -q 
-=) d3q I : -d3q 
durch, so folgt (bei gleichzeitiger Umkehr der Integrationsgrenzen I) 
und mit der Variablenumbenennung 
(5.39a) 
(5.39b) 
(5.40) 
(5.41) 
+ + Für die Fouriertransformierte ~{q) der Ortsraumkorrelationsfunktion ~(r) gilt 
(5.42) 
und mit der Entwicklung der ebenen Welle (5.27) sovlie t~ultiplikation mit 
* /4n" Yoo (~r) = 1 
~(q) = (2n)3o(q)- f drr2 f d~ I 41f izjz{qr)Y:m(~q)Yzm(~r)j 0 {qcr) r Zm 
folgt wegen der Orthonormiertheit der Kugelflächenfunktionen (Jac75,eq.(3.56)) 
~(q) = (2n) 3o(q) - ~ f drr 2 4ni 0j0 (qr)j 0(qcr) ~ 
= 1/ v'2G( 
und schließlich 
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ivas mit 
00 
f d r r 2 j n ( k r ) j n ( k 1 r) = 2 k 2 { o ( k-k 1 ) + ( -1 ) n ( k + !< 1 ) } 0 
((Kle84b); ausgehend von (AS72,eq. (11.3.29)) zu beweisen) zu 
+ 3 + 2TI2 ~(q) = (2TI) o(q) - ~ o(q-q ) q c 
führt. Dies in (5.41) eingesetzt ergibt 
G () TI p ~ + + + 2n
2 
= f (2n)j Vn(p-q){(2n) 3o(q)- qr o(q-qc)} 
= V (p) - --4
1 f dq f d~ V (p-q)o(q-q ) 
TI TI q TI C 
oder 
+ + + G (p) = V (p) - G (p) 
TI TI TIC 
mit 
(5.43) 
(5.44a) 
(5.44b) 
Dieser korrelierte Anteil G (p) ist nun also für das OPEP (5.18) zu berech-
ne 
nen: 
f2 + + + + + + A2_112 cr1 •(p-q )cr2•(p-q) 
G () 
- ~ f + + f ( TI TI )2 + + (5.45) = dq 0 ( q-q ) d~ 
'1 ·~ TIC p )lTI c q (p-q)2+)12 + + 2 A2+(p-q) 
TI TI 
Wählt man die Richtung von + p als z-Achse, so folgt 
Nur Terme der Form ~·q hängen von <fq ab. Schreibt man nun q und ~ explizite in 
Kugelkoordinaten: 
q = q(sin~ cosfq ,sin{ sin<pq ,cos{) 
und entsprechend 
~ = cr(sina cosß,sina sinß,cosa) 
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so folgt unmittelbar 
2n 2n 
(da f CO Sf d f- = f Si n'fq d 't'q = 0) 
0 q q 0 
2n 
f + + 'I 
0 
drq o •q = oq cosa cosr·q 2n 
2n 
f ++ 1--++ df o ·q = 2nq cos.J o •p 0 q q (5.46) 
und mit entsprechendem algebraischen Aufwand 
(5.47) 
und nach weiteren mehr oder weniger trivialen algebraischen Manipulationen wie 
1\ 
der EinfUhrung des Tensoroperators s 12 (~ 1 .~2 .t) 
1 
+ f 
-1 
2n 
f d {; •p; •p- ; ·p; ·q- ; ·q; •p + ;1.q ;2·q} 0 q 1 2 1 2 1 2 
Die Integration kann mit Hilfe von in (8580,§1.1.3.3) angegebenen unbestimmten 
Integralen durchgefUhrt werden (Kle84b): 
f dx _ 1 ( 1 + f zn fx+S A bf *O (ax+b) 2 (fx+g) - K ax+b K ax+ ' u = -ag (a.a.O., #34) 
Im Fall a=1,f=1 gilt (g in a umbenennend) 
f dx _ 1 ( 1 + 1 z a+x) *b (b+x) 2 (a+x) - b-a b+x b-a n b+x ' a 
- 70 -
f xdx b a 2n a+x a;tb ( 0 .'l"5) ( a+x) ( b+x j2 = - (a-bfZ a. a, . , f.) (a-b)(b+x) b+x ~ 
f x
2dx b2 a2 zn(a+x) + b2-2a·b R.n(b+x) (a+x)(b+xF = (b-a)(b+x) + ·(b-a )2 ( b -a )2 (a.a.0.,#36) 
Mit der Notation 
erhält man für den Zentral- bz\'1. Tensoranteil des korrl ierten Anteils der OPE-
G-Matrix (5.44) 
(5.51) 
bzw. 
(5.52) 
Die Fourier-Rücktransformation der OPE-G-Matrix (5.44) in den Ortsraum führt 
dann auf die (5.33) entsprechende Formel 
+ + 4n f~ 2 /f: . k1-k2 (k1 k2 02) Gn(r1,r2) = ~ ~ {- n I* I 1 1(2k 1+1)(2k 2+1) 
TI k1,k 2 Q Ü 
(k1) (k2) (2) [+ + ](2) + + 
•[Y (Q1)xY (Q2)] • cr1xcr2 '1"'2 
(5.53a) 
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mit 
(5.53b) 
(5.53c) 
und 
(5.53d) 
Für große Werte von qc und des Abschneide imp ul ses \r geht die OPE- G-Matri x 
(5.53) in das OPEP (5.33) über; ist q A +1, so geht der Zentralanteil (5.53) 
c 7T 
. in den Yukawaantefl (2. Summand) von (5.33) über, im umgekehrten Fall in den 
gesamten Zentralanteil von (5.33). V. !<lernt hat eine detaillierte Untersuchung 
der Grenzfälle durchgeführt (Kle84b). 
Die Formeln für die Radialanteile von G (5.53) sind, relativ zu denen für die 
7T 
Radialanteile von V (5.33), recht kompliziert. Figur 4 gibt einen graphischen 
7T 
Vergl ei eh (auch für den Fall der im folgenden behandelten p-Austauschwechsel-
wirkung). 
5.2.3 Die p-Austauschwechselwirkung 
Der (5.17) entsprechende Ausdruck für das p-Austauschpotential lautet (AB77) 
(5.54a) 
m c 
)Jp = + (5.54b) 
((Hol81) leitet den entsprechenden Ortsraumausdruck ab.) Mit Lagrange•s Iden-
tität für Vektorprodukte 
+ + + + + + + + + + + + 
axb•cxd = a•c b•d - a•d b•c 
gilt 
und vermittels den von (5.17) auf (5.20) führenden analogen Transformationen 
(SKW80),(Con84,App.E) erhält man 
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(5.55a) 
mit 
(5.55b) 
Außer in den Konstanten f 2 , w und A unterscheidet sich V (q) (5.55) von p p p p 
V (q) (5.20) im Vorzeichen des Tensoranteils und durch einen zusätzlichen Fak-7T 
tor 2 im Zentralanteil. Die Tensorpotentiale von Pion und Rho-~~eson heben ein-
ander also teilweise auf, und zwar umso stärker, je größer die NNp-Kopplungs-
konstante f 2 ist. Neuere Arbeiten (HP75),(Hol81) favorisieren ein 11 starkes P 11 , p 
also ein schwächeres Tensorpotential. In dieser Arbeit wird der Wert von Höh-
ler und Pietarinen (HP75), f 2 = 4.86 verwendet, für A benutze ich den z.B. p p 
von ( BSW81) verwendeten Wert A = 10 fm-1 • 
p 
Die Fourier-Rücktransformation von V (q) (5.55) in den Ortsraum und der Über-
P 
gang zur G-Matrix sind ganz analog dem OPEP-Fall. 
5. 2. 4 Zu samme nf as sung: ( TI+p) -Aus tau schwech se 1 wi rkung 
Die Impulsraum-Potentiale V (q) (5.20) und V (q) (5.55) werden durch Fourier-TI p 
Rücktransformation in den Ortsraüm nach der Methode von Horie und Sasaki in 
den Variablen der beiden Nukleonen separiert ((5.33) und entsprechend) und 
nach der von Brown, Bäckman, Oset und Weise (B 2 0W77) angegebenen Prozedur in 
G-Matrizen transformiert. Von den verschiedenen Kopplungskonstanten, Massen 
und Formfaktoren abgesehen unterscheiden sich beide Mesonenaustauschpotentiale 
nur durch das Vorzeichen des Tensoranteils und einen Faktor 2 im Zentralan-
teil. Die in die (7T+p)-Austauschwechselwirkung eingehenden Parameter und Kon-
stanten sind in Tabelle 5 zusammengefaßt. Im übrigen sind alle Potentiale bzw. 
Wechselwirkungen, wie dlimensionsmäßig leicht zu ersehen, noch mit 'ilc zu multi-
P 1 i zieren. 
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5.3 G-Matrix-Wechselwirkung von Ein-ßoson-Austauschpotentialen (OBEPs) aus 
Kernmater1erechnungen 
Trotz der großen Erfolge des Quarkmodells der Struktur von Hadronen ist die 
Mesontheorie der Kernkräfte* noch immer up to date. 
"According to meson field theory, the interaction bet\o.Jeen two nucleons is 
mediated by the exchange of various mesons. The nucleons and mesons are 
described by local and renormalizable field theories, in which the par-
ticles are considered as elementary and pointlike. On the other hand, 
people now bel ieve in the quark model ..• in this scheme, the two-nucleon 
force is in fact a force between two three-body systems. To obtain from 
this picture an "effective" nucleon-nucleon potential for application in 
nuclear structure is obviously very complicated •.. Of course, this does 
not mean that one shoul d throw away all information about the NN-inter-
action obtained from usual meson theory. This picture had such an enor-
maus success**, correlating a great amount of data (from NN-, Nn- and nn-
scattering, electromagnetic from factor data) that it should be essen-
ti ally ri ght, at 1 east for the outer- and i ntermedi ate-range p art of the 
interaction •.• we might hope that, for low-energy NN-scattering and nu-
clear structure •.. , the inner part of the NN-interaction need not be 
known in such detail and can be described by a global repulsion provided 
by w-exchange." (Hol81,p.126) 
Ei n-Boson-Austauschwech sel wi rkungen im engeren Sinn sind NN-Hechsel wi rkungen, 
die durch elementare Austauschprozesse genau eines Mesons hervorgerufen wer-
den; der gleichzeitige Austausch etwa zweierPionenwird nicht explizit behan-
delt, was dazu führt, daß 
* 
** 
"a largely fictitious isoscalar scalar meson (the cr) is required to de-
scribe the intermediate range attraction of the force. This cr object with 
a mass of about 400 to 600 MeV is considered to approximate somehow the 
• 
Für Nichtexperten gibt (Bri65,Ch.VI) eine gute Einführung. 
insbesondere auch die Vorhersage von Existenz und Eigenschaften der Vek-
tormesonen (zu schweigen von skalaren) 
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continuum of the tvm-pion exchange • , • in the T=O, S-vJave state. 11 
(Erk74,p196). 
Den von K. Nakayama berechneten OBE-G-~latrizen liegt die von Holinde in 
(Hol81) angegebene Version des OBE-Potentials mit Abschneideimpuls A = 1530 
~~eV für alle Mesonen zugrunde ( 11 HM3A 11 ). Diese OBE-G-~~atrizen hängen 11 im we-
sentlichen11 vom Impulsübertrag smoJie der Dichte p des nuklearen Mediums bzw. 
gemäß (Bur79,eq. (6.13)) 
(5.56) 
von dessen Fermiimpuls kF ab. Nakayama gibt eine Parametrisierung nach Yukawa-
Zentral potentialen, Yukawa- Tensorpotentialen SO\'Ii e Spin-Bahn-Potentialen an. 
Letztere werden hier ignoriert, was die Resultate aber nicht signifikant be-
einflussen dürfte; Isakov et al. (IAS82) et•11a kommen in ihrer schon erwähnten 
Studie bezüglich der Spin-Bahn-Potentiale zu folgendem Schluß: 
11 The role of spin-orbit forces reduces mainly to the appearance of spin-
orbit splitting in the levels of the mean field of the nucleus. 11 (IAS82, 
p • -1 77 /1 7 8 ) 
Bei der Diagonalisierung des Einteilchenanteils des Hamiltonoperators (Kap. 3) 
wurde eine Spin-Bahn-Kraft (natürlich) berücksichtigt. Ohne die Spin-Bahn-Po-
tentiale lautet der (5.20) analoge Ausdruck für Nakayama 1 s OBE-Matrizen 
3 
\ [{ I + + + + L. F (w,kF)+F (w,kFh·T 1 +G (w,kF)cr•cr 1 
a=1 a a a 
]..12 
I ( )+ + 1+ +I } a + G w,kF cr•cr T•T z+ z 
a q ]..1 
a 
( 5. 57) 
Die sog. 11 Startenergie 11 w ist in (5.6) mit E=Er+Es zu identifizieren. Die OBE-
G-Matrizen hängen von deren Wahl aber nicht empfindlich ab. Nakayama gibt die 
Dichteabhängigkeit der Stärkeparameter explizite an; für Kerne bedeutet dies 
- nach einer Fouriertransformation - eine Radialabhängigkeit auch dieser Stär-
keparameter. Im Rahmen der vorliegenden Arbeit wird diese nicht berücksich-
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tigt; für unsere Zwecke genügen G-Matrizen zu einem fixen Dichte~vert. Für die 
Rechnungen wurden folgende OBE-G-Matrizen verwendet: 
Gb~~) := GOBE(q, w = -20 ~.eV; kF = 1.36 fm- 1) 
Gb~~rf) := GOBE(q, w = -40 MeV; kF = 0.95 fm- 1) 
(5.58a) 
(5.58b) 
Die in (5.57) definierten Starkeparameter sind der Tabelle 6 zu entnehmen. 
5.4 Effektive 11 t~igdal-Wechselwirkung 11 
Mi gdal' s Anwendung U~i g67) von Landau 's Theorie auf endliehe Fermisysteme be-
ruht auf dem Quasiteilchenbild (nuklearer) Elementaranregungen. Eine gut les-
bare qualitative Motivation findet sich etwa in (Mig77,1ntrod.to Ch.V), die 
exakte Formulierung im Übersichtsartikel von Speth et al. ( SWW77), der auch. 
insbesondere eine detaillierte Diskussion des im Rahmen dieser Theorie i.a. 
verwendeten Wechse 1 wi rkungsansa tzes enthält ( SW77, p .148-151). "Dieser 1 autet 
(im Teil ehen-Loch-Fall) 
ph + + + + + + + + + + + + FM. (r,r') = C (f (p)+f'(p)-r--r'+g (p)o·o'+g'(p)o•o'-ro-r')o(r-r') 
lg 0 0 0 0 0 
(5.59) 
Die Dichteabhängigkeit der Parameter berücksichtigt die endliche Kernausdeh-
nung 
f ( P ( r ) ) = ~ ~ ~ ~ f i n + ( 1 - ~ f 0 ~ ) fe x 
wobei p(O) die Dichte im Kernmittelpunkt ist und 
P ( r) = --r-P -'-;( 0~)....---­(r-RM)/ 
1+e aM 
(5.60) 
(5.61) 
der aus den Hofstadtersehen Elektronenstreuexperimenten geläufige Fermifunkti-
onsansatz für die Kerndichte (die Parameter RM bzw. aM sind von der Größenord-
nung des Kernradius bzw. des entsprechenden Dichteabfallparameters). Die Nor-
mierungskonstante C0 ist das Inverse der Zustandsdichte (pro Volumen und Ener-
gieintervall) an der Fermioberfläche eines wechselwirkungsfreien Fermigases, 
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und mit der hier getroffenen Wahl für die effektive r.·1asse erhält man (Con84, 
eq. ( 3 .11) ) 
(5.62) 
Im Zweiteilchenfall wählt man einen (5.59) entsprechenden Ansatz für F~q 9 . Al-
lerdings ist hier eine andere Parametrisierung aus Gründen, die nun erläutert 
werden (Kle82b), vorzuziehen. 
Mit den Spin- bzv.,r. Isospinaustauschoperatoren 
p = 1 + 
+ +, 
a•a 
rJ 
(5.63a) 
bzw. 
p = 1 + + +, t•t 
t 
(5.63b) 
definiert man Projektionsoperatoren auf Gesamtspin 0 bzw. Gesamtisospin 0 
1 TI = - ( 1-P ) 0 2 a 
1 A =-(1-P) 0 2 T 
sowie auf Gesamtspin 1 bzw. Gesamtisospin 1 
1 TI = - ( 1 +P ) 1 2 a 
1 A = - ( l+P ) 1 2 t 
Aus diesen Definitionen ergibt sich 
(5.64a) 
(5.64b) 
(5.64c) 
(5.64d) 
(5.65a) 
(5.65b) 
und entsprechend für 1 und ,.,•. Damit kann man den (5.59) entsprechenden An-
' satz so formulieren: 
(5.66) 
wobei der Zusammenhang zwischen den beiden Parametersätzen durch folgende Re-
lationen gegeben ist: 
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a = f -3f 1 -3g +9g 1 00 0 0 0 0 (5.67a) 
all : f +f I +g +g I 0 0 0 0 (5.67b) 
a01 = f +f
1
-3g -3g 1 
0 0 0 0 
(5.67c) 
a = f -3f 1 +g -3g 1 10 0 0 0 0 (5.67d) 
und umgekehrt 
fo - 1 ) -16 (aoo+9a11+3a01+3a10 (5.68a) 
fl 1 (5.68b) 0 = 16 (-aoo+3a11+a01-3a10) 
go = i6 (-aoo+3a11-3a01+a10) (5.68c) 
gl 
0 = i6 (aoo+a11-a01-a10) (5.68d) 
rr0A0 und rr 1A1 projizieren nun auf symmetrische Zustände im Spin-Isospin-Raum. 
Wendet man diese Operatoren auf eine total anti symmetri sehe Zustandsfunktion 
an, so muß deren Ortsanteil antisymmetrisch sein, soll die resultierende Zu-
standsfunktion total antisymmetrisch sein; 
ist aber wegen der Symmetrie des Deltafunktionsoperators in den Ortskoordina-
ten jedenfalls total symmetri.sch, so daß alle Matrixelemente vom Typ 
verschwinden. Anders formuliert: das Paul iprinzip erzwingt folgende 11 Summenre-
gel n 11 : 
(5.69a) 
(5.69b) 
In dem (5.59) im Zweiteilchenfall entsprechenden Ansatz (5.66) gibt es a1so 
tatsächlich nur zwei freie Parameter. Mit der wohlbekannten Relation für Ma-
trixelemente von Potentialoperatoren bezüglich Slaterdeterminantenbasen 
(a(12\VI34>(a) = (p(12IV134'>(p)-(p{l2IVI43)(p) 
:=( 121 Vl34)d. -t121VI34) 
1 r ex 
(5.70) 
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((a): antisymmetrischer, (p): Produktzustand) gilt daher 
und da 110A1 und 111 A0 auf antisymmetrische Zustände im Spin-Isospin-Raum (und 
o(r-r•) auf symmetrischen Ortsraum) projizieren, gilt 
und somit 
(5.71) 
mit Ff,~g (5.66) sowie den Pauliprinzip-Summenregeln (5.69). 
Der Teilchen-Loch-Fall unterscheidet sich prinzipiell nicht vom Zweiteilchen-
fall. Empirische Fits ergaben aber Parameter f 0 , f~, g0 , g~, welche die Sum-
menregeln (5.69) nicht erfüllen. Man behalf sich (meine Interpretation!) pro-
visorisch mit dem ad hoc-Argument, daß Teilchen- und Lochzustände tatsächlich 
(energetisch) unterscheidbar sind, und Teilchen-Lochzustände daher nicht total 
antisymmetrisch sein müssen. Man kann dann einen Teilchen-Loch-Zustand in eine 
total symmetri sehe und eine total anti symmetri sehe Komponente zerlegen 
(5.72) 
und erhält analog ( 5. 71) 
(5.73) 
(wobei sich der Index (p) in diesem Fall auf die ungekoppelten Zweiteilchenzu-
stände entsprechend (2.24) bezieht). Die Summenregeln (5.69) gelten in diesem 
Fall natürlich nicht. 
Diese unbefriedigende Situation konnte durch die Arbeit von Bäckman et al. 
(B 2 KS80) zum Thema 11Pauli Principle Sum Rules and Consistency Relations for 
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Phenomenologically Adjusted Fermi Liquid Parameters" überwunden vJerden: Die 
Summenregeln werden auch im Teilchen-Loch-Fall erfüllt, wenn man den Beitrag 
des ( n+p) -Potentials berücksieh ti gt sovJi e Teilchen-Loch-Spektrum und Teilchen-
Loch-Wechsel wi rkung konsistent \oJähl t (das experimentelle Spektrum enthält 
"coupling to phonons", \'las eine explizite Berücksichtigung der stark repulsi-
ven "induced interaction" bedingt; siehe auch Diskussion in Teil III). 
Anders als im Fall von Hechselwirkungen endlicher Reichweite muß man also für 
Deltafunktions-V/echsehlirkungen keine Austauschmatrixelemente - (5.70) - be-
rechnen; die Faktoren 2 in (5.71) bzw. (5.73) \'/erden in die zunächst durch 
(5.59) bzw. (5.66) definierten Parameter einbezogen. 
5.5 Das Coulombpotential 
Das abstoßende elektrostatische Coulombpotential 
e2 V (r) =-
c r 
(5.74a) 
wirkt nur zwischen Protonen. (5.74a) ist in elektrostatischen cgs- bzw. Gauß-
einheiten formuliert und gibt Vc in erg, wenn e in esu (Tabelle 7) eingesetzt 
wird. Die Umrechnung auf MeV geschieht mit dem Umrechnungsfaktor y (Tabelle 7) 
e 2 1 
---y r ( 5. 7 4b) 
Das in Kap. 5.2 vorgestellte Horie-Sasaki-Verfahren ist auf das Coulombpoten-
tial nicht ohne weiteres anwendbar, da man bei der Durchführung der Fourier-
transformation auf Schwierigkeiten stößt: 
,+ + 
V c (q) = f d3r e 1q•r V (r) 
c 
e2 1 00 iqrcos J--
=- 2n J d cos J-J drr 2 e y r 
-1 0 
e2 00 [ J_ e i q rcos-J-'] 1 
=- 2n J drr y 
0 
1qr -1 
e2 1 drr 2si ngr =- 2n y 
0 
qr 
2 00 
= L 2n J si nqrdr = ? 
y 0 
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Man kommt aber zum Ziel, wenn man Vc durch folgenden Grenzprozeß definiert 
(Kle82b): 
e2 . -)lr 
Vc ( r) = - 11m ( Jl _e -) 
Y Jl+O Jlr 
(5.75) 
Für die Fouriertransformierte des Yukm·Japotenti als 
(5.76) 
gilt nun 
(5.77) 
= 2n f dcosJ'J drr2 e iqrcosJ e -Jlr 
-1 o Jlr 
oo -)lr e iqrcosJ 1 
= 2n f drr2 _e- [ ] Jlr iqr -1 
0 
00 
-Jlr 
= 2n J drr2 e 2s i nq r 
0 Jlr qr 
00 
= 4n J 
Jlq 0 
dr e -Jlr si nqr 
und da (Dwi61,eq.(860.80)) 
00 
f dr e-Jlr sinqr - q ~ 
(5.78) 
und mit (5.75) für die Fouriertransformierte des Coulombpotentials 
e 2 • 4n Jl 2 V (q) =-l1m (Jl-:-:-3" z+ z) 
c y )l+Ü )1 q )1 (5.79) 
Die Fourier-Rücktransformation ist genau wie in Kap. 5.2 durchzuführen. Da das 
Coulombpotential im Gegensatz zum NN-Potenti al keinen 11 hard core 11 hat, ent-
fällt der Übergang zu einer G-Matrix. 
6. Die Matrixdarstellungen der effektiven i'IN-Resb/ecrlselwirkungen 
In der Ortsdarstellung sind die Hechselwirkungen in Radial- sovlie Spin-Hinkel-
Anteil separiert. Für Del tafunktions-\~echsehli rkungen gilt dies trivial ey·wei-
se. Im Fall der im Impulsraum gegebenen l1echse1wiri<ungen endlicher Reichv1eite 
GTI (5.44) smoJie GaBE (5.57) ergibt sich diese Separation auf leicht ersichtli-
che Art bei der Fourier(-Rück=)transformation in den Ortsraum. Die Berechnung 
des Spin-Hinkel-Anteils der i~atrixelemente kann mit den Techniken der Drehim-
pulsalgebra analytisch durchgeführt werden; für die 'vlechselwirkungen endlicher 
Reichweite erweist sich an dieser Stelle der Vorteil der Variablenseparation 
mit dem Horie-Sasaki-Verfahren ( 11 ! 11 ). Die Radialintegration wird für Delta-
funktions-Wechsel wi rkungsmatri xel emente numerisch mittels eines modifizierten 
Gauß-Hermite-Verfahrens (Kl e83b) durchgeführt. Im Fall der Wechselwirkungen 
endlicher Reichweite kann sie großenteils analytisch mit dem von Horie und Sa-
saki (HS61) angegebenen Verfahren ( 11 II 11 ) bev1ältigt werden. Eine verbleibende 
Integration über die Radialkoordinate im Impulsraum wird mit dem gleichen nu-
meri sehen Verfahren gehandhabt wie die Radialintegration für Deltafunk ti ons-
Wechselwirkungsmatrixelemente. 
Die Relationen zwischen Rest\>Jechselwirkungsmatrixelementen- jeweils für den -
direkten und den Austauschanteil - in den beiden Kopplungsschemata (ph bzw. 
pp) sind im Anhang 4 .iusammengestel 1 t. Es genügt also die Berechnung der Spin-
Winkel-Anteile in einem der beiden Kopplungsschemata; die 11 Umkopplung 11 ist re-
lativ trivial. Die Spin-Hinkel-Anteile der Matrixelemente für die verschiede-
nen Wechselwirkungstypen sind im Anhang 5 tabelliert. 
Zunächst beschreibe ich die Prozedur zur Berechnung von Deltafunktions-Hech-
selwirkungsmatrixelementen, da dies die Diskussion im Fall der Matrixelemente 
von Wechselwirkungen endlicher Reichweite erheblich vereinfacht. 
~ Matrixelemente von Deltafunktions-Wechselwirkungen 
Für Deltafunktions-Wechselwirkungen genügt die Berechnung 11 direkter 11 Matrix-
elemente (Kap. 5.4). Die Matrixdarstellung der Teilchen-Loch-t~igdalwechselwir­
kung (5.59) ist daher 
( 6 .1) 
Die Berechnung der Isospinmatrixelemente ist einfach, auch die für ~.~',da 
~. ~ • = 2P - ~n 
T T 
nach (5.63), und 
p ltt') = lt't) 
T 
bekanntlich. Für doppelt-magische Kerne gilt t 1=t2 und t3=t4, wobei t 1it3 mög-
lich ist (Wechselwirkung zwischen nn- 1- und vv-1-Konfigurationen); für deren 
Teilchen-Loch-Isobare hingegen gilt t 1=t3it2=t4. 
Im folgenden referiere ich die Berechnung des Winkelanteils von 
(v1v;/,J\o(t-t•)jv3v4
1
,J)dir als einfachen aber exemplarischen Fall für die 
Berechnung der (Spin-)\tJinkelanteile von Wechselwirkungsmatrixelementen. \~egen 
der Vollständigkeit der Kugelflächenfunktionen gilt (Jac75,eq.(3.56)) 
= I mit ( 5. 29) 
.R- ,m 
mit (5.22) 
o ( n-n 1 ) = I Y ( n) • Y ( n 1 ) 
.R, .R, .R, 
(6.2) 
Der \tJinkelanteil des \tJechselwirkunsoperators ist damit variablensepariert 
- wozu im Fall von Wechselwirkungen endlicher Reichweite das Horie-Sasaki-Ver-
fahren ("I") vonnöten ist. Mit der Relation (A4.1) und der Beziehung (Ed74, 
' 
eq • ( 7 • 1. 6 ) ) 
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(6.3) 
folgt 
und mit den reduzierten Matrixelementen nach Rotenberg (Rot59,eq.(1.22'),p.6) 
sowie 
(6.4) 
(mit (2.27)) 
und einer Symmetrierelation für 6j-Symbole 
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j1+j3+1 (j j2 J~)(jl j2 2' 
= (-li6TI j(1234) I (t (22+1)(2L+l) ~ .1 . L \') .. L {)) 
,e_ (_J3 J4 jlJ3 J4 
2 +.Q, H 2 H H j 1 j2 2 ./ j4 j3 .e_ 
[1+(-1) 1 2 ][1+(-1) 3 4 J 1 1 ! 1 1 
0 \ - 0 2 - 2 \2 - 2 
Wendet man auf den Ausdruck in runden Klammern die Orthogonalitätsrelation 
(A4.3a), auf das letzte 3j-Symbol die Symmetrierelationen (A2.6) sowie die Pa-
ritätserhal tung 
an, so resultiert 
k1+k3 
- ( -1) 
... 2n 
21 H2 +J ( j 1 j 2 J ) ( j 3 j 4 Jo ) 
/k1k2k3k4 [1+(-1) J l _l 0 \ l 1 
2 2 \2 - 2 
( 6. f,) 
Da die Variablenseparation mit dem Horie-Sasaki-Verfahren ( 11 I 11 ) für die Win-
kelabhängigkeit der Zentralkraft 
li.efert (s. Kap. 5.2), ist die Berechnung des Winkelanteils der spinunabhängi-
gen Zentralkraft der zu (6.6) führenden ganz analog. In gleicher Weise basiert 
die Berechnung des Spin-Winkel-Anteils der spinabhängigen Zentralkraft auf der 
< -1 l+ +, (+ + )I -1 1 des Spin-Winkels-Anteils von v1v2 ,J cr•cr o r-r• v3v4 ,J dir" Diese ist kom-
plizierter als die entsprechende im spinunabhängigen Fall (und im Anhang 4 
skizziert). Im übrigen wird, wenn auch etwas umständlich, die Berechnung des 
Spin-Winkelanteils von Deltapotentialen von de Shalit und Feshbach (dSF74, 
Ch.V) durchgeführt. 
Der Radialanteil von /v1v2 1,J)(p) ist durch Rn 121 j 1(r)Rn222j 2(r) mit den durch (3.,3) definierten Funktionen gegeben. Entscheidend für die Wahl des- numeri-
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sehen- Integrationsverfahrens für den Radialanteil (:<le83b) von (6,1) ist die 
2 
Tatsache, daß Rn 2 J' (r)Rn 2 J. (r) von der Form f(x 2 )e-x (mit x = r/b) ist. 1 1 1 2 2 2 
Für Funktionen dieses Typs ist das Gauß-Hermite-Verfaf1ren (Str74,Ch.3) anv/end-
bar: 
N 
~ I g. 
• N 1 1 =-1 
mir g . = g. 
-1 1 
( 6. 7) 
i*O 
welches Polynome in x2 bis zur Ordnung (2N-1) exakt integriert. Im vorliegen-
den Fall ist X)Ü, Uns interessiert also 
Es empfiehlt sich eine Transformation auf die Variable 
dz dz = 2x dx - dx = 27Z 
und daher 
Andererseits gilt 
xf = x: 1 = zi 
und wegen gi = g_i ( 6. 7) folgt 
und 
1 N 
- I 2 i=-N 
1 N 1 N 
g. f (X~) = -2 I ( g . +g. )f (X~) = -2 I ( 2g 1' )f ( z 1' ) 
1 1 . 1 -1 1 1 . 1 1= 1= 
i=FO 
zusammenfassend 
oo 2 oo -z N 
f -x ( 2 ) 1 f e ( ) ~- 1 , ( ( ) dx e f x = -2 dz TZ f z - 2 L 2g 1.)f z1• 0 0 i=1 
Die Radialanteile von (6.1) sind durch 
(n) oo -2x2 R1234 = f d e x2 f(x 2 ) 
mit 0 
(6.8) 
( 6. 9) 
(6.10) 
(6.11) 
(6.12) 
(6.13a) 
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(6.13b) 
und 
x = r/b (6.13c) 
gegeben. ~~it der Substitution 
y = /2' X (6.14) 
2 1 dy 
x = 2 y2 ~ dx = Ir 
folgt 
oof -2x2 1 00 2 
dx e x2 f ( x2) = 272' f dy e -y y 2 f (y 2 ) 
0 0 
(6.15) 
Da nach (6.12) 
oo 2 oo -z N i dy e-y y 2 f(y 2 ) = t ~ dz 7z- z f(z) ~ t i~ 1 (2gi )f(zi )zi 
mit z; = Yl = 2xl, folgt 
oo 2 N (n) - f d -2x • ( 2) ~ 1 I ) ( 2 2 R1234 - 0 X e >< f X - 272' i~ 1 (2gi f X; )X; (6.16) 
Die Gewichte gi und Stützstellen ;:i wurden den Tafeln in (SS66) entnommen; die 
Stützstellenzahl ist N=40. 
Im Computerprogramm wird mit der Parametrisierung der Migdalwechselwirkung 
nach den Projektionsoperatoren rr0 , rr1 , A0 , A1 (Kap. 5.4) gearbeitet. t~it der 
Notation für die Spin-Hinkelanteile 
1\ _ < 1 . ( 1 . )-1 I )
1
1 1 -1 > 
co1234- 2 21J12 22J2 ,J rro o(n-n' 2 23j3(2 24j4) ,J dir (6.17a) 
ct1234 =<~ 21j1(~ 22j2)- 1 ,Jirr1 o(n-n')l~ 23j3(~ 24j4)-1 ,J)dir ( 6 .17b) 
und der durch (6.13) definierten Notation für die Radialanteile gilt für dop-
pelt-magische Kerne 
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~ '( )-1 /...Dh I 1( .•1)·-1 , 
v(t: v2t ,JI r~~ig !v3t v4c ,J.Jdir 
_ 1 1 ( n ) 1 ( n ) ( n ) '" 
- ~ n~O R1234 (2[ aoo ( 1- 8tt 1 )+a01 ( 1 +Ott 1 ) ]co1234 
1 ( n ) ( n) ;\ 
+ 2 [a11 (1+0tt 1 )+a10 (1- 8 tt 1 ) ]C11234} 
und für ihre Teilchen-Loch-Isobare 
wobei 
a(O) = aex 
(1) in ex 
a = a -a 
(6.18) 
(6.19) 
(6.20a) 
(6.20b) 
gemäß (5.60). Mit den entsprechend definierten Spin-Winkelanteilen im Zwei-
teil ehenfall 
co 12 3 4 = < (.~ t 1 ) j 1 ( 4 t 2 ) j 2 ' J I rro 8 ( ~- S1 ' ) H t t 3 ) j 3 ( t t 4 ) j 4 , J > d i r 
c11234 = <(} t1)j1 (~ t2)j2,J/rr1 o(~-~·) \(~ t3)j3(} t4)j4,J>dir 
folgt analog für gg-Z~I/eiteil chen- bz~"· Zwei 1 achkerne 
und für uu-Zweiteilchen- bzw. Zweilochkerne 
(6.21) 
(6.22) 
Anzumerken bleibt, daß sich die in den RPA-Gleichungen auftretenden B-Matrizen 
im Tei 1 ehen-Loch-Fall, im Gegensatz zum Zwei teilchenfall, strukturell von den 
TDA-Matrizen unterscheiden. Für Deltapotentiale lassen sie sich jedoch durch 
Linearkombinationen aus diesen erzeugen; Näheres siehe Anhang 4.3. 
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6.2 Matrixelemente von 1-/echsehvitkungen endlicher Reidl'tleite ~Zentral- und 
Tensor- \·Iech se 1 'Ni rk unge nJ 
6.2.1 Allgemeine Struktur 
Die Koordinatenabhängigkeit von durch das Horie-Sasaki-Verfahren variablense-
parierten Zentral- und Tensor-\·lechsehdrkungen kann auf folgende gemeinsame 
Form gebracht 1verden: 
mit 
(s. (A4.7)) 
(6.23b) 
und einem Radialanteil v von der Form 
(6.23c) 
ist. Da wir nicht zu 11 gutem 11 Isospin koppeln, können wir die relativ triviale 
Isospinabhängigkeit für den Moment ignorieren. Zur Lösung der Zweiteilchen-
bzw. Zweiloch-RPA-Gleichungen sind nun Matrixelemente folgenden Typs zu be-
rechnen (zur Definition direkter und Austauschmatrixelemente siehe (5.70)) 
(6.24) 
- 1 . 1 . I ( K) + + ( k 1 'k2 ; K) 1 . 1 . 
- L ((2 9-1)J1 (2 9-2)J2,J J (cr1,cr2)·W (S11,st2)1(2 9-3)J3(2 9-4)J4,J)dir 
kl'k2 
· J dqq 2 u(K)(q) j dr1R1(r1 )R3(r1 )jk (qr)rf j dr2R2(r2 )R4 (r2 )jk (qr2 )r~ 0 0 1 0 2 
00 00 00 
• J dqq 2u(K)(q) J dr1R1(r1 )R4 (r1 )jk (qr1 )rf J dr2R2(r2 )R3(r2 )jk (qr2 )r~ 0 0 1 0 2 
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\~obei sich die TDA-t~atrizen strukturell nicht 'Ion den nur in der RPA auftre-
tenden B-r~atrizen unterscheiden. Die in der Teilchen-Loch-RP/-\ benötigten \'/ech-
selwirkungsmatrizen lauten im gleichen Formalismus 
In diesem Fall nun unterscheiden sich die TDA-Matrizen von den B-Matrizen 
strukturell; bezeichne in (6.25) für den Augenblick 3 einen Teilchen- und 4 
einen Lochzustand, so ist (6.25) eine TDA-Matrix, die entsprechende B-Matrix 
erhält man durch Vertauschen der Indizes 3 und 4. Analog der graphischen Dar-
s te 11 ung der entsprechenden Wechse 1 wi rkungsp rozesse bezeichnet man die TDA-Ma-
trizen im Teilchen-Loch-Fall auch als 11 Vorwärtslaufend 11 (f), die B-Matrizen 
hingegen als 11 rückwärtsl aufend 11 (b). 
Der Vergleich der Formeln zeigt, daß der Radialanteil des direkten Zweiteil-
chen-Matrixelements in (6.24) von der gleichen Struktur ist wie der Radialan-
tei 1 des Au stau schma tri xel eme nts des 11 Vorwärtsl aufenden 11 Teil ehen-Loch -MatriX-
elements in (6.25). Das gleiche gilt bezüglich der Struktur des Radialanteils 
des Zweiteilchen-Austauschmatrixelements in (6.24) und der des Radialanteils 
des Austauschmatrixelements des 11 rückwärtsl aufenden 11 Teil chen-Loch-Matri xele-
ments (6.25). Koppelt man die im Anhang 5 tabellierten Spin-Winkel-Anteile 
von Teilchen-Loch-Matrixelementen mit Hilfe der im Anhang 4 zusammengestellten 
Umkopplungsformeln zu denen von Zweiteilchen-Matrixelementen um, so ergibt 
sich, daß der Spin-Winkel-Anteil des direkten Zweiteilchen-Matrixelements 
(6.24) dem des 11 Vorwärtslaufenden 11 Teilchen-Loch-Austauschmatrixelements 
(6.25) bis auf eine Phase gleicht; ebenso unterscheiden sich der Spin-Winkel-
Anteil des Zweiteilchen-Austauschmatrixelements (6.24) von dem des 11 rückwärts-
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laufenden 11 Teilchen-Lech-Austauschmatrixelements (6.25) nur um eine Phase. 
Diese Umkopplungsbeziehungen sind- unter expliziter Berücksichtigung der sog. 
11 Ringphase 11 (2.28) - im Anhang 5 tabelliert. 
Zur Berechnung der Zweiteilchen-Matrixelemente kann man also den Teil der FOR-
TRAN-Subrouti nen zur Berechnung von Teil chen-Loch-Austauschmatri xel ementen oh-
ne strukturelle Änderungen übernehmen. Natürlich ändert sich die Konfigurati-
onsauswahl und die Prozedur zur Zusammenstellung der RPA-Matrix; auch die 
nachträgliche Trennung der zu den Zweiteilchen- bzw. Zweilochkernen gehörigen 
Zustände mußte neu eingeführt werden. 
Folgende mehr ins Detail gehende Probleme sind im Anf1ang 4 behandelt: 
1. Im Teilchen-Loch-Fall unterscheiden sich die direkten rückwärtslaufenden 
von den direkten vorwärtslaufenden höchstens um eine Phase. 
2. Die detaillierte Struktur von Tensor-Hechsehtirkungen und die Symmetrie-
relationen, die man zur Berechnung einiger Anteile der entsprechenden Ma-
trixelemente ausnutzt. 
3. Die 11 Bahndrehimpulsauswahlregeln 11 , die die in (5.33) bzw. (5.53) auftre-
tenden Summationen auf endlich viele Terme beschränken (für direkte Teil-
chen-Loch-Matrixelemente ist dies wegen der in den Spin-l~inkel-Anteilen 
auftretenden Kroneckersymbole nicht relevant). 
4. Die Isospinstruktur der Matrixelemente. 
6.2.2 Radialintegration mit dem Horie-Sasaki-Verfahren ( 11 11 11 ) (Kle82b) 
Die Radialwellenfunktionen in den Matrixelementen (6.24) und (6.25) sind durch 
(3.3) definiert. Zunächst werden die Oszillatorfunktionen xm~(x) in eine pas-
sendere Form gebracht. Gemäß (AS72,eq.(22.3.9)) gilt für das verallgemeinerte 
Laguerre-Polynom 
L ~*" 
t... .. '\ 
(:- x"- ,r ( '"' 4 I - '\-, ) 2_ 6< l._) :~ 
~-1 r--=~r r! v-...-r-1\ 
und mit der Beziehung für Binomial-Koeffizienten ( A S72 , eq • ( 6 .1. 21 ) ) 
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( 7: l -
\~r / 
ergibt sich IM.- -I 
"' L t+~ (xt) L (- X 1.) I . -= 
l 
•\41, ~ " r-=<r r· 
Mit Hilfe folgender beider Relationen fUr die r-Funktionen: 
r(z+l) = z! 
r(z+l/2) =I? (2z-1)!! 
2z 
(AS72,eq.(6.1.5)) 
(AS72,eq.(6.1.8),(6.1.12)) 
(wobei Doppelfakultäten durch die Fußnote #4 in (AS72,p.258) definiert sind) 
kann man diesen Ausdruck so umformulieren: 
(6.26) 
oder mit einer Indextransformation ( 11 for numeri cal conveni ence in FORTRAN 
I V 11 ) m+m-1, 1-1+1-1+ 1 
L l+11z r... . ~~ (-Jtt)r-"' r ( (M.I,if-~:.J z r+<. \'!_"L)o: L. (6.27) ~ t=-t (f1-~n ~(1r+'Zt-")!!l'--r+1)! 
FUr die Oszillatorwellenfunktion (3.3b) gilt somit 
j(z. f.t..+1 f.t-1 
'1 t ~- "i T (-xLJ' 
r ".,. rr --d 1 
L(~M._+I\)~R, CZu..+[{+A.)!! 
b 3 2~u.+t.+-l _;.._ __ _ 
2 (+'l & '2k 't) ?--'I 
f?(Zr..-1(-A)lt 
(6.28) 
ich folgende Transformation 
(6.29) 
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auf die dimensionslose Größe x = r/b durch; damit ergibt sich 
(6.30) 
und wegen des Faktors b.:. 3/ 2 in (6.28) hä.ngt Ra(x) von der Oszillatorkonstante 
b nicht mehr ab. Für die Blomqvist-Wahlborn-Funktion (3.3) gilt mit (6.28) und 
(6.30) M 
- (~4A) 
TL · (-< ) <:; 2_ c '"' e.- ~ I( ('< ) IA.t') <f' I.IA t 
(.._ ';"' 
H lw) ~~+-'2 
- -.::;- c . 2 
- L_ "'-<-'J. -- '"'I ~""- V? 
Mit der Summentransformation 
M <ttt M 
.L r = L_ (6.31) 
~...... ... r 
I. -::"' u.. .... " r-=-~~ , ..... 
(ebenfalls "for numerical convenience") ergibt sich 
2- M Jt-" H 
'i7 • (x ) ::. x f u - ~ ~ (- z Jf 1-) L ( (AA ) c (~ ) ' 
'L ~ l.- " ..._ c r -... ~.. e. 0 
. v P, f ",.,... (Zr"" 7 t -'\ ).!~ u...,r-
(71Ao. + 1 ~ -1)1~ 
'Z"" ...... ~ 
Mit der Notation 
(6.33) 
nimmt (6.32) folgende Form an: 
fl . <~ J ~ ;-:;r:;i' v e - Y:,_' ~ (z x~ r- • G/ ~~-1l '(~~ J ' 1 L~ (._ L:"' IA(.J /'{ 
Für das Produkt zweier Polynome t-
(6.34) 
, 
"" 
J 
gilt nun 
""-
I 
At [ 2_ f+r ' -z.. (" q X 
t"'" 
I r- ... t' •'\ r "~ 
I 
""" ~ " ~ -Ii 
L_ 2_ ~ 
V-f v' 
0\ )( 
'V 'll' 
V"'c- v'., cr 
mit 
S = v+v' = ~+~'-2 
r = v-v• = ~-~· 
( ) -fsts~n g n,s - 2n-sls)n 
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(6.35a) 
(6.35b) 
(6.35c) 
(6.35d) 
wie man sich am besten anhand von Figur 3 (Kle82b) klarmacht; 
L: ilr=2 
r 
bedeutet, daß der Summationsindex r die ganzen Zahlen in Schritten von 2 
durchläuft. Mit Hilfe dieser Relation kann das Produktzweier Blomqvist-Wahl-
born-Funktionen (6.34) in folgender Form geschrieben werden: 
.,...._ _ =---!, h-tk'- z r;} 0'1~1, s) .s+-r ct:_.,.) 
"(} ~ : ,(2.{~'+'1 ftf' -V't. ~- S '2S ~ ( ~) J ""2-t_tl'l.t~ (X'J I ~'('i' (XJ Tl X ( L 2 X ~ .. l o{'-'liM t.'t'j'l1' 
S:-c=- Y:-d-(k'--1,s) (6.36) 
Für dieinnersteSumme in (6.36) wird ab nun folgende Notation verwendet: 
(6.37) 
Diese Matrix ist 
(6.38) 
wovon natürlich bei der Berechnung Gebrauch gemacht wird. Der Clou des Verfah-
rens besteht nun darin, daß folgendes Integral analytisch berechenbar ist 
( HS61) 
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wobei 
t, (?' '" V l f) ' - ~ ( r.-~. \ ~ t t ,, / . , 
"1\t. J I - L ' ~.., J h -. ') 
IA=J ( \[ t-..+ L·(*"") .. , I 
das assoziierte Laguerre-Polynom und 
m-k ;;. 0 
geradzahlig ist. Zur Berechnung der Integrale 
wird folgende Substitution gewählt: 
q = E. 
~ 
\'lobei 1.1 die inverse Camptonwellenlänge ist; mit 
ß = ~Jb 
gilt daher 
qb = pß 
und somit 
S 77 • ()(} Q "" Q<} tiw. crrJ() x 2 Jx '(_ ~o.t 1 "' e ,; ' 11 
@' 
(6.39a) 
(6.39b) 
(6.39c) 
(6.40) 
(6.40a) 
(6.40b) 
(6.40c) 
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Nun sind wir endlich in der Lage, die Berechnung der in (6,24), (6.25) auftre-
tenden Matrixelemente durchzufUhren. Mit der Bezeichnung 
(5.42) 
(tatsächlich hängen alle u(K)(q) , die in dieser Arbeit vorkommen, sogar die 
i n ( 5 • 53 ) , von q 2 ab , n i c h t 1 e d i g 1 i c h von q ) g i lt 
I ;;O"'rp, r'alr ) e~(,,) '~1('·'4-.r,,p •• l,,'h, [n,(x,,i[J(Y,Jj",l~f·,) x,'olx, 
{) 
~5:'1 +~<\ -+l~ .,.L(-t+1)!! (2sl..·de+~<f +l<:z.+ll)l! 
CZl<"+ S~+~-1--4)!! ( ?L<'t;-S'-T~-1) l! 
(6.43) 
Die Integr·ation über p muß numerisch durchgeführt werden. Dies ist mit dem 
auch zur Radialintegration bei Deltafunktions-Wechselwirkungsmatrixelementen 
angewandten (modifizierten) Gauß-Hermite-Verfahren möglich*. Zu diesem Zweck 
substituieren wir 
z=~=~ 2 2 
dp = _1_ dz 
12'sfi 
( .. dq = _1_ dz ) 
12biZ 
Mit der abkürzenden Bezeichnung 
(6.44a) 
(6.44b) 
* Für diesen Fall wird eine Formel mit 68 Gaußpunkten den Tafeln (SS66) ent-
nommen. 
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(6.45) 
gilt 
d. h. 
Im Fall des OPEP (5.33) gilt- ohne Formfaktor -
v (Ir) ( LT: ) = ,~ :3 " r ~, -=- t... ii3 __ /? __ 
f-'f Ii!.,_ :i!t- z 1. Ziil 1 2.-;- (6.47) -.-,~-tl~- ·1-
. p~ ~ I b {3,7-
(da ein Faktor 4n noch in den Spin-Winkel-Anteil einbezogen wird s.o.). Das 
Computerprogramm ist allerdings nicht auf ein speziell es Meson hin konzipiert 
und geht für Zentralpotentiale von einem Yukav1apotenti al 
-~r 
V (r) = _e_ 
Y ~r 
aus, welches sich vom Zentralanteil des 
d1e (6.47) programmintern entsprechende 
OPEP um den Faktor~ unterscheidet; 
Größe 1 autet daher: 1T 
z -" 
Entsprechend gilt 
Trotz ~+0 ist die Transformation auf z auch im Coulombfall möglich 
G (s.(6.44a)); statt (6.48) empfiehlt sich aber dann die Schreibweise 
- (o-J 'Z ß: 2. ", 
"\r :::: ,-
Yc ' "'" il ~ ii 2 -t 'Zl-
(6.48) 
(6.49) 
(6.50) 
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Hegen 
~- i~ 
';' , " -.!.'-~ 
'/ , .... ) \ 
erhält man, wiederum 11programmintern 11 , bei der AusfUhrung des Integrals (6.46) 
f8"' /8~ e2 (mit (6.48)) statt eines Vorfaktors ~einen Vorfaktor 1T by . 
6.3 Testprozeduren für das Computerprogramm zur Berechnung der i·~atrixelemente 
Die numerisch berechneten Matrixelemente wurden gründlichen Tests unterzogen: 
(a) Im Grenzfall großer Mesonenmasse gehen Yukawa-Zentralpotentiale in (noch 
zu normierende) Deltafunk ti onspotenti al e über. Mit einem Testprogramm 
wurde die Differenz der Matrizen für Yuka~'/a-Zentralpotenti ale und Delta-
potentiale ermittelt und ausgedruckt. Die Übereinstimmung war (für bel ie-
bige Kombinationen von Spins und Paritäten) im Grenzfall großer t1esonen-
massen nie schlechter als lppm (vor der Multiplikation mit den Stärkepa-
rametern). Mit einigen Tricks ist diese Prozedur auch auf Austauschma-
trixelemente und auf rückwärtslaufende anwendbar. Dies ist auch als nume-
rischer Test des Horie-Sasaki-Verfahrens anzusehen, welches wegen der 
auftretenden Summationen über (Doppel-)Fakultäten mit vierfacher Genauig-
keit arbeiten muß. 
(b) Für Tensorpotentiale war ein entsprechender Test nicht möglich (dies wür-
de die Programmierung eines Skyrme-Tensorpotentials erfordern). In diesem 
Fall wurde die Umkopplung vom Teilchen-Loch-Fall zum Zweiteilchenfall 
einmal mit den im Anhang 5 angegebenen Umkopplungsphasen, zum anderen ex-
plizite über die im Anhang 4 (A4.1,5) angegebenen Umkopplungsrelationen 
durchgeführt und anschließend wurden die Matrixelemente ähnlich wie unter 
(a) verglichen. Die Übereinstimmung war nie schlechter als 2ppm. 
(c) Die Zweiteilchen-TDA konnte mit einem von V. Klemt (u.a.) für Migdalkräf-
te entwickelten Programm getestet werden. Hier erst stellte sich heraus, 
daß ich die Normierungsfaktoren (A2.1$) in den Zweiteilchenmatrixelemen-
ten vergessen hatte, nach deren Einfügung war die Übereinstimmung kom-
plett. (Dies ist ein Test nicht nur für die Matrixelemente, sondern auch 
für den Programmteil zur Lösung der meichungen.) 
- 98 -
Fehler könnten also, soweit ich sehe, höchstens noch in den 8-Matrizen, 
also in der RPA-Struktur, versteckt sein. 
(d} Diese Fehlermöglichkeit konnte mindestens teihveise durch die Berechnung 
der von S. Drozdz benötigten r~atrixelemente (s. Kap. 0}, die den für die 
RPA benötigten strukturell ähneln, ausgeräumt werden. ( S. Drozdz und J. 
Warnbach haben einen numerischen Vergleich mit einem von J. Warnbach ent-
wickelten Computerprogramm zur Berechnung dieser r~atrixelemente Für o-
Funktionswechselwirkungen durchgeführt und fanden Übereinstimmung.} 
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III. Die Resultate und ihreInte retation 
Der relevante Teil der berechneten Kernspektren ist in den Figuren 5 bis 15 
graphisch dargestellt. Detailliertere Informationen zu einigen dieser Berech-
nungen, wie insbesondere zu den X- und V-Amplituden, sind in den Tabellen 10 
und 11 zusammengestellt. 
7. 
Die ersten drei Abschnitte dieses Kapitels behandeln (ausschließlich) die Re-
sultate für Zweiteilchen- bzw. Zweilochkerne, der vierte die für die Teilchen-
Loch-Isobare. Der fünfte Abschnitt faßt die Schlußfolgerungen noch einmal zu-
sammen. 
7.1 Die Problematik des Ansatzes für die effektive ~1echselwirkung 
Die unterschiedlichen Konzepte für e{fektive NN-\1echselwirkungen zum Zweck von 
Kernstrukturuntersuchungen sind bereits im einleitenden Abschnitt des fünften 
Kapitels vorgestellt worden. Rein phänomenologische Wechselwirkungsansätze 
sind zur Berechnung der Kernspektren zum gegenwärtigen Zeitpunkt bereits "voll 
ausgereizt" - die Studie von Isakov et al. stelle eine (bezeichnende) Ausnahme 
dar. Deshalb war für diese Diplomarbeit an die Verwendung der "TI+p+O"-Wechsel-
wirkung von Speth et al. (SKW80) gedacht. Im folgenden Abschnitt wird erläu-
tert, wieso dieser in anderem Zusammenhang so erfolgreiche Ansatz für Zwei-
teilchen- bzw. Zweilochkerne ungeeignet ist. Im Anschluß werden problemange-
paßtere Konzepte diskutiert. 
7.1.1 8-Funktionswechselwirkungen und (TI+p)-Austauschwechselwirkungen 
Schlichte dichteunabhängige attraktive o-Wechselwirkungen geben die beobachte-
ten Kernspektren der gg-Kerne (21°Po, 210 Pb, 206Pb) qualitativ schon recht gut 
wieder. Eine kurze Reichweite der NN-Wechselwirkung vorausgesetzt, ist dies 
leicht einzusehen, wenn man annimmt, daß der Einfluß energetisch höherliegen-
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der Schalenmodellkonfigurationen auf die Aufspaltung des tiefstliegenden durch 
die Restwechselwirkung gering ist. Hie deShalit und Feshbach (dSF74,Ch.V) de-
monstrieren, hebt eine attraktive o-RestvJech sel wi r!<ung für e·i ne Schalenmodel 1-
konfiguration mit Kernspin 9/2 der identischen Nukleonen [(lh 912 )
2 ist in 
21°Po, (2g912 )2 in 210pb die tiefstliegende Schalenmodellkonfiguration] die 
Entartung genau in der beobachteten Heise auf: der o+-zustand wird am stärk-
sten abgesenkt, der 2+-zustand stärker als der 4+-zustand, dieser stärker als 
der 6+- und jener stärker als der g+_zustand. Für die uu-Kerne ist eine dich-
teunabhängige o-Kraft nicht so erfolgreich, eine Migdalwechselwirkung reprodu-
ziert aber das Spektrum mindestens von 210 Bi schon ganz befriedigend ( BBG67); 
etwa die Tatsache, daß der Grundzustand ein r-, der erste angeregte ein o--
Zustand ist und nicht umgekehrt, wie in fast allen anderen Rechnungen. 
Der Erfolg des Migdalschen Wechselwirkungsansatzes für die Berechnung der 
Kernspektren von Teil ehen-Loch-Kernen steht ganz außer Zweifel (SWH77). 
(ERW78). Wie eine Inspektion der Formel für E1234 im Anhang 5 zeigt, werden 
Zustände unnatürlicher Parität (n+J ungeradzahlig) durch den spinunabhängigen 
Teil dieser Wechselwirkung nicht beeinflußt. Ein Blick auf das n(+p)-Potential 
zeigt nun, daß der direkte Anteil der n(+p)-ZentralvJechselwirkung gerade im 
sog. "o<-Kanal" (~ ~-~·;.;•) wirkt. Für Zustände unnatürlicher Parität in 
Teil ehen-Loch-Kernen ist deshalb anzunehmen, daß ein entscheidender Bei trag 
zur Wechselwirkung vom (n+p)-Austausch herrührt (B20W77), und dies ist tat-
sächlich der Fall (SKW80). 
Für Zweiteilchen- bzw. Zweilochkerne ist die Sachlage aber eine ganz andere. 
Wegen der "Pauliprinzip-Summenregeln" (Kap. 5.4) sind, im gängigen Jargon for-
muliert, "alle Kanäle gekoppelt". Dem o<-Kanal, und somit dem (n+p)-Austausch, 
kommt daher keine so prominente Rolle zu wie im Fall der Zustände unnatürli-
cher Parität in Teilchen-Loch-Kernen. Es liegt daher die von mir a posteriori 
verifizierte Annahme nahe, daß die Einführung eines (n+p)-Potentials zusätz-
* 1 ich zu einem ö-Anteil nichts verbessert, zumal sich die Zahl freier Parame-
ter (eigentlich) nicht erhöht. 
* Zur "Philosophie" desS-Anteils in einer "~r+s+~"-Wechselwirkung siehe 
(B20W77),(SKW80). 
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Es kam aber sogar noch schlimmer: die Grundzustände der sechs betrachteten 
Kerne ließen sich mit der (TI+p+8)-Wechselwirkung nach (SKWSO) wesentlich 
schlechter reproduzieren als mit 8-Hechsehlir!<ungen allein; die (n+p)-~·Jechsel­
wirkung nach (SKW80) erndes sich als so attraktiv, daß ohne stark repulsiven 
8-Anteil die o+ -Zustände in den gg-Kernen gar nicht berechnet werden konnten 
(Verletzung der Stabilitätsbedingung). In dieser Situation, und in Unkenntnis 
der eben dargelegten Gründen für die Ungeeignetheit einer (TI+p+8)-Wechselwir-
kung für die hier betrachteten Kerne, entschied ich mich für eine Verwendung 
der "verbesserten" (n+p)-G-Matrix-1-Jechselwirkung nach Weise (Wei77),(B2 0W77) 
in der nicht unbegründeten Erwartung, daß diese nicht so stark attraktiv sein 
würde. Dies erwies sich in der Tat als zutreffend (siehe Figuren 5 bis 15); 
qualitativ ähneln die Resultate mit dieser Wechselwirkung (G + ) -ohne 8-An-
n P 
teil - hinsichtlich der Spektren zumindestens der gg-Kerne denen von Kuo und 
Herling mit ihrer G-Matrix-Wechselwirkung. Hinsichtlich der Amplituden ergibt 
die G +-Wechselwirkung immer wesentlich reinere Konfigurationen. Ein Fit mit TI p 
einer zusätzlichen 8-Wechselwirkung erbrachte allerdings keine Verbesserung 
der Resultate. Diskussionen mit K. Nakayama hatten mir zwischenzeitlich eine 
Benutzung seiner OBE-G-Matrixwechselwirkungen ermöglicht (der Aufwand zu deren 
Integrations-Computerprogramm war wesentlich 
selwirkung!) und ferner meine Aufmerksamkeit 
keit effektiver NN-Wechselwirkungen gelenkt. 
geringer als für die G + -Wech-TI p 
auf die Art der Dichteabhängig-
7.1.2 Dichteabhängigkeit effektiver NN-Hechselwirkungen für Zweiteilchen- bzw. 
Zweilochkerne und die OBE-G-Matrixwechselwirkungen 
Berechnet man die Energien der Grundzustände der sechs in Frage stehenden Ker-
ne mit einer gegebenen dichteunabhängigen Wechselwirkung, so fällt auf, daß 
diejenigen der Zweilochkerne relativ zu denen der konjugierten Zweiteilchen-
kerne und in bezugauf die jeweiligen experimentellen Grundzustandsenergien 
immer um einige hundert keV tiefer liegen. Für G + ist dies etwa in der Ta-
~ TI p 
belle 8 dokumentiert. Für dichtetabhängige Schalenmodellpotentiale gilt dies in 
gleicher Weise, \'lie die Arbeit von Isakov et al. (IAS77) zeigt- frühere 
Untersuchungen geben nur Energien in bezug auf den berechneten Grundzustand 
an, was nicht gerechtfertigt erscheint, da ja auch die Grundzustände formal 
als angeregte Zustände des doppelt-magischen Kerns behandelt werden (siehe 
Kap. 1.3). 
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Diese Beobachtung läßt sich leicht verstehen, wenn man in Betracht zieht, daß 
in den Schalenmodellgrundzuständen dieser l<erne sich die beiden Valenznukleo-
nen in Unterschalen mit Bahndrehimpulsquantenzahlen Z=5 bzw. Z=6 befinden, die 
beiden Valenzl5cher jedoch in solchen mit Z=O bzw. Z=l. Die Bahndrehimpulsab-
hängigkeit der Radialwellenfunktionen von Einteilchenzuständen ist bekanntlich 
derart (für den vorliegenden Fall siehe (BW60,Fig.1)), daß die Aufenthalts-
wahrscheinlichkeitsverteilung der Teilchen sich mit steigender Bahndrehimpuls-
quantenzahl nach außen verlagert. Die effektive Wechselwirkung ist aber am 
Kernrand stärker als in dessen Zentrum, da wegen der geringeren Dichte weniger 
intermediäre Streuzustände durch das Paul iprinzip ausgeschlossen werden. Be-
nutzt man nun für Zweiteilchen- und. Zweilochkerne die gleiche dichteunabhängi-
ge Wechselwirkun~, so erhält man natürlich für die Zweiteilchenkerne relativ 
zu den Zweilochkernen zu geringe Attraktion. Besonders kraß ist der Fall von 
206 Hg bzw. 210Po mit den tiefstliegenden Schalenmodellkonfigurationen 
(3s112 )-2 bzw. (1hg;2)2, da (1hg;2)2, im Gegensatz zu (2g9; 2)2 nur ein einzi-
ges Extremum, und dieses bei ~6 fm Zentrumsabstand hat; der diskutierte Effekt 
für die Grundzustandsenergien ist daher hier besonders groß (siehe Tabelle 8 
und (IAS77)). 
Die in Kap. 5.3 beschriebenen OBE-G-Matrizen sind nun explizit dichteabhängig 
in dem Sinn, daß Gb~~) mit kF = 1.36 fm- 1 einer Wechselwirkung im Kerninnern, 
Gb§~rf) mit kF = 0.95 fm- 1 einer an der Kernoberfläche entspricht. Zwar sind 
die Teilchen dort nicht exakt lokalisiert- (2g912 )2 hat auch bei Zentrumsab-
ständen von ..;3 fm nicht verschwindende Werte - für qualitative Betrachtungen 
jedoch ist die Verwendung dieser Wechselwirkungen nützlich. Die 
8 zeigen für 21°Po bzw. 210Pb, die Figuren 11 und 12 für 210 Bi, 
für Zweiteilchen-Kerne tatsächlich attraktiver ist als Gb~~). 
Figuren 5 bzw. 
daß G( surf) OBE 
Generell sind die OBE-G-Matrizen attraktiver als G +,was nicht überrascht, 
'IT p 
da sie die "i ntermedi ate-range attracti on" des o-Mesons enthalten (siehe Kap. 
5. 0). 
7.1.3 "Induzierte Wechselwirkungen" und "Kopplung zu Phononen" 
Es wurde schon verschiedentlich betont, daß eine G-Matrix nur einen Teil (wenn 
auch den überwiegenden) der effektiven NN-Wechselwirkung darstellt, und auf 
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die Problematik der Konvergenz der entsprechenden Reihenent-.-.Jickl ung hingewie-
sen. Die zur G-Matrix hinzukommenden Terme können durchaus eine Umordnung der 
Niveaux bewirken, wie auch generell zusätzliche Attraktion oder Repulsion 
(KH72),(BK73). Eine Simulation dieser zusätzlichen Terme, der sog. 11 induzier-
ten Wechselwirkung 11 durch o-HechselvJirkungen, ist bei weitem nicht ausrei-
chend, wie anhand der Spektren der gg-Kerne demonstriert wird (Figuren 6 bis 
9). Immerhin konnten Nakayama et al. (NKS84),(Nak84) zeigen, daß die induzier-
te Wechselwirkung im Limes verschwindender Reichweite für die OBE-G-Matrizen 
repulsiv ist - das geht in die richtige Richtung. 
Der viel zu geringe Abstand der beiden ersten angeregten 2+-zustände in 206 Pb 
aber, oder die zu geringe Aufspaltung der (lh 912 )2- und (2g912 )2-Konfiguratio-
nen, insbesondere für 2+.;;JTI.;;s+, kann durch Näherungen zur induzierten \>Jechsel-
wirkung mit dichteunabhängigen o-~~echselwirkungen gar nicht (im Gegenteil), 
mit dichteabhängigen kaum verbessert werden. Bei induzierten Wechselwirkungen 
endlicher Reichweite ist dies ganz anders, wie etwa die Arbeiten von Kuo und 
Herling zeigen. Dies gilt auch bezüglich der beiden erwähnten 2+-zustände in 
206 Pb (KH71) (die Resultate bezüglich der Zweilochkerne wurden in die Publika-
tion (KH72) bezeichnenderweise nicht aufgenomme~). Gerade diese werden aber 
auch von Ma und True (MT73) im Rahmen eines ganz anderen Konzepts (siehe Kap. 
5.0) recht gut reproduziert, so daß nicht klar ist, ob der viel zu geringe Ab-
stand dieser beiden 2+-zustände in den hier präsentierten G-Matrix-Rechnungen 
eher durch induzierte Wechselwirkungen endlicher Reichweite als durch 11 Kopp-
l ung zu Pho.nonen 11 verbessert werden könnte. 
Mit 11Kopplung zu Phononen 11 (deren Wichtigkeit auch Isakov et al. (IAS82) beto-
nen) meine i eh Kopp 1 ung mit koll ek ti ven Anregungszuständen des 11 Core 11 , etwa 
mit dem ersten angeregten Zustand von 208Pb, dem T-Zustand bei 2.6 MeV. Die-
ser sollte die T-Zustände in den gg-Kernen stark beeinflussen, und diese lie-
gen ohne die Berücksichtigung dieser Kopplung tatsächlich viel zu hoch (Tabel-
1 e 9). 
7.2 TDA versus RPA 
Die RPA bringt, wie zu erwarten, zusätzliche Attraktion vor allem für die 
tiefliegenden Zustände. Dieser Effekt ist für die gg-Kerne stärker als für die 
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uu-Kerne {siehe auch Tabelle 10 bezüglich der Y-Arr:plituden). 14elche von beiden 
Näherungen 11 besser 11 ist, kann hier beim besten \~illen nicht entschieden wer-
den, insbesondere da die Ver.oJendung einer bestimmten Näherung zur Kernstruktur 
angeregter Zustände mit der Struktur des Modells für die induzierte Wechsel-
wirkung eng zusammenhängt {{BK73) bzw. {dSF74,Ch.20)). 
Eine geeignete Maßzahl für den Unterschied Z\oJischen TDA und RPA bzw. für die 
Stärke von Grundzustandskorrelationen ist die sog. Korrelationsenergie {VG71), 
{RP69). Ring und Schuck {RS80,Ch.8.4.5) geben eine recht einfache Methode zur 
Berechnung der Absenkung des RPA-Grundzustands durch Teilchen-Loch-Grundzu-
standskorrel ationen an {dies ist eben die 11Korrel ationsenergie 11 ), die ich auf 
den Zweiteilchen- bzw. Zweilochfall übertragen konnte {zusätzliche Absenkung 
aufgrund von Zweiteilchen-Zweiloch- Korrelationen). Aus Zeitmangel habe ich 
die resultierende Formel hier nicht mehr iJer.oJandt, aber die Diskussion wäre 
wohl analog der in {VG71) verlaufen: {1) je stärker die Wechselwirkung, desto 
mehr Grundzustandskorrelationen {siehe auch Tabelle"'!@!); {2) der große Beitrag 
der Neutron-Proton-Korrelationen ist eine Eigenschaft des Modellraums {hier 
des gleichen wie i\:;. {VG71)); einen größeren zu verwenden, lohnt übrigens kaum, 
da äie Zustände wenig kollektiv sind {Tab. 11)). 
7.3 Varia zu einigen Kernspektren 
Man beachte die Stärke der Coulombwechselwirkung {Figur 6)! 
210si 
In Figur 11 {TDA für 21°si) habe ich zum Vergleich auch Kuo und Herling's Re-
sultate {KH71) für deren G-Matrix-Wechselwirkung eingetragen {im Gegensatz zum 
Fall der gg-Kerne, wo Kuo und Herling's G-Matrix viel weniger attraktiv ist 
als Nakayama's OBE-G-Matrizen, sind die Spektren für 21°si 1ehr ähnlich). 
Der zweite angeregte 1- liegt bei Kuo und Herling sehr hoch und wird bei Ver-
wendung ihrer induzierten Wechselwirkung stark nach unten gezogen, was Hand in 
Hand geht mit ein~r Wandlung von einem fast reinen 2f7;22gg;2-Zustand in einen 
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mit zu etwa gleichen Teilen gemischten X-i\mplituden für 2f 7; 22g912 und 
1hg;21i 13; 2. Bei meinen (RPA-)Rechnungen konnte ich nun für diesen Zustand be-
obachten, daß für Gn+p der 12 (bei 1.58 f~eV) ebenfalls ein fast reiner 
2f 7 ; 22gg;rZustand ist, für Gb~~rf) (bei 1.21 ~~V 1 iegend) aber schon eine 
starke Beimischung von 1hg;21i 13; 2 hat. Kuo und Herling•s induzierte Wechsel-
wirkung ist attraktiv, G(B~ff) attraktiver als Gn+p' 
Es erscheint mir kein Zufall zu sein, daß für 
zweite angeregte zu.stand ist, für G{g~f) aber ~~~ 
sich experimentell 'als Grundzustand erweist). 
G + der erste 1- bereits der 
1T p 
schon nahe am o- liegt (welcher 
Der Zusammenhang zwischen den experimentellen und den berechneten Kernspektren 
ist hier noch problematischer als anderswo. Dies ist nicht anders zu erwarten; 
es gibt schlicht keine Rechnungen, die das Spektrum von 206n auch nur halb-
wegs zutreffend beschreiben 0H73). · 
7.4 Die Teilchen-Loch-Isobare 
Wie schon ein Vergleich der Schalenmodell-Teilchen-Loch-Konfigurationen mit 
den experimentellen Kernspektren zeigt (Figur 14 und 15), ist die effektive 
Restwechselwirkung für 208 si und 208 Tl zum einen schwach und zum anderen re-
pulsiv. Beides kann man im Rahmen eines Migdalansatzes für die effektive Rest-
wechselwirkung (ERW78) gut verstehen; aufgrund des Verschwindens der entspre-
+ + + + + + 
ehenden Isospinmatrixelemente tragen nur die 11 T-Kanäle 11 (~ T"T 1 , ~ o•o 1 T"T 1 ) 
zur Wechselwirkung bei und die Parameter f ~' g~ sind für alle benutzten Teil-
chen-Loch-Migdalwechselwirkungen positiv und klein. Mit der kurzen Reichweite 
der effektiven NN-Wechselwirkung argumentierend erwartet man daher qualitativ, 
daß im Zweiteilchenfall attraktive Wechselwirkungen in den Teilchen-Loch-Iso-
baren repulsiv wirken -und zwar umso stärker, je attraktiver die entsprechen-
de Wechselwirkung im Zweiteilchenfall ist. Genau dies bestätigen die Berech-
nungen - die im Zweiteilchenfall zu wenig attraktive G + -Wechselwirkung ist 
. 1T p 
für die Teil ehen-Loch-Isobare nicht repulsiv genug, die dort attraktivere 
GosE-Wechselwirkung (die ja offenbar einen kurzreichweitigen attraktiven An-
teil enthält) hier repulsiver. 
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Bezüglich der Spektren ist der Unterschied zwischen RPA und TDA für die Teil-
chen-Loch-Isobare minimal (viel geringer als für Zweiteilchen-uu-Kerne). Der 
Grund hierfür ist die extreme SchvJäche der effektiven Restwechselwirkung. 
7.5 Schlußfolgerungen 
Zur Berechnung der Kernspektren von Zweiteilchen- bzw. Zweilochkernen wurden 
Mesonenaustauschpotentiale anstelle phänomenologischer Ansätze vervJendet. Hin-
sichtlich Übereinstimmung mit den experimentellen Befunden können die resul-
tierenden Kernspektren nicht mit denen aus phänomenologischen Schalenmodell-
studien -etwa (MT73) -konkurrieren. Dies liegt daran, daß die hier verwende-
ten (im wesentlichen parameterfreien) Mesonaustausch-G-Matrixwechselwirkungen 
nur einen Teil der effektiven NN-Hechselwirkung darstellen, da sie (Kap. 
7.1.3) weder 11 induzierte 11 Hechselwirkungen noch 11 Kopplung zu Phononen 11 enthal-
ten. Die Resultate lassen immerhin zweierlei erkennen: 
(1) Der (n+p)-Austausch spielt für die Zustände in den Zweiteilchen- bzw. 
Zweilochkernen nicht eine so dominierende Rolle wie für die Zustände un-
natürlicher Parität des doppelt-magischen Kerns (wie zu erwarten). 
(2) Die Medium- bzw. Dichteabhängigkeit der effektiven Hechselwirkung. 
Die dichteabhängigen OBE-G-Matrixwechselwirkungen sind also dem vorliegenden 
Problem viel eher angemessen als die dichteunabhängige (n+p)-G-Matrixwechsel-
wi rkung. 
Ein Vergleich von TDA und RPA hinsichtlich der Qualität der Hiedergabe experi-
menteller Daten war mit den gegebenen Mesonaustausch-G-Matrixwechselwirkungen 
natürlich ebensowenig möglich wie es nicht sinnvoll gewesen wäre, die in den 
Amplituden verschlüsselte Information über die Wellenfunktionen etwa zur Be-
rechnung von Übergangswahrscheinlichkeiten zu benutzen. 
Für die der Vo1lständigkeit wegen mitbehandelten Teilchen-Loch-Isobare liefern 
die Resultate keine neuenEinsichten (Kap. 7.4). 
Weiterreichende Schlüsse können aus den vorliegenden Daten m.E. kaum gezogen 
werden; dazu bedürfte es (u.a.!) besserer OBE-Hechselwirkungen, also neben ei-
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ner 11echten 11 Berücksieh ti gung der Di eh teabhängi gkeit insbesondere eines 11 gu-
ten11 Modells für die induzierte Hechselwirkung- Deltafunktionsapproximation 
("Landau-Limes") sind nicht ausreichend. 
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Anhan 1: Fockraumdarstellung von Ein- und Zweikörperoperatoren mit Hilfe des 
~~, ck sehen Theorems 
Teil chenerzeugungs- und -vernic'ntungsoperatoren 
Eine N-Fermionenzustandsfunktion lasy ... ), die Fermionen in den Einteilchen-
+ + + 
zuständen a,S,y, ..• beschreibt, kann durch Erzeugungsoperatoren a ,as,a , ..• 
a y 
dargestellt werden, die auf den physikalischen Vakuumzustand 1-> wirken: 
+ + + I aSy ..• ) = a a sa •.. I - > 
a y ( A1.1) 
Antisymmetrie und Normierung der N-Fermionenzustandsfunktion erfordern, daß 
die Erzeugungs- und die adjungierten Vernichtungsoperatoren die folgenden An-
tikommutatorrelatjonen erfüllen: 
{a:,a;} = 0 
{aa,a;} = oaS 
Ein- und Zweikörperoperatoren im Fockraum 
(Al. 2) 
(Al. 3) 
In dieser Darstellung hat ein Hamiltonoperator, der eine Zweikörperwechselwir-
kung enthält, die Form 
H = L 
v,v 1 
+ + V 1 1a a a 1a 1 \l\ljl \1 \l \1 \1 \l (A1.4a) 
wobei 
h2 
T vv 1 = < v I - 2m !:::. I v '> (Al. 4b) 
und 
(Al.4c) 
Teilchen- und Lochzustände, Vakuumzustand, Teilchen-Loch-Vakuum 
Ist ein Kern der Massenzahl A näherungsweise im Schalenmodellbild beschreib-
bar, so sind im Grundzustand in guter Näherung nur die A energetischen tiefst-
liegenden Einteilchenzustände besetzt. Allgemein üblich ist die Bezeichnung 
- 109 -
dieser 11 Lochzustände 11 mit den Buchstaben i ,j und die der im Grundzustand unbe-
setzten 11 Tei 1 chenzustände 11 mit m, n. r~an definiert Quasiteilchenoperatoren 
+ + 
a.m = am 
+ a.. = a. 
1 1 
(erzeugt ein Teilchen) 
(erzeugt ein Loch) 
(Al.5a) 
(Al. Sb) 
Ein Zustand I-) wird als Vakuumzustand bzgl. eines Satzes von Erzeugungs- und 
Vernichtungsoperatoren a+,a bezeichnet, falls 
'J 'J 
(Al. 6a) 
(A1.6b) 
Beispielsweise ist das physikalische .. Vakuum f -'> Vakuumzustand in Bezug auf die 
Teilchenerzeugungs- und -vernichtungsoperatoren. Bezüglich der Quasiteilchen-
operatoren (Al.5) ist hingegen das 11 Teil chen-Loch-Vakuum 11 
(Al. 7) 
der Vakuumzustand. 
Normalgeordnete Produkte, Kontraktionen 
Zu einem Produkt ABCD •.. von Operatoren, die Erzeugungs- und Vernichtungsope-
ratoren bzgl. eines Vakuumzustands I~> sind, definiert man jedes Produkt die-
ser Operatoren, in welchem alle Erzeugungsoperatoren links von den Vernich-
tungsoperatoren angeordnet sind, mit dem Vorzeichen der Permutation, die zur 
Herstellung dieser Anordnung nötig ist, als zugeordnetes 11 normalgeordnetes 
Produkt 11 : ABCD ..• :. Beispielsweise ist 
normalgeordnet in bezugauf das physikalische Vakuum 1-), 
+ + 
a a.a.a 
m 1 J n = 
+ + 
a. a..a..a. 
m 1 J n 
+ + 
= a..a. a. a.. J n m 1 
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hingegen normalgeordnet bzgl. des Teilchen-Loch-Vakuums I) (A1.7). Aus der De-
finition folgt insbesondere 
(~): ABCD •.• :I~)= 0 (Al. 8) 
Ferner definiert man als Kontraktion zweier Operatoren in einem normal geordne-
ten Produkt das Produkt des Vakuumerwartungswertes des Produkts dieser beiden 
Operatoren mit dem normal geordneten Produkt der restlichen Operatoren und mit 
dem Vorzeichen der Permutation, die zur Herstellung dieser Anordnung notwendig 
ist; also beispielsweise 
ABCD ... 
LJ 
ABCDEF ••• 
'-\:U 
Wicksches Theorem 
Ein Produkt von Erzeugungs- und Vernichtungsoperatoren kann als Summe normal-
geordneter Produkte, welche alle möglichen Kontraktionen dieser Operatoren 
enthalten, dargestellt werden. 
Korollar 
Die Anwendung des Wieksehen Theorems auf das im Ausdruck für die Zweikörper-
wechselwirkung (A1.4) auftretende Produkt von Erzeugungs- und Vernichtungsope-
ratoren ergibt für Normalordnung in bezug auf das Teilchen-Loch-Vakuum 
(Al. 7) 
+ + + + 
a a a 1a 1 = aJJavav1aJJ1 ]J V V ]J 
+(la+a .! + + + ): avav 1 - ( l aJJav1l ): avaJJ1 jJ jJ 
+ + + + 
+<' /avavd '.>: a a I -<'Ia a 1)): a a 1 jJ jJ V ]J jJ V 
+ + + + 
+ <' Ia a 1 I Xlavav.l) -( )aJJavd)<')avaJJ.J":> jJ jJ (Al. 9) 
In (A1.4) eingesetzt ergibt dies bei Benutzung der Antisymmetrie von V 1 1 ]JV]J V 
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H = I 
v,v 1 
+()/a ~)): ]..1 ]..1 +.!. 4 + + a a a 1a 1 jJ V V ]..1 
Da nach dem Wieksehen Theorem trivialerweise 
+ + 
= a a 1 -<'Ja a 1l) V V V V 
kann man diese Darstellung umformen zu 
I {T I + I + + H = V ]..1V]..l 1V1 ( la a al >}a av1 
v,v 1 vv ]..1,]..11 ]..1 ]..1 V 
1 I + + - 2 V]..lV]..1 1V1 (Ia a ll)()a a 1J> ]..1V]..1 1V1 ]..1 ]..1 V V 
+.!. I V + + ]..1V]..l 1V1 a a a 1a 1 4 ]..1V]..1 1V1 ]..1 V V jJ (Al.lO) 
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Anhang 2: Drehimpulskopplung 
A2 .1 Kopp 1 ung von zwei Drehimpulsen {t1Je61 ,App. C) 
Die Zustände von zv;ei Quantensystemen mit den Drehimpulsoperatoren j 1 und j 2 
können simultan als Eigenzustände zu ji, j~, J 1Z und J 2Z gewählt werden. In 
dieser Darstellung sind sie Tensorprodukte der entsprechenden Zustände ) j 1m1 ) 
und I j 2m2 ) der bei den Quantensysteme 
(A2.1) 
Ebensogut kann man sie simultan als Eigenzustände zu Si, J~, 
(A2.2a) 
und 
(A2.2b) 
wählen. Der Übergang zu dieser Darstellung erfolgt durch eine unitäre Trans-
formation 
(j1j2JM)= I (j1m1j2m21 j1m1j2m:f 1j1j2Jt~) 
m1m2 
Die Transformationskoeffizienten 
(A2.3a) 
(A2.3b) 
heißen Clebesch-Gordan-Koeffizienten und können reell gewählt werden. Für sie 
gelten die Orthogonalitätsrelationen 
+j1 +j2 
I. I. (j1~j2m2!JM)(j1m1j2m2lJ•M•)= oJJ.c;MM• 
m1 =-J 1 m2=-J 2 
(A2.4a) 
j 1 +j2 +J 
4 . I (j1~j2~1JM>tj1mlj2m21JM>= 0m m• 8m m• 
J = -( J 1 -J 21 M= -J 1 1 2 2 
(A2.4b) 
Häufig benutzt man statt der Clebsch-Gordan-Koeffizienten Wigner•s 3j-Symbole 
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(i\2. 5a) 
Neben 
{i\2. 5b) 
gelten insbesondere d;-e Dreiecksungleichung 
I j 1- j 21 ~ j 3 ~j 1 + j 2 {A2.5c) 
sowie folgende Symmetrierelationen: 3j-Symbole sind invariant unter zyklischen 
Permutationen der ctrei SJ:lalten, unter antizyklischen ändern sie sich lediglich 
J1+J2+J3 
um eine Phase { -1) ; 1 etzteres gilt auch bei Umkehrung der Vorzeichen 
aller drei m-Quantenzahlen. 
Für Clebsch-Gordan-Koeffizienten folgt daraus z.B. 
j 1 +j 2-J 
<j1m1j2m21JM> = (-1) <j1-m1j2-m2lJ-M '> {A2.6a) 
und j 1 +j 2-J 
< j 1m 1 j 2m2 I J M ) = { -1 ) ( j 2m 2j 1m 11 J M I {A2.6b) 
Im Fall halbzahliger J {die bei der Kopplung von zwei Niveaux mit Spin 1/2 
nicht auftreten können) berücksichtigt das Minuszeichen in der Phase 
{-1)j 1+j 2-J daß sich in {A2.5a) das Vorzeichen umkehrt. 
Sind j 1 und j 2 selbst Gesamtdrehimpulsoperatoren als Summe aus Gesamtdreh im-
puls und Q:Jin 
j = t + s 
r r r 
{A2. 7) 
r = 1,2 
so sind die Zustände /j1m1j2m2> natürlic~ auch Eigenzustände von t~ und S~ 
IJ'm)=ls.R.J'm" rr rrrr/ {A2.8) 
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A2.2 Lochzustände (Ro70,App.A),(BM79) 
\Vir betrachten eine mit (2j+1) Teilchen vollbesetzte j-Unterschale, deren Zu-
stand natUrlieh durch den Drehimpuls J=O gekennzeichnet ist; diesen bezeichnen 
wir mit I J=O) und einen Zustand, der aus diesem durch Entfernen eines Teil-
chens entsteht, als Lochzustand I (jm)- 1): 
(A2.9) 
NatUrl ich gilt 
I a~ a. !J=O) = I a~ \(jm)-1) ~ /J=O) 
m Jm Jm m Jm . 
(A2.10) 
ajm transformiert sich unter Drehungen wie der Zustand 
( A2 .11) 
da I J=O) ein Skalar ist (Y60) = 1//Lf;J. Den Zustand I jm) kann man nun nach 
(A2.3) mit einem anderen Eigenzustand zur gleichen Drehimpulsquantenzahl j nur 
auf folgende Weise zu einem Zustand mit dem Drehimpuls J=O koppeln: 
Da 
I (jmj-mlOO:>I jm)\j-m) ~ IJ=O'> 
m 
. . (-1)j-m 
( JmJ-ml 00 .> = l2j+l' 
(A2.12a) 
(A2.12b) 
ergibt der Vergleich von (A2.12) mit (A2.10), daß sich der Lochzustand 
1 (jm)- 1:> unter Drehungen wie (-1)j-m/j-m)transformiert. Wir definieren 
(A2.13) 
Die Korrektheit dieser Ableitung kann durch Vergleich mit der Phasenkonvention 
von Bohr und Mottelson UberprUft werden. Diese definieren einen Locherzeu-
gungsoperator b+(jm), der einen Lochzustand erzeugt, der sich wie I jm > trans-
formiert, durch die Vernichtung des zeitumgekehrten Zustands 
I;> =Jtjm)= (-1)j+mlj-m) (BM79,eq.(1-40)) 
- 115 -
so: 
( m~179 ,eq. ( 3-7)) 
Da nun umgekehrt 
(BM79,eq.(3B-5)) 
gilt in dieser Notation 
a(jm) = -(-1)j+m b(j-m) = (-1)j-m b(j-m) 
für Fermionen (m halbzahlig), d.h. die Vernichtung eines Teilchens in einem 
Zustand mit der Drehimpulsquantenzahl j und der magnetischen Quantenzahl m 
entspricht der Erzeugung eines Lochzustands, der sich wie (-1)j-m)j-m) trans-
formiert. Q.E.D. 
A2.3 Drehimpulskopplung von Teilchen-Loch- sowie von Zweiteilchen- bzw. 
Zweilochkonfigurationen 
Ist ein Einteilchenniveau durch die Quantenzahlen a gekennzeichnet, so be-
zeichne ich mit va alle Quantenzahlen außer der magnetischen ma und (oder), wo 
aus dem Kontext ersichtlich, der Isospinquantenzahl ta. 
Aus der Definition (A2.13) folgt mit der Transformation (A2.3), daß die Kopp-
lung von Teilchen-Loch-Konfigurationen !v1m1(v2m2)-
1)zu einem Eigenzustand des 
Gesamtdreh imp ul ses durch 
1 j2-m2 . . -1 
lv1v2 ,JM): = L (-1) (J1m1J2-m21JM>\v1m2(v2m2) > 
m1m2 
(A2.14) 
gegeben ist; dieser Zustand ist auf 1 normiert. Für die Kopplung von Zweiteil-
chenkonfigurationen I v1 m1 v2m2) legt (A2.3) natürlich die Definition 
lv1v2,JM): = L: <j1m1j2m21JM)Iv1m1v2m2> 
m1m2 
nahe, und für die Kopplung von Zweilochkonfigurationen I vi1v21 >mit der Oefi-
n i t i o n ( A2 • 13) 
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= I 
m1m2 
Es zeigt sich aber, daß diese Zustände nicht auf 1 normiert sind; mit Hilfe 
der Antikommutatorrelationen (A1.2,3) kann man vielmehr nachrechnen, daß 
was übrigens zeigt, daß identische Fermionen in der gleichen j-Unterschale 
nicht zu ungeradem Gesamtdrehimpuls kopplen können. In dieser Arbeit werden 
die auf 1 normierten Zustände verwendet: 
(A2.15a) 
(A2.15b) 
Hegen der Symmetrierelation (A2.6a) gilt übrigens 
lvi1v21,JM)= 1 
1 
I (j1m1j 2m21JM/j(v1m1)-
1(v2m2)-
1) (A2.15c) 
(l+O m1m2 
v1v2 
d.h. die Kopplung von Zweilochkonfigurationen ist der von Zweiteilchenkonfigu-
rationen formal identisch. Aus der Symmetrierelation (A2.6b) ergibt sich in 
Verbindung mit den Antikommutatorrelationen (A1.2,3) für die drehimpulsgekop-
pelten Zweiteilchen- bzw. Zweilochzustände 
j 1 +j 2-J+1 
lv2v1,JM'>= (-1) lv 1v2,JM) (A2.16a) 
I -1 -1 j1+j2-J+
1 
-1 -1 
v2 v1 ,JM > = ( -1) I v1 v2 ,JM) (A2.16b) 
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A2 .4 Das l~i r-Eckart- Theorem 
Bekanntlich (z.B. (Me61,eq.(125)) gilt für irreduzible Tensoroperatoren T~k)­
die sich unter Drehungen wie Kugelflächenfunktionen y~k) transformieren- das 
Wigner-Eckart-Theorem: 
(a 1J 1M1 /T(k))aJM) =(Jf~kq!J 1 M 1 ) <'a 1J 1 11T(k)llaJ / 
q (2J I+ 1 1 
( A2 .17) 
Das 11 reduzierte Matrixelement 11 (a 1 J 1 11T(k)llaJ)hängt von den magnetischen Quan-
tenzahlen nicht mehr ab. Für dessen Koeffizienten ergibt sich unter Verwendung 
der Symmetrierelationen für 3j-Symbole, deren Definition (A2.5) und der Tatsa-
che, daßkund somit J und J 1 ganzzahlig sind: 
(JMkqlJ 1M1) J 1 -M' ~ 1 ~:::::::-:::;::=:~ = ( -1 ) 12J I+!' MI (A2.18) 
Für skalare Operatoren TbO)- insbesondere etwa Potentiale- nimmt diese Be-
ziehung mit der Definition (A2.5a) und der Relation (A2.12b) folgende Form an: 
(JM OOIJ 1 M1 ) J 1 -M 1 ( Jl 
---;:=:::;::=;--- ( -1 ) 
12J 1 +1' M1 
J 0 ) 0 JJ I OMM I 
0 J J I 0 MM I = --;;;:;:::;:;-
-M 0 12J I +1' 
(A2.19) 
Das Wigner-Eckart- Theorem kann im Fall skalarer Operatoren daher so definiert 
werden: 
(A2.20a) 
(a 1J 1 11T60) llaJ) 
=------
12J+11 
(A2.20b) 
mit 
Statt (A2.18) kann man mit der Definition der 3j-Symbole (A2.5a), der Relation 
(A2.5b) für die m-Quantenzahlen und der Ganzzahligkeit von J und J 1 ebensogut 
< J Mkq ' J IM I) 
/2J 1+1 I 
schreiben und erhält das Wi gner-Eckart- Theorem (A2 .17) in der Form 
( A2. 21) 
(A2.22) 
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Anhan eskalen 
A3.1 11 Experimentelle Einteilchenenergien 11 
Wie gestaltet sich nun praktisch die 11 direkte Übernahme der Einteilchenenergi-
en vom Experiment 11 ? Die Anregungsenergien der in Frage kommenden tiefliegenden 
Zustände der vier zu 208Pb gehörigen 11 r~agisch ±1-Kerne 11 2°9Pb, 207Pb, 209Bi 
und 207n wurden der 11 Table of Isotopes 11 (LS78) entnommen (Tabelle 4). Diese 
sind natürlich auf den Grundzustand des jeweiligen Kerns bezogen, welcher als 
der jeweils tiefst- bzw. höchstliegende Zustand der in Figur 2 angedeuteten 
ersten Oszillatorschalen oberhalb bzw. unterhalb der Fermikanten zu identifi-
zieren ist. Zur Umrechnung auf das Nullniveau des HF-Potentials benötigt man 
(wie anhand Figur 2 ersichtlich) die Separationsenergie des Nukleons im für 
den Grundzustand des jeweiligen Magisch +1-Kerns besetzten Teilchenzustand so-
wie die Separationsenergien für beide Nukleonensorten im doppelt-magischen 
Kern. Diese Separationsenergien sind über die Bindungsenergien der fünf ge-
nannten Kerne zu berechnen, welche in der 11 Atomic Mass Table 11 (HB77) wie folgt 
definiert werden: 
M(A 1 ,Z 1) = Z1m +N 1m -B(A 1 Z1 ) H n ' (A3.1a) 
bzw. 
M(A 1 ,Z 1 ) = Z1m +N 1m +E (A 1 Z1 ) H n 0 ' (A3.1b) 
Hierbei ist M(A 1 ,Z 1 ) die Ruhemassenenergie des Kerns der t~assenzahl A1 , Ord-
nungszahl Z1 und Neutronenzahl N1 , mH die Ruhemassenenergie des Wasserstoff-
atoms, mn diejenige des Neutrons und B(A 1 ,Z 1 ) bzw. E0(A 1 ,Z 1 ) schließlich die 
so definierte (positiv definite) Bindungsenergie bzw. die sog. Grundzustands-
energie. Die Separationsenergien für Protonen bzw. Neutronen für diesen (be-
liebigen) Kern werden üblicherweise durch 
s (A 1 Z1 ) n , 
s (A 1 Z1 ) p ' 
= M(A 1-1,Z)+m -M(A 1 ,Z 1 ) 
n 
= M(A 1-1,Z 1 -1)+mH-M(A 1 ,Z 1 ) 
(A3.2a) 
(A3.2b) 
definiert. Bezeichne nun A die Massenzahl des doppelt-magi sehen Kerns, Z seine 
Ordnungs- und N seine Neutronenzahl, so gilt mit der Definition der Bindungs-
energie für die hier interessierenden Separationsenergien der Magisch +1-Kerne 
S (A+1,Z) = ß(A+1,Z)-B(A,Z) 
n 
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S (A+1,Z+1) = B(A+1,Z+1)-B(A,Z) p 
und für die Separationsenergien des doppelt-magischen Kerns 
Sn(A,Z) = ß(A,Z)-ß(A-1,Z) 
Sp(A,Z) = B(A,Z)-B(A-1,Z-1) 
Mit der landläufigen Definition chemischer Potentiale (z.B. (Kle70)) 
folgt 
+1 Sn(A+1,Z) = -]..ln 
S (A+1,Z+1) = -]..1+1 p p 
-1 S (A,Z) = ]..1 
n n 
S (A,Z) = ]..1- 1 p p 
(A3.3a) 
(A3.3b) 
(A3.3c) 
(A3.3d) 
(A3.4a) 
(A3.4b) 
(A3.5a) 
(A3.5b) 
(A3.5c) 
(A3.5d) 
Für die experimentellen Einteilchenenergien ergibt sich nun, wenn wv t die An-
regungsenergien der Magisch ±1-Kerne bezeichnet: r 
sv ±1/2 = w + +1 (A3.6a) v ±1/2 ]..ln 
und m m p 
-wv.±1/2 + 
-1 (A3.6b) E v.±1/2 = ]..ln 
1 1 p 
A3.2 Anregungsenergien in bezug auf den Kerngrundzustand 
Die RPA-Gleichungen (2.22), (2.23) und (2.33) liefern die Anregungsenergien 
der entsprechenden Kerne in Bezug auf die Grundzustandsenergie E0 = E0(A,Z) 
des doppelt-magischen Kerns 
(2.22,23,33b) 
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wobei k = T;~;K(t,-t) die jeweilige Kernsorte bezeichnet. Mit der Notation k0 
für die Grundzustände dieser Kerne und der Addition einer 11 geschickten Nu11 11 
erhalten \vi r 
( A3. 7) 
Eine (A3.4) analoge Definition chemischer Potentiale für Zweiteilchen- bz\v. 
Zweilachkerne 
A(k)-A 
= sign(A-A(k){B(A(k),Z(k))-B(A,Z)} 11 
IZ(k)-ZI IN(k)-NI p n 
sign(A-A(k){E0-Ek } = führt zu 0 
(A3.8) 
E - E = rl +2 
T(J7T) Ta T(J7T) - 11 IZh)-ZI !Nh)-NI 
bzw. p n 
(A3.9a) 
E - E = rl -2 + 11 IZ(~)-ZI IN(~)-NI ~(J7T) ~0 ~(J1T) p n 
(A3.9b) 
Für die beiden Teilchen-Loch-Isobare ergibt eine analoge Prozedur (z.B.) 
0 11 _ 1 = B(A,Z)-B(A,Z+1) (A3.10a) pn 
0 11 _ 1 = B(A,Z)-B(A,Z-1) 
np 
(A3.10b) 
und somit 
0 
= rl - 11 
( 7T -1) -1 K J ;pn p n 
( A3 .lla) 
0 
= rl 7T -1 - 11 -1 
K( J ; np ) np 
(A3.1lb) 
Tabelle 2 enthält die der 11 Atomic Mass Table 11 (WP77) entnommenen Bindungsener-
gien der betrachteten Kerne und Tabelle 3 die daraus berechneten chemischen 
Potentiale. 
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Anhang 4: Zu Kapitel 6 
A4 .1 Relationen zwi sehen den Resbtechsehli rkungsmatri xel ementen in Teil ehen-
Loch- und in Zweiteilchen-Kopplung 
Gleichung (5.70) definiert direkte und Austauschmatrixelemente. FUr direkte 
gilt 
(A4.1) 
wobei die 6j-Symbole gemäß (Ed74,eq.(6.2.3)) definiert sind durch 
1 jl j2 j3 \ j1+j2+j3+j4+j5+j6+m1+m2+m3+m4+m5+m6 
- I (-1) 
m1 m2 m3 m1 m2m3 
m m m (A4.2) c~ J2 j3 )( j14 5j~ j6 '( j4 j2 j6t4 j5 -~J m1 m2 m3 -m1 m5 -m6/ -m4 -m2 m6 m4 -m5 
Die Relation (A4.1) kann man ( 11 ohne weiteres 11 ) mit den Definitionen drehim-
pulsgekoppelter Zustände, den Eigenschaften von 3j-Symbolen, dem Higner-
Eckart-Theorem (A2.20) fUr skalare Operatoren unter besonderer BerUcksichti-
gung der Halbzahligkeit der j sowie der Ganzzahligkeit der J unq M,ableiten 
(letzteres bedingt etwa (-1) 2J = (-1) 2M = 1, (-1)J1+J2 = -(-1)-J1+J2, 
m1-m2 m1+m2 (-1) = -(-1) etc). FUr 6j-Symbole gelten folgende Relationen ((Rot59, 
eq . ( 2 . 6 ) , ( 2 . 7 ) ) : 
fl j2 j'Hjl j2 j"~ 0 •I •II I (2~+1) = J J (A4.3a) 
~ ~1 ~2 ~ ~1 ~2 ~ 2j"+1 
und 
L (-l)t'H"+j(2j+l) fl j2 j w~ j2 ~..~=r~~ ~2 t"f (A4.3b) j ~1 ~2 ~· ~ ~1 ~1 ~· 2 
Mit (A4.3a) kann man die Relation (A4.1) umkehren: 
(A4.4) 
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Mit der Symmetrierelation (A2.6b) für C.G.-Koeffizienten und der Definition 
von Austauschenergiematrizen (5.70) ergibt sich aus (A4.1) 
/ -1 I -1 ..., 
<>... v1v2 ,J V I v3v4 ,J I' res ex 
j 2 + j 3 +J r j 1 j 2 J ( 
=I (2L+1)(-1) (v1v4,L\V ( v2v3,L) L · · L res ex 
f .. J~ J3J4 J 1 J 2 = I ( 2L + 1) < v1 v4 , Ll V 1 v3 v2 , L )d. L · · L res 1 r J 3 J4 
(A4.5) 
Die Umkehrung ergibt in diesem Fall (mit (A4.3b)) 
(A4.6) 
A4.2 Anmerkungen zur Berechnung des Spin-Winkel-Anteils der spinabhängigen 
Komponenten von Deltafunktions- und Zentralpotentialen 
Zur Berechnung des ~pin-Winkel-Anteils von 
benötigt man außer den schon (bis Kap. 6.1) erwähnten Beziehungen folgende Re-
lationen: Zum einen 
(A4.6) 
(die aus (dST63,Ch.14&15) abzuleiten (Kle82b) und im übrigen auch für den Be-
weis der Formel ( 5.21) zur vari abl ensepari erten Darstellung des Tensoropera-
tors zentral ist); zum anderen die (6.3) entsprechende Relation (Ed74,eq. 
(7.1.5)) für Tensorprodukte; ferner die Beziehung ((dST63,p.517); (dSF74,eq. 
(6.8)) 
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= I ( j1 j2 J12 Y j3 j4 J34)e1 j3 J13 1r j2 j4 J24 v J13 
m1 m2 m1 m2 M12 ,\ m3 m4 M34 m1 m3 -m1 -m3/ \ m2 m4 -m2 -m4 A -m1 -m3 
m3m4 
sowie folgende 3j-Symbole, die sich aus (Ed74,eq.(3.7.11)) 
bzw. aus (Rot59,eq.(1.58),(1.59)) 
( 
1/2 1/2 1 ) = 
1/2 1/2 -1 ( 
1/2 1/2 1 ) 1 
. 1/2 -1/2 0 = 76 
ergeben, und die reduzierten Matrixelemente ((Ed74,eq.(5.4.4)); (Me61,C.85f, 
p.1076)) 
mi.t 
<in~(n)ll1/2) = /2(2n+1) 1 
~(n) =)~I n=O 
( ~ I n=1 ( A4. 7) 
und ferner ein wenig Geduld, um zum Resultat (A5.2) zu gelangen. In dem im 
Kap. 6.1 erläuterten Sinne bildet diese Ableitung die Basis zur Berechnung des 
Spin-Winkel-Anteils der spinabhängigen Komponente von Zentralpotentialen. 
Zur Abkürzung der Schreibart ist es von Vorteil, das Additionstheorem für Ku-
gelflächenfunktionen (Jac75,eq.(3.62)) 
(A4.8) 
bei der Tabellierung der Matrixelemente von Zentralpotentialen heranzuziehen; 
diese sind im Anhang 5 daher in der Form 
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( J\4. 9) 
zu finden. Bei der Berechnung der direkten ~1atrixelemente bricht die Summe 
über 2 wegen des Auftretens von Kroneckersymbolen (o 2J; o2_1 J; oH1 J) in-
, ' folge Orthogonalitätsrelationen zusammen; bei der Berechnung der Austauschma-
trixelemente aus (A4.9) via (A4.4) + (A4.5) lebt sie aber wieder auf (keine 
Kroneckerrelationen zwischen 2 und J). Zur Herleitung von (A5.7)-(A5.10) benö-
tigt man zusätzlich die Rekursionsrelation (Kle82b) 
( 
j 1 j2 J ) 
1/2 1/2 -1 
sowie die 3j-Symbole ((Rot59,eq.(1.52),(1.52')); (Ed74,eq.(3.7.17)) 
( 
L L-1. 1) L+1 I L+1 I (L L-1 1 ) L I L I 
= (-1 )2(2L+1)(2L 1) ' = (- 1 )(2L+l)(2L 1) 
-1 0 1 - 0 0 0 . -
1)- LI L-1 I (L L 1)- ~(-1)L+1 
- (- 1 )(2L+1)(2L-1) ' - /2(2L+1) 1 -~ 0 ~ 
A4 .3 11 Rückwärtsl aufende 11 direkte Te i 1 chen-Loch-Matri xe 1 emente 
Mit den bis zu diesem Punkt angesprochenen Techniken der Drehimpulsalgebra 
kann man ohne weiteres zeigen (Kle82b): 
(A4.10) 
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Beim Übergang von 11 VOn'Järts- 11 zu 11 rücb.Järts1 aufenden 11 ~1latrixelementen (3-4) 
gilt für beide Potentialtypen wegen der Symmetrierelation (A2.6b) und der Tat-
sache, daß der Spin-Singulettzustand S=O antisymmetrisch ist, der Spin-Trip-
lettzustand S=1 aber symmetrisch ist (in symbolischer Schreibweise; L,S,J 
ganzzahling) 
1/2+1/2-S+(1-S)+~3 +~4 -L 
M1234,b = M1243,f = (-1) M1234,f 
~3H4-(L+S)-S 
= (- 1) M1234 f 
' 
( A4 .11) 
Wegen des Kroneckersymbols in (A4.10) ergibt die Inspektion des Radialanteils 
in (6.24) so\'Jie des Hinkelanteils (A5.7) für spinunabhängige Zentralpotentiale 
aufgrund (-1)~ 3 +~4 +J[1+(-1)~1+~2 +JJ = [1+(-1)~1+~2+J ]: 
(A4.12) 
für spinabhän~ige hingegen 
(A4.13) 
Analog gilt für Deltakräfte in der Notation (A5.1,2) 
A ~1+~2+J A 
E1234,b = (-1) E1234,f = 
II 
E1234,f (A4.14) 
~s ~1+~2+J+ 1 ~s 
E1234,b = (-1) E1234,f (A4.15) 
und somit 
/\ 1 I' "s 
co1234,b = 4 (E1234,b-E1234,b 
1\ 1 ~ 1 H 2 +J 1\ II s 
co1234,b = 4 (-1) (E1234,f+E1234,f) (A4.16a) 
oder symbolisch 
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>!-1H2+J 
IIO b = 
( -1) ( 1 +~ • t I ) (l\4.16b) 4 
• 
Analog gilt 
21 H2+J 
rr1 b = 
( -1) ( 3+~ •t I ) (A4.17) 4 
' 
Die Isospinmatrixelemente ändern sich beim Übergang von vorwärts- zu rück-
wärtslaufenden direkten Matrixelementen weder für den doppelt-magischen Kern 
noch für seine Teil chen-Loch-I so bare. Man erhält daher die rückwärtslaufenden 
direkten aus den vorwärtslaufenden direkten Matrixelementen im Fall von Zen-
tralpotentialen durch die Phasenmultiplikation (A4.12,13), im Fall von Delta-
potentialen durch die (A4.16,17) entsprechende Linearkombinationen. 
Für Tensorpotentiale gilt eine (A4.13) analoge Beziehung (gleiche Phase). 
A4.4 Zur Berechnung der Tensorpotential-Matrixelemente 
Mit der symbolischen Notation (6.23c) für den Radialanteil gilt für die in 
dieser Arbeit verwendeten Tensor-Wechselwirkungen, von Stärkeparametern"'und 
der Isospinabhängigkeit abgesehen, -
(A4.18) 
Da im Tensorprodukt- (5.22)- der Kugelflächenfunktionen der C.G.-Koeffizi-
ent {k 1m1k2m2t2m'> auftritt, gelten die Dreiecksungleichungen (A2.5c) 
k1+k2-2~0" k1-k2+2~0 "k2-k1+2~0 
... k1+k2~2 1\ -2<k1-k2<2 
(A4.19a) 
(A4.19b) 
Da in .VT ferner ( ~ 1 ~ 2 ; ) auftritt, muß k1 +k 2 darüber hinaus gerade sein; man 
kann k ~k daher durch eine Summe über einen Index v1 über drei Terme erset-
zen: d; ~ 1 =k 2=2; (2) k1=2-1, k2=2+1; (3) k1=H1, k2=2-l. Mit i0=1,i2=;-2=-1 
sowie 
folgt 
( 
IL
0
+1 IL-1 2 \ = ( IL-1 
0 0 ) \ 0 
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.H1 
0 
VT =- ~ lf !LL [(2H1) (~ ~ 6) [~x~~J(2)·[Y(!L)xYI(2)](2) vi2,IL;2)(r1,r2) 
-/( 2!L-1)( 2H 3)1(2-1 H1 2J[~x~ 1 )(2)•{[Y(2-1)x'( 1 (H1))(2) (IL-1,H1;2)( ) 0 0 o. vT r1,r2 
(A4.20) 
Die Spin-Winkel-Anteile der (Teilchen-Loch-H~atrixelemente der beiden letzten 
Summanden sind durch Symmetrierelationen miteinander verbunden, was den Re-
chenaufwand reduziert. Mit der gemeinsamen Bezeichnung C~2~42+ 1 für die durch 
(A5.11), (A5.12) definierten Matrixelemente gilt mit den Umkopplungsbeziehun-
gen (A4.1), (A4.5) 
C!L -1 'H 1 - < 1 . ( 1 . ) -1 J I [ I ] ( 2) 1234 - 2 21J1 2 22J2 ' oxo 
ciL-1 ,H1 
1234 
• [ y ( 2 -1 ) x y d H 1 ) ] ( 2 ) I !- !L 3j 3 ( !- 2 4 j 4 ) -1 'J > di r 
ex 
• [Y(2-1)xYI(2+1)](2)1(!- 22)j2(i 23)j3,L)dir 
ex 
und mit den bekannten Symmetriebeziehungen für 6j-Symbole, C.G.-Koeffizienten 
und der Ganzzahligkeit von L folgt 
CIL-1,H1 k1+k2+k3+k4 \ k2+k3+L+
1 ij4 j3 J ~ 
1234 = (-1) L (2L+1)(-1) 
. L j2 j 1 L 
-·< (l:_2 )j (1:_ !L )j L[l6x~ 1 ]( 2 )•[Y(H 1 )xY 1 ( 2 - 1 )]( 2 ) \(l !L )j (.!_2 )j L) 2 4 4 2 1 1' 2 3 3 2 2 2' dir 
c2-1 ,H1 
1234 
ex 
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k +k +k +k A!+1,!-1 = (-1) 1 2 3 4 A1+1,2-1 1234 4321 
8!+1,!-1 k1+k2+k3+k4 81+1,!-1 1234 = ( -1) 4321 
Mit (A4.5) gilt fUr reelle Austauschmatrixelemente 
und mit (A4.1) fUr reelle direkte 
Aus (A4.21) und (A4.22) resultiert 
A!+1,!-1 = A!-1,!+1 
1234 3412 
B
!+1,!-1 = k1+k2+k3+k4 
1234 (-1) 8t-1,!+1 2143 
und mit der Ringphasenkonvention (2.28) 
A4.5 11 Bahndrehimpul sauswahl regel n11 
(/\4.21a) 
(A4.21b) 
(A4.22a) 
(A4.22b) 
(A4.23a) 
(A4.23b) 
(A4.24a) 
(A4.24b) 
NatUrlieh kann man einen jj-gekoppelten Zustand I(} t 1lj1(} t 2)j 2,J )nach LS-1 1 gekoppelten 1 22,S)!t1t 2,L) entwickeln; Einsetzen ergibt im Fall von Zentral-
potentialen 
(A4.25) 
was Uber die Dreiecksungleichungen fUr die 3j-Symbole zu den 11 Bahndrehimpul s-
auswahl regel n11 
2
1
H 3 ;;. 2 
2 2H 4 ;;. 2 
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(A4.26) 
und zu entsprechenden Relationen für Austauschmatrixelemente in Zwei teil ehen-
sowie Teilchen-Loch-l<opplung (letztere: von'/ärts bzw. rückwärts) führt. 
Für Tensorpotentialmatrixelemente ergibt sich in analoger Weise 
A4.6 Isospinstruktur der Matrixelemente (von ~1echselwirkungen endlicher Reich-
weite) 
Für Potentialoperatoren der Form 
(A4.28) 
gi 1 t 
( 1) im Fall doppelt-magischer Kerne 
( v1 t(v2t)-
1 
,Jl V !v3t 1 (v4t 1 )-
1 
,J '> 
= [ ao + ( 2 8 t t I -1 ) a T J <V 1 t ( V 2 t) -,1J IV I V 3 t I ( V 4 t I ) - 1 'J ) d i r (A4.29a) 
- [ottla0+(2-ottl )a,] (v1t(v2t)-
1 
,JI V !v3t
1 (v4t
1 
)-
1 
,J >ex 
(2) im Fall seiner Teil ehen-Loch-Isobare 
(v1t(v2t 
1 )-
1 
,JI V lv3t(v4t
1 )-
1 
,J) 
= 2a/y1 t(v2t
1 
)-
1 
,JI V lv3t(v4t
1 
)-
1 
,J)dir (A4.29b) 
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(3) im Fall von gg-Zweiteilchen- bz\v. Zweilochkernen 
(A4.29c) 
(4) im Fall von uu-Z\veiteilchen- bzw. -Z•.veilochkernen 
(A4.29d) 
(t = -1/2, t' = 1/2) 
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Anhang 5: Oie Spin-\·Jinkel.J.nteile der ':!ecilse1·.Jir'<un·;smatti;c'!le~ente 
(tabellarisch) 
Notation: 
k = j + 1/2 
a a 
k H k = (-1) a a k 
a a 
S(L) = fo, L=O l1, L>O 
a) 8-Wechselwirkungen 
(2 .27) 
(AS.Oa) 
(AS.Ob) 
c~ s. 3) 
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b) Zentral-Hechselwirkungen (siehe Anhang 4.2!) 
<1 e~ i ~ (\ e, J~,_)-~ 'd J c· ,, ?t (Ca7~ 11 e3'~3 (~ t4 j .. r; ""J; o(,·,_ 
1.< 1 ~1,.( 3 { 1"( + e] v"<~L<,_~.<;su"., ( 1~ f~. J) ( ~-3 'j .. ~) 
= Z0'~) [1\+E:-">" t j -1 o- '1 -~ (Y e u -+tt) l? h" > c 2 'J -+ "') z. 1 '1. z. 
• ~ ({ 4-' ) ( ~ -r c<l. + e) ( ~ ... ~ + { ) ~ 
l t-4, l ( "A t;: j) 
+C2~""'"~)\~-IZ.,_) tK"3 -t2"'1) Je., 1 ~(e-") 
+ ( c !4. + ~ - e-.,) l ~ ·H<~.,. ( --~ J J l 
e-+<1 1 ~J 
< l t~ j" qJ~ j,_)-;·J l ? · C!' ~ C'-r.J J') I t ls j 1 (1 ('t J-" f~ d) {~ 
: z (:·") k.,+U3f ~ ... "J [ 1tf:-1/~""f31-(J ·-/\,{,._L(7..1.<.311.4. I 0 ('R- $'.Acr) 
e C(+1) (7~-H) 
• [~+'\}(~+a-::f~Q)(G;.-tlA4-+~) (~~ 1~ {-ll)(;1.äA~ (-~)) ~ 4 ~>: ( 19({-1) 
'i - 1 er 1.. -1. a- ( 14 J3 1...-1 ~ 
-(Z(-+\) \~-L?3)~t7't-~) ( t:~ ~)(1~ -~" () f {4 ~~ J? $(~-·~) 
l l. 7.. i IT 7.. ()4 ~ 3 ( j 
+ et&?~,.aJ, -e-1) (~~~-e-~) (i1 1, (+4)(1z j"l t+A.) f 1·1 1, 1 ~ J 
1 _., (j " -1 • # 
' i i: "l a- J'1 j3. \."<., 
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c) Tensor-11/echsehlirkungen (:<le32b) 
r-, -j f't.J [ '! ro '!I (( )] \1..) I lj ß l'i -( . ) ~1 I '> < '\ e "" ~ ~ t ~ ( t i d ~ : J ' ts X r::: ' • x "L 13 f~ " ~ 0 ~ , o c{,....,. 
... ~~ to1.)kr·+l.<:;t{-+"c1+t-~/{·flz.HJ[i+t-"/~t!~,-teJ, s-t<:.l.(t..l.(..3\.('1 (t\-~t;)(~3-~~;J 
~ ii t 'Z J *"' . c. (' e -t ~) 1. z. -z.. 1 
. [ 1 ( e-~-12""-~re<l )({-tf-3-+IZ"") (ce+1J(?(-+3)' f<--","' 
t ((U--1) .r 
- Z{+-1. (t{;,-~)(c;-.~)""{h.-<-"JClt-r?:.) du" G CJ-") 
{(.{+!\) (((f1) . (J 
+ J'. ( { + 1- \(" - C("l ) ( ( t -1 - Q'; - ~ ) J t ( ( {- 'I ) I ~ J 
{*1 lt·H) (U+:S) {o~-~,) 
<"' e . (1. e . )-"' 1 I r:, ...,,,(n 'C't(U y'UJ-, rv I 1 J - (A t ' -"'· ., '> 1 -1 J"' -z 2. J t J d 15: >l c; J • J( J i. CJ J '3 i, "~ '-\) I J {)( 
:::: i_ f1/"il.<3t}+l\ [~1+t 1 J',·d3 rlJ [tl+f 1 >(-z.+f~t..~,.e J .,;)k1 1A"t.W.3 t<"-' f1((-A.) 4;; c. ( 2 e-H > 
[ "' (l ..... - ( ".._ ...... . i + 1,(1 .(- 1.(3) t -t t("L + t(\.{ ) 
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d) Umkopplungsrelationen für Zentral-\-lechsel·.'Jid~ungen 
( "'\ I p ( ').. ) I I 'I l ' ' II ) ' ~ I " < 1 ( A ) ~A t 1,_ ?1 ).r'i t rt , C..r.:> V I \.__ 7_ ''?.,/ •} '3, l -L ' '·t ) . '1 4 I j / ./ , \1 -1 Q :) t V -t.. "' ...; t..'_J-,.. 
e) Umkoppl ungsrel ationen für Tensor-Hechselwi rkungen 
(7'1 [' - \ 
I w ' ·I'::. I i i -..... I 
' 
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Tabellenlegende 
Tabelle 1: Blomqvist-Wahlborn Potentialparameter 
- definiert durch (3.1) 
Tabelle 2: Bindungsenergien 
-definiert durch (A3.1), entnommen (WB77) 
Tabelle 3: Chemische Potentiale 
- definiert durch (A3.4), (A3.10) bzw. (A3.8) 
Tabelle 4: Experimentelle Einteilchenenergien S» t und die ent-
"f' 
sprechenden experimentellen Anregungsenergien wv t. 
T 
fv..,..t definiert durch (A3.6 )q wl.l"f't. entnommen (LS78) 
TINLK ist die programminterne Bezeichnung der Einteilchen-
zustandsquantenzahlen: 
T = 1 Teilchen-, T = 0 Lochzustand; 
I = 1 Proton-, I = 0 Neutronzustand; 
N Radialquantenzahl n, 
L Bahndrehimpulsquantenzahl 1, 
K = j + 1/2 (2.27) 
Tabelle 5: Parameter der ("~g)-Austauschwechselwirkung 
-definiert in Kap. 5.2. (~c und c0 siehe Tabelle 7). 
Bzgl. der Vorzeichen der Stärkeparameter siehe Legende 
zu Tabelle 6. 
Tabelle 6: Parameter der OBE-G-Matrizen 
-definiert durch (5.57), (5.58) 
In Anführungsstrichen die programminternen Namen der 
entsprechenden "Mesonen". Die Stärkeparameter sind in 
Einheiten von c0 = 386 MeVfm
3 angeführt und reproduzieren 
die von K. Nakayama auf fünf Dezimalstellen in MeVfm 3 
angegebenen ·werte. Für die Tensorstärkeparameter werden 
die vorzeichenumgekehrten Werte angegeben, da wegen des 
verschiedenen Vorzeichens von Tensor- und Yukawaanteil in 
V~ (5.20) der Programmteil zur Matrixelementberechnung 
Tensorpotentiale mit (-1) multipliziert. 
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Tabelle 7: Einige Konstanten und Parameter 
- r Umrechnungsfaktor erg ~? MeV, 
b Oszillatorkonstante für Blei, 
C Normierungsfaktor für die St~rkeparameter (j 
Tabelle 8: Differenz (Eth - E ) für die Grundzust~nde 
eor exp 
( "RPA & G- ") II +S 
- Abweichung der in der RPA mit G_ ~ berechneten Grundzu-
u,...) 
standsenergien der Zweiteilchen- bwz. Zweilochkerne von den 
experimentellen Werten 
Tabelle 9: 3i in gg-Kernen 
Tabelle 10: 
- erste angeregte 3--Zustände; 
experimentelle Werte nach (LS78), theoretische Werte 
berechnet in der RPA mit den spezifizierten G-Matrizen 
Die beiden größten V-Amplituden (mit den zugehörigen Konfigura-
tione~) für die tiefstliegenden Zustände. 
10.1 in den Zweiteilchenkernen 
10.2 in den Zweilochkernen 
-berechnet mit Grr+p (Kap. 5.2, Tab. 5), Gb~~) bzw. Gb~~rf) 
((5.57,58), Tab. 6) sowie ggf. Vc (Kap. 5.5). Zur Notation der 
Quantenzahlen siehe Legende zu Tabelle 4. 
Tabelle 11: 
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Die tiefliegenden Zustände der l<ernsp~=ktren in den Figuren 5 bis 
15 mit den beiden Hauptkonfigurationen, berechnet in der RPA fUr 
GTI+p und Gb~~) bz'tl. Gb~~rf) (ggf. + Yc) (Def. siehe Legende zu 
Tabelle 10). 
J: Kernspin; PAR: Parität TI; #: Numerierung der Kernzustände J1T 
in energetischer Reihenfolge; Quantenzahlen der beiden Hauptkon-
figurationen (Notation: Legende zu Tab. 4) und zugehörigen X-Am-
plituden sowie die Summe der Einteilchenenergien, bezogen auf 
den jeweiligen Kerngrundzustand (Schalenmodellkonfigurations-
energien) in MeV; Zustandsenergie E lMeV J. 
11.1 210p0 ( a) G +V TI+p C 11.5 210Bi ( a) G + 1T p 
( b) Gbsurf )+V BE c ( b) G( su rf) OBE 
11.2 206Hg (a) G +V 11.6 206n ( a) G .+ TI+p C 1T p 
( b) Gb in )+V BE c ( b) Gbin) BE 
11.3 210pb ( a) G TI+p 11.7 208Bi ( a) G TI+p 
( b) G( surf) OBE (b) Gb~~) 
11.4 206pb ( a) G TI+p 11.8 2osn ( a) G 1T+p 
(b) Gb; n) BE ( b) Gb~~) 
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Tabelle 1: Blomqvist-Hahlborn-Potential Parameter 
V~ [MeV] V~ [ ~~e V] R [ fm] 
58.0 44.0 7.52 
Tabelle 2: Bi~dungsenergien 
Kern 
210Po 
210Bi 
210Pb 
209Bi 
209Pb 
208Bi 
208Pb 
208Tl 
207Pb 
207Tl 
206Pb 
206Tl 
206Hg 
a [Fm] [ -24 J m 10 g 
0.67 1.67495 
B [MeV] 
1645.24 
1644.86 
1645.58 
1640.26 
1640.40 
1632.80 
1636.46 
1632.25 
1629.09 
1628.45 
1622.35 
1621.61 
1621.08 
Tabelle 3: Chemische Potentiale [MeV] 
-3.94 
-9.12 
-7.37 
-Z. 
r'll.t 
-14.11 
-3.80 -8.01 4.21 
-8.78 -15.38 -8.40 
32 
z 
82 
3.66 
-14.85 
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Tabelle 4: Experimentelle Einteilchenenergien ~v~ und die ent-
.-~ 
sprechenden experimentellen Anregungsenergien w~~ 
Quantenzahlen ~"' -1-"f"~ t>J"' -~ -r'--
TINLK Ü11eV J [MeV] 
ii 3 r~ ... 2 11311 -0.17 3.63 
iT 3 p~ 11312 -0.68 3.12 
"''z 
ir 2. t - 11233 -0.98 2.82 
"I,_ 
ir 1 \,3 11167 -2.19 l. 61 
'l 
ii 
'2. + f/2. 11234 -2.90 0.90 
ii 1 ~~ 11155 -3.80 0.00 
v'l. 
---- ------ T. -~ -3- ;1~~--- ----- ~;: ; ~;:-- -- -------- = ~ ~ ~;:- -------- -- ~ ~ ~ ~-- -- - --
Ii -~ 2 <4 ~ 01222 -8.36 0.35 
--1 
1 ~ •• 01156 
-9 .J 5 u l. 34 
11. 
-~ 2~s 01223 lj -9.68 l. 67 
11. 
--1 
1 ~ ":!tl 01144 -11.48 3.47 ft 
')) 3 o.(,; 
'?. 
10322 -1.40 2.54 
V 2 ~7 .. 10244 -1.45 2.49 
lJ ~ s~,2. 10401 -1.91 2.03 
V 1 ä •s 10178 -2.52 l. 42 
'1. 
V 3 t( s/7. 10323 -2.37 l. 57 
'V 1 ~1. 1-z. 10166 -3.16 0.78 
'l) z. d ~'z. 10245 -3.94 0.00 
'll·1 "3 p 1;2. 00311 -7.37 0.00 
1) _, 
'2. h,l 00233 -7.94 0.57 
11-~ 3 t' 3,, 00312 -8.27 0.90 
11 
-1 
-1 ..\13'1 00167 -9.00 l. 63 
-\ 
'l t1y2. 00234 -9.71 2.34 lJ 
li-'1 '1 ~ ~h. 00155 -10.85 3.48 
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Tabelle 5: Parameter der (T+s)-Austauschwechselwirkung 
Parameter 
fv'g 
r. l. 
e~~ 
A-;; 
1\s 
'" 
numerischer Wert 
-1 0.6995fm 
3.902lfm-l 
0.081 
4.86 
-1 ( 6fm 1.2GeV) 
lOfm-l ( 2.0GeV) 
-1 3.93fm 
Referenz 
arithmet. Mittel der Pionen-
massen nach (B-SBC80) 
mnc 2 = 770 MeV (B-SBC80) 
" (BM79), (SKW80), (BSW81) 
(HP75) gern. (AB77), (BSW8l) 
(Wei77), (BSW8l) 
(BSW8l) 
(B 2 0W77) 
l ~ _ 4~r .fi~ t, 
ii- 3 }'Ii.,_ Cer 0.3545 
-~f -0.6835 
Tabelle 6: Parameter der OBE-Matrizen 
a) G(in) 
OBE 
F 
F' 
G 
G' 
-H 
-H' 
b) G(surf) 
OBE 
F 
F' 
G 
G' 
-H 
-H' 
"KANZOl" 
-1 }'-" = 0.7lfm 
0.0 
0.0 
0.0 
0.34408060 
0. 0 
0.34408060 
"KANZOl" 
-1 h = 0. 71 fm 
0.0 
0.0 
0.0 
0.34408060 
0.0 
0.34408660 
"KANZ02" 
-1 fAa. = 2.5fm 
-5.78855466 
1.03340435 
0.42607852 
-0.74446114 
0.15266313 
-0.96288016 
"KANZ02" 
-1 )" ... = 2. 5 fm 
-6.12887324 
1.27868479 
0.34071150 
-0.67550699 
0.36880036 
-1.08023158 
"KANZ03"_ 1 f 3 = 4. 0 fm 
8.09739702 
-1.21855042 
-0.72859158 
2.12204098 
-0.91897653 
2.84005039 
"KANZ03" 
-1 f3. = 4. 0 fm 
8.35490583 
-1.43126772 
-0.66035453 
2.06910951 
-2.13097459 
3.52888557 
Abschneideimpuls /\: 4.864982lfm-l =960 MeV in beiden Fällen 
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Tabelle 7: Einige Konstanten und Parameter 
numerischer Wert Quelle 
t,~ 197.32585 MeV fm B-SBCBO 
e 4.803242 esu B-SBC80 
't' 1.6021892 ' 10-
6 erg/ 
MeV B-SBCBO 
b 2.43 fm Gl. ( 3 . 4 ) 
co .386.0 MeVfm 3 (Con84, eq. (3.11)) 
Tabelle 8: Differenz (Eth - E ) für die Grundzustände 
eor exp 
("RPA & G ") Ll\eV] 
'lr+S 
300 620 -20 734 -182 363 
Tabelle 9 : 3;: in gg-Kernen [Mev] 
206Pb 210Pb 210PO 
exp 2. 6 5 l. 85 2.39 
RPA & G(in) OBE 4.31 
RPA & G(surf) OBE 2.38 3. 0 7 
RPA & G 4.48 2.57 3.24 
li+~ 
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Tabelle lü.1: Die beiden größten Y-AfllJl ituden (mit zugehörigen Konfigura-
tionen) für die tiefstliegenden Zustände in den Zi>Jeiteil-
ehenkernen 
21üp0 G +V rr+p c 
G(surf)+V 
OBE c 
TINLK TINLK y TINLK TINLK y 
ü+ ü1156 ü1156 ü.122 ü1156 ül156 0.2ü9 
ü1222 ü1222 ü.ü45 ü1222 ü1222 ü.114 
2+ ü1156 ü1156 ü.ü32 ü1156 ü1156 ü.04ü 
ü1223 ü13ü1 ü.üü9 ü1223. ü13ü1 ü.ül4 
21üB; G rr+p 
G( surf) 
üBE 
TINLK TINLK y TINLK TINLK y 
ü- ü1223 üü233 ü.ü29 ü1223 üü233 ü.ü7ü 
ü1144 üü234 ü.ü23 ü1144 üü234 -ü.ü51 
1- ü1144 üü155 -ü.ü22 ü1144 üü234 ü.ü42 
ü1156 üü167 -ü.ü15 ü1144 üü155 -ü.ü23 
2- ü1223 üü155 ü.ü15 ü1144 üü234 -ü.ü27 
ü1144 üCJ233 -ü.ü12 ü1144 üü312 -ü.ü13 
21üpb G rr+p 
G( surf} 
üBE 
TINLK TINLK y TINLK TINLK y 
ü+ üü233 ü0233 ü.1ü4 üü233 üü233 ü.21ü 
üü167 üü167 ü.ü73 üü167 üü167 -ü.2ü1 
II 
2+ üü233 üü233 ü.ü22 üü233 üü311 ü.ü3ü 
üü233 üü311 -ü.ü19 üü233 üü233 ü .03ü 
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Tabelle 10.2: Die beiden größten Y-Amplituden {mit zugehörigen Konfigura-
tionen) für die tiefstliegenden Zustände in den Zweilochkernen 
206pb G n+p 
G{ in) 
OBE 
TINLK TINLK y TINLK TINLK y 
o+ 10245 10245 -0.078 10245 10245 -0.187 
10166 10166 -0.046 10166 10166 -0.138 
2+ 10245 10323 -0.027 10245 10245 -0.041 
10245 10245 -0.026 10245 10323 -0.037 
206Tl G n+p 
G{ in) 
OBE 
TINLK TINLK y TINLK TINLK y 
o- 11234 10244 -0.047 11155 10245 0.085 
11311 10401 0.033 11233 10323 -0.051 
1- 11312 10322 0.020 11312 10322 -0.028 
11234 10244 0.012 11234 10244 -0.024 
2- 11312 10401 -0.019 11312 10244 0.029 
11312 10244 -0.019 11234 10244 0.022 
206Hg G +V n+p C 
G{in)+V 
OBE c 
TINLK TINLK y TINLK TINLK y 
o+ 11234 11234 0.043 11155 11155 0.105 
11155 11155 0.036 11234 11234 0.101 
6 
Tab. 11.1 
.J r 11 n .fr ':L 1 r' L I: 'I' I F L r~: Y(KO!F1) ETT(KCtTF1) TirTLK THJLK X(KONF2) ETT(KCNF2) E 
c 1 1 111~:: 111:::: 0.9:33 1 . 1 e o 1 11 6 7 1 11 6 7 -0.31? LI. lt CO 0.734 
c 1 1 1 11 r:: 5 1 11 s 5 -0.<)94 1 . 1 8 0 111f7 1 11 6 7 0. 1 CO 1J,,400 1. 277 
4 1 1 1 1 1 c::::: 1 11 r:; 5 C.99B 1. n~o 1 11 6 7 1 11 6 7 -O.C52 1.!.~00 1 . 3 4 8 
(. 1 1 111C:5' 1 11 ::5 -O.S<:'9 1. H: o 1 11 6 7 1 11 6 7 0.0:::'2 4.ll00 1.322 
i· 1 1 11 1 r:J 5 1 11 55 -1. 000 1 . 1 8 c 1 11 6 7 1 11 6 7 0.021 4.400 1.l!24 
1 1 1 1 1 r:: s 1 12 3 l! 
-0.99S· 2.080 112:?1J 112? 3 0.0?'6 L!.900 2. 114 
1 1 1 11 55 1 12 31! 1.000 2.028 1 11 55 1 1233 0.025 4.000 2. 195 
r; 1 1 111:::: 112:::-lJ -1.CCO 2.oeo 1 11 55 112:?3 -0.02ll 4.000 2.20E 
-
11 1 55 1 1 .2 :::' lJ c. s 9 ~: 2.cro 111:::511233 0.023 4.CrOO 2. 217 ,, 
1 " 111[::r; 112?:1: -1.COO 2.02:0 1 11 6 7 1 11 6 7 O.C23 lJ. LI CO 2.223 r::
c 1 ~, 11 1 = =· 1 1 2 ~: ).1 0 o c,q 2.080 1 11 55 1123'~ 0.026 4.c,oo 2.325 c • r~ .-' ,_.. )I 1 n 111':·5 1 1 2? L\ O.S9~! 2. 02·0 1 1 155 1 12 3. ::' 0.032 4.000 2.400 I c: 
1 " 1 1 1 ::: 5 112?1! / c 0.997 2.0[0 11155 1123::! 0.075 lj. coo 2. 531 
1 1 - 1 1 111::: 1 11 c 7 1.0CO 2.790 1 11 55 1 11 6 7 1.000 2.790 2.597 
7 
7 
.--< 
I 
.J Fr· n t~ T : l·' LF.<: ·_; T !' L K X(KCI!F1) E1T(KC'!·lF 1) TH!LK Tn:LK X(KONF2) ETT(KONF2) E 
0 1 1 111:,,:; 1 1 1 5S o.so: 1. H'O 11167 11167 
-0.386 4.40C 
-C.3:30 ,.., 1 1 111:::5 11155 
-0.990 1 . 1 2 0 1 11 6 7 111 6 7 0.11[' 4.l.!CO 1. 0 61 r:. 
lJ 1 1 111:::5 11155 0.~98 1 . 130 1 1 1 G7 1 1 1 67 
-0.059 l!.llOO 1.235 (: 1 1 111 :;5 1 1 1 55 O.lfS9 1. H'O 1 11 6 7 11 H7 -0.0~7 l!. l! CO 1. 299 c 1 1 111~:5 1 11 r;. 5 -1. OOC1 1 . 1 2 0 11167 1 J 1 6 7 0.02Li 4.400 1.~59 
1 1 1 ~· 5 11C.':J1J 
-0.999 2.CCC J 12311 112::; 3 0.02'7 4.900 1. 9 72 (' 1 1 11 :5 1 1 C:' ~: 11 
-0.999 2.0130 1 11 c 7 1 1 1 E7 0.029 4.400 2. 071 c 
1 11 55 1 1 2::: }( c 0(10 2. OoC' 1 11 55 1 1::: 1 2 0.0?0 11.300 2. 15 6 - • :J _., _,. 
r; 1 1 111 55 112 ~ 4 -1.COQ 2.C20 1 11 55 1 1 2 :::::: -0.02C 4.000 2. 173 --' 
7 1 1 1 1 1 55 1 1 2 ~ li 1 . 000 2.oco 1 11 55 1 12 3 3 0.016 1~. oco 2. 173 ( 1 ~. 1 11 55 1 12: Lj 
-0.995 2.080 1 11 55 112~':? -0.037 4.000 2.21.!6 c. r::. 
c 1 2 112:4 112 = Ji -O.S12 2.9EC 1 11 55 1 11 55 0 ?'J~ 1 . 18 c 2.277 . ..:· _: I 1! 1 ,-: 111:;.s 112?11 
-0.:)92 2.oeo 1 11 55. 1 1 2 3 3 -0.045 4.000 2.:?22 
") 1 2 1 1 1 55 1 12? 4 0. 99:: 2. o,So 1 1 155 112 3? 0. 107 4.000 2.391 c.. 
1 1 - 1 1 111 5: 111C:7 1.0CC1 2.7SO 1 1 l5 5 1 11 67 1. 000 2.790 2.395 
Tab. 11.2 
,J F ~~ 0 ·ft. TH'LK 'IH!LK X(KCl;F1) ELL(KCNF1) TINLK TINLK X(KONF2) ELL(KONF2) E 
c: 1 1 01:?01 01:?01 -0.97L! 0. 6 L! 0 01222 01222 
-0.190 1. 340 -0.021 
1 1 1 01222 01:?01 0.999 0.990 01223 01222 
-0.052 2.660 1. 100 (I 1 '"' 0122~' 01222 0.903 1 . ::::4 0 01223 01223 o.::og 3.9EO 1 . 1 2 0 c_ 
'"' l 1 01222 01?01 0.959 0.990 Oi223 01?01 0.204 2. 3 10 1 . 17 0 '· 
'"' 1 ~. 01222 01222 O.S70 1.340 01222 01:::'01 
-0.192 0.990 1. 523 (' L 
~ -1 1 01 1 5( 01301 
-0.?97 1. 9[0 01156 01222 0. 071 2.330 2. 130 
CO 
q 
r-l 
I 
J p fiT! ~- 'I H:L K T HIL[ X(KONF1) ELL ( KC·l·'F 1) TINLK TINLK Y(KONF2) ELL(KCNF2) E c 1 1 01301 01301 -0.902 0.640 01222 01222 
-0.350 1 . 3 4 0 
-0.575 c 1 2 01222 C1222 
-0.792 1.:~40 01301 01301 0.1132 0.640 0.586 
r) 1 1 01222 01?01 
-0.919 0.990 0122::' 01301 
-0.257 2. 310 0.953 c 1 C1222 01301 0.999 0.990 01223 01222 
-0.051 2.660 1 . 0 1 6 
') 1 2 01222 C1222 n o::c:: 1.3li0 01222 01301 
-0.307 0.990 1.420 c .. ' • ~·· -' !..... 
c; -1 1 0115·6 01301 
-0.985 1.980 01156 01222 0. 1 63 2.330 2.050 
Tab. 11.3 
er PM' -f,+ T J l·l L K T J F L K X(KCt:F1) ETT(KOt.!F1) TINLK TINLK X(KOrF2) ETT(KCNF2) E ·rr 
0 1 1 1C12LI:_: 102~5 
-0.933 1 . 21.10 10166 10166 
-0.297 2.800 0.620 
" 1 1 1 o 2 lj 5 1 n 2115 0.995 1 . 21.10 1021.15 1032:? 0.056 2. 81 0 1. 111 r::. 
li 1 1 102L!5 1021.1r;: 
-0.99f: 1.2!10 1C2U5 10241.1 0.0:?5 3.730 1 . 18 5 
6 1 1 1 0 2 !J 5 1 0 211 5 
-0.999 1.240 1 0 2 U 5 1 0 2 ~~ LJ 0.037 :? .• 730 1. 217 
'J 1 1 1 c 2 li 5 1 c 2 ~ 5 
-0.99E 1.2!10 1021.15 1021~1! O.C5lJ :?.730 1.2!10 c 
1 1 1 1 o 2 11 5 1 n 1 6 6 0.999 2.020 102115 1021.111 -o.c:::? 3.7:?0 1.824 
1 0 1 1 102q5 1C166 -1.000 2.020 10178 10178 -0.021 4.080 1. 918 
(! 1 1 1021::=; 101(.6 1.000 2.020 101G6 102111~ 0.012 4. 51 0 1. 939 J 
--; 1 1 102115 10166 
-0.999 2.020 1 0 2 LJ 5 1 0 3 2 2 C·.C25 3.720 1. 953 _, 
7 1 1 102115 101CG 1.000 2.020 10166 1021.14 0.01lJ li . 51 0 1. 951.1 
C::, 1 1 1021-15 1C1C6 1.000 2.020 1C166 10241.1 0. 0 1 5 1.1 . 5 1 0 1. 95e -
·? 1 2 102115 10166 O.S99 2.020 10166 1032? -0.027 3.590 2.026 
6 1 c: 1C21J5 1C·H6 
-0.999 2.020 10245 10322 -O.C26 3.780 2.071 (I 1 " 101CC 10166 -0.209 2.200 10178 1017E: 0.1.180 4.080 2.083 c 
lj 1 ~. 10245 101(6 0 000 2.020 10166 10244 -0. C2LI 1!. 510 2. 123 ·' . --- ./ ../ 
" 1 2 1 [I 2 Jj 5 1 C 1 6 t 0.995 2.020 10166 1021.14 -0.058 LI. 51 C 2.211.1 ,-
l_r) 
7 
,T p f\ P. T Il<LK T JPLI~ X(KONF1) E T T ( K 0 1 F 1 ) TINLK TJNLK X(KOUF2) ETT(KCNF2) E .-1 
G 1 1 1C2il5 1C2l!S -o.e:s 1 . 2li 0 1 0 1 6 6 1 01 66 -0.490 2.c:oo 
-0.379 
r.:: .. l 1 102Li::J 102115 -O.SB6 1.21JO 10245 10323 -0.101 2.f.10 0. 95ll 
Jj 1 1 1o2l!-5 1021.1s -0. ~r97 1 . 2 L! 0 102115 1032~ -0.01.11 2.ß10 1 . 1 0 7 
c 1 4 1 c, 2 1: ~i 1 c 2 !! 5 0.998 1 . 21.10 10245 10244 -0.046 ~I • 7 30 1 . 160 0 I 
2 1 1 102l!5 102115 
-0.997 1 . 2ll 0 10245 102l!4 0.072 3.730 1 . 1 9 0 
0 1 " 10166 10166 -0.707 2.800 10245 10245 0.566 1. 21.10 1. 542 c 
1 1 1C2l!5 1C1G6 
-0.999 2.020 102115 10244 0.01.11 3.73.0 1 . 692 
10 1 1 102115 1 0 1 6 6 -1.000 2.020 1017ß 10172. -0.027 4.080 1 . 7fJ 5 
1 1 1021j5 10166 0.?99 2.020 10166 10323 C.O:::: 3.590 1 . 2 9 0 
0 1 1 1 0 2 li :: 1 c 1 (. 6 1.000 2.020 10166 10241.1 0.007 1.1.510 1 . 9 2 1 
c:: 1 1 1 c 21! 5 1 0 1 6 6 0.999 2.020 10166 10323 0.021 3.590 1 . 921 _, 
'( 1 1 1021~~; 1C1f6 1.COO 2.020 10166 10323 0. 017 3.590 1. 927 
,0 1 2 102115 1C1f6 0.<?98 2.020 10166 10323 -0.052 3.590 1. 96 0 -
6 1 L 102115 1oHc 0.992 2.020 1 02Lf5 10322 0.025 3.780 2. 0 15 
)J 1 " 1 r 2 11 5 1 o 1 G E 0.99E· 2.020 10166 10166. -0.03~ 2.800 2.056 (_: 
2 1 ~ 102L:5 10166 0. 9·~2 2.020 101 66 101 66 -0. 117 2.2.00 2.02:9 r..:. 
Tab. 11.4 
,J P f. n 11: TJI'JLK TH;LK X(KONF1) ELL(KONF1) TINLK TINLK X(KCNF2) ELL(KC·NF2) E 0 1 1 oo: 11 003 11 0.295 0.6~0 00312 00312 0.355 2.~30 0.300 2 1 1 802?::3 00311 0.893 1. 200 00312 00311 
-0.376 1. 530 1 . 0 55 
< 1 1 00233 00311 0.996 1.200 00312 00233 o.ceo 2. 100 1 . 1 9 0 
" 1 ,.., 00312 00311 -0.8fL1 1. 53 0 00233 00311 -0.401 1.200 1.209 c:_ '~ 0 1 ,.., 00233 0023::: -0.229 1. 7 70 00311 00311 O.S34 O.f·30 1. 313 c: 00312 00311 
-0.997 1.530 00312 00233 0.079 2. 1 00 1.il31 
(' I :' 0023?· 00233. 0.978 1 . 7 70 00312 00311 0. 1 50 1. 530 1. 703 ~ lj 1 1 00233 002?3 O.S:65· 1 . 770 00312 00233 
-0.229 2. 1 00 1 . 7 51 !I 1 2 00312 00233 0.929 2. 1 00 00233'00233 0.253 1. 770 1. 961 1 1 C:. 00312 0023? 
-0.995 2. 100 00312 00311 
-0.079 1.530 1. 975 1 2 C031 2: 002?3 
-0.997 2. 1 00 00233 00311 0.080 1.200 2.021 
" 1 1! 00312 0(;233 0.9ß0 2. 100 00233 00311 0 . 1 3 }~ 1.200 2. 192 c 7 -1 1 CC167 00311 
-O.S97 2.260 00167 00312 0.069 3. 1 60 2.206 c 1 ") 00?12 003.12 0 o~~. 2.1no 00311 00? 11 o.2se 0.630 2. 2 ~ 1 - . .-' c. c:_ (; - 1 1 001 6 7 003 1 1 0.992 2.260 00167 0023~ 0.05~ 2.830 2.262 
C, 1 r, 00~12 00?.12 0.969 2 . ~,,.? 0 oo:12 00311 0.232 1. 530 2. 411 ~ 
I 
r--
q 
..--< 
J FPli t~ TII' 1 U~ THlLK X(KOI·!F 1) ELL(KCNF1) X(KONF2) ELL(KONF2) TIIJLK TINLK E c 1 1 CC:311 C0?11 0.749 0.630 00233 00233 0. 4 S·6 1. 770 
-0.291 2 1 1 002:3? C0.?11 0.724 1.200 00312 00311 
-0.516 1. 53 0 0.860 C· 1 .., 002:?3 0023~ 
-0.752 1. 770 00.?11 oo:: 11 0.578 0.630 0.89~ 
c. 
2 1 ') 00?12 00?11 0.796 1 . 5 30 00233 00311 0.558 1 . 200 1 . 0 71 
"-
- 002?3 00311 0.998 1 . 2 00 00~12 00233 0.051 2. 1 00 1 . 1 3 9 oo:::12 oo:-:11 
-0.996 1. 5 30 00312 002.?3 0.093 2. 1 00 1. 366 ~ 1 :; 002 ~? 002? 3 
-0.962 1 . 7 70 00312 00:?11 
-0.18LI 1.530 1 . 6 1 3 
'~ 
-
l[ 1 1 002?3 00233 
-0.869 1 . 7 7 0 00312 00233 0.4~3 2. 1 00 1. 659 }~ 1 2 00312 OC23? 
-0.237 2. 1 00 00233 00233 -0.1186 1 . 7 7 0 1.8Ll5 1 1 ,.., 00?12 0023? 0.994 2. 1 00 00312 00311 0.094 1. 53 0 1. 8g 7 
c. 
~ 1 2 00312 002?3 0.999 2'.100 00233 00311 
-0.051 1 . 200 1 . s 8 6 0 1 -. 00]12 G0312 
-0.896 2.430 00311 0 0311 0.340 0.630 2.083 2 1 4 00312 00233 0.972 2. 100 002?.3 00311 0. 1 69 1. 200 2. 120 7 -1 1 00167 00311 0.98<3 2.260 00167 002?3 0. 106 2.230 2.142 f, - 1 1 00167 00311 0.996 2.260 00167 0023? 0.084 2.830 2.226 2 1 c:; OC?12 00~12 
-0.962 2.430 00312 00311 
-0.255 1. 530 2.315 
-' 
Tab. 11.5 
,J f' ,~ R ~t Til'!LK TIPLK X(KClJF1) ETT(KCNF1) TJNLK TIFLK X ( KC ~~F2) ETT(KONF2) E r: - 1 1 1 1 1 s 5 1C2~5 0.996 0.66C 112:!4 1 021.! }J 
-C.Oe2 1j. o:.;:o 0.363 c - 1 1 1 1 1 5 ~ 102!15 
-o.9e9 O.f.f.O 1123.4 10166 
-0.126 2.3~0 0.380 -1 1 11 1 s 5 1 c 21! 5 
-O.S8'C 0.660 112~21 1 0 2lJ5 0. 14 7 1.560 0.488 ,, - 1 1 1 11 s 5 1 () 21; 5 0.99t· 0.660 1 11 55 10166 o.os:: 1.1.140 0.533 
'·· 
-
-1 1 1 11 ~ 5 1['?1!5 
-C'.S'S1 0.660 112:?1+ 1 021! 5 O.CS6 1.560 0.556 I - 1 1 1 1 1 5S 10C'45 
-c.ss: 0.660 1 12:4 1021!5 C.079 1 . 5 60 0.562 c: -1 1 1 1 1 5 = 1 02 L! 5 0.999 0.66C 1 11 55 1 o 1 6C -o.c~e 1.440 0.565 5 -1 1 1 11 5~· 1 0?!15 
-0.()03 O.GfC 112:'4 1 021! 5 0.021 1. 5 co 0.570 ( - 1 1 1 1 1 5 c:: 1l:.?1(5 
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Figurenlegende 
Figur 1: 
Figur 2: 
Figur 3: 
Figur 4: 
Figuren 
5-15: 
Ausschnitt aus der Nuklidkarte in der Bleigegend. 
Zur Definition der chemischen Potentiale der "Magisch ±1 11 -Kerne. 
Zur Summationstransformation (6.35). 
Zur Illustration des Unterschieds zwischen dem (n+p)-Austauschpo-
tential V+ und der entsprechenden G-Matrix G + nach Weise 
np np 
((Wei77); Parameters. Tabelle 5). Figur 4.1 = Zentralanteil, Figur 
4.2 = ·Tensoranteil. u(K)(q) wird durch (6.23) definiert, ansonsten 
vgl. (5.33), (5.51-53); die Abszissen sind zwar verschieden be-
schriftet, das da rges tell te Intervall entspricht aber jewei 1 s dem 
gleichen ~Jertebereich des Impulsübertrags q; die Dreiecke bezeich-
nen die Funktionswerte an den Gauß-Stützstellen. 
Kernspektren (der jeweils spezifizierten Kerne). 
-die erste Spalte von links stellt jeweils die Energien der Scha-
lenmodellkonfigurationen dar, die zweite die der experimentell be-
obachteten Zustände. Letztere sind (LS78) entnommen; nur die Klas-
sifikation des zweiten beobachteten angeregten Zustands in 206Hg 
als 5--zustand entstammt (BCL82). Werte in Klammern sind ungesi-
chert. 
Die berechneten Spektren sind durch Angabe der verwendeten App roxi-
mation (TDA oder RPA) und der verwendeten Wechselwirkung spezifi-
ziert: 
Gn+p- Kap. 5.2. Tab. 5; Gb~~) bzw. Gb~~rf)_ (5.57,58), Tab. 6; 
Vc - Kap. 5.5; oattr= attraktives dichteunabhängiges o-Potential 
mit aöy = -1.21 C0 , orel: repulsive dichteunabhängige o-Potentiale, 
aÖf = +0.30 C0 in Verbindung mit Gb~~), aÖf = +0.13 C0 in Verbin-
dung mit Gb~~rf) (C0 = 386 MeV fm3, Tab. 7; a~~ definiert in Kap. 
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