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Abstract
In recent years, transmission of video over the Internet has become an important
application. As wireless networks are becoming increasingly popular, it is expected
that video will be an important application over wireless networks as well. Unlike
wired networks, wireless networks have high data loss rates. Streaming video in the
presence of high data loss can be a challenge because it results in errors in the video.
Video applications produce large amounts of data that need to be compressed
for efficient storage and transmission. Video encoders compress data into dependent
frames and independent frames. During transmission, the compressed video may lose
some data. Depending on where the packet loss occurs in the video, the error can
propagate for a long time. If the error occurs on a reference frame at the beginning
of the video, all the frames that depend on the reference frame will not be decoded
successfully.
This thesis presents the concept of mixed streaming, which reduces the impact
of video propagation errors in error prone networks. Mixed streaming delivers a
video file using two levels of reliability; reliable and unreliable. This allows sensitive
parts of the video to be delivered reliably while less sensitive areas of the video are
transmitted unreliably. Experiments are conducted that study the behavior of mixed
streaming over error prone wireless networks. Results show that mixed streaming
makes it possible to reduce the impact of errors by making sure that errors on refer-
ence frames are corrected. Correcting errors on reference frames limits the time for
which errors can propagate, thereby improving the video quality. Results also show
that the delay cost associated with the mixed streaming approach is reasonable for
fairly high packet loss rates.
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Chapter 1
Introduction
There has been an increase in the use of video over the Internet in the last decade.
For example, one study found a growth of 50.2% in the number of video streams
viewed in 2005 and predicted a growth of 27% in 2007 1. Broadband video clips
made up 84.9% of the total video clips streamed 2. The popularity of streaming
media has been facilitated by the increase in the number of broadband connections,
giving viewers access to high bitrate videos. Another factor that has contributed
to this growth is the widespread use of the World Wide Web (WWW). According
to Statistics Canada, the number of households using the Internet in Canada rose
from 41.8% in 1999 to 61% in 20053. The web acts as an interface to the Internet
allowing easy access to video hosting websites such as Youtube4. The increase in the
variety of applications producing multimedia content such as audio streaming, video
streaming, interactive video games, on-line learning systems, Voice over IP (VOIP),
and live broadcasts has also added to the growth in streaming media. In spite of
the increase in video data transmitted on the Internet, streaming is still challenging
in environments with high levels of packet loss.
Video streaming applications fall into two broad classes: live streaming appli-
cations and on-demand applications. Live video applications (e.g streaming of live
sports events, surveillance video and video conferencing) are delivered as the video
data is being captured and encoded [60]. In this approach, there are timing re-
quirements for the delivery of data. In contrast to live video streaming, on-demand
1www.marketresearch.com/product/display.asp?productid=1218347
2Ibid.
3http://www.statcan.ca/Daily/English/060815/d060815b.htm
4http://www.youtube.com
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applications deliver stored media files to the client at the time when they are re-
quested [58].
On-demand applications can be delivered using three techniques: download, pro-
gressive download and streaming. These techniques are described in Section 1.2.
Also, wireless networks have become popular in recent years [3]. A number of
places such as airports, hotels, coffee shops, offices and increasingly, private homes
are equipped with wireless hotspots and access points. Wireless networks are emerg-
ing as an alternative to wired networks, and as a result, most of the applications
that are used on wired networks are now common on wireless networks.
Transmission of video over wireless networks comes with a number of challenges.
In comparison to wired networks, wireless networks have limited bandwidth [39]
because of the fluctuating wireless channel conditions which may cause the band-
width of the wireless link to drop. Wireless networks are also characterized by high
packet losses [15, 48]. This poses a problem for compressed video because data loss
results in loss of video quality. This work presents mixed streaming, a transport
layer mechanism to improve the video quality in high packet loss environments such
as wireless networks. Mixed streaming reduces the impact of packet loss on encoded
video, thereby improving the video quality.
The remainder of this chapter is arranged as follows. Section 1.1 lists some
definitions used in this thesis, while Section 1.2 gives an overview of media streaming
and Section 1.3 gives the streaming architecture. Section 1.4 gives the motivation
and Section 1.5 outlines the specific goals of the thesis.
1.1 Definitions
This section outlines some of the definitions used in this study in the context of this
thesis.
World Wide Web: According to the World Wide Web Consortium (W3C) the
web is defined as “an information space in which the items of interest, referred to
as resources, are identified by global identifiers called Uniform Resource Identifiers
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(URI)”5. The WWW is not the same as the Internet. The Internet is specifically
defined as an international network of interconnected networks that communicate
using Internet protocols [49].
Reference frames: In this thesis, reference frames refer to video frames on which
other frames depend. This includes key frames for a group of pictures and other
dependable frames which are members of the group of pictures.
Multimedia: Refers to data that incorporates different types of information such
as video, text, sound and images.
1.2 On-demand Streaming Overview
1.2.1 Download
The download technique transfers the entire video from the server and stores it on the
client computer before playback [31]. In this method, the video file is delivered like
traditional Internet applications, such as File Transfer Protocol (FTP)6. Traditional
Internet applications use the TCP/IP protocol suite to deliver data over the Internet.
One of the most important protocols in the TCP/IP suite is the transmission control
protocol (TCP). TCP is a reliable transport protocol that uses congestion control
and flow control algorithms to ensure that data is delivered reliably. TCP works
together with the Internet Protocol (IP), a network layer protocol responsible for
the segmenting, routing and reassembly of data packets [49].
The download technique typically uses web servers to provide video clips to
clients. Web servers use the Hyper Text Transfer Protocol (HTTP), an application
level protocol employing TCP/IP protocol suite to transfer web pages to clients [19].
A video download uses the HTTP protocol to transfer the video from the server to
the client. Downloading is usually initiated by clicking a hyper link pointing to the
video file. Clicking the link in the browser sends a HTTP request to the web server
5http://www.w3.org/TR/2004/REC-webarch-20041215/
6FTP is an application level communication protocol that allows the reliable transfer of files
from one computer to another.
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specified in the href tag in HTML. The server will start sending the video data
embedded in HTTP messages to the requesting browser after receiving the request.
The browser writes the video data to the disk until the entire video is downloaded.
After finishing the download, the viewer can playback a file at the desired time. One
of the advantages of using the HTTP protocol is that it can transfer videos through
firewalls, which are often configured to prevent other protocols from transferring
data. Another advantage is that the downloaded video can be stored and played
for as long as the user wants. The download method offers smooth playback once
the download of the file is complete, but it requires clients to wait for the download
time before commencing playback. Since media files are typically large, downloading
results in a large playback delay.
1.2.2 Progressive Download
Unlike downloading, which waits for a file to be completely downloaded before play-
back, the progressive download(also called pseudo-streaming or HTTP streaming)
lets the user play the video file while it is being downloaded [57]. The viewer starts
playing the video after waiting for a short time required to fill the buffer. One ben-
efit of progressive streaming over the download technique is that the viewer has the
option to stop streaming after seeing the beginning of the file if the content is not
relevant.
Progressive download uses the HTTP protocol to deliver data, and as a result
utilizes an ordinary web server for streaming. The streaming process on the web
starts after clicking a hyper link. The link points to a metafile which points to
the actual video file in turn. The metafile contains information describing the file.
First, it indicates the protocol to be used for streaming, the type of player to use,
and the location of the video file. Upon executing the link, the browser parses the
path contained in the href tag in HTML and sends a request for the metafile to the
web server. The server responds by sending the specified metafile to the browser.
Upon receiving the metafile, the browser checks the file extension of the metafile
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and passes its contents to the required player. The player reads the contents of
the metafile and sends an HTTP request for the video data. The server then starts
sending the data to the player using the HTTP protocol bypassing the browser. The
player starts playing the data after the initial buffering period.
Progressive download is able to traverse firewalls because of its use of HTTP,
but using HTTP is also a disadvantage because it runs on top of TCP. TCP reduces
its sending rate when there is packet loss because of congestion, so that additional
packets are not dropped. Cutting the sending rate will delay the video packets
possibly resulting in video being stalled during playback and a long buffering time
before playback.
1.2.3 Streaming
The streaming approach overcomes the limitations of downloading by transmitting
and playing the video simultaneously. In this method, clients only wait for a short
time required to fill a buffer with the initial portion of the media file before playback.
The remainder of the media file is delivered while it is being played [58]. Unlike the
previous techniques, streaming requires a specialized server.
Like progressive download, streaming starts after a browser sends a request for
the metafile to the server where the metafile is stored. After downloading the
metafile, the browser delivers the contents of the metafile to the media player. The
player extracts the location of the media file and the protocol to be used for stream-
ing from the metafile. The player then contacts the media server indicated in the
metafile and commences streaming using the specified protocol.
Streaming employs specialized streaming protocols to achieve the streaming pro-
cess. One common protocol is the Real-Time Streaming Protocol (RTSP) [72], which
is used to control and establish the streaming. RTSP does not deliver video packets
in itself, but instead provides remote control-like functions (i.e Play, Rewind, Fast
Forward) to control the streaming. Video packets are usually delivered using the
Real Time Protocol (RTP) [71], an application level protocol which supports the
5
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Figure 1.1: Unidirectional media streaming architecture
transmission of media files by providing sequence numbering, time stamping and
delivery monitoring. RTP works together with the transport protocol of choice to
transmit the video.
1.3 Unidirectional Streaming Architecture
The unidirectional media streaming architecture is made up of a variety of compo-
nents, which pass information from one to the other during streaming. The most
basic architecture is made up of the following components; encoders, servers and
clients. Figure 1.1 shows a basic unidirectional streaming architecture.
1.3.1 Encoder
Video information is captured using a video camera. Raw video files have huge sizes
and are not suitable for streaming over the Internet. Before a video can be streamed,
it must be converted to a streamable format. The encoder converts (encodes) video
data into a format that can be used for streaming on the Internet. Encoding reduces
the size of the video file by removing details that make little difference in quality.
Some of the details removed include common details between frames and common
details within a frame. Qualitative and quantitative parameters for the encoder are
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set with the target network in mind. The video should ideally be encoded at a
bitrate that is lower than the expected available network bandwidth, however this
is a challenge because the bandwidth might change with time.
1.3.2 Server
Servers are responsible for storing data and serving requests for media files to clients.
Two types of servers are used for streaming; web servers and specialized media
servers.
Web servers are designed to respond to HTTP requests for objects. When a
web server is used for streaming, it treats streaming media files like any other web
object. Web servers embed video data inside HTTP messages and send them to
the requesting browser. As a result, web servers can only be used for downloading
and pseudo-streaming. One of the advantages of using a web server for streaming is
that it is easy to deploy. The second benefit is that no additional infrastructure is
needed, the same server that is used to serve web requests can be used for streaming.
Unlike web servers, which serve web pages, specialized media servers are opti-
mized to serve media content. Media servers cater to requests from clients using
specialized streaming protocols such as RTSP. Media servers usually work together
with web servers, which provide media metafiles. After streaming begins, the web
server is not contacted; the media server communicates directly with the media
player.
1.3.3 Client
The media player acts as the client for Internet streaming. The media player is
a software program that is responsible for playing streamed or stored media files.
Media players are usually launched as stand alone applications or as an embedded
application using a plug-in. Plug-ins are software applications which extend the
functionality of the browser. After a player is launched, it sends a request to a media
server using a streaming protocol such as RTSP. This enable players to support
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various streaming functions (such as pause and rewind).
1.4 Motivation
The Internet was initially dominated by traditional applications such as FTP and
telnet. After the introduction of the web in the early 90s, there has been an increase
in non-traditional applications such as multimedia. The web provides links to video
content, thereby making access easy. The use of multimedia over the Internet is
expected to increase as the number of broadband Internet connections increase. The
widespread use of multimedia applications, such as video streaming, is not limited
to wired networks, but it has also found its way to non-traditional networks such
as wireless networks. One of the factors that have facilitated the growth in video
streaming use over wireless networks is the development of efficient compression
methods such as MPEG-4, which makes it possible to stream video over networks
using minimal bandwidth [90].
The Internet is a best effort network and therefore does not in itself provide any
guarantees for the delivery of data in a timely fashion [49]. This can be a challenge to
video streaming applications that need stable bandwidth. Traditional applications,
such as FTP, can tolerate fluctuating bandwidth as they do not have stringent timing
requirements. Unlike the former, streaming media applications require guaranteed
bandwidth and have timing requirements. The problem becomes even bigger if the
network to be used is a wireless network where the amount of packet loss is high.
1.4.1 Data Loss in Wireless Networks
In networks, data loss is caused by transmission errors and congestion losses. In
wireless networks, transmission errors are caused by interference, multi-path effects
and the distance between the transmitter and the receiver [5, 11, 16, 55]. A longer
distance between the transmitter and receiver weakens the signal strength, resulting
in high bit error rates and packet loss.
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Congestion losses occur when data arrives at a router or base station faster than
its output link rate [41]. During congestion, packets that are not lost will be delayed
because of too much queuing in the network. After the buffer space is used up, the
network will drop incoming packets. A congestion control scheme helps the network
to recover from the congestion state.
Video data has a lot of redundancy amongst subsequent frames. To remove
the inter-frame redundancies, video information is temporally encoded. Temporally
compressed video is made up of independent frames (called reference frames) and
dependent frames. Independent frames are encoded individually, while dependent
frames use information in other frames to perform decoding successfully [27].
When a video is sent over the wireless network, the compressed video may be
affected by errors. This is because some data is lost during transmission. If the lost
data belongs to a reference frame, it will cause an error on the reference frame when
it is decoded and will propagate to all the frames that depend on that reference
frame. Errors that occur on a reference frame will persist for a long time, until a
new reference frame is reached. Errors that occur on a frame which is close to, and
precedes a new reference frame, will only persist for a short time. In a case where
the initial reference frame is lost, the perceived quality of the frames after the lost
reference frame is bad, even if all the other dependent frames are received correctly
[70]. Figure 1.2 illustrates the extent of the damage that can occur on a dependent
frame if a reference is lost or corrupted. In Figure 1.2, losing reference frame 213
causes the quality of frame 215 to degrade from 39 dB to 23 dB. The quality drops
because the motion vectors in the successive frames after the lost reference frame
cannot be decoded correctly.
1.4.2 Solutions
The propagation error problem can be solved with two extreme approaches: the
proactive approach and the reactive approach. For a proactive approach, the system
takes action before the error occurs, while in a reactive approach, action is only taken
9
(a) Frame 215(39dB) without data loss (b) Frame 215(23dB) after losing frame 213
Figure 1.2: Impact of data loss on dependent frames
when the error occurs [88].
One proactive solution to avoid the propagation of errors would be to compress
each frame independently [7, 60]. Compressing the frames independently can reduce
propagation errors, but it also increases the size of the video. This decreases the
effect of compression, which is to reduce the size of the video. Another solution
may be to use reference frames more frequently. If reference frames are used very
frequently, again the full benefits of compression will not be achieved because ref-
erence frames have a bigger size compared to the dependent frames [69]. Forward
Error Control (FEC) [7], which transmits the video together with redundant data
used for correcting errors, is another proactive solution. Transmitting redundant
data results in additional bandwidth being consumed irrespective of packet loss.
Reactive approaches on the other hand, employ error recovery at the receiver
after data loss. They conceal the effect of the lost data so that the received image
is more pleasing to the eye. Reactive approaches can take the form of retransmis-
sions or post-processing error concealment schemes. Error concealment attempts to
conceal the error by using information from the same frame or by using information
from the neighboring frames [79, 84].
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1.5 Goal of the Thesis
Motivated by the above discussion, the transmission of video over error-prone wire-
less networks is studied in this thesis. The aim is to develop the concept of mixed
reliability (mixed streaming) in video transmission over wireless networks and con-
duct a performance study using simulation. In particular, the performance study
has the following goals:
• to show that mixed reliability can be used to reduce the impact of wireless
transmission errors on video.
• to study the quantitative performance aspects of mixed reliability in transport
of video data. The video will be transported over a simulated network. The
quality of the resulting video with losses will then be analyzed using the Peak
Signal to Noise Ratio (PSNR).
The remainder of this thesis is organized as follows. Chapter 2 provides back-
ground of the study. Chapter 3 presents the related work. Chapter 4 outlines the
experimental environment and protocol specification. Chapter 5 gives the results on
video quality. Chapter 6 presents the results on delay. Finally, Chapter 7 gives the
conclusions and direction for future work.
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Chapter 2
Background
2.1 Reliability for Multimedia Transport
Communication networks usually follow a layered model (referred to as a stack)
that provides clearly defined functions that enable internetwork connectivity. Each
layer has a defined task that provides services to the next upper layer and processes
data from the next lower layer. The Internet stack has 4 layers and is based on
the TCP/IP protocol stack. The layers of the TCP/IP stack are the following:
link layer, network layer, transport layer, application layer [76]. The link layer
delivers segment frames through a physical link using the network interface card.
The network layer (IP) is responsible for routing the datagrams between the source
and the destination. The IP network layer is unreliable and does not guarantee
the correct delivery of data, because data may be lost due to issues such as router
buffer overflows and channel error. The network layer leaves the responsibility of
providing reliability to the upper layers. The transport layer provides transparent
end-to-end communication between two hosts. At the sender, it receives data from
the application layer, divides it into packets and passes the data to the network layer.
This process is reversed at the receiver, where data is obtained from the network layer
and delivered to the application. The transport layer provides two protocols: TCP
and UDP. TCP is a reliable connection-oriented protocol while UDP is an unreliable
connectionless transport protocol [49]. The application layer provides services for
application based protocols. Some of the common application layer protocols are
FTP, HTTP and TELNET. Applications require different levels of reliability. Most
traditional Internet applications such as FTP require total reliability because losing
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any part of the data leads to file inconsistency. These applications are delivered using
TCP’s features, such as ordered delivery and retransmission of lost data. As a result,
application developers do not need to implement these details in their applications.
Applications such as streaming media do not require high reliability because they
can tolerate some losses. Such applications are often delivered using best effort
protocols such as UDP, which does not implement TCP’s aggressive congestion and
error control algorithms. Four levels of reliability can be used by video applications:
full reliability, mixed reliability, conditional reliability and best effort.
2.1.1 Full Reliability
In full reliability transmission schemes, all the data is delivered as it was sent by the
sender. Any part of the data that is lost during transmission will be retransmitted.
The reliable connection-oriented service is typically provided by TCP. Full reliability
has been considered as not being appropriate for streaming media [42, 52, 79] because
it requires at least one additional round trip time to recover from a lost packet. If
the transmission delay from the sender to the receiver is large, retransmission will
not work at all. This problem can be solved by buffering the video before playout.
Although retransmission adds extra latency when recovering from a loss, it still can
be an attractive option [65] because it only requires the sender to resend data which
is equivalent to the lost information. In spite of the cost associated with reliable
data delivery, it has been shown that the price is worthwhile for delivering streaming
media on the wired Internet [46].
2.1.2 Best-Effort Transmission
In best effort transmission, the data that is lost during initial transmission is not
retransmitted. In the related protocols, the sending rate is determined solely by the
sending application. Packets are delivered to the application as soon as they arrive,
even if they are out of order. The receiving application is responsible for rearranging
the data and dealing with packet loss [67]. The most common best effort transport
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protocol is UDP. UDP introduces virtually no increase in delay or reduction in
throughput and does not provide any reliability in its purest form. The protocol
is connectionless, and delivery and duplicate protection are not guaranteed. UDP
uses a checksum to validate headers and data payload. If an incoming packet has
an error, it will fail the checksum. Packets that fail the checksum will be dropped,
no matter how small the error is [67]. Some researchers have added modifications
to basic UDP to improve its reliability and rate control [44, 50, 66, 82]. UDP is
considered selfish and ill-behaving to other flows using the same link because it does
not reduce its sending rate due to congestion and packet loss [30, 80], while other
protocols like TCP reduce their sending rates.
In order to maintain fairness between TCP and non-TCP flows, a TCP-friendly
protocol may be used [64]. TCP-friendly protocols change their transmission rate
according to the round trip time and packet loss probability to get the throughput
that a TCP connection passing through the same link would get [22].
TCP-friendly behavior can be achieved in two ways. One way [80] is to directly
mimic the TCP congestion control mechanism by implementing AIMD (Additive
Increase Multiplicative Decrease) [38]. Achieving TCP friendliness in this way may
come with some of the disadvantages of TCP. For example, TCP halves the sending
rate when there is a packet loss due to congestion. Reacting to congestion like this
may be too severe for multimedia applications.
The second way TCP friendliness can be achieved is by utilizing the TCP
throughput equation [22]. In this case, the sender gets the desired throughput
using the throughput equation, and responds appropriately according to the specific
algorithm. Floyd et al. [22] utilize the second approach. Instead of halving the
sending rate for every packet loss, gradual changes are made in the sending rate.
The TCP throughput equation is shown in equation 2.1,
T =
s
RTT
√
2p
3
+ tRTO(3
√
3p
8
)p(1 + 32p2)
(2.1)
where s is the packet size, RTT is the round trip time, tRTO is the retransmission time
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out and p is the loss event rate. The loss event rate p is calculated at the receiver
by using a weighted average method to average the packet loss over several loss
intervals. Every time the receiver receives a packet, it sends feedback to the sender
stating the sequence numbers which can be used by the sender to measure the RTT.
The sender then smoothes the round trip time using the exponentially weighted
moving average (EWMA). This determines the responsiveness of the transmission
to changes in round trip time. The value of tRTO is estimated from the RTT [22].
2.1.3 Conditional Reliability
Conditionally reliable protocols [17] will retransmit a lost packet if a certain con-
dition (such as packet priority or bandwidth availability) is true. The receiver has
to make a decision whether to request for a retransmission from the server when
data is lost. For example, when a packet is lost in a system that uses a conditional
reliability scheme based on packet priority, a packet will be retransmitted only if the
lost packet has a high priority and there is sufficient bandwidth. Feamster et al. [17]
use a conditional reliability scheme which retransmits data based on the priority of
the lost packet.
2.1.4 Mixed Reliability
Early Internet applications such as FTP delivered data in a reliable manner. The
introduction of multimedia applications increased the popularity of best effort deliv-
ery because multimedia applications such as video can tolerate some types of data
loss. However, not all types of data in a multimedia stream can withstand data loss
without a significant negative effect. This may result in a video with low quality
being delivered. In this thesis, a delivery approach with mixed reliability is explored.
This is based on the fact that data in a video file is composed of frames with different
levels of sensitivity to errors.
A mixed reliability (mixed streaming) scheme uses a combination of reliable and
best-effort transmission simultaneously to deliver a file using multiple streams. Im-
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portant data is sent reliably while the less important data is transmitted unreliably.
Mixed reliability is similar to conditional reliability in principle, but differs in the
implementation and in the manner in which data is classified into important and
less important categories.
Since the mixed approach provides reliability for data based on the sensitivity
of frames to errors, it is expected that it will result in a video with losses occurring
only in parts where data loss has little effect. This will result in better quality video
being delivered.
2.2 Video Encoding
Video images are captured as RGB (red, green, blue) signals. Since these signals are
highly correlated, they are represented in a color space called YUV, which codes the
brightness or luminance(Y) at full bandwidth and the color signals or chrominance
(UV) at half the bandwidth [26]. Transmitting YUV video data over a network
requires a lot of bandwidth because YUV video files are large. For instance, a 5
minute YUV video with frame size 352 x 288 pixels, played at 30 fps could have
a file size of 1.27GB. Compressing the video reduces its size. For example, when
the above video is compressed at 200 kbps using MPEG-4, its size reduces to 7.5
Mb. Video compression methods, such as MPEG exploit temporal and/or spatial
techniques to achieve high compression levels [17].
Temporal-based compression is achieved by using one or more reference frames
and representing the majority of frames as the difference between each individual
frame and one or more reference frames [26]. It looks at the video information on a
frame by frame basis for changes between the frames. Some amount of redundant
information between frames is removed depending on the encoder. For example, in
a video clip showing a person reading, there would be a lot of redundancy between
subsequent frames. The only difference between the frames would be the movements
around the mouth of the person. For a clip showing a movie with a lot of high speed
motion, the redundancy would be small. The redundancy is small between scene
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changes as well. When there is a scene change, the video is indexed with a reference
frame. The size of the file is larger when a lot of reference frames are used.
Spatial compression deletes information that is redundant within a frame. Areas
of redundant information are defined by using coordinates instead of specifying each
pixel in the area [26]. Spatial compression is performed using data compressors, such
as transform coding. In transform coding, redundancies are removed from a frame
by mapping the pixels in a transform domain before being compressed. The image
energy of most natural scenes is concentrated mainly in the low frequency region,
and hence can be represented using few transform coefficients. These coefficients are
quantized to remove the unimportant coefficients, without significantly degrading
the quality of the reconstructed frame [27].
2.3 Digital Video Standards
There are various video standards that can be used for digital video. Publication
of digital video standards has primarily been done by two organizations, the Inter-
national Organization for Standardization (ISO) and the International Telecommu-
nications Union (ITU). Amongst the well known video standards are the following:
the MPEG family of standards from ISO, H.261 and H.263 from ITU and JVT from
ITU/ISO. These standards are discussed briefly below, while a detailed discussion
can be found in the literature [26]. Other proprietary video systems such as Real
Player, Windows Media Player and Motion-JPEG are also in wide use.
The MPEG standards [25, 29, 35, 85] were developed by the Moving Picture
Experts Group (MPEG). These standards facilitated the development of interactive
video on CD-ROM and Digital Television. Amongst the most notable of these
standards are MPEG-1, MPEG-2 and MPEG-4.
MPEG-1 was originally designed for digital storage applications with a target
bitrate of 1 to 1.5 Mbps, but it has been used by a wide range of applications
[24]. MPEG-2 was designed to improve on the MPEG-1 standard. MPEG-2 picture
resolutions are suitable for DVD and HDTV while MPEG-1 picture resolutions are
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designed for CD-ROM or Video CD. MPEG-2 has typical bit rates in the range of
2 to 15 Mbps.
There are two notable differences between MPEG-1 and MPEG-2. The first
one is that MPEG-2 supports interlacing and High Definition (HD) while MPEG-1
does not [85]. The second difference between MPEG-1 and MPEG-2 is the different
scalability levels. MPEG-2 provides scalable coding while MPEG-1 does not. Using
scalable coding, receivers and networks of varying capabilities can be accommodated.
Scalable coding allows a receiver to decode a subset of the full bit-stream in order
to display an image sequence at a reduced quality.
MPEG-4 is a relatively new MPEG standard which has typical bit rates of 64
kbps to 2 Mbps. One of the major differences between MPEG-4 and the preceding
standards is that it is object-based. In MPEG-4, a scene is encoded into one or more
objects. Each object can be manipulated and accessed independently. MPEG-4 is
organized in a hierarchy of objects: Video Session (VS), Video Object (VO), Video
Object Layer (VOL) and Video Object Plane (VOP) [90]. A VS includes one or
more VOs, which are part of a scene. A VO is made up of several VOLs, which are
ordered sequences of frames or snapshots. The snapshots are called VOPs.
MPEG encoders exploit both the spatial redundancies and temporal redundan-
cies. Spatial redundancies are exploited by using block-based Discrete Cosine Trans-
form (DCT) coding [24]. Encoders exploit temporal redundancies by using motion
compensated prediction. Using motion-compensated prediction reduces the inter-
frame prediction error.
Generally, MPEG encodes video information into three types of frames: In-
tra frames (I-frames), Predictive frames (P-frames) and Bidirectionally predictive
frames (B-frames). I-frames (I-VOP in MPEG-4) are coded separately without de-
pending on any other frames, as a result they are called independent frames. All
the frames starting from a particular I-frame to the next I-frame are grouped in a
pattern called a Group of Pictures (GOP) or Group of VOPs (GOV). Inside the
GOP, there are a number of P-frames (P-VOP) frames which are coded in reference
to previous I or P frames. The remainder of the frames in the GOP are B-frames,
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(a) MPEG video frames in display order
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(b) MPEG video frames in transmission order
Figure 2.1: MPEG frame dependencies
which are coded based on immediate previous I or P-frames as well as immediate
next I or P-frames. P-frames and B-frames are called dependent frames because they
need information from other frames to be decoded successfully. Figure 2.1 shows the
dependencies between different types of frames. Since B-frames are bidirectionally
predicted, transmitting the video sequence in display order results in B-frames being
delivered to the decoder before the future frames they depend on. This might cause
an error because the decoder can not display the frame correctly without data from
the reference frame. To avoid this, the frames are rearranged accordingly. For in-
stance, a sequence with a GOP display order of I1B2B3P4B5B6P7B8B9 shown above
will rearranged as I1P4B2B3P7B5B6P10B8 in transmission order. In this manner,
frames will always arrive after the frames on which they depend [85].
The H.261 standard was standardized by the ITU in 1990 and it was the first
video standard to be accepted by the ITU. It was designed for bit rate ranges of 64
Kbps to 384 Kbps. These data rates make H.261 suitable for use over ISDN lines.
H.261 is typically used for video conferencing and video telephony. The compression
in H.261 is achieved by using intracoded frames and intercoded frames, just like in
the MPEG standard [24].
H.263 improves on the initial H.261 standard. It included some improvements
from MPEG-1 and MPEG-2 such as half-pixel motion compensation, median pre-
diction of motion vectors, improved entropy coding, unrestricted motion vectors,
and more efficient coding of macroblock and block signaling overhead. H.263 has
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data rates of 64 Kbps to 1 Mbps and is used for videoconferencing over dedicated
telecommunications lines, as well as over IP based networks [26].
The Joint Video Team (JVT) is a collaboration between the ISO and the ITU. It
is called MPEG-4 part 10 and H.264 by the ISO and ITU respectively. JVT accom-
modates bit rates of 32 Kbps and upwards. It incorporates some of the techniques
used in H.263 and its extensions such as H.263+ and H.263++. JVT provides the
same visual quality as MPEG-4 advanced simple profile at half the bit rate. JVT is
intended to be used for video streaming systems [24].
Motion-JPEG (M-JPEG) is another compression scheme that is in common use.
It is based on the JPEG still image compression standard. In M-JPEG, a video clip
is encoded as a sequence of successive JPEG images [26]. M-JPEG can be used in
video applications, where a lot of editing is required.
In this thesis, the video compression studied is limited to the MPEG-4 video
standard because MPEG-4 and MPEG-like standards are in wide use. The discus-
sion can still be applied to other modern standards, since some of the compression
principles used are similar. Another reason is that MPEG-4 is based on an open
standard and there are a number of MPEG-4 encoding and analysis tools that can
be accessed freely.
2.4 Error Control Methods
There are four techniques that are used to deal with errors in video transmission.
These techniques are retransmission (ARQ), forward error correction, error conceal-
ment and error resilient coding [65, 69, 87].
In ARQ-based error recovery, the data that is lost will be retransmitted. ARQ is
usually rejected as an error control method in live media streaming because of the
delay it introduces while retransmitting the lost packets. The retransmitted packet
takes approximately one and a half round trip times, which might exceed the delay
tolerated by an application. For instance, the round trip time can be on the order
of 100 ms or more [6, 34]. For interactive multimedia applications, the acceptable
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delay is between 100 and 200 ms [34]. Therefore, any retransmission of the lost data
must be made within 100 ms after the data is lost.
In networks where the delay is small, such as LANs [14], ARQ can work very
well because the round trip time is small. Retransmission-based schemes can also be
used in delay-constrained networks, if the application in question can accommodate
some buffering at the receiver [88]. Buffering the packets at the receiver makes
it possible for packets to be retransmitted without missing their playout time. In
some retransmission schemes such as the one proposed by Rhee [69], retransmitted
packets that have missed their deadline can still be useful. This is because some
future video frames may depend on them.
An ARQ error control scheme is made up of three components: loss detection,
receiver feedback and a retransmission strategy [49]. A loss detection mechanism is
needed in order to detect errors. Errors may be detected if a duplicate acknowledg-
ment or negative acknowledgment is received by the sender due to a missing sequence
number. In order to provide feedback, the receiver can send an acknowledgment
when data is delivered. If some data is missing, either duplicate acknowledgments
or negative acknowledgments are sent. Data that is received in error will be re-
transmitted by the sender after receiving a negative acknowledgment or duplicate
acknowledgments.
Forward error correction schemes add redundant data to the original data and
transmit it to the receiver. When an error occurs during transmission, the redundant
data is used to construct the lost data. FEC divides the video stream into segments.
Each segment is then packetized into k packets. For each segment, a block code is
added to the segment to generate an n packet block, where n > k. In order to
recover the k packets after a loss, the receiver needs to receive any k packets in the
n packet block that was sent [88].
Error resilience encoding is a proactive error correction technique [88]. It is
performed at the source before packet loss occurs. It enhances the robustness of
compressed video in the face of packet loss. Error resilient methods include resyn-
chronization marking, multiple description coding and data recovery. Resynchro-
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nization limits the impact of incorrect data within a local area because the decoder
has the option of advancing to the next resynchronization point or to continue decod-
ing when it encounters an error. Data recovery methods such as Reversible Variable
Length Codes (RVLC) recover as much data as possible when an error occurs. In
RVLC, code words are generated such that they can be decoded in both directions.
When an error occurs, the decoder moves to the next resynchronization point and
decodes backwards. Another error resilient method is Multiple Descriptions Coding
(MDC). MDC produces multiple streams or descriptions. The more descriptions
that are received, the better the quality.
The final method to be discussed is error concealment. Error concealment is a
reactive error control technique performed at the receiver [84, 87]. Error concealment
is used to cover up for the lost data, so that it is less visible to the viewer. Error
concealment is performed in two ways: by using spatial interpolation and temporal
interpolation. Spatial interpolation is used to reconstruct data within a reference
frame from the neighboring pixels. Temporal interpolation is used to reconstruct lost
data in inter-coded frames. Error concealment methods take advantage of the fact
that most of the information remains the same over a number of frames. Therefore,
replacing erasures with information from previously received frames can greatly
reduce the impact of errors. One of the advantages of error concealment is that it
does not need additional data to be sent for errors to be corrected. Errors can be
corrected by using the information which is already available at the decoder. In this
work, default error concealment algorithms implemented by the MPEG-4 decoder
are utilized.
2.5 Wireless Networks
Wireless networks [48, 62, 89] have become widely deployed in recent years. Wireless
networks allow portability and are relatively easy to install, this makes them a
viable alternative to wired networks. As a result, users can have access to the
network as long as they are within the transmission range of an access point or base
22
station. Using the radio waves as a transmission medium makes wireless networks
susceptible to interference, because the surrounding environment interacts with the
signal, blocking signal paths and introducing noise and echoes.
When the signal is blocked, the wireless client will be disconnected from the
network. The noise and echoes in the signal will introduce errors in the data. When
an error that causes packet loss is introduced, the packet that is received in error may
be retransmitted and in the case where the packet is not received, the retransmission
timer or duplicate acknowledgments will trigger retransmissions.
The bandwidth in wireless networks is lower than in their wired counterparts
[39]. For instance, a wired LAN can support bitrates of 1000 Mbps or more, while
wireless LANs currently only support bitrates up to 254 Mbps. In wireless networks,
the bandwidth is divided among users sharing the base station or access point.
Therefore, the capacity of the network is more dependent on the number of users
sharing a base station. If the base station is overloaded, the quality of the connection
will degrade. Additional base stations can be installed in places where the demand
for connections is high to deal with this problem. In this thesis, video data is
streamed over a wired network combined with a wireless network. The wireless part
of the network simulates a 802.11 network. As a result, the characteristics associated
with wireless networks mentioned in this section are expected.
2.6 Summary
In this chapter, some issues related to streaming such as media transport reliability
and digital video encoding have been discussed. Error control methods used to
protect data during retransmission are also outlined. Finally, a brief discussion of
the nature of wireless networks and associated challenges was presented.
23
Chapter 3
Related Work
This chapter discuses related work on multimedia delivery. The relevant work pre-
sented is in four categories. To provide an account of streaming media character-
istics, measurement and characterization studies relevant to media streaming are
discussed first in Section 3.1, then wireless video streaming is presented in Section
3.2, error control methods are discussed in Section 3.3 and lastly, work on video
quality is presented in Section 3.4.
3.1 Measurement and Characterization of Media
Measurement and characterization studies concerning network delivery of multime-
dia provide relevant information, which is useful when evaluating the performance
of the delivered media. Some information that can be obtained from characteri-
zation studies include the data loss levels, usage characteristics and transmission
channel behavior. These parameters can then be incorporated into the simulation
to get a more realistic simulation environment. There have been a number of papers
[3, 9, 54] that have been published concerning measurement and characterization of
streaming media traffic.
Loguinov and Radha [54] analyzed video traffic between an ISP and dial-up
clients across the USA. To conduct the experiments, clients dialed-in to stream
MPEG-4 video clips from the server. The experiments were conducted in 1999 with
CBR MPEG-4 video clips encoded at 14 kb/s and 25 kb/s respectively. The findings
of the study showed that the average packet loss rate was around 0.5%, which seems
small. Their study also showed that some packet loss is common in most streaming
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sessions. Specifically, they reported that only 38% of the streaming sessions do not
experience any packet loss. For the sessions with packet loss, most sessions (91%)
had a loss rate smaller than 2%. They also found that 2% of all the sessions that
experienced data loss had a data loss rate higher that 6%. This level of loss might
lead to impairments in the video when it is decoded. The reason for the observed
loss levels could be that experiments were conducted using dial-up connections,
which are slow and unstable. In the last few years, there has been an increase in
broadband connections. For instance, one recent survey in 2005 found that only
18% of home users did not have a high speed Internet connection in Canada1. As
broadband connections become popular, fewer sessions may experience the data
loss observed because wired broadband connections are more stable. Loguinov and
Radha study’s also established that retransmission can be used as an effective error
control method in spite of the latency it introduces when retransmitting lost packets.
They noticed that 94% of lost packets that were retransmitted arrived before their
playback deadline.
Boyce and Gaglianello [9] examined the error characteristics of MPEG-1 video
clips transmitted over the public Internet. The study was conducted in 1998 with
video clips encoded at 384 kbps and 1 mbps respectively. The Real-time Transport
Protocol (RTP) transmitted on top of UDP was used to deliver the video data.
Boyce and Gaglianello observed that even low packet loss rates could have a huge
impact on the video. For example, a packet loss rate of 3% could lead to loss of 30%
of the frames after decoding the video. The reason for difference in the loss level
at the packet level and at the video frame level is due to the way MPEG encoded
videos. Losing a reference frame results in dependent frames not being decoded
correctly. Given that MPEG-like codecs are in common use, it is expected that this
occurrence will be common.
Li et al. [51] conducted a study to characterize media clips stored on the web
in 2003, which was a follow up study to a similar one in 1997 by Acharya and
Smith [1]. A media crawler was used to search the web for media clips. The study
1http://www.statcan.ca/Daily/English/060815/d060815b.htm
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showed that Real Media accounted for 63% of all clips, while Windows Media and
Quicktime accounted for 32% and 5%, respectively. About half of all clips analyzed
were video, which accounted for 57% while audio accounted for 43% of the clips.
They also reported that 10% of clips have a duration less than 30 seconds and that
10% of clips have a duration greater than 30 minutes. The clip durations observed
are significantly higher than those reported by Acharya and Smith, who found that
more than 75% of clips were less than 30 seconds. The discrepancy in the video
lengths could be due to the fact that the studies were conducted in different years.
In the studies described above, it can be learned that small data loss can result
in huge errors when the video is decoded. Another useful observation is that the
majority of video files on the Internet are between 30 seconds and 30 minutes. This
gives a rough idea of the range of video lengths that can be used in the experiments.
Sripanidkulchai et al. [75] conducted an analysis of live streaming video and
audio workloads. The study was based on logs collected from Akamai Technologies
in 2004. Their results revealed that only 7% of the traffic observed is video while
audio accounts for 71% of the streams. The percentage of the video traffic seems
small for the video streams compared with those observed by Li et al. [51]. The
reason could be that audio clips are more popular than video clips for live content.
Another reason could be due to the method that was used for identifying audio
and video. Streams with bitrates less than 80 kbps are considered as audio and
content with bitrates over 80 kbps is considered as video. Their findings also show
that nearly half (40-50%) of live multimedia streams use TCP for streaming. The
number of streams using TCP could have been influenced by the media server that
is used. This study indicated that the Windows Media Server delivers more than
80% of its media using TCP, while Real Media Server and Quicktime Server only
deliver about 38% and 36% of media using TCP respectively.
Guo et al. [31] studied traces in 2004 from a large number of websites, they
observed that a large fraction of multimedia content is downloaded using HTTP
and TCP. The traces examined at the server side showed that 87% of the video clips
were downloaded, 9.6% used HTTP streaming and only 2% used true streaming
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using UDP. Client side traces from the Gigascope [13] database showed that 64.7%
of streams were downloaded, 24% Pseudo-streamed, and 10% used true streaming.
While these results may seem surprising as it is widely believed that UDP based
protocols are ideal for streaming, similar results were also observed by Van Der
Merwe et al. [78], after analyzing traces from a commercial site. They reported
that most of the video bytes seen used TCP, which accounted for 70% of the bytes
for both live and on-demand video. The remainder of the data was transmitted
using UDP-based protocols. The percentage of clips using TCP for streaming is
higher than what was reported by Sripanidkulchai et al.[75] because the latter only
considered live workloads.
Guo et al. [32] analyzed the quality and resource utilization for streaming media
delivered over the Internet in 2005. They collected traces from thousands of home
and business users. They observed that fast streaming techniques, which stream
video clips at higher bitrates than their encoded rates are widely used on the In-
ternet, accounting for 50% and 21% of the traffic observed for home and business
clients respectively. Their experiments suggested that using fast streaming leads to
higher CPU utilizations at the server. Their results also show that shorter video
clips have a smoother playback compared to longer clips. For instance, 87% and
59% of clips for home and business users respectively had smooth playback for clips
that were 30 seconds or less. For clips longer than 300 seconds, 56% and 19% of
clips for home and business users respectively had a smooth playback. The observed
behavior could be due to the fact that network conditions change when the video is
being streamed. If the duration of the video is longer, it is more likely to experience
these changes, leading to re-buffering and packet loss.
The recent findings reported by Guo et al. [32] and Sripanidkulchai et al. [75]
refute the argument that only unreliable protocols are useful for streaming media
as the greater percentage of streaming sessions use TCP.
A measurement study specific to wireless streaming was conducted by Kuang
and Williamson [47]. They analyzed the transmission of RealMedia over an 802.11b
wireless network in 2004. The video clips were encoded at 180 kpbs and 71 kpbs
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respectively. The measurements were conducted in four wireless channel scenarios;
excellent (greater than 75% signal strength), good (45-75% signal strength), fair
(20-45% signal strength) and poor (less than 20% signal strength). They found that
after retransmission of data at the MAC layer, the effective data loss was zero for
the excellent and good channel categories, 1.3% for the fair category, and 28.3% for
the bad category. The high data loss for the bad category resulted in low video
quality.
Hillestad et al. [36] conducted a simulation study using the NCTUns simulator
to investigate the capacity of 802.16 networks for streaming video. They considered
a rural network scenario where Subscriber Stations (SS) stream video clips from a
server located on the wired Internet. The video clips used were encoded as H.264
media at bitrates between 500 and 900 kbps. RTP was used to deliver the videos.
Their results showed that 802.16 can support 9 or 10 SS streaming media at average
bitrates of 750 kbps successfully. However, this study did not indicate how the media
would be affected in the midst of high packet loss and congestion.
After observing these characterization and measurement studies, two things are
clear. First, packet loss causes severe degradation to video data [9]. It is also
known that wireless networks experience substantial data loss [9, 47]. It is expected
that these high data loss levels will have a negative impact on encoded video clips
and will result in propagation errors. The data loss levels observed in previous
measurement studies are used as a rough guide in selecting packet loss rates in the
experiment section. Second, it is evident that TCP is not only a dominant protocol
for traditional Internet applications but for streaming media streaming applications
as well. One of the reasons TCP is used is that it is a reliable protocol, as result it
will deliver good quality video. Another reason is that it is easy to implement and
can traverse over networks with firewalls. In spite of its advantages, TCP has some
shortcomings when used for streaming media. It cuts its sending rate after losing
data and implements an ARQ scheme which retransmits every lost packet. This
can result in major delays in times of congestion. To reduce the impact of these
delays, client buffers are used. Even so, the user has to wait for a long time to fill
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these buffers before the video can be played. It can be expected that most of the
videos streamed from the Internet to wireless clients will be streamed using TCP,
unless clear benefits at low cost-of-use can be shown for alternatives. Since wireless
networks are usually used as a last hop from a wired network, it is not clear how
much effect TCP will have on the quality and delay of the video clip in the presence
of wireless errors.
In order to overcome the high delays TCP presents, due to its ordered deliv-
ery and packet retransmissions of lost data, a streaming technique which uses two
parallel connections is used in this thesis. Furthermore, the highly sensitive video
frames are transmitted reliably to protect them from wireless packet losses, thereby
reducing the amount and effect of errors.
3.2 Wireless Video Streaming
Some studies [3, 47] have shown in particular that wireless networks have a higher
error rate than wired networks due to fluctuating channel conditions. Due to this,
the use of wired streaming techniques is not always straightforward when used on
wireless networks. Various streaming methods have been proposed to deal with the
wireless streaming conditions. In this section, various works concerned with wireless
streaming are discussed.
Chen and Zakhor [10] observed that the wireless network is usually underuti-
lized when streaming media. With that idea in mind, they described a transmission
scheme that seeks to utilize the available bandwidth efficiently when transmitting
non-scalable streaming media information. They showed that using one TCP or
TCP-Friendly Rate Control (TFRC) connection underutilizes the available band-
width, and then proposed using multiple TFRC connections for a given streaming
wireless application. Their results showed that using more than one connection ef-
ficiently utilizes the bandwidth. However, the dynamic change in the number of
connections may lead to fluctuations in video quality.
Cranley and Davis [12] studied the performance of video traffic transmitted over
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an 802.11b network in the presence of background traffic. They used the Darwin
Media Server2 to stream MPEG-4 video traffic using RTP on top of UDP. A traffic
generator called MGEN was used to generate the background traffic. Their results
showed that using a small packet size for the background traffic results in the video
stream being starved earlier during playback than when large packets are used for
the same load. They also showed that number of contributing sources to background
traffic has little impact on the video.
Huang et al. [38] studied the transmission of streaming media over the wired
Internet to wireless networks. They proposed a proxy-based approach that splits
the connection into two parts: wired and wireless. The approach is based on the
observation that congestion usually occurs in the wired Internet where there is com-
petition with other flows. Therefore, a protocol with congestion control, such as
TCP, should be used on the wired part of the connection. The wireless part of
the connection should use a protocol without any congestion control. Using TCP
only on the wired network shields TCP from cutting its sending rate due to non-
congestion losses on the wireless network. While this may improve the performance
by reducing the buffering delay, it is unclear how it may perform in regard to the
quality of the video in cases where there is a high loss rate on the wireless network.
Other approaches used to improve video streaming over wireless have considered
making modifications to the wireless MAC layer [20, 73]. Fitzek and Reisslein [20]
examined the use of unmodified TCP over wireless. In order to hide the errors that
occur on the wireless channel from TCP, they used multiple wireless channels to
reduced MAC layer retransmission delays. Their results showed that using multiple
channels for video transmission significantly increases the performance of video over
wireless networks. Singh et al. [73] proposed another link layer method that works
together with a modified transport layer protocol. Specifically, they used a modified
UDP (called UDP-lite), which ignores the packet checksum if data loss occurs in
the insensitive part of the packet. Packets that lose data in the sensitive part of the
packet (such as the header) are dropped just like in traditional UDP. This means
2http://developer.apple.com/opensource/server/streaming/index.html
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that if the header of a packet is received correctly, the packet will be delivered even
if part of the payload is corrupt. On the link layer, the point to point protocol
(PPP), a protocol responsible for checksumming and point to point communication
was also modified to ignore checksums just like UDP-lite. Relaxing the checksum at
the link layer and transport layer allowed them to deliver partially corrupted packets
to the decoder. Their results showed that using their approach resulted in shorter
end to end delays and lower packet loss rates compared to traditional UDP. It can
also be speculated that their approach will deliver slightly better video quality than
traditional UDP since it delivers partially corrupt data that would not be delivered
by UDP.
The streaming scheme used in this thesis is similar to the one proposed by Chen
and Zakhor in that it uses more than one connection. However, they differ in
their goal and implementation. Chen and Zakhor’s approach aims to increase the
throughput over a wireless network, while the goal of this work is to improve the
quality of the video in the midst of wireless packet losses. The approach used in this
study is also different because it delivers the video file using two levels of reliability.
The most important video frames are transmitted reliably while the remainder of
the video frames are transmitted using best effort.
3.3 Error Control and Recovery
A number of methods have been used for error control and recovery for video ap-
plications. Video error control methods fall into three broad classes: error control
algorithms in the decoder, forward error control [7, 42, 87, 88] and retransmission
[14, 65, 69].
Decoder-based error control methods were studied by Gringeri [29]. Specifically,
built-in MPEG-4 error mitigation techniques, such as data partitioning, RVLC and
FEC were used to localize errors, recover data, and cancel the effect of errors. They
reported that built-in MPEG-4 error control techniques can reduce the effect of
errors for small error rates but require considerable overhead for multiple packet loss
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scenarios. Given that wireless networks have bursty packet losses, built-in MPEG-4
error correction methods are unlikely to help much.
Bolot and Turletti [7] utilized a FEC-based error control method that attempts
to minimize the visual impact of packet loss at the receiver. The method adapts
the data produced by the video application to the characteristics of losses over the
network. FEC methods are effective if the loss is predictable. It is not clear what
the impact will be on the quality of the delivered video since wireless networks have
been reported to exhibit bursty packet losses [3].
Liu and Claypool [53] presented a forward error correction scheme that aims to
improve the quality of the transmitted video in the presence of packet loss. Before
a video clip is transmitted, it is encoded into two versions with different quality
levels. One is encoded with high quality and the other with low quality. During
transmission, each high quality frame is piggybacked with a low quality frame version
of the previously seen high quality frame. For instance, a high quality version of
frame F1 will be piggybacked with a low quality version of frame F0. At the receiver,
the decoder primarily decodes the high quality frame versions if they are present.
If a high quality frame version cannot be decoded due to corruption or packet loss,
the low quality version of the frame is used. To evaluate their scheme, video clips
were transmitted over UDP using this scheme and the resulting clips were evaluated
by a group of 42 viewers. The results showed that using redundant data improved
the perceptual quality of the video. For example at 1% and 20% data loss, users
reported an improvement of 20% and 65% respectively in video quality.
The experiment was conducted in an environment where only 4 consecutive pack-
ets were lost. In a wireless environment with high channel and congestion losses, the
number of consecutive packet losses may be higher. In this case, the effectiveness of
the scheme may be reduced especially if key frames are lost.
Another common error control method is retransmission. Traditionally retrans-
mission was rejected as a suitable error correction method for streaming media
applications due to the delay it introduces. To test this assumption, Dempsey et
al. [14] investigated the feasibility of performing retransmission based error control
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for multimedia applications. An analytical model and empirical measurements were
used to show the effectiveness of retransmission for multimedia packets. They used
latency and retransmission probabilities for evaluation in their study. The results
show that retransmission is a feasible solution with a small amount of start-up delay.
Furthermore, they observed that it is sufficient to use a fixed start-up delay at the
receiver, rather than adapting the start-up delay according to fluctuating network
delays.
Rhee [69] proposed a retransmission based scheme that uses retransmitted pack-
ets even after their playout times have passed. The scheme does not add any delay
in the playout times. Frames are displayed at their normal playout times without
delay. A packet that is lost during transmission will be retransmitted. If the re-
transmitted packet belonging to a frame is received before the frame is played, it
will be used to restore the frame before the playout time. If a packet belonging to
a frame arrives late, the frame will still be displayed at the normal playout time
without the lost packet. However, the late packet is not discarded. It can be used
to stop the propagation of errors to the dependent frames. This is because reference
frames are used as the basis for decoding future frames. A reference frame that is
restored even after its play out time has passed may still be useful to its dependent
frames.
Sinha and Papadopoulos [74] presented an algorithm for performing multiple
retransmissions for continuous media. They observed that failed retransmissions
take a long time to detect because they have to wait for the retransmission timers
to expire before another retransmission can be initiated. They went on to propose
a timerless algorithm for quick detection of failed retransmissions. In their unicast
algorithm, packets from the sender have two sequence numbers; the sequence number
of the packet and the sequence number of the highest NACK so far. A gap in the
sequence number indicates that a packet has been lost. A failed retransmission is
detected when there is a gap in the sequence numbers of the highest NACK so far
contained in the data packets. After a gap is detected in the sequence numbers,
a retransmission is requested if there is sufficient time. Their results showed that
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timerless protocols provide better performance than timer-based protocols in regard
to packet loss.
Hou et al. [37] presented a protocol that conducts multiple retransmissions of
lost video frames on a wireless network. The protocol first buffers packets at the
base station before sending them to mobile clients. At the base station, packets
are divided into equal segments before being transmitted. At the receiver, delivered
segments are acknowledged or a NACK is sent to trigger retransmissions. After a
NACK is sent, the protocol performs multiple retransmissions of lost segments based
on the frame type and its location in the GOP. For instance, in a video clip with a
GOP sequence of IBBPBBPBBPBB, the retransmission retries for I-,P1-, P2-, P3-,
and B-frames could be assigned as 3, 3, 2, 1, and 1, respectively.
Results show that when this protocol is used, the probability to discard I-frames
is lower than the probability to discard B-frames. This will translate into better
quality video because receiving I-frames limits error propagation. The results also
show that using this protocol results in a higher frame rate than when UDP is used.
There was no congestion introduced into the study. When congestion is introduced,
it might lead to more packets being dropped which might affect the frame rate. Since
lost data is retransmitted, more dropped frames may also increase the start-up delay
necessary to maintain smooth playback.
Feamster and Balakrishnan [17] described a system that enables the adaptive
unicast delivery of video by responding to varying network conditions and dealing
with packet losses. Specifically, they focus on a conditional reliability scheme called
selective retransmission. The protocol extends RTP by allowing it to retransmit lost
packets. Thier work primary focused on wired networks, while this thesis focuses
on wireless networks that have high packet loss probability.
Grinnemo and Brunstrom [30] presented PRTP-ECN, a partially reliable protocol
which is an extension to TCP. The protocol differs from TCP in the way it reacts to
packet loss. The application specifies a reliability level, which must be maintained,
called the required reliability level. A measure of the reliability so far is called current
reliability and is used in the retransmission decision. Upon detection of a packet loss,
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the protocol decides whether to retransmit or not to retransmit the lost data based
on the reliability level set by the application. If a packet is lost, and the current
reliability is greater than the required reliability, the packet will be acknowledged to
avoid retransmission. Acknowledging lost packets might result in congestion because
TCP uses duplicate acknowledgments to indicate congestion; to avoid this, explicit
congestion notification is added to the PRTN algorithm to indicate congestion. In
cases where an out of sequence packet is received and current reliability is less than
the required reliability, the last packet received in sequence will be acknowledged
just like in TCP. This will result in a retransmission of the lost packet.
In the related work on error correction, it has been shown that retransmissions
are often used for error control but it is not clear if completely retransmitting all the
packets is a feasible solution for wireless networks. In this thesis, retransmission-
based error control is used. Instead of transmitting all the lost packets, only packets
that contain the most important data are retransmitted.
3.4 Video Quality
Rejaie et al. [68] proposed a quality improvement scheme that adds or removes a
layer of the encoded video stream to control the quality. Adding an extra layer
improves the quality of the video. A layer is added to the transmitted video when
the instantaneous bandwidth exceeds the consumption rate of the decoder. A layer
is dropped if the buffering at the receiver becomes less than the estimated required
buffering due to a reduction in bandwidth.
Krasic et al. [46] proposed a reliable streaming protocol that demonstrates a
simple encode once, stream anywhere model where a single video source can be
streamed across a wide range of network bandwidths. The system uses priority
dropping in order to adapt to network conditions. A priority mapping algorithm,
which processes a group of data units and prioritizes them according to their data
dependence rules, is used to assign priorities to packets before they are sent. When
there is congestion, the timeliness of the stream is maintained by dropping low
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priority data units at the sender, before they reach the network. This reduces the
amount of data that has to be sent over the network in the midst of insufficient
bandwidth. Dropping low priority data packets ensures that available bandwidth is
used to transmit high priority data. By dropping only low priority data, the quality
of the video can be degraded gracefully in the midst of congestion.
Tripathi and Claypool [77] presented a scheme that reduces the amount of video
transmitted by performing content aware scaling to avoid data loss in the presence
of congestion. Scaling was conducted by either dropping less important frames
(temporal scaling), such as B-frames or by re-quantizing the DCT-coefficients with
a larger quantization factor thereby reducing the quality (quality scaling). The
algorithm decides on the type of scaling to use based on the amount of motion
present in the video clip. The motion in the video is measured by analyzing the
percentage of interpolated micro-blocks in B-frames. A high percentage (greater
than 45%) of interpolated blocks represents low motion while a low percentage (less
than 45%) of interpolated microblocks represent high motion.
Evaluation of video quality was performed by a group of users. The results
show that content-aware video scaling can improve the perceived quality as much as
50%. However, this is only if the motion characteristics are the same for the entire
file. As a full movie may contain a mixture of different motion characteristics, it
is unclear how the algorithm will perform in such scenarios. In wireless networks,
where congestion is not the only source of packet loss, reducing the data sent may
not be very helpful because even if the data transmitted is reduced, data will still
be lost due to wireless channel losses.
Bolot and Turletti [8] used a mechanism that adapts video encoding according
to the bandwidth requirements and packet loss. When the data is received, receiver
reports (RR) are sent to the sender. The RRs are from all destinations in the
multicast group. The information in the RRs is used to estimate network congestion
and the quality of the received video at destination. The maximum output rate of
the video encoder is also adjusted according to the information in the RRs. Results
show that the mechanism produced reasonable degradation in video quality during
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long periods of network congestion.
A video improvement scheme specific to wireless networks was proposed by Zhao
et al. [91]. The scheme stores the video data into two separate queues (wireless
transmission buffers) at the link layer. For the instance presented in the study, I-
frames are stored in the high quality queue, while P frames are stored in the low
quality queues. The clip used does not contain any B-frames. The two queues
are assigned different priorities, one high and the other low. Data in the high
priority queue is assigned a bigger number of retransmission retries (i.e 4) while
data from the low priority queues is assigned a lower one (i.e 3). A simulation
was conducted implementing the algorithm. Results show that using this scheme
reduces the errors that occur on I-frames. This results in the overall quality of
the video being improved. While the protocol improves the quality of the video,
retransmitting all the lost data may result into a high waiting time for the viewer.
This thesis differs from the above mentioned works because it improves the video
quality by reducing the effect of propagation errors caused by packet losses. The
method used to prevent the propagation of errors is similar to the one used by Krasic
et al. [46]. It takes advantage of layered video encoding and protects important I-
frames from errors. However, the work by Krasic et al. [46] differs from this thesis in
the following ways; their approach drops packets to attempt to prevent congestion
from occurring in the network. In a wireless environment, packet loss can occur
not only from congestion but wireless losses as well. In such a case, the video
will encounter additional packet loss thereby reducing the quality. Secondly, they
only transmit data using a single connection. This results in less important packets
blocking more important packets due to TCP’s ordered delivery algorithm.
3.5 Summary
This chapter has presented related work on workload characterization, wireless
streaming and error control. After considering the related work various questions
arise. Some of these questions discussed in this thesis are outlined below.
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• It has been shown that progressive download and downloading are popular
media delivery techniques for wired networks, as indicated by the amount of
streaming sessions utilizing them [46, 81]. The impact of using downloading
(using TCP) or progressive download (using TCP) on video quality over a
wireless network is yet to be discussed.
• Using more than one connection has been shown to increase the throughput
during streaming. Does using more than one connection offer an improvement
in video quality in a wireless environment as well?
• Video is made-up of sensitive and non-sensitive data. Are there any benefits
in progressively downloading or downloading sensitive information with high
reliability, and streaming non-sensitive data using best effort protocols?
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Chapter 4
Protocol Specification and Methodology
This chapter presents the mixed streaming technique and the experimental environ-
ment. It begins by outlining the advantages and disadvantages of common streaming
techniques. It then gives the specification of the mixed streaming technique. The
remainder of the chapter describes the workload, metrics, tools, simulation environ-
ment and experimental design used in the study.
4.1 Mixed Streaming
4.1.1 Features of Common Streaming Techniques
There are currently three popular techniques for delivering streaming media: down-
loading, progressive download, and streaming. The download and progressive down-
load techniques use TCP to deliver multimedia. TCP is attractive because it is a
standard protocol, which is not blocked by firewalls and is friendly to other flows.
TCP is also used because it delivers high quality video, especially in low data loss
environments. This is because it provides reliability features, such as retransmis-
sions and congestion control. When a packet is lost due to congestion or channel
losses, TCP retransmits the lost packet and cuts its sending rate. While this is
likely to work well in network scenarios with very small or no data loss, it results
in a big delay for high loss environments such as wireless networks. The delay em-
anates from TCP’s ordered delivery which ensures that packets are handed to the
receiver in a sequential order. This means that current packet losses add a delay
to future packets. In encoded video applications, this will result in less important
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video frames blocking the more important I-frames. Figure 4.1 illustrates the trans-
mission of a video file with an associated transmission schedule (TS). The frames
are arranged in transmission order as specified in Section 2.3. In a transmission sys-
tem without data loss, the frames will be transmitted according to the transmission
schedule. Figure 4.2 shows how TCP’s transmission schedule is affected after losing
some data. Losing frames P2, B4 and B10 results in the overall transmission schedule
being extended by three time slots, assuming it takes one time slot to retransmit a
lost frame. For instance, B13 is transmitted at time slot 16 instead of time slot 13.
It can also be noticed that, losing less important frames result in frame I11 being
delayed by two time slots. In addition to extending the transmission schedule, TCP
will assume the packet loss is due to congestion even when it is from bad channel
conditions. As a result TCP will cut the transmission rate to half in order to control
congestion [49]. This will further extend the transmission schedule.
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Figure 4.1: Sequential transmission of a video clip without data loss
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Figure 4.2: Sequential transmission of a video clip with data loss
To eliminate the delay associated with downloading via TCP, UDP is used for
streaming. UDP maintains the timeliness of the stream by not retransmitting any
lost packets. Due to this, UDP transmits the video according to the TS even in the
midst of packet loss. One disadvantage of UDP is that it can be over aggressive
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if there is no rate control. Another weakness of UDP lies in the fact that it does
not restore lost data. This results in dependent frames suffering from propagation
errors, which leads to low video quality. This problem is made worse in high packet
loss environments, such as wireless networks. In order to overcome some of the
limitations of true streaming and downloading, such as low quality due to propaga-
tion errors and high delay due to retransmissions respectively, the mixed streaming
approach, which transmits the video using two connections is used in this thesis.
4.1.2 Specification of Mixed Streaming
To stream a video clip using the mixed approach, the video file is split and stored
into two parts. The first file contains the highly sensitive video data (I-frames) and
the second file is composed of the less sensitive video data (P and B-frames). The
highly sensitive data is progressively downloaded using a reliable TCP connection
and the less sensitive data is streamed unreliably using UDP. The I-frames are
classified as highly sensitive data because losing an I-frame will result in the whole
GOP not being decoded correctly. This results in propagation errors that can persist
for a long time. The I-frames are streamed back to back while the less sensitive P
and B-frames are streamed when they are needed. Figure 4.3 illustrates the mixed
streaming technique in the presence of packet losses. To simplify the illustration it is
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Figure 4.3: Transmission of a video clip using mixed streaming
assumed that each frame will fit into a single packet. While this may be true for B-
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frames and P-frames, it is unlikely to be the case for the I-frames. However, the net
result is the same since delayed packets will still result in delayed frames for TCP. It
can be observed in Figure 4.3 that I-frames are not blocked by less important P and
B-frames because they are transmitted on a separate transport layer connection.
An additional advantage of transmitting the I-frames on a separate connection is
that lost I-frame packets can be retransmitted without altering the original playout
schedule. For instance, frame I5 is initially sent at time slot 2, and then resent at
time slot 4 but is not needed until time slot 7. As a result, I5 can be retransmitted
in time for playback.
It can also be noted that the loss of P and B-frames does not add delay to the
original transmission schedule. The frames on connection 2 are transmitted over
UDP according to the time specified by the encoder. This means that when a video
clip is streamed with the mixed technique, it is likely to have a short start-up delay
compared to downloading and progressive download.
4.2 Experimental Environment
4.2.1 The Workload
The workload refers to the demands or requests placed on a system that is being
evaluated or analyzed. The workload forms an important part of any performance
study, because it has a huge influence on the results of an experiment. For a system
to be evaluated correctly, the workload used in an experiment should be represen-
tative of the traffic on the actual system. The considerations necessary in workload
selection can be found in the literature [40].
In this thesis, the workload to the simulator is a video file trace. The trace
file is produced by first encoding a raw uncompressed video file to MPEG-4. The
MPEG-4 video file has all the information that is required to create a video trace
file. An MPEG-4 parser is used to parse the encoded video file and extract the
required data to produce a video trace file. The content of a sample trace file is
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0 H 5 2 6 2
1 I 9 2 9 8 8 4
2 P 1 3 2 5 9 1 7
3 B 1 7 5 2 7 1
4 B 2 1 5 2 6 0
5 P 2 5 5 7 1 2 1
6 B 2 9 5 1 5 9 0
7 B 3 3 5 1 5 7 3
8 P 3 7 5 5 6 2 5
9 B 4 1 5 2 6 4
. . . .
. . . .
. . . .
Figure 4.4: Contents of a sample video file trace
shown in Figure 4.4. Each line in the trace file includes the following fields: the
frame number that identifies each frame, the frame type showing the type of frame,
the frame size indicates the length of the frame in bytes and time in milliseconds
indicates the time at which the frame was produced. One of the advantages of using
a video file trace is that it can easily be incorporated in simulators, since it only
contains the information about the video file, which is relevant to the volume and
timing of the traffic.
4.2.2 Performance Metrics and Factors
4.2.2.1 Performance Metrics
The first performance metric that is used in the study is the Peak Signal to Noise
Ratio(PSNR). The PSNR is the most common method used to measure video quality
because it is easier than other methods. For the interested reader, Wolf and Pinson
[86] provides a detailed discussion of other video measurement techniques. PSNR
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shows the objective quality of each frame using a single number. The PSNR is
considered for the luminance component because the human visual system is more
sensitive to the luminance component than the chrominance component [85]. PSNR
is calculated as follows for an 8-bit luminance channel:
PSNR = 10× log10(
2552
MSE
), (4.1)
where the MSE is the mean square error and is calculated using the following equa-
tion:
MSE =
∑
∀,i,j[x(i, j)− xˆ(i, j)]
2
M ×N
, (4.2)
where M and N are the dimensions of the frame in height and width respectively and
x(i, j) and xˆ(i, j) are the original and reconstructed pixel luminance or chrominance
values at position (i, j).
Another performance metric used to measure the video quality is the frame rate.
Generally, the number of correctly received frames, which is used to calculate the
frame rate, can be obtained in three ways. The first approach would be to get a
list of correctly received frames from the video evaluation tool before the video is
decoded. While this gives an indication of the number of frames that are received
correctly over the network, it does not exclude dependent P and B-frames that can
not be decoded because of lost reference frames. Dependent P and B-frames need
to be excluded from the frame count if their key frame is lost because the player
cannot play them correctly.
The second approach is to get a trace from the decoder indicating which frames
have been decoded successfully. Most decoders do not give an accurate trace of de-
coded frames because partially decoded frames and predicted frames are sometimes
not included in the trace.
Another method is to set a PSNR threshold (i.e. 20 dB) and treat all frames
that fall below the threshold as damaged. This works well for individual video files
although it is difficult to have a common threshold for video with different activity
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Figure 4.5: PSNR values for Santana and Bridge video clips
levels because individual video sequences have different PSNR values. For example
Figure 4.5 shows the PSNR values of two video sequences; Bridge and Santana.
Even though the encoded video clips did not lose any packets, they have different
PSNR values. The reason for this is that the compression method used to encode
the video is lossy. During decoding, the lost data results in a difference between
the original video and the decoded one. If a lossless compression method is used
for encoding the videos, there will be no difference between the decoded video and
the original one. This will make the MSE zero, resulting in the PSNR value being
undefined. Due to PSNR differences between different video files, a PSNR threshold
is set for each individual video by observing the PSNR value at which the video
becomes unwatchable. This is the approach that is used in this thesis.
Secondly, the performance of the schemes will be studied in terms of the delay
that is introduced during transmission. Video transmission requires packets to arrive
at the receiver by a specific time before they are needed for display. If a packet is
delayed or misses its playout deadline, it will cause undesirable jitter. Packets that
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are lost in the network are also considered late because they miss their playout
deadline. The Internet does not have a fixed network delay, but instead delivers
data on a best effort basis. In order to ensure continuous display of frames, a start-
up delay is introduced at the receiver. In this thesis, the start-up delay required for
a smooth display and the number of delayed packets will be considered.
4.2.2.2 Factors
Video transmission performance is affected by many factors. In this study, the
following factors are examined: packet loss, start-up delay, video type, delivery
method and the wireless bandwidth.
Packet loss - When data is transmitted over the network, it experiences packet
loss due to buffer overflows, link errors and congestion. Packet loss has a negative
effect on compressed video data because it introduces propagation errors. If the
packet loss rate is high, the encoded video will not be decoded successfully.
Congestion - Congestion in the network occurs when more packets arrive at a
router than it can handle. Packets that can not be transmitted right away will
be placed in the router’s buffer. When the buffer is full, packets will be dropped
causing retransmissions in retransmission-based protocols. In order to reduce packet
loss due to congestion, congestion control algorithms can be used [21].
Start-up delay - Due to varying network delays, multimedia systems allow clients
to wait for a short time before beginning playback. The start-up delay is needed
to fill a buffer before playback in order to allow smooth display. A larger start-up
delay allows smooth playback, but it also means that the viewer has to wait for a
long time before viewing the video.
Video type - Video files are classified according to the type of action in the video.
Video clips with low action can be compressed effectively because they contain a
lot of redundant data. On the other hand, video clips with a lot of action have less
redundancy. Therefore, the compression gained in high action videos is more limited
than in low action clips.
Delivery method - Video data is delivered using different methods depending on
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Figure 4.6: Experimental tools and setup
the properties desired for the clip. If a high reliability is needed, a video clip will be
delivered using a reliable protocol, such as TCP. If a minimum delay is the major
focus during delivery, UDP streaming is used. In this thesis, three delivery methods
will be considered.
4.2.3 Experimental Tools
In this study, various tools are used for simulation and evaluation. Figure 4.6 shows
the tools and experimental setup used in this thesis. Each of the individual tools
are discussed briefly below.
4.2.3.1 Encoder
The raw videos for experiments are stored in YUV format. A video is usually
compressed for efficient storage and transmission. An encoder is used to encode
the raw video into a desired format. In this thesis, an MPEG-4 encoder called
FFMPEG [59] is used to compress the raw video into an MPEG-4 video. The
parameters used when encoding the raw video to MPEG-4 are summarized in Table
4.1. The FFMPEG encoder is publicly available online [18, 59].
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Table 4.1: Parameter settings for the encoder
Parameter Setting
High Quality Settings enabled
B-frames 2
VOP sequence IBBPBBPBB...
GOP 25
Error Concealment enabled
Error Resilience enabled
Codec MPEG-4
4.2.3.2 The Simulator
The ns-2 [23] network simulator is used for protocol performance evaluation and
to provide a simulated network environment for video transmission. Substantial
support for simulation of transport protocols, wireless networks, routing protocols
and queuing algorithms is provided by ns-2. One of the facilities that ns-2 offers is
the wireless network implementation. The wireless network implementation is based
on the CMU wireless extensions, which have now been incorporated into the main
ns-2 distribution. The implementation supports all layers of the Internet. For the
Physical layer, it simulates propagation models (such as TwoRayGround for longer
distances and Friss-space attenuation for shorter distances), radio interfaces and the
antennas. At the Link layer, ns-2 supports the 802.11 MAC and ARP protocols.
For the network layer, it supports routing protocols, such as, Ad hoc On Demand
Distance Vector (AODV), Dynamic Source Routing(DSR)1. The MAC used is the
generic 802.11, propagation model is TwoRayGround, interface queues are drop tail
and the routing protocol used is Destination-Sequenced Distance Vector (DSDV).
Figure 4.6 shows how ns-2 is used in the experiments. The simulator is used
to conduct a trace-driven simulation. Before an experiment can be conducted in
a trace-driven simulation environment, the trace must be produced. In this study,
the trace is produced by the video evaluation tool. The trace is then fed into the
simulator for processing. After processing the video trace, ns-2 produces a packet
trace of received packets, that can be used to analyze the video.
1http://www.isi.edu/nsnam/ns/ns-documentation.html
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4.2.3.3 EvalVid Tool-Set
The Evalvid [43] tool-set provides routines that are used for parsing and evaluating
videos. Evalvid’s trace evaluation module was adapted so that it can parse traces
generated by ns-2. Three modules are significant in this study: the parser, the trace
evaluator(ET) and the FV module.
The MPEG-4 parser reads in an MPEG-4 encoded bitstream and produces a
trace of the video. The trace that is produced by the parser includes all the infor-
mation that is necessary for a simulator to simulate the transmission of the video
over the network.
The ET is used to analyze traces produced by a network simulator. It reads in the
trace of the packets sent, the trace of the packets received and the encoded MPEG-4
video. Since the packets have unique IDs, the trace evaluator can identify the lost
packets by comparing the two trace files produced by the simulator. Each packet
is then assigned a type. The video with errors is reconstructed packet by packet,
using packets that were received correctly. If the first packet of the frame is lost,
the entire frame will be dropped because a frame can only be decoded successfully
if the frame header is present.
The received video may have some missing frames due to packet loss. Since video
quality assessment is performed on a frame by frame basis, the received video must
have the same number of frames as the original one to make assessment possible.
The FV module takes a reconstructed video produced by the trace evaluator as input
and inserts a previously decoded frame for every lost frame in the video for easy
quality assessment. The output of the FV module is a reconstructed video, which
has the same number of frames as the original video. The FV module is not used
in this thesis because the FFMPEG decoder replaces lost frames with neighboring
frames.
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Table 4.2: Characteristics of the video sequences
File Santana Matrix Silent
Resolution CIF(352 x 288) CIF CIF
Duration 15 min 12 min 12 min
Bitrate 200 Kbps 200 Kbps 200 Kbps
Frames 22500 18000 18000
Action high alternating low
FPS 25 25 25
4.2.3.4 Video Sequences
Three raw video files grabbed at a rate of 25 frames per second are used for the
simulations. The video files are encoded from YUV format to MPEG-4 using FFM-
PEG. The MPEG-4 files are parsed by Evalvid to generate three traces which are
classified according to the activity in the video. The video activity levels that are
used are high, alternating, and low. For the high action category, the Santana video
is used. The video clip contains scenes of a musical concert with people dancing
and singing. For the alternating action category, a video clip from the movie “The
Matrix” is used. It contains a combination of fast paced chases and low action scenes
of a person seated on a computer. For the low action category, the Bridge video
clip is used. The video contains a scene of a bridge with water under it. The videos
are encoded at 200 kbps and have a resolution of 352 x 288 pixels. The remaining
characteristics of the video clips relevant to the analysis of this thesis are shown in
Table 4.2.
4.2.4 Simulation Environment
The ns-2 simulator generates its traffic by reading a video trace file that is produced
by the MPEG-4 parser of the Evalvid tool-set. The frame sizes from the trace file
are used to create network packets with the appropriate sizes.
The simulation experiments are conducted using a dumbbell network topology
as shown in Figure 4.7. This simple network topology is similar to the one used by
Balakrishnan et al. [5]. The sources are wired nodes while the sinks are wireless
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nodes. R1 is a router and R2 is a base station node.
Src n Snk n
R1 R2
Sources Sinks
Src 0 Snk 0
Figure 4.7: Topology
The link capacity between each source and R1 is 1 mbps and 1 mbps between
R2 and each sink. The sources and the sinks are connected through a common
bottleneck link between the R1 and R2. The bottleneck capacity is set to 0.7 mbps
unless specified differently. The routers use FIFO queuing with drop-tail queue
management and have a queue length of 30 packets. The queue length has a value
that is larger than the bandwidth delay product of the bottleneck link. Setting this
parameter very low will cause packets to be dropped when the queue is full and
setting it too high will increase the latency. The queue length should be greater
than or equal to the bandwidth-delay product [2]. The one-way propagation delay
is set to 2 ms between source 0 and R1, 100 ms for the bottleneck link. Measurement
studies have shown that typical propagation delays on the Internet can be 100 ms
or more[6].
The network link between R2 and sink 0 is a 802.11 wireless network with a
propagation delay of 2 ms. The remainder of the configurations for the wireless
network are summarized in Table 4.3.
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Table 4.3: Wireless network configuration
Parameter Value
MAC 802.11
Propagation TwoRay Ground
IFQ Droptail
Antenna OmniAntenna
Interface queue 60
Routing DSDV
4.2.5 Error Model
The wireless channel is characterized by lossy periods and loss-free periods. The
losses on the wireless channel are caused by link impairments, such as, multipath
fades and impulsive noise. To capture the bursty nature of the wireless channel, the
wireless channel is usually modeled with Markov models [45, 4, 61, 63]. One of the
commonly used models is a two-state Markov model introduced by Gilbert [28].
In this thesis, the wireless channel is modeled using the Gilbert model. Figure
4.8 shows the Gilbert model state transition diagram. The Gilbert model has two
states, the good state G and the bad state B. In the good state, the channel is
assumed to have no loss; therefore no errors are introduced. State B corresponds to
a lossy channel, as a result errors are introduced. The transition from one state to
the next follows a transition probability matrix shown below:
P =


PGG PGB
PBG PBB


where PGG is the probability of staying in the good state, PGB is the probability of
changing from the good state to the bad state, PBG is the probability of changing
from the bad state to the good state, and PBB is the probability of staying in the
bad state. The probabilities are assigned the following values PGG = 0, PGB = 1,
PBG = 1, PBB = 0. The time spent in the good state and the bad state is set
dynamically for each packet loss rate. The time spent in the good state is between
0.75 to 1 ms and the time spent in the bad state is between 0 and 0.25 ms.
52
G B
PGB
PBG
PBBPGG
Figure 4.8: Gilbert model state transition diagram
4.2.6 Experimental Design
Experiments are performed in two phases. The first set of experiments considers
the quality of the delivered video in the presence of packet loss and congestion. The
objective of these experiments is to quantify the effect of propagation errors on video
quality when unreliable and mixed protocols are used.
The quality of the video is evaluated using the PSNR. The quality is assessed
after some packets are lost in the simulated network. For each video clip, three
transmission schemes will be tested; reliable transmission using TCP, unreliable
and mixed transmission. Three different packet loss levels are considered: 5%, 15%
and 25%. The selection of these packet loss rates is guided by measurement studies
[9, 47], which have shown that wireless networks have a wider range of packet loss
rates than wired networks. Ten runs are conducted for each transmission scheme at
specified packet loss levels.
For the experiments involving congestion, three levels of congestion are used,
UDP congestion, TCP congestion and TCP/UDP congestion. Ten experiments are
conducted for each congestion level at predefined packet loss rates. A summary of
the experiments that are conducted for the video quality is shown in Table 4.4.
It is expected that video data which is delivered using transmission schemes im-
plementing some reliability will have a higher quality compared to those with less
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Table 4.4: Video quality experimental configurations
Video Congestion Packet loss levels Delivery levels
no congestion no loss TCP/ UDP/MIXED
Santana TCP congestion no loss
UDP congestion no loss
Mixed congestion 5,15,25
no congestion 5,15,25
Matrix no congestion no loss TCP/ UDP/MIXED
TCP congestion no loss
UDP congestion no loss
Mixed congestion 5,15,25
no congestion 5,15,25
Bridge no congestion no loss TCP/UDP/MIXED
TCP congestion no loss
UDP congestion no loss
Mixed congestion 5,15,25
no congestion 5,15,25
reliability. As a result, TCP transmission will have the best quality and mixed
transmission will have the next best quality. UDP is expected to have the lowest
quality. Each experiment is replicated 10 times except the first experiment with no
loss and no congestion. This is because in a clean channel there is not a difference
between runs.
The second set of experiments examines the delay. The delay is measured using
the start-up delay. The experiments are first conducted without any loss. Next
they are conducted in the presence of packet loss and congestion. The experiment
is replicated 10 times for TCP and mixed. Only mixed and TCP are considered for
the delay experiments because UDP imposes very minimal delay as a result it is not
necessary to consider it. The experimental configuration of the delay experiments
are shown in Table 4.5.
The mixed streaming approach is expected to have a shorter start-up delay
because most of its packets are transmitted according to the transmission schedule.
The only delay that mixed streaming is likely to experience is from transmitting
the reliable portion of the stream. Since the mixed packets are transmitted before
they are needed, they can accommodate some delay without missing the playout
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Table 4.5: Video delay experimental configurations
Video Congestion Packet loss levels
Santana no congestion no loss
Mixed congestion 5,15,25
no congestion 5,15,25
Matrix no congestion no loss
Mixed congestion 5,15,25
no congestion 5,15,25
Bridge no congestion no loss
Mixed congestion 5,15,25
no congestion 5,15,25
deadline. On the other hand, TCP is expected to have the largest start-up delay
because its transmission schedule is likely to be extended beyond the streaming time
when there is significant packet loss because TCP will invoke its congestion and flow
control algorithms which will prevent addition packets from entering the network
until the assumed congestion is over.
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Chapter 5
Video Quality
The goal of this chapter is to evaluate the video quality delivered by mixed streaming
and UDP. As mentioned in the previous chapter, the video quality is evaluated using
two metrics: Peak Signal to Noise Ratio (PSNR) and frame rate. For the PSNR
evaluation, three sets of experiments are conducted. First, the quality is observed on
a clean channel, next packet loss is introduced, and finally congestion is introduced.
The results in this chapter use three video clips having high action, alternating
action and low action levels respectively.
5.1 Video Quality on a Clean Channel
Prior to studying the transmitted video quality in the presence of congestion and
packet loss, the delivered video quality is examined without any congestion or packet
loss. This is to establish the baseline video quality for all video clips used. The PSNR
values are obtained by transmitting each of the video clips over the simulated net-
work, and comparing the delivered video with the original. The network used in the
study has the common dumbbell topology. The network has a one-way propagation
delay of 104 ms and a bottleneck bandwidth of 0.7 mbps as indicated in Section
4.2.4.
The three types of video clips mentioned above were transmitted using UDP,
mixed and TCP. Each video clip yielded the same PSNR value when transmitted
with each of the transmission methods because there is no congestion or packet loss
introduced into the experiment.
Table 5.1 shows the PSNR of each video clip in a clean channel. Since mea-
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Table 5.1: Baseline PSNR values
Video clip Average PSNR
Santana 36.6
The Matrix 44.9
Bridge 38.1
surements for each video clip are the same for each transmission method, only one
PSNR value is shown. The measurements shown are from single runs for each clip.
Observe that individual video clips have different PSNR values even though there is
no packet loss or congestion. This can be attributed to MPEG-4’s lossy compression
algorithm, which removes fine details when encoding raw video clips [85].
5.2 Video Quality with Packet Loss
Data loss has a negative impact on the quality of the received video because it
leads to impairments, such as pixelation effects and black spots in the video. Errors
can occur on both dependent frames and independent frames. Errors that occur on
dependent frames (P and B) last for a few frames while errors on independent frames
are often propagated to dependent frames. In a case where the first independent
frame is lost, the whole GOP will experience some errors.
In this section, the impact of packet loss on video clips transmitted by UDP
and mixed streaming will be evaluated. Before the results of the experiments are
discussed, the characteristics of the experiment are outlined. The bottleneck capac-
ity, round trip time and the topology are kept as described in the previous section.
TCP streaming sends video packets as fast as possible. For UDP streaming, video
packets are delivered when they are needed (i.e according to the time specified by
the encoder). The mixed streaming approach sends TCP packets as fast as possi-
ble and sends UDP packets when they are needed. The TCP component of mixed
streaming utilizes TCP Newreno, because it is the TCP flavor currently in wide use
[83]. As indicated in Section 4.2.6, packet loss is introduced into the experiment at
5%, 15% and 25% using the two-state Markov error model which represents packet
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losses on the wireless network.
All the video clips are encoded at 200 kbps as specified in the previous chapter.
Video clips are decoded at the receiver after being transmitted with default MPEG-4
error resilience methods enabled. Measurement of the video quality statistics start
after a warm-up time of 20 seconds. TCP measurement experiments have shown
that it takes about 20 seconds for TCP to be become stable [2].
Figures 5.1, 5.2 and 5.3 show the quality of three types of video clips delivered
with UDP and mixed at various packet loss rates. The y-axis shows the PSNR of
each frame. Since the PSNR is logarithmic and all the values are higher than 20 dB,
the y-axis scale starts from 20 dB for Figures 5.1 and 25 dB for Figure 5.2. Figure
5.3 starts at 34 dB because the values have a much smaller range. For the purpose
of clarity, only 4500 frames are shown for each plot. Each plot point is an average
of 50 frames, this is to make the graphs legible. Each plot shows the average of 10
runs.
To give a detailed view of the impact of packet loss on videos with different action
levels, each video clip is presented in its own graph. The results in Figures 5.1(a)
and 5.2(a) show that 5% packet loss reduces the video quality delivered by mixed
and UDP. Despite MPEG-4 error control methods being enabled, UDP and mixed
delivered video clips show some data loss. MPEG-4 is only effective in concealing
errors at very small loss rates.
TCP delivers the highest video quality because it restores all the lost data. Mixed
delivers the second highest video quality and UDP delivers the lowest quality. Mixed
delivers video quality higher than UDP because it retransmits the lost I-frames.
Retransmitting I-frames prevents errors from propagating for a long time in the
video sequence, thereby improving the video quality.
It can be observed from Figure 5.1(a) that there are instances where UDP delivers
better video quality than mixed for some frames. At first, this seems impossible,
but due to compression and the error model used such behavior is not unreasonable
to expect. Another contributing factor is that each plot point is the average of 50
frames, meaning it may include more than 1 GOP.
58
 20
 25
 30
 35
 40
 45
 6000  6500  7000  7500  8000  8500  9000  9500  10000  10500
PS
NR
(dB
)
Frame Number
Mixed
UDP
TCP
(a) 5% packet loss
 20
 25
 30
 35
 40
 45
 6000  6500  7000  7500  8000  8500  9000  9500  10000  10500
PS
NR
(dB
)
Frame Number
Mixed
UDP
TCP
(b) 15% packet loss
 20
 25
 30
 35
 40
 45
 6000  6500  7000  7500  8000  8500  9000  9500  10000  10500
PS
NR
(dB
)
Frame Number
Mixed
UDP
TCP
(c) 25% packet loss
Figure 5.1: Delivered video quality of the Santana clip for various loss rates
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Figure 5.2: Delivered video quality for “The Matrix” clip at various loss rates
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Figure 5.3: Delivered video quality for the Bridge clip at various loss rates
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To further investigate why UDP delivers better quality than mixed for some
frames, traces from the ns-2 simulator and the Evalvid evaluation tool were exam-
ined. The traces from the simulator indicate that each individual run has a different
loss profile. As a result, different frames are lost in individual runs. When the
video is decoded, the lost frames will have a low PSNR. For instance, in Figure
5.1(a), mixed loses a P-frame between frames 7750 and 7800 in most of the runs,
while UDP only loses the same P-frame in a few runs. Therefore, UDP has a higher
PSNR average for the plot point than mixed.
The results indicate that the low quality periods extend for more than one frame
due to the MPEG-4 compression algorithm. Losing data on an independent I-frame
or P-frame will cause an error to propagate to other dependent frames. In Figure
5.1(a), the mixed stream loses P-frames between frames 7925 and 7950. This causes
errors to propagate lowering the PSNR values of subsequent dependent frames.
When the packet loss rate is raised to 15%, video clips for all action levels show a
drop in quality for UDP and mixed due to packet loss, while TCP remains the same.
In Figure 5.1(b) and 5.2(b), it can be seen that the Santana and “The Matrix” video
clips show the highest degradation in quality in comparison to Figure 5.3(b). This
suggests that high action and alternating action clips are more susceptible to packet
losses than low action video clips. The difference in PSNR values between mixed and
UDP is higher in the Santana and “The Matrix” video clips than in the Bridge. A
difference of more than 5 dB in some cases is recorded in Figure 5.2(b) while Figure
5.3(b) only records a difference of less than 1 dB. A difference of 1 dB may be
visible, and consequently the MPEG committee utilized an improvement threshold
of 0.5 dB to determine whether a coding feature was necessary to be included in
the standard [33]. In order to give an estimate of the significance of dB differences,
images with corresponding dB values are given in Figure 5.4.
At 25% packet loss, mixed delivers a higher quality video than UDP for all action
levels. As the error rate increases, mixed delivers video quality higher than UDP.
The results shown in Figures 5.1, 5.2 and 5.3 only show a limited number of
frames for each video clip as a result they do not give the overall picture of the
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(a) Frame 213(43.62dB) (b) Frame 213(42.21dB)
(c) Frame 213(40.45dB) (d) Frame 213(35.32dB)
Figure 5.4: Video frame at different PSNR levels
quality. To study the overall delivered video quality in the presence of packet errors,
the average PSNR is shown in Figure 5.5. The averages are obtained from 10 runs
for each clip.
The findings presented in Figure 5.5 are consistent with those shown in Figures
5.1 to 5.3. It can also be observed that the difference in delivered quality between
UDP and mixed transmission increases as the packet loss rate increases for all action
levels. Mixed transmission shows a larger improvement for high action clips than
for low action clips. For example, in the Bridge clip, an improvement of about 0.6
dB is recorded at 25% of packet loss while the “The Matrix” and Santana videos
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Figure 5.5: Average quality at various packet loss rates (No congestion)
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show an average improvement over 1.5 dB. This suggests that low action videos are
less affected by packet losses compared to high action videos. This is because there
is a lot of temporal redundancy between frames in low action videos. Since there
is very little or no difference between successive frames, replacing damaged frames
with previous frames is highly effective.
Figure 5.6 shows the percentage of frames that experience impairments and the
magnitude of the impairments experienced. The experimental configurations are
kept as described above earlier in this section. Each plot line shown in the graph is
an average of ten runs. The y-axis is shown in logarithmic scale in order to capture a
wide range of the values. The values on the x-axis are obtained by subtracting frame
PSNR values of the original encoded video from those of a video with impairments.
The graph only shows mixed streaming and UDP streaming because TCP streaming
does not experience any impairments due to packet loss.
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Figure 5.6: Distribution of impairments(15% packet loss)
The results in Figure 5.6 show that the mixed approach delivers a higher number
of video frames without any impairments. Specifically, the mixed approach delivered
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47% of frames without any impairments while UDP only delivered 21% of frames
without any impairments. It can also be seen that UDP has a higher occurrence
of frames with impairments greater than 4 dB. When the loss rate is increased, a
similar pattern can be noticed, although the percentage of frames delivered without
error reduces. The findings in this experiment complements the results that have
already been presented and suggest that selective data recovery is beneficial for video
data.
5.3 Video Quality with Congestion
In the previous section, video quality delivered by the mixed approach, TCP and
UDP in the presence of packet losses was studied. Results suggested that TCP
delivers the best quality while mixed streaming delivers a higher quality video than
UDP when there is packet loss. However, these results did not incorporate any
congestion losses. In this section, the performance is studied in the presence of
congestion. Two types of congestion cross traffic are used in the experiments: UDP
and TCP.
5.3.1 TCP Congestion
The experiments in this section illustrate how mixed streaming is affected by TCP
cross traffic. An FTP bulk transfer is transmitted simultaneously to provide the
TCP cross traffic. The TCP cross traffic uses Newreno with a packet size of 1000
bytes as specified in Section 4.2.4. The maximum bandwidth that can be taken by
the TCP competing traffic is limited by the maximum window, although TCP may
not reach the full window size if the flow experiences packet loss. The competing
traffic is composed of 3 TCP flows with varying RTT times. The cross traffic is
started 2 seconds after the video transfer is started. The video transmission and the
competing traffic are transmitted through a bottleneck link of 0.7 mbps as specified
in Section 4.2.4.
Figure 5.7 shows the video quality obtained with competing TCP traffic. The
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graphs are presented using different scales on the y-axis to enhance readability.
Mixed and UDP are both affected by congestion losses with UDP experiencing
the most degradation for high action videos in Figures 5.7(a) and 5.7(b). The
degradation in quality is low for the low action video in Figure 5.7(c).
The results show that the video transmitted by UDP is more prone to congestion
caused by TCP. As a result, it delivers lower quality video than TCP and mixed. In
Figures 5.7(a), 5.7(b) and 5.7(c) UDP exhibits periods of low quality and periods
of good quality. This behavior is due to the fact that TCP starts transmitting data
at a low rate and increases its sending rate until it consumes all the bandwidth
thereby causing congestion. After experiencing congestion, it loses data and cuts its
sending rate. During the times when there is sufficient bandwidth, UDP does not
lose packets due to congestion, as a result, it has a higher quality. When TCP uses
up the bandwidth by increasing its sending rate, it creates congestion, which results
in UDP losing packets.
The behavior exhibited by UDP is also observed when streaming with mixed.
However, the effect of packet loss caused by congestion is reduced because mixed
retransmits packets containing reference video data. In the case of TCP, all the lost
packets are retransmitted; as a result, the effect of TCP congestion on quality is
fully masked.
The results suggest that TCP and mixed streaming can offer better quality
in environments that have high congestion resulting from TCP traffic such as the
Internet. Although it should be noted that TCP will add a significant delay to the
streaming because of its retransmissions and ordered delivery algorithm. A fuller
treatment of the delay is given in the next chapter.
5.3.2 UDP Congestion
The results presented previously show the interaction between the video transmitted
by mixed streaming and UDP with TCP cross traffic. The following experiment
shows the reaction of mixed streaming and UDP streaming to UDP competing
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Figure 5.7: Video quality with TCP cross traffic
68
traffic.
In order to evaluate the quality of delivered video in the presence of UDP cross
traffic, experiments were conducted on a network with a bottleneck link of 0.7 mbps.
The round trip time of the UDP flow is 104 milliseconds and it starts at the same time
as the video transmission. The UDP traffic has a bit rate of 535 kbps and a packet
size of 500 bytes. The packet size and bit rate are selected by slowly increasing their
values until the network becomes congested. For purpose of this experiment, the
network becomes congested when the competing traffic takes additional bandwidth
causing video packets to be dropped.
Figure 5.8 shows the delivered quality of the video in the presence of competing
UDP traffic. The figure shows that TCP delivers the best quality followed by mixed
and then UDP when the link is congested with a UDP flow.
In the results presented, it can be observed that when the action level is high,
the effect of the competing UDP cross traffic is also high. This is because errors are
difficult to conceal in high action videos. In these types of videos, packet retrans-
mission is more effective than using in-built error concealment methods. As a result,
mixed delivers higher quality video compared to UDP in these scenarios. For low
activity video clips, the difference in quality between mixed and UDP is small. This
is because the gain in quality offered by restoring I-frames is minimal and closer to
the gain produced by in-built concealment methods. This means that either mixed
or UDP can be used to stream low activity videos in environments that are band-
width limited by unresponsive UDP traffic. Experiments in this section have not
taken into account the delay experienced by the various protocols. The effect of the
delay on the video transmission is discussed in Chapter 6.
5.3.3 TCP Cross Traffic and Packet Loss
This section discusses the impact of both congestion and packet loss on video quality.
The experimental environment is kept the same as in Section 5.3.1 unless stated
differently. Only TCP cross traffic is used in this experiment because TCP is more
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Figure 5.8: Video quality with UDP cross traffic
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prevalent on the Internet than UDP [31]. The TCP cross traffic has an FTP source
with a propagation delay of 104 ms. TCP Newreno with a packet size of 1000 bytes
is utilized in the TCP flow. The bottleneck router can queue 30 packets and the
bottleneck bandwidth is set to 0.7 mbps. Results are presented using the PSNR
values for all three video activity categories. Results are also presented using the
difference in PSNR due to congestion and packet loss.
Figure 5.9 shows the effect of a combination of congestion and packet loss in a
high action video clip. It can be seen from the graph that even when there is a
combination of congestion and channel losses, TCP gives the best PSNR followed
by mixed and then UDP. The results for the alternating action video clip in Figure
5.10 and for the low action video clip in Figure 5.11 show a similar behavior.
The results suggest that the recovery of lost key frames in mixed improves the
quality of the video in the presence of both congestion and wireless losses. At 5%,
15% and 25% packet loss with congestion, the quality delivered by UDP is generally
lower than mixed, because UDP loses some key frames in some runs causing errors
to propagate to other dependent frames.
Figure 5.12 shows the overall impact of congestion and packet loss on each of
the three classes of video clips. The results are presented using the difference in
PSNR. The difference values are obtained by subtracting the PSNR with packet
loss and congestion from the PSNR with packet loss. For all the three classes of
videos, UDP generally has a higher difference than mixed; showing that the video
clip delivered by UDP is more affected by congestion than the clip delivered by
mixed for loss rates less than 25%. When the data loss rate is high however, mixed
is more affected by the congestion than UDP. This is because the TCP component
of mixed keeps reducing its sending rate due to the high packet loss rate. These
results are consistent with the measurements shown in Figure 5.10.
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Figure 5.9: Video quality of the Santana clip with congestion and packet loss
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Figure 5.10: Video quality of the “The Matrix” clip with congestion and packet loss
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Figure 5.11: Video quality of the Bridge clip with congestion and packet loss
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Figure 5.12: Overall difference in quality caused by congestion
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5.4 Frame Rate
In the previous section, the video quality was examined in terms of the PSNR. The
PSNR indicates the degradation between the original video frame and the transmit-
ted frame but it does not give any information about the video smoothness. The
frame rate represents how smooth the video plays [56]. A higher frame rate leads
to a smoother video depending on the contents of the video. A video with a lot of
action requires a higher frame rate than a low action video clip to play out smoothly.
For instance, a high action video clip might require 24 to 30 frames per second to
play smoothly while a low action clip might play smoothly at 20 frames per second.
Since the smoothness of the video depends on frame rate, the smoothness will be
affected if the player cannot play a particular frame at the scheduled time due to
packet loss.
In this section, the video quality will be examined in terms of the frame rate. To
evaluate the frame rates, an experiment with the same characteristics as described
in Section 5.2 was conducted. The frame rate is calculated by dividing the number
of correctly decoded frames by the duration of the clip.
Table 5.2 shows results obtained. The frame rate values are averages of ten
runs and do not incorporate any congestion. The results show that the frame rate
is generally affected by packet loss because the frame rate has dropped from the
original 25 frames per second. It can also be observed that the “The Matrix” video
clip with alternating action is more affected by packet losses recording the lowest
frame rate of 15.13 frames per second at 25% packet loss.
Table 5.2: Frame rates at various packet loss rates
Santana The Matrix Bridge
Mixed UDP Mixed UDP Mixed UDP
5% 23.87 23.70 23.6 21.4 24.94 24.72
10% 23.49 22.46 21.36 18.24 24.62 24.03
15% 23.43 21.72 21.03 17.67 24.57 23.92
20% 22.6 19.20 20.30 17.02 24.11 23.44
25% 21.58 17.72 19.7 15.13 23.79 22.97
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Another observation is that mixed streaming generally has a higher frame rate
than UDP at all error rates and for all action levels. This suggests that mixed
delivers a smoother video than UDP, indicating that the retransmission of I-frames
in mixed has a positive impact on the frame rate. The quality difference between
UDP-delivered and mixed-delivered clips increases as the error rate increases. This
means that the video delivered by UDP will be choppy when the packet loss rate
is high because it will not have all the frames to playout smoothly. On the other
hand, the mixed-delivered video will have more data to playout than UDP.
The results presented in this section signify that mixed streaming can be used
to deliver a smoother video, instead of UDP streaming, for high and alternating
action clips in high packet loss environments. For low action videos, the choice of
streaming with mixed or UDP has little difference in smoothness.
5.5 Summary
This chapter evaluated the quality of the delivered video using the PSNR. The
quality was first studied on a clean channel and then packet loss and congestion
were added. The results showed that mixed and TCP generally had better quality
than UDP due to the fact that the two schemes recover some or all of the important
video data that is lost. This means that TCP and mixed streaming can be used
in an error prone environment when the waiting time is unlimited. However using
TCP in such an environment may result in a long waiting time before the clip can
be played. In such cases, mixed is the best streaming alternative. The findings in
this chapter also showed that using mixed streaming delivers a higher frame rate
than UDP streaming.
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Chapter 6
Delay
Video data can experience delay when it is transmitted over the network due to net-
work delays, packetization delays and protocol overheads. A small waiting period
also called start-up delay (SD) is usually introduced to fill a buffer before playback
commences [57]. Reliable protocols, such as TCP, experience big delays when de-
livering video data in a lossy or congested environment. As a result, a big start-up
delay is needed before the video file can be played. The delay in TCP is from re-
transmitting all lost packets and from the fact that TCP will only deliver future
packets after outstanding packets in the current window of data are delivered. An-
other source of delay for TCP is from its use of the Additive Increase Multiplicative
Decrease (AIMD) rate control. It is expected that mixed streaming will reduce
the delays observed in TCP because it only retransmits the most important video
frames, instead of retransmitting all lost data. Mixed streaming also eliminates the
problem of previously sent packets delaying new packets (head of line blocking) by
using two separate connections for streaming. Section 6.1 discusses the start-up
delay required to stream a smooth video and Section 6.2 discusses the video quality
delivered with limited buffering.
6.1 Required Start-Up Delay
The aim of the first set of experiments in this section is to investigate the average
start-up delay that is required to stream a video clip smoothly with TCP and mixed
respectively. Only the mixed streaming and TCP streaming approaches are consid-
ered because UDP introduces negligible delay during transmission. Therefore, it is
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not necessary to evaluate UDP delay in detail.
Figure 6.1 shows the start-up delay required for smooth display of the Santana,
the Matrix and Bridge video clips. The experiments were conducted on the network
topography shown in Figure 4.7. The bandwidth of the bottleneck link was set
to 0.7 mbps and the network end-to-end propagation delay is 104 ms. For the
mixed streaming approach, the TCP packets are transmitted back to back with a
receiver window of 25 packets, while the UDP packets are sent as required. For the
TCP streaming technique, video packets are sent as fast as possible. To calculate
the required start up delay, a video clip is transmitted over a network link with
a specified packet error rate. An average delay of all the frames that miss their
playback deadlines is obtained. Each plot line represents ten runs. The y-axis is
plotted using a log scale in order to cover the wide range of the required start-up
delay times.
The experiment is first conducted on a network without packet loss in order to
determine the baseline start-up delay. The characteristics of the video sequences
used are shown in Table 4.2. It was observed that there was a very small start-up
delay required even when there was no packet loss and the bandwidth was available.
The delay could not be eliminated even when the bandwidth of the bottleneck was
increased to 1.5 mbps. This small start-up delay is not indicated in the graph
because it is negligible. For instance, for a video clip of 12 minutes the start-up
delay with no packet loss would be 0.13 seconds.
When packet loss is present, TCP requires the largest start-up delay. TCP
requires a start-up delay that is more than the duration of the clip when the packet
loss rate is greater than 5%. This behavior is similar for all the three video clips
with different activity levels. The reason for this is because of TCP’s error recovery
algorithm that retransmits lost packets and attempts to deliver packets in order.
TCP streams the media file sequentially and will not deliver future packets until lost
packets have been retransmitted. Consequently, successive packets will be delayed
and will result in high start-up delay. In mixed, the effect of TCP’s error control
algorithm is reduced because it is only limited to I-frames which account for a small
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Figure 6.1: Required start-up delay at various packet loss rates
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number of frames. The remainder of the frames are not affected because they are
streamed with UDP.
The results from the experiment suggest that the mixed streaming approach
has an advantage over TCP streaming in terms of the start-up delay. It is able
to reduce the start-up delay between 1 and 2 orders of magnitude in high loss
environments. For instance, in Figure 6.1(b) a client streaming a 10 minute clip
with TCP at 5% packet loss will have to wait for more than 10 minutes to view a
smooth video. For the mixed streaming approach, they will have to only wait for
about 30 seconds. This suggests that the mixed streaming approach could be useful
in a wireless environment with high losses.
Krasic et al. [46] proposed reducing the data transmitted by dropping packets
when the network network is congested. Sending less data reduces or even stops the
congestion there by reducing the number of lost packets and the required start-up
delay. This approach is unlikely to reduce the start-up delay on a wireless network,
where packet losses are mostly caused by channel conditions. One of the questions
that remain is how the mixed approach will perform in regard to the delivered quality
when the start-up delay is limited. This is discussed in the next section.
An important issue associated with the start-up delay is the buffer space, since
packets have to be stored before playback. Table 6.1 shows the estimation for the
buffer size needed to transmit a video file using TCP and mixed respectively. The
estimation of the buffer size is obtained by multiplying the required start-up delay
by streaming rate. The number of frames is calculated by dividing the estimated
required buffer size by the average frame size of the video file.
The results show that as the packet loss rate is increased, TCP needs a much
larger buffer size than mixed to accommodate delayed packets. For instance, when
the packet loss rate is over 15%, TCP needs the buffer size that is the same size
as the video file itself. This also means that at very high packet loss rates it takes
longer to deliver the clip via TCP than the duration of the clip. The results also
imply that mixed might be useful for streaming video to small devices which have
low storage capabilities.
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Table 6.1: Estimated buffer space and corresponding number of frames at various
packet loss rates
TCP Mixed
Buffer % of File Frames Buffer % of File Frames
0% 0.024 Mb 0.1 25 0.029 Mb 0.15 30
5% 10.8 Mb 54 11335 0.169 Mb 0.85 177
10% 14.2 Mb 71 14904 0.460 Mb 2 428
15% 18.9 Mb 100 19858 0.508 Mb 2.56 533
20% 18.9 Mb 100 19858 0.702 Mb 3.54 736
25% 18.9 Mb 100 19858 4.638 Mb 23.4 4859
6.2 Video Quality with Limited Start-Up Delay
The next set of experiments examine the video quality delivered by TCP streaming
and mixed streaming when the start-up delay is limited. In Section 6.2.1, the video
quality is evaluated in the presence of packet loss. The delivered quality is then
evaluated in the presence of packet loss and congestion in Section 6.2.2.
6.2.1 Delivered Quality with Packet Loss
Prior to presenting the results, the parameters used in the experiments are given.
The simulations are conducted on a network topology indicated in Figure 4.7 with
a 0.7 mbps bottleneck bandwidth and a network propagation delay of 104 ms. The
mixed approach delivers the video in the manner specified in Section 6.1. The
buffering delay is set to 30 seconds. Thirty seconds buffering time is selected because
of its use in popular media players. For instance, it is the default buffering time
in the RealNetworks Media Player1 and it is also recommended for the Windows
Media Player in times of network difficulty2.
Figures 6.2, 6.3 and 6.4 show the video quality delivered by mixed streaming
and TCP respectively for various video clips when the start-up delay is limited.
The PSNR values shown in the graphs are obtained after transmitting the video
over the simulated network link with a fixed data loss rate and fixed start-up delay.
1http://home.real.com/product/help/rp10v8 ts/en/Pref Playback Settings.htm
2http://support.microsoft.com/kb/843509#16
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(c) Bridge video clip at 5% packet loss
Figure 6.2: Video quality with a limited start-up delay (SD = 30 sec)
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Figure 6.3: Video quality with a limited start-up delay (SD = 30 sec)
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Figure 6.4: Video quality with a limited start-up delay (SD = 30 sec)
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Each plot point is an average of 50 frames. No congestion is introduced into the
experiments. Each plotted line in the graph is an average of 10 independent runs.
The results for high, alternating and low action video clips in Figures 6.2 and
6.3 respectively show a similar behavior. For the initial part of the video, TCP
streaming delivers the highest quality. As the streaming continues however, the
video quality delivered by TCP degrades by more than 10 dB on average. For the
mixed streaming approach, it can be observed that at the very beginning of the clip,
the quality is less than that delivered by TCP, but remains stable for the remainder
of the streaming session.
The reason for the behavior exhibited by TCP streaming is that it is unable to
keep up with retransmissions in a timely manner during the latter parts of the clip.
Due to TCP’s ordered delivery, it will not deliver future data until the data in the
current transmission window has been transmitted. This adds additional delay to
successive TCP packets causing them to miss their playout deadline. Even the 30
second start-up delay is not enough to mitigate these delays. Experimenting with a
50 second start-up delay also showed the same pattern for TCP. The only difference
was that it took a bit longer before TCP’s performance degraded. Also observe
that the TCP stream in Figure 6.2(c) shows a repetitive behavior for every 2000
frames. This is because the video was created by repeating the first 2000 frames
continuously to increase the duration of the clip. When a frame is lost, the decoder
plays previous frame. This results in the frames having a similar pattern every 2000
frames.
Figure 6.4 shows the video quality received when the packet loss rate is 25%.
Mixed shows a rapid decline in quality for all action levels. The degradation in
quality is due to the fact that the data loss rate is too high for packets to be delivered
successfully with the given start-up delay. A bigger start-up delay is required to
improve the video quality.
Figure 6.4(c) shows an unexpected plot, in which mixed streaming has a lower
PSNR than TCP. The reason for this occurrence is that mixed only delivers a few
I-frames at the beginning of the streaming session. The remainder of the I-frames
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are delayed due to the high data loss. This causes some errors when decoding the
video. Since some of the P and B-frames are received, the decoder uses motion
vectors from B and P-frames and applies them to the last decoded frame even if it
has an error. Since there are no more new I-frames to limit the propagation errors,
future frames are predicted based on previous frames with errors causing the video
quality to continuously degrade.
The results in this section show that the mixed streaming approach generally
produced a higher PSNR than TCP on average, when the packet loss rate is around
15% or less. This means that mixed can be advantageous for delivering video clips in
lossy environments, where there is limited buffering. When the packet loss becomes
too high (greater than 25%), mixed also start showing some degradation. This
experiment also revealed that TCP still has a higher PSNR during the initial parts
of the video. This means that TCP is still attractive for streaming very short video
clips because only a very small amount of data needs to be retransmitted. The
results also suggest that the 30 second start-up delay is not sufficient when the
packet loss rate is 25% or greater.
6.2.2 Delivered Quality with Congestion and Packet Loss
This section examines the delivered video quality in the presence of packet loss and
congestion when the start-up delay is limited. Congestion is introduced into the
simulation using an FTP source, that transmits TCP packets. Competing TCP
traffic is used to provide congestion because it has been shown that the majority of
data on the Internet is transmitted using TCP [31]. Therefore, videos transmitted
over the Internet are expected to encounter this type of congestion. The simulation
environment is kept as specified in Section 6.2.1. The FTP source starts at the
beginning of the simulation and has a propagation delay of 110 ms. The mixed
streaming approach is configured as specified in the previous section. The start-up
delay is also set to 30 seconds.
Figures 6.5, 6.6 and 6.7 show the delivered video quality when the network link is
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Figure 6.5: Video quality with packet loss and TCP congestion (SD = 30 sec)
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Figure 6.6: Video quality with packet loss and TCP congestion (SD = 30 sec)
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Figure 6.7: Video quality with packet loss and TCP congestion (SD = 30 sec)
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congested and there is limited buffering. At 5% and 15% of packet loss, the behavior
observed is similar to that in Figure 6.2, in that mixed generally shows higher PSNR
values than TCP. The difference is that TCP performs bad even in the initial parts
of the videos.
The reason for the observed behavior is that when TCP starts to stream the
video, the link becomes congested which leads to packet loss. This causes TCP to
reduce its sending rate and begin retransmission of lost data. In addition, TCP
will experience packet loss from the wireless channel which will cause additional
retransmissions and delays. Due to TCP’s ordered delivery, successive packets will
also be late, resulting in a low PSNR.
Figure 6.7 gives the video quality when the packet loss rate is 25%. The graph
indicates that the mixed streaming approach struggles to deliver a higher quality
video. In some cases, it delivers video quality that is very close to that delivered by
TCP.
The results show that the mixed streaming approach records a higher PSNR in
the presence of packet loss and congestion when the loss rate is less than or equal
to 15%. For high and alternating action video clips in Figures 6.7(a) and 6.7(b)
respectively, it records PSNR values which are 10 dB more than TCP. For the low
action video, PSNR differences are smaller because most of the frames are similar.
The results in this experiment imply that the mixed streaming approach can be a
feasible streaming alternative to TCP in wired-cum-wireless scenarios which might
experience high congestion losses on the wired network and high packet loss due to
channel conditions on the wireless network. The results also illustrate that when
the packet loss is very high (25%) the delivered video will be bad regardless of the
transmission method used.
6.3 Summary
This chapter presented results outlining the impact of the delay on the delivered
video. The results show that mixed streaming requires a much smaller start-up
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delay and buffer size to hide the effect of the delay than TCP. The results also
indicated that the typical 30 second start-up delay used on wired networks is not
enough for lossy environments like wireless networks. Experiments also revealed
that in spite of the high start-up delays experienced by TCP, it is still attractive for
streaming very short high quality objects.
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Chapter 7
Conclusions and Future Work
7.1 Conclusions
Streaming media over the Internet is slowly becoming a major Internet application.
Most of the streaming media delivered on the Internet is delivered over TCP. In
spite of the increase in the amount of streaming media, streaming over wireless is
still a challenging problem. This is due to channel errors that are associated with
the wireless network.
The main goal of this thesis was to develop the concept of mixed streaming and
study its performance over wireless networks. Another goal was to investigate if
it reduces the impact of errors caused by the wireless channel on the video. To
measure the performance, mixed streaming was compared with common streaming
techniques namely, UDP streaming (true streaming) and TCP streaming (progressive
download).
The findings on the video quality show that when there is unlimited waiting time,
TCP streaming delivered better quality than mixed streaming and true streaming
in the presence of wireless errors. However, having an unlimited start-up delay is
not practical because it would take a long time before the client can view the video
clip. As a result a limited start-up delay is usually used.
When a start-up delay (30 seconds) was introduced, mixed streaming offered
the better quality than TCP in the presence of wireless errors, especially when the
packet loss rate is less that 25%. When the error rate is too high, (i.e. greater than
25%) the performance gain offered by mixed streaming is reduced, as a result the
quality of the video offered is similar to TCP.
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For the delay experiments, the results showed that mixed streaming requires a
small start-up delay in order to play the video clip smoothly while TCP requires a
start up delay between 0 and 1 orders of magnitude. The results also should that it
is not unusual for the client streaming with TCP to wait for more than the duration
of the clip when there is significant packet loss. Another issue that makes mixed
advantageous is that it requires a smaller a small start-up delay buffer than TCP to
mask network delays.
These results are useful because the give insight on common streaming methods,
this will help network managers to plan resource usage appropriately. For instance,
an E-commerce site serving very short video clips does not require a dedicated
server to improve video quality. Any available web server could be used for stream-
ing the clips without buying new equipment. Secondly, this study demonstrates
that video quality can be improved using well tested protocols such as TCP and
UDP. Unlike, data from traditional Internet applications that only have one class
of reliability; video data need multiple levels of reliability. As a result protocols
designed for streaming applications should take reliability into account. Design-
ing protocols which focus on data reliability could help protocol designers improve
current streaming products.
7.2 Future Work
This section presents some directions for future work. Possible avenues in which this
work can be extended include the following.
• Real world experimentation - The experiments conducted in this study were
carried out on a simulated network. It would be interesting to carry out the
experiments on a real wired/wireless network and see how the mixed streaming
protocol performs.
• Network-Friendliness - Another possible area of future work would be to im-
prove the mixed streaming protocol so that it becomes friendly to other flows
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sharing the link. Currently, only the reliable component is network friendly
because it uses TCP. Since the unreliable component of the mixed stream-
ing approach uses UDP, it will be non-responsive to other flows sharing the
network. One way to transform the mixed streaming approach to make it
TCP-friendly is to use the Datagram Congestion Control Protocol (DCCP)1
protocol. The DCCP is a recently developed unreliable protocol which imple-
ments a TCP-like congestion control algorithm. Since the DCCP protocol has
network-friendly characteristics, replacing UDP with DCCP would make the
mixed streaming approach responsive to other flows. Replacing the UDP com-
ponent of mixed streaming with DCCP however might result in longer delays
because DCCP will cut its sending rate in response to high packet losses.
• The scenarios considered for the experiments in this thesis only used a sin-
gle mixed streaming session. It would be interesting see how multiple mixed
streaming sessions would perform when they are competing with each other.
1http://tools.ietf.org/rfc/rfc4340.txt
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