Abstract-At recent times, with the incremental demand of the fully autonomous system, a huge research interest is observed in learning machine based intelligent, self-organizing, and evolving controller. In this work, a new evolving and self-organizing controller namely Generic-controller (G-controller) is proposed. The G-controller that works in the fully online mode with very minor expert domain knowledge is developed by incorporating the sliding model control (SMC) theory based learning algorithm with an advanced incremental learning machine namely Generic Evolving Neuro-Fuzzy Inference System (GENEFIS). The controller starts operating from scratch with an empty set of fuzzy rules, and therefore, no offline training is required. To cope with the plant's vulnerable behavior, the controller can add, or prune the rules on demand. Control law and adaptation laws for the consequents are derived from the SMC algorithm to establish a stable closed-loop system, where the stability of the G-controller is guaranteed using the Lyapunov function. The uniform asymptotic convergence of tracking error to zero is witnessed through the implication of an auxiliary robustifying control term. In addition, the implementation of the multivariate Gaussian function helps the controller to handle the non-axis parallel data from the plant and consequently enhances the robustness against the uncertainties and environmental perturbations. Finally, the controller's performance has been evaluated by observing the tracking performance in controlling simulated plants of unmanned aerial vehicle namely bio-inspired flapping wing micro air vehicle (BIFW MAV) and hexacopter for a variety of trajectories.
wind gust, motor degradation, etc. are strenuous or impossible to integrate into the first principle models. In such circumstances, approaches without the necessity of accurate mathematical models of the system under control, are much appreciated. Being a model-free approach, the Neural Network (NN) and Fuzzy Logic system (FLS) based controllers have been successfully implemented in many control applications [1] , [2] , [3] , [4] over the past few years. Recently, systems with an amalgamation of FLS and NN namely Fuzzy Neural Network (FNN) based controllers are becoming popular in a variety of engineering application, such as in controlling robot manipulator [5] , anti-lock braking systems [6] , temperature control [7] , controlling motor drive [8] , direct current converter [9] etc.
To develop an FLS, NN, or an FNN controller with a better accuracy, is challenging. There exist numerous methods to develop FLS, NN, or FNN controllers [10] , [11] , [12] . When the system dynamics and various characteristics of a plant to be controlled are known, then the information is utilized to train the controller. It constructs a fixed-structured controller with a certain number of rules, membership functions, neurons, and layers. Due to the fixed structure, these controllers cannot cope with changing plant dynamics. Similarly, during online control application, the plant dynamics and other system information are not readily available. Therefore, the fixedstructured FLS, NN, or FNN controller become unreliable. Furthermore, the characteristic of real-world plants is nonstationary. This should not be handled by a fixed-size controller. To handle uncertainties in control system, researchers have tried to combine the FLS, NN, FNN system with sliding mode control (SMC) [13] , H ∞ control, back-stepping, etc. Such amalgamation empowers the FLS, NN, FNN controller with the feature of tuning parameters, which provides a more robust and adaptive control structure. It assists them to mitigate the adverse effects of various uncertainties and perturbations. However, such adaptive FNN control structures are not able to evolve their structures by adding or pruning rules. It forces the controller to determine the number of rules a priori, where a selection of few fuzzy rules may hinder to achieve adequate and desired control performance. On the other hand, consideration of too many rules may create complexity, or make it impossible to implement in real time.
The problems mentioned above can be circumvented by implementing evolving FLS, NN, FNN controllers that can evolve their structure by adding, or deleting rules through selforganizing techniques. In recent time, researchers are trying to develop evolving FLS, NN, FNN controllers by following arXiv:1802.00635v1 [cs.SY] 2 Feb 2018 various approaches to add or delete the rules [14] . In the rule growing mechanism in [15] , −completeness and system error was measured to add a rule, and the concept of error reduction ratio (ERR) was utilized to prune a rule. Therefore, their developed self-organizing FNN controller can adapt both the parameters and the structure. Nevertheless, the computation of larger matrix in each step, and storing of all previous inputoutput data makes their proposed technique computationally costly. Sometimes, the spatial proximity between a particular data-point and all other points, namely potential is used to add or replace a rule in an evolving fuzzy controller as described in [16] . However, the controller proposed in [16] cannot prune any rules, which makes them computationally costly in real-time control, especially in case of controlling highly nonlinear over-actuated complex systems. Researchers have also tried in [17] to employ a max-min method to add and prune layers, and error backpropagation to tune evolving neuro-fuzzy controller's parameters like weight, center, and width of Gaussian membership function. Nonetheless, the controller needed some knowledge about the plant like the bounded nominal matrix, which may not be known during control operation.
Besides, an evolving TS fuzzy controller can be developed by combining it with a fixed TS fuzzy FLS as exposed in [18] , where the evolving TS FLS worked online, and no previous information was needed. Though such design of an evolving controller is simple, it requires some information about the plant due to the utilization of static TS fuzzy system. Researchers have tried to develop a cloud-based evolving fuzzy controller in [19] . The advantage of their cloud-based evolving fuzzy controller was the parameter-free antecedent part of a rule, whereas the consequent part was expressed in the form of a PID controller. The three parameters of their PID like evolving controller were tuned online through Lyapunov theory based stable adaptation law. The controller can add rules or clouds by measuring local data density. Their evolving structure helped them to track the desired trajectory properly. However, they were not able to delete rules, or clouds. An evolving fuzzy controller is possible to develop by using Fuzzy granular computation in explained [20] , which can model and control an unknown non-stationary system in online without any experts knowledge. A fuzzy Lyapunov function was utilized to evaluate the closed-loop stability of their controller. Data uncertainty was handled and incorporated into knowledge domain by Fuzzy granular computation. However, diversity in data among different granules, and unmeasurable state variables was not considered.
Furthermore, an evolving neuro-fuzzy controller can also be developed by utilizing model predictive control methods as described in [21] , [22] , [23] . A radial basis function neural network based self-organizing controller was developed in [21] where the evolving neuro-fuzzy system was utilized to bound the modeling error uniformly for nonlinear systems. Besides, a fast gradient method was employed to minimize the computational cost of their online evolving model predictive control method. The Lyapunov theory demonstrated the closed-loop stability of their control method. However, their controller was not implemented in real-time application.
Until now, all the discussed evolving controllers have utilized univariate Gaussian function, which does not expose the scale-invariant property. Besides, they are not effective in dealing with non-axis parallel data distribution. To mitigate these shortcomings, we utilized a multivariate Gaussian functions based incremental learning machine algorithm called generic evolving neuro-fuzzy inference system (GENEFIS) [24] . In this work, GENEFIS is amalgamated with SMC technique to develop a self-evolving controller namely G-controller. In this work, main features of the proposed G-controller are as follows:
1) The controller's performance does not depends upon the plant dynamics or any other features of the plant. 2) No previous information or off-line training is required.
Thus, the controller starts self-construction from scratch with only one rule at the beginning, and then it adds, deletes, or merge rules to follow the desired trajectory. Besides, the application of a fast kernel-based metric approach helps to capture fuzzy set and rule level redundancy. 3) Integration of the Generalized Adaptive Resonance Theory+ (GART+) helps to upgrade the premise parameters with respect to input data distributions, and utilization of multivariate Gaussian function aids the controller to handle a variety of data generated from the sudden change in plants, or from uncertainties, environmental perturbations. 4) Adaptation law for the GENEFIS based G-controller's consequent parameters are derived from the SMC learning theory, which confirms a stable closed-loop control system. A robustifying auxiliary control term ensures uniform asymptotic convergence of tracking error to zero. Finally, the stability of the G-controller is proved using the Lyapunov function. 5) Successful evaluation of the proposed G-controller through implementing it into the simulated BIFW MAV, and hexacopter plant. The above-mentioned characteristics of the proposed selfevolving G-controller make them an appropriate candidate to control autonomous vehicles like BIFW MAV, quadcopter, hexacopter, octocopter with better accuracy than a standalone first principle based controller. Furthermore, the whole controller is developed using C programming language to make it compatible with all types of hardware, where their implementation is made publicly available in [25] . In the next subsection I-A, the recent implementation of FLS, NN, FNN based controller in autonomous vehicles are summarized.
A. Related Work
Autonomous vehicles express a complex mathematical model, where the incorporation of various uncertainties is very difficult, or not possible in some cases. The situation becomes worse, when those vehicles are highly nonlinear, under-actuated, or over-actuated like bio-inspired flapping wing micro air vehicle (BIFW MAV), quadcopter, hexacopter, octocopter unmanned aerial vehicles [26] . It is due to the associated uncertainties, and rarely available information or no information at all about the autonomous vehicles. As a consequence, in recent time research interest is increasing in employing model-free adaptive and self-evolving fuzzy and neuro-fuzzy controller to autonomous vehicles. A selforganizing adaptive fuzzy controller was developed in [27] to control a complex surface vehicle with uncertainties, and external perturbation. A robustifying auxiliary control term contributed to ensure closed-loop system stability of their controller. From simulation studies, better performance was observed from their fixed adaptive control techniques. However, a higher number of rules were generated to achieve desired tracking accuracy. In [28] , an adaptive fuzzy-PID controller was developed to control the attitude and altitude of a quadrotor. Though the TS-fuzzy system can approximate the plant's dynamics with uncertainties and unknown disturbances, their dependency of a static PID controller affected their performance to cope with sudden changes in plant dynamics.
An evolving fuzzy reference controller was proposed in [29] , which can partition the input-output space. It was able to identify the local controllers gain. The stability of their controller is yet to prove. In [30] , self-tuning of a twodegrees-of-freedom control algorithm was proposed based on an evolving fuzzy model. Their control algorithm consisted of a feedforward, and feedback loop. The feedforward part was derived from inversion of TS fuzzy model, which helped the system to follow the trajectory closely. An evolving fuzzy system with the ability to add, prune, merge, or split the clusters was utilized in the feedback loop of their controller. Nonetheless, their controller was applicable for single-inputsingle-output (SISO) systems only. In [31] , a Taylor Series Neuro Fuzzy (TaSe-NF) model based online self-evolving neuro fuzzy controller is developed. The local online learning of consequent parameters provided them a proper control mechanism, and the self-evolving structure provided satisfactory performance with minimum rules and no prior information about the plant. However, their controller's stability yet to be proved.
A direct evolving neural controller was developed in [32] by implementing a self-constructing radial basis function neural network (RBFNN), which can add or prune neurons online to adapt to plant condition. The closed-loop stability of their controller was guaranteed by Lyapunov stability theory. A self-organizing fuzzy controller is proposed in [33] , where the consequents are adapted at each selected topology, and membership functions were added online. After analysing the complete operating region of the plant the topology was modified, which raised their controllers robustness. However, their controller had a dependency of plants sampling period, which made them impractical in implementing real embedded UAV plants.
An interval type-2 fuzzy neural network based gain adaptive sliding mode controller was developed in [34] to control the attitude micro aerial vehicle. The sliding mode gain adaptive law was utilized to tune the parameters of the interval type-2 fuzzy neural network online. Better tracking accuracy was observed than the conventional adaptive sliding mode controller. However, the fuzzy controller can only tune its parameters, and unable to evolve their structure by adding or deleting rules. A self-organizing interval type-2 fuzzy neural network (SOIT2FNN) based controller was developed in [35] , and combined with a PD controller to control the attitude of a quadcopter Micro Aerial Vehicle (MAV), where the SOIT2FNN was able to learn the inverse model of quadcopter online. Besides, it could minimize the model errors and external disturbances. Nonetheless, due to their dependency on static PD controller, they were affected by sudden changes in plant dynamics.
To deal with the uncertainties exists in the nonlinear complex FW MAV model, a radial basis function neural network (RBFNN) was utilized in [36] . The stability of their closed loop control system was verified through Lyapunov stability theorem. By selecting appropriate control variables, a good trajectory tracking performance was observed from their simulation results. However, their control technique was not self-evolving in nature. A fuzzy controller namely hybrid adaptive fuzzy controller (HAFC) was developed in [14] to control a dragonfly-like FW MAV. Their HAFC was able to tune its parameters by using the hybrid adaptive law to minimize the tracking error. The simulation results of the HAFC were compared with a direct adaptive (DA) method based fuzzy controller (DAFC). Better tracking performance was observed from the HAFC than the DAFC. However, their controller was constructed by the batch learning process, therefore static in nature. A Spiking Neural Network (SNN) based controller was developed for an FW MAV called RoboBee in [37] , where they had utilized a rewardmodulated Hebbian plasticity mechanism to adopt a leaky integrate-and-fire spiking neural network in flight. In [38] , an online self-organizing neural controller was combined with a conventional controller to track the desired trajectory of a simulated helicopter plant, while performing highly nonlinear maneuvers. In their dynamic radial basis function network, a Lyapunov based adaptation law was integrated with the neuron growing and pruning mechanism, which ensured the closed-loop stability and desired tracking accuracy. A selfconstructing neuro-fuzzy controller was proposed in [39] to track the desired attitude of a quadcopter, which can add, and delete rules online. Integration of a projection based adaptation law handled the drift, and singularity problem in antecedent parameters. However, due to their rule growing mechanism comparatively higher number of rules were generated online, which made them computationally costly.
To adapt the consequent parameters of various self-evolving neuro-fuzzy controllers, sometimes gradient-based algorithms are utilized. These gradient-based algorithms perform better only with those plants, where a slow variation in their dynamics is observed. Besides, some gradient-based algorithms namely dynamic backpropagation includes partial derivatives, which may slow down the convergence speed, especially in case of complex search space. In addition, the tuning procedure may be trapped into a local minimum in backpropagation methods as explained in [40] . As a solution to these problems, evolutionary approaches are proposed in [41] . However, the stability of such controller is questionable. To overcome these issues, sliding mode control (SMC) theory based algorithms were proposed to tune the consequent parameter of various FLS, NN, FNNs in [42] , [43] , [44] , [45] . An SMC theory based adaptive and online neuro-fuzzy-PID controller was developed in [46] , which exhibited an improved performance than standalone PID controller. Since the adaptation laws are derived from the PID controller part, without the PID controller, the neuro-fuzzy controller was unable to tune its parameters.
To mitigate the shortcomings of the existing self-evolving neuro-fuzzy controller, in this work a novel self-evolving controller namely G-controller is developed in guiding various autonomous vehicles. The evolving architecture of the controller is inspired by the incremental learning algorithm called GENEFIS [24] , and the consequent parameters are adapted utilizing SMC theory based learning algorithm. Unlike the evolving neuro-fuzzy controllers discussed in the literature, the integration of GART+ with a four-stage checking to evolve rules provide a very quick response, and reduce the computational complexity by pruning unnecessary rules. Instead of predefined values, the sliding parameters in the SMC theory is also self-organizing in this work. To the best of our knowledge, such evolving sliding parameters are never utilized before in any of the existing evolving neuro-fuzzy controllers.
The organization of rest of this paper is as follows. Section II describes the problem associated with two autonomous vehicles namely BIFW MAV, and hexacopter in tracking the trajectory accurately. The self-evolving architecture of the GENEFIS based G-controller is explained in Section III. Section IV represents SMC learning algorithm based adaptation of the proposed G-controller. The results are summarized, and analysed in Section V. Finally, the paper ends with the concluding remarks encompassed in Section VI.
II. PROBLEM STATEMENT
Modelling and control of BIFW MAV is one of the latest research topics related to the field of autonomous Unmanned Aerial Vehicles (UAVs). BIFW MAV exhibits some advanced characteristics like fast flight, vertical take-off and landing, hovering, and quick turn, and enhanced manoeuvrability when compared to similar sized fixed and rotary wing UAVs. To observe these features from a BIFW MAV, an advanced control mechanism is a must need. To take the challenge, our proposed G-controller is implemented in a bio-inspired (BI) dragonfly-like four wings simulated MAV plant developed by the Defence Science and Technology Group (DSTG) as described in [47] . The simulated BIFW MAV plant saves the time and expenses to set-up for experimental flight test. The high level architecture of the BIFW MAV flight simulator is exposed in Fig. 1 .
In the flight simulator, four actuators are denoted by 'Actuator 1', 'Actuator 2', 'Actuator 3', and 'Actuator 4' as shown in amplitude (in rad), F4 presents the mean angle of attack (in rad), F5 is the amplitude of pitching oscillation (in rad), F6 is the phase difference between the pitching and plunging motion, F7 is the time step (in sec), F8 is the kappa set as zero in the plant. By altering these flapping parameters, from this flight simulator various mission profile or manoeuvrability such as take-off, rolling, pitching, and yawing of an BIFW MAV can be analysed. To find the dominant flapping parameter, a parametric analysis is accomplished in this work. It is found that the flapping amplitude is the most dominant among the eight parameters to control the BIFW MAV. By tuning the flapping amplitude the take-off, rolling, and pitching motion is observed. Only for the yawing motion flapping phase needs to be tuned. Tuning of these parameters and their effect on various manoeuvring is summarized in TABLE I.
The force generated by each actuator (F ri ) is supplied to the 'Forces & Moments' block of the Fig. 1 . Besides the four forces from four actuators (F r1 , F r2 , F r3 , F r4 ), the mass and Direction Cosine Matrix (DCM) is also fed to the 'Forces & Moments' block. This block supplies the required force (F) and moment (M) to the rigid body dynamics of the simulator based on the relative airflow acting on each wing and the commanded actuator speed. The wing kinematics were modelled utilizing the derivation explained in [48] , [49] , [50] , where it was considered that the wing was flapping in an inclined stroke plane with a certain angle. In the simulator, to express the MAV's flapping profile the flapping angle (φ) is presented in a sinusoidal form as follows:
where φ a is the flapping amplitude in radian, f is the flapping frequency in Hz, t is the time is second. Besides, the angle of attack (A aoa ) can be expressed as:
where A mn is mean angle of attack in radian, A p is amplitude of pitching oscillation in radian, dt is time step in seconds, and Ψ is the phase difference between the pitching and plunging motion. All the four wings of the BIFW MAV follows the same flapping profile. Now in the 'Forces & Moments' block M is actually a summation of four momentums of four different actuators, which can be expressed as: Each of these moments
is actually the torque induced in each wing based on the relative airflow acting on each of them. The individual momentum of each wing can be expressed as:
where On the other hand, F is actually a summation of four forces of four different actuators along with the gravitational force, which can be expressed as:
where, m is the mass, g is the acceleration due to gravity. Finally, in the 'Rigid Body Dynamics' block the forces and moments are converted into the body coordinate system, and all the required body states like three dimentional rotational displacements (roll(φ), pitch(θ), yaw(ψ)), velocities (ω bx , ω by , ω bz ), and accelerations
dt ) are obtained, and the MAV states are updated. The complete mathematical model of the BIFW MAV dynamics is written in C code and MATLAB m file, where the C code is called using Simulink S-function. The complete BIFW MAV simulator with the necessary files describing the dynamics is made publicly available in [25] . In addition, the development of hardware construction of the above described BIFW MAV plant is going on at this moment by the DSTG group. Their developed flapping wing-actuation system is shown in the supplementary document. After successful completion of the construction, our proposed G-controller will be implemented in hardware, since the G-controller is compatible with their hardware.
Besides the BIFW MAV, another autonomous vehicle namely hexacopter, a rotary wing UAV is considered in this work. The simulated hexacopter plant is developed by UAV laboratory of the UNSW at the Australian Defence Force Academy. The model is of medium fidelity and contains both full 6 degrees of freedom (DOF) rigid body dynamics and non-linear aerodynamics. The hexacopter simulated plant introduces two extra degrees of freedom which are obtained by shifting two masses using two aircraft servos with each mass sliding along its own rail aligned in longitudinal and lateral directions respectively, which makes the plant an overactuated system. The top-level diagram of this over-actuated simulated plant is exhibited in Fig. 2 .
The 'attitude controller' block consists of inner loop and outer loop controllers. In outer loop, our proposed G-controller is utilized and PID is used in inner loop. The altitude or height, the moving-mass based shifting of center of gravity in X and Y axis (CG X , and CG Y ) is controlled by the G-controller. Therefore, G-controllers are utilized in 'outer loop controller', 'Height controller', 'CG X controller', 'CG Y controller' blocks in Fig. 2 . The 'control mixing' block converts the attitude (roll and pitch), yaw, and thrust commands coming from the controller to motor speed commands. This is done using a simple linear mixing arrangement based on the relevant positions of each rotor. The 'forces and moments' block calculates the thrust and torque of each rotor based on the relative airflow acting on each rotor and the commanded motor speed. The thrusts and torque of each rotor are then added together to give the total vertical force (F z) and yawing torque (N ) of the hexacopter. The thrust of each rotor is multiplied by the appropriate moment arms to calculate the rolling (L) and pitching moments (M ) acting on the airframe. The thrust, yawing torque and rolling and pitching moments are then fed to the rigid body dynamics block so that the hexacopter state can be updated. The above explained plant is also being converted into hardware at the UAV laboratory of UNSW@ADFA. The airframe components and basic structure of the hexacopter is exhibited in Fig. 3 . After the accomplishment of the construction, our proposed controller will be instrumented in that hardware.
Deriving a proper mathematical model of such highly nonlinear, complex, and over-actuated micro air vehicles are extremely difficult, where insertion of uncertainties and unknown disturbance is more challenging, or impossible in some cases. Thus, a controller that performs accurately with a minimum or no knowledge about the system is much needed in dealing with such autonomous vehicles. Being model-free and self-evolving data-driven, our developed G-controller is an appropriate candidate. Besides, the computational cost of our proposed controller is very low, where it maintains better tracking performance. The self-evolving architecture of our proposed G-controller is elaborated in the next section.
III. ARCHITECTURE OF THE SELF-EVOLVING G-CONTROLLER
The self organizing mechanism of the G-controller is adopted from GENEFIS developed in [24] . GENEFIS is a TS FLS that features multidimensional membership functions in the input space where the contours are ellipsoid in arbitrary positions. Each estimated one dimensional membership functions represent a portion in the input space partition by assigning the Gaussian function's own center and width. Concurrently, our GENEFIS based G-controller is generating 1st order firstorder polynomials as consequent parts of the fuzzy rules. In G-controller, a typical fuzzy rule can be expressed as follows:
where R i represents the i − th rule (membership function) constructed from a concatenation of fuzzy sets and epitomizing a multidimensional kernel, k denotes the dimension of input feature, Z is an input vector of interest, a i is the consequent parameter, ζ k is the k − th input feature. The predicted output of the self-evolving model can be expressed as:
In Eq. 10, Θ i is the centroid of the i − th fuzzy rule Θ i ∈ 1×j , Σ i is a non-diagonal covariance matrix Σ i ∈ k×k whose diagonal components are expressing the spread of the multivariate Gaussian function, and k is the number of fuzzy rules.
A. Statistical Contribution Based Rule Growing Mechanism
The Datum Significance (DS) method developed in [51] is utilized as a rule growing mechanism in G-controller. In our work, the original DS method is geared into the multivariate Gaussian membership function and polynomial consequents, which is the crux of GENEFIS [24] . The integration of the multivariate Gaussian membership function into the original DS method can be observed in our work as follows:
(11) where D sgn denotes the the significance of the n − th datum, Z n is the current input to the controller in a closed-loop control system Z n ∈ , and H(Z) is the range of input Z. In a closed-loop control system, error (e) indicates the difference the desired reference and plant's output, which is usually fed as input to the controller. Whereas, error e rn mentioned in Eq. 11 is difference from the input error (e). The error e rn can be expressed as:
where tr n is the target, which is plant's output in our proposed G-controller, and η n is control output from the G-controller at n − th episode. After applying k−fold numerical integration to Eq. 11, the following is obtained:
When the statistical contribution of the datum is higher the existing rules it becomes an appropriate candidate to be a new rule. Therefore, the DS criterion can be amended mathematically as follows:
When a sample lies far away from the nearest rule, a high value of D sgn may obtain from Eq. 14 even with a small value of e rn . In such situation, generalisation capability of the self-evolving neuro-fuzzy controller remains good without the addition of any new rules. Therefore, a high value of D sgn does not always indicate the necessity of a rule evolution. On the other hand, a high value of e rn may obtain in case of an overfitting phenomenon. In such case, the addition of a new rule may worsen the overfitting phenomenon. Thus, a separation is needed in Eq. 14 to cover two above mentioned discernible situation.
To overcome an overfitting scenario, it is important to monitor the effect of a newly injected sample on e rn , since the structural learning is not occurring in every observation. In other words, the rule growing mechanism is probably turned on when the rate of change of e rn is positive. In this work, the mean and variance of e rn is measured by recursively updating e rn and standard deviation [52] as follows:
Whenē rn +σ 2 rn − (ē rn−1 +σ 2 rn−1 ) > 0, the DS criterion is simplified in our work as follows:
The condition in expanding the rule base utilizing Eq. 17 is D sgn ≥ g, where g is a predefined threshold. Eq. 17 represents an encouraging generalization and summarization of the datum, since a new rule can omit possible overfitting effects. Besides, this DS criterion can predict the probable contribution of the datum during its lifetime.
B. Statistical Contribution Based Rule Pruning Mechanism
The Extended Rule significance (ERS) method was put forward by [51] . The ERS concept appraises the statistical contribution of the fuzzy rules when the number of observations is approaching infinity. The default ERS theory is not possible to integrate directly into GENEFIS's learning platform due to the incompatibility of default ERS concept with the NN. Numerous modifications are made in ERS theory to fit them with GENEFIS based G-controller. In this work, the concept of statistical contribution of the fuzzy rules can be expressed mathematically as follows:
From Eq. 18, it can be anticipated that the contribution of the fuzzy rules is a summary of the total contribution of input and output parts of the fuzzy rules, where E i is expressing the modified version of original input contribution explained in [51] , [53] , and δ i is explicating the contribution of output parameters. Usually, inverse covariance matrix Σ
−1 i
in Eq. 19 has a smaller size than that of Z, which necessitates an amendment in Eq. 19 as follows:
By using the k−fold numerical integration, the final version of ERS theory can be expressed as:
When E i inf ≤ k e , it is presumed that the clusters cannot capture the latest incoming data to the G-controller in the closed-loop control cycle. It can be deduced that the hypervolume of the triggered cluster indicates the significance of the fuzzy rule. Thus, when the volume of the ith cluster is much lower than the summation of volumes of all cluster, that rule is considered as inconsequential. Such a rule is pruned to protect the rule base evolution from its adverse effect. In this work, k e exhibits a plausible trade-off between compactness and generalization of the rule base. The allocated value for δ is δ = [0.0001, 1], and k e = 10% of δ.
C. Adaptation of Rule Premise Parameters
Generalized Adaptive Resonance Theory+ (GART+) [54] is used in G-controller as a technique of granulating input features and adapting premise parameters. It is observed that GART [55] and its successor improved GART (IGART) [56] suffer from a category growing problem. In GRAT the compatibility measure is done utilizing the maximal membership degree of a new datum to all available rules. In first round if the selected category expresses a higher membership degree than a predefined threshold ρ a , then it is declared as winning category and the match tracking mechanism is executed. However, the first round winning category fails to beat the match tracking threshold ρ b , which deactivates that category and increases the value of threshold ρ a to find a better candidate. A larger width is required in the next selected category to cope with the increased value of ρ a . Otherwise, it fabricates a new category. Nonetheless, a category with larger radii may contain more than one distinguishable data clouds and thereby marginalizing the other clusters in every training episode. In incremental learning environment this effect is known as cluster delamination [57] , pictorially exhibited in Fig. 4 . To relieve from the cluster delamination effect, in GENEFIS based G-controller the size of fuzzy rule are constrained by using GART+, which allows a limited grow or shrink of a category.
1) Improved Selection procedure of winning Category:
To determine the most compatible or winning category Bayes's decision theory is utilized in GART+ [54] . To stimulate a more appropriate selection of the winning category, the Bayesian concept does not only consider the proximity of a category to the inserted datum, but also the dominance of the category with respect to the other categories through the category prior probability. That is, the category prior probability can count the number of samples falling in the outreach of the category, and is expressed as follows:
where N i indicates the number of times that ith category or fuzzy rule wins the competition. When a new input datum to the controller finds two categories with almost similar distance but with different population number, Bayes's decision theory assists to select the category with more data points and declared it as a winning category. In the proposed G-controller, posterior probability of the ith category can be represented as follows:
wherep r (ψ i |Z) andP r (ψ i ) represents the likelihood and the prior probability correspondingly. The likelihood can also be elaborated as follows: 
where V i determines the estimated hyper-volume of feature space covered by the ith category, which can be expressed as:
The Bayesian concept presented in Eq. 23 is implemented in G-controller, which can be interpreted as follows: 1) When a new sample is adjacent to existing categories, it causes a higher likelihood expressed by Eq. 24. 2) A category with a large volume is forced to divide its volume in Eq. 24, as a consequent it delivers a lower value of the posterior probability 23. This is important particularly to avoid large span clusters and to decrease the likelihood of cluster delamination effects. 3) According to 22, categories surrounded by more incoming data samples are more worthwhile, which inflicts a high value of posterior probability. 2) Vigilance Test: There are two goals to perform the vigilance test. The first goal concerns about the capability of the winning category to accommodate a new datum. The second goal is to reduce the size of the category, where a rule is not allowed to have a volume higher than the threshold V max , that is calculated from
The vigilance test is a way to rule deletion, update, or evolution where it needs to be satisfied four different conditions as presented below:
Case I: R win ≥ ρ a , V win ≤ V max (26) where R win is the membership degree of the winning rule to seize the latest datum. More importantly, the condition in Eq. 26 is indicating the capability of the selected category to accommodate the newest datum and emphasizing on the limited size of a category. In our proposed G-controller ρ a is set close to 1. Contrarily, the value of ρ b is set as [0.0001, 0.1]. Then the adaptation mechanism of focal point Θ i , and the dispersion matrix Σ i is generated by the equations as follows:
where α can be expressed as follows:
where N old win denotes the number of training samples populating the winning cluster.
Besides, a major advantage of utilizing Eq. 28 is the prompter update of the dispersion matrix (inverse covariance matrix), since a direct adjustment of the dispersion matrix is occurring without the necessity to re-inverse the dispersion matrix [58] . Concerning the conditions in 26, some pertinent likelihoods may emerge in the rehearsal process and they are outlined as follows:
Case II: R win < ρ a , V win > V max In this circumstance, the input data to the G-controller cannot be touched by any existing rules of the controller, since the inserted input data is hardly covered by any rules. The statistical contribution of the datum needs to be calculated by DS-criterion. When both conditions are satisfied, a new rule is generated and its parameters are assigned as follows:
where the value of is 0.5. Equation 32 ensures a sufficient coverage of the newly added rule, which is proved in [59] . It helps GENEFIS to explore untouched regions in the feature space fitting a superfluous cluster at whatever point a relatively unexploited region or knowledge is fed, which is a mandatory element to confronting possible non-stationary and evolving qualities of the self-evolving control system. Note that proper initialization of inverse covariance matrix plays a crucial role to the success of multivariate Gaussian fuzzy rule. Although it meets the −completeness criterion, Equation 32 requires re-inversion phase which sometimes leads to instability when the covariance matrix is not full-rank. As an alternative, the inverse covariance matrix can be initialized as:
where k f s is a user-defined parameter, and I is an identity matrix. Case III: R win ≥ ρ a , V win > V max This situation is indicating the capability of existing rule base to cover the current data easily. However, the width of the chosen cluster is oversized. This datum creates a redundancy when added to the rule base. To mitigate the adverse impact, one of the solutions is to replace the selected cluster merely by this datum. Then the fuzzy region is eased as follows:
where k win is a constant with a value of 1.1, and the width of the cluster is reduced until a desirable fuzzy region is obtained while satisfying V win ≤ V max . Case IV: R win < ρ a , V win ≤ V max The same action is taken as in Case I, i.e., the adjustment process is executed to stimulate the category to move towards the incoming input data.
IV. SMC THEORY-BASED ADAPTATION OF
G-CONTROLLER In our work, an advanced self-evolving neuro-fuzzy system called GENEFIS is utilized to build the evolving structure and adapt premise parameters of the proposed G-controller, where the integration of multivariate Gaussian function and GART+ method helps the controller to reduce the structural complexity and to adapt with sharp changes in autonomous vehicle's plant dynamics. On the other hand, being robust enough to guarantee the robustness of a system against external perturbations, parameter variations, unknown uncertainties, the SMC theory is applied in our work to adapt the consequent parameters of the G-controller. In SMC scheme, the motion of a system is restricted to a plane known as sliding surface. In this work, the SMC learning theory-based adaptation laws are developed to establish a stable closed-loop system. By following the regulations of SMC scheme as explained in [60] , [61] , [62] , the zero dynamics of the learning error coordinate is defined as time-varying sliding surface as follows:
The sliding surface for the highly nonlinear over-actuated autonomous vehicles namely FW MAV, and hexacopter plant to be controlled is expressed as:
where,
α1 ,e is the error which is the difference between the actual displacement from the plant and desired position in case of altitude control. In this work, in case the BIFW MAV plant, the sliding parameter α 1 has initialized with a small value 1 × 10 −2 , whereas α 2 has initialized with 1 × 10 −3 , and α 3 ≈ 0. Each of the parameters is then evolved by using learning rates. These learning rates are set in such a way so that the sliding parameters can achieve the desired value in the shortest possible time to create a stable closedloop control system. A higher initial value of the sliding parameters is avoided, since it may cause a big overshoot at the beginning of the trajectory. It can be abstracted that, to make our proposed G-controller absolutely model free, these sliding parameters are self-organizing rather than predefined constant values.
Def inition : After a certain time t k a sliding motion will be developed on the sliding manifold S ssr (u g , u) = u ARC (t) = 0, where the state S ssr (t)Ṡ ssr (t) = u ARC (t)u ARC (t) < 0 to be satisfied for the whole time period with some nontrival semi-open sub-interval of time expressed
It is expected to produce such online adaptation of consequent parameters of the proposed G-controller that the sliding mode condition of the aforestated definition is enforced. The adaptation process of the proposed method is summarized below. Theorem 1. The adaptation laws for the consequent parameters of the G-controller are chosen as:
where the term G(t) can be updated recursively as follows: 
where n is the number of inputs to the controller, and R is the number of generated rules. These adaptation laws guarantee a stable closed-loop control system, where the plants to be controlled can be of various order.
P roof : The sliding parameter dependent robustifying auxiliary control term of the proposed controller can be expressed as follows:
The robustifying auxiliary control term u ARC may suffer from high-frequency oscillations in the control input. It is an undesirable phenomenon in sliding mode controller and known as chattering effect. Due to simplicity, saturation or sigmoid functions are mostly used to reduce the chattering effect. In this work, a saturation function is utilized to mitigate the adverse effect of chattering.
The G-controller's final output signal can be expressed as follows:
The overall control signal as observed in Fig.(5) can be obtained as follows:
The cost function can be defined as:
The gradient of J with respect to ω is as follows:
The derivative of Eq. (48) is as follows:
From Eq. (49), it is observed thatĠ(t) is a negative definite and G(t) is decreasing over time, therefore G(t) ∈ l ∞ . Now executing the time derivative of Eq. (45) and utilizing Eq. Fig.  6 (a) (40), (41), (42), and (46) the following is obtained:
1) Stability Analysis: Def inition : FLS is known as a general function approximator. Therefore, in this work it is assumed that without loss of generality there exists a ω * such that:
where ε *
T ∈ k is the minimal functional approximator error. In this work, the following is defined:ω
In addition:
Lemma 1 :
This is indicating that G −1 (t)ω(t) is not altering with respect to time, and therefore
Since G(t) is decreasing andω(t) ∈ l ∞ ,ω(t) ∈ l ∞ . In this work the following Lyapunov function is considered:
The time derivative of the Lyapunov function is as follows:
From Eq. 56, and Eq. 57, it is observed that V (t) > 0, anḋ V (t) ≤ 0. In addition, Eq. 57 shows thatV (t) = 0, if and only if e(t) = 0. It is indicating that the global stability of the system is guaranteed by the Lyapunov theorem. By utilizing Barbalat's lemma [63] , it can also be observed that e(t) → 0 as t → ∞. It is ensuring the asymptotic stability of the system. Thus, a convergence of the system's tracking error to zero is witnessed.
V. RESULTS AND DISCUSSION
In this work, the self-evolving generic neuro-fuzzy controller namely G-controller is attempted to control of autonomous vehicles online. As mentioned in Section II that the G-controller is utilized in controlling a BIFW MAV and a hexacopter UAV. In case of the BIFW MAV, various altitude trajectory tracking is observed to evaluate the controller's performance, whereas, in hexacopter, not only the altitude but also the attitude tracking is witnessed. Being an evolving controller, the G-controller can evolve both the structure and parameters. The observed evaluation procedure from the G-controller's performance is explained in the following subsection V-A.
A. Evaluation Procedure
The proposed G-controller has the capability of evolving the structure by adding or pruning the rules like many other evolving controllers discussed in the subsection I-A. However, unlike the existing evolving controller, GRAT+, multivariate Gaussian function, SMC learning theory based adaptation laws are combined in the G-controller. From the amalgamation of such advanced features, the faster self-evolving mechanism is recorded with a lower computational cost. In controlling the altitude and attitude of the highly nonlinear and complex autonomous vehicles discussed in Section II, the activation of only the rule growing mechanism was sufficient. Due to the evolving nature of the G-controller, the fuzzy rules are generated in different time steps for different reference signals. This rule generation of the G-controller with respect to various desired altitude of BIFW MAV are compiled in a table provided in the supplementary document. To understand graphically, the number of generated rules for various trajectories of BIFW MAV and Hexacopter are plotted and disclosed in Fig. 12. 
B. Results
The G-controller's performance is observed with respect to various reference signals, and the results are compared with a TS fuzzy controller [64] , and a Proportional Integral Derivative (PID) controller. Our source codes are made publicly available in [25] . In case of the BIFW MAV, variety of desired trajectories were utilized in the closed-loop control system to evaluate controllers performance for 100 seconds, such as: 1) a constant altitude of 10 meters expressed as Z d (t) = 10; 2) three different step functions, where one of them is varying its amplitude from 0 m to 10 m, another is from 5 m to 10 m, and the other one is varying from -5 m to 5m, presented as The performance of various controllers for a step function Z d (t) = 5u(t) + 5u(t − 20) is observed in Fig. 6 , where our proposed G-controller outperformed the PID, and TS fuzzy controller. The performance of the trajectory like square wave pulse with an amplitude of 4 m and frequency of 1 Hz is observed in Fig. 7 , where comparatively improved performance is witnessed from our developed G-controller. In case of this trajectory the TS fuzzy controller fails to follow the trajectory. Therefore, the comparison only between the PID and G-controller is exposed in Fig. 7 , where the Gcontroller has beaten the PID controller in terms of accuracy. In case of all the trajectories for BIFW MAV exposed in this paragraph, superior performance is visualized by our proposed G-controller. To observe the controllers performance deeply, the root mean square error (RMSE), rising time, and settling time of all the controllers for various reference signals are measured and summarized in TABLE II, where the lowest RMSE is inspected from the G-controller. Since the G-controller starts operating from scratch with an empty fuzzy set, the rising time is comparatively higher than the PID controller. However, comparatively lower settling time is indicating the proposed controllers ability to back to the desired trajectory sharply.
A wind gust is added to the BIFW MAV plant dynamics to check the robustness of our proposed G-controller against unknown perturbations and uncertainties. This simulated wind gust has a maximum velocity of 40 ms −1 and is applied to the plant after 2 seconds. In the presence of the wind gust, some of the trajectory tracking performances of the controllers are manifested in Fig. 9 , where an insignificant deterioration in tracking is observed at the beginning. However, this adverse effect has been minimized very sharply by the G-controller. The RMSE by considering the effect of wind gust are also tabulated in TABLE II.
Furthermore, the G-controller has been utilized to control altitude, the outer loop of attitude (roll and pitch) of the simulated over-actuated hexacopter plant developed in ADFA and results are compared with a PID controller. In case of controlling the altitude, the controllers are employed to control the thrust of the control-mixing box of the plant. Due to the addition of the moving mass, the rolling motion is not only controlled by the velocity in Y-axis (v y ) generated by the motors, but also the mass moving in the Y direction due to their Center of Gravity (CG) shifting capability. Our proposed controller has been employed in both facts to control the rolling motion. Similarly, to control the pitching motion of the hexacopter, the G-controller has been used to control both the velocity in X-axis (v x ) and the mass moving in the X direction. The altitude tracking performance of hexacopter for various trajectories has been observed in Fig. 10 , whereas the tracking of rolling and pitching is exhibited in Fig. 11 . In all cases, better tracking has been monitored from the Gcontroller than that of PID controller. The RMSE, rise time, and settling time has been calculated for all the trajectories of the hexacopter and outlined in a TABLE provided in the supplementary document, where lower RMSE is perceived from the proposed G-controller. Besides, the settling time of the G-controller is much lower than that of the PIDs, which clearly indicates their improvement over the PID controller.
C. Discussion
Unlike the PID and TS fuzzy controller, the G-controller starts the self-construction online with an empty fuzzy set at the beginning of the closed-loop control system. Whereas, the PID and TS fuzzy controller start operating with their pre-set control parameters. In case of the PID controller, control parameters (proportional gain K p , integral gain K i , and differential gain K D ) are obtained offline before starting the closed-loop control operation. The TS fuzzy controller consists of five rules, where univariate Gaussian membership functions are utilized in each rule. To obtain the antecedents and consequent parameters of the rules, the fuzzy controller is trained with the PID controller's input and output datasets. It is clear that in both PID and TS fuzzy controllers the parameters are fixed before the starting of the closed-loop control system. On the contrary, in G-controller not only the GENEFIS but also the parameters of the sliding surface are evolving. Those sliding parameters are initialized with a very small value, then evolved to a desired value by using different learning rates. These rates are varied with respect to the corresponding plants, and desired actions. To the best of our knowledge, this approach of evolving the sliding parameters is never utilized before in any of the existing evolving neuro-fuzzy controllers. It makes the proposed G-controller a fully selfevolving controller. Step function 
VI. CONCLUSIONS
The G-controller developed in this work is an entirely model-free approach and self-evolving in nature, i.e. it can alter its structure, and system parameters online to cope with changing dynamics of the plant to be controlled. Besides, the synthesis of SMC theory based adaptation laws improve its robustness against various internal and external uncertainties. These desirable features make the G-controller a suitable candidate for highly nonlinear autonomous vehicles. In this building the structure from scratch with an empty fuzzy set in the closed-loop system. It causes a slow response at the very beginning of the loop, which is a common phenomenon in any self-evolving controller. However, due to the integration of GRAT+, multivariate Gaussian function, SMC learning theory based adaptation laws, the self-evolving mechanism of the G-controller is faster with a lower computational cost. In addition, wind gust has been added to the BIFW MAV plant as environmental uncertainties to evaluate the G-controller's robustness against unknown perturbations, where satisfactory tracking of the desired trajectory proves the proposed controller performance to eliminate various uncertainties. Thus, the G-controller's stability is confirmed by both the Lyapunov theory and experiments. In future, the controller will be executed through hardware-based flight test of various unmanned aerial vehicles.
