Dependability estimates showed that test scores are not equally dependable for all placement groups and are rather undependable for two out of the four placement groups. Factor analysis of test scores for the placement groups showed that though two-factor solutions were the best solutions for the different groups, there were differences in the way the subtests loaded in the different groups, with progressively fewer subtests loading on the second factor as ability increased. This finding led to the extension study with cluster analysis which showed that a number of students might have been differently placed if subtest scores were used to place them.
I Introduction
While research on statistical procedures for examining the reliability and validity of norm-referenced ESL or EFL tests has been proliferating, relatively little research on similar procedures for criterion-referenced (CR) language tests (for definitions of CR tests, see Cartier, 1968; Glaser and Nitko, 1971; Nitko, 1984; and Popham, 1978) has been conducted (for exceptions in language testing, see Brown, 1989 Brown, , 1990 Hudson, 1989; Hudson and Lynch, 1984;  and for exceptions in educational measurement, for example, see Berk, 1980 Berk, , 1984 (Kunnan, 1990 Swaminathan, Hambelton and Algina (1973) , the Huynh (1976) , the Subkoviak (1975) and the Marshall-Haertel (1976) methods. Subkoviak (1984, 1988) (1980) , applying G-theory (Brennan, 1983; Cronbach, Gleser, Nanda and Rajaratnam, 1972) , provides a O (k) index, an index of dependability for CR tests, where k equals the cut score. This index can be interpreted with assistance from the signal to noise ratio related to it. However, the sensitivity of this index to the cut score has been criticized by Shavelson, Block and Ravitch (1972) though this is a feature of the index that makes it suitable for assessing the absolute decisions of classification in CR testing. Hudson (1989) (Crick and Brennan, 1982) , which requires a balanced design for all sections for computing generalizability statistics, could be used.
Procedures
Distributions, correlations, reliabilities, exploratory factor analysis and cluster analysis were done using SPSS-X on the 3090 mainframe computer at UCLA. The po and K estimates, were calculated manually, while all the other CR dependability estimates were computed by using GENOVA (Crick and Brennan, 1982) Coefficient K estimates are noticeably lower than the p° coefficients because they are corrected for chance agreements (as though there were more than one administration). In addition, they are ordered differently from the fit coefficients for the different class groups, with the agreement higher for the high ability group and lower for the lower ability group. A second observation is that both reliability and dependability (Kaiser, 1974) ; only the 33B and 33C groups had marginally less adequate sampling.
Several extraction methods were used for all the groups: the principal axes factoring, alpha factoring and unweighted least squares. After initial factor matrices and rotated matrices of all extractions were examined, it was decided to use the alpha factoring method. This was because no computation problems were encountered with the alpha factoring extractions and because the principal axes factoring (PAF) extraction terminated due to communalities of variables exceeding 1.0 and the unweighted least squares extraction had problems with the degrees of freedom not being positive. In cases where solutions from two or all three extractions were available, the differences in solutions produced by the different extractions were minimal.
In addition, alpha factoring was preferred because it is based on principles similar to G-theory. Kim and Mueller (1978) state that in alpha factoring '... variables included in the factor analysis are considered a sample from the universe of variables, while assuming that these variables are observed over a given population of individuals ' (1978: 26) . Computationally, too, the alpha factoring method offers a good choice: Kaiser and Derflinger (1990) state that it is a psychometric method rather than a statistical method, and it 'treats the number-of-factors question more sensibly, ... (and) is numerically better behaved ' (1990: 32) .
In actual computation, the communality estimates given by the square multiple correlations are used first, followed by an adjustment of the matrix following the assumption that the observed variables are only a sample from the universe of variables. The variables are rescaled according to the communality and the iteration process continues until the communalities converge.
After it was decided to use the alpha factoring method, the problem of number-of-factors to be extracted arose. The initial decision about the appropriate number of factors to be extracted was made after scrutinizing the eigen values obtained from the initial extraction using the criteria of substantive importance and the scree-test. Several numbers of factors were then extracted, and oblique rotated factor structures were examined to determine if factors were correlated. For those solutions in which interfactor correlations were small, orthogonal rotations were performed. The final determination regarding the number of factors and the best solution was made on the basis of two criteria, simplicity and interpretability. Simplicity was evaluated by examining the factor loadings for salient loadings and interpretability by evaluating the extent to which salient factor loadings corresponded to the sections of the test. Only the final interpretable factor solutions and related statistics are presented here.' Tables 8 to 12 present factor solutions for the different groups. Table 8 Exploratory factor analysis: 33A group, factor structure matrix (oblique rotation) Table 9 Exploratory factor analysis: 33B group, rotated factor matrix (orthogonal rotation) 1 Table 10 Exploratory factor analysis: 33C group, rotated factor matrix (orthogonal rotation) - Table 12 Exploratory factor analysis: total group, rotated factor structure (orthogonal rotation)
For each of the four class groups and the total group, two-factor solutions were the most parsimonious and interpretable. All solutions except that for the 33A group were orthogonal. Table 13 summarizes all solutions for all groups, and shows the differences in factor structures of the NESLPE for the different groups. For the 33A group, the two-factor oblique solution shows that though the listening and grammar subtests loaded on the same factors, the two reading subtests loaded on separate factors. The interfactor correlation was moderately high (.424). The two-factor orthogonal solution for the 33B group produced another pattern, in which the listening subtests loaded on separate factors. The twofactor orthogonal solution for the 33C group show that one subtest of each of the listening and reading loaded on the second factor and for the 35 and exempt group only one subtest of the grammar loaded on the second factor. At the bottom of the table, for the total group, the two subtests of listening loaded on one factor while the reading and grammar subtests loaded on the other factor.
From the point of view of the skills, the two listening subtests loaded on the same factor for three groups (33A, 35 and exempt, and the total groups) but on separate factors for the 33B and the 33C groups. The reading subtests loaded on the same factor for all groups except for the 33A and 33C groups and the grammar subtests loaded on the same factor for all groups except for the 35 and What these figures here give us in an indication of how placements can differ if they are based on section scores rather than on the total score. Thus, the use of section scores might be a more accurate procedure to consider for placement especially because the factor structure of the placement groups is different for each group, thus, making a composite score less reliable for placement.
V Conclusion
The dependability estimates of the NESLPE showed that dependability for the total group was different from the estimates for the four ESL class groups. Furthermore, it showed that the dependability of domain scores was the lowest for the 33C and 35 and exempt groups. Thus, this analysis showed that test scores are not equally dependable for all groups and are very undependable for two out of the four groups. These low dependability estimates for the two groups could be due to less accurate item to specification congruence for those groups. Agreement indices also differed across cut scores. But while dependability indices for some groups were unacceptably low, agreement indices for all cut scores were generally above acceptable levels.
Validity of the NESLPE was investigated with EFA which showed that though two-factor solutions were the best solutions for different groups, there were differences in the way the subtests loaded in the different groups, with progressively fewer subtests loading on the second factor as ability increased. This is consistent with the findings of Oltman and Stricker (1988) who found a greater test dimensionality of ability at lower levels than at higher levels. This finding led to the extension study with cluster analysis which showed the number of students who might have been differently placed if section scores were used to place them. Overall, this study benefited from group level analyses, following Upshur and Homburg (1983), as it revealed results that are normally hidden in total group analysis. In addition, it confirmed an earlier study (Kunnan, 1986) 
