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RESUMEN
El artículo  presenta un estudio para solucionar el problema de elaboración de horarios  o timeta-
bling  en una facultad. Propone un modelo matemático en el cual se definen las restricciones del 
problema, y luego se establece el diseño de la solución y la adaptación del algoritmo a esta. Para 
resolver el problema planteado utiliza algoritmos genéticos los cuales pertenecen al grupo de técni-
cas meta heurísticas. Con este desarrollo se pretende obtener un modelo cuyo principal objetivo es 
el de reducir el tiempo y la ocurrencia de errores en la generación manual de los horarios de clase 
por parte de las autoridades responsables de la Facultad de Ingeniería de Sistemas e Informática 
de la Universidad Nacional Mayor de San Marcos, y satisfacer al máximo las necesidades de los 
usuarios. Esto significa un avance tecnológico y organizativo cuyo propósito es el de minimizar los 
cruces entre cursos  y horas, evitando extensos intervalos entre clases y disminuyendo los niveles 
de insatisfacción entre los docentes y estudiantes.
Palabras claves: Algoritmos genéticos, Timetabling, Optimización, asignación de carga acadé-
mica.
ABSTRACT
The paper presents a study to solve the problem of developing a schedule or in a school timetabling. 
It proposes a mathematical model which defines the constraints of the problem, and then establis-
hing the solution design and adaptation of this algorithm. To resolve the problem using genetic al-
gorithms which belong to the meta heuristic techniques. With this development is to obtain a model 
whose main objective is to reduce the time and the occurrence of errors in the manual generation 
of school hours by the authorities of the Faculty of Engineering and Computer Systems National 
University Mayor de San Marcos, and to fully satisfy the needs of users. This means a technolo-
gical and organizational whose purpose is to minimize the crossings between courses and hours, 
avoiding large gaps between classes and lowering the levels of dissatisfaction among teachers and 
students.
Key words: Genetic algorithms, Timetabling, Optimization, academic load allocation.
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1. INTRODUCCIÓN
La asignación de recursos limitados, sujetos a restric-
ciones de distinto tipo, ha sido un problema de relevan-
cia en áreas como la administración de las organiza-
ciones e incluso la inteligencia artificial. Por lo general, 
la solución de este tipo de problemas trae consigo una 
serie de condiciones de eficiencia, tiempo y oportuni-
dad que deben ser tomadas en cuenta, más allá de la 
forma correcta de realizar la asignación. En particular 
se trata de resolver el  problema de generación de ho-
rarios de clases, tomando como dominio del problema 
los cursos que se dictan en la Facultad de Ingeniería 
de Sistemas e Informática de la Universidad Nacional 
Mayor de San Marcos. El objetivo es maximizar el uso 
de los recursos, minimizar el desperdicio del espacio 
físico y establecer adecuadamente la carga académica 
de los docentes para lograr la asignación completa de 
los horarios de clases.
Aunque existen varios métodos de resolución como 
puede ser la búsqueda nodo por nodo de forma sis-
temática [10], o la utilizacion de métodos de búsqueda 
heurística [10], la propuesta que se hace en este traba-
jo es utilizar algoritmos genéticos.
Problemática
En toda institución de educación superior, al inicio 
de cada período académico se presenta la  necesi-
dad de asignar y coordinar los recursos económicos, 
materiales y humanos en beneficio de los estudiantes. 
Actualmente, como caso particular, en la Facultad de 
Ingeniería de Sistemas e Informática la tarea de ela-
boración de horarios académicos se realiza de forma 
manual, estimando y estipulando los recursos como 
mejor parecen ajustarse según el criterio del respon-
sable de elaborar dichos horarios en cada semestre 
académico. Esta tarea normalmente requiere varios 
días de trabajo; sin embargo, debido al volumen de 
datos y variables que intervienen en el proceso, la 
tarea resulta ser costosa, compleja y no siempre cul-
mina en resultados satisfactorios; como por ejemplo, 
realizar una asignación de aulas que permanecen 
medianamente vacías ya que la cantidad de alumnos 
matriculados es menor a su capacidad o viceversa, 
es decir, tal vez se asignan recintos muy pequeños 
para una gran cantidad de estudiantes, etc. Además 
se puede producir insatisfacción en algunos aspectos, 
tales como, que un estudiante no podrá matricularse 
en todos los cursos que desea debido a que están 
programados en el mismo periodo de tiempo, o que a 
un docente se le programan dos cursos en el mismo 
horario o periodo, etc. 
Causas del problema
Para realizar la asignación de horarios, los encargados 
no cuentan con una  planeación exacta de la informa-
ción a usar, como 
- Cantidad de estudiantes que llevarían un curso 
(alumnos que aprobaron el curso prerrequisito, mas 
los repitentes
- Cantidad de grupos que se debe aperturar por cada 
curso; 
- Disponibilidad horaria por parte de los docentes
- Inventario de aulas de acuerdo a capacidades
2. MATERIALES Y MÉTODOS
Restricciones para realizar horarios de clases
Larrosa [7] define el término restricciones como condi-
ciones que debe satisfacer el horario generado; y las 
clasifica en dos tipos: 
Restricciones obligatorias, son propiedades espa-
ciales o temporales. Toda restricción obligatoria debe 
cumplirse, la violación de alguna origina un horario no 
válido. 
Restricciones deseables son restricciones que en 
realidad denotan preferencias del usuario (políticas 
flexibles) y se desea que se cumplan en la medida de 
lo posible. La violación de algunas de ellas seguirá pro-
duciendo un horario válido, pero de menor calidad que 
si se cumplieran todas éstas.
Adicionalmente clasificaremos cada uno de estos tipos 
en Restricciones generales las cuales podrán aplicar-
se a la mayoría de problemas de timetabling universita-
rio y las Restricciones específicas que son propias de 
una sola institución, en este caso la FISI.
Para la solución de nuestro problema sólo se conside-
rarán las restricciones obligatorias.
Restricciones Obligatorias
Restricciones Obligatorias Generales
• ROG1. Un curso debe tener asignado a lo más un 
docente en un aula en un periodo específico.
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• ROG2. Un docente debe tener asignado a lo más 
un curso en un aula en un periodo específico.
• ROG3. Un aula puede tener a lo más un curso asig-
nado y un docente en un periodo específico.
• ROG4. No es posible asignar a un docente un cur-
so por el cual no posea preferencia.
• ROG5. No se puede asignar un curso a un docente 
fuera de su disponibilidad de tiempo.
• ROG6. La cantidad de estudiantes en un curso no 
puede sobrepasar la capacidad del aula.
• ROG7. Un curso debe cumplir con una cantidad de 
horas semanales requeridas. Según sea el caso, si 
el número de horas académicas es par se asigna-
rá dos horas diarias hasta cubrir la totalidad, sino 
se asignará un día de tres horas y el resto de dos 
horas. A cada uno de estos grupos de horas se les 
llamará bloques.
• ROG8. Las horas de un bloque para un determina-
do curso en un mismo día deben de ser consecuti-
vas además de ser asignados a un docente y aula.
• ROG9. Cada bloque de un determinado curso sólo 
puede asignarse a lo más una sola vez cada día.
• ROG10. Los cursos no deben de solaparse entre 
ellos, ni en duración ni ubicación física, una vez 
seleccionada la hora de inicio de éstos y el aula 
correspondiente.
Restricciones Obligatorias Específicas
• ROE1. Un docente debe de impartir una cantidad 
determinada de horas de dictado de clases como 
máximo y como mínimo según su categoría.
• ROE2. Los cursos de teoría y práctica deben de 
asignarse a aulas de tipo no laboratorio.
• ROE3. Los cursos de laboratorio deben de asignar-
se a aulas de tipo laboratorio.
• ROE4. No deben coincidir los horarios de los cursos 
que corresponden a un mismo semestre y grupo.
• ROE5. Pueden existir asignaciones previas de cur-
sos a un determinado periodo y aula.
• ROE6. Pueden existir asignaciones previas de do-
centes a un determinado período y curso.
• ROE7. Los cursos son clasificados en los turnos de 




I. RDG1. Dos cursos de semestres consecutivos no 
deben de ser asignados en un mismo periodo de 
tiempo.
II. RDG2. Los bloques de un curso deben de distribuir-
se lo mejor posible en la semana.
III. RDG3. Se debe minimizar el número de horas li-
bres entre el fin de una clase y el inicio de otra.
IV. RDG4. Pueden existir prioridades o penalidades 
sobre cursos para que sean dictados en periodos 
determinados. Es decir, una solución será de ma-
yor calidad mientras se cumplan adecuadamente 
las prioridades o se tenga la menor cantidad de 
asignaciones a períodos penalizados.
Restricciones Deseables Específicas




VI. Sea C = {1,..., c} ∀ c ∈ Z el vector de cursos aca-
démicos.
 Ejemplo: C = {
Algorítmica I Cálculo I … Base de Datos …
 }
VII. Sea G = {g1,...,gn} el vector de grupos aperturados 
para los cursos.  Cada g ∈ G contiene un conjunto 
de cursos Cg ⊆C, que no pueden ser programados 
en un mismo periodo de tiempo. Dos grupos distin-
tos pueden tener cursos iguales, por ejemplo sea 
Cg1 y Cg2 dos cursos pertenecientes a los grupos G1 
y G2, con G1 ≠ G2  puede ocurrir que Cg1 ∩ Cg2 ≠0.
 Ejemplo: G = {
Grupo 1 Grupo 2 Grupo 3
  }
VIII.Sea L= {l1,...,ln}  el vector de tipos que indica la mo-
dalidad del dictado de los cursos. Cada l ∈ L con-
tiene un conjunto de cursos Cl ⊆C, que  no pueden 
ser programadas en un mismo periodo de tiempo. 
Dos tipos distintos pueden tener cursos iguales, por 
ejemplo sea Cl1 y Cl2 dos cursos pertenecientes a 
los tipos L1 y L2, con L1 ≠ L2  puede ocurrir que Cl1 
∩ Cl2 ≠0.
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 Definimos de antemano L= {lt, lp, ll}, cada elemen-
to correspondiente a los cursos de tipo de teoría, 
practica y laboratorio.
 Ejemplo: L= {
Teoría Práctica Laboratorio
 }
IX. Sea T = {1,..., t} ∀ w ∈ Z el vector de periodos de 
tiempo en el que se puede dictar un curso cualquie-
ra  c ∈C.
 Ejemplo: T = {
Periodo 1
Lunes 8am – 9am
Periodo 2
Lunes 9am – 10am …
Periodo 84
Sábado 9pm – 10pm
 }
X. Sea I= {i1,...,in}  el vector de días de la semana que 
agrupa diferentes periodos. Cada i ∈ I contiene un 
conjunto de periodos Ti ⊆T. Dos días distintos no 
pueden tener periodos iguales, por ejemplo sea Ti1 
y Ti2 dos periodos pertenecientes a los tipos I1 y I2, 
con I1 ≠ I2  debe ocurrir que Ti1 ∩ Ti2 = 0.
 Definimos de antemano  I= {il, im, ie, ij, iv, is}, cada 
elemento correspondiente a los días lunes, martes, 
miércoles, jueves, viernes y sábado.
 Ejemplo: I= {
Lunes Martes Miércoles Jueves Viernes Sábado
 }
XI. Sea D = {1,...,d} ∀ d ∈ Z  el vector de docentes que 
pueden dictar un curso cualquiera c ∈C.
 Ejemplo: D= {
Jaime Pariona Quispe Daniel Quinto Pasce …
 }
XII. Sea A = {1,...,a} ∀ a ∈ Z el vector de aulas donde 
se puede dictar un curso cualquiera c ∈C.
 Ejemplo: A= { 
Aula 101 Aula 102 Aula 103 Aula 104 …
 }
XIII.Sea DC la matriz de docentes d ∈ D que dictan el 
curso c ∈ C.
 Ejemplo: DC= {
Jaime Pariona Gilberto Salinas Azaña …
Algorítmica I 0 0
… 0 0
Base de Datos 1 0
… 0 0
Análisis de Sistemas 0 1
… 0 0
 }
XIV.Sea TC la matriz de periodos de tiempo t ∈ T en 
que se puede dictar el curso c ∈ C.
 Ejemplo: TC = {
Algorítmica I … Base de Datos …
Inteligencia 
Artificial …
Periodo 1 1 … 0 … 0 …
Periodo 2 1 … 0 … 0 …
… 1 … 0 … 0 …
Periodo 6 0 … 1 … 0 …
Periodo 7 0 … 1 … 0 …
… 0 … 1 … 0 …
Periodo 11 0 … 0 … 1 …
Periodo 12 0 … 0 … 1 …
… 0 … 0 … 1 …
Periodo 15 1 … 0 … 0 …
… … … … … ... …
 }
XV. Sea TD la matriz de periodos de tiempo t ∈ T co-
rrespondiente a la disponibilidad horaria del docen-
te para dictar un curso c ∈ C.
 Ejemplo: TD = {
Luis Alarcón Loayza César Augusto Alcántara Loayza …
Periodo 1 0 0 …
Periodo 2 0 0 …
… 0 0 …
Periodo 6 1 0 …
Periodo 7 1 0 …
… 1 0 …
Periodo 11 0 1 …
Periodo 12 0 1 …
… 0 1 …
Periodo 15 0 0 …
… … … …
 }
XVI.Sea K = {k1,...,ka} ∀ k ∈ Z  el vector de capacida-
des de las diferentes aulas.
 Ejemplo: K= {
50 alumnos (Aula 101) 50 40 30 …
 }
XVII.Sea Q = {q1,...,qc} ∀ q ∈ Z el vector de cantidad 
máxima de alumnos por curso.
 Ejemplo: Q= {
50 alumnos (Algorítmica I) 50 50 40 …
 }
XVIII.Sea H = {h1,...,hc} ∀ h ∈ Z el vector de cantidad 
de horas semanales que se le asigna a cada uno 
de los cursos.
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 Ejemplo: H= {
6 horas (Algorítmica I) 5 5 3 …
 }
XIX.Sea MHD = {p1,...,pd} ∀ p ∈ Z  el vector de cantidad 
máxima de horas que debe dictar semanalmente 
un docente d ∈D.
 Ejemplo: MHD = { 
7 horas ( Jaime Pariona Quispe ) 8 6 4 …
 }
XX. Sea NHD = {n1,...,nd} ∀ n ∈ Z  el vector de cantidad 
mínima de horas que debe dictar semanalmente un 
docente d ∈D.
Ejemplo: NHD = { 
5 horas ( Lucecita del Pino ) 4 3 3 …
 }
XXI.Sea S = {s1,...,sn}  el vector de semestres (o ciclos 
académicos) que está asociado a los diferentes 
cursos. Cada s ∈ S contiene un conjunto de cursos 
Cs ⊆C, que no pueden ser programadas en un mis-
mo periodo de tiempo. Dos semestres distintos no 
pueden tener cursos iguales, por ejemplo sea Cs1 y 
Cs2 dos cursos pertenecientes a los semestres S1 y 
S2, con S1 ≠ S2  debe ocurrir que Cs1 ∩ Cs2 = 0.
 Definimos de antemano S= {s1,s2,s3,s4,s5,s6,s7,s8,s9,s
10}, cada elemento correspondiente a los cursos de 
los semestres del 1 al 10.
 Ejemplo: S = {
Semestre I Semestre II Semestre III … Semestre X
 }
XXII.Sea M = {m1..,mn} el vector de tipos para indicar 
las clases de aulas existentes. Cada m ∈ M contie-
ne un conjunto de aulas Am ⊆A. Dos tipos distintos 
pueden tener aulas iguales, por ejemplo sea Am1 y 
Am2 dos aulas pertenecientes a los tipos M1 y M2, 
con M1 ≠ M2  puede ocurrir que Am1 ∩ Am2 ≠0.
 Definimos de antemano M={mt,mp,ml},  cada ele-
mento correspondiente a las aulas de tipo teoría, 
practica y laboratorio.
 Ejemplo: M = {
Teoría Práctica Laboratorio
 }
XXIII.Sea PrvCD el vector de asignaciones previas 
de docentes d ∈D que dictan el curso c ∈C.
Ejemplo: PrvCD= {
Luis Alarcón Loayza Augusto Cortez Vasquez …
Algorítmica I 0 0 …
… 0 0 …
ALgoritmica III 1 0 …
… 0 0 …
Análisis de Sistemas 0 1 …
… 0 0 …
Proyecto de Tesis I 0 1 …
… … … …
 }
XXIV.Sea PrvTC el vector de asignaciones previas de 
un curso c ∈C que se dicta en el periodo  t ∈T.
 Ejemplo: PrvTC = {
Algorítmica I … Base de Datos …
Inteligencia 
Artificial …
Periodo 1 1 … 0 … 0 …
Periodo 2 0 … 0 … 0 …
… 0 … 0 … 0 …
Periodo 6 0 … 0 … 0 …
Periodo 7 0 … 0 … 0 …
… 0 … 0 … 0 …
Periodo 11 0 … 0 … 1 …
Periodo 12 0 … 1 … 0 …
… 0 … 0 … 0 …
 }
XXV.Sea DTC el vector de periodos deseables t ∈T 
donde un curso c ∈C se pueda dictar.
 Ejemplo: DTC = {
Algorítmica I … Base de Datos …
Estructura de 
datos …
Periodo 1 1 … 0 … 0 …
Periodo 2 1 … 0 … 0 …
… 0 … 0 … 0 …
Periodo 20 0 … 1 … 0 …
Periodo 21 0 … 1 … 0 …
… 0 … 0 … 0 …
Periodo 39 0 … 0 … 1 …
Periodo 40 0 … 0 … 1 …
… 0 … 0 … 0 …
 }
Parámetros
Definimos los siguientes parámetros que corresponden 
a cada uno de los recursos involucrados:
y = cantidad de periodos semanales
z = cantidad de aulas,
n = cantidad de cursos,
p = cantidad de docentes, ∀ y, z, n, p ∈ Z
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Variables de decisión
Tenemos Xijkl como variables binario-valoradas: 1, si 
asignan un aula i, al curso j, un docente k, en el periodo 
l.
 1 si el aula i es asignada al curso j con el docen-
te k en el periodo l.
Xijkl =     0 si no.
 },..,1{l},,..,1{k},,..,1{,},,..,1{i ypnjz ∈=∀∈=∀∈=∀∈=∀
Variable de duración
Tenemos Wijkl tiempo de ocupación del aula i por el cur-
so j con el docente k en el periodo  l.
ZR∈
Wijkl =
 },..,1{l},,..,1{k},,..,1{,},,..,1{i ypnjz ∈=∀∈=∀∈=∀∈=∀
Modelamiento de Restricciones Obligatorias
Este modelamiento se dará en función de las restriccio-
nes obligatorias mencionadas anteriormente:
Todo curso j que se dicta en un periodo específico l debe 










TlCj ∈∀∈∀ , … (ROG1)
Todo docente k que enseña en un periodo específico l 










TlDk ∈∀∈∀ , … (ROG2)
Toda aula i en un periodo específico l debe tener asig-










TlAi ∈∀∈∀ , … (ROG3)
Todo docente k debe tener asignado un curso j que co-
rresponda a su preferencia. 
[DC = Matriz de docentes y cursos]
 
jkjkli DC  X =
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli
… (ROG4)
Todo docente k debe tener asignado un curso j dentro 
de su disponibilidad de tiempo. 
[TD = Matriz de docentes y periodos de tiempo]
 
jkjkli TD  X =
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli
… (ROG5)
Todo curso j debe tener una cantidad de alumnos Q 
matriculados que no sobrepase la capacidad K del aula 
i.
   )Q - (K 1  X jiijkl +<=
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli
… (ROG6)














Todo curso j cuya cantidad de horas académicas sea 
par se le asignará bloques de dos horas diarias hasta 
cubrir la totalidad, sino se le asignará un día de tres 
horas y el resto de dos horas.
mod2H  2  W jijkl +=
DkCjTlAi ∈∀∈∀∈∀∈∀ ,,, … (ROG7.b)
Todo curso j debe tener asignado un bloque de horas a 
lo más una vez dentro de los periodos [a,b] que perte-
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IbaTbaCj ⊆∀∧∈∀∈∀ ],[,, … (ROG9)
Todo curso j debe ser únicamente asignado en una aula 
i con un docente k desde que inicia en un periodo a 







DkCjTalAi ∈∀∈∀∈∀∈∀=∀ ,,,,,1X jkai
… (ROG10)
Todo docente k tiene una cantidad mínima de horas 
NHD y una cantidad máxima de horas MHD de dictado 
de clases. [W = Vector de ocupación del aula i por el 















jkli NHDWXMHDWX ≥∧≤ ∑∑∑∑∑∑
= = == = =
**
1 1 11 1 1
Dk∈∀ … (ROE1)
Todo curso j de tipo teoría Lt debe ser asignado a un 
aula i de tipo no laboratorio Mt.
iTjT M  L =
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli
… (ROE2.a)
Todo curso j de tipo práctica Lp debe ser asignado a un 
aula i de tipo no laboratorio Mp.
 iPjP M  L =  
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli  
 … (ROE2.b)
Todo curso j de tipo laboratorio Ll debe ser asignado a 
un aula i de tipo laboratorio Ml.
 iLjL M  L =
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli  
… (ROE3)
Todo curso j dentro de un rango con valor inicial a y 
un valor final b que pertenece a un semestre S y a un 
Grupo G debe ser asignado a un aula i y un docente k 
y no debe coincidir con otro rango de cursos de otro 














Existen asignaciones previas de un curso j a un deter-
minado período l y un aula i.
ijkljkli X  PrvCD =
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli
… (ROE5)
Existen asignaciones previas de un docente k a un de-
terminado período l y un curso j.
ijkljkli X  PrvTC =
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli
… (ROE6)
Los cursos son clasificados en los turnos de mañana, 
tarde y noche según el semestre al que pertenecen
 jljkli TTC  X =
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli
... (ROE7)
 Modelamiento de Restricciones Deseables
Este modelamiento se dará en función de las restriccio-
nes deseables mencionadas anteriormente:
Todo curso j que pertenece a un rango inicial a y rango 
final b no debe ser asignado en un mismo periodo l con 
respecto a otro rango inicial c y un rango final d que 



















 SdcbaCdcbaTl ⊆∀∧∈∀∈∀ ],[] ,,[,,,, … (RDG1)
Los bloques de un curso deben de distribuirse adecua-
damente durante la semana.
Vi ≤días que ocupa el curso en la semana / (ultimo día 
de la semana que ocupa el curso-primer día de la se-
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mana usado para el curso) ≤ Vs Cj∈∀ … (RDG2)
Minimizar el número de horas libres entre el fin de una 
clase y el inicio de otra.
Bi ≤ Total de horas ocupadas por algún curso/ (ultima 
hora ocupada del día por algún curso - primera hora 
ocupada del día por algún curso) ≤ Bs Ii∈∀ … 
(RDG3)
Todo curso j debe ser dictado en un periodo l determi-
nado.













Donde x representa cada elemento de la matriz, N re-




En donde, chsl y chpl representa los conflictos de aulas 
y docentes en un mismo semestre, respectivamente, 
mientras que chsg y chpg representan los conflictos de 
aulas y docentes entre semestres.
Criterio de optimización
wxfogMin =)(( , donde w es una constante 
cualquiera.
Modelo Particular
Una vez definido el modelo general debemos adaptarlo 
a la FISI, dando como resultado un modelo particular el 
cual acota aún más el dominio del problema.
Conjunto de Datos
Se cuenta con un total de 68 cursos a programar.
Existen a lo máximo 3 grupos por cada curso a pro-
gramar.
Los cursos a programar se pueden dictar en las diferen-
tes modalidades de tipo teoría, practica y laboratorio
Existen un total de 84 periodos de tiempo posibles que 
van desde el lunes a las 8 am. hasta el sábado a las 
10:00 pm. definiendo la duración por periodo de 60 mi-
nutos.
Los diferentes periodos de tiempo son contenidos en 
los días lunes, martes, miércoles, jueves, viernes y sá-
bado.
Se cuenta con un total de una plana de 101 docentes.
Se cuenta con un total de 25 aulas hábiles para dictar 
las clases
Son 10 semestres (ciclos académicos) en total.
Existen tres clasificaciones diferentes de aulas, de teo-
ría, práctica y laboratorio.
Parámetros
84 = cantidad de periodos semanales
25 = cantidad de aulas,
68 = cantidad de cursos,
101 = cantidad de docentes, ∀x,y,n,p∈ Z
Variables de decisión
Tenemos Xijkl como variables binario-valoradas: 1, si 
asignan una aula i, al curso j, un docente k, en el pe-
riodo l.
1 si el aula i es asignada al curso j con el docente k en 
el periodo  l.
Xijkl = 0 si no.    
    
                  
 }84,..,1{l},101,..,1{k},68,..,1{,},25,..,1{i ∈=∀∈=∀∈=∀∈=∀ j
Variable de duración
Tenemos Wijkl tiempo de ocupación del aula i por el cur-
so j con el docente k en el periodo l.  
ZR∈
           Wijkl =       0      
        
 }84,..,1{l},101,..,1{k},68,..,1{,},25,..,1{i ∈=∀∈=∀∈=∀∈=∀ j
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Modelamiento de Restricciones Obligatorias
Según las restricciones obligatorias mencionadas an-
teriormente:
TlCj ∈∀∈∀ , … (ROG1)
TlDk ∈∀∈∀ ,
… (ROG2)
TlAi ∈∀∈∀ , … (ROG3)
  
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli
… (ROG4)
   
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli
… (ROG5)
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli
… (ROG6)
Cj∈∀ … (ROG7.a)
mod2H  2  T jijkl +=
DkCjTlAi ∈∀∈∀∈∀∈∀ ,,, … 
(ROG7.b)







DkCjTalAi ∈∀∈∀∈∀∈∀=∀ ,,,,,1X jkai
… (ROG10)
Dk∈∀ …(ROE1)
iTjT M  L =
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli  
… (ROE2.a)
iPjP M  L =
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli
… (ROE2.b)
iLjL M  L =




ijkljkli X  PrvCD =


























jkjkli TD  X =



























jkli NHDWXMHDWX ≥∧≤ ∑∑∑∑∑∑


























ijkljkli X  PrvTC =
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DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli
… (ROE6)
jljkli TTC  X =
DkCjTlAi ∈∀∈∀∈∀∈∀=∀ ,,,,1X jkli  
... (ROE7)
 
Modelamiento de Restricciones Deseables





















SdcbaCdcbaTl ⊆∀∧∈∀∈∀ ],[],,[,,,, … (RDG1)
Vi ≤ días que ocupa el curso en la semana/ (ultimo día 
de la semana que ocupa el curso-primer día de la se-
mana usado para el curso) ≤ Vs Cj∈∀ … (RDG2)
Bi ≤ Total de horas ocupadas por algún curso/ (ultima 
hora ocupada del día por algún curso - primera hora 
ocupada del día por algún curso) ≤ Bs Ii∈∀ … 
(RDG3)
 ijkljl X  D =TC












Donde x representa cada elemento de la matriz, N re-
presenta el número total de Elementos en la matriz de 
cuatro dimensiones.  El valor 14422800 es producto de 
multiplicar las 25 aulas por los 68 cursos por los 101 
docentes por los 84 periodos.
Función objetivo local
)2/)()((*)2/)()(()( xchpgxchplxchsgxchslxfol ++=
En donde, chsl y chpl representa los conflictos de aulas 
y docentes en un mismo semestre, respectivamente, 
mientras que chsg y chpg representan los conflictos de 
salones y profesores entre semestres.
 Criterio de Optimización
0)(( =xfogMin
Hipótesis General
La automatización del proceso de generación de hora-
rios de clases con un margen de error de  2%, mediante 
el uso de algoritmos genéticos, reducirá el tiempo y los 
recursos empleados, además de aumentar la calidad 
de los mismos y elevar el grado de satisfacción por par-
te del alumnado y el docente.
Variables e Indicadores
A continuación detallaremos la variable independiente y 
las variables dependientes que forman parte de la hipó-
tesis planteada, así como también el indicador asocia-
do a dichas variables:
Variable independiente 1: La automatización del pro-
ceso de generación de horarios de clases.
 Indicador: Número de tareas manuales realizadas 
en el proceso de generación de horarios.
Variable Dependiente 1: Margen de error del 2%.
 Indicador: Numero de clases del horario académi-
co semestral que infrinjan una o más restricciones del 
problema.
Variable Dependiente 2: Reducir el tiempo de genera-
ción de horarios.
 Indicador: Tiempo en la generación de horarios de 
clases.
Variable Dependiente 3: Reducir el uso de recursos 
implicados en la elaboración de los horarios de clases
 Indicador: Costo de los recursos involucrados en la 
elaboración de horarios de clases.
Variable Dependiente 4: Aumentar la calidad de la 
solución.
 Indicador: Numero de clases del horario académi-
co semestral que infrinjan una o más restricciones del 
problema.
Variable Dependiente 5: Aumentar la satisfacción del 
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alumnado.
 Indicador: Número de reclamos presentados por 
los alumnos.
Variable Dependiente 6: Aumentar la satisfacción del 
docente
 Indicador: Número de reclamos presentados por 
los docentes.
Marco Teórico
En este capítulo se presentarán los conceptos básicos 
que se requieren para abordar los algoritmos genéti-
cos, así como un ejemplo que permita comprender 
cómo aplicarlo a un problema de elección.
Introducción a los algoritmos genéticos
Esta técnica se basa en los mecanismos de selección 
que utiliza la naturaleza, de acuerdo a los cuales los in-
dividuos más aptos de una población son los que sobre-
viven, al adaptarse más fácilmente a los cambios que se 
producen en su entorno.  La técnica de los Algoritmos 
Genéticos se encuentra dentro de un marco más amplio 
que viene a ser la Inteligencia Artificial, y más  aún en la 
rama que se ha denominado Computación Evolutiva.
Definición de algoritmos genéticos
John Koza [12] define algoritmo genético :”Es un algo-
ritmo matemático altamente paralelo que transforma 
un conjunto de objetos matemáticos individuales con 
respecto al tiempo usando operaciones modeladas de 
acuerdo al principio Darwiniano de reproducción y su-
pervivencia del más apto, y tras haberse presentado de 
forma natural una serie de operaciones genéticas de 
entre las que destaca la recombinación sexual. 
Un algoritmo genético está compuesto por [22]:
 Módulo evolutivo: Presenta un mecanismo de de-
codificación que se encarga de interpretar la infor-
mación de un individuo y una función de evaluación 
que mide la calidad del mismo. 
 Módulo poblacional: Posee una representación 
poblacional y las técnicas necesarias para poder 
manipularla como son la técnica de representación, 
el criterio de selección y de reemplazo. Aquí tam-
bién se define el tamaño de la población y la condi-
ción de terminación.
 Módulo reproductivo: Contiene los operadores 
genéticos.
Componentes de un algoritmo genético 
Un Algoritmo genético tiene cinco componentes bási-
cos:
1. Una representación de las soluciones potenciales 
del problema.
 Un procedimiento para crear una población inicial 
de posibles soluciones.
2. Una función de evaluación que permite clasificar 
las soluciones en términos de su aptitud.
3. Un conjunto de operadores de evolución que alte-
ran la composición de los individuos de la población 
a través de las generaciones.
 Una configuración paramétrica de elementos ta-
les como el tamaño de la población, probabilidad 
de cruzamiento, probabilidad de mutación, criterio 
de parada, etc.
Algoritmo genético simple
Existen múltiples propuestas y variantes de algoritmos 
genéticos. En este parte estudiaremos la propuesta ori-
ginal de Goldberg (1989), conocida como ALGORITMO 
GENÉTICO SIMPLE.La representación tradicionalmen-
te utilizada es una cadena binaria. A la cadena general 
se le llama cromosoma. A cada subcadena (posición en 
la cadena general) se le denomina gen y al valor dentro 
de esta posición se le llama alelo.  La representación 
es el genotipo que se corresponde con una solución al 
problema (fenotipo). Existe un proceso de codificación 
(y su inverso de decodificación) que permite pasar de 
fenotipo a genotipo y viceversa.  
La codificación especifica una función de correspon-
dencia fC: S ® {0,1}*, siendo S el espacio de soluciones 
del problema. La función inversa es la decodificación 
fD: {0,1}* ® S, puede ser una función parcial. La com-
plejidad de fC y de fD dependerá de las características 
del problema y de las variables a codificar.
1 0 1 0
Figura 1. Individuo genético binario
Cromosoma
Alelo
(0 ó 1 en Codificación Binaria)
Gen
(1 ó más 
posiciones)
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Funcionamiento
El proceso algorítmico básico del AG es como sigue: 
1. [Inicio] se genera la población aleatoria de n cromo-
somas (soluciones posibles para el problema).
2. [Aptitud] se evalúa la aptitud f (x) de cada cromoso-
ma x de la población. 
3. [Prueba] si la condición de término está satisfecha, 
se para el algoritmo, se  devuelve la mejor solución 
de la población actual y se va al paso 7.
4. [Nueva población] se crea una nueva población re-
pitiendo los siguientes pasos, hasta que se cumpla 
la condición de parada.
a. [Selección] se selecciona dos cromosomas pa-
dres, de una población, según su aptitud (cuan-
to mejor es la aptitud, mayor es la probabilidad 
de ser seleccionado).
b. [Emparejamiento] con una probabilidad de em-
parejamiento, los padres se emparejan para 
formar a un nuevo descendiente (hijos). Si no 
se realiza emparejamiento alguno, el descen-
diente es la copia exacta de los padres.
c. [Mutación] con una probabilidad de mutación, el 
nuevo descendiente muta (en alguna posición 
de su cromosoma). 
5. [Sustituir] la nueva población generada es aplicada 
para otra iteración del algoritmo.
6. [Bucle] se va al paso 2.
7. Fin del algoritmo.
Algoritmo básico
El Algoritmo Genético Simple, también denominado 
Canónico, presenta un conjunto de pasos u opera-
ciones que permiten hallar la solución a un problema. 
Dado un estado inicial y una entrada, a través de pasos 
sucesivos y bien definidos se llega a un estado final, 
obteniendo una solución. 
A continuación mostraremos el procedimiento básico 
del AG: 
Begin t : = 0
 Inicializar P(t) // Generar una población inicial
 Evaluar P(t) // Computar la función de evaluación
 Mientras no sea condición de término, repetir
 t : = t+ 1
 Seleccionar P(t+1) a partir de P(t)
 Emparejamiento sobre P(t) // Obtener descendientes
 Aplicar Mutación sobre P(t) // Según probabilidad
 Sustituir P(t) por P(t+1) // Insertar la nueva generación




Figura 3. Pseudocódigo de un algoritmo genético
P(t) es la población de individuos en la generación t; 
Emparejamiento y Mutación son operadores genéticos 
que permiten recombinar la información contenida en 
los cromosomas. 
En la aplicación de algoritmos genéticos, se necesita una 
codificación o representación del problema que resulte 
adecuada al mismo. Además se requiere una función de 
evaluación o de adaptación al problema, la cual asigna 
un valor a cada posible solución codificada indicando la 
bondad de la solución. Durante la ejecución del algoritmo, 
los padres deben ser seleccionados para la reproducción 
o intercambio genético lo que producirá nuevos hijos o 
soluciones, a los cuales, con cierta probabilidad, se les 
aplicará una mutación. El resultado de la combinación 
de los pasos anteriores será un conjunto de individuos, 
posibles soluciones al problema, los cuales pasarán a 
formar parte de la siguiente generación.
Operadores Genéticos
Los operadores genéticos consisten en los métodos u 
operaciones que se pueden ejecutar sobre una pobla-
ción y se dividen en 4 categorías: Selección, Empareja-
miento, Mutación y Reemplazo.







Formar nuevo individuo 
Selección 







Generación n cromosomas 
Aptitud 
Evaluación de fitness 
Figura 2. Funcionamiento de un algoritmo genético
49
SiStEma dE apoyo a la gENEracióN dE horarioS baSado EN algoritmoS gENéticoSriSi 7(1), 37 - 56 (2010)
población que serán utilizados para la reproducción. 
Su meta es dar más oportunidades de selección a los 
miembros más aptos de la población.
Emparejamiento: Consiste en unir de alguna forma los 
cromosomas de dos padres para formar dos descen-
dientes. Existen diversas variaciones, dependiendo del 
número de puntos de división a emplear, la forma de 
ver el cromosoma, etc.
Mutación: Se encarga de modificar en forma aleatoria 
uno o más genes del cromosoma de un descendiente. 
Reemplazo: Es el método por el cual se insertan los 
hijos en la población; por ejemplo, mediante la elimina-
ción del individuo más débil o al azar.
3. RESULTADOS Y DISCUSIÓN
Adaptación del algoritmo
Tomando en cuenta las bases teóricas mostradas en 
los capítulos 2 y 3, la estructura del problema observa-
do en el capitulo 1 y considerando los motivos por los 
cuales se seleccionó los Algoritmos Genéticos, la parte 
de este capítulo tiene como objetivo diseñar un algorit-
mo que trate con eficacia y eficiencia el problema. Las 
modificaciones que se realicen al algoritmo se tratarán 
en los siguientes puntos.
Unidad de asignación
En nuestro caso el elemento al cual le vamos a asignar 
los recursos (docentes, horarios y aulas) es la clase; la 
cual se define como la combinación de un curso, el tipo 
de éste, la cantidad de horas a dictar y el grupo.
CURSO TIPO DE CURSO HORAS DE DICTADO GRUPO
Fiigura 4. Estructura de la unidad de asignación (clase)
Una vez definido esto, nuestro algoritmo se encargará 
de asignar un docente, un horario y un aula determina-
da a cada una de las clases, los cuales son necesarios 
para llevarla a cabo.
El proceso que generará el universo de clases, que 
servirán de elementos de entrada al algoritmo, será un 
procedimiento lineal. Este tomará en cuenta  los tipos 
de curso (teoría, práctica y laboratorio), la cantidad de 
horas de dictado por cada tipo, los grupos que se aper-
turen para el semestre en curso y la siguiente restric-
ción obligatoria:
“ROg7. Un curso debe cumplir con una cantidad de 
horas semanales requeridas. Según sea el caso si el 
número de horas académicas es par se asignará dos 
horas diarias hasta cubrir la totalidad, sino se asignará 
un día de tres horas y el resto de dos horas. A cada uno 
de estos grupos de horas se les llamará bloques”.
Definiendo de este modo la unidad a la cual se asignará 
los recursos y asegurando que el algoritmo asignará 
recursos a todas las clases sin excepción con la finali-
dad de generar un horario factible, entonces se tendrán 
cumplidas de antemano la restricción obligatoria ante-
rior así como la siguiente:
“ROg8. Las horas de un bloque para un determinado 
curso en un mismo día deben de ser consecutivas ade-
más de ser asignados a un mismo docente y aula”
Esto nos permitirá ahorrar tiempo computacional de-
bido a que se evitará la evaluación del cumplimiento 
de estas restricciones, y además se podrá simplificar la 
implementación del algoritmo.
Mediante un ejemplo sencillo veremos la generación 
de las clases y su correspondiente estructura: Consi-
deremos el curso de Algorítmica I, el cual tiene 3 tipos 
definidos y se le aperturarán 3 grupos en el presente 
semestre, además en la siguiente tabla tenemos las 
horas semanales de dictado por cada tipo definido para 
el curso:




Tabla 1. Horas de Dictado de Algorítmica I
Ahora tomaremos en cuenta lo expresado en la restric-
ción ROg7 : Para el curso de Algorítmica I de tipo teo-
ría se tiene asociado una cantidad de horas de dictado 
impar, por lo tanto se tendría una clase de teoría de tres 
horas y otra de dos. Por consiguiente el total de clases 
generadas serían: 
Curso Tipo Horas Grupo
Algorítmica I Teoría 3 1
Algorítmica I Teoría 2 1
Algorítmica I Practica 3 1
Algorítmica I Laboratorio 2 1
Algorítmica I Laboratorio 2 1
Algorítmica I Teoría 2 2
Algorítmica I Teoría 3 2
Algorítmica I Practica 3 2
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Algorítmica I Laboratorio 2 2
Algorítmica I Laboratorio 2 2
Algorítmica I Teoría 2 3
Algorítmica I Teoría 3 3
Algorítmica I Práctica 3 3
Algorítmica I Laboratorio 2 3
Algorítmica I Laboratorio 2 3
Tabla 2. Clases generadas para el curso de Algorítmica I
Separación en Sub-fases 
En este punto veremos cómo el problema, que como 
ya hemos mencionado anteriormente corresponde a 
la asignación de recursos (docentes, aulas, horarios) 
a las clases, será simplificado debido a que no se asig-
narán todos en un mismo momento. Dicha asignación 
se realizará uno a uno a través de diferentes fases de-
limiándose el espacio de soluciones cada vez que se 
van asignando dichos recursos.
A continuación definimos 3 fases según los recursos 
a asignar:
Fase 1: Asignación de docentes a las clases
Fase 2: Asignación de horarios a las clases
Fase 3: Asignación de aulas a las clases
Figura 5. Fases para la asignación de clases a los recursos
A continuación veremos con más detalle cada una de 
las fases y la forma como éstas interactúan:
Primera fase asigna los docentes a las clases, toman-
do en cuenta que todas las restricciones obligatorias 
correspondientes al docente y al curso se cumplan. La 
solución resultante pasará a la 
Segunda fase, la cual se encargará de asignar diver-
sos horarios a las clases cerciorándose de que se cum-
plan las restricciones relacionadas a los periodos de 
tiempo, cursos y docentes; además se debe cerciorar 
que cada  horario no tenga más asignaciones que aulas 
disponibles, dado de que si esto no se verifica entonces 
no existiría solución posible para la siguiente fase. 
Tercera fase asigna aulas a las clases, las cuales ya 
poseen horarios y docentes asignados como resultado 
de la primera y segunda fase. 
Puesto que existe un mayor número de restricciones 
implicadas con los horarios, resulta mejor considerar 
esta fase en segundo lugar debido a que controlare-
mos las restricciones de los docentes con respecto a 
los horarios que no se pudieron controlar en la primera 
fase. Y no se ha considerado como última fase debido 
a que no hay restricciones en el uso de las aulas con 
respecto a los horarios considerados.
En la fase uno encontramos restricciones que están 
relacionadas con la preferencia de dictado de cursos 
por parte de los docentes y la disponibilidad de éstos. 
En la fase dos, referida a los horarios, hay restricciones 
tales como la  determinación de la facultad a programar 
algunos cursos solamente por la mañana ó por la tarde, 
la no posibilidad de programarlos en ciertas horas, en-
tre otras. En la fase tres podemos manejar restricciones 
relacionadas a la necesidad de ciertas clases por hacer 
uso de aulas específicas. Esto puede ser ejemplificado 
con la programación de aulas para las clases de labo-
ratorio de ciertos cursos. Sin embargo, debemos obser-
var que hay relativamente pocas restricciones referidas 
a las asignaciones de las aulas porque el número de 
aulas en la facultad es grande. De hecho, la asignación 
de aulas a las clases que tienen ya horarios asignados 
es una tarea de menor complejidad comparada a la de 
asignar horarios a las clases, igualmente ocurre con la 
primera fase correspondiente a la asignación de docen-
tes la cual también es de menor complejidad.
Si quisiéramos atacar el problema en una sola fase 
implicaría validar todas las restricciones obligatorias 
por la asignación de horarios, docentes y aulas a las 
clases, tendríamos entonces restricciones obligatorias 
tales como que no se debe asignar dos o más clases 
en el mismo horario y aula, ó asignar a un docente a 
más de una clase en el mismo horario. Puesto que 
un algoritmo genético es una técnica metaheurística, 
esto es absolutamente posible a lo largo del curso de 
su evolución. Dado que penalizamos tal situación, los 
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quitar tales asignaciones, pero esto está a expensas 
de, posiblemente, cientos de iteraciones para encontrar 
la solución factible. Para ilustrar esta idea supongamos 
que la asignación del docente y horario ya están defi-
nidos y ocurriese un conflicto de dos clases en un mis-
mo horario y aula, simplemente deberíamos cambiar el 
aula de clases a otra aula con el mismo horario; esto 
es cierto especialmente para esas clases que no tienen 
preferencia alguna de lugar. Este cambio es siempre 
posible, y se hace a menudo, siempre y cuando el nú-
mero de las clases asignadas a un horario no exceda 
el número de las aulas disponibles en ese horario. Lo 
mismo ocurre con los docentes, podemos cambiar el 
horario asignado a otro horario con el mismo docente 
siempre y cuando los horarios disponibles para el do-
cente no sean sobrepasados.
Actualmente, el número de aulas disponibles es el 
mismo en cualquier horario, no cambia con respecto 
al tiempo, en otras palabras las aulas se encuentran 
disponibles en su totalidad para todos los horarios con-
siderados; mientras que para el caso de los docentes 
y su disponibilidad, éstos son considerados datos más 
volátiles y complejos. Por lo tanto, podemos ahorrar 
centenares de iteraciones adicionales de heurística, 
separando el problema en fases. 
La simplificación y la solución del problema, dividiéndo-
lo en estas tres fases fomentan el hallazgo de solucio-
nes de una manera más rápida, puesto que la combi-
nación de los conflictos de los docentes, de los horarios 
y de las aulas no se considera simultáneamente, sino 
en diversas fases. 
Representación del problema
La solución se realiza en tres fases, por tanto, tendre-
mos que definir tres cromosomas, uno para cada  fase. 
Cada uno de los cromosomas tendrá una cantidad de 
genes igual al número de clases y el valor de estos ge-
nes (alelos) será igual al recurso asignado a la clase. 
Una ilustración áspera de un cromosoma es como si-
gue:
Clase 1 Clase 2 Clase 3 … Clase N
Recurso i Recurso j Recurso k … Recurso l
Figura 4.4. Representación vectorial del cromosoma
Es importante observar que los tres cromosomas son 
iguales a nivel de estructura, pero aquello que los dife-
renciará será el significado que tengan los alelos (valo-
res de los genes) en cada fase; es decir, los alfabetos 
usados en cada una de las fases serán distintos.
Codificación mediante alfabetos duros
Como ya se ha mostrado teóricamente existe una codi-
ficación directa y una codificación indirecta, siendo ésta 
última la más común. En la codificación indirecta se tra-
za la gama de valores posibles en una dimensión más 
simple, a menudo un espacio binario. La representa-
ción binaria tiene ventajas de cómputo y de programa-
ción debido a que presenta una estructura más simple; 
sin embargo, cuando tratamos casos más complejos es 
difícil tratarlo a través de una codificación indirecta de-
bido a la complejidad de cómputo que implicaría tener 
que traducir cada representación. 
Para nuestro caso, notamos que la utilización de una 
representación directa, debido a su facilidad de eva-
luación, permite el diseño de un sistema más complejo 
tanto en sus condiciones y sus objetivos. Es por ello 
que para nuestro modelo consideraremos una codifica-
ción directa en lugar de una codificación indirecta.
Alfabeto utilizado
En base a los requisitos particulares, y luego de esta-
blecida la arquitectura y codificación a utilizar, mostra-
remos el alfabeto que se empleará en cada una de las 
fases:
Fase 1 Fase 2 Fase 3 
el alfabeto constará 
de enteros que re-
presentarán a cada 
docente, los cuales 
serán asignados 
a cada una de las 
clases en el semes-
tre actual. Con esto 
tendremos un alfa-
beto específico aso-
ciado a cada clase a 
la cual le vayamos 
asignar un docente
Se usara la misma 
forma de represen-
tación para los ho-
rarios
Se usara la misma 
forma de repre-
sentación para las 
aulas
De esta manera logramos que el valor que vaya a to-
mar cada gen no se encuentre fuera del dominio esta-
blecido para cada recurso, ya que con una representa-
ción binaria podríamos obtener un conjunto de valores 
que no sean correctos y que no correspondan al rango 
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de valores de los recursos. Por ejemplo, tenemos  un 
conjunto de 20 docentes cuyo alfabeto estará definido 
desde el valor 1 al 20 y si para ello usamos una com-
binación binaria para representar dichos valores, en-
tonces podríamos obtener valores que se encuentren 
fuera de este rango. 
También puede suceder que a las clases no se les 
pueda asignar ciertas aulas o ciertos horarios o ciertos 
docentes por algún motivo, entonces nosotros pode-
mos quitar esas combinaciones del alfabeto correspon-
diente. Por ejemplo, en caso que queramos asignar un 
docente a una clase, deberíamos primero seleccionar 
al docente entre los que ya están definidos; pero imagi-
nemos que sólo dos de ellos tienen preferencia para el 
dictado de dicha clase, entonces si quitamos ciertos va-
lores del alfabeto evitaríamos que se asigne un docente 
que no tenga preferencia por dicha clase.
Esta clase de codificación dura protege al modelo con-
tra la violación de restricciones obligatorias, ahorrando 
de esta manera recursos computacionales y minimi-
zando el tiempo. Bajo este criterio es imposible que los 
segmentos del cromosoma tomen valores fuera del es-
pacio factible de soluciones. En nuestro problema time-
tabling, esto significa que si un docente desea enseñar 
solamente en los horarios de la mañana, el algoritmo 
genético nunca le asignará una clase de la tarde en 
toda su población, desde la primera iteración hasta la 
última. La probabilidad de que no se cumpla esta res-
tricción es nula; sin embargo, esto también hace que al 
sistema le resulte difícil encontrar una solución, puesto 
que se ocupará de generar los diversos espacios de 
alfabetos que estarán asociados a las clases en cada 
una de sus fases. 
Una vez detallada la conceptualización de nuestra idea 
veamos las restricciones que se emplearán en cada 
una de las fases, las cuales limitarán el uso de alfabe-
tos en los diferentes genes de la población y a su vez 
no tendrán que ser tomadas en cuenta en la evaluación 
de la solución. 
En la fase uno (docente 
- clase), acotar la lista de 
docentes que puedan 
dictar una clase deter-
minada, nos permitirá 
dejar de lado la evalua-
ción de las siguientes 
restricciones: 
ROG4, ROG5, ROE6, 
ROE7  y ROE5
En la fase dos (horario 
- clase), análogamente 
a lo indicado en la fase 
uno, los horarios en los 
que se pueda dictar una 
clase, nos permitirá de-
jar de lado la evaluación 
de las siguientes restric-
ciones: 
ROE5, ROE7, ROG5, 
en la fase tres (aula - 
clase), la limitación de 
las aulas en las que se 
pueda dictar una clase, 
nos permitirá dejar de 
lado la evaluación de las 
siguientes restricciones: 
ROE2, ROE3, ROG6
Inicialización de la población
La primera etapa en un Algoritmo Genético es la gene-
ración de la población inicial, que como ya se mencionó 
se suele realizar de manera aleatoria. Aquí se darán 
valores a todos los genes de los N cromosomas, donde 
N representa el tamaño de la población inicial, es decir, 
la cantidad de soluciones que se considerarán en cada 
etapa. 
Como en nuestro caso se abordará el problema en tres 
fases diferentes teniendo para cada una de éstas un 
algoritmo genético asociado, el cual se encargará de 
la asignación de un recurso en particular (docentes, 
horarios y aulas) a las clases, necesitaremos entonces 
también tres fases de inicialización.
Con respecto a la estructura del cromosoma, en nuestro 
caso estará determinada por un arreglo de enteros para 
cada una de las tres fases consideradas. Una primera 
apreciación podría considerar la asignación, a cada ín-
dice del arreglo, de valores aleatorios dentro del con-
junto de los enteros, desde 1 a un límite superior que 
vendría a ser el número total del recurso según la fase. 
Por ejemplo consideremos que deseamos inicializar 
diez clases con docentes y contamos con una plana de 
veinte docentes, entonces tendremos un arreglo de lon-
gitud diez donde cada índice del arreglo corresponderá 
a una clase, y el arreglo como sabemos representará al 
cromosoma. Además codificaremos cada docente del 
uno al veinte de manera consecutiva. Por lo tanto la 
inicialización comenzaría seleccionando un valor alea-
torio entre uno y veinte para asignarlo al índice 0 del 
arreglo, luego escogeríamos otro valor aleatorio en el 
mismo rango y lo asignaríamos al valor del índice 1, y 
así sucesivamente hasta completar el cromosoma con 
valores y posteriormente formar todos los cromosomas 
de la población inicial.
Con esto tendríamos la población lista para comenzar 
a ejecutar el algoritmo, sin embargo vemos ciertas de-
ficiencias en este método. Imaginemos que queremos 
asignar un docente a la clase de Algorítmica I y según 
el método de inicialización descrito, deberíamos enton-
ces asignarle aleatoriamente un docente entre los vein-
te ya definidos, Resulta que sólo tres de ellos tienen 
preferencia para el dictado de Algorítmica I, entonces 
podría suceder que se asigne en la población inicial un 
docente que no tenga preferencia por el curso. Las op-
ciones para el manejo de este error serían: desechar-
las, asignándoles una baja aptitud en el momento de la 
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evaluación, lo cual implicaría su desaparición en térmi-
nos estadísticos al cabo de unas pocas generaciones 
junto a la pérdida de información valiosa que pudieran 
contener; o Repararlas, lo cual aparece como una tarea 
costosa pues habrá de ser realizada en una gran canti-
dad de ocasiones a lo largo del proceso evolutivo. Nin-
guna de las alternativas parece óptima en sí misma. 
La opción que proponemos consiste en evitar la ge-
neración de este tipo de individuos no factibles. Este 
problema podría evitarse si al momento de generar la 
población inicial no se tomarán en cuenta ciertos recur-
sos que por las restricciones previamente nombradas, 
sería imposible que se use para una determinada clase. 
Usando el mismo ejemplo anterior para la clase de Al-
gorítmica I debería asignarse un docente aleatorio pero 
no del conjunto total de veinte docentes sino solamente 
de los tres posibles que pueden dictar dicho curso. 
Con esto estamos generando una población inicial que 
de antemano ya cumple ciertas restricciones, lo cual 
aliviará la tarea del método que evaluará las solucio-
nes, ya que no serán tomados en cuenta durante la 
evaluación. Dado que si los cromosomas iniciales no 
consideran estos valores, las poblaciones subsecuen-
tes generadas nunca los tendrán presentes, con ello se 
pretende ahorrar tiempo en la ejecución del algoritmo. 
Esta solución tiene la ventaja añadida de permitir elimi-
nar directamente soluciones de muy mala calidad sin 
necesidad de evaluarlas.
Dado que la estructura del cromosoma es igual en cada 
fase, esto es, un arreglo de longitud igual al número de 
clases a las cuales se les va asignar un recurso, el mé-
todo utilizado (mostrado en el ejemplo anterior) para la 
inicialización de la población será el mismo para cada 
una de las fases. Lo que variará por cada fase, aparte 
del recurso en particular, serán los alfabetos generados 
para cada gen de los cromosomas; esto se realizará a 
través de un procedimiento lineal que acotará dichos 
alfabetos. 
El hacer uso de un alfabeto en particular para cada gen 
del cromosoma, en cualquiera de las tres fases, nos 
permitirá en gran medida ahorrar la evaluación de un 
gran número de restricciones, dado que las soluciones 
iniciales elaboradas no presentarán la infracción de 
estas restricciones. Con lo cual podríamos considerar 
ésta como una mejor solución que simplemente el he-
cho de asignar valores aleatorios.
Otro aspecto a tener en cuenta, es la posibilidad de 
introducir en la población inicial soluciones de buena 
calidad, por ejemplo, procedentes de la experiencia 
acumulada en procesos anteriores. Esta forma de intro-
ducir conocimiento específico es muy útil pues permite 
al algoritmo contar con información valiosa inicialmen-
te. No obstante debe ser realizado con cuidado, pues 
sembrar la población inicial con soluciones no aleato-
rias puede alterar el proceso evolutivo al dirigir la bús-
queda hacia un determinado espacio.
4. CONCLUSIONES
La Facultad de Ingeniería de Sistemas e Informática 
de la UNMSM no utiliza herramientas computacionales 
para generar los horarios de clase, los cuales manejan 
un alto grado de complejidad durante su elaboración. 
Es por esto que se planteó desarrollar una herramienta 
basada en algoritmos genéticos, que permita cubrir las 
necesidades existentes y en cuyo proceso de investi-
gación se llegó a las conclusiones que se presentan a 
continuación:
1. Se construyó un algoritmo que permite encontrar 
soluciones buenas y/o consideradas aceptables 
dentro del margen de error definido y restricciones 
planteadas. Con lo cual se deduce que el objetivo 
general de esta investigación, que es encontrar una 
solución mediante el uso de algoritmos genéticos 
al problema de asignación de docentes, periodos y 
aulas a los cursos, se ha cumplido a cabalidad.
2. Otra conclusión, desprendida del proceso de inves-
tigación, está relacionada con la división del pro-
blema en distintas fases. Inicialmente no se pudo 
apreciar el impacto total de su aplicación sobre el 
problema, pero una vez concluida la investigación 
se observó lo siguiente:
2.1. La división por fases permite reducir el tiempo 
de procesamiento y el uso de recursos; debido 
a que en la medida que se van encontrando so-
luciones en cada fase, las cuales resultan ser 
información de entrada de la fase subsecuente, 
el espacio de soluciones se va acotando cada 
vez más. La aplicación de la técnica “divide y 
vencerás” resultó de gran ayuda al momento 
de tratar de resolver el problema a partir de la 
solución de subproblemas.
 Otro logro conseguido gracias a la división en 
fases fue la simplicidad obtenida en la imple-
mentación del algoritmo, debido a que las res-
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tricciones relacionadas a los docentes, periodos 
y aulas fueron tomadas en cuenta de manera 
separada unas de otras, de acuerdo al recurso 
asociado a cada fase.
2.2. Se pudo observar una debilidad al método. 
Pues tal vez al momento de acotar el espacio 
de soluciones mediante la generación de una 
solución parcial por parte de una fase anterior, 
se perdían ciertas soluciones factibles que ya 
no podrían ser exploradas por las fases subse-
cuentes y en la cual podría estar la solución que 
estemos buscando. Para solucionar esto se 
planteó maximizar la diversidad de individuos 
dentro de la población, de tal manera que nues-
tra población se encuentre lo más distribuido 
posible dentro del espacio de búsqueda acota-
do donde el algoritmo podía desplazarse. Esto 
significa hacer que los individuos sean lo más 
diferentes posibles en la población sin interferir 
con los procesos de evolución normal.
TRABAJOS A FUTURO
1. Se pueden combinar algoritmos genéticos con otra 
metaheurística para mejorar el tiempo de genera-
ción y calidad de la solución. Por ejemplo, la fun-
ción que se encarga de calcular la aptitud de cada 
individuo de la población en las diferentes fases 
podría ser remplazada por una red neuronal, la 
cual se encargaría de realizar dicho cálculo. Con 
lo cual se dotaría a este nuevo algoritmo híbrido 
una característica de aprendizaje adicional a una 
búsqueda guiada.
 A su vez podría utilizarse una heurística de búsque-
da, tal como un algoritmo voraz, que se encargue de 
generar la población inicial con cierto grado de pre-
procesamiento y que por ende sea mejor que simple-
mente inicializar la población de manera aleatoria.
2. La segunda mejora sería la de implementar un 
servicio Web con este algoritmo para que se pue-
da tener acceso a él, de tal manera que no sea 
usado solamente por la facultad sino también abrir 
la posibilidad de brindar este servicio a otras fa-
cultades y/o instituciones que lo requieran. Otra 
ventaja de implementar el servicio sería que se 
estaría destinando la carga del procesamiento a 
un servidor dedicado para liberar al cliente de di-
cha tarea. 
3. Una vez establecido el procesamiento del algorit-
mo en un servidor, podrá ser organizado sobre una 
arquitectura de procesamiento distribuida. En este 
punto se presentan varias opciones, una es armar 
una arquitectura de computación paralela (compu-
tación grid) ya que proporciona una gran cantidad 
de recursos según se necesite, claro que este mo-
delo sería independiente al algoritmo y tendría que 
realizarse un trabajo previo para implementar esta 
arquitectura. Otra opción más ligada a la implemen-
tación de la solución sería elaborar un modelo de 
procesamiento maestro-esclavo, donde un servidor 
maestro controle el proceso evolutivo, concentre la 
información resultante y asigne carga de trabajo a 
sus servidores esclavos. Dicha carga de trabajo po-
dría ser la evaluación de una parte de los individuos 
de la población, dado que esto es lo que más tiem-
po toma en procesar. 
4. Con la finalidad de hacer que el software sea más 
configurable, se recomienda permitir a los futuros 
usuarios poder escoger entre todas las restriccio-
nes que maneja el sistema y decidir cuáles se aco-
plan a su realidad ó problema específico. 
5. Como última recomendación, se sugiere aumentar 
el potencial del software al momento de la genera-
ción de horarios integrando esta herramienta con 
la información contenido en el SUM de la UNMSM 
con la cual se podría calcular de manera automáti-
ca la cantidad de grupos que se deberían aperturar 
para los diferentes cursos de manera automática o 
por lo menos sugerirlos para su aprobación.
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