Introduction {#Sec1}
============

To make a fully implantable neural prosthesis to treat neurogenic detrusor overactivity (NDO) by conditional stimulation \[[@CR1]\], a sensor capable of detecting the onset of urinary bladder contractions is necessary. The basic principle is that the small pressure increases in the beginning involuntary detrusor contractions can be used to detect the onset of these contractions, and prompt stimulation of pudendal afferent nerves can abolish the contractions before leakage occurs. Further details and a discussion of the system has previously been published \[[@CR2]\]. Catheter-based pressure monitoring systems for the bladder have been proposed \[[@CR3]--[@CR5]\]. However, there are several disadvantages of this approach. Contact with urine causes encrustation of the catheter or tip membrane \[[@CR4], [@CR6]\]. Coating with certain materials may reduce the rate of encrustation, but there are yet no known permanent solutions to the problem \[[@CR7]\]. Another way of circumventing encrustation is placing a catheter-tip transducer on the outer surface of the bladder or in the bladder wall. However, another problem arises from this, and that is the risk of detachment or migration. Koldewijn and colleagues implanted fluid-filled capsules in goats at different sites and with different sutures, and experienced problems with migration in all but one configuration \[[@CR8]\]. It is hypothesized that the relative large size (Ø 25 mm, height 3 mm), and the rigid tubes connected to them, may have been the primary factors for the migration process. Hence, it is expected that small wireless pressure sensors will perform better with respect to migration.

In biomedical applications, wireless passive LC-tank sensors offer a range of advantages over battery-powered sensors. They are simpler, can be made smaller, and the sensors themselves do not have a limited battery life. The disadvantage is that a certain coupling between transceiver antenna and sensor is necessary to ensure adequate modulation of the signal to obtain a sensor reading. A LC-tank sensor is typically a variable capacitor (the gap between the plates varies with pressure) connected to a coil. Other designs are possible, but this is the only design considered in this work. As sensors are miniaturized, the operational distance generally decreases and susceptibility to noise increases, both due to reduced coupling. For a given sensor geometry and operational distance, the antenna coil may be optimized to provide optimal coupling. Sometimes, however, this optimization is constrained by limited space and/or geometrical limitations, making this task difficult. If, in addition, the sensor moves during operation, this further complicates matters. While the optimization task is specific for each application, some general limitations are determined by the coupling between sensor and antenna, the noise level of the system, the readout scheme and the resolution of the analog to digital converters (ADCs) used in the system. These details are seldomly described; the focus is usually on sensitivity, sensor range optimization or manufacturing technique \[[@CR9]--[@CR14]\].

For sensors intended for bladder monitoring, there is the additional problem of bladder movements. Bladder movements are expected to occur primarily due to the bladder constantly undergoing voiding and filling cycles, but also due to changes in rectal volume and forces exerted by bowels. For a wired sensor placed in the bladder wall, such movements may cause sensor migration, if for instance the wire becomes fixed in connective tissue. The amount of bladder movement has mostly been described in relation to radiotherapy for bladder cancer, however, in this context the focus was on the range of movement and not on the movement path. Still, from these studies it can be inferred that movement is expected to occur along approximately linear paths radiating from the urethra, the only point at which the bladder is fixed. In the lateral view (para-sagittal plane), the largest movements were described in the anterior and cranial direction along a line angled approximately 60--70° to horizontal \[[@CR15], [@CR16]\]. Movements up to 4 cm were described in this direction. If the bladder was regarded a sphere fixed at one point at the periphery (i.e. the urethra), the same estimated movement is found for bladder volumes from 30 to 500 ml. For robust operation of a LC-tank sensor, a constant coupling is preferred. Based on this, an antenna and sensor design is proposed, that is intended to accommodate a constant coupling over this range of movement.

The aim of this study was threefold. Firstly, to investigate the coupling between a proposed sensor and antenna design intended for monitoring the pressure in the urinary bladder. Secondly, to find the limitations of the system in terms of coupling, SNR and ADC resolution. Finally, to present a simplified interrogation scheme for LC-tank sensors, and to compare the performance to a traditional system, with respect to noise and coupling tolerance.

Methods {#Sec2}
=======

System Description {#Sec3}
------------------

The proposed system consists of a small square sensor (6 × 6 × 1 mm) and a larger rectangular antenna (measuring 40 mm by 10 mm). The antenna is intended to be placed directly adjacent to the bladder, while the sensor is intended to be placed in the middle of the bladder wall. An illustration of the intended position of the sensor, and the expected movement during filling, is shown in Fig. [1](#Fig1){ref-type="fig"}. The sensor should be placed in a pouch in the middle of the bladder wall, while the antenna coil could be anchored to the pubic symphysis. The intention is that during the bladder movements expected during normal operation, the sensor will always be well coupled with the antenna. But contrary to a wired sensor, there is reduced risk of migration or erosion \[[@CR17]\].Fig. 1Illustration of the intended placement of the proposed sensor system. **a** and **b** show lateral views of the empty and full bladder, respectively. The sensor is placed in a pouch in the middle of the bladder wall; the antenna could be anchored to the pubic symphysis. Despite movements caused by filling, the sensor is still atop the antenna coil. Modified from \[[@CR23]\] and used by permission of the authors

Electrically, the LC-tank sensor system can be described as a modulated air-coupled transformer (see Fig. [2](#Fig2){ref-type="fig"}). The impedance, given in Eq. ([1](#Equ1){ref-type=""}), shows a phase dip at the sensor resonance frequency, which can be used to compute the sensor capacity and thus the sensed pressure.$$\documentclass[12pt]{minimal}
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To interrogate the sensor, an auto-balancing bridge (ABB) topology can be used. The ABB provides an accurate estimate of the impedance, both magnitude and phase. However, in terms of implantable systems, it is rather complex, requiring four simultaneous ADCs and a quadrature-output oscillator. Since only the frequency at which the phase dip occurs is of interest in this application, the ABB can be simplified considerably. In Fig. [3](#Fig3){ref-type="fig"} the full ABB is shown (a), as well as the proposed simplified system (b). The simplified system requires only one ADC, and does not require quadrature output from the oscillator, making the system much simpler and also less power consuming. At sensor resonance, the inductive and capacitive parts of the impedance cancel, leaving only the (parasitic) resistive part. In addition, the phase of the impedance changes from $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$- \pi /2$$\end{document}$ to $\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
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Coil Coupling {#Sec4}
-------------

Coil coupling was simulated by finite element analysis (FEA) using Comsol Multiphysics v5.1 (Comsol AB, Stockholm, Sweden). Static conditions were used since coupling does not change with frequency. Similarly, intrinsic resistances do not affect coupling and were left out. In line with this, and to keep simulations simple, parasitic capacities were also neglected in the model. The antenna coil was modeled as an eight turn rectangular spiral, with outer length 40 mm, outer width 10 mm, and turn spacing 0.5 mm. The sensor geometry was a square with outer side length 6 mm, and 50 µm between turns, a spacing that could be obtained easily using MEMS techniques. The coils were contained in parallel planes, with a distance between the planes ranging from 4 mm to 20 mm in 4 mm steps. For each distance, the sensor was translated along a grid to obtain the effect of both longitudinal and transverse translation on coupling. Thus, for each distance, a contour plot of coupling as a function of 2-D translation was computed. The simulation "world" was a sphere with radius 5 cm, filled with air.

Full ABB System Response {#Sec5}
------------------------

The system response was simulated using Matlab (MathWorks, Inc., Natick, MA), based on the circuit diagram presented in Fig. [3](#Fig3){ref-type="fig"}a. The opamp, resistor and multipliers were simulated as ideal components; the low pass filters were analog 1st order passive filters with $\documentclass[12pt]{minimal}
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                \begin{document}$$90^{ \circ }$$\end{document}$ out-of-phase nodes. A/D conversion was not taken into account, i.e. the result is the analogue inputs to the four A/D converters shown in the figure. Thus, the simulation is of the analogue part of the system.

As can be seen from Eq. ([1](#Equ1){ref-type=""}), the carrier modulation depends on all three parameters $\documentclass[12pt]{minimal}
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For the capacitor, square plates with side length 6 mm and gap between plates of 50 µm was assumed. This gives a capacitance of$$\documentclass[12pt]{minimal}
                \usepackage{amsmath}
                \usepackage{wasysym} 
                \usepackage{amsfonts} 
                \usepackage{amssymb} 
                \usepackage{amsbsy}
                \usepackage{mathrsfs}
                \usepackage{upgreek}
                \setlength{\oddsidemargin}{-69pt}
                \begin{document}$$C_{0} = \epsilon_{0} \times \frac{A}{g} = 8.85 \times 10^{ - 12} {\text{Fm}}^{ - 1} \cdot \frac{{\left( {0.006 {\text{m}}} \right)^{2} }}{{50 \times 10^{ - 6} {\text{m}}}} = 6.4 \, {\text{pF}}$$\end{document}$$

To account for imperfections and gap variations in an actual fabrication environment, a capacity of 5 pF was used in the simulations. Thus, the sensor parameters were $\documentclass[12pt]{minimal}
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The sensitivity of the sensor was set to $\documentclass[12pt]{minimal}
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                \begin{document}$$3 \permil / {\text{cm}}\,{\text{H}}_{2} {\text{O}}$$\end{document}$. This was found by simulation of a specific sensor layout (unpublished data by Thor Ansbæk, DTU, Denmark), and is in line with what has been reported by others. Sensitivities ranging from 0.18 to 14.7 ‰ per cm H~2~O were reported in the literature \[[@CR9], [@CR12]\]. With a pressure range of −50 to +150 cm H~2~O (absolute-type sensor), capacity range was 4.25 to 7.25 pF, yielding a frequency range of 50 to 65 MHz. This is also similar to the frequencies used in other studies, frequencies spanning from 13 to over 100 MHz have been reported \[[@CR11], [@CR12], [@CR19]\].

White Gaussian noise was added to the carrier signal to test the susceptibility to noise. The Gaussian property means, that with a threshold of four standard deviations, the noise is below this threshold 99.993% of the time. Conversely, this means that a phase dip modulation larger than four standard deviations will be detected correctly 99.993% of the time.
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                \begin{document}$$C_{s}$$\end{document}$ are frequency dependent. This means that the modulation magnitude changes with frequency, as illustrated in Fig. [4](#Fig4){ref-type="fig"}. In general, capacity increases with pressure, since the capacitor plates are pressed closer together. This means that both resonance frequency and Q-factor decreases with increasing pressure. The main effect of the latter is that the phase dip also decreases in magnitude. Coupling and Q-factor can shift the dip frequency relative to the resonance frequency \[[@CR13]\], but this effect is negligible in this study. To ensure proper functioning in the full pressure range, this is important to take into account. Hence, all simulations were done in the "worst-case scenario" with $\documentclass[12pt]{minimal}
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In this study, a range of couplings and SNRs were examined in an exhaustive search manner, and for each combination the noise of the modulated signal, and the magnitude of the phase dip, was recorded, as illustrated in Fig. [5](#Fig5){ref-type="fig"}. Here, the theoretical phase is the phase as computed by ([1](#Equ1){ref-type=""}), whereas the simulated measurement is computed from the ABB using standard formulae \[[@CR20]\]. For combinations that resulted in a phase dip of smaller amplitude than the noise, the theoretical dip magnitude was used to quantify the ratio. In Fig. [5](#Fig5){ref-type="fig"}, two vertical black dashed lines indicate the boundary between dip and noise segments of the signal. These limits were computed from the theoretical phase, so they were independent of the noise level. The bell curve in the upper right corner shows the actual probability distribution of the expected noise amplitude based on the simulation.Fig. 5A simulation of one frequency sweep. Here, coupling was 0.03 and SNR was 0 dB. The two measurements obtained from such one simulation was the noise magnitude (calculated from the Gaussian distribution), and the dip magnitude. The vertical black dashed bars indicate onset and offset of the dip. The rest of the signal was used for computing the variance of the noise. The bell curve at the top right shows the actual expected distribution of the noise amplitude. Note that while the resonance frequency in this figure is 60 MHz (5 pF capacitor value), actual simulations were performed with a 51 MHz (7 pF capacitor value) resonance frequency

Simplified ABB System Simulation {#Sec6}
--------------------------------

From the simplified system, an example of the response to a frequency sweep is illustrated in Fig. [6](#Fig6){ref-type="fig"}. Similar to the full system, the opamp and mixer were considered ideal, and the low-pass filter was simulated by a recursive implementation (again, $\documentclass[12pt]{minimal}
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                \begin{document}$$R_{ref} = 500 {{\Omega }}$$\end{document}$ was used. The limits of the ADC were accordingly set to 0 and 1 V.Fig. 6Simulation of the simplified system shown in Fig. [3](#Fig3){ref-type="fig"}b. The opamp and mixer were considered ideal, the low-pass filter was simulated by a recursive implementation. Here, k = 0.03 and SNR = 0 dB. Note that the ADC output is in steps, not voltage

A simple signal detection algorithm was developed. The effect of the dip just before sensor resonance, and the peak just after, is that the slope of the curve attains its maximal value at resonance. Hence, the output from the ADC was differentiated (first order difference), and this signal was then linearly detrended. The peak of this signal denotes the resonance frequency.

As coupling decreases, the amplitude of the peak decreases as well. The ADC resolution needed to operate the sensor system, for a given coupling was determined for the noise-free case. In this simulation, there is still some noise due to quantification. The amplitude of the peak was compared to the noise amplitude, similarly to how it was done in the full ABB simulation.

Next, a typical combination from the previous simulation was chosen; a coupling of 0.005 (lower boundary of useful end), and a 14 bit ADC, which gives a peak/noise amplitude ratio of 10. Here, noise was added to the carrier in incremental steps. A carrier signal to noise range of 0 to 40 dB was examined in a Monte-Carlo fashion. Hundred simulations were done for each noise level ($\documentclass[12pt]{minimal}
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Results {#Sec7}
=======

The results of the finite element analysis are shown in Fig. [7](#Fig7){ref-type="fig"} as a separate contour plot for each distance. For all distances, the outermost contour corresponds to a coupling of zero. At short distances, the "field shape" corresponds well to the antenna geometry, while as distances increase, a more a more circular "field" is observed. As a measure of reliability, not only the mutual inductance, but also the antenna and sensor inductances were computed at each position. Simulated antenna inductance was 2.047 ± 0.007 μH (mean ± SD); similarly, sensor inductance was 1.422 ± 0.003 μH , $\documentclass[12pt]{minimal}
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                \begin{document}$$n = 210$$\end{document}$ for both.Fig. 7Contour plots of the coupling at different positions and distances. Antenna coil is illustrated in grey, sensor coil in black. The sensor is shown translated 5 mm in the longitudinal direction, and 4 mm in the transverse direction. Coupling at this position is 0.0036, 0.0057, 0.0093, 0.015 and 0.024, respectively, for distances decreasing from 20 mm to 4 mm

For the full ABB system, the dip to noise ratio are shown in Fig. [8](#Fig8){ref-type="fig"}. As this ratio varied greatly, the logarithm of the ratio is shown. Hence, the zero contour-line in Fig. [8](#Fig8){ref-type="fig"} indicates the boundary where dip magnitude and noise amplitude are equal. It is seen that for a large coupling, e.g. $\documentclass[12pt]{minimal}
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                \begin{document}$$SNR = 13 {\text{dB}}$$\end{document}$ or better is required for proper operation.Fig. 8Dip magnitude as function of coupling and SNR

For the simplified system, the required ADC resolution in the noise-free case is shown in Fig. [9](#Fig9){ref-type="fig"}, as the zero contour-line (the plot shows $\documentclass[12pt]{minimal}
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                \begin{document}$${ \log }_{10}$$\end{document}$ of the peak-to-noise ratio). From this is also seen how much either the coupling or the number of bits needs to be increased to obtain a certain noise margin.Fig. 9Required ADC resolution to operate the sensor system using the simplified ABB topology

Finally, the results of the Monte-Carlo simulation are reported in Table [1](#Tab1){ref-type="table"}.Table 1Results from the Monte-Carlo simulation of the simplified system given $\documentclass[12pt]{minimal}
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                \begin{document}$$k = 0.005$$\end{document}$ and a 14 bit ADC. *First row* shows the carrier SNR, *second row* shows the mean max peak-to-max noise amplitude ratio, and *last row* the number of correct detections ($\documentclass[12pt]{minimal}
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Discussion {#Sec8}
==========

The aim of this work was to characterize systems for operating wireless passive LC-tank sensors, and in particular, to evaluate, by simulations, a specific proposed system for bladder monitoring. The design for the bladder monitoring system was based upon an expected short distance between antenna and sensor. The desire for a wireless system, even given this short operating range, is because the bladder constantly undergoes filling and voiding cycles, causing repeated movement. If connecting wires for a bladder sensor become fixed to tissue, e.g. by connective tissue growth, this could cause sensor migration \[[@CR8]\]. It was not investigated if it is possible to fix the antenna in the position described in Fig. [1](#Fig1){ref-type="fig"}, nor was the amount of fatty tissue around the bladder in typical wheel-chair bound patients, investigated. Therefore, distances between 4 mm and 20 mm were simulated. At short distances, the desired behavior, a "coupling field" shaped similarly to the antenna, was obtained, causing relatively high and nearly constant coupling for the intended range of motion. At longer distances, coupling rapidly decreased.

There was a very high degree of consistency between simulations, as seen by the very small standard deviation of the computed coil values across simulations. Thus, although the absolute values may be somewhat off, the qualitative features of the coupling patterns described are very likely correct.

The contour plots shown in Fig. [7](#Fig7){ref-type="fig"} do not show negative coupling coefficients. While the system operates equally well for positive or negative coupling coefficients, the sensor would have to cross the zero-coupling zone during this transition. This would mean a functional dead space where bladder pressure could not be monitored. A system with an array of antenna coils could be envisioned, where the response magnitude was monitored, and when this magnitude falls below a certain threshold, the next coil in the array could be used to continue operation. This was not considered in this work.

The coupling coefficients were simulated under ideal conditions. Air is a non-conducting (lossless) medium, and there were no obstacles interfering with the field distribution. Specifically, the capacitor plates were not considered in these simulations. Depending on manufacturing technique, the capacitor could be placed on top of the coil, besides the coil, or the coil(s) could act as one or both of the capacitor plates. Generally, the capacitor plates will influence the coupling in a negative direction.
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                \begin{document}$$x$$\end{document}$ is the distance \[[@CR21]\].

It should thus be possible to obtain a coupling of 0.02, with a Ø 40 mm antenna (Fig. [10](#Fig10){ref-type="fig"}). While this is not directly comparable with square spirals, a similar coupling could be expected. Square spiral antenna coils (side length 40 mm) were simulated and compared to the proposed system. At a short distance (4 mm) the coupling coefficient was smaller than that of the proposed system (0.03 vs. 0.05), however at a long distance (20 mm), coupling was generally larger (0.005--0.007 vs. 0.002--0.004) than for the proposed system. At a long distance, the spread of the field causes a local coupling minimum for zero translation, i.e. when the two coils have aligned centers. This would disrupt sensor operation when placed in this location. Also, the coupling at 20 mm distance is far below what was predicted by the approximation formula. To verify the results obtained by the simulation, the simulated inductances were compared with known estimation formulae. From the simulations, the inductances of the sensor and antenna were $\documentclass[12pt]{minimal}
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                \begin{document}$$L_{a} = 7.593 \pm 0.014\mu {\text{H}}$$\end{document}$, respectively. Using the current sheet approximation formula of Mohan et al. \[[@CR22]\], the computed inductances were $\documentclass[12pt]{minimal}
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                \begin{document}$$L_{s,gmd} = 1.44 \mu {\text{H}}$$\end{document}$ and $\documentclass[12pt]{minimal}
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                \begin{document}$$L_{a,gmd} = 7.98 \mu {\text{H}}$$\end{document}$, respectively. This indicates that the simulation results are correct, and that the coupling approximation formula ([3](#Equ3){ref-type=""}), for some reason, does not work well in this setting.Fig. 10Approximated coupling as a function of antenna radius. The model assumes two circular co-axial wire loops. The loops are spaced 20 mm apart, and radius of the smaller loop (corresponding to sensor coil) has radius 3 mm

For the simulations of the analogue part of the ABB, the last step is to low-pass filter the signal. This means that the added white Gaussian noise becomes colored, and that the distribution generally becomes more platykurtic. Since a platykurtic distribution is less prone to outliers than a normal distribution, this only strengthens the reliability of using four standard deviations as threshold.

In this study, ADCs with resolution from 10 to 16 bits were considered. The necessary resolution depends on the analogue circuitry feeding the ADC, and the dynamic range of the signal. In the case of the simplified system, the dynamic range is rather low. Given the described choice of $\documentclass[12pt]{minimal}
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                \begin{document}$$R_{ref}$$\end{document}$, the signal typically attains values from 0.6 to 0.9 V or less, as seen in Fig. [6](#Fig6){ref-type="fig"}. By subtracting the offset of the signal, an additional bit could be added to the resolution of the signal. Also, even though the oscillator is operating at high frequencies, the ADC needs to operate only at a low frequency of 1000 Hz. This allows for 200 discrete frequencies (200 cm H~2~O resolution of the sensor), and five readings per second. This relaxes the requirements to the ADC considerably, and allows for a long hold time making it possible to use high resolution but slower $\documentclass[12pt]{minimal}
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                \begin{document}$${{\varSigma \Delta }}$$\end{document}$-type ADCs.

The findings of this study were not verified by laboratory measurements. The most critical issues for implementing the system is the placement of the antenna, the distance between sensor and antenna, and movement path. This will elucidate if a coupling of e.g. at least 0.005 can be maintained during normal operation, and hence whether the system is feasible. If so, it will certainly be possible to fulfill the requirements to the signal processing part of the system. Further studies should address this issue.

In conclusion, it was shown that the presented coil design provides nearly constant coupling at close distances during linear movement. For distances up to 12 mm, an adequate coupling coefficient could be maintained. The combination of signal to noise ratio and coupling coefficient determines the detection limit of the system. For coupling coefficients above 0.005, the requirements to the system are such that it is still feasible. By combining these results, the system can operate at coil distances up to 12 mm, giving a coupling coefficient of at least 0.005. In this case a 14 bit ADC gives a baseline peak-to-noise ratio of 10 ADC steps. Noise can occur in the system until the SNR is 27 dB (or better), at which point correct detections are still expected to occur close to 100% of the time.
