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1. Introduction
The ground field is assumed to be C throughout.
1.1.
Let g be a semisimple Lie algebra with Cartan subalgebra h and let
U(g),U(h) be their enveloping algebras. After Kostant [12], U(g)=H⊗
Z(g), that is to say U(g) is a free module over its centre Z(g). Moreover,
H can be chosen so that H is adU(g) invariant and graded. Then the
multiplicity of any simple submodule V in H equals the dimension
of its zero weight space. This leads to a square matrix which after
Harish-Chandra projection has entries in the commutative algebra U(h).
Its determinant PV was calculated by Parthasarathy, Ranga Rao and
Varadarajan [15]. These determinants can be generalized for quantized
enveloping algebras and reductive Lie superalgebras (see [8,10] for a
detailed discussion) and are called KPRV determinants.
1.2.
Now let g be an affine algebra. In a similar spirit to 1.1 it is
shown in [10] that a KPRV determinant PV can be defined for the
quantum affine algebra Uq(g) relative to an integrable module V with
finite dimensional weight spaces. The simplest though rather non-trivial
example is considered in [8] for g of type A(1)1 , which is also known
as ŝl(2). The module V is taken to be a quantum analogue of the loop
space gˆ0 = g0 ⊗ C[t, t−1] where g0 is isomorphic to sl(2). The latter
admits a natural structure of a simple g module with one-dimensional
weight spaces. Let V (ρ) be the highest weight integrable g module with
highest weight ρ which is the sum of fundamental weights of g. Since
the zero weight space of gˆ0 is one-dimensional and twice a real root is
not a weight, there is a unique, up to an isomorphism, embedding of gˆ0
into EndV (ρ). Although gˆ0 is a quotient of g, this embedding has little in
common with the embedding g ↪→ EndV (ρ) defined by the action of g
on V (ρ). Similarly, there is a unique embedding of V into EndC(q) Vq(ρ)
where Vq(ρ) is the unique highest weight integrable Uq(g) module of
highest weight ρ. The determinant PV can be described in terms of
the traces of a non-zero S ∈ V0 acting on the weight spaces of Vq(ρ).
These traces are already of some interest in the corresponding classical
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situation and moreover give the q = 1 limit of PV . They are computed
in [8] by extending the Chevalley–Kostant presentation [13] of V (ρ) to
the (infinite dimensional) affine case.
1.3.
Let g be of type A(1)1 . In the present paper we consider the “smallest”
simple integrable U(g) modules with finite dimensional weight spaces
which can be embedded into EndV (Λ) where V (Λ) is a basic module,
that is to say Λ ∈ h∗ is a weight of level one. Let V be such a module.
We construct (Proposition 4.9) a presentation for V (Λ) similar to that
of [8] for V (ρ). This presentation of the basic modules for ŝl(2) is
quite new and we believe may be the very first glimpse of a more
general theory. Notably our construction does not have any analogue for
g semisimple because it depends on some peculiarities of the affine Lie
algebras. We fix a non-zero element S in the one-dimensional weight
space V0 and compute its traces on the weight spaces of V (Λ). We obtain
(Proposition 5.3) an elegant formula for the generating function of these
traces. These traces have quantum analogues which also give the KPRV
determinants. We show (Corollary 2.6) that the “quantum traces” are
Laurent polynomials in q which at q = 1 become the traces described
above.
2. Affine KPRV determinants at q = 1
2.1.
Let g be an affine algebra and h be its Cartan subalgebra. Let π =
{αi}i=0 ⊂ h∗ be the set of simple roots and ∆ be the set of roots of g
with respect to h. Let ∆± :=∆ ∩ ±Nπ be the set of positive (negative)
roots. One has a triangular decomposition g= n− ⊕ h⊕ n+ where n± =⊕
α∈∆± gα . Let W be the Weyl group of g and let ∆re =Wπ and ∆im =
∆\∆re be, respectively, the sets of real and imaginary roots. There exists
a unique δ ∈ ∆+ such that all the imaginary roots are integer multiples
of δ. We enumerate simple roots in such a way that π0 = π \ {α0} is
a simple root system for the underlying simple Lie algebra g0 of g.
Denote by eα, fα: α ∈ π the Chevalley generators of g. They generate
the commutator subalgebra g′ = [g,g].
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Let π∨ = {α∨i }i=0 ⊂ h be the set of simple co-roots. By [11, §2.1],
h∗ admits a non-degenerate W -invariant bilinear form (· , ·) such that
α∨ ∈ π identifies with 2α/(α,α) under the linear isomorphism h∗ ∼−→ h
defined by the form (· , ·). Choose fundamental weights Λi ∈ h∗, i =
0, . . . , , of g such that Λi(α∨j )= δi,j where δi,j is the Kronecker delta.
Set P(π)=⊕i=0ZΛi ⊕Zδ and P+(π)= {λ ∈ P(π) | λ(α∨) ∈N, ∀α ∈
π}. We can assume that the bilinear form on h∗ is normalized so that
(λ,µ) ∈ Z for all λ,µ ∈ P(π).
2.2.
Let V be an integrable g module, that is V is a direct sum of its
h weight spaces Vµ: µ ∈ h∗ and the eα, fα: α ∈ π act locally nilpotently
on V . Set Ω(V ) := {µ ∈ h∗ | Vµ = 0}. We assume that V is admissible,
that is dimVµ <∞ for all µ ∈Ω(V ). Let σ be the antipode of U(g). It is
the unique algebra anti-automorphism of U(g) extending the map x −→
−x: x ∈ g. The graded dual V # of V is the g submodule⊕µ∈h∗ V ∗µ of V ∗
endowed with a left module structure by (uξ)(v) = ξ(σ (u)v), for all
v ∈ V , ξ ∈ V ∗ and u ∈U(g).
For all λ ∈ P+(π), let V (λ) denote the unique, up to an isomorphism,
highest weight integrable g module of highest weight λ and set
V λ0 =
{
v ∈ V0 | eλ(α∨)+1α v = f λ(α
∨)+1
α v = 0, ∀α ∈ π
}
.
By [7, 5.12], for V simple there is a linear isomorphism
HomU(g)
(
V,EndV (λ)
) ∼−→ V λ0 .(2.1)
2.3.
Throughout the rest of this chapter q is an indeterminate. Let T be the
multiplicative group isomorphic to P(π) and denote by τ(ν) the image
of ν ∈ P(π) in T . The quantum affine algebra Uq(g) corresponding to g
is a Hopf algebra generated over C(q)[T ] by elements eα, fα: α ∈ π
subject to q-analogues of the relations for the similarly denoted elements
of g. Let Uq(g′) be the subalgebra generated by eα, fα: α ∈ π over
C(q)[τ(Zπ)].
Let V (λ) be the unique highest weight integrable Uq(g) module of
highest weight λ and suppose that V is a simple admissible integrable
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Uq(g) module. Then (2.1) holds with U(g) replaced by Uq(g). Suppose
that dimV λ0 = 1 and take the unique non-zero S ∈ V λ0 which acts by the
identity on the highest weight space of V (λ) under the isomorphism (2.1).
Then by [10, 3.5], the KPRV determinant PV associated to V equals
PV =
∑
ν∈Nπ
Tr
(
S|V (λ)λ−ν
)
q2(λ,ν)τ
(−2(λ− ν)).(2.2)
If dimV λ0 > 1, then PV is given (cf. [10, 3.6]) by a determinant of similar
suitably chosen traces. In the next sections we describe the nature of their
q = 1 limit.
2.4.
Let A = C[q, q−1]. If M is an A module and m is an ideal of A
then the image of M ⊗A m in M ⊗A A ∼−→ M is just mM and so
M/mM
∼−→M ⊗A A/m. By [3, 1.5], Uq(g) admits a Hopf A subring
UA(g) such that Uq(g) = UA(g) ⊗A C(q) and U(g) is isomorphic to
Uˆ1/〈τ(ν)− 1: ν ∈ P(π)〉, where Uˆ1 =UA(g)⊗AA/(q − 1)A.
Let Vq be a Uq(g) module which is a direct sum of its weight sub-
spaces. We say that Vq admits an A-lattice if there exists a UA(g) mod-
ule VA which is a direct sum of its T weight submodules (VA)µ free
as A modules such that VA ⊗A C(q) ∼−→ Vq . If Vq is admissible then
each (VA)µ is of finite rank. If this case if V ′A is a UA(g) module which
is a direct sum of its T weight submodules such that (after extending
scalars) a−1(VA)0 ⊃ (V ′A)0 ⊃ b(VA)0 for some a, b ∈A, then V ′A is also
an A-lattice. Indeed through the action of UA(g), this inclusion extends
to all weight submodules. Since (VA)µ: µ ∈ h∗ is free of finite rank and
A is a principal ideal domain, it follows that (V ′A)µ is also free of the
same rank and moreover the isomorphism V ′A ⊗A C(q) ∼−→ Vq follows
from the corresponding isomorphism for VA.
2.5.
Let V1 be a simple U(g) module with a weight space decomposition.
In analogy with a question of Drinfel′d [4, Question 8.2] one can pose
the following problem. Show that there exists a simple Uq(g) module Vq
with a weight space decomposition admitting an A-lattice such that V1 ∼=
VA ⊗A A/(q − 1)A. As is well-known a direct construction gives this
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result for a highest weight integrable module V (λ) of highest weight λ.
We shall check this in some other cases.
2.6.
Let Vq be a simple integrable admissible Uq(g) module. By (2.1) it
occurs with finite multiplicity dim(Vq)λ0  dim(Vq)0 in EndC(q) Vq(λ).
Let Wq be the Vq isotypical component of the latter. We assume that Vq
admits anA-lattice VA and V1 := VA⊗AA/(q−1)A is also simple. This
means that Vq provides a positive answer to the problem of 2.5. By (2.1)
V1 occurs dim(V1)λ0 = dim(Vq)λ0 times in EndV1(λ) and we denote by W1
the corresponding isotypical component.
LEMMA. – Choose an A lattice VA(λ) for Vq(λ). Then
(i) (EndAVA(λ))⊗AA/(q − 1)A ∼−→ EndV1(λ);
(ii) There exist dim(Vq)λ0 copies of isomorphic A-lattices VA for
Vq with direct sum WA such that the natural map of WA ⊗A
A/(q − 1)A into (EndAVA(λ))⊗AA/(q − 1)A is injective and
has image W1.
Proof. – Observe that the natural map ψ : EndAVA(λ) ⊗A A/
(q − 1)A−→ EndV1(λ) is surjective. Indeed, choose a basis {vi} for the
free A module VA(λ). Then {v¯i := vi ⊗ 1} ⊂ VA(λ)⊗AA/(q − 1)A is a
basis for V1(λ). Given ϕ¯ ∈ EndV1(λ) we have ϕ¯(v¯i )=∑aij v¯j , aij ∈ C.
Define ϕ ∈ EndAVA(λ) by ϕ(vi) =∑aij vj . Then ϕ maps to ϕ¯ prov-
ing surjectivity. For injectivity, take ϕ ∈ kerψ . We may write ϕ = ξ ⊗ 1
for some ξ ∈ EndA VA(λ) and then Im ξ ⊂ (q − 1)VA(λ). Therefore
there exists n ∈ N+ such that ξ ′ := (q − 1)−nξ ∈ EndAVA(λ) and so
ϕ = (q − 1)nξ ′ ⊗ 1= ξ ′ ⊗ (q − 1)n = 0.
For the second part, observe that EndAVA(λ) is a UA(g) module.
Since each VA(λ)µ is free of finite rank, it follows that (EndAVA(λ))0
which identifies with
⊕
µ EndAVA(λ)µ is a free A module of countable
rank and so (EndAVA(λ))0 ⊗A C(q) ∼−→ (EndC(q) Vq(λ))0. Let W ′′A
be a lattice for Wq ↪→ EndC(q) Vq(λ). Since (W ′′A)0 is of finite rank,
there exists b ∈ A such that b(W ′′A)0 ⊂ (EndAVA(λ))0. By the action
of UA(g) this inclusion extends to all weight submodules and moreover
W ′A := bW ′′A is a lattice for Wq by the observation in 2.4.
By the theorem of elementary divisors (cf. [14, XV, §3, Theo-
rem 5]), there exists a basis {w1,w2, . . .} for (EndAVA(λ))0 and ele-
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ments a1, . . . , ak ∈ A such that {a1w1, . . . , akwk} is a basis for the free
finite rank submodule (W ′A)0. Let (WA)0 be the submodule generated by{w1, . . . ,wk}. Then (W ′A)0 ⊂ (WA)0 ⊂ a−1(W ′A)0 with a =
∏
ai , hence
WA := UA(g)(WA)0 is an A-lattice for Wq by 2.4. By construction,
the natural map of (WA)0 ⊗A A/(q − 1)A into (EndAVA(λ))0 ⊗A A/
(q − 1)A ∼−→ (EndV1(λ))0 is injective. Suppose that the corresponding
map fails to be injective for some (WA)µ. Then the dimension of the im-
age of (WA)µ is strictly less than the rank of (WA)µ. On the other hand
the image of WA itself is a multiple of the simple module V1 and by injec-
tivity at weight zero it must be exactly dim(Vq)λ0 copies of V1. Then the
image of (WA)µ must be of dimension dim(Vq)λ0 dim(V1)µ = rk(WA)µ
which is a contradiction. ✷
We shall only consider this construction in the case when dim(V1)0 = 1
and we explain (see 3.8) how to check that Vq admits anA-lattice VA and
that V1 ∼= VA ⊗A/(q − 1)A for some particular choices of V . For such
modules we deduce the following corollary, which justifies the statement
made in [8, 3.3]. This result seems quite impossible to obtain by the
computations indicated in [10, 3.5].
COROLLARY. – Take S1 ∈ (V1)λ0 . There exists an element SA ∈
EndAVA(λ) such that Tr
(
SA|VA(λ)µ
)
is a Laurent polynomial in q whose
value at q = 1 equals Tr(S1|V1(λ)µ) for all µ ∈Ω(V1(λ)).
Proof. – By (ii) of the lemma, S1 can be lifted to an element SA ∈
WA ⊂ (EndAVA(λ))0. Since (EndA VA(λ))0 = ⊕µ EndAVA(λ)µ, the
matrix elements of SA lie in A. Hence the assertion. ✷
3. Defining identities
3.1.
Retain the notations of 2.1. From now on, let g be an affine algebra
of type A(1)1 . In particular,  = 1, δ = α0 + α1 and the Weyl group
is generated by two elementary reflections s0, s1 satisfying just the
relations s20 = s21 = 1. Recall (cf. [11, Theorem 7.4]) that g can be
realized as a semi-direct sum of a central extension of the loop algebra
gˆ0 (notation 1.2) and a one-dimensional space spanned by the Euler
operator d . Then h = Cπ∨ + Cd . Let {e, f,h} be canonical generators
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of g0. Then the Chevalley generators of g are e0 = f ⊗ t , f0 = e⊗ t−1,
e1 = e⊗ 1 and f1 = f ⊗ 1, where we write ei , fi in lieu of eαi , fαi .
3.2.
Let ω be the fundamental weight of g0 and denote by V0(ω) the
unique two-dimensional g0 module of highest weight ω. Consider L =
V0(ω)
⊗2 ⊗C[t, t−1] endowed with the following g module structure(
x ⊗ tm)(v⊗w⊗ tn)= (xv⊗w+ (−1)mv⊗ xw)⊗ tm+n(3.1)
d
(
v⊗w⊗ tn)= nv⊗w⊗ tn,
for all x ∈ g0, v,w ∈ V0(ω) and m,n ∈ Z. The centre of g acts trivially.
Let vω denote a highest weight vector of V0(ω). Then L= L0⊕L1 where
Lr denotes a submodule of L generated by v⊗2ω ⊗ t r . By [6, Lemma 3.1
and Proposition 1.3], L0 and L1 are simple, their weights are Ω(Lr) =
{±α1 + (2n + r)δ, nδ | n ∈ Z} and dimLrν = 1 for all ν ∈ Ω(Lr). This
decomposition, not seen at the level of finite dimensional U(g′) modules,
is a crucial aspect of our construction.
3.3.
The module L can be constructed in a different way due to V. Chari.
For all a ∈ C×, let eva : gˆ0 −→ g0 be the evaluation map eva(x ⊗ tn) =
anx, x ∈ g0. Denote by Va(ω) the pullback of V0(ω) by eva . Then Va(ω)
becomes a g′ module in which the centre of g acts trivially. One can show
that the tensor product Va(ω)⊗ Vb(ω): a, b ∈ C× is a simple g′ module
provided that a = b. Then Va(ω)⊗Vb(ω)⊗C[t, t−1] can be made into a
g module by (x ⊗ tm)(v⊗ tn)= (x ⊗ tm)v⊗ tm+n, d(v⊗ tn)= nv⊗ tn,
for all x ∈ g0, v ∈ Va(ω)⊗ Vb(ω) and m,n ∈ Z. Take a =−b = 1. Then
V1(ω)⊗ V−1(ω)⊗C[t, t−1] coincides with the module L defined above.
3.4.
Another crucial property of Lr is that its isomorphism class is
determined by its formal character. That fails to be true if a = −b in
the construction of 3.3.
Let M be a simple bounded module (cf. [7]). Then, up to translation
by a multiple of δ, M is a subquotient of V0(ω)⊗m ⊗ C[t±10 , . . . , t±1m−1].
Denote by H(M) the “top part” of M defined by H(M)=⊕n∈ZMmω+nδ .
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One can prove that the weights of H(M) are of the form mω + Zsδ for
some s ∈ N+ dividing m. In that case we say that M is of type (m, s)
(see [6, 2.3]). Evidently, the Lr of 3.2 are of type (2,2).
LEMMA. – A simple bounded module M of type (m,m) is determined,
up to an isomorphism, by its formal character.
Proof. – Recall (see [6] for a detailed exposition) that M is generated
by H(M) and the latter is a simple U(k) module where k is the
quotient of the infinite Heisenberg subalgebra of g (generated by⊕
n∈Z\{0} gnδ) by its centre. Since U(k) is a commutative algebra,
H(M) ∼= U(k)/AnnU(k) H (M). Furthermore, the ideal AnnU(k) H (M)
is, by [6, Lemma 2.4], uniquely determined by the character of H(M)
provided that M is of type (m,m). ✷
3.5.
An easy computation shows that
Ω
(
Lr
)=∆1−r :=∆ \Wαr =Wα1−r unionsq∆im.
Set Lr± =
⊕
α∈∆±1−r L
r
α where ∆
±
1−r = ∆1−r ∩ ∆±. Then the Lr± are
n± ⊕ h submodules of Lr and Lr has a “triangular” decomposition
Lr = Lr+ ⊕ Lr0 ⊕ Lr−. Furthermore, since Ω(Lr) = −Ω(Lr) it follows
that Lr and its graded dual have the same formal character and hence are
isomorphic by Lemma 3.4.
Take a non-zero vector S ∈Lr of weight zero. Then erS = frS = 0 and
e21−rS = f 21−rS = 0. It follows that (Lr)Λ1−r0 = Lr0 and is one-dimensional,
hence by (2.1) there is a unique, up to an isomorphism, embedding
Lr ↪→ EndV (Λ1−r ). From now on we consider only L1 since, due to
the symmetry of the Cartan matrix of g, it is sufficient to interchange α0
and α1 in order to obtain the same results for L0.
3.6.
Let ∆ be the comultiplication map ∆ :U(g) −→ U(g) ⊗ U(g). It is
the unique algebra homomorphism extending the diagonal map x −→
1⊗ x+ x⊗ 1 for all x ∈ g. Let vΛ0 be a highest weight vector of V (Λ0).
We may choose S so that SvΛ0 = vΛ0 . After [8], the action of S on V (Λ0)
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can be computed inductively in the following way. Take bν ∈ U(n+)ν ,
c−ν ∈U(n−)−ν , ν ∈Nπ , and write ∆(c−ν)=∑λ c(1)−λ ⊗ c(2)−ν+λ. Then
(bνc−νS)(vΛ0)=
∑
λ
bνc
(1)
−λS
(
σ (c
(2)
−ν+λ)vΛ0
)
,
where σ denotes the antipode of U(g). It follows that S as an element of
EndV (Λ0) is determined by the action of U(g)0 on S. Consequently,
AnnU(g) S =U(g)AnnU(g)0 S.(3.2)
LEMMA. – The simple admissible module generated by S is character-
ized by the following identities:
(i) S spans the zero weight space of U(g)S;
(ii) e20S = f 20 S = 0;
(iii) e1S = f1S = 0;
(iv) e0f0S = 2S.
Proof. – The above identities follow immediately from (3.1). Con-
versely by (3.2) it sufficies to show that (i)–(iv) determine aS as a mul-
tiple of S for any a ∈ U(g)0. Take bν ∈ U(n+)ν , c−ν ∈ U(n−)−ν for
some ν =∑α∈π kαα, kα ∈ N. We may assume that bν (respectively c−ν )
is a monomial in the eα (respectively fα), α ∈ π . We argue by induc-
tion on
∑
α∈π kα . Take β ∈ π such that bν = bν−βeβ where bν−β is a
monomial in eα: α ∈ π and consider eβc−νS. Notice that kβ > 0 and
so fβ occurs in c−ν . We move eβ to the right until the rightmost fβ is
reached, replacing eβfβ by fβeβ + β∨. Then we can write eβc−νS =
c′−ν+β+kαeβfβf kα S+c′′−ν+βS where α = β and c′−ν+β+kα, c′′−ν+β ∈U(n−).
We can apply the induction hypothesis to bν−βc′′−ν+βS and it remains to
consider the first term. By (ii) and (iii), 0 k  1. If k = 0, then eβfβS
is either zero or 2S hence bν−βc′−ν+βS is determined by the induction
hypothesis. Otherwise, β = α1 and α = α0 and, by (i), (iii)
e1f1f0S = f1e1f0S + α∨1 f0S = f1f0e1S + 2f0S = 2f0S,
and so a similar reduction applies. ✷
Remark. – The relations (i)–(iv) imply that e0e1f1f0S = 4S, whence
[f1, f0]S = f1f0S is non-zero, in contrast with [8, Lemma 3.8(ii)].
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3.7.
Since V (Λ0) is integrable, the Weyl group W of g acts on V (Λ0).
Again, since L1 is integrable, W acts on L1 and satisfies s0S =−S, s1S =
S. Consequently wS = (−1)0(w)S where 0(w) denotes the number of
s0 reflections in a reduced decomposition of w, which is unique by 3.1.
Take v ∈ V (Λ0)µ non-zero. Then w(Sv) = (wS)(wv) = (−1)0(w)wv
and so Tr(S|V (Λ0)wµ)= (−1)0(w)Tr(S|V (Λ0)µ).
3.8.
Retain the notations of 2.3–2.6. One can show that L0 and L1
admit quantum analogues satisfying the assumptions of Lemma 2.6
(we only sketch the details since these quantum analogues will not
be used in the rest of the paper). For this, consider the canonical
UA(sl(2)) module VA(1) free over A of rank two. Let A× denote
the units of A. For each a ∈ A× one may endow VA(1) with the
structure of a simple UA(g′) module V aA(1) via Jimbo’s evaluation
map eva :UA(g′)−→UA(sl(2)) defined by
eva(e0)= af, eva(f0)= a−1e, eva(e1)= e, eva(f1)= f,
where e and f denote the generators of UA(sl(2)) (cf. [2, 4.1]). Since
UA(g′) is a Hopf algebra, V a,bA := V aA(1) ⊗A V bA(1): a, b ∈ A× admits
a natural structure of a UA(g′) module which is a free A module.
The module V a,bq = V a,bA ⊗A C(q) can be obtained by replacing A
by C(q) in the above and is simple by [2, 4.8] provided that a/b = 1, q2.
Furthermore, as pointed out by V. Chari, V a,bq ⊗C(q) C(q)[u,u−1] admits
a Uq(g) module structure given by
ei
(
v⊗ un)= eiv⊗ un+δi,0 , fi(v⊗ un)= fiv⊗ un−δi,0 ,
τ (ν)
(
v⊗ un)= qn(ν,δ)(τ(ν)v ⊗ un), ∀v ∈ V a,bq , ν ∈ P(π), n ∈ Z.
This construction is a quantum analogue of that of 3.3.
Set Lq := V 1,−1q ⊗C(q)C(q)[u,u−1]. Then LA := V 1,−1A ⊗AA[u,u−1]
is a direct sum of weights spaces which are free as A modules and Lq =
LA ⊗A C(q). A direct verification similar to [5, 3.1–3.2] with the
symmetric group replaced by the Hecke algebra shows that Lq is a direct
sum of simple modules L0q , L1q . Set LrA = Lrq ∩ LA: r = 0,1. Then LrA
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is an A-lattice for Lrq . Moreover, one checks that LrA ⊗AA/(q − 1)A is
isomorphic to Lr by comparison of weight spaces. A direct computation
shows that a non-zero S ∈ (Lrq)0 satisfies erS = frS = 0, e21−rS =
f 21−rS = 0 and e1−rf1−rS = (q+q−1)S, which specialize to the identities
of Lemma 3.6. Moreover, an argument similar to the proof of Lemma 3.6
shows that Lrq is characterized by these identities.
The module considered in [8] is obtained directly from Jimbo’s
evaluation map and so the existence of an A-lattice follows immediately
since the resulting module is simple and not a direct sum of two
simples as in the present more complicated situation. We conclude that
Lemma 2.6 and notably its corollary apply to all these modules.
4. The Chevalley–Kostant construction of basic modules
4.1.
We begin with the following
LEMMA. – The formal character of V (Λi) can be written in the
following form
chV (Λi)= eΛi
∏
α∈∆+∩Wαi
1+ e−α ∏
α∈∆+
im
1+ e−α.(4.1)
Proof. – By the symmetry of the Cartan matrix of g it sufficies
to prove (4.1) for i = 0. From the homogeneous vertex operator
construction of V (Λ0) (cf. [11, §14.8]) or by [11, Proposition 12.13],
Ω
(
V (Λ0)
)= {wΛ0 − nδ: n ∈N, w ∈W/StabW Λ0}
and dimV (Λ0)wΛ0−nδ = p(n) where p(n) is the classical partition
function. Therefore,
chV (Λ0)=
∑
n0
p(n)e−nδ
∑
w∈W/StabW Λ0
ewΛ0
= ∑
w∈W/StabW Λ0
ewΛ0
∏
n>0
(
1− e−nδ)−1,
J. GREENSTEIN, A. JOSEPH / Bull. Sci. math. 125 (2001) 85–108 97
whence (4.1) is equivalent to the following identity
∑
w∈W/StabW Λ0
ewΛ0−Λ0 = ∏
α∈∆+∩Wα0
1+ e−α∏
n>0
1− e−2nδ.(4.2)
By 3.5, ∆+ ∩Wα0 = {2nδ±α0 | n > 0} ∪ {α0} and so the right hand side
of (4.2) can be written in the following form
∏
n>0
(
1− yxn−1)(1− y−1xn)(1− xn),
where x = e−2δ and y = −e−α0 . Furthermore, W/StabW Λ0 = {(s1s0)n,
s0(s1s0)
n | n 0} and (s1s0)nΛ0 =Λ0 −n(n+1)δ+nα0, whence the left
hand side of (4.2) reduces to∑
n0
(−1)nxn(n+1)/2(y−n − yn+1)=∑
n∈Z
(−1)nxn(n+1)/2y−n.
Thus (4.2) is equivalent to
∑
n∈Z
(−1)nxn(n+1)/2y−n =∏
n>0
(
1− yxn−1)(1− y−1xn)(1− xn),
that is a form of the Jacobi triple product identity (cf. [1, Theorem 2.8] or
[11, §12.14]). ✷
4.2.
Lemma 4.1 shows that, as h modules
chV (Λr)= eΛr ch∧∗L1−r− .
In the rest of this chapter we are going to construct, following [8,13], a
g module structure on ∧∗L1−r− that makes it into a module isomorphic
to V (Λr).
4.3.
Let us briefly review the Clifford algebra construction of [13] as
presented and extended to the infinite dimensional case in [8]. Let V be a
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g module endowed with a non-degenerate bilinear g invariant form (· , ·).
That form extends naturally to the exterior algebra ∧∗V of V . For any
v ∈ V , let ε(v) be an endomorphism of ∧∗V defined by ε(v)a = v ∧ a,
for all a ∈ ∧∗V . Let ι(v) be the transpose of ε(v) with respect to the
bilinear form (· , ·). Then ι(v)w= (v,w) for all v,w ∈ V and
ι(v)(a ∧ b)= ι(v)a ∧ b+ (−1)na ∧ ι(v)b, ∀a ∈ ∧nV , b ∈ ∧∗V.
4.4.
Let T (V ) be the tensor algebra of V . By definition, the Clifford algebra
of V is C(V ) = T (V )/〈v ⊗ v − (v, v): v ∈ V 〉. Let {vi}i∈N+ be an
ordered basis of V . A standard diamond lemma argument shows that
monomials vi1 · · ·vik , 1  i1 < · · · < ik form a basis of C(V ). Observe
that, as endomorphisms of ∧∗V ,
ε(v)ι(w)+ ι(w)ε(v)= (v,w), ∀v,w ∈ V.
Set γ (v)= ε(v)+ ι(v) for all v ∈ V . Then γ (v)2 = (v, v), whence the
map v −→ γ (v) extends to a homomorphism C(V ) −→ End∧∗V . In
particular, ∧∗V is a C(V )-module and we have a map ψ :C(V ) −→
∧∗V , ψ(v) = γ (v)1 which is a linear isomorphism by comparison
of bases. Thus, ∧∗V has two algebra structures given by the exterior
product and by the Clifford product uv = γ (u)v. Observe that ψ(ab) =
γ (a)ψ(b), for all a, b ∈ C(V ).
4.5.
Given u ∈ ∧2V , define τ(u) ∈ EndV as τ(u)v = −2ι(v)u, for all
v ∈ V . (This notation is only used in Section 4.) Then(
τ(u)v,w
)=−2(ι(v)u,w)=−2(u, ε(v)w)= 2(u, ε(w)v)
= 2(ι(w)u, v)=−(τ(u)w, v),
and so τ(u) lies in the Lie subalgebra so(V ) of EndV of skew-symmetric
elements with respect to (· , ·). One checks that τ :∧2V −→ so(V ) is
injective. However it fails to be surjective unless dimV <∞. In order to
recover surjectivity one has to extend the domain to infinite sums (cf. 4.6).
For all a ∈ C(V ), there is a map b −→ (ada)b := ab − ba of C(V )
into itself. This map gives rise to an endomorphism ada of ∧∗V ,
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defined by (ada)ψ(b)= ψ(ab)−ψ(ba). Take a quadratic element u′ ∈
C(V ). By [8, 4.7], τ(ψ(u′))v = (adu′)v. Thus, for all u′ ∈ C2(V ), the
endomorphism adu′ of V extends to a derivation of ∧∗V and one checks
that ad[u′, u′′] = [adu′, adu′′] for all u′, u′′ ∈ C2(V ). Let LieC2(V ) be
C2(V ) as a vector space with Lie bracket [a, b] := (ada)b. It follows
that τψ is a Lie algebra map of LieC2(V ) into so(V ).
4.6.
Since the bilinear form (· , ·) on V is g invariant, the action of g on V
defines a homomorphism θ :g−→ so(V ). Set δ = τ−1θ .
LEMMA. – Let {vi} be a basis of V and let {wi} be the dual basis with
respect to the form (· , ·). Then
δ(x)=−1
4
∑
i
ε(vi)θ(x)wi, ∀x ∈ g.
Proof. – Define δ(x) by the above expression and consider τ(δ(x))wk .
By 4.3 and 4.4,
τ
(
δ(x)
)
wk = 12
∑
i
ι(wk)ε(vi)θ(x)wi
= 1
2
(∑
i
(vi,wk)θ(x)wi −
∑
i
ε(vi)ι(wk)θ(x)wi
)
= 1
2
(
θ(x)wk −
∑
i
(
θ(x)wi,wk
)
vi
)
.
Since θ(x) ∈ so(V ), the summation term reduces to −θ(x)wk , whence
τ(δ(x))wk = θ(x)wk . Therefore, τ(δ(x))= θ(x). ✷
4.7.
Throughout the rest of this paper we take V to be the L1 of 3.2.
Since V is isomorphic to its graded dual V #, we have a natural non-
degenerate bilinear form on V which is obviously g invariant. Recall
from 3.2 that all weight spaces of V are one-dimensional and observe
that (Vα,Vβ) = 0 unless α + β = 0 and that the restriction of (· , ·) to
V0 is non-degenerate. For all α ∈∆0, fix vα ∈ Vα such that (vα, v−α)= 1.
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We adopt the convention that vα = 0, if α ∈∆ \∆0 =Wα1. Let v0 be an
element of V0 satisfying (v0, v0)= 1. Then by Lemma 4.6
4δ(x)=−v0 ∧ xv0 −
∑
α∈∆0
v−α ∧ xvα, ∀x ∈ g.(4.3)
For all α ∈ ∆+ fix a non-zero e±α ∈ g±α such that e±αv0 = ∓v±α .
Since the bilinear form on V is g invariant, (v0, e±αv∓α) = ±1 and so
e±αv∓α =±v0. Furthermore, for all α ∈ π , [eα, e−α] = 12α∨. By (4.3),
4δ(e±α)=±2v0 ∧ v±α −
∑
β∈∆0\{±α}
v−β ∧ vβ±α, α ∈∆+,
up to non-zero scalars in the terms in the summation. These are
unimportant for the present purposes and can be omitted. Set ϕ = ψ−1δ
and consider ϕ(e±α): α ∈∆+. The above expression gives
4ϕ(e±α)=±2v0vα −
∑
β∈∆0\{±α}
v−βvβ±α.(4.4)
Although the ϕ(x): x ∈ g are infinite sums one checks as in [8, 4.11] that
only finitely many commutators contribute to a given term in [ϕ(x), ϕ(y)]
which therefore makes sense. It must equal ϕ([x, y]) since ϕ = (τψ)−1θ
and τψ , θ are Lie algebra homomorphisms.
In analogous manner to [8, 4.11] we reorder the expression (4.4) so that
only finitely many of the vγ : γ ∈∆−0 appear on the right. This is always
possible since for all α ∈∆ the set {β ∈ ∆+0 | β + α ∈∆−0 } is finite and
the factors in question anticommute. We call such an expression normal.
Exactly as in [8, 4.11], one can show that a commutator of two normal
expression is again normal.
4.8.
Take h ∈ h in (4.3). Then
δ(h)=−1
2
∑
α∈∆+0
α(h)(v−α ∧ vα).
Furthermore, ψ(v−αvα) = γ (v−α)vα = v−α ∧ vα + (v−α, vα) whence
ψ−1(v−α ∧ vα) = v−αvα − 1. We should like to write ϕ(h) as a normal
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expression, which by the above would be
ϕ(h)= 1
2
∑
α∈∆+0
α(h)− 1
2
∑
α∈∆+0
α(h)v−αvα.(4.5)
However the constant term in the first sum is meaningless. As in [8, 4.11]
we determine the constant term in ϕ(h): h ∈ h∩g′ through commutators.
It may be expressed as Λ(h) for some Λ ∈ h∗ which is determined
modulo Cδ. We show that Λ=Λ0.
Take α ∈ π and consider ϕ(e±α). By (4.4) we have a normal expression
4ϕ(e±α)=±2v0vα −
∑
β∈∆+0 \{α}
v−βvβ±α +
∑
β∈∆+0 \{α}
v±α−βvβ.
The terms in the summation lie in the left ideal generated by vβ : β ∈∆+0 .
Therefore, the only contribution to the constant term in the commutator
[ϕ(eα), ϕ(e−α)], with respect to the ordering of (4.5), comes from the
commutator of the first terms. If α = α1 then the first term in ϕ(e±α)
equals zero and so [ϕ(eα1), ϕ(e−α1)] has no constant term with respect
to (4.5). On the other hand, if α = α0, the commutator of the first terms
equals
−1
4
[v0vα, v0v−α] = 14(v0, v0)(vαv−α − v−αvα)=
1
2
(1− v−αvα),
whence the constant term of [ϕ(eα0), ϕ(e−α0)] with respect to the
ordering of (4.5) equals 12 = 12Λ0(α∨0 ). This is compatible with Λ = Λ0
(mod Cδ). It remains to show that the identities of g are satisfied with
this choice.
The commutator [ϕ(eα), ϕ(eβ)] with α + β = 0 is not affected by
our reordering procedure and so equals ϕ([eα, eβ]) by the remark
following (4.4). Then the commutators [ϕ(eα), ϕ(e−α)] for α ∈ ∆+ \ π
can be reduced to those with α ∈ π through the Jacobi identity and the
latter satisfy the identities of g by construction. Finally the commutators
[ϕ(h),ϕ(e±α)] are unaffected by a constant term in ϕ(h). This proves the
claim.
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4.9.
Recall the triangular decomposition V = V− ⊕ V0 ⊕ V+ of 3.2.
PROPOSITION. – Set I (V )= C(V )V+. Then C(V )/I (V ) is a g mod-
ule isomorphic to a direct sum of two copies of V (Λ0).
Proof. – The proof is similar to that of [8, Proposition 4.12]. By a
standard diamond lemma argument, C(V )/I (V ) identifies with C(V−)⊗
C(V0) as a vector space. Let vΛ0 be the image of the identity in
C(V )/I (V ). Then vαvΛ0 = 0 for all α ∈ ∆+0 . Given x ∈ g, consider a
normal expression for ϕ(x). Then only finitely many terms in ϕ(x) are
non-zero on vΛ0 and the resulting sum lies in C(V )vΛ0 . Thus, C(V )vΛ0
becomes a g module in which x ∈ g acts by ϕ(x).
Consider v ∈ C(V0)vΛ0 . Then v is annihilated by vα: α ∈ ∆+0 . It
follows from the expressions for ϕ(e±α): α ∈ π given in 4.8 and from the
expression (4.5) for ϕ(h): h ∈ h with the infinite sum replaced by Λ0(h)
that ϕ(eα)v = 0 and ϕ(h)v = Λ0(h)v. Furthermore, ϕ(e−α1)v = 0 and
ϕ(e−α0)v =− 12v0v−α0v. Then ϕ(e−α0)2v = 0. It follows from the theory
of integrable highest weight modules (cf. [11, Chapter 9]) that ϕ(U(g))v
is isomorphic to V (Λ0). Therefore, ϕ(U(g))C(V0)vΛ0 is isomorphic to a
direct sum of dimC(V0)= 2 copies of V (Λ0).
It remains to show that ϕ(U(g))C(V0)vΛ0 = C(V−)C(V0)vΛ0 . For this
we shall use the character formula (4.1). Given a finite subset R ⊂ ∆+0
set vR =∏α∈R v−α . By (4.4), the vR form a basis of C(V−). Furthermore,
for all a ∈ C(V0), vRavΛ0 is of weight Λ0 − 〈R 〉 where 〈R 〉 =
∑
α∈R α.
Indeed, for all α,β ∈∆+0
v−αvαv−β =
{2v−α, β = α,
v−βv−αvα, β = α,(4.6)
whence ϕ(h)vRavΛ0 = (Λ0 − 〈R 〉)(h)vRavΛ0 for all h ∈ h. Given ν ∈
Nπ , set
p∆0(ν) :=
∣∣{R ⊂∆+0 finite : 〈R 〉 = ν}∣∣.
It follows that the h weight subspace of C(V−)C(V0)vΛ0 of weight
Λ0 − ν has dimension p∆0(ν)dimC(V0). On the other hand, by (4.1)
dimV (Λ0)Λ0−ν = p∆0(ν). ✷
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5. Computation of the traces
5.1.
Retain the notations of 4.7–4.9. By Proposition 4.9, C(V )vΛ0 ∼=
V (Λ0)
r where r = dimC(V0). Our aim is to construct an endomor-
phism S1 of V (Λ0)r which satisfies the identities of 3.6. It turns out
that a construction similar to that of [8, 4.13] works in our case as
well.
Observe that the elements (1 − v−αvα): α ∈ ∆+0 commute pairwise.
Furthermore, by (4.6), (1 − v−αvα) commutes with v−β if β = α whilst
(1 − v−αvα)v−α = −v−α . Take a ∈ C(V0) and let R be a finite subset
of ∆+0 . Then (1 − v−αvα) acts on vRavΛ0 by −1 if α ∈ R and by
1 otherwise. It follows that the infinite product
S1 :=
∏
α∈∆+0
(1− v−αvα)
acts by (−1)|R| on vRavΛ0 . Thus, S1 may be regarded as an endomor-
phism of C(V )vΛ0 and so as an endomorphism of V (Λ0)r .
5.2.
Choose a linear ordering on ∆+ and define the infinite exterior product
∧
α∈∆+0
(−v−α ∧ vα)
with respect to that order. By 4.8, ψ(1− v−αvα)=−v−α ∧ vα , hence we
may view the above expression as ψ(S1). Recall that ψ :C(V )−→∧∗V
is a g module isomorphism and that x ∈ g acts by derivation on ∧∗V .
Extending that action to our infinite product we conclude that xS1: x ∈ g
is the formal preimage under ψ of xψ(S1).
LEMMA. – The g submodule of EndV (Λ0)r generated by S1 is
isomorphic to L1 of (3.2).
Proof. – Evidently, S1 is of weight zero. Take α ∈ ∆ and consider
eαψ(S1). If β ∈∆0 and α + β = 0, then either α + β ∈∆0 or eαvβ = 0.
In the former case a scalar multiple of vα+β also occurs in our infinite
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product and only finitely many steps from eαvβ . Since vγ ∧ vγ = 0 we
conclude that all such terms vanish. Finally, for all α ∈∆+, e±α(−v−α ∧
vα)=−v0 ∧ v±α and so
e±αψ(S1)= (−v0 ∧ v±α)∧
∧
β∈∆+0 \{α}
(−v−β ∧ vβ).(5.1)
Notice that this expression is independent of the choice of order on ∆+0
since elements of ∧2V commute in ∧∗V . Thus
e±αS1 =−v0v±α
∏
β∈∆+0 \{α}
(1− v−βvβ).(5.2)
Evidently, e±α1S1 = 0 which is (iii) of Lemma 3.6. Suppose that α = α0
and take a finite subset R of ∆+0 . Then (eα0S1)vRavΛ0 =±v0vα0vRavΛ0 ,
for all a ∈ C(V0). This equals zero unless α0 ∈ R in which case we get
(eα0S1)vRavΛ0 = ±vR\{α0}v0avΛ0 = 0. Similarly (e−α0S1)vRavΛ0 equals
zero if α0 ∈ R and ±vR∪{α0}v0avΛ0 otherwise. Thus, e±α0S1 is a non-
zero endomorphism of V (Λ0)r . Furthermore, since e±α0(v0 ∧ v±α0) =∓v±α0 ∧ v±α0 = 0, we conclude that e2±α0S1 = 0 which proves (ii) of
lemma in 3.6. Finally, one has
eα0e−α0ψ(S1)= (−v−α0 ∧ vα0)
∧
β∈∆+0 \{α0}
(−v−β ∧ vβ)=ψ(S1).
On the other hand we may write e0 = aeα0 , f0 = be−α0 for the Chevalley
generators e0, f0 of g. Then ab [eα0 , e−α0 ] = α∨0 = 12 abα∨0 , whence
ab = 2. Therefore, e0f0ψ(S1)= 2eα0e−α0ψ(S1)= 2ψ(S1), which is (iv)
of lemma in 3.7. ✷
Remark. – By (5.1), e±δψ(S1) = 0 as one should expect by the remark
in 3.6.
5.3.
Henceforth τ is the map defined in 2.3.
Recall that V occurs with multiplicity one in EndV (Λ0). Let S ∈ V be
the unique element of weight zero acting by the identity on the highest
weight space of V (Λ0). Our main result is the following
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PROPOSITION. –∑
ν∈Nπ
Tr
(
S|V (Λ0)Λ0−ν
)
τ
(−2(Λ0 − ν))(5.3)
= τ(−2Λ0)
∏
α∈∆+0
(
1− τ(2α)).
Proof. – Let ν ∈Nπ and set
p
j
∆0(ν)=
∣∣{R ⊂∆+0 finite | 〈R〉 = ν, |R| = j (mod 2}∣∣.
By 5.1, Tr(S1|V (Λ0)rΛ0−ν ) = r(p
0
∆0
(ν) − p1∆0(ν)). On the other hand, V
occurs in EndV (Λ0)r with multiplicity r2 and any such occurrence is
determined by its action on the highest weight space V (Λ0)rΛ0 . Since
S1 defined in 5.2 acts by the identity on that space and generates a
submodule of EndV (Λ0)r isomorphic to V , we conclude that S1 is the
diagonal copy of a zero weight vector S ∈ V obtained from the unique
copy of V in EndV (Λ0). Therefore, Tr(S1|V (Λ0)rΛ0−ν )= rTr(S|V (Λ0)Λ0−ν ).
Finally, observe that the right hand side of (5.3) is a generating function
for p0∆0(ν)− p1∆0(ν), ν ∈Nπ , multiplied by τ(−2Λ0). ✷
Remark. – Recently (cf. [9]) the KPRV determinants have been eval-
uated up to a non-zero element of K := C(q)((τ (2δ))). In the present
special case this gives the left hand side of 5.3 with S replaced by SA of
corollary in 2.6 up to imaginary factors. These seem to be very difficult
to calculate and may even involve denominators (cf. [8, 3.1]). The need
to understand them is discussed in [9]. Taking q = 1 one obtains the right
hand side of (5.3) but with the product just over Wα0 ∩∆+. As expected
these expressions differ only by the factor
∏
n>0(1 − τ(2nδ)) ∈ K . We
see that at least the q = 1 limit of the imaginary factors takes a nice form.
5.4.
The formula of Proposition 5.3 has the following combinatorial
interpretation, which agrees, of course, with the special case in the remark
in 3.7.
COROLLARY. – For any w ∈W/StabW Λ0, n ∈N,
Tr
(
S|V (Λ0)wΛ0−nδ
)= (−1)0(w)(pe(n)− po(n)),
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where pe(n) (respectively po(n))) stands for the number of partitions
λ1  · · ·  λk > 0 of n with k even (respectively, odd). Moreover, the
eigenvalues of S acting on weight spaces of V (Λ0) are ±1 and the
dimension of the 1 (respectively −1) eigenspace of S|V (Λ0)wΛ0−nδ equals
pe(n) (respectively po(n)).
Proof. – Write (5.3) in the following form∑
w∈W/StabW Λ0
∑
n∈N
Tr
(
S|V (Λ0)wΛ0−nδ
)
τ
(
2(Λ0 −wΛ0 + nδ))(5.4)
= ∏
α∈∆+0
(
1− τ(2α)).
As shown in 4.1,∑
w∈W/StabW Λ0
eΛ0−wΛ0 =∑
n0
en(n+1)δ
(
e−nα0 + e(n+1)α0)
= ∏
α∈∆+0
(
1+ eα)∏
n>0
(
1− enδ).
Replacing eδ , eα0 by −τ(2δ) and −τ(2α0) respectively, we get∑
n>0
(−1)nτ(2n(n+ 1)δ)(τ(−2nα0)− τ(−2(n+ 1)α0))(5.5)
= ∏
α∈∆+0
(
1− τ(2α))∏
n>0
(
1+ τ(nδ)).
Now recall from 4.1 that W/StabW Λ0 = {(s1s0)n, s0(s1s0)n | n ∈ N} and
n(n+ 1)δ − nα0 =Λ0 − (s1s0)nΛ0. Then the left hand side of (5.5) can
be written as ∑
w∈W/StabW Λ0
(−1)0(w)τ(2(Λ0 −wΛ0)).
Dividing formally by the second product in the right hand side of (5.5),
we obtain∏
α∈∆+0
(
1− τ(2α))
= ∑
w∈W/StabW Λ0
(−1)0(w)τ(2(Λ0 −wΛ0))∏
n>0
(
1+ τ(2nδ))−1
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= ∑
w∈W/StabW Λ0
∑
n∈N
(−1)0(w)(pe(n)− po(n))τ(2(Λ0 −wΛ0 + nδ)).
It remains to substitute the above in (5.4) and to equate the coefficients
of τ(2(Λ0 −wΛ0 + nδ)) for all w ∈W/StabW Λ0 and n ∈N.
For the second part, let {ai}ri=1 be a basis of C(V0). By 4.9, the vRaivΛ0
with R ⊂ ∆+0 finite form a basis of V (Λ0)r . It follows from 5.1 that
the dimension of the (−1)j eigenspace of S1|V (Λ0)rΛ0−ν equals rp
j
∆0(ν),
j = 0,1. Exactly as in the proof of 5.3 we conclude that the dimension of
the corresponding eigenspace of S|V (Λ0)Λ0−ν equals p
j
∆0(ν). On the other
hand, dimV (Λ0)Λ0−ν = p(n) where ν = Λ0 − wΛ0 + nδ. Therefore,
p0∆0(ν)±p1∆0(ν)= pe(n)±po(n), whence p0∆0(ν)= pe(n) and p1∆0(ν)=
po(n). ✷
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