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Створити "електронний мозок", яким його уявляли  
оптимісти 70-х років,  поки що  не  вдалося.   Але... 
Комп'ютер перемагає чемпіона. Машина вдає людину. 
Віхи інтелектуалізації.  Два роди  тямущих машин. 
Комп'ютер  як колега  і підсилювач  мозку.  
Як знайти закономірність, розчинену  у морі випадковості. 
Чи можливий  заколот  роботів або  
штучна  голова професора  Доуеля?...   
 
Чи здатна машина мислити?.. 
Це давнє запитання знов привернуло увагу після минулорічного (1997р.) двобою 
комп'ютера з шаховим королем Г.Каспаровим. Нагадаємо передісторію події. Перших 
механічних “шахістів” виготовляти ще у 18-у сторіччі. Але хитрість викривали – всередині 
андроїда ховалася людина. Серйозні досягнення стали можливі у комп'ютерну добу. В 1993 
р. шахова програма Deep Thought перемогла феноменальну шахістку Ю.Полгар. У лютому 
1996 модернізована версія програми Deep Blue кинула виклик чемпіону світу і виграла 
першу партію. Але у заключних партіях Г.Каспаров зумів мобілізуватися і довів свою 
перевагу з рахунком 4:2. У травні 1997р. нова версія програми Deep Blue знов зустрілася з 
Каспаровим у матчі, де переможця чекала винагорода 700 тисяч доларів, а переможеного – 
400 тисяч. У драматичній боротьбі перемогла машина. З шести партій Deep Blue виграла дві і 
програла одну. Та все ж така перемога комп'ютера навряд чи доводить, що машина справді 
“мислить”. Комп'ютер шукає кращий хід не так, як людина. Людина радше покладається на 
інтуїцію, а комп'ютер прораховує всі комбінації на максимальну кількість ходів наперед і 
вибирає найкращий варіант згідно точних критеріїв. Хоча дещо спільне є, бо зрештою 
програми створено людиною. До того ж розробники програми залучали до підготовки до 
матчу з Каспаровим колишнього чемпіона США Дж. Бенджаміна. Комп'ютер, на якому 
працювала Deep Blue – RS/6000SP* фірми IBM – виглядає як два двометрові ящики і має 32 
процесори, що разом забезпечують швидкодію у 200 млн. ходів на секунду.  
В середині 20-го століття один з ідейних батьків комп'ютерів, А.Тьюрінг, замість 
теоретичних дискусій (що таке розум, інтелект, мислити,...) запропонував провести тест, що 
має дати об'єктивну відповідь на запитання. В тесті А.Тьюрінга арбітр розмовляє з людиною 
і з комп'ютером через засоби технічного зв'язку (не маючи безпосереднього контакту). На 
думку А.Тьюрінга, неспроможність арбітра розрізнити людину і комп'ютер у такому 
експерименті мусила б свідчити про розумність комп'ютера. Наприкінці 60-х років 
Дж.Вейцбаум реалізував тест Тьюрінга з комп'ютерними програмами «Еліза» та «Лікар», які 
підтримували т.зв. “фатичний” діалог з людиною. Тобто машина давала граматично і 
синтаксично вірні відповіді з використанням слів, які перед тим вжив співрозмовник. (Та що 
ви хочете від машини, – так само розмовляють багато наших керівників.) І деякі арбітри 
сплутали комп'ютер з людиною. В ті ж роки стався курйозний випадок, подібний тесту 
Тьюрінга. Віце-президент однієї американської фірми зв'язався по телетайпу з своїм 
співробітником і обмінявся кількома фразами. Цей діалог роздратував віце-президента, та 
коли потім він заходився виговорювати цьому співробітнику, з'ясувалося, що по телетайпу 
він розмовляв з обчислювальною машиною. Нового дихання тест Тьюрінга набув в 1990 р., 
коли американський вчений Н.Лоубнер встановив премію в $100000 для творців машини, яка 
здолає цей тест. Премію ще не здобув ніхто, але щорічно найкращі з претендентів отримують 
заохочувальну премію $2000. І от навесні 1998р. з двома такими програмами газета «Дейлі 
телеграф» разом з BBC влаштувала масовий тест Тьюрінга в Інтернеті для всіх бажаючих. На 
запитання добровільних арбітрів відповідали три персонажі, один з яких був людиною, а два 
– комп'ютерними програмами. Понад тисячу бажаючих провели діалог через Інтернет, а ще 
тридцять тисяч арбітрів взяли пасивну участь в експерименті, читаючи протоколи бесід, що 
відбулись. За підсумками, біля 17% активних арбітрів (а це більше 170 осіб) прийняли одну з 
програм за людину. Кумедно, що справжню людину визнали людиною лише 81% активних 
арбітрів і 59% пасивних арбітрів.  
Та все ж, якщо проводити тест строго, якщо дозволено задавати будь-які запитання, і 
якщо людина, яка дає відповіді, буде зацікавлена в розпізнанні, то сьогоднішні комп'ютери 
ще не спроможні скласти іспити на такий “атестат людини”. Комп'ютер може легко 
приховати свої обчислювальні здібності, але адекватно реагувати на гумор, метафори, 
двозначні натяки та гру слів – значно складніше. Комп'ютер не зможе відповісти по-суті на 
деякі питання (не лише на спеціальні, але й питання етики, питання, пов'язані з психологією 
людських відносин, іносказанням тощо). І це викриє машину, як би майстерно вона не 
ухилялася і не викручувалася.  
Історія інтелектуалізації комп'ютерів – стисло 
З появою комп'ютерів почався розвиток наукових досліджень під загальною об'єднуючою 
назвою “штучний інтелект”. В 60-і роки провідними темами досліджень були евристичне 
програмування та використання формальної  логіки. Це дозволяло програмувати шахову гру, 
доведення теорем та розв'язувати логічні задачі. Однак сподівання на ці методи виявилися 
перебільшеними. Формальна логіка дуже ідеалізує мислення людини, а пошук на дереві 
варіантів часто стає неефективним. Науковці дійшли розуміння необхідності ефективної 
репрезентації знань у машині. Як свідчить досвід розробки комп'ютерної системи CYC, 
навіть для відтворення здорового глузду десятирічного хлопчика довелося закодувати 
мільйон аксіом (правил). Тобто на програмування здорового глузду, яким володіє кожний 
психічно здоровий хлопчик, витратили приблизно стільки ж зусиль, як і на програмування 
“шахового розуму” на рівні чемпіону світу. 
В той же час дослідники перейнялися такими цікавими задачами, як автоматичний 
переклад тексту, розуміння машиною усної мови, розпізнавання графічних зображень та 
образів, технічний зір (тобто сприйняття оточуючої обстановки через відеокамеру). 
Проблема перекладу тексту на іншу мову виявилася значно складнішою, ніж спочатку 
гадали оптимісти. Недостатньо вичерпно точно описати мову. Перекладачу необхідно 
розуміти зміст тексту, а для цього треба спиратися на модель світу, про який йдеться у 
тексті. А сприйняття усної мови ще складніше і включає цілу групу задач – розпізнання 
звуків та слів, синтаксичний та семантичний аналіз. Ще у 70-і роки розробники дійшли 
висновку, що ці процеси аналізу різних рівнів мають йти паралельно, взаємодіючи між 
собою і допомагаючи долати труднощі. Ця проблема дотепер не розв'язана задовільно. 
Наприклад, співробітники M.I.T. нещодавно)1 розробили систему GALAXY, яка може 
розуміти усні запитання клієнтів і відповідати їм, і хоча тематика питань обмежена погодою, 
рухом літаків та відомостями про Бостон, система часто помиляється. Поки що найкращі 
системи розпізнають не більше десяти тисяч слів і то помиляються майже на кожному 
четвертому слові.  
Поєднання баз знань з логічними машинами (генераторами висновків) породило 
експертні системи. Це перший клас систем, “базованих на знаннях”, що зажив масового 
застосування. Виник напрямок інженерії знань. Були створені засоби вилучення знань у 
експертів та кодування їх у формі правил продукції. В експертних системах переважна 
частина знань жорстко зафіксована в формі правил продукції. Експертна система запитує у 
користувача дані і застосовує їх згідно зафіксованих правил. Ці системи відрізняються від 
традиційних програмних систем більшою гнучкістю, бо послідовність застосування правил 
не програмується прямо і заздалегідь, а визначається стратегією на основі поточної ситуації. 
Але ця різниця радше є способом програмування, аніж принциповою відмінністю у роботі. І 
не зовсім ясно, як мають співвідноситися стратегія виведення та зміст правил. Далі, 
з'ясувалося, що моделювання експерта вимагає, аби комп'ютер оперував нечіткою та 
суперечливою інформацією. Тому винайшли правила нечіткого виведення (з мірою 
невизначеності.) Опріч того, система знань має складну багаторівневу структуру. 
Сучасні експертні системи будуються інакше. Вони базуються на моделях у формі так 
званих баєсових мереж. Замість “скирти” правил використовується модель у вигляді цілісної 
системи зв’язків, що адекватно описує проблемну область. Зв’язки відображають ймовірнісні 
залежності між змінними, що відтворює невизначеність поведінки. Вбудовані в модель 
“правила” можуть працювати в обох напрямках, а при потребі об’єднуються для сумісного 
застосування згідно наявної інформації. (Правила “склеюються докупи” в єдину 
конструкцію, придатну для виведення.) Структура моделі не лише каналізує процес 
виведення, а й може відображати причинно-наслідкові відношення.  
Всі інтелектуалізовано (інтелектуальні) машини можна класифікувати згідно стосунків 
між середовищем, людиною та машиною. Відтак інтелектуальні машини поділяються на два 
основних роди – роботичнi (автономні) i дiалогово-комп’ютерні. Роботичнi системи 
безпосередньо керують механізмами та пристроями у матеріальній діяльності. А дiалоговi 
комп'ютери отримують завдання (запитання) від людини i звітують їй інформаційними 
підсумками. Образно ці два роди можна назвати відповідно: 1) електронно-механічна 
“собака”; 2) електронна “голова професора Доуеля”. (Програмні агенти, що мігрують в 
Інтернеті, займають проміжне становище між названими родами.) Можна сказати, що 
діалогові комп'ютери відрізняються від роботів тим, що в них немає “ніг”, “очей”, засобів 
орієнтації та рівноваги, і що “руки” в них – слабкі і короткі, але є контактна рецепторна 
система (сьогодні – це переважно кнопки та “миша”) і доволі розвинутий орган індикації 
стану “мозку”. Центральна задача машини-робота – розпізнати ситуацію, синтезуючи 
інформацію сигналів датчиків. А “мозок” діалогового комп'ютера зайнятий задачами більш 
“теоретичними” та “байдужими” до безпосереднього оточення. Практичним використанням 
результатів вирішення цих задач переймається людина.  
Виділивши інтелектуалізовано діалогово-комп'ютерні машини, мусимо відповісти на 
питання: який комп'ютер можна вважати інтелектуальним? Систему комп'ютерного 
інтелекту (СКI) можна лаконічно визначити як систему із мікроелектронних структур, 
допоміжного обладнання і активної організованої інформації, яка виявляє інтелектуальні 
властивості i активну поведінку, що сприяє людині-користувачу у розв'язанні задач. 
Інтелектуальні властивості СКІ виявляються як здатність регулярно робити кроки (дії), 
несподівані для людини і рівночасно корисні для розв'язання задач. Оскільки 
інтелектуальність потрібна не як самоціль, а як засіб для роботи та досліджень, треба 
визначити критерії ефективності. (Це, поміж іншим, дозволить уникнути зайвих 
філософських сперечань щодо інтелекту.) Ефективність комп'ютерних систем у кінцевому 
рахунку може проявитися (“матеріалізуватися”) через два взаємопов'язані аспекти:  
• зниження сумарних витрат (враховуючи непрямі) на розв'язання задач;  
• отримання кінцевого суспільного ефекту від розв'язаних задач (економічного, 
екологічного, соціального, безпека i т.д.), а також через набуття нових знань (які мають 
дати ефект у майбутньому).  
З одного боку, інтелектуалізація полегшує процес розв'язання задач і економить розумові 
зусилля людини на одержання рішення. Це сприяє автоматизації все більшого числа функцій 
управлінців, службовців, аналітиків, секретарів, викладачів, операторів, керівників, і 
підіймає на новий щабель технологію їхньої праці. З іншого боку, мобілізуючи суспільні 
знання, інтелектуалізація дає змогу розв'язати нові проблеми, які не піддавалися раніше, 
тобто дозволяє подолати традиційні обмеження на шляху розв'язання складних проблем. Тим 
самим зростає “креативний потенціал” системи. Перелічимо механізми, завдяки яким може 
досягатися зростання креативного потенціалу системи. 
1. Стимуляція творчих можливостей людини, “синергізм” людської інтуїції з 
обчислювальною швидкістю i бездоганною пам'яттю комп'ютера. Завдяки комфортному 
інформаційному середовищу i дружньому інтерфейсу системи експерти можуть 
безпосередньо впливати на процес розв'язання задачі у машині. А образне зображення на 
дисплеї комп'ютера стимулює евристичне мислення людини. 
2. Інтеграція i концентрована мобілізація суспільних знань. Накопичений людством 
досвід і різноманітні знання вкладаються в комп'ютерні бази знань частинами, поступово i з 
різних джерел, а у розв’язанні задач можуть використовуватись практично одночасно. 
3. Безпосередня інтеграція інтелекту різних експертів під час їх оперативної взаємодії за 
посередництвом СКI. Забезпечується якісно новий вид “мозкового штурму”.  
СКІ об'єднує зусилля та інтелект різних фахівців i експертів завдяки тому, що допомагає 
здолати мовне та термінологічне непорозуміння між людьми, а також усуває соціально-
психологічні перепони спілкування. Вже зараз спілкування через глобальну комп'ютерну 
мережу Internet (в формі електронних конференцій) дозволяє людям позбутися тиску 
авторитетів, дискомфорту соціальної нерівності та психологічної несумісності. А інтелект 
СКІ додасть до цього ще можливість порозумітися фахівцям, що мислять різними системами 
понять і різними мовами.  
Технологію використання знань в експертних системах можна назвати "комп'ютеро-
центричною". Більшість сучасних комп'ютерних систем не можуть розв'язувати задачі 
самостійно, і для рішення необхідні інтуїція і інтелект людини-фахівця. Такі системи 
працюють у режимі “людино-центричної” технології, коли в діалозі спрямовуюча роль 
належить людині. Однак контакт між людиною і комп'ютером в таких системах – дуже 
примітивний. Ймовірно, в майбутніх системам втілиться "людино-орієнтована симбіотична" 
технологія взаємодії. Важливими рисами машини мають стати розуміння мови, наближеної 
до людської; людиноподiбнi реакції, логіка, та поведінка у дiалозi; здатність розв'язувати не 
строго сформульовані задачі; здатність до навчання; розуміння аналогій та метафор і т.д.  
Одною з типових СКI може стати електронний помічник експерта, консультанта або 
аналітика для прогнозування і пояснення реальних явищ і процесів. Такі СКI можуть 
застосовуватись в центральних державних органах при дослідженні економічних i 
соціальних процесів, при обґрунтуванні рішень, у бізнесі, i т.д. Їх основою стануть методи, 
що розвиваються в рамках нового напрямку в галузі штучного інтелекту – data mining and 
knowledge discovery in data (що за змістом можна передати як відпрацювання даних та 
виявлення знань). Ці методи виявляють закономірності у великих базах даних і вилучають 
звідти ці закономірності у “кристалізованій” формі. Можна сказати, що ці методи 
автоматично узагальнюють інформацію, видобувають знання шляхом концентрації 
(“збагачення”) інформації, яка розпорошена у величезній сукупності даних. Методи 
включають, зокрема, класифікацію, виявлення асоціацій, виявлення трендів, відхилень і 
аномалій, моделювання залежностей та навіть каузальних відношень. Комп'ютер просіює 
дані, вилучаючи звідти регулярні патерни, стійкі співвідношення (пропорції), “відбитки” 
джерела даних. 
Інший напрямок застосування СКI – інформаційне обслуговування і посередництво мiж 
людьми, функції "електронного секретаря" менеджера або керівника установи. Такій системі, 
наприклад, для планування зустрічей, треба розуміти зміни життєвих обставин людей і 
психологічні особливості. Глобальна комп'ютерна мережа Internet, дотягуючи своє 
павутиння до кожного робочого місця, перетворює електронні комунікації (пошту, 
конференції, електронні бібліотеки) на основні канали інформації. Потоки інформації 
невпинно зростають. На комп'ютер перекладають сортування, аналіз потоків листів, їх 
підготовку. Отож він мусить сприймати професійні жаргони, стежити за взаєминами між 
людьми і зважати на приховані інтереси, розуміти стиль та діалект кожного адресату, а при 
необхідності – і різні національні мови. Таким же чином комп'ютер може готувати огляди 
періодики і витяги зі звітів. Треба мати на увазі, що суб'єктивні погляди і уявлення  власника 
комп'ютера звичайно не висловлені мовою, а лише проглядаються у поведінці людини. Для 
абонентів Інтернету розробники вже пропонують перші зразки так званих інтелектуальних 
агентів. Наприклад, програма Yenta, спостерігаючи електронне листування, «втямлює» ваші 
потреби і підшукує респондентів для зустрічі, а також знаходить потрібні вам товари і збиває 
ціну. 
Можливе застосувати СКI і при розв'язанні широкого кола наукових, пошукових та 
інженерних задач. Один з менеджерів фірми Microsoft нещодавно визнав, що додання все 
нових можливостей та засобів у нові версії програмних продуктів значно ускладнює працю 
користувача. Мета інтелектуалізації полягає в тому, щоб звільнити користувача від 
необхідності нишпорити у великих каталогах і бібліотеках програм і пакетів в пошуках 
найбільш придатного інструменту, або занурюватись в ієрархічні глибини меню дій та 
сервісів. Уявімо, що людина може просто подати на вхід системи завдання у вигляді стислих 
(лаконічних) вказівок. Наприклад, просто дати опис мети, опис шляхів та методів її 
досягнення і початкові умови задачі. Реалізувати цю ідею заважають термінологічні 
розбіжності, неоднозначність слів i мовних конструкцій і т.д. Згідно рівня здібностей 
комп'ютера сприймати i виконувати вказівки (запити) людини можна розрізняти два ступені 
інтелектуалізації – “поверхневу” i глибоку. Поверхнево – інтелектуалізована система просто 
намагається ототожнити (ідентифікувати) запит з одним iз завдань, що зберігаються в 
системі і вже запрограмовані. "Тямущість" такої системи обмежена здатністю вірно вибирати 
завдання з-помiж фіксованого їх переліку. Інтелектуальний інтерфейс такого типу підходить 
для систем, які працюють з постійним об’єктом, коли багато чого “розуміється без слів”. Про 
глибоку інтелектуалізацію системи доречно говорити, якщо система здатна сприймати i 
виконувати будь-які нові розумні завдання або запити з широкої галузі, подані в 
узагальнений, неповній формі (зокрема, на професійній мові). Система має "збагнути", які дії 
випливають з поданого запиту, спланувати i організувати виконання завдання. При цьому 
доводиться автоматично виявляти і долати можливі помилки i суперечності у формулюванні 
завдання, виявляти, якої інформації не вистачає, а також пропонувати варіант корекції 
завдання. Такі здібності створюють ілюзію, що система "розуміє" завдання. Для цього 
комп'ютеру треба орієнтуватися у великих базах знань, які описують не лише моделі галузей 
науки, але й зв'язки між галузевими знаннями, утворюючі багатобічні моделі світу.  
Ніяка система не зможе відразу повністю “зрозуміти” складну задачу i вичерпно 
сформувати завдання. Часто сам користувач спочатку не дуже чітко усвідомлює, чого 
прагне. Отож система повинна лише розпочати просування в напрямку до розв'язання задачі. 
Завдання розпадається на низку “розвідувальних” задач і кроків. Наскільки великі кроки 
треба робити комп'ютеру? Тут необхідно пройти між Сциллою ледачого тугодума і 
Харибдою некерованого ерудита. Надто мала глибина аналізу означає, що майже все 
доведеться робити самій людині. Навпаки, надто велика глибина аналізу веде до того, що 
комп'ютер порине у розгляд численних версій, які швидко розгалужуються і потім 
виявляються хибними. Система буде довго “думати”, а користувач втомиться од невдалих 
пропозицій та запитів. Тому треба регулювати глибину аналізу, оцінюючи достовірність 
гіпотез та висновків і контролюючи поточний рівень взаєморозуміння між системою i 
користувачем.  
Аби донести до людини “внутрішньо-комп'ютерний” поточний стан розв'язання завдання, 
потрібне  наочне відображення на екрані поточної ситуації та проміжних результатів. 
Когнітивні образи, “зорові мапи”, – це все, що може дати комп'ютер в таких ситуаціях. Адже 
щоб поінформувати користувача мовою, треба осмислити (зрозуміти) ситуацію, а цього 
комп'ютер не може. (Через це поки що невідомо, як підключити комп’ютер безпосередньо до 
“розуму” людини.)  
Отже, інтелектуалізація комп'ютера забезпечує полегшення праці кінцевого користувача 
за рахунок зростання витрат праці розробників та системних програмістів. Це каталізує 
експансію інформаційних технологій в масові сфери людської діяльності. Тим самим 
робиться новий оберт спіралі технологічної еволюції комп'ютерних систем, яку ми 
сприймаємо як інформаційну революцію.  
 
 
Неконтрольований комп'ютерний розум чи електронна людина? 
Людство знов і знов повертається до фундаментальних питань. Чого не вистачає 
комп'ютерам, аби стати розумними чи свідомими? Співставлення машини з людським 
мозком давно породжувало філософські дискусії. Зазираючи у можливе завтра, слід уникати 
схоластичних “філософських” міркувань. Пам'ятаємо прикру історію, як радянська філософія 
в середині століття потовклася по кібернетиці. (Втім, справа не у філософії, а у пануванні 
однієї доктрини, правоту якої пропагувала партія та радянська держава.)  
Наскільки інтелектуальними є сьогоднішні комп'ютери, і чи стануть вони розумними 
колись у майбутньому? Скептик може зауважити, що найкращий комп'ютер, який виграв у 
Г.Каспарова в шахи, не здатний навіть пересунути фігуру на дошці (в тій грі це робив 
інженер). Оптиміст справедливо заперечить, що роботи вже сьогодні вміють виконувати і 
більш складні операції (навіть хірургічні), і що можна приєднати до машини оптичний 
пристрій для візуального сприйняття дошки. Скептик: «геніальний комп'ютер-“шахіст” 
нічого іншого не вміє!» – Так можна ж зібрати в одній системі всі знання і вміння 
комп'ютерів! Деякі автори вважали, що суттєва відмінність такої системи від людського 
інтелекту полягатиме в тім, що вона складатиметься з окремих спеціальних процедур, не 
маючи універсальної. Однак якщо різні задачі розв'язуються на різних процесорах системи, 
хіба має принципове значення, однакові чи ні їхні алгоритми і програми?  
Інша справа, чи здатна система розв'язати всі задачі. Але навіть якщо машина вміє 
розв'язати кожну задачу, то їй треба ще з'ясувати, яка задача саме зараз постала. Отже, в 
системі має бути модуль, який займається вибором найближчих цілей. Однак ситуація може 
кожної миті змінюватись, і виникне необхідність працювати у режимі переривання і 
перегляду пріоритетів. Тож потрібен складний “супервізор”, модуль-організатор та 
"оперативний розпорядник". Можливо, функції такого модуля-організатора (для керування 
увагою і вибору цілей) і є головною ознакою розуму? Нехай ми створили досконалого 
робота. Його модуль-організатор може розрізняти лише обмежену кількість ситуацій. Тобто 
численні можливі ситуації він об'єднує в класи еквівалентності. Але світ безмежно 
різноманітний, і якогось чудового дня виникає нова ситуація, яку робот відносить до певного 
класу еквівалентності і помиляється, бо ситуація вимагає зовсім іншої реакції. Це повертає 
нас до вимоги універсальності. Але що значить розв'язувати всі задачі? А людина хіба здатна 
розв'язати всі задачі? Мабуть критичними є лише ті задачі, що забезпечують успіх та 
виживання.  
Час од часу фантасти, науковці та Голівуд бентежать уяву пророчими картинами 
майбутнього і залякують читачів заколотом, бунтом машин та перспективою панування 
комп'ютерної цивілізації. Однак легше уявити, що у боротьбі за виживання нас можуть 
перемогти якісь бактерії, віруси чи інші мікроорганізми, і для цього їм зовсім не потрібен 
розум. А чи не можна припустити, що так само нас можуть перемогти повсталі збунтовані 
комп'ютери? Чому б популяції комп'ютерів не розмножуватись подібно до мурах чи бджіл? 
Принципову можливість самовідтворення машин описав Дж. фон Нейман ще у 50-і роки. 
(По-суті, він вгадав чи повторив принцип двоєдиної обробки ДНК у живих клітинах.) Однак 
роботам чи комп'ютерам не обов'язково розмножуватись тим же самим способом, як 
біоорганізми. Зручніше штампувати екземпляри на автоматичних фабриках індустріального 
типу. Однак важко уявити, що електронно-чіпова технологія (на основі кремнію чи арсеніду 
галію та металів) може отримати перевагу у нашому середовищі, до якого біологічна 
еволюція пристосовувалась мільйони років (не торкаємося концепції бога-творця). Втім, в 
нашому організмі є елементи, які містяться у довкіллі лише у концентраціях, що зникають. 
Деякі говорять про "імунітет" сьогоднішніх комп'ютерів, маючи на увазі знешкодження 
програм-вірусів. А мені пригадалася казка С.Лема, де суспільство роботів впевнено 
перемагало людську цивілізацію, а потім несподівано загинуло від плісняви, тобто роботи 
просто заіржавіли. У цьому жартівливому сюжеті є дещиця рації. Попри вражаючий прогрес 
електроніки найбільший комп'ютер поступається звичайнісінькій бактерії у гнучкості, 
адаптивності і живучості. Навіть за щільністю упаковки інформації електронні пристрої 
програють у порівнянні з ДНК. Втім, штучні запам'ятовуючі пристрої вже перевершують 
біологічні (в певному розумінні). Однак переробка інформації у комп'ютерах напевно ще 
довго залишатиметься примітивною і нав’язаною ззовні людиною (бракує самоорганізації та 
самомотивації).  
Чи можуть машини отримати перевагу над нами спонтанно? І чому це комп'ютер раптом 
стане свідомим ворогом людини? Радше вже небезпека криється у фатальній відмові 
комп'ютерів при керуванні АЕС, ракетами чи шкідливим виробництвом. Якщо автоматична 
система охорони вийшла з ладу і блокувала хазяїна, чи станете ви стверджувати, що вона 
збунтувалася? І взагалі, чи вірно говорити про інтелект без розуму?  
Комп'ютер виконує обчислення, які недосяжні ні шимпанзе, ні навіть людині без 
комп'ютера. Але  комп'ютер не розуміє сенсу того, що робить. А шимпанзе –  розуміє, тобто 
дії мавпи є цілеспрямованими, а часто – і спланованими, і дають їй користь чи задоволення 
(зокрема, задовольняє допитливість). А комп'ютер робить те, що спланували ми. Більш того, 
навколо нас (в природі, та й в нашому організмі) постійно відбуваються найскладніші 
“обчислення”, але ми не керуємо ними і не можемо “зчитати” результат.  
С.Лем у фантастичному романі «Фіаско», змальовуючи картину майбутнього розвитку 
людства, зокрема, пише, що якби вдалося створити машину, цілковито подібну до людини 
інтелектуально, то ця машина була б так само ненадійна та емоційно вразлива, як людина. Це 
була б курйозна підробка людини, абсолютно безпорадна навіть з точки зору розгадки 
таємниці розуму. Тому комп'ютер "кінцевого" покоління був створений (у майбутньому, яке 
змальовує С.Лем) винятково для обслуговування людини і доповнення його інтелекту.  
Чи можна сконструювати голову професора Доуеля, оминувши етап звичайного 
індивідуального розвитку і навчання? Чи можна відділити розум від самосвідомості та від 
життя? Чи можна синтезувати прагнення до пізнання та самосвідомість?..  
Мабуть важливіша ознака розумної істоти – здатність до навчання, яка дозволяє 
розв'язувати нові проблеми. Чи можна вкласти в машину такі здібності? Адже логіка і 
абстрактне мислення – лише надбудова над складною системою саморегулювання. Якщо 
оцінювати наші сьогоднішні успіхи у дослідженні мозку (зокрема, нейронних структур) з 
точки зору пізнання розуму, то можна вдатися до такої грубої аналогії. Уявіть собі, що 
сучасний комп'ютер дивом опинився у 18-у сторіччі (транспортація у часі), і тодішні фізики 
та хіміки зуміли розібратися у транзисторах. Чи змогли б вони зрозуміти, як працює 
комп'ютер у цілому або принаймні як здійснюється доведення теореми чи обертання 
тривимірних зображень на дисплеї?  
Клонування тварин продукує близнюків, але не створює розуму. І де пролягає межа між 
втручанням і творенням? Як далеко ми ще від пізнання механізмів взаємодії “его”, 
“суперего” та “ід” в рамках особистості, механізмів формування вищої нервової діяльності і 
свідомості в процесі зростання і розвитку організму, починаючи з ембріогенезу і закінчуючи 
освітою.  
Спробуємо уявити, що вдалося абсолютно точно відтворити (скопіювати) конкретну 
людину. Що б ми отримали? (Такий жах пережили герої роману С.Лема «Соляріс».) Чи 
відтворити особистість неможливо через якийсь ще невідомий фундаментальний закон на 
кшталт принципу недовизначеності Гейзенберга? Або особистість не зосереджена у тілі 
людини, в її фізико-хімічних структурах?.. Мабуть в міру того, як ми будемо вкладати в 
комп'ютер все більше функцій і можливостей, які звикли називати інтелектуальними, ми 
будемо переглядати поняття інтелекту, розуму та свідомості. А можливо, що розглянуте 
питання буде відкладатися до розв'язання іншого питання – про природність чи 
божественність нашого походження? Принаймні – походження нашого духа...  
      
      Київ, 1998 р. 
            (Редакція 2007 р.) 
      
      Що читати ще:  
• Балабанов О.С. Інтелектуалізація комп`ютерних систем – шлях до ефективної інформатики // 
Інформація і ринок. – 1995. – № 6. – С.44-47.  
• Балабанов О.С. Комп`ютерний інтелект: можливості і реальність // Вісник Національної 
Академії наук України. –1997. – № 9-10. – С.16-21.  
• Андон Ф.И., Балабанов А.С. Структурные статистические модели: инструмент познания и 
моделирования // Системні дослідження та інформаційні технології. – 2007. – №1. – С.79-98. 
     
__  
 
)1 нагадаємо, що стаття була  написана в 1998р.  
 
