Photo-induced phase transitions have been intensively studied owing to the ability to control a material of interest in a flexible manner, which can induce exotic phases unable to be attained at equilibrium [1] [2] [3] [4] [5]. The key mechanisms are still under debate, and how the couplings between the electron, lattice, and spin degrees of freedom are evolving during photo-induced phase transitions has currently been a central issue [6]. However, the measurements for each degree in the ultrafast timescale require distinctively different and state-of-the-art techniques, such as terahertz spectroscopy for low frequency conductivity [3] [7], time-and angleresolved photoemission spectroscopy for electronic band structures [8] [9], and timeresolved X-ray measurements for crystal structures [10] [11] [12], which prevents directly revealing the connections between each degree in the nonequilibrium state.
that multiple coherent phonons are generated as a result of displacive excitations, and they show band-selective coupling to the electrons. The lattice modulation corresponding to the specific phonon mode, where Ta lattice is sheared along the aaxis, is the most relevant for the formation of excitonic insulator phase and is the most effective to modulate the valence band top in the photo-induced semimetallic phase. Furthermore, we developed a new theoretical method to analyse the mode and momentum selective electron-phonon couplings based on the density functional theory. Our novel analysis method can pave the way for quantum engineering utilizing correlations between electrons and phonons.
Strongly-correlated electron systems display very rich phases owing to intertwined couplings between multiple degrees of freedom including the charge, orbital, spin, and lattice [13] . Moreover, external fields, such as electronic and magnetic fields or physical pressure, can induce phase transitions in these systems by breaking their subtle balances between multiple competing phases [14] [15] . In this respect, photo-excitation is a very promising way to control the physical properties because it can instantaneously change physical properties of a targeting material in various manners by exploiting many degrees of freedom such as polarization or wavelength. For studying photo-excited nonequilibrium states, time-and angle-resolved photoemission spectroscopy (TARPES) has a strong advantage because it can track nonequilibrium electronic band structures after photoexcitations [8] [9] [16] [17] .
For photo-induced phase transitions, although many strongly-correlated electron systems have been intensively studied, the precise mechanisms are still under debate [18] [19] [20] . Recently, we revealed the photo-induced insulator-to-metal transitions (IMTs) in Ta2NiSe5 [21] , where we also showed strong evidence in dynamical behaviours as an excitonic insulator. Moreover, other interesting photo-excited phenomena in Ta2NiSe5 have been reported previously, which include photo-induced enhancement of the excitonic insulator [22] [23] or emergence of collective modes [24] [25] . In most reports, the key roles for such phenomena are played by significant electron-phonon couplings.
Here we report a novel analysis method, namely, frequency-domain angle-resolved photoemission spectroscopy (FDARPES), to reveal how electron-phonon couplings play roles in the photo-excited nonequilibrium states for Ta2NiSe5. We observe that the lattice modulation corresponding to the phonon mode, where Ta lattice is sheared along the aaxis, is the most relevant for the photo-induced semimetallic state. Our analysis method also provides a new playground for the theoretical calculations of electron-phonon couplings.
TARPES, as illustrated in Fig. 1a , allows us to directly observe the temporal evolution of the electronic band structure. Figure 1b -1e show the TARPES snapshots of Ta2NiSe5 at various delays shown as a function of momentum and energy. The delay between the pump and probe is indicated in each panel. To enhance the temporal variations, the difference images between the before and after photoexcitation are shown in Fig. 1f-1h , where red and blue represent an increase and decrease in photoemission intensity, respectively. After strong photoexcitation of 2.27 mJ cm −2 , new semimetallic electronand hole-dispersions appear, as has previously been reported [21] . This is the direct signature of photo-induced IMT. To highlight the change of the electronic band structure, we show the peak positions of the TARPES spectra before and after photoexcitation in Figs. 2a and 2b. One can notice that the hole band is shifted upward and crosses the Fermi level, EF, while the electron band appears and crosses EF at the same Fermi wavevector, kF, as the hole band.
To more specifically reveal the photo-induced profile in Ta2NiSe5, we investigated the TARPES images in terms of electron-phonon couplings. Figure 2c shows the timedependent intensities for representative regions in the energy and momentum space indicated as I-IV in Fig. 2a and 2b. As a background, carrier dynamics corresponding to overall rise-and-decay or decay-and-rise behaviours were observed. Additionally, oscillatory behaviours were clearly seen superimposed onto background carrier dynamics, which indicated strong electron-phonon couplings as a result of excitations of coherent phonons. To extract the oscillatory components, we first fit the carrier dynamics to a double-exponential function convoluted with a Gaussian function, shown as the blacksolid lines in Fig. 2c , and then subtracted the fitting curves from the data. Fourier transformations were performed for the subtracted data and the intensities for each frequency component are shown in Fig. 2d . One can clearly see that distinctively different frequency-dependent peak structures appeared depending on the regions in the energy and momentum space denoted as I-IV in Fig. 2a and 2b.
Considering that the frequencies for the peak positions observed in this work matched the Ag phonon modes reported in previous work [26] [27] and that we dominantly excited the electron system under our experimental condition, the observed coherent phonons were likely to arise from displacive excitation of coherent phonons (DECPs) [28] .
According to the DECP theory, photoexcitation suddenly changes the minimum energy position in the lattice coordinates of the potential energy surface (PES), and lattice coordinates oscillate around the new energy minimum position with its own frequency determined by the curvature of the PES. Figure 2e schematically shows this situation. The ground and excited states are denoted as |G> and |E>, respectively, while Q2 THz and Q3 THz are the lattice coordinates corresponding to the 2-THz and 3-THz phonon modes.
To investigate the phases of coherent phonons, we further fitted the oscillatory components by single-cosine function. Figure 2f and 2g shows the results for regions I and II, in which the 3-and 2-THz components exhibited the strongest peaks, respectively.
Phases and frequencies were obtained as −0.19±0.11  and 2.97±0.02 THz for region I, and 0.37±0.12  and 2.07±0.02 THz for region II, respectively. If the change of PES accompanies no delay from the laser excitation, DECP has a cosine-like behaviour, that is, the expected phase is 0 . Thus, the modulation of photoemission intensity in region I along the 3-THz phonon mode was triggered immediately after photoexcitation. However, the relatively positive phase shift in region II compared with region I indicated the modulation of the photoemission intensity along the 2-THz phonon mode occurred with a delay of 120 fs.
We will now discuss the electron-phonon couplings in more detail. Since we observed that the amplitude of each oscillation significantly changed depending on the regions in the energy and momentum space, we further mapped out the frequency-dependent intensity of the Fourier component in the energy and momentum space, which we call FDARPES. Figure 3a −3e shows the FDARPES spectra corresponding to the frequencies of 1, 2, 3, 3.75, and 4 THz, respectively. The corresponding phonon modes were calculated by ab initio calculation and their modes are shown in Fig. 3f −3j. We assigned all the phonon modes as Ag modes, while 2-and 3.75-THz modes have previously been assigned as Bg modes [25] . Our detailed assignment procedure is provided in Supplementary Information.
Noticeably, the FDARPES spectra exhibited distinctively different behaviour depending on the frequency, which demonstrated that each phonon mode was selectively coupled to the specific electronic bands. Furthermore, the 2-THz phonon mode had the strongest signal around EF, which consisted of a mixture of Ta 5d and Se 3p orbitals [29] , and was responsible for the collapse of the excitonic insulator. Because the IMT of Ta2NiSe5 occurs by melting the excitonic insulating flat band, this strongest signal suggested that the photo-induced metallic states drive the lattice distortions corresponding to the 2-THz phonon motion.
To gain more quantitative insight into electron-phonon couplings engraved in the FDARPES spectra, we performed density functional theory (DFT) calculations to obtain dE/dQ, which represents how much the energy of the band structure shifts (dE) with respect to the lattice modulation corresponding to the direction of each phonon mode (dQ). As clearly seen in this work, our developed analysis method, FDARPES, can offer new opportunities to investigate the electron-phonon couplings through the non-equilibrium states. Our work using this method provides direct evidence for the DECP mechanisms responsible for the photo-induced IMTs in Ta2NiSe5. Thus, FDARPES can be used to study many other photo-induced phase transitions by observing how the electron band structure is influenced by the specific phonon-mode. We also emphasize the versatility of FDARPES. By using the multiple degrees of freedom in the excitation pulses, we can drive different quasiparticles; for example, circularly-polarized pulses can promote specific a spin population or appropriate mid-and far-infrared wavelength can resonantly excite IR-active phonons. Furthermore, FDARPES can detect couplings of electrons to any quasiparticles or collective modes as long as their couplings manifest as oscillations of intensities in the TARPES spectra.
Methods

Sample preparation.
High-quality single crystals of Ta2Ni(Se0.097S0.03)5 and Ta2NiSe5 were grown by chemical vapour transport method using I2 as transport agent, as was reported in the refs. [30] [31] . Whereas a relatively large cleaved surface is necessary for TARPES measurements compared with static ARPES, because Ta2NiSe5 has a onedimensional crystal structure, a large cleaved surface of the pristine Ta2NiSe5 that was sufficient for TARPES measurements was difficult to obtain. However, sufficiently-large cleaved surfaces of 3% S-substituted Ta2NiSe5 and Ta2NiS5 could be obtained. This is why we used 3% S-substituted Ta2NiSe5 rather than pristine Ta2NiSe5 in this study. Clean surfaces were obtained by cleaving in situ.
Photoemission measurements.
To characterise the sample, static angle-resolved photoemission spectroscopy measurements were performed by using a He discharge lamp and a hemispherical electron analyser (Omicron-Scienta R4000) with an energy resolution of ~12.5 meV. For the TARPES measurements, we used an extremely stable commercial Ti:sapphire regenerative amplifier system (Spectra-Physics, Solstice Ace) with a centre wavelength of 800 nm and pulse width of ~35 fs for the pump pulse. Second harmonic pulses generated in a 0.2-mm-thick crystal of -BaB2O4 were focused into a static gas cell filled with Ar to generate higher harmonics. By using a set of SiC/Mg multilayer mirrors, we selected the seventh harmonic of the second harmonic (h = 21.7 eV) for the probe pulse. The temporal resolution was determined to be ~70 fs from the TARPES intensity far above the Fermi level, which corresponded to the cross correlation between the pump and probe pulses. All the measurements in this work were performed at the temperature of 100 K.
DFT calculation for phonon mode. Theoretical calculations for the band structure and a structure optimization relied on density functional theory [32] with the Perdew-Burke-Ernzerhof functional [33] . The simulations were performed by the abinit code [34] based on a norm-conserving pseudopotential with the Troullier−Martin type separable form provided by the fhi98PP program [35] . Initially, atomic positions were optimized in the same primitive cell shape as an experimental structure. Density-Functional-Perturbation-Theory (DFPT) [36] calculation was performed to obtain the normal modes of the phonon. 
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Physical description and simulation scheme
Most coherent phonons excited by displacive excitation of coherent phonon (DECP) mechanisms [1] show a similar phonon frequency to ground state frequency evaluated with Raman scattering measurements [2] [3] [4] [5] . The frequency-domain ARPES (FDARPES) spectra shown in Fig. 3a-3e are attributed to the Fourier transform of ARPES modulation owing to the coherent phonon excited by the pump pulse. To identify the phonon modes, we extracted electronic structure modulation due to phonon modes from theoretical simulations. We employed an ab-initio theoretical framework based on density-functional theory (DFT) [6, 7] . We evaluated the phonon modes and take all-symmetric modes, Ag irreducible representation, from the framework. By distorting the atomic position from equilibrium structure along with each phonon mode, we extracted the band-energy shifts with respect to the lattice modulation dE/dQ. This dE/dQ is the theoretical counterpart of the FDARPES experiment shown in Fig. 4 .
Details of theoretical simulation
Our theoretical simulation relied on the Perdew-Burke-Ernzerhof (PBE) functional [8] within density-functional theory (DFT). Whole calculations were performed by the ABINIT code [9] . We used the fhi98PP pseudopotential [10] for abinit [11] with plane-wave basis set whose energy cut-off was chosen as 50 Hartree, 1361 eV.
To enforce the proper crystal spatial symmetry, C2/c (No. 15), we used the Bravais lattice which is twice of the primitive cell. We use the supercell for the atomic position optimization with the self-consistent field (SCF) and the phonon mode calculations with 24×6×6 Brillouin zone sampling. To obtain the band dispersion, we used the primitive cell with 24×24×12 Brillouin zone sampling for the SCF calculations.
Atomic position optimization
First, we performed atomic position optimization based on PBE-DFT with the same cell shape as an experimental value, = 3.496 Å, = 12.829 Å, = 15.641 Å, = = 90°, = 90.53° [12] . The tolerance of the optimization was 5.0×10 -5 a.u. = 0.0257 eV nm -1 . The DFT-optimal atomic and experimental positions are shown in Table 1 and Table 2 . The input file for SCF within ABINIT is attached as supplemental material (input_SCF.in). 
where is an index for the eigenmode. The input file for DFPT within ABINIT is attached as supplemental material (input_DFPT.in). The actual atomic displacement was obtained by , = , √ ⁄ , using mass of an atom . Because the Bravais lattice is a double size supercell, the phonon modes obtained by DFPT contain Γ-point phonons and finite wavenumber phonons. Because the equivalent atomic displacements of Γ-point modes is in-phase, the relative motions of the equivalent atoms are the reference to extract the relevant phonon modes. We rejected modes that showed counter displacements between two-equivalent atoms.
We identified an irreducible representation for each mode by performing symmetry operations for the atomic displacement and evaluating characters by symmetry operation for the general points of the Bravais lattice, ) , (2) and character table, Table 3 . because the displacement itself is a translation-free object. Errors of the numerical character were smaller than 1.0×10 -5 compared with the expected unity.
We focused on the Ag mode because the DECP mechanism informs us that the allsymmetric Ag mode is excited. The frequencies are shown in Table 4 . Actual modes are attached as supplemental material (PBE_phonon.csv). We assigned theoretical modes to an experimental frequency by the approximated symmetry of the oscillation. In Table 5 , quasicharacters for the orthorhombic phase are shown as well. By increasing the temperature, the Ta2NiSe5 crystal adopted an orthorhombic crystal structure, Cmcm (No. 63), whose operation and character table are given in Eq. (5) and Table 5 , respectively. We numerically evaluated the characters based on the Cmcm symmetry and used its value to assign the phonon modes to whether Ag or B2g modes. This analysis was not rigorously well defined and is an approximated treatment. We called the numerically evaluated character for the higher symmetry space group as the quasicharacter here. 
To obtain the quasicharacter, we introduced an approximated identification of the atomic position related to Eq. (5). We allowed error value = 0.1 Bohr = 0.00592 nm for the identification as
where , is the reduced coordinate of atom and is a matrix to convert the reduced coordinate to a Cartesian coordinate. The error value was chosen such that a one-to-one correspondence of atoms was realized for the whole operation given by Eq.
(5). Although the fourth Ag mode, 2.88 THz, had an almost B2g-like character, we assigned it as an Ag mode. In the orthorhombic phase, the number of B2g mode is three.
We assign three modes, 1.96 THz, 2.42 THz, and 4.46 THz, that had the closest quasicharacter value compared to minus unity as the B2g mode and do not 2.88 THz mode.
Band calculation for distorted crystal
Finally, we performed band structure calculations of the distorted atomic positions with the primitive cell, identified as ′ = ′ = 6.648 Å, ′ = 15.641 Å, ′ = ′ = 90.14°, ′ = 149.51°. In the DFT-optimal structure case, band structures were obtained for equilibrium ( Fig. S1a ) and slightly displaced atomic positions along with the phonon modes ( Fig. S1b-d) . The amounts of displacement were determined based on the root squared mean as, where atom is the number of atoms in the unit cell. One should note that the overall displacement direction of the normal mode randomly appears by numerical diagonalization, namely a set of inverse displacements is also the solution of the dynamical matrix. To obtain consistent band-energy for each atomic position, the band 
Follow-up
To check robustness of our conclusion with this specific framework based on PBE-DFT, we performed calculations in different conditions, 1) Perdew-Wang (PW) functional [14] was used rather than PBE, 2) PBE-DFT framework but with experimental atomic positions, and 3) PW-DFT framework with experimental atomic positions. We use LDA pseudopotential [15] for the PW-DFT calculations, which is shown in Fig. S2 . The atomic position optimized with the PW functional is shown in The same plot as Fig. 4 in the main manuscript but with the PW functional is shown in Figure S2 . The band dispersion change arising from atomic displacement was mainly characterized by the character of the modes, with the B2g modes leading to the strong influence of the Γ point.
Here, we comment on a trade-off between the computational cost and convergence accuracy of the results of this simulation. The most computationally demanding part of this procedure was the DFPT part because many and large linear systems must be To evaluate the convergence accuracy with respect to the density of Brillouin zone sampling, we estimated the error through the residual error of the force and equilibrium atomic position for denser Brillouin zone sampling, NK=36×9×9. The residual force, evaluated with the optimal atomic position of sparser Brillouin zone sampling, was maximally 1.3×10 -4 = 0.068 eV nm -1 , which was fairly close to our criteria to identify the atomic equilibrium position. The optimized atomic positions with denser sampling are shown in Table 8 . By converting these to a Cartesian coordinate, maximal error is 6.8×10 -6 [a.u.] = 0.36 fm. These errors were small compared with the following case for the energy cut off.
We also checked the energy convergence error by using energy cut off 60 a.u. = 1633 eV with the same Brillouin zone sampling, NK = 24×6×6. The residual force, evaluated with ecut = 50 a.u., is maximally 2.2×10 -4 a.u. = 0.11 eV nm -1 . The optimized atomic positions are shown in Table 9 . The maximal error of the atomic position in the Cartesian coordinate was 1.3×10 -5 a.u. = 0.69 fm. Performing DFPT calculation for the energy cut off 60 a.u., we obtained the phonon frequencies and quasicharacter shown in Table 10 . The error for the frequency of the phonon modes was maximally 0.02 THz. Thus, the error in the Brillouin zone sampling is expected to be smaller than this error. 
