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ABSTRACT 
We consider the algebraic Riccati equation 
XD,X + XD, + D,X + 0: = 0, 
where D, and D, are self-adjoint. We are interested in contractive and unitary 
solutions X of this equation. Stability properties of such solutions under perturbations 
of the coefficients are studied. Further, the connection between unitary solutions of 
such equations and symmetric factorizations of nonnegative rational matrix functions is 
investigated. 
1. INTRODUCTION 
It is well known that many problems in engineering and mathematics can 
be reduced to solving an algebraic Riccati equation of the type 
XD,X + XD, + D,X + D4 = 0. P-1) 
Here D,:X, + X,, Dz:X, + X,, D3:X2 + X2, and D4:X1 + X, are given 
bounded linear operators acting between Banach spaces X, and X2, and 
X: Xi + X2 is the bounded linear operator to be found. In many cases Xi and 
X2 are finite dimensional inner product spaces, and there is some symmetry in 
the equation (1.1). We mention for example the case when (1.1) derives from 
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an optimal control problem, in the .I,, or H, sense, where D, and D4 are 
self-adjoint, D, = Dg, and the operator X to be found needs to be self-adjoint 
as well (see, e.g., [14, 22, 21, 6, 231). Al so, many factorization problems for 
rational matrix functions can be reduced to solving Equation (1.1). For the 
general case this was pointed out in [3]; for particular cases when the function 
to be factored is self-adjoint this leads again to s,ymmetry of the type described 
above (see [7,22]). In this paper we shall be concerned with another type of 
symmetry in the coefficients, namely, Dy = D4, D,, and D, are self-adjoint, 
and one is looking for unitary or contractive solutions X. We shall show that 
such equations turn up in a natural way when one discusses symmetric 
factorizations of self-adjoint rational matrix functions. 
Consider again the general algebraic Riccati equation (1. l), and introduce 
the operator A:Y -+ Y, where Y = Xi i Xs, defined by 
A= (-2 -q. 
Now assume X is a solution of (1.1). Then the space 
is A-invariant, and 
Y=MiIm y. 
( 1 
(1.2) 
(1.3) 
Conversely, if a subspace M of Y is A-invariant and such that (1.3) holds, 
then M = Im 
!I) 
4 for a solution X of (1.1). This is well known; see, e.g. [3, 
Proposition 5. ] (also [5]). We shall say that the subspace M of Y satisfies the 
matching condition if (1.3) holds. Such subspaces are also called angular 
s&spaces, and the operator X for which M = Im I 
( 1 X 
is called the angular 
operator corresponding to M (see [3, Chapter 51). 
For the Riccati equation arising from optimal control, i.e., D, = DT, 
D4 = 02, and D, = Dz, it is natural to assume D, z 0 and (D,, Dl) is 
controllable. In such case the matching condition (1.3) is automatically ful- 
filled for a certain class of A-invariant subspaces M, corresponding to self- 
adjoint solutions X. In case of the different type of symmetry we wish to 
consider here, namely D4 = DT, D, = Dg, D, = Df, we shall show that the 
same phenomenon occurs, i.e., that the matching condition is automatically 
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fulfilled for a class of A-invariant subspaces, corresponding to contractive (or 
unitary) solutions. 
The remainder of the paper is divided in three sections. In Section 2 we 
gather together some preliminary material on indefinite inner product spaces 
and on factorization of rational matrix valued functions. The third section 
contains the main results on unitary and contractive solutions of (1.1) (with the 
appropriate symmetries) and their stability properties under small perturba- 
tions of the coefficients. In the fourth section we discuss the relations between 
unitary solutions and factorizations of self-adjoint rational matrix functions 
which are also nonnegative for real values of the 
A large part of the results obtained in this 
author’s Ph.D. thesis [18, Chapter Iv], but were 
argument. 
paper are contained in the 
not previously published. 
2. PRELIMINARIES 
In this section we present some material on self-adjoint matrices in 
an indefinite inner product space and on factorization of rational matrix 
functions. 
Let H = H* be an invertible ra x n Hermitian matrix. An n x n matrix A 
is called H-self-adjoint if HA = A*H. For such pairs of matrices (A, H) there 
exists a canonical form which can be described as follows. Given (A, H), there 
exists an invertible matrix S such that 
S-lAS=K,~...~K,~K,+,~...~Ka+b, (2.1) 
S*HS = E~P, o *** 8 &Pa e Pa+1 e * ** @ Pa+& (2.2) 
where &j = + 1, and where Kj (j = 1,. . . , a) is the kj x kj Jordan block with 
real eigenvalue Xj, and Kj (j = a + 1, . . . , a + b) is the direct sum of 
two kj x k, Jordan blocks, one with nonreal eigenvalue Xi, the other with 
_I L 
eigenvalue Xj. Furthermore, ’ Pj is the kj x kj matrix 
(j = 1,. . . , a), and for j = a + 1, . . . , a + b it is the 2kj x 2kj matrix of the 
same form. The signs .ej appearing in (2.2) one for each Jordan block with a 
real eigenvalue, are called the sign characteristic of (A, H). An important 
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property of the pair (A, H) connected with these signs, called the sign 
condition, comes up in many problems. The pair of matrices (A, H) is said to 
satisfy the sign condition if for every real eigenvalue h the signs in the sign 
characteristic corresponding to Jordan blocks of odd order with eigenvalue X 
are all the same, and the same is true for the Jordan blocks of even order with 
eigenvalue X. 
A subspace M of G” is said to be H-nonnegative if (Hx, x) 2 0 for all 
x E M, and maximal H-nonnegatiue if it is nonnegative and cannot be extended 
to a larger nonnegative subspace. A subspace M of G” is called hypermarimal 
H-neutral if HM = M ’ . (Clearly, such subspaces can only exist if sign H = 0.) 
For more information on matrices self-adjoint in an indefinite inner product 
and their invariant subspaces, see, e.g., [lo, 12, 2, 1, 41. 
Next we consider factorizations of rational matrix valued functions W(X). It 
is well known that any rational m x m matrix function W(X) with W(a) = I, 
can be written as 
W(“) = I, + C(hI, - A)-%. (2.3) 
In case n is as small as possible this is called a minimal realization of 
W. Equivalently the pairs (A, B) and (A*, C*) are controllable. In that case 
the number n is called the McMillan degree of W, denoted by 6(W). A 
factorization 
W(X) = Wl(qq~) (2.4) 
is called minimal if 6(W) = 6( W,) + 6( W2). 
If W(X) is given by (2.3), then 
W(X)-’ = I, - C(X - A’)-%, 
where AX = A - BC. Assume (2.3) is a minimal realization. Minimal factoriza- 
tions (2.4) of W(X) are in one-one correspondence with pairs of subspaces 
M, MX, where AM c M, AXMXC MX, such that G” = M i MX. To be 
precise, in such case (2.4) is a minimal factorization with 
Wl(X) = I, + C(XZ, - A)-‘( I - l-I)& 
Wa(X) = I, + CII(xZ, - A)-%, 
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where II is the projection onto MX along M. The projection II is called the 
supporting projection corresponding to the factorization (2.4). (See [3] for 
these results.) 
In many applications the function W(X) will have Hermitian values for real 
X, i.e., W(X) = W(X)*. In that case we shall call the functions W self-adjoint. 
If, moreover, 
(w(x)x, x) 2 0 
for all h E R which are not poles of W, and all x, then we call W nonnegative. 
For nonnegative rational matrix functions we have a factorization result which 
we shall explain below. First we consider a minimal realization of a self-adjoint 
function with W(m) = I, 
W(X) = I,,, + C(XZ, - A)-‘B = W(x)*. 
Then there exists a unique invertible Hermitian matrix H such that 
HA = A*H, HB = C*. 
Note that also HAx= AX*H. (See e.g. [24, 25, 11.) 
If W(X) is nonnegative, the matrices A and AX have even partial multi- 
plicities at their real eigenvalues, and the signs in the sign characteristic of 
(A, H) are all + 1, then the signs in the sign characteristic of (AX, H) are all 
- 1 (cf. [17, 201). It follows that there exist hypermaximal H-neutral subspaces 
M and MX such that AM C M, AXMXC MX. One easily sees from the 
controllability of (A*, C*) that M fl MX= (0) (see [17, Theorem 3.1]), and 
hence M i MX = @in. In other words, the matching condition for the sub- 
spaces M and MX is automatically fulfilled. Using the factorization theorem 
outlined above, we obtain that W(h) factors as 
w(x) = L(x)*L(x), 
where 
L(X) = Z,,, + Cl-I(hI,, - A)-‘B. 
As usual, II is the projection along M onto MX. 
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3. CONTRACTIVE AND UNITARY SOLUTIONS TO A SYMMETRIC 
ALGEBRAIC RICCATI EQUATION 
In this section we consider the Riccati equation 
XD, X + XD, + D, X + Dy = 0, (3.1) 
where D, and D, are Hermitian operators acting on Hilbert spaces X, and 
X,, respectively, and Dy, as well as the operator X we are looking for, is an 
operator acting from X, to X,. In this case the matrix A of Equation (1.2) is 
given by 
A= 
Put 
H= 
Note that HA = A*H. 
I Xl 0 1 1 0 -1x, 
By [4, Theorem V.4.21, any maximal H-nonnegative subspace is an angular 
subspace, and the corresponding angular operator is a contraction [4, Theorem 
111.11.71. More generally, we have the following theorem (cf. [12, Lemma 
10.3; 4, Chapter VIII; 1, Chapter V; 15, p. 161). 
THEOREM 3.1. Let X be a solution of Equation (3.1) with D, = 0; and 
D, = Dg, and let M be the corresponding A-invariant angular subspace. Then: 
(i) M is maximal H-nonnegative if and only if X is a contraction; 
(ii) M is maximal H-neutral if and only if X is an isometry; 
(iii) M is hypermaximal H-neutral if and only iffx is unitary. 
Proof. First, note that with X+= X, -i-(O), X_= (0) i X,, the decompo- 
sition Y = X+i X_ is a fundamental decomposition (in the sense of [4, 
Section 1.111). Let P, be the projection along X_ onto X,, and P_= I - P,. 
Since P+M = X,, the space M will be maximal H-nonnegative whenever M 
is nonnegative. To see this one‘ applies [4, Theorem V.4.21. So it suffices to 
prove (i) with the word maximal omitted. A similar remark holds true for (ii). 
Indeed, if M is H-neutral, then M is H-nonnegative, and thus, by the remark 
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just made, M is maximal H-nonnegative. But then M cannot be extended as a 
neutral subspace, and therefore M is maximal H-neutral. Next, note that 
which shows that if M is H-nonnegative (H-neutral), then X is a contraction 
(an isometry), and conversely. This proves (i) and (ii). 
To prove (iii), suppose first that X is unitary. Then 
(HM)l=I_i:‘) =I-(:) =M, 
and so M is hypermaximal H-neutral [4, Theorem 1.7.41. Conversely, suppose 
M is hypermaximal H-neutral. Since M is maximal H-neutral, X is an 
isometry. It remains to show that X is invertible. The space M is also maximal 
H-nonpositive, and hence P-M = (0) i Im X = X_. Thus it follows that X is 
onto and, since X is an isometry, X is invertible. n 
In case X, and X2 are both finite dimensional and dim X, = dim X2, 
every maximal H-neutral subspace is also hypermaximal H-neutral. Indeed, 
suppose M is maximal H-neutral. By [4, Lemma 1.7.11 the space (HM)I is 
maximal semidefinite. Hence, since Xi i X2 is a Krein space, it follows that 
dim( = dim X1. But then dim M = dim HM = dim X2, and we may 
conclude that dim M = dim (HM) ' . Since M is H-neutral, i.e., (HM) J. C M, 
we obtain M = (HM)' . So M is hypermaximal H-neutral. 
If Xi = X2 is infinite dimensional, it is not true in general that maximal 
H-neutral subspace is hypermaximal H-neutral. As an example, take Xi = X, 
= 1,. Let S be the forward shift on l,, and put 
Then M is H-neutral. From [4, Theorem V.4.21 it follows that M is maximal 
H-neutral. However, M is not hypermaximal H-neutral. Indeed, P-M = (0) i 
Im S # X_, and so M is not maximal H-nonpositive. 
If X1 is finite dimensional, it is well known that A-invariant maximal 
H-nonnegative subspaces always exist (see [4, Theorem 1X.7.21). Thus it 
follows that in case X, is finite dimensional Equation (3.1) always has a 
contractive solution. 
Next, we describe the stably contractive solutions of the algebraic Riccati 
equation (3.1). In the remainder of this section we assume that the Hilbert 
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spaces X, and X, are finite dimensional, say dim X, = ni and dim X, = n2 
(unless explicitly stated otherwise). It follows that (3.1) always has contractive 
solutions. 
A contractive solution X of (3.1) is called a stabZy contructioe solution if, 
given E > 0, there exists 6 > 0 such that ]( Dj - Dj 11 < 6 (j = 1,2,3) and Dk 
and Dj self-adjoint imply that the Riccati equation 
X’DiX’ + X’Dk + D;X’ + Di* = 0 (3.2) 
has a contractive solution X’ with (1 X - X’ ]] < E. The next theorem gives a 
necessary and sufficient condition for the existence of stably contractive 
solutions in terms of the sign condition. 
THEOREM 3.2. The Riccati equation (3.1) has a stably con&active solution 
if and only if the pair (A, H), where 
satisftes the sign condition. In that case a co&-active solution X of (3.1) is 
stably contractive if and only if each common nonreal eigenvalue of D, + D,X 
and -D, - XD, is an eigenvalue of A of geometric multiplicity one. 
Proof. If we endow the set of angular subspaces with the gap topology 
(i.e., the distance between two subspaces M and N is given by I( PIM - PNI(, 
where PM ( PN) is the orthogonal projection on M (N); see, e.g., [8, 13, 9]), 
then the map from the angular operator X to the angular subspace Im 
( 1 
i is a 
homeomorphism [3, Lemma 7.21. In particular, X is a stably contractive 
solution of (3.1) if and only if the subspace Im 1 
( 1 X 
is a stably A-invariant 
maximal H-nonnegative subspace. Recall (see [19]) that an A-invariant H-non- 
negative subspace is called stably maximal nonnegative if given E > 0 there is 
a 6 > 0 such that for A’ which is H-self-adjoint and with )( A - A’ (1 < 6 there 
is an A’-invariant maximal H-nonnegative subspace M’ with ]( PM - PM, II < E. 
From [19, Theorem 4.11 we obtain that there exist stably maximal nonneg- 
ative invariant subspaces with respect to (A, H) if and only if (A, H) satisfies 
the sign condition. Since stably maximal nonnegative subspaces correspond in 
a one-one way to stably contractive solutions, it follows that stably contractive 
solutions exist if and only if the pair (A, H) satisfies the sign condition. 
Now suppose X is a contractive solution of (3.1). Put 
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Then one easily calculates (cf. [3, Section 5.91) that 
E-‘m = 
D, + D,X 
E*HE = I-x*x -x* 
0 -X 
(3.4) 
Put i = E-‘AE and fi = E*HE. Then i is fi-self-adjoint, and (A, fi) satis- 
fies the sign condition if and only if (A, H) does. Further, X+= X, i(0) is an 
A-invariant maximal k-nonnegative subspace. Obviously, X is stably contrac- 
tive if and only if X, is a stably i-invariant maximal G-nonnegative subspace, 
and according to [19, Theorem 4.11 the latter holds true if and only if for each 
nonreal eigenvalue X of i with dim Ker( X - A) > 1 either R,( 2) C X, 
or R,(A) fl X+= (0). Here R,(A) is the spectral subspace of i corresponding 
to h. 
Now suppose X is a stably contractive solution, and let X be a common 
nonreal eigenvalue of D, + D,X and -D, - XD,. Then (0) # R,( 2) fl X+# 
X Hence dim Ker( h - A) = 1, because of the stability of X,. Since 
diZ Ker( X - A) = dim Ker( X - A), we see that h is an eigenvalue of A of 
geometric multiplicity one. 
Conversely, assume that each common nonreal eigenvalue of D, + D,X 
and -D, - XD, is an eigenvalue of A of geometric multiplicity one. Let h be 
a nonreal eigenvalue of i with dim Ker( h - A) > 1, and suppose that Rx(i) 
fl X+# (0). Since dim Ker(h - A) = dim Ker( X - 2) > 1, the eigenvalue X is 
not a common eigenvalue of D, + D,X and -D, - XD,. It follows that 
R,(i) C X,. Hence X, is stably maximal nonnegative and X is stably 
contractive. n 
COROLLARY 3.3. Suppose (A, H) satisfies the sign condition, where A and 
H are as in (3.3). Then the foIlowing are equivalent: 
(i) eoety contractive solution of (3.1) is stably contractive; 
(ii) there are only a $nite number of cuntractive solutions; 
(iii) dim Ker( X - A) = 1 for each nonreal eigenvalue X of A. 
Proof. The equivalence of (ii) and (iii) follows from Theorem 3.1(i) and 
[19, Theorem 2.21. From Theorem 3.2 one easily sees that (iii) implies (i). 
Finally, suppose (i) holds. From Theorem 3.1(i) one sees that every A- 
invariant maximal H-nonnegative subspace is stably maximal nonnegative. 
Applying [19, Theorem 4.11, one sees that (iii) holds. n 
We remark that the statement of the first paragraph of the proof of 
Theorem 3.2 also holds in the infinite dimensional case, i.e., X is a stably 
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contractive solution of (3.1) if and only if the suhspace Im i 
i) 
is a stable 
A-invariant maximal H-nonnegative subspace. No characteriza ion of such 
subspaces is available in the infinite dimensional case, not even in the 
particular case of Pontryagin spaces, where dim X, < 00 or dim X, < 00. 
However, in the case when dim X, < 03 a partial result is known [16, 
Theorem 4.11, which we shall explain. If dim X, < 00, by Pontryagin’s theo- 
rem [4] there exist A-invariant maximal If-nonnegative subspaces I!,+ and L_ 
such that a( A ] L,) [a( A ] L_)] is contained in the closed upper [lower] half 
plane. Put 
t(A) = +I,+) U+l,_). 
Then [4] t(A) d oes not depend on the choice of L, and L_. Now assume 
t(A) f~ R = 0. Then L, and L_ are unique, and they are stable A-invariant 
maximal H-nonnegative subspaces by [16, Theorem 4.11. So we have the 
following proposition. 
PROPOSITION 3.4. Assume dim X, < 00. Suppose t( A) n W = 0. Z’hm 
there are unique contractive solutions X+ and X- of (3.1) such that a( D, + 
D, X’) (a( D, + D, X-)) is contained in the open upper (lower) half plane, and 
they are stably contractive solutions of (3.1). 
We now return to the finite dimensional case. 
A contractive solution X of (3.1) is called Lipschitz stably contractive if 
there exist positive constants 9 and K such that ]] Dj - DJ 1) C 77 (j = 1,2,3) 
implies that Equation (3.2) has a contractive solution X’ with ]] X - X’ ]] 5 
K&jlDj- D;II. Th e next theorem describes such solutions. 
THEOREM 3.5. There exists a Lipschitz stably contractive solution of (3.1) 
if and only if the pair (A, H) satisfies the sign condition and the partial 
multiplicities of A corresponding to real eigenvalues are all equal to one. In this 
case a contractive solution X is Lipschitz stably contractive if and only if 
D, + D, X and - D, - XD, have no common eigenvalues. 
Proof. The map from the angular operator to the angular subspace and its 
inverse map are actually Lipschitz continuous by [3, Lemma 7.21. So the 
Lipschitz stably contractive solutions are in one-one correspondence with 
Lipschitz stably maximal nonnegative subspaces (see [19, Section 41 for the 
definition). From [19, Theorems 3.2, 4.21 we know that such a subspace exists 
if and only if the pair (A, H) satisfies the sign condition and the partial 
multiplicities of A corresponding to real eigenvalues are all equal to one. This 
proves the first part of the theorem. 
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Next, suppose X is a contractive solution of (3.1). Consider again the 
matrices i = E-‘AE and fi = E*HE defined by (3.41. Then (A, fi) satisfies 
the sign condition, and the partial multiplicities of A corresponding to real 
eigenvalues are all one. Clearly, X is Lipschitz stably contractive if and only if 
X, is Lipschitz stably maximal nonnegative, and according to [19, Theorem 
4.21 the latter holds true if and only if for each nonreal eigenvalue X of d 
either R,(i) c X, or R,(i) n X+= (0). 
Now suppose X is a Lipschitz stably contractive solution of (3.1) and 
suppose X is a common nonreal eigenvalue of D, + D, X and -D, - XD,. 
Then (0) # R,(i) fl X+# X,. Hence X, is not Lipschitz stably maximal 
nonnegative, which is a contradiction. Hence D, + D,X and -D, - XD, 
have no common nonreal eigenvalues. 
Conversely, assume that D, + D, X and -D, - XD, have no common 
nonreal eigenvalues. Let X be a nonreal eigenvalue of A. It follows that either 
&(A) c X+ or R,(i) n X+= (0). Hence X, is Lipschitz stably maximal 
nonnegative, and X is a Lipschitz stably contractive solution of (3.1). n 
If X is a Lipschitz stably contractive solution of (3.1), then D, + D,X and 
-D, - XD, have no common real eigenvalues. Indeed, if X is a real eigen- 
value of A, either R,(A) C X, or R,(i) fl X+= (0) (see [19, Theorem 4.21). 
Hence D2 + D, X and - D3 - XD, have no common eigenvalues at all. 
In the remaining part of this section we study the stability of unitary 
solutions of Equation (3.1). In that case we may, and shall, assume that 
x, = x,. Since there is a one-one correspondence between the unitary 
solutions of (3.1) and the A-invariant hypermaximal H-neutral subspaces, it is 
clear that in general Equation (3.1) need not have a unitary solution. Indeed, a 
unitary solution of Equation (3.1) exists if and only if for each real eigenvalue 
X of of A the number of positive signs in the sign characteristic of (A, H) 
corresponding to odd partial multiplicities of A at X is equal to the number of 
negative signs corresponding to odd partial multiplicities of A at X. In 
particular, the number of odd partial multiplicities of A at X is even (see 
Theorem 5.1 in [19]). 
Let us assume that (3.1) has a unitary solution X. We call X a stably 
unitary solution if, given E > 0, there exists 6 > 0 such that 11 Dj - Di 11 < 6 
and 05? and Dj self-adjoint imply that if 
X’D;X’ + X’D; + D;X + D;* = 0 PI 
has a unitary solution, it also has a unitary solution X’ with ]I X - X’ ]I < E. 
THEOREM 3.6. There exists a stably unitary solution of (3.1) if and only if 
all partial multiplicities of A corresponding to real eigenvalues are even and 
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(A, H) satisfies the sign condition. In other words, there exists a stably unitary 
solution of (3.1) if and only if there exists a unitary solution and the pair ( A, H) 
satisjes the sign condition. 
In this case a unitary solution X of (3.1) is a stably unitary solution if and 
only if each common nonreal eigenvalue of D, + D, X and - D, - XD, is an 
eigenvalue of A of geometric multiplicity one. 
The proof of Theorem 3.6 is essentially the same as the proof of Theorem 
3.2, using [19, Theorem 5.21 instead of [19, Theorem 4.11. We omit the 
details. 
An analogue of Corollary 3.3 also holds in this case. 
COROLLARY 3.7. Suppose (A, H) satisfies the sign condition and all partial 
multiplicities of A corresponding to real eigenvalues are even. Then the following 
are equivalent: 
(i) euey unitary solution of (3.1) is stably unitary; 
(ii) there are only a finite number of unitary solutions of (3.1); 
(iii) for each nonreal eigenvalue h of A we have dim Ker( h - A) = 1. 
A unitary solution X of (3.1) is called a Lipschitz stably unitary solution if 
there exist positive constants 7 and K with the following property: if ]] Dj - 
0; (I < n (j = 1,2,3), 0; and Dj are self-adjoint, and Equation (3.5) has a 
unitary solution, then this equation has a unitary solution X’ with (1 X - X’ I( 
< CT=i(] Dj - 0; ]I* 
THEOREM 3.8. There exists a Lipschitz stably unitary solution of (3.1) v 
and only if A has no real eigenvalues. In this case a unitary solution X of (3.1) is 
a Lipschitz stably unitary solution if and only if D, + D, X and -D, - XD, 
have no common nonreal eigenvalues. 
The proof of this theorem is basically the same as the proof of Theorem 
3.5, using results from Section 5 in [I91 instead of from Section 4 in [19]. 
Note that the property u(A) n R = (2J is preserved under small perturba- 
tions of A. It follows that if (3.1) has a Lipschitz stably unitary solution, then 
Equation (3.5) also has a Lipschitz stably unitary solution, provided Cf=, ]I Dj 
- DJ’ (I is small enough. 
A similar remark can be made concerning stably unitary solutions, i.e., if 
(3.1) has a stably unitary solution, then also Equation (3.5) has a stably unitary 
solution, provided Cj= r I] Dj - 0; I( is small enough and Equation (3.5) has a 
unitary solution. This follows from [19, Theorem 6.21, taking into account the 
fact that the stably unitary solutions of Equation (3.1) are in one-one corre- 
spondence with the stably hypermaximal neutral invariant subspaces with 
respect to (A, H). 
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4. UNITARY SOLUTIONS AND FACTORIZATION 
In the first part of this section we discuss the special case D, = 0, i.e., we 
consider 
XDIX + XDz + D; = 0. (4.1) 
In particular we shall be interested in the relation between unitary solutions X 
of (4.1) and symmetric factorization of the quadratic matrix polynomial given 
by 
K(“) = X21 + hD, + DID;. (4.2) 
In the second part of this section we describe symmetric factorization of a 
nonnegtive rational matrix function W(A) using unitary solutions of a pair of 
Riccati equations of the form (3.1). 
In order for Theorem 3.6 to be effective we have to know the sign 
characteristic of (A, H). In certain cases it is possible to compute the sign 
characteristic explicitly; in particular we shall see in the sequel that this is true 
in case D, = 0 and D, is invertible. For the equation (4.1) the corresponding 
matrices A and H are given by 
THEOREM 4.1. The following are equivalent: 
(i) there exists a unitary solution X of (4.1), 
(ii) there exists an A-invariant hypermaximal H-neutral subspace M, 
(iii) K(X) is nonnegative for real X. 
In case (i), (ii), or (iii) holds, there is a one-one correspondence between uni- 
tary solutions X, A-invariant hypermaximal H-neutral subspaces M, and 
factorizations of K(X) of the form 
K(X) = (AI - Z)(XI - z*). (4.3) 
These correspondences are given by 
and Z= D,X. 
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More precisely, $X is unitary and solves (4.1) then Z = D,X satisfies (4.3), 
and conversely, if Z satisfies (4.3) there is a unitary matrix X with Z = D,X 
and any such unitary matrix solves (4.3). 
Proof. The equivalence between (i) and (ii) is part of Theorem 3.1. So we 
show the equivalence of(i) and (” ), ui and in the meantime we shall establish the 
second part of the theorem. 
Assume X is a unitary solution of (4.1); put Z = D,X. Then 
(AI - z)( hl - z*) = x21 - X( z + z*) + zz* 
= x’- h(D,X + X*Dy) + D,D;, 
Using (4.1) this is easily seen to equal K(X). So K(A) is nonnegative for real h. 
Conversely, suppose that K(X) is nonnegative. Then we can factorize K(A) as 
in (4.3) (see, e.g., [9, Chapter 121). It follows that 
Z+Z*= -D,, ZZ* = DID:. 
From the latter equation we have Z = D,X for some unitary X. For each 
such X we have from the former equation 
Z+Z*=DIX+X*Dy= -D, 
i.e., XD,X + DT + XD, = 0. SO (4.1) holds. n 
In case D, is invertible we can say even more than the previous theorem. 
THEOREM 4.2. Suppose D, is invertible. Then (i)-(iii) in Theorem (4.1) are 
equivalent to 
(iv) the partial multiplicities of A at its real eigenvalues are all even. 
In that case the sign characteristic of the pair (A, H) consists of + l’s at 
positive eigenvalues of A and of - l’s at negative eigenvalues of A. In particu- 
lar, Equation (4.1) has a stably unitary solution, and a unitary solution X of 
(4.1) is stably unitary if and only if each common nonreal eigenvalue of 
D, + D, X and - XD, is an eigenvalue of A of geometric multiplicity one. 
Proof. Suppose the partial multiplicities of A at real eigenvalues are all 
even. Then there exists an A-invariant hypermaximal H-neutral subspace (see 
[19, Theorem 5.11). By Theorem 4.1 it follows that Equation (4.1) has a 
unitary solution. 
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For the converse, consider again K(h) given by (4.2). Introduce 
Note that C is the first companion matrix of K(X) (see [9]). The matrix B is 
self-adjoint and invertible, and C is B-self-adjoint. 
Assume X is a unitary solution of (4.1); then K(X) is nonnegative for 
he R by Theorem 4.1. From [9, Theorem 12.81 it follows that the partial 
multiplicities of C at real eigenvalues are all even. Put 
then one easily checks that 
ECE-1 = -A, E-‘*BE-’ = -HA-’ (4.4) 
It follows that the partial multiplicities of A at its real eigenvalues are all even. 
This proves (iv). 
Again, by [9, Theorem 12.81 it follows that the sign characteristic of (C, B) 
consists entirely of + 1’s. Now let rc, . . . , xk_ 1 be a Jordan chain for A at h; 
then r,, - ri, x2,. . .,(-l)k-l xk i isa or _ . J d anchainfor -A= ECE-‘at -A. 
The sign characteristic of (A, H) is determined by the signs of (Hz,, xk_1), 
where rc, . . . , xk__l runs over all Jordan chains of A corresponding to real 
eigenvalues (cf. [9, Section S 5.41). Now assume the Jordan chain xc, . . . , xk-l 
cannot be extended to a longer Jordan chain. Since the sign characteristic of 
(C, B) consists entirely of + l’s, we have 
0 < E-‘*BE-$, > ( -l)k-‘x,-,) 
= (-lJk (-HA-‘r,,(-i)k-lTk_l) = X(Hx,,, xk_$ 
As k is even by the previous paragraph, the sign of (Hx,, xk_l) is the same as 
the sign of X. This proves the statement on the sign characteristic of (A, H). 
The final statements of the theorem follow from Theorem 3.6. H 
The second part of this section is devoted to the study of symmetric 
factorizations of nonnegative rational matrix functions. Let 
W(A) = I,,, + C(XI,, - A)-% (4.5) 
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be a minimal realization of a self-adjoint rational matrix function, and let H be 
the unique invertible self-adjoint matrix with 
HA = A*H, HB = C*. (4.6) 
Applying a similarity transformation on A, B, C, i.e., replacing A by S-‘AS, B 
by S-‘B, and C by CS, one sees that H gets replaced by S*HS. It is possible 
to choose S in such a way that 
H = I,,+@ - I,_ (4.7) 
with respect to some decomposition 62” = X+-k X_, and we shall henceforth 
assume that this is the case. With respect to the decomposition @” = X+i X_ 
write 
c= (Cl C2)> B= 
and 
(Recall AX= A - BC.) Since HA = A*H and HAx= AX*H, we have that D,, 
D,, D,X, and Dt are self-adjoint. Consider the two Riccati equations 
XD,X + XD, + D,X + D; = 0, (4.9) 
XD;X + X0,x + D;X + DC* = 0. (4.10) 
THEOREM 4.2. The function W(A) given by (4.5) is nonnegative if and only 
if the equutions (4.9) and (4.10) each have a unitary solution, say X and Y, 
respectively. In that case there is a one-one correspondence between pairs of 
unitary solutions X and Y of (4.9) and (4.10), respectively, and minimal 
factorizations of W( A) of the form 
W(X) = qy*qq, (4.11) 
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with L(w) = I,,,. More precisely, if X and Y are unitary solutions of (4.9) and 
(4.10), respectively, then 
L(“) = I + (Cl + C,Y)( x - Y)_‘(X + XD, + D&‘( XB, - Bz) (4.12) 
satisftes (4.11), and 
L(X)-‘= 1 - (Cl + C,Y)(X- D,x - D;Y)-l(X - Y)-‘(XB, - Bz). 
(4.13) 
Conversely, if L( X) satisfies (4.11), there are unitary solutions X and Y of (4.9) 
and (4.10), respectively, such that L(X) and L(X)-’ are given by (4.12) and 
(4.13), respectively. 
Proof. Suppose first X and Y are unitary and solve (4.9) and (4.10) 
respectively. Then put 
By Theorem 3.1 M is A-invariant hypermaximal neutral, and MX is Ax- 
invariant hypermaximal neutral. From [17, Theorems 3.1, 4.31 we have that 
M i MX= @“, and the factorization corresponding to the supporting projec- 
tion II along M onto MX is of the form (4.11). It follows that W(h) is 
nonnegative. Moreover, L(X) and L( Ix)- ’ are given by 
and 
L(“) = I, + Cn(x - IIAII)-‘III3 
L(X)-’ = Z, - CT+ - l-IAXl-I)%B, 
respectively. It is easily seen that II is given by 
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(Note that X - Y is invertible, as M i Mx = G".) A straightforward computa- 
tion using (4.9) and (4.10) gives 
CII=(c,+C,Y)(X-Y)-‘(X -I), 
IIAII= - (x- Y)P1(xD,+D,)(x 
(Lq + o;r)(x - Y)-l(x 
I-IB= (x - Y)-'(XB, - B2). 
Now let S: MX-+ G" be given by 
- I), 
-I), 
s * =x. ( 1 YX 
Then L(X)-’ is also given by 
L(h)-'= I,- CnS-'(A- SIIAXIW1)-hB, 
which yields (4.13). Also, let T: MX+ G"' be given by 
T ;= =(X-Y)%. 
( 1 
Then T is invertible, and L(h) is given by 
L(X) = I,+ Cl-IT-'(X- TrIAriT-l)-lTIIB, 
which is easily seen to be (4.12). 
Conversely, let us suppose W(X) is nonnegative. Then we can factorize 
W(X) minimally as in (4.11) with L(a) = I, [17, Theorem 4.31. The support- 
ing projection II corresponding to this factorization has the properties 
that MX = Im II is AX-invariant hypermaximal neutral and M = Ker II is 
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A-invariant hypermaximal neutral (see [17]). Hence 
539 
and MX= Im 
where X and Y are unitary solutions of (4.9) and (4.10), respectively. More- 
over, the computation in the previous paragraph shows that L(X) and L(h) - ’ 
are given by (4.12) and (4.13), respectively. I 
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