In the last decade, there has been a growing interest to use Wishart processes for modelling, especially for financial applications. However, there are still few studies on the estimation of its parameters. Here, we study the Maximum Likelihood Estimator (MLE) in order to estimate the drift parameters of a Wishart process. We obtain precise convergence rates and limits for this estimator in the ergodic case and in some nonergodic cases. We check that the MLE achieves the optimal convergence rate in each case. Motivated by this study, we also present new results on the Laplace transform that extend the recent findings of Gnoatto and Grasselli [17] and are of independent interest.
Introduction and preliminary results
The goal of this paper is to study the maximum likelihood estimation of the parameters of Wishart processes. These processes have been introduced by Bru [7] and take values in the set of positive semidefinite matrices. Let d ∈ N * denote the dimension, M d be the set of real d-square matrices, S + d (resp. S +, * d ) be the subset of positive semidefinite (resp. definite) matrices, S d (resp. A d ) the subset of symmetric (resp. antisymmetric) matrices. Wishart processes are defined by the following SDE dX t = αa a + bX t + X t b dt + √ X t dW t a + a dW t √ X t , t > 0
where α d−1, a ∈ M d , b ∈ M d and (W t ) t 0 denotes a d-square matrix made of independent Brownian motions. We recall that for x ∈ S + d ,
√
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INTRODUCTION AND PRELIMINARY RESULTS

√
x 2 = x. It is shown by Bru [7] and Cuchiero et al. [8] in a more general affine setting that the SDE (1) has a unique strong solution when α d + 1 and a unique weak solution when α d − 1. Besides, we have X t ∈ S +, * d for any t 0 when x ∈ S +, * d
and α d + 1. In this paper, we will denote by W IS d (x, α, b, a) the law of (X t , t 0) and W IS d (x, α, b, a; t) the law of X t . In dimension d = 1, Wishart processes are known as Cox-Ingersoll-Ross processes in the literature. It is worth recalling that the law of X only depends on a through a a since we have
see e.g. equation (12) in [1] . Therefore, the parameters to estimate are α, b and a a. Wishart processes have been originally considered by Bru [6] to model some biological data. Recently, they have been widely used in financial models in order to describe the evolution of the dependence between assets. Namely, Gourieroux and Sufana [19] and Da Fonseca et al. [10] have proposed a stochastic volatility model for a basket of assets that assumes that the instantaneous covariance between the assets follows a Wishart process. This extends the well-known Heston model [21] to many assets. Wishart processes have also been used for interest rates models. Affine term structure models involving these processes have been proposed for example by Gourieroux and Sufana [20] , Gnoatto [16] and Ahdida et al. [2] . For these models, the question of estimating the parameters of the underlying Wishart process may be important for practical purposes and should be possible thanks to the profusion of financial data. This issue has been considered by Da Fonseca et al. [9] for the model presented in [10] . However, there is no dedicated study on the Maximum Likelihood Estimator (MLE) for Wishart processes. For the Cox-Ingersoll-Ross process, the estimation of parameters has been studied earlier, motivated in particular by its use for interest rates (see Fournié and Talay [14] ). Later on, the MLE has been studied by Overbeck [31] including some nonergodic cases, and more recently by Ben Alaya and Kebaier [4, 5] . This paper completes the literature by studying the MLE for Wishart processes.
In this paper, we will follow the theory developed in the books by Lipster and Shiryaev [27] and Kutoyants [23] and assume that we observe the full path (X t , t ∈ [0, T ]) up to time T > 0. This choice will be convenient from a mathematical point of view to study the convergence of the MLE. Of course, in practice it can be relevant to study precisely the estimation when we only observe the process on a discrete time-grid. This is left for further research, but we already observe in our numerical experiments that the discrete approximation of the MLE gives a satisfactory estimation of Wishart parameters (see Section 6) . It is worth noticing that once we observe the path (X t , t ∈ [0, T ]), the parameter a a is known. In fact, we can calculate the quadratic covariation (see for example Lemma 2 in [1] ) and get for i, j, k, l ∈ {1, · · · , d}
(a a) j,l (X s ) i,k + (a a) j,k (X s ) i,l + (a a) i,l (X s ) j,k + (a a) i,k (X s ) j,l ds. , for 1 i, j d and j = i. We note that these quantities are well defined as soon as the path (X t , t ∈ [0, T ]) has a finite quadratic variation and is such that X t ∈ S +, * d dt-a.e., which is satisfied by the paths of Wishart processes (see Proposition 4 in [7] ). We will assume that a a ∈ S +, * d and denote by a ∈ M d an invertible matrix that matches the observed value of a a: a can be for example the square root of a a or the Cholesky decomposition of a a. Then, we know that Y t = (a ) −1 X t a −1 follows the law W IS d ((a ) −1 xa −1 , α, (a ) −1 ba , I d ), see e.g. equation (13) in [1] . It is therefore sufficient to focus on the estimation of the parameters α and b when a = I d , which we consider now.
We first present the MLE of θ = (b, α), and we denote by P θ the original probability measure under which X satisfies
When no confusion is possible, we also denote P this probability. We consider α 0 d + 1 and set θ 0 = (α 0 , 0). We will assume for the joint estimation of α and b that α d + 1 and x ∈ S +, * d .
The latter assumption is not restrictive in practice since the condition α d + 1 ensures that X t ∈ S 
defines a probability measure under whichW t = W t − t 0 H s ds is a d × d-Brownian motion, where P θ,T is the restriction of P θ to the σ-algebra σ(W s , s ∈ [0, T ]). We have
and the likelihood is then defined by (see Lipster and Shiryaev [27] , Chapter 7)
where (F X t ) t 0 denote the filtration generated by the process X. 
Lemmas B.1 and B.2 states some properties of L X , and the proof of Proposition 1.1 is given in Appendix A. In particular, we see from this proof that
in which case the likelihood has the following simpler form
since L
−1
Xt (bX t + X t b) = b. Now, we want to maximize the likelihood and observe that the quantity in the exponential (7) is quadratic with respect to (b, α) and goes almost surely to −∞ when (b, α) → +∞. To do so, we first remark that
Xt bX t + X t b ] by Lemma B.1. Then, CauchySchwarz inequality yields to
and it is strict almost surely, which gives that the quadratic form in the exponential (7) is negative definite. There is thus a unique global maximum of (7) 
Xs is self-adjoint, and we get with straightforward calculations that the MLEθ T = (b T ,α T ) is characterized by the following equations:
Unless in the ergodic case, we will not be able to obtain convergence results for this estimator. Instead, we will mostly work with the MLE estimator when b is known to be symmetric. This enables us to work with more tractable formulas, even if the calculations are already quite involved in case. Analyzing the general case would require development of further arguments. Besides, we can consider that Wishart processes with b symmetric already form an interesting family of processes that may be rich enough in many applications. When b ∈ S d , the unique global maximumθ T = (b T ,α T ) of (8) on R × S d is characterized by the following equations:
To get more explicit formulas, we have to invert this linear system. For X ∈ S d and a ∈ R, we define the linear applications
We introduce the following shorthand notation
and note that Q T and Z T are defined only for α d + 1 while R T is defined for α d − 1 and belongs almost surely to S +, * d . 1 By using the convexity property of the inverse, see e.g. Mond and Pecaric [30] , we have when α d + 1
We getα
By (14) and Lemma B.1, the latter equation can be inverted, which leads to
The estimator of α when α
given by the MLE is no longer well defined. The same thing already occurs in dimension d = 1 for the CIR process, see Ben Alaya and Kebaier [4] . However, it is still possible to estimate the parameter b ∈ M d when α d − 1 is known. In this case, we denote θ = (b, α) and θ 0 = (0, α) and get by repeating the same arguments that
and the MLE is characterized by
When b is known a priori to be symmetric, the likelihood and the MLE are then given by
The goal of the paper is to study the convergence of the MLE under the original probability P θ . To do so, we first consider the case where the Wishart process is ergodic. By Lemma C.1, this holds if
, and the ergodicity is equivalent to −b ∈ S 6 for (18) when α d−1. In all these cases, we analyse the convergence by the mean of Laplace transforms. Though limited to some nonergodic cases, we however recover and extend the recent convergence results obtained by Ben Alaya and Kebaier for the one-dimensional CIR process [4, 5] . In Section 4, we check that the MLE achieves the optimal rate of convergence in the different cases by proving local asymptotic properties. Last, we study in Section 5 the Laplace transform of (X T , R T ). This study can be of independent interest and improves the recent results of Gnoatto and Grasselli [17] .
2 Statistical Inference of the Wishart process: the ergodic case
e sb e sb ds for any starting point x ∈ S + d by Lemma C.1. Therefore this is the unique stationary law which is thus extremal, and we know by Stroock ([35] , Theorem 7.4.8) that it is then ergodic, see also Pagès [32] , Annex A. We introduce the following quantity
From the ergodic Birkhoff's theorem, we have
Besides, when α d + 1,
is finite and satisfies
due to the convexity property of the inverse, see e.g. Mond and Pecaric [30] . Again, the ergodic Birkhoff's theorem gives
This section is organized as follows. First, we study the MLE (15) when b is known to be symmetric in the cases α > d + 1 and α = d + 1. Then, we focus on the MLE (10) when b ∈ M d and α > d + 1. The analysis follows the same steps and reuses some calculations made in the symmetric case. Last, we study the convergence of the MLE when α d − 1 is known, in both symmetric and general cases.
2.1
The global MLE estimator of θ = (b, α) when b is known to be symmetric
When b ∈ S d , the ergodicity is by Lemma (C.1) equivalent to −b ∈ S +, * d , which we assume in this subsection. We have
and it is easy to get from (4) that
d . We will also show in the proof of Theorem 2.1 that
We consider the convergence of the MLE given by (15) when α d + 1. We introduce the following martingales:
We use the dynamics of (X t ) t 0 under P θ and Itô's formula for (Z t ) t 0 (see e.g. Bru [7] , equation (2.6)) to get on the one hand
On the other hand, we obtain from (11) and (13) 
Theorem 2.1. 
Proof. By (14) and Lemma B.1, we can rewrite the system (26) as follows
Note that, for i, j, k, l ∈ {1, . . . , d} we have
where δ ij stands for the Kronecker symbol. So, it follows from the central limit theorem for martingales (see e.g., Kutoyants [23] , Proposition 1.21), that (
) converges in law under P θ towards a centered Gaussian
From (25) and (21), we obtain (22) .
X,a (Y ) is continuous, and we get by Slutsky's theorem that (
We are interested to calculate the Laplace transform of this law. First, we calculate the Laplace transform of (G,H):
(29) We want to calculate for c ∈ S d and λ ∈ R,
Due to (20) and Lemma B.1, we can introducec = L
and thus
We therefore obtain from (29)
We now use that L
by Lemma B.1, this yields to the claimed result.
When α = d + 1, the rate of convergence of the MLE of α is even better as stated by the following theorem. 
, where τ a = inf{t ≥ 0, B t = a} with (B t ) t≥0 a given one-dimensional standard Brownian motion and G is a Gaussian vector
From (25), we have
As for −b ∈ S +, * d
the Wishart process (X t ) t≥0 is stationary with invariant limit distribution X ∞ we easily deduce that
Hence, we only need to study the asymptotic behavior of the couple
According to Theorem 4.1 in Mayerhofer [29] , we have for λ 0 and
Now, let us introduce the quantity
Then, by (32) we easily get
. We now write
Cauchy-Schwarz inequality and Q
−1
T > 0 give
On the one hand, Proposition 5.1 with m = −b ∈ S
On the other hand, we have for any r 0,
.
The sublinear growth of the coefficients of the Wishart SDE and the convergence to a sta-
λ is uniformly bounded in T > 0,λ < 1 and there-
< ∞. This gives the uniform integrability of the family
Hence, we obtain
Therefore, we deduce by Lemma B.4 the following convergence in law
whereG i,j 1 i, j d are independent standard normal variables. Together with (31), we obtain that
which gives the claim by (30) and Lemma B.4.
The global MLE estimator of
We define the linear operatorsL X ,L X,a :
From (4), we get
This yields with (10) to
We now defineL
which is a linear operator on M d . By using the convexity of the inverse function, there 
We will assume
and know from Lemma C.1 that X T converges in law under P θ to the stationary law 
Proof. From the ergodic Birkhoff's theorem,L T converges almost surely toL ∞ , and thuŝ L −1
We get from (27) that
Xs (e i,j X s + X s e i,j )]ds = δ i,j ds.
From the central limit theorem for martingales, (M
By using Slutsky's Theorem, we get from (35) that
Now, we use thatL −1
From (39), we obtain after some calculations (37), using in particular that for
and taking m =L −1 ∞ (c) and s = −λ
Remark 2.1. It is interesting to compare Theorems 2.1 and 2.3 and see that the asymptotic variance of √ T (α T −α) is the same in both cases. Instead, for the estimation of the symmetric part of b, we can check that the asymptotic variance is greater when we do not know a priori that b is symmetric.
X∞ is a self-adjoint positive operator.
3 STATISTICAL INFERENCE: SOME NONERGODIC CASES 
Proof. We could prove the result for (18) by using the explicit Laplace transform Proposition 5.1. Here, we use the same arguments as before based on the ergodic property. From (18), we have
As in the proof of Theorem 2.1,
converges in law to the centered Gaussian vectorG defined by (28). Slutsky's theorem and (19) give then the convergence of
G , whose Laplace transform is given by Lemma B.4.
Similarly, we get from (16) given by (15) , when b is known to be symmetric. When b 0 > 0 and α d − 1, we can also obtain the rate of convergence of the MLE of b given by (18) . Last, when b is known a priori to be diagonal, the MLE of b has a simpler form and we can describe precisely its convergence.
The global MLE of
The following result provides the asymptotic behavior of the estimator of the couple when α > d + 1 and b = 0 in (4). 
where
s is a Wishart process with the same parameters but starting from 0, R 0 t = t 0 X 0 s ds and G ∼ N (0, 1) is an independent standard Normal variable.
Proof. From (15) and (26), we obtain
and we are interested in studying the convergence in law of
. By Theorem 4.1 in [29] , for µ 0 and T > 1,
defines a change of probability and (X t ) t∈[0,T ] is a Wishart process with degree α +
By Proposition 5.1, we have
(42) We note that this limit does not depend on µ and is the Laplace transform of (X 0 1 , R 0 1 ) by Proposition 5.1.
We now use that
see Lemma C.2 and we definẽ
that is finite by using equation (73) . We have
The Cauchy-Schwarz inequality gives
Since Q T log(T ) is positive for T > 1 and converges a.s. to
, the first expectation goes to 0 while the second one is bounded by using again (73). Therefore,
and we get
Thus,
and therefore Q T Z T + 1 + d converges in probability to α. Slutsky's theorem gives then the following convergence in law: as T → +∞,
(43) This gives the claimed convergence for (α T ,b T ) due to the continuity property given in Lemma B.1. 
s is a Wishart process with the same parameters but starting from 0, R 0 t = t 0 X 0 s ds and τ 1 = inf{t 0, B t = 1} where B is a standard Brownian motion independent from W .
Proof. The proof follows the same line as the one of Theorem 3.1, but we now write
,
for µ 0 and T > 1,
2Q T log(T ) 2 defines a change of probability, and we define for λ 1 , λ 2 ∈ S +, * d ,
, where V and V are defined by (42).
2 in probability, see Lemma C.2, and definẽ
and have
We note that exp(ξ T ) exp µd 2 . By using Lemma C.2 and the uniform integrability (74), we get that A T −Ã T → T →+∞ 0 and therefore
Therefore,
, where τ 1 is independent of X 0 . We observe that
. Lemma C.2 and Slutsky's theorem gives
which gives the claim by using the formulas for Tb T and log(T )(α T − α).
The MLE of b
Until the end of this section we consider that α d − 1 is known and study the speed of convergence of the estimator of b defined by (18). For T > 0, letb T be defined by (18) . 
This gives the convergence in law of
to (X 0 1 , R 0 1 ) and then the claimed result.
Case
In this case b = b 0 I d with b 0 > 0. In order to identify the speed of convergence and the limit law, we use the Laplace transform approach. We have the following result,
andG is an independent d-square matrix whose elements are independent standard Normal variables.
The proof of this results relies on the explicit calculation of the Laplace transform of (X T , R T ) and is postponed to Subsection 5.2.
Obviously, the case b = b 0 I d is very particular. One would like to consider more general nonergodic cases or ideally to be able to state a general convergence results ofb T towards b for any b ∈ S d . Despite our efforts, we have not been able to get such a result. The reason why we can handle the ergodic case and the nonergodic case b = b 0 I d with b 0 0 is that the convergence of all the matrix terms occurs at the same speed, namely 1/ √ T for the ergodic case, 1/T for b = 0 and e −b 0 T when b 0 > 0. In the other cases, there is no such a simple scalar rescaling. Heuristically, there may be different speeds of convergence that are difficult to disentangle because of the different matrix products. To get an idea of this, we present now the case of the estimation of b when b is known to be a diagonal matrix. In this case, we obtain different speed of convergence for each diagonal terms.
3.2.3
The MLE of b when b is known a priori to be diagonal.
We assume that α d − 1 is known and that b is a diagonal matrix, i.e.
We want to estimate the diagonal elements by maximizing the likelihood. We denote θ 0 = (0, α). As in (17), we have
By differentiating this with respect to
and therefore the MLE of b is given by
We therefore obtain
Let us observe that this estimator is precisely the one obtained by Ben Alaya and Kebaier [5] for the CIR process. This is not very surprising since we know from (4), (2) and b diagonal that there exists independent Brownian motions β i , 1 i d such that
Thus, the diagonal elements follow independent CIR processes, and the observation of the non diagonal elements does not improve the ML estimation. We can obtain the asymptotic convergence by applying Theorem 1 in [4] , up to a small correction in the nonergodic case which is given by our Theorem 3.4 in dimension d = 1. This yields to the following proposition.
converges in law to a diagonal matrix D made with independent elements. Each diagonal element D i is distributed as follows:
Optimality of the MLE
In parametric estimation theory, a fundamental role is played by the local asymptotic normality (LAN) property since the work of Le Cam [24] . This general concept developed by Le Cam is extended later by Le Cam and Yang [25] and Jeganathan [22] to local asymptotic mixed normality (LAMN) and local asymptotic quadraticity (LAQ) properties. These notions are mainly dedicated to study the asymptotic efficiency of estimators of a given parametric model. The aim of this section is to check the validity of either LAN, LAMN or LAQ properties for the global model in order to get the asymptotic efficiency of our maximum likelihood estimators studied in the previous section. Here we prove these properties only for the global model θ = (b, α) when b is known to be symmetric. The same technique applies for all the other cases considered in this paper where we have been able to obtain the corresponding local asymptotic property. 
We recall that P θ denotes the distributions induced by the solutions of (47) on canonical space C(R + , S + d ) with the natural filtration F X t := σ(X s , s ≤ t) and P θ,t = P θ |F X t denotes the restriction of P θ on the filtration F t .
Forα
and we introduce the log-likelihood function
The process
In the sequel, let us introduce the quantity δ T := (δ 1,T , δ 2,T ) ∈ R 2 where for i ∈ {1, 2} the localizing rates satisfy
Hence, by using the definitions (13), (23) and (24) of the martingales processes (N t ) t≥0 and (M t ) t≥0 and the processes (R t ) t≥0 and (Q t ) t≥0 , it is easy to check that
where Λ T (u) = 
Case
We first consider α > d + 1. In this ergodic case, we set δ i,T = T −1/2 for i ∈ {1, 2}, and we get from (19) and (21)
This yields the validity of the so called Raykov type condition. Hence, according to Theorem 1 in [28] , relations (49) and (50) ensure the validity of the local asymptotic normality (LAN) property, that is under P θ we have
with Z a standard normal real random variable. It is worth noting that the above convergence can also be obtained using the proof of Theorem 2.1. In fact, we have already proven that under
where (G,H) is a centered Gaussian vector taking values in R × S
Therefore, LAN property (51) follows from relations (50) and (52).
We now consider the case α = d + 1 and set δ 1,T = T −1 and δ 2,T = T −1/2 . By using (33), we get that under P θ ,
where τ − Tr[b] is defined as in Theorem 2.2 andG is an independent matrix, whose elements G i,j , 1 i, j d, are independent standard normal variables. Hence, according to Le Cam and Yang [25] and Jeganathan [22] this last convergence yields the LAQ property for this ergodic case.
Case b = 0 and α d + 1
We first assume α > d + 1. From (47) with b = 0 and (23), we have
, where X 0 1 and R 0 1 are defined as in Theorem 3.1. Thus, in the same way as in the previous case if we set δ 1,T = 1 √ log(T ) and δ 2,T = T −1 , then (Λ T (u), Γ T (u)) converges in law under P θ to 1 2
This ensures the validity of the LAQ property in this non-ergodic case. When α = d + 1, we use the notation of Theorem 3.2 and get from (44)
With δ 1,T = 1 log(T ) and δ 2,T = T −1 , we get that (Λ T (u), Γ T (u)) converges in law under P θ to
This gives again the LAQ property.
5 The Laplace transform and its use to study the MLE
The Laplace transform of (X T , R T )
We present our main result on the joint Laplace transform of (X T , R T ), that can be of independent interest. This Laplace transform is given by Bru [7] , eq. (4.7) when b = 0 and has been recently studied and obtained explicitly by Gnoatto and Grasselli [17] . Here, we present another proof that enables us to get the Laplace transform for any α d − 1, as well as a more precise result concerning its set of convergence, see Remarks 5.1 and 5.2 below for a further discussion.
Then, we have for t 0
with
Before proving this result, we recall the following fact: 
Due to the affine structure, we are looking for smooth functions β :
We necessarily have β(0) = 0, γ(0) = −w/2 and δ(0) = −v/2. Itô's formula gives
Since M is a martingale, the drift term should vanish almost surely. The drift term being a (deterministic) affine function of (X t , R t ), we obtain the following system of differential equations:
The first equation gives δ(t) = −v/2. The second equation is a matrix Riccati differential equation. We now consider ξ = m − γ with m satisfying (53). It solves (56) withb = b + 2m, δ = −bm − mb − 2m 2 + v/2 and ξ(0) = m + w/2. We know then by Lemma 5.1 that ξ is well defined for any t 0 and stays in S + d . In particular, γ is well defined for any t 0. We setγ = γ + 
and get by Levin [26] thatγ
We check that the matrix M 4 (t) − 
We have τ > 0 and for t ∈ [0, τ ),
This gives det M 4 (t) − Since
we get
is well defined and we have
. Now, we define
Since V (t) = −2M 2 (t) + M 1 (t)w, we obtain that
and we obtain that
. It remains to show that we indeed have (54) for v and w satisfying (53). We define
Rt]) exp(β(T )+Tr[γ(T )x])
. By Itô's formula, we have
This is a positive local martingale and thus a supermartingale which gives E[E T ] 1, and we want to prove that this is a martingale. To do so, we use the argument presented by Rydberg in [34] . For L > 0, we define
THE LAPLACE TRANSFORM AND ITS USE TO STUDY THE MLE
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We
. Let us consider the Wishart processX starting from x such that
We also defineτ
which finally gives E[E T ] = 1. Let v, w ∈ S d be such that
Then, we have
see e.g. equation (13) in [1] . We notice that (a ) −1 ba = ab a −1 ⇐⇒ ba a = a ab and thus (a ) −1 ba ∈ S d . We have 
This is precisely the condition stated in [17] .
Remark 5.2. It is possible to get similarly the Laplace transform of
with a, b satisfying (60) and α − (d − 1)a a ∈ S + d . Again, equation (13) in [1] gives Y = law a Xa, where
Repeating the proof of Proposition 5.1, we observe that the Riccati equation (58) and equation (57) remain unchanged while (59) is replaced by
Therefore, we deduce that under the same condition (61), we have
and V v,w (t) defined as in Corollary 5.1. Thus, the formula is no longer totally explicit. In Gnoatto and Grasselli [17] , the result is stated with Tr[(a ) −1 αa −1 log(V v,w (t))] instead of the first integral. However, this replacement does not seem clear to us unless V v,w (s) and V v,w (s) commute for all s 0 (this happens when the matricesṽ andw in V v,w commute) or α = αa a by using the trace cyclic theorem. y, α, b, a) be a Wishart process with parameters such that ba a = a ab and a invertible. Then,
Proof. We have 2
We apply Corollary 5.1 with w = −u and v = ub + b u + ua au. Therefore, (63) holds. We then havew = −(aua + (a ) −1 ba ) andṽ =w 2 and the result follows by simple calculations.
Study of the MLE of b with the Laplace transform
We consider : R + → R * + a (deterministic) decreasing function such that lim t→+∞ t = 0. From the definition of the MLE of b (18), we get that
Thus, we want to calculate the Laplace transform of
T R T ) in order to study the convergence of
We now consider λ 1 , λ 2 ∈ S d such that
We define
Thus, by applying Proposition 5.1 with m = − T λ 2 , we get that E(T, λ 1 , λ 2 ) is finite and given by
Besides, we haveṽ
and T = 1/ √ T , we can make explicit calculations and get
which gives another mean to prove Theorem 2.4. Here, we prove Theorem 3.4. Since the square root function is analytic on the set of positive definite matrices (see e.g. [33] , p. 134) we get that
since the squares of each sides coincides up to a O( 3 T ) term. We observe thatw T = 2 T λ 2 −b 0 I d , and thus √ṽ
We also have
, and there-
We now want to identify the limit. We know that X ∼ W IS d
has the following Laplace transform
LetG denote a d-square matrix independent from X, whose entries are independent and follow a standard Normal distribution. By Lemma B.4, we have
Thus, (69) shows the convergence in law of 
Numerical Study
In this section, we test the convergence of the MLE given by (15) and (18) . To do so, we consider a given large value of T and simulate the Wishart process exactly on the regular time grid t i = iT N , i = 0, · · · , N . This can be done by using the method presented in Ahdida and Alfonsi [1] , see also Alfonsi [3] . We take N sufficiently large and approximate the integrals R T and Q
−1
T applying the trapezoidal rule along this time grid. Thus, we will use the estimator with the exact value of X T and these approximated values of R T and Q
T . This section has three goals. First, we check numerically the convergence results that we have obtained. Second, we investigate numerically the convergence of the MLE in some nonergodic cases, where no theoretical result of convergence have been found. Last, we test the estimation of the parameters of a full Wishart process (1) . To do so, we estimate first a with the quadratic variation and then the parameters α and b by using the MLE (15) on the process (a ) −1 Xa −1 .
Numerical validation of the convergence results
Using the method mentioned above, we have checked the convergence results obtained in this paper. Namely, we sample M = 10000 independent paths of X in order to draw an histogram of the properly rescaled value ofb i,j − b i,j orα − α. We do not reproduce all these graphics here, and present for example in Figure 1 an illustration of the convergence given by Theorem 3.4. 
Experimental convergence in a nonergodic case
In this paragraph, we try to guess the asymptotic behavior of the MLE in a nonergodic case, where no theoretical convergence result is known. Namely, we observe in Figure 2 the asymptotic estimation error, when b = diag(0.1, 0.005) is diagonal with positive and distinct terms on its diagonal and when we use the estimator (18) . As one might have guess, the convergence of the diagonal terms seems to be with an exponential rate, with the exponential speed corresponding to its value. Namely,b 11 seems to converge to b 11 with a speed of exp(0.1T ) whileb 22 seems to converge to b 22 with a speed of exp(0.005T ). More interesting is the antidiagonal term. One could have imagine that the convergence rate is the slowest of these two rates. Instead, on our experiment, the convergence ofb 12 towards b 12 seems to happen with the rate exp(0.1T ). We have observed the same behaviour for other parameter values. Of course, it would be hasty to draw a global conclusion from few particular experiments. However, it is interesting to note that these numerical tests are a way to guess or check the convergence rate of the MLE. 
Estimation of the whole Wishart process
In this last part of the numerical study, we perform the estimation of all the parameters of the Wishart process (1) . We consider a case where a is upper triangular and (a ) −1 ba is symmetric. We proceed as follows. First, we sample exactly a discrete path (X iT /N , 0 i N ).
Then, we estimate the matrix a a by using (3) , where the quadratic variations are replaced by their classical approximations and the integrals are replaced by the trapezoidal rule. By a Cholesky decomposition we get then an estimatorâ of a. Then, we use the MLE (15) on the path ((â ) −1 X iT /Nâ , 0 i N ). This gives an estimator of α and (a ) −1 ba , and therefore an estimator of b. As a comparison, we also calculate similarly the estimator of α and b when a is known and has not to be estimated. To draw histograms or calculate empirical expectations, we run M = 10000 independent paths of X.
We consider a sufficiently large value of T and are interested in looking at the convergence with respect to N . First, we plot the the error on the estimator of a with respect to the number of time step in Log-Log scale. We observe that the convergence to zero takes place with experimental rate close to 1/2. This is in line with the general results on the estimation of the diffusion coefficient, see Dohnal [12] and Genon-Catalot and Jacod [15] . Then, we focus on the influence of the discretization and the unknown parameter a on the convergence of the MLE of b and α. In Table 1 , we give in function of N the Mean Squared Error
. It is estimated with the empirical expectation. First, we observe that the convergence of the estimator of α is roughly the same whether we know a or not. This is expected since the estimation of α does not depend on the estimation of a. Instead, the bias on b is much higher when a is estimated than when a is known. However, it decreases also faster at an experimental order of 0.7 while the bias when a is known decreases at an experimental order of 0.45. This latter rate is in line with the rate of 1/2 obtained in dimension 1 by Ben Alaya and Kebaier [5] . In our case, it seems that the influence of the estimation of a vanishes around N = 5000. Last, we have plotted in Figure 4 the limit law of the estimator √ T ( θ N − θ) with N = 10000. This short numerical study shows that the estimator obtained by discretizing the continuous time estimator is efficient in practice. Of course, it would be nice to obtain general convergence results in function of T and N , but we leave this for further research. A Proof of Proposition 1.1
Thus, the only part to calculate is E exp( 
We obtain that 2(X t b a − b a X t ) + 4(X t Γ t + Γ t X t ) = 0 and thus
solve the same martingale problem for which uniqueness holds. Therefore, we have
by Lemma B.1 and
Using (6) and the previous calculations, we obtain
Last, we use L
B Technical lemmas
Proof. The invertibility of L X,a is equivalent to its one-to-one property. Since X ∈ S +, * d , there exists an orthogonal matrix O X and a diagonal matrix D X with positive elements such that
Since D X is diagonal, we obtain for
and therefore 
where λ(X) > 0 is the lowest eigenvalue of X. Besides, for a < 1/ Tr[X −1 ], L X,a is selfadjoint and positive definite.
The self-adjoint property is then clear for L X,a , and the positive definiteness comes from Lemma B.1 and the continuity of the eigenvalues of L X,a with respect to a. 
by Lemma B.1. This gives the claim since L X,a is positive definite by Lemma B.2.
The following lemma gives the Laplace transform of the matrix Normal distribution.
We introduce the M d -valued random variablesG and G ∼ N (0, C[C]) of which components are Normal random variables with mean 0 such that ∀i, j, k, l ∈ {1, . . . , d},
We have the following results. 
We mention that the results on the convergence for Q T are given in Donati-Martin et al. [13] . However, their proofs is in a working paper by the same authors that we have not been able to find. For this reason, we present here an autonomous proof. (1−Λ)
We now take Λ = Λ t = [29] , the second expectation is then equal to 1, while the first one is bounded since Y is ergodic. This yields to (73).
We now consider the case α = d + 1. We set again t = log(1 + T ) and have T = e t − 1. Thus, converges in probability to 0, which yields to the convergence in probability of Z T log(T ) to d. We now turn to the convergence of 
0.
Therefore, lim T →+∞ E exp λ − (2λ) 2 2d 2 log(1+T ) 2 Q −1 T = 1, which gives the desired convergence in law.
