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Abstract
A class of depth two foliations is described in which certain growth conditions allow C1-smo-
othability, but obstruct higher order smoothability. Similarly, such conditions can obstruct even
C1-smoothability. There result uncountably many examples of C1 foliations that are not homeo-
morphic to C2 foliations, as well as uncountably many C0 foliations that are not homeomorphic to
C1 foliations.
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1. Introduction
For transversely orientable foliations of codimension one, having all leaves proper,
purely topological properties determine whether or not the foliation is homeomorphic to
one of class C2. In fact, for proper foliations, smoothability of class C2 is equivalent to
C∞ smoothability. By [2], the necessary and sufficient condition for such smoothability
is that each leaf be at finite level and that the “junctures” be compact. The junctures are
codimension-one submanifolds of leaves L determined by the way certain leaves at higher
depth spiral on L.
For proper foliations, the distinction between C0 and C1 smoothability is not well
understood, even if all leaves are at finite depths. We give here an interesting family of
foliations of depth 2 that illustrate the subtlety of these questions. Suggestively, growth
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properties of the leaves at depth 2 play an important role in these examples, but more
probably the correct theorem will concern “growth of junctures”.
2. The examples
All of the examples will be formed by suspending two homeomorphisms f and g of
I = [y0, y1] over the two-holed torus Σ2. The homeomorphism f will be a contraction of
(y0, y1] to y1 and g will leave invariant each of a family of subintervals f k[x0, x1] = Ik ⊂
int I , where f (x0) = x1. We set gk = g|Ik . There will be a function c :Z→ Z such that,
for each k ∈ Z,
f−k ◦ gk ◦ f k = gc(k)0 .
In particular, c(0)= 1. We will suppose that g0 is a contraction of (x0, x1] to x1.
The foliated manifold is M =Σ2 × I . There are two leaves at depth 0, the components
of ∂M , one leaf L at depth 1, a 2-ended ladder winding in on the compact leaves in a
well-understood way, and the remaining leaves at depth 2 wind in on the ladder L in a
very complicated way dictated by the function c. If this function is zero for all but finitely
many values of k, the foliation is C2-smoothable, but otherwise the juncture Nc on L is
noncompact and smoothness of class better than C1 is ruled out [1, Theorem 8.1.26]. In
Fig. 1, we show the juncture on L as an infinite sequence of disjoint, oriented, simple closed
curves Nk , letting Nck denote Nk with the integer weight c(k). This is really a cohomology
class, assigning ±c(k) to each loop properly crossing Nk once, the sign depending on
orientation. If the basepoint x0 is chosen in Nc0 , we identify the transverse arc out of L,
based at x0, as the interval I0 = [x0, x1]. Each loop σ on L, based at x0, has as holonomy a
power gm0 , where m is the homological intersection number of σ with the juncture. These
observations are elementary.
In Fig. 1, it is assumed that, up to quasi-isometry, the components of Nc are equally
spaced. One can construct a weakly inreasing function γc :Z+→ Z+ by setting
γc(k)=max
{∣∣c(j)∣∣ | −k  j  k}
and call the growth type gr(γc) of this function the growth type gr(Nc) of the juncture Nc .
Since the suspended foliation depends, up to homeomorphism, only on the function c,
we will denote the foliated manifold by (M,Fc). Here is our main result.
Theorem 2.1. If gr(Nc) is quasi-polynomial, then (M,Fc) is homeomorphic to a foliated
manifold of class C1 that is C1-trivial at the boundary. If (M,Fc) is of class C1 and
C1-trivial at the boundary, then the leaves at depth 2 have quasi-polynomial growth.
Fig. 1. A possibly noncompact juncture.
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Recall that a nondecreasing function g :Z+ → Z+ has quasi-polynomial growth if and
only if
lim
k→∞
log(g(k))
k
= 0.
If “lim” is replaced by “lim inf” in this definition, the growth type is said to be
nonexponential. There are uncountably many distinct quasi-polynomial types as well as
uncountably many nonexponential types that are not quasi-polynomial.
There is obviously some relationship between the growth of the leaves at depth 2 and
the growth of the juncture. For suitably nice choices of the function c, this can be made
precise.
Theorem 2.2. Let c(k)= 0, for all k < 0, and suppose that c(k) is nondecreasing and that
c(k + 1)/c(k) is uniformly bounded, for all k  0. Then the leaves at depth 2 have growth
type gr(k2c(k)).
Thus, if c satisfies the requirements of Theorem 2.2, (M,Fc) is C1-smoothable so
as to be C1-trivial at the boundary if and only if the leaves at depth 2 have quasi-
polynomial growth. If the leaves at depth two have growth strictly dominating all quasi-
polynomial types, thickenening the boundary leaves so as to produce a product foliation
near the boundary produces a foliation that cannot be C1-smoothed. In this way, one can
produce uncountably many C1 foliations that are not C2-smoothable and uncountably
many C0 foliations that are not C1-smoothable. For example, C1-smoothable foliations
can be obtained with depth 2 growth types ks , ks logk, ks log logk and (k logk)s , for all
s ∈ [2,∞), and also types 2kt and kkt , for all t ∈ (0,1). In most of these cases, the juncture
Nc cannot be compact, hence the foliated manifolds are not C2-smoothable [2]. For the
examples that are not C1-smoothable, we let {N(q)}∞q=0 be a strictly increasing sequence
of positive numbers, N(0)= 0 and set
c(k)= 2q, N(q) k < N(q + 1).
This makes c(k) nondecreasing in k and assures that c(k + 1)/c(k)  2 is bounded.
Choosing N(q)= q gives exponential growth. Choosing the data so that, repeatedly, there
are arbitrarily long strings of consecutive integers q for which N(q + 1)=N(q)+ 1, we
can make
lim sup
log(k2c(k))
k
> 0.
Also, repeatedly introducing arbitrarily large jumps N(q + 1)−N(q), we can arrange that
lim inf
k→∞
log(k2c(k))
k
= 0.
In this way, an uncountable infinity of distinct growth types that are not quasi-polynomial
can be created, yielding an uncountable infinity of foliated manifolds that are not
C1-smoothable.
It should be remarked that f and g commute if and only if c ≡ 1. This case of the first
assertion of Theorem 2.1 is due to D. Pixton (private communication, but cf. [4]). This first
assertion of the theorem is proven by an extension of Pixton’s methods.
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Remark also that there is no way that all restrictive hypotheses on the function c can
be removed from Theorem 2.2. Since leaves in compact foliated manifolds cannot have
growth strictly greater than the exponential types, a choice such as c(k) = kk cannot
possibly produce leaves that grow like kk+2. Such choices of juncture Nc , however, would
certainly produce foliations that are not C1-smoothable. It seems to us that the notion of
“growth” of junctures, extended to leaves of general proper foliations is more likely to be
connected to smoothness properties than is the growth of leaves. We sketch how this should
go.
If (M,F) is a proper, C0-foliated n-manifold, with M compact, F integral to a C0
n-plane field and having all leaves at finite depth, we consider the holonomy of a typical
leaf L on a specific side. Fix x0 ∈ L and let J be a half-open, F -transverse arc with
endpoint x0, lying on the side of L in question. Let ΓL denote the holonomy pseudogroup
on J induced by loops in L based at x0. As a consequence of the finite depth hypothesis,
one shows that either ΓL has a set of fixed points clustering at x0, in which case L contains
no juncture relative to the side in question, or ΓL contains a germinal contraction f to x0. If
X ⊆ J is the union of those ΓL-orbits that, sufficiently near x0, have no cluster point other
than x0, then f |X can be chosen so that its germ at x0 is not equal to the germ gk |X, where
k > 1 and g is also a germinal contraction. The germ of f |X is unique and the germinal
holonomy hσ |X of every loop in L at x0 is a power fN(σ). Then
N :π1(L,x0)→ Z
is a well-defined group homomorphism, hence N is a cohomology class. This is the
juncture associated to the given side of the leaf L and, in standard fashion, it can be
realized as a properly imbedded submanifold N ⊂ L of codimension one and, generally,
noncompact. In our example, the juncture is represented by the weighted circles described
above.
It seems fairly clear that the growth type of the juncture, relative to any Riemannian
metric induced on L from a metric on M can be defined analogously to the definition
given in our specific example. We will leave details to be taken up elsewhere. At any rate,
our example suggests the following.
Conjecture 2.3. If F is a transversely orientable foliation of codimension one on a
compact manifold M such that the leaves are all at finite depths and if all junctures have
quasi-polynomial growth, then (M,F) is homeomorphic to a C1-foliated manifold.
We call a juncture bounded if it has polynomial growth type of degree zero, so a
nontrivial first step in investigating the conjecture should be to verify it for bounded
junctures. For example, if L is a cylindrical leaf around which a planar leaf L′ is winding
(see Fig. 2), the juncture N is a longitudinal line on L and it is easy to see that this juncture
is bounded. Pixton’s original construction allows one to construct a proper foliation of S3
of class C1 and containing such a cylindrical leaf. As further evidence, the finite depth
foliations of sutured manifolds, obtained by Gabai’s methods [3], have bounded junctures
and can be shown, by Pixton’s construction, to be of class C1.
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Fig. 2. A bounded juncture.
3. The growth of leaves
This section will give the proof of Theorem 2.2. Accordingly, we fix the hypotheses of
that theorem on the function c.
It is necessary to define a graph Γ that is quasi-isometric to the typical leaf of Fc
at depth 2. The vertices of the graph will be certain subintervals of I and the edges
will correpond to the actions of f and g on these subintervals. For basic subinterval
I0,0 ⊂ (x0, x1), take a compact interval that is a fundamental domain of g0. That is,
(x0, x1)=
⋃
p∈Z
g
p
0 (I0,0).
We set Ip,0 = gp0 (I0,0)= gp(I0,0). Finally, we set Ip,q = f q(Ip,0). Evidently,
g(Ip,q )= Ip+c(q),q ,
f (Ip,q)= Ip,q+1.
This graph can be immersed in R2 so that the vertices are imbedded (Ip,q → (p, q)) as the
integer lattice and the edges corresponding to f are also imbedded without overlapping.
Unless c ≡ 1, the g-edges, although individually imbedded, will overlap. When c(q)= 0,
the g-edge from (p, q) to (p, q) is suppressed. This graph is a coarse image of the leaf
through any point of (x0, x1), hence has the same growth properties as these depth 2 leaves.
Let h be the growth function of Γ based at the origin (0,0).
Lemma 3.1. The growth function of Γ satisfies
h(k) (2k + 1)(2kc(k)+ 1).
In particular, the growth type of the leaves at depth 2 is dominated by gr(k2c(k)).
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Proof. Indeed, starting at the origin and traversing k edges or less, it is not possible
to escape the rectangle −k  q  k, −kc(k)  p  kc(k). This is due to the weak
monotonicity of c(k). ✷
The reverse dominance is a bit more delicate. For each integer N  1, define
mN :Z
+ → Z+
by
mN(k)= card
{
k∑
i=0
nic(i) | ni ∈ Z, 0 ni N
}
.
Lemma 3.2. The growth function of Γ satisfies
h
(
(N + 2)(k+ 1)) (k + 2)mN(k).
Proof. Consider the first quadrant vertices of Γ that can be reached from (0,0) by
alternately making ni moves to the right and one move up, 0  ni  N , 0  i  k, and
finally making at most k + 1 moves down. ✷
Define P :Z+→ Z+ by
P(k)=
k∑
i=0
c(i).
Lemma 3.3. There is an integer N  1 such that, for each k ∈ Z+, every integer from 0 to
NP(k) can be written in the form ∑ki=0 nic(i), where ni ∈ Z, 0 ni N .
Proof. Since c(k + 1)/c(k) is bounded, we can choose N so that c(k + 1) < Nc(k), for
all k ∈ Z+. Since P(0)= c(0)= 1, the lemma is true for k = 0 and we proceed inductively
on k  0. Suppose the assertion is true for some k  0 and set
A= {0,1,2, . . . ,NP(k)},
B = {NP(k)+ 1,NP(k)+ 2, . . . ,NP(k + 1)}
and remark that c(k + 1) < NP(k) and that P(k + 1)= P(k)+ c(k + 1). Decompose B
into disjoint subsets
Bi =
{
NP(k)+ η | (1− i)c(k+ 1) < η  ic(k+ 1)}, 1 i N.
Thus, r ∈ B1 ⇒ r − c(k + 1) ∈ A and, for 1 < i  N , r ∈ Bi ⇒ r − c(k + 1) ∈ Bi−1.
By the inductive hypothesis,
r ∈ B1 ⇒ r =
k∑
i=0
nic(i)+ c(k+ 1), 0 ni N.
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Recursively,
r ∈ Bi ⇒ r =
k∑
j=0
nj c(j)+ ic(k+ 1), 1 i N, 0 nj N.
The lemma follows by induction. ✷
Proof of Theorem 2.2. By Lemma 3.1, we only need to show that the growth function h
dominates k2c(k). By Lemma 3.2, we obtain
h
(
2(N + 2)(k+ 1)) 2(k + 1)mN(2k).
By Lemma 3.3, we choose N so that mN(2k)  1 + NP(2k), for all values of k. Since
c(2k) c(2k− 1) · · · c(k), we conclude that
h
(
2(N + 2)(k+ 1)) 2(k + 1)(Nkc(k)) k2c(k). ✷
4. Sufficient conditions for C1-smoothability
In this section we give the generalized Pixton construction. It is used to show that quasi-
polynomial growth of the juncture Nc on L guarantees that f and g in the construction
of (M,Fc) can be chosen to be C1 diffeomorphisms of a compact interval I that are C1-
tangent to the identity at ∂I . Since it is elementary that (M,Fc) is uniquely determined,
up to topological conjugacy, by c, this will establish the first assertion of Theorem 2.1. We
emphasize that the conditions imposed on c by Theorem 2.2 are no longer assumed.
Let I denote the set of all nondegenerate, compact, positively oriented subintervals of
R. The additive group R acts on I by translation and we let J = I/R. Each J ∈ J is
diffeomorphic to a compact interval. It has well-defined length |J | and orientation and is
completely determined by its length. The coordinate t of J ∈ J is unique up to an additive
constant.
We fix J ∈ J and let θ ′ :J → (0,∞) be a continuous map. The indefinite integral
θ = ∫ θ ′ dt can be interpreted as a well-defined, orientation-preservingC1 diffeomorphism
θ :J → J˜ ,
where J˜ ∈ J is the unique element with length the value of the definite integral ∫J θ ′ dt .
Let {Ji}i∈Z ⊂ J be such that ∑i∈Z |Ji |<∞. Define
J =
∑
i∈Z
Ji ∈J
by the requirement that |J | =∑i∈Z |Ji |. In a canonical way, the intervals {Ji} can be
identified as subintervals of J such that intJ =⋃i∈Z Ji , the requirement being that the
subintervals have the correct length and that, if i < k and x ∈ intJi and y ∈ Jk , then x < y .
Remark. As elements of J , it is possible that some Ji = Jk , i = k, but they will be distinct
as subintervals of J , the “identity” map between them being a translation.
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Given continuous θ ′i :Ji → (0,∞), for each i ∈ Z, such that∑
i∈Z
∫
Ji
θ ′i dt <∞,
let θi :Ji → J˜i be the corresponding C1 diffeomorphisms, set J˜ =∑i∈Z J˜i , and remark
that there is a unique orientation–preserving homeomorphism θ :J → J˜ such that θ |Ji =
θi , for each i ∈ Z.
A sufficient condition that θ | intJ be a C1 diffeomorphism is the following.
Condition A. θ ′i |∂Ji ≡ 1, for each i ∈ Z.
If Condition A is satisfied, the necessary and sufficient condition that θ be a C1
diffeomorphism with θ ′|∂J ≡ 1 is the following.
Condition B. lim|i|→∞ maxJi |1− θ ′i | = 0.
The diffeomorphisms f and g for the construction of (M,Fc) will be constructed out
of such data and the growth hypothesis on the juncture will be used to verify the required
Conditions A and B, guaranteeing that the foliated manifold is of class C1 and is C1-trivial
at the boundary. A number of technical considerations must now be taken up.
Choose a strictly decreasing sequence {λk}k0 of positive real numbers and a sequence
{zk}k0 ⊂ (0,1), such that∑
k
k2λk <∞,
lim
m/n→1(λm/λn)= 1,
lim
nm→∞
n∏
k=m
zk = 1.
For instance, the choices
λk = 1/(k+ 1)4,
zk = e−1/(k+1)2
will work. Determine Jk ∈ J by the requirement that |Jk| = λk , for each k  0.
For each k  0, choose a continuous function
θ ′k :Jk →[zkλk+1/λk,1]
such that θ ′k|∂Jk ≡ 1 and
∫
Jk
θ ′k dt = λk+1. This is possible since
zkλk+1/λk < λk+1/λk < 1.
Thus, we get C1 diffeomorphisms θk :Jk → Jk+1, for each k  0. In what follows, Z+
denotes the set of nonnegative integers.
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Definition 4.1. For p, r ∈ Z+, define θrp :Jp → Jr by
θrp =

θr−1 ◦ · · · ◦ θp, r > p,
id, r = p,
(θp−1 ◦ · · · ◦ θr )−1, p > r.
Evidently, these maps satisfy the cocycle property
θrq ◦ θqp = θrp.
In the multiplicative group of positive real numbers, we define the following cocycles.
Definition 4.2. For p, r ∈ Z+, set
λrp = λr/λp,
zrp =
{zr−1 · · ·zp, r > p,
1, r = p,
(zp−1 · · ·zr )−1, p > r,
wrp = zrpλrp.
Lemma 4.3. For all p, r ∈ Z+, |1− (θrp)′| |1−wrp|, uniformly on Jp .
Proof. Let Arp denote the compact, possibly degenerate interval with endpoints 1 and wrp .
It will be enough to show that im(θrp)′ ⊆ Arp . By the inverse function theorem and the
cocycle property, we see that
im
(
θrp
)′ ⊆Arp ⇐⇒ im(θpr )′ ⊆Apr .
By this observation, we can assume that r > p. It is now a routine exercise in applying the
definitions to complete the proof. ✷
Lemma 4.4. If p→∞ and r →∞ in such a way that r/p→ 1, then∣∣1−wrp∣∣→ 0.
Proof. By the cocycle property of wrp , we lose no generality in assuming that r > p
throughout the limit process. Thus, zrp = zp · · ·zr−1 and this converges to 1 as r > p→∞.
If also r/p→ 1, then λrp = λr/λp → 1. But wrp = zrpλrp . ✷
4.1. The fundamental intervals
In order to define f and g, we determine the intervals Ip,q that were the vertices of the
graph Γ in Section 3.
First define, for all p,q ∈ Z
Jp,q =
{
J|p|+|q|, |p| 2|q|,
J3|q|, |p|< 2|q|.
Lemma 4.5. The total length
∑
p,q∈Z |Jp,q | of the above intervals is finite.
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Proof. Fix an integer n 0 and consider the intervals Jp,q = Jn in J . If |p| 2|q|, then
n= |p| + |q|, and so |p| n and |q| n. If |p|< 2|q|, then n= 3|q| and |q| = n/3 n.
Also, |p|< 2|q|< 3|q| = n. In all cases, the number of possible indices p is at most 2n+1,
as is the number of possible indices q . Thus the number of possible double indices (p, q)
is at most 4n2 + 4n+ 1. The assertion follows from the fact that ∑n0 n2λn <∞. ✷
Let σ :Z→ Z+ be a function such that σ(0)= 0 and σ(q) ↑∞ (strictly) as 0 q→∞
and as 0  q → −∞. Subsequently, certain further restrictions will be placed on this
function. We will set
Ip,q = Jp,σ(q)
and note the following corollary of Lemma 4.5.
Corollary 4.6. The total length
∑
p,q∈Z |Ip,q | of the above intervals is finite. Thus, for each
q ∈ Z, we can define
Iq =
∑
p∈Z
Ip,q ∈J
and
I =
∑
q∈Z
Iq ∈ J .
In the next two subsections we will define maps
fp,q : Ip,q → Ip,q+1,
gp,q : Ip,q → Ip+c(q),q
to be the appropriate θba ’s, choosing σ(q) appropriately so that, via Conditions A and B,
these define C1 diffeomorphismsf and g of I that are C1-tangent to the identity at ∂I . The
growth condition on the juncture will be essential for carrying this out.
4.2. Construction of f
As remarked above, we define fp,q to be the appropriate θb(p,q)a(p,q) . There are three cases.
If |p| 2σ(q), then
fp,q =
 θ
|p|+σ(q+1)
|p|+σ(q) , |p| 2σ(q + 1),
θ
3σ(q+1)
|p|+σ(q), 2σ(q + 1) > |p|,
and, if |p|< 2σ(q), then also |p|< 2σ(q + 1) and
fp,q = θ3σ(q+1)3σ(q) .
These induce homeomorphisms fq : Iq → Iq+1, thence a homeomorphism f : I → I .
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Lemma 4.7. If lim|q|→∞(σ (q + 1)/σ (q)) = 1, then f is a C1 diffeomorphism of I ,
contracting int I to the upper endpoint, and is C1-tangent to the identity at ∂I .
Proof. First, fix q ∈ Z, noting that {fp,q}p∈Z satisfies Condition A by construction.
Furthermore, as |p| →∞, one has ultimately that
b(p,q)/a(p, q)= (|p| + σ(q + 1))/(|p| + σ(q))
and so converges to 1. By Lemma 4.4, lim|p|→∞wb(p,q)a(p,q) = 1, for each q ∈ Z, and
Lemma 4.3 implies that Condition B is satisfied. Thus, fq : Iq → Iq+1 is a C1
diffeomorphism, for each q ∈ Z, and {fq}q∈Z satisfies Condition A. In order to verify
Condition B, it is necessary to consider each of the three cases in the definition of fp,q .
In each case, given ε > 0, one finds N > 0 such that, whenever |q|  N and p satisfies
the given restriction, then b(p,q)/a(p, q) is ε-close to 1. It is here that one needs the
hypothesis that lim|q|→∞ σ(q + 1)/σ (q)= 1.
Case 1. Here, |p|max{2σ(q),2σ(q + 1)}, and keeping the choices of p in this range as
|q|→∞, one sees that
b(p,q)
a(p, q)
− 1= σ(q + 1)− σ(q)|p| + σ(q) .
Since |p| 2σ(q), the right-hand side approaches 0 as |q|→∞.
Case 2. Here, 2σ(q + 1) > |p| 2σ(q) and one sees that
b(p,q)
a(p, q)
= 3σ(q + 1)|p| + σ(q) .
Thus,
3σ(q + 1)
2σ(q + 1)+ σ(q) <
b(p,q)
a(p, q)
 3σ(q + 1)
3σ(q)
.
The extreme left and right of this inequality both converge to 1 as |q| →∞.
Case 3. Here, |p|< min{2σ(q),2σ(q + 1)} and
b(p,q)
a(p, q)
= 3σ(q + 1)
3σ(q)
converges to 1 as |q|→∞.
Since the sequence of diffeomorphisms {fq}q∈Z satifies both Conditions A and B, we
obtain the desired C1 diffeomorphism f : I → I that is C1-tangent to the identity at ∂I . It
clearly contracts the interior of I to the upper endpoint. ✷
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4.3. Construction of g
Define gp,q : Ip,q → Ip+c(q),q to be the appropriate θβ(p,q)α(p,q) . Explicitly, if |p| 2σ(q),
gp,q =
 θ
|p+c(q)|+σ(q)
|p|+σ(q) , |p+ c(q)| 2σ(q),
θ
3σ(q)
|p|+σ(q), |p+ c(q)|< 2σ(q),
and, if |p|< 2σ(q),
gp,q =
 θ
|p+c(q)|+σ(q)
3σ(q) , |p+ c(q)| 2σ(q),
θ
3σ(q)
3σ(q) , |p+ c(q)|< 2σ(q).
These induce homeomorphisms gq : Iq → Iq , for each q ∈ Z. Since c(0) = 1, the
following is implied by the cocycle property.
Lemma 4.8. For each q ∈ Z, f q ◦ gc(q)0 ◦ f−q = gq .
Finally, {gq}q∈Z induces a homeomorphism g : I → I .
Lemma 4.9. If lim|q|→∞(c(q)/σ(q)) = 0, then g is a C1 diffeomorphism and is C1-
tangent to the identity at ∂I .
Proof. Fix q ∈ Z, noting that {gp,q}p∈Z satisfies Condition A by construction. As |p| →
∞, the quotient β(p,q)/α(p,q) ultimately assumes the form
|p+ c(q)| + σ(q)
|p| + σ(q) ,
hence converges to 1 as |p| →∞. By Lemma 4.4,
lim|p|→∞w
β(p,q)
α(p,q) = 1, ∀q ∈ Z,
and Lemma 4.3 implies Condition B. Thus, gq : Iq → Iq is a C1 diffeomorphism, for
each q , and {gq}q∈Z satisfies Condition A. For Condition B, one proceeds much as
in the proof of Lemma 4.7, checking four cases. It is here that the hypothesis that
lim|q|→∞(c(q)/σ(q))= 0 is needed.
Case 1. Here |p| 2σ(q) and |p+ c(q)| 2σ(q), hence a simple computation gives
β(p,q)
α(p,q)
= |1+ (c(q)/σ(q))(σ (q)/p)| + |σ(q)/p|
1+ |σ(q)/p| .
But, as |q| → ∞ with |p|  2σ(q), we have c(q)/σ(q)→ 0 and |σ(q)/p|  1/2, so
β(p,q)/α(p,q)→ 1.
Case 2. Here, |p+ c(q)|< 2σ(q) p. This can be rewritten∣∣∣∣1+ c(q)σ (q) σ (q)p
∣∣∣∣< 2σ(q)|p|  1.
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Since σ(q)/|p| 12 , the left-hand side of this inequality converges to 1 as |q| →∞ (and
p stays in the required range). This forces |p|/σ(q)→ 2 and so
β(p,q)
α(p,q)
= 3σ(q)|p| + σ(q) → 1.
Case 3. Here, |p+ c(q)| 2σ(q) > |p|, which can be rewritten as∣∣∣∣ pσ(q) + c(q)σ (q)
∣∣∣∣− |p|σ(q)  2− |p|σ(q) > 0.
Since |p|/σ(q) is bounded and c(q)/σ(q) → 0, the left-hand side of this inequality
converges to 0, forcing |p|/σ(q)→ 2 as |q| → ∞ and p stays in the required range.
Thus,
β(p,q)
α(p,q)
= |p+ c(q)| + σ(q)
3σ(q)
= |p/σ(q)+ c(q)/σ(q)| + 1
3
→ 1.
Case 4. Here, |p|< 2σ(q) and |p+ c(q)|< 2σ(q). This case is completely trivial since
β(p,q)
α(p,q)
= 3σ(q)
3σ(q)
= 1. ✷
Thus, if the hypotheses of Lemmas 4.7 and 4.9 are satisfied, the suspension of f and
g provides a C1-foliated manifold (M,Fc) that is C1-tangent to the identity at ∂M . The
following, then, will complete the proof of the first assertion in Theorem 2.1.
Lemma 4.10. If the juncture Nc has quasi-polynomial growth, then σ can be chosen so as
to satisfy the hypotheses of Lemmas 4.7 and 4.9 simultaneously.
The proof of this lemma will be broken down into smaller lemmas and requires some
preliminary considerations. First, it will be enough to construct σ :Z+→ Z+, the definition
on Z− = ZZ+ being analogous. From now on, then, we take q  0.
Recall the definition of the growth function γc :Z+ → Z+ of the juncture (page 282).
For each q ∈ Z+, define
d(q)= 1+ qγc(q).
This is strictly increasing, d(0)= 1 and, since γc has quasi-polynomial growth, so does d .
Lemma 4.11. If d(q)/σ(q) converges to 0 as q→∞, so does c(q)/σ(q).
Proof. Indeed,
0 |c(q)|
σ(q)
 d(q)
σ (q)
. ✷
We must define σ(q). First, let ε(q)= d(q)1/q , noting that ε(q) > 1, for all q > 0.
Lemma 4.12. limq→∞ ε(q)= 1.
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Proof. Indeed,
lim
q→∞ log ε(q)= limq→∞
logd(q)
q
= 0
since d has quasi-polynomial growth. ✷
Let δ(q) = maxkq ε(k), noting that δ(q)  ε(q) > 1 and that, by the above lemma,
δ(q) decreases weakly to 1. We now define
σ(q)=
{
q
[
δ(q)q
]
, q > 0,
0, q = 0,
where [·] denotes the greatest integer function.
Lemma 4.13. limq→∞ c(q)/σ(q)= 0.
Proof. By Lemma 4.11, we only need to prove that the limit of d(q)/σ(q) is 0. But
σ(q) q[ε(q)q] = qd(q), so
0 d(q)
σ (q)
 1
q
. ✷
Lemma 4.14. The function σ(q) is strictly increasing.
Proof. Given q  0, there is q∗  q such that
1 < δ(q)= δ(q + 1)= · · · = δ(q∗)= ε(q∗),
and so
1 < δ(q)q < δ(q + 1)q+1 < · · ·< δ(q∗)q∗ = ε(q∗)q∗ = d(q∗).
Since d(q∗) is an integer, so is δ(q∗)q∗ = σ(q∗)/q∗. It follows that
1 < σ(q) < σ(q + 1) < · · ·< σ(q∗)= q∗d(q∗).
Finally, if k > q∗, σ(k) kd(k) > q∗d(q∗)= σ(q∗), completing the proof that σ is strictly
monotonic. ✷
Lemma 4.15. limq→∞ σ(q + 1)/σ (q)= 1.
Proof. The quotient σ(q + 1)/σ (q) is asymptotic to δ(q + 1)q+1/δ(q)q . Furthermore,
1 δ(q + 1)
q+1
δ(q)q
= δ(q + 1)
(
δ(q + 1)
δ(q)
)q
 δ(q + 1).
Since δ(q + 1) decreases weakly to 1, the assertion follows. ✷
The Lemmas 4.13, 4.14 and 4.15 together prove Lemma 4.10.
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5. The necessary condition for C1-smoothability
We prove the second half of Theorem 2.1. For this, we return to the graphΓ in Section 3.
We do not impose the assumptions of Theorem 2.2 on the numbers c(k) except, of course,
that c(0) = 1. As in Section 3, the graph is immersed in R2 so that its vertices Ip,q are
the points (p, q) of the integer lattice. The set of vertices and vertical edges (representing
the action of f ) are imbedded, but the horizontal edges (representing the action of g) will
generally overlap. Recall that the horizontal edges join (p, q) to (p + c(q), q), the edge
being suppressed if c(q)= 0.
Remark. The translation (p, q) → (p+ 1, q) extends canonically to a map of the graph Γ
onto itself.
The graph Γ is a coarse image of any leaf through the interior of I0,0 and so, in
particular, has the same growth type as every leaf at depth 2. The growth function of Γ ,
based at (p0, q0), is independent of p0 by the above remark, hence will be denoted by hq0 .
We will also consider the growth functions h+q0 and h
−
q0 for the respective “half-graphs”
Γ +q0 = Γ ∩
(
R× [q0,∞)
)
Γ −q0 = Γ ∩
(
R× (−∞, q0]
)
.
Note that, depending on the function c, one of these half-graphs may fail to be connected,
but that all components are mutually isomorphic (the remark again) and h±q0 is independent
of the coordinate p0 of its basepoint. What guaranteed the connectivity of Γ was the fact
that c(0)= 1.
Finally, each component of the graph
Γ
q1
q0 = Γ ∩
(
R× [q0, q1]
)
evidently has linear growth and, the growth function at any point (p, q), q0  q  q1,
being independent of p, there are only finitely many growth functions for all of the
components. We choose a linear function 6q1q0 :Z→ Z that is strictly greater than all of
these growth functions.
Remark. In formulating growth estimates for Γ and the various subgraphs, it is useful to
note that a general edgepath σ in Γ , joining (p, q) to (p′, q ′), can be replaced by a path σ˜
that joins the same two points, but is more efficient. Generally, σ will visit the same qi -level
several times, having a nontrivial segment in this level many of these times. Accordingly,
p′ = p+
m∑
i=1
nic(i).
One can define σ˜ so that, if q = q ′, σ˜ visits each qi level at most twice, having a nontrivial
segment in this level at most once. This one qi -segment will account for the contribution
nic(i) to p′. If q = q ′, the same remarks hold, except that the q-level will be visited at most
three times, having a nontrivial segment of σ˜ at most one of these times. Using absolute
value signs to denote the “length” of an edgepath, computed combinatorially and not via
the Euclidean length in Rn, we see that |σ | |σ˜ |.
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Lemma 5.1. Let q0 ∈ Z. Then hq0(k) 2h+q0(k)h−q0(k), for all k ∈ Z+.
Proof. Consider all vertices (p′, q ′) of Γ that can be reached from (p0, q0) by edgepaths σ
of length at most k. We consider the case that q ′  q0. We replace σ with a more efficient
path σ˜ as described in the above remark. We can assume that σ˜ = σ ′ + σ ′′, where σ ′
lies in Γ +q0 and σ
′′ in Γ −q0 . The number of possible points (p
′, q ′) is then clearly less than
h+q0(k)h
−
q0(k). A similar argument works when q
′  q0, yielding the desired inequality. ✷
By similar reasoning, one obtains the following.
Lemma 5.2. Let q0 < q1 be integers. Then, for each k ∈ Z+,
h+q0(k) k6
q1
q0(k)h
+
q1(k),
h−q1(k) k6
q1
q0(k)h
−
q0(k).
Corollary 5.3. If gr(Γ ) is not quasi-polynomial, then either gr(h+q ) is not quasi-
polynomial, for each q  0, or gr(h−q ) is not quasi-polynomial, for each q  0.
Proof. By Lemma 5.1, either gr(h+0 ) or gr(h
−
0 ) is not quasi-polynomial. In the first case,
Lemma 5.2 implies that gr(h+q ) is not quasi-polynomial, for each q  0. Similarly, the
second case implies that gr(h−q ) is not quasipolynomial, for each q  0. ✷
We will assume that gr(Γ ) is not quasi-polynomial and prove that (M,Fc) cannot be
C1-smoothable so as to be C1-trivial at the boundary. For definiteness, let us assume that,
in Corollary 5.3, it is gr(h+q ) that is not quasi-polynomial, q  0.
Lemma 5.4. Under the above hypotheses, there is a real number A > 1 and a strictly
increasing sequence {k(n)}∞n=1 of positive integers such that, for each n  1, h+0 (k(n))
Ak(n). Furthermore, for each q > 0, there is a number B(q) > 0 such that h+q (k(n)) 
Ak(n)/B(q)(k(n))2.
Proof. The first assertion is equivalent to the hypothesis that h+0 does not have quasi-
polynomial growth. For the second, Lemma 5.2 gives
Ak(n)  h+0
(
k(n)
)
 k(n)6q0
(
k(n)
)
h+q
(
k(n)
)
.
Since 6q0 is linear, we can choose B(q) large enough. ✷
Proof of the second half of Theorem 2.1. Take A as in Lemma 5.4 and assume that
f,g ∈Diff1+(I) are C1-trivial at ∂I . This leads to a contradiction as follows.
For convenience, scale I as [−1,1]. Let 1 > s > 1/A. Since f ′(1) = g′(1) = 1, we
can choose q0 > 0 so large that (f±1)′|Ip,q > s and (g±1)′|Ip,q > s, for all q  q0
and all p. If we were in the case that gr(h−0 ) is not quasi-polynomial, we would use
f ′(−1)= g′(−1)= 1 and find q0 < 0 so that the above would hold for all q  q0.
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Every edgepath σ , used in computing h+q0 , corresponds to a word
wσ = 6r ◦ 6r−1 ◦ · · · ◦ 61,
where 6i ∈ {f,f−1, g, g−1} and r = |σ |. Note that, for 1 i  r , the intermediate vertices
6i ◦ 6i−1 ◦ · · · ◦ 61(I0,q0)= Ipi ,qi satisfy qi  q0, and so w′σ |I0,q0 > s|σ | by the chain rule.
By the mean value theorem, we obtain the length estimate∣∣wσ (I0,q0)∣∣> s|σ ||I0,q0|.
If |σ | k(n), the fact that s < 1 implies that∣∣wσ (I0,q0)∣∣> sk(n)|I0,q0|.
Let B = B(q0) as in Lemma 5.4. Since h+q0(k(n))Ak(n)/B · (k(n))2 is the number of
distinct intervals wσ (I0,q0), as in the previous paragraph, with |σ | k(n), we see that the
sum L(n) of the lengths of these intervals satisfies
2= |I | L(n) > (sA)k(n)|I0,q0 |/B ·
(
k(n)
)2
.
But sA > 1 and limn→∞ k(n)=∞, giving the desired contradiction. ✷
As remarked earlier, if a boundary leaf is thickened to a family of parallel leaves, the
above argument shows that, if a leaf at depth 2 has growth dominating all quasi-polynomial
types, then the foliated manifold is not C1-smoothable.
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