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Abstract
We present a Covariant Holographic Renormalization (CHR) procedure of fake super-
gravity (sugra) systems. Holography is a strong/weak coupling duality between gravi-
tational and gauge theories, and fake sugra is a theory of gravity coupled to scalars in
which the scalar potential can be derived from a superpotential in some specific way.
Other systematic methods of holographic renormalization of fake sugra exist, but
they are all restricted to spacetimes that are asymptotically anti-de Sitter (aAdS).
According to the AdS/CFT correspondence, their dual quantum field theories are con-
formal in the ultraviolet.
Covariant Holographic Renormalization can be applied to fake sugra systems in both
aAdS and non-aAdS backgrounds. The field theories dual to non-aAdS sugra systems
are non-conformal. So far, the method is limited to the renormalization of two-point
functions.
The CHR procedure shows that the divergences from the bare fake sugra action can
be cancelled by covariant counterterms without introducing new divergences.
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Chapter 1
Introduction and outline
 This thesis is divided into four parts. In the first part we discuss the
required background. This comprises an overview of the literature on the
subject of holographic renormalization until the present day including an
exposition of all the formulas that are interesting to us, ending in a formula-
tion of our research question. In the second part we specifically discuss our
research, i.e the development of the Covariant Holographic Renormalization
method. In the third part we apply CHR to some case studies in aAdS and
non-aAdS. We end in the fourth part with a summary and outlook, followed
by the appendix and references. Each part is divided into a number of chap-
ters. Below we give a qualitative overview of the content of each chapter,
while we simultaneously introduce our notation and terminology. 
1.1 Part I: Background
Chapter 2: Renormalization in QFT Quantum Field Theory (QFT) is very suc-
cessful in describing interactions between fundamental particles. The heart of the theory
is a generating functional that is built from the action, from which correlation functions
can be found by functional differentiation. In turn, the correlation functions, or correla-
tors for short, appear in formulas that predict cross-sections and decay widths. These
are physically measurable predictions that have been scrutinously tested at particle
colliders, with great precision and success.
A major stumbling block in the development of QFT was the obiquitous occurence
of infinities. In an interacting quantum field theory, the so-called bare action leads
to a generating functional that generates infinite correlators, yielding senseless physical
predictions such as an infinite probablity for two particles to collide. The infinities arise
because the correlators are calculated by taking integrals over the virtual momenta,
which go from zero to infinity, and are therefore called ultraviolet divergences.
Luckily this problem was overcome by the procedure of renormalization. The philos-
ophy of renormalization is that the parameters in the action that in the free theory have
5
CHAPTER 1. INTRODUCTION AND OUTLINE 6
the interpretation of physical particle masses and coupling constants can no longer be
interpreted this way in the interacting theory. This reinterpretation is justified because
the parameters in the action are not directly measurable quantities.
First, the interacting theory must be regularized in some artificial way, for example
by integrating the momenta from zero to some finite cut-off instead of to infinity. Then,
in many theories the dependence on the cut-off can be absorbed into a redefinition of the
masses and coupling constants. When the action is rewritten in terms of the physical
masses and couplings, it reproduces the bare action, but this time with the physical
parameters, plus other terms called counterterms. The regularized action is defined
as the sum of the bare action plus the counterterms, and the renormalized action is
defined as the regularized action in the limit where the cut-off goes to infinity. A field
theory is called renormalizable when this limit exists. All quantum field theories of the
Standard Model are renormalizable.
Counterterms do not alter the equations of motion. Their only job is to cancel the
divergences from the bare action by introducing equal divergences with opposite sign.
The renormalization procedure has an inherent ambiguity, since we are always free to
add finite terms to the action. Each finite term can be multiplied by an arbitrary
constant called a scheme constant. The dependence of the renormalized action (and
hence the correlators) on the scheme constants is called scheme dependence.
Chapter 3: Holographic Renormalization To make predictions with quantum
field theory, one often has to rely on perturbation theory. Unfortunately, perturbation
theory only works in the regime where the couplings are small, and is unfitted for
strongly coupled interactions, such as the confinement of quarks in mesons and hadrons.
To describe such a phenomenon, we need a theory that is predictive at strong coupling.
At first sight, one might think that we are forced to look for a theory that is not based
on perturbation, since we are precisely interested in the regime where the gauge coupling
becomes too strong to be used as a perturbation parameter. But physics knows many
examples of strong/weak coupling dualities. These are dualities between two equivalent
theories, one of which has a strong coupling while the other has a weak one. We may
then perform a pertubation in the weak coupling parameter, and afterwards map the
result to the strongly decoupled description using the duality.
Weak theory ⇐⇒ Dual ⇐⇒ Strong theory
↓ ↓
Perturbation theory ?
↓ ↓
Result 1 ⇐⇒ Dual ⇐⇒ Result 2
Indeed, there exists a strong/weak coupling duality between quantum field theories
on one side and classical supergravity theories on the other. This duality is called
holography [25, 26], since the sugra theories live in d + 1 dimensions while their dual
quantum field theories live in only d dimensions.
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According to the holographic duality, the on-shell action of a supergravity theory in
d+ 1 dimensions is the generating functional of the connected correlators of a quantum
field theory in d dimensions. In some cases we may even define a quantum field theory
by its gravitational dual. The duality is quite remarkable, not only because one theory
lives in a different number of spatial dimensions than the other, but also because one
theory describes classical gravity while the other describes quantum gauge interactions.
The duality has not yet been proven, but by now the accumulated evidence in favor of
it is enormous.
When two theories are dual, all symmetries and properties in one theory have their
counterparts in the dual theory. For example, the ultraviolet (UV) divergences of quan-
tum field theory are related to infrared (IR) divergences in the supergravity theory that
arise due to the infinite volume of spacetime. Both theories therefore require regular-
ization and renormalization (which in both cases is scheme dependent). In quantum
field theory, we can renormalize the bare action by adding counterterms to it. The
dual counterpart of this procedure is called holographic renormalization: instead of
adding counterterms to the bare quantum field theory action, we add them to the bare
supergravity action.
Bare Sugra Action ⇐⇒ Dual ⇐⇒ Bare QFT Action
↓ ↓
Holographic Renormalization: QFT Renormalization:
Add counterterms Add counterterms
↓ ↓
Renormalized Sugra Action ⇐⇒ Dual ⇐⇒ Renormalized QFT Action
The occurence of divergences in the on-shell bare action was noted already in [12,13,19].
The first divergence that was removed by adding a counterterm was the divergence of
the boundary volume in the setting of pure gravity (no scalar fields) on an Anti-de
Sitter (AdS) background [15]. According to the AdS/CFT correspondence [16, 28], the
gravitational theory in AdS has a dual quantum field theory with conformal symmetry,
and is therefore called conformal field theory (CFT). The general structure of the di-
vergent terms and the relation of the logarithmically divergent terms to the conformal
anomaly, also known as Weyl anomaly, of the dual CFT was discussed in [14], but still
in the context of pure gravity in AdS.
So far, only three systematic procedures of holographic renormalization are known
for gravity coupled to scalar fields Φ: the standard method [4], the Hamilton-Jacobi
method [8, 17], and Hamiltonian Holographic Renormalization [21]. However, these
methods are restricted to supergravity theories living in a spacetime that is asymptot-
ically anti-de Sitter. Hence, their duals are always conformal field theories. We will
discuss the standard method and the Hamilton-Jacobi method in section 7, but we will
not discuss Hamiltonian Holographic Renormalization in this thesis.
In order to calculate strongly coupled correlators in non-conformal quantum field
theories, it is therefore necessary to extend the method of holographic renormalization
to spacetimes that are not aAdS. Indeed, the AdS/CFT correspondence is believed
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to hold more generally, including a non-AdS/non-CFT correspondence. In general the
holographic duality is called the gauge/gravity correspondence. There are many reviews
on this subject, for example [1, 9–11,20,23,24].
Chapter 4: Fake Supergravity In order to extend the holographic renormalization
program for scalars coupled to gravity from aAdS to general spacetimes, we consider
a special type of theory, called fake supergravity. The action couples gravity to an
arbitrary number of scalars Φa by some sigma-model metric Gab, where a and b run
from one to the number of scalars ns. By definition of a fake supergravity theory,
the scalar potential V (Φ) must be derivable from a superpotential W (Φ) by some
specific prescription. Fake supergravity theories can be supersymmetric, but they are
not necessarily so, hence the adjective “fake”. The relation between supergravity and
fake supergravity was studied in [7,29]. The sigma-model metric and the superpotential
together define the theory completely. The fake sugra system allows for solutions which
are the gravitational duals of renormalization group flows in quantum field theory.
Fake supergravity theories arise in a variety of physical models, such as consistent
truncations of type IIB supergravity, see for example section 3 in [2]. Fake sugra is well
suited for our research, because the generic action is simple yet general enough to allow
for solutions that are either aAdS or not, depending on the choice of superpotential.
If the superpotential approaches a constant at the boundary, called a fixed point, then
the solutions are aAdS, otherwise they are not. The existence of a fixed point simplifies
the holographic renormalization procedure considerably, since it allows for a Taylor
expansion of the potential and superpotential around the fixed point.
Chapter 5: Gauge Invariant Fluctuations Our work builds especially upon [6],
which focussed on the renormalization of two-point functions in a general spacetime.
To study two-point functions, an expansion of the action up to quadratic order in the
fluctuations around the background is enough. On the background, the scalars are
functions of the radial coordinate r only. When we consider small fluctuations around
the background, the scalar fields become dependent on the boundary coordinates x as
well. Similarly, we consider small metric fluctuations.
In [2] the degrees of freedom of the scalar and metric fluctuations are combined into
combinations that are invariant under diffeomorphisms (gauge invariant), denoted by
aa, b, c, di, and eij. The unphysical (gauge) degrees of freedom are denoted by 
i, H
and h.
The generating functional of the quantum field theory is the on-shell supergravity
action, so the physical fluctuations satisfy their equations of motion (The unphysical
degrees of freedom are not dynamical so they do not obey any equations of motion.) We
use the equations of motion to eliminate b and c in favor of aa, and find di equal to zero
to the required order. We are then left with only the equations of motion for aa and eij.
A great avantage of the gauge invariant formalism is that the equation of motion for
the gauge invariant scalar fluctuations aa decouples from the equation of motion for the
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traceless and transverse metric fluctuations eij, so that they can be studied separately.
Another advantage is that eij behaves like a massless scalar.
Chapter 6: Ward Identities Before we discuss the existing methods of holographic
renormalization in aAdS, we first discuss the translational Ward identity, which should
always hold (since the dual field theory should have translational invariance), and the
conformal Ward identity that holds only in aAdS (since then the dual field theory is
conformal). This allows us to define the conformal anomaly, which we need to discuss
the Hamilton-Jacobi method.
Chapter 7: Holographic Renormalization in aAdS We show how the existence
of a fixed point allows for a Taylor expansion around this fixed point, so we can write
down general expansions for the potential V (Φ) and the superpotential W (Φ). Then
we respectively discuss the standard method and the Hamilton-Jacobi method of holo-
graphic renormalization in aAdS, which rely on this Taylor expansion right from the
beginning.
1.2 Part II: Developments
Chapter 8: Divergences of the Bare Action We start our research by explicitly
writing down all divergences of the bare action in terms of the gauge invariant variables.
There are three divergent terms, involving respectively only the fields aa, eij and h. Each
term is of quadratic order of the same field without any mixing to other fields.
Chapter 9: Non-Covariant Counterterms In [6] a counterterm matrix Uab was
constructed to renormalize the two-point functions of quantum field theory operators
dual to the fluctuations of the gauge invariant bulk scalars aa that live in a general
spacetime. Since the physical metric behaves like a massless scalar, we can immediately
write down the equivalent counterterm function T for the traceless transverse metric
fluctuations eij. For simplicity, we will refer to Uab and T collectively as “counterterm
matrices”. The counterterm matrices appear in the counterterm action “sandwiched”
between the fluctuations, like
aaUabab, eijT eji .
Clearly, the counterterms obtained this way are not covariant. As a non-covariant
counterterm for the gauge field h we just write down the divergent term from the bare
action with opposite sign. These three counterterms together form a counterterm action
Scnt that cancels all divergences from the bare action, but is not covariant.
Chapter 10: Differential Equations for Counterterm Matrices The counter-
term matrices Uab and T are defined in terms of the dominant solutions to the equations
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of motion for the scalars and metric respectively. Since these solutions satisfy differen-
tial equations, so do the counterterm matrices. These differential equations turn out to
be very useful in what follows.
Chapter 11: Boundary Covariant Counterterms The goal of this thesis is to
show how the required non-covariant counterterm action Scnt arises consistently from a
boundary covariant one Scov. By “boundary covariant” we mean that the counterterm
action is allowed to depend explicitly on the cut-off of the radial variable, but must
be covariant with respect to the boundary coordinates such that the dual field theory,
that lives on the boundary, is fully covariant. We will often abbreviate “boundary
covariance” to just “covariance” when it is clear from the context what we mean.
We construct the covariant counterterms in Scov such that, after an expansion up
to quadratic order in the fluctuations, they produce the required non-covariant part
Scnt. Starting with covariant counterterms, the expansion in fluctuations automatically
produces another part Sfin, which has to be finite by itself because the divergences
from the bare action are already cancelled by Scnt. After the expansion in fluctuations,
we therefore have Scov = Scnt + Sfin. Working with covariant counterterms has the
advantage that the unphysical degrees of freedom can be studied along with the physical
ones, without any gauge fixing.
First, we write down the general structure of all possible covariant counterterms.
Each counterterm is classified by its number of derivatives. We keep terms up to
four derivatives, which after the expansion and partial integration yields terms up to
quadratic order in the d’Alembertian . This order is sufficient for four-dimensional
field theories. There are seven counterterms to be determined: one at zeroth order, two
at first order and three at second order in .
The starting point we described above is the same as in the Hamilton-Jacobi method.
However, in the Hamilton-Jacobi method, the next step is to expand the unknown func-
tions of the scalars into a Taylor series around the fixed point. In non-aAdS spacetimes
there is no fixed point, so this step is impossible. Instead, we expand the counterterms
around the background up to quadratic order in the fluctuations.
We then fix the background values of the unknown functions by demanding that
the renormalized action is finite. Five out of seven counterterms are fixed by the
requirement that we reproduce the non-covariant counterterms proportional to aaUabab
and eijT eji . The other two counterterms are determined by the requirement that the
remaining part of the expanded action is finite by itself.
Chapter 12: Renormalized Action We show that we do not introduce any new
divergences. When we expand the covariant counterterm Scov up to quadratic order in
the fluctuations, not only do we find the required non-covariant part Scnt that kills the
divergences from the bare action by construction, but also another part Sfin, which has
to be finite by itself. The requirement that Scov produces the required part Scnt fixes
Sfin up to first order in , but we have the freedom to choose the counterterms such
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that all terms of order 2 are finite. At zeroth and first order, we explicitly show that
there are no divergences in Sfin under a reasonable assumption.
Chapter 13: One-Scalar Systems in aAdS We show that Covariant Holographic
Renormalization reproduces the same results as the Hamilton-Jacobi method for aAdS
systems with one scalar.
1.3 Part III: Case Studies
In the third part we test our method on three aAdS systems: the GPPZ flow, the
Coulomb Branch Flow, and the two scalar SU(2)×U(1) flow, and finally on a non-aAdS
system, the Klebanov-Strassler theory. In one-scalar systems, we distinguish between
operator flows and vev flows. In an operator flow, the QFT operator O dual to the
bulk scalar Φ has a vacuum expectation value (vev) that is purely scheme dependent,
while in a vev flow it has a non-zero vev independently of the scheme. We construct
the counterterm matrices Uab and T in two ways. First by their explicit definition in
terms of the dominant solutions to the equations of motion, and then by solving the
differential equations they obey. Either way leads to the same result, but the second
way is much faster.
Chapter 14: GPPZ The GPPZ flow is an operator flow. The operator dual to the
bulk scalar has conformal dimension ∆ = 3. We find the counterterms, calculate the
one-point functions and show that the Ward identites are satsified.
Chapter 15: Coulomb Branch Flow The Coulomb Branch Flow is a vev flow.
The operator dual to the bulk scalar has conformal dimension ∆ = 2. We find the
counterterms, calculate the one-point functions and show that the Ward identities are
satsified.
Chapter 16: Two Scalars in aAdS The SU(2) × U(1) flow has two scalars, one
with ∆ = 2 and one with ∆ = 3. We find the counterterms and show that when
the ∆ = 3 scalar is made inert, the counterterms reduce to the counterterms for the
Coulomb Branch Flow, such that the operator dual to the remaining scalar has a non-
zero vev independently of the scheme.
Chapter 17: Non-aAdS: Klebanov-Strassler The Klebanov-Strassler system is
non-aAdS. Because of its complexity, we are not yet able to construct the counterterms,
but we are able to show a non-trivial cancellation of divergences that confirms one of the
predictions of Covariant Holographic Renormalization. The cancellation of divergences
takes place at first order in  within the counterterms themselves. This is an important
result, because it shows how the counterterms conspire to cancel divergences from the
bare action without introducing new divergences.
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1.4 Part IV: Summary, Outlook and Appendix
We summarize our work and indicate the direction of our future research. Appendix
A gives an overview of our notation, appendix B shows the details of the expansion of
the counterterm action up to second order in the fluctuations, and appendix C shows
how to calculate one-point functions up to linear order in the fluctuations from the
renormalized action.
Part I
Background
13
Chapter 2
Renormalization in QFT
 We review renormalization in Quantum Field Theory (QFT), assuming
the reader is already familiar with this subject. Our working example is
scalar field theory. The action leads to physical predictions through a gen-
erating functional from which correlators can be derived. We discuss the
physical interpretation of the correlators and the philosophy of regulariza-
tion and renormalization. In this thesis, we will always use a cut-off for the
regularization and counterterms for the renormalization. This section relies
heavily on section 10.2 in [22]. 
A quantum field theory is defined by an action S[φ], which is a functional of some set
of fields φ. Our goal is to make physical predictions with the action, so we need to
subtract physical quantities from it.
2.1 Free Scalar Field Theory
Consider a free scalar field theory defined by the Klein-Gordon Lagrangian
L = 1
2
∂µφ∂
µφ− 1
2
m2φ2, (2.1.1)
where m has the interpretation of the mass of the scalar field φ. From the Lagrangian,
we construct the generating functional1
Z[s] ≡ e−iW [s] ≡
∫
Dφ exp
(
i
∫
d4x [L+ s(x)φ(x)]
)
, (2.1.2)
where s(x) is the source coupling to the QFT operator φ(x). The physical quantities
we can subtract from the generating functional are called n-point correlation functions,
or n-point functions for short. The n-point function is defined by taking n functional
1The quantity W [s] = i logZ[s] is the generating functional of connected correlators. In [22] the
symbol J(x) is used for the source, while we use s(x).
14
CHAPTER 2. RENORMALIZATION IN QFT 15
differentiations of the generating functional with respect to the source. For example,
the one- and two-point functions are given by
〈φ(x)〉 = − i
Z[s]
δZ[s]
δs(x)
∣∣∣
s=0
, 〈φ(x)φ(y)〉 = (−i)2 1
Z[s]
δ2Z[s]
δs(x)δs(y)
∣∣∣
s=0
. (2.1.3)
The physical interpretation of the one-point function is the vacuum expectation value
(vev) of the field φ(x), while the interpretation of the two-point function is the amplitude
for the propagation of a particle between spacetime coordinates x and y, and the square
of this amplitude is proportional to the probability for this to happen. In general, from
the n-point functions we can calculate collision cross-sections and decay widths, which
of course have to be finite values.
In the free Klein-Gordon theory, the two-point function is the Feynman propagator
〈φ(x)φ(y)〉 =
∫
d4p
(2pi)4
ie−ip·(x−y)
p2 −m2 + i , (2.1.4)
where  is a small positive constant needed to define the integral. In momentum space,
the propagator takes the form∫
d4xeip·x 〈φ(x)φ(0)〉 = i
p2 −m2 + i . (2.1.5)
In the free theory the two-point function is finite, but, without renormalization, this is
not the case in the interacting theory.
2.2 Interacting Scalar Field Theory
Consider the interacting Klein-Gordon theory
L = 1
2
∂µφ∂
µφ− 1
2
m2φ2 − λ
4!
φ4, (2.2.1)
where λ is the coupling of the scalar field to itself. From the new Lagrangian we
construct a new generating functional, and from the new generating functional we
calculate the new n-point functions. The two-point function in momemtum space that
we calculated in the free theory eq.(2.1.5) changes in the interacting theory to∫
d4xeip·x 〈φ(x)φ(0)〉 = iF
p2 − Fm2 + δm + i + finite, (2.2.2)
where F and δm are divergent quantities. When we consider four-point functions, we
will find another divergent quantity δλ. Higher point functions are finite. Thus the
interacting Klein-Gordon theory contains three divergent quantities: F, δm, δλ. The di-
vergences appear because on the left-hand side the integral over the spacetime position
x of the incoming particle comes arbitrarily close to zero, the position of the outgo-
ing particle. In momentum space the divergence comes from taking the integral over
arbitrarily high momenta. Divergences of this kind are called ultraviolet divergences.
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2.3 Regularization
In order to proceed, we have to take a step back to the point just before things go
wrong and diverge. We must regularize the theory so that we are always working with
finite quantities. One way to do this is by introducing a cut-off Λ in the integration
over the four-momentum,
〈φ(x)φ(y)〉 =
∫ ∞
0
d4p . . .→
∫ Λ
0
d4p . . . (2.3.1)
The value of the cut-off is arbitrary, because eventually the limit Λ → ∞ must be
taken. At this point we have
lim
Λ→∞
F (Λ) =∞, (2.3.2)
but F (Λ) itself is finite (regularized), so it is well defined and we can safely work with
it. The same argument applies to δm and δλ.
Since both F and δm are divergent functions of Λ, we can not identify the pole
Fm2 − δm in the propagator with the physical mass. This means that, in going from
the free to the interaction theory, either m loses its interpretation of the physical mass
(interpretation one), or the interacting Lagrangian is missing a second mass term (coun-
terterm) that will cancel the divergence from the pole, resulting in a finite physical mass
(interpretation two). Consequently, we may renormalize the interacting theory in two
equivalent ways.
2.4 Redefinition of parameters
First, we may think of the Lagrangian as physical (renormalized), but its parameters
as unphysical (bare),
Lr = 1
2
∂µφb∂
µφb − 1
2
m2bφ
2
b −
λb
4!
φ4b . (2.4.1)
We already saw that in the free theory, the interpretation of the bare quantities coincides
with the physical quantities, but in the interacting theory this interpretation must be
modified. In other words, if we set λb = 0, then mb has the interpretation of the physical
mass m, otherwise mb diverges and can not have this physical interpretation anymore.
Since we replaced φ→ φb and m→ mb in the Lagrangian, we must do the same in the
two-point function that follows from it,∫
d4xeip·x 〈φb(x)φb(0)〉 = iF
p2 − Fm2b + δm + i
+ finite. (2.4.2)
The divergences can be absorbed into the bare parameters as follows
φr ≡ φb√
F
, δF ≡ F − 1, δm ≡ Fm2b −m2r, δλ ≡ F 2λb − λr. (2.4.3)
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From now on we consider φr,mr, λr as the physical quantities. The physical two-point
function then becomes finite, since we can divide by F on both sides,∫
d4xeip·x 〈φr(x)φr(0)〉 = i
p2 −m2r + i
+ finite, (2.4.4)
and thanks to the renormalized coupling constant λr the physical four-point function
becomes finite as well, but we will not discuss that here. In terms of the physical
quantities, the Lagrangian reads
Lr = 1
2
∂µφr∂
µφr − 1
2
m2rφ
2
r −
λr
4!
φ4r +
1
2
δF∂µφr∂
µφr − 1
2
δmφ
2
r −
δλ
4!
φ4r. (2.4.5)
Let us summarize what we have done. We started with a Lagrangian that is known
to give the correct equation of motion for a free scalar field. From the Lagrangian
we constructed a generating functional, from which we calculated n-point functions.
Unfortunately, when we consider interactions, the two- and four-point functions be-
come infinite. We then reinterpreted the three quantities in the interacting Lagrangian
φb,mb, λb as unphysical, and rewrote the same Lagrangian in terms of physical quanti-
ties φr,mr, λr, that are defined by the requirement that the correlators calculated from
φr give finite values in terms of the measurable parameters mr and λr.
2.5 Counterterms
We may use the equivalent method of counterterms: instead of viewing the parameters
φ,m, λ in the Lagrangian as unphysical (bare), we may view the interacting Lagrangian
itself as unphysical (bare),
Lb = 1
2
∂µφr∂
µφr − 1
2
m2rφ
2
r −
λr
4!
φ4r. (2.5.1)
As we have seen, calculating correlators from this Lagrangian yields infinite and thus
unphysical results. But we can construct the physical (renormalized) Lagrangian by
Lr = Lb + Lc, (2.5.2)
where the counterterm Lagrangian is given by, see eq.(2.4.5):
Lc = 1
2
δF∂µφr∂
µφr − 1
2
δmφ
2
r −
δλ
4!
φ4r. (2.5.3)
Thus, neither the bare Lagrangian Lb nor the counterterm Lagrangian Lc is physical
by itself, but their sum is. It is Lr that appears in the generating functional, which
then produces finite correlators.
We shall use the counterterm renormalization method in the rest of this thesis. This
has the advantage that all fields and their masses and couplings are always physical.
Chapter 3
Holographic Renormalization
 The heart of holography is the idea that the on-shell action of a grav-
itational theory acts as the generating functional of connected correlators
in a dual quantum field theory. To obtain finite correlators, in holographic
renormalization we add counterterms to the gravitational action instead of
directly to the quantum field theory action. 
According to the AdS/CFT correspondence [9, 16, 24], a classical theory of gravity in
a d + 1 dimensional Anti-de Sitter geometry (the bulk) is dual to a Conformal Field
Theory (CFT) living on the d-dimensional boundary of the bulk. Similarly, there exists
an non-AdS/non-CFT correspondence. In general, the duality is called holographic
duality or gauge/gravity duality.
We can visualize the bulk geometry as a (d + 1)-dimensional ball with radial co-
ordinate r. The boundary is a d-dimensional sphere with boundary coordinates xi
(i = 1, . . . , d), which we collectively denote by x. Infinities arise since the quantum
field theory lives on the boundary, which lies infinitely far away at r → ∞, called
the infrared (IR) limit. The IR divergences are the holographic duals of the infamous
ultraviolet (UV) divergences in quantum field theory.
3.1 Holographic Generating Functional
Let us rewrite the QFT generating functional eq.(2.1.2) in Eucledian signature for a
general number of dimensions d and a general number ns of operators Oi coupled to
sources si (i = 1, . . . , ns),
exp (−W [s]QFT) ≡
∫
Dφ exp
(∫
ddx [−LQFT + si(x)Oi(x)]
)
. (3.1.1)
18
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The holographic duality states that1
The renormalized, on-shell action of the gravitational theory Sren[s]
is identified with
the generating functional of connected correlators W [s] in the dual quantum field
theory
W [s]QFT = Sren[s] . (3.1.2)
The gravitational action consists of bulk terms, which are (d+1)-dimensional integrals,
plus boundary terms, which are d-dimensional integrals. The equation of motion for a
physical field is found by the requirement that the bulk terms varied with respect to that
field vanish.2 The on-shell action thus contains only integrals over the d-dimensional
boundary. This agrees with the idea that the quantum field theory lives in d dimensions,
while the gravitational theory lives in d+ 1 dimensions.
The goal of holographic renormalization is to obtain finite quantum field theory
correlators by adding counterterms to the on-shell gravitational action instead of the
quantum field theory action. The one- and two-point functions for the quantum field
theory operators Oi can thus be calculated from the renormalized, on-shell gravitational
action Sren through the following formulas
〈Oi(x)〉 = − δSren
δsi(x)
∣∣∣
s=0
, 〈Oi(x)Oj(y)〉 = δ
2Sren
δsi(x)δsj(y)
∣∣∣
s=0
. (3.1.3)
The exact one-point function is defined without setting the sources to zero,
〈Oi(x)〉s6=0 = −
δSren
δsi(x) s 6=0
. (3.1.4)
The exact one-point function thus carries information of higher point functions. For
example, the two-point function can be obtained from the exact one-point function as
follows
〈Oi(x)Oj(y)〉 = − δ
δsj(y)
〈Oi(x)〉s
∣∣∣
s=0
. (3.1.5)
Given a bare action Sbare, the challenge is to find the counterterm action Scov such that
the renormalized action Sren ≡ Sbare + Scov yields finite correlators. The bare action
that we will work with is the fake supergravity action, which we will now present.
1Since Sren[s] is the generating functional of connected correlators, we will always imply the con-
nected correlators whenever we talk about correlators or use the brackets 〈. . . 〉.
2Before the variation, it is ambiguous to speak of bulk terms and boundary terms, since by Stokes’
theorem a boundary term can always be written as a bulk term and vice versa. However, after the
variation with respect to some field is performed, the varied action can be unambiguously split into
bulk and boundary terms.
Chapter 4
Fake Supergravity
 We present the fake supergravity action, its background solutions and
small fluctuations around the background. The fluctuations are decomposed
into irreducible components so that the physical degrees of freedom can be
isolated from the gauge degrees of freedom, which we shall do in the next
section. 
4.1 Bare Action
The bare gravitational action we consider is that of ns scalars with potential V (Φ)
coupled to gravity through the sigma-model metric Gab, where a, b = 1, . . . ns,
Sbare =
∫
drddx
√
g
(
−1
4
R[g] +
1
2
gµνGab(Φ)∂µΦ
a∂νΦ
b + V (Φ)
)
+
+
1
2
∫
ddx
√
γK. (4.1.1)
Here, K ≡ Kmm is the trace of the second fundamental form, which we present later in
eq.(8.1.3). The first integral runs over the (d + 1)-dimensional bulk while the second
integral, the Gibbons-Hawking boundary term, runs over the d-dimensional boundary.
The equations of motion follow from the bulk term only. The counterterms are boundary
terms, and therefore do not modify the equations of motion.
Fake supergravity systems are defined as systems for which the scalar potential V (Φ)
can be derived from a function called superpotential W (Φ) as follows
V (Φ) =
1
2
W aW a − d
d− 1W
2, (4.1.2)
where we have used the notation
W a ≡ GabW b, W a ≡ ∂aW ≡ ∂W
∂Φa
. (4.1.3)
20
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The motivation for the requirement eq.(4.1.2) becomes clear when we consider the
Hamilton-Jacobi method in section 7.3. The equations of motion that follow from the
action are second order differential equations, so there are two independent solutions,
one of which is dominant and the other one is subdominant at the boundary,
Φa(r, x) = Φˆai (r)Φsi(x) + Φˇ
a
i (r)Φri(x). (4.1.4)
where Φsi is the source of the dominant solution Φˆ
a
i and Φri the response of the sub-
dominant solution Φˇai . The indices a and i both run from 1 to ns, the number of
scalars.
Background solutions The fake sugra system allows for background solutions which
are the gravitational duals of renormalization group flows in quantum field theory,
ds2 = dr2 + e2A(r)ηijdx
idxj, φa(r), i, j = 1, . . . d, (4.1.5)
where ηij is the constant Minkowski metric and A(r) is the warp function. The warp
function goes to infinity when r goes to infinity, which allows us to think of A as an
alternative radial coordinate. The domain wall background satisfies the equations of
motion that follow from the fake supergravity action if (but not only if)1 the warp
function A and the scalar background solution φa satisfy
A˙ = − 2W
d− 1 , φ˙
a =Wa. (4.1.6)
Here A˙ ≡ ∂rA, φ˙ ≡ ∂rφ and W ≡W(φ) is the background value of the superpotential.
4.2 Fluctuations around the background
In this thesis, we are only interested in calculating one- and two-point functions. Then
it is sufficient to know the solutions to the equations of motion up to second order in
small fluctuations around the background. Since we want to formulate the fluctuation
dynamics gauge invariantly, we expand the scalar fields in a way that is sigma-model
covariant by using the exponential map [27],
Φa(r, x) = expφ (ϕ)
a = φa(r) + ϕa(r, x)− 1
2
G¯abc(r)ϕb(r, x)ϕc(r, x) + . . . , (4.2.1)
where G¯abc is the sigma-model connection evaluated on the background,
G¯abc ≡
1
2
G¯ab
(
∂cG¯db + ∂bG¯dc − ∂dG¯bc
)
. (4.2.2)
1The Euler-Lagrange equations are second order differential equations, so when we substitute the
domain wall background, we obtain second order differential equations for A and φ. These second
order equations are solved automatically when the first order equations above are satisfied, but not
the other way around. The first order equations for A and φ are therefore sufficient but not necessary,
and thus represent only a subclass of solutions.
CHAPTER 4. FAKE SUPERGRAVITY 22
For further details, see section (4.1) in [2].
To study metric fluctuations, we conveniently rewrite the background eq.(4.1.5) as
ds2 = (n2 + nin
i)dr2 + 2nidrdx
i + γijdx
idxj. (4.2.3)
The matrix γij is the inverse of γij, and is used to raise hypersurface quantities,
γikγ
kj = δji , n
i = γijnj. (4.2.4)
However, indices on the partial derivative are raised with the inverse Minkowski metric,
∂i ≡ ηij∂j,  ≡ ∂i∂i = ηij∂i∂j. (4.2.5)
The source of the boundary metric γsij(x) is defined by
γij(A, x) = e
2Aγsij(x) + . . . (4.2.6)
The metric fluctuations can be written as
n = 1 + ν, ni = νi, γij = e
2A (ηij + hij) . (4.2.7)
All the dependence on the boundary coordinates x in Φa, n, ni and γ comes through the
fluctuations. We recover the background solutions eq.(4.1.5) by setting the fluctuations
to zero.
We decompose νi into longitudinal and transversal parts,
νL ≡ ∂iνi, νiT ≡ Πijνj, (4.2.8)
where the transverse projector is defined by
Πij ≡ δij −−1 ∂i∂j. (4.2.9)
We decompose hij into irreducible components as well,
hij = h
TTi
j + ∂
ij + ∂j
i +
∂i∂j
 H +
δijh
d− 1 . (4.2.10)
Here, hTTij is traceless and transversal, and 
i is transversal,
hTTii = 0, ∂ih
TTi
j = 0, ∂i
i = 0. (4.2.11)
Thus we find the useful relations
∂ih
i
j =  j + ∂j
(
H +
h
d− 1
)
∂i∂
jhij = 
(
H +
h
d− 1
)
hkk = H +
d
d− 1h. (4.2.12)
The following fields are all independent and irreducible,
ϕa, ν, νL, ν
i
T , h
TTi
j , 
i, H, h. (4.2.13)
Chapter 5
Gauge Invariant Fluctuations
 Due to diffeomorphism invariance (or gauge invariance), the degrees of
freedom in eq.(4.2.13) are not all physical degrees of freedom. In this section
we isolate the physical fluctuations from the gauge fields, and recombine the
fluctuations into new fields that are invariant under diffeomorphisms. For
further details, see [2]. 
5.1 Diffeomorphism invariance
Physics is invariant under diffeomorphisms. Consider a diffeomorphism generated by
an infinitesimal vector field ξµ
xµ = expx′ [ξ(x
′)]µ = x′µ + ξµ(x′)− 1
2
Γ[g]µνρ(x
′)ξν(x′)ξρ(x′) +O(ξ3) , (5.1.1)
which again uses the exponential map. Under this coordinate transformation, the scalar
fields transform as Φ→ Φ + δΦ, with δΦ given by
δΦ = ξµ∂µΦ +
1
2
ξµξν∇[g]µ∂νΦ +O
(
ξ3
)
. (5.1.2)
Note that this expression is covariant, since ∂µΦ = ∇[g]µΦ. The metric transforms as
δgµν = ∇[g](µξν) +O
(
ξ2
)
. (5.1.3)
The metric is thus not gauge invariant, and neither are the connections Γ[g]µνρ derived
from it. The important thing is that the gravitational action is invariant, δS = 0. The
situation is analogous to classical electrodynamics. The potential Aµ is not directly
measurable, only the field strength tensor Fµν . Any variation δAµ leading to the same
field strength is therefore physically equivalent. The requirement δFµν = 0 is auto-
matically satisfied by δAµ = ∂µλ, for any arbitrary λ. Since Aµ and Aµ + ∂µλ are
physically equivalent potentials, λ is an unphysical (gauge) degree of freedom of Aµ.
The connections Γ[g]µνρ are the gravitational analogue of the gauge potential Aµ, and ξ
µ
23
CHAPTER 5. GAUGE INVARIANT FLUCTUATIONS 24
is the analogue of λ. Since µ runs from 1 to d+ 1, ξµ encodes d+ 1 unphysical degrees
of freedom of the metric.
As we will show below, we can view the fields i, H and h as unphysical. The scalars
H and h carry one degree of freedom each, and the vector i carries d − 1 degrees of
freedom (i runs from 1 to d, but one degree of freedom is killed by the constraint of
transversality, ∂i
i = 0). In total, i, H and h carry all d+ 1 degrees of freedom of ξµ.
Gauge invariant fields We combine the seven fields in eq.(4.2.13) into five new fields
such that they become invariant under diffeomorphisms (gauge invariant) up to first
order, see [2, 5]:
aa = ϕa +
Wa
4W h+O
(
f 2
)
b = ν + ∂r
(
h
4W
)
+O(f 2)
c = e−2AνL + e−2A
h
4W −
1
2
∂rH +O
(
f 2
)
di = e−2AνiT − ∂ri +O
(
f 2
)
eij = h
TT i
j +O
(
f 2
)
. (5.1.4)
Sets of fields Three sets of fields are distinguished,
I = {aa, b, c, di, eij}, Y = {ϕa, ν, νL, νiT , hTTij}, X = {i, H, h}. (5.1.5)
The fields in I are identified as the physical fields while the fields in X are gauge degrees
of freedom. The inverse relations Y = I +X are
ϕa = aa − W
a
4W h
ν = b− ∂r
(
h
4W
)
e−2Aνi = di + ∂ri +
∂i

(
c− e−2Ah
4W +
1
2
∂rH
)
hTTij = e
i
j. (5.1.6)
Linearized equations of motion The linearized equations of motion for the gauge
invariant fields that follow from the action are derived in section (4.4) of [2], and read
b = −WaW a
a, c =
Wa
W (δ
a
bDr −Mab ) ab, di = 0. (5.1.7)[(
δabDr +Mab −
2d
d− 1δ
a
bW
)(
δbcDr −Mbc
)
+ e−2Aδac 
]
ac = 0. (5.1.8)
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[(
∂r − 2d
d− 1W
)
∂r + e
−2A
]
eij = 0. (5.1.9)
The mass matrix is symmetric,
Mab ≡ DbW a −
W aWb
W
. (5.1.10)
Covariant derivatives The background covariant derivative and sigma-model co-
variant derivative are respectively defined by
DrF
a ≡ d
dr
F a + GabcW bF c, DbF a ≡ ∂bF a + GcabF c. (5.1.11)
On the background we have, see eq.(4.1.6),
DrF a(φ) = φ˙b∂bF a + G¯abcWbF c =Wb
(
∂bF
a + G¯abcF c
)
=WbDbF a. (5.1.12)
Note that eij satisfies the equation of motion of a massless scalar, and that the equations
of motion for eij and a
a are decoupled. These are two advantages of working with gauge
invariant variables.
Solutions Like in eq.(4.1.4), the fluctuations have two independent solutions, one of
which is dominant and the other one is subdominant at the boundary, see eq.(2.10)
in [6]
aa(A, x) = aˆak(A,)ask(x) + aˇak(A,)ark(x)
eij(A, x) = eˆ(A,)eisj(x) + eˇ(A,)eirj(x), (5.1.13)
where ask and e
i
sj are the sources of the dominant solutions aˆ
a
k and eˆ, and ark and e
i
rj the
responses of the subdominant solutions aˇak and eˇ. Since e
i
j is traceless and transversal,
so are its source and response functions. Since the indices a and k both run from 1 to
ns, the number of scalars, the most general solution to the scalar equation of motion
aa(A, x) is therefore an ns × ns matrix. The equations of motion show that we can
expand the dominant solutions as
aˆai (A,) = aˆa0i(A) + aˆa1i(A)e−2A+aˆa2i(A)e−4A2 + . . .
eˆ(A,) = 1 + eˆ1(A)e−2A+eˆ2(A)e−4A2 + . . . (5.1.14)
The leading terms are independent of . We can make a similar expansion for the
subdominant solutions,
aˇai (A,) = aˇa0i(A) + aˇa1i(A)e−2A+aˇa2i(A)e−4A2 + . . . (5.1.15)
Then we can write
aa = aa0 + a
a
1e
−2A+aa2e−4A2 + . . . (5.1.16)
with
aa0 = aˆ
a
0iasi + aˇ
a
0iari, a
a
1 = aˆ
a
1iasi + aˇ
a
1iari, . . . (5.1.17)
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Gauge fields We saw in eq.(3.1.3) that we can obtain field theory one- and two-point
functions by taking functional differentiations of the on-shell, bare supergravity action
with respect to the sources. The sources of the gauge invariant scalar fluctuations are
given by asi(x) and the source of the traceless transverse metric fluctuation is given by
eisj(x), see eq.(5.1.13).
The gauge fields H, h and i do not have equations of motion, and therefore we
can not write them in the form eq.(5.1.13). To calculate correlation functions involving
operators dual to the gauge fields, we must take the functional differentiation of the
on-shell action with respect to the full gauge fields H(r, x), h(r, x) and i(r, x), even
though the gauge fields generally depend on r. The way the gauge fields depend on r
therefore does not affect the correlation functions. This is as it should, because the way
the gauge fields depend on r depends on the choice of gauge. The asymptotic behaviour
of the gauge fields can therefore never cause divergences in the correlation functions, in
contrast to the asymptotic behaviour of a(r, x) and e(r, x).
Zero modes In section (4.4) of [2], one starts with the equations of motion for the
scalars and the normal component and the mixed components of Einsteins equation,
and solves these equations algebraically for b, c and di. However, one assumes that
c 6= 0 in order to derive the equation of motion for b.
The equation of motion for b in eq.(5.1.7) is not valid for zero mode solutions of the
scalars a¯a(r). A zero mode means that the solution depends only on r, not on . From
the scalar equation of motion eq.(5.1.8) we see that a zero mode solution is given by
a¯a ∼ W
a
W , (5.1.18)
which follows directly from the identity
DrW
a
W =M
a
b
Wb
W . (5.1.19)
From this identity also follows that c = 0 for the zero mode solution a¯a, in which case
the equation of motion for b is altered. When we consider the on-shell action, we will
use the equation of motion for b given by eq.(5.1.7), so this excludes the zero modes.
Finally, we notice that in general we may write
Wa
W = cˆiaˆ
a
0i + cˇiaˇ
a
0i, (5.1.20)
where cˆi, cˇi are constants and the zero modes aˆ
a
0i, aˇ
a
0i are the leading terms of the
expansions for aˆai , aˇ
a
i respectively, see eq.(5.1.14).
Chapter 6
Ward Identities
 Dual theories share the same symmetries. Each symmetry has an asso-
ciated Ward identity. Invariance under diffeomorphisms leads to the trans-
lational Ward identity, and invariance under Weyl transformations (only in
aAdS) leads to the conformal Ward identity. Checking explicitly that the
Ward identities are satisfied provides a good consistency check. When a
classical symmetry is broken after quantization, this leads to an anomalous
Ward identity. The most important goal of this section is the concept and
definition of the Weyl anomaly, also known as conformal anomaly [14]. 
6.1 Translational Ward identity
From invariance under diffeomorphisms, see (4.18) in [4],
δγijs = −∇(iξj), δΦsi = ξj∇jΦsi, (6.1.1)
we derive the translational Ward identity
∇i 〈Tij〉 = −〈Oi〉∇jΦsi, (6.1.2)
where Tij is the energy-momentum tensor of the field theory. Since we know 〈Tij〉 only
up to first order, we can keep the right-hand side to first order as well
∇i 〈Tij〉 = −〈Oi〉0 ∂jϕsi +O
(
f 2
)
. (6.1.3)
6.2 Conformal Ward identity
If the gravitational theory is aAdS, its dual field theory is conformal. Consider the
Weyl transformations in a one-scalar system, see eq.(4.20) in [4]
δγijs = −2σγijs , δΦs = −(d−∆)σΦs, (6.2.1)
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where ∆ is the conformal dimension of the tree-level operator dual to the scalar, related
to the spacetime dimension d of the field theory and the square of the scalar mass
m2 = V ′′(0) by
∆ =
d
2
+
√
d2
4
+m2. (6.2.2)
The invariance under the Weyl transformations leads to the conformal Ward identity〈
T ii
〉
+ (d−∆)Φs 〈O〉 = Aˆ, (6.2.3)
where the rescaled conformal anomaly is given by
Aˆ ≡ − lim
A→∞
1√
γs
δScov
δA
. (6.2.4)
The variation is with respect to the explicit cut-off, and therefore comes only from the
counterterm action. Furthermore, we may split the counterterm action into a part that
depends explicitly on the cut-off and a part that does not
Scov(γ,Φ, A) = S¯(γ,Φ) + S˜(γ,Φ, A), (6.2.5)
showing that only S˜ contributes to the anomaly,
Aˆ = − lim
A→∞
1√
γs
δS˜
δA
. (6.2.6)
We will see later that S¯ kills the power divergences from the bare action, while S˜ kills
the logarithmic divergences.
Since we take the limit of the cut-off going to infinity in eq.(6.2.4), the rescaled
anomaly is by definition independent of the cut-off. It is useful to introduce the un-
rescaled conformal anomaly A by the definition
√
γA ≡ √γsAˆ. (6.2.7)
We will refer to both Aˆ and A as “the anomaly” when it is clear from the context
which quantity we intend. Since the right-hand side is finite, the left-hand side is finite
as well, although both
√
γ and A depend on the cut-off. In general, A has a part that
does not explicitly depend on the cut-off A and a part that does, see also eq.(6.2.5),
A(γ,Φ, A) = A¯(γ,Φ) + A˜(γ,Φ, A), (6.2.8)
where we shall refer to A¯ as the linear anomaly and to A˜ as the non-linear anomaly.
The linear anomaly only appears in even dimensions d and the non-linear anomaly
only appears for scalars dual to operators with conformal dimension ∆ = d/2. The
anomalous part of the Lagrangian thus reads
L˜ = −AA¯(γ,Φ)−
∫ A
dA′A˜(γ,Φ, A′). (6.2.9)
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6.2.1 Anomaly, scheme dependence and finite terms
The anomalous part of the counterterm depends explicitly on the cut-off, and therefore
always introduces scheme dependence due to the inherent ambiguity in choosing the
cut-off at any arbitrary finite value. Instead of choosing the cut-off at A, we may just
as well choose the cut-off at A + C, where C is any finite constant, called a scheme
constant.
The general expression for the anomalous Lagrangian thus reads1
L˜ = − (A+ C1) A¯(γ,Φ)−
∫ A+C2
dA′A˜(γ,Φ, A′). (6.2.10)
Making a Taylor expansion in the second term yields
L˜ = −AA¯(γ,Φ)−
∫ A
dA′A˜(γ,Φ, A′)− C1A¯(γ,Φ)− C2A˜(γ,Φ, A) + . . . (6.2.11)
The first two terms are the divergent parts of the anomalous counterterm, the terms
proportional to the scheme constants give the finite contributions, and the terms on the
dots go to zero at the boundary. This is consistent with the fact that
√
γA ≡ √γsAˆ is
finite.
1Both A¯ and A˜ stand for a collection of anomalous terms. Although it was impossible to indicate
here, each anomalous term has its own independent scheme constant in general.
Chapter 7
Holographic Renormalization in
aAdS
 In this section we focus on one-scalar systems in aAdS. We respectively
discuss the standard method and the Hamiltonian-Jacobi method of holo-
graphic renormalization in aAdS. Both methods rely on a Taylor expansion
around the aAdS fixed point, and can therefore not be applied to non-aAdS
backgrounds. 
7.1 Fixed point
The fake supergravity system is general enough to describe both aAdS and non-aAdS
spaces, depending on the choice of the superpotentialW . If we choose a potential with a
fixed point, then the spacetime becomes aAdS. A fixed point means thatW approaches
a non-zero constant value at the boundary,
lim
r→∞
W = −d− 1
2L
. (7.1.1)
We have chosen to write the unknown non-zero constant value in terms of the finite
constant L, because now we find from eq.(4.1.6)
lim
r→∞
A˙ =
1
L
, lim
r→∞
A =
r
L
+ constant, (7.1.2)
where the constant can be removed by a change of coordinate. Then we see that the
metric given by eq.(4.1.5) becomes AdS at the boundary
lim
r→∞
ds2 =
dr2
L2
+ e2r/Lηijdx
idxj. (7.1.3)
Any AdS metric can be brought into this form by a suitable coordinate transformation.
An asymptotically AdS metric metric is defined as
lim
r→∞
ds2aAdS = ds
2
AdS. (7.1.4)
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From eq.(7.1.3), we see that the constant L represents the characteristic AdS length
scale, which is conventionally set to unity, L = 1.
7.1.1 Expansion around the fixed point
For simplicity, we will consider one scalar systems only in the rest of this section. In
aAdS, the leading behaviour of a scalar field on the background is
φ = e−(d−∆)rφs + . . . (7.1.5)
where the background scalar source φs is a constant. The constant ∆ is given by
eq.(6.2.2) and can be interpreted as the conformal scaling dimension of the operator
dual to the scalar. Operators with ∆ < d are called relevant, while operators with
∆ = d are called marginal. For scalar fields dual to relevant operators d > ∆, the fixed
point is zero,
lim
r→∞
φ = 0, (7.1.6)
while for scalars dual to marginal operators d = ∆ the fixed point is a non-zero constant,
lim
r→∞
φ = φs. (7.1.7)
From now on we will consider only relevant operators. Then we have, away from the
background,
lim
r→∞
Φ(r, x) = 0, (7.1.8)
which is true for any finite but otherwise arbitrary value of the source Φs(x). In aAdS
we can always Taylor expand the potential V (Φ) and the superpotential W (Φ) around
the fixed point Φ = 0,
V (Φ) = V (0)+
1
2
V ′′(0)Φ2+. . . , W (Φ) = W (0)+W ′(0)Φ+
1
2
W ′′(0)Φ2+. . . (7.1.9)
The potential V (Φ) has no term linear in Φ. The mass of the scalar m can be found in
the usual way from the quadratic part of the potential,
m2 = V ′′(0). (7.1.10)
Furthermore, for L = 1 we know that V (0) and W (0) are given by, see eq.(7.1.1),
V (0) = −d(d− 1)
4
, W (0) = −d− 1
2
. (7.1.11)
Thus the expansions of V (Φ) and W (Φ) around the fixed point read
V = −d(d− 1)
4
+
1
2
m2Φ2 +
1
3!
v3Φ
3 +
1
4!
v4Φ
4 +O(Φ5)
W = −d− 1
2
+ w1Φ +
1
2
w2Φ
2 +
1
3!
w3Φ
3 +
1
4!
w4Φ
4 +O(Φ5) . (7.1.12)
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We will now determine the coefficients w1, w2, . . . for one-scalar, fake supergravity
systems, which must satisfy eq.(4.1.2),
V =
1
2
(W ′)2 − d
d− 1W
2. (7.1.13)
To lowest order in the expansion around the fixed point, this requires w1 = 0. Thus,
in fake supergravity neither V nor W has a linear term. At quadratic order in the
expansion, eq.(7.1.13) becomes
m2 = w22 + dw2. (7.1.14)
This is a quadratic equation for w2, so there is a sign amibiguity
w2 = −d
2
±
√
d2
4
+m2. (7.1.15)
However, we have the requirement
φ˙ =W ′ = w2φ, (7.1.16)
which has the solution
φ = ew2φs, (7.1.17)
with some constant background source φs. Since we require φ to vanish at the boundary,
we require w2 to be negative. Since the square root is always positive, we must choose
the plus sign to ensure that w2 is always negative, for any d and m,
w2 = −(d−∆), (7.1.18)
where we have used the definition of ∆ from eq.(6.2.2). Our requirement w2 < 0 is only
satisfied for ∆ < d, and hence we consider only these cases.
From the cubic order, we find
w3 =
v3
3∆− 2d, for ∆ 6=
2d
3
. (7.1.19)
If ∆ = 2d/3, the relation between V and W that defines a fake sugra system can not be
satisfied at the cubic order, unless v3 = 0.
1We conclude that fake supergravity systems
in aAdS have the following superpotential
W = −d− 1
2
− d−∆
2
Φ2 +
v3
18∆− 12dΦ
3 +O(Φ4) . (7.1.21)
1 In general, the relation eq.(7.1.13) can not be satisfied (and hence the system is not a fake
supergravity system) if there exists some integer k > 2 such that
∆ =
k − 1
k
d, (7.1.20)
unless the coefficients of the potential vi coincidentally have some specific values. An example is
GPPZ, where ∆ = 3 and d = 4, so for k = 4 we indeed have ∆ = d(k − 1)/k. However, in GPPZ the
values of v3 and v4 are such that this is still a fake supergravity system, see eq.(28) in [17], where the
GPPZ case is discussed below.
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7.2 Standard method
To keep things as simple as possible, we discuss the standard method of holographic
renormalization using as an example the Coulomb Branch Flow in a fixed background
metric. This way we only obtain the scalar counterterms, but this suffices to demon-
strate all features of the standard method. In general one has to include the metric in
each of the steps.
Given a potential V (Φ), the standard method of holographic renormalization con-
sists of the following steps:
1. Taylor expand the potential V (Φ) around the fixed point Φ = 0. The mass term
is given by m2 = V ′′(0) and the conformal dimension ∆ by eq.(6.2.2).
2. Derive the equation of motion for Φ from the bare action using the variational
principle.
3. Find the solution for Φ(x, r) recursively by substituting the ansatz into the equa-
tion of motion, each time using a higher order in the expansion. The result will
be an expansion in e−2r with leading terms
Φ =

e−(d−∆)rΦs + e−∆rΦr + . . . ∆ 6= d
2
e−dr/2 (rΦs + Φr) + . . . ∆ =
d
2
,
(7.2.1)
where Φs(x) is the source and Φr(x) the response. The required order to which
we need to keep the terms in the expanded potential depends on d and ∆. For
example, a term like √
gΦn ∼ e[d−n(d−∆)]r
goes to zero when
n >
d
d−∆ .
4. Substitute the solution for Φ into the bare action Sbare[Φ] to obtain the on-shell
bare action Sbare[Φs, r].
5. Integrate Sbare[Φs, r] over r from zero until the cut-off r to obtain Sbare[Φs, r].
6. Isolate the finite number of divergent terms in Sbare[Φs, r] as r →∞.
7. Define the non-covariant counterterm action Scnt[Φs, r] as minus the divergent
terms from the bare, on-shell action Sbare[Φs, r].
8. The covariant counterterm Scov[Φ, r] is the unique covariant on-shell action that
contains the non-covariant counterterm Scnt[Φs, r] as the only divergent terms,
plus finite terms Sfin[Φs]. The covariant counterterm Scov = Scnt + Sfin can be
found by inverting the expansion Φ(x, r) in terms of Φs(x); that is by writing
Φs(x) in terms of Φ(x, r), up to the required order.
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Let us now discuss each step in more detail, using as an example the Coulomb Branch
Flow (CBF, see section 15), given by the potential
V (Φ) = −3− 2Φ2 +O(Φ3) . (7.2.2)
The mass is given by
m2 = V ′′(0) = −4, (7.2.3)
and the conformal dimension of the operator dual to the scalar follows from eq.(6.2.2),
∆ = 2. The action, with V (Φ) expanded as above, yields an equation of motion for the
scalar that has the solution
Φ(x, r) = e−2r [rΦs(x) + Φr(x)] +O
(
e−4r
)
, (7.2.4)
where the source Φs(x) and the response Φr(x) are two independent, unknown functions
of x. We need to keep terms in the potential including terms of order Φn, where
n =
d
d−∆ = 2. (7.2.5)
Thus, cubic terms of orderO(Φ3) can be neglected. To keep things as simple as possible,
we keep the background metric fixed so we can use the familiar result that AdS is a
maximally symmetric spacetime with constant negative curvature
R[g] = −d(d− 1) = −12, (7.2.6)
where we used d = 4. The action thus reads2
Sbare[Φ] =
∫
drd4x
√
g
(
1
2
gµν∂µΦ∂νΦ− 2Φ2 +O
(
Φ3
))
. (7.2.9)
Since
√
g = e4r, γij = e−2rηij, and Φ ∼ re−2r, the only contributions to the on-shell
action are
Sbare[Φ] =
∫
drd4xe4r
(
1
2
(∂rΦ)
2 − 2Φ2 + . . .
)
. (7.2.10)
Substituting the solution for Φ yields the on-shell, bare action
Sbare[Φs, r] =
∫
drd4x
(
−2rΦs2 + 1
2
Φs
2 − 2ΦsΦr
)
. (7.2.11)
2Notice that the leading (constant) in the potential V (0) = −3 cancelled against the Ricci scalar
− 1
4
R[g] + V (0) = 0. (7.2.7)
This is no coincidence, since in general we have, in aAdS
V (0) = −d(d− 1)
4L2
, R[g] = −d(d− 1)
L2
= 4V (0). (7.2.8)
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Now we perform the integration over r from zero to the cut-off r
Sbare[Φs, r] =
∫
d4x
(
−r2Φs2 + 1
2
rΦs
2 − 2rΦsΦr
)
. (7.2.12)
Notice that the on-shell bare action has only divergent terms; there are no finite contri-
butions. We define the non-covariant counterterm as minus the divergent terms coming
from the bare action
Scnt[Φs, r] =
∫
d4x
(
r2Φs
2 − 1
2
rΦs
2 + 2rΦsΦr
)
. (7.2.13)
Now there is a unique covariant counterterm that contains these divergent terms plus
finite terms
Scov[Φ, r] =
∫
d4x
√
γ
(
1− 1
2r
)
Φ2, (7.2.14)
where the scalars are evaluated at the cut-off, Φ(x, r). The uniqueness is actually only
true up to scheme dependence. Since we could have chosen the cut-off at r+C for any
finite constant C, we find the general counterterm, including the scheme dependence
Scov[Φ, r+C] =
∫
d4x
√
γ
(
1− 1
2 (r + C)
)
Φ2 =
∫
d4x
√
γ
(
1− 1
2r
+
C
2r2
+O(r−3))Φ2,
(7.2.15)
where the scalars are evaluated at the shifted cut-off Φ(x, r + C). The covariant coun-
terterm can be split into the required non-covariant counterterm plus a non-covariant
finite part
Scov[Φ, r + C] = Scnt[Φs, r] + Sfin[Φs, C], (7.2.16)
where the finite part is given by
Sfin[Φs, C] =
∫
d4x
(
Φr
2 − ΦsΦr + C
2
Φs
2
)
. (7.2.17)
By construction, the divergences from the counterterm cancel against those coming
from the bare action, but there are remaining finite terms. The renormalized, on-shell
action is explicitly finite
Sren = Sbare + Scov = Sfin. (7.2.18)
We can now calculate the exact one-point function as follows
〈O〉 = − 1√
γs
δSren
δΦs
= −δSfin
δΦs
= Φr − CΦs. (7.2.19)
The vev is what remains after we put the source to zero, 〈O〉0 = Φr. The vev is non-
vanishing independently of the scheme. This shows that the CBF is a vev flow instead
of an operator flow.
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In this case, the contributions to the one-point function come exclusively from the
counterterms, but this is not always the case. In general, the on-shell bare action has
a finite part as well. In any case the procedure above demonstrates the importance
of using covariant counterterms: the difference between the covariant counterterm Scov
and the non-covariant one Scnt is precisely the finite part Sfin that contributes to the
correlators. Furthermore, covariance of the counterterms ensures that the translational
Ward identity is satisfied. Notice that the standard method relies on the Taylor ex-
pansion of the potential V (Φ) around the fixed point. This restricts the procedure to
aAdS, because in non-aAdS there is no fixed point.
7.3 Hamilton-Jacobi method
The starting point of the Hamilton-Jacobi method is similar to Covariant Holographic
Renormalization, as we will discuss later in section 11. One writes down a general set
of counterterms, where each term is multiplied by some unknown function of the scalar.
Then one determines these functions by requiring that the Hamiltonian constraint is
satisfied. This constraint yields a descent equation at each order in . When the
descent equation can not be resolved completely, the unresolved remainder contributes
to the linear anomaly. For further details, we refer to the original paper [17].
We recall from eq.(9.1.1) that the regularized action is defined as
Sreg = Sbare + Scov, (7.3.1)
where the Lagrangian of the covariant counterterm can be split as follows, see eq.(6.2.5),
Lcov(γ,Φ, A) = L¯(γ,Φ) + L˜(γ,Φ, A). (7.3.2)
Now we make a further split
L¯(γ,Φ) = L¯[0](γ,Φ) + L¯[2](γ,Φ) + . . . (7.3.3)
In the Hamilton-Jacobi method, one assumes that the counterterms are covariant and
that S¯[2k] contains k inverse metrics. Then
L¯[0] = C0(Φ)
L¯[2] = 1
2
C1(Φ) (∇Φ)2 + C2(Φ)R
L¯[4] = . . .
L˜ = −AA¯(γ,Φ)−
∫ A
dA′A˜(γ,Φ, A′). (7.3.4)
The functions C0(Φ), C1(Φ), C2(Φ), . . . are unknown functions of the scalar Φ. The
Hamiltonian constraint yields a number of descent equations that determines the un-
known functions and the anomaly, and therefore the complete covariant counterterms.
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The unknown functions are determined by the parts of the descent equations that can
be resolved, while the linear anomaly A¯ is identified with the remaining part of the
descent equations that can not be resolved (the non-linear anomaly A˜ has to be derived
separately). There are remaining parts at each level of the descent equations, so there
are contributions to the linear anomaly at each level,
A¯ = A¯[0] + A¯[2] + A¯[4] + . . . (7.3.5)
Level 0 descent equation The level zero descent equation reads
V +
1
2
(C ′0)
2 − d
d− 1C
2
0 = 0. (7.3.6)
We remarked in eq.(4.1.2) that in fake supergravity the potential V (Φ) can be derived
from a superpotential W (Φ) as follows
V =
1
2
(W ′)2 − d
d− 1W
2. (7.3.7)
Hence, the level 0 descent equation is automatically satisfied for C0 = −W . Since
this solves the level 0 descent equation completely, there is no remainder and hence no
contribution to the linear anomaly at this level. This means A¯[0] = 0 in fake supergravity
systems.
Level 2 descent equation The level 2 descent equation reads:
0 =
(
−d− 2
d− 1C0C1 + 4C0C
′′
2 −
1
2
C ′0C
′
1 −
1
2
)
(∇Φ)2 +
+ (4C0C
′
2 − C ′0C1)∇2Φ +
(
−2d− 2
d− 1C0C2 + C
′
0C
′
2 +
1
4
)
R. (7.3.8)
We assume that the counterterms are universal, meaning they work for any aAdS
system. Then, functionally independent terms must vanish separately, leading to the
following three descent equations
0 = −d− 2
d− 1C0C1 + 4C0C
′′
2 −
1
2
C ′0C
′
1 −
1
2
0 = 4C0C
′
2 − C ′0C1
0 = −2d− 2
d− 1C0C2 + C
′
0C
′
2 +
1
4
. (7.3.9)
C2 = c0 + c1Φ +
1
2
c2Φ
2 +O(Φ3) . (7.3.10)
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c0 =
1
4(d− 2) , for d 6= 2
c1 = 0
c2 =
(d− 2)(d−∆)
(d− 1)(∆− d/2− 1)c0, for ∆ 6=
d
2
+ 1, d 6= 1
C1 = − 1
2(∆− d/2− 1) +O(Φ) , for ∆ 6=
d
2
+ 1. (7.3.11)
The contributions to the anomaly are those terms of the descent equations that remain
unresolved
A¯[2] = 1
2
(∇Φ)2 + d− 2
8(d− 1)Φ
2R, for ∆ =
d
2
+ 1,
A¯[2] = −1
4
R, for d = 2
A¯[4] = 1
16
(
1
3
R2 −RijRij
)
, for d = 4. (7.3.12)
We refer to section 3.3 of [17] for a derivation of the non-linear anomaly in the Hamilton-
Jacobi method. We simply present the result,
A˜ =

−1
2
(
Φ
A
)2
∆ =
d
2
0 ∆ 6= d
2
,
(7.3.13)
and we notice that the non-linear anomaly is indeed finite
√
γA˜ = −1
2
√
γ
(
Φ
A
)2
∼ 1, for ∆ = d
2
, (7.3.14)
which follows because
Φ = e−dr/2 (rΦs + Φr) ,
√
γΦ2 ∼ r2, for ∆ = d
2
. (7.3.15)
The anomalous part of the counterterm is thus given by, see eq.(6.2.9),
L˜ =

−AA¯ − Φ
2
2A
∆ =
d
2
−AA¯ ∆ 6= d
2
.
(7.3.16)
Summary We can summarize the results of the Hamilton-Jacobi method as follows
Lcov(γ,Φ, A) = L¯(γ,Φ) + L˜(γ,Φ, A), (7.3.17)
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where
L¯ = −W (Φ)− (∇Φ)
2
4(∆− d/2− 1) +
+
(
1
4(d− 2) −
d−∆
8(d− 1)(∆− d/2− 1)Φ
2
)
R + . . . (7.3.18)
The last two terms are not present for d = 2 and ∆ = d/2 + 1. The anomalous part of
the counterterm is given by eq.(7.3.16), and the linear anomaly is given by
A¯ = A¯[0] + A¯[2] + A¯[4] + . . . , (7.3.19)
where A¯[0] = 0 for fake sugra systems, and
A¯[2] =

1
2
(∇Φ)2 + d− 2
8(d− 1)Φ
2R ∆ =
d
2
+ 1,
−1
4
R d = 2
A¯[4] = 1
16
(
1
3
R2 −RijRij
)
, for d = 4. (7.3.20)
7.3.1 Case studies: GPPZ and CBF
Example: GPPZ The GPPZ flow (d = 4) has the following potential
V (Φ) = −3− 3
2
Φ2 − 1
3
Φ4 +O(Φ6) . (7.3.21)
From this we read off
m2 = −3, ∆ = 3, v3 = 0. (7.3.22)
Then we find from eq.(7.1.21) that the GPPZ is a fake supergravity system with super-
potential
W (Φ) = −3
2
− 1
2
Φ2 − 1
18
Φ4 +O(Φ6) . (7.3.23)
The counterterm is given by Scov = S¯ + S˜, where
L¯ = −W (Φ) + 1
8
R, L˜ = −AA¯, (7.3.24)
and A¯ = A¯[0] + A¯[2] + A¯[4], where
A¯[0] = 0, A¯[2] = 1
2
(∇Φ)2 + 1
12
Φ2R, A¯[4] = 1
16
(
1
3
R2 −RijRij
)
. (7.3.25)
The full counterterm (excluding the finite, scheme dependent terms) thus reads
Lcov = −W (Φ) + 1
8
R +
+ A
[
−1
2
(∇Φ)2 − 1
12
Φ2R +
1
16
(
RijRij − 1
3
R2
)]
. (7.3.26)
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Example: CBF The CBF flow (d = 4) has the following potential
V (Φ) = −3− 2Φ2 + 4
3
√
6
Φ3 +O(Φ4) . (7.3.27)
From this we read off
m2 = −4, ∆ = 2, v3 = 4
√
6
3
. (7.3.28)
Then we find from eq.(7.1.21) that the GPPZ is a fake supergravity system with super-
potential
W = −3
2
− Φ2 −
√
6
9
Φ3 +O(Φ4) , (7.3.29)
The counterterm is given by Scov = S¯ + S˜, where
L¯ = −W (Φ) + 1
4
(∇Φ)2 +
(
1
8
+
1
12
Φ2
)
R,
L˜ = −AA¯ − Φ
2
2A
, (7.3.30)
and A¯ = A¯[0] + A¯[2] + A¯[4], where
A¯[0] = 0, A¯[2] = 0, A¯[4] = 1
16
(
1
3
R2 −RijRij
)
. (7.3.31)
Putting everything together, we find
Lcov = −W (Φ) + 1
8
R +
1
16
A
(
RijRij − 1
3
R2
)
− Φ
2
2A
. (7.3.32)
Expanding the superpotential W (Φ) up to quadratic order yields
Lcov = 3
2
+
1
8
R +
1
16
A
(
RijRij − 1
3
R2
)
+
(
1− 1
2A
)
Φ2. (7.3.33)
The last term is exactly what we found earlier in eq.(7.2.15) using the standard method
and keeping the background fixed. The preceding terms are the gravitational countert-
erms.
Part II
Developments
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Chapter 8
Divergences of the Bare Action
 In [6] a counterterm is presented that renormalizes the gauge invariant
scalar fluctuations aa. However, the counterterm is not covariant. Here we
want to renormalize the full system, including the metric fluctuations eij and
even the unphysical fluctuations H, h, , using boundary covariant countert-
erms. The first step towards this goal is to write down the divergences of
the bare action in these gauge invariant variables. 
8.1 Bare Action Redefined
We find it convenient to redefine the fake supergravity action as
Sbare =
∫
drddx
√
g
(
−1
4
R[g] +
1
2
gµνGab(Φ)∂µΦ
a∂νΦ
b + V (Φ)
)
+
+
∫
ddx
√
γ
(
1
2
K −W
)
, (8.1.1)
where we have only added a boundary counterterm proportional to −W (Φ) to the
original definition in eq.(4.1.1). This has the advantage that the expression of the bare
on-shell action in terms of the gauge invariant fluctuations simplifies, as will become
clear below. By Stokes’ theorem, we can rewrite the Gibbons-Hawking boundary term
as a bulk term,
Sbare =
∫
drddxn
√
γ
(
−1
4
(
R +K2 −KijKji
)
+
1
2
gµν∂µΦ
a∂νΦa + V (Φ)
)
+
−
∫
ddx
√
γW (Φ). (8.1.2)
The second fundamental form is given by
Kij = 1
2n
(∇(inj) − ∂rγij) , (8.1.3)
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where the boundary covariant derivative uses the boundary connection
∇inj ≡ ∂inj − Γkijnk. (8.1.4)
For more details on the geometry of hypersurfaces see [2]. The gravitational part of
the action is now given in terms of hypersurface quantities only. We will calculate the
on-shell, bare action following the steps below.
1. Vary the supergravity action with respect to Φa and γij,
1
2. Split the varied action into bulk and boundary terms, and ignore the bulk terms,
3. Expand the boundary part up to second order in the fluctuations ϕa, ν, νL, ν
i
T ,
hij using eq.(4.2.1) and eq.(4.2.7),
4. Decompose hij into the irreducible components h
TTi
j , 
i, H and h using eq.(4.2.10),
5. Eliminate the variables ϕa, ν, νL, ν
i
T , h
TTi
j in favor of the gauge invariant fluctu-
ations aa, b, c, di, eij and the gauge fields 
i, H, h, using eq.(5.1.6),
6. Substitute the equations of motion for b, c and di from eq.(5.1.7) to render the
action on-shell.
8.2 Scalar variation
Variation of Sbare with respect to Φ
a yields the following boundary term
(δΦSbare)∂ =
∫
ddx
√
γ (NµGab∂µΦ
a −W b) δΦb, (8.2.1)
where the subscript ∂ denotes the restriction to boundary terms and Nµ is the inverse
of the vector Nµ normal to the boundary
Nµ = (n, 0), N
µ =
1
n
(1,−ni). (8.2.2)
Expanding eq.(8.2.1) up to quadratic order in the fluctuations yields2
(δΦSbare)∂ = e
dAG¯ab
∫
ddx ((Drϕa)− νWa − ϕcDcWa) δϕb. (8.2.3)
1Variations with respect to n and ni do not yield any boundary terms, and therefore do not
contribute to the on-shell action.
2Thanks to the boundary term that we added to the definition of the bare action (the integral over
−W ), there are no zeroth order terms within the brackets. This would have created a problem, since
after the substitution to gauge invariant variables eq.(5.1.6), the a zeroth order term would oblige us
to use δab up to second order, and the second order terms contain derivatives with respect to r, while
the first order terms do not, see eq.(5.1.4).
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Now we switch to the gauge invariant variables using eq.(5.1.6),
(δΦSbare)∂ = e
dAG¯ab
∫
ddx ((Draa)− acDcWa − bWa)
(
δab − W
b
4W δh
)
. (8.2.4)
Note that the gauge field h has cancelled; we have not set this field to zero by hand.
Finally, we put the action on-shell by using the equation of motion for b from eq.(5.1.7)
up to first order. Then we find
δΦSbare = e
dAG¯ab
∫
ddx ((Draa)−Macac)
(
δab − W
b
4W δh
)
, (8.2.5)
where Mab is defined in eq.(5.1.10). After we put the action on-shell, we may drop the
subscript ∂ because the bulk terms vanish on-shell by definition.
8.3 Metric variation
The variation of the action with respect to the boundary metric yields the following
boundary term
(δγSbare)∂ =
1
8
∫
ddx
√
γn−1
(
γikγjm − γjkγim)(∇(kni) − (∂rγki)− 1
2
Wγmj
)
δγmj. (8.3.1)
Expanding this up to quadratic order in the fluctuations yields
(δγSbare)∂ =
edA
8
∫
ddx
[ (
2e−2A∂kνk − 4νW − 4ϕaWa −
(
∂rh
k
k
))
δhmm +
+
((
∂rh
i
j
)− 2e−2A∂jνi) δhji]. (8.3.2)
Again, the zeroth order terms multiplying the variations have cancelled thanks to the
boundary term. Now we substitute the irreducible components for hij from eq.(4.2.10)
and the gauge invariant variables from eq.(5.1.6),
(δγSbare)∂ =
edA
4
∫
ddx
[
1
2
(
∂re
i
j
)
δeji −
(
2Wb + 2Waaa + ∂idi
)
δH +
−
(
2d
d− 1 (Wb +Waa
a) +
∂id
i
d− 1 − c + e
−2Ah
4W
)
δh
]
. (8.3.3)
The contribution with i has disappeared after partial integration. We need the action
on-shell, so we substitute the equations of motion for b and di from eq.(5.1.7),
δγSbare =
edA
4
∫
ddx
[
1
2
(
∂re
i
j
)
δeji +
+
1
W
(
Wa (Draa)−WaMabab −
e−2A
4
h
)
δh
]
. (8.3.4)
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8.4 Total variation
Adding the scalar variation eq.(8.2.5) to the metric variation eq.(8.3.4) yields
δSbare = e
dA
∫
ddx
[(Draa −Mabab) δaa + 18 (∂reij) δeji − e−2A16W (h) δh
]
. (8.4.1)
Then we find the following expression for the on-shell, bare action up to quadratic order
Sbare =
edA
2
∫
ddx
(
aa
(
G¯abDr −Mab
)
ab +
1
8
eij∂re
j
i −
e−2A
16W hh
)
. (8.4.2)
In general, each of these three terms diverges. These divergences must be cancelled by
three corresponding non-covariant counterterms, which we shall now construct.
Chapter 9
Non-Covariant Counterterms
We construct non-covariant counterterms that cancel the divergences from
the bare action. Since the on-shell, bare action eq.(8.4.2) only has quadratic
terms, so do the non-covariant counterterms, allowing us to only calculate
the two-point functions, not the vevs. We show that the two-point functions
are finite and discuss scheme dependence. 
9.1 Regularization and renormalization
The on-shell bare action Sbare [γij,Φ
a] is a functional of the full boundary metric (in-
cluding fluctuations) γij and the full scalar fields (including fluctuations) Φ
a. We saw in
eq.(8.4.2) that the on-shell, bare action contains divergences in the limit of A→∞. To
regularize it, we assume that A has been cut-off to some finite but arbitrary constant
value, for which we use the same symbol A since the distinction between A as a variable
and as a fixed cut-off should be clear from the context. On the cut-off boundary, we
are going to add a covariant counterterm action Scov that are functionals of γij(A, x)
and Φa(A, x), but may also depend explicitly on the cut-off A. The regularized action
is defined as the sum of the bare action and the counterterms, evaluated at the cut-off
boundary,
Sreg [γij,Φ
a, A] ≡ Sbare [γij,Φa] + Scov [γij,Φa, A] . (9.1.1)
The job of the counterterms is to kill the divergences of the bare action, such that the
regularized action remains finite in the limit where the cut-off goes to infinity. This
limit is by definition the renormalized action,
Sren [γsij(x), γrij(x),Φsi(x),Φri(x)] ≡ lim
A→∞
Sreg [γij(A, x),Φ
a(A, x), A] , (9.1.2)
where the sources γsij(x),Φsi(x) and responses γrij(x),Φri(x) of the boundary metric
and the scalars depend only on the boundary coordinates x. By construction, the
renormalized action is independent of the cut-off,
dSren
dA
= 0. (9.1.3)
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Since we are working to quadratic order in the fluctuations, we must also expand the
counterterm action up to quadratic order in the fluctuations. Later in section 11 we
will see that the expansion of the covariant counterterm action leads to two different
pieces,
Scov = Scnt + Sfin, (9.1.4)
where Scnt kills the divergences from the bare action and Sfin must be finite by itself
because the divergences from the bare action are already cancelled by Scnt. Neither Scnt
nor Sfin is covariant by itself, but their sum is. Before we look for the covariant form of
the counterterms, let us first construct the part Scnt that cancels the divergences from
the bare action.
9.2 Counterterms
The counterterm that renormalizes the scalar fluctuations aa is given by eq.(3.1) in [6]:
edA
2
∫
ddxaaUabab,
where the ns× ns matrix Uab (evaluated on the background) is given by eq.(3.3) in [6]:
Uab(A, φ) ≡Mab − 1
2
aˆ−1i(aDraˆb)i. (9.2.1)
We have written Uab(A, φ) because we assume the background value of the counterterm
matrix comes from a fully covariant matrix Uab(A,Φ), as we will explain later in section
11. Since the metric satisfies the equation of motion of a massless scalar, the counter-
term that renormalizes the traceless transverse metric fluctuations eij follows directly
from the scalar counterterm by setting M = 0 and omitting the indices a, b, i (since
they run from 1 to the number of scalars ns), which allows us to simplify Dr → ∂r,
−e
dA
16
∫
ddxeijT eji ,
where the function T is the analogue of the matrix Uab1
T (A, φ) ≡ eˆ−1∂r eˆ. (9.2.2)
We have written T (A, φ) because we assume the background value of the counterterm
comes from a fully covariant function T (A,Φ). The matrix Uab and the function T are
built from the dominant solutions to the scalar equation of motion aˆai (A) and the metric
1The metric counterterm has a different numerical factor with respect to the scalar counterterm,
and there is a relative sign difference in our definitions of Uab and T .
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equation of motion eˆ(A) respectively. Since these solutions aˆai and eˆ have expansions in
 as given by eq.(5.1.14), we can expand Uab and T in  as well,
Uab(A, φ,) = U0ab(A, φ) + U1ab(A, φ)e−2A+U2ab(A, φ)e−4A2 +O
(
3
)
,
T (A, φ,) = T1(A, φ)e−2A+T2(A, φ)e−4A2 +O
(
3
)
. (9.2.3)
Notice that T0 = 0, because the expansion of eˆ starts with a constant, see eq.(5.1.14).
For the h-fluctuation, we simply add the last term of eq.(8.4.2) with opposite sign,
e(d−2)A
32W
∫
ddxhh.
The non-covariant counterterm then reads
Scnt =
edA
2
∫
ddx
(
aaUabab − 1
8
eijT eji +
e−2A
16W hh
)
. (9.2.4)
The renormalized, on-shell action reads
Sren =
edA
2
∫
ddx
[
aa
(
G¯abDr −Mab + Uab
)
+
1
8
eij (∂r − T ) eji
]
+ Sfin. (9.2.5)
The renormalized action eq.(9.2.5) leads to finite two-point functions for the operators
Oi dual to the scalar sources asi and for the traceless transverse part of the quantum
field theory energy-momentum tensor denoted by T ij , which is the dual operator of
the source eisj. The two-point functions follow from the linear part of the one-point
functions. We can not calculate the vevs because we the terms linear in the sources
asi are contained in the action Sfin, which we do not know yet. In section 11 we take
a covariant approach in which these terms appear automatically. For now, we content
ourselves with the computation of two-point functions.
9.3 Finite two-point functions
The exact one-point function is defined in eq.(3.1.3),
〈Oi〉 = −δSren
δasi
= − δa
a
δasi
δSren
δaa
= −
(
aˆai +
∂arj
∂asi
aˇaj
)
δSren
δaa
, (9.3.1)
where we have used eq.(5.1.13) in the last step. Since the sources are not set to zero, the
linear part of the exact one-point function carries information for the two-point function.
Since we do not yet know Sfin, we can so far calculate only the linear contribution to
the one-point function, denoted by the subscript 1,
〈Oi〉1 = −
(
aˆai +
∂arj
∂asi
aˇaj
)(
G¯abDr −Mab + Uab
)
(aˆal asl + aˇ
a
l arl) . (9.3.2)
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The calculation is done in section 3.1 of [6] and the result is given by eq.(3.7) of that
paper,
〈Oi〉1 = Zijarj +
1
2
Z˜ijasj, (9.3.3)
where the matrices Zij and Z˜ij are given by eq.(3.4) in the same paper,
Zij() = edA
[
(Draˆ)i · aˇj − aˆi · (Draˇ)j
]
, Z˜ij() = edA (Draˆ)[i · aˆj], (9.3.4)
where the antisymmetrization brackets are defined without any numerical factor. It
follows from the scalar equation of motion eq.(5.1.8) that these matrices are independent
of r, and hence that the one-point function is finite in the limit r →∞. They do depend
on , so we can write2
Zij() = Z0ij + Z1ij +Z2ij 2 + . . . , Z˜ij() = Z˜0ij + Z˜1ij +Z˜2ij 2 + . . .
(9.3.5)
The calculation of the one-point function for T ij is completely analogous, and the result
reads3 〈T ij 〉 = 14Y eirj, (9.3.6)
where Y is the equivalent of the matrix Z,
Y ≡ edA (eˆ∂r eˇ− eˇ∂r eˆ) . (9.3.7)
From the metric equation of motion eq.(5.1.9) one can show that Y is independent of
r. Notice there is no term proportional to eisj in eq.(9.3.6). This follows because the
matrix Z˜ij is antisymmetric, so its analogue for the metric Y˜ is zero.
From the exact one-point functions one can immediately obtain the two-point func-
tions by functionally differentiation with respect to the sources once more. The results
are
〈Oi(x)Oj(y)〉 = Zik δark
δasj
+
1
2
Z˜ijδ(x− y),
〈T ij (x)T mn (y)〉 = 14Y δeirj(x)δensm(y) . (9.3.8)
2Since the matrices do not depend on A, we do not include factors of e−2A in the expansion.
3The traceless transverse part of the quantum field theory energy-momentum tensor T ij can be
obtained from the full energy-momentum tensor T ij using the projection,
T ij ≡ ΠikjlT lk,
where the traceless transverse projector is given by eq.(C.2.5).
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9.4 Scheme dependence
As explained in section (3.3) of [6], the decomposition eq.(5.1.13) of a and e into domi-
nant and subdominant solutions is not unique. Let us consider the scalars first. We will
omit the index a for simplicity. We have the freedom to reshuﬄe the decomposition as
follows,
aˆ′i = Λij aˆj + λij aˇj, aˇ
′
i = µij aˇj, (9.4.1)
where the non-degenerate matrices Λij, λij and µij are polynomials in . Under this
transformation, the matrices Zij and Z˜ij transform as
Z˜
′
ij = ΛikΛjlZ˜kl + (Λikλjl − Λjkλil)Zkl
Z ′ij = ΛikµjlZkl, (9.4.2)
while the source and response functions transform as
as
′
i = asj
(
Λ−1
)
ji
, ar
′
i =
[
arj − asl
(
Λ−1
)
lk
λkj
] (
µ−1
)
ji
. (9.4.3)
Finally, the QFT two-point function transforms as
〈OiOj〉′ = ΛikΛjl 〈OkOl〉 − 1
2
(Λikλjl + Λjkλil)Zkl. (9.4.4)
We see that the matrix Λij induces a rotation of the basis of the operators, while λij
changes the contact terms. The contact terms do not influence physical scattering
amplitudes, so changing them corresponds to changing the renormalization scheme. As
argued in [6], it is reasonable to assume that the matrix Λij and µij can always be
chosen such that Z ′ij = δij, and λij can always be chosen such that Z˜
′
ij = 0.
For the metric, the only freedom we have is
eˆ′ = Λeˆ + λeˇ, eˇ′ = µeˇ, (9.4.5)
where we omitted indices i and j for simplicity. Under this transformation, the matrix
Y and the source es and response functions transform as
Y ′ = ΛµY , e′s = Λ
−1es, e
′
r = er − Λ−1λes. (9.4.6)
Finally, the QFT two-point function transforms as〈T ij T kl 〉′ = Λ2 〈T ij T kl 〉− ΛλY . (9.4.7)
Again we assume that we can always choose Λ and µ such that Y ′ = 1.
CHAPTER 9. NON-COVARIANT COUNTERTERMS 51
9.4.1 Scheme dependence and finite terms
This shows that changing the renormalization scheme is equivalent to adding finite
terms to the action. Consider the scheme transformation eq.(9.4.1) with Λij = µij = δij,
aˆ′i = aˆi + λij aˇj, aˇ
′
i = aˇi. (9.4.8)
Then the linear part of the one-point function transforms to
〈Oi〉′1 = Z ′ijar′j +
1
2
Z˜
′
ijas
′
j, (9.4.9)
which reads, using eq.(9.4.2) and eq.(9.4.3),
〈Oi〉′1 = 〈Oi〉1 − λkjZijask + λjkZikasj − λikZjkasj. (9.4.10)
Since (aa)′ = aa, the only scheme dependence in the one-point function comes from Uab,
1
2
δ
δasi
edAaaU ′abab =
1
2
δ
δasi
edAaaUabab − λkjZijask + λjkZikasj − λikZjkasj, (9.4.11)
from which we derive that the scheme change corresponds to adding a finite term to
the action,
edAaaU ′abab = edAaaUabab − asiλkjZijask. (9.4.12)
The last two terms in eq.(9.4.11) have cancelled each other. Similarly, if we change the
scheme according to eq.(9.4.5) with Λ = µ = 1
eˆ′ = eˆ + λeˇ, eˇ′ = eˇ, (9.4.13)
then we find
edAeijT ′eij = edAeijT eij + λeisjY ejsi, (9.4.14)
which is consistent with, see eq.(9.3.6) and eq.(9.4.6),〈T ij 〉′ = 14Y (eirj)′ = 14Y (eirj − λeisj) . (9.4.15)
Chapter 10
Differential Equations for
Counterterm Matrices
 We derive first order differential equations for the counterterm matrices
Uab and T . We can use these differential equations to find the counterterm
matrices Uab and T by solving the differential equations, as we show later
in the case studies in sections 14, 15, 16 and 17. 
10.1 Counterterm Matrix
Eq.(9.2.1) shows that we can write the symmetric counterterm matrix as
Uab = 1
2
(
U˜ab + U˜ ba
)
, (10.1.1)
where we have defined the non-symmetric matrix
U˜ab ≡Mab − aˆ−1ia Draˆib = −aˆ−1ia (δcbDr −Mcb) aˆic. (10.1.2)
Then we find
DrU˜ab = −
(Draˆ−1ia ) (δcbDr −Mcb) aˆic − aˆ−1ia Dr [(δcbDr −Mcb) aˆic] . (10.1.3)
We simplify the first term using some algebra,
− (Draˆ−1ia ) (δcbDr −Mcb) aˆic = (aˆ−1)di aˆ−1ja (Draˆjd) (δcbDr −Mcb) aˆic
= U˜db
(
U˜ad −Mad
)
, (10.1.4)
and we simplify the second term using the scalar equation of motion eq.(5.1.8),
− aˆ−1ia Dr [(δcbDr −Mcb) aˆic] = G¯abe−2A−Mdb U˜ad − dA˙U˜ab. (10.1.5)
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Combining this yields(
Dr + dA˙
)
U˜ab = G¯abe−2A−MadU˜db −Mdb U˜ad + U˜dbU˜ad. (10.1.6)
We can write this back in terms of the symmetric matrix Uab, except for the last term,(
Dr + dA˙
)
Uab = G¯abe−2A−Mc(aU b)c + U˜ caU˜ bc. (10.1.7)
When we expand this in  as in eq.(9.2.3), we find the following differential equations1
0 =
(
Dr + dA˙
)
U0ab +Mc(aU0b)c − U˜ c0aU˜0bc
G¯ab =
(
Dr + (d− 2)A˙
)
U1ab +Mc(aU1b)c − U˜ c0(aU˜1b)c. (10.1.8)
10.2 Counterterm Function
We obtain the analogue of the differential equation for Uab eq.(10.1.7) for T by setting
M = 0 and substituting Uab → −T : 2(
d
dr
− dA˙
)
T = −e−2A−T 2. (10.2.1)
Again, we expand T as in eq.(9.2.3)
T = T1e−2A+T2e−4A2 +O
(
3
)
. (10.2.2)
Then we find the analogue of eq.(10.1.8)(
d
dr
+ (d− 2)A˙
)
T1 = −1,
(
d
dr
+ (d− 4)A˙
)
T2 = −T21. (10.2.3)
Since T1(A, φ) is a function of the cut-off A and the scalars φa, we can rewrite its
differential equation as(Wa
W Da −
2
d− 1∂A −
2(d− 2)
d− 1
)
T1 = − 1W . (10.2.4)
This relation is only true on the background, since we have used eq.(5.1.12). Similarly,
we have (Wa
W Da −
2
d− 1∂A −
2(d− 4)
d− 1
)
T2 = −T1
2
W . (10.2.5)
1There are also differential equations for U2ab, U3ab and so on, but we will not need them.
2The minus sign comes from our definition T ≡ eˆ−1∂r eˆ.
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10.3 Away from the Background
The differential equations are also valid away from the background,
0 =
(
Dr + dA˙
)
U0ab +M
c
(aU0b)c − U˜
c
0aU˜0bc
Gab =
(
Dr + (d− 2)A˙
)
U1ab +M
c
(aU1b)c − U˜
c
0(aU˜1b)c. (10.3.1)(
d
dr
+ (d− 2)A˙
)
T1 = −1,
(
d
dr
+ (d− 4)A˙
)
T2 = −T12. (10.3.2)
Chapter 11
Boundary Covariant Counterterms
 In section 9, we obtained the non-covariant counterterm action Scnt that
cancel the divergences from the bare action. In this section we show how a
covariant counterterm action Scov reproduces Scnt plus another part Sfin that
is finite by itself and has terms of zeroth and linear order in the fluctuations,
from which we can calculate the vacuum energy and the vevs of the operators
dual to the bulk scalars. 
The start of our method is similar to the Hamilton-Jacobi method, so let us review the
first steps.
11.1 Comparison to Hamilton-Jacobi method
In the Hamilton-Jacobi method, one starts with the general counterterm
Lcov(γ,Φ, A) = L¯(γ,Φ) + L˜(γ,Φ, A), (11.1.1)
where
L¯(γ,Φ) = L¯[0](γ,Φ) + L¯[2](γ,Φ) + . . . (11.1.2)
Each term in L¯ is fully covariant, which means that none of the terms depends explicitly
on the cut-off, so we can write
L¯[0] = C0(Φ)
L¯[2] = 1
2
C1(Φ) (∇Φ)2 + C2(Φ)R
L¯[4] = . . . (11.1.3)
The functions C0(Φ), C1(Φ), C2(Φ), . . . are unknown functions of the scalar Φ only, not
of the cut-off A. The only explicit cut-off dependence is in the anomaly
L˜ = −AA¯(γ,Φ)−
∫ A
dA′A˜(γ,Φ, A′). (11.1.4)
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Putting everything together, the counterterm reads
Lcov = C0(Φ) + C1ab(Φ)∇nΦa∇nΦb + C2(Φ)R + . . .+
− AA¯(γ,Φ)−
∫ A
dA′A˜(γ,Φ, A′). (11.1.5)
The functions C0, C1, C2, . . . and the linear anomaly A¯ are simultaneously determined
by the recursive descent equations, while A˜ has to be derived separately. By definition,
A¯ is the remaining part of the descent equations that can not be resolved. There are
remaining parts at each level of the descent equations, so we can write
A¯ = A¯[0] + A¯[2] + A¯[4] + . . . (11.1.6)
An important ingredient in the Hamilton-Jacobi method is the expansion of the poten-
tial around the fixed point. Only then can we solve the descent equations for a generic
potential. Unfortunately, the expansion around the fixed point is only possible in aAdS.
Since our goal is to find a holographic renormalization procedure in general spacetimes,
we can not take this step.
Instead of expanding around the fixed point, we will now expand the general counter-
term around the background. Since we are interested in calculating two-point functions,
an expansion up to quadratic order in the fluctuations is sufficient. Another important
difference between our method and the Hamilton-Jacobi method, is that we will allow
the functions C0(Φ, A), C1(Φ, A), C2(Φ, A), . . . to depend not only on the scalars Φ
a but
also explicitly on the cut-off A. This has the advantage that we can treat the anomalous
terms simultaneously. Finally, we do not determine the functions C0, C1, C2, . . . by de-
scent equations that follow from the Hamiltonian constraint, but by making the simple
requirement that all correlators that follow from it have to be finite. This requirement
can be split in two steps:
1. The non-covariant counterterm Scnt given by eq.(9.2.4) has to be contained in the
covariant one Scov = Scnt + Sfin,
2. The remaining terms contained in Sfin all have to be finite.
Both requirements are necessary and sufficient to determine the covariant counterterm
completely. We compare our method to the Hamilton-Jacobi method in table 11.1.
11.2 Covariant Holographic Renormalization
We want to find a gravitational theory whose dual field theory is invariant under trans-
lations. The gravitational theory must share the same symmetry, so it must be trans-
lationally invariant as well, but only on the d dimensional boundary where the field
theory lives. The translational invariance is guaranteed if we work with counterterms
that are boundary covariant. That means that the action must be covariant with re-
spect to the boundary coordinates x, but not necessarily with respect to the radial
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Hamilton-Jacobi method Covariant Holographic
Renormalization
C0(Φ), C1(Φ), C2(Φ), . . . C0(Φ, A), C1(Φ, A), C2(Φ, A), . . .
Expansion around aAdS fixed point Expansion around background
Determine counterterms by Determine counterterms by
Hamiltonian constraint requiring finite correlators
coordinate r. Thus the counterterm may explicitly depend on the cut-off r, where it is
defined. Terms that depend explicitly on the cut-off always lead to scheme dependence,
since we always have the freedom to redefine the arbitrary cut-off value by shifting it
with any finite constant.
The most general boundary covariant counterterm reads1
Lcov = C0 + C1ab∇iΦa∇iΦb + C2ab∇2Φa∇2Φb + C3∇i∇jΦa∇i∇jΦb +
+ C4R + C5R
2 + C6R
ijRij + C7R
klmnRklmn +
+ C8a∇iΦa∇iR + C9∇2R +O
(
3
)
. (11.2.1)
We have not included the term ∇i∇jRij because it is related to ∇2R by the Bianchi
identity. We can leave out even more terms since we are going to expand this up
to second order only. For example, to second order RklmnRklmn is a combination of
R2 and RijRij, and ∇i∇jΦa∇i∇jΦb can be partially integrated to be proportional to
∇2Φa∇2Φb. Finally, we have, using that R is linear in the fluctuations and dropping
boundary terms
C9∇2R = − (∇iC9)∇iR = − (DaC9) (∇iϕa)∇iR +O
(
f 3
)
. (11.2.2)
To second order, this term has the same structure as the term
C8a
(∇iΦa)∇iR = C8a (∇iϕa)∇iR +O(f 3) . (11.2.3)
We will therefore keep only the term (∇iΦa)∇iR, since then we do not have to worry
about integrability of the function C9. To second order, we therefore find the following
boundary covariant counterterms
Lcov = U0 − 1
2
U1ab∇iΦa∇iΦb + 1
2
U2ab∇2Φa∇2Φb +
− 1
4
T1R− 1
4
T2R
ijRij +BR
2 +
1
4
Ca∇iΦa∇iR +O
(
3
)
.
(11.2.4)
1We may also introduce similar counterterms but with additional insertions of the background
covariant differential operator Dr. However, we shall argue that the counterterms given here are
sufficient.
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For future convenience we inserted numerical factors and used the names U0, U1ab,
U2ab, T1, T2, B, Ca for the unknown functions of A and Φ
a. In the following we will
use the notation
U0a ≡ DaU0, U0ab ≡ DaDbU0, (11.2.5)
where U0(A, φ) is the background value of U0(A,Φ). Similarly, we denote the back-
ground values of U1ab, U2ab, T1, T2, B and Ca by U1ab, U2ab, T1, T2, B, Ca respectively.
Expanding the counterterms up to second order in the fluctuations yields, up to O(3),
√
γLcov = e
dA
2
aa
(U0ab + U1abe−2A+U2abe−4A2) ab + e(d−2)A
32W hh+
− e
dA
16
eij
(T1e−2A+T2e−4A2) eji + edA32 h
[
WaWb
W2 U0ab +
+
(WaWb
W2 U1ab +
2(d− 2)
d− 1 T1 − 2
Wa
W DaT1 −
1
W
)
e−2A+
+
(WaWb
W2 U2ab + 32B − 2
Wa
W Ca −
2d
d− 1T2
)
e−4A2
]
h+
+
edA
4
aa
[
− W
b
W U0ab +
(
DaT1 − W
b
W U1ab
)
e−2A+
+
(
Ca − W
b
W U2ab
)
e−4A2
]
h+ edAU0
[
1 +
1
2
H +
d
2(d− 1)h+
− 1
4
emk e
k
m +
1
2
k k − 1
8
H2 +
d− 2
4(d− 1)
(
H +
d
2(d− 1)h
)
h
]
+
+ edAU0a
(
1 +
1
2
H +
d
2(d− 1)h
)(
aa − W
a
4W h
)
. (11.2.6)
Details of this calculation can be found in appendix B. The last term is just
√
γϕaU0a up
to quadratic order. To obtain the required counterterm Scnt given by eq.(9.2.4), we must
identify the functions U0ab, U1ab, U2ab, T1, T2 with the coefficients of the expansions of
the matrix Uab and T respectively. The matrix Uab is defined by eq.(9.2.1), the function
T is defined by eq.(9.2.2), and their expansions are given by eq.(9.2.3). We anticipated
this result by giving already the correct names U0, U1ab, U2ab, T1, T2 to the functions
in the counterterm. Using these identifications, the first three terms provide precisely
to the required counterterm Scnt given by eq.(9.2.4).
2 Since Scov = Scnt + Sfin, the
remaining terms form the finite part of the counterterm action Sfin.
We still have the freedom to choose B and Ca. These functions appear at the
order 2 in the finite part of the action Sfin, and they must be chosen such that the
correlators are finite at order 2. We have enough freedom to ensure that the action is
2We have simply added the required term proportional to hh on the first line and subtracted the
same term on the third line.
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finite at order 2. First, we can choose Ca such that the term proportional to aa2 h
in eq.(11.2.6) is finite, and then we still have the freedom to choose B such that the
term proportional to h2 h in eq.(11.2.6) is finite too. Then, the whole action is finite
at order 2.
We might even choose B and Ca such that the terms proportional to a
a2 h and
h2 h are zero, which would fix the functions B and Ca unambiguously, but this re-
quirement is too strong. We will therefore leave the functions B and Ca as unknown,
and we keep in mind that they give us enough freedom to kill all divergences at order
2.
Vacuum energy The forelast term in eq.(11.2.6) contributes e ≡ edAU0 to zeroth
order in the fluctuations. In eq.(C.2.16) we show that the vacuum energy density is
given by 〈
T ij
〉
0
= δije, (11.2.7)
where T ij is the energy momentum tensor of the quantum field theory. The requirement
that aaUabab yields the right counterterm fixes only U0ab ≡ DaDbU0 rather than U0.
We have the equivalence relation
U0 ∼ U0 + f(A), (11.2.8)
where f(A) is a function only of A and therefore boundary covariant. In other words,
adding any function f(A) to the action is boundary covariant and does not affect the
matrix U0ab, but it does affect the vacuum energy,
e ∼ e+ edAf(A). (11.2.9)
We will choose f = −U0, such that e = 0. Then we can forget about the forelast term
in eq.(11.2.6).
Recombination We saw that the matrix components U0ab, U1ab, U2ab, T1 and T2
combine to form the full matrices Uab and T in Scnt. This seems to be happening in
the finite part Sfin as well. Let us choose
B = d− 2
8(d− 1)T2 + . . . , Ca = DaT2 + . . . (11.2.10)
where the terms on the dots allow for other terms that may be needed to obtain finite
correlators. Now we use the differential equations for T1 and T2, given by eq.(10.2.4)
and eq.(10.2.5), to eliminate T1 and T2 in favor of DaT1 and DaT2. Then the finite part
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of the counterterm becomes
√
γLfin = e
dA
4
(
aa − W
a
8W h
)[
DaT0 − W
b
W U0ab +
+
(
DaT1 − W
b
W U1ab
)
e−2A+
+
(
DaT2 − W
b
W U2ab + . . .
)
e−4A2
]
h+
− e
dA
16(d− 1)h
(
∂AT0 + e−2A∂AT1+e−4A∂AT22
)
h+
+ edAU0a
(
1 +
1
2
H +
d
2(d− 1)h
)(
aa − W
a
4W h
)
. (11.2.11)
We included terms with T0 = 0 just to show that we indeed recover the full matrices
Uab and T ,
√
γLfin = e
dA
4
(
aa − W
a
8W h
)(
DaT − W
b
W Uab +O
(
2
))
h− e
(d−2)A
16(d− 1)∂AT1hh+
+ edAU0a
(
1 +
1
2
H +
d
2(d− 1)h
)(
aa − W
a
4W h
)
. (11.2.12)
We see the full matrices Uab and T appear in the first term. In the second term appears
the component T1, but it may be that the functions B and Ca give contributions propor-
tional to e(d−4)A∂AT2h2 h as we have indicated on the forelast line of eq.(11.2.11), and
we have left this possibility implicit in the O(2) ambiguity that we indicated. Notice
that this ambiguity affects only terms proportional to aa2 h and h2 h, and not the
other terms in the action. The vector U0a is not a component of some expansion.
Our choices for B and Ca in eq.(11.2.10) yield the following counterterms
(DaT2)∇iΦa∇iR, −1
4
T2
(
RijRij − d− 2
2(d− 1)R
2
)
.
The desired term proportional to DaT2 comes more naturally from the counterterm
proportional to T2∇2R, which we left out because to quadratic order it is equivalent
to the counterterm proportional (DaT2)∇iΦa∇iR, as we showed in eq.(11.2.2) and
eq.(11.2.3). In d = 4 the fraction in the last term gives the correct factor of minus one
third. The total, on-shell, renormalized action is given by
√
γLren = e
dA
2
aa
(
G¯abDr −Mab + Uab
)
ab +
edA
16
eij (∂r − T ) eji +
+
edA
4
h
(
DaT − W
b
W Uab +O
(
2
))(
aa − W
a
8W h
)
− e
(d−2)A
16(d− 1)T1hh+
+ edAU0a
(
1 +
1
2
H +
d
2(d− 1)h
)(
aa − W
a
4W h
)
. (11.2.13)
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Finite correlation functions In the next section we will show that the renormalized
action leads to finite correlation functions. The correlation functions are obtained from
the action by functional differentiation with respect to the sources asi(x) and e
i
sj(x)
of the fluctuations aa(A, x) and eij(A, x), see eq.(5.1.13), and the full gauge fields H,
h, and i. The dependence on A of the gauge fields, which does not follow from an
equation of motion but depends on the choice of gauge, is therefore irrelevant as it does
not affect the physical correlators. Since the first line of eq.(11.2.13) is renormalized by
contruction and the rest of the action, given explicitly by eq.(11.2.12), depends only on
the fluctuations aa, H and h, all we have to do is to show that the parts multiplying
the source asi and the gauge fields H, h go to finite values at the boundary. After
functional differentiation of the finite action eq.(11.2.12) with respect to the sources asi
and the gauge fields H, h the following combinations appear in the one-point functions,
aR ≡ e(d−2)AT1
v ≡ −edAU0aW
a
W
xi() ≡ edA ∂a
a
∂asi
(
DaT − W
b
W Uab +O
(
2
))
w() ≡ edAW
a
W
(
DaT − W
b
W Uab +O
(
2
))
vi() ≡ −edAU0a ∂a
a
∂asi
. (11.2.14)
In the next section we will prove that these combinations approach finite values at the
boundary, under reasonable assumptions. Notice that aR and v do not depend on ,
while the other expressions are expansions up to quadratic order in .
We can expand w and xi in  as follows,
w() = w0 + w1+w22, xi() = x0i + x1i+x2i2, (11.2.15)
where each order in  has to be finite by itself. We already noticed that we can always
choose the counterterms proportional to B and Ca such that w2 and x2i are finite. We
therefore only need to prove the finiteness up to first order in .
CHAPTER 11. BOUNDARY COVARIANT COUNTERTERMS 62
11.3 Anomaly
Finite correlation functions automatically imply a finite anomaly. Nevertheless, we find
it convenient to discuss both at the same time, so let us calculate the rescaled anomaly
Aˆ from our action, to first order in the fluctuations. The first order terms in the
full renormalized action can come only from the following two terms of the covariant
counterterm, given by eq.(11.2.4)
Scov =
∫
ddx
√
γ
(
U0(A,Φ)− 1
4
T1(A,Φ)R
)
+O(f 2) . (11.3.1)
The anomaly comes from the explicit dependence on A, see eq.(6.2.4),
Aˆ ≡ − 1√
γs
δScov
δA
= −edA∂AU0(A,Φ) + 1
4
edA∂AT1(A,Φ)R +O
(
f 2
)
. (11.3.2)
Keeping only the terms up to linear order yields
Aˆ = −edA∂AU0 − edAϕa∂AU0a − 1
4
e(d−2)A∂AT1h+O
(
f 2
)
. (11.3.3)
Let us define
a ≡ −edA∂AU0, aR ≡ e(d−2)A∂AT1. (11.3.4)
Then we find
Aˆ = a− edAϕa∂AU0a − 1
4
aRh+O
(
f 2
)
. (11.3.5)
Chapter 12
Renormalized Action
 We will now prove that, under some reasonable assumptions, the renor-
malized action eq.(11.2.13) is free of divergences. This is straightforward
to zeroth order in . To first order, we must assume that the vevs of the
operators dual to the bulk scalar sources are finite. The strategy consists
of three steps. First, we show that aR and v are finite. Then we show that
the next two terms in the list above are finite to zeroth order in . Then
we assume that the last term is finite to all orders in , which we need to
show that the action is also finite at first order in . 
12.1 Two finite functions
Let us start by considering aR, which appears both in the anomaly and in the renor-
malized action eq.(11.2.13).
There exists an intimate relation between the homogeneous solutions to the linear
differential equations for T1 and T2 given eq.(10.3.2), the explicit cut-off dependence
in the anomalous counterterms and scheme dependence. A linear differential equation
has a particular solution and a homogeneous solution, where the homogeneous solution
can be multiplied by any finite constant. Looking at eq.(10.3.2), we see that T1 and T2
satisfy linear differential equations with known homogeneous solutions,
T1 = particular + cT1e
−(d−2)A, T2 = particular + cT2e−(d−4)A. (12.1.1)
Here, cT1 and cT2 are arbitrary finite constants with the interpretation of scheme con-
stants. Indeed, in the action eq.(11.2.4) we have
√
γT1R,
√
γT2R
ijRij. (12.1.2)
The contributions to the action due to the homogeneous solutions are
cT1e
−(d−2)A√γR, cT2e−(d−4)A√γRijRij. (12.1.3)
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These terms are finite, since
√
γ ∼ edA and Rij ∼ e−2A. We see that the homogeneous
solutions are related to adding finite terms to the action, which is related to scheme
dependence, as we saw in subsection 9.4. We also know that the explicit dependence
on the cut-off is directly related to scheme dependence, since we can always add any
finite constant to the cut-off. The general solutions, including the scheme dependence,
are therefore
T1(A+ CT1,Φ), T2(A+ CT2,Φ), (12.1.4)
where CT1 and CT2 are scheme constants (in general not equal to cT1 and cT2). We can
always choose the cut-off A large enough with respect to the finite constants CT1 and
CT2 such that we can Taylor expand around the small ratios CT1/A and CT2/A,
T1(A+ CT1,Φ) = T1(A,Φ) + CT1∂AT1(A,Φ)
T2(A+ CT2,Φ) = T2(A,Φ) + CT2∂AT2(A,Φ). (12.1.5)
Since we have changed the renormalization scheme, this should be equivalent to adding
finite terms to the action mutliplied by arbitrary scheme constants. Indeed, comparing
eq.(12.1.5) to eq.(12.1.1), we read off
∂AT1 ∼ e−(d−2)A, ∂AT2 ∼ e−(d−4)A, (12.1.6)
which shows that aR goes to a constant at the boundary.
Before we move on to v, let us first consider
a ≡ −edA∂AU0. (12.1.7)
In the action we have
√
γU0(A,Φ). If U0 is independent of the explicit cut-off A then
a = 0 identically. If U0(A,Φ) depends on A, we can always change the scheme such
that √
γU0(A+ C,Φ) =
√
γU0(A,Φ) + C
√
γ∂AU0(A,Φ) + . . . , (12.1.8)
where the second term is finite, because it comes from changing the scheme. Thus, a is
finite. Since according to eq.(11.2.9) we can always choose e to be a constant, we have
0 =
de
dA
=
d
dA
(
edAU0
)
= edA
(
dU0 − d− 1
2
Wa
W U0a + ∂AU0
)
, (12.1.9)
from which we find the relation,1
a = de+
d− 1
2
v. (12.1.10)
1This is just the conformal Ward identity up to zeroth order in the fluctuations, see eq.(6.2.3),
eq.(C.2.16) and eq.(C.3.2),
Aˆ0 =
〈
T kk
〉
0
+ φs 〈O〉0 ,
where φs is the background value of the scalar source
φs =
d− 1
2
cˆ.
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Since e and a are constants, so is v. For completeness, let us show that all terms in the
anomaly eq.(11.3.5) are finite. From eq.(12.1.8) we find that
√
γ∂AU0(A,Φ) is finite,
so its derivation with respect to the sources ϕsi(x), which do not depend on A, is finite
as well,
finite = edA
∂
∂ϕsi
∂AU0 = e
dA ∂ϕ
a
∂ϕsi
∂
∂ϕa
∂AU0 = e
dA ∂ϕ
a
∂ϕsi
∂AU0a.
This remains finite on the background,
ai ≡ edA ∂ϕ
a
∂ϕsi
∂AU0a = finite. (12.1.11)
Since the sources ϕsi do not depend on A, it follows
edAϕa∂AU0a = finite. (12.1.12)
We have now shown that all terms in the anomaly eq.(11.3.5) are finite. Since ϕa is
related to aa by eq.(5.1.6), we find
edAaa∂AU0a = finite. (12.1.13)
12.2 Zeroth order terms
We will now prove that x0i and w0 are finite. We can give an explicitly finite expression
for x0i by considering the identity
x0i = −edA ∂a
a
0
∂asi
U0abW
b
W = −e
dA ∂a
a
0
∂asi
(
G¯abDr −Mab + U0ab
) (
cˆiaˆ
b
0i + cˇiaˇ
b
0i
)
, (12.2.1)
which follows from the original definition of xi in eq.(11.2.14) with T0 = 0 and the iden-
tities eq.(5.1.19) and eq.(5.1.20). Comparing this expression to eq.(9.3.2) and eq.(9.3.3),
we find
x0i = cˇjZ0ij +
1
2
cˆjZ˜0ij. (12.2.2)
Now consider
w0 = −edAW
aWb
W2 U0ab. (12.2.3)
To prove this is finite, we first note that we may write
x0i = −edA ∂a
a
0
∂asi
U0abW
b
W = −e
dA
(
aˆa0i +
∂arj
∂asi
aˇa0j
)
U0abW
b
W = −e
dAaˆa0iU0ab
Wb
W , (12.2.4)
where the last step follows since we have seen in eq.(9.3.2) and eq.(9.3.3) that the term
proportional to aˇ0j does not contribute.
2 For the same reason, we may write
cˆix0i = −edA (cˆiaˆa0i + cˇiaˇa0i)U0ab
Wb
W = −e
dAWaWb
W2 U0ab = w0. (12.2.5)
2There is also a term proportional to aˇ0j inside Wb/W which does contribute, so the final result
depends on cˇj .
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From eq.(12.2.2) we then find
w0 = cˆix0i = cˆicˇjZ0ij, (12.2.6)
where we have used that Z˜0ij is antisymmetric.
Assumption To continue with the first order terms, we must first derive two equa-
tions, and to do so we must assume
vi() ≡ −edAaˆaiU0a = finite, (12.2.7)
which gives an alternative definition of vi, as we will now explain. From eq.(12.2.7)
follows
edAaˇaiU0a = 0, (12.2.8)
because the strongest term in aˇai is weaker than the weakest term in aˆ
a
i . Another way
to look at this is by writing,
edAU0aaˇak =
(
aˆ−1
)
ib
aˇbk
(
edAU0aaˆai
)
= − (aˆ−1)
ib
aˇbkvi. (12.2.9)
The left-hand side is zero because vi is finite by assumption and (aˆ
−1)ib aˇ
b
k goes to zero,
see also page 7 of [6]. The definition eq.(12.2.7) therefore implies the expression for vi
given in eq.(11.2.14), but not the other way around.
Since there is only one term linear in the fluctuations, it means we assume that the
vevs v0i of the operators Oi dual to the scalar sources asi are all finite, see eq.(C.2.16).
This is a very reasonable assumption, because at zeroth order in  there exists only
one counterterm U0(A,Φ), which we determined by requiring that e
dAaa0U0abab0 yields
the correct counterterm. Therefore, if a system has remaining divergences already at
zeroth order in , then that system can not be renormalized by covariant counterterms.
However, it is very reasonable to assume that the vevs are finite in any system, because
we have already shown that the other combinations that appear at zeroth order in 
in the renormalized action eq.(11.2.13) are all finite in any system,
finite = edAU0, edA∂AU0, edAaa0
(
G¯abDr −Mab + U0ab
)
ab0,
edAaa0U0ab
Wb
W , e
dAaa∂AU0a, edAU0aW
a
W . (12.2.10)
Especially the last two terms are interesting are similar to vi since they involve U0a.
12.3 Preliminaries for the first order terms
Now let us derive two equations, which we need to show that the action is finite at first
order in .
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First equation To derive the first equation, we will take the derivatives with respect
to r of vi, which should go to zero because vi is assumed to be finite. In taking the
derivative, we will use, see eq.(7) from [18]
Draˆai = − (dδij −∆ij) A˙aˆaj , (12.3.1)
In aAdS with one scalar, ∆ has the interpretation of the conformal dimension of the
tree-level operator O dual to the scalar, see eq.(6.2.2). In a physical theory, every
element of the matrix ∆ij is finite. Then we find
0 = Dr
(
edAaˆaiU0a
)
= aˆaiU0a∂redA + edAU0aDraˆai + edAaˆaiDrU0a
= edA
(
dA˙aˆaiU0a + δbaU0bDraˆai + aˆaiWbU0ab + aˆai A˙∂AU0a
)
= edA
(
dA˙aˆaiU0a − aˆ−1ka aˆbkU0b (dδij −∆ij) A˙aˆaj + aˆaiWbU0ab + aˆai A˙∂AU0a
)
= edA
(
dA˙aˆaiU0a − U0baˆbj (dδij −∆ij) A˙+ aˆaiWbU0ab − aˆai A˙∂AU0a
)
= edA
(
A˙∆ijU0baˆbi + aˆaiWbU0ab − aˆai A˙∂AU0a
)
. (12.3.2)
Dividing by A˙ yields
edA
(
∆ijU0baˆbi −
d− 1
2
aˆai
Wb
W U0ab + aˆ
a
i ∂AU0a
)
= 0. (12.3.3)
We assumed in eq.(12.2.7) that the first term is finite to all orders in , and from this
assumption it follows that the last term is finite to all orders in  as well,
edAaˆai ∂AU0a = finite, (12.3.4)
which is consistent with eq.(12.1.13). Thus we conclude that the term in the middle of
eq.(12.3.3) is finite by itself,
edAaˆai
Wb
W U0ab = finite (12.3.5)
to all orders in . Eq.(12.2.4) shows that this is definitely true to zeroth order in .
Then it follows that
edAaˇai
Wb
W U0ab = 0, (12.3.6)
because the strongest term in aˇai is weaker than the weakest term in aˆ
a
i . We can combine
eq.(12.3.5) and eq.(12.3.6) into
edAaa
Wb
W U0ab = finite. (12.3.7)
To first order in , we find
e(d−2)Aaa1
Wb
W U0ab = finite, (12.3.8)
which is the first of the two equations we will need later.
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Second equation Now let us derive the second equation. In the renormalized action
appears
edAaa
(
G¯abDr −Mab + Uab
)
ab. (12.3.9)
We know this is finite by construction. It must be finite order by order in . We focus
on the first order part in ,
1st = e(d−2)A
[
2aa0U0abab1 + aa0U1abab0 +
+ aa1
(
G¯abDr −Mab
)
ab0 + a
a
0
(
G¯abDr −Mab
)
ab1
]
, (12.3.10)
where
aa0 = aˆ
a
0iasi + aˇ
a
0iari, a
a
1 = aˆ
a
1iasi + aˇ
a
1iari. (12.3.11)
The first order contribution must be finite for arbitrary values of the sources asi and
responses ari, in particular for the specific values asi → cˆi and ari → cˇi. Then we find
aa0 = aˆ
a
0iasi + aˇ
a
0iari → cˆiaˆa0i + cˇiaˇa0i =
Wa
W . (12.3.12)
Using also the identity eq.(5.1.19), the contribution eq.(12.3.10) simplifies to
1st = e(d−2)A
(
2
Wb
W U0aba
a
1 +
WaWb
W2 U1ab +
Wa
W
(
G¯abDr −Mab
)
ab1
)
. (12.3.13)
We know this combination of terms is finite, and from eq.(12.3.8) it follows that the
first term is finite by itself. Then it follows that the following terms are finite
e(d−2)A
WaWb
W2 U1ab + e
(d−2)AWa
W
(
G¯abDr −Mab
)
ab1 = finite. (12.3.14)
The combination of these two terms is finite, so its derivative must vanish
Dr
(
e(d−2)A
WaWb
W2 U1ab
)
+Dr
(
e(d−2)A
Wa
W
(
G¯abDr −Mab
)
ab1
)
= 0. (12.3.15)
Let us calculate each term individually. Using the differential equation for U1ab given
by eq.(10.1.8) and the identity eq.(5.1.19), we find
Dr
(
e(d−2)A
WaWb
W2 U1ab
)
= e(d−2)A
WaWa
W2 + e
(d−2)AWaWb
W2 U˜
c
0(aU˜1b)c. (12.3.16)
Now we calculate the second term
Dr
(
edA
Wa
W
(
G¯abDr −Mab
) (
e−2Aab1
))
=
edA
Wc
W
(
dA˙δac +Mac
) (
G¯abDr −Mab
) (
e−2Aab1
)
+
+ edA
Wa
W Dr
[(
G¯abDr −Mab
) (
e−2Aab1
)]
. (12.3.17)
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In the last term we use the scalar equation of motion eq.(5.1.8), which we can rewrite
as
Dr
[(
G¯abDr −Mab
)
ab
]
= −
(
dA˙G¯ab +Mab
) (
δbcDr −Mbc
)
ac − e−2A aa. (12.3.18)
The first order contribution is
Dr
[(
G¯abDr −Mab
)
e−2Aab1
]
= −
(
dA˙G¯ab +Mab
) (
δbcDr −Mbc
) (
e−2Aac1
)
+
− e−2AWaW , (12.3.19)
where we have used eq.(12.3.12) to obtain the last term. Then we find
Dr
(
edA
Wa
W
(
G¯abDr −Mab
) (
e−2Aab1
))
= −e(d−2)AW
aWa
W2 . (12.3.20)
This terms cancels exactly against the first term in eq.(12.3.16). Thus, combining
eq.(12.3.15) with eq.(12.3.16) and eq.(12.3.20), we find the second equation we need
e(d−2)A
WaWb
W2 U˜
c
0(aU˜1b)c = 0. (12.3.21)
The cancellation between eq.(12.3.16) and eq.(12.3.20) indicates the cancellation of
a potential divergence. For example, in section 14 we will discuss the GPPZ flow,
where the term on the right-hand side of eq.(12.3.20) is a constant. Since the same
term appears with opposite sign in eq.(12.3.16), we see that each individual term in
eq.(12.3.14) is linearly divergent. We conclude that the first term in eq.(12.3.13) is finite
by itself, while the second term has a term that may be divergent, but this divergence
is always cancelled by the third term.
12.4 First order terms
Now let us continue with the first order terms. From eq.(11.2.14) we find
w1 = e
(d−2)AWa
W
(
DaT1 − W
b
W U1ab
)
. (12.4.1)
We use the differential equation for T1 given by eq.(10.2.4) to rewrite the term as
w1 = e
(d−2)A
(
2(d− 2)
d− 1 T1 −
1
W −
WaWb
W2 U1ab
)
+
2
d− 1aR. (12.4.2)
Since aR is a constant by itself, the part within brackets has to be a constant by itself
too. Earlier we mentioned that the three terms above are not constant by themselves.
For example, we saw that the last term is linearly divergent in GPPZ. That is fine,
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as long as the combination of the three terms is finite. We have shown by explicit
calculations that this is indeed the case in all cases we studied, including Klebanov-
Strassler, and we will now give the proof. Using the differential equations for T1 and
U1ab given by eq.(10.2.4) and eq.(10.1.8) respectively, we find
−Dr
[
e(d−2)A
(
2(d− 2)
d− 1 T1 −
1
W −
WaWb
W2 U1ab
)]
= e(d−2)A
WaWb
W2 U˜
c
0(aU˜1b)c. (12.4.3)
The term on the right-hand side is equal to the one in eq.(12.3.21), which goes to zero
fast enough. It is interesting to see that a similar cancellation of divergences appears
as before. Namely, in taking the derivative, the middle term contributes
DrW−1 = −W
aWa
W2 , (12.4.4)
which cancels an opposite contribution from the last term. There is another cancellation
between the first term and the last term.
Finally, we consider x1i. From eq.(11.2.14) we find
x1i = e
(d−2)A ∂
∂asi
[
−aa1
Wb
W U0ab + a
a
0
(
DaT1 − W
b
W U1ab
)]
. (12.4.5)
Eq.(12.3.8) shows that the first term is finite by itself, so the second term must be finite
by itself too
e(d−2)Aaa0
(
DaT1 − W
b
W U1ab
)
.
We can not evaluate this for arbitrary values of the sources, because we do not know
T1 away from the background. But when we replace asi → cˆi and ari → cˇi, we recover
w1, see eq.(12.3.12) and eq.(12.4.1). Unless this happens due to systematic cancella-
tions independently of the system, the above term is finite too. This is a reasonable
assumption, because we saw that the zeroth order term x0i is finite.
12.5 Second order terms
We have mentioned several times before that we can always choose the counterterms
proportional to B and Ca such that the action is finite at order 2. We may even
choose them such that the contributions propotional to aa2 h and h2 h dissappear
completely, without affecting the term proportional to aa2 ab. This (overly restrictive)
requirement would fix the counterterms to
Ca = W
b
4WU2ab, B =
WaWb
32W2 U2ab +
d
16(d− 1)T2. (12.5.1)
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The counterterm Lagrangian then reads
Lcov = U0 − 1
2
U1ab∇nΦa∇nΦb − 1
4
T1R− 1
4
T2
(
RijRij − d
4(d− 1)R
2
)
+
+
1
2
U2ab
(
∇2Φa∇2Φb + W
aW b
16W 2
R2 +
W a
2W
∇nΦb∇nR
)
+O(3) .
The correlations functions that follow from these counterterms are manifestly finite
at order 2, because at this order the renormalized action contains only the terms
proportional to aa2 ab and eij 2 eji , which are finite by construction. However, the
requirement that the contributions proportional to aa2 h and h2 h disappear com-
pletely from the action is overly restrictive, because any other choice of the counterterms
proportional to B and Ca that leads to finite contributions propotional to a
a2 h and
h2 h is equally acceptable. The difference between one choice of counterterms and
that leads to no contributions propotional to aa2 h and h2 h, and another choice
of counterterms that leads to finite contributions propotional to aa2 h and h2 h is
clearly scheme dependent, because we have seen that changin the scheme is equivalent
to adding finite terms to the action.
There is therefore no contradiction between the first choice of counterterms propor-
tional to B and Ca given by eq.(11.2.10) and the second choice by eq.(12.5.1). The
difference between these choices are finite terms. All we have shown in eq.(12.5.1) is
that it is possible to choose the counterterms such that there appears a pattern in the
action that allows us to recombine the components T1, T2 into the full function T and
the components U0ab, U1ab, U2ab into the full matrix Uab. However, this choice does
not guarantee that the divergences dissappear. It may be, that in order to have no
divergences at order 2, the terms on the dots eq.(12.5.1) cancel the first terms, such
that no recombination of components into full matrices appears.
It is interesting to note that the choices eq.(11.2.10) and eq.(12.5.1) respectively
lead to terms in the action
−1
4
T2
(
RijRij − d− 2
2(d− 1)R
2
)
, −1
4
T2
(
RijRij − d
4(d− 1)R
2
)
,
which both lead to the correct term for d = 4,
−1
4
T2
(
RijRij − 1
3
R2
)
.
Again, we emphasize there is no contradiction. The ambiguity simply reflects scheme
dependence. We point out that the first choice eq.(11.2.10) guarantees a recombination
of components into full matrices but does not guarantee a finite action at order 2
(but does not exclude it either), while the second choice eq.(12.5.1) guarantuees a finite
action at order 2 but excludes a recombination of components into full matrices. Since
both choices lead to the correct term for d = 4, we can still hope that there exists a
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scheme in which the components recombine into the full matrices and thereby producing
finite contributions propotional to aa2 h and h2 h. This scheme may be considered
natural.
It may even be the case that the choice eq.(11.2.10), which allows for a recombi-
nation, is sufficient to produce finite contributions propotional to aa2 h and h2 h
without any additional terms on the dots. We can check this by a procedure similar to
the one we just used to show the absence of divergences at first order in .
In what follows, we will use the counterterms given by eq.(12.5.2) which follows
from the choice eq.(12.5.1), because these terms guarantee a finite action at order 2.
We will indeed see that the other choice eq.(11.2.10) differs only by finite terms.
Finally, we remark that we expect there exists a natural scheme in which the re-
combination happens such that finite terms appear proportional to aa2 h and h2 h,
because we see similar finite terms appear at zeroth and first order in , proportional
to aah, hh and aah, hh respectively.
Chapter 13
One-Scalar Systems in aAdS
We will now show that Covariant Holographic Renormalization yields the
same results as the Hamilton-Jacobi method. 
13.1 Preliminaries
In aAdS, we can use eq.(7.1.21)
W = −d− 1
2
− d−∆
2
Φ2 +
v3
18∆− 12dΦ
3 +O(Φ4) . (13.1.1)
This gives, see eq.(4.1.6)
A˙(φ) = − 2W
d− 1 = 1 +
d−∆
d− 1 φ
2 − 2v3
(18∆− 12d)(d− 1)φ
3 +O(φ4) . (13.1.2)
Now we use
φ = e−(d−∆)rφs + . . . , (13.1.3)
where φs is the background value of the scalar source, which is a constant. Using this,
we find
A˙(r) = 1 +
d−∆
d− 1 e
−2(d−∆)rφ2s −
2v3
(18∆− 12d)(d− 1)e
−3(d−∆)rφ3s +O
(
e−4(d−∆)r
)
.
(13.1.4)
The background value of the mass matrix becomes
M = −(d−∆) + v3
3∆− 2de
−(d−∆)rφs +O
(
φ2
)
. (13.1.5)
13.2 Counterterms from scalar solution
The differential equation for U ′′0 then becomes(
d
dr
− d+ 2∆− U ′′0
)
U ′′0 = O
(
φ2
)
, (13.2.1)
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where the primes are partial derivatives with respect to the scalars φ, keeping A con-
stant. The solution is given by
U ′′0 =

CU0φ
n
s e
−(2∆−d)r = CU0φn, n ≡ 2∆− d
d−∆ ∆ 6=
d
2
= − 1
A+ C
∆ =
d
2
,
(13.2.2)
where CU0 is a scheme constant. Integrating twice yields
U0 = CU0
(n+ 2)(n+ 1)
φn+2, for ∆ 6= d
2
. (13.2.3)
The following counterterm is therefore finite
√
γU0 ∼ √γΦn+2 ∼ edre−(n+2)(d−∆)r = 1, for ∆ 6= d
2
. (13.2.4)
The fact that the counterterm is finite is consistent with the fact that the solution for
U ′′0 to the differential equation can be multiplied with any finite constant. This constant
is thus scheme dependent. In a natural scheme, the vacuum energy vanishes e = 0 as
we discussed in eq.(11.2.9). For ∆ = d/2 we have
U0 = − Φ
2
2(A+ CU0)
, for ∆ =
d
2
. (13.2.5)
Our result is consistent with the Hamilton-Jacobi method, see eq.(7.3.16). Up to scheme
dependence, our results can be summarized by
U0 = −
∫ A
dA′A˜ (γ,Φ, A′) , ∀∆, (13.2.6)
where A˜ is given by eq.(7.3.13). Then we find
L˜ = −AA¯(γ,Φ) + U0(γ,Φ, A), (13.2.7)
Thus U0 is related to the non-linear anomaly. This is consistent with the fact that
ˆ˜A = −edA∂AU0(A,Φ). (13.2.8)
From eq.(7.3.15) we find
√
γU0 = −
√
γΦ2
2(A+ CU0)
∼ A, for ∆ = d
2
. (13.2.9)
The counterterm is logarithmically divergent, and hence a real counterterm. The vac-
uum energy automatically goes to zero when the cut-off is taken to infinity,
e ≡ edAU0 = φ
2
s
A+ CU0
∼ A−1, for ∆ = d
2
. (13.2.10)
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The differential equation for U1 reads:(
d
dr
+ 2∆− d− 2
)
U1 = 1, (13.2.11)
with the solution given by
U1 =

1
2∆− d− 2 + . . . ∆ 6=
d
2
+ 1, d > 2
A+ CU1 ∆ =
d
2
+ 1.
(13.2.12)
The part depending on U1 in our counterterm eq.(12.5.2) reads, for one scalar systems
− 1
2
U1 (∇Φ)2 =

− 1
4∆− 2d− 4 (∇Φ)
2 ∆ 6= d
2
+ 1
−A+ CU1
2
(∇Φ)2 ∆ = d
2
+ 1.
(13.2.13)
The numerical factors are exactly what we found with the Hamilton-Jacobi method,
see eq.(7.3.18).
13.3 Counterterms from metric solution
The differential equation for T1 becomes(
d
dr
+ d− 2 + (d−∆)(d− 2)
d− 1 φ
2 +O(φ3)) T1 = −1. (13.3.1)
The solution reads
T1 =

− 1
d− 2 +
d−∆
(d− 1)(2∆− d− 2)φ
2 +O(φ3) ∆ 6= d
2
+ 1, d > 2
− 1
d− 2 +
d− 2
2(d− 1) (r + C)φ
2 +O(φ3) ∆ = d
2
+ 1, d > 2
−(r + CT1) +O
(
φ3
)
d = 2.
(13.3.2)
The part depending on T1 in our counterterm eq.(12.5.2) reads
− 1
4
T1R =

(
1
4(d− 2) −
d−∆
8(d− 1)(∆− d/2− 1)Φ
2
)
R ∆ 6= d
2
+ 1, d > 2(
1
4(d− 2) −
d− 2
8(d− 1) (r + CT1) Φ
2
)
R ∆ =
d
2
+ 1, d > 2
r + CT1
4
R d = 2.
(13.3.3)
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This is exactly like in eq.(7.3.18). The last line of eq.(13.2.13) and the last two lines of
eq.(13.3.3) depend explicitly on the cut-off and hence give contributions to the linear
anomaly
A¯[2] =

1
2
(∇Φ)2 + d− 2
8(d− 1)Φ
2R ∆ =
d
2
+ 1
−1
4
R d = 2.
(13.3.4)
This is exactly what we found with the Hamilton-Jacobi method in eq.(7.3.20).
The differential equation for T2 becomes1(
d
dr
+ d− 4
)
T2 = − 1
(d− 2)2 , for d 6= 2. (13.3.5)
The solution reads
T2 =

− 1
(d− 4)(d− 2)2 d > 4
−r + CT2
4
d = 4.
(13.3.6)
The part depending on T2 in our counterterm eq.(12.5.2) reads
−1
4
T2
(
RijRij − d− 2
2(d− 1)R
2
)
.
Thus we see that
− 1
4
T2 (. . .) =

1
4(d− 4)(d− 2)2
(
RijRij − d− 2
2(d− 1)R
2
)
d > 4
r + CT2
16
(
RijRij − 1
3
R2
)
d = 4.
(13.3.7)
The second line contributes to the linear anomaly
A¯[4] = 1
16
(
1
3
R2 −RijRij
)
, for d = 4, (13.3.8)
which is exactly like eq.(7.3.20). We have shown that our method reproduces all results
from the Hamilton-Jacobi method.
1For d = 2, the counterterm proportional to T2 goes to zero when the cut-off is taken to infinity.
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13.4 Four-dimensional aAdS counterterms
For four dimensions, the counterterms are classified below.2
Lcov = 1
8
R +
r + CT2
16
(
RijRij − 1
3
R2
)
+
+

− Φ
2
2 (r + CU0)
∆ = 2
CU0
12
Φ4 − r + CU1
2
(
(∇Φ)2 + 1
6
Φ2R
)
∆ = 3.
(13.4.1)
Indeed, these are the counterterms for the Coulomb Branch Flow, which is a ∆ = 2 vev
flow as we will discuss in section 15, and for GPPZ, which is a ∆ = 3 operator flow as
we will discuss in section 14.3
2We will see in section 14 that the conformal Ward identity requires CU1 = CT1, which we have
anticipated here.
3The GPPZ counterterm is given by eq.(5.61) in [4], but we note the following differences in con-
ventions
1. We noticed that the constant term and the terms quadratic and quartic in Φ of eq.(5.61) in [4]
are the first three terms in the Taylor expansion of −W (Φ). We have already included −W (Φ)
in the definition of the bare action, so we have left these terms out of the counterterm.
2. In the definition of the supergravity action eq.(2.1) of [4], there is a plus sign in front of the
Ricci scalar, whereas we have a minus sign in our definition. Hence, in order to compare with
our model, we adapted this minus sign to our conventions in the counterterm above.
3. The two radial coordinates  and r are related by − log  = 2r.
The CBF counterterm is equal to eq.(5.42) in [4]. We again note that the constant term and the term
quadratic in Φ of eq.(5.42) in [4] are the first terms of the expansion of −W (Φ), which we have already
included in the definition of the bare action.
Part III
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Chapter 14
GPPZ
 The GPPZ flow is an operator flow. The operator dual to the bulk scalar
has conformal dimension ∆ = 3. We find the counterterms, calculate the
one-point functions and show that the Ward identites are satsified. 
14.1 Conventional Construction of Counterterms
We will first construct the counterterms by solving the equations of motion for the
scalars and the metric, and using the definitions eq.(9.2.1) and eq.(9.2.2). The GPPZ
flow has the following superpotential, see eq.(4.1) in [6],
W (Φ) = −3
4
(
cosh
2Φ√
3
+ 1
)
= −3
2
− 1
2
Φ2 − 1
18
Φ4 +O(Φ6) . (14.1.1)
This immediately yields, see eq.(4.1.6)
A˙ = −2
3
W = 1 + 1
3
φ2 +O(φ4) . (14.1.2)
The superpotential yields the following mass term, see eq.(5.1.10)
M = W ′′ − (W
′)2
W
= −1 +O(Φ4) , (14.1.3)
where the O(Φ2) terms cancelled and the primes denote partial derivatives with respect
to the scalar. The background equation reads
∂rφ =W ′ = −φ− 2
9
φ3 +O(φ5) , (14.1.4)
which has the solution
φ = φse
−r +
1
9
φ3se
−3r +O(e−5r) , (14.1.5)
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where φs is the background value of the source. On the background, the superpotential
reads
W = −3
2
− 1
2
φ2 +O(φ4) = −3
2
− 1
2
φ2se
−2r +O(e−4r) . (14.1.6)
From this and eq.(14.1.2) we find
e−2A = e−2r +
1
3
φ2se
−4r. (14.1.7)
14.1.1 Scalars
The scalar equation of motion eq.(5.1.8) becomes[
(3 + ∂r) (1 + ∂r) + e
−2r
]
a = O(e−4r) . (14.1.8)
The solution reads, see eq.(4.12) in [6]
a(r,) =
(
e−r +
1
2
re−3r+C0φ2se−3r + C1e−3r
)
as + e
−3rar +O
(
e−5r
)
, (14.1.9)
where C0 and C1 are scheme constants.
1Using a = aˆas + aˇar from eq.(5.1.13), we find
aˆ(r,) = e−r + 1
2
re−3r+C0φ2se−3r + C1 e−3r +O
(
e−5r
)
aˇ(r,) = e−3r +O(e−5r) . (14.1.10)
From eq.(5.1.14) and eq.(14.1.7) follows
aˆ = aˆ0 + aˆ1e
−2r+O(e−5r) , aˇ = aˇ0 +O(e−5r) . (14.1.11)
Comparing eq.(14.1.10) and eq.(14.1.11), we read off
aˆ0 = e
−r + C0φ2se
−3r, aˆ1 =
(
1
2
r + C1
)
e−r, aˇ0 = e−3r. (14.1.12)
The zeromode solution eq.(5.1.18) is given by (the term proportional to e−3r is zero)
W ′
W =
2
3
φse
−r +O(e−5r) . (14.1.13)
Comparing this to the general expression given by eq.(5.1.20) and using eq.(14.1.12),
W ′
W = cˆaˆ0 + cˇaˇ0 = cˆe
−r +
(
C0φ
2
s cˆ+ cˇ
)
e−3r +O(e−5r) , (14.1.14)
1The relation between C0 and C1 to α2 from [6] is
α2 = C0φ2s + C1 .
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we read off
cˆ =
2
3
φs, cˇ = −2
3
φ3sC0. (14.1.15)
From the first line of eq.(14.1.10) we construct the counterterm “matrix”, see eq.(9.2.1),
U =M− aˆ−1∂raˆ = 2C0φ2se−2r +
(
r − 1
2
+ 2C1
)
e−2r+O(e−4r) . (14.1.16)
Using
U = U ′′0 + U1e−2A+O
(
e−4A
)
, (14.1.17)
we read off
U ′′0 = 2C0φ2se−2r, U1 = r −
1
2
+ 2C1. (14.1.18)
To find U0 from U ′′0, we need to integrate twice with respect to the scalar. We therefore
first need to go from U0(r, φs)′′ to U0(r, φ)′′, which in this case is trivial,
U0(r, φ)′′ = 2C0φ2. (14.1.19)
Integrating twice yields
U0 = C0
6
φ4. (14.1.20)
Any terms weaker than φ4 can be neglected. In our definition of the bare action we
already included −W , which in its expansion includes the finite term, see eq.(14.1.1),
1
18
Φ4.
Below eq.(4.6) in [6] it is mentioned that the coefficient of this term respects the susy
scheme, which is equivalent to the scheme choice C0 = 0.
14.1.2 Metric
The metric equation of motion is given by eq.(5.1.9). Substituting d = 4, eq.(14.1.6)
and eq.(14.1.7) yields[
∂r
2 +
(
4 +
4
3
φ2se
−2r
)
∂r + e
−2r+1
3
φ2se
−4r
]
eij = O
(
e−6r
)
. (14.1.21)
The dominant and subdominant solutions read
eˆ = 1 +
1
4
e−2r− 1
12
φ2sre
−4r+ 1
16
re−4r2 + eˇ = e−4r +O(e−6r)
+ C1eˆφ
2
se
−4r+C2eˆe−4r2 +O
(
e−6r
)
. (14.1.22)
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From the dominant solution we calculate T ≡ eˆ−1∂r eˆ, see eq.(9.2.2),
T = −1
2
e−2r+
(
1
3
r − 1
12
− 4C1eˆ
)
φ2se
−4r+
+
(
−1
4
r +
3
16
− 4C2eˆ
)
e−4r2 +O(e−6r) . (14.1.23)
Now we use eq.(14.1.7) again to return to the variable A,
T = −1
2
e−2A+
(
1
3
A+
1
12
− 4C1eˆ
)
φ2se
−4A+
+
(
−1
4
A+
3
16
− 4C2eˆ
)
e−4A2 +O(e−6A) , (14.1.24)
from which we read off
T1 = −1
2
+
(
1
3
A+
1
12
− 4C1eˆ
)
φ2se
−2A, T2 = −1
4
A+
3
16
− 4C2eˆ. (14.1.25)
It is trivial to go from T1(A, φs) to T1(A, φ),
T1 = −1
2
+
(
1
3
A+
1
12
− 4C1eˆ
)
φ2. (14.1.26)
Full counterterms Away from the background, we find
U0 =
C0
6
Φ4, U1 = A− 1
2
+ 2C1
T1 = −1
2
+
(
1
3
A+
1
12
− 4C1eˆ
)
Φ2, T2 = −1
4
A+
3
16
− 4C2eˆ. (14.1.27)
14.2 Solving differential equations
Instead of first finding the explicit dominant solutions aˆ and eˆ, which requires solving
second order differential equations, we can find the counterterms by solving the first
order differential equations for U0, U1, T1 and T2, given by eq.(10.1.8) and eq.(10.2.3).
14.2.1 Scalar
For one-scalar systems, the differential equation for U ′′0 reads, see eq.(10.1.8),(
d
dr
+ dA˙+ 2M−U ′′0
)
U ′′0 = O
(
φ4
)
. (14.2.1)
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For GPPZ, this becomes, using d = 4, eq.(14.1.2) and eq.(14.1.3),(
d
dr
+ 2− U ′′0
)
U ′′0 = O
(
φ4
)
. (14.2.2)
The solution reads
U ′′0 = CU0φ2 +O
(
φ4
)
, (14.2.3)
where CU0 is a scheme constant. Integrating U ′′0 twice yields
U0 = CU0
12
φ4, (14.2.4)
where all weaker terms can be neglected. For one-scalar systems, the differential equa-
tion for U1 reads, see eq.(10.1.8),(
d
dr
+ (d− 2)A˙+ 2M
)
U1 = 1. (14.2.5)
For GPPZ, this becomes, using d = 4, eq.(14.1.2) and eq.(14.1.3),
d
dr
U1 = 1. (14.2.6)
The solution reads
U1 = A+ CU1 +O
(
φ2
)
, (14.2.7)
where CU1 is a scheme constant. As we saw in eq.(14.1.16), we do not need the coun-
terterm proportional to U2.
14.2.2 Metric
The differential equation for T1 is given by eq.(10.2.3). Using d = 4 and eq.(14.1.2)
yields (
d
dr
+ 2 +
2
3
φ2
)
T1 = −1 +O
(
φ4
)
, (14.2.8)
The solution reads
T1 = −1
2
+
1
3
(A+ CT1)φ
2 +O(φ4) , (14.2.9)
where CT1 is a scheme constant. The differential equation for T2 is given by eq.(10.2.3).
For GPPZ, we find, using d = 4 and eq.(14.2.9),
d
dr
T2 = −1
4
+O(φ2) . (14.2.10)
The solution is then
T2 = −1
4
(A+ CT2) +O
(
φ2
)
, (14.2.11)
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where CT2 is a scheme constant. Away from the background, we find
U0 =
CU0
12
Φ4, U1 = A+ CU1
T1 = −1
2
+
1
3
(A+ CT1) Φ
2, T2 = −1
4
(A+ CT2) . (14.2.12)
Comparing to eq.(14.1.27), we see that the scheme constants are related by
CU0 = 2C0, CU1 = −1
2
+ 2C1,
CT1 =
1
4
− 12C1eˆ, CT2 = −3
4
+ 16C2eˆ. (14.2.13)
From the general expression eq.(11.2.4) we can construct the full counterterm action
for GPPZ, which is given by the second line of eq.(13.4.1).
14.2.3 One-point functions
In GPPZ, we have
Z = 2, Z˜ = 0, Y = −4, cˆ = 2
3
φs, aR =
1
4
φ2s , (14.2.14)
yielding the following one-point functions, see eq.(C.4.1),
∂i
〈
T ij
〉
= 0,
〈
T kk
〉
= −2φsϕr − φs (CU1 − CT1) as − 1
12
φ2s h, (14.2.15)
〈T ij 〉 = −eirj, 〈O〉 = 2ϕr + 16φs (CU1 − CT1)h, Aˆ = − 112φ2s h. (14.2.16)
We have set CU0 = 0 since in this scheme the vacuum energy vanishes, e = 0. The
conformal Ward identity for GPPZ reads, see eq.(6.2.3),〈
T kk
〉
+ Φs 〈O〉 = Aˆ. (14.2.17)
Up to linear order we find, using eq.(14.1.15), eq.(C.2.7), Φs = φs + ϕs and 〈O〉0 = 0,〈
T kk
〉
+ φs 〈O〉 = −φs (CU1 − CT1)ϕs − 1
12
φ2s h, (14.2.18)
We see that the conformal Ward identity requires CU1 = CT1, which we anticipated in
the second line of eq.(13.4.1). The following one-point functions then simplify〈
T kk
〉
= −2φsϕr − 1
12
φ2s h, 〈O〉 = 2ϕr. (14.2.19)
From the first equation in eq.(14.2.15) and the fact that the GPPZ is an operator flow,
i.e. 〈O〉0 = 0, we see that the translational Ward identity eq.(6.1.2) is satisfied up to
linear order.
Chapter 15
Coulomb Branch Flow
 The Coulomb Branch Flow is a vev flow. The operator dual to the bulk
scalar has conformal dimension ∆ = 2. We find the counterterms, calculate
the one-point functions and show that the Ward identities are satsified. 
15.1 Conventional Construction of Counterterms
We will first construct the counterterms by solving the equations of motion for the
scalars and the metric, and using the definitions eq.(9.2.1) and eq.(9.2.2). The super-
potential is given by
W (Φ) = −e−2Φ/
√
6 − 1
2
e4Φ/
√
6 = −3
2
− Φ2 +O(Φ3) . (15.1.1)
This superpotential yields the mass term, see eq.(5.1.10),
M = W ′′ − (W
′)2
W
= −2 +O(Φ2) . (15.1.2)
On the background we have, see eq.(4.1.6)
∂rφ =W ′ = −2φ+O
(
φ2
)
, (15.1.3)
with solution, see eq.(4.22) and eq.(4.23) in [6]
φ = φre
−2r, (15.1.4)
where the constant φr is the background value of the response function Φr(x) of the full
scalar Φ. From eq.(4.1.6) we find
A˙ = 1 +O(φ2) . (15.1.5)
The warp function A is related to the radial variable by
e−2A = e−2r +O(e−6r) . (15.1.6)
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15.1.1 Scalar
The scalar equation of motion eq.(5.1.8) becomes[
(∂r + 2) (∂r + 2) + e
−2r
]
a = O(φ3) . (15.1.7)
The solution reads
aˆ = (r + α˜) e−2r +O(e−3r) , aˇ = e−2r +O(e−3r) , (15.1.8)
where α˜ is a scheme constant. FromM and aˆ we construct the counterterm “matrix”,
see eq.(9.2.1),
U =M− aˆ−1∂raˆ = U ′′0 +O() = −
1
r
+
α˜
r2
+O(r−3) . (15.1.9)
Integrating U ′′0 twice yields
U0 =
(
− 1
2r
+
α˜
2r2
+O(r−3))φ2. (15.1.10)
The zero mode solution reads, see eq.(5.1.18) and eq.(5.1.20),
W ′
W =
4
3
φre
−2r = cˆaˆ + cˇaˇ, (15.1.11)
from which we read off
cˆ = 0, cˇ =
4
3
φr. (15.1.12)
15.1.2 Metric
The metric equation of motion eq.(5.1.9) becomes[
(∂r + 4) ∂r + e
−2r
]
eij = O
(
e−6r
)
, (15.1.13)
which has the solutions
eˆ = 1 +
1
4
e−2r+
(
1
16
r + Ceˆ
)
e−4r2 +O(e−6r) , eˇ = e−4r +O(e−6r) . (15.1.14)
From the dominant solution we find, see eq.(9.2.2),
T ≡ eˆ−1∂r eˆ = −1
2
e−2r+
(
−1
4
r +
3
16
− 4Ceˆ
)
e−4r2 +O(e−6r) . (15.1.15)
Using eq.(15.1.6) we can rewrite this in terms of A,
T = −1
2
e−2A+
(
−1
4
A+
3
16
− 4Ceˆ
)
e−4A2 +O(e−6A) , (15.1.16)
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which allows us to read off
T1 = −1
2
, T2 = −1
4
A+
3
16
− 4Ceˆ. (15.1.17)
Away from the background, we find
U0 =
(
− 1
2A
+
α˜
2A2
)
Φ2, T1 = −1
2
, T2 = −1
4
A+
3
16
− 4Ceˆ, (15.1.18)
15.2 Solving differential equations
Alternatively, we can obtain the counterterms by solving the differential equations for
U ′′0, T1 and T2.
15.2.1 Scalars
For one scalar systems, the general differential equation for U ′′0 is given by eq.(10.1.8).
For CBF, it becomes, using d = 4, eq.(15.1.5) and eq.(15.1.2),(
d
dr
− U ′′0
)
U ′′0 = O
(
φ2
)
. (15.2.1)
The solution reads
U ′′0 = −
1
A
+
CU0
A2
+O(A−3) , (15.2.2)
where CU0 is a scheme constant, related to α˜ by CU0 = α˜. Integrating U ′′0 twice yields
U0 =
(
− 1
A
+
CU0
A2
+O(A−3))φ2. (15.2.3)
15.2.2 Metric
The differential equation for T1 is given by eq.(10.2.3). Substituting d = 4 and
eq.(15.1.5) yields (
d
dr
+ 2
)
T1 = −1 +O(φ)2 . (15.2.4)
The solution reads
T1 = −1
2
+O(φ) , (15.2.5)
where the integration constant is contained in the term O(φ). The differential equation
for T1 is given by eq.(10.2.3). For CBF it becomes, using eq.(15.2.4)
d
dr
T2 = −1
4
+O(φ) . (15.2.6)
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The solution reads
T2 = −1
4
(A+ CT2) +O(φ) , (15.2.7)
where CT2 is a scheme constant, related to Ceˆ by
CT2 = −3
4
+ 16Ceˆ. (15.2.8)
Away from the background, we find
U0 = − Φ
2
2 (A+ CU0)
, T1 = −1
2
, T2 = −1
4
(A+ CT2) , (15.2.9)
which, after substitution in eq.(11.2.4), yields the first line of eq.(13.4.1).
15.2.3 One-point functions
For CBF, we have
Z = 1, Z˜ = 0, Y = −4, cˇ = 4
3
φr, vi = φr, x0i =
4
3
φr. (15.2.10)
The vacuum energy is independent of the scheme and vanishes automatically. Then we
find to linear order, see eq.(C.4.1),〈T ij 〉 = −eirj, ∂i 〈T ij〉 = −φr∂jϕs,〈
T kk
〉
= −2φrϕs, 〈O〉 = φr + ϕr, (15.2.11)
while the anomaly vanishes Aˆ = 0 to linear order. To first order in the fluctuations the
conformal Ward identity reads, see eq.(6.2.3) and using φs = 0,〈
T kk
〉
+ 2ϕs 〈O〉 = Aˆ. (15.2.12)
Using eq.(15.2.11), we see that that the conformal Ward identity is indeed satisfied.
From eq.(15.2.11) also follows that the translational Ward identity is satisfied, see
eq.(6.1.2). The CBF flow has a scheme independent vev, in contrast to GPPZ.
Chapter 16
Two Scalars in aAdS
 The SU(2) × U(1) flow has two scalars, one with ∆ = 2 and one with
∆ = 3. We find the counterterms and show that when the ∆ = 3 scalar is
made inert, the counterterms reduce to the counterterms for the Coulomb
Branch Flow, such that the operator dual to the remaining scalar has a
non-zero vev independently of the scheme. 
16.1 Conventional Construction of Counterterms
We will first construct the counterterms by solving the equations of motion for the
scalars and the metric, and using the definitions eq.(9.2.1) and eq.(9.2.2). The super-
potential for the SU(2)× U(1) flow reads
W (Φ) = −1
2
exp
(
−2Φβ√
6
)
[1 + cosh (2Φχ)] +
1
4
exp
(
4Φβ√
6
)
[cosh (2Φχ)− 3] , (16.1.1)
which has the following expansion
W = −3
2
− 1
2
Φ2χ +
√
8
3
ΦβΦ
2
χ − Φ2β −
1
6
Φ4χ +
+
1
3
√
8
3
Φ4χΦβ +
1
3
Φ2βΦ
2
χ −
1
6
√
8
3
Φ3β −
1
45
Φ6χ + . . . (16.1.2)
The background equations read, see eq.(4.1.6)
φ˙β = Wβ = −2φβ +
√
8
3
φ2χ +O
(
e−4r
)
φ˙χ = Wχ = −φχ + 2
√
8
3
φβφχ − 2
3
φ3χ +O
(
e−5r
)
, (16.1.3)
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with corresponding solutions
φβ =
√
8
3
φ21re
−2r + φ2e−2r +O
(
e−4r
)
,
φχ = φ1e
−r −
(
8
3
φ31r +
√
8
3
φ1φ2 + φ
3
1
)
e−3r +O(e−5r) , (16.1.4)
where the constants φ1 and φ2 are combinations of the background values of the sources
Φs1, Φs2 and responses Φr1, Φr2 of the full scalar solutions, see eq.(4.1.4). The mass
matrix eq.(5.1.10) reads
Mχχ = −1+O
(
e−2r
)
, Mββ = −2+O
(
e−2r
)
, Mβχ = 2φ1
√
8
3
e−r+O(e−3r) . (16.1.5)
We can switch from r to A using
r = A+
1
6
φ21e
−2A +O(e−4A) , e−r = e−A − 1
6
φ21e
−3A +O(e−5A) . (16.1.6)
In terms of A the background solutions read
φβ =
√
8
3
φ21 (A+ C
∗) e−2A +O(e−4A)
φχ = φ1e
−A − 8
3
φ31
(
A+ C∗ +
7
16
)
e−3A +O(e−5A) , (16.1.7)
where we have defined
C∗ ≡
√
3
8
φ2
φ21
. (16.1.8)
16.1.1 Scalars
The equations of motion for the two scalar fluctuations are, see eq.(5.1.8)
0 =
[(
∂r +Mββ −
2d
d− 1W
)(
∂r −Mββ
)
− (Mβχ)2 + e−2A] aβ +
+
[
Mβχ
(
∂r −Mχχ
)− (∂r +Mββ − 2dd− 1W
)
Mβχ
]
aχ
0 =
[
Mχβ
(
∂r −Mββ
)
−
(
∂r +Mχχ −
2d
d− 1W
)
Mχβ
]
aβ +
+
[(
∂r +Mχχ −
2d
d− 1W
)(
∂r −Mχχ
)− (Mβχ)2 + e−2A] aχ. (16.1.9)
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The dominant solutions read
aˆχ = aχe
−r + aχre−3r
(
1
2
−8φ21
)
+ Cχe
−3r +O(e−5r)
aˆβ = aβre
−2r − aβ
4
(r + 1) e−4r+
+ aβ
[
4
3
φ21r
2 +
(
13
3
φ21 +
1
2
√
8
3
φ2
)
r +
10
3
φ21 +
1
2
√
8
3
φ2
]
e−4r +
+ Cβ
[
e−2r − 1
4
e−4r+4
3
φ31
(
r +
9
4
+ C∗
)
e−4r
]
+
+
8
3
√
8
3
aχφ
3
1
(
r +
9
8
+ C∗
)
e−4r +O(e−6r) , (16.1.10)
where Cχ and Cβ are scheme constants.
The first set of solutions has the basis aχ = 1, aβ = 0,
aˆχ1 = e
−r + re−3r
(
1
2
−8φ21
)
+ C1χφ
2
1e
−3r +O(e−5r)
aˆβ1 = C1β
[
φ1e
−2r − 1
4
φ1e
−4r+4
3
φ31
(
r +
9
4
+ C∗
)
e−4r
]
+
+
8
3
√
8
3
φ31
(
r +
9
8
+ C∗
)
e−4r +O(e−6r) , (16.1.11)
and the second set of dominant solutions has the basis aχ = 0, aβ = 1,
aˆχ2 = C2χφ1e
−3r +O(e−5r)
aˆβ2 = re
−2r − 1
4
(r + 1) e−4r+
+
[
4
3
φ21r
2 +
(
13
3
φ21 +
1
2
√
8
3
φ2
)
r +
10
3
φ21 +
1
2
√
8
3
φ2
]
e−4r +
+ C2β
[
e−2r − 1
4
e−4r+4
3
φ21
(
r +
9
4
+ C∗
)
e−4r
]
+O(e−6r) . (16.1.12)
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In terms of A, the solutions read
aˆχ1 = e
−A +
(
1
2
A+ C11χ
)
 e−3A +
(
−8A− 1
6
+ C01χ
)
φ21e
−3A +O(e−5A)
aˆβ1 = C1βφ1e
−2A − 1
4
C1βφ1e
−4A+
+
8
3
√
8
3
[(
1 +
3
16
√
8
3
C1β
)
(A+ C∗) +
9
8
+
3
8
√
8
3
C1β
]
φ31e
−4A +O(e−6A)
aˆχ2 = C2χφ1e
−3A +O(e−5A)
aˆβ2 = (A+ C2β) e
−2A +
+
4
3
[
(A+ C2β)
2 + (3 + C∗ − C2β) (A+ C2β) + C∗ − C2β + 21
8
]
φ21e
−4A +
− 1
4
(A+ C2β + 1) e
−4A+O(e−6A) , (16.1.13)
where we have defined
C1χ ≡ C01χ + C11χ

φ21
. (16.1.14)
The solutions can be combined into a matrix as follows
aˆai =
(
aˆχ1 aˆ
χ
2
aˆβ1 aˆ
β
2
)
. (16.1.15)
Counterterm Matrix From the mass matrixMab given by eq.(16.1.5) and the ma-
trix of dominant solutions aˆai whose elements are given by eq.(16.1.13) we construct the
matrix Uab, defined by eq.(9.2.1),
Uχχ =
[
−32
3
φ21
(
A− 1
2
C∗ − 5
8
− 3
16
C01χ
)
+
(
A− 1
2
+ 2C11χ
)

]
e−2A +O
(
e−2A
A
)
Uββ = − 1
A
+
C2β
A2
+O
(
1
A3
)
Uβχ = 2
√
8
3
φ1e
−A + Cβχ
e−A
A
+O
(
e−A
A2
)
, (16.1.16)
where we have defined
Cβχ ≡ C2χ + C1β
2
. (16.1.17)
We read off
U0χχ = −32
3
φ21
(
A− 1
2
C∗ − 5
8
− 3
16
C01χ
)
e−2A, U1χχ = A− 1
2
+ 2C11χ. (16.1.18)
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From the requirements U0χχ = ∂2χU0, U0ββ = ∂2βU0 and U0βχ = ∂χ∂βU0, we find
U0 =
(
− 1
2A
+
C2β
2A2
)
φ2β +
(√
8
3
+
Cβχ
2A
)
φβφ
2
χ +
+
(
−4
3
A+
5
9
+
C01χ
6
− 1
12
√
8
3
Cβχ
)
φ4χ. (16.1.19)
Later we will show how to determine U0 systematically.
Zero modes The zero mode solutions are given by
Wβ
W =
4
3
√
8
3
φ21
(
A+ C∗ − 1
2
)
e−2A +O(e−4A)
Wχ
W =
2
3
φ1e
−A − 16
3
φ31
(
A+ C∗ +
5
48
)
e−3A +O(e−5A) , (16.1.20)
from which we read off, see eq.(5.1.20) and eq.(16.1.13),
cˆ1 =
2
3
φ1, cˇ1 = −4
9
φ31 − 2
√
8
3
φ1φ2 − 2
3
φ31C
0
1χ
cˆ2 =
4
3
√
8
3
φ21, cˇ2 = −
2
3
√
8
3
φ21 +
4
3
√
8
3
φ21 (C
∗ − C2β) . (16.1.21)
16.1.2 Metric
The results for eˆ and T are exactly like in GPPZ, with φs replaced by φ1.
16.2 Solving differential equations
Now we determine the counterterms using the differential equations given by eq.(10.1.8)
0 =
(
Dr + dA˙
)
U0ab +Mc(aU0b)c − U˜ c0aU˜0bc
G¯ab =
(
Dr + (d− 2)A˙
)
U1ab +Mc(aU1b)c − U˜ c0(aU˜1b)c. (16.2.1)
The two scalar system is more complicated than the one scalar system since now the
differential equations are coupled, i.e. they mix the two scalar types β and χ together.
For example, the first differential equation actually contains three differential equations,
one for each function U0ββ,U0βχ, and U0χχ. But since there is a sum over c, the
differential equation for each function depends on at least one of the other functions as
well, so, where do we start?
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First, we will determine which of the functions is the strongest. Then we start with
the differential equation for the strongest function (in this case U0ββ, as we will see),
so we can neglect the terms proportional to the weaker functions (in this case U0βχ
and U0χχ). The differential equation for the strongest function thus decouples from the
other functions, and can easily be solved. Then we evaluate the differential equation
for the next-to-strongest function (in this case U0βχ). It decouples from all weaker
functions (in this case only U0χχ) but remains coupled to the strongest function (U0ββ).
We already know the solution for the strongest function, so we can simply substitute
this solution, leaving us again with a decoupled differential equation that can easily be
solved. This procedure can be continued down to the weakest function (in this case
U0χχ). Every time we have found the solution for some function, we can check for
consistency if it really is of the order we expected. If everything is consistent, then we
know the solutions must be correct, since they are unique.
Let us first determine the order up to which we need Uχχ, Uββ and Uβχ. In the
action, they appear in the combinations
e4rφχUχχφχ, e4rφβUβχφχ, e4rφβUββφβ. (16.2.2)
Substituting the expressions for φχ and φβ yields
∼ e2rUχχ, ∼ rerUβχ, ∼ r2Uββ. (16.2.3)
We see that we need
Uχχ → O
(
e−2r
)
, Uβχ → O
(
r−1e−r
)
, Uββ → O
(
r−2
)
. (16.2.4)
Since we need Uχχ up to order e−2r, we need to find U1χχ as well
Uχχ = U0χχ + U1χχe−2A+O
(
2
)
. (16.2.5)
We thus need to find U0ββ,U0βχ,U0χχ, and U1χχ. From eq.(16.2.4) we see that the
strongest function is U0ββ, so let us start by substituting a = b = β in the differential
equation for U0ab, given by the first line of eq.(16.2.1)
d
dr
U0ββ = (U0ββ)2 +O
(
e−2r
)
. (16.2.6)
The solution reads
U0ββ = −1
r
+
CU0ββ
r2
+O
(
1
r3
)
. (16.2.7)
The next-to-strongest function is U0βχ, whose differential equation can be found by
substituting a = β, b = χ in eq.(16.2.1). This time we may neglect terms with U0χχ
because they are weaker than U0βχ. The differential equation is still coupled to U0ββ,
but we can substitute the solution given by eq.(16.2.7), yielding a decoupled equation
for U0βχ,
0 =
(
d
dr
+ 1
)
U0βχ − 1
r
(
2
√
8
3
φ1e
−r − U0βχ
)
+O
(
e−r
r2
)
. (16.2.8)
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The solution reads
U0βχ = 2
√
8
3
φ1e
−r + CU0βχ
e−r
r
+O
(
e−r
r2
)
, (16.2.9)
Finally, substituting a = b = χ and the solution for U0βχ in eq.(16.2.1) yields(
d
dr
+ 2
)
U0χχ = −32
3
φ21e
−2r. (16.2.10)
The solution reads
U0χχ = −32
3
φ21 (r + CU0χχ) e
−2r. (16.2.11)
Substituting a = b = χ in the differential equation for U1ab yields, up to the required
order
d
dr
U1χχ = 1, (16.2.12)
which has the solution
U1χχ = r + CU1χχ. (16.2.13)
Determining T is equivalent to the GPPZ case. Let us summarize our results
U0ββ = − 1
r + CU0ββ
U1χχ = r + CU1χχ
U0βχ = 2
√
8
3
φ1e
−r + CU0βχ
e−r
r
T1 = −1
2
+
1
3
φ21 (r + CT1) e
−2r
U0χχ = −32
3
φ21 (r + CU0χχ) e
−2r T2 = −1
4
(r + CT2) .
(16.2.14)
The solution for the matrix U0ab is consistent with our previous estimate for the strength
of its components U0ββ,U0βχ and U0χχ. The relations between the constants are
CU0χχ = −1
2
∆− 5
8
− 3
16
C˜01χ, CU0ββ = C2β, CU0βχ = Cβχ
CU1χχ = 2C˜
1
1χ −
1
2
, CT1 =
1
4
− 12C1eˆ, CT2 = −3
4
+ 16C2eˆ. (16.2.15)
16.3 Preferred Scheme
We see from eq.(16.2.14) that all scheme constants come from the ambiguity in choosing
the cut-off and can therefore be written as r+ constant, with the exception of CU0βχ.
We may therefore argue that CU0βχ = 0 in a natural scheme.
1 Then we find
U0 = −
φ2β
2 (r + CU0ββ)
+
√
8
3
φ2χφβ −
4
3
(r + CU0χχ)φ
4
χ. (16.3.1)
1In GPPZ, we have the finite term CΦ4. The scheme constant C can not be written as r + C, so
it may seem unnatural. However, we can argue that the condition of zero vacuum energy is a more
important condition for a natural scheme, which sets the scheme constant to C = 1/18. This term is
already included in the counterterm −W , so we find CU0 = 0 in GPPZ.
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We may even argue that all scheme constants at a certain order in  have to be equal
to each other when written as r+ constant. This means that all counterterms of the
same order in  live at the same cut-off boundary. Then we find CU0χχ = CU0ββ
and CU1χχ = CT1. Furthermore, we may argue that the vacuum energy vanishes in a
natural scheme, e = 0. These criteria of naturalness, namely e = 0, CU0βχ = 0 and
CU0χχ = CU0ββ, lead to CU0χχ = CU0ββ = C
∗. Then both vevs vi defined by eq.(12.2.7)
vanish automatically. Furthermore, it allows us to complete the square,
U0 = −4
3
(A+ C∗)
(
φ2χ −
√
3
8
φβ
(A+ C∗)
)2
. (16.3.2)
We see that our criteria of naturalness are sufficient to remove all scheme dependence
from the correlators. We also note that we would have gotten the same result by
requiring all scheme constants, at all orders in , to be equal to C∗, implying that all
counterterms live at the same cut-off boundary. The covariant counterterm then reads
Lcov = 1
8
R + (A+ C∗)
[
− 4
3
(
Φ2χ −
√
3
8
Φβ
(A+ C∗)
)2
+
− 1
2
(∇Φχ)2 − 1
12
Φ2χR +
1
16
(
RijRij − 1
3
R2
)]
. (16.3.3)
16.4 Spontaneous Vev
If we make the scalar χ inert by setting φ1 = 0, then e = 0 automatically, and the
scheme constants remain unfixed. Using eq.(12.2.7), we see a spontaneous vev appear
v2 = φ2, as expected because ∆β = 2. All the terms proportional to Φχ dissappear
from the counterterm, leaving exactly the counterterm for the Coulomb Branch Flow
given by the first line of eq.(13.4.1).2 It is intriguing that the mixed counterterm comes
from a complete square between the individual counterterms√
8
3
Φ2χΦβ.
Furthermore, this is exactly the same term as the mixed term in the superpotential W .
2On the other hand, removing Φβ from the counterterm does not give the counterterm for GPPZ.
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16.5 Inversion in the two-scalar system
We will now show how to systematically obtain U0(r, φχ, φβ) from U0(r, φ1, φ2). We
repeat eq.(16.1.4),
φβ =
√
8
3
φ21re
−2r + φ2e−2r +O
(
e−4r
)
,
φχ = φ1e
−r +O(e−3r) . (16.5.1)
The inverse relations are
φ1 = e
rφχ +O
(
e−2r
)
φ2 = e
2rφβ −
√
8
3
re2rφ2χ +O
(
e−2r
)
. (16.5.2)
We repeat our result for the elements of U0ab(r, φ1, φ2),
U0χχ = −32
3
rφ21e
−2r + const(φ1, φ2)e−2r
U0βχ = 2
√
8
3
φ1e
−r
U0ββ = −1
r
+
const(φ1, φ2)
r2
, (16.5.3)
where “const” stands for any combination of its arguments, reflecting the scheme de-
pendence. Using the inverse relations eq.(16.5.2), we find the desired U0ab(r, φχ, φβ),
U0χχ = −32
3
rφ2χ + const(r, φχ, φβ)e
−2r
U0βχ = 2
√
8
3
φχ
U0ββ = −1
r
+
const(r, φχ, φβ)
r2
, (16.5.4)
where “const” stands for any combination of its arguments such that they combine to
a constant. Without any loss of generality we may write
U0 = f1(r, φχ) + f2(r, φχ, φβ) + f3(φβ). (16.5.5)
It is easiest to start with U0βχ, because it involves only f2
U0βχ = ∂β∂χf2(r, φχ, φβ) = 2
√
8
3
φχ. (16.5.6)
This can easily be integrated
U0 = f1(r, φχ) +
√
8
3
φβφ
2
χ + f3(r, φβ). (16.5.7)
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Now we find
U0ββ = ∂2βf3(φβ) = −
1
r
+ const(r, φχ, φβ)r
−2. (16.5.8)
The constant may be a function of φβ, and hence when we integrate we find
U0 = f1(r, φχ) +
√
8
3
φβφ
2
χ −
φ2β
2r
+
1
r2
∫
d2φβ const(r, φχ, φβ). (16.5.9)
However, we know that the last term is a scheme dependent term, so we can write
U0 = f1(r, φχ) +
√
8
3
φβφ
2
χ −
φ2β
2r
+ finite. (16.5.10)
From this we find
U0χχ = ∂2χf1(r, φχ) + 2
√
8
3
φβ = −32
3
rφ2χ + const(r, φχ, φβ)e
−2r. (16.5.11)
Our goal is to find f1
∂2χf1(r, φχ) = −
32
3
rφ2χ − 2
√
8
3
φβ + const(r, φχ, φβ)e
−2r
= −32
3
rφ21e
−2r − 16
3
rφ21e
−2r − 2
√
8
3
φ2e
−2r + const(φ1, φ2)e−2r
= −16rφ21e−2r + const(φ1, φ2)e−2r
= −16rφ2χ + const(r, φχ, φβ)e−2r. (16.5.12)
We can integrate this to find
f1(r, φχ) = −4
3
rφ4χ +
∫
d2φχconst(r, φχ, φβ)e
−2r. (16.5.13)
The last term is scheme dependent so it must be finite
f1(r, φχ) = −4
3
rφ4χ + finite. (16.5.14)
Then we find
U0 = −4
3
rφ4χ +
√
8
3
φβφ
2
χ −
φ2β
2r
+ finite. (16.5.15)
Now we can go unambiguously (up to scheme dependence) from the background to the
full fields,
U0 = −4
3
rΦ4χ +
√
8
3
ΦβΦ
2
χ −
Φ2β
2r
+ finite. (16.5.16)
Chapter 17
Non-aAdS: Klebanov-Strassler
 Covariant Holographic Renormalization is constructed to be applicable
to both aAdS and non-aAdS spacetimes. The previous case studies were
all in aAdS backgrounds. In this section we perform a first calculation in
a non-aAdS background, namely the Klebanov-Strassler background. More
details can be found in [2] and [3]. 
17.1 Background
The KS theory is four-dimensional, has seven scalars fields (x, p, y,Φ, b, h1, h2) and the
superpotential is given by, see eq.(5.2) in [6]
W = −1
2
(
e−2p−2x + e4p cosh y
)
+
1
4
e4p−2x [Q+ 2P (bh2 + h1)] , (17.1.1)
The superpotential does not have a fixed point, so the metric solution will be non-aAdS.
The sigma-model metric is given by eq.(5.1) in [6], but we will not need it here. We
use the variable τ and in favor of r,
∂r = e
4p∂τ . (17.1.2)
We also introduce
h(τ) ≡
∫ ∞
τ
dθ
θ coth θ − 1
sinh2 θ
[2 sinh(2θ)− 4θ]1/3 . (17.1.3)
In the limit of large τ , we find
h(τ) = 3
(
τ − 1
4
)
e−4τ/3 +O(e−10τ/3) . (17.1.4)
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The background solutions are given by
Φ = Φ0
ey = tanh(τ/2)
b = − τ
sinh τ
h1 = − Q
2P
+ PeΦ0 coth τ (τ coth τ − 1)
h2 = Pe
Φ0 (τ coth τ − 1) sinh−1 τ
2
3
e6p+2x = coth τ − τ
sinh2 τ
e2x/3−4p = 3−2/32P 2eΦ0h(τ) sinh4/3 τ. (17.1.5)
The warp function is given by
e−2A ∼ e4p (e−2x sinh τ)2/3 h(τ) ∼ (τ − 1
4
)−1/3
e−2τ/3 +O(e−4τ/3) , (17.1.6)
where the proportionality factor sets the momentum scale. From this we find, see
eq.(4.1.6),
A˙ = −3
2
W = 1
6
P−4/3e−2Φ0/3
(
τ − 1
4
)−2/3 [
2 +
(
τ − 1
4
)−1]
, (17.1.7)
showing that W → 0 at the boundary so there is no aAdS solution, see subsection 7.1.
17.2 Cancellation of Divergences
In section 12, we showed that under some mild assumptions
e(d−2)A
(WaWb
W2 U1ab +
1
W −
2(d− 2)
d− 1 T1
)
= finite, (17.2.1)
even though neither of the terms is finite by itself, in general. We verified this result in
all cases we considered, including the Klebanov Strassler (KS) theory. We now roughly
sketch how we performed this calculation, without focussing on the details.
The vector Wa/W is given by eq.(5.26) in [6], and the matrix Uab is given by
eq.(5.20) and eq.(5.21) in the same reference, from which we can read off U1ab using
eq.(9.2.3).1 This allowed us to calculate the first term in eq.(17.2.1). The second
term follows from eq.(17.1.7). The last term in eq.(17.2.1) follows from the differential
equation for T1 given by eq.(10.2.3), which reads, using d = 4 and eq.(17.1.7),
− P 4/3e2Φ0/3
(
τ − 1
4
)2/3
=
(
∂τ +
2
3
+
1
3τ − 3/4
)
T1, (17.2.2)
1In [6] only the leading terms are given, but we also need the subleading terms in this calculation.
This section only aims to sketch the steps of the calculation.
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where the left-hand side is just −e−4p. The solution reads
T1 = −3
2
P 4/3e2Φ0/3
[(
τ − 1
4
)2/3
− 3
2
(
τ − 1
4
)−1/3]
+ CT1
(
τ − 1
4
)−1/3
e−2τ/3, (17.2.3)
where CT1 is a scheme constant. We found that eq.(17.2.1) is indeed finite in KS.
This is an important result because neither one of the three terms in eq.(17.2.1) is
finite by itself. The counterterms proportional to U1ab and T1 apparently conspire to
kill the divergences at order  coming externally from from the bare action, while the
remaining divergences within the counterterm cancel internally.
Part IV
Summary, Outlook and Appendix
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Chapter 18
Summary
 By construction, Covariant Holographic Renormalization (CHR) can be
applied to both aAdS and non-aAdS spacetimes. This is progress, because
alternative holographic renormalization programs work only in aAdS. The
advantage of aAdS is that there exists a fixed point around which one can
make a Taylor expansion, which simplifies the procedure considerably. In
non-aAdS there is no fixed point. Instead, CHR is based on an expansion
in small fluctuations around the background solutions for the scalars and
the metric. To calculate n-point functions, we need to keep terms to n-
th order in the fluctuations. In this thesis we considered only one- and
two-point functions, and therefore kept terms up to quadratic order in the
fluctuations. 
18.1 Covariant Holographic Renormalization
Our approach was the following. First, we wrote down the divergences of the bare, on-
shell action up to second order in the gauge invariant fluctuations, given by eq.(8.4.2),
Sbare =
edA
2
∫
ddx
(
aa
(
G¯abDr −Mab
)
ab +
1
8
e˙ije
j
i −
e−2A
16W hh
)
+O(f 3) . (18.1.1)
From previous work on holographic renormalization in non-aAdS, we know the explicit
expression for the matrix Uab, given by eq.(9.2.1), that appears in the counterterm
between the scalar fluctuations as aaUabab. Since the metric behaves as a massless scalar,
we also know the equivalent expression for T , given by eq.(9.2.2), that appears in the
counterterm between the metric fluctuations as eijT eji . It was therefore straightforward
to write down the required counterterms, given by eq.(9.2.4),
Scnt =
edA
2
∫
ddx
(
aaUabab − 1
8
eijT eji +
e−2A
16W hh
)
+O(f 3) . (18.1.2)
We showed how this non-covariant required piece arises from a boundary covariant
counterterm. We therefore wrote down the most simple and general structure of the
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covariant counterterm action which is known to reproduce the correct results in aAdS,
Scov =
∫
ddx
√
γLcov, (18.1.3)
where Lcov is given by eq.(11.2.4),
Lcov = U0 − 1
2
U1ab∇nΦa∇nΦb + 1
2
U2ab∇2Φa∇2Φb +
− 1
4
T1R− 1
4
T2R
ijRij +BR
2 + Ca∇iΦa∇iR +O
(
3
)
. (18.1.4)
This way we reduced the problem to finding a set of unknown counterterm functions
U0, U1ab, U2ab, T1, T2, B, Ca. Boundary covariance allows each of these functions to
depend both on the scalars Φa and the explicit cut-off A.
Since we focussed our attention on calculating one- and two-point functions, we
expanded the action (bare action plus counterterm) in small fluctuations around the
background, keeping terms up to quadratic order in the (gauge invariant) fluctuations.
This reduced the problem to finding only the background solutions U0, U1ab, U2ab, T1,
T2, B, Ca, which are functions of the background scalar modes φa and the explicit cut-
off A. In turn, φa(r) and A(r) are functions of the cut-off A only, so the background
solutions U0(A), U1ab(A), . . . are also functions of A only.
After the expansion, the following terms appeared in the counterterm
aa
[U0ab + U1ab(φ,A)e−2A+U2ab(φ,A)e−4A2 +O(3)] ab,
eij
[T1e−2A+T2e−4A2 +O(3)] eji . (18.1.5)
The terms within brackets are precisely the expansions in  of the counterterm matrices
Uab and T respectively, given by eq.(9.2.3). Thus, the requirement that we find the
terms aaUabab and eijT eji in the counterterm fixed the functions U0, U1ab, U2ab, T1, T2.
Thus we have shown how the required non-covariant piece Scnt arises from a boundary
covariant counterterm Scov.
The next task was to show that our theory does not introduce any new divergences.
We therefore wrote
Scov = Scnt + Sfin, (18.1.6)
and showed in section 12 that all terms in Sfin are finite under some reasonable assump-
tions.
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We ended up with an action that
1. is boundary covariant (satisfies the translational Ward identity),
2. includes the zeroth and first order terms (vacuum energy e and vevs),
3. includes the unphysical fields i, H, h (no gauge has been fixed),
4. does not introduce any new divergences,
5. reproduces the correct counterterms aaUabab and eijT eji ,
6. reproduces known results in aAdS and can be applied to non-aAdS as well,
7. is the generating functional of connected correlation functions for both conformal
and non-conformal QFT’s.
From the renormalized action that is expanded up to second order in the fluctuations
eq.(11.2.13) we calculated renormalized one-point functions given by eq.(C.4.1) by func-
tional differentiation of the renormalized action with respect to the sources. We kept
the one-point functions up to linear order in the sources, so we can immediately obtain
the two-point functions from them by functionally differentiating a second time. A
finite renormalized action guarantees finite one- and two-point functions.
Chapter 19
Outlook
 We conclude by indicating the direction of our future research. 
19.1 Leaving the background
The counterterm matrices Uab and T are determined on the background. We have shown
that the counterterms lead to finite correlation functions, but in order to explicitly
calculate the correlators we need to know the counterterm functions away from the
background. For example, the vevs v0i are given by, see eq.(12.2.7),
v0i = −edAU0aaˆa0i, (19.1.1)
where U0a ≡ DaU0(A, φ). We know the matrix U0ab(A, φ) as a function of A, but we
do not know which part of the dependence on A is implicit through the background
values of the scalars, and which part is explicit. This prevents us from integrating the
matrix U0ab to obtain U0a. Hence, we must find U0ab(A,Φ) from U0ab(A, φ). We have
shown how to do this systematically for a two-scalar system in aAdS in subsection 16.5,
but we do not know if we can apply the same procedure to non-aAdS. We are very
interested in developping a systematic method to leave the background and explicitly
determine the full counterterms in non-aAdS.
19.2 Recombination
Another interesting question that we would like to answer in future research comes from
the following observation. To zeroth order in , we have, see eq.(C.4.1),
〈Oi〉 = v0i + Z0ijarj + 1
2
Z˜0ijasj − 1
4
xi0h+O() . (19.2.1)
Using the expression for xi0 from eq.(12.2.2) and the expressions for ϕsj and ϕrj from
eq.(C.2.7), we find
〈Oi〉 = v0i + Z0ijϕrj + 1
2
Z˜0ijϕsj +O() . (19.2.2)
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Possibly this recombination of asi, ari and h into ϕsi and ϕri happens at higher order
in  as well,
〈Oi〉 ?= v0i + Zijϕrj + 1
2
Z˜ijϕsj. (19.2.3)
We would like to check this at linear order in . At quadratic order in , we can
always choose the counterterms such that this happens (which then automatically leads
to finite correlation functions). This choice may be consistent with the recombination
of the components U0ab, U1ab, and U2ab into the full matrix Uab, and of T1 and T2
into the full function T , which happens when we choose the counterterms according to
eq.(11.2.10). If this is true, then we consider the choice eq.(11.2.10) to be a more natural
scheme than the choice eq.(12.5.1). The latter choice leads to vanishing contributions
proportional to aa2 h and h2 h, such that 〈Oi〉 has no part proportional to 2 h and
no recombination is possible with Z2ij 2 arj and Z˜2ij 2 asj.
It might seem natural that asi, ari recombine with h into ϕsi and ϕri because we are
working with covariant counterterms, in which aa always comes from ϕa. However, when
we put the action on-shell, we use the equations of motions for b and c to eliminate
them in favor of aa, see eq.(5.1.7), such that aa stems from b and c instead of from
ϕa. We therefore can not expect that in the correlators, which come from the on-shell
action, asi, ari always recombine with h into ϕsi and ϕri. Still, looking at eq.(C.4.1),
this does seem to happen.
19.3 Translational Ward identity
The translational Ward identity should always be satisfied, because we always require
our theories to have translational invariance. Eq.(6.1.2) gives the translational Ward
identity,
∇i
〈
T ij
〉
= −〈Oi〉∇jΦsi. (19.3.1)
Up to first order in the fluctuations, this reads1
∂i
〈
T ij
〉
= −v0i∂jϕsi +O
(
f 2
)
, (19.3.2)
where we have used 〈Oi〉0 = v0i from eq.(C.4.1). On the other hand, we find from
eq.(C.4.1)
∂i
〈
T ij
〉
= edAU0a∂jϕa +O
(
f 2
)
. (19.3.3)
Using eq.(5.1.6), we find
edAU0aϕa = edAU0aaˆa0i
(
asi − 1
4
cˆih
)
+O() = −v0iϕsi +O() , (19.3.4)
1We have used
∇i
〈
T ij
〉
= ∂i
〈
T ij
〉− Γkij 〈T ik〉0 + Γiki 〈T kj 〉0 = ∂i 〈T ij〉− Γiije+ Γijie = ∂i 〈T ij〉 .
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where the contributions proportional to cˇi and ari can be neglected because v0i is finite
by assumption, see eq.(12.2.7). Substituting this into eq.(19.3.3) yields
∂i
〈
T ij
〉
= −v0i∂jϕsi +O() +O
(
f 2
)
. (19.3.5)
Comparing this result to eq.(19.3.2), we see that the translational Ward identity is
satisfied if the contributions of order  vanish. We would like to understand better
how to interpret this result.
19.4 Higher n-point functions
This thesis focussed on two-point functions, but Covariant Holographic Renormalization
can be generalized to higher n-point functions. If we want the counterterms for three-
point functions, we have to keep terms up to cubic order in the fluctuations. We then
repeat the steps, starting by identifying the divergences of the bare action up to cubic
order, followed by an expansion of the counterterm action up to cubic order using
U0 = U0 + ϕaU0a + 1
2
ϕaϕbU0ab + 1
3!
ϕaϕbϕcDcU0ab +O
(
f 4
)
, (19.4.1)
and similarly for the other terms in eq.(11.2.4). As explained below eq.(11.2.1), for the
two-point functions we can neglect counterterms proportional to
∇i∇jΦa∇i∇jΦb, RklmnRklmn, ∇2R,
but we expect these counterterms to be necessary for higher n-point functions. It
may happen that we can fix the counterterm matrices proportional to B and Ca more
naturally when we consider higher n-point functions.
To switch terms to gauge invariant variables, we have to know the relations eq.(5.1.4)
up to quadratic order in the fluctuations. These relations are much more complicated,
so the level of difficulty increases rapidly. Nevertheless, the conclusion of this thesis is
that one- and two-point functions of both conformal and non-conformal field theories
can be holographically renormalized by covariant counterterms, which strengthens our
hope that this continues to be the case for higher n-point functions.
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Appendix A
Notation
A.1 Scalars
Symbol Meaning
Φ(r, x) Scalar
φ(r) Scalar, background
ϕ(r, x) Scalar, fluctuation
Φs(x) Scalar source
φs Scalar source, background
ϕs(x) Scalar source, fluctuation
Φr(x) Scalar response
φr Scalar response, background
ϕr(x) Scalar response, fluctuation
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A.2 Metric
Symbol Meaning
G(Φ) Sigma model metric
G¯(φ) Sigma model metric, background
G(Φ) Sigma model connection
G¯(φ) Sigma model connection, background
gµν Bulk metric
γij Boundary metric
e2Aηij Boundary metric, background
e2Ahij Boundary metric, fluctuation
R[g]µν Ricci tensor, bulk
Rij Ricci tensor, boundary
Γ[g]ρµν Bulk connection
Γklm Boundary connection
∇[g]µ Bulk nabla
∇m Boundary nabla
Appendix B
Counterterm expansion
We now show how we expanded the general counterterm eq.(11.2.4) up to second order
in the gauge invariant fluctuations, leading to eq.(11.2.6).
B.1 Expansion of Individual Counterterms
The counterterm action is given by
Scov =
∫
ddx
√
γLcov, (B.1.1)
where the Lagrangian is given by eq.(11.2.4), which we repeat here for simplicity,
Lcov = U0 − 1
2
U1ab∇iΦa∇iΦb + 1
2
U2ab∇2Φa∇2Φb +
− 1
4
T1R− 1
4
T2R
ijRij +BR
2 + Ca∇iΦa∇iR + . . . (B.1.2)
111
APPENDIX B. COUNTERTERM EXPANSION 112
Up to second order and up to boundary terms, we find
√
γU0 = e
dAU0
(
1 +
1
2
H +
d
2(d− 1)h−
1
4
eije
j
i +
1
2
i i +
− 1
8
H2 +
d− 2
4(d− 1)Hh+
d(d− 2)
8(d− 1)2h
2
)
+
+ edAU0a
(
aa +
1
2
Haa +
d
2(d− 1)ha
a +
− W
a
4W
[
h+
1
2
Hh+
d
2(d− 1)h
2
])
+
+
edA
2
U0ab
(
aaab − W
a
2W a
bh+
WaWb
16W2 h
2
)
−1
2
√
γU1ab∇iΦa∇iΦb = 1
2
e(d−2)AU1ab
(
aa ab − W
a
2W a
bh+ W
aWb
16W2 hh
)
1
2
√
γU2ab∇2Φa∇2Φb = 1
2
e(d−4)AU2ab
(
aa2 ab − W
a
2W a
b2 h+ W
aWb
16W2 h
2 h
)
−1
4
√
γT1R = −e
(d−2)A
16
T1
(
eij  eji −
d− 2
d− 1hh
)
+
+
1
4
e(d−2)ADaT1
(
aah− W
a
4W hh
)
−1
4
√
γT2R
ijRij = −e
(d−4)A
16
T2
(
eij 2 eji +
d
d− 1h
2 h
)
√
γBR2 = e(d−4)ABh2 h
√
γCa∇iΦa∇iR = e(d−4)ACa
(
aa2 h− W
a
4W h
2 h
)
. (B.1.3)
B.2 General Expansions
We made use of the following expressions below.
Metric
γij = e
2A (ηij + hij) . (B.2.1)
Connection
2Γkij = ∂(ih
k
j) − ∂khij − hkp
(
∂(ih
p
j) − ∂phij
)
+O(h3) . (B.2.2)
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Riemann tensor
2Rkmln = ∂l∂(mh
k
n) − ∂l∂khmn − ∂l
[
hkp
(
∂(mh
p
n) − ∂phmn
)]
+
− ∂n∂(mhkl) + ∂n∂khml + ∂n
[
hkp
(
∂(mh
p
l) − ∂phml
)]
+
+
1
2
(
∂(lh
k
p) − ∂khlp
) (
∂(mh
p
n) − ∂phmn
)
+
− 1
2
(
∂(nh
k
p) − ∂khnp
) (
∂(mh
p
l) − ∂phml
)
+O(h3) . (B.2.3)
Ricci tensor
2Rmn = ∂k∂(mh
k
n) −hmn − ∂n∂(mhkk) + ∂n∂khmk +
+ ∂n
[
hkp
(
∂(mh
p
k) − ∂phmk
)]
− ∂k
[
hkp
(
∂(mh
p
n) − ∂phmn
)]
+
+
1
2
∂ph
k
k
(
∂(mh
p
n) − ∂phmn
)
+
− 1
2
(
∂(nh
k
p) − ∂khnp
) (
∂(mh
p
k) − ∂phmk
)
+O(h3) . (B.2.4)
Ricci scalar
e2AR = ∂i∂
jhij −hkk+
1
4
hij hji+
1
2
∂jhij∂kh
k
i +
1
4
hkkhmm +O
(
h3
)
= −h+ 1
4
eij  eji +
1
2
H h+ d+ 2
4(d− 1)hh+O
(
h3
)
. (B.2.5)
Determinant To compute the determinant γ ≡ det γij, we used
γ ≡ det γij = e2dA det (ηij + hij) , (B.2.6)
where
det (ηij + hij) =
∞∑
m=0
1
m!
(
−
∞∑
n=1
(−1)n
n
tr
(
hnij
))m
. (B.2.7)
Up to second order, this reads
det (ηij + hij) = 1 + tr hij +
1
2
[
(tr hij)
2 − tr (h2ij)]+O(h3ij) . (B.2.8)
Then we find
γ = e2dA
[
1 + hkk +
1
2
((
hkk
)2 − hmk hkm)]+O(h3) . (B.2.9)
Substituting eq.(4.2.10) and eq.(4.2.12), we find
γ = e2dA
(
1 +H +
d
d− 1h−
1
2
emk e
k
m + 
k k +Hh+
d
2(d− 1)h
2
)
+O(f 3) . (B.2.10)
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To calculate the square root, we use
√
γ = edA
√
1 + ε = edA
(
1 +
1
2
ε− 1
8
ε2 +O(ε3)) , (B.2.11)
where we defined
ε ≡ H + d
d− 1h−
1
2
emk e
k
m + 
k k +Hh+
d
2(d− 1)h
2. (B.2.12)
Substituting eq.(B.2.12) in eq.(B.2.11) yields
√
γ = edA
(
1 +
1
2
H +
d
2(d− 1)h−
1
4
emk e
k
m +
1
2
k k +
− 1
8
H2 +
d− 2
4(d− 1)Hh+
d(d− 2)
8(d− 1)2h
2
)
+O(f 3) . (B.2.13)
Appendix C
One-point functions
Here we show how to obtain one-point functions up to linear order in the sources from
the renormalized action.
C.1 Renormalized Action
The renormalized action is given by eq.(11.2.13),
√
γLren = e
dA
2
aa
(
G¯abDr −Mab + Uab
)
ab +
edA
16
eij (∂r − T ) eji +
+
edA
4
h
(
DaT − W
b
W Uab +O
(
2
))(
aa − W
a
8W h
)
+
−
(
1 +
1
2
H +
d
2(d− 1)h
)(
viasi − v
4
h
)
+
− e
(d−2)A
16(d− 1)T1hh+ e
[
1 +
1
2
H +
d
2(d− 1)h+
− 1
4
emk e
k
m +
1
2
k k − 1
8
H2 +
d− 2
4(d− 1)
(
H +
d
2(d− 1)h
)
h
]
.(C.1.1)
We used the definitions,
e ≡ edAU0, vi ≡ −edAU0aaˆai , v ≡ −edAU0a
Wa
4W . (C.1.2)
In the main text we set e = 0, but we keep it around here to show its interpretation.
The QFT one-point functions can be obtained from eq.(C.1.1) as follows
〈Tij〉 = − 2√
γs
δSren
δγijs
, 〈Oi〉 = − 1√
γs
δSren
δϕsi
. (C.1.3)
This means that the variation of the action reads
δSren = −
∫
ddx
√
γs
[
1
2
〈Tij〉 δγijs + 〈Oi〉 δϕsi
]
. (C.1.4)
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C.2 Linear Expansion
Let us expand eq.(C.1.4) first to linear and then to quadratic order in the fluctuations.
From eq.(B.2.13) we find
√
γs = 1 +
1
2
H +
d
2(d− 1)h+O
(
f 2
)
. (C.2.1)
From eq.(4.2.10) we find
γisj = e
i
sj + ∂
ij + ∂j
i +
∂i∂j
 H +
δij
d− 1h. (C.2.2)
We decompose T ij similar to h
i
j in eq.(4.2.10),
T ij = T ij + ∂iTj + ∂jT i +
∂i∂j
 TH +
δij
d− 1Th. (C.2.3)
Here, T ij is traceless and transversal and T i is transversal
T ij ≡ ΠikjlT lk, ∂iT i ≡ 0, (C.2.4)
where the traceless transverse projector Πikjl is defined by
Πikjl ≡
1
2
(
ΠikΠjl + Π
i
lΠ
k
j
)− 1
d− 1Π
i
jΠ
k
l , (C.2.5)
and the transverse projector Πij is defined by eq.(4.2.9). We also decompose ϕsi into
asi and h. From eq.(5.1.6) and eq.(5.1.20) we find
ϕa = aa − W
a
4W h = aˆ
a
0i
(
asi − 1
4
cˆih
)
+ aˇa0i
(
ari − 1
4
cˇih
)
+O() , (C.2.6)
from which we read off
ϕsi = asi − 1
4
cˆih, ϕri = ari − 1
4
cˇih. (C.2.7)
Substituting the decompositions eq.(C.2.3) and eq.(C.2.7) in eq.(C.1.4) yields
δS(1)ren =
∫
ddx
[
1
2
〈T ji 〉0 δeisj − 〈 Ti〉0 δi + 12
(
〈TH〉0 +
1
d− 1 〈Th〉0
)
δH +
+
(
1
2(d− 1) 〈TH〉0 +
d
2(d− 1)2 〈Th〉0 +
cˆi
4
〈Oi〉0
)
δh+
− 〈Oi〉0 δasi
]
. (C.2.8)
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From this we find
δS
(1)
ren
δi
= −〈 Ti〉0
δS
(1)
ren
δeisj
=
1
2
〈T ji 〉0
δS
(1)
ren
δh
=
1
2(d− 1) 〈TH〉0 +
d
2(d− 1)2 〈Th〉0 +
cˆi
4
〈Oi〉0
δS
(1)
ren
δH
=
1
2
〈TH〉0 +
1
2(d− 1) 〈Th〉0
δS
(1)
ren
δasi
= −〈Oi〉0 . (C.2.9)
We can invert these relations to
〈Th〉0 = 2(d− 1)
δS
(1)
ren
δh
− 2δS
(1)
ren
δH
+
d− 1
2
cˆi
δS
(1)
ren
δasi
〈TH〉0 = −2
δS
(1)
ren
δh
+
2d
d− 1
δS
(1)
ren
δH
− cˆi
2
δS
(1)
ren
δasi〈
 T i〉
0
= −δS
(1)
ren
δi〈T ji 〉0 = 2δS(1)renδeisj
〈Oi〉0 = −
δS
(1)
ren
δasi
. (C.2.10)
From eq.(C.2.3) and eq.(C.2.10) we find
〈
T kk
〉
0
= 〈TH〉0 +
d
d− 1 〈Th〉0 = 2(d− 1)
δS
(1)
ren
δh
+
d− 1
2
cˆi
δS
(1)
ren
δasi
. (C.2.11)
The linear part of the on-shell action eq.(C.1.1) reads
S(1)ren =
∫
ddx
[
1
2
eH +
(
d
2(d− 1)e+
v
4
)
h− v0iasi
]
. (C.2.12)
Notice that we were allowed to replace vi by v0i, because terms with  acting on asi
are total derivatives, which drop out since we integrate them over the boundary. From
eq.(C.2.12) we find
δS
(1)
ren
δh
=
d
2(d− 1)e+
1
4
v,
δS
(1)
ren
δH
=
1
2
e,
δS
(1)
ren
δasi
= −v0i. (C.2.13)
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This gives〈T ji 〉0 = 〈 T i〉0 = 〈TH〉0 = 0, 〈Th〉0 = (d− 1)e, 〈Oi〉0 = v0i. (C.2.14)
From eq.(C.2.11) we then find 〈
T kk
〉
0
= de. (C.2.15)
We can summarize the two equations above as follows〈
T ij
〉
0
= δije, 〈Oi〉0 = v0i. (C.2.16)
This shows that e has the interpretation of the vacuum energy density and v0i has the
interpretation of the vev of the QFT operator Oi.
C.3 Quadratic Expansion
Using the results from the expansion up to first order, we can continue to expand
eq.(C.1.4) up to second order,
δSren =
∫
ddx
{
1
2
(〈T ji 〉− eejsi) δeisj + (ek − 〈Tk〉) δk +
+
[
1
2
〈TH〉+ 1
2(d− 1) 〈Th〉+
e
4
(
d− 2
d− 1h−H
)]
δH +
+
[
1
2(d− 1) 〈TH〉+
d
2(d− 1)2 〈Th〉+
1
4
cˆi 〈Oi〉+
+
1
4
(
d− 2
d− 1e+
1
2
v
)(
H +
d
d− 1h
)]
δh+
−
(
〈Oi〉+ 1
2
v0iH +
d
2(d− 1)v0ih
)
δasi
}
. (C.3.1)
We have used the relation
v ≡ −edAU0aW
a
W = −e
dAU0acˆiaˆa0i = cˆiv0i, (C.3.2)
where the contribution proportional to cˇi can be neglected because v0i is finite by
assumption, see eq.(12.2.7).
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From eq.(C.3.1) we read off
δSren
δejsi
=
1
2
(〈T ij 〉− eeisj)
δSren
δk
= e k − 〈Tk〉
δSren
δH
=
1
2
〈TH〉+ 1
2(d− 1) 〈Th〉+
e
4
(
d− 2
d− 1h−H
)
δSren
δh
=
1
2(d− 1) 〈TH〉+
d
2(d− 1)2 〈Th〉+
1
4
cˆi 〈Oi〉+
+
1
4
(
d− 2
d− 1e+
1
2
v
)(
H +
d
d− 1h
)
δSren
δasi
= −〈Oi〉 − 1
2
v0i
(
H +
d
d− 1h
)
. (C.3.3)
We can invert the relations to〈T ij 〉 = 2δSren
δejsi
+ eeisj
 〈Tk〉 = e k − δSren
δk
〈TH〉 = 2d
d− 1
δSren
δH
− 2δSren
δh
+
1
2
cˆi 〈Oi〉 − d
2(d− 1)e
(
d− 2
d− 1h−H
)
+
+
1
2
(
d− 2
d− 1e+
1
2
v
)(
H +
d
d− 1h
)
〈Th〉 = 2(d− 1)δSren
δh
− 2δSren
δH
− d− 1
2
cˆi 〈Oi〉+
− d− 1
2
(
e+
1
2
v
)
H −
(
1
d− 1e+
d
4
v
)
h
〈Oi〉 = −δSren
δasi
− 1
2
v0i
(
H +
d
d− 1h
)
. (C.3.4)
For the Ward identities, the following combinations of 〈TH〉 and 〈Th〉 are interesting,〈
T kk
〉
= 〈TH〉+ d
d− 1 〈Th〉 , ∂i
〈
T ij
〉
=  Tj + ∂j
(
〈TH〉+ 1
d− 1 〈Th〉
)
. (C.3.5)
Substituting eq.(C.3.4) in eq.(C.3.5) yields
∂i
〈
T ij
〉
= −δSren
δi
+ 2∂j
δSren
δH
+ e
(
 i − d− 2
2(d− 1)∂jh+
1
2
∂jH
)
〈
T kk
〉
= 2(d− 1)δSren
δh
− d− 1
2
cˆi 〈Oi〉+
− d− 1
2
(
d− 2
d− 1e+
1
2
v
)(
H +
d
d− 1h
)
. (C.3.6)
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Let us summarize our results with e = 0,
 〈Ti〉 = −δSren
δi〈
ΠikjmT
m
k
〉
= 2
δSren
δejsi
∂i
〈
T ij
〉
= −δSren
δi
+ 2∂j
δSren
δH〈
T kk
〉
+
d− 1
2
cˆi 〈Oi〉 = 2(d− 1)δSren
δh
− d− 1
4
v
(
H +
d
d− 1h
)
〈Oi〉 = −δSren
δasi
− 1
2
v0i
(
H +
d
d− 1h
)
. (C.3.7)
C.4 One-point Functions
Using the renormalized action given by eq.(11.2.13) we find the following one-point
functions up to linear order
 〈Tk〉 = 0〈
ΠikjmT
m
k
〉
=
1
4
Y eirj
∂i
〈
T ij
〉
= edAU0a∂jϕa〈
T kk
〉
+
d− 1
2
cˆi 〈Oi〉 = d− 1
2
v +
d− 1
2
edA
(
DaT − W
b
W Uab +O
(
2
))
ϕa +
+ dedAU0aϕa − aR
4
h
〈Oi〉 = v0i + Zijarj + 1
2
Z˜ijasj − 1
4
xih
Aˆ = a− edAϕa∂AU0a − aR
4
h. (C.4.1)
The matrices Zij and Z˜ij are given by eq.(9.3.4), the operator xi() is defined by
eq.(11.2.14), and the functions a and aR are defined by eq.(11.3.4).
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