Device-to-Device (D2D) communication with caching technology has emerged as a promising technique for offloading the traffic and boosting the throughput of the fifth generation (5G) cellular networks. The combined impact of cache memory size of user equipments (UEs) and content sizes, which are two crucial factors in D2D-assisted caching networks, were usually ignored in the existing researches. In this paper, an optimization algorithm is proposed to maximize the cache hit probability and cache-aided throughput, with the consideration of various cache memory sizes of UEs and content sizes. Firstly, users are grouped according to the cache memory sizes and the content sizes. Then the general mathematical expressions for the optimization of cache hit probability and cache-aided throughput with the constraints of cache memory sizes and content sizes are obtained. Subsequently, a Packet Cache Strategy (PCS) algorithm is proposed to obtain the caching probability matrix with the maximum cache hit probability and cache-aided throughout by taking user caching probability of a file as a variable. Finally, numerical results show that the sizes of the requested files affect the caching willingness of users, and the proposed PCS can achieve the highest cache hit probability and the best cache-aided throughput comparing with two other existing methods.
requesting for content is not located in its own cache and characterized the performance of the network by throughput and delay. [10] took advantage of a trade-off between video quality and video diversity, and suggested a method to cache videos of different qualities. Meanwhile, a node association algorithm was proposed for coping with the collision that several users request files from the same device at the same time.
In this paper, content preference, which is considered as different users' desires for the same content, is modeled by user request probability of a file. It can be defined that the greater the probability, the more popular the content is. Actually, the UEs' cache memories sizes and the sizes of the requested files will affect the user request probability of files.
Even though researchers have revealed that UEs' cache memory size and the desired file size both affect the content dissemination process, normalized content sizes and normalized UEs' capacities are generally assumed in the existing literatures, and the content popularity is regarded as the only main factor affecting user caching probability, thus ignoring the combined impact of the above-mentioned two factors constraints on the performance of D2D-assisted caching networks. For instance, [11] assumed that the cache memory size of users and the size of the desired files are normalized which simplifies the computation process to obtain the maximum cache hit probability and cache-aided throughput. In [12] , the author took account in the capacity restriction and proposed a caching strategy by normalizing the file size to maximize the cache hit probability. Moreover, many studies considered a simple case in which the impact of content size was neglected.
On consideration of the combined impact of both content sizes and capacities restriction, we design a D2D-assisted caching algorithm, in which UEs are classified into various groups according to their cache memory sizes, and the contents are grouped by sizes, then the user caching probability in each group is optimized to maximize the cache hit probability and cache-aided throughput. The main contributions of this paper are outlined as follows. • We propose a Packet Cache Strategy (PCS) algorithm based on the capacities restriction and the desired content with different sizes to find out the optimal solution for the cache hit probability and the cache-aided throughput.
• Numerical results show that the cache memory size and the content size have impacts on the optimal cache strategy, and the proposed PCS algorithm outperforms two other existing schemes.
The rest of this paper is organized as follows. The system model is described in Section II, and the optimization problem is formulated in Section III. In Section IV, we propose the caching deployment algorithm. The numerical results and analysis are presented in Section V. Finally, we conclude our work in Section VI. 
II. SYSTEM MODEL A. NETWORK MODEL
The system model of this paper is illustrated in Fig. 1 . M 1 , M 2 , M 3 denote different cache memory sizes. Two offloading methods are considered in the scenario. If a request UE with cache memory size M 1 can obtain the requested file F ip from nearby UE (within D2D communication range R) with cache memory size M 3 in which the requested file has been cached, the method is called as D2D-offloading. Otherwise, if the requested file F ip has already been stored in its own cache memories and the F ip can be obtained directly, the method is called as self-offloading.
To the best of our knowledge, the memories of UEs in our daily life are varied. Therefore, in the system model, U kinds of different cache memory sizes are considered, and the location distribution of all UEs follows homogeneous Poisson Point Process (PPP) with intensity λ. Each UE has cache memory size M u (U ∈ [1, U ]) with a proportion of m u , 0 < m u < 1. Obviously, U u=1 m u = 1. Thus, the locations of UEs with the cache memory size M u can be modeled by PPP d with intensity m u λ.
As far as we know, several existing literatures focused on the content popularity distribution. For example, [13] studied the characteristics of media traffic and found that the requested frequency of multimedia files follow Zipflike distribution. The distribution of web page requests is studied in [14] which proved that the web page requests approximately follow Zipf distribution. A large number of data researches were made for popular video websites such as YouTube in [15] , [16] . The results also showed the request distribution of a video file could approximately follow the Zipf distribution. Assuming a finite content category F = {F i } = {F 1 , F 2 , · · · , F N }, where F i is the i-th most popular file library, then the request probability of file library F i is
where i presents popularity order, γ is a popularity parameter which denotes the degree of concentration of popular content. Generally, there are more than one file with different sizes in the same popularity order. Therefore, we give a range to group the files by sizes, and the average value is taken as the average size of files in the group. Consequently, the files can be divided into multiple groups of different sizes in the same popularity order. Assuming that there are P i (i ∈ [1, N ]) groups of files with different sizes in the i-th popularity order, the average file size of group p (p ∈ [1, P i ]) is D ip and the proportion of files in group p to the total files is denoted by d ip , 0 < d ip < 1. Then we have P i p=1 d ip = 1. As shown in Fig. 2 , we can divide the files into P groups, P = P 1 + P 2 + · · · + P N . Thus, the file library in the i-th popularity order can be subdivided into
. We define the probability that the file f ip is cached by the user with memory size M u is c uip (0 < c uip < 1). The cache strategy for all UEs can be represented as A = c uip U ×N ×[P 1 ,P 2 ,···P N ] T . Moreover, The location distribution of UEs with cache memory size M u and caching file f ip follows PPP with intensity m u λc uip , each UE has the probability ρ ∈ [0, 1] to request file f ip . Therefore, the distributions of potential transmitters follow homogeneous PPPs u f with intensity (1 − ρ) λc uip .
B. CACHE HIT PROBABILITY
When an active UE requests a file in F, the cache hit probability contains the following two parts:
• Self-request cache hit probability: the probability that the requested file has been cached in its own memories.
• D2D cache hit probability: the probability that the requested file is not cached in its own memories, but in the devices within a certain D2D communication distance R.
While the requested file cannot be found through the above two methods, the file will be downloaded from core network to the nearest base station through backhaul. In this paper, we assume the cross-tier interference between D2D and cellular communications does not exist [11] .
III. PROBLEM FORMULATION
Based on the system model in Section II, we consider cache hit probability and cache-aided throughput as the main performance metrics. It is worth noticing that finding the requested file in its own cache memories and the impact of different file sizes on caching willingness of users in the cache-related performance study are both often ignored in the literatures [17] , [18] , and this is the main innovation of this paper.
The cache hit probability includes two parts, namely, self-request cache hit probability and D2D cache hit probability. Details of each part are given as follows:
1) SELF-REQUEST CACHE HIT PROBABILITY
If the request probability of the i-th popular files follows Zipf distribution and the request probability of file library F i is q i , the request probability of file f ip is q i · d ip . Moreover, the selfrequest cache hit probability of UEs with cache memory size M u and requesting file f ip can be expressed as m u q i d ip c uip . Therefore, the self-request cache hit probability of a random user requesting random files is given as
2) D2D CACHE HIT PROBABILITY D2D cache hit probability mainly depends on the popularity degree of the files in the coverage area of D2D communication [19] . According to the Poisson distribution formula, the probability of the file f ip being found in the range of D2D communication radius R can be obtained as
The probability that one UE with cache memory size M u requests file f ip which is not cached in its own memories, is m u q i d ip 1 − c uip . Thus, D2D cache hit probability can be presented as
Thus, the total cache hit probability p hit = p hit,self + p hit,d2d can be obtained as
In order to distinguish variables u, i, p in coefficients and exponents, we replace the variables u, i, p with j, n, l, thus
where
After simplification, the total cache hit probability is obtained as
A. CACHE-AIDED THROUGHPUT Cache-aided throughput is one of the most important indicators to measure D2D caching network performances [19] . Unlike the traditional cache-aided throughput, the average number of requests that can be successfully and simultaneously handled by local caches per unit area is studied in [20] . Assuming that the transmission time of each file is the same and the impact of transmission time on cache-aided throughput is negligible [21] . In the case of self-request, UE caches the requested file itself, so the probability of finding requested file is 1. Meanwhile, ignoring the influence of channel interference and channel fading, the probability of obtaining files from their own caches and being transmitted is also set as 1. Moreover, in the case of D2D communication, the successful transmission probability of the requested file depends on the received Signal to Interference plus Noise Ratio (SINR) [22] . Therefore, the cache-aided throughput can be presented as
where ρm u λ is the density of UE with cache memory size M u per unit area, that is, it is the total average number of UEs with cache memory size M u in per unit area. p suc d2d,f ip is the successful probability of file f ip being transmitted via D2D communication. q i d ip is defined as the probability of the file being requested in the i-th popularity order with D ip memory size.
Based on the self-request cache hit probability in (2) and the D2D cache hit probability in (4), (8) can be simplified as
In this paper, we denote SINR received by user r as SINR r , which can be obtained by
where P d refers to the UE's transmission power, h t,r denotes the small-scale channel fading from transmitter t to receiver r, which follows the Rayleigh fading with mean of 1. s t,r denotes the distance from transmitter t to receiver r. s fip is the closest distance from the potential transmitters with file f ip to the request UE. σ 2 is the background thermal noise power. The distribution of transmitter location in the case of D2D cache hit approximately follows PPP hit t with intensity λ t = ρm u λp hit,d2d .
For a given SINR target ε of successful D2D transmission, the success probability of D2D transmission is given by
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and
Substituting (12) into (11), we obtain the success probability of D2D transmission as
where f s fip (r) is the probability density function (PDF) of the distance s fip between the request UE and the requested UE. f s fip (r) can be obtained by the corresponding probability distribution function F s fip (r).
Setting event A that the requested users are in the circle which the request user is in the center, and R (maximum D2D communication distance) is the radius. The event B is that the requested users with file f ip locate in the circle, which the request user is in the center, and r (the shortest distance between the receiver and the transmitter) is the radius, r < R. According to conditional probability, we have
Let (14), the probability distribution function can be rewritten as
The corresponding PDF is given by
IV. SOLUTION ANALYSIS FOR PACKET CACHING STRATEGY
In this section, we propose a Packet Caching Strategy (PCS) algorithm and study the optimal caching probability by maximizing the cache hit probability and cache-aided throughput.
A. CACHE HIT PROBABILITY
The aim of this part is to discuss the value of c uip , which is the probability of UEs with cache memory size M u and caching file f ip in the 3-dimensional (3D) matrix A = c uip U ×N ×[P 1 ,P 2 ,···P N ] T . The cache hit probability is given by (7) , accordingly, the optimization problem can be expressed as
wherein, the constraint conditions mean that the total average size of caching files cannot exceed the UEs' cache memory size.
are constant except the variable c uip . Thus, equation (7) can be rewritten as
Firstly, the solvability of problem P1 is revealed by Lemma 1. Then, we apply the relaxation variable µ u (u ∈ 1, U ) in Karush-Kuhn-Tucher (KKT) conditions to find out the optimal result, the corresponding solution process of relaxation variable is given in Corollary 1. Finally, based on Lambert W Function, the general expression of the optimal caching probability c uip is summarized in Corollary 2.
, the cache hit probability p hit has the maximum value on the UE's caching probability c uip , that is,
To find the optimal solution, we utilize Lemma 1 to prove the solvability of the optimization problem P1. As Appendix A shows, the optimization function p hit is a concave function about c uip , that is, the function p hit exists a maximum value. Thus, problem P1 can be rewritten as
Considering
, the Lagrange function of (19) is as follows
Meanwhile, according to KKT, the following conditions must be satisfied to solve the above optimization problem.
where (21.i) denotes a necessary condition for acquiring extreme value by Lagrange function. (21.ii) is the coefficient constraints. (21.iii) denotes the constraint condition to guarantee the establishment of the equation. The solution of the optimization problem is obtained by condition (21.i). Furthermore, proof of Lemma 1 leads to the following two corollaries.
Corollary 1: When u ∈ [1, U ], the relaxation variable µ u of Lagrange function to solve the optimization problems can be given as
where a = m u d ip q i , g j = U j=1 N n=1
is the average number of all UEs in the circle which the request user with cache memory size M j is in the center and R is the radius.
Proof: Refer to Appendix B for the detailed proof. 
Proof: Refer to Appendix C for the detailed proof. In Corollary 2, the optimal caching probability c uip can be obtained. Based on the general expression of c uip which is the probability of UE with cache memory size M u and caching file f ip . Thus, the optimal user caching probability of the rest UEs can be obtained.
B. CACHE-AIDED THROUGHPUT
Similar to the study of the optimal cache hit probability, the UE caching probability c uip is an unknown variable, the cache strategy A = c uip U ×N ×[P 1 ,P 2 ,···P N ] T is also discussed to maximize the cache-aided throughput. The optimization problem can be given as follows:
P2:
The calculating process of D2D successful transmission probability in the section III is particularly complex and hard to simulate, in order to simplify the process, the result of (11) is estimated by (25) .
Lemma 2: The cache-aided throughput can be simplified by (25) as
where p suc d2d,fip is the probability of the estimated D2D successful transmission, which is obtained as:
where E s 2 fip is the result of simplification combining with the PDF in (16) , which is calculated as
Proof: Refer to Appendix D for the detailed proof. From Lemma 2, the complex expression of cache-aided throughput T is simplified, which is used to solve problem P2. And the proof of Lemma 2 is also carried out by KKT conditions and Lambert W Function, which is similar to the proof in the Lemma 1, Corollary 1 and Corollary 2. Details are omitted for brevity.
According to the simplification results of T , it can be found that the unit area throughput in the specified area is affected by the UE distribution density λ and the probability q i that UE requests the i-th order popular files F i . We can infer that the greater λ, the more distribution density the UE is, which will lead the greater the throughput per unit area. The greater q i , the higher probability of F i being requested is and the greater throughput per unit area is.
The algorithm of Problem P1 and Problem P2 is given above.
V. NUMERICAL RESULTS
In this section, we make simulations to evaluate the impact of the cache memory size constraint and the requested file size on the caching performance. We consider a single cell scenario where UEs density λ of each group is set to be 10 −3 per m 2 . The D2D communication range is R = 10 m.
A. CACHE HIT PROBABILITY
Assuming that the caching network has U = 2 different cache
UEs request a random file in F with probability ρ = 0.5. In the file library F, there are N = 2 popularity orders. The 1-st order popular content library F 1 is divided into P 1 = 2 groups, and the size matrix is D 1p = [1, 2], whose corresponding proportion is d 1p = [0.5, 0.5]. The 2-nd order popular content library F 2 is divided into P 2 = 3 groups, for u = 1 : U do 7: for i = 1 : N do 8: for p = 1 : P i (i) max do 9: Using KKT conditions and Lambert W Function to calculate the UE caching probability c uip as (23). 10: if c uip ==0 then 11: Restraining the corresponding element of the optimal cache strategy matrix c uip =0. 12: end if 13: Update matrix A and get the new matrix A*. 14: end for 15: end for 16: end for 17: if A*==A then 18: flag=0; 19: end if 20: end while 21: Calculating the best cache hit probability p hit,max according to (20) 22: Calculating the cache-aided throughput T according to (26) and the size is D 2p = [1, 2, 3], whose corresponding proportion is d 2p = [1/3, 1/3, 1/3]. The aforementioned assumptions are referred to as initial hypothesis (IH). In Fig. 3 , the numerical and convergence of the optimal cache hit probability are compared between value init A 0 = {0.5} 2×2×[2,3] T and zero init A 0 = 10 −3 2×2×[2,3] T . It is obvious that two initial strategies have no effect on the optimal cache hit probability and its convergence under the same caching network. Moreover, three different caching networks settings are given in Fig. 3 , in which the points of the pentagram denote IH. Compared with the IH, the UEs in the second caching network (noted by triangle) have larger cache memory sizes. However, in the third caching network (noted by circular), popular file size is larger. In the above three caching networks, the second caching network has the highest cache hit probability while the third caching network is the lowest. Therefore, it can be obtained that UEs with larger cache memory sizes have higher cache hit probability, and the size of file will also affect the caching intention of UEs, that is, compared to more popular but larger size files, the users may prefer to the smaller size but less popular ones.
Furthermore, we can obtain the optimal cache strategy A corresponding to the maximum cache hit probability. Taking the IH condition as an example, the optimal caching strategy is given in TABLE 1, where the rank denotes the popularity order and the column denotes file group. Moreover, if the caching probability of the initial strategy is set to be 0, it indicates that the file does not exist. From the strategy, we can prioritize caching more desired contents, to maximize the use of limited cache memory size.
We compare the proposed caching strategy with two other exsiting ones as follows: (1) Packet Caching Strategy (PCS), which is the proposed strategy, is to consider the combined impact of different UE cache memory sizes and requested file sizes. (2) Separate Cache Placement (SCP), is the strategy that the users are assumed to have equal cache memory size and the requested file sizes are normalized [11] . (3) Joint Cache Placement (JCP), is the strategy that the different UE cache memory sizes are considered, but the requested file sizes are normalized [12] . In Fig. 4, Fig. 5, Fig. 6 and Fig. 7 , four effecting parameters (the content popularity parameter γ , user request probability ρ of a file, D2D communication radius R and the user distribution density λ) of the cache hit probability are studied, separately. The same color denotes the same caching network, different point shapes represent different cache strategies. Fig. 4 shows the impact of popularity parameter γ on p hit,max . From Fig. 4 , we can observe that SCP and JCP have an obvious upward trend while the content popularity parameter γ increases. However, PCS is relatively flat. Comparing PCS with JCP, we know that the growth rate of PCS is obviously lower than that of JCP when the probability q i of the i-th order popular files being requested increases, that is, the requested file size may prevent the increase of cache hit probability. With the normalization of file size, that is, the file size is small and the same, the more popular the content is, the more users will request. While the file size is large, the users have to concern about whether if their cache memory size can support, not always more users will cache more popular files. The cache hit probability may almost the same while the file size is too large for the cache memory size, even though the file is the most popular of all. This proves again that the larger the requested file size, the lower the cache hit probability is.
In Fig. 5 , all curves show that the optimal cache hit probability decreases as user request probability of a file increases. User request probability of a file can also be understood as the proportion of request users to all users in the caching network. When the number of request users increases, the number of potential D2D transmitters in the network decreases. Therefore, some UEs cannot make full use of adjacent resources, only rely on the files cached by their own memories, this will lead the fact that the cache hit probability of the system become relatively reduced. In addition, the curve of PCS and JCP is closer, while their interval increases as ρ increases. This is because the file size is normalized in JCP algorithm and request probability of each popularity order represents that of a file. Under the same number of files, user request probability of a file in JCP is relatively low so that the caching probability of file is also reduced. Compared with PCS, when the proportion of request UEs increases, the probability of request UEs obtaining a file is also reduced. Thus, the caching strategy PCS proposed in this paper has a higher cache hit probability. In Fig. 6 , the cache hit probability affected by different D2D communication radius is analyzed. In SCP, each popularity order corresponds to a file of size 1, we called it file library in this paper, while PCS supposes few files of different sizes with the same popularity order. That means, within a certain popularity order, PCS considers more files in the system, which is closer to reality. That is why PCS is superior to SCP. With the expansion of communication distance, more devices are included, then the possibility of finding the requested file also increases.
In Fig. 7 , the number of users become dense in the D2D networks when the distribution density λ increases, more UEs can provide D2D services for nearby UEs, which leads the increase of the cache hit probability. Compared with the other two existing strategy, PCS still has the highest cache hit probability, which also demonstrates the effectiveness of PCS.
B. CACHE-AIDED THROUGHPUT
In this section, we mainly study the impact of UE distribution density λ and the probability of UE requesting the i-th order popular file library q i on cache-aided throughput. Set UE transmission power P d = 0.1 mW, the background noise power σ 2 = −140 dB and the target SINR of successful D2D transmissions ε = 0 dB.
In Fig. 8 , the cache-aided throughput T increases as user distribution density λ increases when γ is constant, which indicates that the number of D2D successful transmission per unit area increases in the intensive environment. The reason is that the distances of UEs are relatively shorter in the intensive environment, the probability of D2D successful transmission is higher, and hence the cache-aided throughput also increases. In addition, if λ is constant, the higher the user request probability of a file, the higher the D2D cache hit probability is, the probability of successful D2D transmission increases, and hence the cache-aided throughput increases. Compared with JCP, when λ = 0.2 and λ = 0.6, PCS performs better in the cache-aided throughput, while λ = 1.5, PCS cannot be better than JCP. The reason is that JCP set the file size as 1, and set the users memory size unequal and lager than 1, that means, in density environment, when file become more popular, the cache hit probability will highly increase, which leads the increase of the cache-aided throughput. To some extent, that is unreasonable. In PCS, though in the density environment, and the file is much more popular, the cache hit probability is still limited by the combine effect of file size and cache memory size. Fig. 9 shows the impact of D2D communication radius R and the proportion of request UEs ρ on cache-aided throughput. From Fig. 9 , a higher cache-aided throughput can be obtained in the environment of more request users. The reason is that, when the request users increase, more files will be requested, so that the cache-aided throughput will also increase. when the proportion of request users is fixed, the cache-aided throughput decreases with the increase of D2D communication distance. Because of the effect of interference and fading of signals, some requests cannot be successfully and simultaneously handled by local caches. Although the requested content has been cached in the network, the D2D connect is failed, which leads the cache-aided throughput not as high as small-scale range.
VI. CONCLUSION
In this paper, we propose a cache algorithm PCS based on different cache memory sizes and file sizes to maximize the cache hit probability and cache-aided throughput. Users are grouped according to cache memory sizes and file sizes, and the optimal caching strategy is solved by KKT conditions, and the corresponding cache-aided throughput is finally obtained. The superiority and effectiveness of the algorithm PCS are verified by numerical simulation. Specifically, the following insights are observed.
• The requested file size will affect the user's willingness to cache the file.
• In the intensive environment, more users cached popular files, the probability that users find requested files from nearby UEs is higher, that means D2D service will be more popular.
• In areas of popular files, the willingness of users caching files will increase, the cache hit probability and the probability of D2D successful transmission will also increase. When the proposed caching algorithm is applied to the mobile scenario, a coupling effect caused by the interference and fading of signals will be considered in the proposed strategy. Besides, the coupling relationship between D2D in smallcell networks collaborative caching and the combining effect of file size and cache memory size is the focus of our next research.
APPENDIXES APPENDIX A PROOF OF LEMMA 1
Considering (18), two order partial derivatives wich variable c uip is conducted as follows The second order partial derivative of c uip in (i) is given as
The positive and negative characteristics of (A.3) can be judged as follows:
The first order partial derivative of c uip in (18) (ii) is given as ∂p hit,j=u,n=i,l =p
The second order partial derivative of c uip in (18) (ii) is given as
The same as the analysis in (A.4) , the positive and negative characteristics of (A.6) can be obtained as
Similarly, the positive and negative characteristics of the second order partial derivative of c uip in (18) (iii) and (iv) can be observed, respectively.
For (iii) in (18): , we can obtain that (A.1) is negative, that is, ∂ 2 p hit ∂c uip 2 < 0.
APPENDIX B PROOF OF COROLLARY 2
Assuming that c uip is an unknown variable, and the rest caching probability c jnl (j ∈ [1, 2, · · · U ], n ∈ [1, 2, · · · N ], l ∈ [1, 2, · · · P n ]) are constants. Expanding (20) , the following equation is obtained. 
Finally, the relaxation variable µ u (u ∈ [1, 2, · · · U ]) is obtained in the similar way.
APPENDIX C PROOF OF COROLLARY 3
Based on the assumptions in Appendix B, the optimal caching probabilities can be obtained according to (B.5).
Expanding (B.5).
where v = b j q n d nl .
According to Lambert W Function, (C.5) can be rewritten as 
After simplification, the general expression of optimal caching probability c uip is obtained as
(C.10)
APPENDIX D PROOF OF LEMMA 4
Considering p suc d2d,fip in (11) and the approximation in (25), p suc d2d,fip can be rewritten as
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