Abstract-This paper proposes a direct method for the extraction of empirical-behavioral hybrid models using adaptive sampling. The empirical base is responsible for the functionality over a wide range of variables, especially in the extrapolation range. The behavioral part corrects the errors of the empirical part in the region of particular interest, thus, it improves the accuracy in the desired region. Employment of response surface methodology and adaptive sampling allows full automation of the hybrid model extraction and assures its compactness. We used this approach to build a hybrid model composed of a robust empirical model available in CAD tools and a Radial Basis Functions interpolation model with Gaussian basis function. We extracted the hybrid model from measurements of a 0.15
a broad range of various variables, e.g., bias voltages, frequencies, etc. However, user experience and understanding of the physical phenomena are required in order to construct these models. Therefore, empirical models are less general, and their extraction procedures are relatively complex. This leads to multiple model modifications and adjustments preceded by thorough measurement investigations [1] , [2] .
An opposite scenario is related to behavior models. They are not linked to device physics and are usually straightforward to extract. Their generality allows modeling any kind of devices with great accuracy [3] . However, behavioral models are strictly limited by the regions of input variables, for which the models were extracted. In other words, behavioral models perform very well in interpolation tasks, while their accuracy degrades in extrapolation tasks. Lack of prediction capabilities enforces that the modeling and measurements are performed in the same space of input and output variables, which have to be considered during the transistor measurements [4] . This, in turn, entails the need of collecting a very large number of (typically large-signal) measurements [5] , [6] , which are used in extraction of very complex models [7] , [8] .
The last problem can be addressed by employment of the response surface methodology [9] , [10] . It is based on adaptive sampling, in which consecutive samples (combinations of input variables' values or Large Signal Operating Points (LSOP)) are determined from the previously acquired data. As a result, the amount of information given by each measurement is maximized, and considerably less samples may be required to build an accurate behavioral model [11] .
Many works proposed hybrid models combining the advantages of both approaches while overcoming their drawbacks. Some authors propose to improve the accuracy of the empirical models by expanding the number of model coefficients [12] . More degrees of freedom allow achieving a higher level of generality and accuracy. The other way of constructing a hybrid model is to propagate or add the response of one type of model through the response of a second model. This solution is particularly useful when used to combine a behavioral model for the nonlinear transistor core with an empirical model for the parasitic components [3] , [13] [14] [15] .
In the previous work [16] , the robust empirical model available in CAD tools [17] has been used as a reference to assess the performance of the behavioral models extracted with adaptive sampling. Even though a response surface methodology is primarily aimed at the modeling of packaged devices or complex systems [11] , it is hard to provide a well-established behavioral 0018-9480 © 2015 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
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model reference. The idea of adaptive sampling is to consecutively perform the measurements that are expected to provide the most valuable information, e.g., in highly nonlinear areas or undersampled areas. Adaptive sampling allows obtaining behavioral models that outperform the empirical model within already 70 measurement samples [16] . In this paper, which is an extension of [16] , the response surface methodology is not only compared with a CAD available empirical model, but it is also proposed as its complementary part. The novelty lies in the proper combination of the advantages provided by empirical and behavioral models, as only a few types of behavioral models are suitable to form a hybrid with good extrapolation capabilities. Due to incorporation of the response surface concepts, a direct and very efficient extraction of the proposed hybrid model is achieved.
The paper is organized as follows: In Section II the hybrid model structure is discussed with particular attention paid to the requirements for the behavioral part. Then, in Section III the model extraction procedure is explained in comparison to the classical approach of empirical model extraction using largesignal measurement data. Section IV presents the experimental setup that allows a careful and consistent comparison of the results discussed in Section V. Finally, the conclusions are drawn in Section VI.
II. HYBRID MODEL
The hybrid model can be formulated as follows: (1) where is the value of the modeled quantity calculated for the sample using the empirical and behavioral models. Since the hybrid model should be implementable in CAD environments, should be either a current/voltage or incident/scattered wave pair. The sample can be either LSOP or the time-domain waveform, depending on the simulation set-up and model implementation.
Since (1) is very general, it allows a great level of freedom in choosing how each part of the model contributes to the overall accuracy. However, one should have in mind that the behavioral model performs poorly in extrapolation. Therefore, the hybrid model should be based mainly on a robust, well-fitted empirical part to maintain the model functionality in a wide range of input variables. At the same time, the behavioral part can be used to boost the accuracy in the region of interest, as it performs well in the interpolation tasks.
The biggest advantage of (1) is that the requirements for the interpolation accuracy of the empirical part are much more relaxed than those for the accuracy of purely empirical models. Therefore, empirical model no longer has to be modified in order to improve the accuracy. As stated before, such modifications require vast user experience and insight into the device behavior. Extraction of the hybrid model allows re-usage of existing tools for the extraction of the empirical part. The additional cost of hybrid model extraction and implementation is relatively small in comparison to the development or modification of the empirical model itself.
Furthermore, one can replace the expensive extraction procedures based on the multiobjective optimization of multiple model parameters with usually less accurate but direct extraction procedures. The difference between the measurement value and the empirical model prediction (2) can be approximated by the behavioral model. Of course, the better the fit of the empirical model, the less complex behavioral model is needed. However, the extraction of the behavioral part is relatively cheap in terms of user experience and expertise level, and the whole extraction method of the hybrid model can be easily automated. Even though the proposed formulation (1) is very general, it puts specific demands on the behavioral part of the hybrid model, as described in the following Sections.
A. Differentiability
The very first requirement is that the behavioral part should be differentiable with respect to the input variables. This is needed by many optimizers and some simulators like harmonic balance analysis. Furthermore, this requirement suits better physical phenomena, in which the speed of processes is limited by the finite amount of power. Most of the behavioral models used in the microwave field meet this requirement. One of the most successful are splines, Artificial Neural Networks (ANN), and Radial Basis Functions (RBF).
B. Convergence in the Extrapolation Region
Since the behavioral models are purely data based, they have no or very limited extrapolation capabilities. On the contrary, empirical models usually perform well over a very broad range of different variables. As such, the hybrid model should be based on both models in the interpolation region, and only on the empirical models in the extrapolation region . However, one cannot simply set the response of the behavioral models to zero when entering the extrapolation region, as it will violate the first requirement of differentiability.
In theory, splines are possible, but they are not well-suited for scattered data sets generated by the adaptive sampling. Therefore, the behavioral models themselves need to ensure that their response is zero at infinity. For example, the popular ANN with sigmoid activation function cannot be used as the output layer. Instead, some types of RBFs can be employed, e.g., Gaussian and inverse multiquadratic [18] . In this work we consider interpolation Gaussian RBF models (3) where is the -th weight, is the -th sample, is the shape parameter common for all the RBFs and is the number of samples. It is infinitely differentiable, and it has already been shown that it performs well in modeling of nonlinear active devices [11] , [16] . 
III. EXTRACTION PROCEDURE
The flow diagram depicting the proposed model extraction procedure is shown in Fig. 1 . The first step of the procedure consists of extracting the main parameters of the empirical model directly from measurements, without any optimization steps. Specifically, initial values of the parasitic elements can be extracted from 'cold' FET measurements with the channel pinched and the channel open [19] . Next, multibias Y-parameters, derived from multibias S-parameters, can be used to derive initial estimate for the nonlinear capacitances model [20] . Finally, the main parameters of the nonlinear currents can be extracted by few dc measurements in the linear and saturation regions. This paper follows the Angelov model extraction-procedure described in [21] . As regarding the gate Schottky junction, parameters can be extracted by keeping and sweeping to drive the junction in forward conduction. Then, the parameters of the drain current and charge sources are extracted from the sweep, while keeping the device in the saturation region and cold region . For example, the main parameters of the drain current and gate-source charge can be extracted as shown in Fig. 2 and Fig. 3 . The other model parameters can be either set to the default values implemented in the CAD or gathered from literature [21] . It has to be noticed that all the parameters of the initial empirical model are determined directly from the data, and there is no need for optimization. Thus, the model extraction is particularly simple in implementation and evaluation [22] .
In the classical approach, once initial values of the model parameters are determined, the next step consists of fitting the nonlinear currents and charges against nonlinear measurements [23] . Large signal measurements are typically gathered following the factorial Design of Experiments (DoE) [24] . In this DoE samples are placed equidistantly on the tensor product grid, i.e., samples are uniformly set along each of the input dimensions. The number of samples per dimension is referred to as the factorial DoE level. The process of optimization may be the most troublesome, as it may require user experience and supervision. Since the empirical model consists of multiple nonlinear functions, the cost function used by the optimizer has very likely multiple local optima. Moreover, the model parameters have to be constrained during optimization to a very particular ranges of values, in order to avoid unphysical or unreasonable results. Another challenge is setting the proper size of the initial DoE in large-signal measurements. A too small size will impede the final model accuracy, while a too large size will unduly prolong the optimization time.
Contrary to the classical approach, in the proposed method the large signal measurements are performed sequentially using adaptive sampling algorithms. For each of the LSOP samples, the corresponding response of the initial empirical model is calculated using existing CAD tools, which allows computing the difference between the measurement results and empirical model prediction. Since the intermediate models of serve in the adaptive sampling algorithms, the response surface methodology should focus on the regions, where the initial empirical model does not reflect the true behavior of the measured device, i.e., where the prediction error is nonlinear. In this way, the total error of the resulting hybrid model is expected to diminish very quickly with an increasing number of large-signal measurements.
The shape parameter of the interpolation RBF models (3) was determined in an evolutionary procedure, which is far computationally-cheaper than nonlinear optimization for . In each modeling iteration, 20 realizations of are generated randomly with normal distribution (trimmed to [0.5, 5] range) around a given starting value . Then, a five-fold cross-validation errormeasure (root relative square error) is calculated and stored for each [9] . If the is set, the model parameters are found by solving a linear system of equations [18] . This can be solved in a single algebraic operation instead of relatively expensive iterative optimization, which is used for example in ANN extraction [25] . In the previous works [11] , [16] , we have also included a polynomial part in the RBF models to improve their interpolation performance. However, polynomials cannot be used for the hybrid models, as they do not converge to 0 at the infinity, and they will affect the accuracy of the extrapolation. Shape parameters corresponding to the best scores in the whole modeling history are used to calculate the new starting value for the next modeling iteration:
where is a vector of . The corresponding to the best measure score in the modeling history is used to extract the final model.
IV. EXPERIMENTAL SETUP
In order to evaluate the proposed method, the measurement system shown in Fig. 4 was set up. It consists of a Source Measure Unit (SMU), which sets the bias voltages and reads the corresponding currents, and a Nonlinear Vector Network Analyzer (NVNA) that is responsible for collecting small signal and large signal data. The Device Under Test (DUT) was a six-finger GaAs pHEMT manufactured by TriQuint with gate dimensions (same technology, but different device than in [16] ). Much attention was devoted to the proper calibration, i.e., dc calibration of the lead resistances, TRL calibration with deembedding structures. Inaccurate measurements can perturb the empirical model extraction, and thus bias the comparison results.
During the initial stage of the extraction procedure shown in Fig. 1 the dc voltages were swept as follows: gate voltage with 0.1 V step, and drain voltage with 0.2 V step. In order to protect the DUT, the power constraint was set to 0.3 W. For each of the bias points S-parameters were collected over the frequency range with 0.1 In the second stage of both procedures (standard and proposed), large signal measurements were performed as a function of the following input variables: gate voltage , drain voltage , and input power . The fundamental frequency was . The output variables were the dc currents and scattered traveling voltage waves at the first three harmonics of acquired at gate and drain ports, respectively. As the interpolation RBF models considered in this work support only real output quantities, 14 quantities were modeled in total.
For the classical approach, the large signal measurements were acquired according to the factorial DoE, whose level was swept from 2 to 10 (from 8 to 1000 samples). This allowed us investigating how the empirical model optimization process is affected by the amount of training data. The model optimization was performed in Keysight ADS v. 2013 using combination of random and gradient optimizers with 2000 iterations as a stop criterion. All the calculations in this paper were done on the same machine (i7-3610QM @ 2.3 GHz), in order to have a consistent comparison.
All the experiments were automated and the controlling software (Matlab) was interfaced with a circuit simulator (Keysight ADS v. 2013) enabling harmonic-balance in order to compute the response of the empirical model. Our response surface methodology and adaptive sampling technique are based on a modified version of the SUrrogate MOdeling Toolbox [26] .
The adaptive sampling algorithm was a mixture of Voronoi (space exploration), LOLA (nonlinearity exploitation), and model-error minimization methods [11] , [27] , [28] . In order to combine the adaptive sampling methods, the scores of Voronoi and LOLA rankers were multiplied. As it is impossible to do so with the error-based sampling algorithm, random selection of the sampling method was performed [11] . For each requested sample, the probability of choosing the Voronoi-LOLA mixture was 70%, and the error-based algorithm was 30%.
In order to obtain results comparable with the classical approach, the final stop criterion was the evaluation of 512 samples, which corresponds to the factorial DoE level eight. It must be emphasized, though, that the stop criterion in a response surface methodology can usually be set by an error-related threshold value. This prevents oversampling, which might result in model overfitting.
Two experiments with hybrid models were conducted. In the first one, the empirical part was the coarse, not-optimized empirical model [17] described by Table I. In the second hybrid model, its empirical part was optimized against 1000 large signal measurements. This allowed assessing the contribution of each of the model parts to the model accuracy.
In addition to the large signal measurements collected for both methods, two independent test sets were collected. The first data set consisting of 3000 large signal measurement samples in the same input variables ranges as for the measurements for the model extraction. This dataset was used as a validation set for interpolation capabilities. Since the whole experiment took considerable amount of time (two days), part of this test set ( samples in total) was remeasured between each of the experiment stages ( repetitions in total). This allowed assessing the drifts of the experimental set-up (6) where is the -th repetition of the measurement for sample . The second test set consisting of 3000 samples was meant for extrapolation assessment. Therefore, the input variables ranges were extended as follows:
, , . This test set was constrained by the maximum dissipated power , maximum instantaneous gate voltage , and maximum instantaneous drain voltage . The input space region common with the interpolation test set was excluded. The input variables samples in both validation sets (interpolation and extrapolation) were generated randomly with uniform distribution.
The test sets were employed to calculate the error metrics: Mean Absolute Error (MAE), Mean Square Error(MSE), and Mean Relative Error (MRE). The proposed hybrid model is meant for design applications, thus, the Mean Absolute Error is shown in this paper, as it reflects the average performance across the whole input variables' space. However, the other metrics are also monitored, as large MSE values indicate the presence of outliers, and large MRE values suggests that the model has problems with prediction of small quantities.
V. RESULTS AND DISCUSSION
A. Interpolation Fig. 5 shows MAE of the scattered waves as a function of the number of large-signal samples used to train the model. The hybrid models show superior performance over the purely empirical model for all the modeled quantities irrespectively to the error metric (MAE, MSE, MRE). The errors become smaller already within the first 27 samples. In comparison with the purely RBF models, the hybrids also show better performance for all the quantities except for the scattered wave at the gate side at the third harmonic, as shown in Fig. 5(c) .
This is caused by inaccurate empirical base, which has to replace the polynomial part of a standard RBF model. Coarse empirical model was directly extracted from the S-parameters and dc measurements, and as is does not account for the nonlinearities manifested in large-signal measurements. Moreover, the higher order derivatives, which are used for extracting the nonlinear drain sources, are prone to the measurement noise. Optimized empirical models also fail in accurate prediction of the quantities at higher harmonics since they were optimized to the large-signal data using MSE.
Contrary, the purely RBF models are much better in modeling of highly nonlinear quantities at higher harmonics than the relatively linear ones at the fundamental frequency. This is caused by the shape of the basis function. It is particularly pronounced in Fig. 5(a) , where an over-fitting occurs for more than 125 samples. More basis functions only causes the response to be more corrugated, while the true device behavior is linear. This is consistent with the results presented in [11] , [16] .
It can be seen that the accuracy of hybrid models is greater than the sole RBF or empirical models, irrespectively on the empirical base of both hybrids. It only takes less than 27 large signal samples using adaptive sampling to gain smaller MAE than the pure empirical model optimized with 1000 large signal measurements. Furthermore, the error performance is very similar for both hybrids, and the employment of the optimized empirical part improves the results very slightly. Thus, the optimization step of the empirical model can be omitted while building a hybrid model.
For the sake of experiment sanity, the modeling errors were compared with the drifts levels gathered in Table II . It can be noticed that the error level is higher than the drift level, even after measurements of more than 12000 large-signal samples including the extrapolation region, and the total time of the experiment exceeding two days. Thus, measurements can be perceived as consistent and the errors originate rather in the models than in the non-stationarity of the measurement system.
In order to check if the modeling performance is uniform in the input variables space, the sum of absolute errors for all the modeled quantities was calculated in three bins per input variable. The best models were taken into consideration, i.e., the empirical model optimized with 1000 large signal samples, and RBF-based with 512 samples. The results are reported in Fig. 6 . It can be clearly seen that the error relationships between the models, which are depicted in Fig. 5 , are maintained in the whole space of input variables. Thereby, the hybrid models are suitable for describing various phenomena present in the DUT, and not only particular ones. For pure empirical and pure behavioral models the error is highest in the area corresponding to high ,
, and values, where the values of the modeled quantities are largest. At the same time, for hybrid models the most erroneous area is shifted towards low values, where the DUT shows bigger nonlinearity than in the saturation region.
To check how the error is supported by adaptive sampling, the sample distributions were calculated in the same bins as for the error distribution. The results are shown in Fig. 7 . It can be noticed that the adaptive sampling places considerably more samples in the highly nonlinear region (LOLA algorithm), while the rest of the input space is sampled evenly (Voronoi algorithm). However, the empirical core of the hybrid model allows focusing more on the more nonlinear regions, e.g., optimized empirical, RBF hybrid vs. pure RBF. Notwithstanding the small differences in distributions, the better error performance of the hybrid models in comparison to pure RBF model is due to employment of the good empirical base for hybrid models. Finally, in order to give a better feeling of the aggregated error measure MAE, the typical performance of the hybrid models was investigated in Fig. 8 . The MAE for the considered measurement sample is the closest value to the median error value for the hybrid consisting of RBF and initial empirical models. One can perceive that all the models retain similarity to the measured waveform. The maximum error for the optimized empirical model is equal to 0.0045 V for and 0.091 V for . RBF shows the same error for , but for the maximum error is lower and equal to 0.033 V. However, the hybrid models perform much better irrespectively of the DUT port. 
B. Extrapolation
After the assessment of the interpolation capabilities of the considered models, their extrapolation performance was evaluated using the extrapolation test set. The total error for all the quantities predicted by different model types was calculated in 1D uniform bins along the input variables. The results are shown in Fig. 9 . As expected, pure behavioral RBF model has the worst extrapolation performance. At the same time, the hybrid models outperform even the pure empirical ones in all the extrapolation regions. This proves that the assumptions of differentiability and convergence make sense. Since the physical phenomena are differentiable, the resulting characteristics of the DUT are not expected to be very abrupt. As the error of the hybrid models is small in the interpolation region, it should also remain smaller in the close proximity to the interpolation region due to differentiability. In larger distance from the interpolation region, the models profit exponentially from their empirical base, as the behavioral contribution decays with the euclidean norm (3). Therefore, the hybrid model response converges to the response of its empirical part. It is particularly visible in Fig. 9(a) , where the extrapolation region is relatively wide in comparison to the interpolation one. Concluding, the extrapolation performance relies mainly on the fitting of the empirical part, as can be seen when comparing the hybrid models with different empirical bases.
Example waveforms for a sample located deeply in the extrapolation region ( , , ) are shown in Fig. 10 . It can be seen that the error is inversely proportional to the contribution of the empirical model. Pure RBF models show the worst performance with error reaching 0.16 V for and 1.86 V for . The addition of the non-optimized empirical model allows predicting the waveforms significantly better with a maximum error of 0.02 V and 0.35 V for and , respectively. The best extrapolation capabilities were achieved for the optimized empirical model and its hybrid, for which the errors are smaller than 0.005 V for and 0.007 V for . This can be explained by the fact that the response of the hybrid model is almost completely based on its empirical part when it comes to significant extrapolation. The results are consistent with Fig. 9 .
C. Complexity
Last but not least, the computational complexity of the methods was investigated. Thereby, the same MAE figures as in Fig. 5 , but as a function of the time needed to reach the corresponding error levels were plotted. The results for are shown in Fig. 11 . The benefit of incorporating RBF models with adaptive sampling is now even more pronounced. The initial dc and small-signal measurements and extraction of the initial empirical model took 24 minutes in total. Within this time one can already extract a much more accurate pure RBF model with 141 LSOP samples. However, it takes only additional 8 minutes (27 samples) to extract a hybrid model that is more accurate than the pure empirical model extracted with 1000 LSOP samples. This is true for all the measured quantities. In 5 additional minutes (37 minutes and 52 large signal samples in total), the hybrid model with coarse empirical part becomes more accurate than the pure behavioral model with 203 samples. Similar performance was achieved for all the measured quantities, except the ones for the third harmonic, for which pure RBF models show similar interpolation error with respect to the hybrid models. The measurements and the optimization of the empirical model with 1000 samples took 120 minutes in total. In this time, one can extract a hybrid model with coarse empirical part and RBF part based on 370 large signal samples, which has more than one order of magnitude smaller error for . Unless the purpose of the model extraction is providing insight into the device phenomena, the proposed hybrid model is a good candidate for replacement of the lengthy empirical model optimization in design applications.
However, it must be emphasized that the computational complexity of the response surface technology is higher than the sole optimization complexity of the empirical model. It can be seen that the optimization with 1000 samples takes less time than achieving 512 samples in response surface technology. This is related to the intermediate modeling steps, as well as the sampling algorithms complexity. Nevertheless, the response surface methodology aims at maximizing the information gain from the initial samples, where the complexity-related issues are less cumbersome. 
VI. CONCLUSIONS
In this paper, we have discussed a method for the direct extraction of empirical-behavioral hybrid models using adaptive sampling. The resulting model is particularly meant for design applications. The hybrid model combines robustness of the empirical part with interpolation accuracy of the behavioral part. Employment of the response surface methodology enabled full automation of the extraction procedure. The adaptive sampling allowed minimizing the number of samples required to achieve an accurate model. The resulting compactness of the hybrid model is an important criterion in the model evaluation and distribution. The model was based on the measurements of a 0. 15 GaAs HEMT. The Angelov empirical base of the hybrid model was extracted directly from dc and small-signal measurements. The behavioral part of the hybrid model was based on interpolation Gaussian RBF models, which assures differentiability and convergence of the hybrid to its empirical part in the extrapolation region. The hybrid model allowed achieving a better interpolation performance within the first 27 samples comparing to the empirical model optimized with 1000 samples. In design applications, a short extraction time and straightforward extraction procedure make the hybrid model a good replacement for the time-consuming and experience-demanding optimization procedure of the pure empirical model. At the same time, the hybrid model preserves extrapolation capabilities similar to the optimized empirical model, which is an order of magnitude better than the performance of the pure behavioral model. Since 2012 he has been with KU Leuven, Belgium and Warsaw University of Technology, Poland, where he is working towards a dual Ph.D. degree in electrical engineering. His research interests are nonlinear microwave measurements, measurement automation, and calibration techniques.
