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Dehornoy, P., Probltme de mots dans les gerbes libres, Theoretical Computer Science 94 (1992) 
199-213. 
On dkrit un algorithme effectif conjectural pour rkoudre le probltme de mots dans les structures 
autodistributives libres, et on discute la validit de cet algorithme et les constquences de celle-ci, 
notamment en termes de formes normales dans un monoi’de itendant un groupe de tresses infini. 
Dehornoy, P., Problime de mots dans les gerbes libres, Theoretical Computer Science 94 (1992) 
199-213. 
We describe a tractable yet unproved algorithm for solving the word problem in free left distributive 
structures. The correction and termination of this algorithm are connected with the existence of 
some normal forms in an extension of a braid group. 
0. Introduction 
La question discutke dans ces notes est la suivante: ktant donnis deux termes form&s 
g l’aide d’un opkrateur binaire unique not& ^ , ces termes, lorsqu’on dklare 
l’opkation (auto)distributive Li gauche, i.e. lorsqu’on impose I’identitk 
(LD) x ^ (y ^ Z)‘(X ^ y) ^ (X ^  z) 
deviennent-ils irgaux? 
Ainsi, considkrons par exemple les deux termes 
&:=a ^ ((h ^  c) ^  (b ^  d)), 
&:=(a ^ b) ^  (a ^  (c ^  d)); 
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la reponse a la question precedente sera positive, puisqu’on peut ecrire 
so = u ^ ((h - L’) - (h ^  cl)), 
=u ^ (h ^  (c ^  d)) 
=(a - h) ^ (a ^  (c ^  II))= T,. 
Dans toute la suite on appellera yerhe toute structure (g, ^  ) oti ^ est une operation 
binaire sur satisfaisant I’identite (LD). La question poke ci-dessus est alors le 
probldme de mots dans les gerbes libres. 
On propose ici un algorithme (praticable mais non prouve) pour resoudre ce 
probleme de mots (Section 1); la justification de cet algorithme et ses liens avec une 
extension d’un groupe de tresses jouant un role fondamental dans l’analyse des gerbes 
libres seront ensuite decrits (Section 2). Enfin on discutera une forme affaiblie de la 
validite de l’algorithme et ses consequences sur la structure m&me des gerbes libres 
(Section 3). Les preuves seront omises en general, sauf pour certains des rtsultats 
nouveaux non encore publiis. 
On rappelle que l’inttrtt pour I’etude des gerbes, et notamment des gerbes libres, 
s’est trouve recemment renouvele par l’intervention de telles structures en theorie des 
ensembles (rtsultats de R. Dougherty [7], R. Laver [9] et de l’auteur [6]). L’approche 
developpee ici pour l’autodistributiviti peut Ctre appliquee a d’autres identites 
(cf. C51). 
1. Un algorithme de r&solution du problkme de mots 
Soit C un ensemble quelconque: on considere l’ensemble des termes construits 
a partir de Z et d’un operateur binaire, c’est a dire le magma libre engendrl par C. 
Techniquement il sera essentiel d’utiliser pour l’ecriture des termes la notation Polon- 
aise droite. Pour tviter toute confusion avec ce qui precede, on utilisera dans ce cas 
0 comme operateur, et les notations seront les suivantes: 
%.‘(C, l ) designe l’ensemble de tous les mots form&s sur Cu{o); 
Fd(E, l ) dtsigne le magma libre engendrt par 2I a l’aide l’opkateur binaire 
l postpose, i.e. le plus petit sous-ensemble de Yj ‘(C, l ) incluant C et clos par 
l’operation (S, T) H ST.. 
Les elements de X ‘(C, l ) seront consider& comme des suites finies d’elements de 
Zu(o), c’est a dire des applications a valeurs dans Cu{o) dont le domaine est un 
intervalle entier de type 1 . N. Ainsi, les termes cites plus hauts seront ici reecrits sous 
la forme 
S,=abcobdeoe, 
T,,=aboacdmoe, 
et on pourra par exemple ecrire S,(3) = c, T,(3) = l . 
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Definition 1.1. Si S, Tsont deux elements distincts de &(C, l ), on appelle discriminant 
de S et T, et on note disc(S, T), l’unique entier n determine par les conditions 
(i) S rl..n-l=T/l . n-l; 
(ii) S(n) et T(n) ne sont pas egaux. 
(Dam cette definition on inclut la possibilite que S(n) ou T(n) ne soit pas dtfini.) 
Ainsi, toujours avec les memes notations que ci-dessus, disc (S,, TO) est l’entier 3. Le 
principe de l’algorithme est alors le suivant. On part de deux termes S, T dont on veut 
tester l’tquivalence. Pour cela, on cherche a identijer les deux termes en les lisant de 
gauche a droite et en repoussant vers la droite par une transformation convenable les 
conflits “rtparables” qui se presentent. Precisement, si le conflit entre S et T tient a ce 
qu’un des mots est un prefixe (i.e. un debut) de l’autre, ou a l’apparition de deux 
caracteres distincts de Z, on conclut que les termes ne sont pas equivalents; si le conflit 
tient a ce qu’un caractere de C apparait dans l’un des mots alors que l apparait dans 
l’autre, alors on applique au premier de ces termes une transformation dont l’effet est 
de faire apparaitre un caractere l a l’emplacement ou figurait le caractere “litigieux”, 
et on recommence l’algorithme avec les mots ainsi transform&, jusqu’d l’eventuelle 
obtention d’une egalite. 
Formellement le programme est le suivant: S et T sont deux elements de YJC, l ) et 
Succbs est un booleen dont la valeur sera Vrai si Set Tsont equivalents et Faux s’ils ne 
le sont pas; 
Algorithme ,d 
dkbut 
Succt?s := Vrai; 
tant que Succks et S# T faire 
dkbut 
n:= disc(S, T); 
si S(n) non dtfini 
ou T(n) non defini 
ou (S(n)eZ et TEE et S(n)# T(n)) alors 
Succds:= Faux 
sinon si (SET et T(n)=.) alors 
DPvelopper (S, n) 
sinon si (S(n) = l et T(n)sC) alors 
DPvelopper (T, n); 
fin; 
fin. 
Soit maintenant a decrire la procedure DPvelopper appelee dans l’algorithme .sl. 
Pour cela, il convient d’abord d’introduire une notion de niveau pour les occurrences 
de caracteres dans les elements de %*(,?I, l ). 
Definition 1.2. Pour tout mot S dans Yf ‘(Z, l ), on dkfinit une application 
i 
0 si n= 1; 
S^:DomS+Z par S^(H):= s^(n-l)+ 1 si n> 1 et S(n) est dans Z; 
s^(,*- I)- 1 si n>l et S(n) est 0. 
Toujours avec les mimes notations qu’anttrieurement, on aura par exemple que 
g,,(3) vaut 2: on dira que, dans S,, 3 est une occurrence de niveau 2 (du caractke c). 
Les valeurs de s^ reprksentent une hauteur de pile dans S, et on a la caractkrisation 
usuelle suivante. 
Lemme 1.3. Un ~~lhent S de Yf ‘(Z, l ) rst duns &(I, l ) si, et seuletnent si, s^ est d 
caleurs posihres ou nullrs et que. de plus, S^(N) est ml, oti N est le dernier &nent du 
dotnaine de S. 
La procidure Dkelopper (S, n) est dtfinie pour tz dans Dom S tel que S(n) est au 
moins 2. Cette condition sera toujours remplie lors de l’application de l’algorithme cd, 
car, si n est le discriminant de S et T et que S(n) est dans C alors que T(n) est l , alors 
p(n) est au moins 0 (Lemme 1.3), done f(n - I), qui est aussi s^(n - l), est au moins 1, et 
S(n) est au moins 2. 
Soient alors (voir diagramme ci-dessous) 
~ tll le plus grand entier < tz tel que s^(n,) est g(n)-2; 
tl,, le plus grand entier <n, tel que S^(II,) est s^(n,) et S(n,) est dans Z; 
~ t12 le plus petit entier >II tel que s^(n,) est s^(n)-2; 
ml ( = n) <tttz <. < ttlp les entiers compris entre n et t12 tels que S(mi) est S(n) et 
S(t~li) est dans 2‘. 
Alors DPrelopper (S, n) consiste Li instrer dans S juste avant les caractkres de rang 
In p, . . . . tttl le motif l S(tto)...S(n,) (Fig. 1). 
Exemple 1.4. On applique l’algorithme aux termes So et TO dkja considtrks plusieurs 
fois: 
S,=abcebdooe, 
T,=aboacdeao. 
_ktapcl 1: La valeur de disc(S,, TO) est 3, S,(3) est c tandis que T,(3) est l : on applique 
done LGrelopper (S,. 3). L’tcriture “en relief” de S, (c’est ri dire faisant apparaitre les 
(xx xx . . . . . . . . . . . . . . . . . . . . ..__.................................................. 
(XX s l ) cc ’ . . . . . . . . . . . . . . . .._._._.........__.........._.............................. 
( XX xx x 
.c........;.......;j..““‘... .‘.) .. . . . . . . . . . . .._. t . . . . . . . . . . . . . . . . 9 
. . . . . . . . . . . . . . ..__............_.__................................... 
T +- motif -+ T T T ‘?“’ 
160 i recopier 7’ 1 17 = llll nb n2 
Fig. I 
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niveaux s^,(n) en ordonnte) est (Fig. 2) on trouve n, = n, = 1, n2 = 9, m, = 3, m2 = 5; le 
motif A instrer est done l a, et apr& transformation on est remenk aux termes suivants: 
S1 =aboaceoabdooo. 
TI =aboacdeoo. 
&tape 2: La valeur de disc (S, , T, ) est 6, SI (6) est l tandis que T, (6) est d: on applique 
done Dhelopper (T, ,6). L’tcriture “en relief” de T, est (Fig. 3) on trouve no = n, = 4, 
n, = 8, m, = 6; le motif A inskrer est done l a, et aprks transformation on est ramenk aux 
termes suivants: 
S,=aboacaeabdoee, 
kupr 3: La valeur de disc(S,, T2) est 7, S,(7) est l tandis que T,(7) est a: on applique 
done Divelopper (T,, 7). L’lcriture “en relief” de T2 est (Fig. 4) on trouve no = 1, n, = 3, 
n, = 11, m, = 7; le motif A inskrer est done l abo, et aprk transformation on st ramenk 
aux termes suivants: 
l&e 4: La valeur de disc(S,,T,) est 10, S3(10) est d tandis que T,(lO) est l : on 
applique done Divelopper (S,, 10). L’tcriture “en relief” de Sj est (Fig. 5) on trouve 
no =nl = 8, n2 = 12. m, = 10; le motif ri inskrer est done l a, et aprks transformation on 
est ramenk aux termes suivants: 
d 
c b . 
b . . 
a l 
TT t T 1‘ 
Fig. 2. 
b a . 
a . . 
TT t T 
Fig. 3. 
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Fig. 5. 
Ces deux termes sont egaux, on conclut que les termes initiaux S, et T,, etaient 
equivalents (conformement a ce qu’un calcul direct avait montre au debut). 
L’algorithme ,Q? est decrit. A ce point, ni sa correction, ni sa terminaison ne sont 
Cvidentes. De fait, ni l’une ni l’autre ne sont completement ttablies (a ce jour) mais on 
va voir qu’il existe des indications allant en ce sens. 
2. Le monoide structural 
Pour tout ensemble de gtnerateurs Z, on notera --I la plus petite congruence 
(equivalence compatible avec l’operation) sur Td(C, l ) qui assure la satisfaction de 
l’identite d’autodistributivite, c’est a dire, vue la notation utilisee pour cette operation, 
qui assure 
pour tous S, T, Cl dans Yd(C, 0). 11 s’agit done de savoir si la relation = r est decidable. 
Dans la suite, une analyse plus precise de --p sera necessaire. Pour ce faire, il sera 
commode de rep&enter les termes de Yd(C, l ) comme des arbres binaires d feuilles 
etiquettes dans C. Ainsi le terme To rencontre plus haut, a savoir aboacdooo sera 
associe a l’arbre dessine ci-contre (Fig. 6). 
Les adresses dans les arbres seront stipulees par des suites finies de 0 et de 1 (0 pour 
gauche, 1 pour droite), la suite vide etant notee n et l’ensemble de toutes ces suites 55. 
Si u est un element de s et S un element de &(C, l ), on notera S,, le sous-terme de 
S associe au sous-arbre de racine u dans (l’arbre associe a) S ~ s’il est defini. Ainsi, dans 
To, on aura To,, 1o = c et Tojo = abo, tandis que To,,, est To et To,ooo n’est pas dlfini. 
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Fig. 6. 
Dkfinition 2.1. Pour tout u dans !?G on note A(” l’application partielle de Fd(C, l ) dans 
lui-mCme qui transforme dans un arbre le sowarbre de racine u en en distribuant le 
sous-arbre gauche aux deux demi-sous-arbres droits. 
Autrement dit, A”” applique la distributivitk “sous le point ~2’. Prlcislment, un 
terme S est dans le domaine de d’U’ si, et seulement si, SiUO, S,ul0 et Slull sont dkfinis et 
l’image de S par A”‘, qui sera not&e val(S, A(“)), est dtterminke par 
VW, A’“‘),, = S~uoS,ulo l S,uo Siul 1 l 0, 
val(S, LI(~‘),~ = S,“, 
pour tout v incomparable avec u relativement d l’ordre prlfixe sur s. 
Les applications d(‘) ainsi dkfinies sont relatives ti un ensemble CZ fix&, mais, comme 
les applications correspondant $ divers ensembles C sont compatibles, il ne sera pas 
nkessaire de distinguer entre elles. 
Exemple 2.2. Le terme To prlcldent est dans le domaine de d et de d”‘, et les images 
respectives sont les termes aboaoabocdooo et aboacoadooo, ainsi qu’un dessin 
des arbres correspondants le montrera facilement. 
DCfinition 2.3. L’application rkiproque de A(” est notCe 2’“) (A’“’ est injective), et le 
monoi’de engendrk par toutes les applications d “‘, 2”’ et la composition inversle (les 
applications sont not&es i droite) est nott. ,ge,(d). 
I1 est clair que l’action des iltments de &zZ’~(~) prkserve la congruence Go; la 
rkiproque est vraie, d’od l’appellation de monoi’de structural (vis g vis des gerbes) 
donnte d JY~(~). 
Proposition 2.4. (i) La relation =z. est l’equivalence associke a l’action de M,(A) sur 
Fd(C, l ), c’est d dire que deux &ments de Fd(C, l ) sont lips par = I si, et seulement si, il 
existe un Pltment de .&‘,(A) envoyant le premier sur le second. 
(ii) Le mono’ide J?‘~(A) est, h isomorphisme prks, indkpendant deC. 
Ces rksultats sont ttablis dans [3] et [6]. On notera dksormais &‘(A) pour M,(A). 
Le monolde I N(d) est lie au monoi’de de tresses engendre par une suite de generateurs 
txi )isN soumis aux conditions 
Xi,Yj=Xj.Yi Si I.i-iI~2, 
En effet, si I N+(d) est le sous-monoi’de de c t?(A) engendre par les facteurs “positifs” 
A”) seuls, on peut montrer que le monoi’de de tresses ci-dessus est le quotient de 
~ N+(d) obtenu en ecrasant sur I’identite tous les gtnerateurs A(“) tels que u contienne 
au moins une fois 1. Par ailleurs, .//(A) est “presque” un groupe: pour chaque element 
~3 de c N(d), il existe un element 4r, tel que les produits p@ et @(p soient egaux a l’identite 
de leurs domaines respectifs. 
Grace a ce qui precede, l’etude de la congruence --r est deplacee en celle du 
monoi’de c N(d). En particulier la recherche d’une solution au probleme de mots pour 
= 2‘ se trouve lite a celle de l’obtention de formes normales pour les elements de j H(d). 
D’apres la remarque ci-dessus, on peut s’attendre a rencontrer des analogies avec la 
recherche de formes normales pour les elements des groupes de tresses, et, de fait, les 
rtsultats obtenus ici redonnent par passage au quotient des rtsultats concernant la 
forme normale de Garside dans ces groupes. Une premiere etape en direction d’une 
tcriture canonique des elements de ~ N(d) est la suivante. 
Proposition 2.4. Tout PlPment de . N(A) a me hriture de la,forme 
Ceci est prouve dans [3]. I1 ne saurait y avoir unicite a ce stade: par exemple on a la 
relation non triviale 
qui donne trois ecritures dont aucune n’apparait priviltgiee pour le moment. 
L’idee pour voir apparaitre un phenomine d’unicite consiste a analyser pour cp dans 
J(A) et S dans Dom 47 le discriminant A(S, val(S, cp)). 
Dkfinition 2.6. Pour (u. p) dans S x N, on pose 
A’“. P):= A(U).A(“o), A(uo”- ‘) 
p. PI._ jp0” 9 . pJ), p, 
Lemme 2.7. Soite S duns &(Z, l ) 4t n un entier tel que S(n) est duns C et 2(n) est au 
mains 2; alms il existe un unique couple (u, p) duns s x N tel que disc(S, val(S, Ac“.p’)) 
aaut 11. 
Les valeurs de 11 et p ci-dessus sont determinees par le fait que l’adresse dans 
S consider6 comme arbre de l’occurrence d’indice n est ulOP-‘lOk pour un certain 
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entier k. La procedure Developper (S, n) utilisee dans l’algorithme consiste alors 
a remplacer S par le terme val(S, d’“~p’) mentionne dans le lemme. De la il rtsulte que 
les termes successifs apparaissant lors de l’execution de l’algorithme sont respective- 
ment equivalents aux deux termes initiaux, et, par consequent, on a 
Corollaire 2.8. Si l’algorithme .d reussit (i.e. se termine et produit deux termes dgaux), 
alors sa reponse est correcte. 
Les points laisses en suspens sont done la terminaison de l’algorithme et sa 
correction dans le cas d’une reponse negative. Pour en discuter, introduisons quelques 
notations: 
Dkfinition 2.9. (i) Une suite ((ur ,pI), . . , (u,,p,)) d’tlements de .!3 x N est dite pro- 
gressive s’il existe un terme U dans le domaine de A “’ * pl’. . . LI’“~, J+-) tel que, en notant Ui 
l’image de U par d(“l,pl)... d’ui.pl’, on ait pour tout i < r la relation 
dk(Ui, Ui+1)<dk(Ui+l, Ui+z). 
(ii) Deux suites ((ul,pl) ,..., (u,, p,)), ((u,,q,) ,... ,(v,,qs)) d’elements de s x N 
sont dites disjointes s’il existe deux termes U, V respectivement dans le domaine de 
A’Ul.Pl) . . . ACur. pr) et dans celui de d”‘l* 41).  . A’“s34s’ tels que, en notant Ui l’image de 
U par A(“13p1)... A’uz~pz) et Vj l’image de Vpar A(v13q”...A’L’~3q~‘, on ait l’egalite U,= V,, 
et, pour tout i<r et j<s, la relation 
dk(Ui, Ui+,)#disc(V’, 4.1). 
Une suite est progressive si les discriminants nes de l’application consecutive de ses 
elements vont en augmentant. Deux suites sont disjointes si les discriminants qu’elles 
engendrent respectivement forment deux familles disjointes lorsqu’on applique l’une 
puis l’inverse de l’autre. Une caracterisation purement locale et combinatoire de la 
progressivite peut Ctre Ctablie. 
Lemme 2.10. Soit 9 l’ordre total sur s tel que us v est vrai si, et seulement si, ou bien 
v est un prehxe (au sens large) de u, ou bien u est ti gauche de c’, c’est ti dire qu’il existe w, 
u’ et 0’ tels que u est wOu’ et u est wlv’; alors la suite ((ul,pl),...,(u*,pr)) est 
progressiue si, et seulement si, pour tout i < r la condition UiOh 9 Ut + 1 10”’ ’ est v&$de. 
L’algorithme .d produit deux suites d’elements de &?‘+(A) dont les exposants 
forment des suites progressives disjointes. 
Lemme 2.11. Soit q un element de .&‘(A) dont le domaine est non vide; il y a bquivalence 
entre 
(i) cp s’dcrit sous la,forme 
~‘Ul.Pl’ 
. 
A’%-, Pr’ &L’s, 4s’ 
. . . 
p,q1 
oil ((Ul,PlX...,(Ul,Pl)>, ((L’I,4l),...,(V.s,~s)) sont deux suites progressives disjointes 
d’kkments de s x N; 
(ii) si S est un Gnent quelconque du domaine de cp, l’algorithme .GJ appliqu6 
b (S,val(S,cp)) rkussit et A(“~~p’)...A(uF~p~), A(“l~yl)...A(“s~qi’ sont les deux suites de 
transformations eflectuies lors de l’e.wkution. 
Les Ccritures donnkes en (i) sont done uniques si elles existent. 
Exemple 2.12. Soit ‘pO l’klkment d.d”’ de l’/‘(d): (toujours avec les m&mes notations 
qu’antkrieurement) S, est dans le domaine de ‘pO et T, est val(&, cp). L’algorithme 
appliqui: B S, et T, a rkussi et fourni les deux suites (rkcessairement progressives et 
disjointes) ((1, I), (A, 1)) et ((A,2), (1,l)): on conclut que cpO posskde une unique 
tcriture sous la forme “normale” dkfinie ci-dessus, A savoir 
cp,~~‘l.l’,~c”.‘,,~~1.1J,~~“.2~, 
c’est A dire encore 
~,=d”‘.d.~‘“.~‘o~.d. 
Posons alors la 
Conjecture (0). Tout &l&lent de ~ K(A) dont le domaine est non tide peut s’krire (de 
manitre unique) sous la ,forme 
A’“‘.P’I . . . A’“Y,Pv’ ~(“,.4”),.,~(1’1.41) 
ai ((U1,PI),...,(Ur,Pr)), ((v,,q,X...,(v,,q,)) sent deux suites progressives disjointes 
d’&ments de !?5 x N. 
Proposition 2.13. La conjecture (0) est Pquicalente ti la correction et la terminaison de 
l’algorithme (.&). 
Vu ce qui prt&de, un point reste A dtmontrer dans cette proposition, A savoir le fait 
que, lorsqu’on applique l’algorithme .d B deux termes S et Tnon kquivalents, alors on 
aboutit au bout d’un nombre fini d’ktapes A un des cas de refus de cet algorithme. On 
utilisera pour cela un rksultat spkifique au cas monogkne. 
Lemme 2.14. Supposons que 9 et T sent deu.x &bnents de .&( {cl, 0); 
(i) il existe un entier m tel que Sc*C et TcW” sent kquivalents. 
(ii) (“propriPt6 de comparaison”) l’un au moins des trois cas suivants se produit 
~ S est bquivulent 21 T 
_ il existe X duns dl.( {c), l ) tel que ,?X est Pquicalent ir ?= 
_ il existe X duns $b.( {c}, a) tel que S est Pquivalent ir TX. 
Le point (i) est prouvi dans [4]. On en dkduit le point (ii). Pour cela, notons de 
faGon g&kale + la relation telle que S + T est vrai s’il existe une suite finie (ul ,. . ., u,) 
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dans S telle que Test val(S, A(“‘).. .dcur’). Du point (i) ci-dessus et de la Proposition 2.5 
on deduit qu’il existe u dans .Yd{c), l ) tel qu’on ait Scmom+L? et Tc”‘o”‘+L?. I1 en 
rtsulte qu’il existe des entiers p et 4 tels qu’on ait S+ uIop et T-+ L?,,,. Si p et q sont 
tgaux, Set i; sont equivalents. Supposons p = q + k avec k strictement positif. Alors 
fl,,, est (&~)iOk; soit X le suffixe de fl,04 tel que fl,Ov est egal a u,,,X : $-+ fliop 
entraine SX+ uiop X, i.e. SX+ L?,04. On a done I’equivalence de SX et T. Le troisieme 
cas est symttrique et correspond i p < q, 
On peut alors achever la preuve de la Proposition 2.13. On part de deux termes 
S, Tdans YJC, l ) non equivalents et on veut montrer que .01 echoue. Supposons que, 
quel que soit le nombre d’etapes effectutes a partir de S et T, on ne rencontre pas de 
conflit entre 2 caracteres distincts de Z: il s’agit de montrer qu’alors on parvient 
necessairement en un nombre fini d’etapes a un couple de termes dont l’un est un 
prefixe de l’autre (auquel cas l’algorithme conclut bien a un echec). Or, soit c un 
element quelconque de Z et notons S et T les termes obtenus a partir de S et 
T respectivement en remplacant tous les elements de Z y figurant par c. Le 
deroulement de l’algorithme a partir de S et T est le m&me qu’a partir de S et 
T puisque seule la “geometric” des termes intervient dans ce dtroulement et qu’on 
a suppose que l’algorithme n’avorte pas prematurement sur (S, T) par conflit entre 
deux caracteres distincts (conflit qui serait gomme lorsqu’on passe a Set T). Si Sttait 
equivalent a T, l’algorithme reassirait a partir de (S, T) ~ en vertu de (0), done aussi 
a partir de (S, T), ce qui est impossible. Par le Lemme 2.14 il existe done X tel que SX 
est equivalent a T (ou S a TX). Ceci entraine que l’algorithme reussit a partir de 
(SX, T) (de (S, TX)), et de la qu’il echoue a partir de (S, T) car, a l’etape ou dans le 
premier cas on reussira a “lire” le premier caractere de X, dans le second on aura un 
conflit de type “prefixe”, le premier mot etant termine et le second non (le second ttant 
termine et le premier non). Finalement, le meme ichec se produira lorsque l’algo- 
rithme est applique a (S, T). 
La conjecture (0) est le “noyau dur” a partir duquel les autres questions se decident 
_ et pas uniquement du reste ce qui concerne I’algorithme .d cf. Section 3. Elle est 
particulierement facile a tester mecaniquement (grace a I’algorithme), et tous les exemp- 
les rencontres a ce jour la rendent plausible. 11 est inutile de dttailler les tentatives de 
preuve encore incompletes. On va seulement mentionner une approche possible. 
Clairement la conjecture (0) est un renforcement du rtsultat de la Proposition 2.5: 
il s’agit de passer de suites quelconques a des suites progressives et, de surcroit, 
disjointes. La voie la plus naturelle consiste a reprendre la preuve de cette proposition. 
Celle-ci utilise de facon centrale une notion de ddrivation des termes. 
Dkfinition 2.15. On associe a tout element S de Td(C, l ) son derive aS en posant 
recursivement: 
as:= 
S si S est un element de C, 
a(S,,) 0 a(S,,) sinon, 
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od T@ U dkigne le ritsultat du remplacement de chaque occurrence de chaque 
kkment c de C dans U par le terme Tco. 
Le point central dans la preuve de la Proposition 2.5 est l’implication 
si T=val(S, d(“‘). .dfur)), alors T-+?YS. 
Si on note + la relation telle que S*T est vraie si, et seulement si, il existe une suite 
progressive ((u, ,pl), . . . , (u,, p,)) d’tltments de 5 x N telle que T est 
val(S, ~lUl.P1).../+-.P4 ), il serait nature1 d’amkliorer l’implication prkkdente en 
si T=val(S, d(“~~... d”+‘), alors T- FS. (#) 
La difficult6 principale pour cela tient d ce que la relation + est transitive, alors que 
3 ne l’est lvidemment pas. Techniquement, on peut se ramener g prouver la clause 
d’induction suivante pour tout u tel que S est dans Dom A@) 
siS+T, alors S*i3T et val(S,d’“‘)=>aT. (##) 
On espk-e que ces implications pourront &tre rapidement dkmontrkes. 
3. Une forme faible de la conjecture (0) 
Dans cette dernkre section, on va introduire une forme faible de la conjecture (0), et 
mentionner diverses propriktts qui en rksultent, notamment en ce qui concerne la 
structure des gerbes monogtnes. Pour la lisibilitk des expressions, on utilisera 
g nouveau la notation algkbrique, avec l’optrateur ^ , Li c6tt de la notation droite, 
avec l’opirrateur 0. 
Dhfinition 3.1. (i) Soit (e, ^  ) une gerbe; on note x<y pour “il existe z tel que y est &gal 
d x ^ z”; la cl6ture transitive de la relation < est notte <*. 
(ii) Dans la suite, on note f1 la gerbe libre engendrke par un unique kltment 0. 
Appelons alors kypotkbse d’irrt!$exiait& (IH) l’assertion suivante 
il n’existe pas de cycle pour < dans fl. 
Autrement dit, (IH) exprime que <* est une relation irrkflexive. 
Lemme 3.2. L’assertion (IH) est 4quiculente A la propriPtd suivante quel que soit 
l’ensemhle C et le terme S dans Zd(C, l ), il n’existe pas de mot X duns W(Z, l ) tel que 
S et SX soient Pquiualents. 
En effet, si deux termes S et SX sont Cquivalents dans &(I, l ), on en dkduit en 
remplagant les ClCments de C par “0” des Clirments kquivalents Set SX dans Fd( {0}, l ). 
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11 existe un entier k tel que Sest SX 10~; si on note ri le terme SX,,, I 1 et 7t la projection 
de &( (O}, l ) sur fl, on obtient 
7rS=(...((d^ nT,) - 7cT2)...) ^nr,, 
ce qui signifie que ((~9, rcS^ zT1 ,..., (...((zS^ rcj;i) ^ rcT,)...) ^ nT,_,)) est un k- 
cycle pour 4 dans fl. Inversement, si ((x,, . . , xk _ 1)) eSt un k-cycle pour < dans 1, 
alors il existe pour tout i un Clement 4’; tel que Xi est Xi_ 1 ^  yi, et si S ( Ti) est un terme 
representant x0 (yi) dans ,Yd( {O), l ), on a S-ST,. . . Tkok. 
Remarque. Posons, pour tout x dans une gerbe (R, ^  ) 
x[Ol := x, $P+ ‘l:=x ^ $Pl 
Comme on sait (cf. [4]) que, pour tout element x de fi, il existe des entiers p et 4 tels 
que .xIpl est egal a Otql, et comme le fait que (-w 0, . . . , .xk 1 ) est un cycle pour < implique 
que (x ^ .x0, , x ^ xk 1 ) en est encore un, on conclut que, si la relation < possede 
un cycle dans fi, alors elle en possede un qui contient un element de la forme Ot$ 
autrement dit, pour prouver (IH), il suffit de montrer qu’il n’existe pas, dans fi, de 
cycle passant par un point de la forme Otql. 
Les rapports de la conjecture (IH) avec le probleme de mots etudie ici sont les 
suivants: 
Proposition 3.3. (i) La conjecture (IH) t?quiuaut ir la correction de l’algorithme .d, et est 
done impliquke par lu conjecture 0; 
(ii) la conjecture (IH) entraine la ddcidabilit6 du probEme de mots dans les gerbes 
libres. 
Pour dtmontrer (i), il s’agit d’abord de prouver que, si l’algorithme .r4 ichoue sur le 
couple (S, T), alors certainement S et T ne sont pas equivalents. Or, la forme de (IH) 
donnte par le lemme exclut que deux termes equivalents aient un conflit de type 
“prefixe”, et des rtsultats de [3] excluent, sous la meme hypothese, qu’ils aient un 
conflit de type “deux caracteres de Z distincts”. Si done des termes ont l’un de ces 
types de conflit, ou qu’on y parvienne apres un nombre quelconque d’etapes de 
l’algorithme .d effect& sur eux, c’est qu’ils ne pouvaient Ctre equivalents. 
Inversement, il est clair que l’algorithme .d echoue sur tout couple de type (S, SX) 
(par conflit de type “prefixe”), done, s’il est correct, on ne peut avoir equivalence entre 
S et SX. 
Pour demontrer (ii) on utilise la propritte de comparaison. Placons nous d’abord 
dans le cas monogene. Partant de deux termes S, T dont on veut tester l’equivalence, 
on enumere de facon systematique tous les termes equivalents a S et Ten fixant un 
ordre quelconque sur c H(d) x i&‘(d). Par la propriete de comparaison, on est certain 
qu’apres un nombre fini d’etapes, on verra apparaitre soit deux termes tgaux, auquel 
cas on pourra conclure a l’equivalence de S et T, soit deux termes dont l’un est un 
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prefixe de l’autre, auquel cas on pourra conclure, grace a (IH), a la non-equivalence de 
S et T. Le passage au cas general se fait comme suit: partant de S et T quelconques, on 
forme (comme plus haut) deux termes “semblables” S et T en remplacant tous les 
caracteres dans S et T par un caractere unique, et on teste l’equivalence de S et 
7 comme ci-dessus. Si Set r ne sont pas equivalents, S et T ne peuvent l’etre; s’ils le 
sont, on trouve (en un nombre fini d’essais) deux suites finies (ur , . , u,) et (zjI, . . . , u,) 
d’elements de s telles que val(S, d(ul)...d(ur’) et val(T, d”“‘...d(“*)) coi’ncident 
(Proposition 2.5). On forme alors val(S, A(“). .LI”‘~)) et val(T, d(“‘). .LI(“.~)) qui sont 
deux termes de m&me “geometric”: si ces termes sont egaux, S et T sont equivalents, 
sinon, ils ne le sont pas, a nouveau grace aux resultats deduits de (IH) dans [3]. Le 
probleme de mots est done resolu puisqu’on a un algorithme se terminant toujours. 
On peut noter que l’implication (#) (et done egalement (# #)) suffit a entrainer 
(IH). En effet, on deduit de (#) que, si S et T sont deux termes equivalents, alors il 
existe U tel qu’on ait S*U et T*U. Or on ne peut avoir simultanement S-U et 
SX=>U (si X est non vide), en vertu de l’uniciti des suites progressives construites par 
l’algorithme .d. On notera egalement que (IH) entraine que la relation <* est un 
ordre total strict sur fI, d’ou il resulte que les translations a gauche de fI en sont des 
endomorphismes injectifs (cf. [4]). 
A ce jour aucune preuve elementaire de l’assertion (IH) n’est connue. Par contre, 
Richard Laver etablit le resultat suivant. 
Proposition 3.4 (Laver [9]). Si I’axiome de grund cardinul “il existe un plongement 
Plhentaire d’un rang dans hi-mhe” est ct;rijiP, ulors l’assertion (IH) est waie. 
Ce resultat est tres surprenant, car il semble lier une question de nature finitiste 
comme la decidabilite du probleme de mots dans les gerbes libres avec un axiome 
ensembliste concernant des objets de cardinalite extremement grande. Technique- 
ment, le passage est du a ce que l’axiome en question fournit une gerbe particuliere 06 
la propriete d’irreflexivite est vraie, d’ou il resulte par projection qu’elle doit etre 
egalement vraie dans fI, ce qui constitue l’assertion (IH). 
Les deux principales questions ouvertes concernent done l’obtention d’une preuve 
de (IH) independante de toute hypothtse ensembliste, et la terminaison de l’algo- 
rithme .cu’. Dans chacun des deux cas, les difficult& semblent sirieuses. 
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