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Abstract
Localization operator based on sampling multipliers is proposed to reconstruct a function in Paley–Wiener spaces by its local
samples. Explicit error estimate is derived for the operator to approximate functions and their derivatives. For Hermite multipliers,
exponentially decaying accuracy of approximation is achieved, and a practical criteria for the sampling to obtain any desired
accuracy is provided. The estimates unify several existing results for sampling and accelerate the convergence rate of wavelet
sampling series.
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1. Introduction
Let Lp(I), where p ∈ [1,∞] and I ⊆ R, be the space of complex-valued Lebesgue measurable functions f on I
for which the norm
‖f ‖p,I :=
{ {∫
I
|f (t)|p dt}1/p, 1 p < ∞,
ess sup{|f (t)|: t ∈ I}, p = ∞,
is finite. When I = R we denote this norm as ‖f ‖p . Let C(R) be the space of complex-valued continuous functions
on R with the norm ‖ · ‖∞. For h > 0 and a given kernel function K , we define Sh :C(R) → C(R) for f ∈ C(R) by
the equation
(Shf )(t) :=
∑
k∈Z
f (kh)K
(
h−1t − k), t ∈ R. (1)
We refer to Sh as the sampling operator because it uses the values of f on hZ.
By Cc(R) we denote the subspace of C(R) consisting of all functions which vanish outside of some finite subinter-
val of R. When K ∈ Cc(R), we call (1) the Schoenberg operator because of the work of I.J. Schoenberg [1] on spline
functions. This hypothesis on K naturally arises in his work on spline functions. When K := sinc, which is defined as
sinc(t) :=
{
sin(πt)
πt
, t ∈ R \ {0},
1, t = 0,
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(Chf )(t) :=
∑
k∈Z
f (kh) sinc
(
h−1t − k), t ∈ R. (2)
The Bernstein space Bpσ , where σ  0 and p ∈ [1,∞], consists of all entire functions f of exponential type σ that
belong to Lp(R) when restricted to R. Here an entire function f of exponential type σ means that f is differentiable
in the whole complex plane satisfying∣∣f (z)∣∣ sup{∣∣f (x)∣∣: x ∈ R}eσ |y|, z := x + iy ∈ C.
The Bernstein spaces have the property that Bpσ ⊆ Bqσ for 1 p  q ∞. For p = 2 the space B2σ is also known as
Paley–Wiener space.
In the language of electrical engineers a signal, that is a function f in L2(R), is said to be band-limited with
bandwidth σ provided we have for |w| > σ that fˆ is null. Here the Fourier transform fˆ :L2(R) → L2(R) is defined
as
fˆ (ω) := l.i.m.
∫
R
f (t)eitω dt, w ∈ R,
which means that
lim
n→∞
∥∥∥∥∥fˆ (ω) −
n∫
−n
f (t)eitω dt
∥∥∥∥∥
2
= 0.
The connection between Paley–Wiener spaces and band-limited functions is given by the Paley–Wiener theorem,
which states that a function f belongs to B2σ if and only if it is band-limited with bandwidth σ . See, for example, [2,
pp. 23–29].
A fundamental result in information theory is the Shannon sampling theorem. It states that any f ∈ B2σ can be
reconstructed from its sampled values {f (kh): k ∈ Z}, where h ∈ (0,π/σ ], by the formula f = Chf, and the series
converges absolutely and uniformly on any finite closed interval of R. For f ∈ Bpσ , if p ∈ [1,∞) the result holds when
h ∈ (0,π/σ ], and if p = ∞ it holds when h ∈ (0,π/σ), see, for example, [2].
Applications of Shannon sampling theorem have been widely studied, see references in [3]. However, the sinc
function in the Shannon sampling series is not very convenient for practical applications, due largely to the fact that it
has a very slow rate of decay at infinity.
Effort has been made to find replacements for the sinc kernel that have better decay properties and are more conve-
nient for numerical computation. It is expected that a modification of the sinc function will yield a better convergence
rate of the Shannon sampling formula. Many particular convergence factors have been considered, see, for example,
[4] and references therein.
Consider the discrete convolution operator
(Bhf )(t) := λ
∑
k∈Z
f (kh) sinc
[
λ
(
h−1t − k)]θ(h−1t − k), t ∈ R. (3)
When λ = 1, a band-limited θ is constructed in [5] that behaves like θ(t) =O(e−w(|t |)) as t → ∞ provided w satisfies
certain regularity conditions and that
∫∞
a
w(t)
t2
dt < ∞ for some a > 0. This latter condition on w cannot be relaxed.
When λ ∈ (0,2) and θ ∈ Bpaπ for some a < λ < 2 − a with θ(0) = 1, approximation properties for (3) are studied
in [6].
In [7], the operator Gh :B2σ → L2(R), defined for h ∈ (0,π/σ ] and a general kernel function K by
(Ghf )(t) :=
∑
k∈Z
f (kh)K
(
h−1t − k)Gr(h−1t − k), t ∈ R, (4)
and its truncation version of level m ∈ N,
(Gh,mf )(t) :=
∑
f (kh)K
(
h−1t − k)Gr(h−1t − k), t ∈ R, (5)k∈Zm(t)
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set Zm(t) := {k ∈ Z: |[h−1t] − k|  m} and [t] denotes the integer part of t ∈ R. To describe K , we recall for
p ∈ [1,∞] and s ∈ N0, where N0 is the set of nonnegative integers, that the Sobolev space is defined as
Ws,p(R) := {f ∈ L1(R), f (k) ∈ Lp(R), 1 k  s}.
For f ∈ Ws,p(R) and an interval I ⊆ R, we let ‖f ‖s,p,I := ∑sk=1 ‖f (s)‖p,I. Typically, for given m ∈ N and I :=
R \ [−m,m], we denote ‖f ‖s,p,I by ‖f ‖s,p,m. Suppose that K ∈ L∞(R) ∩ L1(R) satisfies
(K1) for certain 0 a  b 2π that
Kˆ(w) = 1, |w| a; Kˆ(w) = 0, |w| b; Kˆ(w) ∈ [0,1], otherwise, (6)
(K2) for given s ∈ N0 and m ∈ N that ‖K‖s,∞,m < ∞.
We denote totality of such function K by K. For simplicity of notation, we let
c := min{2π − b, a}, (7)
which will be used throughout the rest of the paper. Note that from (6) we have c π . Error estimates for Gh,mf to ap-
proximate a band-limited function f and its derivatives have been obtained in [7], which show that the approximation
can achieve exponentially decaying accuracy. Examples of K ∈ K include:
Example 1.1. The Shannon kernel K := sinc discussed in [4]. Here a = b = c = π .
Example 1.2. The oversampled Shannon kernel K := λ sinc(λ·) for λ > 0. This is discussed in [8]. Here a = b = λπ
and c = min{2π − λπ,λπ}. When λ = 1 it reduces to the case of Example 1.1. When λ = 1 it provides noninterpo-
lating kernels.
Example 1.3. The modified sinc kernel K := cos(λ·) sinc for λ ∈ [0,π). This is studied in [9]. Here a = π − λ,
b = π + λ and c = π − λ. When λ = 0 it reduces to the case of Example 1.1.
Example 1.4. Certain sampling functions for the Meyer wavelet subspaces [10].
Since many particular sampling multipliers have been applied, see, for example, [4,7] and references therein, the
present work is motivated to generalize (4) and (5) to the localization operator Lh :B2σ → L2(R), where h ∈ (0,π/σ),
defined by
(Lhf )(t) :=
∑
k∈Z
f (kh)K
(
h−1t − k)Lr(h−1t − k), t ∈ R, (8)
and its truncation version for m ∈ N,
(Lh,mf )(t) :=
∑
k∈Zm(t)
f (kh)K
(
h−1t − k)Lr(h−1t − k), t ∈ R. (9)
Here K ∈ K and Lr := L(r−1·) is the scaled version of the function L with scaling factor r  1. We require that the
sampling multiplier L ∈ L∞(R) ∩ L1(R) satisfies
(L1) function L is even, L(0) = 1, L is continuous at 0,
(L2) for given truncation level m ∈ N, scaling factor r  1 and order of derivative s ∈ N0, we have ωsLˆ(ω) ∈ L1(R)
for ω ∈ R, and there exists a function L˜ ∈ L1(R), depending on L and nonincreasing on t  (m − 1)/r , such
that for any integer k ∈ [1, s] we have |L(k)(t)| L˜(t) on t > (m − 1)/r .
The hypotheses (L2) is natural since introducing the sampling multiplier L in (8) is supposed to accelerate the con-
vergence rate of the sampling and that L should have certain decaying properties. Note that from K,L ∈ L1(R), the
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note the totality of such function L by L. It includes many existing multipliers, see, for example, [4,7] and references
therein. The following are some examples of function L.
Example 1.5. Let K := sinc and the multiplier be the Gabor function L(t) := e−t2/2 cos(λt) for t ∈ R and λ > 0. This
is indeed a different viewpoint for Example 1.3.
Example 1.6. For f ∈ B2σ and K := sinc, the Jagerman multiplier L := sinc(a · /n)n, where n ∈ N and a = 1−hσ/π ,
is discussed in [11,12]. This particular sampling multiplier is useful in applications such as irregular sampling [13].
Example 1.7. Even order Hermite functions can be sampling multipliers. It will be studied in detail later. Typically,
its special case is the Gaussian multiplier, which has been applied in (4) and (5) and discussed in [7].
Example 1.8. The B-splines can be duration-limited sampling multipliers.
By applying the sampling multiplier L to accelerate the convergence rate of the sampling, in practice the infinite
series in (8) can be replaced by a finite one (9) using just a few local samples to approximate a function and its
derivatives at any given point. For this reason, we call (9) the localization operator as it studies how can a function be
essentially determined by its local samples and it provides means for the reconstruction.
For h > 0 and s ∈ N0, we define the sth order derivative of the localization operator by L(s)h,m :=D(s)Lh,m, where
D(s) denotes the sth order derivative operator. We study how well the operator L(s)h,m approximates D(s), which is
fundamental for numerical applications of function approximation and numerical solutions of differential equations.
We show that our error estimates include several known results as special cases and give new result for wavelet
sampling series.
In the next section we derive the error estimates for approximation by using the localization operator in Paley–
Wiener spaces. For Hermite multipliers, exponentially decaying accuracy of approximation is derived and practical
means for obtaining any desired accuracy for the sampling is provided in Section 3, where we also give new results
for wavelet sampling series. Section 4 provides a few numerical experiments to demonstrate the high efficiency of the
approximation. Conclusion is given in the last section.
2. Error estimates
2.1. Localization error
The first step for the error estimates is to consider the operator Lh defined at (8), and to derive for any s ∈ N0 the
estimate of the localization error f (s) − L(s)h f . To this end, for given function K ∈ L1(R), sampling spacing h > 0
and scaling factor r  1, we define the following function, which will be important for later use,
I (ω) := ∣∣ωsν(ω)∣∣+ ∑
k∈Z\{0}
∣∣(ω + 2kπ/h)sμ(ω + 2kπ/h)∣∣, ω ∈ [−σ,σ ]. (10)
Here the functions μ and ν, for given functions K ∈ K and L ∈ L, are defined for ω ∈ R by
μ(ω) := 1
2π
∫
R
Kˆ(hω − t/r)Lˆ(t)dt (11)
and ν(ω) := 1 − μ(ω). Note that K,L ∈ L1(R) ∩ L∞(R) provides K,L ∈ L2(R). Thus, the Cauchy–Schwarz in-
equality implies that μ is well defined. Furthermore, from L(0) = 1 and that L is continuous at 0 we have
ν(ω) = 1
2π
∫
R
Lˆ(t)dt − 1
2π
∫
R
Kˆ(hω − t/r)Lˆ(t)dt = 1
2π
∫
R
[
1 − Kˆ(hω − t/r)]Lˆ(t)dt.
For given f ∈ B2σ , the following result provides the error estimates for operator (8) to approximate f and its
derivatives.
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and ∥∥f (s) −L(s)h f ∥∥∞ max{∣∣I (ω)∣∣: ω ∈ [−σ,σ ]}√σ/π‖f ‖2.
Proof. Since the function f satisfies
fˆ ∈ L2[−σ,σ ] ⊆ L2[−π/h,π/h],
we restrict fˆ to the interval [−π/h,π/h], extend this function to a 2π/h-periodic function and denote the resulting
function as g. Let χσ := χ[−σ,σ ], then the Fourier series expansion of the function g provides for ω ∈ R that
fˆ (ω) = g(ω)χσ (ω) =
∑
k∈Z
hf (kh)eikhωχσ (ω), a.e.
Note that since g ∈ L2[−π/h,π/h] the above series converges to g almost everywhere [14, p. 43]. On the other hand,
applying the convolution theorem to (8) gives that K̂Lr = 12π Kˆ ∗ L̂r , and implies for ω ∈ R that
L̂hf (ω) =
∑
k∈Z
f (kh)
1
2π
heikhωKˆ(hω) ∗ rheikhωLˆ(rhω)
=
∑
k∈Z
f (kh)eikhω
rh2
2π
∫
R
Kˆ
(
h(ω − t))Lˆ(rht)dt
=
∑
k∈Z
hf (kh)eikhωμ(ω),
where μ is defined in (11). Therefore, for E := f (s) −L(s)h f and ω ∈ R we obtain
Eˆ(ω) = (−iω)s
∑
k∈Z
hf (kh)eikhω
[
χσ (ω) − μ(ω)
]
=
⎧⎨⎩ (−iω)
sfˆ (ω)ν(ω), |ω| σ,
−(−iω)sg(ω)μ(ω), |ω − 2kπ/h| σ, k ∈ Z \ {0},
0, otherwise
=
⎧⎨⎩ (−iω)
sfˆ (ω)ν(ω), |ω| σ,
−(−iω)sfˆ (ω − 2kπ/h)μ(ω), |ω − 2kπ/h| σ, k ∈ Z \ {0}
0, otherwise.
a.e.,
Since
‖Eˆ‖22 =
σ∫
−σ
∣∣ωsfˆ (ω)ν(ω)∣∣2 dω + ∑
k∈Z\{0}
σ∫
−σ
∣∣(ω + 2kπ/h)sfˆ (ω)μ(ω + 2kπ/h)∣∣2 dω
=
σ∫
−σ
∣∣fˆ (ω)∣∣2(∣∣ωsν(ω)∣∣2 + ∑
k∈Z\{0}
∣∣(ω + 2kπ/h)sμ(ω + 2kπ/h)∣∣2)dω

σ∫
−σ
∣∣fˆ (ω)I (ω)∣∣2 dω,
where I is defined in (10), we have
‖Eˆ‖2 max
{∣∣I (ω)∣∣: ω ∈ [−σ,σ ]}‖fˆ ‖2.
By using Parseval identity we obtain the L2 estimates. Likewise,
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∣∣Eˆ(ω)∣∣dω = σ∫
−σ
∣∣ωsfˆ (ω)ν(ω)∣∣dω + ∑
k∈Z\{0}
σ∫
−σ
∣∣(ω + 2kπ/h)s fˆ (ω)μ(ω + 2kπ/h)∣∣dω
=
σ∫
−σ
∣∣fˆ (ω)I (ω)∣∣dωmax{∣∣I (ω)∣∣: ω ∈ [−σ,σ ]} σ∫
−σ
∣∣fˆ (ω)∣∣dω.
Applying the Cauchy–Schwarz inequality and the Parseval identity to the above gives
‖E‖∞  12π
∫
R
∣∣Eˆ(ω)∣∣dωmax{∣∣I (ω)∣∣: ω ∈ [−σ,σ ]}√2σ
2π
‖fˆ ‖2
= max{∣∣I (ω)∣∣: ω ∈ [−σ,σ ]}√σ/π‖f ‖2. 
When K ∈ K, the next result further gives the estimates of max{|I (ω)|: ω ∈ [−σ,σ ]}.
Proposition 2.2. If K ∈ K, L ∈ L, r  1, c is given in (7), h ∈ (0, c/σ ) and s ∈ N0, then
max
{∣∣I (ω)∣∣: ω ∈ [−σ,σ ]} 1
π
∞∫
r(c−hσ)
[
2
(
t
rh
+ b
h
)s
+ σ s
]∣∣Lˆ(t)∣∣dt.
Proof. From (6) and (11) we observe for ω ∈ [−σ,σ ] that∣∣μ(ω)∣∣ 1
2π
∫
|hω−t/r|b
∣∣Lˆ(t)∣∣dt,
which leads to
S1(ω) :=
∑
k∈N
∣∣(ω + 2kπ/h)sμ(ω + 2kπ/h)∣∣ 1
2π
∑
k∈N
(ω + 2kπ/h)s
r(2kπ+hω+b)∫
r(2kπ+hω−b)
∣∣Lˆ(t)∣∣dt
 1
2π(rh)s
∑
k∈N
r(hω+2kπ+b)∫
r(hω+2kπ−b)
(t + rb)s∣∣Lˆ(t)∣∣dt.
Since b 2π , we have hω + 2(k + 2)π − b hω + 2kπ + b for k ∈ N and that
S1(ω)
1
2π(rh)s
∑
k∈2N−1
r(hω+2kπ+b)∫
r(hω+2kπ−b)
(t + rb)s ∣∣Lˆ(t)∣∣dt + 1
2π(rh)s
∑
k∈2N
r(hω+2kπ+b)∫
r(hω+2kπ−b)
(t + rb)s ∣∣Lˆ(t)∣∣dt.
Since L ∈ L, from (L2) we have t sLˆ(t) ∈ L1(R) for t ∈ R. Thus,
S1(ω)
1
π(rh)s
∞∫
r(hω+2π−b)
(t + rb)s∣∣Lˆ(t)∣∣dt  1
π(rh)s
∞∫
r(c−hσ)
(t + rb)s∣∣Lˆ(t)∣∣dt. (12)
Furthermore, we have
S2(ω) :=
∑
−k∈N
∣∣(ω + 2kπ/h)sμ(ω + 2kπ/h)∣∣= 1
2π
∑
−k∈N
|ω + 2kπ/h|s
∣∣∣∣∣
r(hω+2kπ+b)∫
r(hω+2kπ−b)
Lˆ(t)dt
∣∣∣∣∣
= 1
2π
∑
k∈N
(2kπ/h − ω)s
∣∣∣∣∣
r(2kπ+b−hω)∫
Lˆ(t)dt
∣∣∣∣∣= S1(−ω). (13)
r(2kπ−b−hω)
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2π
∫
|hω−t/r|a
∣∣Lˆ(t)∣∣dt,
we have
∣∣ωsν(ω)∣∣ |ω|s
2π
∞∫
r(hω+a)
∣∣Lˆ(t)∣∣dt + |ω|s
2π
r(hω−a)∫
−∞
∣∣Lˆ(t)∣∣dt  1
π
∞∫
r(c−hσ)
σ s
∣∣Lˆ(t)∣∣dt, (14)
where the last step follows from σ  c/h and c π . Thus, combining (12)–(14) gives∣∣I (ω)∣∣= ∣∣ωsν(ω)∣∣+ ∑
k∈Z\{0}
∣∣(ω + 2kπ/h)sμ(ω + 2kπ/h)∣∣
 1
π
∞∫
r(c−hσ)
[
2
(
t
rh
+ b
h
)s
+ σ s
]∣∣Lˆ(t)∣∣dt, ω ∈ [−σ,σ ]. 
Now, we are ready to obtain, for given f ∈ B2σ , the error estimates of Lhf − f and its derivatives.
Theorem 2.1. If f ∈ B2σ , K ∈ K, L ∈ L, h ∈ (0, c/σ ), r  1 and s ∈ N0, then∥∥f (s) −L(s)h f ∥∥2 
(
1
π
∞∫
r(c−hσ)
[
2
(
t
rh
+ b
h
)s
+ σ s
]∣∣Lˆ(t)∣∣dt)‖f ‖2
and ∥∥f (s) −L(s)h f ∥∥∞ 
(
1
π
∞∫
r(c−hσ)
[
2
(
t
rh
+ b
h
)s
+ σ s
]∣∣Lˆ(t)∣∣dt)√σ
π
‖f ‖2.
Proof. It follows directly from Propositions 2.1 and 2.2. 
Theorem 2.1 generalizes several known results. Firstly, we note that if r → +∞ then the integral part in the above
estimates tends to be zero. Thus, from Theorem 2.1 we have the following result.
Corollary 2.1. If f ∈ B2σ , K ∈ K and h ∈ (0, c/σ ), then
f (t) =
∑
k∈Z
f (kh)K
(
h−1t − k), t ∈ R,
and the series converges in both L2 and L∞ norms on R.
Remark 2.1. When K := sinc, the above result reduces to the Shannon sampling theorem. Therefore, both Theo-
rem 2.1 and Corollary 2.1 can be viewed as generalizations of the Shannon sampling theorem.
Furthermore, if L ∈ B2r(c−hσ) then the integral part of the estimate in Theorem 2.1 tends to zero as well, which
implies the following general projection property of the operator (8).
Corollary 2.2. If f ∈ B2σ , K ∈ K, h ∈ (0, c/σ ), r  1 and L ∈ B2r(c−hσ), then
f (t) =
∑
k∈Z
f (kh)K
(
h−1t − k)Lr(h−1t − k), t ∈ R,
and the series converges in both L2 and L∞ norms on R.
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Remark 2.3. When L is the Jagerman multiplier as in Example 1.6, we observe that L ∈ B2aπ and that the hypothe-
ses of Corollary 2.2 are satisfied. It shows that, when the sinc function is replaced by a general kernel K ∈ K, the
reconstruction in [11,12] still hold.
2.2. Truncation error
The next step is to estimate for h > 0 and s ∈ N0 the truncation error L(s)h f − L(s)h,mf , where Lh and Lh,m are
defined at (8) and (9), respectively.
Theorem 2.2. If f ∈ B2σ , h > 0, r  1, K ∈ K, L ∈ L, L˜ as in definition (L2) of L, s ∈ N0 and m ∈ N, then
∥∥L(s)h f −L(s)h,mf ∥∥∞ 
(
2r(s + 1)!‖K‖s,∞,m
hs
∞∫
(m−1)/r
∣∣L˜(t)∣∣dt)√σ
π
‖f ‖2.
Proof. Let E2 := L(s)h f −L(s)h,mf and ψ := K Lr . For t ∈ R and s ∈ N0 we have
E2(t) :=
∑
|[t/h]−k|>m
f (kh)
ds
dt s
ψ(t/h − k).
We denote the fractional part of t ∈ R by {t} and let l := [t/h] − k, then we have
E2(t) =
∑
|l|>m
f
(
t − lh − {t/h}h) 1
hs
ψ(s)
(
l + {t/h}),
which leads to∣∣E2(t)∣∣ ‖f ‖∞
hs
∑
|l|>m
∣∣ψ(s)(l + {t/h})∣∣. (15)
For |t |m we have
∣∣ψ(s)(t)∣∣ ∑
j+k=s
s!
j !k!rk
∣∣K(j)(t)L(k)(t/r)∣∣ s!‖K‖s,∞,m s∑
k=0
∣∣L(k)(t/r)∣∣.
Since for 0 k  s and |t | (m − 1)/r we have |L(k)(t)| L˜(t) which is nonincreasing, it implies
∑
l>m
∣∣L(k)(r−1(l + {t/h}))∣∣ ∞∫
m
∣∣L˜(t/r)∣∣dt = r ∞∫
m/r
∣∣L˜(t)∣∣dt
and
∑
l<−m
∣∣L(k)(r−1(l + {t/h}))∣∣ ∞∫
m−1
∣∣L˜(t/r)∣∣dt = r ∞∫
(m−1)/r
∣∣L˜(t)∣∣dt.
Thus, we obtain
∑
|l|>m
∣∣ψ(s)(l + {t/h})∣∣ s!‖K‖s,∞,m s∑
k=0
∑
|l|>m
∣∣L˜(r−1(l + {t/h}))∣∣ 2r(s + 1)!‖K‖s,∞,m ∞∫ ∣∣L˜(t)∣∣dt.
(m−1)/r
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∥∥L(s)h f −L(s)h,mf ∥∥∞ 
(
2r(s + 1)!‖K‖s,∞,m
hs
∞∫
(m−1)/r
∣∣L˜(t)∣∣dt)‖f ‖∞.
By using the Cauchy–Schwarz inequality and the Parseval identity, we have
‖f ‖∞  12π
σ∫
−σ
∣∣fˆ (ω)∣∣dω √2σ
2π
‖fˆ ‖2 =
√
σ/π‖f ‖2,
from which we obtain the estimates. 
2.3. Main result
For practical applications, only the truncated sampling series can be used. Therefore, we will now turn our attention
to error estimates for the localization operator Lh,m, which is defined in (9).
Theorem 2.3. If f ∈ B2σ , h ∈ (0, c/σ ), r  1, s ∈ N0, m ∈ N, K ∈ K and L ∈ L, then
∥∥f (s) −L(s)h,mf ∥∥∞ 
(
1
π
∞∫
r(c−hσ)
[
2
(
t
rh
+ b
h
)s
+ σ s
]∣∣Lˆ(t)∣∣dt
+ 2r(s + 1)!‖K‖s,∞,m
hs
∞∫
(m−1)/r
∣∣L˜(t)∣∣dt)√σ/π‖f ‖2.
Proof. Since∥∥f (s) −L(s)h,mf ∥∥∞  ∥∥f (s) −L(s)h f ∥∥∞ + ∥∥L(s)h f −L(s)h,mf ∥∥∞.
Combining the error bounds in Theorems 2.1 and 2.2 gives the estimate. 
Remark 2.4. When m → ∞, the truncation error tends to zero and the above estimate reduces to Theorem 2.1. Further
from Corollary 2.1 we know that both Theorems 2.1 and 2.3 can be viewed as generalizations of the Shannon sampling
theorem.
Remark 2.5. If both Lˆ and L˜ decay fast at infinity such that the above estimate tends to zero, Theorem 2.3 tells us
that functions and their derivatives in Paley–Wiener spaces can be essentially determined by the values of their local
samples. However, the price need to pay for the localization is that we require the oversampling condition h ∈ (0, c/σ ).
Remark 2.6. When K is the Gaussian function, the approximation can achieve exponentially decaying accuracy [7].
Note that the Gaussian function provides minimized time–frequency localization as described by the Heisenberg
uncertainty relation, see, for example, [15] and references therein. The explicit error estimates given in Theorem 2.3
lead to the problem of finding the optimal kernel K and the optimal sampling multiplier L in the operator Lh,m
such that the approximation achieves its best possible result. This problem will be formulated and studied at another
occasion.
3. Applications
A typical example of sampling multiplier is the nth order Hermite multiplier defined by
yn := Gn/Gn(0),
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Gn(t) := d
nG(t)
dtn
= 1
(−√2)nHn
(
t√
2
)
e−t2/2, t ∈ R,
and Hn is the nth order Hermite polynomial [16],
Hn(t) = (−1)net2 d
ne−t2
dtn
,
which is closely related to the Schrödinger theory of harmonic oscillator. Since
yn(t) = Hn(t/
√
2)
Hn(0)
e−t2/2
and the Hermite numbers Hn(0) given by
Hn(0) =
{0, n is odd,
(−1)n/2n!
(n/2)! , n is even,
for 2|n we have
yn(t) = (−1)
n/2Hn(t/
√
2)(n/2)!
n! e
−t2/2, t ∈ R. (16)
Note that when n = 0 it reduces to the Gaussian function. We will derive the approximation estimate of the localization
operator using the Hermite multiplier. To this end, we first claim that yn ∈ L.
Lemma 3.1. If 2|n and (m − 1)/r max{1, (n + s)/√2,√n + s }, then yn ∈ L and
y˜n(t) := 2
n/2(n/2)!
n! |t |
n+se−t2/2, t ∈ R.
Proof. It is obvious that yn(0) = 1. The symmetric relation
Hn(−t) = (−1)nHn(t), t ∈ R, n ∈ N0,
implies
yn(−t) = yn(t), t ∈ R, 2|n.
Thus, we only need to verify hypotheses (L2). From [16, p. 187] we have
Hk(t) =
[k/2]∑
j=0
(−1)j k!(2t)k−2j
j !(k − 2j)! , t ∈ R, k ∈ N.
For j ∈ N0 we denote aj := k!(2t)k−2jj !(k−2j)! . Then we have Hk(t) =
∑[k/2]
j=0 (−1)j aj . It is easily shown that {aj : j ∈ N0}
decrease for |t | k/2. This leads to |Hk(t)| |a0|. Therefore, for |t | k/
√
2, we have∣∣Hk(t/√2)∣∣ (√2|t |)k. (17)
From yn := G(n)/Gn(0) we have for 0 k  s that
y(k)n (t) =
G(n+k)(t)
Gn(0)
= (n/2)!
(−1)n/2(−√2)kn!Hn+k(t/
√
2)e−t2/2, t ∈ R.
Thus, the estimate (17) provides for |t | (n + k)/√2 that∣∣y(k)n (t)∣∣ 2n/2(n/2)! |t |n+ke−t2/2,n!
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It is straightforward to verify that the function tn+se−t2/2 is a decreasing function when |t |√n + s. Therefore, for
(m − 1)/r max{1, (n + s)/√2,√n + s} we obtain that yn ∈ L. 
The next result provides the Fourier transform of the Hermite multiplier yn.
Lemma 3.2. If 2|n, then
ŷn(ω) = (−1)
n/2√2π(√2iω)n(n/2)!
n! e
−ω2/2.
Proof. Since Gˆ(ω) = √2πe−ω2/2, we have Ĝn(ω) =
√
2π(−iω)ne−ω2/2. From Gn(0) = Hn(0)(−
√
2)−n, we have
ŷn(ω) = Ĝn(ω)Gn(0)−1 =
√
2π
(
Hn(0)
)−1
(
√
2iω)ne−ω2/2. 
The following inequality [9] will play an important role in our later estimation.
Lemma 3.3. If t0  0, s ∈ N0 and x max{1,√s}, then
∞∫
x
(t + t0)s exp(−t2/2)dt  (1 + s)(x + t0)s exp(−x
2/2)
x
.
Now, we are ready to obtain the error estimate of the localization operator by using Hermite multipliers.
Theorem 3.1. If f ∈ B2σ , K ∈ K, 2|n, L := yn is given in (16), h ∈ (0, c/σ ), r  1, s ∈ N0, r(c − hσ)max{1,
√
s},
m ∈ N and (m − 1)/r max{1, (n + s)/√2,√n + s}, then∥∥f (s) −L(s)h,mf ∥∥∞  βe−α2/2‖f ‖2,
where
α := min{r(c − hσ), (m − 1)/r}
and
β := 2
n/2√σ/π(n/2)!(1 + n + s)
hsn!
(√
2/π
(
1 + 2s+1)πsrn−1(c − hσ)n−1
+ r(s + 1)!‖K‖s,∞,m
[
(m − 1)/r]n+s−1).
Proof. Lemma 3.2 provides for 2|n that
∞∫
r(c−hσ)
[
2
(
t
rh
+ b
h
)s
+ σ s
]∣∣ŷn(t)∣∣dt  √2π(√2)n(n/2)!
n!
∞∫
r(c−hσ)
[
2
(
t
rh
+ b
h
)s
+ σ s
]
tne−t2/2 dt. (18)
From Lemma 3.3 we have
∞∫
r(c−hσ)
(
t
rh
+ b
h
)s
tne−t2/2 dt = 1
(rh)s
∞∫
r(c−hσ)
(t + rb)s tne−t2/2 dt
= 1
(rh)s
s∑
k=0
(
s
k
)
(rb)s−k
∞∫
tn+ke−t2/2 dtr(c−hσ)
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(rh)s
s∑
k=0
(
s
k
)
(rb)s−k(1 + n + k)rn+k−1(c − hσ)n+k−1e−r2(c−hσ)2/2
 (1 + n + s)[(b + c)/h − σ ]srn−1(c − hσ)n−1e−r2(c−hσ)2/2
 (1 + n + s)(2π/h)srn−1(c − hσ)n−1e−r2(c−hσ)2/2, (19)
where the last step follows from b + c 2π . Lemma 3.3 also implies
∞∫
r(c−hσ)
σ stne−t2/2 dt  (1 + n)(π/h)srn−1(c − hσ)n−1e−r2(c−hσ)2/2. (20)
Combining (18), (19) and (20) gives
∞∫
r(c−hσ)
[
2
(
t
rh
+ b
h
)s
+ σ s
]∣∣ŷn(t)∣∣dt

√
2π(
√
2)n(n/2)!
n! (1 + n + s)
(
1 + 2s+1)(π/h)srn−1(c − hσ)n−1e−r2(c−hσ)2/2. (21)
On the other hand, Lemma 3.1 provides
y˜n(t) = (n/2)!
√
2n
n! |t |
n+se−t2/2, t ∈ R.
From Lemma 3.3 we obtain
∞∫
(m−1)/r
∣∣y˜n(t)∣∣dt  (n/2)!√2n
n!
∞∫
(m−1)/r
tn+se−t2/2 dt
 (n/2)!
√
2n
n! (1 + n + s)
(
m − 1
r
)n+s−1
e−(m−1)2/(2r2). (22)
Combining Theorem 2.3, (21) and (22) implies
∥∥f (s) −L(s)h,mf ∥∥∞ 
(
1
π
∞∫
r(c−hσ)
[
2
(
t
rh
+ b
h
)s
+ σ s
]∣∣ŷn(t)∣∣dt
+ r(s + 1)!‖K‖s,∞,m
hs
∞∫
(m−1)/r
∣∣y˜n(t)∣∣dt)√σ/π‖f ‖2
 βe−α2/2‖f ‖2,
where
α := min{r(c − hσ), (m − 1)/r}
and
β := 2
n/2√σ/π(n/2)!(1 + n + s)
hsn!
(√
2/π
(
1 + 2s+1)πsrn−1(c − hσ)n−1
+ r(s + 1)!‖K‖s,∞,m
[
(m − 1)/r]n+s−1). 
The above result shows that the Hermite multiplier can achieve exponentially decaying accuracy of approximation.
Note that when n = 0 the function yn reduces to the Gaussian multiplier in Example 1.5, and the above estimate
reduces to that given in [7] with
β := (1 + s) (√2σ (1 + 2s+1)πs−1 + r√σ/π(s + 1)!‖K‖s,∞,m[(m − 1)/r]s).
αhs
L. Qian / Appl. Comput. Harmon. Anal. 22 (2007) 217–234 229Remark 3.1. Hoffman, Kouri and their collaborators [17] introduced certain approximations to the identity operator to
calculate nonrelativistic quantum scattering amplitudes by numerically evaluating Feyman path integrals. Numerical
calculations employing the approximation with Gaussian multiplier [18] proved to be efficient, accurate and robust.
They observed numerically that the error introduced by the numerical scheme was uniformly small in the position
coordinate, implying that the approximation accurately preserves both the shape and the phases of functions. Chandler
and Gibson have studied the uniform property of the approximation [19]. From the explicit error estimates given in
[4,7] and its general form in Theorem 3.1, the secret of the accurate reconstruction by using the Gaussian multiplier
for functions become transparent.
Remark 3.2. In Theorem 2.3 the convergence is measured by a balance of various parameters, which include the
scaling factor r of Hermite multiplier, the bandwidth σ of f , the sampling rate h and the truncation level m. This
point of view is different from that found in the literature, where convergence is measured by the sample rate h for
functions. In fact, if we specialize error bounds available in the literature to the class of functions we considered, our
error estimates are far superior. For example, it is well known that for the Schoenberg operator the error estimate is of
polynomial order. The convergence in Theorem 2.3 could be much faster for given h. This feature of high accuracy
will be demonstrated further by numerical experiments in the next section. On the other hand, we refer to [9] for
similar discussion on optimal r for the error estimates and effects of different parameters.
Remark 3.3. Extensive numerical experiments have shown that high accuracy of approximation still holds for func-
tions and their derivatives which may not belong to Paley–Wiener spaces. However, the maximal function space where
the localization operator can be applied is not clear yet, though some preliminary results have been obtained.
For applications in computation, we deal with finite domain. Let I be a finite interval on R and |I| be its Lebesgue
measure. For p ∈ [1,∞], the following result gives the estimates in Lp norms for approximation on the interval I. We
omit the straightforward proof since it is the same as that given in [7].
Theorem 3.2. If the hypotheses of Theorem 3.1 hold, α, β are given in Theorem 3.1, I ⊂ R and p ∈ [1,∞], then∥∥f (s) −L(s)h,mf ∥∥p,I  βp exp(−α2/2)‖f ‖2,
where βp := |I|1/pβ for p ∈ [1,∞) and β∞ := β .
The above estimates explain why the localized sampling works effectively. For practical applications and numerical
computations, a natural question is how to apply the localized sampling series. The following result provides rigorous
means for obtaining desired accuracy of sampling. To describe it, for p ∈ [1,∞) we let γp := max{1, |I|1/p}β‖f ‖2.
Theorem 3.3. Given any ρ > 0, if the hypotheses of Theorem 3.1 hold, and the parameters m, r and h are chosen
such that
min
{
r(c − hσ), (m − 1)/r}√2(lnγp + ρ ln 10), (23)
then ∥∥f (s) −L(s)h,mf ∥∥p,I  10−ρ.
Proof. From Theorem 3.2 the result follows directly. 
By using (23), we can choose m, r and h appropriately to attain any desired accuracy. For example, consider
n = 0 and s = 0 case which implies β √σ/π(3 + r‖K‖0,∞,m)/α. We can suppose c = π , γp = 1 and that h is
small enough, then we can choose r ∈ [3,4] and m ∈ [30,40] to ensure the highest accuracy in a double precision
computation, that is, ρ = 16.
It is well known that most multiresolution analyses induce sampling expansions [10] for continuous functions
in the space L2(R). Theorem 3.1 shows that the localized sampling with Hermite multiplier provides much faster
convergence than that given in [20,21], for which we omit the details. We list a few examples of scaling functions and
sampling functions in wavelet subspaces.
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Example 3.1. The scaling function φ of Meyer wavelet [22] is given by its Fourier transform
φˆ(ω) =
{1, |ω| 2π/3,
cos[π2 θ(3|ω|/2π − 1)], 2π/2 < |ω| < 4π/3,
0, |ω| 4π/3,
(24)
where θ is a real-valued function satisfying θ + θ(1 − ·) = 1. It is clear that φ ∈ K with a = c = 2π/3 and b = 4π/3.
Example 3.2. In (24) we let d ∈ (1/2,1] and
θ(ω) =
{
2
π
arccot
(
ω−d
1−ω−d
)
, 1/2 ω d,
1, ω > d.
Using θ + θ(1 − ·) = 1, we extend θ on [0,1]. Then the sampling function for the wavelet subspace [20,21] is
S(t) = 3 sin(πt) sin(2π(d − 0.5)t/3)
2π2(d − 0.5)t2 , t ∈ R. (25)
We have S ∈ K with a = (4 − 2d)π/3, b = (2 + 2d)π/3 and c = (4 − 2d)π/3. Note that the de la Vallée Poussin
kernel K(t) := sinc(t) sinc(t/3), where t ∈ R, is a special case of (25) when d = 1. The de la Vallée Poussin kernel is
plotted in Fig. 1 is and its Fourier transform is shown in Fig. 2.
Example 3.3. In (24) we let
θ(ω) =
{ 2
π
arccot
( 1
2ω2 − 1
)
, 0 ω 1/2,
2
π
arccot
( 2(ω−1)2
1−2(ω−1)2
)
, 1/2 < ω 1.
Then the sampling function is given in [20] as
S(t) = 36 sin(πt) sin
2(πt/6)
π3t3
, t ∈ R. (26)
We have S ∈ K with a = c = 2π/3 and b = 4π/3. The sampling function (26) is plotted in Fig. 3 and its Fourier
transform is shown in Fig. 4.
Example 3.4. Let function q be defined as
q(t) :=
{
cn(ε
2 − t2), |t | ε,
0, else,
in which n ∈ N0 and c−1n :=
∫ π/3
−π/3(ε
2 − t2)n dx. The associated sampling function S is given by Sˆ(ω) = ∫ ω+π
ω−π q(t)dt .
It is shown that Sˆ ∈ Cn−1 and |S(k)(t)| ck,n/(1 + |t |n), where 0 k  n and ck,n is a positive constant depending
on k and n. See [23] for the details. When ε = π/3, it is straightforward to verify that S ∈ K with a = c = 2π/3 and
b = 4π/3.
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Example 3.5. The sampling function S in scaling space of raised-cosine wavelet is given by its Fourier transform [23]
as
Sˆ(ω) =
{1, 0 |ω| 3π/4,
(1 − tan|ω|)/2, 3π/4 |ω| 5π/4,
0, else.
(27)
It is shown that S ∈ K with a = c = 3π/4 and b = 5π/4.
Remark 3.4. From Theorem 3.1, it is straightforward to verify that the following averaged Hermite multiplier with
scaling factor r  1:
1
2n
n∑
k=0
y2k(t/r) = e−t2/(2r2)
n∑
k=0
(−1)k
n
(2k
k
) 1
k!H2k
(
t√
2r
)
, (28)
can be applied as a sampling multiplier in the general sampling series to achieve exponentially decaying accuracy as
well.
Remark 3.5. The Hermite distributed approximating functionals (HDAFs) of order n ∈ N0 are defined as
hn,r (t) := 1√
2πr
e−t2/(2r2)
n∑
k=0
(−1)k
4k
1
k!H2k
(
t√
2r
)
.
HDAFs are introduced as smooth approximate identities for obtaining numerical solutions of certain differential equa-
tions [17]. Some mathematical properties of HDAFs are discussed in [19,24]. The study of HDAFs brings out the
sampling series with Gaussian multiplier in [18]. Its rigorous error estimates are obtained in [4]. Its generalization
leads to the current study of sampling multipliers including the Hermite multipliers. Note that (28) has a similar form
as HDAFs. However, we will not pursue the inner connection between Hermite multipliers and HDAFs here though
it is important.
Remark 3.6. The B-spline functions [1] are defined by the equation
Mn := χ[0,1] ∗ · · · ∗ χ[0,1]︸ ︷︷ ︸
n+1
and its Fourier transform is given by
M̂n(ω) =
(
1 − e−iω
iω
)n+1
, ω ∈ R.
The B-spline is symmetric about the midpoint of its interval of support, (0, n+1). If we shift the independent argument
of the B-spline to the midpoint of this interval, the resulting function is called the centered-B-spline. We can modify
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multipliers is that no truncation errors will occur as the spline functions have compact support. We will investigate
further the approximation property of localization operator with this sampling multiplier at another occasion.
4. Numerical experiments
We may illustrate the approximation with numerical experiments. Denote the computation domain by I ⊂ R. We
describe the numerical scheme based on applying the operator (9). Let h := |I|/N and tj := jh for 0  j  N − 1.
Here N is the number of the grid points and we choose N > 2m, where m is the truncation level. From (9) we have
(Lh,mf )(tj ) =
∑
k∈Zm(tj )
f (tk)K(tj − tk)Lr(tj − tk), 1 j N − 1. (29)
For s ∈ N0, we use L(s)h,mf to approximate f (s). All the computations were done on UNIX workstation with a Fortran
90 compiler.
The first example is the localized sampling series with the de la Vallée Poussin kernel K(t) := sinc(t) sinc(t/3),
where t ∈ R, with the Gaussian multiplier L(t) := e−t2/2, where t ∈ R. In our numerical tests, we choose the function
f := sinc10 ∈ B210π and the computation domain I := [−π,π]. Fix m = 32, r = 3.9 and let N change from 100
onwards. The accuracy of approximation achieved by the localized sampling is denoted by LPK, and the corresponding
approximation accuracy obtained by using the truncated version of the sampling series with de la Vallèe Poussin
kernel,
(Sh,mf )(t) :=
∑
k∈Zm(t)
f (kh)K
(
h−1t − k), t ∈ R,
is denoted by PK. The numerical results for approximating f ′′ are reported and compared in Table 1. It clearly
demonstrates that by applying the localization the convergence rate is significantly improved.
Next example is to show the effects of parameters for the approximation. We let K := sinc and L := yn the Hermite
multiplier of even order n in the localization operator. Consider f := sinc15 ∈ B215π and let the computation domain
be I := [−2,2]. We choose m ∈ [30,40] and r ∈ [3,4] for the computations. The numerical results for the localized
sampling series to approximate f ′ and f ′′ are reported in Table 2. With increased N , it is observed that for s = 1,2
the numerical errors are about the double precision accuracy multiplied by h−s . The computational results confirm
the theoretical conclusions of Theorem 3.3.
Finally, we choose K as the sampling function (25) of Meyer wavelet subspace, in which we let d = 5/7, and let
L := yn be the Hermite multiplier of even order n. Consider f := sinc10 ∈ B210π on [−π,π]. The accuracy of approx-
imation achieved by using the localized sampling series is denoted by LMS, and the corresponding approximation
accuracy obtained by using the sampling without localization is denoted by MS. The numerical results of LMS and
MS for approximating f ′ are reported and compared in Table 3. It demonstrates the superior approximation efficiency
of the localization for wavelet sampling series.
From Tables 1–3 we observe that the L2-errors and L∞-errors of the localized sampling are of the same order. We
also note that there is great flexibility of choosing parameters m and r for the approximation. These are in agreement
with Theorems 3.2 and 3.3.
Table 1
f ′′(t), where f = sinc10, t ∈ [−π,π ]
N LPK PK
L2-error L∞-error L2-error L∞-error
100 9.37(−5) 1.47(−4) 0.19 0.25
150 1.59(−7) 2.66(−7) 0.44 0.56
200 3.11(−9) 5.79(−9) 0.78 1.00
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f (t) := sinc(t)15, where t ∈ [−2,2]
N m r n f ′ f ′′
L2-error L∞-error L2-error L∞-error
100 30 3.0 0 1.23(−11) 2.53(−11) 1.22(−9) 2.2(−9)
2 4.69(−10) 9.70(−10) 4.69(−8) 8.58(−8)
4 6.11(−9) 1.28(−8) 6.20(−7) 1.15(−6)
200 35 3.2 0 5.59(−14) 2.30(−13) 1.01(−11) 3.75(−11)
2 4.75(−14) 1.91(−13) 1.06(−11) 3.93(−11)
4 4.23(−14) 1.53(−13) 1.18(−11) 4.40(−11)
Table 3
f (t) := sinc(t)10, where t ∈ [−π,π ]
N m r n LMS MS
L2-error L∞-error L2-error L∞-error
100 30 3 0 6.08(−8) 9.73(−8) 1.38(−2) 1.78(−2)
2 1.29(−6) 2.13(−6)
3.3 0 8.52(−9) 1.23(−8)
2 1.92(−7) 2.89(−7)
200 35 3.2 0 4.90(−13) 1.70(−12) 5.17(−3) 6.60(−3)
2 9.32(−12) 1.79(−11)
3.7 0 4.56(−13) 1.70(−12)
2 4.45(−13) 1.69(−12)
5. Conclusion
We study the localization operator based on sampling multipliers and obtain explicit error bounds for approximation
in the Paley–Wiener spaces. The result unifies several extensions of the Shannon sampling theorem and generalizes
the localized sampling with special sampling multipliers.
Typically, when the Hermite multiplier is applied in the localized sampling series, exponentially decaying accuracy
can be achieved for approximating functions and their derivatives in Paley–Wiener spaces. It also provides practical
means for choosing parameters to achieve any desired accuracy for sampling.
Furthermore, by using the Hermite multipliers, the localized sampling series significantly improves the conver-
gence rate of sampling expansion in Meyer wavelet subspaces. Numerical experiments demonstrate the high accuracy
performed by using the localized sampling series.
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