I. INTRODUCTION
A Constraint Satisfaction Problem (CSP) consists of a set of variables, a corresponding set of domains (one per variable) and a set of constraints that restricts the values that variables may take concurrently. A CSP is solved when a value is assigned to each variable such that all constraints are satisfied. CSPs are normally solved by one of two main classes of algorithms: (i) Systematic search algorithms, which are complete and; (ii) Local search algorithms, which are incomplete but can be faster, for larger problems, than systematic algorithms [1] .
A Distributed Constraint Satisfaction Problem (DisCSP) is a CSP which is divided into several inter-related local problems, each assigned to a different agent [2] . Thus, each agent has knowledge of the variables and corresponding domains of its local problem together with the constraints relating its own variables (intra-agent constraints) and the constraints linking its local problem to other local problems (inter-agent constraints). Agents, therefore, do not have a global view of the problem and must co-operate in order to solve the problem.
Traditionally, researchers have developed algorithms for DisCSPs where each local problem was fine-grained containing a single variable (i.e. each agent was responsible for only one variable) but new research has looked at DisCSPs where each agent is responsible for a complex local problem containing several variables [2] . A number of DisCSPs are naturally distributed containing a high number of intra-agent constraints with relatively few inter-agent constraints. For example, a University department can be primarily responsible for scheduling its own classes (the agent's complex local problem) but must check with other departments when a subject is taught to students belonging to other departments. It must also make other checks, for example, that the desired classrooms are free at the desired time.
In this work, we propose Multi-HDCS, a novel approach for the resolution of naturally distributed DisCSPs which considers the intra-agent constraints and inter-agent constraints separately using different search strategies concurrently. Multi-HDCS combines: (i) a centralised systematic algorithm for each complex local problem; (ii) a distributed local search algorithm and; (iii) a distributed systematic search algorithm. We present two implementations of our approach which differ in the strategy used during distributed local search: Multi-HDCS-Pen uses penalties on values [3] whilst Multi-HDCS-DB uses the breakout technique [4] .
The remainder of this paper is structured as follows. Section II reviews related work. Section III presents the Multi-HDCS approach and our two implementations: Multi-HDCS-Pen and Multi-HDCS-DB. These implementations are evaluated against their main competitors in section IV. Finally, conclusions are drawn in section V.
II. RELATED WORK
A variety of algorithms for fine-grained DisCSPs exist e.g. ABT, AWCS and DisBO [2] . These algorithms can be used to solve DisCSPs with complex local problems by creating virtual agents, one for each variable in the local problem an agent is responsible for. However, this prevents full use of the knowledge present in the agent. Consequently, both systematic and local search algorithms for the resolution of DisCSPs with complex local problems have been developed. Systematic search algorithms include Multi-AWCS [5] which uses a local AWCS solver to ensure the satisfaction of intraagent constraints, whilst a global AWCS solver ensures the satisfaction of inter-agent constraints. Multi-ABT is a comparable extension for ABT [6] .
Local search algorithms for DisCSPs with complex local problems differ in the strategy used to escape quasi-localoptima. DisBO-wd [7] attaches time-decaying weights to violated constraints whilst Multi-DisPeL [7] imposes penalties on values leading to a deadlock.
Recently, research into DisCSPs with complex local problems has focused on compilation formulation for existing distributed algorithms primarily for distributed constraint optimization [8] . This work focuses on generating solutions to an agent's local problem before solving the global problem.
Unlike local search algorithms, systematic algorithms are complete. However, local search algorithms tend to be faster for large problems. These two search types can be combined to gain the advantages of both approaches: completeness and fast(er) problem resolution. Multi-Hyb-Pen [9] is a two-phased hybrid approach for DisCSPs with complex local problems. In the first phase, it runs a centralised systematic search algorithm on each agent to find all non-interchangeable solutions to each complex local problem (i.e. those solutions of external relevance to an agent's local problem) whilst concurrently running a distributed local search algorithm to find a solution to the global problem. During the second phase, it runs a distributed systematic search algorithm if a solution has not been found during the first phase. Note that when the first phase lasts a long time, the distributed systematic search has to wait a long time before it can start finding solutions. This may be due, for example, to the time required to find all non-interchangeable solutions to a particularly under-constrained complex local problem with lots of non-interchangeable solutions. The Multi-HDCS approach presented below aims to combat this problem by allowing the systematic search to start at the same time as the local search. The main significant differences between the two approaches are highlighted after the presentation of Multi-HDCS.
III. MULTI-HDCS
Multi-HDCS is a novel distributed hybrid approach for solving DisCSPs with complex local problems. Our approach runs a centralised systematic search and two distributed search algorithms concurrently to solve the problem. In order to explain the approach, a very simple timetabling problem is used, as illustrated in Figure 1 . A university has three departments (Computing, Art and Business). Each department has a number of courses and a number of modules (subjects). A course hosted in one department can include a module taught by another department (external module). There are four potential time slots for modules to be scheduled: 9am, 10am, 11am and 12noon. Each department is responsible for issuing their own timetable. In order to produce appropriate timetables a department needs to check all its internal constraints (for example, modules belonging to the same course are taught at times which do not clash) and external constraints (for example, modules taught in courses external to the department and external modules taught in local courses have appropriate times).
In the Multi-HDCS approach (see Algorithm 1), each agent attempts to solve their own local problem using a centralised systematic search (step 5). This search finds all solutions to an agent's complex local problem which are externally Fig. 1 . Sample Scheduling Problem relevant, i.e. all non-interchangeable solutions which satisfy all intra-agent constraints and are distinguishable when looking only at externally relevant variables (involved in inter-agent constraints). In the timetabling example above, a centralised systematic search would be run for each department. If any department is unable to find a solution to its complex local problem, the problem is unsolvable. Otherwise, after all agents have found at least one solution to their local problem two additional distributed searches (local search and systematic search) are started concurrently (steps 7 and 8), which attempt to find a solution which satisfies all inter-agent constraints. The centralised systematic search (step 5) continues to run and dynamically communicates new value combinations to both distributed searches. Meanwhile, the distributed local search (step 7) identifies difficult parts of the problem and passes this information to the distributed systematic search (step 8) at synchronisation points, to be used for dynamic variable ordering.
Algorithm 1 Multi-HDCS
1: Initialise each agent with its complex local problem 2: while not(solved) concurrently do 3: for each agent ai with local problem lpi concurrently do
4:
Run a centralised systematic search to find all externally relevant solutions to lpi 5: end for
6:
Run a distributed local search combining local problem solutions (found in step 5), checking inter-agent constraints only. Regularly pass the knowledge learnt during search to the distributed systematic search below (step 8)
7:
Run a distributed systematic search combining local problem solutions (found in step 5) and using distributed local search's findings (from step 7) to dynamically order agents 8: end while 9: if distributed local search or distributed systematic search has found solution S then 10: return S 11: else 12: Return "Unsolvable problem" as either the centralised systematic search (step 5) or the distributed systematic search (step 8) has detected unsolvability 13: end if Completeness: the centralised systematic searches (step 5) are guaranteed to find all non-interchangeable solutions to the complex local problems. If one of these problems does not have a solution, Multi-HDCS will detect unsolvability. If, however, all complex local problems have at least one solution the distributed systematic search (step 8) will either find a solution or detect unsolvability. Note that the distributed systematic search can complete its run whilst the centralised systematic search is still running if a solution to the global problem is found. However, for unsolvable problems it does not terminate until all centralised systematic searches have found all non-interchangeable solutions or one has detected unsolvability.
Termination: each instance of the centralised systematic search terminates when either: (i) it has found all noninterchangeable solutions to its local problem; (ii) it detects the unsolvability of its local problem and has informed all other agents; (iii) receives a message from one of the agents stating that the problem is unsolvable; (iv) receives a message from either the distributed local search or the distributed systematic search stating that the problem has been solved. The distributed local search stops when either: (i) it has found a solution or; (ii) the distributed systematic search has either found a solution or detected unsolvability. The distributed systematic search terminates when either: (i) it has found a solution;(ii) it has detected that the problem is unsolvable once the centralised systematic searches have completed their search; (iii) the distributed local search has found a solution. Since the centralised systematic searches, the distributed local search and the distributed systematic search terminate, Multi-HDCS also terminates.
We present two implementations of our approach: Multi-HDCS-Pen and Multi-HDCS-DB.
A. Multi-HDCS-Pen
Multi-HDCS-Pen runs SEBJ [9] as the centralised systematic search algorithm, InterDisPeL (see below) as the distributed local search algorithm and InterPODS (see below) as the distributed systematic search algorithm.
InterDisPeL is a penalty-based distributed local search algorithm inspired in Multi-DisPeL [7] . Unlike Multi-DisPeL, InterDisPeL: (i) considers only inter-agent constraints; (ii) only chooses variable-value combinations approved by SEBJ; (iii) maintains, for each agent, an overall count of the penalties it has imposed in the spirit of [10] . Thus, whenever a penalty is imposed on an agent's variable, the agent's penalty count is increased. This allows InterDisPeL to detect the complex local problems that are difficult to solve (i.e. with high penalties) and inform InterPODS (see below).
InterPODS (see Algorithms 2 and 3) is a new systematic algorithm for solving inter-agent constraints which uses complex variables. InterPODS is inspired by the much simpler PenDHyb algorithm [10] with substantial differences: (i) each InterPODS agent knows only those value combinations which are compatible with the local problem's intra-agent constraints;
(ii) InterPODS only considers inter-agent constraints; (iii) InterPODS uses complex variables; (iv) the next agent for processing is chosen dynamically based on the maximum degree heuristic, the minimum domain heuristic and each agent's penalty count obtained from the concurrent InterDisPeL search. For example, assuming that maximum degree and minimum domain were the same for the agents representing computing and business then if agent art has already selected a value for its complex variable and computing and business have penalties of 0 and 3, InterPODS will select the business agent for processing. The penalty information is synchronized with InterDisPeL's current penalty counts regularly 1 . if receive backjumping message with backjumping agent then 6: ChooseVal (backjumping agent) 7: else if receive cpa message with next agent then 8: ChooseVal (next agent) 9: end if 10: end while
B. Multi-HDCS-DB
Multi-HDCS-DB runs SEBJ [9] as the centralised systematic search algorithm, InterDisBO-wd (see below) as the distributed local search algorithm and InterPODS as the distributed systematic search algorithm.
InterDisBO-wd is inspired by the breakout-based algorithm DisBO-wd [7] . Unlike DisBO-wd, InterDisBO-wd: (i) checks only inter-agent constraints; (ii) considers only variable-value combinations approved by SEBJ; (iii) maintains, for each agent, a cumulative constraint-weight counter, i.e. the sum of the weights on all constraints which involve one of the agent's variables. These counters enable the identification of complex local problems which are difficult to solve (i.e. with high constraint weights) to guide the InterPODS systematic search.
InterPODS has already been presented above for Multi-HDCS-Pen. The version of InterPODS used in Multi-HDCS differs only in that the next agent for processing is now chosen dynamically based on each agent's constraint weight from the concurrent InterDisBO-wd search tiebroken with minimum domain and maximum degree heuristics. The constraint weight information is synchronized with InterDisBO-wd's current constraint weights regularly 2 .
Algorithm 3 procedure ChooseVal(curr agent) if all higher priority constraints are satisfied then 3: if all higher priority nogoods are not consistent with agent values then 4: assign value di representing the chosen local solution for that agent's problem to agent curr agent in cpa 5: set next agent to next agent dynamically chosen from ordering schema.
6:
if next agent = last agent then 7: return "solution found" Send a backjump message to the lowest priority agent in the conflict set. 30: end if
C. Multi-HDCS vs. Multi-Hyb
Both Multi-HDCS and Multi-Hyb-Pen use one centralised systematic search per agent, one distributed local search and one distributed systematic search. However, their overall approaches are substantially different as follows: (i) In Multi-HDCS all three types of searches run concurrently whereas in Multi-Hyb-Pen a two-phase strategy is used; (ii) In Multi-HDCS, the knowledge discovered during the distributed local search is regularly passed to the distributed systematic search; (iii) Multi-Hyb-Pen uses a fixed-order distributed systematic search whereas Multi-HDCS dynamically orders its agents in its distributed systematic search; (iv) in Multi-HDCS variable domains are dynamic for the distributed systematic search whereas in Multi-Hyb, these are static.
IV. EXPERIMENTAL EVALUATION
An extensive experimental evaluation of Multi-HDCS-Pen and Multi-HDCS-DB on both solvable and unsolvable problems has been carried out. For solvable problems they were compared against the following leading algorithms for DisCSPs with complex local problems: Multi-ABT [6] , Multi-AWCS [5] , Multi-Hyb-Pen [9] , Multi-DisPeL and DisBO-wd [7] . For unsolvable problems, Multi-HDCSPen and Multi-HDCS-DB were compared against Multi-ABT, Multi-AWCS and Multi-Hyb-Pen. Note that a comparison with Multi-DisPeL and DisBO-wd for unsolvable problems is not appropriate since these two algorithms are incomplete.
We verified the implementations of our comparison algorithms as follows: Multi-ABT with the distributed graph colouring problems in [6] , Multi-AWCS with the distributed randomly generated experiments reported in [5] , Multi-HybPen with the distributed randomly generated experiments reported in [9] and Multi-DisPeL and DisBO-wd with the distributed randomly generated problems reported in [7] . In all cases, the results were at least as good as those reported by their authors. 100 different instances for each problem type (with the same ratio of intra-agent to inter-agent constraints) were solved and the established metrics in the field were measured: (i) average and median number of messages sent between agents and; (ii) average and median number of non-concurrent constraint checks (NCCCs) performed. Note that the number of messages/NCCCs required for termination detection are not included in the results for any of the algorithms as this is common practice in the field, e.g. [5] . Whilst CPU time is not an established measure for comparing DisCSP algorithms [11] , our CPU time results matched the trends of other measures.
For Multi-DisPeL and DisBO-wd the percentage of problems solved was measured, and they solved most of the problems. For those experiments where the algorithms were unable to find a solution to one or more problems, this is indicated by a * in the results tables (see below) and the effort wasted is not included in the results. A cutoff of 100n iterations (where n is the number of variables) for Multi-DisPeL and 200n iterations for DisBO-wd (since 2 DisBO-wd cycles of improve and ok? are equal to 1 Multi-DisPeL cycle) was used.
In our experiments, we generally used naturally distributed problems i.e. problems which have a high ratio of intra-agent to inter-agent constraints from 90:10 to 65:35. The number of variables used ranged from 25 to 200. We used a variety of problem types, including: (i) distributed randomly generated problems; (ii) distributed 3-colour graph colouring problems; (iii) distributed scheduling problems and; (iv) distributed sensor network problems. Note that the sensor network problems are not naturally distributed since they have a relative simple local problem within each agent and many inter-agent constraints (see below). However, we include these in our comparison to determine the limitations of our approach.
Solvable Problems
Randomly Generated Problems: Table I presents the median values for solvable randomly generated problems using 5 agents, a domain size of 8, a constraint density of 0.2 and constraint tightness of 0.35. For medium-sized problems (60 to 125 variables), Multi-HDCS-DB performed best for number of messages. For problems with 125 or more variables, MultiHyb-Pen had the smallest number of messages, although the number of messages was also very small for Multi-HDCS-DB and Multi-DisPeL. For NCCCs, Multi-HDCS-DB again gave the best results for most problems.
Graph Colouring Problems: Median results for 3-colour distributed graph colouring problems with 150 to 200 nodes, 15 to 25 agents and a degree between 4.9 and 5.1 are presented in Table II . Multi-Hyb-Pen gives best results for the number of messages with Multi-HDCS-DB in 2nd place. For most instances Multi-HDCS-DB is the best performing algorithm for NCCCs.
Scheduling Problems: The scheduling problems used are based on the generator in [12] . Specifically, each department (agent) needs to hold several meetings (variables). Each meeting is attended by a number of people. Each department has at least one location where meetings can be held and employees from another department can attend meetings in this location provided they have enough travelling time. There are three types of constraints: (i) inequality constraints between all meetings held in the same department; (ii) travelling time constraints between inter-departmental meetings with one or more common participants and; (iii) precedence constraints between meetings. We experimented with solvable scheduling problems with 50-80 meetings, 5 departments (agents), timeframes of 6 or 7 units and a constraint density of 0.18. The percentage of intra-agent constraints varied between 85% and 90%. The distance between two departments with common meetings was of between 1 and 3 time units. Table III shows the median results obtained for solvable scheduling problems. Multi-Hyb-Pen performs best for number of messages followed by Multi-HDCS-DB and MultiDisPeL. For NCCCs, Multi-ABT performed best followed by Multi-Hyb-Pen. It should be noted that in a number of instances SEBJ very quickly found all local solutions meaning that local search had very little time to gather initial ordering information for InterPODS.
Sensor Networks: Finally, our algorithms were evaluated on Grid-based Sensor Network DisCSPs [13] . These problems are not naturally distributed since they have a large number of inter-agent constraints combined with relatively simple local problems for each agent, i.e. they contain 15% intra-agent constraints and 85% inter-agent constraints. They provide an interesting case to determine whether the Multi-HDCS approach also functions for problems which are not naturally distributed. The problems used had 5 targets, between 25 and 64 sensors (grids of 5, 6, 7, 8) , k-visibility of 2, k-compatibility of 1, probability of visibility of 0.9 and probability of compatibility of 0.6.
Median results for Multi-HDCS-Pen and Multi-HDCS-DB are shown in Table IV . For the number of messages, Multi-HDCS-DB, Multi-Hyb-Pen and Multi-ABT all perform best for different problem combinations although Multi-HDCS-DB offers the most consistent performance. Multi-HDCS-Pen performed best for NCCCs with the exception of one instance where Multi-AWCS was better.
TABLE I MEDIAN RESULTS ON SOLVABLE RANDOMLY GENERATED PROBLEMS FOR MULTI-HDCS-PEN (M-HDCS-PEN) AND MULTI-HDCS-DB (M-HDCS-DB) AGAINST MULTI-HYB-PEN (M-HYB-PEN), MULTI-ABT (M-ABT), MULTI-AWCS (M-AWCS), MULTI-DISPEL (M-DISPEL), AND MULTI-DISBO-WD (M-BO-WD).
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A. Unsolvable Problems
Our experiments with unsolvable problems distinguish between two categories of unsolvable problems: (i) those where at least one complex local problem is unsolvable and; (ii) those where all complex local problems are solvable, but no overall solution exists.
Randomly Generated Problems: Median results for unsolvable randomly generated problems using 5 agents, a domain size of 8 and a constraint tightness of 0.35 are presented for problems which have one or more complex local problems that are unsolvable. For these problems, the number of messages for Multi-HDCS-Pen, Multi-HDCS-DB, Multi-Hyb-Pen and Multi-ABT is very low, since unsolvability is detected locally. Therefore, only results for NCCCs are presented in Table V Multi-HDCS-DB and Multi-Hyb-Pen perform best. Note that they all give identical results because of their common SEBJ searches.
We also conducted experiments for problems that had solutions to all complex local problems but no global solution with identical parameters the results of which are also shown in Table V . Multi-HDCS-DB significantly outperforms all other algorithms both for number of messages and for NCCCs.
Graph Colouring Problems: Median results for unsolvable 3-colour distributed graph colouring problems with 150 to 200 nodes, 15 to 25 agents and 4.9 to 5.1 degree are presented in table VII. For graph colouring problems, most complex local problems had solutions but not all. Therefore, whilst the hybrid algorithms are able to detect unsolvability with very few messages (only those required for termination detection), Multi-ABT now incurs a lot of messages trying to find consistent values for those agents which have problems that have Table VI . Since Multi-HDCS-Pen and Multi-HDCS-DB only execute the centralised systematic search to detect unsolvability in this case, it is optimal for messages. The optimal algorithm for NCCCs varies according to the problem parameters either the hybrid algorithms or Multi-ABT. distance of between 1 and 3 time units. The results (not shown here) show that scheduling problems generally had no solution to the complex local problems and therefore all algorithms except Multi-AWCS incurred very low message costs and performed similarly on constraint checks. Sensor Network Problems: Table VIII shows median results for unsolvable sensor networks problems with 5 targets, 25-64 sensors (grids of 5, 6, 7 and 8), k-visibility of 2, k-compatibility of 1, probability of visibility of 0.9 and probability of compatibility of 0.3. The ratio of intra-agent to inter-agent constraints is 15% to 85%.
V. CONCLUSIONS
Multi-HDCS is a new hybrid approach for solving DisCSPs with complex local problems where the problem solving is carried out by concurrent cooperative searches: (i) a set of centralised systematic searches (one per agent) finds all non-interchangeable solutions to each agent's local problem; (ii) a distributed local search attempts to solve the inter-agent constraints using variable-value combinations approved by the centralised systematic searches. It also identifies local problems which are difficult to solve and passes this information to a distributed systematic search (see below); (iii) a distributed systematic search attempts to find a solution satisfying the inter-agent constraints using only variable-value combinations approved by centralised systematic searches whilst dynamically prioritising agents according to the level of difficulty of We have presented two implementations of Multi-HDCS: Multi-HDCS-Pen and Multi-HDCS-DB. These differ mainly in the algorithm used for distributed local search: Multi-HDCS-Pen uses a penalty-based algorithm (InterDisPeL) whereas Multi-HDCS-DB uses a breakout-based (i.e. weights on constraints) algorithm (Inter-DisBO-wd). Both algorithms use SEBJ to solve the agent's local problem and InterPODS as the distributed systematic search algorithms.
Substantial empirical results on several problem classes demonstrate that the Multi-HDCS approach (particularly in the Multi-HDCS-DB implementation) is generally competitive when compared to leading DisCSPs with complex local problems algorithms on both solvable problems and unsolvable problems.
Further implementations of the Multi-HDCS framework are possible. The algorithm for centralised systematic searches could be replaced by any complete centralised algorithm which finds all non-interchangeable solutions to a complex local problem. Moreover, different agents could use different algorithms to find their non-interchangeable solutions to their local problems. The distributed local search algorithm could be replaced by another one if sufficient information can be gathered regarding the relative level of difficulty of the complex local problems. The overall distributed systematic search algorithm could be replaced with any other complete algorithm which uses complex variables and dynamically reorders its agents.
In summary, we have presented Multi-HDCS, a novel hybrid approach for solving DisCSPs with (naturally distributed) complex local problems which combines both distributed and centralised algorithms as well as local search and systematic search. Empirical results suggest that the Multi-HDCS approach is competitive when compared to other algorithms.
