Analysis of biopolymer sequences and structures generally adopts one of two approaches: use of detailed biophysical theoretical models of the system with experimentally-determined parameters, or largely empirical statistical models obtained by extracting parameters from large datasets. In this work, we demonstrate a merger of these two approaches using Bayesian statistics. We adopt a common biophysical model for local protein folding and peptide configuration, the helix-coil model. The parameters of this model are estimated by statistical fitting to a large dataset, using prior distributions based on experimental data. L 1 -norm shrinkage priors are applied to induce sparsity among the estimated parameters, resulting in a significantly simplified model. Formal statistical procedures for evaluating support in the data for previously proposed model extensions are presented. We demonstrate the advantages of this approach including improved prediction accuracy and quantification of prediction uncertainty, and discuss opportunities for statistical design of experiments. Our approach yields a 39% improvement in mean-squared predictive error over the current best algorithm for this problem. In the process we also provide an efficient recursive algorithm for exact calculation of ensemble helicity including sidechain interactions, and derive an explicit relation between homo-and heteropolymer helix-coil theories and Markov chains and (non-standard) hidden Markov models respectively, which has not appeared in the literature previously.
INTRODUCTION
A LARGE PORTION OF THE FIELD of computational biology is concerned with the analysis of biopolymers, especially proteins and nucleic acids. A great deal of effort has been focused on relating properties of biopolymer sequences and structures, often with the goal of understanding function and misfunction, expression, translocation, and cellular metabolism. At a broad level, the computational approaches which 1288 SCHMIDLER ET AL.
have emerged may be classified into two general categories: on one hand are methods based on physical models, with "physical constant" parameters derived from experiment and often involving complex simulations; on the other are purely "data-driven" methods based on fitting largely empirical models to data. In the prediction of protein structure for example, methods range from the purely data-based such as neural networks (Qian and Sejnowski, 1988; Holley and Karplus, 1989; Rost and Sander, 1993) , nearest neighbor (Yi and Lander, 1993; Salamov and Solovyev, 1995) , and database fragment (Simons et al., 1997 ) methods (to name but a few), to detailed atomistic models and molecular dynamics simulation, Monte Carlo simulation, or free energy minimization (Wilson and Doniach, 1989; Duan and Kollman, 1998; Liwo et al., 1999) . Threading and homology modeling using "empirical potentials" (Sippl, 1995; Lathrop and Smith, 1996) are examples which blur this line somewhat, but relatively few attempts have been made to adopt detailed physical models and adapt them for high-accuracy prediction. Some attempts have been made to optimize energy-like parameters for predictive performance (Thomas and Dill, 1996; Rosen et al., 2000) ; these are similar in spirit to the work presented here, which may be viewed as providing a formal statistical framework for determining such optimization criteria.
In this paper, we unify the physical model-based and data-driven approaches by developing statistical methods for estimating the parameters of biophysical statistical mechanical models. We focus on a model which demonstrates aspects of both sequence analysis and structure prediction: the helix-coil transition in polypeptides (Poland and Scheraga, 1970) . The helix-coil transition has served extensively as a model system for protein folding, and helix-coil models have important practical uses in prediction of protein structure and of native structure of peptides in solution, with applications to areas such as protein folding kinetics and vaccine epitope design. We develop a Bayesian approach to parameterization of helix-coil models, which incorporates previous experimentally measured parameter values as prior information, and combines with a large dataset to obtain posterior distributions on model parameters. We show that this approach provides improvements in predictive performance, as well as formal inference procedures for evaluating the evidence in favor of proposed model extensions, and opportunities for statistical design of experiments.
THE HELIX-COIL TRANSITION
Helix-coil theory has served for decades as the basic model of state transitions in polymers, including polypeptides and nucleic acids (Poland and Scheraga, 1970; Qian and Schellman, 1992) . We focus on a specific application of the theory to the study of˛-helix formation in protein folding, which was pioneered by Scholtz and Baldwin (1992) and has led to significant renewed activity in the development and extension of helix-coil theory in recent years (Qian and Schellman, 1992; Doig et al., 1994; Shalongo and Stellwagen, 1995; Stapley et al., 1995; Andersen and Tong, 1997) .
The helix-coil model describes the transition between a disordered peptide and an˛-helical configuration Each residue is assumed to exist in either a helical state (h) or a random coil state (c), and the configuration space for a peptide of length l is the set X D .hCc/ l of 2 l sequences, such as hhhhhccccc, cchchcchhh, and so on. We encode X 2 X as a binary vector X D .x 1 ; : : : ; x l / with x i D 1 if the i th position is helical, 0 otherwise. Several variations on the precise atomistic definitions of these states exist (Poland and Scheraga, 1970; Qian and Schellman, 1992) ; here we adopt a heteropolymer model closely resembling the Lifson-Roig model (Lifson and Roig, 1961) and recent extensions, but parameterized in energetic terms similar to the Agadir model (Munoz and Serrano, 1994 , 1995a , 1995b Lacroix et al., 1998) . We emphasize a statistical perspective on the model. Given a peptide sequence R D .R 1 ; : : : ; R l / each configuration X 2 X is assigned an energy U.X; R/ which is assumed to be additive:
where
is the change in free energy for position i going from coil to helical configuration at temperature T , we denote by x i Wk D Q k j Di x i , and
for V a solvent-averaged mean-field potential, k B Boltzmann's constant, H the helical region of / angle space, and R the space of rotamer angles for sidechain R. H represents the enthalpic contribution which is generally assumed to derive primarily from hydrogen-bond formation, and hence is sidechain independent. S Ri is the sidechain-specific change in backbone and sidechain entropy upon adoption of helical . ; / backbone dihedral angles. When both H and S are negative, the model exhibits cooperative behavior: helix formation requires several successive helical residues before the initial penalty incurred by entropy loss to helical restriction is overcome by enthalpic contributions.
The resulting statistical mechanical model is a Boltzmann-Gibbs distribution (or Gibbs random field) on X :
whereˇD .k B T / 1 and Z is the normalizing constant or partition function involving a sum over all configurations:
Lifson-Roig and Zimm-Bragg theories differ slightly in their definition of allowable configurations X and in their interpretation of parameters in atomistic terms, but the mathematical form of the model remains quite similar (Poland and Scheraga, 1970; Qian and Schellman, 1992) . The quantities S R for each amino acid R and H represent the parameters of the helix-coil model. Much experimental work has been done to obtain approximate values for these parameters. Our approach, described in detail in Section 3, is to view these as parameters of a statistical model, which can be estimated directly from data.
The Lifson-Roig (LR) formulation of the helix-coil model (Lifson and Roig, 1961) uses "statistical weight" parameters defined by:
In this form, configuration probabilities may be written proportional to a product of v's and w's assigned to each residue as follows:
u: coil states (x i D 0) v: helix states with one or more coil neighbors (x i D 1 but x i 1Wi C1 D 0) w: for helix states with two helical neighbors (
For example, the probability of the configuration c c h h h h c c u u v w w v u u is given by Z 1 u 4 v 2 w 2 , where Z is the partition function. Here v is given the interpretation as a helix nucleation parameter, and w as a helix extension parameter. Setting u D 1 is defines c as the reference state and comes directly from (2), giving v and w an interpretation as equilibrium constants for a single residue in isolation. Again we expect values of v < 1 and w 1, and with parameters in this range the model exhibits cooperativity in helix formation. Although the LR model was originally developed for homopolymers, the subscripts R in (5) indicate how sidechain dependence of parameters may be incorporated.
Then we may define the helicity of a peptide as the expectation of h.X/ over the configuration space X :
The choice of function is determined by the experimental measurements under consideration. Here our definition of the helicity as the total number of residues with helical . ; / angles gives a quantity related to the mean residue ellipticity at 222 nm measured by circular dichroism (CD). An alternative is to use expected ellipticity directly rather than helicity (Shalongo and Stellwagen, 1997) , since N-and C-terminal helical residues contribute differently to the CD spectrum; we are currently exploring this approach.
Although in principle (8) involves a sum over an exponential number of states, in practice it may be calculated efficiently by differentiating the partition function:
and rewriting:
give the expected helicity (marginal probability of helix) at position j . The recursive calculation of helicity in helix-coil models given by (10) here appears to be new, and provides a substantial improvement in computational speed over the standard calculation. The forward/backward variables Z C= involve only multiplication of a vector by a sparse matrix and may be calculated rapidly. The original form (6) is notationally convenient, but computationally inefficient; it is a remnant of homopolymer theory (where diagonalization of M leads to analytical forms for limiting behavior of infinite length polymers). For finite length heteropolymers the forward/backward calculation (10) is more efficient; use of the matrix sparsity leads to the recursive equations:
This calculation is exact and requires no "single-sequence" assumption or other approximation used by other methods Serrano, 1994, 1997) . This recursion is closely related (but not identical) to the forward-backward algorithm for hidden Markov models (HMMs) (Rabiner, 1989) ; Section 2.5 derives the relationship between helixcoil theory and HMMs. The computational savings becomes dramatic when sidechain interactions are introduced (Section 2.3), substantially increasing the dimensions of M. An approximate recursion for sidechain interactions was given by Shalongo and Stellwagen (1995) , but the recursion given here is exact. This exact recursion applies with or without sidechain interactions, and we use in both cases. This efficient calculation of helicity is absolutely critical to enable the repeated evaluations required for iterative statistical model fitting to large datasets and cross-validation described in Section 3.
Blocking groups, temperature, and pH dependence
The experimental peptide studies used in constructing the database described in Section 4 vary along a number of dimensions, including temperature, pH, ionic strength, and presence or absence of peptide blocking groups such as N-terminal acetylation or succinylation and C-terminal amidation. Modifications and extensions to the model must be made to account for these effects.
Blocking groups: The presence of blocking groups on the peptide termini enables the formation of an additional backbone hydrogen bond at each end, allowing the N-and C-terminal residues to adopt helical configurations. The heteropolymer LR model is modified to account for this by use of the enlarged configuration space represented by the partition function
in place of (6) above (Doig et al., 1994) .
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Temperature dependence: The model given by (2) and (3) assumes that the entropy contributions to the free energy are temperature independent. As we will see in Section 4, this does not describe experimental observations well. We adopt the temperature-dependent entropy model used by the Agadir algorithm (Munoz and Serrano, 1995b) , of the form
where H 0 and S 0 are measured at reference temperature T 0 D 273K, and C p is the change in heat capacity, assumed to be sidechain-independent. All of H 0 , S 0 , and C p are free parameters to be estimated in our model (Section 3).
pH dependence: Changes in solution pH can have an important effect on peptide helicity, by altering the protonation state of ionizable sidechains and thus the contribution of stabilizing sidechain-sidechain and sidechain-backbone electrostatic interactions. We model the effect of pH on sidechain-backbone interactions in a manner similar to Agadir (Munoz and Serrano, 1995b) by calculating the fraction protonated f C D .1 C 10 pH pKa / 1 at given pH, but we parameterize this as
In Section 3, we describe formal statistical inference procedures for determining whether S R C D 0.
N-and C-capping
The amino acids in the coil positions immediately proceeding and immediately following an˛-helix (the N-cap and C-cap positions, respectively) have been shown to contribute significantly to helical stability and peptide helicity (Doig et al., 1994; Doig and Baldwin, 1995; Aurora and Rose, 1998) . Helix-coil theories can be modified to account for these effects (Doig et al., 1994; Munoz and Serrano, 1994) (14), using matrix (16).
The unblocked amino and carboxyl termini are also known to exhibit N-and C-capping behavior by interaction with the helix dipole (Doig et al., 1994) , especially above/below their respective pK a s, as is the succinyl N-terminal blocking group. When the end groups are also assigned N-and C-capping parameters n grp D e 
Sidechain interactions
A number of studies have demonstrated a measurable effect of sidechain-sidechain interactions on stabilization of helical peptides (Padmanabhan and Baldwin, 1994; Klingler and Brutlag, 1994; Creamer and Rose, 1995; Huyghues-Despointes et al., 1995; Shalongo and Stellwagen, 1995; Stapley et al., 1995; Fernandez-Recio et al., 1997; Sun and Doig, 1998) . Observed interactions include hydrophobic contacts, salt bridges, hydrogen bonds, and aromatic-electrostatic interactions, primarily between .i; i C 4/ or some .i; i C 3/ pairs. In this paper we consider only .i; i C 4/ interactions, which are expected to be the strongest.
Incorporation of these sidechain interactions into the helix-coil model (1) is straightforward:
and once again we can compute the partition function as a matrix product of the form (6) with x j D w j e ˇGR j 2 R j C2 an additional parameter for each sidechain pair. This matrix is clearly not full rank, and may be simplified to a 6 6 matrix (Stapley et al., 1995) via a similarity transform. However, the matrix remains sparse, and the resulting vector/matrix multiplications may instead again be written more efficiently in a recursive form analogous to (13). In statistical terms, sidechain interactions expand the neighborhood system of the Gibbs random field (3), to incorporate longer range dependencies. Similar ideas have been applied to modeling˛-helices for secondary structure prediction using probabilistic models (Schmidler et al., 2000) .
Positional parameters
It has been observed that helical residues in the first and last turn of an˛-helix are subject to different energetic constraints and interactions than those in internal helical positions (Richardson and Richardson, 1988; Presta and Rose, 1988; Schmidler et al., 2000) . A common example is the favorability of Pro in the N or N1 positions despite its strong unfavorability in internal positions due to the geometry and lack of N-terminal hydrogen bond in these positions. Such effects can be accounted for by incorporation of additional, position-specific parameters into the above matrix. To model N positions we replace the 1 corresponding to sequences cch_ _ above with a parameter p j;1 , and for N1 positions the 1 for sequences chh_ _ becomes p j;2 .
Relation to hidden Markov models
It is tempting to interpret the elements of the Lifson-Roig matrix M as conditional probabilities, and helix-coil theory models are sometimes referred to as Markov chain models. This is not strictly correct, as we will see. Here we derive an equivalent Markov chain model and hidden Markov model for the homopolymer and heteropolymer cases, respectively. This construction does not appear to have been given explicitly before.
The original homopolymer formulations of helix-coil theory (Zimm and Bragg, 1959; Lifson and Roig, 1961) can be rewritten as a third-order stationary (time-homogeneous) Markov chain, and therefore as a first-order Markov chain on an expanded state space of triplets .x i 1 ; x i ; x i C1 /. A simpler approach is to define a slightly enlarged state space which includes two helix termini states h n and h c to denote the N-and C-terminal h positions in any helix. Let z i 2 fh; h n ; h c ; cg replace x i 2 fh; cg in denoting the conformation taken by residue R i , and let z D .z 1 ; : : : ; z l /. Then the homopolymer LR model may be written as a (non-stationary) first-order Markov chain with probability transition matrices P i D OEP i j k where:
with Q l C1 j k Á 1 and is comparable to (7). The recursive normalization given by (18) guarantees that
For heteropolymers, helix-coil models such as those of Section 2 can be written in a similar fashion, where P is itself non-stationary by substituting sequence-dependent w Ri , v Ri , and u Ri . Alternatively we can write as a hidden Markov model (HMM) with hidden states .z 1 ; : : : ; z l / and observation sequence .R 1 ; : : : ; R l /, with emission probabilities:
and modified transition matrices where
are normalizing constants for the emission probabilities. In this case the backbone enthalpy terms (e.g. hydrogen bonding) determine the Markov transition probabilities for the hidden configuration states, while the sidechain-specific terms (entropies) determine the emission probabilities. Note that this construction is slightly artificial since an HMM models the joint P .X; R/ rather than the conditional P .X j R/, yielding transition probabilities P i which depend on the observation R i . Nevertheless this HMM formulation of the helix-coil model suggests a recursive algorithm for calculating helicity which will be similar to the one provided above. It also suggests a possible methodology for parameter estimation in the helix-coil model using HMM-style likelihood estimation (Baum-Welch algorithm). However, parameter estimation is more complex here than the standard HMM situation, as detailed in Section 3. (Not surprisingly, the transformation given above turns out to be closely related to probability-potential transformations used in calculations on more general graphical models [Lauritzen and Spiegelhalter, 1988] .) Clearly, the helix-coil formulation has the advantage of interpretability over the HMM formulation. Parameters can be interpreted as energies and entropies, and estimated values may be compared directly to values determined by experiment (see Section 4).
STATISTICAL ESTIMATION OF HELIX-COIL MODELS
A significant amount of effort has been devoted to experiments for isolating and quantifying various parameters of the helix-coil theory models. These are host-guest studies typically involving a relatively small number of designed peptides in order to study a specific parameter or set of parameters independently, such as the primary amino acid parameters (Padmanabhan et al., 1990; Scholtz et al., 1991; Chakrabartty et al., 1994) , N-or C-terminal capping effects (Doig et al., 1994) , or specific sidechain interactions (Scholtz et al., 1993; Padmanabhan and Baldwin, 1994; Huyghues-Despointes et al., 1995; Stapley et al., 1995; Fernandez-Recio et al., 1997; Sun and Doig, 1998) . In several of these studies additional parameters were proposed as extensions to the LR model and their values estimated from these focused experiments. However this type of piecemeal parameter estimation can be problematic; it fixes all other aspects of the model to find the best values of the parameter(s) under study to fit the experimental data of the particular study. Such approaches do not necessarily provide a complete set of parameters which best fit the data, and are statistically inefficient in failing to incorporate all available information. They also rely heavily on additivity assumptions for decomposing the model into constituent parameters (Mark and van Gunsteren, 1994; Dill, 1997) . In only a few instances have attempts been made to combine multiple data sources and determine a full set of parameters simultaneously (Shalongo and Stellwagen, 1995; Andersen and Tong, 1997) . In a series of papers, Munoz and Serrano (1994 , 1995a , 1995b Lacroix et al., 1998) developed the Agadir algorithm by collecting a full set of experimentally-determined parameters from a wide array of published literature, which they combined to form a complete predictive model. Some parameter refinement is referred to, but few details are provided and no algorithmic procedure or formal estimation criteria is described. Our work is partially motivated by and very much in the spirit of Agadir, but attempts to extend such approaches by introducing the use of formal statistical procedures for parameter estimation and selection in these types of biophysical models.
In this section we develop a statistical approach to simultaneous estimation of all model parameters, combining prior experimental determination of energetic values with a large database of peptide helicity (CD) measurements. This approach addresses the above issues by providing a framework for synthesizing experimental parameter measurements with a large and growing dataset of peptide helicities. In addition it provides a natural statistical framework for examining model assumptions and proposed model extensions, and evaluating their significance based on all available data. By use of formal statistical estimation and shrinkage techniques, we are able to avoid overfitting the data and the approach yields better out-of-sample predictive accuracy. An additional advantage over previous methods is the ability to quantify uncertainty in helicity values predicted by the model for new peptides. Finally, we are able to quantify uncertainty in parameter values, which can suggest which future peptide helicity measurements would be most informative for improving the model.
Bayesian estimation
Because of the significant amount of a priori information available about some parameters from previous experiments and/or physico-chemical constraints on the values, it is natural to adopt a Bayesian approach to parameter estimation. The Bayesian approach explicitly incorporates prior information, combining it with data in an optimal way to obtain parameter estimates.
3.1.1. Notation. Suppose we have a set of peptide sequences along with their respective experimentallymeasured helicities: We adopt a statistical model for the data which describes the observed h i 's as being generated according to the underlying helix-coil model plus independent additive Gaussian noise:
where H is the helicity function (8) given by the helix-coil model. Here 2 represents the experimental variability of CD experiments. We use Â D .H; S Ala ; : : : ; S Val ; C p ; 2 / to denote the vector of model parameters to be determined by statistical estimation.
In order to find values of the parameters Â which best match the observed data, without discarding the information available from previous measurements, we adopt a Bayesian approach. We place prior distributions P .Â/ on the model parameters using information from previous studies, and obtain the posterior distribution over parameters:
which reflects the combined contributions of both prior knowledge and empirical data. Model estimation, inference, and prediction are then based on this posterior distribution.
Parameter priors.
We place prior distributions P .S R / on the primary amino acid parameters using independent normal distributions centered at previously-measured experimental values :
2 / for R 2 fAla; : : : ; Valg where the R are shown in Figure 1 , and is taken on the order of 0.05 kJ mol 1 (0.2 kcal mol 1 ). For comparison, Section 4 also reports results using zero-mean priors for all amino-acid parameters S R N.0; 2 /. Priors for H and 2 are taken to be uninformative, with an improper uniform prior for H and P .
2 / / 2 , and the prior for C p is N.0; 2 /. Informative priors for H , C p , and 2 may be obtained by incorporating information from the experimental literature about hydrogen bonding strength, heat capacities, and experiment reproducibility respectively, but we have not done so here as these parameters are well-determined by the data.
3.1.3. Sidechain interactions and pH dependence. As described above, a great deal of attention has been paid to the contribution of sidechain interactions to stabilization of helical peptides. Multiple groups have developed extensions to helix-coil theory of the type described in Section 2.3 (Munoz and Serrano, 1994; Stapley et al., 1995; Shalongo and Stellwagen, 1995) . Here our aim is to evaluate extensions of the form (17) to gauge the evidence for these additional parameters observed in the data.
There are more than 20 20 D 400 potential sidechain interaction parameters for .i; i C 4/ interactions alone, given that effects have been measured to be asymmetric in N/C-terminal ordering and that many of the interactions are expected to exhibit dependence on external conditions such as temperature, pH, and ionic strength. The limited data currently available precludes accurate estimation of such a large number of relatively small effects simultaneously, and moreover we expect that many sidechain pairs will show no significant interaction at all. Thus we take an approach aimed at sparse model estimation, in order to select a minimal set of interaction parameters needed to described the data. The resulting model will have many interaction parameters set to zero, retaining only those for which significant evidence exists in the measured helicity data.
We achieve this by placing Laplacian or double-exponential priors on the G interaction parameters:
Laplacian priors have been been successfully applied to induce sparse parameter sets in kernel-based and support-vector models (Tipping, 2001; Ju et al., 2002) and are closely related to L 1 -norm penalization methods in regression (Tibshirani, 1996; Johnstone and Silverman, 2004) . They can also be interpreted in a hierarchical context (Gelman et al., 1995) as scale mixtures of normal N.0; 2 / priors (Andrews and Mallows, 1974) using exponential hyperpriors
Integrating out then leads to parameter priors of the form (21). These priors induce posteriors which are peaked at zero for parameters where little support exists in the data (see Section 4), and choosing the maximum a posteriori (MAP) parameter values drives such parameters directly to zero. To further reduce dimensionality, we restrict potential non-zero interactions to only those between sidechains contained within three specific subsets: the hydrophobic fVLIMF g, the ionizable fRDEHK Y CS T g, and the aromatic fHF Y W g sidechains. Interactions involving an ionizable sidechain (including Y among the aromatics) involve distinct terms for the ionized and neutral states. We adopt a similar approach to including pH dependence in the primary amino acid S terms for ionizable sidechains. Using (15), we apply a Laplacian prior to the S R C terms:
for similar reasons.
Posterior calculations
The recursive calculation of marginal helicity (11) given in Section 2, along with the connection to HMMs given in Section 2.5, suggests an approach parameter estimation in helix-coil model analogous to that commonly used for HMMs, by use of an expectation-maximization (EM) or Baum-Welch algorithm (Depmster et al., 1977; Rabiner, 1989) . However, this approach relies on treating the unobserved configurations X D .X 1 ; : : : ; X n / as missing data, and iteratively maximizing the expected complete-data log-posterior
We see immediately an important distinction between our model and the standard HMM situation, in the need to compute the expected values of x ij conditional on the observed helicity h i . Our transformation of the helix-coil model with measured helicity into an HMM has yielded a non-standard HMM model, where the observed quantity h i captures summary information regarding the entire unobserved state sequence .x i1 ; : : : ; x i li / for the i th observation. This means that conditioning on h i destroys the conditional independence of the x ij 's which is critical in standard HMMs to permit recursive factorization of the log-likelihood and allow computation of the terms E.x ij j R i ; O Â/ via the forward-backward dynamic-programming algorithm (Rabiner, 1989) . Although these expectations may be computed instead via Monte Carlo methods by imputing the x ij 's iteratively via a Gibbs sampling algorithm (Gilks et al., 1996) , this would require running a separate Gibbs sampler chain for each peptide in the dataset each time the log-posterior needs to be evaluated.
Instead, we take an alternate approach which is to simulate directly from the joint posterior distribution (20) by constructing a Markov chain Monte Carlo (MCMC) algorithm using the Metropolis algorithm (Gilks et al., 1996) . In this approach, we need not impute the configurations X i , but can simply marginalize them out using (9), enabling us to sample only from the marginal joint posterior of the model parameters. This can be viewed as a form of collapsing (Liu, 1994) .
3.2.1. Bayesian prediction. The posterior predictive distribution for the helicity of a new observation R is given by the mixture distribution
which involves integration with respect to the posterior distribution of Â and accounts for the remaining uncertainty in the model parameters. The predicted value for h is then the posterior mean:
which can computed by Monte Carlo approximation from our MCMC simulation, using values Â .1/ ; Â .2/ ; : : : ; Â .m/ sampled from the joint posterior (20) to obtain
Using this approach we may also quantify the uncertainty in predicted helicity values, characterized by the central 100.1 2˛/% posterior predictive interval: 
Experimental design
Another advantage of our statistical framework is the ability to apply principles of statistical experimental design to the acquisition of new experimental data. It is straightforward to examine the resulting posterior distributions over parameters and identify those residues, interactions, or conditions associated with high posterior uncertainty. One can then identify host-guest peptides for experimental helicity measurement which are targeted towards providing additional data for these parameters, thus narrowing the posterior distributions and improving the model.
A more sophisticated approach is to perform a full Bayesian experimental design, whereby one maximizes the expected utility under the model over the set of possible experiments. An obvious choice for utility is the predictive accuracy of the model. We are currently pursuing this approach and results will be reported elsewhere (Lucas et al., 2007) .
3.3.1. Peptide design. It is also straightforward to maximize/minimize helicity over a set of possible peptide modifications using the model given here. Such optimization arises in the context of statistical experimental design above, and also has clear applications to problems in protein engineering and vaccine epitope design.
To maximize the helicity of a peptide of length l , we take
Optimization over a restricted set of peptides, such as optimizing a (set of) guest positions is trivial by simply evaluating the helicity of each candidate peptide sequence. For optimization of the entire sequence or long stretches of sequences, enumeration quickly becomes prohibitive and dynamic programming recursions similar to those of Section 2 are needed; details of this approach are reported elsewhere (Lucas et al., 2007) .
RESULTS

Dataset:
We have collected a database of peptide helicity measurements drawn from the published literature on helical peptide studies. In doing so we have incorporated most of the papers cited by Agadir (Munoz and Serrano, 1994) in an attempt to recreate as closely as possible the dataset used there. We have also added to our dataset a number of peptide helicity measurements published after the Agadir publication and three unpublished measurements (J.K. Myers at the Oas laboratory), to obtain a "test set" on which neither Agadir nor our model have been trained, for purposes of comparing prediction accuracy. A complete reference list is available from the corresponding author's website; details on accessing the database itself will be published elsewhere.
The dataset used in this paper contains 1187 peptide helicity values measured by circular dichroism (CD). The set contains 360 distinct peptides, including 142 designed and 218 natural sequences. The remainder of the data consists of repeated measurements on these peptides under various perturbed conditions, including 22 pH curves and 19 temperature curves. Most of the designed sequences are alanine-based peptides (Scholtz and Baldwin, 1992) , and a large fraction of both the designed and native sequences are single mutations of other sequences in the database. Thus coverage of sequence space is far from uniform, and significant bias exists in amino acid composition.
Estimated parameters: Figure 1 shows the resulting posterior 95% intervals for the S parameters for each sidechain, obtained by fitting the model of Section 2 via the Bayesian inference procedure described in Section 3 using MCMC simulation. Also shown are S C G for charged sidechains. Shown for comparison are the parameters from experimental studies in alanine-based peptides , obtained by converting reported Lifson-Roig w parameters at appropriate temperature and subtracting off the posterior mean for H . Sidechains are ordered by increasing experimental helicity to enable comparison of trends. We see that Ala is estimated to be one of the most helical residues, with Pro and Gly among the lowest, as expected. However a few sidechains have posterior intervals which encompass values higher than Ala, including Arg; for interesting recent support for this possibility, see Scheraga et al. (2002) and Garcia and Sanbonmatsu (2002) . Most parameters are well resolved, with wider intervals corresponding to amino acids (and ionization states) with lower observation counts in the dataset. In the majority of cases the posterior intervals include the experimentally determined values. Nevertheless significant adaptation of absolute and relative parameter values is seen, indicating that parameter values obtained by fitting to single experiments are refined, sometimes significantly, in the presence of additional data. It is important to note that the experimental values do not necessarily reflect the true physical values; indeed, for all the reasons discussed in Section 3, we expect to observe some differences and that these differences will improve the predictive ability of the model. Figure 2 shows the posterior distributions for parameters H , C p , and . The posterior mean of 5:46kJ mol 1 ( 1:31 kcal mol 1 ) for H is well within the accepted range for hydrogen bond strength in˛-helices. The sidechain heat capacity parameter has posterior mean of C p 12:33 J mol
which is within range of experimental estimates; the sign of C p is surprising but in fact supported by recent (also surprising) experimental work (Luo and Baldwin, 1999; Richardson and Makhatadze, 2004) . The temperature dependence of the model matches experimental temperature curves very well (see below)-there is no obvious need for sidechain-specific heat capacities. The posterior mean of :049 yields an estimated measurement standard error which is consistent with the generally accepted level of CD experimental variability. Figure 3 shows the posterior intervals for the pK a values of ionizable sidechains, which match their accepted experimental values very well, with the possible exception of Tyrosine. Figures 4 and 5 show posterior distributions for the sidechain interaction G parameters described in Section 2.3, obtained using the Laplacian shrinkage priors of Section 3. Due to the large number of parameters, only those with posterior distributions indicating a deviation from zero are shown. Figure 4 shows ionizable sidechains, where favorable interactions for several previously experimentally observed complementary charge pairs are seen including E K C at i; i C 3 and E R C , E K C , R C E , K C E and Y R C at i; i C 4. We also see an interesting unfavorable interaction between charged Lysines spaced at i; i C 3, which perhaps may be too bulky to rotate away from each other; to our knowledge this interaction has not been previously reported in the literature. Other minor potential repulsions may also be seen such as R C R C and R C K C . Posterior means for all G values are less than 5:8 kJ mol 1 (1:4 kcal mol 1 ) in magnitude, well within physically plausible ranges. As with experimental values several interactions are seen to be asymmetric, depending on the N/C-terminal ordering. It is important to note that lack of significance in particular terms does not guarantee a lack of such physical effect, but indicates a lack of any significant evidence in support of such an effect among currently available data. In particular, several charge pair interactions reported in the literature do not appear significant when the measured data is combined with all other available data and parameters estimated simultaneously. Figure 5 shows the non-zero hydrophobic and aromatic sidechains interactions. Very few significant hydrophobic interactions are observed (LL at i; i C 4 and possibly IV at i; i C 3). This contrasts with the observance of significant statistical correlations between hydrophobic sidechains in native protein structures (Klingler and Brutlag, 1994; Schmidler et al., 2000) and theoretical studies (Creamer and Rose, 1995) , and suggests that statistical correlations may arise through a common environment rather than direct sidechain interaction. Figure 5 also shows the non-zero aromatic pairs, where FW and YF show up as significant i; i C 3 interactions, and FH C at i; i C 4. Estimated magnitudes of 3.8 kJ/mol ( 0.9 kcal/mol), 5.4 kJ/mol ( 1.3 kcal/mol), and 2.0 kJ/mol ( 0.5 kcal/mol) respectively are in excellent agreement with experimental studies (McGaughey et al., 1998) , while the non-zero terms are among the most frequent and helix-specific observed in protein structure databases (Thomas et al., 2002a (Thomas et al., , 2002b .
Posterior intervals for the N-Capping parameters of all amino acids and the amino terminus blocking groups are shown in Figure 6a . Position-specific G's for helical positions 1 and 2 are shown in Figure 6b and 6c, respectively. There are few statistically significant non-zero terms. although there is some indication of possible charged sidechain/helix macrodipole interactions at positions 1 and 2 (Presta and Rose, 1988; Richardson and Richardson, 1988) . There is little evidence of other positional preferences that have been observed previously both empirically in native protein structures (Richardson and Richardson, 1988; Presta and Rose, 1988; Schmidler et al., 2000) and experimentally in helical peptides (Doig et al., 1994; Doig and Baldwin, 1995; Aurora and Rose, 1998) , despite the data from the latter experimental studies being included in our dataset.
Because of sequence composition bias (e.g., over-representation of certain amino acids in designed peptides relative to native ones), some pairs of parameters are difficult to resolve jointly. Figure 9 shows posterior covariance plots for the parameter pairs with highest posterior correlation. Essentially all of the slightly unusual terms in the previous plots show up here; for example the pK a value of Tyr is clearly confounded with its associated S parameter; the H term is highly correlated with S A due to the ubiquity of alanine in our peptides, and various unexpected sidechain interaction G terms cover zero when their joint posterior distributions with another parameter are considered.
Cross-validation results: In order to evaluate predictive accuracy of the model in an unbiased fashion, it is important to look at test-set predictions on data points which were not used in estimating the model parameters. Many results reported to date for helix-coil theory models have been given in terms of accuracy in reproducing the data used for parameter determination, and results on out-of-sample peptides have been primarily anecdotal rather than across large samples. Such evaluations do not provide an accurate picture of the model's ability to predict the helicity of new peptides which were not present in the dataset at the time of parameter fitting. Without out-of-sample test set evaluations, testing on the training set yields upwardly biased estimates of model accuracy.
Unbiased estimates of predictive accuracy can be obtained by k-fold cross-validation, whereby the dataset is divided into k distinct subsets and the model trained k times, each using a different k 1 of the subsets for training and the remaining subset as a test set for evaluation. The resulting accuracy is estimated as the mean across the k validation sets, ensuring that every data point is available for validation, while avoiding training on the test set. Special care must be taken in performing cross-validation on the peptide helicity dataset described above, due to the high near-redundancy in the dataset. We partition the peptides into subsets according to sequence uniqueness, placing all repeated measurements, temperature curves, pH curves, and single-site mutations of each sequence in the same cross-validation subsets. Figure 7a shows helicities predicted by our model versus experimental values for all peptides in the dataset when the model is fit to the entire dataset, yielding an overall mean-squared-error (MSE) of 0.0021, compared to 0.0178 for the Agadir algorithm. This in-sample MSE indicates that the current model describes the majority of the data adequately, but mentioned is likely to overestimate out-of-sample predictive accuracy. Figure 7b shows the leave-one-out cross-validated (out-of-sample) predictions for our model on a subset of the data which includes only those measurements published subsequent to 1996 and therefore may not have been used to tune the Agadir algorithm. This is done in an attempt to give a fair comparison on untrained data. Note that the Agadir website indicates continual updating and so may in fact include this more recent data causing us to overestimate the Agadir accuracy; thus the differences observed may be considered conservative. On this test set our model gives a MSE of 0.0107 for, compared to 0.0177 for Agadir, an improvement of 39%. These results indicate that our parameter estimation and selection scheme simultaneously improves both the model fit to the training data and the out-of-sample predictive accuracy. We note that our model lacks many of the complexities of the Agadir model, which includes additional parameters for sidechain interactions, temperature dependence of interactions, variable pK a s, sidechain-backbone electrostatic effects, and capping effects; of those parameters we do include, a significant number are estimated to be zero as seen above. Figure 8 shows out-of sample predictions versus experimental values for temperature and pH curves for several peptides in the database. In most cases the model correctly predicts the general shape of the curve, although in the pH curves of Figures 8d and 8f the model misses an inflection point, likely due to the absence of treatment of the ionized state of unblocked endgroups in the current model, which we are now incorporating. In some cases, the out-of-sample prediction is significantly worse, indicating that the peptide in question is an important and perhaps sole source of information about certain parameters, which are poorly determined when the peptide is excluded from the training set. However even where the predicted curves depart from the experimental curves significantly, we see that the experimental data lies within the posterior predictive intervals of the model. Thus part of the problem arises from lingering uncertainty in the model parameters, and experimental noise, rather than a poor fit of the helix-coil model itself. Our posterior predictive intervals automatically account for such parameter uncertainty. The ability to obtain such interval predictions highlights another advantage of our statistical approach over previous algorithms such as Agadir (shown for comparison).
CONCLUSION
We have presented an approach to combining statistical mechanical models based on biophysical theory with databases of experimental measurements via Bayesian parameter inference and model selection. We have applied this approach to a frequently used model for biopolymer sequence and structure analysis, the helix-coil model. Our approach allows the incorporation of previous experimental and theoretical knowledge in the form of prior information on model parameters and model structure, and combines this with a large dataset to obtain posterior distributions on model parameters. This general approach has applications to a wide variety of problems in bioinformatics and biophysics. Our approach may be applied directly to the problem of protein secondary structure prediction using helix-coil models (Froimowitz and Fasman, 1974; Qian, 1996; Misra and Wong, 1997) , with little modification. Of broader interest may be problems in empirical forcefield parameterization for protein structure prediction by threading and homology modeling, fragment reconstruction, and empirical energy minimization, as well as problems in protein-protein and protein-ligand docking.
In this paper we have applied our approach to model selection and parameter estimation in the context of peptide helicity prediction, and shown that this approach provides both improved fit to the training data and improved test-set predictive performance. The use of Laplacian shrinkage priors enables the inclusion of a large number of potential sidechain interaction and capping parameters, yet still induces a sparse model structure by retaining only those parameters for which significant evidence exists in the data set. Finally, we have discussed how our approach enables the application of statistical design of experiments to select future helical peptide studies which will be most informative in improving model predictive accuracy, reducing uncertainty in parameters, and examining hypotheses about model structure. This approach represents a promising new way to bridge the gap between detailed physical modeling done in computational biophysics and computational chemistry, and more traditional data-driven bioinformatics algorithms.
