We explore the nature of the oscillatory dynamics in the EEG of subjects reading sentences that contain a semantic violation. More speciWcally, we examine whether increases in theta (t3-7 Hz) and gamma (around 40 Hz) band power occur in response to sentences that were either semantically correct or contained a semantically incongruent word (semantic violation). ERP results indicated a classical N400 eVect. A wavelet-based time-frequency analysis revealed a theta band power increase during an interval of 300-800 ms after critical word onset, at temporal electrodes bilaterally for both sentence conditions, and over midfrontal areas for the semantic violations only. In the gamma frequency band, a predominantly frontal power increase was observed during the processing of correct sentences. This eVect was absent following semantic violations. These results provide a characterization of the oscillatory brain dynamics, and notably of both theta and gamma oscillations, that occur during language comprehension. 
Introduction
Currently, there has been a growing interest in the oscillatory dynamics that can be observed in the electrophysiological activity of the brain. Unlike Event-Related brain Potentials or Welds (ERPs/ERFs; the so-called evoked activity) that can be extracted from the EEG or MEG by straightforward averaging of single trials, event-related changes in oscillatory EEG/MEG activity (termed induced activity) that speak on the synchronization and desynchronization aspect of neural activity have received little attention. The goal of the present study is to explore the oscillatory dynamics that coincide with the well-studied semantic ERP eVect, the N400 eVect. We will focus on the modulation of oscillatory neuronal activity recorded in the EEG during the reading of sentences that contain either a semantically incongruent word (which elicits an N400 in the ERP analysis) or that are semantically congruent. More speciWcally, we want to establish whether semantic violations induce oscillatory activity that is qualitatively diVerent from those induced by syntactic violations (which elicit a P600 in the ERP analysis) that have been found in a previous study (Bastiaansen, van Berkum, & Hagoort, 2002b) .
Much of the research on language comprehension has focused on the integration of semantic and syntactic information. In particular, a large body of research has centered on assessing the inXuence of semantic information on the syntactic analysis of sentences. This has spawned a debate about whether semantic and syntactic processing are subserved by neuronally distinct networks [i.e., as proposed by Hagoort and Brown (1999)] or whether semantics and syntax are processed by a single network [i.e., as proposed by McClelland, StJohn, and Taraban (1989) ]. Within the domain of event-related potential (ERP) research, this debate has resulted in a search for ERP components that are diVerentially sensitive to semantic and syntactic processing in language comprehension. Several diVerent ERP proWles appear to be related to either aspects of semantic or syntactic processing. Two in particular are the N400, which is related to semantic processing, and the P600, which is related to syntactic processing.
The P600 component is a broadly distributed positive shift that begins around 500 ms after the occurrence of a syntactic violation. The P600 has been observed with various syntactical violations, such as phrase structure violations, verb argument violations, and morpho-syntactic violations such as breaches of number and gender agreement (Friederici, Pfeifer, & Hahne, 1993; Hagoort, Brown, & Groothusen, 1993; Neville, Nicol, Barss, Forster, & Garrett, 1991; Osterhout & Mobley, 1995) .
A seminal study by Kutas and Hillyard (1980) demonstrated that if participants are presented with sentences ending with a semantically inappropriate word (such as "He spread the warm bread with socks") vs. a contextually appropriate word, (for example, "He spread the warm bread with butter"), a signiWcantly larger negativity in the ERP waveform occurs from 250 to 600 ms after the onset of the inappropriate word, with a peak amplitude around 400 ms. Since Kutas and Hillyard (1980) , a large body of research has utilized the N400 to investigate semantic processing. As a result of this research the N400 has been shown to occur to each and every word, but the amplitude and latency can be aVected by a number of factors including word class, semantic relatedness to the context, cloze probability, 1 word frequency, presentation modality, and verbal working memory load Kutas & Van Petten, 1994 , for reviews; see Chao, Nielsen-Bohlman, & Knight, 1995; Neville, Kutas, Chesney, & Schmidt, 1986; Smith, Stapleton, & Halgren, 1986; Stuss, Picton, & Cerri, 1986 ; for examples of N400 eVects related to working memory). In general, a larger amplitude N400 will be found to a word that is not related to the context, has a low cloze probability or a low frequency. The N400 eVect has been interpreted as reXecting some aspect(s) of the processes that integrate the meaning of a particular word into a higher-order semantic representation Osterhout & Holcomb, 1992; Rugg, 1990 ; however see Kutas & Van Petten, 1994 ; for an alternative suggestion).
To form a full understanding of language input all of the diVerent parts of information that are processed in diVerent brain areas must be integrated. How this binding between the distributed nodes of the language network is implemented still an open question, but it has been suggested that it may be propagated by synchronization and desynchronization of oscillatory neural activity. In this view, synchronization and desynchronization link spatially distributed brain areas together to form transient functional networks (Singer, 1993 (Singer, , 1999 .
It is generally agreed upon that analyzing eventrelated changes in either amplitude, or (phase) coherence of EEG oscillations provide a window onto the processes of synchronization and desynchronization of neuronal populations (Tallon-Baudry & Bertrand, 1999; Varela, Lachaux, Rodriguez, & Martinerie, 2001) . Two types of increase are studied: an increase in amplitude of oscillatory EEG activity is taken to at least partially reXect an increase in synchrony of the underlying local neuronal population. On the other hand, an increase in (phase) coherence between EEG sensors is thought to reXect increased synchrony between spatially distributed neuronal populations. These event-related increases in synchrony in turn are considered to reXect the transient formation of local and spatially distributed functional networks (for review, see Varela et al., 2001) .
Oscillatory dynamics cannot be studied with standard ERP methodology. The reason for this is that although event-related changes in amplitude of a given oscillation may be time-locked to an experimental event, the phase of the activity at a given point in time will diVer from trial to trial. As a result, oscillations largely cancel out during the averaging process that is used in ERP analysis (see Bastiaansen & Hagoort, 2003; Tallon-Baudry, Bertrand, Delpuech, & Pernier, 1996 ; for a more detailed account of the signal-analytic distinction between ERPs and event-related oscillatory activity). For a proper analysis of oscillatory dynamics, diVerent analytic tools have to be used such as wavelet-based time-frequency analysis (for quantifying amplitude changes) or eventrelated coherence analysis (for quantifying changes in phase coherence between electrodes; for a further review, see Bastiaansen & Hagoort, 2003) . Recent studies employing such techniques have clearly demonstrated that synchronous oscillations have functional signiWcance during the execution of tasks engaging a variety of cognitive operations, such as memory encoding and retrieval (e.g., Burgess & Ali, 2002; Fell et al., 2001; Klimesch, 1999) , working memory (e.g., Jensen & Tesche, 2002; Kahana, Sekuler, Caplan, Kirschen, & Madsen, 1999; Tesche & Karhu, 2000) , face perception (Rodriguez et al., 1999) , object detection (Tallon-Baudry & Bertrand, 1999) , and attentional processes (e.g., Bastiaansen & Brunia, 2001; Foxe, Simpson, & Ahlfors, 1998; Fries, Reynolds, Rorie, & Desimone, 2001; Klimesch, 1999) . Recently, such studies are also being performed in 1 The cloze probability test requires subjects to complete sentence fragments, and the "cloze probability" of a word refers to the proportion of subjects who completed a particular sentence fragment with that particular word (Taylor, 1953) . the domain of language comprehension (e.g., Bastiaansen, van Berkum, & Hagoort, 2002a; Bastiaansen et al., 2002b; Bastiaansen, Van der Linden, ter Keurs, Dijkstra, & Hagoort, 2005; Pulvermüller, Lutzenberger, & Preissl, 1999; Weiss & Rappelsberger, 1996; Weiss, Müller, King, Kutas, & Rappelsberger, 2001; Weiss, Müller, & Rappelsberger, 2000 ; see also the review in . Still, relatively little is known about synchronous oscillations and their possible functions during language comprehension.
In our previous studies we characterized the time course of event-related amplitude modulations in oscillatory activity in the theta (4-7 Hz), alpha (8-12 Hz), and beta (>13-30 Hz) frequency bands during the processing of correct sentences (Bastiaansen et al., 2002a) , of sentences containing syntactic violations, which elicited a P600 in the ERP analysis (Bastiaansen et al., 2002b) , and of open-class words vs. closed-class words occurring within a sentence context (Bastiaansen et al., 2005) . In all three studies, event-related power changes in the theta frequency range showed a marked reactivity to the various linguistic manipulations, suggesting a functional role for theta band activity during language processing. The general pattern of results that has emerged from these studies is that theta increases can be observed over left occipital areas, bilaterally over the temporal cortex, and over frontocentral regions. The left occipital theta response has been related to the encoding of the visual word form. The (left) temporal theta response has been associated either with lexico-semantic retrieval (Bastiaansen et al., 2005) or with increased verbal working memory load (Bastiaansen et al., 2002a) . The frontocentral theta increase is more diYcult to characterize in functional terms: it increases with working memory load (Bastiaansen et al., 2002a ) is present after both openclass and closed-class words (Bastiaansen et al., 2005) , and was found to increase following syntactic violations. In addition, diVerent types of syntactic violations led to a diVerent lateralization of the frontal theta increase, a result that we will return to in the discussion (Bastiaansen et al., 2002b) .
The principal aim of the present study is to explore the oscillatory dynamics of the EEG recorded during sentences that are either semantically coherent or have a semantic violation. Characterizing the oscillatory dynamics during semantic violations will yield additional information on the neural mechanisms underlying the processing of semantic information.
Methods

Participants
Thirty-nine native speakers of Dutch participated in the experiment, 30 of which were included in the Wnal analysis (24 females, 6 males; aged 18-28). They were paid a small fee for their participation. All subjects had normal or corrected-to-normal vision, normal hearing, and all were right handed. Seven of the participants included in the analysis reported having left-handed relatives. None of the subjects had any neurological impairment nor had any of the subjects participated in the pretest (see below). Nine of the participants that participated were excluded from the Wnal analysis due to excess eye-movement (see EEG Recording and Analysis below).
Stimulus material
One hundred and twenty pairs of sentences were included in the critical item set. Each pair of sentences was identical with the exception of one word (critical word, CW, in capital letters in the examples below). Each pair consisted of a sentence that was semantically coherent (correct condition), and a sentence that contained a semantic violation (violation condition). A written questionnaire pretest (described below) was used to establish the soundness of the semantic violation.
The critical words were matched across conditions on the following criteria: (1) average length in characters (correct: 6.4; violation: 6.3); (2) word frequency (correct: 3.2; violation: 3.0, based on log lemma frequencies; Baayen, Piepenbrock, & van Rijn, 1993) ; (3) word class (equated within each pair). None of the critical words were over 10 letters in length, nor did they appear as the sentence Wnal word. Sentences varied in length from 7 to 13 words, with the average sentence length being 10.1 words long. The average sentence presentation duration was 5.78 s (SD D 1.03 s).
The 120 pairs were pseudorandomized across three diVerent lists so that each subject only read one of the sentences in each of the pairs. Each subject saw only one list, which contained 40 exemplars of each of the two conditions. These 80 critical items per list were then mixed with 80 unrelated Wller items, half of which also contained a semantic violation and half were correct sentences of similar length and complexity. The experiment was split into three blocks, two of which had 56 trials and one with 57 trials. In addition, there was a practice block of 18 items and nine extra starter items, which were similar in nature to the experimental items. These starter items were used three at a time at the start of each experimental block to minimize loss of data due to artifacts after beginning a new block. Following each block there was a short break. 
Pretest
Sixteen native speakers of Dutch (who did not participate in the subsequent EEG experiment) completed the cloze pretest. The pretest was done to assess the cloze probability of the critical words. For each sentence pair, one sentence that stopped just prior to the critical word was given and the subjects were required to complete each sentence (e.g., "De Nederlandse treinen zijn _________."; "The Dutch trains are_____."). The results of this paper and pencil pretest revealed that the cloze probability for the CW's in the correct sentence was 49% (range 0-100%) and in the semantic violation condition 0% (range 0%).
Procedure
For the EEG experiment, subjects were tested in a dimly lit, sound-attenuating booth. They were seated in a comfortable reclining chair. Subjects were asked to attentively read the sentences and try to understand them as well as possible. No other task demands were imposed. At the end of the experiment, a short questionnaire was verbally administered to the participants to determine if they realized the experimental manipulation and to obtain comments about the experimental materials, as well as the experiment as a whole.
Each trial was presented word by word in white lowercase Arial letters (18-point font size). The Wrst word of each sentence was capitalized and the Wnal word of each sentence was presented with a period. The letters were displayed against a dark background in the center of a VGA computer screen. Viewing distance was t110 cm, and the largest word subtended a visual angle of about 3.2° horizontally and 0.5° vertically. Each word was presented for 300 ms, followed by a blank screen for 300 ms that was followed by the next word. After the Wnal word there was a blank screen for 600 ms that was followed by an asterisk displayed in the middle of the screen for 3000 ms, indicating to the subjects that they could blink and move their eyes. There was a 300 ms delay between the asterisk disappearing and the start of the next trial.
EEG recording and analysis
The EEG was recorded from 29 Ag/AgCl-sintered electrodes mounted in a cap, each referred to the left mastoid. Five electrodes were placed according to the 10%-standard system of the American Electroencephalographic Society over midline sites at Fz, FCz, Cz, Pz, and Oz locations, along with nine lateral pairs of electrodes over standard sites on frontal (AF3, AF4, F3, F4, F7, and F8), fronto-central (FC3 and FC4), fronto-temporal (FT7 and FT8), central (C3 and C4), centro-parietal (CP3 and CP4), parietal (P3 and P4), and occipital (PO7 and PO8) positions. Three additional pairs were placed laterally over symmetrical positions: (a) a temporal pair (LT and RT) placed laterally to Cz, at 33% of the interaural distance, (b) a temporo-parietal pair (LTP and RTP) placed 30% of the interaural distance lateral and 13% of the nasion-inion distance posterior to Cz, and (c) a parietal pair midway between LTP/RTP and PO7/PO8 (LP and RP). Note that we also refer to electrodes as channels, which is a convention in the oscillatory analysis literature. Fig. 1 presents electrode setup and labels. Vertical eye movements were monitored via a supra-to sub-orbital bipolar montage. A right to left canthal bipolar montage was used to monitor for horizontal eye movements. Activity over the right mastoid bone was recorded on an additional channel to determine if there were diVerential contributions of the experimental variables to the presumably neutral mastoid site. No such diVerential eVects were observed.
The EEG and EOG recordings were ampliWed with a SynAmp Model 5083 EEG ampliWer (NeuroScan Inc., Herndon, Va, USA), using a hi-cut of 70 Hz and a time constant of 8 s (0.02 Hz). Electrode impedances were kept below 3 k for the EEG recording and below 5 k for the EOG recording. The EEG and EOG signals were digitized online with a sampling frequency of 500 Hz.
The EEG data were screened for eye movements, electrode drifting, ampliWer blocking, and EMG artifacts in a critical window ranging from 150 ms before to 1800 ms after the onset of the critical word. Trials containing such artifacts were rejected (10.7% overall). Nine subjects were excluded from the Wnal analysis because more than 20% of the trials were rejected. Thus, 30 subjects remained for subsequent analysis. 
ERP analysis
For each subject, average waveforms were computed across all trials per condition, using a 150 ms pre-CW baseline. The N400 was quantiWed as the mean amplitude in a latency window of 300-550 ms after CW onset. A late positivity was observed in the semantic violation condition (see Fig. 2 ). This positivity was quantiWed as the mean amplitude in a latency window of 800-1200 ms after CW onset.
For a statistical evaluation of the ERP eVects an overall ANOVA was performed. Additionally, we deWned four regions of interest by averaging the data from single electrodes: left anterior (LAnt: AF3, F7, F3, FT7, FC3); right anterior (RAnt: AF4, F4, F8, FC4, FT8), left posterior (LPos: CP3, LTP, LP, P3, PO7), and right posterior (CP4, RTP, P4, RP, PO8). An ANOVA for repeated measures was performed for the N400 and for the late positivity separately. Factors were Condition (Correct, Violation), Hemisphere (Left, Right), and Anteriority (Anterior, Posterior). SigniWcant interactions were clariWed by breaking them down into simple eVects.
Time-frequency analysis
To isolate the induced-type oscillations (non-phase locked) from the (evoked-type) ERP components (cf. Bullock, 1992; Tallon-Baudry & Bertrand, 1999 ; for descriptions of this distinction), we computed, for every subject, the average ERP, and subtracted this average from each single trial. This was done separately for the two conditions (see e.g., Kalcher & Pfurtscheller, 1995; Klimesch, Russegger, Doppelmayr, & Pachinger, 1998 ; for a similar approach).
Time-frequency (TF) representations of the single trial data were then obtained by computing the squared norm of the result of the convolution of complex Morlet wavelets with the EEG data, as described by TallonBaudry et al. (1996) . We used wavelets with a 7-cycle width, with frequencies ranging from 1 to 70 Hz, in 1 Hz steps. TF representations were then averaged over trials for each subject, separately for the two conditions. The average power values (i.e., squared amplitude) thus obtained were expressed as a percentage change relative to the power in a baseline interval from ¡150 to 0 ms prior to word onset, to normalize for individual diVerences in EEG power, and for diVerences in absolute power between diVerent frequency bands.
For an exploratory statistical analysis of the modulation of power changes as a function of experimental condition, we used an adapted version of the randomization procedure proposed by Maris (2004) , with a cluster growing approach that corrects for multiple comparisons. Note that for practical reasons, the time-frequency window for this analysis was restricted from 1 to 50 Hz, and from 0 to 700 ms post-stimulus. The following steps were performed: we created 1000 grand-average randomizations of the TF representations of both the correct control (CC) and the semantic violation (SV) conditions by a random permutation, and subsequent averaging, of CC and SV TF representations of individual subjects' EEG data. For each of the randomizations the grand-average CC was subtracted from the grand-average SV. This results in a distribution of the diVerence between CC and SV for each 'pixel' of the TF representation. For each randomization and each pixel, the signiWcance of the SV-CC diVerence was computed by comparing the observed diVerence in that speciWc randomization to the distribution of all randomizations, resulting in a probability (p value) for each pixel in each randomization.
The complete TF representation with the probabilities of all pixels was thresholded at a 1% signiWcance level (two-sided). Clusters of spatially contiguous pixels (in three dimensions, i.e., time, frequency, and channels) were then identiWed. The sum of the t statistics of all the pixels in such a cluster was subsequently used as the cluster-level test statistic. To correct for multiple comparisons, for each of the 1000 randomizations the largest cluster-level test statistic was used to create a null distribution of the cluster-level statistic. Then, the cluster-level test statistic was computed for the actually observed grand-average data and compared against the null distribution. Clusters with a statistic falling in the highest or lowest 2.5th percentile were considered signiWcant.
Results
ERP analysis
Grand-average ERPs for both conditions are presented in Fig. 2 for a selected number of electrodes. Furthermore, scalp topographies for the N400 are given in Fig. 3 for both conditions.
N400
The overall ANOVA for data within the time window 300-550 ms indicated that words constituting a semantic violation evoked a larger negative-going deXection (N400) than their correct counterparts (mean ¡0. 
Time-frequency analysis
Randomization statistics
The randomization analysis (see Fig. 5 ) revealed two signiWcant clusters in the TF representation of the power changes. One positive cluster (p D .048), indicating a larger power increase for the semantic violation condition compared to the correct sentence condition, was present in the theta frequency range. Depending on the exact channel, the onset of the eVect ranged from 250 to 600 ms, and the oVset from 600 to 700 ms (which is the end of the analyzed time range), and the frequency range was from 3 to 5 Hz. A second, negative cluster (p D .034) indicated a larger power increase in the gamma frequency range (35-45 Hz for most channels) for the correct sentence condition compared to the semantic violation condition. Although Fig. 4 clearly shows a series of Fig. 3 . Scalp topography of the N400 for the correct condition and the semantic violation condition, in the time interval between 300 and 550 ms after word onset. successive gamma bursts in the correct sentence condition (e.g., at channel F4), only the Wrst such burst, roughly from 50 to 200 ms post-stimulus, reached signiWcance in this analysis. Fig. 5A depicts the results of the randomization analysis for two representative electrodes; Fig. 5B shows a topographic representation of the electrodes at which each of the clusters reached signiWcance.
To assess how the changes in theta and gamma power behave over subjects, the distribution of theta and gamma eVects across individual subjects are shown in Fig. 6 , pooled for those electrodes that participate in the respective clusters. The time-frequency intervals used to estimate the individual subject theta and gamma changes are the same as those used for the topographic plots in Figs. 7 and 8, i. e., 300-800 ms post-stimulus, 3-7 Hz for theta, and 0-600 ms, 35-45 Hz for gamma.
Scalp topographies of theta and gamma power changes relative to baseline
The randomization analysis shows that signiWcant diVerences between the two conditions exist only in the theta and the gamma frequency ranges. However, this analysis exclusively tests for signiWcant diVerences between the two experimental conditions. Given that in previous studies (Bastiaansen et al., 2002a (Bastiaansen et al., , 2002b (Bastiaansen et al., , 2005 we found localized foci of (theta) power increases relative to baseline, the next step in the data analysis was to characterize, for each condition, the scalp topographies of the theta and gamma power changes relative to the pre-stimulus baseline. To optimally characterize these scalp topographies, time-frequency intervals were selected around the locations where the theta and gamma power increases were maximal, on the basis of a visual inspection of the TF representations (see Fig. 4 and the black rectangles therein). For the theta component this was 3-7 Hz, and 300-800 ms post-stimulus. For the gamma component, we identiWed a series of successive bursts from 0 to 600 ms post-stimulus, in a frequency range of 35-45 Hz. The resulting scalp topographies are given in Figs. 7 (theta) and 8 (gamma).
The theta scalp topographies in Fig. 7 show bilateral temporal theta foci in both conditions. In addition, a Fig. 6 . Distribution of theta (A) and gamma (B) eVects (that is, the diVerence between the violation and the correct sentence conditions) across individual subjects, pooled for those electrodes that participate in the respective clusters resulting from the randomization analysis (see Fig. 5B ). The time-frequency intervals used to estimate the individual subject theta and gamma changes are the same as those used for the topographic plots in Figs. 7 and 8, i.e., 300-800 ms post-stimulus, 3-7 Hz for theta, and 0-600 ms post-stimulus, 35-45 Hz for gamma. Fig. 7 . Scalp topography of the theta power changes (from 3 to 7 Hz) in the correct condition and the semantic violation condition, averaged over a time interval from 300 to 800 ms after word onset. Spacing of contour lines is 1.8%. striking eVect is the presence of a theta peak over the frontocentral midline in the semantic violation condition, as opposed to the correct sentence condition. This qualitative diVerence was substantiated statistically in the following post hoc analysis: for each subject, we computed the average theta power change from 300 to 800 ms post-stimulus, and 3-7 Hz both for the peak (electrode Fz), and for the average of the surrounding electrodes (i.e., AF3, AF4, F3, F4, and FCz). Then, we subtracted the average power change at the surround from the peak, for each subject. For both conditions, a single-sample t test then veriWed whether this diVerence was signiWcantly diVerent from zero. For the correct sentence condition, this was not the case, indicating the absence of a peak at Fz for this condition (a diVerence of ¡0.20% change; t 29 D ¡0.276, MSe D 0.710, p D .784). For the semantic violation condition this diVerence was signiWcant (2.66% change; t 29 D 3.353, MSe D 0.793, p D .002), which indicates the existence of a peak theta power increase at Fz for this condition. Furthermore, the diVerence between Fz and its surrounding electrodes was signiWcantly diVerent between the conditions, as indicated by a paired-sample t test (2.85% change; t 29 D 2.97, MSe D 0.961, p D .006). Thus, this post hoc analysis conWrms the notion of a qualitative diVerence in theta responses between the correct and semantic violation conditions, in that only the violation condition shows a peak theta increase over the midfrontal scalp.
Discussion
An EEG experiment was performed in which subjects read either correct Dutch sentences, or sentences that contained a semantic violation. Event-related potentials (ERPs) and oscillatory brain dynamics were studied. The principal aim of the experiment was to characterize the nature, i.e., magnitude and scalp topography, of EEG power (i.e., squared amplitude) changes that were expected to occur as a result of the semantic violations.
The ERP analyses of the EEG data showed a typical pattern of results, namely a larger amplitude N400 for semantically incongruent words than for otherwise comparable words that were semantically congruent. Additionally, a late positive deXection that was larger following violations than following correct words was found. The wavelet-based time-frequency (TF) analysis revealed that event-related power changes in the theta frequency band were larger following semantic violations than following correct sentence continuations over a large number of electrodes. Furthermore, an additional peak of theta power was present at electrode Fz in the violation condition only. In the gamma frequency band (here 35-45 Hz), power was larger in the correct sentence condition than following semantic violations over a large number of electrodes. Relative to baseline gamma oscillations showed up during the processing of correct sentences as a series of successive bursts between 0 and 600 ms, with a right frontal maximum in the scalp distribution.
As a Wrst remark, it should be noted that none of the time-frequency components has a scalp topography that is comparable to the ERP components (compare Fig. 3 with Figs. 7 and 8). As we mentioned in the introduction, this underlines that the diVerent analysis procedures indeed zoom in on diVerent aspects of neural activity, although the functional diVerences between ERPs and event-related oscillatory brain dynamics are only poorly understood at present.
Theta power changes
The power changes in the theta frequency range show both quantitative and qualitative diVerences between the experimental conditions. The most obvious eVect (see Figs. 5 and 7) is that theta increases are larger following a semantically incongruent word than following a semantically congruent word. The topographic distribution of the theta power changes, with maxima at bilateral temporal electrodes for both conditions and an additional peak over midfrontal areas that is restricted to the semantic violation condition, hints at the existence of multiple neural generators that may diVer in terms of their functional relevance for language processing. One aspect of the topographical distribution that is notable is that unlike the results of our previous study (Bastiaansen et al., 2005) , where increases in theta were observed over left occipital areas, here we did not see that occipital theta response. We tentatively hypothesized that the left occipital theta response is related to the encoding of the visual word form,. However, if that were the case it is unclear why we would not see that eVect in the current study. Further, investigation into the relationship between the previously observed occipital theta response and language comprehension is necessary to better understand what this response is related to in processing terms. Regarding the distribution of the theta power changes that we did Wnd, let us Wrst consider the theta increase at temporal electrode sites.
Theta increases at temporal electrode sites prove to be a robust Wnding, since they have been observed repeatedly. At temporal electrode sites theta was found to increase in magnitude during the course of processing correct Dutch sentences (Bastiaansen et al., 2002a) , and it was observed (albeit only over the left hemisphere) during the processing of open-class words occurring in a sentence context (Bastiaansen et al., 2005) . Since in the latter study the temporal theta increase was found to be absent following closed-class words (which have little semantic value), this component has been tentatively related to lexico-semantic retrieval (Bastiaansen et al., 2005) . This interpretation Wts the observation that theta power increases are related to retrieval processes (Klimesch et al., 2001) . Note that in the latter study (as in a range of other studies relating theta to memory encoding and/or retrieval, reviewed in Klimesch, 1999) , theta power changes showed a widespread distribution. The current Wnding of topographic peaks over the left (and sometimes also right) temporal cortex therefore suggests that a lexico-semantic retrieval process may have a more focal distribution.
The midfrontal theta increase in the present data was found only after words constituting a semantic violation, and thus represents a qualitative diVerence between the two experimental conditions. Interestingly, this theta increase was also distinctly diVerent than the theta power increases that we have previously observed for syntactic violations, which elicited a P600 in the ERP analysis. In our previous study (Bastiaansen et al., 2002b) , syntactic number violations elicited a theta power increase with a left frontal maximum and syntactic gender violations elicited a theta power increase with a maximum in the right frontal electrodes. Given that each violation type (syntactic number, syntactic gender, and semantic) led to diVerential frontal theta increases, it is tempting to relate this eVect to speciWc diVerences in processing semantic information and syntactic information. However, alternative interpretations are equally viable. For instance, the previously observed syntactic violation eVects (Bastiaansen et al., 2002b) may be due to an increase in verbal working memory (WM) load caused by the necessity to re-analyze the sentence. In a similar vein, the present frontal theta eVect could be argued to reXect an increase in verbal WM load due to the fact that the subject has to evaluate online whether the presented word can be successfully integrated into the sentence context. Although this is only a tentative hypothesis, it does gain some support from similar frontal theta eVects which have been reported in the literature in the context of WM tasks (e.g., Gevins, Smith, McEvoy, & Yu, 1997; Jensen & Tesche, 2002; McEvoy, Pelloucoud, Smith, & Gevins, 2001; Schack, Vath, Petsche, Geissler, & Moller, 2002) . Additional support for this interpretation stems from the Wnding that both theta power (Bastiaansen et al., 2002a) and theta coherences (Weiss et al., 2001 ; reviewed in increase over frontal electrodes during the course of sentence processing. Furthermore, Weiss et al. (2001) showed that frontal theta coherences were larger when subjects read object-relative clauses, which are considered to impose a high demand on verbal WM, as compared to the less demanding subject-relative clauses. Finally, the presence of a frontal theta component following both open-class words and closed-class words occurring in a sentence context (Bastiaansen et al., 2005) is compatible with a verbal WM interpretation of this component.
Another tentative alternative interpretation of the frontal theta increase is based on the notion that syntactic and semantic violations both constitute an error compared to a correct sentence. Both violation types induce a frontal theta increase. Therefore an interpretation of this eVect in terms of error monitoring also seems viable. In this context, it is interesting to note that the frontal theta increases that we observe may be related to the error-related negativity (ERN, Falkenstein, Hohnsbein, Hoormann, & Blanke, 1991; Gehring, Goss, Coles, Meyer, & Donchin, 1993) , an ERP component that can be observed when subjects make erroneous responses. A recent frequency-domain analysis of the ERN has shown that it largely consists of a theta oscillation with a frontal midline distribution that is phase-locked with respect to the response (Luu & Tucker, 2001 ). Combining this Wnding with our language-related frontal theta eVects, one could hypothesize the existence of a general error detection mechanism that involves frontal theta increases, of which the phase-locked, response-related ERN is a special case. In this framework, the diVerent lateralizations (left or right-hemisphere dominance for syntactic violations, and a midline distribution for semantic violations) that we observed in response to semantic and syntactic violations occurring in a sentence context then may reXect domain-speciWc processes that are overlaid upon this general error detection mechanism.
Gamma power changes
The gamma component represents one of the Wrst reports of gamma power changes during online sentence processing. Previous studies reporting on gamma power increases during language processing have either exclusively used isolated words for stimulus material (Pulvermüller, 1996 (Pulvermüller, , 2000 , or computed gamma coherence during sentence processing (Weiss, Rappelsberger, Schack, & Müller, 2003) . Compared to a pre-stimulus baseline, the gamma power increase is restricted to right frontal areas, and it is fairly small (around 10% power increase on average). However, when comparing gamma power changes between the two conditions it is striking that processing correct sentences induces larger gamma power over a large number of electrodes than processing sentences containing semantic violations. This suggests that (increases in) oscillatory activity in the gamma frequency range are part of the normal pattern of neural activity occurring during language processing. Apparently, the process that leads to this gamma increase is disrupted upon the occurrence of a semantic violation in the sentence. This suggests that disruption of normal, ongoing sentence processing is accompanied by an abrupt abolishment of gamma oscillations. This tentative interpretation Wts with the results of a recent study in which gamma coherence was compared during the processing of correct sentences and sentences with a semantic violation . In this study, processing correct sentences was associated with higher gamma coherence between parietal electrode sites than processing of semantic violations. In combination with the Wndings from the Weiss et al. study (2001) , the present data suggest a functional role for gamma in normal sentence processing. Future experiments will have to further specify the exact nature of this functional role.
In conclusion, the present Wndings show a diVerential reactivity of both theta and gamma oscillations during language comprehension. At this early stage of research on the role of oscillatory brain dynamics in language comprehension, any interpretation of the data is tentative. However, at this time one can speculate that the modulations in oscillatory activity in the theta frequency range (both in terms of power changes, which reXect changes in local synchrony, and in terms of coherence changes, which reXect changes in long-range synchrony) may be instrumental in performing some of the basic cognitive functions needed during language processing, such as semantic retrieval and verbal WM, and may possibly reXect activity of a general error detection mechanism when a semantic or syntactic violation is encountered. The existence of both power and coherence increases of gamma oscillations during the processing of correct sentences, and the absence, or at least reduction of these increases when a semantic violation is encountered, suggests an involvement of gamma in normal language processing, the exact nature of which has yet to be established.
The combined results of experiments that have addressed oscillatory brain dynamics during language comprehension suggest that oscillatory activity in both low and high frequency ranges may play a role in binding together the diVerent 'nodes' of the language processing network. Further study of these oscillatory brain dynamics will lead to a more precise characterization of how such functional networks are coupled and uncoupled such that the reader/listener perceives the linguistic input stream in a meaningful and integrated manner. This will eventually lead to a better understanding of the neurophysiological basis of language comprehension.
The city Venice has very many canals/thoughts and beautiful buildings. 5. Vanillevla is een dessert dat GEEL/SLIM en zoet is.
Vanilla 'vla' is a dessert that yellow/smart and sweet is. 6. Het milieufront helpt bedreigde diersoorten zoals de WALVIS/ TELEFOON of de reuzenpanda. The environmental groups help threatened animals such as the whale/telephone or the Giant Panda. 7. Saoedi-Arabië is een land dat RIJK/ROMIG en droog is.
Saudi Arabia is a country that rich/creamy and dry is. 8. Australië is een land dat heel GROOT/ZWAAR is.
Australia is a country that very large/heavy is. 9. Zeeland is een provincie met veel STRANDEN/DROMEN en water.
Zeeland is a province with many beaches/dreams and water. 
