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POST-SYMMETRIC BRACES AND INTEGRATION OF POST-LIE
ALGEBRAS
IGOR MENCATTINI, ALEXANDRE QUESNEY, AND PRYSCILLA SILVA
Abstract. The aim of this letter is twofold. Firstly, we introduce the post-Lie analogue of the
notion of a symmetric brace algebra, termed in the sequel post-symmetric brace algebra. These
brace algebras are defined using a suitable algebraic operad, which turns out to be isomorphic
to the operad of the post-Lie algebras. Secondly, using these new brace algebras, together with
the so called post-Lie Magnus expansion, we aim both to analyze the enveloping algebra of the
corresponding post-Lie algebra and to compare the two Baker-Campbell-Hausdorff series there
naturally defined.
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1. Introduction
Post-Lie algebras are non-associative algebras which later on appeared to play an important role
in different areas of pure and applied mathematics. In this paper we are mainly concerned with
some of their properties which are more easily detected through the operadic approach. To make
the present work as self-contained as possible we summarize here below the necessary background,
stressing differences and similarities with the better known class of the pre-Lie algebras.
Pre-Lie algebras have been introduced by Vinberg in [36] in his studies about convex cones
and, almost at the same time, they appeared in Gerstenhaber’s foundational work [23] about the
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deformation theory of associative algebras. Since then, pre-Lie algebras have been at the center
of extensive investigations, especially because of their importance in combinatorics, mathematical
physics, differential geometry, Lie theory and numerical analysis; see [26] and [5] for comprehensive
reviews. A pre-Lie algebra is a vector space V endowed with a bilinear product ⊲ : V ⊗ V → V
whose associator
a⊲(x, y, z) := x ⊲ (y ⊲ z)− (x ⊲ y) ⊲ z, ∀x, y, z ∈ V,
satisfies
(1.1) a⊲(x, y, z) = a⊲(y, x, z), ∀x, y, z ∈ V.
The condition (1.1) guaranties that [−,−] : V ⊗ V → V , defined by [x, y] := x ⊲ y − y ⊲ x for all
x, y ∈ V , satisfies the Jacobi identity so that VLie = (V, [−,−]) is a Lie algebra.
The universal enveloping algebra of a Lie algebra coming from a pre-Lie algebra (V, ⊲) was
analyzed in depth in the papers [31, 32], where it was shown that the existence of the pre-Lie product
on V provides the cofree symmetric coalgebra S(V ) with an associative but not commutative
product ∗ : S(V )⊗ S(V )→ S(V ), defined by
(1.2) A ∗B = A(1)(A(2) ⊲ B), ∀A,B ∈ S(V ).
Endowed with such a product and its usual coalgebra structure, S(V ) becomes a bialgebra
isomorphic to the universal enveloping algebra of VLie. In Formula (1.2) enters both the shuffle
coproduct of S(V ) and a non-associative product ⊲ : S(V ) ⊗ S(V )→ S(V ) obtained extending to
S(V ) the original pre-Lie product defined on V . Furthermore, the restriction ⊲ : S(V ) ⊗ V → V
of the latter non-associative product defines a structure of symmetric brace algebra on the vector
space V , that is a family of operations Bn ∈ EndK(V
⊗n+1, V ), n ≥ 1, symmetric in the first n
variables and such that
Bn(v1, ..., vn;u) = B1(v1;Bn−1(v2, ..., vn;u))−
n∑
k=2
Bn−1(v2, ..., B1(v1; vk), ..., vn;u)
for all vi’s and u in V . In [31, 24] and [11] it was proved that the symmetric brace algebras form a
category isomorphic to the category of the pre-Lie algebras. More precisely, in [11] was proposed a
presentation, in terms of the set of non-planar rooted trees, of the operad PreLie controlling the pre-
Lie algebras. As it turned out that the algebras over this operad are the symmetric brace algebras,
this operadic approach provided a convenient way to prove the above mentioned isomorphism
between the category of symmetric brace algebras and the category of pre-Lie algebras.
Post -Lie algebras were introduced by Vallette in [35] as being the algebras over the operad
PostLie, which is the Koszul dual of the operad controlling the commutative trialgebras. They
were further analyzed a few years later by Munthe-Kaas and Ludervold in [28], in their study of
the order conditions for the Lie group integrators. Formally speaking a post-Lie algebra is a Lie
algebra (g, [−,−]) endowed with non- associative product ⊲ : g⊗ g→ g that satisfies
z ⊲ [x, y] = [z ⊲ x, y] + [x, z ⊲ y] and(1.3)
[x, y] ⊲ z = a⊲(x, y, z)− a⊲(y, x, z) for all x, y, z ∈ V.(1.4)
It is worth to note that, in spite the post-Lie product does not yield a Lie bracket by antisym-
metrization, the bilinear product [[−,−]] : g⊗ g→ g, defined by
(1.5) [[x, y]] = x ⊲ y − y ⊲ x+ [x, y], ∀x, y ∈ g,
defines on g another Lie algebra structure, which, from now on, will be denoted by g = (g, [[−,−]]).
Note also that (1.4) implies that a post-Lie algebra with a trivial Lie bracket is pre-Lie algebra.
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After their introduction post-Lie algebras have been extensively studied, since they appeared
in several different areas of mathematics like Lie theory (see [7, 8, 9, 17]), mathematical physics
(see [4, 18, 20]) and numerical analysis (see [28, 14, 15, 29]). Although the post-Lie algebras were
introduced to the realm of numerical analysis in [28], their relevance for the theory of numerical
integration could be traced back to the fundamental work [30], where the authors performed a deep
investigation of the Hopf algebra relevant for the algebraic description of the Lie group integrators.
More precisely, in [30] was introduced a cocommutative but non commutative Hopf algebra whose
underlying linear space is generated by the forests of planar rooted trees (there called ordered
rooted trees). This algebraic structure was then enhanced with an operation of left-grafting and
was termed D–algebra. With this concept at hand, the authors of [30] could inscribe the theory of
Lie group integrators in the algebraic framework of the theory of Hopf algebras. Soon after it was
understood that D–algebras played the role of universal enveloping algebras for post-Lie algebras.
More precisely, in [28] it was shown that the universal enveloping algebra functor
(1.6) U : PostLie→ D− algebra
provides an adjunction between the category of post-Lie algebras and the category of D–algebras,
whose adjoint is the derivation functor (see [28, Definition 3.5]).
The properties of (1.6) were further investigated in [17], where it was shown that for any post-Lie
algebra (g, ⊲) there exists a unique extension ⊲ : U(g)⊗U(g)→ U(g) of the post-Lie product which
satisfies suitable compatibility conditions with its canonical coalgebra structure, see [17, Proposition
3.1]. Furthermore, it was proven that the product ∗ : U(g) ⊗ U(g) → U(g), defined, in analogy to
(1.2), by
(1.7) A ∗B = A(1)(A(2) ⊲ B), for all A and B in U(g),
makes U(g) into a bialgebra isomorphic to U(g). It is worth to mention that the product ∗ cor-
responds to the Grossman-Larson product on the free post-Lie algebra of planar rooted trees; see
[30] and also [28, 17].
Main results of the present work. The main aim of the present paper is to introduce the post-
Lie analogue of the symmetric brace algebras and to study some of its properties, emphasizing its
relations with other mathematical structures naturally associated to every post-Lie algebra.
First recall that a relevant point in the construction of the operadRT in [11] is that the symmetric
braces (which are nothing but iterations of the pre-Lie product) are naturally encoded in the
combinatorics of non-planar rooted trees, which therefore provide a very convenient presentation
of the free pre-Lie algebra. In analogy with this case, in Section 3 it is shown that the presentation
of the free post-Lie algebra via planar rooted trees, see [30, 28, 17], also comes from an operadic
structure. The operad in question, denoted by PSB, is shown to be isomorphic to PostLie in
Theorem 11.
The PSB–algebras are characterized in Section 4, where it is shown that they are post-Lie
algebras endowed with brace type operations, see Proposition 14. We term them post-symmetric
brace algebras and we propose them as our candidate to be the desired post-Lie analogue of the
symmetric brace algebras. The post-symmetric brace algebras turn out to be a convenient tool to
further investigate the properties of the product defined in (1.7). More in details, in Section 4.2,
we introduce the notion of D–bialgebras and we show that (1.6), seen as a functor
(1.8) U : PostLie→ D− bialgebra,
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is full and faithful (see Theorem 21), and provides an adjunction of categories (see Proposition 22)
whose adjoint is the primitive elements functor,
(1.9) Prim: D− bialgebra→ PostLie,
which associates to every D–bialgebra its primitive elements, see Definition 19. The faithfulness
of the functor U follows, essentially, from the observation that the post-symmetric braces on a Lie
algebra g encode the left part of the D–product on U(g).
In Section 5, we analyze the so called post-Lie Magnus expansion, introduced in [18], see also
[17, 20], from the view-point of the PSB–algebras. In more details, in Proposition 39 we relate the
Baker-Campbell-Hausdorff formulas of the Lie algebras (g, [−,−]) and g to the post-Lie Magnus
expansion. This generalizes a result proven for the first time in [1] about the integration of a pre-Lie
algebra in terms of the group of the so called formal flows. We recover such a result in Corollary
40, as a consequence of our Proposition 39.
1.1. Conventions. Throughout the paper K will denote a field of characteristic zero. Tensor
product will be taken over K, and the tensor product of two K–vector spaces V and W will be
denoted by V ⊗W .
For a K–vector space V , we let T (V ) = ⊕n≥0V
⊗n, where V ⊗0 = K, be its free tensor algebra.
The map ∆sh : V → T (V )⊗ T (V ) given by ∆sh(x) = x⊗ 1 + 1⊗ x for all x ∈ V extends uniquely
to T (V ) as a morphism of algebras. The resulting map ∆sh : T (V )→ T (V )⊗T (V ) is called shuffle
coproduct and makes the free tensor algebra into a cocommutative bialgebra. It is described as
follows. Let X = x1 ⊗ · · · ⊗ xn be in V
⊗n. For a sub order set I = {i1 < · · · < ik} of {1 < ... < n},
we let XI denote the element xi1 ⊗ · · · ⊗ xik in V
⊗|I|. One has
∆sh(X) =
∑
I
∐
J
XI ⊗XJ ,
where the sum runs over the ordered partitions I
∐
J of {1 < ... < n}.
In general, for a coproduct ∆: W → W ⊗W , we will use the Sweedler notation in its compact
form:
∆(X) = X(1) ⊗X(2) for all X ∈W.
To save notation, for a linear map f : V ⊗k →W , we will write f(x1, ..., xk) for f(x1 ⊗ ...⊗ xk).
We will consider operads in the category of K–vector spaces. Our convention follows [25] to
which we refer for more details. In brief, an operad O is an S–module in the category of the K–
vector spaces, together with partial compositions ◦i : O(m)⊗O(n)→ O(m+ n− 1) for 1 ≤ i ≤ m
that satisfy associativity, equivariance and unit axioms. In particular, this means that for each
n ≥ 1, the vector space O(n) is acted on by the symmetric group Sn, and that the maps ◦i
are equivariant for this action. For instance, for a vector space V , the S–module EndV given by
EndV (n) = HomK(V
⊗n, V ) for n ≥ 1, is an operad for the partial composition of linear maps:
f ◦i g(x1, ..., xn+m−1) := f(x1, ..., xi−1, g(xi, ..., xi+n−1), xi+n, ..., xn+m−1),
for every two maps f ∈ EndV (m) and g ∈ EndV (n), and all xj ∈ V . The action of the symmetric
group is given by permutation of the variables. A vector space V is called an O–algebra if there is
a morphism of operads O → EndV .
An ideal I of an operad O is a sub S–module of O such that the maps ◦i co-restrict to I
whenever they are restricted to I in any of its two components i.e. they induce maps ◦i : I(m) ⊗
O(n)→ I(m+ n− 1) and ◦i : O(m)⊗I(n)→ I(m+ n− 1). In particular, the S–module quotient
(O/I)(n) := O(n)/I(n), for n ≥ 1, has a structure of operad.
POST-SYMMETRIC BRACES AND INTEGRATION OF POST-LIE ALGEBRAS 5
To end this preamble, let us make a comment on decompositions. Let O be an operad and T an
element of O(n). Consider a decomposition of T , say T = (· · · (· · · ((S1 ◦i1 S2) ◦i2 S3) · · ·Sk−1) ◦ik−1
Sk)
σ. Suppose that for each n, the action of Sn on O(n) is free. Because of the S–equivariance of
the maps ◦i, by applying equivariant actions of S one gets other decompositions of T . If there is no
additional decomposition of T , anyone of the above decompositions is called unique S–equivariant.
2. An operad of planar trees
In this preliminary section, we set up notation and introduce the relevant combinatorial objects
for our needs. We also define an operad of trees, which will be the starting point for defining other
operads important for the present work.
Definition 1. A planar rooted tree is an isomorphism class of contractible graphs, embedded in the
plane, and endowed with a distinguished vertex, called the root, to which is attached an adjacent
half-edge, called the root-edge of the planar tree.
For a planar rooted tree T , we let V (T ) be the set of all its vertices. On it, we consider two
orders:
• The level partial order ≺ defined by orienting the edges of T towards the root, except the
root-edge. For two vertices u and v of V (T ), we write v ≺ u if there is a string of oriented
edges from v to u. In particular, the root is maximal for this partial order.
• The canonical linear order <: starting from the root-edge of T , we run along T in the
clockwise direction, passing trough each edge once per direction. The order we meet the
vertices for the first time gives the order <; see Example 2. In particular the root is the
minimal element for <.
Pictorially, our trees are drawn with the root at the bottom, and the order on the set of the
incoming edges of a vertex is given by the clockwise direction, i.e. from the left to the right.
For each vertex v ∈ V (T ), consider a small disc centered at v. The angles of v are the connected
components of the disc, when removed its intersection with the tree. The angles are ordered in
the clockwise direction, starting from the component in between the outgoing edge of v and its left
most incoming edge (if it exists). We let Angmin(T ) be the set of the minimal angles of all the
vertices of T . It is in canonical bijection with the set V (T ), which endows it with an order; see
Example 2.
Example 2. Let T be the following planar rooted tree, together with its angles:
a1
a2 a3
a4
c1
c2
c3
f1 e1
d1 b1
a
bdc
ef
The ordered set of the vertices of T is V (T ) = {a < c < f < e < d < b}. The ordered set of angles
of the vertex c is {c1 < c2 < c3}, the ordered set of the minimal angles of T is Ang
min(T ) = {a1 <
c1 < f1 < e1 < d1 < b1}.
From now on, when there is no ambiguity, planar rooted trees are simply called trees. We will
consider trees with labelings, or more in general, with partial labelings.
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Definition 3. Let T be a tree and let U be a subset of V (T ). A U–label of T is a bijection
l : U → {1, ..., n}. A tree T equipped with a U–label is called partially labeled ; it is called fully
labeled (or simply, labeled) if U = V (T ).
Let us denote by lid : U → {1 < ... < n} the unique isomorphism of ordered sets, where U
has the induced order from V (T ). Since Sn acts freely and transitively on the set of U–labels by
post-composition, one can write a U–label in a unique form by lσ : U → {1, ..., n} for some σ ∈ Sn
(and lσ := σlid).
Example 4. For (312) ∈ S3 we have the following examples of partially labeled trees:
3
21
,
1
2
3
,
3
1
2
.
Definition 5. For a partially labeled tree T , let Angminlab (T ) be the set of those minimal angles of
the labeled vertices of T .
Definition 6. Recall that our trees have oriented edges. For 1 ≤ i ≤ n, let In(i) be the order set
of incoming edges of the vertex labeled by i. The order on In(i) is the one induced by the clockwise
orientation, that is, from the left to the right.
Let us define an operadic structure on the partially labeled trees. Let PT p(n) be the K–vector
space generated by the set of partially labeled trees, whose U–labels are with U of cardinality n.
For m,n ≥ 1 and 1 ≤ i ≤ m, let
(2.1) ◦i : PT p(m)⊗ PT p(n)→ PT p(m+ n− 1)
be as follows.
For each T ∈ PT p(m), R ∈ PT p(n) and for a map of sets
φ : In(i)→ Angminlab (R),
define T ◦φi R to be the tree obtained as follows: substitute the vertex labeled by i by the tree R,
and graft the incoming edges of i to the labeled vertices of R following the map φ. The grafting is
required to be performed in such a way that it respects the natural order of each fiber of φ. More
precisely, since for every α the fiber φ−1(α) is endowed with the induced order from In(i) (given by
Angmin(T )), when performing the substitution, the incoming edges of φ−1(α) preserves this order.
The outgoing edge of i is identified with the root-edge of R. The tree T ◦φi R has m− 1+n labeled
vertices, and the partial labeling is given by classical re-indexation. Explicitly, for a U–label lT of
T and a U ′–label lR of R, the resulting label of T ◦φi R, say l
′′, is as follows. Suppose v be the
vertex of T labeled by i and consider the canonical inclusion of U \ {v} into the set of the vertices
of T ◦φi R, and similarly for U
′. The U \ {v} ∪ U ′–label l′′ is defined by
l′′(w) =

lT (w) if w ∈ U \ {v} and 1 ≤ lT (w) ≤ i− 1
lR(w) + i− 1 if w ∈ U ′
lT (w) + n if w ∈ U \ {v} and lT (w) ≥ i+ 1.
For two trees T and R as above, their partial composition is given by
(2.2) T ◦i R =
∑
φ : In(i)→Angmin
lab
(R)
T ◦φi R.
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We extend this by linearity to get (2.1). For instance, one has
1
32
◦1
1
=
1
32
and
(2.3)
1
32
◦1
1
2
=
1
243
+
1
2
4
3
+
1
2
3
4
+
1
2
43
.
Proposition 7. The S-module PT p = ⊕n≥1PT p(n) endowed with the partial composition maps
defined in (2.1) becomes a symmetric operad.
Proof. This is routine check. 
3. The operad PSB
In this section we introduce the operad PSB defined in third author’s PhD thesis [34]. It can
be seen as the post-Lie analogue of the operad of rooted trees defined in [11]. Explicitly, we show
that PSB is isomorphic to the operad of the post-Lie algebras.
3.1. Definition of PSB. Let L = ⊕n≥1L(n) be the suboperad of PT p generated by the fully
labeled trees.
For each n ≥ 2 let W(n) ⊂ PT p(n) be the K–subvector space generated by those partially
labeled trees T that satisfy:
(a) the root of T is unlabeled;
(b) if a vertex of T is unlabeled, then so is its ≺–successor;
(c) each unlabeled vertex of T has exactly two incoming edges.
We let
LW(1) := L(1) and LW(n) := L(n)⊕W(n) for n ≥ 2.
We will prove that LW = ⊕n≥1LW(n) carries a natural operad structure.
3.1.1. Vertex-wise action of the symmetric group. Let R be a tree in W(m) and let Vunl(R) denote
the set of its unlabeled vertices. For v ∈ Vunl(R), let R
v be the maximal subtree of R with root
v. Since v has exactly two incoming edges, Rv can be written as a corolla C(v;Rv1 , R
v
2), where
{Rv1 < R
v
2} is the ordered set of the maximal subtrees of R
v that does not contain v; the order is
induced by the canonical order < on R.
To any permutation σ ∈ S2 one may associate the tree Rσ that is obtained from R by changing
the subtree Rv into
Rvσ := C(v;R
v
σ(1), R
v
σ(2)).
The labeling is unchanged: if a vertex of Rv has a label, then its image in Rvσ has the same label.
More generally, to any tuple of permutations σ ∈ S
×|Vunl(R)|
2 one may associate a tree Rσ obtained
by applying the above construction to each vertex v of Vunl(R). Since the order we perform the
iteration does not matter, this is well defined.
For a tuple σ = (σ1, ..., σs) ∈ S
×|Vunl(R)|
2 we set ǫ(σ) = (−1)
sgn(σ1)+...+sgn(σs), where sgn(σi) is
the signature of the permutation σi ∈ S2.
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3.1.2. Contracting trees. Let T be a partially labeled tree with an unlabeled vertex v that is not the
root, and let v+ be its ≺–successor. Denote by Conv(T ) the partially labeled tree obtained from T
by contracting the edge linking v and v+. The resulting vertex, which comes from the merging of
v and v+, is endowed with the same label than the vertex v+ of T , if any.
For a tree R ∈ W(n), we denote by Con(R) the tree in PT p(n) obtained from R by contracting
all the edges that are bounded by two unlabeled vertices. Thus, in Con(R), the root is the unique
unlabeled vertex. For instance,
Con
 5
4
321
 = 54321 .
3.1.3. The operad LW. For m ≥ 1, n ≥ 2 and 1 ≤ i ≤ m, let
(3.1) ◦ˆi : LW(m)⊗W(n)→ LW(m+ n− 1)
be linear map defined as follows. Given T in LW(m) and R in W(n), for 1 ≤ i ≤ m, let v be the
vertex labeled by i. We set
(3.2) T ◦ˆiR =
{∑
σ∈SVunl(R)
ǫ(σ)Conr(T ◦i Con(Rσ)) if the ≺–successor of v exists and is labeled;
T ◦i R otherwise,
where r denotes the root vertex of Con(Rσ) seen as a sub-tree of T ◦i Con(Rσ) and Vunl(R) is the
set of unlabeled vertices of R.
For instance,
1
2
3
◦2
21
=
1
32
4
−
1
2
4
3
+
1
3
4
2
−
1
23
4
.
On the other hand, note that (2.1) restricts to
(3.3) ◦i : LW(m)⊗ L(n)→ LW(m+ n− 1).
Proposition 8. LW endowed with the partial compositions defined in (3.3) and (3.1) is an operad.
Proof. It is a tedious but direct verification. For the reader convenience we sketch the proof of the
nested associativity of the partial compositions, i.e. we show that for every three trees R,S and T
in W(r), W(s), and, respectively, in W(t)
R◦ˆi(S◦ˆjT ) = (R◦ˆiS)◦ˆi−1+jT,
for all 1 ≤ i ≤ r and 1 ≤ j ≤ s.
Let v and w be the vertices of R and S labeled, respectively, by i and j. If both v and w have
no labeled ≺–successor, then the involved partial compositions are the ones of the operad PT p, see
(2.1), which proves the equality. Now, let us suppose both v and w have a labeled ≺–successor (the
proof for the other cases is similar). In this case, recall that one has
(3.4) S◦ˆjT =
∑
σ∈SVunl(T )
ǫ(σ)Conr(S ◦j Con(Tσ)).
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First, set P ◦˜jQ := Conr(P ◦j Con(Q)) for every couple of trees P,Q ∈ W and observe that the
equality R◦i(S◦jT ) = (R◦iS)◦i−1+jT in PT p implies that
R◦˜i(S◦˜jT ) = (R◦˜iS)◦˜i−1+jT.
Indeed, note that the second contraction Conr in (3.4) does not affect the associativity of the ◦k’s
since the sets of the minimal labeled angles of Conr(S ◦j Con(Tσ)) and of S ◦j Con(Tσ) are the
same, and the set of inputs of v and of w are not concerned by these contractions. Similarly, as the
contraction Con(T ) involves only edges between unlabeled vertices, it has no consequence on the
associativity of the ◦k’s. We conclude by observing that, since w has a labeled ≺–successor, one
has Vunl(Conr(S ◦i Con(Tσ)) = Vunl(S). 
Let I ⊂ LW be the operadic ideal generated by
{
21
−
12
,
32
1
−
3
21
−
31
2
}
.
Definition 9. We call PSB the symmetric operad LW/I.
For later use, we prove the following result.
Lemma 10. For m ≥ 2, every generator of the Sm–module LW(m) has a unique S–equivariant
decomposition of the form
(3.5) (· · · (· · · ((S1 ◦i1 S2) ◦i2 S3) · · ·Sk−1) ◦ik−1 Sk)
σ,
where Sj ∈ LW(2) for 1 ≤ j ≤ k and σ ∈ Sm.
Proof. Recall that every labeled tree T ∈ L(m) has a unique S–equivariant decomposition into
corollas, that is, there is a k ≥ 1 and there are corollas Qj ∈ L(mj) for 1 ≤ j ≤ k such that
T = (· · · (· · · ((Q1 ◦i1 Q2) ◦i2 Q3) · · ·Qk−1) ◦ik−1 Qk).
The corollas Qj ∈ L(mj) and the ij ’s are unique up to the action of symmetric groups Smj . Let us
prove the lemma for corollas in L(n). One has
(3.6) 3
21
= 2
1
◦2 2
1
− 2
1
◦1 2
1
.
So the result holds for n = 2. For n ≥ 2, one has
n + 1
n· · ·21
= 2
1
◦2 n
n − 1· · ·21
−
∑
1≤i≤n−1
(
n
n − 1· · ·21
◦i 2
1
)σi
,
where σi ∈ Sn+1 is given by σi(1) = i, σi(i − k + 1) = i − k, σi(i + m) = i +m, 1 ≤ k ≤ i − 1,
1 ≤ m ≤ n+ 1− i. The result follows by induction on n.
Let us prove the lemma for W(m). Note that the statement is true for W(2). Let m ≥ 3 and T
be a tree of W(m). By definition the root of T is unlabeled, so there are two unique trees T1 and
T2 of LW such that
(3.7) T =
( 21
◦2 T2
)
◦1 T1.
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Possibly, either T1 or T2 is the unit tree of L(1), in which case the decomposition simplifies. If
both T1 and T2 or fully labeled (i.e. they are trees of L), then the result follows from the previous
case. Otherwise, one proceeds by induction, observing that for the tree(s) Ti of W(mi) one has
mi < m. 
3.2. Relating PSB with other operads. In this subsection we will make explicit how the operad
PSB relates to a few other well known algebraic operads.
Theorem 11. The operad PSB is isomorphic to the operad PostLie.
Proof. Recall that the operad PostLie = F(E)/(R) is a linear quadratic operad generated by two
operations E = E(2) = k[S2]〈[−,−], ⊲〉 and relations R = RLie ⊕ Rr ⊕ Rl where RLie are the Lie
relations (antisymmetry and Jacobi) for [−,−] and Rr and Rl correspond to the right and left
post-Lie relation (1.3) and (1.4) respectively:
⊲ ◦2 [−,−]− [−,−] ◦1 ⊲− [−,−] ◦2 (⊲ · (21)) and
⊲ ◦1 [−,−]− a⊲ + a⊲ · (213),
where a⊲ = ⊲ ◦1 ⊲− ⊲ ◦2 ⊲.
Let us define horizontal maps in the diagram
F(E) LW
PostLie PSB = LW/I
p
h
g
π
h
g
Let
h : F(E)→ LW
be the unique morphism of operads such that
h([−,−]) =
21
and h(⊲) =
2
1
.
A direct inspection shows that πh3(RJac) = πh3(Rr) = πh3(Rl) = 0, so πh induces a morphism
h : PostLie→ PSB. Let
gn : LW(n)→ F(E)(n)
be as follows. Let g1(•) = 1 ∈ K = PostLie(1) and g2 = h
−1
2 . For n ≥ 3 and a generator T ∈ LW(n)
recall the decomposition of Lemma 10 and let
gn(T ) := (· · · ((g2(S1) ◦i1 g2(S2)) ◦i2 · · · ◦ik−1 g2(Sk)) · σ.
We then extend it by linearity to get gn. By uniqueness of the decomposition given in Lemma
10, gn is well-defined and is, moreover, a morphism of operads. Also, it is a section of hn i.e.
hngn = idn. A direct computation shows that pg3(I) = 0. Therefore pg induces a morphism
g : PSB → PostLie.
Let us prove that
hngn = idn and gnhn = idn for n ≥ 2.
The first identity follows from hngn = idn. Indeed, for n ≥ 3 and [T ] ∈ PSB(n), one has
hngn(T + I) = hnpgn(T ) = hn(gn(T ) +R) = πhn(gn(T )) = π(T ).
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The other identity is obtained similarly: for n ≥ 2, any [T ] ∈ PostLie(n) can be written as
[T ] =
∑
kiTi + R, where each Ti ∈ F(E)(n) is a composition of Q
i
j ∈ E(2). Therefore, hn([T ]) =∑
kihn(Ti), where each hn(Ti) can be written as a composition, in LW(n), of h2(Q
i
j). By unicity
of the decomposition of Lemma 10 and by definition of gn, one obtains the result. 
Remark 12. Given an operad O and a vector space V , we denote by O(V ) the free O–algebra
generated by V . It is explicitly given by O(V ) =
⊕
n≥0O(n) ⊗Sn V
⊗n. By Theorem 11, we know
that PSB(K) is the free post-Lie algebra on K, which is the vector space generated by trees of PSB,
putting aside their labelings. In other words, if we let K = K < > for a generator , then PSB(K)
is generated by the set
G =
{
, , , , , , , , , . . .
}
.
The Lie product of two generators R and S is the class of the tree C(•;R,S); their post-Lie product
R ⊲ S is the grafting obtained from the composition in PSB,(
2
1
◦2 S
)
◦1 R,
by putting any labeling on S and R, composing and then forgetting the labeling.
In [11] Chapoton and Livernet constructed the operad RT controlling the symmetric brace
algebras together with an isomorphism Φ: PreLie→RT . As one has a projection p : PostLie→
PreLie defined by killing the Lie bracket [−,−], it is natural to ask if it is possible to recover the
operad RT from PSB.
To answer this question, recall, in short, that the operad RT is as follows (see [11, Section 1.5]
for details). The underlying S–module of RT is generated by (isomorphism classes of) labeled
non-planar rooted trees. The operadic composition is defined similarly to the one in (2.1) except
that, since we work with non-planar trees, the map φ in (2.2) is seen as a map from In(i) to V (R),
and the condition about the order when grafting the trees is forgotten.
Said that, consider the operadic ideal J of PSB generated by the class of
C(•; 1, 2) =
21
.
Proposition 13. The operad PSB/J is canonically isomorphic to the operad RT . Moreover, the
following diagram commutes
PostLie PSB
PreLie RT ;
p
h
Φ
here the vertical maps are the canonical projections, h is the isomorphism of Theorem 11 and Φ is
the isomorphism from [11, Theorem 1.9].
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Proof. We only prove the first assertion, as the commutativity of the diagram is a straightforward
verification. For all n and 1 ≤ i ≤ n− 1, one has
(3.8) n
n − 1
· · ·
21
◦i
21
=
n+ 1
n· · ·i+ 1i· · ·21
− n + 1
n· · ·ii + 1· · ·21
∈ J (n+ 1).
Since J is an ideal, J (n+ 1) is closed under the action of the Sn+1. In particular
n + 1
σ(n)· · ·σ(i+ 1)σ(i)· · ·σ(2)σ(1)
− n+ 1
σ(n)· · ·σ(i)σ(i+ 1)· · ·σ(2)σ(1)
belongs to J (n+1) for all σ ∈ Sn. Using this observations it is not difficult to see that the class in
PSB/J of any corolla is invariant under permutation of its leaves i.e. the class of any corolla may
be seen as non-planar corolla.
As every tree of PSB decomposes into corollas, its class in PSB/J may be seen as a non-planar
tree. Moreover, recall that PSB = LW/I. Since W is generated, as an operad, by C(•; 1, 2) (see
Lemma 10), the trees of LT /J are (fully) labeled. From this follows the existence of a canonical
bijection between LT /J and RT . It is straightforward to check that this bijection is compatible
with the operadic structures. 
4. The PSB–algebras
We start this section by characterizing the PSB–algebras. In particular we show that PSB
naturally encodes operations that are iterations of the post-Lie product, mimicking the case of the
symmetric braces which are iterations of the pre-Lie product. We term these iterated operations
post-symmetric braces and the corresponding algebras post-symmetric brace algebras. Then we turn
our attention to the universal enveloping algebra of a post-Lie algebra and we show how its structure
of D–bialgebra arises from the corresponding post-symmetric braces.
4.1. Definition of PSB–algebras. Recall the notation for the shuffle coproduct of T (V ), from
Convention 1.1: ∆sh(X) =
∑
I⊔J XI ⊗XJ ∈ T (V )⊗ T (V ) for any monomial X ∈ T (V ).
Proposition 14. A PSB–algebra is a pair (g, T ) of a Lie algebra (g, [−,−]) together with a linear
map T ∈ HomK(T (g)⊗ g, g) satisfying the following four properties.
(i) Let K be the ideal of T (g) generated by xy − yx− [x, y] for x, y ∈ g. For all z ∈ g one has
(4.1) T (K; z) = 0.
(ii) T (1; y) = y, for all y ∈ g,
(iii) For any two monomials X and Y = y1 · · · ym in T (g) and z ∈ g:
(4.2) T (X ;T (Y ; z)) =
∑
J0⊔···⊔Jm={1,...,m}
T (XJ0, T (XJ1; y1), · · · , T (XJm ; ym); z),
where the Ji’s form an ordered partition and with the convention that X∅ = 1 ∈ T (g).
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(iv) For all monomial X ∈ T (g) and all x, y ∈ g, one has
(4.3) T (X ; [x, y]) =
∑
I
∐
J
[
T (XI ;x), T (XJ ; y)
]
noticing that, by (ii), the two extremal terms read as
[
T (X ;x), y
]
and [x, T (X ; y)].
Proof. Since PSB is the quotient of LW by the Lie ideal I (see Definition 9), it is clear that the
corolla C(•; 1, 2) endows g with a Lie bracket.
Let us shorten the notation C(n + 1; 1, ..., n) to Cn+1. For n ≥ 0, denote by Tn : g
⊗n ⊗ g → g
the operation corresponding to Cn+1. They induce an operation T : T (g)⊗ g→ g.
(i) is a direct consequence of (3.8).
(ii) means that T0 : g→ g is the identity map; again this is immediate from its definition.
Let us show (iii). For n,m ≥ 0, the element Cn+1 ◦n+1 Cm+1 ∈ L(n+m+ 1) is, by definition of
the operadic composition, given by
(4.4)
∑
J1⊔···⊔Jm+1={1<...<n}
n +m + 1
n +mn + 1 · · ·· · ·
· · · · · ·
Jm+1
J1 Jm
.
The sum runs over all partitions of {1 < ... < n} by possibly empty order sets Ji; they correspond
to the fibers of the maps of sets φ : {1 < ... < n} → Angmin(Cm+1) in (2.1). The leaves of the
(gray thick) corolla with root n+ i are labeled by Ji.
Denote by ki = |Ji| for 1 ≤ i ≤ m and k = |Jm+1|. Note that every tree of the sum (4.4) can be
written as
(4.5) (· · · (Ck+m+1 ◦k+1 Ck1+1) ◦k+2 · · · ◦k+m Ckm+1) · σJ ,
where σJ ∈ Sm+n+1 is given by
1 · · · k︸ ︷︷ ︸ k + 1 · · · k1 + k︸ ︷︷ ︸ k1 + k + 1 · · · κ · · ·κ+ km︸ ︷︷ ︸ κ+ km + 1 n+m+ 1
Jm+1 J1 n+ 1 · · · Jm n+m n+m+ 1

.
Here κ = k+ k1+2+ k2+2+ ...+ km−1 +2. Since Tn : g
⊗n+1 → g is the operation corresponding
to Cn+1, we see that (4.5) provides the result.
The proof of (iv) is similar to that of (iii), by computing Cn+1 ◦n+1 C(•; 1, 2) ∈ LW(n+ 2). To
end the proof, recall that every tree ofW decomposes into corollas, and every tree of L decomposes
as in (3.7). This essentially says that the relations (i)-(iv) generates any other. 
Remark 15. A few comments are in order.
(1) As remarked in the proof of the theorem above, the morphism T defines, by restriction to
the g⊗n’s, a family of linear maps {Tn}n≥1, where Tn ∈ HomK(g
⊗n+1, g). Obviously the
properties of T expressed by the Formulas (4.1), (4.2) and (4.3) correspond to conditions
on the Tn’s. For example the compatibility between T and the Lie bracket expressed in
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(4.1), when read on the level of the Tn’s becomes:
Tn(x1, . . . , [xi, xi+1], . . . ;xn+2) = Tn+1(x1, . . . , xi, xi+1, . . . ;xn+2)
− Tn+1(x1, . . . , xi+1, xi, . . . ;xn+2).
In Proposition 16 will be analyzed in more details how the conditions on the linear map T
can be translated to the level of the family of the {Tn}n≥1.
(2) Applied on X = x ∈ g and Y = y1y2 ∈ g
⊗2, formula (4.2) gives
T (x;T (y1, y2; z)) = T (x, y1, y2; z) + T (T (x; y1), y2; z) + T (y1, T (x; y2); z),
for all z ∈ g.
For X = xy ∈ g⊗2 and u, v ∈ g, equation (4.3) gives
T (x, y; [u, v]) = [T (x, y;u), v] + [T (x;u), T (y; v)] + [T (y;u), T (x; v)] + [u, T (x, y; v)].
Using the family of linear maps {Tn}n≥1, the isomorphism PSB ∼= PostLie of Theorem 11 says
that the PSB–algebras can be characterized as follows.
Proposition 16. A structure of a PSB–algebra on a vector space V is the data of:
• a post-Lie algebra (V, ⊲, [−,−]); and,
• a family {Tn}n≥1 of linear maps Tn ∈ HomK(V
⊗n+1, V ) such that for each n ≥ 2
Tn(x1, . . . , xn; y) = T1(x1;Tn−1(x2, . . . , xn; y))(4.6)
−
n∑
k=2
Tn−1(x2, . . . , T1(x1;xk), . . . , xn; y),
and T1 = ⊲.
Proof. Let (g, T ) be a PSB–algebra and let {Tn}n≥1 be the corresponding family of linear operators,
see Remark 15. Let X = x ∈ g and Y = x1 · · ·xn−1 ∈ g
⊗n−1. For all y ∈ g, one has
T (X ;T (Y ; y)) = T1(x;Tn−1(x1, . . . , xn−1; y)).
Since
(4.7) ∆n−1sh x =
n∑
i=1
x(i),
where x(i) = 1 ⊗ · · · ⊗ x ⊗ · · · ⊗ 1 ∈ g
⊗n, with x in the position i, the term T (X ;T (Y ; y)) can be
written as
Tn(x, x1, . . . , xn−1; y) +
n−1∑
k=1
Tn−1(x1, . . . , T1(x;xk), . . . , xn−1; y),
see item (2) in Remark 15, which, up to renumbering, is Formula (4.6). Formulas (4.1) and (4.3)
imply that, for all x, y and z in g
(4.8) T1([x, y]; z) = T2(x, y; z)− T2(y, x; z),
and, respectively,
(4.9) T1(x; [y, z]) = [T1(x; y), z] + [y, T1(x; z)]
and since ⊲ = T1, one concludes that (g, ⊲) is a post-Lie algebra. On the other hand, suppose that on
a post-Lie algebra (g, ⊲) is defined a family of linear operators {Tn}n≥1, where Tn ∈ HomK(g
⊗n+1, g)
with T1 = ⊲, such that Formula (4.6) holds true. Let T ∈ HomK(T (g), g) be the unique linear map
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such that T (1; y) = y for all y ∈ g and such that, for each n ≥ 1, its restriction to g⊗n is equal to Tn.
Equations (4.1), (4.2) and (4.3) follow from the Formulas (4.8) (4.6) and, respectively, from (4.9)
using an inductive argument on the length of the monomial X and Y . For example, since every
x ∈ g is primitive, for X = x ∈ g, (4.3) is Formula (4.9). Suppose now that (4.3) held for every X
in g⊗k, for all k ≤ n − 1 and let X ′ = xX with X ∈ g⊗n−1. Then T (X ′; [y, z]) = T (xX ; [y, z]) =
Tn(x, x1, . . . , xn−1; [y, z]), which, using Formula (4.6), becomes
T1(x;Tn−1(x1, . . . , xn−1; [y, z]))−
n−1∑
k=1
Tn−1(x1, . . . , T1(x;xk), . . . , xn−1; [y, z]).
To conclude the proof it suffices to apply the inductive hypothesis to the terms in the formula above
and compare the result obtained with what one gets from the following computation
[T ((xX)(1); y), z] + [y, T ((xX)(2); z)]
recalling that for all x ∈ g:
∆sh(xX) = (xX)(1) ⊗ (xX)(2) = xX(1) ⊗X(2) +X(1) ⊗ xX(2).
One gets Formula (4.1) from Formulas (4.8) and (4.6) and Formula (4.2) from (4.6) using a similar
strategy. 
4.2. PSB-algebras vs D–algebras. We now discuss briefly some relations between the PSB-
algebras and the universal enveloping algebras of the corresponding post-Lie algebras. These alge-
bras, which were introduced in [30] and there termed D–algebras, were further studied in [28]. In
what follows we adopt the definition of D–algebra proposed in the recent preprint [13].
Definition 17 ([13]). A D–algebra is a unital, associative algebra (D, ·, 1) equipped with a non-
associative product ⊲ : V ⊗ V → V , an exhaustive increasing filtration
K · 1 = D0 ⊂ D1 ⊂ D2 ⊂ · · · ⊂ Dn ⊂ · · ·
and an augmentation ǫ : D → K such that Di ·Dj ⊂ Di+j and
(i) 1 ⊲ X = X and X ⊲ 1 = 0, for all X ∈ D.
(ii) D1 = ker(ǫ)∩D
1 is closed with respect to the antisymmetrization of the associative product
and with respect to the bilinear product ⊲ and it generates (D, ·).
(iii) x ⊲ (X · Y ) = (x ⊲ X) · Y +X · (x ⊲ Y ) for all x ∈ D1 and X,Y ∈ D.
(iv) (x ·X) ⊲ Y = x ⊲ (X ⊲ Y )− (x ⊲ X) ⊲ Y , for all x ∈ D1 and X,Y ∈ D.
Proposition 18 ([28]). D1 is a post-Lie algebra.
Proof. By antisymmetrizing the associative product · one gets a Lie bracket. Axiom (ii) says that
D1 is closed with respect to both this bracket and to the product ⊲. Now axiom (iii) implies (1.3)
and axiom (iv) implies (1.4), proving the statement. 
To investigate further the relations between D–algebras and PSB–algebras, it is convenient to
enhance the structure defining a D–algebra as follows.
Definition 19. A D-bialgebra is a bialgebra (D, ·, 1,∆, ǫ) endowed with a non-associative product
⊲ : D ⊗D → D and an exhaustive, increasing filtration
K · 1 = D0 ⊂ D1 ⊂ D2 ⊂ · · · ⊂ Dn ⊂ · · ·
such that Di ·Dj ⊂ Di+j and
(D1) 1 ⊲ X = X and X ⊲ 1 = 0, for all X ∈ D,
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(D2) D1 = ker(ǫ) ∩D
1 = Prim(D) which generates (D, ·),
(D3) ∆(X ⊲ Y ) = (X(1) ⊲ Y(1))⊗ (X(2) ⊲ Y(2)),
(D4) X ⊲ (Y · Z) = (X(1) ⊲ Y ) · (X(2) ⊲ Z),
(D5) (x ·X) ⊲ y = x ⊲ (X ⊲ y)− (x ⊲ X) ⊲ y,
(D6) D1 is closed under the antisymmetrization of the associative product.
In item (D2) Prim(D) is the vector space of the primitive elements of the coalgebra (D,∆, ǫ) i.e.
the set of all x ∈ D such that ∆x = x⊗ 1 + 1⊗ x.
First we prove that any D–bialgebra has an underlying structure of a D–algebra.
Proposition 20. If (D, ·, 1,∆, ǫ, ⊲) is a D-bialgebra, then (D, ·, 1, ǫ, ⊲) is a D–algebra.
Proof. Axioms (D2) and (D3) imply at once that D1 is closed under the product ⊲. To conclude the
proof it suffices to prove that every D–bialgebra fulfills the axioms (iii) and (iv) of the D–algebras.
Property (iii) follows at once from (D1), (D2) and (D4). To prove that in every D–bialgebra (iv)
holds, let x ∈ D1 and X,Y ∈ D. If the length of Y is 1, i.e. if Y ∈ D1, then (iv) is (D5). Let
Y ′ = Y · y, where length of Y is n − 1 and suppose that (iv) holds for each Y of length at least
n− 1. Then
(x ·X) ⊲ Y ′ = (x ·X) ⊲ (Y · y) =
(
(x ·X)(1) ⊲ Y
)
·
(
(x ·X)(2) ⊲ y
)
,
see (D5). Since the coproduct is an algebra morphism and x is primitive, the last term of the
previous equality becomes(
(x ·X(1)) ⊲ Y
)
·
(
X(2) ⊲ y
)
+
(
X(1) ⊲ Y
)
·
(
(x ·X(2)) ⊲ y
)
,
which, by the inductive hypothesis, can be written as(
x ⊲ (X(1) ⊲ Y )− (x ⊲ X(1)) ⊲ Y
)
· (X(2) ⊲ y) + (X(1) ⊲ Y ) ·
(
x ⊲ (X(2) ⊲ y)− (x ⊲ X(2)) ⊲ y
)
.
Since x ∈ D1, using (D4) the previous expression can be written as
x ⊲
(
X ⊲ (Y · y)
)
− [
(
(x ⊲ X(1)) ⊲ Y
)
· (X(2) ⊲ y) + (X(1) ⊲ Y ) ·
(
(x ⊲ X(2)) ⊲ y
)
].
Using (D3), together with the property of the coproduct of being an algebra morphism, the terms
in the square bracket can be written as (x ⊲ X) ⊲ (Y · y), giving the proof of the proposition. 
Let
U : Lie→ Bialgebra
be the classical universal enveloping algebra functor. With the following result we show that it
enriches to a functor
(4.10) U : PostLie→ D− bialgebra
with adjoint the primitive elements functor defined in (1.9).
Theorem 21. Let g be a Lie algebra. There is a one-to-one correspondence between the structures
of PSB–algebra on g and the structures of D–bialgebra on U(g).
Proof. Suppose first that g carries a structure of a PSB-algebra. Formula (4.1) implies that T
descends to a linear map, still called T , from U(g) ⊗ g to g, such that T (1;x) = x for all x ∈ g.
Define now ⊲ : U(g)⊗ U(g)→ U(g) by
(4.11) X ⊲ x = T (X ;x), ∀X ∈ U(g), x ∈ g,
(4.12) X ⊲ 1 = 0, ∀X ∈ U(g),
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and
(4.13) X ⊲ Y = (X(1) ⊲ y1) · · · (X(n) ⊲ yn)
for all Y = y1 · · · yn and any monomial X ∈ U(g). Endowing U(g) with its standard filtration and
its standard bialgebra structure, Properties (D2) and (D6) are automatically fulfilled. Furthermore
note that if X = x ∈ g and Y = y1 · · · yn ∈ U(g), (4.13) implies that
x ⊲ Y =
n∑
i=1
y1 · · · (x ⊲ yi) · · · yn,
i.e. that ⊲ extends to U(g) as a derivation of the associative product. This observation, together
with Formula (4.2), implies that ⊲ satisfies (D5).
Property (D4) follows from Formula (4.13) and from the coassociativity of the coproduct. More
precisely for every n ≥ 0, let
∇n : U(g)
⊗n ⊗
Un(g)
Un−1(g)
→
Un(g)
Un−1(g)
be the linear map defined by
(4.14) ∇n(A1 ⊗ · · · ⊗An ⊗ x1 · · ·xn) = (A1 ⊲ x1) · · · (An ⊲ xn)
for A1, . . . , An ∈ U(g) and x1 · · ·xn ∈
Un(g)
Un−1(g)
. Note that ∇0 is the multiplication map of the
ground field K, that ∇1(A ⊗ x) = A ⊲ x, for all A ∈ U(g) and x ∈ g and that, for all X,Y ∈ U(g),
with Y = y1 · · · yn
(4.15) ∇n
(
∆n−1X ⊗ Y
)
= ∇n(X(1) ⊗ · · · ⊗X(n) ⊗ Y ) = X ⊲ Y,
see (4.13). Furthermore, let
τn−k,k : U(g)
⊗n ⊗
Un(g)
Un−1(g)
→
(
U(g)⊗n−k ⊗
Un−k(g)
Un−k−1(g)
)
⊗
(
U(g)⊗k ⊗
Uk(g)
Uk−1(g)
)
be defined by
(4.16) τn−k,k(A1 ⊗ · · · ⊗An ⊗ x1 · · ·xn) =
(A1 ⊗ · · · ⊗An−k ⊗ x1 · · ·xn−k)⊗ (An−k+1 ⊗ · · ·An ⊗ xn−k+1 · · ·xn)
and let
mn−k,k :
Un−k(g)
Un−k−1(g)
⊗
Uk(g)
Uk−1(g)
→
Un(g)
Un−1(g)
be the natural multiplication map. One has
(4.17) mn−k,k ◦ (∇n−k ⊗∇k) ◦ τn−k,k = ∇n.
Suppose now that X,Y, Z ∈ U(g) with Y = y1 · · · yn and Z = z1 · · · zk. One has
(X(1) ⊲ Y ) · (X(2) ⊲ Z)
(4.15)
= ∇n
(
∆n−1X(1) ⊗ Y
)
· ∇k
(
∆k−1X(2) ⊗ Z
)
= mn,k ◦ (∇n ⊗∇k) ◦ τn,k
(
∆n−1X(1) ⊗∆
k−1X(2) ⊗ (Y · Z)
)
(4.17)
= ∇n+k
[(
(∆n−1 ⊗∆k−1) ◦∆)X
)
⊗ (Y · Z)
]
= ∇n+k(∆
n+k−1X ⊗ (Y · Z),
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where the last equality follows from the coassociativity of the coproduct. On the other hand, from
∇n+k(∆
n+k−1X ⊗ (Y · Z))
(4.15)
= X ⊲ (Y · Z),
which is what we wanted to show. It remains to prove item (D3). If Y = y ∈ g, then X ⊲ y is
primitive, which corresponds to (D3). Suppose by induction that (D3) is true for any monomial
Y = y1 · · · yk of length k ≤ n.
Let Y ′ = Y · y for Y of length k ≤ n and y ∈ g. By (4.13), one has
∆(X ⊲ (Y · y)) = ∆(X(1) ⊲ Y ) ·∆(X(2) ⊲ y) = ∆(X(1) ⊲ Y ) ·
(
(X(2) ⊲ y)⊗ 1 + 1⊗ (X(2) ⊲ y)
)
.
By induction hypothesis, this gives
∆
(
X ⊲ (Y · y)
)
=
(
(X(1) ⊲ Y(1))⊗ (X(2) ⊲ Y(2))
)
·
(
(X(3) ⊲ y)⊗ 1 + 1⊗ (X(3) ⊲ y)
)
=
(
(X(1) ⊲ Y(1)) · (X(3) ⊲ y)
)
⊗ (X(2) ⊲ Y(2)) + (X(1) ⊲ Y(1))⊗
(
(X(2) ⊲ Y(2)) · (X(3) ⊲ y)
)
.
Applying again (4.13), and noticing that the coproduct is cocommutative, one obtains
∆
(
X ⊲ (Y · y)
)
=
(
X(1) ⊲ (Y(1) · y)
)
⊗ (X(2) ⊲ Y(2)) + (X(1) ⊲ Y(1))⊗
(
X(2) ⊲ (Y(2) · y)
)
= (X(1) ⊲ Y
′
(1))⊗ (X(2) ⊲ Y
′
(2)).
Conversely, let U(g) be equipped with its standard filtration and its standard bialgebra structure
and supposed it be endowed with a structure of D-bialgebra whose D-product is denoted by ⊲. (D1)
implies that D1 = g which, by (D3), has a structure of post-Lie algebra whose post-Lie product is
given by the restriction of ⊲ to g ⊗ g. It follows from Theorem 11 that g is a PSB–algebra, with
higher operations given by Proposition 16.
Now let us see that the these two assignments are inverse to each other. In fact, this follows
from Theorem 11 since it says that two PSB–algebra structures on the Lie algebra g with the same
post-Lie product are equal. 
Proposition 22. The functors Prim and U are adjoints.
Proof. Let g be a post-Lie algebra and D be a D–bialgebra. Let f : g→ Prim(D) be a morphism of
post-Lie algebras. There exists a unique morphism of algebras f˜ : U(g) → D that extends f , that
is, such that Prim(f˜) ◦ η = f where η : g → Prim(U(g)) is the canonical identification. It remains
to prove that f˜ is a morphism of coalgebras and that f˜(X ⊲ Y ) = f˜(X) ⊲ f˜(Y ) for all X,Y ∈ U(g).
The first assertion is straightforward, while the second one can be shown by an induction on n in
the filtration {Un(g)}n. 
For a D–bialgebra (D, ·, 1,∆, ǫ, ⊲), let ∗ : D ⊗D → D be the linear map given by
(4.18) A ∗B := A(1) · (A(2) ⊲ B) for all A,B ∈ D.
The following is a straightforward, though a bit long, verification.
Proposition 23. (D, ∗, 1,∆, ǫ) is a bialgebra.
We let
(4.19) ∗ : D− bialgebra→ Bialgebra
denote the induced functor.
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Remark 24. If x belongs to Prim(D), then one has
(4.20) x ∗X = x ·X + x ⊲ X
for all homogeneous element X ∈ D.
Remark 25. The product ∗ defined on the universal enveloping algebra of a post-Lie algebra is
known as the Grossmann-Larson product, see for example [30, 29] and references therein.
5. Post-Lie Magnus expansion
In this section we further investigate from the view-point of the PSB–algebras the so called
post-Lie Magnus expansion, an interesting series which can be defined in a (suitable completion)
of any post-Lie algebra. We start by recalling a few basic properties of post-Lie algebras following
[27], then we introduce the post-Lie Magnus expansion and we discuss its role in the integration of
post-Lie algebras.
5.1. Post-Lie Magnus expansion and BCH formula. Let (g, [−,−], ⊲) be a post-Lie algebra
and let [[−,−]] : g⊗ g → g the Lie bracket defined in (1.5). Let x ∈ g and define ∇ : g→ EndK(g)
by
(5.1) ∇x(y) = x ⊲ y, ∀y ∈ g.
Lemma 26. ∇x is a derivation of (g, [−,−]) and (∇, g) is a representation of the Lie algebra
(g, [[−,−]]).
Proof. The first statement is Formula (1.4), while the second follows from a simple computation
which we omit. 
From now on g and g will denote the Lie algebra (g, [[−,−]]) and, with a slight abuse of notation,
the Lie algebra (g, [−,−]). Let U(g) and U(g) be the universal enveloping algebra of g and of g.
Following [27], for all x ∈ g let σx : U(g)→ U(g) be defined by σx(A) = x · A, where · denotes the
associative product in U(g) and let M : g→ EndK(U(g)) be defined by
(5.2) M(x) = Mx := ∇x + σx,
for all x ∈ g. One has
Lemma 27. (U(g),M) is a representation of g, i.e.
M[[x,y]] = [Mx,My], ∀x, y ∈ g.
Proof. It suffices to compute
[Mx,My](z) = Mx(∇y + σy)(z)−My(∇x + σx)(z)
= Mx(y ⊲ z + y · z)−My(x ⊲ z + x · z)
= x ⊲ (y ⊲ z) + x ⊲ (y · z) + x · (y ⊲ z) + x · (y · z)
− y ⊲ (x ⊲ z)− y · (x ⊲ z)− y ⊲ (x · z)− y · (x · z)
= x ⊲ (y ⊲ z)− y ⊲ (x ⊲ z) + (x ⊲ y − y ⊲ x) · z + [x, y] · z,
and
M[[x,y]](z) = (x ⊲ y − y ⊲ x) ⊲ z + [x, y] ⊲ z + (x ⊲ y − y ⊲ x) · z + [x, y] · z,
which, thanks to (1.4), reduces to the result of the previous computation. 
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Using the universal property of the enveloping algebra and the previous lemma, one can extend
the application M above defined to an application M : U(g)→ EndK
(
U(g)
)
which defines on U(g)
a structure of (left) U(g)-module. More precisely one has the following.
Proposition 28 ([27]). The application φ : U(g)→ U(g), defined by
(5.3) φ(A) =MA(1)
for all A monomial in U(g) and then extended by linearity to U(g), is both an isomorphism of (left)
U(g)-modules and of coalgebras.
Proof. First note that the universal property of the enveloping algebra implies that the application
M : U(g)→ EndK
(
U(g)
)
obtained from the application defined in (5.2) is a morphism of associative
algebras, i.e.
Mx1⊙···⊙xn = Mx1 ◦ · · · ◦Mxn ,
for all monomials x1⊙· · ·⊙xn in U(g). From this observation follows that φ restricts to the identity
map from U≤1(g) to U≤1(g). Moreover, a simple induction on the length of the monomial shows
that
(5.4) φ(x1 ⊙ · · · ⊙ xn)− x1 · x2 · · ·xn ∈ U≤n−1(g),
for all monomial of degree n in U(g). From this one easily deduces that the restriction of φ to
U≤n(g) surjects onto U≤n(g), for all n ≥ 2. On the other hand, if such a restriction had non trivial
kernel, then there should be a monomial of length n, say x1 ·x2 · · ·xn, contained in U≤n−1(g), which
would imply that x1 · x2 · · ·xn = 0. Since U(g) is an integral domain, at least one xi should be
equal to zero, which, in turn would imply that x1 ⊙ · · · ⊙ xn = 0, proving that, for all n ≥ 2, the
restriction of φ is a linear isomorphism between U≤n(g) and U≤n(g). We are left to show that φ is
compatible with the coalgebra structures of the universal enveloping algebras. The compatibility
of φ with the counits is clear. Then note that if A = x⊙X where X is a monomial of length n− 1
(5.5) φ(A) = x · φ(X) + x ⊲ φ(X).
Writing ∆ to denote the coproduct both in U(g) and in U(g) one has
∆ ◦ φ(x) = (φ⊗ φ) ◦∆(x), ∀x ∈ g.
Suppose that this identity holds for every monomial X ∈ U(g) of length n− 1, i.e.
(5.6)
(
φ(X)
)
(1)
⊗
(
φ(X)
)
(2)
= ∆ ◦ φ(X) = (φ⊗ φ) ◦∆(X) = φ(X(1))⊗ φ(X(2)),
then, if A = x⊙X , one can compute
(φ⊗ φ) ◦∆(A) = (φ⊗ φ) ◦∆(x ⊙X) = (φ⊗ φ)(∆x ⊙∆X)
= (φ⊗ φ)
(
(x⊙X(1))⊗X(2) +X(1) ⊗ (x⊙X(2))
)
=
(
x · φ(X(1)) + x ⊲ φ(X(1))
)
⊗ φ(X(2)) + φ(X(1))⊗
(
x · φ(X(2)) + x ⊲ φ(X(2))
)
.
On the other hand
∆ ◦ φ(A)
(5.5)
= ∆
(
x · φ(X) + x ⊲ φ(X)
)
= ∆
(
x · φ(X)
)
+∆
(
x ⊲ φ(X)
)
((D3))
= ∆x ·∆
(
φ(X)
)
+∆x ⊲∆(φ(X))
(5.6)
= ∆x · (φ⊗ φ)(X(1) ⊗X(2)) + ∆x ⊲ (φ⊗ φ)(X(1) ⊗X(2))
=
(
x · φ(X(1)) + x ⊲ φ(X(1))
)
⊗ φ(X(2)) + φ(X(1))⊗
(
x · φ(X(2)) + x ⊲ φ(X(2))
)
.

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Recall the product ∗ defined in (4.18).
Theorem 29 ([17]). φ is an isomorphism of bialgebras between (U(g),⊙, 1,∆, ǫ) and (U(g), ∗, 1,∆, ǫ).
Proof. It is a direct verification. 
Remark 30. The previous theorem was first proven in [17], even though there it was phrased in a
slightly different way. The analogue if this statement for pre-Lie algebra was first shown to be true
in [31, 32].
Remark 31. From a more categorical point of view one can rephrase the result of 29 in terms of the
existence of an isomorphism of functors
(5.7) φ : U◦ ⋊⋉→ ∗ ◦ U
extending the identity
Prim ◦ U◦ ⋊⋉= Prim ◦ ∗ ◦ U .
In the previous formulas, the functor ∗ was defined in (4.19), U , and Prim were defined in (4.10)
and respectively in (1.9) while
⋊⋉ : PostLie→ Lie
is the functor induced by the bracket (1.5).
In what follows we will need to work with a suitable completion of the Hopf algebras U·(g),
U∗(g) and U⊙(g). We will denote these completions as Uˆ·(g), Uˆ∗(g) and Uˆ⊙(g), without making
any notational difference between the structural operations of the original and the completed Hopf
algebras (i.e. we will denote by ∆ both the coproduct on the original and of the complete Hopf
algebra). The completions we will be interested in are obtained as inverse limits of quotients of
the original Hopf algebras by the powers of their augmentation ideals, and in these enlarged Hopf
algebras it will make sense consider infinite series like exponentials or logarithms. Furthermore, the
original Lie algebras g and g inherit a completion from the ambient completed universal enveloping
algebras. To save notation we will not introduce new symbols to distinguish between the original
and the completed Lie algebras, hoping that it will be clear from the context which Lie algebras
we are considering. For more details about the completion of Hopf algebras we refer the reader to
[33], see also [22] and [20].
Note that since φ(x1⊙· · ·⊙xn) = x1∗· · ·∗xn, the map φ extends to an isomorphism φ : Uˆ⊙(g)→
Uˆ∗(g) of complete Hopf algebras. Moreover, denoting with ⋄ any one of the products ·, ∗ and ⊙,
with G any one of the Lie algebras g or g, and with exp⋄ and log⋄ the corresponding exponential
and logarithm maps, one has that ξ is a group-like element of Uˆ⋄(G) if and only if ξ = exp⋄(x) for
a unique x ∈ Prim
(
Uˆ⋄(G)
)
. In other words,
exp⋄ : Prim(Uˆ⋄(G))→ Group(Uˆ⋄(G)),
is a bijection whose inverse is
log⋄ : Group(Uˆ⋄(G))→ Prim(Uˆ⋄(G)).
Remark 32. Recall that Prim(Uˆ⋄(G)) = G.
In particular the application η : g→ g, defined by
(5.8) η = log· ◦φ ◦ exp⊙,
is a bijection.
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Remark 33. Since g and g are two Lie algebra having the same underlying vector space, η can be
thought of as a map between g and itself. Furthermore, note that φ : Uˆ⊙(g) → Uˆ∗(g) restricts to
a bijection φ : Group(Uˆ⊙(g)) → Group(Uˆ(g)). In particular, since Uˆ·(g) and Uˆ∗(g) have the same
coalgebra structure, φ(exp⊙ x) = exp∗ x is a group-like element of Uˆ·(g).
Let χ : g→ g be the inverse of η, i.e. χ is the application that takes every x ∈ g to the (unique)
element χ(x) ∈ g such that
exp·(x) = exp∗
(
χ(x)
)
.
Definition 34. The map χ is called the post-Lie Magnus expansion.
Remark 35. The map χ is a very interesting mathematical object. It was introduced in [18], see
also [17], to analyze iso-spectral type flow equations defined on a post-Lie algebra whose post-Lie
product was coming from a solution of the modified Yang-Baxter equation. More in general, in [20],
it was observed that given a post-Lie algebra (g, ⊲), for every x ∈ g, χx(t) := χ(tx) ∈ g[[t]] satisfies
the following non-linear ODE
χ˙x(t) = (d exp∗)
−1
−χx(t)
(
exp∗(−χx(t)) ⊲ x
)
,
and that, the non-linear post-Lie differential equation
x˙(t) = −x(t) ⊲ x(t),
for x = x(t) ∈ g[[t]], with initial condition x(0) = x0 ∈ g, has as a solution
x(t) = exp∗(−χx0(t)) ⊲ x0.
In the same reference χ was dubbed post-Lie Magnus expansion to stress that such a map is the
analogue, for post-Lie algebras, of the so called pre-Lie Magnus expansion, see [26] and references
therein. This can be defined on every completed and unital pre-Lie algebra (g, ⊲) as the map
Ω : g→ g satisfying the recursive relation
Ω(x) =
∞∑
k=0
Bk
k!
LkΩ(x)(x),
where, for all y ∈ g, Ly : g → g, is defined by Ly(x) = y ⊲ x and the Bk are the Bernoulli numbers,
B0 = 1, B1 = −
1
2 , B2 =
1
6 , B3 = 0, ..... In particular, the first terms of the previous expansion read
as
(5.9) Ω(x) = x−
1
2
x ⊲ x+
1
4
(x ⊲ x) ⊲ x+
1
12
x ⊲ (x ⊲ x) + · · ·
which is the compositional inverse of the (left) pre-Lie exponential map
exp⊲(x) := x+
1
2
x ⊲ x+
1
6
x ⊲ (x ⊲ x) + · · ·
In other words, the (left) pre-Lie Magnus expansion is the (left) pre-Lie logarithm, i.e. Ω(x) =
log⊲(1 + x), for all x ∈ g. The pre-Lie Magnus expansion turned out to be an important object in
several different areas of mathematics like dynamical systems, see [1], combinatorics [12], [19] and
[3], quantum field theory [21] and deformation theory, see [2] and [16]. At the best of our knowledge,
(5.9) was dubbed pre-Lie Magnus expansion in [19]. A very nice and comprehensive review of the
classical Magnus expansion and of its many applications can be found in [6], see also [10].
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Let (g, ⊲) be a post-Lie algebra and let Exp(∇x) be the automorphism of (the vector space) g
defined by
(5.10) Exp(∇x)(y) = y +
∑
n≥1
∇nx(y)
n!
.
Proposition 36. For all x ∈ g, one has
(5.11) Exp
(
∇χ(x)
)
(y) =
∑
n≥0
1
n!
Tn(x, . . . , x︸ ︷︷ ︸
n−times
; y), ∀y ∈ g.
Proof. Recall from (4.20), that for a ∈ g and b ∈ U(g), one has a ∗ b = ab+ a ⊲ b. Using (D5), this
gives a ⊲ (b ⊲ y) = (a ∗ b) ⊲ y. We deduce that
Exp
(
∇χ(x)
)
(y) = y + χ(x) ⊲ y +
1
2!
(
χ(x) ∗ χ(x)
)
⊲ y + ... = exp∗
(
χ(x)
)
⊲ y.
The latter is, by definition of χ, equal to exp·(x) ⊲ y. 
Remark 37. It is worth to mention that (5.11) was proven in [21] for the case of a pre-Lie algebra,
see also [16] and [2].
We now discuss how the post-Lie Magnus expansion relates to the Hausdorff groups of the Lie
algebras g and g. Recall that the Hausdorff group of a complete Lie algebra (g, [−,−]) is the group
with product defined by the Baker-Campbell-Hausdorff series BCH(x, y) = log(exey) whose the
first terms read as
BCH(x, y) = x+ y +
1
2
[x, y] +
1
12
([x, [x, y]] + [y, [y, x]]) + · · ·
To achieve our goal, let ♯ : g⊗ g→ g be defined by
(5.12) x♯y = log·
(
exp·(x) ∗ exp·(y)
)
, ∀x, y ∈ g.
This operation is called composition product in [22] to which we refer for more informations about
its relevance in the theory of geometric numerical integration.
Lemma 38 ([22], Proposition 2.5, p.12). For all x, y ∈ g, one has
(5.13) x♯y = BCH[−,−]
(
x, exp·(x) ⊲ y
)
.
Proof. For completeness we recall here below the proof of this result. Since exp·(x) is a group-like
element, (4.18) implies that
exp·(x) ∗ exp·(y) = exp·(x) · (exp·(x) ⊲ exp·(y)).
A simple induction on the length of the monomials, together with (D4), gives
exp·(x) ⊲ y · · · y︸ ︷︷ ︸
n−times
= exp·(x) ⊲ y · · · exp·(x) ⊲ y︸ ︷︷ ︸
n−times
,
which implies
exp·(x) ∗ exp·(y) = exp·(x) exp·(exp·(x) ⊲ y) = exp·(BCH(x, exp·(x) ⊲ y)),
proving the statement. 
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Going back to the Formula (5.12) one can compute:
x♯y = log·
(
exp·(x) ∗ exp·(y)
)
= log·
(
exp∗(χ(x)) ∗ exp∗(χ(y))
)
= log·
(
φ
(
exp⊙(x)
)
∗ φ
(
exp⊙(y)
))
= log·
(
φ
(
exp⊙(x)⊙ exp⊙(y)
))
= log·
(
φ
(
exp⊙
(
BCH[[−,−]](χ(x)), χ(y)
)))
= log·
(
exp∗
(
BCH[[−,−]](χ(x)), χ(y)
))
.
Therefore, one has
exp·(x♯y) = exp∗
(
BCH[[−,−]](χ(x)), χ(y)
)
,
which, using the definition of the map χ, becomes
exp∗
(
χ(x♯y)
)
= exp∗
(
BCH[[−,−]](χ(x)), χ(y)
)
,
or, equivalently,
χ(x♯y) = BCH[[−,−]](χ(x)), χ(y)
)
.
Using (5.13) and the identity
exp·(x) ⊲ y =
∑
n≥0
1
n!
Tn(x, . . . , x︸ ︷︷ ︸
n−times
; y), ∀x, y ∈ g,
one obtains the following.
Proposition 39. For all x, y ∈ g, one has
(5.14) BCH[[−,−]](χ(x), χ(y)) = χ
(
BCH[−,−](x,Exp(∇χ(x))(y))
)
.
If (g, ⊲) is a pre-Lie algebra, i.e. a post-Lie algebra such that [−,−] ≡ 0, then
χ(x) = log⊲(1 + x),
see Remark 35, i.e. under this assumption the post-Lie Magnus expansion is the pre-Lie Magnus
expansion, see Corollary 8 pag. 276 in [20]. From Proposition 39 one gets the following.
Corollary 40. If g is a pre-Lie algebra, then, for all x, y ∈ g, one has
(5.15) exp⊲
(
BCH[[−,−]](χ(x), χ(y))
)
= 1 + x+ Exp(∇χ(x))(y).
Remark 41. The identity (5.15) was first proven in [1], where it was also observed that the operation
f : g⊗ g→ g defined by
(5.16) f(x, y) = x+ Exp(∇χ(x))(y), ∀x, y ∈ g,
turns g into a group, there termed the group of formal flows of g, isomorphic to the Hausdorff
group of the Lie algebra underlying the pre-Lie algebra (g, ⊲), see also [26, 21, 2] and [16]. It is
probably worth to stress that in the pre-Lie case the symmetric brace algebra is a crucial ingredient
to integrate the original pre-Lie algebra, see Formulas (5.11) and (5.16) while the pre-Lie Magnus
expansion is used to define the isomorphism between the group of formal flows and the Baker-
Campbell-Hausdorff group of the Lie algebra underlying the original pre-Lie algebra. In analogy
with the pre-Lie case, Proposition 39 shows that the post-symmetric braces and the post-Lie Magnus
expansion are crucial ingredients to integrate a (complete) post-Lie algebra.
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It is also worth to remark that Lemma 38, together with Definition 34, tells us that for every
(unital and complete) pre-Lie algebra the composition law of the formal flows (5.16) is nothing else
than the composition product defined in (5.12).
Acknowledgements
The second author was supported by PNPD/CAPES-2013 during the first period of this project,
and by grant “#2018/19603-0, Sa˜o Paulo Research Foundation (FAPESP)” during the second
period. The third author thanks the Instituto de Cieˆncias Matema´ticas e de Computac¸a˜o, where
the first part of this project was developed during her doctorate.
The authors wish to express their gratitude to Kurusch Ebrahimi-Fard and Dominique Manchon
for useful comments about the content of the paper.
References
[1] A. Agrachev, R. Gramkelidze. Chronological algebras and nonstationary vector fields J. Sov. Math. 17, 1650–
1675, 1981.
[2] R. Bandiera. Formality of Kapranov brackets in Ka¨hler geometry via pre-Lie deformation theory. Int. Math.
Res. Not. IMRN no.21, 6626–6655, 2016.
[3] R. Bandiera, F. Schaetz. Eulerian idempotent, pre-Lie logarithm and combinatorics of trees. math.arXiv
1702.08907
[4] C. Bai, L. Guo, X. Ni. Nonabelian generalized Lax pairs, the classical Yang-Baxter equation and PostLie algebras.
Commun.Math.Phys 297(2), (2010) 553–596.
[5] D. Burde. Left symmetric algebras, or pre-Lie algebras, in geometry and physics. Cent. Eur. J. Math. 4 (2006),
no. 3, 323–357.
[6] S. Blanes, F. Casas, J. A. Oteo, J. Ros. The Magnus expansion and some of its applications. Phys. Rep. 470
(2009), 151–238.
[7] D. Burde, K. Dekimpe, K. Verkammen. Affine actions on Lie groups and post-Lie algebra structures. Linear
Algebra and its Applications 437 no. 5 (2012) 1250–1263.
[8] D. Burde, K. Dekimpe. Post-Lie algebra structure and generalized derivations of semi-simple Lie algebra.Moscow
Mathematical Journal Vol. 13 no.1 (2013) 1–18.
[9] D. Burde, K. Dekimpe. Post-Lie algebra structure on pairs of Lie algebras. J. Algebra Vol.464 (2016) 226–245.
[10] F. Casas. Computational Aspects of Some Exponential Identities. in Discrete Mechanics, Geometric Integration
and Lie-Butcher Series,pag. 185–229, Ed. K. Ebrahimi-Fard and M. Lin˜a´n Barbero, Springer Proceedings in
Mathematics and Statistics 2018.
[11] F. Chapoton and M. Livernet. Pre-Lie algebras and the rooted trees operad. International Mathematics Research
Notices (2001), no.8 , 395–408.
[12] F. Chapoton, F. Patras. Enveloping algebras of preLie algebras, Solomon Idempotents and the Magnus formula.
Int. J. Algebra Comput. 23(4) (2013) 853–.
[13] C. Curry, K. Ebraihmi-Fard, D. Manchon and H. Z. Munthe-Kaas. Planarly branched rough paths and rough
differential equations on homogeneous spaces. arXiv preprint math/180408515, 2018.
[14] C. Curry, K. Ebraihmi-Fard and H. Z. Munthe-Kaas. What is a post-Lie algebra and why is it useful in geometric
integration. in Lecture Notes in Computational Science and Engineering Vol.126, 2019.
[15] C. Curry, K. Ebraihmi-Fard and B. Owren. The Magnus expansions and Post-Lie algebras. arXiv preprint
math/180804156, 2018.
[16] V. Dotsenko, S. Shadrin, B. Vallette. Pre-Lie deformation theory Mosc. Math. J. 16 no.3 505–543, 2016.
[17] K. Ebrahimi-Fard, A. Lundervold and H. Z. Munthe-Kaas. On the Lie enveloping algebra of a post-lie algebra.
Journal of Lie Theory 25 (2015), 1139–1165.
[18] K. Ebrahimi-Fard, A. Lundervold, I. Mencattini, and H. Z. Munthe-Kaas. Post-Lie Algebras and Isospectral
Flows. SIGMA 25(11) 093 (2015).
[19] K. Ebrahimi-Fard, D. Manchon. A Magnus- and Fer-type formula in dendriform algebras. Found. Comput. Math.
9 295–316 (2009).
POST-SYMMETRIC BRACES AND INTEGRATION OF POST-LIE ALGEBRAS 26
[20] K. Ebrahimi-Fard, I. Mencattini. Post-Lie algebras, Factorization Theorems and Isospectral Flows. in Discrete
Mechanics, Geometric Integration and Lie-Butcher Series,pag. 231–285, Ed. K. Ebrahimi-Fard and M. Lin˜a´n
Barbero, Springer Proceedings in Mathematics and Statistics 2018.
[21] K. Ebrahimi-Fard, F. Patras. The Pre-Lie Structure of the Time-Ordered Exponential. Lett. Math. Phys. 104
no.10, 1281–1302, 2014.
[22] G. Floystad, H. Z. Munthe-Kaas. Pre-and post-Lie algebras: the algebro-geometric view. Abel Symposium Series
2017.
[23] M. Gerstenhaber. The cohomology structure of an associative ring. Annals of Mathematics 78, no.2 (1963),
267-288.
[24] T. Lada and M. Markl. Symmetric Brace Algebras. Applied Categorical Structure (2005), vol. 13, no. 4, 351–370.
[25] J.-L. Loday and B. Vallette. Algebraic operads, volume 346 of Grundlehren der Mathematischen Wissenschaften
[Fundamental Principles of Mathematical Sciences]. Springer, Heidelberg, 2012.
[26] D. Manchon. A short survey on pre-Lie algebras. E.Schro¨dinger Institute Lectures in Mathematical Physics
European Mathematical Society, A. Carey Ed., 2011.
[27] D. Manchon. Free post-Lie algebras, the Hopf algebra of Lie group integrators and planar arborification. Talk
at ”Algebraic Combinatorics, Resurgence, Moulds and Applications” at the Centre International de Rencontres
Mathmatiques, June 29, 2017. Link: CIRM’s website.
[28] A. Lundervold and H. Z.Munthe-Kaas. On post-lie algebras, Lie Butcher series and moving frames. Foundations
of Computational Mathematics Vol. 13 no.4, (2013) 583–613.
[29] H. Z. Munthe-Kaas, K. K. Follesdal. Lie-Butcher Series, Geometry, Algebra and Computation. in Discrete
Mechanics, Geometric Integration and Lie-Butcher Series,pag. 71–113, Ed. K. Ebrahimi-Fard and M. Lin˜a´n
Barbero, Springer Proceedings in Mathematics and Statistics 2018.
[30] H. Z. Munthe-Kaas, H. Z. Wright. On the Hopf algebraic structure of Lie groups integrators. Found. Comput.
Math. 8(2), 227–257, (2008).
[31] J.M. Oudom and D. Guin. Sur l’alge`bre enveloppante d’une alge`bre pre´-Lie. C. R. Math. Acad. Sci. Paris 340
(2005), no. 5, 331–336.
[32] J.M. Oudom and D. Guin. On the Lie enveloping algebra of a pre-Lie algebra. J. K-Theory 2 (2008), no. 1,
147–167.
[33] D. Quillen. Rational Homotopy Theory. Ann. Math. 90 2 205 (1969)
[34] P. Silva. A post-Lie operad of rooted trees. PhD Thesis at ICMC-USP, 2018.
[35] B. Vallette. Homology of generalized partition posets. J.Pure App. Algebra 208 (2007), no.2, 699–725.
[36] E. B. Vinberg. The theory of homogeneous convex cones. Transactions of the Moscow Mathematical Society 12
(1963) 340–403.
Universidade de Sa˜o Paulo, Instituto de Cieˆncias Matema´ticas e de Computac¸a˜o, Avenida Trabalhador
Sa˜o-carlense, 400 - CEP: 13566-590 - Sa˜o Carlos, SP - Brazil
E-mail address: igorre@icmc.usp.br
Universidade de Sa˜o Paulo, Instituto de Cieˆncias Matema´ticas e de Computac¸a˜o, Avenida Trabalhador
Sa˜o-carlense, 400 - CEP: 13566-590 - Sa˜o Carlos, SP - Brazil
E-mail address: math@quesney.org
Universidade Estadual de Santa Cruz, Departamento de Cieˆncias Exatas, Campus Soane Nazare´ de
Andrade, Rodovia Jorge Amado, km 16, Bairro Salobrinho CEP 45662-900- Ilhe´us,BA-Brasil
E-mail address: psfsilva@uesc.br
