In this paper we consider the blow up phenomenon of critical nonlinear Schrödinger equations in dimension 1D and 2D. We define the minimal mass as the L 2 norm necessary to ignite a wave collapse and we stress its role in the blow up mechanism. Asymptotic compactness properties and L 2 -concentration are proved. The proof relies on linear and nonlinear profile decompositions.
Introduction
We consider the L 2 -critical nonlinear Schrödinger equation: The parameter κ equal to −1 (respectively 1) corresponds to the focusing (respectively defocusing) NLS, respectively. It is well known (see [4] , for example) that for every u 0 ∈ L 2 (R d ), there exists a unique maximal solution u to (1.1), (1.2), with
for some T * , T * > 0. Moreover, we have the following alternative: either T * = T * = +∞ or min{T * , T * } < +∞ and
In addition, the conservation law
is satisfied for all t ∈ ]−T * , T * [. The local theory relies heavily on some integrability properties of the solution of the associated linear Schrödinger equation
called Strichartz estimates. In fact, by using Fourier analysis, in connections with the work by Tomas [18] , as in [17] or an abstract operators theory as in [7] , it was proved that e it u 0 , solution of (1.4), satisfies
(1.5)
The local solution follows from solving the equivalent integral equation 
). In the same way one can take the asymptotic condition to be hold at +∞ instead of −∞.
The small data theory asserts that there exists δ > 0 (related to the constant C in (1.5)) such that if
the initial values problem (1.1), (1.2) has unique global solution u(t, x),
. This follows by solving the Cauchy problem (1.1), (1.2) directly in the whole space (the first step of the iteration method suffices to reach T * = T * = ∞). Notice that the sign of κ does not play any role and the global existence for small data occurs in both defocusing and focusing cases. However, for a large data and in the focusing case (κ = −1) blow up may occur. The blow up or "wave collapse" is an important phenomenon with many physical consequences. A lot of theoretical and numerical works are dedicated to this subject when the initial data belongs to H 1 . In fact, in this space energy arguments apply and a blow up theory has been developed in the two last decades (see [4, 9, 16, 21] and the references therein). This theory is mainly connected to the notion of ground state: the unique positive radial solution of the elliptic problem
In [20] , M.I. Weinstein exhibited the following refined Gagliardo-Nirenberg inequality:
Combined with the conservation of energy, this implies that Q L 2 is the critical mass for the formation of singularities: for every u 0 ∈ H 1 such that
the solution of (1.1) with initial data u 0 is global. Also, this bound is optimal. In fact, by using the conformal invariance, one constructs [10] has proved that, up the invariants of (1.1), this is the only blowing up solution with minimal mass. It is also proved (see [12, 19] ) that at the blow up there is a concentration phenomenon in L 2 norm: there exists a continuous functions x(t) such that
For the case u 0 ∈ L 2 no results are known until 1998. The first result in this direction is due to J. Bourgain [2] in the case of dimension 2. In fact, by using a refined version of the Strichartz inequality (1.5) proved in [14] and harmonic analysis techniques, this author have proved that if u is blow up solution of (1.1), (1.2) at finite time T * > 0, then
Using the work by Bourgain, F. Merle and L. Vega [13] have proved, among other things, some asymptotic compactness properties in L 2 (R 2 ) up to the invariance of the equation. More precisely, there exists α 0 so that for a subsequence t n → T * , there are a n , b n , x n , ρ n → 0 and H = 0 such that e ia n x+ib n |x| 2 ρ n u t n , (x − x n )ρ n H.
(1.10)
Our aim in this paper is to give a better description of the blow up solutions of (1.1), (1.2) in one and two space dimensions. We define the minimal mass as the most little L 2 -norm needed the ignite the blow up phenomenon and we stress the role of the solutions with minimal mass in the collapse mechanism. 1 Definition 1.1. We define δ 0 as the supremum of δ in (1.7), such that the global existence for (1.1), (1.2) holds,
In the ball
2) admits a complete scattering theory with respect to the associated linear problem.
Definition 1.2.
A solution u of (1.1), (1.2) blows up for t > 0 if T * < +∞ or T * = +∞ and u does not disperse at infinity, i.e.,
Similarly for the backward problem. 3 1 We try to show that these solutions play a similar role to the one played by Q in H 1 context. 2 That means that the solution u is globally defined and disperses at infinity. The general consensus is that
3 Note that the finite time blow up and the no dispersion phenomena are conjugated via the pseudo-conform transform.
In the first theorem we prove the existence of a blow up solutions with minimal mass (the supremum δ 0 is not attained).
for which the solution u of (1.1), (1.2) blows up for both t > 0 and t < 0. Remark 1.4. In H 1 context it turns out that, up the invariants of (1.1), the only blow up solution with minimal mass which blows up for both t > 0 and t < 0 is the solitary wave e it Q(x).
As a direct consequence of Theorem 1 and the pseudo-conform transform, we get the following:
be any time sequence such that, as n → ∞,
Then there exists a subsequence of {t n } ∞ n=1 (still denoted by {t n } ∞ n=1 ), which satisfies the following properties. There exist
initial data ψ blows up for both t > 0 and t < 0, and
Furthermore, we have
where T * * denotes the (forward) lifespan of U .
Remark 1.7.
The assumption u 0 L 2 < √ 2δ 0 is merely technical. It guarantees the uniqueness of the blow up profile which is necessary to prevent the apparition of quadratic oscillations (see the proof for more details). For arbitrary large data, the asymptotic (1.10) remains the best available result. Remark 1.8. Similar results of asymptotic and limiting profiles of blow up solutions in the H 1 context are proved by H. Nawa [15] . Remark 1.9. We do not know if ψ or ψ L 2 depends on the time sequence {t n } ∞ n=1 . Recently, F. Merle and P. Raphael [11] have proved that, in the H 1 context, Q is the universal blow up profile (for the strongḢ 1 convergence) for the near-critical mass solutions.
As a direct consequence, we get for the singular solutions with minimal mass the following proposition. 
where T * * denotes the (forward) lifespan of U . Remark 1.11. We do not know if ψ depends on the time sequence {t n } ∞ n=1 . It is expected that, up to a multiplication by e iθ , ψ = Q. The fact that the solution U associated to ψ blows up for both t > 0 and t < 0 corroborates this expectation (remember Remark 1.4). 
The next theorem shows that, for every data with in the ring
( 
The rest of the paper is structured as follows. In Section 2 we prove a result of nonlinear profile decomposition needed for the proofs of our results which are given in Section 3.
Profile decomposition
We start with the following definitions. 
Definition 2.1. (i) For every sequence
The following theorem is a restatement of the parts of [13] and [3] which are relevant for us.
Then there exists a subsequence of {v n } ∞ n=1 (still denoted by {v n } ∞ n=1 ), which satisfies the following properties. There exist
for every 1.
Remark 2.4. Up to change the profiles one can take lim n→∞ t j n ∈ {−∞, 0, +∞}.
Before stating the nonlinear equivalent of this theorem, we need to introduce the following when n goes to the infinity. We define the nonlinear profile U associated to {V , Γ n } ∞ n=1 as the unique maximal solution 4
The following theorem results from Theorem 2.3 and a perturbation analysis. 
Moreover, if (i) or (ii) holds, then
where w n is as in (2.1) and
Remark 2.7. The first implication shows that the length of the interval of existence of u n is bounded from below by the smallest of the length of the interval of existence of each profile. This is a direct effect of the pairwise orthogonality of the family {ρ j n , t j n , ξ j n , x j n }; the sum of the linear profiles is decoupled when n goes to infinity and there is no interaction of the profiles inducing a smaller interval of existence than that associated to every profile. The second implication proves that there is no interaction between the profiles which generates a solution for a larger interval of existence than one of the profile separately. Remark 2.8. In view of (2.3) there exists N ∈ N, such that, for every j > N, V j L 2 < δ 0 . Thus, U j is global, for every j > N, and (2.5) is satisfied for those profiles. We are then concerned with a finite number of profiles {U j , 1 j N } only. Note also that if we put I j n = ρ j n 2 I n + t j n then (2.5) means that I j n → I j such that U j is well defined in I j . If I n ⊂ R + (respectively I n ⊂ R − ) and, for some j , t j n → +∞ (respectively t j n → −∞) then I j = ∅, and (2.5) is satisfied for this index j .
Remark 2.9.
A similar results had already been proved for wave equations By H. Bahouri and P. Gérard [1] and for H 1 -critical Schrödinger equations by the author [8] (see also [5, 6] ).
Proof of Theorem 2.6
Let us first introduce some notations.In the sequel A B denotes an estimate of the form A KB for some constant K.
will be shortened to L p [I ] and ||| · ||| stands for the norm:
Also we denote
The rest of the proof proceeds in two steps.
Step 1. In this step we prove the first implication of the theorem. We set
where w n is as in (2.1). Function r n satisfies the following equation
where
We shall prove
Once proved, (2.7) yields
for some 0 . According to the assumption (2.5), the right-hand side term is bounded, and (2.6) is then proved. Let us then prove (2.7). By the inhomogeneous Strichartz estimates (see [4] ), we infer
d+4 denotes the conjugate of γ . However, by triangle and Hölder's inequalities, we can estimate
.
In this stage we need the following. Proof. Observe first that, in view of (2.2), if we prove 12) then (2.10) follows.
Proposition 2.10. Under the notations above, we have
It is easy to check 5 that the pairwise orthogonality of {Γ 13) for every 1. However, thanks to (2.3), the series V j 2
converge. Thus, for every > 0, there exists ( ) such that
, ∀j > ( ).
The theory of small data asserts that, for sufficiently small, U j is global and
, which yields (since γ > 2)
So we have to deal only with a finite number of nonlinear profiles {U j } 1 j ( ) . But, in view of the pairwise orthogonality of {Γ j n } ∞ j =1 and the assumption (2.5), one has
and then (2.12) follows. The proof of (2.11) is similar to the (2.10). It uses the pairwise orthogonality of {Γ
and the smallness of w n L γ [R] . This closes the proof of Proposition 2.10. 2
Coming back to the proof of (2.7) and according to (2.8)-(2.10), we can estimate
, 5 See [8] for a detailed proof. The main argument is that the pairwise orthogonality leads the mixed terms to go to 0.
for every I = [a, b] ⊂ I n . Thanks to the smallness of w n L γ [I ] when n and l are large, the linear term w n γ −2
may be absorbed by the left-hand term, and we get for l and n large
15)
The next lemma shows that, under a suitable partition of I n , we can also absorb the other linear term on r n L γ [I ] in the right-hand side of (2.15).
Lemma 2.11. For every > 0, there exists an integer p (which depends on but not on n and ) and a partition of I n
17)
for every 1 i p and every 1.
Proof. From (2.13) and (2.14), it follows that there exists 1 = 1 ( ) sufficiently large such that
Thus, it suffices to construct a family of partial partitions as in (2.16), for every 1 j
for every 0 i p j . The final partition will be obtained by intersecting all the partial ones. Let us discuss the case j = 1. We denote by I 1 the maximal interval of existence of U 1 . Since,
, then the assumption (2.6) implies that there exists a closed intervalĨ 1 ⊂ I 1 such that
and (ρ 1 n ) 2 I n + t 1 n ⊂Ĩ 1 , for n large. We decomposeĨ 1 as
This yields,
The family of intervals
fulfills the condition (2.18) for j = 1. In the same way we construct a partial partition, for every 2 j 1 . The final partition, which is obtained by intersecting all the partial ones, is finite independently of n and l. This concludes the proof of Lemma 2.11. 2
Let us now achieve the proof of Theorem 2.6. Up to consider separately the backward and forward problem, we may write the partition (2.16) as
By choosing sufficiently small, we obtain
Observe that, by definition of the nonlinear profile U and allows us to repeat the same argument on I 2 n . We iterate the same process for every 1 i p. Since I n = I 1 n ∪ · · · ∪ I p n and p is finite independently of n and l, we get
which is (2.7). Remark finally that (2.2), (2.7) and the pairwise orthogonality of the family {Γ
Step 2. In this part we shall prove the second implication of Theorem 2.6. Let {I n } ∞ n=1 be a family of intervals containing 0 such that (2.6) holds. If (2.5) fails then, for every M > 0, there exists a familyĨ n ⊂ I n containing 0 such that 21) for every j 1, and
The sequence of intervalsĨ n satisfies the statement (i) of Theorem 2.6. This gives, in particular (remember (2.20)),
This leads to
This contradicts (2.6). Thus (2.5) holds and the proof of Theorem 2.6 is complete.
Proof of the main results

Proof of Theorem 1.3
In this paragraph we shall give a partial proof of Theorem 1.3. More precisely, for the moment we prove only that there exists an initial data u 0 ∈ L 2 (R d ) with u 0 L 2 = δ 0 such that the corresponding solution of (1.1), (1.2) blows up for t > 0 or t < 0. In the proof of Theorem 1.6, we shall show that there exists an initial data u 0 ∈ L 2 (R d ) with u 0 L 2 = δ 0 , for which the solution u of (1.1), (1.2) blows up for both t > 0 and t < 0.
From the definition of δ 0 it follows that there exists a family of initial data 
On the other hand, (2.3) implies that
This yields
Thus, we infer
Recall that U j 0 is solution of (1.1) satisfying U(s j 0 , x) = V (s j 0 , x), where s j 0 = lim s j 0 n . If s j 0 = 0 then U j 0 is a blow up solution of (1.1), (1.2) with minimal mass. If s j 0 = ∞ then we take U j 0 (t 0 + ·, ·) where t 0 is a finite time in which U j 0 is defined.
Finally, if U j 0 blows up at infinity we use the pseudo-conformal transformation:
to get a solution with minimal mass which blows up at finite time T * .
Proof of Theorem 1.6
Take u to be a solution of (1.1), (1.2) which blows up at finite time T * > 0 and {t n } ∞
n=1
to be a time sequence going to T * as n → ∞. We set
{u n } ∞ n=1 is a family solutions of (1.
In the last line we have used the conservation of L 2 -norm for Eq. (1.1). Also, the blow up of u at time T * implies that
By applying Theorem 2.3 to the sequence {u n (0, ·)}, we obtain, for some subsequence of {u n } ∞ n=1 , a family of linear profiles {V j , Γ This implies that there exists a unique profile V 1 and the weak limit in (3.5) is, in fact, strong.
Proof of Theorem 1.12
Let u to be a solution of (1.1), (1.2), with u 0 L 2 < √ 2δ 0 , which blows up at finite time T * > 0. Let {t n } ∞ n=1 be any time sequence such that, as n → ∞, This concludes the proof of Theorem 1.14.
