































































Tato  práce  vznikla   jako  školní   dílo  na  Vysokém učení   technickém v Brně,  Fakultě   informačních  























































je   výroba   takových   systémů   pro   firmy   na   celém světě   velmi   lukrativní   záležitost.   Samozřejmě 
konkurence v této oblasti  je velmi vysoká,  a proto rychlost a cena návrhu nového systému je při 
vývoji kritická.
V praxi se nejčastěji  používají  nástroje,  které  mají  za úkol zkrátit  dobu činností,  kterým se 

















Cílem   této   práce   je   navrhnout   a   implementovat   řešení,   které   by   umožnilo   běh   simulace 




systémů.   Popisuje   různé   metody   analýzy  modelovaných   systémů   a   zároveň   poskytuje   přehled 
základních   funkcí   projektu   Lissom   jakožto  modelovacího   nástroje.   Kapitola   3   se   blíže   zabývá 
projektem Lissom. Záměrem této kapitoly je seznámit čtenáře s celým projektem a objasnit cíle této 
práce. V kapitole 4 je popsán návrh možných způsobů synchronizace simulátorů během simulace. 
Obsahuje   popis   různých   metod   komunikace   mezi   procesy   a   důvody,   které   vedly   ke   zvolení 
implementovaného řešení. Kapitola 5 se zabývá strukturou zpráv používaných pro komunikaci mezi 
simulátory a kapitola 6 popisuje funkce, které poskytuje navrhovaný protokol. V kapitole 7 se řeší 
návrh  mechanismu   pro   sdílení   dat   během   simulace.   8.   kapitola   popisuje   vlastní   implementaci 




Pod   pojmem   modelování   rozumíme   cílevědomou   činnost,   která   slouží   k   získávání   informací 
o jednom systému prostřednictvím jiného systému — modelu. Systémem je definován jako množina 
prvků   a   jejich  vazeb účelově   definovaných  pro vykonávání   určitých   funkcí.  Při  modelování  pak 
využíváme toho, že model je také systém a cílem modelování je nalezení takového systému (modelu), 
který   se   modelovanému   systému   podobá.   Význam   modelování   spočívá   v   tom,   že   umožňuje 
ekonomické   studium  systémů.   Je   výhodnější,   rychlejší   a  často   jedině  možné   získávat   informace 
o systémech   experimentováním na   jejich  modelech,   než   na   originálech.  V   tomto   smyslu   náleží 
do modelování výstavba všech modelů, fyzikálních i matematických, statických i dynamických.
Je­li   modelovaný   systém   jednoduchý,   nebo   můžeme­li   formulovat   tak   zjednodušující 
předpoklady, aby byl model řešitelný analyticky, popíšeme chování systému matematickými vztahy 
a hledané veličiny stanovujeme matematickými prostředky. Výsledky získáváme ve formě funkčních 
vztahů,   ve   kterých   se   jako   proměnné   vyskytují   parametry  modelu.  Řešení   konkrétního  modelu 
získáme dosazením konkrétních hodnot do funkčních vztahů.  Výsledné  hodnoty  jsou  tedy funkcí 
jednoho, či více obecných parametrů. Hlavní předností analytického řešení je menší časová náročnost 
řešení matematického modelu. Jde však o modely jednoduché nebo podstatně zjednodušené.

















Proces modelování  systémů  na počítačích můžeme velmi zjednodušeně  rozdělit  do tří  základních 
etap:










složky  budou  součástí   systému nebo   jeho  okolí.  Různé   speciﬁcké   cíle   a  účely  modelů  můžeme 
zahrnout do několika základních tříd[1]:




c) Predikce  ­   vyhodnocení   chování   systému za   určitých,   v   reálném systému potenciálních, 
podmínek.
d) Analýza  citlivosti  ­  určení   těch   faktorů   (parametrů),   jež   jsou  pro  činnost   celého  systému 
nejvýznamnější.
e) Optimalizace ­ nalezení takové kombinace parametrů, která vede k nejlepší odezvě systému.
f) Funkcionální   vztahy  ­   objevení   povahy   závislostí   mezi   nejvýznamnějšími   parametry 
a odezvou systému.
Tento výčet účelů a cílů modelu není jistě vyčerpávající a mohou existovat i jiné důvody, pro které se 
rozhodneme metody modelování  na počítačích využít.  Explicitní  vymezení  účelu modelu má však 
významný   dopad   na   celý   proces   budování   abstraktního   modelu   i   na   vlastní   experimentování 





musí   být   homomorfní   vztah,   který   vyžaduje   korespondenci   prvků   abstraktního  modelu   s   prvky 
modelovaného procesoru a korespondenci jejich struktur.
2.2 Vytvoření simulačního modelu
Pod   pojmem   simulační   model   rozumíme   abstraktní   model   zapsaný   formou   programu 
v programovacím   jazyce.   Na   rozdíl   od   dvojice  modelovaný   systém   ­   abstraktní   systém,   kde 




jazyků   a   metod.   Například   projekt   Lissom,   jehož   je   tato   práce   součástí,   používá   pro   popis 
abstraktního modelu procesoru jazyk ISAC a XML, a pro zápis simulačního modelu C++.
2.3 Simulace
Simulací   označujeme   etapu   experimentování   s   reprezentací   simulačního  modelu.   Jejím cílem   je 
analýza chování systému v závislosti na vstupních veličinách a na hodnotách parametrů. Vlastní etapě 
simulace   předchází   veriﬁkace   simulačního   modelu,   kdy   ověřujeme   korespondenci   simulačního 
a abstraktního  modelu,   zpravidla   tedy   izomorfní   vztah  mezi   těmito   dvěma  modely.  Analogicky 






jednotky   simulace,   opakujeme   tak   dlouho,   dokud   nezískáme   dostatečnou   informaci   o   chování 
systému nebo pokud nenalezneme takové  hodnoty parametrů,  pro něž  má  systém žádané  chování. 
Důležitou složkou simulace je neustálá konfrontace informací, které o modelovaném systému máme 
a které   simulací   získáváme.   Tato   konfrontace   nám  pomáhá   rozhodnout   jeden   z   nejobtížnějších 
problémů modelování – problém validity (platnosti) modelu. Ověřování validity modelu je proces, 
v němž se snažíme dokázat, že skutečně pracujeme s modelem adekvátním modelovanému systému. 
V   případě,   že   chování  modelu   neodpovídá   předpokládanému   chování   originálu,  musíme  model 
modiﬁkovat s přihlédnutím k informacím, které jsme získali předcházející simulací.
      Pro   efektivní   realizaci   těchto   etap   modelování   potřebujeme   jednak   prostředky   pro   práci 




Projekt   Lissom   se   zabývá   tvorbou   univerzálního   nástroje   pro   vývoj   procesorových   architektur 
založených  na  instrukčních  sadách.   Jeho  cílem  je  poskytnout  kompletní   sadu nástrojů  pro  návrh 
těchto architektur spolu s nástroji potřebnými pro tvorbu softwaru pro vyvíjenou architekturu. Jako 







První  vrstvou,  která  by se dala  nazvat  „tenký  klient“  je  prezentační  vrstva.  Prezentační  vrstva  je 
uživatelské rozhraní, které pouze zprostředkovává interakci s uživatelem. Poskytuje ovládací prvky, 
kterými může uživatel ovlivňovat simulaci a zároveň zobrazuje různé statistiky týkající se simulace.
Další   je   střední   vrstva,   která   zpracovává   požadavky   od   prezentační   vrstvy   a   zajišťuje 
komunikaci mezi simulátory a prezentační  vrstvou. Požadavky od prezenční vrstvy zpracovává  na 
základě  definic z konfiguračního souboru. Definice akcí  jsou strukturovány ve formátu XML a je 
tedy  velmi   snadné   přidávat   akce  nové.  Zprostředkováním komunikace   se   simulátory   je  myšleno 
především   ovládaní   simulátorů   a   přenos   nejrůznějších   statistik,   které   jsou   potřeba   pro   ladění 
simulovaného programu.





víceprocesorové   simulace.   Z   pohledu   zmiňované   třívrstvé   architektury   to   znamená   navrhnout   a 





Základním prvkem, o který se opírají ostatní  nástroje, je jazyk pro popis zdrojů  a instrukční  sady 

















tedy   nutné   vytvořit     konstrukce,   které   umožňují   mikroprocesoru   pracovat   se   zdroji   jiného 
mikroprocesoru. Pokud nechceme definovat vlastní strukturální propojení mikroprocesorů, ale pouze 
pracovat   s   externími  zdroji   jiného  mikroprocesoru,   vytvoříme pro   tento  účel   pro   sekce   chování 
(BEHAVIOR)   operací   mechanismus,   který   nám   umožní   číst   a   zapisovat   do   zdrojů   externího 
mikroprocesoru.
Navrhovaná konvence pro pro práci s externími zdroji bude vypadat následovně. 
„název mikroprocesoru.název zdroje“ ,   kde   název  mikroprocesoru   odpovídá   názvu 
ISAC souboru s popisem mikroprocesoru.











může lišit   jde­li  o komunikaci při  paralelních výpočtech, nebo jen o získávání  dat ze vzdálených 
zdrojů (webové stránky). Protokol navrhovaný v této práci má za úkol zajišťovat jak výměnu (sdílení) 
dat při simulaci, tak volání funkcí, či jen získávání informací o průběhu simulace.
Protože   nechceme   uživatele   omezovat   určitou   platformou   a   zároveň   chceme   udržet 
jednoduchou   přizpůsobivost   protokolu   různým   komunikačním  médiím,  měl   by   být   navrhovaný 




hojně   používá   v   paralelním programování,   objektově   orientovaném programování   a   obecně   při 
meziprocesové   komunikaci.   Komunikace   je   tvořena   zasíláním   zpráv   příjemcům   (procesům, 














který   by   musel   být   pro   implementaci   použit.   Nezávislost   MPI   na   protokolu,   nad   kterým   je 
implementováno   je   velkou   výhodou,   protože   je  možné   implementovat  MPI   jak   nad   klasickými 
sockety s TCP/IP tak nad sdílenou pamětí, případně nad jakýmkoliv jiným médiem, které je vhodné 
pro konkrétní problém.
Nejvýznačnějšími  vlastnostmi  MPI   jsou  výkonnost,   rozšiřitelnost   a  přenositelnost.  Bohužel 
mezi   tyto  vlastnosti   nepatří   pohodlné   programátorské   rozhraní,   které   by  poskytovalo   jakoukoliv 
abstrakci,   ale  veškerý  paralelismus   je  nutné   vyjádřit  explicitně   –  proto   je   také  MPI  považováno 
za tzv. low­level protokol[5].
4.1.2 Implementace MPI
Vzhledem   k   tomu,   ze   MPI   je   pouze   specifikace   knihovních   funkcí,   existuje   mnoho   různých 
implementací,  které   sice  poskytují   stejná   rozhraní   a   funkcionalitu,   ale   také   se  od   sebe  v  mnoha 
ohledech liší. 
Pokud   bychom   se   rozhodli   použít   pro   implementaci   navrhovaného   protokolu   některou 




















vychází  jako nejvhodnější  varianta vytvoření  vlastní  knihovny. Tato knihovna bude obsahovat jen 




zajišťovat,   že   simulátor   při   čtení   sdíleného   zdroje   dostane   vždy   aktuální   hodnotu   a   při   zápisu 
do sdíleného   zdroje  musí   zajistit,   aby   kopie   tohoto   zdroje,   které  mají   ostatní   simulátory,   byly 
označeny jako neaktuální, případně musí zajistit přímo distribuci nové hodnoty.
4.3 Dvoustavová synchronizace
















Řešení  problému se  zbytečným ohlašováním zápisů,  kterým trpí  dvoustavový  protokol,   se  nabízí 
celkem   jednoduché   –   rozšířit   protokol   o   stav,   který   signalizuje,  že   daný   zdroj   je   ve   výlučném 


















Jeden z uzlů   je  ve funkci  arbitra.  Arbitr,  stejně   jako simulátory,  udržuje seznam kopií  sdílených 
zdrojů a s informací o tom, který simulátor má aktuální  hodnotu. Při synchronizaci by simulátory 
komunikovaly   pouze   s   arbitrem,   který   by  mimo   arbitráže   fungoval   také   jako   proxy   server   pro 
požadavky simulátorů. 
Na žádost o čtení zdroje reaguje arbitr takto: v seznamu zdrojů zkontroluje stav zdroje a pokud 
má   aktuální   hodnotu,  odpoví   simulátoru   sám.  Pokud  arbitr   nemá   aktuální   hodnotu,  vyžádá   si   ji 




lokálně  – nová  hodnota zdroje se propisuje až  ve chvíli,  kdy o její  čtení  požádá  simulátor,  který 
aktuální hodnotu nemá.
Výhoda  modelu   s   arbitrem   spočívá   v   tom,   že   se   omezí   komunikace  mezi   jednotlivými 
procesory –  arbitr by fungoval jako proxy server s cache (pokud má arbitr aktuální hodnotu, uspokojí 










S2 a čte U I V R:U ­ ­ V ­ Arbitra
S2 zapisuje U V M W:U I ­ I I:U ­
S1 zapisuje U I M W:U ­ V I I:U ­








ve stavu  shared  nebo  modified,  znamená   to,  že tento simulátor  byl  buď  poslední,  který  zapisoval 
do tohoto zdroje(stav modified)  nebo žádný   jiný  simulátor  od poslední  aktualizace zdroj  neměnil 
a hodnota zdroje je tedy aktuální(stav shared). V tomto případě není třeba žádat o aktualizaci a lze 
použít hodnotu z lokální paměti. Je­li zdroj ve stavu invalid, musí simulátor zaslat žádost o aktuální 









Akce Stav před Stav po Broadcast Stav v S1 Stav v S2 Data od:
S2 a čte U I V R:U V S1
S2 zapisuje U V M W:U I ­
S1 zapisuje U I M W:U I ­










definovaná   ve   formátu   XML.  Aby   nemusely   být   jednotlivé   fragmenty   protokolu   „prezentační­
střední“   vrstva   transformovány   na   strukturu   protokolu   „střední­simulační“   vrstva   případně 
na strukturu   „simulační­simulační“   vrstva,   je   struktura   protokolu   „simulační­střední“   vrstva 








































Jak již  napovídá  název, slouží   tyto zprávy pro přenášení  dat mezi simulátory – konkrétně  hodnot 
zdrojů.  Na rozdíl  od  kontrolních  zpráv slouží   tyto  zprávy k  zápisu  nebo  čtení  hodnot   sdílených 


















implementace   pro   všechny   rozšířenější   operační   systémy  a   samotné   připojování   ke   vzdálenému 
počítači se dá plně automatizovat a spouštění příkazů je pak transparentní.
Bezprostředně po startu zná simulátor pouze identifikaci vlastníka každého sdíleného zdroje. 
Konkrétní   adresy  ostatních   simulátorů   získá   simulátor   od   střední   vrstvy  při   spouštění   simulace. 
Střední vrstva načte seznam jmen simulátorů a odpovídajících adres při instalaci simulátorů a tento 







jednotlivé   simulátory  na  odpovídající   stanice.  Podle   stejného  konfiguračního   souboru   se  ve   fázi 













Po dokončení  instalace simulátorů  na hostitelské  stanice dá střední  vrstva příkaz přes ssh k jejich 
spuštění. Pro zajištění určité míry volnosti nemají simulátory předem určenou ani IP adresu, ani port, 
na   kterém mají   běžet.   Proto,   jak   bylo   zmíněno   v  úvodu   kapitoly,   je   povinností   střední   vrstvy 
simulátorům tyto parametry předat. Informace o tom, na kterých portech mají jednotlivé simulátory 















Po spuštění   simulátorů,   před  započetím samotné   simulace,   se  musí   ustavit   spojení  mezi  každým 
simulátorem a  střední  vrstvou.  Toto   spojení   iniciuje  střední  vrstva,  která   po   instalaci   simulátorů 
na jejich   hostitelské   stanice   zná   potřebné   IP   adresy   a   porty,   na   kterých   simulátory   poslouchají. 










Pokud dojde  k zamítnutí  připojení,  ohlásí   střední  vrstva chybu prezenční  vrstvě,  která   informuje 
uživatele.  Dojde­li   k   timeoutu,   odpověď   nedojde  v  požadovaném časovém  intervalu,   opakuje   se 





čeká  na příkaz ke spuštění  simulace.  Protože každý  simulátor  potřebuje  komunikovat  s  ostatními 
simulátory musí znát jejich síťovou adresu. Stejně jako porty, tak ani adresy nejsou pevně určené, 
a proto není jiná možnost, než získat je až za běhu, před započetím samotné simulace. Seznam adres 
všech   simulátorů   proto   zasílá   střední   vrstva   již   spuštěnému   simulátoru   jako   parametr   příkazu 






<ITEM>dsp</ITEM> -- identifikace simulátoru


















konce (existence spojení  není  velká  zátěž  pro systém ­   naproti   tomu neustálá   tvorba spojení  by 
zpomalovala běh simulace).













Pokud   dojde   k   zamítnutí   připojení,   ohlásí   se   chyba   střední   vrstvě   a   simulace   končí.   Dojde­li 
k timeoutu – odpověď nedojde v požadovaném časovém intervalu, opakuje se žádost o spojení. Pokud 









dojde příkaz ke od střední  vrstvy.  Spuštění  a zastavení  simulace je signalizováno vlajkou,  kterou 
nastavuje serverová část na základě příkazů od střední vrstvy. Vlákno provádějící simulaci kontroluje 















běžet  na   stejném uzlu   ­   „simulátor  –   simulátor“,   „simulátor   –   střední   vrstva“,   „střední   vrstva  – 












Během   ladění   aplikace   simulované   simulátorem   je   nutné   zobrazovat   statistiky   a   stavy   zdrojů 
v klientech uživatelů (prezenční vrstvě), a zároveň zabezpečit předání simulačních dat (zejména stavy 
zdrojů)  mezi   definovanými   simulátory  během simulace.  Pro   splnění   těchto  požadavků  musí   být 
navržena podpora v simulační knihovně a v simulačním protokolu. 




na  konkrétní   simulátor.  Prezentační  vrstva  nezná   fyzické  umístění   jednotlivých  simulátorů  –  zná 
pouze jméno sledovaného zdroje a vše řeší střední vrstva, která má tabulku zdrojů, podle které určí 























Obě   verze   simulátoru   mají   své   výhody   i   nevýhody.   Interpretovaný   simulátor   je   nezávislý 
na programu, který chceme odsimulovat a doba pro jeho vygenerování je výrazně kratší, než je tomu 
u simulátoru   kompilovaného.   Naproti   tomu   kompilovaný   simulátor   je   závislý   na   simulovaném 
programu,   takže   se  při   změně   programu musí   vytvořit  nový   simulátor,   ale  nabízí  mnohem větší 
rychlost při simulaci.




Interpretovaný   simulátor   je   implementován s  využitím objektového modelu.  Každý   typ  zdroje   je 
reprezentován jednou třídou a operace nad zdroji jsou definovány jako metody těchto tříd a přetížené 
operátory.
Pro   podporu   multiprocesorové   simulace   bylo   nezbytné   rozšířit   původní   třídy   o   atributy 
uchovávající jméno zdroje a jeho stav. Tyto atributy jsou potřebné pouze pro sdílené zdroje, a proto 
byl pro sdílené zdroje vytvořen i nový konstruktor, který požadované atributy nastavuje. Dále bylo 
zapotřebí   upravit   i   původní  metody   a  operátory   tak,   aby  ve   svém chování   tyto   nové   vlastnosti 
odrážely.   Při   implementaci   potřebných  úprav   byl   brán   ohled   na   to,   aby   se   neměnilo   rozhraní 






int size;     //bitová šířka
int data;     //prostor pro uložení dat
mutable int wstat;      //počítadlo zápisů
mutable int rstat;      //počítadlo čtení
bool shared; //označení jestli je zdroj sdílený
char *name; //jméno zdroje
tResState flag; //vlajka, která udržuje stav zdroje M,S,I
pthread_mutex_t guard; //mutex, který hlídá zápis/čtení hodnoty




TRegister::TRegister(const char* rname, MSIL* msi)
Příklad vytvoření objektu, který reprezentuje sdílený zdroj:
TRegister ax = new Tregister(“ax“, msi)
8.2 Podpora protokolu MSI
Jak   je   uvedeno   v   předchozím   textu,   používá   se   pro   komunikaci   mezi   jednotlivými   vrstvami 
tzv. zasílání  zpráv. Tímto způsobem je tedy provedena i implementace samotného MSI protokolu, 
který se používá pro synchronizaci hodnot mezi simulátory. Pro jednoduchost použití byla vytvořena 

































Podobně   jako je tomu při  čtení,  se nejdříve podle vlajky  shared  rozhodne, o jaký  zdroj se 
jedná.    Pokud se nejedná  o sdílený  zdroj,  provede se zápis hodnoty a zvýší  se počítadlo zápisů. 




o zápisu,  obsahující   jméno zapisovaného zdroje a  jméno simulátoru,  který  zápis  provedl.  Ostatní 











jedno z vláken provádí  simulaci a druhé  vlákno zprostředkovává  komunikaci s okolím. Simulační 
vlákno pracuje s jedním sdíleným zdrojem typu TRegister. Celá simulace spočívá pouze v počítání 
vzestupné sekvence čísel v rozsahu 10 – 100.




Funkčnost   celého   návrhu   byla   průběžně   testována   v   jednotlivých   fázích   vývoje.  V   počátečních 
stádiích šlo pouze o testování funkčnosti rozšíření střední a prezentační vrstvy. Další fáze testování 
spočívala v ověření funkčnosti protokolu MSI a komunikace simulátorů se střední vrstvou.
Jednoduchou  modifikací   testovacího simulátoru  bylo  vytvořeno několik  dalších  simulátorů, 
které byly postupně připojovány do simulace. Postupné přidávání simulátorů mělo ukázat schopnost 





počtem   simulátorů   a   střední   vrstva   je   schopna   spravovat   simulátory   běžící   na   oddělených 
i společných uzlech. 
Testování  ale   také  odhalilo  chybu v  implementaci  ustavování   spojení  mezi  střední  vrstvou 
a simulátory.  V  případě,   kdy   spuštění   simulátoru  na  hostitelské   stanici   bylo   z  nějakého  důvodu 





Součástí   testování   bylo   také   posouzení   efektivity   paralelní   simulace.   Jak   je   vidět 
z následujícího   grafu   počet   předaných   zpráv   během   testovací   simulace   roste   úměrně   s   počtem 
simulátorů.   To   je   v   tomto   modelovém   případě   způsobeno   charakterem   simulované   úlohy 
a skutečností,   že   simulátory   pracují   navzájem   asynchronně.   V   optimálním   případě   by   počítaná 
posloupnost  měla   být   souvislá,   ale   asynchronní   zpracovaní  úlohy   způsobuje   redundanci   zápisů 
(generovaná posloupnost je např. 1­2­2­3­4­5­5). Toto chování ovšem není chybou protokolu ale jeho 
vlastností,   a   jak   je   uvedeno   v   předchozím  textu,   řešení   serializace  čtení   a   zápisu   je   záležitostí 
modelované architektury a nikoliv protokolu.

























pro   popis   architektury  mikroprocesorů.  Na   základě   získaných   znalostí   a   s   využitím současných 
síťových   technologií   jsem navrhl   a   implementovat   upravenou  variantu  komunikačního  protokolu 




Byl   automatizován   proces   instalace   simulátorů   a   prezentační   vrstva   poskytuje   ovládání   jak 
jednoprocesorové,   tak  i  víceprocesorové  simulace.  Implementované  řešení   jsem úspěšně  otestoval 
nad simulací jednoduchých programů.
V   rámci   této   práce   jsem   rozšíření   pro  možnost   simulace   SoC   implementoval   pouze   do 
interpretovaného   simulátoru.   Jelikož   projekt  Lissom nabízí  možnost   vytvořit   také   kompilovanou 
verzi simulátoru, která je rychlejší, nabízí se tedy jako další logický krok rozšíření kompilovaného 
simulátoru.   Navíc   řešení   použité   v   interpretovaném   simulátoru   lze   celkem   snadno   převést   do 
simulátoru kompilovaného, čímž se proces rozšiřování značně zjednodušuje.





existujících komponent  nebylo možné   tento  cíl  vždy úplně  splnit  a   je  předmětem dalšího vývoje 
obohatit potřebné nástroje o schopnosti nezbytné pro modelování SoC.
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