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We derive an exact renormalization group recursion relation for the Loschmidt amplitude of the
quantum N -state Potts chain for all N . The fixed-points of this recursion relation are found to
be complex in general. These fixed-points control the dynamical phases of the Potts chain, giving
rise to non-analytic behaviors in its quantum dynamics. The fixed-points for N = 2, 3, 4, and 5 are
discussed in detail. The renormalization group flow is found to be metastable for N = 3 and 5. In
addition, it is oscillatory for N = 3, and chaotic for N = 5. In the end, the generalization from our
calculation to the coarse-graining of tensor networks is discussed.
Recently dynamical quantum phase transitions
(DQPT) have received lots of interest [1]. The
Loschmidt amplitude G(t), which measures the return
probability after a sudden quench to state |ψ0〉, has
emerged as a fundamental quantity in DQPT:
G(t) = 〈ψ0|e−iHt|ψ0〉 (1)
for a system with size L evolving under the Hamilto-
nian H after the quench. G(t) generically has a large-
deviation scaling with L such that the following rate func-
tion l(t) is intensive in the thermodynamic limit [2]:
l(t) = − lim
L→∞
1
L
log |G(t)|2 = − lim
L→∞
2
L
Re{LogG(t)}
(2)
where Log is the principal complex logarithmic function.
It was first discovered in [2] that in the transverse-field
Ising chain (TFIC) if |ψ0〉 is the ground state of the
paramagnetic phase and H a Hamiltonian of the ferro-
magnetic phase, the rate function exhibits singular be-
havior at finite critical times, and vice versa with a fer-
romagnetic |ψ0〉 and a paramagnetic H. Later on, the
universality, scaling, and robustness of this DQPT was
explained by a renormalization group (RG) calculation
[3]. So far, however, no examples other than the TFIC
have been treated with an RG analysis. Furthermore,
the fixed-points found in [3] for TFIC are the same as in
the classical Ising chain. It is not clear whether genuine
nonequilibrium fixed points appear in a general setting
[1]. In this paper, we show that they do for the quantum
N -state Potts chain and control the dynamical phase di-
agram of the Potts chain in a variety of ways.
Consider the N -state Potts chain of L sites with peri-
odic boundary condition with the Hamiltonian [4],
HPotts = −J
L∑
i=1
(σ†iσi+1 + σ
†
i+1σi)− f
L∑
i=1
(τ †i + τi) (3)
where the operators σi and τi act on the N states of
the local Hilbert space at site i, which we label by
|0〉i, ..., |m〉i, ...|N − 1〉i. In this local basis, the σi is
a diagonal matrix with diagonal elements ωm where
ω = ei2pi/N and m = 0, · · · , N − 1, and τi permutes
|0〉i → |1〉i, |1〉i → |2〉i, etc. That is,
σ =

1 0 . . . 0
0 ω . . . 0
...
...
. . .
...
0 0 . . . ωN−1
 , τ =

0 0 . . . 1
1 0 . . . 0
... 1
. . .
...
0
... . . . 0
 (4)
In this model, a zero-temperature quantum phase tran-
sition occurs at some intermediate f/J , separateing the
ground state ferromagnetic phase when f/J = 0 and
paramagnetic phase when f/J =∞. To study the quan-
tum dynamics of the quench across this phase transition
and in order for the renormalization calculation to be
exactly solvable, we follow [3] by taking a paramagnetic
direct product state |ψ0〉 = ⊗Li=1 1√N (|0〉i+|1〉i+...+|N−
1〉i) and a ferromagnetic H = −
∑
i(σ
†
iσi+1+σ
†
i+1σi). In
this case, G(t) becomes formally identical to a classical
partition function:
G(t) =
1
NL
∑
m
exp
(
L∑
i=1
h(mi,mi+1)
)
(5)
where m = {m1,m2, ...,mL} is the set of degrees of free-
dom of this partition function and mi = 0, 1, ..., N − 1
takes the value of a Potts spin at site i. Here h(mi,mi+1)
is the local interaction with a complex coupling constant
K = it, associated with the nearest neighbor interaction
of spin i and i+ 1:
h(mi,mi+1) = K(ω
miωmi+1 + ωmi+1ωmi)
= Kei
2pi
N (mi−mi+1) +Ke−i
2pi
N (mi−mi+1)
(6)
To analyze G(t), we perform the decimation coarse-
graining on the Potts chain, i.e. every other spin is
decimated away in each renormalization iteration. The
local interaction is then renormalized to keep invariant
the value of G(t). As in equilibrium RG calculations,
this coarse-graining procedure has the advantage that,
for a chain with nearest-neighbor interactions, the renor-
malized interaction still maintains a nearest-neighbor
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2form. The renormalized local interaction h′(mi−1,mi+1)
is given by
eh
′(mi−1,mi+1) =
N−1∑
mi=0
eh(mi−1,mi)+h(mi,mi+1) (7)
To simplify Eq. 7, note that because of the periodicity
of the exponential function in the initial local interaction
in Eq. 6, eh
′(mi−1,mi+1) only depends on (mi+1 −mi−1)
modular N , denoted by (mi+1 −mi−1)|N :
eh
′(mi−1,mi+1) = eh
′((mi+1−mi−1)|N) = eh
′(m|N) (8)
where, without loss of generality, we have taken mi−1 = 0
and written mi+1 as m.
At this point, in equilibrium RG calculations, one typ-
ically takes the logarithm of Eq. 7 to define the renor-
malized Hamiltonian and proceed from there, as is also
done in [3]. However, it has become clear in recent years
that there is no necessity to deal directly with Hamil-
tonians in an RG calculation, perhaps best exemplified
by the tensor network renormalization group [5]. In our
case, because of the multivalued-ness and branch cut of
the complex logarithmic function, Hamiltonian becomes
a conceptual burden and significantly complicates things.
We will thus directly deal with the partition function and
define the coupling constants of the partition function as
Em = e
h(m) (9)
and require Em to be N -periodic in its subscripts because
of Eq. 8. All the established results in an RG analysis,
such as the various scaling relations, follow identically
when dealing directly with the coupling constants of the
partition function. After all, the argument used in RG
to derive the scaling relation is extremely general: one
only requires relations of the form,
ls(E
′) = bdls(E) (10)
where b is the length rescaling factor of the coarse-
graining and d is the spatial dimension of the system.
Here ls is the singular part of the rate function, and
E′ and E are the renormalized and unrenormalized
coupling constants of the system whether they directly
parametrize the Hamiltonian or the partition function.
As the renormalization by Eq. 7 is carried out itera-
tively, the overall multiplicative factor on Em will accu-
mulate, which masks the non-trivial RG flow. To isolate
out the overall multiplicative growth of Em, we extend
Eq. 7 and write the renormalization transformation as
follows:
step 1: E′m,tmp =
N−1∑
l=0
ElEm−l
step 2: E′m =
E′m,tmp
E′s,tmp
(11)
where E′s,tmp is the first nonzero E
′
m,tmp, counting m
from 0, 1, .. to N − 1. As long as the partition function is
non-zero, this RG procedure will be well-defined. Writing
step 1 and step 2 together, one obtains:
E′m =
∑N−1
l=0 ElEm−l∑N−1
l=0 ElEs−l
(12)
The fixed-point equation of Eq. 12, E′m = Em is now a
system of algebraic equations with the constraint El = 0
for l < s. It can be solved by a symbolic mathemat-
ics software, such as Mathematica. Once the RG fixed-
points are obtained, the RG flow of G(t) of the Potts
chain can then be simulated to see which fixed-points
the system at various return times flows into, giving the
dynamical phase diagram of the system.
To characterize the stability of the fixed-points and
obtain the critical exponents of l(t), the Jacobian of the
RG transformation needs to be computed. Taking ∂∂En
on both sides of Eq. 12, one obtains
∂E′m
∂En
=
2Em−n
∑N−1
l=0 ElEs−l − 2Es−n
∑N−1
l=0 ElEm−l
(
∑N−1
l=0 ElEs−l)2
(13)
The sth row of the Jacobian matrix will always be zero,
corresponding to the fact that Es in a neighborhood of
a fixed-point will always be 1. As a consequence, the
matrix always has a zero eigenvalue, whose eigenvector
describes the overall multiplication of the E-vector which
has been isolated out of the non-trivial RG flow by step
2 of Eq. 11.
We will now study the RG fixed-points for N = 2, 3,
4, and 5. Write the coupling constants collectively as
E = (E0, E1, ..., EN−1). Consider first N = 2. To find
the fixed-points of Eq. 12, let s = 0, E0 = 1 and E1 = x,
and solve the equation E′m = Em:
x =
2x
1 + x2
(14)
which gives E1 = x = ±1 and 0. One can also check that
there are no fixed-points for which s = 1. There are thus
three fixed-points of Eq.12: E∗a = (1, 1), E
∗
b = (1,−1),
and E∗c = (1, 0). E
∗
a and E
∗
c correspond to the zero and
infinite fixed-point Hamiltonians found in [3], but E∗b is
not mentioned there. The leading eigenvalues of the RG
Jacobian at these three points are respectively 0, 0, and
2, suggesting they are respectively stable, stable, and un-
stable fixed-points. Indeed, simulating the RG flow ac-
cording to Eq. 12 from the initial Potts Hamiltonian in
Eq. 6,
Em = e
h(m) = eit(2 cos(
2pi
N m)), (15)
one discovers that the system flows into E∗a for t ∈
[0, pi8 ) ∪ ( 3pi8 , 4pi8 ), and into E∗b for t ∈ (pi8 , 3pi8 ), and that
the RG flow is the same for t and t+ pi2 . Separating the
3two non-critical phases controlled by E∗a and E
∗
b are two
critical times tc,1 =
pi
8 and tc,2 =
3pi
8 which flow into the
unstable fixed-point E∗c . The singular behavior of l(t)
around tc,1 and tc,2 is controlled by the eigenvalue of the
RG Jacobian at E∗c , which is λ = b
y = 2, where b = 2
is the block size of the decimation coarse-graining and
y = logb λ = 1. This gives the singular behavior of l(t):
l(τ) ∼ |τ |d/y = |τ |, τ = t− tc
tc
(16)
where d = 1 is the spatial dimension of the system. The
N = 2 Potts chain is equivalent to the TFIC, and the
results obtained here are the same as in [3].
Consider now N = 3. To look for the fixed-points with
s = 0, we let E0 = 1, E1 = x1, E2 = x2 and solve the
fixed-point equation of Eq. 12:
x1 =
2x1 + x
2
2
1 + 2x1x2
, x2 =
x21 + 2x2
1 + 2x1x2
(17)
This system of equation can be solved by Mathematica,
giving seven roots including x1 = x2 = 1 and x1 = x2 =
− 12 . These two solutions correspond respectively to two
RG fixed-points, E∗a = (1, 1, 1) and E
∗
b = (1,− 12 ,− 12 ).
No fixed-points are found with E0 = 0. The eigenvalues
of the RG Jacobian in the nontrivial eigen-directions at
E∗a and E
∗
b are found to be
λ1 = λ2 = λ3 = 0 at E
∗
a, λ1 = 2, λ2 = λ3 = 0 at E
∗
b
(18)
Simulating the RG flow starting from Eq. 15 finds that
E∗a and E
∗
b each controls a non-critical phase of l(t). Sur-
prisingly, despite the nonzero eigenvalue at E∗b , the sys-
tem does manage to flow into it for finite periods of t.
In fact, the system flows into E∗a for t ∈ (− 2pi9 , 2pi9 ), and
E∗b for t ∈ ( 2pi9 , 4pi9 ), and the RG flow is the same for t
and t + 2pi3 . There are thus two critical times tc,1 =
2pi
9
and tc,2 =
4pi
9 . These two critical times, however, do not
flow into the other fixed-points found by solving Eq. 12.
For both of them, the system oscillates between a fixed-
pair of points: E∗c,1 = (1,
1
2 (−1− i
√
3), 12 (−1− i
√
3)) and
E∗c,2 = (1,
1
2 (−1 + i
√
3), 12 (−1 + i
√
3)). The singularity
in l(t) is thus not controlled by the fixed-points of the
RG transformation in Eq. 12, but by the fixed-points
of two iterations of Eq. 12. Multiplying the RG Jaco-
bian computed at E∗c,1 and E
∗
c,2 gives the Jacobian of the
composed RG transformation:
∂E′′
∂E
=
 0 0 02− 2i√3 4 0
2− 2i√3 0 4
 (19)
which has a pair of degenerate eigenvalues λ = 4. The
block size of the composed coarse-graining, however, is
b′ = b2 = 4. Thus, the critical exponent of l(t) around
tc is still
d
y =
d
logb′ λ
= 1, giving l(τ) ∼ |τ |. The N = 3
Potts chain has been studied in [4] using transfer matrix
techniques, whose results we agree with exactly.
The appearance of metastable fixed-points is generic
and also seen for other Ns. As t is varied along the real
line in the non-critical region, there must be some sym-
metry of the RG flow which prevents the variation of
t from causing any movement along the eigen-direction
of the nonzero RG eigenvalue at the metastable fixed-
points. When N = 3, for example, this symmetry is the
equality between the coupling constants E1 and E2. In-
deed, the equality of the initial E1 and E2 is preserved
along the entire RG flow. Thus, the direction in the cou-
pling space which is relevant to the quantum dynamics
of the Potts chain is always only along δE = (0, 1, 1), or-
thogonal to the unstable eigen-direction at E∗b , (0, 1,−1).
Consider now N = 4. The fixed-point equation of
Eq. 12 for s = 0 yields 15 fixed-points, including E∗a =
(1, 1, 1, 1), E∗b = (1,−1, 1,−1), and E∗c = (1, 0, 0, 0). The
leading eigenvalues at these these points are respectively
0, 0, and 2, suggesting that E∗a and E
∗
b are stable while
E∗c is not. The system flows into E
∗
a for t ∈ (−pi4 , pi4 ),
and into E∗b for t ∈ (pi4 , 3pi4 ), and the RG flow is the same
for t and t + pi. There is one critical time tc =
−pi
4 sep-
arating the non-critical phases which flows into E∗c . The
singularity of l(t) is again a linear cusp, suggested by the
leading RG eigenvalue λ = 2 at E∗c . A transfer matrix
calculation done by us confirms the RG predictions.
Now consider N = 5, which, as we will see, ex-
hibits a chaotic RG flow. The fixed-points obtained
from solving the fixed-point equation of Eq. 12 that
will interest us are E∗a = (1, 1, 1, 1, 1), E
∗
b = (1,
1
4 (−1 +√
5), 14 (−1 −
√
5), 14 (−1 −
√
5), 14 (−1 +
√
5)), and E∗c =
(1, 14 (−1 −
√
5), 14 (−1 +
√
5), 14 (−1 +
√
5), 14 (−1 −
√
5)).
Here E∗a is stable while both E
∗
b and E
∗
c are metastable,
as suggested by the spectrum of the RG Jacobian: all of
the RG eigenvalues at E∗a are zero, while both E
∗
b and E
∗
c
have one eigenvalue equal to 2 and four zero eigenvalues.
In fact, the system flows into E∗a for t ∈ [0, tc,1), E∗b for
t ∈ (tc,1, tc,2), and E∗c for t ∈ (tc,2, tc,3), and appears to
repeatedly revisit E∗a, E
∗
b , and E
∗
c afterwards in the same
order. However, there are no simple relations among
the various critical times. Numerically, one finds tc,1 =
0.7172921525032698574(1), tc,2 = 1.25663706143591(1),
and tc,3 = 2.23933357406560946(1). Unlike the previous
cases, the RG flow starting from the critical times does
not seem to go into an unstable fixed-point, but appears
to be chaotic, as shown in Fig. 1. These critical times are
confirmed by an exact computation of l(t) by the trans-
fer matrix of G(t). The l(t) calculated also appears to be
singular at a random sequence of critical times, shown
in Fig. 2. Because there is not an unstable fixed-point
which controls the RG flow at the critical times, the value
of the critical exponent cannot be obtained straightfor-
wardly. However, numerically inspecting the singularity
of l(t) in Fig. 2 shows that l(t) still has a linear cusp
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FIG. 1. The renormalizaiton flow for N = 5. The left
panel is for t = 0.7172921525032698574, slightly below tc,1,
while the right panel is for t = 0.7172921525032698575, slight
above tc,1. Here we show the real and imaginary parts of E1
during the RG flow.
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FIG. 2. The rate function l(t) for N = 5.
near the critical times. This can be related to the “es-
cape time” of the chaotic RG flow in the following way.
For t close to a critical time, define the escape time, ne,
of the chaotic part of the RG flow to be the number of
RG iterations before the flow eventually settles into the
vicinity of the (meta)stable fixed-point. For example in
the left panel of Fig. 1, for t in the left vicinity of t1,c, we
operationally define ne as the first RG iteration at which
the real part of E′1 exceeds 1. According to Eq. 10, after
n levels of RG iterations, the singular part of the rate
function scales as
ls(τ) = b
−ndls(E(n)) = b−nedls(E∗) (20)
where E(n) is the coupling constant after n RG itera-
tions. E(n) eventually becomes close to E∗, the coupling
constant at the (meta)stable fixed-point after ne. Thus,
assuming a power-law singularity of l(τ) ∼ |τ |α, we ob-
tain
ned = − logb |τ |α + c = −
α
log b
log |τ |+ c (21)
Fitting the numerical data for t on the left vicinity of t1,c
gives
ne = −1.439 log |τ |+ 1.595 (22)
whereas 1/ log(2) = 1.4427. Despite the crude definition
of ne, the two results agree quite well. As the singularity
of l(t) arises from the level crossing of the dominant and
sub-dominant eigenvalues of a finite dimensional transfer
matrix, it should generically be a linear cusp. Thus, quite
remarkably, the above RG analysis serves as a proof to
the relation between τ and ne in the chaotic behavior
of the recursion relation Eq. 12, which would have been
difficult to guess.
We very briefly sketch the results for N > 5. For
N = 6, l(t) = l(t + 2pi), and there are four (meta)stable
fixed-points, each of which controls a noncritical phase.
At the critical times which separate these noncritical
phases, the system flows into unstable RG fixed-points
whose leading RG eigenvalues are all 2. For N > 6,
however, the rate function seems to generically have an
aperiodic sequence of critical times, starting from which
the RG flows are chaotic. The aperiodicity of the rate
function can be understood from the fact that in the ini-
tial coupling constant Em = e
it2 cos( 2piN m), the exponents
cos( 2piN m) are rational for all m only when N = 2, 3, 4 and
6. It, however, remains to be understood why the aperi-
odicity of the rate function and the chaos of the RG flow
occur together. We defer this question to future study.
In the end, we discuss how the present calculation
may be carried out numerically with nonzero transverse
fields and more general |ψ0〉, to study the universal-
ity of these RG fixed-points. Note that the coupling
constants Em can be viewed as a second-rank tensor
Tij = E(j−i)|N with i, j = 0, 1, ..., N − 1. The renormal-
ization in Eq. 12 can then be viewed as a coarse-graining
of the very simple one-dimensional tensor network repre-
senting G(t) = 1
NL
∑
ijkl ...TijTjkTkl...:
T ′ik =
∑
j TijTjk∑
j T0jTj0
(23)
As we have seen, this renormalization procedure admits
a variety of fixed-points for zero transverse field and di-
rect product initial states. In general, however, with a
nonzero transverse field and a generic matrix product
state |ψ0〉, G(t) = 〈ψ0|e−iHt|ψ0〉 will be a “wide” ten-
sor network with an infinite size along the space dimen-
sion, and a finite size along the imaginary-time direction
given by the matrix product operator representing the
Trotter-decomposed e−iHt [6]. The coarse-graining anal-
ogous to Eq. 23 can again be carried out for this “wide”
tensor network, and RG fixed-points numerically looked
for. As the RG iterates, the bond dimension along the
space dimension will not increase, while it will along the
imaginary-time dimension which will require a certain
truncation scheme. When N = 2, it was found in [3] that
a small transverse field is an irrelevant term to the lowest
order in the perturbative regime. One would thus expect
that, at least for small transverse fields when N = 2, the
iterative contraction of the “wide” tensor network flows
the network into the one corresponding to E∗a,E
∗
b , and
E∗c in our discussion. Possible failures of the perturbative
treatment can also be potentially assessed. Various other
situations and models can be similarly explored, maybe
even in two space dimensions with the existing techniques
of tensor network renormalization group [5, 7, 8], which
5we will take on in the next paper.
The author is grateful to Ling Wang for hosting him
at the Beijing Computational Science Research Center,
introducing him to DQPTs, and many stimulating dis-
cussions. He is also grateful for instruction from his advi-
sor Roberto Car at Princeton. The author acknowledges
support from the DOE Award de-sc0017865.
[1] M. Heyl, Reports on Progress in Physics 81, 054001
(2018).
[2] M. Heyl, A. Polkovnikov, and S. Kehrein, Phys. Rev. Lett.
110, 135704 (2013).
[3] M. Heyl, Phys. Rev. Lett. 115, 140602 (2015).
[4] C. Karrasch and D. Schuricht, Phys. Rev. B 95, 075143
(2017).
[5] M. Levin and C. P. Nave, Phys. Rev. Lett. 99, 120601
(2007).
[6] U. Schollwck, Annals of Physics 326, 96 (2011), ISSN
0003-4916, january 2011 Special Issue.
[7] G. Evenbly and G. Vidal, Phys. Rev. Lett. 115, 180405
(2015).
[8] G. Evenbly, Phys. Rev. B 98, 085155 (2018).
