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Vorwort
Das Ziel der Arbeit ist die Beschreibung des Lebenszyklus einer Java
Enterprise-Applikation. Die Firma Cologne Intelligence GmbH bot das Ent-
stehungsumfeld fu¨r diese Bachelorarbeit und wird daher im Folgenden vor-
gestellt. Der Aufbau der Arbeit sowie die Abgrenzungen zu anderen Themen
werden beschrieben.
Entstehungsumfeld Cologne Intelligence
Begleitend zu einem Projekt in der Firma Cologne Intelligence GmbH1 ent-
stand diese Bachelorarbeit. Die Cologne Intelligence GmbH ist ein Prozess-
und IT-Beratungsunternehmen mit Sitz in Ko¨ln. Ihre Ta¨tigkeitsfelder liegen
in der ganzheitlichen IT-Beratung, Entwicklung und dem Prozessmanage-
ment zur Optimierung von Gescha¨ftsprozessen fu¨r den Kunden. Fachliche
und technische Berater arbeiten gemeinsam in den drei Bereichen Applicati-
ons, Business Intelligence und service-orientierte Architekturen. Die Bache-
lorarbeit entstand im Bereich der Applications.
Aufbau der Arbeit
Rahmen- und Randbedingungen sowie Begriffe und Technologien aus dem
Java Enterprise-Umfeld werden in der Arbeit beschrieben. Zu diesen The-
1Weitere Informationen befinden sich auf der Webpra¨senz unter www.co-in.de
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men gibt es jeweils allgemeine Einfu¨hrungen mit einer zugeho¨rigen Referenz
auf die Realisierung in einem korrespondierenden Projekt. Je Thema werden
projektbezogene Schwerpunkte herausgegriffen und ausgefu¨hrt. Dadurch soll
der Entwicklungsprozess einer Java Enterprise-Applikation nachempfunden
werden ko¨nnen.
Abgrenzung
Die Arbeit ist keine vollsta¨ndige Projekt- oder Implementierungsdokumen-
tation. Es werden keine allgemeinen Java-Grundlagen oder Prinzipien ver-
mittelt. Ausschließlich im Projekt aufgetretene Themen werden behandelt.
Das Ziel besteht nicht in der Erla¨uterung der genauen Einsatzumgebung des
Projektes.
Kapitel 1
Einfu¨hrung
Diese Arbeit beschreibt die Softwareentwicklungsphasen einer Java
Enterprise-Applikation, die Aufgaben im Gesundheitswesen erfu¨llt. Um in
das Thema einzufu¨hren, werden in diesem Kapitel die gesetzlichen Rahmen-
bedingungen und das Ziel des Projektes vorgestellt. Schließlich wird die Ap-
plikation in ihren Gesamtkontext eingeordnet und die Begriﬄichkeiten zu-
sammengefasst.
1.1 Gesetzliche Rahmenbedingungen
Gema¨ß dem Sozialgesetzbuch V §73b zur Hausarztzentrierten Versorgung
(HzV) [Wasmund, 2009] sind gesetzliche Krankenkassen der Bundesrepublik
Deutschland seit dem 30.06.2009 verpflichtet, eine besondere hausa¨rztliche
Versorgung anzubieten. Hausa¨rzte und deren Patienten ko¨nnen freiwillig an
der HzV teilnehmen. Die Abrechnung der hausa¨rztlichen Honorare erfolgt
dabei nicht, wie außerhalb der HzV, u¨ber die kassena¨rztlichen Vereinigungen,
sondern zwischen Arzt und Krankenkasse.
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1.2 Kassenspezifische Rubriken
Die gesetzlichen Krankenkassen schließen Rabattvertra¨ge mit Pharmaher-
stellern ab. Im Kontext der HzV erhalten Hausa¨rzte bei der Verschreibung
rabattierter Medikamente entsprechende Zuschla¨ge. In diesem Rahmen wer-
den Medikamente in Rubriken (Rabattkategorien) eingeordnet, wobei die Ru-
briken krankenkassenspezifisch sind. Beispielsweise kategorisiert die gesetzli-
che Krankenkasse AOK Baden Wu¨rttemberg (AOK BW) Medikamente nach
Farben, so existieren dort unter Anderem die Rubriken rot, orange, blau und
gru¨n. Die Medikamentenzuordnung wird quartalsweise aktualisiert und er-
folgt in Form von kassenspezifischen Rubriklisten. Jede Liste repra¨sentiert da-
bei eine Rubrik und entha¨lt Angaben u¨ber Medikamente (beschrieben durch
ihre Pharmazentralnummer (PZN1)) oder Wirkstoffe (beschrieben durch ihre
Anatomisch-Therapeutisch-Chemische Klassifikation (ATC)).
1.3 Ziel der Arbeit
Die kassenspezifischen Rubriken mu¨ssen verwaltet und abfragbar gemacht
werden. Um dieser Aufgabe gerecht zu werden, wurde eine Java Enterprise-
Applikation entwickelt. Gegenstand dieser Arbeit ist die Beschreibung der
Entwicklung dieser Applikation anhand ihrer einzelnen Phasen. Die Verwal-
tung der Rabattkategorien wird am Beispiel der AOK Baden Wu¨rttemberg
dargestellt. Im Folgenden wird fu¨r diese Applikation der Name
”
KaSpeR“
(Abku¨rzung fu¨r “KassenSpezifische Rubriken“) verwendet.
1Eindeutiger Identifikationsschlu¨ssel fu¨r Arzneimittel in Deutschland fu¨r die Kennzeich-
nung von Bezeichnung, Darreichungsform, Packungsgro¨ße und Wirksta¨rke des Arzneimit-
tels
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1.4 Einordnung in den Gesamtkontext
KaSpeR ist ebenfalls die Bezeichnung des Projektes, das die Entwicklung
der Applikation zur Aufgabe hat. Konzeptionell gliedert sich KaSpeR in eine
Systemlandschaft ein, in der KaSpeR von anderen Systemen zur Abfrage von
kassenspezifischen Rubriken verwendet wird.
18 KAPITEL 1. EINFU¨HRUNG
Kapitel 2
Agile Softwareentwicklung
Das in Abschnitt 1.3 beschriebene Ziel wurde unter Einsatz von Methoden
der agilen Softwareentwicklung realisiert. In diesem Kapitel wird der Begriff
der agilen Softwareentwicklung eingefu¨hrt sowie die Vor- und Nachteile agiler
Methoden erla¨utert. Schließlich wird der Einsatz agiler Methoden und deren
Auswirkungen auf KaSpeR dargestellt.
2.1 Agile Prinzipien
Agile Softwareentwicklung ist kein konkretes Vorgehensmodell. Es handelt
sich um einen Leitbegriff, der Prinzipien zur Softwareentwicklung zusam-
menfasst. Diese Prinzipien fokussieren die Wertigkeiten und Zielstellungen
bei der Durchfu¨hrung eines Softwareprojektes auf vier Schwerpunkte. Diese
Schwerpunkte werden auch als agile Prinzipien bezeichnet, die von einer Ex-
pertenrunde in dem
”
Agilen Manifest“ festgehalten sind [Cunningham, 2001]:
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• Individuals and interactions over processes and tools
• Working software over comprehensive documentation
• Customer collaboration over contract negotiation
• Responding to change over following a plan
Um die Prinzipien nicht zu verletzen mu¨ssen agile Methoden bewusst und
konsequent eingesetzt werden. Konkrete Vorgehensweisen und Methoden zur
Umsetzung der Prinzipien folgen im Abschnitt 2.5.
2.2 Iteration
Der Begriff der Iteration taucht im Folgenden mehrfach auf und wird da-
her hier beschrieben. Im Zusammenhang agiler Softwareentwicklung ist un-
ter einer Iteration ein in sich abgeschlossener Entwicklungsschritt mit einem
definierten Ziel zu verstehen. Ein Softwareprojekt besteht aus mehreren auf-
einanderfolgenden Iterationen, die in der Summe das Gesamtziel erreichen.
Dabei kann jede Iteration im Bezug auf Zeitdauer und Inhalt verschieden
geartet sein.
2.3 Merkmale
Aus den Prinzipien in Abschnitt 2.1 lassen sich folgende Merkmale fu¨r agile
Softwareprojekte ableiten:
Perso¨nliche Kompetenzen sind verschieden und werden innerhalb eines
Projektes gefo¨rdert. Dies geschieht meist durch flache Hierarchien im
Projektteam und mit gleichem Mitspracherecht jedes Teammitgliedes.
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Tests sind ein wesentlicher Bestandteil innerhalb agiler Vorgehensmo-
delle. Die Forderung nach sehr hoher Testabdeckung wird dem Punkt der
funktionierenden Software gerecht. Je Iteration sind so entsprechende Tests
zu integrieren.
Einen weiteren Pfeiler stellt ha¨ufige Kommunikation innerhalb des Pro-
jektteams und zwischen Projektteam und Auftraggeber dar. Regelma¨ßige
Termine sorgen fu¨r eine Kommunikationsbasis. Die Granularita¨t wird durch
das konkrete Vorgehensmodell festgelegt.
Eine ha¨ufige Herausforderung in Softwareprojekten sind sich a¨ndernde
Anforderungen. Dies begru¨ndet sich in unterschiedlichen Vorstellungen
zwischen dem Entwicklerteam und dem Auftraggeber oder in auftrag-
geberseitigen A¨nderungen der Rahmenbedingungen. So entstehen neue
Anforderungen oftmals bereits wa¨hrend der Entwicklung oder nach Aus-
lieferung des Softwareproduktes. Da der agile Ansatz die Reaktion auf
A¨nderung in den Vordergrund stellt, ergibt sich daraus die Notwendigkeit
der ha¨ufigen Auslieferung und der jeweiligen Ru¨ckkopplung durch den
Auftraggeber. Ein Ansatz ist die Aufteilung des Entwicklungsprozesses in
kleine, aufeinanderfolgende Iterationen.
2.4 Vor- und Nachteile
Auftraggeber von Softwareprojekten kennen zu Projektbeginn mitunter
noch nicht alle Anforderungen an die Software. Oftmals ergeben sich
Anforderungen erst im Laufe des Projektes. Durch ein iteratives Vorgehen
besteht jederzeit die Mo¨glichkeit neue Anforderungen einzubringen, um diese
in einer na¨chsten Iteration umzusetzen. Jede Iteration schließt mit einer
lauffa¨higen Software ab, die anschließend durch den Auftraggeber begutach-
tet und bewertet werden kann. Darauf aufbauend kann die Planung fu¨r die
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na¨chste Iteration erfolgen. Der Auftraggeber erha¨lt konkrete Vorstellungen
von dem Produkt und der Leistung des Projektteams. Eine transparente
Projektgestaltung schafft fu¨r ihn und das Projektteam eine gemeinsame
Versta¨ndigungsbasis. Die gegenseitigen Erwartungen werden regelma¨ßig
kommuniziert und sind somit allen Mitgliedern des Projektteams und dem
Auftraggeber bekannt.
Die Granularita¨t der Aufgaben innerhalb einer Iteration ist bewusst
klein gehalten, um das Entwickeln von Funktionalita¨ten auf Vorrat zu
vermeiden. Dies unterstu¨tzt die zielorientierte Entwicklung und fo¨rdert
eine fru¨hzeitige Lo¨sung. Jedes Projektmitglied ist u¨ber den aktuellen
Stand informiert und kennt die Zusta¨ndigkeiten fu¨r Teilfunktionalita¨ten,
was doppeltem Code entgegenwirkt. Die Entwickler bilden sich durch den
sta¨ndigen Austausch untereinander fort und sorgen somit gleichzeitig fu¨r
einen einheitlichen Kenntnisstand. Urlaubs- oder Krankheitszeiten ko¨nnen
somit kompensiert werden. Durch sta¨ndiges Testen wird ein hohes Maß an
Qualita¨tssicherung gewa¨hrleistet.
Die Verantwortung wird auf alle Projektmitglieder verteilt, indem zum
Beispiel Aufwandsscha¨tzungen oder die Architektur von jedem Mitglied mit-
bestimmt werden. Das fo¨rdert das verantwortungsbewusste Handeln jedes
Einzelnen und sta¨rkt die Entscheidungen des Teams vor dem Auftraggeber.
Neue Technologien und Markttrends ko¨nnen das Projekt positiv be-
einflussen. So ko¨nnen durch kurze Reaktionszeiten innovative Ideen und
Konzepte mit einfließen. Eine inkrementelle Auslieferung macht zudem eine
regelma¨ßige Gewinnerwirtschaftung praktikabel.
Als Nachteil agiler Softwareentwicklung kann die hohe Auftraggeber-
verantwortung und -projekteinbindung gesehen werden. Der Auftraggeber
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kann die Verantwortung nicht wie in traditionellen Projekten vollsta¨ndig
an den Auftragnehmer abtreten, sondern muss regelma¨ßige Reviewtermine
wahrnehmen und das inkrementelle Teilprodukt bewerten. Desweiteren ist
die Einfu¨hrung agiler Modelle kein einfacher Prozess, da die Denkstrukturen
im Projektteam gea¨ndert werden mu¨ssen. Um die agile Vorgehensweise
effizient und erfolgreich zu gestalten, ist ein hohes Maß an Disziplin von
jedem Projektteilnehmer erforderlich.
2.5 Vorgehensmodelle
Der Begriff des Vorgehensmodells wird im Folgenden als eine definierte Vor-
gehensweise verstanden, die den agilen Prinzipien aus Abschnitt 2.1 folgt.
Eine Methode eines Vorgehensmodells besteht aus organisatorischen Struk-
turen und konkreten Abla¨ufen. Oftmals werden Methoden verschiedener Vor-
gehensmodelle in Kombination verwendet. Im Folgenden werden drei Vorge-
hensmodelle kurz beschrieben [Henning, 2008].
2.5.1 Scrum
Der Begriff Scrum (engl.
”
Gedra¨nge“) leitet sich aus der Sportart Rugby
ab, in der sich zwei Mannschaften in einem kreisfo¨rmigen Gebilde, dem Ge-
dra¨nge gegenu¨ber stehen und gemeinschaftlich versuchen, Raum zu gewinnen
[Gloger, 2009]. Scrum stellt die Selbststeuerung des Entwicklerteams in den
Mittelpunkt. Es gibt einen Scrum Master, der die Methoden kennt und den
Entwicklungsprozess unterstu¨tzt sowie einen Product Owner, der fu¨r das Pro-
dukt verantwortlich ist und Anforderungen entwickelt und priorisiert. Das
Entwicklerteam erha¨lt die Mo¨glichkeit in kleinen Iterationen ungesto¨rt ent-
wickeln zu ko¨nnen. Diese Zeitintervalle werden als Sprint bezeichnet. Jedem
Sprint werden konkrete Anforderungen zugeordnet und in diesem Zeitraum
umgesetzt. Alle Anforderungen werden in einem Product Backlog festgehal-
ten und blockweise durch die einzelnen Sprints abgearbeitet. Jeder Sprint
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entha¨lt einen Sprint Backlog, der die zu realisierenden Anforderungen fu¨r die-
sen Sprint ha¨lt. Nach dem Ende eines Sprints wird das Ergebnis pra¨sentiert
und der na¨chste Sprint geplant. Desweiteren werden ta¨gliche Ru¨ckkopplungen
durch kurze Teamtreffen realisiert, in denen von jedem Teammitglied die fol-
genden drei Fragen beantwortet werden:
• Was habe ich seit dem letzten Teamtreffen getan?
• Was hat mich dabei behindert?
• Was werde ich bis zum na¨chsten Teamtreffen tun?
Scrum ist ein reines Management-Vorgehensmodell, das den Rahmen fu¨r
die Entwicklung von Software steckt, aber keine Vorgaben hinsichtlich der
Programmierung macht. Somit ko¨nnen Programmiermethoden aus weiteren
agilen Vorgehensmodellen als Erweiterung dienen.
Wesentliche Methoden:
• Priorisierte Anforderungen im Product Backlog
• Zeiteinteilung in Sprints
• Periodische Scrum Meetings
2.5.2 Extreme Programming
”
Extreme Programming“ (XP), auch Extremprogrammierung genannt, ist
ein Vorgehensmodell, das das Lo¨sen einer Programmieraufgabe in den Vor-
dergrund der Softwareentwicklung stellt und dabei formalisierten Vorgehen
eine geringere Bedeutung zumisst. XP ist iterativ ausgelegt und realisiert
Anforderungen der Kunden in kleinen Teilschritten. XP ist ein agiles Vor-
gehensmodell, das Softwareentwicklungsprozesse fu¨r kleinere Projektteams
unterstu¨tzt. Dieses Vorgehensmodell beruht auf einer zeitlich fein granu-
laren Aufteilung von Aufgabenschritten und Ru¨ckkopplungsmechanismen
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zwischen diesen. Pair Programming ist dabei die wesentliche Methode und
beschreibt das paarweise Programmieren an einem Rechner durch zwei Ent-
wickler. Die Software wird testgetrieben entwickelt, so dass erst der Testcode
und dann der eigentliche Code geschrieben wird. Es erfolgt mehrfach am
Tag eine Integration in das Gesamtsystem, um Fehler fru¨hzeitig erkennen zu
ko¨nnen. Teamtreffen werden ta¨glich und wo¨chentlich veranstaltet, um u¨ber
Ergebnisse zu reflektieren. Zu definierten Iterationen werden neue Releases
ausgeliefert, um mo¨glichst fru¨h Teilgescha¨ftswerte generieren zu ko¨nnen. Das
Entwicklerteam ist so zusammengestellt, dass alle beno¨tigten Kompetenzen
im Team verfu¨gbar sind. Desweiteren sitzen die Teammitglieder ra¨umlich
zusammen, um eine gute und sta¨ndige Kommunikation zu ermo¨glichen.
Anforderungen werden in Geschichten (User Stories) formuliert. Jedem
Entwickler wird planma¨ßig Freiraum zur Verfu¨gung gestellt, um sich
technologisch fortzubilden und eventuell Innovationen direkt in das aktuelle
Projekt einfließen zu lassen.
Wesentliche Methoden:
• Pair Programming
• Testgetriebene Entwicklung
• Periodische Teamtreffen
• Ra¨umliche Na¨he
• User Stories
2.5.3 Crystal
Crystal ist ein Metamodell und fasst eine Reihe von Vorgehensmodellen zu-
sammen. Crystal wird auch als Modellfamilie bezeichnet. Die Grundidee von
Crystal besteht darin, dass kein Projekt dem anderen gleicht und je Pro-
jekt verschiedene Metamodelle zum Einsatz kommen ko¨nnen. Daher macht
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Crystal eher weniger allgemeine Vorgaben, sondern beschreibt stattdessen
generelle Prinzipien. Zu diesen Prinzipien za¨hlt die zweifache Auslieferung
mindestens alle sechs Wochen. Eine regelma¨ßige Reflektion, mindestens alle
drei Monate, unterstu¨tzt die Transparenz innerhalb des Projektteams. Zwi-
schen den Teammitgliedern wird eine offene Kommunikationskultur herge-
stellt, die es ermo¨glicht Fehler einzugestehen, um Projektengpa¨sse fru¨hzeitig
zu erkennen. Dies wird durch eine flache Projektteamhierarchie unterstu¨tzt.
Die aktuellen Priorita¨ten sind jedem bekannt und ihre Abarbeitung kann
in zwei aufeinanderfolgenden Tagen durchgefu¨hrt werden. Dabei sind je Tag
mindestens zwei Stunden unterbrechungsfreies Arbeiten garantiert. Die An-
wender bzw. Auftraggeber antworten innerhalb kurzer Zeit auf Fragen des
Projektteams und unterstu¨tzen somit den Entwicklungsfluss. Das Testen der
Software wird automatisiert und regelma¨ßig durchgefu¨hrt. Desweiteren wird
in diesem Metamodell eine Kategorisierung des Projektes in folgende Kate-
gorien vorgenommen:
• Crystal Clear
• Crystal Yellow
• Crystal Orange
• Crystal Orange Web
• Crystal Red
• Crystal Magenta
• Crystal Blue
Die Farbkategorien richten sich nach der Anzahl der Personen und sind
jeweils mit Risikostufen behaftet. Anhand dieser Kategorien werden die
konkreten Methoden ausgewa¨hlt. Fu¨r die individuelle Zusammenstellung
der Methoden wird ein erfahrener Berater beno¨tigt.
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Wesentliche Eigenschaften:
• Metamodell
• Projektspezifische Vorgehensmodell-Methodenauswahl
• Periodische Auslieferung
• Unterbrechungsfreie Arbeitszeitra¨ume
• Projektkategorisierung
2.6 Eingesetzte Methoden
Wa¨hrend der Entwicklung von KaSpeR wurden verschiedene Methoden aus
den Vorgehensmodellen Scrum und XP verwendet.
2.6.1 Methoden aus Scrum
Im Projekt gibt es einen Scrum Master, der das Team projektbegleitend
unterstu¨tzt und den Rahmen fu¨r die Teamtreffen und Aufgabenverteilung
vorgibt. Wo¨chentlich gibt es ein Teamtreffen, in dem alle Projektmitglieder
die Ergebnisse kommunizieren und die drei Scrum-Fragen beantworten. Die
Iterationseinteilung wird aus dem Vorgehensmodell Scrum verwendet und
als Sprint bezeichnet. Dabei werden im Product Backlog definierte Anfor-
derungen auf ein- oder zweiwo¨chige Sprints aufgeteilt. Nach jedem Sprint
existiert ein neues Release der Software. Der Product Backlog wird in Form
einer Excel-Datei vom Scrum Master gepflegt und ha¨lt alle Anforderungen
fu¨r das Softwareprodukt. Aus diesem werden je Sprint Anforderungen aus-
gewa¨hlt und auf einen Flipchart u¨bertragen. Dort sind die Anforderungen zu
Teammitgliedern mit entsprechenden Aufwa¨nden abgetragen und beschrei-
ben somit eine konkrete Aufgabenliste. Der Flipchart ist fu¨r alle zuga¨nglich
aufbewahrt und ist gleichzeitig der Sprint Backlog.
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2.6.2 Methoden aus XP
Aus dem Vorgehensmodell XP kommen die Methoden Pair Programming
und testgetriebene Entwicklung zum Einsatz. Die Software wird technisch
durch Unit-Tests und fachlich durch Integrationstests qualita¨tsgesichert.
Softwarearchitektur-Entscheidungen werden gemeinsam gefa¨llt und durch al-
le Teammitglieder mitgetragen.
Kapitel 3
Anforderungsanalyse
Jedes Projekt beruht auf Anforderungen. Dieses Kapitel befasst sich mit
Anforderungen und ihren Typen, deren Verwendung anhand des Projektes
KaSpeR veranschaulicht wird.
3.1 Der Begriff der Anforderung
Die Definition des Begriffes lautet nach Institute of Electrical and Electronics
Engineers (IEEE) [Rupp, 2007]:
IEEE610: Eine dokumentierte Darstellung einer Bedingung oder Fa¨higkeit
gema¨ß 1 oder 2.
1. Beschaffenheit oder Fa¨higkeit, die von einem Benutzer zur Lo¨sung
eines Problems oder zur Erreichung eines Ziels beno¨tigt wird.
2. Beschaffenheit oder Fa¨higkeit, die ein System oder System-Teil erfu¨llen
oder besitzen muss, um einen Vertrag, eine Norm, eine Spezifikation oder
andere, formell vorgegebene Dokumente zu erfu¨llen.
Eine weitere Definition nach [Rupp, 2007] lautet wie folgt:
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”
Eine Anforderung ist eine Aussage u¨ber eine Eigenschaft oder Leistung
eines Produktes, eines Prozesses oder der am Prozess beteiligten Personen.“
Demnach werden unter Anforderungen nicht nur konkrete Eigenschaf-
ten und Leistungen eines Systems verstanden, sondern auch die eines
Vorgehens oder einer Person. In einem Softwareprojekt, in dem das Ziel
die Entwicklung eines Systems ist, existieren zuna¨chst Gescha¨ftsziele des
Auftraggebers. Diese werden in einer Anforderungsaufnahme entgegen-
genommen und durch eine Anforderungsanalyse u¨ber Anwendungsfa¨lle
in konkrete Anforderungen u¨berfu¨hrt. Aufbauend auf diesen wird dann
das System entwickelt. Also dient eine Anforderung zur Abbildung der
Gescha¨ftsziele auf Aufgaben und Leistungen, die von dem System erbracht
werden mu¨ssen. Siehe Abbildung 3.1.
Abbildung 3.1: Zusammenhang zwischen Gescha¨ftszielen, Anwendungsfa¨llen,
Anforderungen, System
3.2 Anforderungstypen
Verschiedene Typen von Anforderungen erleichtern die Kategorisierung und
helfen bei der Abgrenzung von Arbeitspaketen. Im Wesentlichen wird zwi-
schen funktionalen und nichtfunktionalen Anforderungen unterschieden. Die
Anforderungstypen richten sich nach den Angaben von [Rupp, 2007].
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3.2.1 Funktionale Anforderungen
Dieser Anforderungstyp beschreibt Funktionalita¨ten des zu entwickelnden
Systems. Dabei geht es ausschließlich um die Aktionen, die vom System
selbststa¨ndig ausgefu¨hrt werden sollen, oder um die Interaktionen zwischen
Nutzer und System, die lediglich der reinen Funktionsweise dienen. Der Funk-
tionsumfang des Produktes ist durch Anforderungen dieses Typs beschrieben.
Funktionale Anforderungen ko¨nnen durch die Frage
”
Was soll das System
leisten?“ zusammengefasst werden.
3.2.2 Nichtfunktionale Anforderungen
Dieser Typ befasst sich mit den Anforderungen, die sich aus den funktionalen
Anforderungen, sowie Rahmen- und Randbedingungen ergeben. Sie stellen
keine Forderung an die direkte Funktionalita¨t des Systems, sondern an die in-
direkte. Die Anforderungen betreffen dabei Rand- und Rahmenbedingungen
sowie die Art und Weise wie das System arbeiten soll. Nichtfunktionale An-
forderungen umfassen eine Gruppe von Anforderungen, die die Frage
”
Wie
soll das System arbeiten?“ beantworten sollen.
Technische Anforderungen Hard- und Softwarevoraussetzungen mu¨ssen
fu¨r die Umsetzung eines Systems beachtet werden. Oft mu¨ssen Systeme
in einer bereits existierenden Umgebung zum Einsatz kommen.
Anforderungen an Schnittstellen zum System Sie beschreiben die Be-
nutzeroberfla¨che fu¨r die Interaktion mit dem System durch den Benut-
zer. Barrierefreiheit [W3C, 2008] und Oberfla¨chendesign spielen dabei
eine tragende Rolle. Auch an Systeme ohne Benutzerschnittstelle wird
diese Art von Anforderungen gestellt. Diese Anforderungen wu¨rden
dann auf die Schnittstellen zu anderen Systemen hinzielen.
Qualita¨tsanforderungen Anforderungen an die Gu¨te des Systems
werden unter dieser Art zusammengefasst und betreffen die
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Schwerpunkte Zuverla¨ssigkeit, Benutzbarkeit, Effizienz, A¨nderbarkeit
und U¨bertragbarkeit des Systems.
Anforderungen an sonstige Lieferbestandteile Um das System einset-
zen zu ko¨nnen, werden in der Regel ein Benutzerhandbuch, Instal-
lationsleitfaden oder sonstige Supportmo¨glichkeiten angeboten. An die-
se ko¨nnen zum Beispiel Anforderungen bezu¨glich Aufbau oder Sprache
bestehen.
Anforderungen an durchzufu¨hrende Ta¨tigkeiten Im Rahmen eines
Projektes hat der Auftraggeber oftmals Anforderungen an dessen
Durchfu¨hrung. So ko¨nnen Standards, Tools, die Regelma¨ßigkeit von
Meetings oder Abnahmetests Gegenstand solcher Anforderungen sein.
Rechtlich-vertragliche Anforderungen Diese Art von Anforderungen
behandelt die Zahlungsmodalita¨ten, Vertragsstrafen, die Vorgehenswei-
se bei Anforderungsa¨nderungen und a¨hnliche vertragsbetreffende For-
derungen.
3.3 Qualita¨tsmerkmale an Anforderungen
Das System kann gegen formulierte Anforderungen getestet werden, die
Anforderung jedoch nicht gegen das Gescha¨ftsziel, siehe Abbildung 3.2.
Um die Abbildung der Anforderungen auf die Gescha¨ftsziele bewerten zu
ko¨nnen, werden Qualita¨tskriterien fu¨r Anforderungen beno¨tigt. Diese lassen
eine Bewertung der Anforderung zu und veringern die Lu¨cke der Testbarkeit
zwischen Gescha¨ftsziel und System.
Eine Anforderung muss die geforderte Funktionalita¨t vollsta¨ndig und
korrekt beschreiben. Dabei muss großen Wert auf die Versta¨ndlichkeit fu¨r
den Auftraggeber gelegt werden. Eine Anforderung steckt den Rahmen fu¨r
eine gewisse Funktionalita¨t. Da diese Funktionalita¨ten vom Auftraggeber
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Abbildung 3.2: Lu¨cke zwischen Gescha¨ftsziel und Anforderung
erwartet werden, sollte die rechtliche Relevanz fu¨r eine Anforderung aufge-
nommen werden. Anforderungen mu¨ssen in sich und im Vergleich zu anderen
konsistent und widerspruchsfrei sein. Desweiteren mu¨ssen Anforderungen,
wie in Abbildung 3.2 dargestellt, testbar sein. Das heißt, ein definierter Test
pru¨ft das System auf genau eine Anforderung. Um die Realita¨t des Systems
zu beschreiben, mu¨ssen die Anforderungen immer aktuell sein. Wenn sich
neue Rahmenbedingungen ergeben, muss sich das auch in den Anforderungen
niederschlagen. Zusa¨tzlich ist eine Historisierung der Anforderungsa¨nderung
festzuhalten. Die Umsetzbarkeit jeder Anforderung muss innerhalb der
Projektgrenzen gewa¨hrleistet sein. Eine Anforderung ist nur dann no¨tig,
wenn sie Systemfunktionalita¨ten zur Erfu¨llung des Gescha¨ftszieles be-
schreibt. Je Projekt existieren meistens mehrere Anforderungen. Um den
U¨berblick zu wahren und Ihre Auffindbarkeit zu gewa¨hrleisten, beno¨tigt jede
Anforderung einen eindeutigen Identifikator. Dadurch ergibt sich auch, dass
die Anforderungen ab einer gewissen Menge priorisierbar beziehungsweise
sortierbar sein sollten.
Zusammenfassend befinden sich die wichtigsten Qualita¨tsmerkmale in
der folgenden Auflistung:
• Vollsta¨ndigkeit
• Konsistenz
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• Klassifizierbarkeit bezu¨glich juristischer Verbindlichkeit
• Pru¨fbarkeit/Testbarkeit
• Eindeutigkeit
• Versta¨ndlichkeit
• Gu¨ltigkeit und Aktualita¨t
• Realisierbarkeit/Umsetzbarkeit
• Notwendigkeit
• Identifizierbarkeit/Verfolgbarkeit
• Priorisierbarkeit/Sortierbarkeit
3.4 Dokumentstruktur
Aus den vorangehenden Qualita¨tsmerkmalen la¨sst sich ableiten, dass alle
Anforderungen zentral zusammengefasst werden sollten. Dies kann in einem
Dokument mit folgenden Inhalten geschehen. Anwendungsfa¨lle stellen zen-
trale Zusammenha¨nge dar und werden durch ein Gescha¨ftsziel definiert. Die-
se Anwendungsfa¨lle werden in einer Gesamtu¨bersicht, dem Anwendungsfall-
diagramm, dargestellt und dienen dem Versta¨ndnis des Gesamtzieles. Al-
le Anwendungsfa¨lle werden jeweils durch eine Anwendungsfall-Beschreibung
erla¨utert. Ein Anwendungsfall ist zu grobgranular, um daraus eine einzelne
Anforderung ableiten zu ko¨nnen. Es besteht aus Schritten und Teilschritten,
die in Form eines Aktivita¨tsdiagrammes definiert werden ko¨nnen. Aus diesen
ko¨nnen Anforderungen ermittelt werden. Abbildung 3.3 stellt eine idealisierte
Hierarchie-Struktur eines Anwendungsfalles im Anforderungsdokument dar.
Desweiteren ko¨nnen Kontextdiagramme, Fachklassendiagramme, Sequenz-
diagramme und Zustandsautomaten die Zusammenha¨nge verdeutlichen und
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Abbildung 3.3: Herleitung einer Anforderungsdokument-Struktur
das Anforderungsdokument erweitern. Außerdem kann das Dokument durch
ein Glossar, das Begriﬄichkeiten definiert, erga¨nzt werden.
3.5 Realisierte Anforderungskonzeption
Wie in Abschnitt 1.3 beschrieben war das Ziel des Softwareprojektes KaS-
peR die Verwaltung und Abfrage krankenkassenspezifischer Daten. Dies kann
als Gescha¨ftsziel verstanden werden und war die Grundlage fu¨r die An-
forderungsanalyse. Daraus wurden Anwendungsfa¨lle abgeleitet und gemein-
sam mit dem Auftraggeber abgestimmt. Exemplarisch werden im Folgen-
den drei Anwendungsfa¨lle aufgefu¨hrt. Die Anwendungsfa¨lle sind den Ka-
tegorien
”
Graphical User Interface (GUI)“ und
”
Automatisch“ (Anwen-
dungsfa¨lle ohne konkrete Benutzerinteraktion) zugeordnet. Daten werden
u¨ber eine Benutzerschnittstelle durch den Akteur actor 1 erfasst. Dies bein-
haltet die Validierung der zu erfassenden Daten, die vom System automatisch
u¨bernommen wird. Die Abfrage einer Rubrik kann durch andere Systeme er-
folgen. Anhand dieser Anwendungsfa¨lle wurden die zugeho¨rigen Teilschritte
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Abbildung 3.4: Auszug Anwendungsfalldiagramm
ermittelt. Aus diesen ergaben sich wiederum die Anforderungen. Dabei wur-
den die Anforderungen, wie in der Dokumentstruktur (siehe Abschnitt 3.5.1)
beschrieben, in einem Dokument gehalten.
3.5.1 Dokumentation
Das Fachkonzept ist das zentrale Dokument fu¨r alle Anforderungen. Es
entha¨lt alle Anwendungsfa¨lle und deren untergeordnete Anforderungen, so-
wie eine Dokumenta¨nderungshistorie und Verweise auf weitere projektre-
levante Dokumente, siehe Abbildung 3.5. Anwendungsfa¨lle befinden sich
in dem Anwendungsfalldiagramm (siehe Abbildung 3.4). Das Struktur-
Prinzip aus Abbildung 3.3 kommt in diesem Fallbeispiel zum Einsatz. Da-
bei ergaben sich je Anwendungsfall mehrere Anforderungen. Im Dokument
sind die Anwendungsfall-Beschreibungen die fu¨hrenden Elemente und bil-
den einen Block je Anwendungsfall. Dieser entha¨lt anschließend die dar-
aus erwachsenen Anforderungen in Unterblo¨cken. Die Anwendungsfall- und
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Abbildung 3.5: Anforderungsdokument-Struktur
Anforderungsblo¨cke sind jeweils immer nach dem selben Schema aufgebaut.
In Abbildung 3.6 ist die Anwendungsfall-Beschreibung zu sehen. In diesem
Fall entha¨lt sie ein Aktivita¨tsdiagramm, um den Ablauf zu spezifizieren. Der
Ablauf kann aber auch verbal beschrieben werden. Eine zugeho¨rige Anfor-
derung zu diesem Anwendungsfall ist in Abbildung 3.7 im ersten Block aus-
schnittsweise dargestellt. Diese Anforderung besteht aus drei wesentlichen
Elementen:
• Identifikator: ERFASSEN-P-001
• Bezeichnung: Listen der AOK BW persistieren
• Die Beschreibung der Anforderung selbst
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Abbildung 3.6: Der Anwendungsfall
”
Daten zentral erfassen“
3.5.2 Anforderungen im agilen Kontext
Wie im Abschnitt 2.6 beschrieben ist, befinden sich alle Anforderungen im
Product Backlog. Diese entstammen dem im Abschnitt 3.5.1 beschriebenen
Anforderungsdokument. Je Sprint werden einzelne Anforderungen aus die-
sem Dokument umgesetzt. Den Anforderungen werden Priorita¨ten zugeord-
net und Ergebnisse von Aufwandsscha¨tzungen im Product Backlog abge-
tragen. In jeder Sprintplanung werden neue Anforderungen aus dem Anfor-
derungsdokument anhand der ho¨chsten Priorita¨ten fu¨r den na¨chsten Sprint
3.5. REALISIERTE ANFORDERUNGSKONZEPTION 39
Abbildung 3.7: Aufbau der Anforderungsdokumentation
eingeplant und in den Sprint Backlog u¨bertragen. Der Sprint Backlog fu¨r
Sprint 1 des Projektes KaSpeR ist in Abbildung 3.8 auf einem Flipchart zu
sehen.
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Abbildung 3.8: Sprint Backlog zu Sprint 1 des Projekts KaSpeR
Kapitel 4
Entwurf
Der Softwareentwurf spielt in der Softwareentwicklung eine tragende Rol-
le. Besonders in JavaEE-Anwendungen kommt es auf einen guten Entwurf
an, da es sich dabei oft um verteilte Systeme handelt, die autonom und
in verschiedenartiger Kombination miteinander arbeiten. Dieses Kapitel be-
fasst sich mit den Entscheidungen bezu¨glich der verwendeten Technologien
sowie dem Aufbau und der Architektur, die in dem Projekt KaSpeR getrof-
fen wurden. Weiterhin wird der Benutzeroberfla¨chenprototyp vorgestellt und
das verwendete Framework eingefu¨hrt.
4.1 Einfu¨hrung in das Fallbeispiel Melchior
Das Projekt KaSpeR kann aus Geheimhaltungsgru¨nden nicht offengelegt wer-
den. Daher entstand das korrespondierende Projekt Melchior, das ein Mo-
dell von KaSpeR nachbildet und nur einen Teil der KaSpeR-Funktionalita¨ten
in abgewandelter Form beinhaltet. Melchior dient Demonstrationszwecken
der verwendeten Vorgehen und Technologien. Die Forderung an Melchi-
or ist der Import von Listen im Comma-Separated-Values (CSV)-Format
[Shafranovich, 2005] in eine Datenbank. Dabei soll eine definierte Menge an
CSV-Dateien in Form einer gepackten ZIP-Datei [Deutsch, 1996] u¨ber eine
41
42 KAPITEL 4. ENTWURF
browsergestu¨tzte Anwendung in der Datenbank persistiert werden, siehe Ab-
schnitt 1.3. Vor dem Import muss fu¨r jede CSV-Datei eine Zuordnung zu
einer in der Datenbank hinterlegten Rubrik erfolgen. Die zu importierenden
Daten werden anschließend durch verschiedene Pru¨fverfahren validiert und
im Erfolgsfall persistiert. Desweiteren entsteht eine Schnittstelle fu¨r externe
Systeme, die auf Basis einer PZN die zugeho¨rige Rubrik erfragen ko¨nnen.
4.2 Objektorientierte Analyse und Design
4.2.1 Fachklassenentwurf
Dem Fachkonzept sind neben den Anforderungen (siehe Abschnitt 3.5.1)
auch die fachlichen Doma¨nen zu entnehmen. Sie sind die Grundlage fu¨r das
Fachklassenmodell. Abbildung 4.1 zeigt das Fachklassenmodell von Melchi-
or. Zentrales Element des Modelles ist der Vertrag. Daten ko¨nnen als Paket
zu einem bestimmten Vertrag importiert werden. Zu jedem Vertrag ko¨nnen
mehrere Importe erfolgen. Desweiteren werden Rubriken von PZN und ATC
verwendet. Zu jedem Vertrag kann es mehrere Rubriken geben. Sowohl PZN
als auch ATC ko¨nnen jeweils mehreren Rubriken zugeordnet sein. Je Ru-
brik ko¨nnen mehrere PZNs und ATCs existieren. Diese Zuordnungen sind
jeweils mit einer Gu¨ltigkeit versehen. Im Projekt KaSpeR wurde dieses Mo-
dell in erweiterter Form durch den Kunden verifiziert und konnte somit als
Ausgangspunkt fu¨r die Datenbankmodellierung verwendet werden.
4.2.2 Datenbankentwurf
Abbildung 4.2 zeigt das Datenbankmodell von Melchior. Das Datenbank-
modell ist fu¨r eine relationale Datenbank entworfen worden. Um das Fach-
klassenmodell in relationaler Form abzubilden, wurden zwei Beziehungs-
tabellen eingefu¨hrt. Sie dienen der M:N-Abbildung der Beziehung zwi-
schen Rubrik und PZN sowie Rubrik und ATC. Außerdem enthalten diese
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Abbildung 4.1: Fachklassenmodell von Melchior
Beziehungstabellen die Angaben zur Gu¨ltigkeit der Zuordnung. Die Bezie-
hungen der Tabellen untereinander sind durch die Gleichsetzung der Fremd-,
beziehungsweise Prima¨rschlu¨ssel auf den Beziehunglinien dargestellt.
4.3 Grundsatzentscheidungen
4.3.1 Datenhaltung
Die Haltung der Daten sollte grundsa¨tzlich in einer relationalen Datenbank
mit Mehrbenutzerfa¨higkeit und Transaktionsfa¨higkeit erfolgen. Die Wahl fiel
dabei auf eine MySQL-Datenbank [Sun Microsystems, 2009b], da diese in
einer kostenlosen Edition unter einer GPL-Lizenz [Inc., 2009] zur Verfu¨gung
steht.
4.3.2 Verteilung im Netz
Um das System in die Umgebung des Rechenzentrums einzugliedern,
sollte eine JavaEE-Applikation entstehen. Die Forderung war dabei die
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Abbildung 4.2: Datenbankmodell von Melchior
Entwicklung einer Webapplikation, die u¨ber einen Web-Browser von verschie-
denen Standorten aus erreichbar ist. Daher wurde als Architekturtyp eine
Web-Architektur [Schubert, 2009] gewa¨hlt. Der GlassFish Applikationsserver
[Sun Microsystems, 2009a] erfu¨llt die JavaEE-Spezifikation (siehe Abschnitt
5.1) und ist standardisiert. Als Open Source-Referenzimplementierung von
der Firma Sun wurde dieser Applikationsserver gewa¨hlt.
4.3.3 Benutzeroberfla¨che
Die Benutzeroberfla¨che sollte per Web-Browser bereitgestellt und das Design
mittels Hypertext Markup Language (HTML) und Cascading Style Sheets
(CSS) realisiert werden. Fu¨r die dynamische Erstellung von Ansichten wurde
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das Java-Framework Wicket [Foundation, 2009b] gewa¨hlt, da dieses eine gute
Schichten-Trennung zwischen Modell und Ansicht unterstu¨tzt.
4.4 Software-Architektur
4.4.1 Komponenten
”
Abstraktion ist eine der wichtigsten Ideen in der Softwareentwicklung.“
[Bien, 2007]
Komponenten sind abstrakte Darstellungen von Teilen eines Systems
selbst oder von Systemen. Sie kapseln Funktionseinheiten zu einem Bu¨ndel
und sind durch Schnittstellen zuga¨nglich. Das Zusammenfassen von Funk-
tionalita¨ten kann auf Basis von fachlich zusammengeho¨rigen Elementen
erfolgen. Eine so entstandene Komponentendarstellung kann fu¨r mehr
Systemversta¨ndlichkeit und einen besseren Systemu¨berblick sorgen. Die No-
tation einer Komponente ist in Abbildung 4.3 zu sehen und richtet sich nach
der UML-Spezifikation [Object Management Group, 2009]. Angebotene
Abbildung 4.3: Komponente mit erwarteter und angebotener Schnittstelle
Schnittstellen werden durch einen Kreis symbolisiert und ko¨nnen durch
externe Schnittstellennutzer angesprochen werden. Erwartete Schnittstellen
werden durch einen Halbkreis dargestellt und beschreiben erforderliche
Endpunkte zur Kommunikation der Komponente mit der Außenwelt. Eine
Komponente muss nicht zwingend u¨ber Schnittstellen verfu¨gen, da auch ein
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autonom arbeitendes System durch eine Komponente abstrahiert werden
kann.
4.4.2 JavaEE-Architekturmuster
”
Ein Architekturmuster spiegelt ein grundsa¨tzliches Strukturierungsprin-
zip von Software-Systemen wieder. Es beschreibt eine Menge vordefinierter
Subsysteme, spezifiziert deren jeweiligen Zusta¨ndigkeitsbereich und entha¨lt
Regeln zur Organisation der Beziehungen zwischen den Subsystemen.“
[Mann, 2003a]
Entity Control Boundary
In der JavaEE-Anwendung Melchior kommt das Architekturmuster ECB
[Mann, 2007] zum Einsatz. Es weist eine starke A¨hnlichkeit zum Model View
Controller (MVC) [Mann, 2003b] Muster auf. In diesem Muster werden drei
verschiedene Objekttypen unterschieden:
Entity Entita¨ten dienen der persistenten Datenhaltung.
Control Als Controller werden die Systemkomponenten bezeichnet, die die
Gescha¨ftslogik halten.
Boundary Die Schnittstellen fu¨r Benutzer des Systems werden durch die
Boundaries beschrieben.
Hauptmerkmal dieses Architekturmusters ist die Abbildung von Anwen-
dungsfa¨llen auf diese drei Objekttypen. Dabei wird je Anwendungsfall ein
Controller angelegt. Ein Boundary ergibt sich aus Anwendungsfa¨llen, die ei-
ne Interaktion mit externen Akteuren beinhalten. Je Boundary existiert ein
zugeho¨riger Controller, um die Interaktion verarbeiten zu ko¨nnen. Alle per-
sistent zu haltenden Daten werden durch die Entita¨ten abgebildet. Dieser
Sachverhalt wird an Melchior durch Abbildung 4.4 dargestellt.
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Abbildung 4.4: Abbildung von Anwendungsfa¨llen nach ECB
Service Facade
Eine Service Facade (SF) dient der Kapselung der Gescha¨ftslogik einer
Komponente und beschreibt Control aus dem Architekturmuster ECB.
U¨ber die Service Facade ist das System beziehungsweise sind die Kompo-
nenten ansprechbar und stellt eine extern nutzbare Schnittstelle bereit. Die
Schnittstelle sollte mo¨glichst einfach gehalten sein, um deren Nutzung zu
vereinfachen. Dadurch lassen sich Komponenten oder Systeme voneinander
entkoppeln und deren autonome Arbeitsweise unterstu¨tzen [Mann, 2003a].
In Melchior werden SF an zwei Stellen beno¨tigt. Wie in Abbildung
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4.4 dargestellt ist, ko¨nnen die Akteure jeweils einen Anwendungsfall adres-
sieren. Diese Anwendungsfa¨lle werden jeweils durch ein Boundary umgesetzt,
welche in diesem Fall die Schnittstellen zum System darstellen.
Data Transfer Object
Data Transfer Object (DTO)s werden zum Transport von Daten u¨ber
Schichten hinweg (beispielsweise von einem Backend zu einem Frontend)
benutzt. Diese kapseln lediglich Daten. Sie werden meist in serialisierter
Form u¨bertragen und stellen Getter- und Setter-Methoden fu¨r deren
Attribute bereit. Durch Verwendung von DTOs wird eine Entkopplung der
verwendenden Systeme unterstu¨tzt. Sind mehrere Systeme in einer verteilten
Umgebung beteiligt, ko¨nnen verschiedene DTOs je Client-System unno¨tigem
Datenbalast vorbeugen [Mann, 2003a].
In Melchior werden DTOs vom Frontend und vom Backend als Bin-
deglied zur Datenu¨bertragung genutzt. Die DTOs sind Frontend und
Backend bekannt. Sie werden vom Backend bereitgestellt. Das Frontend
erha¨lt Daten in Form von DTOs vom Backend, um diese mit Daten zu
befu¨llen und an das Backend zuru¨ckzusenden.
Entity Access Object
Unter Entity Access Object (EAO)s sind Zugriffspunkte fu¨r persistente
Daten in Form von Entita¨ten zu verstehen. Sie stellen spezialisierte Me-
thoden fu¨r den Zugriff und die Abfrage von Entita¨ten bereit. Da sich die
Gescha¨ftslogik nicht um die Persistierung oder das Wiederauffinden der
Daten ku¨mmern soll, erfu¨llen die EAOs diese Aufgabe und stellen das
Bindeglied zwischen Datenhaltung in Datenbanken und der Gescha¨ftslogik
im EJB-Container dar. Fu¨r mehrere Entita¨ten ko¨nnen je nach Aufbau
des Entity-Modells ein oder mehrere EAOs entwickelt werden. Der genaue
Zuschnitt der EAOs ha¨ngt von den beno¨tigten Zugriffen der Gescha¨ftslogik
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Es gibt drei EAOs in Melchior, jeweils eins fu¨r die Entita¨ten Vertrag
und Import und ein u¨bergreifendes, das die Entita¨ten Rubrik, PZN, PZN-
Rubrik, ATC und ATCRubrik abdeckt. Da die Entita¨ten PZN, ATC sowie
deren Gu¨ltigkeiten nicht ohne die Rubrik beno¨tigt werden, sind einzelne
EAOs fu¨r diese nicht no¨tig. Der Zugriff erfolgt also stets u¨ber das fu¨r die
Rubrik zusta¨ndige EAO.
4.4.3 Systemkomponenten
Melchior ist in Schichten getrennt und besteht aus zwei Hauptsystemkom-
ponenten, dem Frontend und dem Backend. Die Aufgabe dieser und weiterer
Komponenten wird im Folgenden erla¨utert:
Frontend Das Frontend erfu¨llt die Aufgaben der Datenrepra¨sentation und
stellt die Funktionalita¨t des Importes fu¨r den Nutzer zur Verfu¨gung.
Backend Das Backend kapselt weitere Funktionalita¨ten, die durch die fol-
genden Komponenten realisiert sind:
Service Die Komponente dient als zentraler Zugriffspunkt fu¨r das
Backend und fungiert als Service Facade. Die Service-Komponente
stellt zwei Funktionalita¨ten bereit: Das Importieren von Daten
und das Abfragen der Rubrik zu PZN, Vertrag und Gu¨ltigkeit.
Der Datenimport wird durch das Frontend und die Rubrikabfrage
von der Webservice-Komponente genutzt.
DTOFactory Um die Daten innerhalb und außerhalb des Backends
effizient u¨bertragen zu ko¨nnen, werden DTOs beno¨tigt, die von
der DTOFactory erzeugt und bereitgestellt werden.
Validator Die Komponente u¨bernimmt Aufgaben der Datenvalidie-
rung, um nur qualita¨tsgesicherte Daten in die Datenbank zu
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schreiben.
StoreProcessor Die Persistierung der Daten in Form von Entita¨ten
wird von der StoreProcessor-Komponente u¨bernommen.
Webservice Externe Systeme ko¨nnen u¨ber den Webservice auf dieses Sy-
stem zugreifen. Diese Komponente ku¨mmert sich um die Bereitstellung
der Schnittstelle.
Abbildung 4.5 gibt einen U¨berblick u¨ber das System und seine Komponen-
ten. Melchior besteht ausgenommen der Webservice-Komponente aus den
gleichen Komponenten wie KaSpeR.
Abbildung 4.5: Komponentendiagramm von KaSpeR
4.5 Benutzeroberfla¨che
Die Benutzerschnittstelle fu¨r den Import sollte eine Webanwendung sein. Der
Prototyp in Abbildung 4.6 zeigt den ersten Entwurf der Benutzerschnittstelle.
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Im oberen Bereich ist die Auswahlmo¨glichkeit des Vertrages erkennbar. Die
Importdatei wird u¨ber den
”
Durchsuchen“-Button ausgewa¨hlt, um die ein-
zelnen CSV-Dateien in einer Zuordnungsansicht darunter darzustellen. Nach
dem Zuordnen kann der Import gestartet werden. Erfolgs- beziehungsweise
Fehlerfa¨lle der Importdaten-Validierung werden in einem Textfeld angezeigt.
Abbildung 4.6: Prototyp der Benutzerschnittstelle von Melchior
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Kapitel 5
Java Enterprise Edition
Durch die Grundsatzentscheidung in Abschnitt 4.3.2 wurde u¨ber die Ver-
teilung der Anwendung im Netz und der Verwendung der Java Enterprise
Edition (JavaEE) entschieden. Im Abschnitt 4.4.2 werden bereits JavaEE-
Architekturmuster beschrieben und dienen als Grundlage fu¨r die Implemen-
tierung (siehe Abschnitt 6). Um Ideen und Technologien fu¨r die Implemen-
tierung einzufu¨hren, entstand dieses Kapitel. Relevante Themen aus JavaEE
werden im Folgenden fu¨r Melchior vorgestellt.
5.1 Grundgedanke
Bei JavaEE handelt es sich nicht um ein Produkt oder eine neue Program-
miersprache, sondern um eine Spezifikation von Modellen und Technologi-
en, die auf Anwendungen in verteilten Systemen zugeschnitten sind. Dabei
liegt der Fokus auf serverseitigen Anwendungen, wobei dem Entwickler eine
Infrastruktur zur Verfu¨gung gestellt wird, durch die er sich hauptsa¨chlich
um die Implementierung von Gescha¨ftslogik ku¨mmern muss. Die Spezifikati-
on wurde durch den Java Community Process (JCP) [Microsystems, 2009a]
als Java Specification Request (JSR) 244 entwickelt. Anwendungen in die-
sem Umfeld werden auch als Enterprise-Applikationen bezeichnet. Diese
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unterscheiden sich von herko¨mmlichen, schlanken Java Standard Edition
(JavaSE)-Anwendungen [Microsystems, 2009b] durch eine Reihe von kom-
plexen Anforderungen [Oliver Ihns, 2007]:
• Ausfallsicherheit
• Transaktionalita¨t
• Hohe Anzahl konkurrierender Zugriffe
• Hochlastbetrieb
• Performance
• Skalierbarkeit
Durch JavaEE werden Technologien und Modelle spezifiziert, die ein
Rahmen- und Regelwerk fu¨r die Umsetzung solcher Anforderungen be-
reitstellen. Die Standards sind durch Application Programming Interface
(API)s ausgepra¨gt und dienen als Grundlage fu¨r konkrete Implemen-
tierungen. Verschiedene Hersteller implementieren die gesamte JavaEE-
Spezifikation oder nur Teile davon. Eine Gesamtumsetzung wird als
JavaEE-Applikationsserver bezeichnet. Beispiele dafu¨r sind der GlassFish-
Applikationsserver [Sun Microsystems, 2009a] von der Firma Sun Mi-
crosystems [Sun Microsystems, 2009c] oder der JBoss Applicationserver
[Community, 2009].
5.2 Gesamtarchitektur
Die JavaEE-Spezifikation sieht eine sogenannte Komponentenarchitektur
vor. Diese beinhaltet neben der Hauptkomponente, dem Applikationsserver,
unter anderem die Container-Komponenten Web-Container und Enterprise
Java Beans (EJB)-Container. Beide Container-Komponenten befinden sich,
wie in Abbildung 5.1 dargestellt, innerhalb des Applikationsservers. Einige
Hersteller bieten diese Container-Komponenten auch autonom lauffa¨hig an.
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Abbildung 5.1: Allgemeine JavaEE-Infrastruktur
5.3 Container
Container ko¨nnen als Komponenten (siehe Abschnitt 4.4.1) verstanden
werden und dienen der Kapselung logischer Einheiten eines Systems.
Web- und EJB-Container sind durch die JavaEE-Spezifikation vorgegebene
Container mit jeweils abgegrenzten Aufgabengebieten. Die Aufgaben der
beiden Container werden in den nachfolgenden Abschnitten erla¨utert. Beide
Container ko¨nnen in Abha¨ngigkeit von der Anwendung auch autonom
eingesetzt werden.
Fu¨r eine Enterprise-Applikation ko¨nnen verschiedene Architekturen
zum Einsatz kommen, zum Beispiel Drei- oder Vier-Schichtenarchitekturen.
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Die Drei-Schichtenarchitektur wu¨rde, wie in Abbildung 5.2 dargestellt, einen
Javaclient (Fat Client1) voraussetzen, der direkt mit dem EJB-Container
kommuniziert. Soll jedoch ein Thin Client2 mit einer sehr gut verteilbaren
Weboberfla¨che genutzt werden, so ist die Vier-Schichtenarchitektur (siehe
Abbildung 5.3) unter Verwendung des Web-Containers vorzuziehen.
Abbildung 5.2: Drei-Schichtenarchitekur Client
5.3.1 Web-Container
Der Web-Container besteht aus einem kompletten Webserver, der die stan-
dardisierten Protokolle HTTP und HTTPS verarbeiten kann. Desweiteren
ist er fu¨r die Generierung von HTML-Seiten ausgelegt. Dies kann u¨ber Tech-
nologien wie Java Server Pages (JSP) oder Servlets dynamisch gestaltet
werden. Im Rahmen der Vier-Schichtenarchitektur wird der Web-Container
zur Abbildung der Pra¨sentationslogik genutzt. Dabei greift er u¨ber spezi-
fische Container-Schnittstellen auf die vom EJB-Container bereitgestellte
Gescha¨ftslogik zu.
1Client mit Gescha¨ftslogik
2Client nur zur Aus- und Eingabe von Daten
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Abbildung 5.3: Vier-Schichtenarchitekur Thin Client
5.3.2 EJB-Container
Der EJB-Container bildet die Laufzeitumgebung fu¨r EJB-Komponenten.
EJBs bilden die Gescha¨ftslogik objektorientiert ab. Die Verwaltung der EJB-
Lebenszyklen und das Vorhalten der EJBs in Pools fa¨llt ebenso wie die Bereit-
stellung von Transaktions- und Nachrichtendiensten in den Aufgabenbereich
des Containers. Die Aufgaben ko¨nnen vom EJB-Container direkt implemen-
tiert sein oder vom Applikationsserver angefordert werden. Der Container
kann drei Typen von EJBs halten:
Entity-Beans halten die persistenten Daten und repra¨sentieren in der Regel
jeweils einen Datensatz in der entsprechend zugeho¨rigen Tabelle der
Datenbank.
Session-Beans dienen der Kapselung der Gescha¨ftslogik und bieten diese
nach außen hin als Service an. Oft ist eine Abbildung von Anwen-
dungsfa¨llen auf Session-Beans mo¨glich. Session-Beans ko¨nnen sowohl
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zustandslos (stateless) als auch zustandsbehaftet (stateful) genutzt wer-
den. Die zustandslosen Session-Beans sind nur fu¨r einen Methodenauf-
ruf durch den Client mit diesem verbunden. Im Gegensatz dazu hal-
ten zustandsbehaftete Session-Beans Informationen in Instanzvariablen
vor, die auch transaktionsu¨bergreifend durch einen Client u¨ber mehrere
Methoden hinweg weiterverwendet werden ko¨nnen.
Message Driven Beans erlauben eine asynchrone, nachrichtenbasierte
Kommunikation von EJB-Komponenten u¨ber den sogenannten Java
Message Service (JMS). So ko¨nnen Nachrichten eingestellt und vom
EJB-Container zeitlich versetzt abgearbeitet werden.
Um sich als Client mit einer EJB-Komponente zu verbinden, wird eine An-
frage auf ein sogenanntes Business Interface an den Java Naming and Direc-
tory Interface (JNDI)-Dienst gesendet. Dieser liefert eine Referenz zuru¨ck,
mit dem dann die Methoden der entsprechenden Bean aufgerufen werden
ko¨nnen. Der EJB-Container seinerseits erstellt konkrete Bean-Instanzen und
ha¨lt diese auf Vorrat in einem Instanz-Pool. Diese werden bei einer An-
frage einem Client zugeordnet. Dieses Vorgehen wird als Instance Pooling
[Oliver Ihns, 2007] bezeichnet. Abbildung 5.4 stellt diesen Sachverhalt dar.
5.3.3 Java Persistence API
Seit der EJB-Version 3.0 wird die Aufgabe der persistenten Datenhaltung
nicht la¨nger durch den EJB-Container erledigt, sondern durch eine ei-
gensta¨ndige JPA-Komponente [Group, 2009]. JPA ist fu¨r das Mapping von
Java-Objekten in Form von Entity-Beans auf Tabellen in einer Datenbank
verantwortlich. JPA ist nur eine Spezifikation, die wiederum durch verschie-
dene Hersteller implementiert ist. Hibernate [Red Hat Middleware, 2009]
und Toplink [Corporation, 2009] sind zwei Implementierungen, die auch
als Service oder Persistenz Provider bezeichnet werden. Die Entkopplung
der JPA vom EJB-Container ist Unter Anderem darin begru¨ndet, dass
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Abbildung 5.4: Nutzung des EJB-Containers
JavaSE-Anwendungen ebenfalls in die Lage versetzt werden sollen Entity-
Objekte in Datenbanktabellen abzubilden.
Eine Hauptaufgabe der JPA ist das Anbieten eines Entity Managers.
Dieser stellt die notwendigen Manipulationsmechanismen fu¨r Entita¨ten
bereit. Desweiteren wird eine Structured Query Language (SQL)-a¨hnliche
Abfragesprache namens Java Persistence Query Language (JPQL) zum
Beeinflussen von Entita¨ten in der Datenbank angeboten. Es gibt zwei
Mo¨glichkeiten, Entity-Beans auf Datenbanktabellen abzubilden: Durch eine
Mappingdatei im XML-Format [W3C, 2001] oder durch Annotationen,
die im Abschnitt 5.4.1 genauer beschrieben werden. Die folgende Aufli-
stung beschreibt einige ha¨ufig verwendete Annotationen. Eine vollsta¨ndige
Annotationsauflistung befindet sich in der JPA-Spezifikation [Group, 2009].
@Entity Die Entity-Annotation markiert die Java-Klasse als zu persistie-
rende Entity-Bean und wird der Klassendefinition vorangestellt.
@Table(name) Typischerweise wird jede Entity-Bean auf eine
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Datenbanktabelle abgebildet. Die Tabelle kann durch diese An-
notation und dem zugeho¨rigen Attribut name der Entity-Bean
zugewiesen werden. Diese Annotation wird ebenfalls der Klassendefi-
nition vorangestellt.
@Column(name) Um dem Entity-Manager die zu mappenden Attribute
bekannt zu geben, wird diese Annotation beispielsweise vor die zu-
geho¨rigen Getter-Methoden gesetzt. name ist dabei wieder maßgebend,
um das betreffende Attribut auf eine Tabellenspalte zu mappen.
@Id Diese Annotation definiert den eindeutigen Schlu¨ssel einer Entita¨t und
bildet u¨blicherweise den Prima¨rschlu¨ssel in einer Datenbanktabelle ab.
@OneToOne Um eine 1:1-Beziehung zwischen zwei Entity-Beans abzu-
bilden, wird diese Annotation beispielsweise u¨ber die entsprechende
Getter-Methode gesetzt. Beziehungen ko¨nnen sowohl unidirektional als
auch bidirektional sein. Letzteres wird dadurch bestimmt, dass auf bei-
den Seiten der Beziehung Annotationen vorliegen.
@OneToMany - @ManyToOne Eine 1:N-Beziehung zwischen Entity-
Beans wird durch diese Annotation festgelegt. Hier sind ebenfalls uni-
und bidirektionale Beziehungen mo¨glich. Fu¨r den unidirektionalen Fall
muss bei beiden Entity-Beans die entsprechend entgegengesetzte An-
notation angegeben werden.
@ManyToMany Eine M:N-Beziehung wird durch diese ebenfalls uni- und
bidirektional mo¨gliche Annotation ausgedru¨ckt.
@JoinColumn(name) Diese Annotation wird in Kombination mit einer
der drei vorangestellten, beziehungsbeschreibenden Annotationen ge-
setzt. Mit dem zugeho¨rigen Attribut name kann die Spalte, die die
Entita¨ten in der Tabelle miteinander verknu¨pft, angeben werden.
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@EJB(beanName, beanInterface) Diese Annotation wird fu¨r die in Ab-
schnitt 5.4.2 beschriebene Dependency Injection verwendet.
5.4 Konzepte und Technologien
5.4.1 Annotationen
Vor JavaEE 5 wurden zur Beschreibung der Meta- und Konfigurationseinstel-
lungen fu¨r ein System ausschließlich Deployment-Descriptoren in Form von
XML-Dateien benutzt. Dabei ist die Fehleranfa¨lligkeit sehr hoch gewesen, da
diese erst zur Laufzeit ausgelesen und genutzt wurden. Annotationen sind
Erweiterungen der Java-Programmiersprache ab Java 5 (JSR 175). Dadurch
wird ermo¨glicht Meta-Informationen direkt in den Quellcode zu integrieren.
Ihre Auswertung kann je nach Einstellung zur Kompilierungs- und Laufzeit
erfolgen. Annotationen beginnen immer mit einem @ und dem zugeho¨rigen
Namen. Die Definition der Annotation erfolgt wie in Abbildung 5.5 durch ein
@interface. Annotationen ko¨nnen an Schnittstellen, Klassen, Attributen, Me-
thoden und Parameter gesetzt werden. Durch Verwendung von Annotationen
wird die Fehleranfa¨lligkeit einer Anwendung verringert, da Fehler direkt bei
der Kompilierung auffallen ko¨nnen.
5.4.2 Dependency Injection
Dependency Injection ist ein Konzept, das die Verantwortlichkeiten bei
der Verwendung von Containern bezu¨glich beno¨tigter Komponenten oder
Ressourcen beschreibt. Dabei soll die Verantwortlichkeit beim Container
liegen und nicht bei dem Nutzer. Beno¨tigte Komponenten werden vom
Container zum beno¨tigten Zeitpunkt beschafft und ko¨nnen direkt verwendet
werden. So hat der Container die Kontrolle u¨ber die Komponenten und
deren Lebenszyklen und die Nutzer mu¨ssen diese nicht erst anfordern.
Zusa¨tzlich wird der Entwickler durch Codereduzierung entlastet.
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Abbildung 5.5: Annotation
Beispielsweise ko¨nnen Session-Beans Referenzen auf andere Session-Beans
halten. Da es durch das Konzept des Instance Pooling keinen expliziten
Konstruktor fu¨r Session-Beans gibt, mu¨sste die beno¨tigte Session-Bean
u¨ber einen initialen Methodenaufruf instanziiert und bereitgestellt werden.
Durch Dependency Injection wird die beno¨tigte Ressource innerhalb der
aktuellen Session-Bean durch den Container bereitgestellt. Dazu wird
eine lokale Schnittstelle der beno¨tigten Session-Bean-Implementierung als
Membervariable in die aktuelle Session-Bean implementiert. Diese wird mit
der Annotation @EJB und den zugeho¨rigen Attributen beanName und
beanInterface versehen. Damit wird bei der Bereitstellung der aktuellen
Session-Bean die Referenz auf die beno¨tigte Ressource aufgelo¨st und die
entsprechende Membervariable befu¨llt.
5.4.3 Configuration by Exception
Ein weiteres wichtiges Konzept der EJB 3.0 Technologie ist die standardisier-
te Vorkonfiguration von Einstellungen fu¨r EJB-Komponenten. Dabei muss
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nur konfiguriert werden, wenn das Verhalten einer EJB-Komponente von der
Spezifikation abweichen soll. Die Standardkonfigurationen resultieren dabei
aus langja¨hrigen Erfahrungen von EJB-Entwicklern.
5.4.4 Kommunikation u¨ber Interfaces
Um die Komponenten im Applikationsserver aufrufen und benutzen zu
ko¨nnen, werden nicht, wie in JavaSE-Anwendungen, Objektinstanzen
mit dem new -Operator erzeugt, sondern es wird ein applikationsserver-
spezifischer Namensdienst (JNDI) befragt. Dabei wird ausschließlich mit
Schnittstellen gearbeitet, den sogenannten Remote- beziehungsweise Local-
Interfaces. Diese Schnittstellen werden insbesondere außerhalb des Applikati-
onsservers oder des Containers bereitgestellt, um die entsprechenden Kompo-
nenten fu¨r Client-Komponenten verfu¨gbar zu machen. Wie in Abbildung 5.4
wird die konkrete Bean-Instanz nur durch ein zugeho¨riges Business Interface
an den Java-Client und die Web-Applikation bereitgestellt.
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Kapitel 6
Implementierung
Dieses Kapitel baut auf dem vorangehenden, JavaEE-einfu¨hrenden Kapi-
tel auf. Dabei werden darin vorgestellte Technologien und Komponenten an
Melchior erla¨utert und wichtige Implementierungsdetails vorgestellt. Prima¨r
werden Details aus dem Backend – vom objektorientierten Design u¨ber die
Erstellung von DTOs bis zur Persistierung von Daten – behandelt. Der Zu-
griff des Frontends auf das Backend wird beschrieben und die Frontend-
Technologie vorgestellt.
6.1 Vorgehen
Die Vorgehensweise entsprach dem Bottom-up-Prinzip [Hamburg, 2009], da
die Komponenten einzeln entwickelt und spa¨ter zusammengesetzt wurden.
Die Implementierungsreihenfolge wurde durch die Priorisierung der Anfor-
derungen ( siehe Abbildung 3.7) aus dem agilen Vorgehen bestimmt. Die
erste Anforderung ERFASSEN-P-001 hat die Persistierung von Daten zum
Inhalt. Zuna¨chst wurde also die Implementierung der Datenbanktabellen und
Entity-Beans vorgenommen. Anschließend sind die fu¨r die Persistierung von
Entity-Beans verantwortlichen EAOs (siehe Abschnitt 4.4.2) und die Kom-
ponente StoreProccessor (siehe Abschnitt 4.4.3) entstanden. Um die Daten
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durch das Backend transportieren zu ko¨nnen, wurden im na¨chsten Schritt die
DTOs (siehe Abschnitt 4.4.2) und die zugeho¨rige Komponente DTOFactory
(siehe Abschnitt 4.4.3) bereitgestellt. Die Gescha¨ftslogik fu¨r das Importieren
und Validieren der Daten war der letzte Implementierungsschwerpunkt.
6.2 Backend
Der backendseitige Schwerpunkt lag in der Implementierung der Entita¨ten
und Komponenten. Dieser Abschnitt befasst sich mit den zugeho¨rigen Im-
plementierungdetails.
6.2.1 Entity-Beans
Die Fachklassen sind bereits im Abschnitt 4.2.1 vorgestellt worden. Darauf
aufbauend wurden die Entity-Beans entwickelt. Im Klassendiagramm der
Entity-Beans in der Abbildung 6.1 wurden die Beziehungen zwischen Rubrik
und Pzn sowie zwischen Rubrik und Atc jeweils durch eine Koordinatorklas-
se (PznRubrik und AtcRubrik) abgebildet. Diese entha¨lt die Angaben der
fachlichen Gu¨ltigkeit und bildet gleichzeitig die M:N-Beziehungen ab.
Bei der Implementierung der Entity-Beans lag der Schwerpunkt auf den
Annotationen fu¨r das objektrelationale Mapping. Im Vordergrund stand das
Mapping der Klassen und Beziehungen aus dem Klassendiagramm (siehe
Abbildung 6.1) auf Tabellen und Relationen im Datenbankmodell (siehe
Abbildung 4.2). Exemplarisch wird das Mapping zwischen den Klassen Pzn
und Rubrik unter Zuhilfenahme der Koordinatorklasse PznRubrik erla¨utert.
Die Klasse Rubrik ha¨lt ein Set mit Elementen vom Typ PznRubrik.
Eine PznRubrik ha¨lt wiederum eine Pzn, wobei eine Pzn von mehreren
PznRubriken referenziert werden kann. Es besteht also eine 1:N-Beziehung
zwischen Rubrik und PznRubrik. Wie in Abschnitt 5.3.3 beschrieben, werden
die Beziehungen fu¨r das Persistenzframework mittels Annotationen an den
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Abbildung 6.1: Entity-Bean Klassendiagramm und EAO Zusta¨ndigkeiten
Getter-Methoden der Entity-Beans gesetzt. Wie im Ausschnitt aus der
Klasse Rubrik der Abbildung 6.2 zu sehen ist, erha¨lt die Methode getPznRu-
briks() die Annotation @OneToMany. Damit wird die Beziehung zwischen
Rubrik und PznRubrik spezifiziert. Das Annotationsattribut mappedBy
besagt dabei, dass der Beziehungseigentu¨mer die Klasse PznRubrik mit
deren Membervariable rubrik ist. Ein weiteres wichtiges Annotationsattribut
ist cascade, das die Speicher-Operationen MERGE, PERSIST, REFRESH
und REMOVE optional an die Typen der Getter-Methode weiterleiten
kann. In diesem Fall ist cascade auf CascadeType.ALL gesetzt und leitet
somit alle Speicher-Operationen, die von der Klasse Rubrik ausgehen, an
die Elemente des Sets weiter. Das dritte Annotationattribut fetch bestimmt
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die Lade-Operationen, wobei zwischen EAGER und LAZY gewa¨hlt werden
kann. Bei einer Lade-Operation ausgehend von der Klasse Rubrik werden
durch die Einstellung EAGER alle Elemente des Sets automatisch nach-
geladen. Auf der Seite der PznRubrik wird eine Getter-Methode fu¨r den
Zugriff von einer PznRubrik auf deren Rubrik ebenfalls mit Annotationen
versehen. Die Beziehung zwischen Rubrik und PznRubrik ist bidirektional.
In der Klasse PznRubrik ist die entgegengesetzte Annotation fu¨r die Be-
ziehung mit @ManyToOne angegeben. Zusa¨tzlich existiert eine Annotation
@JoinColumn, die die verbindende Datenbankspalte angibt. So ist die
Spalte rubrik id der beiden Tabellen fu¨r die Verknu¨pfung verantwortlich.
Die Beziehung zwischen PznRubrik und Pzn ist hingegen nur unidirektional.
Wie in Abbildung 6.2 zu sehen ist, wird nur die Klasse PznRubrik u¨ber die
Pzns in Kenntnis gesetzt.
Abbildung 6.2: Objektrelationales Mapping
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6.2.2 Entity Access Objects
Die EAOs sind, wie in Abschnitt 4.4.2 beschrieben, fu¨r Zugriffe auf die
persistenten Daten verantwortlich. Dabei ko¨nnen EAOs fu¨r eine oder fu¨r
mehrere Entity-Beans zusta¨ndig sein. Im Fallbeispiel wurden die EAOs nach
Zusta¨ndigkeiten kategorisiert und den Entity-Beans wie in Abbildung 6.1
zugeordnet. Dabei ist erkennbar, dass das RubrikEAO fu¨r vier Entity-Beans
verantwortlich ist. Diese Tatsache ist im Zugriffsverhalten begru¨ndet.
Um eine Pzn oder Atc mit zugeho¨riger Gu¨ltigkeit zu persistieren oder
abzufragen, wird zusa¨tzlich die Information u¨ber die Rubrik beno¨tigt. Daher
wurde die Zusta¨ndigkeit des EAOs auf die vier Entity-Beans ausgedehnt
und eine Vereinfachung der Persistierung erreicht.
Die EAOs erfu¨llen die Basis-Aufgaben zum Laden, Erzeugen, Lo¨schen
und Aktualisieren von Entita¨ten. Eine EAO ist als Stateless Session-Bean
implementiert, die Methoden fu¨r diese Basisaufgaben und zusa¨tzlich soge-
nannte Finder-Methoden fu¨r Suchabfragen bereitstellt. Finder-Methoden
werden zum Suchen von Entita¨ten unter Verwendung von Suchkriteri-
en angesprochen. Desweiteren ha¨lt jede EAO einen EntityManager, der
durch Dependency Injection (siehe Abschnitt 5.4.2) vom EJB-Container
beschafft wird. Der EntityManager wird von der JPA, siehe Abschnitt 5.3.3,
bereitgestellt und bietet seinerseits Methoden fu¨r diese Aufgaben.
6.2.3 Komponente DTOFactory
Die DTOFactory ist eine Stateless Session-Bean mit einem Local Interface
fu¨r den containerinternen Zugriff und ist fu¨r die Erzeugung von DTOs ver-
antwortlich. Die wesentlichen sind:
• AtcDTO
• PznDTO
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• VertragListDTO
• ImportDataDTO
Die ersten beiden halten die Daten der CSV-Dateien. Das VertragListDTO
stellt Informationen fu¨r ein Boundary bereit. Diese Informationen enthalten
Daten u¨ber existierende Vertra¨ge und Rubriken. Damit ist das Boundary
fu¨r das Mapping der CSV-Dateien auf Rubriken verantwortlich. Fu¨r das Im-
portieren erwartet das Backend vom Boundary ein ImportDataDTO. Das
ImportDataDTO ha¨lt die ZIP-Datei, den Vertrag und Informationen zum
Mapping von Rubriken auf die CSV-Dateien in der ZIP-Datei.
Die Aufgabe der DTOFactory besteht darin, die ZIP-Datei zu entpacken und
die Daten der CSV-Dateien zeilenweise einzulesen, um jeweils ein DTO dar-
aus zu erzeugen. Eine ZIP-Datei besteht dabei aus genau sechs CSV-Dateien.
Jede CSV-Datei ist einer Rubrik zugeordnet. Voraussetzung ist das Vorhan-
densein der Rubrik in der Datenbank. Folgende Rubriken sind definiert (siehe
Abschnitt 1.2):
• orange
• rot
• gruen
• blau
Fu¨r das Entpacken gibt es eine zusta¨ndige Klasse mit dem Namen Unzipper.
Als Importvoraussetzung mu¨ssen Zuordnungen der CSV-Dateien zu Rubri-
ken mit angegeben sein. Der CsvMapper ist eine weitere Klasse, die sich um
das Mapping ku¨mmert. Dabei wird das ImportDataDTO gelesen und den
entpackten CSV-Dateien die entsprechende Rubrik zugeordnet. Die Informa-
tion u¨ber die Rubrik befindet sich in jedem AtcDTO und jedem PznDTO,
um in der spa¨teren Persistierung die richtige Zuordnung zwischen Pzn und
Rubrik sowie zwischen Atc und Rubrik zu gewa¨hrleisten.
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6.2.4 Komponente StoreProcessor
Der StoreProcessor ist fu¨r das Speichern der zu importierenden Daten ver-
antwortlich. Dabei u¨bernimmt er die U¨berfu¨hrung der Daten aus den DTOs
in die Entity-Beans. Anschließend werden die Entity-Beans mittels EAOs
in die Datenbank geschrieben. Fu¨r jeden zu persistierenden DTO-Typ (At-
cDTO und PznDTO) werden Methoden zum Persistieren bereitgestellt. In-
formationen u¨ber den Import werden direkt durch Einzelparameter an den
StoreProzessor u¨bergeben und persistiert. Seinerseits ist der StoreProcessor
eine Stateless Session-Bean, die ein Local Interface fu¨r den Zugriff innerhalb
der Applikation bereitstellt.
6.2.5 Komponente Validator
Um die Inhalte der CSV-Dateien laut Anforderungen zu validieren, wur-
de der Validator implementiert. Die Komponente Validator besteht aus
zwei verschiedenen Validatoren, einem Formatvalidator und einem Plausi-
bilita¨tsvalidator. Alle Validierungen des Formatvalidators werden auf eine
CSV-Datei direkt angewendet. Die Validierungen des Plausibilita¨tsvalidators
werden auf der Basis von bereits erzeugten DTOs durchgefu¨hrt. In Melchior
ist die Formatvalidierung mit der Anforderungsnummer VALID-FORMAT-
006 zur Validierung des Pzn-Formates und die Plausibilita¨tsvalidierung aus
der Anforderung VALID-GL-007 zur Validierung der Eindeutigkeit von Da-
tenzeilen implementiert (siehe Abbildung 3.7).
6.2.6 Komponente Service
Die Komponente Service ist gleichzeitig die Service Facade des Backends
(siehe Abbildung 4.5). Sie bietet ein Remote Interface fu¨r ein importierendes
System und den Webservice. Diese Komponente ist ebenfalls eine Stateless
Session-Bean. Die wesentlichen Methoden sind getVertragListDTO, um das
DTO fu¨r ein Boundary anzubieten, und die Methoden zum Importieren und
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Validieren, importData und validateImportData. Letztere u¨bernehmen das
ImportDataDTO vom Boundary als Eingabeparameter. Dabei werden die
Validierungen vor dem Import mit aufgerufen und geben bei einem Validie-
rungsfehlschlag ein entsprechendes Fehlerergebnis an das Boundary zuru¨ck.
Die Service-Komponente stellt den Einstiegspunkt der Applikation dar und
bestimmt dessen Lebenszyklus. Dieser ist durch das Sequenzdiagramm in Ab-
bildung 6.3 dargestellt. Dort fa¨llt auf, dass die Objektinstanzen ohne vorhe-
Abbildung 6.3: Sequenzdiagramm zum Lebenszyklus von Melchior
rige Instanziierung und mit willku¨rlich begrenzter Lebensdauer zu existieren
scheinen. Da es sich bei allen dargestellten Klassen um Stateless Session-
Beans handelt, werden diese vom Container verwaltet und in Pools gehalten.
Die Instanziierung erfolgt ausschließlich durch den Container. Das Diagramm
stellt nur einen Ausschnitt des Lebenszyklus dar, repra¨sentiert aber die all-
gemeine Vorgehensweise.
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Zuna¨chst wird ein VertragListDTO vom Boundary angefordert. Dafu¨r wird
der Service angesprochen, der wiederum u¨ber die EAOs auf die Entity-Beans
zugreift. Dabei werden alle Vertra¨ge abgefragt, um diese an das Bounda-
ry zuru¨ckliefern zu ko¨nnen. Anschließend wird die DTOFactory aufgerufen,
um das VertragListDTO zu generieren. Ein Vertrag ha¨lt Rubriken, die von
der DTOFactory-Komponente entsprechend in das DTO geschrieben werden.
Nachdem das Boundary die Informationen erhalten hat und das ImportDa-
taDTO erstellt hat, wird dieses wiederum an den Service u¨bergeben. Der Ser-
vice validiert die Daten durch die Nutzung der Formatvalidierungen aus dem
Validator, um danach die DTOs (PznDTO, AtcDTO) durch die DTOFactory
generieren zu lassen. Die Validierung der Plausibilita¨t wird wiederum durch
den Service veranlasst und durch den Validator ausgefu¨hrt. Zum Schluß wird
der StoreProcessor angesprochen, um das PznDTO zu persistieren. Die EA-
Os werden dabei wieder fu¨r die Abfrage- und Speicheroperationen genutzt.
In diesem Schritt fa¨llt auf, dass nicht die Pzn, sondern die Rubrik persi-
stiert wird. Das liegt an der Aufteilung der im Abschnitt 6.2.2 beschriebenen
EAO-Zusta¨ndigkeiten.
6.3 Frontend
In vergangenen Abschnitten wurde oft von Boundary gesprochen. Das Fron-
tend ist ein konkretes Boundary, da es auf die Funktionalita¨ten des Backends
u¨ber die Service Facade von Service zugreift. Das Frontend ist mit dem Fra-
mework Wicket [Foundation, 2009b] realisiert und la¨uft als eigensta¨ndige An-
wendung im Web-Container des Applikationsservers. Das Framework Wicket
verfolgt das Ziel Darstellung und Logik voneinander zu entkoppeln und so-
mit die technische Sicht von der Design-Sicht zu trennen. Dabei handelt es
sich um Webanwendungen mit browsergestu¨tzten Frontends. Wicket beruht
auf dem Prinzip, dass HTML-Seiten von einem Designer erstellt werden und
an den Stellen, an denen Daten aus der Logik dargestellt werden mu¨ssen,
74 KAPITEL 6. IMPLEMENTIERUNG
Platzhalter gesetzt werden. Die Platzhalter werden durch einen Identifikator
von der Logik angesprochen und mit Inhalt befu¨llt. Dabei gibt es jeweils
eine HTML-Webseite und eine Java-Klasse, die beide den gleichen Namen
tragen. Abbildung 6.4 verdeutlicht dieses Prinzip. Die genaue Funktionswei-
Abbildung 6.4: Trennung zwischen Technik und Design durch das Framework
Wicket
se des Frameworks ist nicht Bestandteil dieser Arbeit und wird daher nicht
genauer beleuchtet. Das Frontend ist wie im Abschnitt 4.5 beschrieben auf-
gebaut. Die Funktionsweise ist durch das Aktivita¨tsdiagramm in Abbildung
6.5 beschrieben.
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Abbildung 6.5: Aktivita¨tsdiagramm zur Benutzerinteraktion mit dem Fron-
tend
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Kapitel 7
Test
Dieses Kapitel befasst sich mit dem Thema Test. Dabei werden das Testvor-
gehen bei der Entwicklung von KaSpeR und zwei wesentliche Testarten unter
Verwendung verschiedener Werkzeuge beleuchtet.
7.1 Testvorgehen
In KaSpeR und Melchior wurden zwei verschiedene Arten von Tests durch-
gefu¨hrt:
Komponententests Die Komponententests sind fu¨r das Testen des Co-
des verantwortlich. Dabei werden in der Regel Soll-Ist-Vergleiche der
Komponentenfunktionalita¨t angestellt. Die Tests werden hauptsa¨chlich
durch JUnit-Tests [JUnit.org, 2009] implementiert.
Integrationstests Ein Integrationstest testet Funktionalita¨ten des Systems
komponentenu¨bergreifend.
Wie im Abschnitt der Vorgehensmodelle 2.5.1 unter Scrum beschrieben
existieren je Sprint eine Reihe von Anforderungen (siehe Abschnitt 3.5.2).
Diese Anforderungen sind auf dem Sprint Backlog dokumentiert (siehe
Abbildung 3.8). Dabei fa¨llt auf, dass zu jeder Anforderung ein fachlicher
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Test aufgefu¨hrt ist. Die fachlichen Tests bestehen dabei hauptsa¨chlich aus
Integrationstests. Zu jeder zu implementierenden Komponente oder Funk-
tionalita¨t wird ein Komponententest und wenn mo¨glich, ein Integrationstest
durchgefu¨hrt. Die aus den Anforderungen erwachsenen Tests werden in
einem zentralen Testverwaltungswerkzeug namens Salome [Marchemi, 2007]
zusammengetragen. Das Abnahmekriterium fu¨r eine Anforderung ist also
das Bestehen aller zugeho¨rigen Tests.
Im Projektteam gibt es einen Testverantwortlichen, der sogenannte
Blackbox-Tests durchfu¨hrt. Diese Tests sind Integrationstests, die an den
Systemschnittstellen, wie der Benutzeroberfla¨che und dem Webservice,
ansetzen. Dabei werden die Tests ohne genaues Wissen u¨ber interne Funk-
tionsweisen des Systems durchgefu¨hrt. Fu¨r diese Tests steht ein separates
Testsystem zur Verfu¨gung. Erst nachdem alle Kompontententests bestanden
sind wird das Testsystem mit einer neuen Programmversion bestu¨ckt.
Im Wesentlichen werden Funktions-, Performance- und Lasttests durch-
gefu¨hrt. Dabei ko¨nnen alle Tests unabha¨ngig voneinander in beliebiger
Reihenfolge und Anzahl durchgefu¨hrt werden.
7.2 JUnit-Tests
In JavaSE-Anwendungen ko¨nnen JUnit-Tests direkt an den entsprechenden
Klassen ansetzen. Dies ist in einer JavaEE-Umgebung nicht immer mo¨glich.
Komponenten, die auf JavaEE-Laufzeitumgebungen wie einen Applikations-
server oder einen EJB-Container angewiesen sind, ko¨nnen nicht losgelo¨st
von diesen funktionieren. Hauptsa¨chlich sind dabei EJB-Komponenten (sie-
he Abschnitt 5.3.2) betroffen, da diese nur innerhalb eines EJB-Containers
ausgefu¨hrt werden ko¨nnen. JUnit-Tests werden nicht in die JavaEE-
Laufzeitumgebung integriert und beno¨tigen daher externe Schnittstellen zum
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Testen. Im Projekt KaSpeR und Melchior wird dies durch die Implementie-
rungen von zusa¨tzlichen Remote-Interfaces in Session-Beans umgesetzt. Der
JUnit-Test greift auf diese Schnittstellen zu, um Komponenten- oder Inte-
grationstests durchzufu¨hren. Dabei muss beachtet werden, dass alle Objek-
te u¨ber Remote Interfaces serialisiert u¨bertragen und nach der Deserialisie-
rung in neue Objektinstanzen u¨berfu¨hrt werden. Abbildung 7.1 stellt die-
sen Sachverhalt dar. Dies kann insbesondere beim Testen von Entity-Beans
und ihrer Persistierung zu Nebeneffekten fu¨hren. Abbildung 7.2 zeigt einen
Abbildung 7.1: Objektu¨bertragung durch Serialisierung
exemplarischen JUnit-Test fu¨r Melchior. Das Testframework JUnit arbeitet
dabei mit Methoden-Annotationen. Dabei gibt es drei wesentliche Annota-
tionen:
@Before Beschreibt eine Methode, die vor jedem Einzeltest durch das
JUnit-Framework ausgefu¨hrt wird. So werden zum Beispiel die Ver-
bindung zum Backend hergestellt oder initiale Einstellungen fu¨r den
Test vorbereitet.
@After Eine mit dieser Annotation beschriebene Methode wird nach jedem
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Test durchgefu¨hrt und dient der Wiederherstellung des Ausgangszu-
standes nach dem Test.
@Test Die eigentliche Test-Implementierung wird in dieser Methode umge-
setzt.
Abbildung 7.2: Annotationen im JUnit-Test-Framework
7.3 Blackbox-Integrationstests
Diese Tests setzen an den Systemschnittstellen an. Zum Einen werden die
Weboberfla¨chen und zum Anderen der Webservice durch diese Tests ab-
gedeckt. Das Testen von Weboberfla¨chen wird durch Webanfragen bezie-
hungsweise durch Aufnahmen von Eingabeabfolgen automatisiert. Fu¨r diese
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Tests kommt das Weboberfla¨chentestwerkzeug Selenium [sel, 2009] zum Ein-
satz. Webservice-Tests werden durch Absenden von pra¨parierten Webservice-
Anfragen durch das Testwerkzeug JMeter [Foundation, 2009a] oder SoapUI
[eviware.com, 2009] realisiert. In beiden Fa¨llen werden die Ergebnisse ge-
gen Sollwerte gepru¨ft und entsprechende Fehler- oder Erfolgsfa¨lle provoziert.
Fehler, die in diesen Tests auftreten, werden im Fehlermanagement-System
Mantis [man, 2009] hinterlegt, wo die Fehlerfa¨lle den Entwicklern zugewiesen
werden.
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Kapitel 8
Schluss
Abschließend werden die mit der Arbeit erreichten Ziele ausgewertet, gewonn-
nene Erkenntnisse beschrieben und ein Ausblick auf die Weiterentwicklung
des Projektes KaSpeR vorgestellt.
8.1 Erreichte Ziele
Der Lebenszyklus einer Java Enterprise-Applikation ist von der Anforde-
rungsanalyse (siehe Kapitel 3) bis zum Testen der Anwendung (siehe Kapitel
7) nachvollzogen worden. Rahmen und Randbedingungen sowie Begriffe und
Technologien wurden durch Vorgehensweisen anhand von agilen Modellen
und Methoden (siehe Kapitel 2) und dem Abschnitt u¨ber Java Enterprise
allgemein (siehe Kapitel 5) beschrieben. Wa¨hrend des Implementierungska-
pitels (siehe Kapitel 6) konnte der Einsatz beschriebenen Technologien nach-
vollzogen werden.
8.2 Zusa¨tzlich gewonnene Erkenntnisse
Bei der Bearbeitung dieser Bachelorarbeit und bei der Durchfu¨hrung und
Implementierung des korrespondierenden Projektes KaSpeR sind weitere
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Erkenntnisse gewonnen worden. Die Bachelorarbeit entstand ebenso, wie das
Projekt KaSpeR, unter Verwendung agiler Methoden, wodurch die Vortei-
le dieses Vorgehens kennengelernt werden konnten. Daraus konnte die Er-
kenntnis gewonnen werden, dass bei der Verwendung von kurzen Iterationen
Arbeitsmoral und Motivation immer wieder neu gesta¨rkt wurden, da immer
wieder kleine Teilziele erreicht wurden. Weiterhin konnten neue Erfahrun-
gen im Java Enterprise-Umfeld, speziell im Bereich der EJB-Technologien,
gesammelt werden. Die gewonnene Projekterfahrung rundet die Arbeit ab.
8.3 Ausblick
Durch diese Bachelorarbeit und das Projekt konnten reichhaltige Erfahrun-
gen gesammelt werden, die als Fundament fu¨r weitere Arbeiten im Java
Enterprise-Umfeld dienlich sind. Die behandelten Themen aus den eher tech-
nisch orientierten Kapiteln, wie Java Enterprise Edition (siehe Kapitel 5)
und Implementierung (siehe Kapitel 6), werden zuku¨nftig ebenso weiter ver-
tieft wie die Themen der Planung und Organisation aus den Kapiteln u¨ber
agile Softwareentwicklung (siehe Kapitel 2) und Anforderungsanalyse (sie-
he Kapitel 3). Das Projekt KaSpeR wird ebenfalls erweitert und ausgebaut.
Aufgrund von nachru¨ckenden Anforderungen und weiteren Vertra¨gen sollen
weitere Validierungen von Importdaten und Erweiterungen der Fachklassen
erfolgen. Das System KaSpeR wird zuku¨nftig fu¨r weitere Stammdatenverwal-
tungen zusta¨ndig und dementsprechend erweitert.
Abku¨rzungen
API Application Programming Interface
CSS Cascading Style Sheets
CSV Comma-Separated-Values
DTO Data Transfer Object
EAO Entity Access Object
ECB Entity Control Boundary
EJB Enterprise Java Beans
GUI Graphical User Interface
HTML Hypertext Markup Language
IEEE Institute of Electrical and Electronics Engineers
JavaEE Java Enterprise Edition
JavaSE Java Standard Edition
JCP Java Community Process
JMS Java Message Service
JNDI Java Naming and Directory Interface
JPQL Java Persistence Query Language
JSP Java Server Pages
JSR Java Specification Request
MVC Model View Controller
SF Service Facade
SQL Structured Query Language
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