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Statistical inference for heavy tailed series with
extremal independence
Clemonell Bilayi-Biakana Rafa l Kulik∗ Philippe Soulier†
Abstract
We consider stationary time series {Xj , j ∈ Z} whose finite dimensional distri-
butions are regularly varying with extremal independence. We assume that for each
h ≥ 1, conditionally on X0 to exceed a threshold tending to infinity, the conditional
distribution of Xh suitably normalized converges weakly to a non degenerate distri-
bution. We consider in this paper the estimation of the normalization and of the
limiting distribution.
1 Introduction
Let {Xj, j ∈ Z} be a strictly stationary univariate time series. We say that the time series
{Xj} is regularly varying if all its finite dimensional distributions are regularly varying,
i.e. for each h ≥ 0, there exists a nonzero boundedly finite measure νh on Rh+1 \ {0}
infinity, such that
P (x−1(X0, . . . , Xh) ∈ ·)
P(|X0| > x)
v−→ νh , (1.1)
on Rh+1 \ {0}, as x→∞, where v−→ means vague convergence. Following [Kal17], we say
that a measure ν defined on a complete separable metric space E (endowed with its Borel
σ-field) is boundedly finite if ν(B) for all Borel bounded sets and a sequence of boundedly
finite measures {νn} is said to converge vaguely to a measure ν if νn(f) → ν(f) for all
continuous functions with bounded support. See also [HL06] who use the terminology of
M0-convergence. Here the metric space considered is Rh+1 \ {0} endowed with the metric
dh(x,y) = |x− y| ∨ | |x|−1 − |y|−1 | ,
where |·| is an arbitrary norm on Rh+1. This metric induces the usual topology and makes
Rh+1 \ {0} a complete separable space and bounded sets are sets separated from zero.
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Moreover, Rh+1 \ {0} is still locally compact so this definition essentially yields the same
notion as the classical vague convergence without the need for compactification at infinity.
This assumption implies that there exists α > 0 such that the measure νh is homoge-
neous of degree −α and the marginal distribution of X0 is regularly varying and satisfies
the balanced tail condition: there exists p ∈ [0, 1] such that
p = lim
x→∞
P(X0 > x)
P(|X0| > x) = 1− limx→∞
P(X0 < −x)
P(|X0| > x) .
Without loss of generality, we assume that p > 0.
If h ≥ 1, there exist two fundamentally different cases: either the exponent measure
is concentrated on the axes or it is not. The former case is referred to as extremal inde-
pendence and the latter as extremal dependence. In other words, extremal independence
means that no two components can be extremely large at the same time, and extremal
dependence means that some pairs components can be simultaneously extremely large.
In a time series context, we may want to assess the influence of an extreme event at
time zero on future observations. If the finite dimensional distributions of the time series
model under consideration are extremally independent or more generally if the vector
(X0, Xm, . . . , Xh) is extremally independent for some h ≥ m ≥ 1, then, for any Borel set
A which is bounded away from zero in Rh−m+1 and y0 > 0,
lim
x→∞
P(X0 > xy0, (Xm . . . , Xh) ∈ xA)
P(|X0| > x) = 0 . (1.2)
Thus in case of extremal independence the exponent measure νh provides no information
on (most) extreme events occurring after an extreme event at time 0.
In order to obtain a non degenerate limit in (1.2) and a finer analysis of the sequence of
extreme values, it is necessary to change the normalization in (1.1), and possibly the space
on which we will assume that vague convergence holds. One idea is to find a sequence
of normalizations bj(x), j ≥ 1 such that for each h ≥ 1, the conditional distribution of
(X0/x,X1/b1(x), . . . , Xh(x)/bh(x)) given |X0| > x has a non degenerate limit. Pursuing in
the direction opened by [HR07] and [DR11], [LRR14] and [KS15] we will consider vague
convergence on the set (R \ {0})× Rh endowed with the metric d0h on defined by
d0h(x,y) = |x− y| ∨ |x−10 − y−10 | .
The bounded sets for this metric are those sets A such that x = (x0, . . . , xh) ∈ A implies
|x0| > ǫ for some ǫ > 0. Note that under the present definition of vague convergence, we
avoid the pitfalls described in [DJe17].
Assumption 1.1. There exist scaling functions bj, j ≥ 1 and nonzero measures µ0,h,
h ≥ 1, boundedly finite on (R \ {0})× Rh, h ≥ 1, such that
1
P(|X0| > x)P
((
X0
x
,
X1
b1(x)
, · · · , Xh
bh(x)
)
∈ ·
)
v−→ µ0,h , (1.3)
on (R\{0})×Rh and for every y0 > 0, the measures µ0,h([y0,∞)×·) and µ0,h((−∞,−y0)×·)
on Rh are not concentrated on a hyperplane.
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This assumption does not exclude regularly varying time series with extremal depen-
dence for which bj(x) = x for all j ≥ 0. But our interest will be in extremally inde-
pendent time series for which bj(x) = o(x) for all j ≥ 0. This assumption is fulfilled by
many time series, like stochastic volatility models with heavy tailed noise or heavy tailed
volatility, exponential moving averages and certain Markov chains with regularly varying
initial distribution and appropriate conditions on the transition kernel. See [KS15], [MR13]
and [JD16].
An important consequence of Assumption 1.1 is that the functions bj , j ≥ 1 are regularly
varying (see [HR07, Proposition 1] and [KS15].) To put emphasis on the regular variation
of the functions bj , we recall the following definition of [KS15].
Definition 1.2 (Conditional scaling exponent). Under Assumption 1.1, for h ≥ 1, we
call the index κh of regular variation of the functions bh the (lag h) conditional scaling
exponent.
The exponents κh, h ≥ 1 reflect the influence of an extreme event at time zero on future
lags. Even though we expect this influence to decrease with the lag in the case of extremal
independence, these exponents are not necessarily monotone decreasing. The measures
µ0,h also have some important homogeneity properties: For all Borel sets A0 ⊂ R \ {0},
A1, . . . , Ah ⊂ R,
µ0,h
(
tA0 ×
h∏
i=1
tκiAi
)
= t−αµ0,h
(
h∏
i=0
Ai
)
. (1.4)
Equivalently, for all bounded measurable functions f ,∫
(R\{0})×Rh
f(t−1x0, t
−κ1x1, . . . , t
−κhxh)µ0,h(dx) = t
−α
∫
(R\{0})×Rh
f(x)µ0,h(dx) . (1.5)
Cf. [HR07, Proposition 1] and [KS15, Lemma 2.1]. Define the probability measure σh on
{−1, 1} × Rh by
σh({ǫ} × A) =
∫
ǫu0>1
∫
A
µ0,h(du0, u
κ1
0 du1, . . . , u
κh
0 duh) ,
for ǫ ∈ {−1, 1} and A a Borel subset of Rh. LetW = (W0,W1, . . . ,Wh) be an Rh+1 valued
random vector with distribution σh. Then, for every Borel subsets A ⊂ (R \ {0}) × Rh,
we have
µ0,h(A) =
∫ ∞
0
P((sW0, s
κ1W1, . . . , s
κhWh) ∈ A)αs−α−1ds . (1.6)
See [KS15, Section 2.4]. Let Y0 be a Pareto random variable with tail index α, independent
ofW h. Then, as x→∞,
L
((
X0
x
,
X1
b1(x)
, . . . ,
Xh
bh(x)
)
| |X0| > x
)
d−→ Y0W h . (1.7)
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In particular, we define for h > 0 the distribution function Ψh on R:
Ψh(y) = P(Y0Wh ≤ y) = lim
x→∞
P(Xh ≤ bh(x)y | |X0| > x) , (1.8)
for all y ∈ R\{0} since the distribution of Y0Wh is continuous at all points except possibly 0.
The goal of this paper is to complement the investigation of this assumption started
in [KS15] by providing valid statistical procedures to estimate the conditional scaling func-
tions bh, the conditional limiting distributions Ψh and scaling exponents κh.
2 Statistical inference
Let F0 be a distribution of |X0|. All our results we be proved under the following β-mixing
assumptions.
Assumption 2.1. (A1) The sequence {Xj , j ∈ Z} is β-mixing with rate {βn, n ≥ 1}.
(A2) There exist a non decreasing sequence un, non decreasing sequences of integers rn
and ln such that
lim
n→∞
ln = lim
n→∞
rn = lim
n→∞
un = lim
n→∞
rn
ln
=∞ , (2.1)
lim
n→∞
n
rn
βln = 0 , (2.2)
lim
n→∞
un = nF¯0(un) =∞ , lim
n→∞
rnF¯0(un) = 0 . (2.3)
2.1 Non parametric estimation of the limiting conditional distri-
bution
In order to define an estimator of Ψh, we must first consider the infeasible statistic
I˜h,n(s, y) =
1
nF0(un)
n−h∑
j=1
1{|Xj | > uns,Xj+h ≤ bh(un)y} . (2.4)
Then, Assumption 1.1 and the homogeneity property (1.5) imply that for all s > 0 and
y ∈ R,
lim
n→∞
E[I˜h,n(s, y)] = lim
n→∞
n− h
n
P(|X0| > uns,Xh ≤ b(un)y)
F 0(un)
= µ0,h((s,∞)× Rh−1 × (−∞, y]) = s−αΨh(s−κhy) .
We consider weak convergence of the processes I˜h,n and Ih,n defined on (0,∞)× R by
I˜h,n(s, y) =
√
nF0(un){I˜h,n(s, y)− E[I˜h,n(s, y)]} ,
Ih,n(s, y) =
√
nF0(un){I˜h,n(s, y)− s−αΨh(s−κhy)} .
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Assumption 2.2. For all s, t > 0,
lim
ℓ→∞
lim sup
n→∞
1
F 0(un)
∑
ℓ<|j|≤rn
P(|X0| > uns, |Xj| > unt) = 0 . (2.5)
Assumption 2.3. There exists s0 ∈ (0, 1) such that
lim
n→∞
√
nF 0(un) sup
s≥s0,y∈R
∣∣∣∣P(|X0| > uns,Xh ≤ b(un)y)F 0(un) − s−αΨh(s−κhy)
∣∣∣∣ = 0 . (2.6)
Remark 2.4. An assumptions similar to (2.5) is unavoidable. Its purpose is to prove the
convergence of the intrablock variance in the blocking method and tightness. The present
one is taken from [KSW15]. Similar ones have been considered in [Roo09], [DR10] and
[DSW15]. Some of these conditions have been checked directly for extremally dependent
time series like GARCH(1,1) or ARMA models (see e.g. [Dre02]), or for Markov chains
that satisfy a drift condition (cf. [KSW15]). This assumption will be checked in Section 3
for some specific models. Assumption 2.3 is unavoidable if one wants to remove bias. This
will not be discussed in the paper. The condition holds for some sequences un.
Let Ih be a the Gaussian process on (0,∞)×R with covariance cov(Ih(s, y), Ih(t, z)) =
(s ∨ t)−αΨh((s ∨ t)−κh(y ∧ z)), s, t > 0, y, z ∈ R. We note that
W(u) = Ih(1,Ψ
−1
h (u)) , u ∈ (0, 1) ,
is a standard Brownian motion on (0, 1). The following theorem establishes weak conver-
gence of the tail empirical process and forms the basis for statistical inference on Ψh. Its
proof is given in Section 6.2.
Theorem 2.5. Let {Xj, j ∈ Z} be a strictly stationary regularly varying sequence such
that Assumption 1.1 with extremal independence at all lags. Assume moreover that As-
sumptions 2.1 and 2.2 hold and that the function Ψh is continuous on R. Then the process
I˜h,n converges weakly in ℓ
∞([s0,∞)×R) to Ih. If moreover Assumption 2.3 holds, then Ih,n
converges weakly in ℓ∞([s0,∞)× R) to Ih.
We now need proxies to replace un and b(un) which are unknown in order to obtain
a feasible statistical procedure. As usual, un will be replaced by an order statistic. To
estimate the scaling functions bh we will exploit their representations in terms of conditional
mean. Therefore, we need additional conditions.
Assumption 2.6. There exists δ > 0 and s0 > 0 such that
lim
n→∞
rn{nF 0(un)}−δ/2 = 0 , (2.7)
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sup
n≥1
1
F 0(un)
E
[∣∣∣∣ Xhbh(un)
∣∣∣∣2+δ 1{{X0 > s0un}}
]
<∞ , (2.8)
lim
ℓ→∞
lim sup
n→∞
1
F 0(un)
∑
ℓ<|j|≤rn
E
[ |Xh|
bh(un)
|Xj+h|
bh(un)
1{{X0 > s0un}}1{{Xj > s0un}}
]
= 0 , (2.9)
lim
n→∞
sup
s≥s0
√
nF 0(un)
∣∣∣∣∣∣
E
[
|Xh|
bh(un)
1{|X0| > uns}
]
F 0(un)
− E[|Wh|]sκh−α
∣∣∣∣∣∣ = 0 . (2.10)
Condition (2.8) requires α > 2 and implies that the sequence (b−1h (un)Xh)
2 is uniformly
integrable conditionally on |X0| > un and therefore,
lim
x→∞
E
[
b−ih (x)|Xh|i | X0 > x
]
=
∫ ∞
−∞
|y|iΨh(dy) = E[Y i0 ]E[|Wh|i] <∞ , i = 1, 2 . (2.11)
Since the function bh and the limiting distribution Ψh are defined up to a scaling constant,
we can and will assume without loss of generality that
E[|Wh|] =
∫ ∞
−∞
|y|Ψh(dy) =
∫ ∞
1
∫ ∞
−∞
|xh|µ0,h(x) .
Condition (2.9) is again unavoidable and must be checked for specific models. Condi-
tion (2.10) is a bias condition which will not be further discussed.
Set k = nF 0(un) and let |X|(n:1) ≤ |X|(n:2) ≤ · · · ≤ |X|(n:n) be the order statistics of
|X1|, . . . , |Xn|. Define an estimator of bh(un) by
b̂h,n =
1
k
n−h∑
j=1
|Xj+h|1
{{|Xj| > |X|(n:n−k)}} . (2.12)
Corollary 2.7. Let the assumptions of Theorem 2.5 and Assumption 2.6 hold with extremal
independence at all lags. Then(
Ih,n,
√
k
( |X|(n:n−k)
un
− 1
)
,
√
k
(
b̂h,n
bh(un)
− 1
))
w−→
(
Ih, α
−1
W(1),
∫ 1
0
|Ψ−1h (u)|dB(u) + α−1κhW(1)
)
,
where W(u) = Ih(1,Ψ
−1
h (u)) is a standard Brownian motion and B(u) = W(u)− uW(1) is
a standard Brownian bridge on [0, 1].
Remark 2.8. The moment conditions in Assumption 2.6 may seem to be too restrictive.
In fact, we can consider a family of estimators b̂h,n(ζ), where |Xj+h| in (2.12) is replaced
with |Xj+h|ζ with some ζ > 0. However, we do not pursue it in this paper.
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Define now the following estimator of Ψh:
Ψ̂h,n(y) =
1
k
n−h∑
j=1
1
{{Xj > X(n:n−k)}}1{{Xj+h ≤ b̂h,ny}} = I˜h,n
(
X(n:n−k)
un
,
b̂h,n
bh(un)
y
)
.
(2.13)
The theory for this estimator is easily obtained by applying Corollary 2.7 and the δ-method.
Corollary 2.9. Under the assumptions of Corollary 2.7 and if the function Ψh is differ-
entiable,
√
k
{
Ψ̂h,n −Ψh
}
w−→ Λh in ℓ∞([s0,∞)), where the process Λh is defined by
Λh(y) = B(Ψh(y)) + yΨ
′
h(y)
∫ 1
0
|Ψ−1h (u)|dB(u) , (2.14)
where B is the standard Brownian bridge.
Remark 2.10. The additional term in the limiting distribution is due to the method of
estimation of the conditional scaling function. Note that the limiting distribution depends
only on Ψh and therefore can be used for a Kolmogorov-Smirnov type goodness of fit test
of the conditional distribution.
2.2 Estimation of the conditional scaling exponent
We now consider the estimation of the scaling exponent κh. We will use the following
result.
Lemma 2.11. Let Assumption 1.1 hold and assume moreover that
lim
ǫ→0
lim sup
x→∞
P(|X0Xh| > xbh(x), |X0| ≤ ǫx)
P(|X0| > x) = 0 . (2.15)
Then E[|Wh|
α
1+κh ] <∞ and
lim
x→∞
P(|X0Xh| > xbh(x)y)
P(|X0| > x) = E[|Wh|
α
1+κh ]y
− α
1+κh . (2.16)
This is [KS15, Proposition 2], where the finiteness of E[|Wh|
α
1+κh ] is assumed, but it
is easily seen that this is actually a consequence of (2.15). At this moment this is all we
need to state our results but we will need to prove in Section 6.1 a generalized version
of Lemma 2.11; see Lemma 6.4. It must be noted that Condition (2.15) does not hold for
an i.i.d. sequence. See also Section 3.1.
If (2.15) holds, then the product X0Xh has tail index α/(1+κh). Hence, we can suggest
the following estimation procedure of the scaling exponent κh.
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• Let γ = 1/α, where α is the tail index of the sequence {|Xj|}. Estimate γ using the
Hill estimator γ̂ based on an intermediate sequence k, i.e.
γˆ =
1
k
n∑
j=1
log(|X|(n:n−j+1)/|X|(n:n−k)) .
• Let γh = (1+κh)γ = (1+κh)/α be estimated by γ̂h, the Hill estimator of the tail index
of |X0Xh|, based on the sequence Vj = |XjXj+h|, j = 1, . . . , n (assuming without
loss of generality that we have n + h observations) and on the same intermediate
sequence:
γˆh =
1
k
n∑
j=1
log(V(n:n−j+1)/V(n:n−k)) .
• Estimate κh = γh/γ − 1 by
κ̂h = γ̂h/γ̂ − 1 . (2.17)
Asymptotic normality of the Hill estimator for beta-mixing sequences is well known. See
e.g. [Dre00, Dre02]. The asymptotic normality of κ̂h will follow from the delta method. To
state the result, we need additional anti-clustering and second-order conditions.
Assumption 2.12. For all s, t > 0,
lim
ℓ→∞
lim sup
n→∞
1
F 0(un)
∑
ℓ<|j|≤rn
P(|X0Xh| > unbh(un)s, |XjXj+h| > unbh(un)t) = 0 . (2.18)
Furthermore,
lim
ℓ→∞
lim sup
n→∞
1
F 0(un)
rn∑
j=ℓ
E[log+(|X0|/un) log+(|Xj|/un)] = 0 , (2.19)
lim
ℓ→∞
lim sup
n→∞
1
F 0(un)
rn∑
j=ℓ
E[log+(|X0Xh|/(unb(un))) log+(|XjXj+h|/(unb(un)))] = 0 . (2.20)
Theorem 2.13. Let {Xj, j ∈ Z} be a strictly stationary regularly varying sequence such
that Assumption 1.1 holds with independence at all lags. Assume moreover that Assump-
tions 2.1 to 2.3 and 2.12 and the bound (2.15) hold and that k = nF 0(un) is chosen in
such a way that
lim
n→∞
√
k sup
s≥s0
∣∣∣∣P(|X0Xh| > unbh(un)s)F 0(un) − s−α/(1+κh)
∣∣∣∣ = 0 (2.21)
for some s0 ∈ (0, 1). Then
√
k(κ̂h − κh) d−→ N
(
0, (1 + κh)E[||Wh|
α
1+κh − 1|]
)
.
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3 Examples
3.1 Stochastic volatility process
Consider the sequence Xj = εj exp(Yj), j ∈ Z, where {Yj, j ∈ Z} is a Gaussian process
independent of the i.i.d. sequence {εj, j ∈ Z}, regularly varying with index α. For simplicity
we assume that the random variables εj are nonnegative. We list the properties of Xj (see
[DM01], [KS11], [KS15]).
(i) The sequence {Xj, j ∈ Z} is regularly varying with extremal independence. It satisfies
Assumption 1.1 with bh ≡ 1 for all h ≥ 1.
(ii) By Breiman’s lemma, P(X0 > x) ∼ E[exp(αY0)]P(ε0 > x) as x→∞.
(iii) By [Bra05, Theorem 5.2a),c)], if the spectral density of the Gaussian sequence {Yj, j ∈
Z} is bounded away from zero and if cov(Y0, Yn) = O(n−δ) with δ > 2 then β(n) = O(n2−δ);
(iv) Conditioning on the sequence Y = {Yj, j ∈ Z}, the equivalence between the tails of
ε0 and X0 and Potter’s bounds yield for δ > 0,
1
F0(un)
∑
ℓ<|j|≤rn
P(X0 > uns,Xj > uns)
=
F
2
ε(un)
F0(un)
∑
ℓ<|j|≤rn
E
[
P(ε0 > uns exp(−Y0) | Y)
P(ε0 > un)
P(ε0 > uns exp(−Yj) | Y)
P(ε0 > un)
]
= O(F ε(un))
∑
ℓ<|j|≤rn
E [exp((α + δ)(Y0 + Yj)) ∨ 1] = O(rnF0(un)) = o(1) ,
as n→∞ if (2.3) holds.
(v) Fix δ > 0. We again condition on the sequence Y and apply Potter’s bounds:
1
F0(un)
∑
ℓ<|j|≤rn
E [|XhXj+h|1{{X0 > uns}}1{{Xj > uns}}]
=
F
2
ε(un)
F0(un)
(E[|ε0|])2
×
∑
ℓ<|j|≤rn
E
[
eYh
P(ε0 > uns exp(−Y0) | Y)
P(ε0 > un)
eYj+h
P(ε0 > uns exp(−Yj) | Y)
P(ε0 > un)
]
= O(F ε(un))
∑
ℓ<|j|≤rn
E [exp((Yh + Yj+h)) {exp((α + δ)(Y0 + Yj)) ∨ 1}]
= O(rnF ε(un)) = o(1) ,
whenever (2.3) holds and E [|ε0|] <∞.
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In summary, the results in Section 2.1 are applicable to the stochastic volatility model.
On the other hand, condition (2.15) does not hold and hence the method of estimating
the conditional scaling exponent is not applicable here (note however that the exponent
itself is zero).
3.2 Markov chains
As in [KSW15], assume that {Xj , j ∈ Z} is a function of a stationary Markov chain
{Yj, j ∈ Z}, defined on a probability space (Ω,F ,P), with values in a measurable space
(E, E). That is, there exists a measurable real valued function g : E → R such that
Xj = g(Yj). Assume moreover that:
Assumption 3.1. (i) The Markov chain {Yj , j ∈ Z} is strictly stationary under P.
(ii) The sequence {Xj = g(Yj), j ∈ Z} is regularly varying with tail index α > 0.
(iii) The sequence {Xj = g(Yj), j ∈ Z} satisfies Assumption 1.1.
(iv) There exist a measurable function V : E → [1,∞), γ ∈ (0, 1), x0 ≥ 1 and b > 0 such
that for all y ∈ E,
E[V (Y1) | Y0 = y] ≤ γV (y) + b . (3.1)
(v) There exist an integer m ≥ 1 and for all x ≥ x0, there exists a probability measure ν
on (E, E) and ǫ > 0 such that, for all y ∈ {V ≤ x} and all measurable sets B ∈ E ,
P(Ym ∈ B | Y0 = y) ≥ ǫν(B) .
(vi) There exist q0 ∈ (0, α) and a constant c > 0 such that
|g|q0 ≤ cV .
(vii) For every s > 0,
lim sup
n→∞
1
bq0(un)F (un)
E [V (Y0)1{{g(Y0) > uns}}] <∞ , (3.2)
where b(x) = b1(x).
In [KSW15] we showed that the above assumptions (without (iii) and with b(un) =
un in (3.2)) imply that {Xj, j ∈ Z} is β-mixing with geometric rates and the condi-
tions (2.2), (2.5) and (2.8)-(2.9) are satisfied. Following the calculations in [KSW15] we
can argue that (2.8)-(2.9) hold with bh(un) = o(un). Therefore, we conclude the following
result.
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Corollary 3.2. Assume that Assumption 3.1 holds. Assume moreover that the conditions
(2.1), (2.3), (2.6) are satisfied. Then the conclusion of Theorem 2.5 holds. If also (2.10)
is satisfied, then the of Corollary 2.7 holds. If moreover Ψh is differentiable, then the
conclusion of Corollary 2.9 holds.
Example 3.3 (Exponential AR(1)). Consider Xj = e
ξj , ξj = φξj−1 + εj, where φ ∈ (0, 1)
and P(eε0 > x) = x−αL(x). Then the stationary solution has a regularly varying right tail
and is tail equivalent to eε0 , cf. [MR13], [KS15]. If α > 1, then E[X1 | X0 = y] = yφE[eε0 ].
Hence, the drift function is V (y) = yφ. Condition (3.2) holds with q0 = φ < α.
4 Simulations
We simulated from Exponential AR(1) model Xj = e
ξj , j = 1, . . . , 500, where ξj = φξj−1+
ǫj , and ǫj are i.i.d. with exponential distribution and the parameter α. Hence, κ1 = φ,
κ2 = φ
2, κ3 = φ
3.
On Figure 1 we plot estimates of the tail index of X using the Hill estimator along with
the confidence intervals:
α̂k ± 1.96 1√
k
α̂k , k = 10, . . . , 500 ,
where α̂k is the reciprocal of the Hill estimator based on k order statistics. On the same
graph we plot the estimates of the tail index for products, along with the confidence
intervals (left panel). On the right panels we display estimates of the scaling exponent κ1
along with the confidence interval:
κ̂1(k)± 1.96 1√
k
(1 + κ̂1(k))×
√
E[|W α/(1+κ)1 − 1|] ,
where κ̂1(k) indicates that the estimator of the scaling exponent is based on k order statis-
tics. The factor
√
E[|W α/(1+κ1)1 − 1|] is computed in two ways. First, note that for our
EXPAR(1) we have W1 = e
ǫ0 . Thus, W1 is exponential with rate α. In the first case we
plug in known values of α and κ1 = φ into the expectation and evaluate the multiplicative
factor by Monte Carlo simulation. In the second case, we make the factor depending on
k, plug-in the estimates α̂k and κ̂1(k) into the expectation and performing Monte Carlo
for each k. The first set of confidence intervals is marked in blue, while the second one is
plotted in red.
Figure 2 displays boxplots for the estimates of the scaling exponent obtained from 1000
Monte Carlo simulations, for selected choices of the number of order statistics.
5 Data Analysis
In this section we apply our theory to the volumes of sales of Microsoft stock prices from
January 1, 2010. The data has been detrended by applying simple linear regression. There
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Figure 1: Exponential AR(1) model with φ = 0.5 and α = 2. Left panel - tail index
estimation for the original data and products. Right panel: estimation of κ1 along with
two types of confidence intervals. The horizontal lines indicate the true values and 1, the
latter indicates extremal dependence.
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Figure 2: Exponential AR(1) model with φ = 0.5, α = 4 and sample size n = 500.
Estimation of κ1 (left panel), κ2 (middle panel) and κ3 (right panel) for k = 0.05n (left
box), k = 0.1n (middle box), k = 0.2n (right box), based on 1000 repetitions.
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Figure 4: Microsoft volumes data: correlations
is some correlation in data and the absolute values of residuals. The estimated tail index
for residuals is around 2, while for the products at lag 1, around 1.3-1.4. This indicates
extremal independence, since under extremal dependence we would expect the tail of the
product to be 1. The estimate of the scaling exponent returns 0.6, with the upper confidence
interval clearly separated from 1. The confidence intervals were calculated under the
assumption that the underlying process is EXPAR(1), described in Section 4.
6 Proofs
In this section we prove our results. In Section 6.1 we prove general results on weak
convergence of tail array sums; see Theorems 6.2 and 6.3. Many details are skipped, since
the arguments follow basically the lines of the proofs in [KSW15], appropriately modified
to incorporate the CEV assumption. These results will be applied to prove all the results
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Figure 5: Microsoft volumes data: estimation of the tail index (left panel), tail index for
products (mid-panel) and the conditional scaling exponent for lag 1
of Section 2.
6.1 Convergence of tail arrays sums
For 0 ≤ i1 ≤ i2 ∈ N, 0 ≤ j1 ≤ j2 ∈ N such that i2 − i1 = j2 − j1 denote
X i1,i2 = (Xi1 , . . . , Xi2) , X i1,i2/bj1,j2(un) = (Xi1/bj1(un), . . . , Xi2/bj2(un)) .
Let ψ : Rh+1 → R+ be a measurable function such that
lim
ǫ→0
lim sup
x→∞
E
[
|ψ
(
X0
x
, X1
b1(x)
, . . . , Xh
bh(x)
)
|1{|X0| ≤ ǫx}
]
F 0(x)
= 0 , (6.1)
and either ψ is bounded or there exists δ > 0 such that
sup
n≥1
E
[
ψ2+δ
(
X0
un
, X1
b1(un)
, . . . , Xh
bh(un)
)]
F 0(un)
<∞ . (6.2)
Furthermore, we need a version of the anticlustering condition:
lim
ℓ→∞
lim sup
n→∞
1
F 0(un)
∑
ℓ<|j|≤rn
E
[
ψ
(
X0,h
b0,h(un)
)
ψ
(
Xj,j+h
b0,h(un)
)]
= 0 , (6.3)
where rn is the sequence from (A2) of Assumption 2.1.
Definition 6.1. By Mψ we denote the linear space of bounded functions φ : Rh+1 → R
such that:
14
• |φ| ≤ cst ψ where cst depends on φ;
• for all j ≥ 0, the function x0,j+h 7→ φ(xj,j+h) is almost surely continuous with respect
to µ0,j+h.
In this section we are interested in convergence of the tail array sums of the form
M˜h,n(φ) =
1
nF 0(un)
n−h∑
j=1
φ
(
Xj
un
,
Xj+1
b1(un)
, . . . ,
Xj+h
bh(un)
)
.
We consider finite dimensional convergence of the process
M˜h,n(φ) =
√
nF 0(un)
{
M˜h,n(φ)− E[M˜h,n(φ)]
}
indexed by the set Mψ.
Theorem 6.2. Let {Xj, j ∈ Z} be a strictly stationary regularly varying sequence such
that Assumption 1.1 holds with extremal independence at all lags and that Assumption 2.1
is satisfied. Let ψ be a measurable function such that (6.1), (6.3) hold and either ψ is
bounded or there exists δ ∈ (0, 1] such that (6.2) and
lim
n→∞
rn(
nF 0(un)
)δ/2 = 0 (6.4)
hold. Then{
M˜h,n(φ) =
√
nF 0(un)
{
M˜h,n(φ)− E[M˜h,n(φ)]
}
, φ ∈Mψ
}
fi.di.→ {Mh(φ), φ ∈Mψ} ,
whereMh is a Gaussian process indexed byMψ with covariance function (φ, ϕ) 7→ µ0,h(φϕ).
In Lemma 6.4 we will justify that under (6.1) the limit
µ0,h(φ) = lim
n→∞
E[M˜h,n(φ)]
is finite for φ ∈Mψ. This allows us to consider weak convergence of the process
Mh,n(φ) =
√
nF 0(un)
{
M˜h,n(φ)− µ0,h(φ)
}
indexed by a subset of Mψ. Let G ⊆Mψ be equipped with a semi-metric ρh. The follow-
ing result mimics Theorem 2.4 in [KSW15] which in turn is an adaptation of [vdVW96,
Theorem 2.11.1]. Hence, it is stated without a proof.
Theorem 6.3. Let {Xj, j ∈ Z} be a strictly stationary regularly varying sequence such
that Assumption 1.1 holds with extremal independence at all lags. Suppose that assumptions
of Theorem 6.2 are satisfied. If moreover
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(i) G is pointwise separable;
(ii) the envelope function ΦG = supφ∈G |φ| is in Mψ;
(iii) G is a VC subgraph class or a finite union of such classes;
(iv) (G, ρh) is totally bounded;
(v) for every sequence {δn} which decreases to zero,
lim sup
n→∞
sup
φ,ϕ∈G
ρh(φ,ϕ)≤δn
E
[{
φ
(
X0,h
b0,h(un)
)
− ϕ
(
X0,h
b0,h(un)
)}2]
F 0(un)
= 0 , (6.5)
then
M˜h,n(φ) =
√
nF 0(un)
{
M˜h,n(φ)− E[M˜h,n(φ)]
}
⇒Mh(φ)
in ℓ∞(G). If moreover
lim
n→∞
sup
φ∈G
√
nF 0(un)|E[M˜h,n(φ)]− µ0,h(φ)| = 0 , (6.6)
then
Mh,n(φ) =
√
nF 0(un)
{
M˜h,n(φ)− µ0,h(φ)
}
⇒Mh(φ)
in ℓ∞(G).
The proof of Theorem 6.2 will be prefaced by several lemmas. For brevity, write
Vj,n(φ) = φ
(
Xj
un
,
Xj+1
b1(un)
, . . . ,
Xj+h
bh(un)
)
, Sn(φ) =
rn∑
j=1
Vj,n(φ) .
Lemma 6.4. Let Assumption 1.1 hold with extremal independence at all lags. Let ψ be a
measurable function such that (6.1) holds and either ψ is bounded or (6.2) holds. Then,
for all φ ∈Mψ we have µ0,h(φ2) <∞ and
lim
n→∞
E[V 20,n(φ)]
P(|X0| > un) = µ0,h(φ
2) =
∫ ∞
0
E[φ2(sW0, s
κ1W1, . . . , s
κhWh)]αs
−α−1ds . (6.7)
Moreover, for all j 6= 0 and φ, ϕ ∈Mψ,
lim
n→∞
1
F 0(un)
E[V0,n(φ)Vj,n(ϕ)] = 0 .
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Proof. The proof of the first part is similar to [KS15, Proposition 2].
Assume that ψ is bounded. For ǫ > 0, we write
1
F 0(un)
E[|V 20,n(φ)|] =
1
F 0(un)
E[|V 20,n(φ)|1{|X0| > ǫun}] +
1
F 0(un)
E[|V 20,n(φ)|1{|X0| ≤ ǫun}] .
By vague convergence and boundedness of φ the first expression on the right hand side
converges to µ0,h(φ
2
1{|y0| > ǫ}) <∞. Application of (6.1) implies that µ0,h(φ2) is finite.
If ψ is unbounded, then then for all A > 0, applying Markov and Ho¨lder inequalities,
we obtain
lim
A→∞
lim sup
n→∞
E[V 20,n(φ)1{|V0,n(φ)| > A}]
F 0(un)
≤ lim
A→∞
cst · A−δ/2 sup
n≥1
E[|V0,n(φ)|2+δ]
F 0(un)
= 0 .
Thus, we can split V0,n(φ) as V0,n(φ)1{|V0,n(φ) ≤ A|}+ V0,n(φ)1{|V0,n(φ) > A|} and apply
the truncation argument.
As for the second part, thanks to the truncation argument, we can consider bounded
functions φ, ϕ ∈Mψ. We have
lim
n→∞
E[V0,n(φ)Vj,n(ϕ)]
F 0(un)
= lim
n→∞
E[V0,n(φ)Vj,n(ϕ)1{|X0| ∧ |Xj| > ǫun}]
F 0(un)
(6.8)
+ lim
n→∞
E[V0,n(φ)Vj,n(ϕ)1{|X0| ∧ |Xj| ≤ ǫun}]
F 0(un)
. (6.9)
The term in (6.8) vanishes, for each ǫ > 0, by boundedness of ϕ, φ and extremal indepen-
dence. The term in (6.9) is bounded by
lim
n→∞
1
F 0(un)
{‖ϕ‖∞E[V0,n(φ)1{|X0| ≤ ǫun}] + ‖φ‖∞E[V0,n(ϕ)1{|X0| ≤ ǫun}]}
and hence vanishes as ǫ→ 0 by (6.1).
Lemma 6.5. Let Assumption 1.1 hold with extremal independence at all lags and Assump-
tion 2.1 hold. Let ψ be a measurable function such that (6.1), (6.3) hold and either ψ is
bounded or (6.2) holds. Then, for all φ, ϕ ∈Mψ,
lim
n→∞
E [Sn(φ)Sn(ϕ)]
rnF 0(un)
= µ0,h(φϕ) ,
and
lim
n→∞
cov (Sn(φ), Sn(ϕ))
rnP(|X0| > un) = µ0,h(φϕ) .
Proof. By stationarity we can write, for ℓ ≥ 1,
E[Sn(φ)Sn(ϕ)]
rnF 0(un)
=
ℓ∑
j=−ℓ
(
1− |j|
rn
)
E[V0,n(φ)Vj,n(ϕ)]
F 0(un)
+ O
(
rn∑
j=ℓ+1
E[V0,n(φ)Vj,n(ϕ)]
F 0(un)
)
.
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Since V0,n(φ)V0,n(ϕ) = V0,n(φϕ), Lemma 6.4 shows that the term on the right hand side
converges to µ0,h(φϕ). The second term vanishes by assumption (6.3), upon letting n→∞
and then ℓ→∞.
Finally, by Assumption 2.1,
1
F 0(un)
rn∑
j=1
E[V0,n(φ)]E[Vj,n(ϕ)] =
(
E[V0,n(φ)]
F 0(un)
)2
rnF 0(un)→ 0
and hence the result for the covariances follows.
The next result can be proven along the same lines as of [KSW15, Lemmas 3.6-3.7]. In
case of unbounded functions, we need additionally (6.4).
Lemma 6.6. Let Assumption 1.1 hold with extremal independence at all lags and Assump-
tion 2.1 hold. Let ψ be a measurable function such that (6.1), (6.3) hold and either ψ is
bounded or there exists δ ∈ (0, 1] such that (6.2) and (6.4) hold. Then
lim
n→∞
E
[
S2n(φ)1
{
|Sn(φ)| > δ
√
nF 0(un)
}]
rnF 0(un)
= 0 . (6.10)
Proof of Theorem 6.2. Define mn = [n/rn] and let {X†n,i, 1 ≤ i ≤ mn, n ≥ 1} be a triangu-
lar array of random variables such that the blocks {X†(i−1)rn+1, . . . , X
†
irn
} are independent
and each have the same distribution as the original stationary blocks, i.e. the same dis-
tribution as (X1, . . . , Xrn) by stationarity of the original sequence. For i = 1, . . . , mn,
define
V †j,n(φ) = φ
(
X†j
un
,
X†j+1
b1(un)
, . . . ,
X†j+h
bh(un)
)
, S†n,i(φ) =
irn∑
j=(i−1)rn+1
V †j,n(φ) ,
Arguing as in the proof of [DR10, Theorem 2.8] or [KSW15], the β-mixing property and
the rate condition (2.2) implies that it suffices to prove weak convergence of the process
M˜
†
h,n(φ) = {nF 0(un)}−1/2
mn∑
i=1
{
S†n,i(φ)− E[S†n,i(φ)]
}
,
along with the appropriate bias condition. In the first step we show existence of the limiting
covariance. For φ, ϕ we have
1
F 0(un)
rn∑
j=1
E[V0,n(φ)]E[Vj,n(ϕ)] =
(
E[V0,n(φ)]
F 0(un)
)(
E[V0,n(ϕ)]
F 0(un)
)
rnF 0(un)→ 0 ,
by (6.7) and (2.3). Application of Lemma 6.5 yields the limiting covariance:
lim
n→∞
cov
(
M˜
†
h,n(φ), M˜
†
h,n(ϕ)
)
= µ0,h(φϕ) .
Lemma 6.6 finishes the proof.
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6.2 Proof of Theorem 2.5
We only consider the case of extremal independence, since the extremally dependent
case can be concluded directly from [KSW15]. Let s0 ∈ (0, 1). We apply the results
of Section 6.1 to the function ψ(x0, . . . , xh) = 1{|x0| > s0} and the class G0 = {φs,y :
(x0, . . . , xh)→ 1{|x0| > s, xh ≤ y}, s ≥ s0, y ∈ R}. Then
I˜h,n(s, y) = M˜h,n(φs,y) , Ih,n(s, y) = Mh,n(φs,y) . (6.11)
We need to check assumptions (6.1)-(6.3):
• Condition (6.1) trivially holds since its right hand side vanishes whenever ǫ ∈ (0, s0);
• Condition (6.3) for the function ψ is implied by the anticlustering condition (2.5) of
Assumption 2.2;
Since Assumptions 1.1 and 2.1 are already assumed in Theorem 2.5, by Theorem 6.2, the
finite dimensional distributions of√
nF0(un){I˜h,n(s, y)− E[I˜h,n(s, y)]}
converge to those of Ih.
To prove tightness, we apply Theorem 6.3. Condition (6.6) reduces to (2.6). It remains
to verify (i)-(v). Define the semi-metric ρh on (0,∞)× R by
ρh((s, y), (t, z)) = |s− t|+ |Ψh(y)−Ψh(z)| . (6.12)
This also defines the semi-metric on G0. The class is clearly pointwise separable and the
envelope function is 1
{
(s0,∞)× Rh
} ∈ Mψ. Also, the class of indicators of the sets
(s,∞)× (−∞, y] is a VC class of index 2. The proof of (iv)-(v) follows the same lines as
that of [KSW15, Theorem 2.11]. It remains to identify the limiting Gaussian process. For
0 < s < t and y, z ∈ R, we have
cov(M(φs,y),M(φt,z)) = µ0,h(φs,yφt,z) = t
−αΨh(t
−κh(y ∧ z)) .
This finishes the proof.
6.3 Central limit theorem for the conditional mean
We state another corollary to Theorem 6.3. For s > 0, set ψs(x0, . . . , xh) = |xh|1{|x0| > s}
and define the class
G1 = {ψs, s ≥ s0} .
Then,
Mh,n(ψs) =
√
nF 0(un)
{
1
nF 0(un)
n−h∑
j=1
|Xj+h|
bh(un)
1{|Xj| > uns} − µ0,h(ψs)
}
. (6.13)
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By the homogeneity property (1.5) and the assumption
∫∞
−∞
|y|Ψh(dy) = 1, we have
µ0,h(ψs) = s
κh−α . (6.14)
Corollary 6.7. Let {Xj, j ∈ Z} be a strictly stationary regularly varying sequence such
that Assumption 1.1 holds with extremal independence at all lags and that Assumption 2.1
is satisfied. Assume that Assumptions 2.2, 2.3 and 2.6 and (6.4) hold. Then
Mh,n
w−→Mh , in ℓ∞(G0 ∪ G1) .
Proof. Let s0 ∈ (0, 1). We apply the results of Section 6.1. We need to check the assump-
tions (6.1)-(6.3):
• Condition (6.1) holds trivially for ψ(x0, . . . , xh) = |xh|1{|x0| > s0}.
• (2.8) of Assumption 2.6 implies (6.2).
• (2.9) of Assumption 2.6 implies (6.3).
For tightness, we apply Theorem 6.3. Condition (6.6) reduces to (2.10). It remains to
verify (i)-(v). The class G1 is separable and linearly ordered, hence VC-subgraph class.
The envelope function |xh|1{|x0| > s0} belongs to G1.
Define the semi-metric ρh on G1 by
ρh(ψs, ψt) = E[Y
2
0 W
2
h1{Y0 ∈ (s, t]}] . (6.15)
Since Assumption 2.6 implies α > 2 we have for s < t,
ρh(ψs, ψt) =
α
α− 2E[W
2
h ](s
−α+2 − t−α+2) ≤ cst(t− s) .
Hence, (G1, ρh) is totally bounded. Moreover, by regular variation and the uniform con-
vergence theorem, the convergence
lim
n→∞
1
b2h(un)F 0(un)
E[X2h (1{X0 > sun} − 1{X0 > tun})] =
α
α− 2E[W
2
h ](s
−α+2 − t−α+2)
is uniform on compact sets of (0,∞). Hence, (v) holds. The joint convergence holds by
applying Theorem 2.5 and considering the class G = G0 ∪ G1.
6.4 Proof of Corollaries 2.7 and 2.9
Proof of Corollary 2.7. Set Tn(s) = k
−1
∑n
j=1 1{|Xj | > uns}. By Corollary 6.7 and Ver-
vaat’s lemma [Ver72], we obtain the joint convergence{
Mh,n(ψs), Ih,n(s, y),
√
k
(
Tn(s)− s−α
)
,
√
k
(
u−1n |X|(n:k) − 1
)}
w−→ {Mh(ψs),Mh(φs,y),Mh(φs,∞), α−1Mh(φ1,∞)} . (6.16)
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Write ξn = u
−1
n |X|(n:k) and note that the above weak convergence implies that ξn → 1 in
probability. Note that by (6.14), we have
µ0,h(ψξn) = ξ
κh−α
n .
In view of this identity and (6.13), we have
√
k
(
b̂h,n
bh(un)
− 1
)
= Mh,n(ψξn) +
√
k
{
ξκh−αn − 1
}
. (6.17)
Thus,
√
k
(
b̂h,n
bh(un)
− 1
)
d−→Mh(ψ1) + α−1(κh − α)Mh(φ1,∞) .
The process W defined by W(u) = Mh(φ1,Ψ−1h (u)
) is a standard Brownian motion and
B(u) = W(u)− uW(1) is a standard Brownian bridge. Therefore,
Mh(ψ1) =
∫ 1
0
|Ψ−1h (u)|W(du) .
By assumption, we have ∫ 1
0
|Ψ−1h (u)|du =
∫ ∞
−∞
|y|Ψh(dy) = 1 ,
thus Mh(ψ1)−Mh(φ1,∞) =
∫ 1
0
|Ψ−1h (u)|B(du).
Proof of Corollary 2.9. Writing θn = b
−1
h (un)̂bh,n, we have
√
k
{
Ψ̂h,n(y)−Ψh(y)
}
=
√
k
{
I˜h,n
(
X(n:n−k)
un
,
b̂h,n
bh(un)
y
)
−Ψh(y)
}
= Ih,n(ξn, θny) +
√
k
(
ξ−αn Ψh(ξ
−κh
n θny)−Ψh(y)
)
. (6.18)
By Corollary 2.7, ξn
p−→ 1 and θn p−→ 1. Hence, the first term in (6.18) converges
to Mh(φ1,y). The delta method implies that the limiting behaviour of the second term
in (6.18) is the same as that of
√
kΨh(y)
{
ξ−αn − 1
}
+ ξ−αn
√
kyΨ′h(y)
{
ξ−κhn − 1 + ξ−κhn (θn − 1)
}
,
which by Corollary 2.7 converges weakly to
−Ψh(y)Mh(φ1,∞) + yΨ′h(y){Mh(ψ1)−Mh(φ1,∞)} .
Moreover, with W and B as above, we have
{Mh(φ1,y)−Ψh(y)Mh(φ1,∞), y ∈ R} = B ◦Ψ .
This concludes the proof.
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6.5 Proof of Theorem 2.13
Set βh = α/(1 + κh) and γh = β
−1
h . At the first step we justify functional convergence of
the tail empirical process based on products:√
nF 0(un)
{
1
nF 0(un)
n−h∑
j=1
1{|XjXj+h| > ‖Wh‖βhunbh(un)s} − s−βh
}
. (6.19)
Define ψ(x0, . . . , xh) = 1{|x0| > s0} + 1{‖Wh‖βh|x0xh| > s0} and the class G = G ′0 ∪ G ′1
with
G ′0 = {Is : (x0, . . . , xh)→ 1{|x0| > s}, s ≥ s0} ,
G ′1 = {ϕs : (x0, . . . , xh)→ 1{|x0xh| > s‖Wh‖βh}, s ≥ s0} .
With this notation the process defined in (6.19) can be written as Mh,n(ϕs). Similarly, the
tail empirical process of Xj ’s can be written as Mh,n(Is):
Mh,n(Is) =
√
nF 0(un)
{
1
nF 0(un)
n∑
j=1
1{|Xj| > uns} − s−α
}
.
We note that G ′0 ⊆ G0, where G0 was defined in the proof of Theorem 2.5 and Is =
φs,∞. Assumptions (2.15) and (2.18) imply (6.1) and (6.3) for the class G ′1. The bias
condition (6.6) is implied by (2.21). Therefore, by Theorem 6.2, the finite dimensional
distributions of Mh,n converge to those of Mh of G ′1. Moreover, the envelope function of G
is ψ. Furthermore,
• The class G is the union of two linearly ordered classes, hence is a VC subgraph class.
• We consider the metric ρh on G induced by the covariance, that is for φ, ϕ ∈ G,
ρh(φ, ϕ) =
√
var(Mh(φ)−Mh(ϕ)) .
The metric ρh restricted to G ′0 and G ′1 respectively becomes
ρh(Is, It) =
√
|s−α − t−α| , ρh(ϕs, ϕt) =
√
|s−βh − t−βh| .
Thus it easily seen that both G ′0 and G ′1 are totally bounded for the metric ρh. This
means that Condition (iv) holds.
• By regular variation, the convergence
lim
n→∞
1
F 0(un)
E[1{|X0Xh| ∈ unbh(un)(s, t]}] = ρ2h(ϕs, ϕt)
is uniform with respect to s, t ∈ [s0,∞) (see [BGT89, Theorem 1.5.2]). Therefore, (v)
holds on G ′1.
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Thus we have proved that
Mh,n =⇒ Mh , in ℓ∞(G) .
Recall that ξn = |X|(n:n−k)/un. Set Vj = |XjXj+h| and vn = unb(un)‖Wh‖βh. Define
ζn = V(n:n−k)/vn .
As a consequence of the functional convergence and Vervaat’s Lemma, we obtain(
Mh,n,
√
k(ξn − 1),
√
k(ζn − 1)
)
=⇒ (Mh, γMh(I1), γhMh(ϕ1)) ; (6.20)
By elementary algebra and Fubini’s theorem, we have
√
k(γˆ − γ) =
∫ ∞
1
Mh,n(Is)ds
s
+
∫ 1
ξn
Mh,n(Is)ds
s
+ γ
√
k(ξ−1/γn − 1) ,
√
k(γˆh − γh) =
∫ ∞
1
Mh,n(ϕs)
ds
s
+
∫ 1
ζn
Mh,n(ϕs)
ds
s
+ γh
√
k(ζ−1/γhn − 1) .
The middle term of both expansions is oP (1). The last terms are dealt with by Slutsky’s
theorem and (6.20):(√
k(ξ−1/γn − 1),
√
k(ζ−1/γhn − 1)
)
=⇒ (−Mh(I1),−Mh(ϕ1)) . (6.21)
Furthermore, jointly with the previous convergences,(∫ ∞
1
Mh,n(Is)ds
s
,
∫ ∞
1
Mh,n(ϕs)
ds
s
)
=⇒
(∫ ∞
1
Mh(Is)ds
s
,
∫ ∞
1
Mh(ϕs)
ds
s
)
. (6.22)
Indeed, for a fixed A > 1, we can write∫ ∞
1
Mh,n(Is)ds
s
=
∫ A
1
Mh,n(Is)ds
s
+
∫ ∞
A
Mh,n(Is)ds
s
,∫ ∞
1
Mh,n(ϕs)
ds
s
=
∫ A
1
Mh,n(ϕs)
ds
s
+
∫ ∞
A
Mh,n(ϕs)
ds
s
.
By Theorem 6.3, we have(∫ A
1
Mh,n(Is)ds
s
,
∫ A
1
Mh,n(ϕs)
ds
s
)
=⇒
(∫ A
1
Mh(Is)ds
s
,
∫ A
1
Mh(ϕs)
ds
s
)
.
Moreover, as A→∞,(∫ A
1
Mh(Is)ds
s
,
∫ A
1
Mh(ϕs)
ds
s
)
p−→
(∫ ∞
1
Mh(Is)ds
s
,
∫ ∞
1
Mh(ϕs)
ds
s
)
.
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Therefore, we must prove that for all ǫ > 0,
lim
A→∞
lim sup
n→∞
P
(∣∣∣∣∫ ∞
A
Mh,n(Is)ds
s
.
∣∣∣∣ > ǫ) = 0 ,
lim
A→∞
lim sup
n→∞
P
(∣∣∣∣∫ ∞
A
Mh,n(ϕs)
ds
s
.
∣∣∣∣ > ǫ) = 0 .
The proof of these bounds rely on the β mixing property and Conditions (2.19) and (2.20).
We will only prove the first one, the second being exactly similar. First note that∫ ∞
A
Tn(Is)ds
s
=
1
k
n∑
j=1
log+(|Xj|/Aun)
In view of Assumption 2.1, it suffices to consider independent blocks and thus to compute
the variance of one block, that is we must prove that
lim
A→∞
lim sup
n→∞
mnvar
(
k−1/2
rn∑
i=1
log+(|Xj|/Aun)
)
= 0
Let the variance term in the previous display be denoted by Vn(A). Then,
Vn(A) ≤
E[log2+(|X0|/un)
F 0(un)
+ 2
rn∑
j=1
E[log+(|X0|/Aun) log+(|Xj|/Aun)]
F 0(un)
.
By regular variation, extremal independence and condition (2.19), for every ǫ > 0, we can
choose an integer m such that
lim sup
n→∞
Vn(A) =
∫ ∞
A
log2(x/A)αx−α−1dx
+ 2 lim sup
n→∞
rn∑
j=m+1
E[log+(|X0|/un) log+(|Xj|/un)]
F 0(un)
≤ A−α
∫ ∞
1
log2(y)αy−α−1dy + ǫ .
Thus limA→∞ lim supn→∞ Vn(A) ≤ ǫ. Since ǫ is arbitrary, this proves the requested bound.
Combining (6.21) and (6.22), we have proved that
√
k (γˆ − γ, γˆh − γh) d−→
(∫ ∞
1
Mh(Is)ds
s
−Mh(I1),
∫ ∞
1
Mh(ψs)
ds
s
−Mh(ψ1)
)
. (6.23)
Define the Gaussian process G on (0,∞)× R by G(s, y) = Mh(φs,y). Then,∫ ∞
1
Mh(Is)ds
s
−Mh(I1) =
∫ ∞
0
∫ ∞
−∞
{log+(u)− γ1{u > 1}}G(dudv) ,∫ ∞
1
Mh(ϕs)
ds
s
−G(ϕ1) =
∫ ∞
0
∫ ∞
−∞
{log+(u|v|)− γh1{u|v| > 1}}G(dudv) .
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Write
√
k(κˆh − κ) =
√
k {γ̂h/γ̂ − γh/γ} =
√
k
1
γ̂
{γ̂h − γh} −
√
k
γh
γˆγ
{
γ̂−1 − γ−1} .
Applying the joint convergence (6.23), Slutsky lemma and the delta method, we obtain,
√
k(κˆh − κh) d−→
(1 + κh)
∫ ∞
0
∫ ∞
−∞
(
βh log+(u|v|)− 1{u|v| > 1} − α log+(u) + 1{u > 1}
)
G(du, dv) .
There remains to compute the variance σ2 of the limiting distribution which is Gaussian
with zero mean. Setting
h(u, v) = βh log+(u|v|)− 1{u|v| > 1} − α log+(u) + 1{u > 1} ,
and combining with (1.6) we obtain
σ2 = (1 + κh)
2
E
[∫ ∞
0
h2(s, sκh|Wh|)αs−α−1ds
]
.
Since h2(s, sκh|Wh|) = 0 if s < 1 and s1+κh|Wh| < 1, we have
σ2 = (1 + κh)
2
E
[∫ ∞
1∧W
−1/(1+κh)
h
h2(s, sκh|Wh|)αs−α−1ds
]
.
Setting A = |Wh|βh and substituting t = s−α we obtain∫ ∞
1∧W
−1/(1+κh)
h
h2(s, sκh|Wh|)αs−α−1ds =
∫ 1∨A
0
h2(t−1/α, t−κh/α|Wh|)dt .
We also note that
h(t−1/α, t−κh/α|Wh|) =
{
log+(t
−1A)− 1{A > t}}− {log+(t−1)− 1{t < 1}} .
If A < 1, then we evaluate∫ 1
0
h2(t−1/α, t−κh/α|Wh|)dt = A log2(A) +
∫ 1
A
{log(t) + 1}2 dt .
Since the primitive of {log(t) + 1}2 is t log2(t) + t, the right hand side becomes 1 − A. If
A > 1, then∫ 1
0
h2(t−1/α, t−κh/α|Wh|)dt = log2(A) +
∫ A
1
{log(A)− log(t)− 1}2 dt = A− 1 .
Summarizing,
σ2 = (1 + κh)
2
E[|1− |Wh|βh|] .
25
Acknowledgements The research of Clemonell Bilayi and Rafal Kulik was supported
by the NSERC grant 210532-170699-2001. The research of Philippe Soulier was partially
supported by the LABEX MME-DII.
References
[BGT89] Nicholas H. Bingham, Charles M. Goldie, and Jozef L. Teugels. Regular varia-
tion. Cambridge University Press, Cambridge, 1989.
[Bra05] Richard C. Bradley. Basic properties of strong mixing conditions. A survey and
some open questions. Probability Surveys, 2:107–144, 2005.
[DJe17] Holger Drees and Anja Janß en. Conditional extreme value models: fallacies
and pitfalls. Extremes, 20(4):777–805, 2017.
[DM01] Richard A. Davis and Thomas Mikosch. Point process convergence of stochas-
tic volatility processes with application to sample autocorrelation. Journal of
Applied Probability, 38A:93–104, 2001. Probability, statistics and seismology.
[DR10] Holger Drees and Holger Rootze´n. Limit theorems for empirical processes of
cluster functionals. Ann. Statist., 38(4):2145–2186, 2010.
[DR11] Bikramjit Das and Sidney I. Resnick. Conditioning on an extreme component:
model consistency with regular variation on cones. Bernoulli, 17(1):226–252,
2011.
[Dre00] Holger Drees. Weighted approximations of tail processes for β-mixing random
variables. The Annals of Applied Probability, 10(4):1274–1301, 2000.
[Dre02] Holger Drees. Tail empirical processes under mixing conditions. In Empiri-
cal process techniques for dependent data, pages 325–342. Birkha¨user Boston,
Boston, MA, 2002.
[DSW15] Holger Drees, Johan Segers, and Micha l Warcho l. Statistics for tail processes
of Markov chains. Extremes, 18(3):369–402, 2015.
[HL06] Henrik Hult and Filip Lindskog. Regular variation for measures on metric
spaces. Publ. Inst. Math. (Beograd) (N.S.), 80(94):121–140, 2006.
[HR07] Janet E. Heffernan and Sidney I. Resnick. Limit laws for random vectors with
an extreme component. The Annals of Applied Probability, 17(2):537–571, 2007.
[JD16] Anja Janssen and Holger Drees. A stochastic volatility model with flexible
extremal dependence structure. Bernoulli, 22(3):1448–1490, 2016.
26
[Kal17] Olav Kallenberg. Random Measures, Theory and Applications, volume 77 of
Probability Theory and Stochastic Modelling. Springer-Verlag, New York, 2017.
[KS11] Rafa l Kulik and Philippe Soulier. The tail empirical process for long memory
stochastic volatility sequences. Stochastic Processes and their Applications,
121(1):109 – 134, 2011.
[KS15] Rafa l Kulik and Philippe Soulier. Heavy tailed time series with extremal inde-
pendence. Extremes, 18:273–299, 2015.
[KSW15] Rafa l Kulik, Philippe Soulier, and Olivier Wintenberger. Practical conditions
for weak convergence of tail empirical processes. arxiv:1511.04903, 2015.
[LRR14] Filip Lindskog, Sidney I. Resnick, and Joyjit Roy. Regularly varying measures
on metric spaces: hidden regular variation and hidden jumps. Probability Sur-
veys, 11:270–314, 2014.
[MR13] Thomas Mikosch and Mohsen Rezapour. Stochastic volatility models with pos-
sible extremal clustering. Bernoulli, 19(5A):1688–1713, 2013.
[Roo09] Holger Rootze´n. Weak convergence of the tail empirical process for dependent
sequences. Stoch. Proc. Appl., 119(2):468–490, 2009.
[vdVW96] Aad W. van der Vaart and Jon A. Wellner. Weak convergence and empirical
processes. Springer, New York, 1996.
[Ver72] Wim Vervaat. Functional central limit theorems for processes with positive drift
and their inverses. Z. Wahrscheinlichkeitstheorie und Verw. Gebiete, 23:245–
253, 1972.
Clemonell Bilayi-Biakana: cbilayib@uottawa.ca
University of Ottawa,
Department of Mathematics and Statistics,
585 King Edward Av.,
K1J 8J2 Ottawa, ON, Canada
Rafa l Kulik: rkulik@uottawa.ca
University of Ottawa,
Department of Mathematics and Statistics,
585 King Edward Av.,
K1J 8J2 Ottawa, ON, Canada
Philippe Soulier: philippe.soulier@u-paris10.fr
Universite´ Paris Nanterre,
De´partement de mathe´matiques et informatique,
Laboratoire MODAL’X EA3454,
92000 Nanterre, France
27
