Consider a multiprocessor with k processors.
Introduction
An optimal bound of the eciency of dynamic compared to static parallel computing can be obtained by solving a mathematical formulation as follows.
Consider a multiprocessor with k processors. We calculate the quotient g(n; k) = max P T s (P ) T d (P ) ; where the maximum is taken over all programs P with n processes. T s (P ) and T d (P ) are the optimal execution times with static and dynamic allocations, respectively. That is, we calculate the optimal worst case estimate.
In this context, the only dierence between static and dynamic allocation is that in the dynamic case processes, after having been started, can be transferred to another processor. The cost of this transferrence is neglected. In the static case processes are always processed to the end on the processor on which it was initialized. If a process is put into a waiting state, it will later be restarted on the same processor.
A synchronizing signal is a command in a process which activates or deactivates another process. The execution time of the synchronizing signals are neglected. A program P consists of n processes, of possibly very dierent execution times, containing synchronizing signals, possibly dening a very complicated structure of the program P.
Consider such a program P, and assume that we have found an optimal dynamic allocation, with execution time T d (P ). Next we introduce a discretization of the time interval in subintervals (t i ; t i +1 ) of equal length, such that all synchronizing signals and process terminations appear on the time points t i , where t i = i m T d (P ); i = 0 ; :::; m. It is convenient to assume further that n k divides m. Such a discretization is possible if all synchronizing signals and process terminations occur at rational time points, which we can assume. Observe that m might b e v ery large even if the program P is small and has a simple structure. However, m plays no important role in the theory.
Consequently, during a time interval (t i ; t i +1 ), no process starts, and no process stops.
From the program P we now construct another program P 0 by intro- T d (P 0 ) : But, since the programs P 0 consistute a subset of the programs P we consider, we actually have
We next represent a program P 0 by a m n matrix of 0:s and 1:s only.
Here each process is represented by a column, and each time period is represented by a row. The entry at the position i; j is 1 if the j:th process is active between t i 1 and t i . The entry is 0 if the j:th process is inactive during this interval. Each row contains exactly k 1:s, since each processor is constantly busy, and we have k processors. In the sequel such a matrix is referred to as an m; n; k-type matrix. The main part of the report analyzes these matrices. We for example characterize the type of matrix which corresponds to the worst case.
What is the optimal static execution time of the program P 0 ? To compute this we need to decide how the n processes are to be allocated to the k processors. Since every process in the static case is to be executed on one processor only, the static allocation corresponds to a way of grouping the n columns of the matrix together in k sets, one set for each processor. Because of the complete synchronization, at each step the processors have t o w ait for the slowest processor. This is the processor which has the highest numberof processes to execute, i.e. the maximum number of 1:s in one group. Clearly, the static execution time is the sum of these waiting times, muliplied by the factor T d (P )=m.
Thus, by summing the vectors in each group, vectors denoting the time needed for each processor at each time interval are calculated. By taking maxima of these vectors, we derive the static execution time at each time interval. The component sum of the resulting vector is the static execution time. This is the optimal static execution time T s (P 0 ) i f w e h a v e found the best allocation, i.e. a way of grouping the n columns together in k sets 3 which minimizes the static execution time. In the following we denote
i.e. we compute the time in the unit T d P m . The optimal dynamic execution time in this unit is m.
In the main result we nd the function g representing the worst case, i.e. for any program P 0 :
T s (P 0 )
For a full presentation of how the problem appears in parallel computing and for the signicance of the results we refer to Comparing the Performance of Optimal Dynamic and Static Process All o c ation (L. Lundberg and H. Lennerstad, Research Report, University of Karlskrona/Ronneby, S w eden).
In the next section we formulate the mathematical problem.
In section 4 the basic formula for the function g(n; k) is stated and proved.
Section 5 contains a plot of g(n; k) and results from which a global description of the function g(n; k) follows.
There are theoretical results on so called 0; 1-matrices: matrices where each entry is 0 or 1. However non of these appear to beapplicable to our formulation. The concluding reference list consists of dierent approaches in the problem of comparing static and dynamic allocation in multiprocessor systems, as well as results on 0; 1-matrices.
The mathematical formulation
As described in the introduction, the corresponding mathematical problem can be formulated as follows:
Consider an m n matrix P of 0:s and 1:s only, such that each r o w has exactly k 1:s, and thus n k 0:s, 1 k n. These matrices are referred to as m; n; k type matrices.
The column vectors of P will sometimes bedenoted by v i . Consider a partition A of the n vectors v i into k sets. Observe that the number of sets equals the numberof 1:s on each row in P. We will bemostly concerned with partitions where the sizes of the sets in the partition dier as little as possible. If n=k is an integer w this means that every set has w members.
Denote the integer part of n=k, the oor function, by bn=kc, and the smallest integer greater than or equal to n=k, the ceiling function, by dn=ke. If n=k is not an integer, the sets in a partition where the sizes dier as little as possible have bn=kc or dn=ke members.
Given any partition A of the column vectors in k sets, we form a quantity T A (P ) as follows.
The vectors in each group are added together, making k vectors of nonnegative i n tegers from the n column vectors. Then by taking the maximum of these vectors, componentwise, we obtain one single vector of positive integers. All vectors are of course m-dimensional. The sum of the components of the nal vector is the quantity T A (P ). In formula:
where the last sum is taken over the indexes i which belongs to the l:th partition set.
We want to choose the partition A so that T A (P ) is minimal. The interesting quantity i s t h us
T(P) =min all partitions A T A (P ):
The function g(n; k) is dened by g(n; k) = maxf T(P) m ; all m; n; k type matrices Pg: For given m; n and k, we will thus be concerned with the problem of calculating max T(P), over all m; n; k type matrices P.
A natural conjencture is the estimate T(P)=m g(n; k) 2. In the case n 2k it is immediately seen to betrue, by simply grouping the column vectors together in pairs. The conjencture is not true in the general case, as one can see in the plot. However, for a partition where the size of the sets dier as little as possible, the largest set has dn=ke. Then the maximum number of 1:s in a set is min(dn=ke; k ): both the number of slots in the largest set and the total number of 1:s provide bounds. We thus obtain a crude estimate g(n; k) min(dn=ke; k ). We will frequently compare the optimal estimate g(n; k) with this crude estimate.
Let us now, before the main result, introduce and summarize the notation which is relevant in this situation.
We say that a matrix A is of m; n; k-type if it has m rows and n columns, all entries are 0:s or 1:s, and each row has exactly k 1:s, where 1 k n.
We call a matrix P balanced if all possible rows, that is, if all n k permutations of the k 1:s, occur equally frequently as rows of P. The number of rows is thus necessarily divisible by n k .
We also need the following three combinatorial functions. Let I be a nite sequence of nonnegative i n tegers. Then we dene: Here the sum is taken over all sequences of nonnegative integers I = fi 1 ; :::; i k 1 g which are decreasing: i j i j+1 for all j = 1 ; :::; k 2, b ounded by l : i 1 l, and have sum q l:
For each m; n; k type matrix P the minimum T(P) =min all partitions A T A (P )
is attained for a partition where the sizes of the sets in the partition dier as little as possible. The bound is optimal in the sense that if n k divides m, in which case there exist balanced matrices, we have T(P)=m = g(n; k) for all balanced matrices P. 7 The sequences in the function can easily be generated by the algorithm described in the following lemma. We s a y that the least decreasing sequence of length and sum is the sequence fd e; Every sequence of integers in the interval 0 i which is decreasing, bounded by and has sum is generated exactly once by the following algorithm:
1. Take I as the least decreasing sequence of length and sum . Proof of the lemma: It is immediately clear that the starting sequence is decreasing, has sum and has entries in the interval 0 i l. It is also obvious that these properties are preserved by the algorithm.
Consider a sequence I of this kind. If it is not the last one generated by the algorithm, the next sequence will have its entry at j 1 increased. This entry will not decrease again unless an entry to the left is increased. By reapplying this argument w e nd that no sequence is generated twice by the algorithm.
What is left to prove is that the algorithm generates all such sequences. This is done by induction over the length of the sequence. Assume that this is true for all decreasing sequences of length .
For = 1 the only sequence is fg, which is the starting sequence of the algorithm and the only sequence generated by the algorithm.
8
We w ant to prove that the algorithm generates all decreasing sequences of length + 1, sum and bound .
These sequences are fmin(; ); I 1 g ; :::; fd=e; I j 0 g , where I 1 ; :::; I j 0 are decreasing sequences of length , bounded by min(; ); :::; d=eand with sums min(; ); :::; d =e respectively. Now the algorithm with length + 1 applied on the sequences fmin(; ); I 1 g ; :::; fd=e; I j 0 g with the bounds min(; ); :::; d=e is, except for the rst entry, the same as the algorithm with length applied on the sequences fI 1 ; :::; I j 0 g with the bounds min(; ); :::; d=e. By the induction assumption this generate all decreasing sequences of length . The lemma is proved.
Proof of the theorem: Consider an arbitrary matrix P of m; n; k-type. Let A be a partition where the sizes of the sets dier as little as possible. We will later prove that the minimum is attained for such a partition. Observe that this is equivalent t o s max s min 1, if s max is the numberofvectors in a set with most vectors, and s min is the numberofvectors in a set with fewest vectors.
Each r o w i n P can be regarded as a permutation of k 1:s in n slots. There are of course n k such. Further there exist n! permutations of the columns of P, where each permutation produces a possibly dierent m; n; k-type matrix P i ; i = 1 ; :::; n!. When we permute the column vectors we permute the rows, all possible rows appear if we perform all possible column permutations. We can also regard these permutations of the columns as dierent partitions A i of the original matrix P. Next we construct a matrix P from the matrices P i , which has m n ! rows and n columns, using the following duplication argument. This will provide control of the partitions.
The rst m rows of P consistute the matrix P itself. The next m rows constitute the matrix P where the columns are permuted according to a specic permutation, which is not the identity. The following n! 2 blocks of m rows contain all other permutations of the columns of the matrix P. We know three facts about the matrix P which makes this procedure useful:
1. Every row in P occur exactly as many times as any other dierent row in the matrix P . Every possible row does appear. That is, P is a balanced matrix.
2. Each column permutation represents a partition A i of the columns of P, so that T A (P i ) = T A i ( P ) ; i = 1 ; :::; n!. 3. The quantities T(P i ); i = 1 ; :::; k! relate to the quantity T(P ) as T(P ) = P n ! i =1 T(P i ). Thus, since T(P) arises from the partition A i which gives the smallest value of T A i (P ) = T A (P i ), we have T(P) T A i (P ) = T A (P i ) for all i = 1; :::; n!. We then obtain from (3) above:
We h a v e t h us established that the balanced matrices represent the worst case.
A balanced matrix has a particularly simple structure. Each permutation in the matrix P is repeated m times if we count every 1 and every 0 as distinct. By releasing this distinction, each permutation really is repeated mn!(n k)! times. Since this factor only multiplies all occuring numbers, what is left to study is the balanced matrixP where each permutation occurs exactly once. We h a v e:
T(P ) = mn!(n k)!T(P), so
The matrixP has n k rows and n columns, and contains each permutation of the k 1:s in the n slots exactly once. The columns are grouped Generally, to start with we have a numberof ways to distribute k 1:s in k sets regardless of order both in each set and between the sets. These ways are represented by the decreasing sequences. The order in each set is here disregarded in such a way that only the numberof 1:s is signicant. The order between the sets is disregarded by chosing one specic order: decreasing sequences. In the case when n=k is not an integer, we w ork with a partition where the n k leftmost sets have w + 1 = d n=ke vectors and the rightmost k n k have w = bn=kc vectors.
The formula in this case is derived from the previous formula by i n troducing the possibility that the numberof sets, k, and the number of 1:s, q, are not equal. By summing over all possible maximums to the left (l 1 ) and to the right (l 2 ), and over all possible numbers of 1:s to the left (i), the results for general n and k follow. The bounds of the indexes appear from the limitations of the number of 1:s which there is room for to the left or to the right in the dierent cases, and from the minimum number of 1:s according to l 1 ; l 2 and i.
We nally prove the optimality result.
If the matrix P is balanced with n k rows, then P =P , and the above calculation is true with equality if min all partitions A T A (P ) is attained for a partition where the sizes of the sets dier as little as possible. We next prove that this is so for balanced matrices. Thus the bound is attained for programs corresponding to balanced matrices.
Let A be a partition of the n columns into k sets, with fi 1 ; :::; i k g columns in each set, respectively. Assume that there are i j :s, say i 1 and i 2 , such that i 1 i 2 + 2, otherwise we h a v e the above mentioned type of partition. From the partition A we will obtain a new partition A 0 by transferring the i 1 :th vector from the rst set to the second. We show that the result is never worse for this partition, i.e. T A 0(P ) T A (P ). By repeating this transformation, a partition where the sizes of the sets dier as little as possible is nally derived, and the result follows from the inequality. The function g(n; k) can be regarded as a weighted mean value of the integers l = 1 ; 2 ; :::; min(dn=ke; k ), where the weights are the number of permutations which gives l to the nal sum, divided by the total number of permutations n k . This fact is exploited several times in this section. The crude estimate can beviewed as the estimate of this weighted mean value by the largest integer min(dn=ke; k ).
From the following theorem we will be able to derive the following description of g(n; k) for large n and k. We nd that g(n; k) like the crude estimate have an innite series of plateaus: for each positive i n teger w there is a planar or almost planar unbounded part which is a subset of the domain n > ( w 1)k;n<wkwhere the values are close to w. After the proof of the theorem this property i s g i v en a more precise formulation. In the included plot the rst two plateaus, g = 1 and g = 2 can be seen. It seems like the distance from the origin to the plateau g = z increases very rapidly with z. The plateau g = 3, for example, appear beyond n = 100.
The crude and the optimal estimates often quantitatively dier strongly.
One simple example of this is the fact that for 1 n 100; 1 k 100, g at the points (n; k) fulllling wk+ < n , k > and (w + 1 ) k > n are in maximum norm arbitrarily close to w + 1 . However, for large w may h a v e to be chosen very large, since 1 w w+1 is then very close to 1.
It follows that in certain directions, at the plateaus, the crude estimate is actually very close to the optimal. In neighbourhoods of the straight lines n = kwthe estimates dier more: for large k by at most 1 + , where is small.
Considering n = k 2 , w = k, the weights to k and 1 are k= k 2 k and k k = k 2 k respectively. Since the crude estimate has corresponding weights 1 and 0, the crude estimate here can beexpected to bevery far from the optimal.
The references [6] and [7] contain various articles on 0; 1-matrices. The function g(n,k) is defined as the worst case ratio of static versus dynamic allocations:
Here T s (P) and T d (P) denote the execution time for a parallel program P with optimal static and optimal dynamic allocations, respectively, executed on a multiprocessor with k identical processors. The maximum is taken over all parallel programs P consisting of n processes. 
