In this paper, based on Chebyshev's method, a new family of seventhorder methods for solving nonlinear equations is derived. This method includes finite difference and Lagrange interpolation to eliminate derivative. The results of this research show that at each iteration of this method requires three evaluation of the function and one evaluation if its first derivative, which has the efficiency index 1.6266. Numerical simulations show that the effectiviness and performance of the new modification in solving nonlinear equations are encouraging.
Introduction
This paper is concerned with finding solutions to the scalar, nonlinear equation
where the variable x runs in an interval [a, b] . The topic provides us with an opportunity to discuss various issues and concepts that arise in more general circumstances. Many iteration methods can be used to solve equation (1) . Famous iteration method to solve (1) is Newton's method written as
, n = 0, 1, 2, · · · and f (x) = 0,
where order convergence is quadratic for simple roots [2] . To increase the convergence of (2) many resercher have modified it was can see in [5-8, 12, 15, 17, 18] . Another iteration method can be used to solve equation (1) is Chebyshev' method in the form of
that the order of convergence of three [1, 4] . Kou, et al. [14] modificated the form (3) by approxtimate f (x n ) using the finite difference thus obtained
which also has a three-order convergence [14] . Another modification that resulted in four-order convergence of (3) can be seen at [3, 10, 11] . The processes of removing the derivatives usually increase the number of function evalution per iteration. In this paper, we used the tecnique of the combination of Newtons method and Chebyshevs method into a three-step iteration method. We also incorporate polinomial degre two to approximate the first derivative and finite difference to approximate the second derivative in second step and Lagrange interpolation to approximate the first derivative in the third step. In our methods not only increase the order of the method as hig as possible but also reduce the number of function evalutions and improve the effeciency index of the composed method. The discussion of the new method and their convergence and analysis are carried out in Section 2. Then, in Section 3 we perform numerical simulations using some test functions, and compare the new method with some other methods.
Proposed Methods
In this section, for construction of new iterative methods, we use iterative methods given by equations (2) and (3). We consider the following three-step method:
We now approximate f (y n ) in second step, to reduce the number of per iteration by combination of already data in the past steps. Toward this end, an estimation of the function p 2 (t) is taken into consideration as follows
By substituting value t = y n and t = x n to equation (9) and (10), we get
Based on equation (11)- (14), we could easily obtain the unknown parameters. So that
We replace f (y n ) in equation (7) with a finite difference formula [16] , that is
By Substituting equation (15) to (16), we have
Furthermore, we approximate f (z n ) by a derivative of Lagrange interpolation polinomial L 2 (x) passing the points (x n , f (x n )), (y n , f (y n )), and (z n , f (z n )), yield
Simplifying the equation (18) yields
where
Assume that f (z n ) ≈ L (z n ), so by substituting the equation (15) and (17) to (7) and equation (19) to (8) be obtained
Theorem 1 Assume that functions f is sufficiently differentiable and f has a simple α ∈ I. If the initial point x 0 is sufficiently to α, then the method of iteration in equation (23)- (25) have seventh-order convergence and satisfies the following error equation:
where e n = x n − α and
Proof. Let α be simple root of the equation f (x) = 0, then f (α) = 0. Furthermore, using Taylor expansion of the f (x) about x n = α, we obtain
Because f (α) = 0 so that the equation (26) can be rewritten in the form
Furthermore, in the same way do the Taylor expansion again f (x n ) about x n = α so after a simplified, we obtain f (x n ) = f (α)
Based on the equation (27) and (28), we get
By considering a geometri series and after simplified the equation (29), we have
On substituting equation (30) to (23), we get
Use the Taylor expansion to determine f (y n ) about y n = α, we have
Using equation(27), (28), (31), and (32), we get 
Furthermore, applying Taylor expansion of f (z n ) about z n = α, we obtain
To obtain the f [x n , z n ] substituting equation (27), (36) and (37) Using the same strategi, f [y n , z n ] can be obtained by substituting equation (31), (32), (36) and (37) to (21) we obtain
To obtain f [x n , y n ] substituting (27), (31) and (32) to (22), we obtain Combining equation (38), (39), and (40), we get
Dividing equation (37) by (41), we have
Substituting equation (36) and (42) to (25), so that we obtain
Therefore e n+1 = x n+1 − α, then from equation (43) we get
which completes the proof of the theorem.
Numerical Expriments
In this section will be recalculated order of convergence of the method of computing by using the following equation:
Calculations using software with 800 digits of accuracy and tolerance = 1.0 × 10 −100 . The stoping criteria of the iteration are |x n+1 − x n | < and |f (x n+1 )| < , x n+1 is taken as the exact root α computed.
Numerical simulation was performed to compare modification Chebyshev method (MCM) with some other methods, such as Newton method (NM) (2), Chebyshev method (CM) (3), Fardi et al. Method (FM) [9] , and KhattriArgyros method (KAM) [13] . The function used is as follows:
In Table 1 , we give initial value (x 0 ), number of iteration (N ), and the computational order of convergence (COC). An asterisk (*) on the number of iterations indicates that the method converges to different roots and the sign (−) in Table 1 indicates that the method can not find the root. Table 1 shows a comparison of the number of iterations and COC several methods to resolve the above functions including NM, CM, FM, KM, and MCM for some given initial values. The computational in Table 1 show that MCM requires less iteration than NM and CM, and MCM has comparable to FM and KM. Therefore, the proposed new method is of practical interest and compete with NM, CM, FM, and KM. Table 2 shows a comparison of absolute value the functions |f (x n+1 )| of several methods to resolves the above function including NM, CM, FM, KM, and MCM for some given initial values. The computational results presented in Table 2 shows that some of cases, the MCM has a smaller absolute value compared to the other methods.
