ABSTRACT In this paper, we first provide some properties of truth tables of bent functions. Furthermore, a upper bound of truth table's runs length of a bent function is presented. Based on these results, we propose a new algorithm for enumerating bent functions. At last, we find that our algorithm requires lower storage complexity and is easier to implement with parallel/distributed computing infrastructures by comparing with some known searching algorithms.
I. INTRODUCTION
Bent functions are a class of Boolean functions with the maximum nonlinearity and strict avalanche criterion [1] - [3] . Bent functions can effectively resist the optimal affine approximation attack and the differential attack, which play an important role in design of various security infrastructures, such as S-box, stream ciphers, data security [4] - [6] etc. In the past few years the constructions of bent functions have received a lot of attention [7] - [10] . In addition, the properties of Bent functions are also researched [11] - [14] . However, it is difficult to classify the known bent functions up to EA-equivalence. The classification of Bent functions in 6 variables and 8 variables were well studied [1] , [7] . However, the classification of Bent function in more than 10 variables is difficult. These motive us to analyze the output value distribution and the run length of Bent functions.
Search algorithms of Bent functions can be divided into two classes: algorithms based on algebraic normal form (ANF) and algorithms based on truth table. Search algorithms based on ANF commonly undergo the following procedures: For a given search condition, we first calculate a truth tables from the corresponding to an ANF, and then calculate the values of Walsh spectrum. Rothaus [1] points out that the algebraic degree of n-variable Bent function is at most n/2, and the upper bound of (the number of ) Bent function is 2 (1 + ε) + 2 2 n−1 −( n n/2 )/2 . However, the reduction method is difficult to be implemented by a computer. An improved algorithm for searching Bent functions is proposed in [9] , which relies on the relationship between the Walsh spectrum and its corresponding subroutines Walsh spectrum values, such that the search number becomes 2 32.3 for a 6-variable Bent function. While a truth table based search algorithm commonly undergoes the following procedure: verify whether the function which corresponds to the truth table is a Bent function by calculating the Walsh spectrum values via the truth table directly. Kolomeets [14] proposed an approach to identifying the Bent function by adjusting the truth table, to improve the function nonlinearity when studying the property of Bent truth table. Comparatively, since the study of ANF property is more thorough than that of the truth table property, the search scope of the ANF based search algorithms is smaller than those based on truth table by a large margin. Truth table based approach now receives less attention though, it avoids the extra process of calculating the truth table required by ANF, thus can be simpler and more efficient. Therefore, the study of the properties of truth table of Bent function is also important. In this paper we firstly introduce the truth table features of Bent function, then focus on the distribution features of the values and the runs length of Bent function. Further, we propose a search algorithm of Bent functions, which has a lower storage complexity and can be easily implemented by parallel computing compared with the known search algorithms. The research has the potential to allow us to construct a lightweight secure encryption for wireless sensor network, data encryption [15] , [21] and cloud computing [17] - [21] .
Let F 2 be the finite field with two elements, F n 2 denote the n-dimensional vector space. The Hamming weight of
x i , i.e. , the number of 1 in the vector x. A Boolean function f in n variables is a mapping from F n 2 into F 2 , and the set of all Boolean functions in n variables is denoted by B n . The Boolean function f ∈ B n can be simply represented by a Truth Table, i.e., f = [f (0, . . . , 0, 0), f (0, . . . , 0, 1), . . . , f (1, 1, . . . , 1) ]. Alternatively, the Boolean function f (x) ∈ B n can also be represented as the Algebraic Normal Form (ANF), i.e.,
for a u ∈ F 2 , u = (u 1 , . . . , u n ), where ⊕ denotes the sum over F 2 .
The Hamming weight of Boolean function f ∈ B n is denoted as wt(f ) = #{x|f (x) = 1, x ∈ F n 2 }, i.e., is the number of 1 in its truth table. The Hamming distance dis(f , g) between two Boolean functions f and g is the Hamming weight of their difference f ⊕ g.
The Walsh transform S f (ω) of f ∈ B n is a real-valued function and is defined as
where ω ∈ F n 2 , where
Parseval's relation applies to the Walsh transform of a Boolean function f giving
Let n be an even positive integer and f ∈ B n . f is called a bent function if and only if |S f (ω)| = 2 n/2 for any ω ∈ F n 2 . Definition 2: Let n, t, η be three positive integers and f ∈ B n . If the number of consecutive t 0 or 1 in the truth table of f is η, then we call the number of t's run length is η in the truth table of f . Now we provide a simple example, let 1000000100010111 be a truth table of f in 4 variables. The number of 1's runs length is 3, and the number of 3's runs length is 1.
Definition 3:
Let f ∈ B n be a bent function, and S f (ω) = ±2 n . The dual of f (x) is defined as
. If f ∈ B n be a bent function, the dual bent functionf is also a bent function. Hence, if we find the truth table of bent function f , we can easily get the truth table off by Definition 3. However there is no a linear relationship between f (x) andf , we do not consider the truth table off (x) in this paper.
II. DISTRIBUTION PROPERTIES OF TRUTH TABLE OF BENT FUNCTIONS
In this section, we achieve some properties by analysis the truth table of bent functions. By using these properties, we can reduce the search range of the enumerating algorithm.
From Definition 2, we know the truth tables of f ∈ B n and f ⊕ 1 have the same t's runs length, where t = 1, 2, · · · . Hence, in order to simplify the analysis of procedures, we only consider the situations that
where [i] 2 denotes the binary number of i. Theorem 1:
Let n be an even positive integer and f ∈ B n . If f is a Bent function, then we have either 
where #E denotes the cardinality of the set E. Thus, from the above relationships, we know
Remark 1: By using the similar method of Theorem 1, when
shows that a half of the output sequence of the Bent function is balanced, and the number of 1s in the other half is 2 n−2 − 2 n/2−1 or 2 n−2 + 2 n/2−1 . In the Bent VOLUME 6, 2018
functions search algorithm, we can consider the case when wt
In the other case, we can get the same conclusion through Theorem 1 By this method, we can get the Theorem 2 as below. Theorem 2: Let n be an even positive integer, and f ∈ B n be a Bent function. Let
where j = 1, 2, · · · , n. then we have
We also know R 1 ∪ R 2 = F n 2 . Thus, from (2), we have #{x
Further, combining (4) and #R 2 = 2 n−1
Let e (j) ∈ F n 2 denote the jth entry of this vector equals 1, otherwise 0. We have
Combining (2), (3), (4), (5) and (6), we have
Theorem 2 shows that, in the Bent function sequences, if there exists the case that the function value is equal to 1, and the component of the corresponding vector is equal to 1, then the number of the component is fixed.
Theorem 3: Let n > 4 be an even positive integer and f ∈ B n be a Bent function. Then we have
Proof: From Theorem 1, without loss of generality, we set
then we have
since we only consider the case that wt(f ) = 2 n−1 − 2 n/2−1 . Now set
For any a = 0 n , we always have #{x|f (
2 , then we also have #{x|f (x)+ f (x + a) = 1} = 2 n−1 . Thus, we have
+ 2 n/2−2 . The Theorem 3 shows that the value of the Bent function is equal while the distance is 2 n/2 , that is
III. RUNS PROPERTIES OF BENT FUNCTIONS
In this section, we analyze the runs of the truth table of bent functions and obtain the maximum count of 1 runs with length 1 and the maximum length of 1 runs.
Theorem 4: Let n be an even positive integer and f ∈ B n be a bent function. It is not possible that all runs length generated by f runs length of 1s, and the maximum 1's run length is 2 n−2 .
Proof: From Definition 1, we know that
1) If all the components of Bent sequence are 1 and a = (0 . . . 01), then wt(f (x)⊕f (x +a)) = 2 n −2 n/2 > 2 n−1 . The contradiction emerges. 2) Suppose the maximum number of 1's runs length is k.
From
Theorem 5: Let n > 3 be an even integer and f ∈ B n be a Bent function. Then the number of consecutive 1 in the truth table of f is less than or equal to 2 n−2 − 2 n/2−1 + 1. Proof: We suppose the number of consecutive 1 in the truth table of f is equal to t. Since the bentness of a function is invariant, without loss of generality, we set S (i) = {X j |f (X j ) = 1, j = i, i+1, . . . , i+t −1}, and a = (0 . . . 0 1) ∈ F n 2 , where i is a positive integer. There are two cases to be considered. 1) If i is even, then we have
=t.
Since f is bent and we always assume wt(f )
From (8), we have t
Hence, from (10), we have t ≤ 2 n−2 − 2 n/2−1 + 1. Thus, combining item 1) and 2), we have t ≤ 2 n−2 − 2 n/2−1 + 1 for n > 3. The quantity of Bent function search can be reduced by applying Theorems 4 and 5.
IV. ENUMERATION ALGORITHM FOR BENT FUNCTIONS
In this section, we proposed an enumeration algorithm for Bent functions. Further, we analyze the complexity of the algorithm.
In the following of this section, n will always denote an even positive integer. Now we first introduce the several subfunctions for illustrating the algorithm.
• CW (·): calculate the hamming weight of (·).
• BT ((·), V n ): determine (·) is the truth table corresponding to the Bent function, that is, return TRUE while
• GNS((·), ( )): return the next truth table after (·) while (·) = ( ), otherwise return (·). For example, (·) = 1110100000000101 and ( ) = 0000000000111111, the next truth table is 1110100000000011 and the following is 1110011100000000.
• TR((·)): return TRUE while the maximum count of 1 runs with length 1 ≤ 2 n−2 and the maximum length of 1 runs ≤ 2 n−2 − 2 n/2−1 + 1 in (·), otherwise return FALSE by Theorem 4 and 5. The operator represents a bitwise logical multiplication. For example, 1100 0100 = 0100. The operator represents merging the sequences. For example, 1100 0100 = 11000100.
For convenience, the maximum absolute values of Walsh transform of any Bent function f in n variables is always denoted by M n (= 2 n/2 ). We denote T f the truth table of a boolean function f ∈ B n . For example, let f ∈ B 4 , we have 
and In the algorithm, each CPU needs to detect the number of truth tables reduced from 135719648326408000 to 33929912081601900, the calculation time is reduced to the original 1/4. As space complexity of the algorithm is only O(2 n ) while n ≤ 20, the time reduction of the algorithm is more significant when GPUs is used.
B. COMPLEXITY ANALYSIS OF THE ALGORITHM
The number of truth tables, which satisfies the theorem 1 and 2, is
If the truth 
.
When n = 6, the number of the truth table is about 2 55.1 . When n = 8, the number of the truth tables is about 2 244.1 . Compared with the search algorithm based on ANF [1] , [13] , the search scope is still large, but it avoids calculating the truth table by the ANF, and it can be easily implemented by computer. Therefore, this algorithm has a higher availability. Compared with [22] , our algorithm narrows the search scope and has better efficiency. Finally, since the number of Bent function is a smart part in the search scope, the values and the runs length properties of Bent functions which are analyzed in this paper can be used to improve the search efficiency of algorithm based on ANF. When we judge whether the search function is a Bent function, all the functions which do not satisfy the values and runs length property can be discard directly, then the large amount of Walsh spectrum value calculations can be avoided, and the search efficiency also can be improved.
V. CONCLUSION
Several properties of the truth table of Bent functions are provided. By using these properties, we propose a search algorithm of Bent functions. Compared with the corresponding to known search algorithms, our algorithm effectively reduces the searching scope, when it still has a high availability and is easy to implement. However, the number of search functions is still greater than that of the upper bound of Bent function.
In our future research, we will continue to study the properties of Bent functions to narrow the search scope. 
