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This thesis describes the research and development results of designing a system 
that can detect an unknown transmitter that is operating within a wideband spectrum 
covering 240-960MHz.  The system design, development, and integration of a Prototype 
Spectrum Sensing Platform for the MEMSIC IRIS wireless sensor network platform [1] 
can be used for detection, monitoring, and localization of emitters in diverse RF 
propagation environments. Decoupling the dependency of the Received Signal Strength 
(RSS) measurements from the primary transceiver by the addition of a secondary receiver 
provides for continuous real-time analysis of the RF environment signal levels. The goal 
is to provide a simple, distributed 3-D spectrum analysis in real-time that is energy 
efficient, has a small form-factor and does not degrade the omni-directional operation of 
the primary node's antenna by utilizing mobile sensor nodes. Such distributed spectrum 
sensing will be able to provide accurate RSS information about non-coherent signals 
present in the sensing environment without the overhead of having to handle bidirectional 
communication to other nodes. The platform has been designed, fabricated, tested, and 
employed on static MEMSIC IRIS nodes for evaluation of RF sensing performance.
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This chapter presents an overview of the scope of this thesis and its focus on 
developing the Prototype Distributed Spectrum Sensing Platform (PDSSP). The PDSSP 
was developed to acts as an integrated sensor for providing wideband spectrum sensing 
via a deployed wireless sensor network (WSN).  Moreover, the PDSSP design provides a 
hardware-based solution, which will advance hidden emitter detection accuracy using the 
Position Adaptive Direction Finding (PADF) method [2].  
 
1.1 Background 
Wireless Sensor Networks (WSNs) have become more prominent as the 
advancement of technology has given rise to the development of small scale, low power 
wireless systems that can be used to provide high-resolution spatial and temporal 
environmental measurements for various applications.  A WSN is an infrastructure of 
wirelessly enabled embedded devices sometimes referred to by researchers as “motes” 
[3].  Moreover, wireless sensor nodes communicate using routable network topologies to 
provide an end user the aptness to observe and respond to developments within a certain 
environmental domain.  The applications in which WSNs can be utilized to provide 




However, as a basic example, we describe the application of a WSN in battlefield 
and urban warfare situational awareness.  Many hazards are present in today’s 
clandestine and often urban battlefield scenarios that involve the wireless control of 
explosive devices.  These devices can be controlled either by current modern 
technologies that employ the use of the cellular communications infrastructure, or very 
crude wireless communication technologies.  Therefore, the deployment of a distributed 
network of sensor nodes outfitted with specialized sensors that can provide spectrum 
analysis and source localization is critical to the warfighter.  
 
1.2 Research Objectives 
The research objectives of this thesis are to develop the Prototype Distributed 
Spectrum Sensing Platform (PDSSP) into a fully functional device that could be paired 
with a MEMSIC IRIS [1] wireless sensor node.  Thereby, the PDSSP will operate as a 
sensor network that could be used to collect and measure RSSI over a wideband of 
frequencies.  The process to create this system involved the selection of the components, 
all of which had to be able to operate via a DC supply of 3.3V, with the primary 
component being a System on Chip (SoC).  The SoC was a basic MCU integrated with a 
wideband transceiver.  This SoC would need to be able to provide UART based 
communication with the MEMSIC IRIS node for control and transfer of sensed data.   
Finally, this SoC would need to be controllable via the MEMSIC IRIS sensor node, thus 
creating a controllable sensor platform that can be integrated into a deployable WSN and 
utilized for spectrum sensing applications.  Similar research to this design was used for 
expanding the capabilities of the Versatile Sensor Node (VSN) to preform spectrum 
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sensing of the 868MHz Industrial, Scientific and Medical (ISM) band [4].  However, this 
design was not integrated and deployed as a sensor device using a pre-existing WSN.   
 
1.3 Motivation 
The focus of this thesis has applications within the area of range-based 
localization using WSNs.  Specifically, this thesis investigates applications where the use 
of a hardware-based platform can be used for spectrum sensing to help aid the use of the 
PADF method for localizing a hidden emitter. The PADF localization method was first 
presented in [5] and uses the application of RSSI-based localization within a framework 
of dynamic receivers.  However, this research advances the PADF method to be able to 
utilize information collected from the dynamic spectrum sensing of the RF signals 
present in the environment.  In contrast, the previous implementation of the PADF 
method was restricted to the use of singular frequencies for the receivers and the hidden 
emitter [2]. 
A majority of research involving spectrum sensing applications using WSNs is 
focused on the use of WSNs as a secondary network.  In this scenario the WSN is used 
specifically for spectrum hole detection.  This information is then transferred to the 
primary cognitive radio network to determine which parts of the spectrum are 
unoccupied.  Finally, this information is used to move the members of the primary 




Chapter 2 presents the background information and research in relation to WSNs, 
localization methods and the research conducted in this thesis.  Chapter 3 covers the 
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details of all the processes involved in designing the PDSSP.  This provides the details of 
the circuit development, fabrication, and software development that were necessary to 
take the PDSSP from a concept to a functional prototype.  Chapter 4 presents the process 
of software development and hardware integration between the PDSSP and the MEMSIC 
IRIS node for operational testing.  In Chapter 5, all operational metrics of the PDSSP’s 
performance while preforming spectrum sensing have been evaluated. Tests have been 
performed with the PDSSP isolated to determine baseline measurements.  Next, the 
PDSSP is connected to MEMSIC IRIS node.  This test is used to verify network-based 
operation and control using a Point-To-Point (PTP) network.  Any discrepancies of the 










2.1 Wireless Sensor Networks 
 
The author of [3] presents the formal definition of the components that comprise a 
sensor network.  Therefore, one can visualize a sensor network as an infrastructure 
comprised of sensing (measuring), computing, and communication elements that gives an 
operator the ability to instrument, observe, and react to events and phenomena in a 
specified environment.  Furthermore, [3] describes the four major components of a sensor 
network, which can be described as a collection of distributed sensors connected through 
a network of a specific topology to a centralized point where data aggregation and 
analysis is performed.  
Wireless Sensor Networks (WSNs) have become a common fixture in the 
advancement of distributed sensing as well as acting as actuators that provide command 
and control of a diverse variety of automated systems.  WSNs can provide a method of 
distributed data collection of environmental data for smart sensing applications.  Smart 
sensing applications can require the need for specific or high-resolution data.   
Deployment coverage for WSNs can vary between small areas of coverage (i.e. 
monitoring a building) to large areas of coverage (i.e. monitoring a battlefield) as shown  
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in Figure 2-1. In summary, sensing applications for WSNs include industrial, home, 
















Figure 2-1: WSN Applications 
 
 
2.1.1 Architecture of a Wireless Sensor Node 
Wireless sensor nodes are designed based on the following criteria, which includes 
such fundamental components as: 1) Microprocessor for system control and signal 
processing; 2) Wireless transceiver for network communication and data transfer; 3) 
Power source to provide energy for proper system operation; 4) Singular or combination 
of sensors, actuators or both types of interfaces.  However, the primary factor for the 
design of a wireless sensor node is the total combined energy consumption of the system.  






Figure 2-2: Architecture of a Wireless Sensor Node 
 
 
2.1.2 Microcontroller Unit (MCU) 
MCUs act as the primary control and signal-processing unit for a sensor node. 
They provide the primary interface to the system’s sensors, actuators and wireless 
transceiver.  The majority workload of the collection, processing and storage of 
environmental data is tasked to the system’s MCU. The MCU controls the system’s 
wireless transceiver usually by way of communication through a Serial Peripheral 
Interface (SPI) connection.  
Additionally, most node platforms have onboard external Flash RAM, which 
provides additional memory for logging applications and is accessible via the MCU.  The 
node’s MCU also provides analog and digital GPIOs, I2C and UART pins that can be 
used for interfacing with sensors or provide hardware-based communication for custom 
applications.  Two primary MCUs used in popular wireless sensor node platforms are the 




IEEE 802.15.4 is a wireless communication standard that was developed by the 
IEEE and the ZigBee Alliance [8].  This standard provides a communication protocol that 
is ideally suited for WSNs, where large networks of nodes are used for control and 
monitoring applications. ZigBee can be implemented with a low system cost per node 
while providing efficient and secure wireless communication between members of a 
WSN.  ZigBee transceivers are optimized for low power and data rate applications where 
the primary system power is provided by the batteries.   
The two main layers of the IEEE 802.15.2 standard used in ZigBee are the 
Physical Layer (PHY) and the Medium Access Control (MAC). The PHY layer consists of 
the RF-IC, its frequency range and modulation scheme. The MAC layer provides a 
software-based protocol stack that is very diverse in functionality.  This layer provides 
access control and dependable data exchange for all members of the network.  
The MAC layer utilizes Carrier Sense Multiple Access with Collision Detection 
(CSMA/CD) to mitigate collisions between wireless packets traversing the network. 
Additionally, the MAC layer supports the star and mesh-based network topologies [9] [1].  
The two layers that are implemented above the MAC layer were developed by the Zigbee 
Alliance to provide network functionality and security mechanisms.  In conclusion, we 
can see how the versatile, robust and low power design of the IEEE 802.15.4 ZigBee 
protocol is ideally suited for WSNs. 
2.1.4 Sensor Applications 
The ability of wireless sensor nodes to be outfitted with sensors provides a 
distributed feedback system that is capable of providing high-resolution information about 
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one or several environmental variables.  Primary platforms used for wireless sensor 
networks include the following shown in Figure 2-3. Sensors integrated into the design or 
attached to any of the digital interface ports can range in size, power consumption, 














Figure 2-3: Wireless Sensor Nodes 
 
 
Depending on the available power source for the node, the operational lifetime 
expectancy could be great reduced if careful consideration of the above parameters is not 
considered.  Results in [10], [3] and [6] provide an extensive amount of background and 
examples of typical sensors and applications involving WSNs.  From this literature a 
synopsis of the applications and associated sensors is provided in Table 2-1. 
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Table 2-1: Sensors Based on Application 
 
Application Environment Sensors 
Medical  Hospital/Patient Blood Pressure 
EKG 
Body Temperature 








Industrial Plant/Pipeline Pressure 
Stress/Strain 
Chemical 






TinyOS, a component based embedded operating system for WSNs, was 
developed and is maintained by the TinyOS Alliance [11].  TinyOS is written in the NesC 
programming language, which is a variant of the C programming language.  NesC was 
developed to optimize code size to conserve system RAM, therefore providing powerful, 
portable and optimized code for WSNs.  Software components make up TinyOS to 
provide hardware abstractions to low level MCU peripherals.  The size of TinyOS by itself 
is only 400 bytes, which makes it ideal for low power MCU applications where System-
On-a-Chip (SOC) devices are designed with limited RAM for power conservation.   
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The nature of TinyOS’s event-driven concurrency, which includes the use of 
pairing of software and hardware split-phase operations, is optimized for memory 
conservation.  Split-Phase operations are those in which a process is executed by a request 
and then executes its function immediately.  Once the execution is completed, this process 
will signal its completion to the operating system.  This is the solution to the problem of 
the RAM intensive nature of using threaded processes on embedded platforms.  Split-
phase operations remove the problem that process threading produces, which is the need 
for a private stack for each thread that is initialized.  Therefore, a TinyOS program is an 
interconnection of individual components in which each provides specific interfaces for 
system operation and control.  Components can be viewed as a set of three types of 
abstractions: commands, events, and tasks.  The execution of a TinyOS application starts 
when a command is issued.  Then this command becomes a request that is provided to the 
component to initiate a service.  Once the command completes its computation, it will 
provide an event, which notifies the system that the service has completed the command 
that was issued.  The author of [12] explains this operation: “Commands and events 
cannot block: rather, a request for service is split phase in that the request for service (the 
command) and the completion signal (the corresponding event) are decoupled.  The 
command returns immediately and the event signals completion at a later time.”  [13] [12] 
also state that “The current version of TinyOS provides a large number of components to 
applications developers, including abstractions for sensors, single-hop networking, ad-hoc 
routing, power management, times, and non-volatile storage.”  The versatility and 
flexibility of TinyOS stems from the programming scheme provided by the NesC 
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language, which in turn provides a relationship focused toward RAM preservation for low 
power embedded systems. 
2.1.6 Wireless Networks 
The direct implementation of WSNs started with the development of the ALOHA 
networks [10], which were based on the premise that a node can transmit data at any time.  
If another member of the network receives the data transmitted by the node, then an 
acknowledgement is sent from the node that received the data.  However, if the 
transmitting node does not receive any acknowledgement, then it will wait for a timeframe 
of random length and retransmit the data again.   
With the advancement of wireless communication technologies, the problem of 
loss of information due to simultaneous transmission between members of a network 
resulted in what is commonly known as “packet collisions”.  This in turn gave rise to the 
development and implementation of transmission schemes, which helped to reduce the 
likelihood of packet collisions between members of a network.  Solutions to this issue 
gave rise to the development of Frequency Division Multiple Access (FDMA), Code 
Division Multiple Access (CDMA) and Time Division Multiple Access (TDMA). 
WSNs can be deployed using various wireless communications, most of which are 
chosen based on the data size and power requirements of the network.  Most commercially 
available products utilize the Industrial, Scientific and Medical (ISM) frequencies that are 
defined by the ITU-R in 5.138 [13]. In Table 2-2 the spectrum allocations are shown. 
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433.050-434.790 1.74 433.920 6.5 
902.000-928.000 26 915 10 




Depending on the application, WSNs can be configured in several different 
network topologies each of which will be directly dependent on the application.  Shown in 
















Figure 2-4: Basic Network Topologies 
 
 
2.2 Localization Methods for Wireless Sensor Networks 
 
Localization is one of the important tasks that WSNs preform.  This involves the 
ability of members of the network to systematically discover and localize other members 
of a deployed network.  Localization by itself is still an intense area of research in WSNs.  
In the following sections, the primary methods of localization that are utilized in WSN 
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applications will be discussed.  Localization techniques can be categorized into two 
primary categories: 1.) Range-Based Localization; and 2.) Range-Free Localization. 
Range-Based techniques include: Time Difference of Arrival (TDOA) [14], [15] Angle of 
Arrival (AOA) [14], [16] and Received Signal Strength Indication (RSSI) [14].  Range-
Free techniques include: Centroid [16], APIT [17], and SeRLoc [18].  However, the 
techniques described above are just some of many other standard and hybrid techniques 
used for localization applications within wireless communication system infrastructures.  
The focus of this research directly relates to the area of Range-Based localization 
techniques, specifically the use of RSSI based localization in the context of the Position 
Adaptive Direction Finding (PADF) algorithm.  
2.2.1 Range-Based Localization Methods 
Range-Based localization techniques are dependent on the information that can be 
extracted from the intensity of the power being received between nodes.  This signal 
intensity information is used to provide an estimate of the distance between nodes in the 
deployed network.  In [19] the author categorizes nodes into two subtypes: Anchors, 
which are nodes in which their physical location is known or determined by GPS, and 
Unlocalized nodes that are members of the network, but no localization information is 
available.  In [20] the authors discuss how Range-Based localization techniques can be 
seen to operate in two phases, “Ranging and position computation”.  Methods that are 
considered to be included in the ranging process are: TDOA, AOA and RSSI.  Where 
algorithms such as Least Squares (LS), Weighted Least Squares (WLS) and Maximum 
Likelihood (ML) are used for position computation and estimation.  
15 
 
2.2.1.1 Time Difference of Arrival (TDOA) 
Time Difference of Arrival (TDOA) is an active and highly developed method of 
localization used in WSN.  This distance-related method uses signal measurements taken 
at N known receivers to estimate the position of an unlocalized transmitter.  Once the 
transmitter’s signal is detected by the receivers, this information is then used to compute 
the integration of the lag-product of the signals or cross-correlation.   However, this 
method is only accurate at estimating the position when the time interval over which the 
integration preformed is of considerable length.  This method also requires that the time 
bases of all the receivers be synchronized.   
2.2.1.2 Angle of Arrival (AOA) 
Angle of Arrival (AOA) based localization uses the known position and orientation 
of one or more receivers in a linear configuration to estimate the direction from which a 
signal was transmitted.  In [14] the author provides additional detail showing that this 
technique can be broken down in to two subclasses: 1.) Measurements based on the 
amplitude response of the receiver’s antenna; and 2.) Measurements based on the phase 
response of the receiver’s antenna.  Factors that are critical to AOA based estimation 
include the use of anisotropic antennas, accurate signal measurement and that the receivers 
should have a sufficient spatial separation between them.  
2.2.1.3 Received Signal Strength Indicator (RSSI) 
RSSI is one of the simplest localization methods that can be employed for 
estimating the position of a transmitter.  This method is directly dependent on the 
measurement of the non-coherent characteristics of a signal.  RSSI is a standard feature 
found in a majority of wireless communication devices.  Measuring RSSI requires no 
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additional hardware beyond the basic transceiver.  It uses the basic understanding that 
during the time of flight of a signal, its power level will be reduced as the inverse square 
of the distance between the source of the signal and the receiver that detects this signal.   
Therefore, RSSI based localization involves the initial collection of detected signal 
power levels at multiple receivers, then the use of a propagation model to estimate channel 
propagation conditions to account for channel losses, which is then applied to the signal 
measurements to determine an estimate of the transmitter’s location.  The propagation 
model accounts for the additional factors that will reduce the signal strength due to large 









3.1 System Design Parameters 
 
The design parameters for the Prototype Distributed Spectrum Sensing Platform 
(PDSSP) were developed to advance the hardware aspects involved with the experiments 
that included RSSI based localization using PADF.  This design decoupled the 
dependency of the received signal strength (RSS) measurements from the primary 
transceiver by the addition of a secondary receiver.  Therefore, it provided a distributed 
and continuous real-time analysis of signals in the RF environment.  The challenge of this 
design was to provide a distributed, 3-D spectrum analysis in real time that is energy 
efficient, has small a form-factor and does not degrade the operation of the nodes 
communication system.  
The block diagram shown in Figure 3-1 depicts the system design concept of the 
PDSSP.  The connections depicted show the RF and digital signal paths between 
components that are connected to the Si1000.  Once a signal is received at the antenna 
port it is then processed by a PMA-545+ Low Noise Amplifier (LNA), which is used to 




















Figure 3-1: PDSSP Block Diagram 
 
 
This serves two purposes: (i) improves weak signal reception; (ii) overcomes any 
losses in the RF path between the antenna and the Si1000.  Four antennas were used to 
subdivide the 720MHz wide operational range of the EZRadioPRO into four 180MHz wide 
sub-bands.  The subdivision of the operational frequencies was used to eliminate the need 
for complex matching networks.  The TC4-19+ wideband balun was used to match the 
single-ended output from the PE42440 SP4T RF switch to the differential input of the 
Si1000.  Therefore, this system concept provided the component level framework from 
which the PDSSP was designed using the CadSoft EAGLE software. 
 
3.2 Circuit Level Design 
 
The circuit level design of the PDSSP was done in CadSoft’s Eagle PCB Design 
software.  This software was used to create the schematic of all the components needed to 
create the PDSSP.  Once the schematic was created, the PCB layout of the board was 
developed and the components were positioned on the board.  The board can be viewed 
as two sections: the RF frontend of the system located at the top of the board and the 
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MCU section of the board located at the lower half.  This separation of the two sections 
was critical to reduce inductive interference from the traces carrying RF signals.  
Figure 3-2 shows the PCB layout of the hardware components on the circuit 
board.  The RF frontend and antennas are distanced from the MCU section of the board.  


























Figure 3-2: PDSSP PCB Layout 
 
 
The parameters shown in Figure 3-3 were used to determine the layer and 















Figure 3-3: PCB Layer Thickness and Isolation Parameters 
 
 
The PDSSP is composed of four conductive layers.  The first layer is where all the 
electronic components are located.  This layer also contains all of the RF signal traces, 
which are isolated to the top half of the board.  The second layer acts as a ground plane 
that provides isolation between the first layer of the board and the third layer, which is 
the power plane that provides power to all components on the board.  The third layer also 
has two isolated traces that are connected between two of the Si1000’s digital pins and 
the PE42440’s digital CMOS inputs.  These traces are used for digital logic control of the 
PE42440 to switch between each of the four antennas.  The third layer contains the power 
plane for providing power to all components on the PDSSP.  This layer is isolated from 
the first layer by the second layer ground plane.  This is done to isolate the RF signals 
from the DC voltages present in the third layer.  During the design process, several 
factors had to be taken into consideration to account for the resonances that occur with 
multi-layer PCB design that transfer the RF signals.  With the use of ground planes to 
isolate the RF signal layer from the power layer, this created resonances between layers 
that had to be eliminated using vias.  These vias short the two ground layers and are used 
to increase the TEM (Transverse Electric Magnetic) resonance to frequencies higher than 
the 10th-12th harmonics of the radio signals being captured.   
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3.2.1 Si1000 Wireless MCU 
The Silicon Labs Si1000 [21], shown in Figure 3-4, was chosen for this design for 
its wide band coverage to allow for a broad range of operation for dynamic spectrum 
sensing for various applications such as geo-location, RF propagation environment 





















Figure 3-4: Si1000 Block Diagram 
 
 
The Si1000 wireless MCU platform [21] combines a high-speed 8051 MCU core 
with an EZRadioPRO transceiver.  This System-On-a-Chip (SoC) device provides a 
versatile wireless platform for applications that require wideband ISM operation.  The 
Si1000 8051 core operates with a pipelined instruction architecture, enabling 70% of 
instruction execution within one to two system clock cycles.  Therefore, it provides up to 




internal RAM (256 + 4096) with an additional 64 kB of 1024 byte programmable sectors. 
Additional device communication capabilities are provided with the usage of UART, SPI, 
and I2C. 
The Si1000 also includes an EZRadioPRO transceiver, which is paired with the 
8051 MCU core within the Si1000’s single chip package.  This transceiver is controlled 
via an internal SPI connection to the 8051 MCU.  This transceiver has operational 
capabilities to receive and transmit data over the frequency range from 240-960MHz, 
thereby providing coverage over a large portion of the Industrial, Scientific and Medical 
(ISM) [13] allocated spectrum.  The receive sensitivity of this transceiver is -121 dBm 
providing improved reception of weak signals.  More importantly, during receive 
operation only 18.5 mA of current is required.  Moreover, the implementations of the 
Si1000 for this design only utilizes the EZRadioPRO’s receiving capabilities.  
3.2.2 RF Frontend 
The PDSSP has a specially designed RF frontend section.  The RF frontend 
section of the board has four separate independent RF pathways.  Each pathway consists 
of a PMA-545+ Low Noise Amplifier (LNA) with all of the pathways converging to the 
PE42440 RF switch.  From the PE42440 the selected port transfers the RF signal to the 
TC4-19+ balun, which transforms the single-ended connection into a differential 
connection that connects to the Si1000.   
Each antenna connection is used to sub-divide the full range of receive 
frequencies so the Si1000 can operate into four separate frequency bands.  Each of the 
four sub-bands has a bandwidth of 180MHz.  This allows the use of specific antennas that 
are resonant for each of the four sub-bands.  The selection of which specific antenna will 
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be active during spectrum sensing is controlled by the variation of logic states from two 
pins that are connected between the Si1000 and the PE42440 RF switch.   
The RF traces from the Si1000, through the RF switch, low-noise amplifier and 
other supporting circuitry to the antennas are all impedance-matched to reduce loss. 
These components are connected to the RF switch through the thick, curved traces.  The 
traces need to be curved; otherwise, the traces would cause signal reflections, which 
could induce an impedance mismatch.  The impedance for each of the four RF traces was 







)ohms Eq. 0-1 
The traces each have specific width, height, and thickness that creates the correct 
characteristic impedance for matching the 50 ohm input and output pin impedances used 
on the PMA-545+ and PE42440.   
 
Table 3-1: Parameters Used to Calculate the Characteristic Impedance of the RF Traces 
 
Parameter Value 
Height (H) 0.26 mm 
Width (W) 0.45 mm 
Thickness (T) 0.035 mm 
Relative Permittivity (𝜀𝑟 ) 
4.8 
(FR4 dialectic material) 





Therefore, each RF trace has a characteristic impedance of 47.8 ohms, which creates an 
acceptable match for the RF trace to be connected to the 50-ohm impedance of the PMA-
545+ and PE42440.  
3.2.2.1 PMA-545+ Low Noise Amplifier 
The PMA-545+ low noise monolithic amplifier from Mini Circuits [22] provides 
the initial RF signal amplification which increases the Signal-To-Noise Ratio (SNR) of 
any signal that is being transferred from the antenna.  This is critical when signals of 
interest are weak or have been attenuated by channel losses.  Additionally, the 
amplification of the signal also helps to compensate for any additional losses between the 
PMA-545+ and the PE42440 RF Switch.  Operational specifications for the PMA-545+ 
are shown in Table 3-2. 
 
Table 3-2: PMA-545+ Device Specifications 
 
Parameter Typical Max Units 
Operational Frequency Range 0.05 6 GHz 
Power Supply 3.0 5.0 VDC 
Current Draw 80 160 mA 











3.2.2.2 PE42440 SP4T RF Switch 
The PE42440 SP4T RF switch [23] provides a mechanism for digitally 
controlling the selection of which antenna will be active during spectrum sensing.  
Antenna selection is controlled by the on-board CMOS control interface on the PE42440.  
The Si1000 is connected to the CMOS input pins on the PE42440 via two of its digital 
I/O pins.  The selection of which antenna port is used can be performed by varying the 
logic states of two digital I/O pins on the Si1000 that are connected to the PE42440.  The 
maximum rate at which the switching between antennas can occur is 25kHz.  Table 3-3 
shows the logic states, which are used to control the PE42440. 
 
Table 3-3: PE42440 Port Selection Truth Table 
 
Path V2 V1 
Antenna 1 0 0 
Antenna 2 1 0 
Antenna 3 0 1 




During spectrum sensing the Si1000 will switch the logic states in accordance 
with the values for V2 and V1 to change the signal path to the correct antenna for the 
frequencies that will be scanned. The device parameters of the PE42440 critical to the 








Table 3-4: PE42440 Device Specifications 
 
Parameter Min Typ Max Units 
Operational Frequency Range 50  3000 MHz 
Supply Voltage 2.65 2.75 3.3 VDC 
Current Draw  13 50 μA 
Insertion Loss  
(50-1000MHz) 
 
0.45 0.65 dB 
RF Input Power 
(50-500MHz) 
(500-3000MHz) 





Digital Logic Control 
Voltage 
0.4  1.4 VDC 




3.2.2.3 TC4-19+ RF Transformer 
The TC4-19+ RF transformer [24] creates a 50  match between the PE42440 
and the Si1000’s differential inputs used for signal reception.  Impedance matching 
between the two unmatched sections of the RF pathway is critical to the proper transfer 
of RF energy from the antennas to the Si1000.  This component was necessary due to the 
differential input on the Si1000. 
The TC4-19+ provides the necessary impedance match between the 50-ohm 
impedance of the PE42440 RF switch and the differential input of the Si1000 RX-P and 
RX-N pins.  Table 3-5 shows the variance of impedance over the operational range of the 




Table 3-5: Si1000 Differential Input Impedance Range 
 








3.2.3 IRIS Node Interface 
The 51-pin connector provides a direct interface to the PDSSP from which power, 
control, and data are transferred between the IRIS node and the PDSSP.  Voltage from 
the IRIS node’s 3.3VDC batteries is transferred to the PDSSP and then distributed across 
the board to provide power to the Si1000, PE42440, and all four of the PMA-545+ 
preamps.  Control parameters used for configuring the Si1000 for spectrum sensing 
operation and collected signal data are transmitted through the connected RX and TX 






SYSTEM INTEGRATION AND TESTING 
 
 
4.1 PDSSP Code Development 
 
Code development for the PDSSP involved developing software that enabled the 
Si1000 to be controlled by commands sent over a UART connection, dynamically scan 
through various frequencies at predetermined steps, collect RSSI data for each frequency 
while scanning, then transmit this collected RSSI data via a UART connection to the 
IRIS wireless sensor node.  Therefore, with this level of functionality the PDSSP can 
operate as a low-power compact versatile platform that can be coupled with wireless 
sensor nodes for distributed dynamic spectrum sensing and monitoring. 
4.1.1 PDSSP System Configuration and Operation 
During initial system power up of the PDSSP, the Si1000’s 8051 MCU configures 
the EZRadioPRO using SPI commands to perform operational state transitions.  These 
commands are used to configure a set of 8-bit registers that are used to operate and 
control the behavior of the EZRadioPRO.   
The EZRADIO_OPERATING_AND_FUNCTION_CONTROL_1 register is used 
to change between IDLE state operational modes of the EZRadioPRO.  Table 4-1 shows 
the IDLE state operational modes and the current consumption each mode uses.  During 




mode.  This mode has the lowest current consumption and utilizes the low power digital 
regulated supply (LPLDO) to maintain the register values while in this mode. 
 
Table 4-1: EZRadioPRO IDLE State Operational Modes 
 
Operational Mode Current Consumption  
SHUTDOWN 15 nA 
STANDBY 450 nA 
SLEEP 1 μA 
READY 600 μA 
TUNING 8.5 mA 




4.1.2 Spectrum Sensing Operation 
 
The primary function of the PDSSP is to perform the dynamic spectrum sensing 
by utilizing the Si1000 to scan user specific frequency ranges for a specific step size.  
RSSI data is then collected and averaged at each frequency determined by the step size 
over the scan range.  Only when the Si1000 receives a serial control packet from the IRIS 
node to initiate spectrum sensing does the Si1000 execute this process.  The execution of 
the Scan_Frequencies() function is the primary set of directives being performed until the 
operation is terminated.  Once the spectrum sensing operation is complete, the Si1000 
configures the EZRadioPRO back into STANDBY mode.  
Frequency scanning can be done either as a “single-shot” or a “continuous” 
operation.  Single-Shot operation only performs one iteration of the Scan_Frequencies() 
function for the specified range of frequencies.  Continuous operation will execute the 
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Scan_Frequencies() function for n iterations, where n is the iteration index specified by 
the user.  Operational state changes are shown in Figure 4-1 that occur during the 
execution of the Scan_Frequencies( )  function.  During active frequency scanning, the 



















Figure 4-1: EZRadioPRO State Transitions During Frequency Scanning 
 
 
Additionally, if a user specified range of frequencies to be scanned is below or 
overlapping between the distinct frequency bands, then each of the four antennas the 
PE42440 RF switch will be reconfigured to the correct port for that band.  
Currently, the functioning code takes an average of the 10 sampled RSSI values 
and discards the lowest and highest values to remove erroneous data.  However, 
depending on the application, the number of RSSI samples can be adjusted by the end-
point controller.  However, due to the variable representing the number of RSSI samples 
being an unsigned 8-bit integer, the number of samples that can be requested is limited to 
values between 0 and 255.  One must also acknowledge that as the number of samples 
31 
 
increase, so will the number of clock cycles required to calculate this average, thereby 
adding a delay to the time it takes to calculate the average RSSI and then transmitting this 
data back to the IRIS node.  
 
4.2 IRIS Code Development 
 
Once the code development for the Si1000 was completed, the next set of 
development tasks involved developing a software that would: (i) enable a MEMSIC 
IRIS node to control operation of the Si1000 over a serial connection; (ii) the IRIS node 
would receive a TinyOS formatted packet containing the current frequency and RSSI data 
from the Si1000 as it performed spectrum sensing; and (iii) the IRIS node would transmit 
this data wirelessly to the base station.  The first development task involved reverse 
engineering the packet structure used for serial communication within the TinyOS 
framework.  The TinyOS packet format for serial communication can be seen in 




















Custom payloads were then developed for passing control parameters to the 
Si1000, transferring RSSI data from the Si1000 to the IRIS node, and then relaying this 
RSSI information wirelessly back to the network’s base station.  A detailed explanation 
of the custom payload is presented in Section 4.2.1.  Finally, using the example 
BaseStation nesC program I was able to establish a wireless to serial communication 
interface using an IRIS node.  Then the IRIS node is connected to a PDSSP board via the 
UART pins, therefore providing a serial-based communication that can be used to 
transfer spectrum-sensing data to the IRIS node.  The end product of this integration 
enables wireless transfer of the commands and data between the sensing node and a base 
station.  The base station is the centralized point of control and data aggregation for the 
distributed network of nodes that are interfaced with PDSSP boards.  Therefore, with the 
use of multiple sensing nodes (i.e. WSN node interfaced with a PDSSP board), one can 
deploy this system for applications requiring the need for distributed dynamic spectrum 
sensing over limited areas.  With the current implementation network communication is 
limited to single-hop network topologies.  
4.2.1 IRIS to Si1000 Serial Control Payload Development 
Development of the custom payload control and communication protocol is one 
of the critical elements to enabling the PDSSP attached to a WSN node to perform the 
environmental RF sensing.  To achieve this goal three different payload structures were 
required: (i) a payload to transfer control parameters from the base station to the IRIS 
node, then Si1000 on the PDSSP; (ii) a payload to transfer RSSI and frequency data from 
the Si1000 on to the IRIS node; and (iii) a payload to transfer the sensed data from the 
Si1000 and the node ID from the IRIS node to the base station.  
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For initial system development and communication implementation testing, a 
modified 51-pin connector has been used with jumpers attached to act as a direct 
connection to the Si1000 development board.  Currently, the MIB510 programming 
board shown in Figure 4-3 is acting as the testing interface for developing and testing the 
full serial communication protocol, which enables the IRIS node to control the Si1000-















Figure 4-3: MIB510 Programming Board Connected to IRIS Node 
 
To determine and verify the correct structure of the serial packets used for 
communication using the TinyOS software an IRIS node connected to a MIB510 
programming board was loaded with a basic PC-Node serial communication program.  
The use of a Saleae Logic 16 [25] logic analyzer connected to the UART pins on the 
MIB510’s 51-pin pass-through the connector is shown in Figure 4-4. Serial packets being 





















Figure 4-4: MIB510 Pass-Through to UART Output Pins 
 
 
Communication between the IRIS node and the Si1000 is performed via a custom 
serial payload packet structure. Figure 4-5 shows an example of this packet payload, 

















Figure 4-5: Si1000 Control Message Parameters 
 
 
This packet format shown in Figure 4-5 is communicated from the IRIS node to 
the Si1000 after the IRIS node has received a scanning command packet from the 
network’s base station.  The “Mode Selection” bit of the payload is used to select either 
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“Single-Shot” or “Continuous” frequency scanning operations.  Additional control 
parameters contained inside the payload provide the ability for a user to specify the 
scanning range, which is composed of a start and end frequency.  The start and end 
frequencies are processed as 16-bit unsigned integers, but they have to be represented as 
two hexadecimal values for the serial packet format.   
The step size parameter represents the increment that the frequencies will be 
changed for each frequency change.  The final 16-bits of the payload are composed of the 
number of RSSI samples and iterations.  The number of RSSI samples is the parameter a 
user can utilize to increase or decrease the resolution of RSSI measurements, thereby 
varying the number of RSSI samples that are collected and averaged for each frequency. 
However, if this parameter is set to a large value, it will increase the time it takes for a 
scanning operation to complete.  The final 8-bits of the payload are reserved for the 
number of scanning iterations a user can select only if the mode selection parameter is 
configured for “Continuous” mode.  
Figure 4-6 shows the format of the payload that is transferred from the Si1000 to 
the IRIS node through the serial connection during each frequency scanning iteration.  
During frequency scanning, RSSI values are being collected and averaged.  This payload 














Figure 4-6: Si1000 Data Message Format 
 
 
Finally, the payload shown in Figure 4-6 is inserted into a packet that is then 
transmitted wirelessly from the IRIS node to the network’s base station.  This packet adds 
the node identification information and provides a method of identifying which node is 
reporting spectrum sensing information from its unique ID.  Therefore, this ID will be 
correlated with a database of position information for nodes in the network.  Location 
information for each node is acquired during the manual deployment of nodes in the 
network over the area which is to be monitored.  
4.2.2 IRIS to Si1000 Preliminary Integration Testing 
Once the code development for the Si1000 and the IRIS node was completed, the 
next phase of the PDSSP development was the initial communication integration testing 
of the serial communication payloads between the Si1000 and the IRIS node.  Testing 
was conducted in the following stages: (i) verification of serial packets generated from 
the Si1000 and the IRIS node using a serial connection with a PC running a terminal 
program shown in  Figure 4-7, (ii) verification of proper serial communication between 
the Si1000 and IRIS node using a direct connection shown in Figure 4-8, and (iii) 




proper transfer of serial packets across the wired interface to the IRIS node which then 
transmits the data wirelessly to another IRIS node which acts as a base station connected 
















Figure 4-7: MIB510 UART Connection to Si1000 Development Board 
 
 
The process of integration testing used a modular based method of system testing 
of the software that was developed, thereby verifying the software’s development 
processes between the Si1000 and the IRIS node was successful in accomplishing the 
























Figure 4-8: Si1000 UART and Power Connections to IRIS Node 
 
 
In conclusion the design, fabrication, and software development process for the 
PDSSP involved several areas of engineering design and innovation.  However, through 
an iterative process of the design review, fabrication, software creation and testing the 
PDSSP is fully operational.  Therefore, Chapter 5 provides the experimental results of the 
PDSSP being deployed within a WSN.  This real-world example will be utilized to 











5.1 Operational System Testing and Diagnostics 
 
5.1.1 PDSSP Preliminary Hardware Diagnostics 
 Once the PDSSP had been fabricated, an evaluation of all the electrical connections 
between components and layers was performed to verify that there were no errors in the 
fabrication process.  This involved a systematic process of checking that all power 
distribution points from the power plan to each of the primary components was correct in 
addition to the RF signal paths and digital IO connections between the Si1000 and the 
PE42440.  Once this was verified, power was applied to the PDSSP to verify that the 
proper voltages were being distributed to the Si1000 and the RF front end components.  
Next the Silicon Labs software and JTAG programmer was connected to verify that 
software could correctly communicate with the C2 pins, which are used to read and write 
to the Si1000’s flash memory.  
5.1.2 PDSSP Operational System Functionality Tests 
The PDSSP operational system tests provided a mechanism for the verification 
and debugging of the developed software using the Si1000 development boards.  These 




Si1000 to other components were not misconfigured or damaged during the fabrication 
process.  The first step in this verification process involved making sure that code could 
be flashed to the Si1000 on the PDSSP board using the Silicon Labs software and JTAG 
programmer.   The code was flashed to the PDSSP via the JTAG pins, which are 
connected directly to the C2 pins of the Si1000.  The C2 pins are used to read and write 
data to the 8051 MCU registers and load program code into flash memory.  Thereby, 
register values could be viewed using the Silicon Labs development software to show 
that the system was operational and there were no faults in the initialization of the system 
clocks, DIO, or additional peripherals that are required for stable operation during code 
execution. 
The primary system components that needed to be checked for proper operation 
and configuration were the system clock of the 8051 MCU and the initialization of the 
internally connected SPI pins to provide communication with the EZRadioPRO.  To 
initialize the EZRadioPRO, the SDN pin is required to be put into a logic low state.  Once 
this is performed, a series of commands are sent to the EZRadioPRO over the internal 
SPI connection to read and write parameters to the EZRadioPRO's memory registers. 
These registers control the state of the EZRadioPRO’s Voltage Controlled Oscillator 
(VCO), Automatic Gain Control (AGC), filters and digital modem settings.   
 
5.2 PDSSP Deployment via Point-To-Point WSN 
 
5.2.1 PDSSP Integration with MEMSIC IRIS Node 
The test configuration provided a method to make measurements of the power 
consumption of the PDSSP while connected to the IRIS node.  Additionally, the serial 
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communication was monitored during communication tests to verify that the correct 
packet format and payload data values were being transmitted with our delays or errors.  
The integration between the MEMSIC IRIS node and the PDSSP was tested with 
the two systems connected using a test connector created from a standard 51 pin 
connector.  This interface provides power and a bidirectional UART connection from the 
IRIS node to the PDSSP.  Power was provided to the IRIS node from the Si1000-DK 



















Figure 5-1: IRIS Node Integration with PDSSP for Initial Testing 
 
 
Once the system was connected and power was applied to the IRIS node, the 
example Base Station code provided by the TinyOS development framework was used to 
test the communication between the IRIS node and the PDSSP.  This software example is 
used to create a wire to wireless data communication interface between a PC and a node.  
Therefore, it can be used to transmit serial data being sent from the PC over the wireless 
network to one or more nodes.  
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The next task for evaluating the overall performance of the PDSSP was to 
determine the total energy consumption of the design.  With the PDSSP being designed 
to operate specifically from the 3.0VDC power source provided by an IRIS node, it was 
critical to evaluate and measure the operational performance against the device 
specifications.  Presented in Table 5-1below are the manufacturer’s performance metrics 
relating to energy consumption.   
 
Table 5-1: PDSSP Component Energy Consumption 
 
Device Voltage (V) Current (mA) 
Si1000 (8051 MCU 
+EZRadioPRO) 
3.0 22.6 
PE42440 SP4T RF Switch 3.0 0.05 
PMA-545+ Low Noise 
Amplifiers 
3.0 80 x 4 = 320 
 
 
In Table 5-2 the measured performances of the PDSSP while in the initial 
powered on state as well as during the spectrum sensing and data transfer operational 
state are presented.  We can see that from these metrics that the design of the PDSSP is 
within the operational energy requirements that can be provided by an IRIS node.  
However, future advancements of the PDSSP should help to lower the total energy 
consumption with the addition of transistor-based switching for providing selective 








Table 5-2: PDSSP Operational Energy 
 
Operational Mode Voltage (V) Current (A) 
Powered On 2.910 0.28 





5.2.2 Point-To-Point Network Spectrum Sensing Experiment 
 
To fully demonstrate the concept of using the PDSSP for distributed spectrum 
sensing, we performed an experiment where a Point-To-Point Ad Hoc network was 
deployed using an IRIS node connected to the PDSSP, which acted as the sensing node.  
The other point in the network was an IRIS node that preformed the actions of a Base 
Station.  The Base Station provided a method to send commands and received data to the 























A custom Python script was developed that allows a user to issue parameters to 
the sensing node.  These parameters are used to configure the PDSSP to preform 
spectrum sensing in either a “Single-Shot” or “Continuous” mode.  The input parameters 
are: start frequency, end frequency, step size interval, and number of RSSI samples for a 
“Single-Shot” scan.  The continuous scan mode requires an additional parameter for 
“scan iterations” which controls the number of iterations for which a defined range of 
frequencies will be scanned in a repetitive succession.  
Once the input parameters have been passed to the script, they are converted into 
a payload that is inserted into a properly formatted TinyOS serial packet.  Once the 
packet is created, it is sent over the serial connection to the base station node.  Next, the 
base station node transfers this packet wirelessly to the sensing node.  Once the PDSSP 
has received the packet, it will begin spectrum sensing.  The specifics of what occurs 
during this process are provided in detail in section 4.1.2.  Finally, the base station will 
start receiving packets from the sensing node and transferring them to the PC.  The script 
then decodes these packets extracting the RSSI and frequency values.  It then converts 
the RSSI values to signal power in dBm using the equation shown in Eq. 5-1. 
 Signal Power = R(
10
19
) − 127 Eq. 5-1 
This equation is provided in the manufacture’s documentation [21] as the correct 
conversion from the values transferred from the RSSI registers.  Then the signal strength 
















Figure 5-3: Spectrum Data Collected from Scanning 500-933MHz 
 
 
To verify that the design of the PDSSP is functional for providing spectrum data 
across the entire operational range of the EZRadioPRO’s operational bandwidth we 
performed scans that gradually increased the selected bandwidth that was analyzed.  The 



















Figure 5-4: 400-933MHz Spectrum Data from the PDSSP 
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5.2.3 Emitter Detection using Spectrum Sensing Experiment 
We verify the ability of the PDSSP to not only perform spectrum sensing, but also 
to be able to use the spectral data being collected to detect a known emitter within an 
allocated spectrum which was an additional focus of this thesis.  Therefore, we used one 
of the Si1000 development boards loaded with the code that transmitted a GFSK signal at 
920MHZ.  The PDSSP data was then used to verify that detection through visual 
inspection was possible.  Figure 5-5 shows the results of the spectrum scan with the 




















Figure 5-5: Emitter Not Present in the 900-933MHz Spectrum 
 
 
Figure 5-6 shows the results of scanning the same frequency range with the 
emitter active and transmitting at 920MHz.  The emitter’s signal is very strong with a 
























Figure 5-6: Emitter Present at 920MHz 
 
 
Therefore, due to the restrictions of the Si1000, the development board was only 
capable of transmitting signals in the 915MHz band.  Therefore, we were the only able to 
use this for specific signal experimental emitter detection.  However, with additional test 
equipment, other signals of interest could be created and used to test the ability of the 
PDSSP for emitter detection.   
Once this experimental setup was carried out, it provided additional information 
that helps to classify the functionality and operation of the PDSSP while it is being used 
as a sensor.  In this role it enables a small or large collection of wireless sensor nodes to 
act as a network of discrete spectrum sensing systems.  Therefore, this creates the overall 




and low-cost system.  The applications can be used for monitoring spectrum allocations 
for usage and congestion, hidden node localization, or even specialized applications in 












Wireless Sensor Networks (WSNs) have been used as the primary platform for 
deploying distributed sensing technologies.  The use of distributed sensing using a WSN 
for monitoring environmental conditions can increase the data resolution over an industrial 
or geographical domain of interest.  Moreover, this domain-based information can be 
correlated to provide a feedback to additional systems for overall optimized awareness.  
Therefore, the need for distributed sensing will become ever more necessary to increase 
the resolution in measurements across engineering and scientific areas of research.  
The use of WSNs member-based localization for network management and 
topology analysis is used to assess the operation and health of deployed network.  During 
this process, the WSN uses channel and measured signal properties to determine the 
location of the members in a GPS free environment.  The use of signal measurement has 
been further extended into the realm of cognitive radio with applications focused on 
spectrum sensing [4] where the task of spectrum sensing is applied to a secondary network 
of wireless sensor nodes.  These nodes provide spectrum information to the primary 
cognitive radio network.  The cognitive radio network uses this information to determine 




for real-time spectrum monitoring will be key to the optimal use of allocated regions of 
the spectrum where congestion is commonplace between primary and secondary users.  
The research, design and development conducted for this thesis provide support 
and further advancement for WSNs used for detection, monitoring, and localization roles 
in RSSI-based sensing research [5] [2] [18] [20].  The primary challenge of this thesis was 
to create a low-power spectrum sensing device that could be deployed and act as a sensor.  
This sensor is designed to provide RF signal measurements within several sub-GHz 
frequency bands.  During the device’s operation, band specific RSSI information is 
collected across a range of frequencies separated by a specific interval.  This signal 
information can be used to create various visualizations of spectrum and channel 
conditions in almost real-time for channel analysis.  
The primary focus of this project was to develop a novel distributed spectrum 
sensing system.  This system required the development of a hardware platform that 
through a developed software module provided an inter-device communication stack.  
This communication stack enabled the control and communication between the platform 
and a wireless sensor node.   
The performance of the hardware platform’s proper operation has been debugged, 
tested and verified using the software module.  Moreover, the software module enabled 
full integration of the platform with a MEMSIC IRIS node, which created the basic 
component of the distributed spectrum sensing network.  Experiments were conducted 
using two wireless sensor nodes in a point-to-point network.  This network demonstrated 
the operational and functional capabilities of the system under deployment to perform 
distributed spectrum sensing.  
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6.2 Future Work 
 
The future work related to this thesis will include further enhancements of the 
current design.  Such enhancements will consist of various modifications to the physical 
dimension and electrical connections from the current PDSSP design.  Subsequently, this 
will involve the reduction of the design’s overall size and power distribution.   
The physical dimensions will need to be minimized to provide an optimal balance 
in size so that the integration with a wireless sensor node will not be too large to be 
cumbersome while connected.  The optimization of the design into a smaller form-factor 
will enhance the ability of the PDSSP to be properly mated with an MEMSIC IRIS node. 
However, this will entail other possible enhancements in the way the antennas are 
placed and fabricated, requiring antennas to be on the RF signal level and embedded 
within the PCB layers.  This will further reduce the profile of the PDSSP and also 
streamline its compact ability to be placed in various locations without having any 
obstructions from the platform’s enclosure.   
The power distribution to the frontend components including PE42440 Low-Noise 
Amplifiers (LNAs) is another area that needs to be redesigned to reduce power 
consumption.  This will require the use of a transistor-based relay that will be able to 
power on and off the LNA as needed.  The current design provides the LNAs with 
constant power unless the PDSSP is powered off.  Consequently, this increases the current 
consumption of the design and ultimately requires more power than can be provided by 
current power sources utilized by basic wireless sensor nodes.  The solution to this 
problem is that when a specific RF pathway is selected, the transistor-based enhancement 
could be used to power on the LNA.  Once the LNA is powered on, it will be able to 
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amplify the incoming signal.  The PDSSP’s operational parameters and system losses 
should be evaluated further using specific testing and measurement techniques to optimize 
the design further for low-power applications.  This will provide a more optimal design 
that will be more energy efficient for spectrum sensing applications.  
Finally, the PDSSP’s frequency limits for spectrum sensing will be increased to 
provide coverage from sub-GHZ to 5GHz or above this limit in future designs.  This will 
provide a design that is versatile, low powered, and has an expansive coverage to operate 
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