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PROPERTIES OF STATIONARY DISTRIBUTIONS
OF A SEQUENCE OF GENERALIZED
ORNSTEIN–UHLENBECK PROCESSES
ALEXANDER LINDNER AND KEN-ITI SATO
Abstract. The infinite (in both directions) sequence of the distributions µ(k) of
the stochastic integrals
∫
∞−
0 c
−N
(k)
t− dL
(k)
t for integers k is investigated. Here c > 1
and (N
(k)
t
, L
(k)
t
), t ≥ 0, is a bivariate compound Poisson process with Le´vy measure
concentrated on three points (1, 0), (0, 1), (1, c−k). The amounts of the normal-
ized Le´vy measure at these points are denoted by p, q, r. For k = 0 the process
(N
(0)
t , L
(0)
t ) is marginally Poisson and µ
(0) has been studied by Lindner and Sato
(Ann. Probab. 37 (2009), 250–274). The distributions µ(k) are the stationary dis-
tributions of a sequence of generalized Ornstein–Uhlenbeck processes structurally
related in some way. Continuity properties of µ(k) are shown to be the same as
those of µ(0). The dependence on k of infinite divisibility of µ(k) is clarified. The
problem to find necessary and sufficient conditions in terms of c, p, q, and r for
µ(k) to be infinitely divisible is somewhat involved, but completely solved for ev-
ery integer k. The conditions depend on arithmetical properties of c. The sym-
metrizations of µ(k) are also studied. The distributions µ(k) and their symmetriza-
tions are c−1-decomposable, and it is shown that, for each k 6= 0, µ(k) and its
symmetrization may be infinitely divisible without the corresponding factor in the
c−1-decomposability relation being infinitely divisible. This phenomenon was first
observed by Niedbalska-Rajba (Colloq. Math. 44 (1981), 347–358) in an artificial
example. The notion of quasi-infinite divisibility is introduced and utilized, and it is
shown that a quasi-infinitely divisible distribution on [0,∞) can have its quasi-Le´vy
measure concentrated on (−∞, 0).
1. Introduction
Let {Vt, t ≥ 0} be a generalized Ornstein–Uhlenbeck process associated with a
bivariate Le´vy process {(ξt, ηt), t ≥ 0} with initial condition S. That is, {Vt} is a
stochastic process defined by
(1.1) Vt = e
−ξt
(
S +
∫ t
0
eξs− dηs
)
,
where {(ξt, ηt)} and S are assumed to be independent (Carmona et al. [4, 5]). Define
two other bivariate Le´vy process {(ξt, Lt)}, t ≥ 0} and {(Ut, Lt), t ≥ 0} by
(1.2)
(
Ut
Lt
)
=
(
ξt −
∑
0<s≤t
(
e−(ξs−ξs−) − 1 + (ξs − ξs−)
)
− t 2−1αξ,ξ
ηt +
∑
0<s≤t(e
−(ξs−ξs−) − 1)(ηs − ηs−)− t αξ,η
)
1
where αξ,ξ and αξ,η are the (1, 1) and the (1, 2) element of the Gaussian covariance
matrix of {(ξt, ηt)}, respectively. Then {Vt, t ≥ 0} is the unique solution of the
stochastic differential equation
(1.3) dVt = −Vt− dUt + dLt, t ≥ 0, V0 = S,
the filtration being such that {Vt} is adapted and {Ut} and {Lt} are both semimartin-
gales with respect to it (see Maller et. al [15], p. 428, or Protter [18], Exercise V.27).
Hence we shall also refer to a generalized Ornstein–Uhlenbeck process associated with
{(ξt, ηt)} as the solution of the SDE (1.3) driven by {(Ut, Lt)}. Let
(1.4) µ = L
(∫ ∞−
0
e−ξs− dLs
)
,
whenever the improper integral exists, where L stands for “distribution of”. If {ξt}
drifts to +∞ as t→∞ (or, alternatively, under a minor non-degeneracy condition),
a necessary and sufficient condition for {Vt} to be a strictly stationary process under
an appropriate choice of S is the almost sure convergence of the improper integral
in (1.4); in this case µ is the unique stationary marginal distribution (Lindner and
Maller [11]). The condition for the convergence of the improper integral in (1.4) in
terms of the Le´vy–Khintchine triplet of {(ξt, Lt)} is given by Erickson and Maller
[7]. Properties of the distribution µ are largely unknown, apart from some special
cases. For example, it is selfdecomposable if ηt = t and ξt = (log c)Nt for a Poisson
process {Nt} and a constant c > 1 (Bertoin et al. [1]), or if {ξt} is spectrally negative
and drifts to +∞ as t → ∞ (see Bertoin et al. [2] and Kondo et al. [10] for a
multivariate generalization). Bertoin et al. [2] have shown that the distribution in
(1.4) is always continuous unless degenerated to a Dirac measure. In Lindner and
Sato [12], the distribution µ in (1.4) and its symmetrization was studied for the case
when {(ξt, Lt)} = {((log c)Nt, Lt)} for a constant c > 1 and a bivariate Le´vy process
{(Nt, Lt)} such that both {Nt} and {Lt} are Poisson process; the Le´vy measure of
{(Nt, Lt)} is then concentrated on the three points (1, 0), (0, 1) and (1, 1).
In this paper we extend the setup of our paper [12], by defining a sequence of
bivariate Le´vy processes {(N
(k)
t , L
(k)
t ), t ≥ 0}, k ∈ Z = {. . . ,−1, 0, 1, . . .}, in the
following way. The process {(N
(k)
t , L
(k)
t )} has the characteristic function
(1.5) E[ei(z1N
(k)
t +z2L
(k)
t )] = exp
[
t
∫
R2
(ei(z1x1+z2x2) − 1)ν(k)(dx)
]
, (z1, z2) ∈ R
2,
2
where the Le´vy measure ν(k) is concentrated on at most three points (1, 0), (0, 1),
(1, c−k) with c > 1 and
u = ν(k)({(1, 0)}), v = ν(k)({(0, 1)}), w = ν(k)({(1, c−k)}).
We assume that u + w > 0 and v + w > 0, so that {N
(k)
t } is a Poisson process
with parameter u+ w and {L
(k)
t } is a compound Poisson process with Le´vy measure
concentrated on at most two points 1, c−k with total mass v+w. In particular, {L
(0)
t }
is a Poisson process with parameter v + w. We define the normalized Le´vy measure,
which has mass
p =
u
u+ v + w
, q =
v
u+ v + w
, r =
w
u+ v + w
at the three points. We have p, q, r ≥ 0 and p + q + r = 1. The assumption that
u+w > 0 and v+w > 0 is now written as p+ r > 0 and q+ r > 0. We are interested
in continuity properties and conditions for infinite divisibility of the distribution
(1.6) µ(k) = L
(∫ ∞−
0
c−N
(k)
s− dL(k)s
)
, k ∈ Z.
For k = 0 the distribution µ(0) is identical with the distribution µc,q,r studied in
our paper [12]. As will be shown in Proposition 2.1 below, µ(k+1) is the unique
stationary distribution of the generalized Ornstein-Uhlenbeck process associated with
{((log c)N (k)t , L
(k)
t )} as defined in (1.1), while µ
(k) appears naturally as the unique
stationary distribution of the SDE (1.3) driven by {((1 − c−1)N
(k)
t , L
(k)
t )}. The fact
that {(N
(k)
t , L
(k)
t )} is related to both µ
(k+1) and µ(k) in a natural way explains the
initial interest in the distributions µ(k) with general k ∈ Z. As discussed below, they
have some surprising properties which cannot be observed for k = 0.
In contrast to the situation in our paper [12], where µ(0) was studied, continuity
properties of µ(k) are easy to handle, in the sense that they are reduced to those of
µ(0); but classification of µ(k) into infinitely divisible and non-infinitely divisible cases
is more complicated than that of µ(0). We will give a complete answer to this problem.
The criterion for infinite divisibility of µ(k) depends on arithmetical properties of c.
It is more involved for k < 0 than for k > 0. If k < 0 and cj is an integer for some
positive integer j, we will have to introduce a new class of functions hα,γ(x) with
integer parameters α ≥ 2 and γ ≥ 1 to express the criterion. In the case that k < 0
and cj is not an integer for any positive integer j, the hardest situation is where
cj = 3/2 for some integer j. In this situation, however, we will express the criterion
by 149 explicit inequalities between p, q, and r. It will be also shown that, for p, q,
3
and r fixed, the infinite divisibility of µ(k), k ∈ Z, has the following monotonicity:
if µ(k) is infinitely divisible for some k = k0, then µ
(k) is infinitely divisible for all
k ≥ k0. Further, if p > 0 and r > 0, then µ
(k) is non-infinitely divisible for all k
sufficiently close to −∞. The case where µ(k) is non-infinitely divisible for all k ∈ Z
is also characterized in terms of the parameters.
The investigation of the law µ(k) is related to the study of c−1-decomposable
distributions. For b ∈ (0, 1) a distribution σ on R is said to be b-decomposable if
there is a distribution ρ such that
σ̂(z) = ρ̂(z) σ̂(bz), z ∈ R.
Here σ̂(z) and ρ̂(z) denote the characteristic functions of σ and ρ. The “factor” ρ is
not necessarily uniquely determined by σ and b, but it is if σ̂(z) 6= 0 for z from a dense
subset of R. If ρ is infinitely divisible, then so is σ, but the converse is not neces-
sarily true as pointed out by Niedbalska-Rajba [16] in a somewhat artificial example.
The study of b-decomposable distributions is made by Loe`ve [14], Grincevicˇjus [9],
Wolfe [21], Bunge [3], Watanabe [20], and others. In particular, any b-decomposable
distribution which is not a Dirac measure is either continuous-singular or absolutely
continuous ([9] or [21]).
We will show that, for k ∈ Z, µ(k) is c−1-decomposable and explicitly give the
distribution ρ(k) satisfying
(1.7) µ̂(k)(z) = ρ̂(k)(z) µ̂(k)(c−1z),
where µ̂(k)(z) and ρ̂(k)(z) are the characteristic functions of µ(k) and ρ(k). The dis-
tribution ρ(k) is unique here as will follow from Proposition 2.3 below. A criterion
for infinite divisibility of ρ(k) for k ∈ Z in terms of c, p, q, and r will be given; it is
simpler than that of µ(k). In particular, it will be shown that for every k 6= 0 there
are parameters c, p, q, r such that the factor ρ(k) is not infinitely divisible while µ(k) is
infinitely divisible. This is different from the situation k = 0 treated in [12], since such
a phenomenon does not happen for µ(0). Allowing k 6= 0, we obtain a lot of examples
satisfying this phenomenon, and unlike in Niedbalska-Rajba [16], our examples are
connected with simple stochastic processes.
We also consider the symmetrizations µ(k) sym for general k ∈ Z. Then µ(k) sym is
again c−1-decomposable and satisfies
(1.8) µ̂(k) sym(z) = ρ̂(k) sym(z) µ̂(k) sym(c−1z).
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Necessary and sufficient conditions for infinite divisibility of µ(k) sym and of ρ(k) sym are
obtained. In particular, it will be shown that if k 6= 0, then µ(k) sym can be infinitely
divisible without ρ(k) sym being infinitely divisible, a phenomenon which does not occur
for µ(0) treated in [12]. The argument we use to characterize infinite divisibility of
µ(k) sym for k ∈ Z is new also in the situation k = 0, and simplifies the proof given in
[12] for that situation considerably.
We introduce the following notion for distributions having Le´vy–Khintchine-like
representation. A distribution σ on R is called quasi-infinitely divisible if
(1.9) σ̂(z) = exp
[
iγz − az2 +
∫
R
(eizx − 1− izx1[−1,1](x)) νσ(dx)
]
,
where γ, a ∈ R and νσ is a signed measure on R with total variation measure |νσ|
satisfying νσ({0}) = 0 and
∫
R
(x2 ∧ 1) |νσ|(dx) < ∞. The signed measure νσ will be
called quasi-Le´vy measure of σ. Note that γ, a and νσ in (1.9) are unique if they exist.
Infinitely divisible distributions on R are quasi-infinitely divisible. A quasi-infinitely
divisible distribution σ on R is infinitely divisible if and only if a ≥ 0 and the negative
part of νσ in the Jordan decomposition is zero. See E12.2 and E12.3 of [19]. We shall
see in Corollary 4.2 that some of the distributions µ(k), supported on R+ = [0,∞),
are quasi-infinitely divisible with non-trivial quasi-Le´vy measure being concentrated
on (−∞, 0). Such a phenomenon does not occur in infinitely divisible case.
In this paper ID, ID0, and ID00 respectively denote the class of infinitely divis-
ible distributions on R, the class of quasi-infinitely divisible, non-infinitely divisible
distributions on R, and the class of distributions on R which are not quasi-infinitely
divisible. When characterizing infinite divisibility of ρ(k), µ(k), ρ(k) sym and µ(k) sym
we shall more precisely determine to which of the classes ID, ID0 and ID00 the
corresponding distributions belong.
Without the name of quasi-infinitely divisible distributions, the property that
σ satisfies (1.9) with νσ having non-trivial negative part is known to be useful in
showing that σ is not infinitely divisible, in books and papers such as Gnedenko and
Kolmogorov [8] (p. 81), Linnik and Ostrovskii [13] (Chap. 6, § 7) and Niedbalska-
Rajba [16]. We single out the class ID0 for two reasons. The first is that µ in
ID0 has a manageable characteristic function, which is the quotient of two infinitely
divisible characteristic functions. The second is that the notion is useful in studying
the symmetrization µsym of µ. Already in Gnedenko and Kolmogorov [8] p. 82 an
example of µ 6∈ ID satisfying µsym ∈ ID is given in this way. It is noticed in [12] that
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µ(0) sym (or ρ(0) sym) can be in ID without µ(0) (or ρ(0)) being in ID. We will show the
same phenomenon occurs also for µ(k) and ρ(k).
The paper is organized as follows: in Section 2 we describe the c−1-decomposa-
bility of µ(k), k ∈ Z, and its consequences. Section 3 deals with continuity properties
of µ(k), k ∈ Z. In Sections 4, 5, and 6 results on infinite divisibility and quasi-
infinite divisibility of ρ(k) and µ(k) are given for general k, positive k, and negative k,
respectively. The last Section 7 discusses the symmetrizations.
We shall assume throughout the paper that c > 1, p+r > 0 and q+r > 0 without
further mentioning. The following notation will be used. N (resp. N0) is the set of
positive (resp. nonnegative) integers. Neven (resp. Nodd) is the set of even (resp. odd)
positive integers. The Lebesgue measure of B is denoted by Leb (B). The dimension
of a measure σ, written dim (σ), is the infimum of dim B, the Hausdorff dimension
of B, over all Borel sets B having full σ measure. H(ρ) is the entropy of a discrete
measure ρ. B(R) is the class of Borel sets in R. The Dirac measure at a point x is
denoted by δx.
2. The c−1-decomposability and its consequences
We start with the following proposition which clarifies the relations between
{(N
(k)
t , L
(k)
t )}, {(N
(k−1)
t , L
(k−1)
t )} and µ
(k).
Proposition 2.1. Let c, p, q, r be fixed and let k ∈ Z. Then
{(N (k)t , L
(k)
t )}
d
= {(N (k−1)t , L
(k−1)
t +
∑
0<s≤t
(e− log(c)(N
(k−1)
s −N
(k−1)
s− ) − 1)(L(k−1)s − L
(k−1)
s− ))},
so that {((1− c−1)N
(k)
t , L
(k)
t )} is equal in distribution to the right-hand-side of (1.2)
when applied with {(ξt, ηt)} = {(log(c)N
(k−1)
t , L
(k−1)
t )}. The integral
∫∞−
0
c−N
(k)
s− dL
(k)
s
exists as an almost sure limit, and its distribution µ(k) is the unique stationary distri-
bution of the generalized Ornstein–Uhlenbeck process associated with {((log c)N (k−1)t ,
L
(k−1)
t )} as defined in (1.1), equivalently µ
(k) is the unique stationary distribution of
the SDE (1.3) driven by {((1− c−1)N
(k)
t , L
(k)
t )}.
Proof. The process {(N
(k−1)
t , L
(k−1)
t )} is a bivariate compound Poisson process. Its
jump size is determined by the normalized Le´vy measure and for k ∈ Z we have
{(N
(k)
t , L
(k)
t )}
d
= {(N
(k−1)
t ,
∑
0<s≤t
c−(N
(k−1)
s −N
(k−1)
s− )(L(k−1)s − L
(k−1)
s− ))}
= {(N
(k−1)
t , L
(k−1)
t +
∑
0<s≤t
(c−(N
(k−1)
s −N
(k−1)
s− ) − 1)(L(k−1)s − L
(k−1)
s− ))},
6
giving the first relation. The existence of the improper stochastic integral follows from
the law of large numbers. The remaining assertions are then clear from the discussion
in the introduction, where (1.4) was identified as the unique stationary distribution
of the corresponding stochastic process. 
Let T be the first jump time for {N
(k)
t } and let
(2.1) ρ(k) = L(L
(k)
T ).
Proposition 2.2. For k ∈ Z the distribution µ(k) is c−1-decomposable and satisfies
(1.7). The characteristic function of µ(k) has expression
(2.2) µ̂(k)(z) =
∞∏
n=0
ρ̂(k)(c−nz), z ∈ R.
Proof. By the strong Markov property for Le´vy processes we have∫ ∞−
0
c−N
(k)
s− dL(k)s = L
(k)
T + c
−1
∫ ∞−
T+
c−(N
(k)
s− −N
(k)
T ) d(L(k)· − L
(k)
T )s
d
= L
(k)
T + c
−1
∫ ∞−
0
c−N
(k)′
s− dL(k)′s ,
where {(N
(k)′
t , L
(k)′
t )} is an independent copy of {(N
(k)
t , L
(k)
t )}. This shows (1.7) and
hence µ(k) is c−1-decomposable. Since (1.7) implies
µ̂(k)(z) = µ̂(k)(c−lz)
l−1∏
n=0
ρ̂(k)(c−nz), z ∈ R, l ∈ N,
we obtain (2.2). 
Proposition 2.3. For k ∈ Z the distributions ρ(k) and µ(k) satisfy the following.
ρ(k) =
∞∑
m=0
qmp δm +
∞∑
m=0
qmr δm+c−k ,(2.3)
ρ̂(k)(z) =
p+ reic
−kz
1− qeiz
,(2.4)
µ̂(k)(z) =
∞∏
n=0
p + reic
−k−nz
1− qeic−nz
,(2.5)
µ̂(k)(z) = µ̂(k+1)(z)
(
p
p+ r
+
r
p+ r
eic
−kz
)
,(2.6)
µ(k)(B) =
p
p+ r
µ(k+1)(B) +
r
p+ r
µ(k+1)(B − c−k), B ∈ B(R),(2.7)
µ̂(k+1)(z) = µ̂(k)(c−1z)
1− q
1− qeiz
.(2.8)
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Further, the distribution ρ(k) is uniquely determined by µ(k) and (1.7).
Proof. Let S1, S2, . . . be the successive jump sizes of the compound Poisson process
{(N
(k)
t , L
(k)
t )}. Then
ρ(k) = P [S1 = (1, 0)] δ0 + P [S1 = (1, c
−k)] δc−k
+
∞∑
m=1
P [S1 = (0, 1), . . . , Sm = (0, 1), Sm+1 = (1, 0)] δm
+
∞∑
m=1
P [S1 = (0, 1), . . . , Sm = (0, 1), Sm+1 = (1, c
−k)] δm+c−k ,
which is equal to the right-hand side of (2.3). Note that q = 1 − (p + r) < 1. It
follows from (2.3) that
ρ̂(k)(z) =
∞∑
m=0
qmpeimz +
∞∑
m=0
qmrei(m+c
−k)z,
which is written to (2.4). This, combined with (2.2), gives (2.5). It follows from (2.5)
that
µ̂(k)(z) = lim
l→∞
l∏
n=0
p+ reic
−k−nz
1− qeic−nz
= lim
l→∞
p+ reic
−kz
p+ reic−k−1−lz
l∏
n=0
p+ reic
−k−1−nz
1− qeic−nz
=
p+ reic
−kz
p+ r
µ̂(k+1)(z).
This is (2.6). It means that µ(k) is a mixture of µ(k+1) with the translation of µ(k+1)
by c−k, as in (2.7). Similarly,
µ̂(k+1)(z) = lim
l→∞
l∏
n=0
p+ reic
−k−1−nz
1− qeic−nz
= lim
l→∞
1− qeic
−l−1z
1− qeiz
l∏
n=0
p+ reic
−k−1−nz
1− qeic−n−1z
=
1− q
1− qeiz
µ̂(k)(c−1z),
which is (2.8). Finally, since
∞∑
n=0
∣∣∣∣∣p+ reic
−k−nz
1− qeic−nz
− 1
∣∣∣∣∣ ≤
∞∑
n=0
r|eic
−k−nz − 1|+ q|eic
−nz − 1|
1− q
<∞,
8
the infinite product in (2.5) cannot be zero unless p+ reic
−k−nz = 0 for some n ∈ N0.
It follows that µ̂(k)(z) 6= 0 for z from a dense subset of R, so that ρ(k) is uniquely
determined by µ(k) and (1.7). 
3. Continuity properties for all k
Continuity properties for µ(k) do not depend on k, as the following theorem shows.
As a consequence of Proposition 2.3, µ(k) is a Dirac measure if and only if r = 1. If
r < 1, then µ(k) is either continuous-singular or absolutely continuous, since it is
c−1-decomposable.
Theorem 3.1. Let c, p, q, r be fixed and let k ∈ Z. Then:
(i) µ(k) is absolutely continuous if and only if µ(0) is absolutely continuous.
(ii) µ(k) is continuous-singular if and only if µ(0) is continuous-singular.
(iii) dim (µ(k)) = dim (µ(0)).
Proof. It is enough to show that absolute continuity, continuous-singularity, and the
dimension of µ(k) do not depend on k. We use (2.7).
(i) If p = 0, then µ(k) is a translation of µ(k+1) and the assertion is obvious.
Assume that p > 0. Let µ(k+1) be absolutely continuous. If B is a Borel set with
Leb(B) = 0, then µ(k+1)(B) = 0, Leb(B − c−k) = 0, and µ(k+1)(B − c−k) = 0 and
hence µ(k)(B) = 0 from (2.7). Hence µ(k) is absolutely continuous. Conversely, let
µ(k) be absolutely continuous. If B is a Borel set with Leb(B) = 0, then µ(k)(B) = 0
and hence µ(k+1)(B) = 0 from (2.7) and from p > 0. Hence µ(k+1) is absolutely
continuous.
(ii) We know that µ(k) is a Dirac measure if and only if µ(0) is. Hence (ii) is
equivalent to (i).
(iii) We may assume p > 0. Let d(k) = dim (µ(k)). For any ε > 0 there is a Borel
set B such that µ(k+1)(B) = 1 and dim B < d(k+1) + ε. Since
µ(k)(B ∪ (B + c−k)) =
p
p+ r
µ(k+1)(B ∪ (B + c−k)) +
r
p+ r
µ(k+1)((B − c−k) ∪ B)
≥
p
p+ r
µ(k+1)(B) +
r
p+ r
µ(k+1)(B) = 1,
we have µ(k)(B ∪ (B + c−k)) = 1. Since dim (B ∪ (B + c−k)) = dim B, this shows
d(k) ≤ d(k+1). On the other hand, for any ε > 0 there is a Borel set E such that
µ(k)(E) = 1 and dim E < d(k) + ε. If µ(k+1)(E) < 1, then
µ(k)(E) <
p
p+ r
+
r
p+ r
µ(k+1)(E − c−k) ≤ 1,
9
a contradiction. Hence µ(k+1)(E) = 1 and d(k+1) ≤ d(k). 
By virtue of Theorem 3.1, all results on continuity properties of µ(0) in [12] are
applicable to µ(k), k ∈ Z. Thus, by the method of Erdo˝s [6], µ(k) is continuous-singular
if c is a Pisot–Vijayaraghavan number and q > 0 (see the survey [17] on this class
of numbers). On the other hand, for almost all c in (1,∞), sufficient conditions for
absolute continuity of µ(k) are given by an essential use of results of Watanabe [20]
(see [12]).
Recall that for any discrete probability measure σ the entropy H(σ) is defined
by
H(σ) = −
∑
x∈C
σ({x}) log σ({x}),
where C is the set of points of positive σ measure.
Theorem 3.2. Let c, p, q, r be fixed and let k ∈ Z. We have
(3.1) dim (µ(k)) ≤ H(ρ(k))/ log c
and
(3.2) H(ρ(k)) ≤ H(ρ(1)).
More precisely,
(3.3) H(ρ(k))

= H(ρ(1)) if k > 0,
= H(ρ(1)) if k < 0 and c−k 6∈ N,
< H(ρ(1)) if k ≤ 0, c−k ∈ N, and p, q, r > 0.
Proof. The inequality (3.1) follows from Theorem 2.2 of Watanabe [20]. If k > 0 or if
k ≤ 0 and c−k 6∈ N, then, in the expression (2.3) of ρ(k), all k and k + c−k for k ∈ N0
are distinct points and hence H(ρ(k)) does not depend on k. For general k ∈ Z, some
of the points k and k+ c−k for k ∈ N0 may coincide, which makes the entropy smaller
than or equal to H(ρ(1)). This proves (3.2). If k ≤ 0, c−k ∈ N, and p, q, r > 0,
then some of points with positive mass indeed amalgamate and the entropy becomes
smaller than H(ρ(1)). 
A straightforward calculus gives
(3.4) H(ρ(1)) = (−p log p− q log q − r log r)/(1− q),
with the interpretation x log x = 0 for x = 0.
Theorem 3.3. Let r < 1. If log c > (log 3)/(1− q), then µ(k) is continuous-singular
for all k ∈ Z.
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Proof. It follows from (3.4) that H(ρ(1)) ≤ (log 3)/(1 − q). Hence by Theorem 3.2
dim (µ(k)) < 1 if log c > (log 3)/(1− q). 
4. General results on infinite divisibility for all k
We give two theorems concerning the classification of ρ(k) and µ(k), k ∈ Z, into
ID, ID0, and ID00. The first theorem concerns ρ(k) and µ(k), while the second deals
with µ(k). We also obtain examples of quasi-infinitely divisible distributions on R+
with quasi-Le´vy measure being concentrated on (−∞, 0).
Theorem 4.1. (i) If p = 0 or if r = 0, then ρ(k) and µ(k) are in ID for every k ∈ Z.
(ii) If 0 < r < p, then ρ(k) and µ(k) are in ID ∪ ID0 for every k ∈ Z, with
quasi-Le´vy measures being concentrated on (0,∞).
(iii) If 0 < p < r, then ρ(k) and µ(k) are in ID0 for every k ∈ Z.
(iv) If p = r > 0, then ρ(k) and µ(k) are in ID00 for every k ∈ Z.
It is noteworthy that in this theorem the results do not depend on k and the
results for ρ(k) and µ(k) are the same. By virtue of this theorem, in the classification
of ρ(k) and µ(k), it remains only to find, in the case 0 < r < p, necessary and sufficient
conditions for their infinite divisibility.
Proof of Theorem 4.1. If r = 0, then (2.3) shows that ρ(k) does not depend on k, is a
geometric distribution, and hence in ID, which implies that µ(k) does not depend on
k and is in ID. If p = 0, then (2.3) shows that ρ(k) is a shifted geometric distribution,
and hence in ID, implying that µ(k) ∈ ID. Hence (i) is true.
Let us prove (ii). Assume that 0 < r < p. It follows from (2.4) that
ρ̂(k)(z) = exp
[
− log(1− qeiz) + log(1 + (r/p)eic
−kz) + log p
]
= exp
[
∞∑
m=1
(
m−1qmeimz −m−1(−r/p)meimc
−kz
)
+ log p
]
= exp
[
∞∑
m=1
(
m−1qm(eimz − 1)−m−1(−r/p)m(eimc
−kz − 1)
)
+ const
]
and, letting z = 0, we see that the constant is zero. Hence
(4.1) ρ̂(k)(z) = exp
[∫
(0,∞)
(eizx − 1)νρ(k)(dx)
]
,
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where νρ(k) is a signed measure given by
(4.2) νρ(k) =
∞∑
m=1
[
m−1qmδm + (−1)
m+1m−1(r/p)mδmc−k
]
with finite total variation. Then it follows from (2.2) that
(4.3) µ̂(k)(z) = exp
[∫
(0,∞)
(eizx − 1)νµ(k)(dx)
]
with
(4.4) νµ(k) =
∞∑
n=0
∞∑
m=1
[
m−1qmδmc−n + (−1)
m+1m−1(r/p)mδmc−k−n
]
.
Notice that
∫
(0,∞)
x
∣∣νµ(k)∣∣ (dx) < ∞. Hence ρ(k) and µ(k) are in ID ∪ ID0 for every
k ∈ Z, and the quasi-Le´vy measures are concentrated on (0,∞) by (4.2) and (4.4).
To prove (iii), assume 0 < p < r. Then by (2.4) and a calculation similar to the
one which lead to (4.1)
ρ̂(k)(z) =
1 + (p/r)e−ic
−kz
1− qeiz
reic
−kz
= exp [− log(1− qeiz) + log(1 + (p/r)e−ic
−kz) + log r + ic−kz]
= exp
[
∞∑
m=1
m−1qmeimz −
∞∑
m=1
m−1(−p/r)me−imc
−kz + log r + ic−kz
]
.
Thus
(4.5) ρ̂(k)(z) = exp
[∫
R
(eizx − 1)νρ(k)(dx) + ic
−kz
]
,
where
(4.6) νρ(k) =
∞∑
m=1
m−1qmδm +
∞∑
m=1
(−1)m+1m−1(p/r)mδ−mc−k .
Clearly the negative part in the Jordan decomposition of νρ(k) is non-zero. Hence
ρ(k) ∈ ID0. As in (ii), this together with (2.2) implies
µ̂(k)(z) = exp
[∫
R
(eizx − 1)νµ(k)(dx) + i
∞∑
n=0
c−k−nz
]
(4.7)
with
(4.8) νµ(k) =
∞∑
n=0
∞∑
m=1
(
m−1qmδc−nm + (−1)
m+1m−1(p/r)mδ−mc−k−n
)
.
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Again we have
∫
R
|x| |νµ(k)|(dx) < ∞. Hence µ
(k) ∈ ID ∪ ID0. If µ(k) ∈ ID, then
not only νµ(k) is non-negative but also νµ(k) is concentrated on (0,∞), since µ
(k) is
concentrated on R+. However∫
(−∞,0)
|x| νµ(k)(dx) =
∞∑
n=0
∞∑
m=1
mc−k−n(−1)m+1m−1(p/r)m
=
∞∑
n=0
c−k−n
∞∑
m=1
(−1)(−p/r)m =
c−k
1− c−1
p/r
1 + p/r
6= 0.
Thus νµ(k) is not concentrated on (0,∞). It follows that µ
(k) 6∈ ID.
To show (iv), observe that if p = r > 0, then ρ̂(k)(z) = 0 and µ̂(k)(z) = 0 for
z = ckpi from (2.4) and (1.7), which implies that ρ(k) and µ(k) are in ID00. 
The assertion (iii) is new even in the case k = 0. In Theorem 2.2 of [12] it
was only shown that µ(0) 6∈ ID if 0 < p < r by using the representation e−ϕ(θ)
for the Laplace transform of infinitely divisible distributions on R+ with ϕ
′(θ) being
completely monotone. The present proof of Theorem 4.1 (iii) is simpler and shows
even that µ(0) ∈ ID0.
It is worth noting that in contrast to infinitely divisible distributions, whose Le´vy
measure must be concentrated on (0,∞) if the distribution itself is concentrated on
R+, the proof of the previous Theorem shows that the same conclusion does not
hold for quasi-infinitely divisible distributions. Even more surprising, the quasi-Le´vy
measure of a quasi-infinitely divisible distribution on R+ can be concentrated on
(−∞, 0).
Corollary 4.2. Let q = 0, 0 < p < r and k ∈ Z. Then ρ(k) and µ(k) both have
bounded support contained in R+, but the quasi-Le´vy measures νρ(k) and νµ(k) in the
Le´vy–Khintchine-like representations (4.5) and (4.7), respectively, are concentrated
on (−∞, 0).
Proof. Since q = 0, ρ(k) has distribution supported on two points 0, c−k and µ(k) is
a scaled infinite Bernoulli convolution, which is supported on [0, c1−k/(c − 1)]. The
assertion on the quasi-Le´vy measures is immediate from (4.5) – (4.8). 
Actually, in the Gnedenko–Kolmogorov book [8], the example in p. 81 gives, after
shifting by +1, the distribution obtained by deleting some mass at the point 0 from
a geometric distribution and by normalizing. It coincides with ρ(0) for 0 < p < r and
q > 0.
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Remark. Consider σ = pδ0 + rδ1 with 0 < p < 1 and r = 1 − p. If p = r = 1/2,
then σ ∈ ID00. If p > r, then σ ∈ ID0 with quasi-Le´vy measure supported on N. If
p < r, then σ ∈ ID0 with quasi-Le´vy measure supported on −N. Indeed, σ = ρ(0)
with q = 0 and the proof of Theorem 4.1 shows this fact. By scaling and shifting, we
see that any distribution supported on two points in R has similar properties.
We have the following monotonicity property of µ(k) in k.
Theorem 4.3. Let k ∈ Z and the parameters c, p, q, r be fixed. If µ(k) ∈ ID, then
µ(k+1) ∈ ID.
Proof. Recall the relation (2.8) in Proposition 2.3. The factor (1 − q)(1 − qeiz)−1 is
the characteristic function of a geometric distribution if q > 0 and of δ0 if q = 0, both
of which are infinitely divisible. Hence the proof is straightforward. 
5. Conditions for infinite divisibility for k > 0
In the classification of ρ(k) and µ(k) into ID, ID0, and ID00, it remains only to
find a necessary and sufficient condition for infinite divisibility in the case 0 < r < p
(see Theorem 4.1).
The results in [12] show the following for ρ(0) and µ(0).
Proposition 5.1. Assume 0 < r < p. (i) If r ≤ pq, then ρ(0), µ(0) ∈ ID.
(ii) If r > pq, then ρ(0), µ(0) ∈ ID0.
We stress that ρ(0) ∈ ID and µ(0) ∈ ID are equivalent and that the classification
does not depend on c.
For k a nonzero integer, to find the infinite divisibility condition is harder. The
condition depends on c, and µ(k) ∈ ID does not necessarily imply ρ(k) ∈ ID.
Theorem 5.2. Let k ∈ N. Assume 0 < r < p. Then ρ(k) ∈ ID if and only if ck = 2
and r2 ≤ p2q.
Proof. For later use in the proof of Theorem 6.1 allow for the moment that k ∈ Z.
We have shown the expression (4.1) for ρ̂(k)(z) with the signed measure νρ(k) of (4.2).
We have ρ(k) ∈ ID if and only if νρ(k) ≥ 0. If s := 2c
−k 6∈ N, then ρ(k) ∈ ID0, since
νρ(k)({2c
−k}) = −2−1(r/p)2 < 0. If 2c−k = s ∈ N, then
ρ(k) ∈ ID ⇔
∞∑
m=1
[
m−1qmδm +m
−1(−1)m+1(r/p)mδsm/2
]
≥ 0
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⇔ (sm)−1qsm ≥ (2m)−1(r/p)2m, ∀ m ∈ N,
which is equivalent to
(5.1) qs ≥ (s/2)1/m(r/p)2, ∀ m ∈ N.
Now assume that k > 0. Then necessarily s = 1 and (5.1) is equivalent to q ≥ (r/p)2.
Thus the proof is complete. 
Theorem 5.3. Let k ∈ N. Assume 0 < r < p. Then µ(k) ∈ ID if and only if one of
the following holds: (a) r ≤ pq; (b) cl = 2 for some l ∈ {1, 2, . . . , k} and r2 ≤ p2q.
Proof. Keep in mind the assumption 0 < r < p. If q = 0, then µ(k) ∈ ID0 since
it has compact support without being a Dirac measure as shown in the proof of
Corollary 4.2, hence cannot be in ID. If (a) holds, then µ(k) ∈ ID by Theorem 4.3,
since µ(0) ∈ ID. If (b) holds, then µ(k) ∈ ID by Theorem 4.3, since µ(l) ∈ ID by
Theorem 5.2. In view of these facts and Theorem 4.1, in order to prove our theorem,
it is enough to show the following two facts:
(A) If q > 0, r > pq, and cl 6= 2 for all l ∈ {1, 2, . . . , k}, then µ(k) ∈ ID0.
(B) If q > 0 and r2 > p2q, then µ(k) ∈ ID0.
Suppose that q > 0 and r > pq. We have the expression (4.3) of µ̂(k)(z) with the
signed measure νµ(k) of (4.4). Hence
(5.2) νµ(k) =
∞∑
n=k
∞∑
m=1
amδc−nm +
k−1∑
n=0
∞∑
m=1
m−1qmδc−nm,
with
(5.3) am = m
−1(qm − (−r/p)m).
Observe that
(5.4) am < 0, ∀m ∈ Neven.
In order to prove (A), assume further that cl 6= 2 for all l ∈ {1, 2, . . . , k}. If cl is
irrational for all l ∈ N, then c−nm 6= c−n
′
m′ whenever (m,n) 6= (m′, n′), and we see
that the negative part of νµ(k) is nonzero, and hence µ
(k) ∈ ID0. So suppose that cl
is rational for some l ∈ N and let l0 be the smallest such l. Denote c
l0 = α/β with
α, β ∈ N having no common divisor. As in Case 2 in the proof of Theorem 2.2 (b) of
[12], let f be the largest t ∈ N0 such that 2
t divides β. Let m ∈ Neven and denote
Gm = {(n
′, m′) ∈ N0 × N : c
−n′m′ = m, m′ odd},
Hm = {(n
′, m′) ∈ N0 × N : c
−n′m′ = m, m′ even},
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G(k)m = {(n
′, m′) ∈ {k, k + 1, . . .} × N : c−n
′
m′ = c−km, m′ odd},
H(k)m = {(n
′, m′) ∈ {k, k + 1, . . .} × N : c−n
′
m′ = c−km, m′ even}.
Then (n′, m′) ∈ G
(k)
m if and only if (n′ − k,m′) ∈ Gm, and the same is true for H
(k)
m
and Hm. Now if m ∈ Neven is such that c
n−km 6∈ N for all n ∈ {0, . . . , k − 1} (by
assumption this is satisfied in particular for m = 2), then
νµ(k)({c
−km}) =
∞∑
n=k
∞∑
m′=1
am′δc−nm′({c
−km}) =
∑
(n′,m′)∈G
(k)
m ∪H
(k)
m
am′
≤ am +
∑
(n′,m′)∈Gm
am′ .
(5.5)
If G2 is empty, then (5.5) gives νµ(k)({2c
−k}) ≤ a2 < 0, showing that µ
(k) ∈ ID0. So
suppose that G2 is non-empty. As shown in [12], this implies f ≥ 1 and hence β is
even, hence α odd, and α 6= 1, since c > 1. Now choose m = mj = 2
jf for j ∈ N.
Then for each j, as shown in [12], Gmj contains at most one element, and if Gmj 6= ∅
its unique element (n′, m′) is given by n′ = jl0 and m
′ = m′j = c
jl0mj . For j ∈ N such
that
(5.6) cn−kmj 6∈ N for all n ∈ {0, 1, . . . , k − 1},
(5.5) gives
νµ(k)({c
−kmj}) ≤
{
amj < 0, Gmj = ∅,
amj + am′j , Gmj 6= ∅.
Since amj + am′j < 0 for j ∈ N large enough such that Gmj 6= ∅ (see [12], p.261),
we obtain µ(k) ∈ ID0, provided that, for large enough j, condition (5.6) holds. If
c, c2, . . . , ck are all irrational, then (5.6) is clear. If some of them are rational, then
l0 ≤ k and c
l0 = α/β 6= 2 and
c−sl0mj = β
s2jf/αs 6∈ N, ∀ s ∈ N
(since α > 1 odd), and we have (5.6), recalling that c−nmj is irrational if n is not an
integer multiple of l0. This finishes the proof of (A).
Let us prove the statement (B). Since r2 > p2q implies r > pq, we assume that
q > 0 and r > pq. Then we have (5.2), (5.3), and (5.4). Since we have already proved
(A), we consider only the case where cl = 2 for some l ∈ {1, 2, . . . , k}. This l is
unique. Then it is easy to see that cl
′
is irrational for l′ = 1, . . . , l − 1. Let s be the
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largest non-negative integer satisfying ls ≤ k − 1. Let m ∈ Nodd. We have
νµ(k)({c
−lsm}) =
∞∑
n=k
∞∑
m′=1
am′δc−nm′({2
−sm}) +
k−1∑
n=0
∞∑
m′=1
(m′)−1qm
′
δc−nm′({2
−sm})
= S1 + S2.
Recall that m is odd and that cl
′
is irrational for l′ = 1, . . . , l − 1. Then we see that
S1 =
∑∞
n=1 a2nm and S2 = m
−1qm. Hence we obtain
νµ(k)({c
−lsm}) < a2m +m
−1qm = (2m)−1(q2m − (r/p)2m) +m−1qm
from (5.4). We conclude that if µ(k) ∈ ID, then
0 < 1 + qm/2− (r2/(p2q))m/2, ∀m ∈ Nodd,
which implies r2 ≤ p2q. This finishes the proof of (B). 
The following corollary is now immediate from Theorems 5.2 and 5.3.
Corollary 5.4. If k ∈ N, then parameters c, p, q, r exist such that µ(k) ∈ ID and
ρ(k) ∈ ID0.
The following theorem supplements Theorems 4.1 and 4.3.
Theorem 5.5. Assume 0 < r < p. Then µ(k) ∈ ID0 for all k ∈ Z if and only if
either (a) r2 > p2q or (b) p2q2 < r2 ≤ p2q and cm 6= 2 for all m ∈ N.
Proof. We have µ(k) ∈ ID ∪ ID0 by Theorem 4.1. It follows from Theorem 5.3 that
µ(k) ∈ ID0 for all k ∈ N if and only if either (a) or (b) holds. If µ(k) ∈ ID0 for all
k ∈ N, then µ(k) ∈ ID0 for all k ∈ Z by Theorem 4.3. 
The limit distribution of µ(k) as k →∞ is as follows.
Theorem 5.6. Let c, p, q, r be fixed.
(i) Assume q > 0. Define (c♯, p♯, q♯, r♯) = (c, 1 − q, q, 0) and let µ♯(k) be the
distribution corresponding to µ(k) with (c♯, p♯, q♯, r♯) used in place of (c, p, q, r). Then
µ(k) weakly converges to µ♯(0) as k →∞.
(ii) Assume q = 0. Then µ(k) weakly converges to δ0 as k →∞.
We remark that µ♯(k) does not depend on k and is infinitely divisible, so that the
limit distribution is infinitely divisible in all cases, although by Theorems 4.1 and 5.5
there are many cases of parameters for which µ(k) 6∈ ID for all k ∈ Z.
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Proof. It follows from (2.8) that
µ̂(k)(z) = µ̂(0)(c−kz)
k−1∏
n=0
1− q
1− qeic−nz
for k ∈ N. Hence, as k →∞ we obtain
µ̂(k)(z)→
∞∏
n=0
1− q
1− qeic−nz
=
{
µ̂♯(0)(z), q > 0,
1 = δ̂0(z), q = 0.

Remark. Let the parameters c, p, q, r be fixed and {Zk, k ∈ Z} be a sequence of
independent identically distributed random variables, geometrically distributed with
parameter q if q > 0 and distributed as δ0 if q = 0. Let k0 ∈ Z and Xk0 be a random
variable with distribution µ(k0), independent of {Zk, k > k0}. Define {Xk, k ≥ k0}
inductively by
Xk+1 = c
−1Xk + Zk+1, k = k0, k0 + 1, . . . .
Then L(Xk) = µ
(k) for all k ≥ k0 by (2.8), so that the µ
(k) appear naturally as
marginal distributions of a certain autoregressive process of order 1. The limit dis-
tributions µ♯(0) (q > 0) and δ0 (q = 0) as k → ∞ described in Theorem 5.6 give the
unique stationary distribution of the corresponding AR(1) equation
Yk+1 = c
−1Yk + Zk+1, k ∈ Z.
6. Conditions for infinite divisibility for k < 0
In this section we obtain necessary and sufficient conditions for ρ(k) ∈ ID and
µ(k) ∈ ID when k < 0 and then derive some simple consequences of these char-
acterizations. Again, by virtue of Theorem 4.1, we only have to consider the case
0 < r < p.
Theorem 6.1. Let k be a negative integer. Assume 0 < r < p. Then ρ(k) ∈ ID if
and only if 2c|k| ∈ N and
q2c
|k|
≥ c|k|(r/p)2.
Proof. The proof of Theorem 5.2 shows that µ(k) ∈ ID if and only if s := 2c−k ∈ N
and (5.1) holds. From k < 0 we have s ≥ 3 and hence
qs ≥ (s/2)1/m(r/p)2, ∀ m ∈ N ⇔ qs ≥ (s/2)(r/p)2,
which completes the proof. 
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The characterization when µ(k) ∈ ID for negative k is much more involved and
different techniques will be needed according to whether 2cj ∈ Neven or 2c
j ∈ Nodd for
some j ∈ N. In the first case, the characterization will be achieved in terms of the
function hα,γ defined below. Let α, γ ∈ N with α ≥ 2. We use the function
x 7→ Fα(x) =
∞∑
n=0
α−nx2α
n
, 0 ≤ x ≤ 1
and the functions x 7→ hα,γ(x) and x 7→ fα,γ(x) for 0 < x ≤ 1 defined by the relations
α−γFα(x) = Fα(hα,γ(x)),(6.1)
fα,γ(x) = x
−1hα,γ(x).
Observe that Fα is strictly increasing and continuous on [0, 1] with Fα(0) = 0 and
hence hα,γ(x) is uniquely definable for x ∈ (0, 1] and it holds 0 < hα,γ(x) < x. The
next proposition describes some properties of hα,γ which will be used in the sequel.
Proposition 6.2. The functions hα,γ and fα,γ are continuous and strictly increasing
on (0, 1] and satisfy
lim
x↓0
fα,γ(x) = α
−γ/2,(6.2)
fα,γ(1) = hα,γ(1) < α
−γ/4,(6.3)
hα,γ(1) < α
−γ/2(1 + α−1) for all γ if α is large enough,(6.4)
hα,γ(x) > hα,γ+1(x), ∀ x ∈ (0, 1],(6.5)
hα,γ(x
n) ≥ (hα,γ(x))
n, ∀ x ∈ (0, 1] ∀n ∈ N.(6.6)
Proof. Since Fα is a continuous strictly increasing function defined on [0, 1], it follows
that hα,γ is continuous and strictly increasing on (0, 1], and hence that fα,γ is contin-
uous. Also observe that hα,γ(x) → 0 as x ↓ 0 since Fα(0) = 0. From (6.1) and the
Taylor expansion of Fα we obtain as x ↓ 0,
α−γx2
(
1 +O(x2(α−1))
)
= (hα,γ(x))
2
(
1 +O((hα,γ(x))
2(α−1))
)
from which (6.2) follows. In order to show (6.3), first let us check that
(6.7) Fα(α
−γ/4) > α1−γ/(α− 1).
Indeed, if α ≥ 3 or γ ≥ 2, then use Fα(x) > x
2 and obtain
Fα(α
−γ/4) > α−γ/2 = α1−γαγ/2−1 > α1−γ/(α− 1),
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since αγ/2−1 ≥ 1/(α − 1) if α ≥ 3 or γ ≥ 2. If α = 2 and γ = 1, then use
F2(x) > x
2 + x4/2 + x8/4 to obtain
F2(2
−1/4) > 2−1/2 + 2−2 + 2−4 = 0.7071 · · ·+ 0.25 + 0.0625 = 1.0196 · · · > 1,
which proves (6.7). Since Fα(1) = α/(α − 1), we have Fα(hα,γ(1)) = α
1−γ/(α − 1).
Hence (6.3) follows from (6.7).
To see (6.4) it is enough to show that
(6.8) Fα(α
−γ/2(1 + α−1)) > α1−γ/(α− 1) for all γ if α is large enough.
Since Fα(x) > x
2, we have
Fα(α
−γ/2(1 + α−1)) > α−γ(1 + α−1)2 > α−γ(1 + 2α−1).
On the other hand,
α1−γ/(α− 1) = α−γ(1 + α−1 +O(α−2)), α→∞.
Hence (6.8) holds.
To see (6.5), observe that
Fα(hα,γ(x)) = α
−γFα(x) = αFα(hα,γ+1(x))
by (6.1), which together with the strict increase of Fα implies (6.5).
Before we can prove (6.6), we need to show that fα,γ is strictly increasing. For
that, let us first show that
(6.9) fα,γ(x) < fα,γ(1), ∀ x ∈ (0, 1).
Suppose, on the contrary, that fα,γ(x0) ≥ fα,γ(1) for some x0 ∈ (0, 1). Then
α−γFα(x0) = Fα(fα,γ(x0)x0) ≥ Fα(fα,γ(1)x0), that is,
∞∑
n=0
α−n(α−γ − fα,γ(1)
2αn)x2α
n
0 ≥ 0.
Let
Gα,γ(ξ) =
∞∑
n=0
α−n(α−γ − fα,γ(1)
2αn)ξ2(α
n−1), ξ ∈ [0, 1].
Then Gα,γ(x0) ≥ 0 and Gα,γ(1) = 0, which follows from α
−γFα(1) = Fα(fα,γ(1)). But
we have
(6.10) G′α,γ(ξ) =
∞∑
n=1
2(αn − 1)α−n(α−γ − fα,γ(1)
2αn)ξ2(α
n−1)−1 > 0, ξ ∈ (0, 1),
since
α−γ − fα,γ(1)
2αn ≥ α−γ − fα,γ(1)
2α > α−γ − α−αγ/2 ≥ 0
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for n ≥ 1 by (6.3). This is absurd. Hence (6.9) is true.
Now we show that fα,γ is strictly increasing on (0, 1]. Suppose that there exist
x1 and x2 in (0, 1] such that x1 < x2 and fα,γ(x1) ≥ fα,γ(x2). Then
α−γFα(x1) = Fα(fα,γ(x1)x1) ≥ Fα(fα,γ(x2)x1),
α−γFα(x2) = Fα(fα,γ(x2)x2),
that is,
α−γ
∞∑
n=0
α−nx2α
n
1 ≥
∞∑
n=0
α−nfα,γ(x2)
2αnx2α
n
1 ,
α−γ
∞∑
n=0
α−nx2α
n
2 =
∞∑
n=0
α−nfα,γ(x2)
2αnx2α
n
2 .
Define
Hα,γ(ξ) =
∞∑
n=0
α−n(α−γ − fα,γ(x2)
2αn)ξ2(α
n−1), ξ ∈ [0, 1].
Then we have Hα,γ(x1) ≥ 0 and Hα,γ(x2) = 0. On the other hand, noting that
fα,γ(x2) ≤ fα,γ(1) by (6.9), we can prove H
′
α,γ(ξ) > 0 in the same way as the proof of
(6.10). This is a contradiction. Hence fα,γ is strictly increasing.
Finally, (6.6) is proved. Indeed, this is trivial for n = 1, and for n ≥ 2 we have
(hα,γ(x))
n = (fα,γ(x))
nxn < α−nγ/4xn ≤ α−γ/2xn < fα(x
n)xn = hα,γ(x
n),
noting that fα,γ(x) is strictly increasing and using (6.2) and (6.3). 
Now we give the classification when µ(k) ∈ ID for k < 0 and 0 < r < p. As usual,
for x ∈ R we shall denote by ⌊x⌋ the largest integer being smaller than or equal to x,
and by ⌈x⌉ the smallest integer being greater than or equal to x.
Theorem 6.3. Let k be a negative integer. Assume 0 < r < p.
(i) If 2cj 6∈ N for all integers j satisfying j ≥ |k|, then µ(k) ∈ ID0.
(ii) Suppose that cj ∈ N for some j ∈ N. Let l be the smallest of such j and let
α = cl, β := ⌈|k|/l⌉ and hα,β be defined by (6.1). Then µ
(k) ∈ ID if and only if q > 0
and
(6.11) hα,β(q
αβ) ≥ r/p.
(iii) Suppose that 2cj ∈ Nodd for some j ∈ N with j ≥ |k|. Then c
j′ 6∈ N for all
j′ ∈ N, and j ∈ N satisfying 2cj ∈ Nodd is unique. Let α = c
j. Then 2α ∈ Nodd and
2α ≥ 3.
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(iii)1 Suppose that 2α ≥ 5. Then µ
(k) ∈ ID if and only if
(6.12) q2α + (r/p)2α ≥ α (r/p)2.
(iii)2 Suppose that 2α = 3. For m ∈ N, denote by t(m) the largest integer t
′ such that
m is an integer multiple of 2t
′
, and write am := m
−1(qm − (−r/p)m) Then µ(k) ∈ ID
if and only if
(6.13)
t(m)∑
s=0
a3s+12−sm ≥ (2m)
−1(r/p)2m, ∀ m ∈ {1, . . . , 149}.
Proof. For all cases (i) – (iii) observe that we have (4.3) and (4.4) since 0 < r < p.
Therefore
(6.14) νµ(k) =
∞∑
n=0
∞∑
m′=1
am′δc−nm′ +
|k|∑
s′=1
∞∑
m′=1
(m′)−1(−1)m
′+1(r/p)m
′
δcs′m′
with
(6.15) am′ = (m
′)−1(qm
′
− (−r/p)m
′
).
We have µ(k) ∈ ID if and only if νµ(k) ≥ 0.
To prove (i), assume that 2cj 6∈ N for j ≥ |k|. Consider νµ(k)({2c
|k|}). Let
E = {s ∈ {1, 2, · · · , |k| − 1} : 2cs ∈ Nodd}. Since 2c
j 6∈ N for j ≥ |k|, (6.14) gives
νµ(k)({2c
|k|}) ≤ −(r/p)2/2 +
∑
s∈E
(2cs)−1(r/p)2c
s
.
But since E contains at most one element, we have∑
s∈E
(2cs)−1(r/p)2c
s
< (r/p)2/2,
so that νµ(k)({2c
|k|}) < 0. Hence µ(k) ∈ ID0.
Let us prove (ii). Assume that cj ∈ N for some j ∈ N and let l, α, β be as in the
statement of the theorem. If q = 0 or if q > 0 and r > pq, then µ(0) 6∈ ID and hence
µ(k) 6∈ ID by Proposition 5.1 and Theorem 4.3. Since hα,β(q
αβ) < qα
β
< q for q > 0,
condition (6.11) implies r ≤ pq. Hence we may assume q > 0 and r ≤ pq from now
on, which in particular implies am′ ≥ 0. Hence
(6.16) µ(k) ∈ ID ⇔
νµ(k)({z}) ≥ 0 for all z of the form z = 2mc
s
with s ∈ {1, . . . , |k|}, m ∈ N.
For s ∈ {1, . . . , |k|} and m ∈ N denote
g(s,m) :=
∑
n∈N0:2mcs+n∈N
a2mcs+n −
∑
n∈{0,...,s−1}:2mcn∈N
(2m)−1c−n(r/p)2mc
n
.
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If z = 2mcs with s ∈ {1, . . . , |k| − 1} and m ∈ N, but cannot be written in the
form z = 2m′cs
′
with m′ ∈ N and s′ ∈ {s + 1, . . . , |k|}, then 2mcs−s
′
6∈ Neven for
s′ ∈ {s+ 1, . . . , |k|}, and hence by (6.14)
νµ(k)({z})
≥
∑
n∈N0:2mcs+n∈N
a2mcs+n −
∑
s′∈{1,...,s}:2mcs−s′∈N
1
2mcs−s′
(r/p)2mc
s−s′
= g(s,m).(6.17)
If z = 2mc|k| with m ∈ N, then
νµ(k)({z})
=
∑
n∈N0:2mc|k|+n∈N
a2mc|k|+n −
∑
s′∈{1,...,|k|}:2mc|k|−s
′
∈N
1
2mc|k|−s′
(r/p)2mc
|k|−s′
= g(|k|, m).
(6.18)
We claim that for s ∈ {1, . . . , |k|} we have
(6.19) g(s,m) ≥ 0, ∀ m ∈ N ⇔ hα,⌈s/l⌉(q
α⌈s/l⌉) ≥ r/p.
Once we have established (6.19), then (6.16) and (6.18) show that (6.11) is necessary
for µ(k) ∈ ID, while (6.16) – (6.18) show that it is also sufficient, since monotonicity
of hα,⌈s/l⌉ and (6.5) imply
hα,⌈s/l⌉(q
α⌈s/l⌉) ≥ hα,⌈s/l⌉(q
αβ) ≥ hα,β(q
αβ), ∀ s ∈ {1, . . . , |k|}.
To show (6.19), observe that for j ∈ N0 we have c
j = αj/l ∈ N if and only if j is an
integer multiple of l, and that cj is irrational otherwise. From this property, we see
that
g(s,m) =
∞∑
n′=0
a2mα⌈s/l⌉αn′ −
⌊(s−1)/l⌋∑
n′=0
(2m)−1α−n
′
(r/p)2mα
n′
.
Observing that ⌊(s− 1)/l⌋ = ⌈s/l⌉ − 1, we have for s ∈ {1, . . . , |k|} and m ∈ N,
g(s,m) ≥ 0
⇔
∞∑
n=0
1
2mα⌈s/l⌉+n
[
q2mα
⌈s/l⌉+n
− (r/p)2mα
⌈s/l⌉+n
]
≥
⌈s/l⌉−1∑
n=0
1
2mαn
(r/p)2mα
n
⇔ α−⌈s/l⌉
∞∑
n=0
α−n(qmα
⌈s/l⌉
)2α
n
≥
∞∑
n=0
α−n [(r/p)m]2α
n
⇔ α−⌈s/l⌉Fα(q
mα⌈s/l⌉) ≥ Fα((r/p)
m)
⇔ hα,⌈s/l⌉(q
mα⌈s/l⌉) ≥ (r/p)m.
Now (6.19) follows from property (6.6) of hα,⌈s/l⌉, completing the proof of (ii).
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Let us prove (iii). Assume that 2cj
′′
∈ Nodd for some j
′′ ∈ N with j′′ ≥ |k|. Let
j be the smallest positive integer such that cj ∈ Q. Then cj
′
∈ Q with j′ ∈ N if
and only if j′ is an integer multiple of j. We have cj 6∈ N, since 2cj
′′
∈ Nodd for
some j′′ ∈ N. Denote cj = a′/b′ with a′, b′ ∈ N having no common divisor. Then
2cnj = 2(a′/b′)n 6∈ N for all n ∈ N with n ≥ 2. Hence cj
′
6∈ N for all j′ ∈ N and
2cj
′
∈ Nodd if and only if j
′ = j, so that j = j′′. As in the proof of (ii), if q = 0,
or if q > 0 and r > pq, then µ(k) 6∈ ID. On the other hand, (6.12) for 2α ≥ 5
clearly implies r ≤ pq, and as will be shown later in Equation (6.27) in the proof of
(iii)2, (6.13) implies q
3 ≥ (r/p)2(5/4)1/75. Hence we may and do assume q > 0 and
r ≤ pq from now on (this assumption will not be needed when (6.27) is derived from
(6.13) in (iii)2). In particular, am′ ≥ 0 for m
′ ∈ N, and µ(k) ∈ ID is characterized
by the right-hand side of (6.16). But as follows from the discussion above and the
fact that j ≥ |k|, if z = 2mcs with s ∈ {1, . . . , |k|} and m ∈ N, then z = cs
′
m′
for s′ ∈ {1, . . . , |k|} and m′ ∈ N if and only if s′ = s and m′ = 2m. Further, since
cs+n ∈ Q for s ∈ {1, . . . , |k|} and n ∈ N0 if and only if s + n = (s
′ + 1)j for some
s′ ∈ N0, in which case c
s+n = αs
′+1, (6.14) gives
(6.20) νµ(k)({2mc
s}) =
∑
s′∈N0:2mαs
′+1∈N
a2mαs′+1 − (2m)
−1(r/p)2m
for s ∈ {1, . . . , |k|} and m ∈ N. Observe that this quantity does not depend on s.
Denote by t(m) the largest integer t′ such that m is an integer multiple of 2t
′
, and
observe that 2mαs
′+1 = (2α)s
′+12−s
′
m ∈ N with s′ ∈ N0 if and only if s
′ ≤ t(m) due
to the assumption 2α ∈ Nodd. From (6.16) and (6.20) we hence conclude that
(6.21) µ(k) ∈ ID ⇔
t(m)∑
s=0
a2mαs+1 ≥ (2m)
−1(r/p)2m for all m ∈ N.
(iii)1 Now assume that b := 2α ≥ 5. If µ
(k) ∈ ID, then (6.21) with m = 1 gives
(6.12), so that (6.12) is necessary for µ(k) ∈ ID. To show that it is also sufficient,
assume that (6.12) holds for the rest of the proof of (iii)1. We first claim that we have
(6.22) qb ≥ (r/p)b + (r/p)2.
Indeed, if b ≥ 7, then (6.12) gives
qb > (
b
2
− 1)(r/p)2 ≥ 2(r/p)2 ≥ (r/p)b + (r/p)2,
which is (6.22). If b = 5, consider the function ϕ : R → R, x 7→ (5/2)x2 − x5. Then
ϕ′(x) = 5x(1 − x3), so that ϕ is increasing on [0, 1]. But ϕ
(
(3/4)1/3
)
≈ 1.4 > 1, so
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that (5/2)(r/p)2 − (r/p)5 > 1 whenever r/p ≥ (3/4)1/3. But since q < 1, it follows
that (6.12) for b = 5 implies r/p ≤ (3/4)1/3, and hence (6.12) gives
q5 −
[
(r/p)5 + (r/p)2
]
≥ (3/2)(r/p)2 − 2(r/p)5 = (3/2)(r/p)2
[
1− (4/3)(r/p)3
]
≥ 0,
which is (6.22) also in the case b = 5.
Denote d := b log(qp/r), δ := (b − 2) log(p/r), and define the functions ϕ1, ϕ2 :
R → R by ϕ1(x) = e
dx + 1 and ϕ2(x) = (b/2)e
δx, respectively. Observe that ϕ1(0) =
2 < (b/2) = ϕ2(0). Further, (6.12) gives ϕ1(1) ≥ ϕ2(1), and (6.22) shows that
d > δ. Let x0 ∈ (0, 1] be the point satisfying ϕ1(x0) = ϕ2(x0) and ϕ1(x) < ϕ2(x)
for x ∈ [0, x0). Then ϕ
′
1(x0) ≥ ϕ
′
2(x0), that is, de
(d−δ)x0 ≥ δb/2, which implies
de(d−δ)x > δb/2 for x > x0. Hence, for all x > x0, ϕ
′
1(x) > ϕ
′
2(x) and ϕ1(x) > ϕ2(x).
This gives (qp
r
)bm
+ 1 ≥
b
2
(p/r)(b−2)m , ∀ m ∈ Nodd,
so that abm ≥ (2m)
−1(r/p)2m for m ∈ Nodd which is the right-hand side of (6.21) for
m ∈ Nodd. Hence it only remains to show that the right-hand side of (6.21) holds for
all m ∈ Neven, too. Since
∑t(m)
s=0 a2mαs+1 ≥ a2mα = abm, by induction it is enough to
prove the following for m ∈ N:
(6.23) If abm ≥ (2m)
−1(r/p)2m, then a2bm ≥ (4m)
−1(r/p)4m.
So assume that abm ≥ (2m)
−1(r/p)2m. If m ∈ Neven, this means that q
bm− (r/p)bm ≥
(b/2)(r/p)2m, and it follows that
a2bm =
1
2bm
[
qbm − (r/p)bm
] [
qbm + (r/p)bm
]
≥
1
4m
(r/p)2m
[
qbm + (r/p)bm
]
≥
1
4m
(r/p)2m(r/p)2m =
1
4m
(r/p)4m,
where the last inequality follows from (6.22). If m ∈ Nodd, then abm ≥ (2m)
−1(r/p)2m
means that qbm + (r/p)bm ≥ (b/2)(r/p)2m, so that
a2bm =
1
2bm
[
qbm + (r/p)bm
] [
qbm − (r/p)bm
]
≥
1
4m
(r/p)2m
[
qbm − (r/p)bm
]
≥
1
4m
(r/p)4m,
where the last inequality follows from the fact that (6.22) implies
qb ≥
[
(r/p)bm + (r/p)2m
]1/m
.
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This completes the proof of (6.23), and it follows that (6.12) implies the right-hand
side of (6.21) for all m ∈ N, so that (6.12) is also sufficient for µ(k) ∈ ID.
(iii)2 Now assume that b := 2α = 3. Clearly, (6.13) is nothing else than the
right-hand side of (6.21) for m ≤ 149, showing that (6.13) is necessary for µ(k) ∈ ID.
For the converse, assume that (6.13) holds (without assuming a priori that r ≤ pq).
Then (6.13) applied with m = 2 gives a6 + a9 ≥ 4
−1(r/p)4, which is equivalent to
q6 + (2/3)q9 ≥ (3/2)(r/p)4 + (r/p)6 − (2/3)(r/p)9.
But since q < 1 and r/p < 1, this implies
(6.24) 5/3 ≥ (r/p)4
[
3/2 + (r/p)2 − (2/3)(r/p)5
]
≥ (r/p)4
[
3/2 + (r/p)2 − 2/3
]
.
Using x4 [5/6 + x2] ≥ 1.6686... > 5/3 for x ≥ (13/14)1/4, (6.24) gives
(6.25) r/p < (13/14)1/4.
Applying (6.13) with m = 75, i.e. using a225 ≥ 150
−1(r/p)150, gives
(6.26) q3 ≥ (r/p)2
[
3/2− (r/p)75
]1/75
.
An application of (6.25) shows that[
3/2− (r/p)75
]1/75
≥
[
3/2− (13/14)75/4
]1/75
= [3/2− 0.2491...]1/75 ≥ (5/4)1/75,
which together with (6.26) results in
(6.27) q3 ≥ (r/p)2(5/4)1/75.
Now if m ≥ 150, it follows from (6.25) that
[3/2 + (r/p)m]1/m ≤
[
3/2 + (13/14)m/4
]1/m
≤
[
3/2 + (13/14)150/4
]1/150
= (1.2498...)1/75 < (5/4)1/75.
Together with (6.27) this shows that
q3 ≥ (r/p)2 [3/2 + (r/p)m]1/m , m ≥ 150.
But for m even, m ≥ 150, the last equation is equivalent to a3m ≥ (2m)
−1(r/p)2m.
On the other hand, if m is odd and m ≥ 150, then (6.27) gives
a3m =
1
3m
[
q3m + (r/p)3m
]
≥
1
3m
q3m ≥
1
3m
(r/p)2m(5/4)m/75 ≥
1
2m
(r/p)2m,
where we used (5/4)2 ≥ 3/2 in the last inequality. Hence we obtain for m ∈ N,
m ≥ 150, that
t(m)∑
s=0
a3s+12−sm ≥ a3m ≥ (2m)
−1(r/p)2m,
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so that (6.13) implies the right-hand side of (6.21). Hence (6.13) is sufficient for
µ(k) ∈ ID, completing the proof. 
Remark. The condition (6.12) in Theorem 6.3 means a2α ≥ 2
−1(r/p)2 for am of (6.15),
which together with j ≥ |k| completely characterizes when µ(k) ∈ ID in the case of
(iii)1 when 2α ≥ 5. This is different in the case 2α = 3 of (iii)2. Here, the condition
a2α ≥ 2
−1(r/p)2 is not enough to ensure that µ(k) ∈ ID. For example, if q3 > 1/2 and
r/p = (13/14)1/4, then a2α ≥ 2
−1(r/p)2, which is (6.13) for m = 1, but µ(k) 6∈ ID,
since (6.13) for m = 2 implies (6.25) as shown in the proof of (iii)2. Nevertheless,
there seems room to reduce the 149 conditions of (6.13) to a smaller number, but we
shall not investigate this subject further.
The following corollary gives handy sufficient and handy necessary conditions for
µ(k) ∈ ID.
Corollary 6.4. Let k be a negative integer and assume that 0 < r < p.
(i) Suppose that cj ∈ N for some j ∈ N. Let l be the smallest of such j and let
α = cl and β := ⌈|k|/l⌉. Then qα
β
> αβ/4(r/p) is a necessary condition for µ(k) ∈ ID,
while qα
β
≥ αβ/2(r/p) is a sufficient condition for µ(k) ∈ ID.
(ii) Suppose that 2cj ∈ Nodd for some j ∈ N with j ≥ |k|, and let α = c
j. Then
qα > r/p is a necessary condition for µ(k) ∈ ID, and qα ≥ α1/2(r/p) is a sufficient
condition for µ(k) ∈ ID. If 2α ≥ 5, then qα > (α − 1)1/2(r/p) is another necessary
condition for µ(k) ∈ ID.
Proof. To prove (i), observe that fα,β is strictly increasing by Proposition 6.2, so that
α−β/2 < q−α
β
hα,β(q
αβ) < α−β/4
for q ∈ (0, 1) by (6.2) and (6.3). The assertion now follows from (6.11).
To prove (ii), observe that by (6.21) a necessary condition for µ(k) ∈ ID is that
a2αm ≥ (2m)
−1(r/p)2m for all m ∈ Nodd. The latter condition is equivalent to[
q2α(p/r)2
]m
+ (r/p)(2α−2)m ≥ α, ∀ m ∈ Nodd,
which shows that q2α > (r/p)2 is a necessary condition for µ(k) ∈ ID by letting m
tend to infinity. It is immediate from (6.12) that qα > (α − 1)1/2(r/p) is necessary
for µ(k) ∈ ID if 2α ≥ 5. If 2α ≥ 3, then j ≥ |k| and qα ≥ α1/2(r/p) imply
q2c
|k|
≥ q2c
j
= q2α ≥ α(r/p)2 ≥ c|k|(r/p)2,
so that qα ≥ α1/2(r/p) is a sufficient condition for ρ(k) ∈ ID by Theorem 6.1 and
hence for µ(k) ∈ ID. 
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Remark. In the case of Corollary 6.4 (i), another necessary condition for µ(k) ∈ ID is
that qα
β
> αβ/2(1+α−1)−1(r/p), provided α is large enough. The proof is the same but
using (6.4) instead of (6.3). Compare with the sufficient condition qα
β
≥ αβ/2(r/p).
The following corollary is immediate from Theorems 4.1, 6.1 and 6.3.
Corollary 6.5. If k is a negative integer, then parameters c, p, q, r exist such that
µ(k) ∈ ID and ρ(k) ∈ ID0.
The following Theorem complements Theorems 4.3 and 5.5.
Theorem 6.6. Let c > 1 and p, q, r be fixed such that p, r > 0 and p 6= r. Then there
is k0 ∈ Z such that µ
(k) ∈ ID0 for all k ∈ Z with k < k0.
Proof. By Theorem 4.1 it only remains to consider the case 0 < r < p. Since a
sequence {jk, k ∈ N} of integers tending to ∞ such that 2c
jk ∈ N for all k can only
exist if cj ∈ N for some j ∈ N, Theorem 6.3 (i) gives the assertion unless cj ∈ N for
some j ∈ N. In the latter case, let α and l be defined defined as in Theorem 6.3 (ii)
and βk := ⌈|k|/l⌉. Then βk →∞ as k → −∞ and hence hα,βk(q
αβk )→ 0 as k → −∞
by (6.1). In particular, (6.11) is violated for large enough |k|. 
7. Symmetrizations
In general, the symmetrization σsym of a distribution σ is defined to be the dis-
tribution with characteristic function |σ̂(z)|2. It is clear that
(7.1) if σ ∈ ID, then σsym ∈ ID.
It follows from (1.7) that
(7.2) µ̂(k) sym(z) = ρ̂(k) sym(z) µ̂(k) sym(c−1z)
for all k ∈ Z, where ρ̂(k) sym(z) and µ̂(k) sym(z) denote the characteristic functions of
ρ(k) sym and µ(k) sym. Thus µ(k) sym is again c−1-decomposable. These symmetrizations
have the following remarkable property.
Lemma 7.1. Define (c′, p′, q′, r′) = (c, r, q, p) and let ρ′(k) and µ′(k) be the distributions
corresponding to ρ(k) and µ(k) with (c′, p′, q′, r′) used in place of (c, p, q, r). Let ρ′(k) sym
and µ′(k) sym be their symmetrizations. Then
ρ′(k) sym = ρ(k) sym,(7.3)
µ′(k) sym = µ(k) sym(7.4)
for k ∈ Z.
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Proof. It follows from (2.4) that
ρ̂(k) sym(z) =
∣∣∣∣∣p + reic
−kz
1− qeiz
∣∣∣∣∣
2
=
∣∣∣∣∣pe−ic
−kz + r
1− qeiz
∣∣∣∣∣
2
=
∣∣∣∣∣r + peic
−kz
1− qeiz
∣∣∣∣∣
2
.
Hence ρ′(k) sym and ρ(k) sym have an identical characteristic function, that is, (7.3) is
true. Then (7.4) follows as in (2.2). 
We also use the following general result.
Lemma 7.2. Suppose that σ is a distribution on R.
(i) If σ ∈ ID ∪ ID0, then σsym ∈ ID ∪ ID0.
(ii) If σ ∈ ID0 with quasi-Le´vy measure being concentrated on (0,∞), then σsym ∈
ID0.
Proof. (i) It is clear that if σ satisfies (1.9) with γ, a and νσ, then σ
sym ∈ ID ∪ ID0
satisfying (1.9) with γsym = 0, asym = 2a and νσsym given by νσsym(B) = νσ(B) +
νσ(−B) for B ∈ B(R).
(ii) If σ ∈ ID0, then a < 0 or νσ has nontrivial negative part. Hence it follows
from the proof of (i) that if a < 0, then asym < 0, and if νσ has nontrivial negative
part and is concentrated on (0,∞), then σsym has non-trivial negative part. In both
cases it holds σsym ∈ ID0. 
Theorem 7.3. Let k ∈ Z.
(i) If p = 0 or if r = 0, then ρ(k) sym and µ(k) sym are in ID.
(ii) If p 6= r, then ρ(k) sym and µ(k) sym are in ID ∪ ID0.
(iii) If p = r, then ρ(k) sym and µ(k) sym are in ID00.
Proof. (i) and (ii) are clear from Theorem 4.1 (i)-(iii) and Lemma 7.2, while (iii)
follows from the fact that ρ̂(k)(z) and hence µ̂(k)(z) have zero points for p = r by
(2.4). 
In studying infinite divisibility properties of ρ(k) sym and µ(k) sym, we will only
consider whether they are infinitely divisible or not in the case where
(7.5) p > 0, r > 0, and p 6= r,
as we have Theorem 7.3.
Theorem 7.4. Let k ∈ Z and assume (7.5). Let ρ′(k) and µ′(k) be defined as in
Lemma 7.1.
(i) ρ(k) sym ∈ ID if and only if ρ(k) ∈ ID or ρ′(k) ∈ ID.
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(ii) µ(k) sym ∈ ID if only if µ(k) ∈ ID or µ′(k) ∈ ID.
Proof. The ‘if’ part of (i) follows from (7.1) and (7.3). To see the ‘only if’ part,
suppose that ρ(k) sym ∈ ID. If r < p, then ρ(k) ∈ ID ∪ ID0 with quasi-Le´vy measure
being concentrated on (0,∞) by Theorem 4.1 (ii), and ρ(k) ∈ ID from Lemma 7.2 (ii).
If r > p, then r′ < p′ and the same reasoning for ρ′(k) combined with (7.3) shows that
ρ′(k) ∈ ID. Hence (i) is true. We obtain (ii) in the same way. 
We can now give necessary and sufficient conditions for ρ(k) sym and µ(k) sym being
infinitely divisible. For k = 0 in (i) below, the corresponding conditions were already
obtained in Theorem 2.2 of [12], but thanks to Theorem 7.4, a new and much shorter
proof can now be given for that part of Theorem 2.2 in [12].
Theorem 7.5. Let k ∈ Z and assume (7.5).
(i) Let k = 0. If (r/p) ∧ (p/r) ≤ q, then ρ(0) sym, µ(0) sym ∈ ID. Conversely, if
(r/p) ∧ (p/r) > q, then ρ(0) sym, µ(0) sym ∈ ID0.
(ii) Let k > 0. Then ρ(k) sym ∈ ID if and only if ck = 2 and (r/p)2 ∧ (p/r)2 ≤ q.
(iii) Let k > 0. Then µ(k) sym ∈ ID if and only if one of the following holds:
(a) (r/p) ∧ (p/r) ≤ q; (b) cl = 2 for some l ∈ {1, 2, . . . , k} and (r/p)2 ∧ (p/r)2 ≤ q.
(iv) Let k < 0. Then ρ(k) sym ∈ ID if and only if 2c|k| ∈ N and ql ≥ (l/2)[(r/p)2∧
(p/r)2] for l = 2c|k|.
(v) Let k < 0. If 2cj 6∈ N for all integers j satisfying j ≥ |k|, then µ(k) sym ∈ ID0.
(vi) Let k < 0. Suppose that cj ∈ N for some j ∈ N. Let l be the smallest of such
j and let α = cl, β := ⌈|k|/l⌉ and hα,β be defined by (6.1). Then µ
(k) sym ∈ ID if and
only if q > 0 and hα,β(q
αβ) ≥ (r/p) ∧ (p/r).
(vii) Let k < 0. Suppose that 2cj ∈ Nodd for some j ∈ N with j ≥ |k|. Then j
is unique. Let α = cj and suppose that 2α ≥ 5. Then µ(k) sym ∈ ID if and only if
q2α + ((r/p) ∧ (p/r))2α ≥ α((r/p) ∧ (p/r))2.
Proof. All assertions are immediate consequences of Theorem 7.4, Theorem 4.1, and
the corresponding results obtained earlier. For (i), use Proposition 5.1, for (ii) The-
orem 5.2, for (iii) Theorem 5.3, for (iv) Theorem 6.1, and for (v) – (vii) use Theo-
rem 6.3. 
Conditions for µ(k) sym ∈ ID when 2cj = 3 with j,−k ∈ N and j ≥ |k| can be
written down similarly as in (vii) above with the aid of Theorem 6.3 (iii)2.
Corollary 7.6. For each k ∈ Z\{0}, parameters c, p, q, r exist such that µ(k) sym ∈ ID
and ρ(k) sym ∈ ID0.
30
The proof is immediate from Theorem 7.5. Corollary 7.6 gives symmetric exam-
ples of infinitely divisible distributions which are b-decomposable without infinitely
divisible factor, the phenomenon first observed by Niedbalska-Rajba [16].
The next corollary gives further examples of a phenomenon first observed by
Gnedenko and Kolmogorov [8], p. 82. Its proof is immediate from Theorem 4.1,
Proposition 5.1, Theorems 5.2, 5.3, and 7.5.
Corollary 7.7. For each k ∈ Z, there is a case where ρ(k) sym ∈ ID with ρ(k) ∈ ID0
and there is a case where µ(k) sym ∈ ID with µ(k) ∈ ID0.
Let us give the analogues of Theorems 4.3, 6.6, and 5.5.
Theorem 7.8. Let k ∈ Z and the parameters c, p, q, r be fixed. If µ(k) sym ∈ ID, then
µ(k+1) sym ∈ ID.
Proof. From (2.8) follows
µ̂(k+1) sym(z) = µ̂(k) sym(c−1z)
∣∣∣∣ 1− q1− qeiz
∣∣∣∣2 ,
and the second factor in the right-hand side is an infinitely divisible characteristic
function. 
Theorem 7.9. Let c > 1 and the parameters p, q, r be fixed such that p > 0 and
r > 0. Then there is k0 ∈ Z such that, for every k ∈ Z with k < k0, µ
(k) sym 6∈ ID.
Proof. For r = p, the assertion is obvious by Theorem 7.3. For r 6= p it follows from
Theorems 4.1, 6.6 and 7.4. 
Theorem 7.10. Assume (7.5). Then µ(k) sym ∈ ID0 for all k ∈ Z if and only if one
of the following holds: (a) (r/p)2 ∧ (p/r)2 > q; (b) (r/p) ∧ (p/r) > q and cm 6= 2 for
all m ∈ N.
Proof. For fixed k ∈ N, it follows from Theorem 7.5 (iii) that µ(k) sym is non-infinitely
divisible if and only if one of the following holds: (a) (r/p)2 ∧ (p/r)2 > q; (b) (r/p)∧
(p/r) > q and cm 6= 2 for all m ∈ {1, 2, . . . , k}. Our assertion is obtained from
this. 
Some continuity properties of the symmetrizations of µ(k) are added.
Theorem 7.11. Let k ∈ Z and the parameters c, p, q, r be fixed. Then:
(i) µ(k) sym is absolutely continuous if and only if µ(0) sym is absolutely continuous.
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(ii) µ(k) sym is continuous-singular if and only if µ(0) sym is continuous-singular.
(iii) dim (µ(k) sym) = dim (µ(0) sym).
(iv) dim (µ(k) sym) ≤ H(ρ(k) sym)/ log c ≤ 2H(ρ(k))/ log c.
Proof. It follows from (2.6) that
µ̂(k) sym(z) = µ̂(k+1) sym(z) |p0 + r0e
ic−kz|2,
where p0 = p/(p+ r) and r0 = r/(p+ r). Since
|p0 + r0e
ic−kz|2 = (p0 + r0e
ic−kz) (p0 + r0e
−ic−kz) = p20 + r
2
0 + p0r0(e
ic−kz + e−ic
−kz),
we have
µ(k) sym = µ(k+1) sym ∗ [(p20 + r
2
0)δ0 + p0r0(δc−k + δ−c−k)],
that is,
µ(k) sym(B) = (p20 + r
2
0)µ
(k+1) sym(B) + p0r0[µ
(k+1) sym(B − c−k) + µ(k+1) sym(B + c−k)]
for B ∈ B(R). Hence an argument similar to the proof of Theorem 3.1 works to
show (i)–(iii), since µ(k) sym is c−1-decomposable by (7.2) and hence either absolutely
continuous, continuous singular, or a Dirac measure. Assertion (iv) follows from
Watanabe’s theorem [20] and E29.23 of [19]. 
The statement of Theorem 3.3 is true for µ(k) sym in place of µ(k), except that log 3
should be replaced by 2 log 3.
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