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Abstract— NBTI-generated Defects (GD) have been widely 
observed and known to play an important role in device's 
lifetime. However, its characterization and modelling in nano-
scaled devices is a challenge due to their stochastic nature. The 
objective of this work is to develop a fast and accurate technique 
for characterizing the statistical properties of NBTI aging, 
which can be completed in one day and thus reduce test time 
significantly. The fast speed comes from replacing the 
conventional Constant Voltage Stress (CVS) by the Voltage Step 
Stress (VSS), while the accuracy comes from capturing the 
Generated Defects (GD) without recovery. The key advances are 
two-fold: First, we demonstrate that this VSS-GD technique is 
applicable for nano-scaled devices; Second, we verify the 
accuracy of the statistical model based on the parameters 
extracted from this technique against independently measured 
data. The proposed method provides an effective solution for 
GD evaluation, as required when qualifying a CMOS process. 
Keywords: Negative bias tempeture instabilty; Variabilty; 
defect generation; hole trapping; 
I.  INTRODUCTION 
As the CMOS nodes scale down to nano-meter regime, 
time-dependent variations induced by negative bias 
temperature instability (NBTI) has become a big concern for 
circuit design [1-5]. These nano-scaled devices are dominated 
by only a handful of defects, which are usually categorized 
into the recoverable and permanent components [6]. However, 
such classification is very sensitive to the measurement 
conditions and cannot reflect the nature of the defects [7]. 
Recent work revealed that there exist two different types of 
defects, the as-grown hole traps (AHTs) and generated defects 
(GDs), which exhibit different energy distributions and 
temporal kinetics [8]. AHTs and a small portion of GDs can 
be ascribed to the recoverable components, while most of GDs 
belong to the permanent component [7]. AHT has received 
many attentions recently: RTN [9] and TDDS [10] techniques 
are widely used to understand their properties, based on which 
the defect-centric distribution [2] was proposed for modelling.      
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However, there is less research on the GD component 
[6,11,12]. The GD follows an empirical power law against 
both stress time and gate [13], 
0
m n
govGD g V t           (1) 
Wherein, the overdrive voltage, Vgov is defined as Vg-Vth. 
To accelerate NBTI stresses, Vgov is raised above its normal 
operation level. Accelerated test under constant voltage stress 
(CVS) scheme is normally applied with typical total testing 
time of a few days [14]. This is tolerable for big devices, where 
device-to-device variation (DDV) is negligible. However, 
scaled device requires repetitive tests to retrieve statistical 
properties of DDV and the task becomes laborious. The 
voltage ramp stress (VRS) methodology was introduced to 
yield meaningful reliability data in short time [15,16]. VRS is 
an efficient screening tool for comparing different processes, 
but its accuracy is less satisfactory: Fig. 1 shows there can be 
large differences between ΔVth measured by CVS tests and 
that predicted by the model extracted from VRS tests.  
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The objective of this work is to develop a technique that is 
not only fast, but also accurate, for characterizing the 
stochastic GDs and to verify the accuracy of the model based 
on it. This technique combines the two methods proposed by 
us recently for large devices: One of them captures GDs in 
their entirety, so that the extracted n becomes independent of 
measurement conditions [17]; The other uses a voltage-step-
stress (VSS) for extracting the voltage exponent, m, rapidly 
[18]. Unlike the VRS that changes device for each voltage 
ramp, VSS uses the same device for all voltage steps. In 
section III, we will develop the technique and verify its 
prediction capability against test data for large devices. In 
Fig. 1 (a) Typical result from the VRS test, the voltage step (ΔV) 
was set to 100 mV, and the stress duration (Δt) varied from 500 s to 
0.1s, providing ramp rates from 0.0002 to 1 V/s, all with a sense 
delay of 1ms. (b) A comparison between the VRS prediction and 
the measurements from CVS test. Both VRS and CVS 
measurements are performed on multiple devices on the process 
described in section II.  
section IV, for the first time, this technique is applied to 
characterize the statistical properties of GDs, use them for 
statistical modelling, and verify its accuracy against 
experimental data. Section IV concludes this paper. 
II. DEVICES AND EXPERIMENTS   
The pFETs with TiN gate are used in this work. The gate 
dielectric stack is HfO2 with Al2O3 capping layer and the 
equivalent oxide thickness is 1.45nm. Devices with channel 
length/width of 1µm/1µm and 0.07µm/0.09µm are used in this 
work. The pulse measurement is used to monitor the full 
Id~Vg within 3μs [19]. For variability tests, the proposed 
method is repeated on multiple samples and Id~Vg 
measurements are repeated for 100 times to capture its Within-
Device-Fluctuation that will be elaborated in section IV. Vth 
was measured as the Vg shift at a constant Id= 0.5μA. The 
testing temperature is 125oC unless otherwise specified. 
III. VOLTAGE STEPPING STRESS (VSS) TECHNIQUE FOR 
GD CHARACTERIZATION  
 
A. GD determination 
The time exponent, n in eq. (1), extracted by the 
conventional CVS depends on the delay between stress and 
measurement. Our recent work reveals that this is due to the 
discharging of some GD within the Si bandgap [17]. By 
adding a recharge stage after discharging as shown in Fig.2a, 
the discharged GD can be refilled, so that all the GD can be 
captured without recovery. This makes the extracted n 
independent of the stress and measurement conditions. The 
details and results can be found in ref. 15. 
B. Voltage Step Stress (VSS) technique and validation 
GD under any overdrive voltage, Vgov, can be predicted 
if the parameters, g0, m and n in Eqn (1), are accurately 
determined. n can be obtained by performing a single short 
CVS test under constant Vgov [17]. To determine g0 and m, 
the conventional methods apply several Vgov [13], while 
VRS applies several different ramp rates [15]. Both require 
device-change for each Vgov or ramp rate. The voltage step 
stress (VSS) technique, on the other hand, uses a sequence of 
Vgov steps, does not need device-change [18], and will be 
adopted here. 
The Vgov waveform used by VSS is given in Fig. 2b: 
Vg_ov starts from a value close to operating condition (i.e. -
0.3V) and then gradually increases with a small step (20mV 
in our test). Each step is applied for a pre-defined time, ∆t 
(10s here). At the end of each step, GDs are monitored by the 
procedure in Fig. 2a. In this way, we combine the GD 
measurement method described in section III.A [17] with the 
VSS method [18] and the combined technique will be 
referred to as VSS-GD technique. 
Under a given Vgov, GD are generated and the AHTs 
below the fermi-level corresponding to this Vgov will be 
charged. By applying positive Vgdisch, all the AHT and some 
GD within the bandgap will be discharged. What is worth 
noting is that although AHTs are difficult to be fully 
discharged under 0V, this can be achieved when applying a 
positive Vgdisch. The intended normal operation voltage for 
a process, Vgch (-1.2V here) is then applied to re-charge the 
discharged GD, so that they can be captured in their entirely.  
A typical result is shown in Fig.3. Under low Vgov, there 
is a flat plateau. This is because the generation is negligible in 
10sec when Vgov is low. The ΔVth in this plateau actually 
comes from the AHTs corresponding to the charging Vgch. 
Since AHTs are ‘as-grown’, they will not increase with stress 
and remain the same, so long the same Vgch is applied. This 
explains the plateau for low Vgov in Fig. 3.  
 As Vg_ov increases, GD becomes higher, resulting in the 
rise in Fig.3. By subtracting AHT in the plateau from the total 
(‘◊’), GD under different Vg_ov can be obtained (‘□’). 
According to the VSS method based on Eqn (2) [18], to 
generate the same amount of GD, a stress under a Vgov for a 
time ∆t is equivalent to a stress under another overdrive 
voltage Vgeff for the effective stress time of ∆teff: 
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With the time exponent, n, predetermined from CVS 
method (0.2 for this process) [17], ∆t for each step in the VSS 
test can be converted to ∆teff under any given m value using 
 
Fig. 2 (a) The test procedure under each voltage step. A stress-
discharge-recharge sequence is used. At the end of recharge step, 
ΔVth was monitored from a corresponding Id~Vg, which was 
taken from the 3µs pulse edge with Vd = -0.1V applied. tdisch 
and tch has negligible impact on GD extraction [17]. In this 
work, tdisch=tch=10s is used. (b) The Vg waveform for the fast 
VSS technique.  
Fig. 3 Fast-VSS measurement with overdrive Vgov gradually 
increasing under 125 oC. Each volage lasts 10s and the voltage step of 
20mV is used. The total degradation includes both AHT and GD. AHT 
can be determined under low stress condition where GD is neglible. 
By subtracting AHT from the total, GD can be extracted. 
Vgst,end-1 
Vgst,end 
Vgst,1 
Vgst,2 
Vgst,i 
(a) 
(b) 
Eqn (2). To minimize the measurement inaccuracy, GD over 
5mV is used for the analysis. Fig.4a shows that GD~∆t (‘□’) 
is transformed to GD~∆teff kinetics under three different m. 
With the larger m value, the device takes longer to reach the 
same degradation, leading to smaller apparent time exponent, 
n’. Only when m is correctly determined, the n’ from the 
transformed kinetics equals to the predetermined n. The 
corresponding parameter g0 can then be determined 
simultaneously, as shown in Fig.4b.  
C. Validation of the VSS-GD method 
To validate the VSS-GD method, the extracted parameters 
are used to predict the GD under various constant Vgov. In 
Fig. 5, GDs were measured under constant Vgov and these 
data were not used to fit the n, m and g0. Good agreement has 
been achieved even when Vgov is as low as -0.9 V, validating 
the proposed VSS-GD method. 
When extracting the parameters in the power law, VRS 
uses the total degradation, i.e. the sum of AHTs and GDs. 
AHTs saturate quickly and do not follow the power law. This 
is the reason for the inaccuracy of VRS. The VSS-GD method 
can reliably remove AHTs and only fit the GDs with the power 
law. This delivers the accuracy.  
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IV. GENERATED DEFECTS IN NANO-SCALED DEVICES 
Defects in nano-scaled devices can induce two types of 
stochastic variations: Device-to-Device Variation (DDV) [20-
22] and Within-Device-Fluctuation (WDF) [6,23,24].  
A. Within-Device-Fluctuation (WDF) of GDs 
The same procedure in Fig.2 is applied on a nano-scaled 
pFET with the channel length and width of 70nm and 90nm. 
WDF is caused by random charging and discharging within 
the same device. In order to capture it, after the discharge and 
recharge is applied at each voltage step, Id~Vg curves were 
measured 100 times with the interval of 30ms. The 
distribution of ΔVth measured from these Id~Vg is shown in 
Fig. 6a. The average value increases after higher Vgov stress, 
but the shift is broadly in parallel. Fig. 6b shows the standard 
deviation of WDF, σ_WDF, being insensitive to the stress 
Vgov. This strongly supports that WDF is dominated by 
AHTs and GD contributes little to it. This can be explained by 
their different energy location: compared with AHTs, GDs 
have higher energy levels and are above the fermi level at the 
interface when devices are switched on, so that their charges 
fluctuate little. 
Fig. 6c shows the ΔVth measured for each Id~Vg and the 
average value of the 100 ΔVth after each Vgov, µ_WDF (‘◊’). 
Some step-like rise can be observed, most likely due to the 
generation of an individual defect. Importantly, µ_WDF also 
has a plateau when Vgov is low, similarly to the large device 
in Fig. 3.  As a result, GD can again be separated from the total 
ΔVth by subtracting this plateau in Fig. 6c.  
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Fig. 4 (a) The measured degradation is plotted against time (‘□’). By 
assuming different m’, the real stress time under each stepping 
voltage can be transformed to effective stress time under a certain 
constant Vgeff (1V used). (b) The extracted n’ and g0’ under given 
m’. The correct m and g0 corresponds to n=0.2. 
 
Fig. 5 Validation of the extacted model parameters using fast-VSS 
technique under different overdrive voltages ranging from low to high 
under 125 oC. A good agreement is achieved. 
 
Fig. 6 (a) Statistical Within-Device-Fluctuation distrbiution of ΔVth from 
100 Id~Vg measured after each Vgov step. The impact of measurement 
sequence on the data is found to be negligible (not shown). The distribution 
is caused by Within-Device-Fluctuation (WDF). (b) The standard deviation 
for the data in (a) (‘o’) and the data from large device (‘x’). σ_WDF from 
nano-scaled device is much larger than the one from large device which is 
dominated by system noise. In addition, σ_WDF changes little with stress 
Vgov, confirming that it is dominated by as-grown hole traps (AHT). (c) For 
each Vgov, the 100 ΔVth were ploted as lines and their mean value as ‘◊’. 
The µ_GD_WDF (‘□’) was obtained by subtracting the µ_AHT in the flat 
plateau.  
 
|Vgov| 
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(a) 
B. Device-to-Device variation (DDV) of GDs 
After extracting the GD in one single device, the same test 
like Fig.6c was repeated on different pFETs to study the DDV 
of GDs, as shown in Fig.7. In favor of the proposed VSS 
measurement, each test only takes less than one hour. This 
dramatically improves the test efficiency.  
Interestingly, although GD does not introduce time-
dependent WDF, it exhibits clear DDV. This is because the 
defect generation is a stochastic process. Therefore, both the 
averaged value, μ_GD, and the standard deviation, σ_GD, 
need to be determined. 
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We first concentrate on the average value, μ_GD (‘□’ in 
Fig.7) μ_GD follows the power law in eq. (1) and it has been 
reported that the time exponent, n, of GD is independent of 
device geometry [25]. The n=0.2 extracted from large device 
will be applied to the nano-scaled device. Once n is known, 
the same analysis procedure as described in section III.B can 
be applied to the μ_GD for extracting the model parameter g0 
and m, as shown in Fig.8a&b. 
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What is worth noting is small devices have larger g0 and 
smaller m, when compared with big devices, indicating higher 
trap density with stronger coupling (m/n). This leads to higher 
degradation compared with large devices. This difference has 
also been observed and reported [25,26]. One potential reason 
is that the edge-related processing effect: i.e. the degradation 
at the edge is larger than the middle part of the device and 
therefore with length scaling, the weight of edges get 
enhanced [26]. 
The distributions of GD under different Vg_ov are given 
in Fig.9a. A higher |Vgov| not only increases μ_GD, but also 
broadens of the distribution, resulting in larger σ_GD. The 
relationship for the extracted σ_GD and μ_GD is shown in 
Fig. 9b. It can be described by the power law with K2~0.5: 
𝜎(𝐺𝐷) = 𝐾1×𝜇(𝐺𝐷)𝐾2       (3) 
C. Statistical GD modelling  
The line in Fig.9b has a K2=0.5, as predicted by the 
defect-centric model [2,3], which assumes a Poisson 
distribution for the DDV of GDs. The average ∆Vth per trap, 
η, and the mean number of traps per device, N, is related to 
μ_GD and σ_GD: 
𝜂 =  
σ(GD)2
2μ(GD)
          (4)       𝑁 =  
2μ(GD)2
σ(GD)2
       (5) 
A η_GD = 3.12 mV is extracted from the slope of the line 
in Fig.9b. By normalizing to the expected value based on 
charge-sheet approximation η0=q*EOT/WL, we found that 
η/η0 extracted from our GD component (η/η0=2.84) is larger 
than the value from TDDS technique (η/η0=1.47) in which 
AHT dominates [27]. What is worth noting is that the recent 
study using charge pumping technique also observed the 
increase of η_GD with interface states generation [12]. It is 
speculated that, compared with AHT, GD is more likely 
located above the current percolation path due to channel-
carrier assisting defect generation process.     
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The procedure for the statistical simulation of GDs is 
illustrated in Fig. 10. With the experimentally determined g0, 
m, n, and η as the inputs, µ_ΔVthGD and µ_NGD at any Vgov 
and t can be calculated by eqs. (1) and (5), respectively. If one 
uses M devices for each stress time, the number of traps per 
device can be randomly assigned using the Poisson 
distribution of an average µ_NGD and the impact of each trap 
on a device, δVthGD, can be generated from the exponential 
distribution. The total GD for a device is obtained by summing 
δVthGD of each trap. To simulate the aging kinetics under a 
given Vgov, the stress time can be varied with the procedure 
in Fig. 10 repeated for each time. The required input 
parameters for the simulation is shown in Table 1. What is 
worth noting is that the information of capture and emission 
time distribution of AHTs is necessary to simulate their 
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Fig. 7 The measured GDs from all 25 tested devices. The points show 
its average value. 
Fig. 8 (a) The aveage GD is ploted against real stress time (‘□’) and effective 
stress time (‘o’), defined by Eqn (2) which is a function of voltage exponent 
m. m is selected to give a time exponent of 0.2. (b) The apperaent time 
exponent, n’, prefactor, g0’ under any given voltage expoenet, m’. The real 
m and g0’ value can be determined when the apparent n’ equals to 0.2, which 
is the real time exponent extracted from big device. 
|Vgov| 
 inc. 
(a) 
Fig. 9 (a) The statistical device-to-device distribution of GD component 
under different Vgov. Each point is the average of 100 measurements on 
one device. (b) The Relatiosnhip between the average and standard 
deviation of GD compoennt. 
 
dynamic behavior during operation [28]. However, it is not 
necessary for GD, whose charging is stable under a given use-
Vg. In a real circuit, both GD and WDF should be modelled, 
but this is out of the scope of this work. 
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One example under Vgov = -1.5V is given in Fig.11a 
where each '+' represents one device and 3,000 devices were 
used. To verify the accuracy of the statistical simulation, 
µ_GD and σ_GD from the simulation is compared with the 
independently measured values in Fig. 11b&c, where the 
simulation result is shown as the red line. For the 
measurement, 20 devices were stressed under a constant 
Vgov=-1.5 V and their GDs were measured under constant 
Vgov and represented by the grey lines in Fig. 11b. The 
symbols in Figs. 11b&c represent the measured µ_GD and 
σ_GD, respectively. The prediction by the simulation agrees 
with the measurement. It should be pointed out that the test 
data in Figs. 11b&c were not used for fitting. 
After verifying the model accuracy, we now use it to 
simulate the GD under Vgov=-0.5V, a typical overdrive 
voltage used in real circuits. As shown in the Fig. 12, the 
simulation starts from 1 sec and ends at 10 years, with 8 time 
points per decade and 3,000 devices for each time point. At 10 
years, the average value is μ_GD=44mV. Although this is 
below the typical lifetime criterion of 50 mV, there are 1033 
out of 3000 devices with GD>50 mV. This indicates that even 
though the RTN can be well controlled through process 
optimization [29], the circuit performance can still be 
deteriorated significantly by GD component in the long term. 
As a result, they need to be properly assessed during process 
qualification. We emphasize that it only takes less than one 
day for the proposed VSS-GD test to give the required 
statistical properties. This is similar to the test time when the 
conventional CVS is used for large device. 
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V. CONCLUSION 
This work develops a VSS-GD technique for a fast and 
accurate characterization of the stochastic NBTI-generated 
defects in nano-scaled devices. The fast speed comes from the 
use of voltage step stress (VSS), instead of the conventional 
constant voltage stress, for extracting the voltage exponent. 
The accuracy is provided by capturing GDs without recovery, 
so that the extracted time exponent is independent of the 
measurement conditions. For the first time, we demonstrated 
that the applicability of VSS-GD to the nano-scaled devices 
for extracting the statistical properties, standard deviation and 
average value. Moreover, we verified that the accuracy of the 
statistical model with the extracted properties as input 
parameters against experimental data. The proposed method 
provides an effective solution for GD evaluation during 
process qualification. The total test-time is within one day, 
making it readily implementable in industrial test laboratories. 
REFERENCE 
[1] M. Nafria, R. Rodriguez, M. Porti, J. Martin-Martinez, M. 
Lanza, and X. Aymerich, "Time-dependent variability of high-
k based MOS devices: Nanoscale characterization and 
inclusion in circuit simulators," in IEDM Tech. Dig., 2011, pp. 
6.3.1-6.3.4. 
[2] B. Kaczer, T. Grasser, P. J. Roussel, J. Franco, R. Degraeve, L. 
A. Ragnarsson, E. Simoen, G. Groeseneken, and H. Reisinger, 
"Origin of NBTI variability in deeply scaled pFETs," in Proc. 
IRPS, 2010, pp. 26-32. 
 
10
0
10
2
10
4
10
6
10
8
10
-1
10
0
10
1
10
2
10
3
Stress time [s]
G
D
 [
m
V
]
0 20 40 60 80 100
0.001
0.02
0.1
0.25
0.5
0.75
0.9
0.98
0.999
Data
P
ro
b
a
b
ili
tyFig. 10 Simulation procedure for generating ΔVth_GD. 
Table I The input parameters for GD simulation 
Fig. 11 (a) Simulated GD kinetics under Vgov=-1.5V. Each ‘+’ 
represents one simulated device. The 'o' at each stress time is the average 
of 3000 devices. The comparison between the measurement and 
simulaton for (b) avearged GD, μ(GD) and (c) standard deviation, 
σ(GD). The simulation agrees with test data, which were independently 
obtained and were not used for model parameter extraction. 
Fig. 12 The distributions under different time. the results is from 3000 
Monto Carlo simulation similar to Fig.11a but under Vgov= -0.5V.  
Time inc. 
80mV@2σ 
 
57mV@1σ 
|Vgov|=-0.5V 
G  [mV] 
(a) 
Vgov=-1.5V 
>100mV@3σ 
 
44mV@0σ 
[3] S. Pae, J. Maiz, C. Prasad, and B. Woolery, "Effect of BTI 
Degradation on Transistor Variability in Advanced 
Semiconductor Technologies," IEEE Trans. Device Mater. 
Rel., vol. 8, no. 3, pp. 519-525, 2008. 
[4] R. Pengpeng, R. Wang, Z. Ji, H. Peng, J. Xiaobo, G. Shaofeng, 
L. Mulong, M. Duan, J. F. Zhang, W. Jianping, L. Jinhua, B. 
Weihai, W. Jingang, W. Waisum, Y. Shaofeng, W. Hanming, 
L. Shiuh-Wuu, X. Nuo, and H. Ru, "New insights into the 
design for end-of-life variability of NBTI in scaled high-
k/metal-gate Technology for the nano-reliability era," in IEDM 
Tech. Dig., 2014, pp. 34.1.1-34.1.4. 
[5] L. Gerrer, J. Ding, S. M. Amoroso, F. Adamu-Lema, R. Hussin, 
D. Reid, C. Millar, and A. Asenov, "Modelling RTN and BTI 
in nanoscale MOSFETs from device to circuit: A review," 
Microelectron. Rel., vol. 54, no. 4, pp. 682-697, 2014. 
[6] V. Huard, "Two independent components modeling for Negative 
Bias Temperature Instability," in Proc. IRPS, pp. 33-42, 2010. 
[7]  D. S. Ang, S. C. S. Lai, G. A. Du, Z. Q. Teo, T. J. J. Ho, and Y. 
Z. Hu, "Effect of Hole-Trap Distribution on the Power-Law 
Time Exponent of NBTI," IEEE Electron Devices Lett, pp.751-
753, 2009. 
[8] R. Gao, Z. Ji, S. M. Hatta, J. F. Zhang, J. Franco, B. Kaczer, W. 
Zhang, M. Duan, S. D. Gendt, D. Linten, G. Groeseneken, J. 
Bi, and M. Liu, "Predictive As-grown-Generation (A-G) model 
for BTI-induced device/circuit level variations in nanoscale 
technology nodes," in IEDM Tech. Dig., 2016, pp. 31.4.1-
31.4.4. 
[9] M. Luo, R. Wang, S. Guo, J. Wang, J. Zou, and R. Huang, 
"Impacts of random telegraph noise (RTN) on digital circuits," 
IEEE Trans. Electron Devices, vol. 62, no. 6, pp. 1725-1732, 
2015. 
[10] T. Grasser, H. Reisinger, P. J. Wagner, F. Schanovsky, W. 
Goes, and B. Kaczer, "The time dependent defect spectroscopy 
(TDDS) for the characterization of the bias temperature 
instability," in Proc. IRPS, 2010, pp. 16-25. 
[11] T. Grasser, M. Waltl, Y. Wimmer, W. Goes, R. Kosik, G. 
Rzepa, H. Reisinger, G. Pobegen, A. El-Sayed, A. Shluger, and 
B. Kaczer, "Gate-sided hydrogen release as the origin of 
"permanent" NBTI degradation: From single defects to 
lifetimes," in IEDM Tech. Dig., 2015, pp. 20.1.1-20.1.4. 
[12] M. Toledano-Luque, B. Kaczer, J. Franco, P. J. Roussel, M. 
Bina, T. Grasser, M. Cho, P. Weckx, and G. Groeseneken, 
"Degradation of time dependent variability due to interface 
state generation," in VLSI Symp. Tech. Dig., 2013, pp. T190. 
[13] JEDEC, "Failure Mechanisms and Models for Semiconductor 
Devices," Alexandria, VA, USA, 2011. 
[14] Z. Ji, S. F. W. M. Hatta, J. F. Zhang, J. G. Ma, W. Zhang, N. 
Soin, B. Kaczer, S. D. Gendt, and G. Groeseneken, "Negative 
bias temperature instability lifetime prediction: Problems and 
solutions," in IEDM Tech. Dig., 2013, pp. 15.6.1-15.6.4. 
[15] A. Kerber, S. A. Krishnan, and E. A. Cartier, "Voltage Ramp 
Stress for Bias Temperature Instability Testing of Metal-
Gate/High-k Stacks," IEEE Electron Device Lett., vol. 30, no. 
12, pp. 1347-1349, 2009. 
[16] A. Kerber and E. Cartier, "Application of VRS Methodology 
for the Statistical Assessment of BTI in MG/HK CMOS 
Devices," IEEE Electron Device Lett., vol. 34, no. 8, pp. 960-
962, 2013. 
[17] R. Gao, A. B. Manut, Z. Ji, J. Ma, M. Duan, J. F. Zhang, J. 
Franco, S. W. M. Hatta, W. Zhang, B. Kaczer, D. Vigar, D. 
Linten, and G. Groeseneken, "Reliable time exponents for long 
term prediction of negative bias temperature instability by 
extrapolation," IEEE Trans. Electron Devices, pp.1467, 2017. 
[18] Z. Ji, J. Zhang, W. Zhang, X. Zhang, B. Kaczer, S. De Gendt, 
G. Groeseneken, P. Ren, R. Wang, and R. Huang, "A single 
device based Voltage Step Stress (VSS) Technique for fast 
reliability screening," in Proc. IRPS, 2014, pp. GD. 2.1. 
[19] P. Ren, R. Gao, Z. Ji, H. Arimura, J. F. Zhang, R. Wang, M. 
Duan, W. Zhang, J. Franco, S. Sioncke, D. Cott, J. Mitard, L. 
Witters, H. Mertens, B. Kaczer, A. Mocuta, N. Collaert, D. 
Linten, R. Huang, A. V.-Y. Thean, and G. Groeseneken, 
"Understanding charge traps for optimizing Si-passivated Ge 
nMOSFETs," VLSI Symp. Tech. Dig., 2016. 
[20] C. Prasad, M. Agostinelli, J. Hicks, S. Ramey, C. Auth, K. 
Mistry, S. Natarajan, P. Packan, I. Post, and S. Bodapati, "Bias 
temperature instability variation on SiON/Poly, HK/MG and 
trigate architectures," in Proc. IRPS, 2014, pp. 6A. 5.1-6A. 5.7. 
[21] S. E. Rauch, "Review and reexamination of reliability effects 
related to NBTI-induced statistical variations," IEEE Trans. 
Device Mater. Rel., vol. 7, no. 4, pp. 524-530, 2007. 
[22] A. Asenov, B. Cheng, D. Dideban, U. Kovac, N. Moezi, C. 
Millar, G. Roy, A. R. Brown, and S. Roy, "Modeling and 
simulation of transistor and circuit variability and reliability," 
in Proc. CICC, 2010, pp. 1-8. 
[23] M. Duan, J. F. Zhang, Z. Ji, W. D. Zhang, B. Kaczer, T. 
Schram, R. Ritzenthaler, G. Groeseneken, and A. Asenov, 
"New analysis method for time-dependent device-to-device 
variation accounting for within-device fluctuation," IEEE 
Trans. Electron Devices, vol. 60, no. 8, pp. 2505-2511, 2013. 
[24] P. Ren, C. Liu, R. Wang, M. Li, Y. Wang, and R. Huang, 
"Impacts of cycle-to-cycle variation effects on the prediction 
of NBTI degradation and the resulted dynamic variations in 
high-к MOSFETs," in Proc. Int. Symp. VLSI-TSA, 2013, pp. 1-
2. 
[25] M. Toledano-Luque, B. Kaczer, T. Grasser, P. J. Roussel, J. 
Franco, and G. Groeseneken, "Toward a streamlined 
projection of small device bias temperature instability lifetime 
distributions," J. Vac. Sci. Technol. B, vol. 31, no. 1, p. 
01A114, 2013. 
[26] G. Math, C. Benard, J. L. Ogier, and D. Goguenheim, 
"Geometry effects on the NBTI degradation of PMOS 
transistors," in Proc. IEEE IRW Final Rep., 2008, pp. 60-63. 
[27] M. Toledano-Luque, B. Kaczer, J. Franco, P. J. Roussel, T. 
Grasser, T. Y. Hoffmann, and G. Groeseneken, "From mean 
values to distributions of BTI lifetime of deeply scaled FETs 
through atomistic understanding of the degradation," in VLSI 
Symp. Tech. Dig., 2011, pp. 152-153. 
[28] A. Asenov, B. Cheng, X. Wang, A.Brown, C. Millar, C. 
Alexander, S. Amoroso, J. B. Kuang, and S. R. Nassif, 
“Variability Aware Simulation Based Design Technology 
Cooptimization (DTCO) Flow in 14 nm FinFET/SRAM 
Cooptimization,” IEEE Trans. Electron, Dev. pp.1682, 2015. 
[29] S. Dongaonkar, M. Giles, A. Kornfeld, B. Grossnickle, and J. 
Yoon, "Random telegraph noise (RTN) in 14nm logic 
technology: High volume data extraction and analysis," in 
VLSI Symp. Tech. Dig., 2016, pp. 1-2. 
