f acting on the weighted Fock space H 2 t , we consider the semi-commutator T
f acting on the weighted Fock space H 2 t , we consider the semi-commutator T
f g , where t > 0 is a certain weight parameter that may be interpreted as Planck's constant in Rieffel's deformation quantization. In particular, we are interested in the semi-classical limit ( * ) lim
It is well-known that T
f g t tends to 0 under certain smoothness assumptions imposed on f and g. This result was recently extended to f, g ∈ BUC(C n ) by Bauer and Coburn. We now further generalize ( * ) to (not necessarily bounded) uniformly continuous functions and symbols in the algebra VMO ∩ L ∞ of bounded functions having vanishing mean oscillation on C n . Our approach is based on the algebraic identity T
g , where H
(t) g denotes the Hankel operator corresponding to the symbol g, and norm estimates in terms of the (weighted) heat transform. As a consequence, only f (or likewise only g) has to be contained in one of the above classes for ( * ) to vanish. For g we only have to impose lim sup t→0 H (t) g t < ∞, e.g. g ∈ L ∞ (C n ). We prove that the set of all symbols f ∈ L ∞ (C n ) with the property that lim t→0 T
g − T 
Introduction
For a suitable family of functions F and Poisson bracket {·, ·}, one can consider the deformation quantization (in the sense of Rieffel [18, 19] {f,g} t = 0. A typical approach to obtain such a quantization is to consider a family of weighted probability measures µ t on some domain Ω ⊆ C n with corresponding Lebesgue space L 2 (Ω, µ t ) and then associate a Toeplitz operator T (t) f to every f ∈ F . This construction was considered for functions on several different domains Ω and results like (1.1) have been obtained under certain smoothness assumptions on the functions f and g (see [9, 10, 11, 12, 13, 14, 15, 16, 17] ).
In this paper we are interested in the case where Ω = C n and {µ t } t>0 is a family of Gaussian measures defined below. It has been shown in [15] that (1.1) holds in case f and g are the sum of trigonometric polynomials and (2n + 6)-times continuously differentiable functions with compact support. In [13] this result was extended to symbols f and g whose derivatives up to order (4n + 6) are continuous and bounded. It was shown recently in [5] that the second equation of (1.1) even holds for bounded uniformly continuous symbols (BUC).
The goal of the present paper is to push this result even further by considering (no longer bounded) uniformly continuous functions (UC(C n )) as well the classical space [20] of bounded functions of vanishing mean oscillation (
is a well-studied algebra which also contains discontinuous functions.
The corresponding results for bounded symmetric domains have been obtained recently in [7] and the methods of proof are rather similar. Consider the standard identity
where
· denotes the corresponding Hankel operator. The idea now is to show that H (t) f t tends to 0 if f is reasonably chosen. As a benefit of this approach, we only have to assume that H (t) g t is uniformly bounded near 0 in order to obtain
In particular, g can be chosen to be an arbitrary L ∞ -function.
Here is a short outline of our approach: In Section 2 we fix the notation. Let f be a function of bounded mean oscillation. We generalize a norm estimate on Hankel operators in [2] to the family of Hankel operators H (t) f , t > 0 acting on differently weighted Fock spaces. The main issue here is to choose the constant which appears in the norm estimate independently of the weight parameter t. Sections 3 and 4 contain the proof of the semi-classial limit ( * ) for uniformly continuous operator symbols and bounded symbols in VMO(C n ), respectively. In Section 5 of the paper we consider the algebra Op(L) of all decomposable bounded operators
Theorem 5.7 shows that the set A of all symbols f ∈ L ∞ (C n ) such that the semi-commutators
for all g ∈ L ∞ (C n ) belong to the ideal I is a closed and conjugate-closed subalgebra of L ∞ (C n ) and it precisely coincides with
In Section 6 we show that the first equation of (1.1) holds for all f ∈ L ∞ (C n ). In Section 7 we provide some more examples of functions that do not satisfy the second equation of (1.1) (a first example was already given in [5] ) as well as some further comments.
Notation and time dependent norm estimates
Let n ∈ N and consider the Euclidean n-space C n . With z, w ∈ C n we denote by z, w := z 1 w 1 + · · · + z n w n and |z| = z, z the Euclidean inner product and norm, respectively. For t > 0 we consider the following Gaussian probability measures 
For a measurable function f and an analytic function g ∈ H
t , we write
for the corresponding Toeplitz and Hankel operators, respectively, where P (t) denotes the orthogonal projection from L 2 t onto H 2 t . Note that P (t) can be expressed as the integral operator:
On L 2 t we have the usual inner product
For any linear operator X with domain and range in L 2 t we have the usual operator norm X t = sup{ Xf t / f t : f = 0}. For bounded (or essentially bounded) functions f we write f ∞ for the supremum (or essential supremum) of |f |.
In some of our results we allow operator symbols f in the space UC(C n ) which contains unbounded functions. Then the Toeplitz operator T (t) f may be unbounded as well. Hence we have to specify the domain and carefully define operator products. This issue is discussed in [1] where a function space Sym(C n ) and an increasing scale (H n t ) n∈N of Hilbert spaces in L 2 t are defined. It is shown that P (t) and the multiplication M f for all f ∈ Sym(C n ) are operators acting on this scale. In particular, finite products of these operators are welldefined. One easily checks that Sym(C n ) contains the space UC(C n ) and therefore we can form finite products of Toeplitz operators with uniformly continuous symbols.
We will also need the heat transform
t by the Cauchy-Schwarz inequality.
The mean oscillation of a function f is given by
We will say that a function f has bounded mean oscillation if the semi-norm
is finite. The (linear) space of all functions having finite BMO t * semi-norm is denoted by
Recall that the right hand side (as a vector space) does not depend on the parameter t (see [6] ) and therefore we do not indicate t in the notation. A different, more standard version of BMO * (C n ) is considered in Section 4. As is well-known BMO * (C n ) contains unbounded functions. Hankel operators with symbols in BMO * (C n ) are considered in [2] and it is shown that they are bounded on a dense domain. We mention that our notations of the spaces BMO * (C n ), BMO(C n ) and VMO(C n ) in Section 4 are different from the ones in [2] .
In the remaining part of this section we generalize a norm estimate for Hankel operators in [2] to operators acting on the above family of Hilbert spaces. For each t > 0 consider the operator
A simple calculation shows that U t is an isometry onto L with inverse U
. Moreover, U t restricts to an isometry from H and for all f ∈ L ∞ (C n ) one has:
Clearly, the first equality remains true for an unbounded operator symbol f when we restrict the product of operators to the maximal domain of M f . Combining these two relations gives
, (2.5)
The following result is Theorem 4.2 in [2]:
) f is bounded and there is a constant C > 0 independent of f such that
We can use the family of isometries (U t ) t>0 between the differently weighted L 2 -spaces to generalize the inequality (2.7) with a t-independent constant C. Note that for z ∈ C n :
and therefore we obtain the identity:
Then there is a constant C > 0 independent of t > 0 and f such that
Proof. We combine Theorem 2.2 with (2.6) and (2.8):
where C > 0 is the constant in Theorem 2.2 which is independent of t and f .
Operators with uniformly continuous symbols
In the following we denote by UC(C n ) the space of all uniformly continuous complex valued functions on C n . Moreover, we write
for the C * algebra of all bounded uniformly continuous functions. The next two propositions recall some results from [4] : 
In the last equality we have use the identity (2.8) again.
Proof. Let > ε > 0 be fixed and choose δ > 0 such that |f (z) − f (w)| < ε for all z, w ∈ C n with |z − w| < δ. We divide the domain of integration into two parts:
∞ ≤ ε for sufficiently small t. Thus the integrand can be estimated as follows:
In the case |z| < δ we get |f (w − z) − f (w)| < ε and thus
for sufficiently small t.
In the case |z| ≥ δ we observe that f is the sum of a bounded and a Lipschitz continuous function (cf. Proposition 3.1) and hence |f (w −z)−f (w)| ≤ C(1+|z|) for a suitable constant C. Now,
. As the integral on the right-hand side is bounded, the whole term converges to 0 as t → 0. We conclude MO t (f )(w) → 0 uniformly in w. Thus the assertion follows.
g , it is sufficient to show
This follows from Corollary 2.3 in combination with Proposition 3.3.
Another interesting question is: For which symbols f and g are the semi-commutators T
f g in (3.3) compact? In other words, what is the maximal algebra T generated by Toeplitz operators so that the Calkin algebra T /K(H 2 t ) is commutative? For BUCsymbols we will answer these questions in Proposition 3.6 below. Therefore we need the following notions:
For a bounded and continuous function f :
The space of functions having vanishing oscillation is
Note that in fact VO(C n ) ⊂ BUC(C n ). Indeed, for f ∈ VO(C n ) and ε > 0 we may choose a compact subset K ⊂ C n such that Osc z (f ) < ε for all z ∈ C n \ K. As f is uniformly continuous on compact sets, there is a δ K so that |f (z) − f (w)| < ε for all z ∈ K, w ∈ C n with |z − w| < δ K . Thus |f (z) − f (w)| < ε for all z, w ∈ C n with |z − w| < min{δ K , 1}. Here is one possible way of constructing functions in VO(C n ):
Example 3.5. Choose f ∈ BUC(R) and compose it with a function g : C n → R that is continuous on C n , differentiable in a neighborhood of ∞ and its derivative g ′ tends to 0 as |z| → ∞. To show that f • g is in VO(C n ), choose ε > 0 and select δ > 0 such that |f (x) − f (y)| < ε for x, y ∈ R with |x − y| < δ. By the mean value theorem we may choose R > 0 sufficiently large such that |g(z) − g(w)| < δ for all z, w ∈ C n with |z| > R and |z − w| < 1. This implies |(f • g)(z) − (f • g)(w)| < ε and hence Osc z (f • g) → 0 as |z| → ∞. We conclude f • g ∈ VO(C n ). For a concrete example consider z → exp(i |z|).
With these preparations we can now prove the following proposition. Proposition 3.6. Let f ∈ BUC(C n ) and t > 0. Then the following are equivalent:
f and H 
As the sum of two functions in VO(C n ) is obviously again in VO(C n ), we conclude that f is in VO(C n ).
That (ii) and (iii) are equivalent is standard.
Symbols in VMO
In the present section we consider the quantization problem for operators with symbols of vanishing mean oscillation. We start by recalling some notation. Consider locally integrable functions f : R n → C with average value
on a bounded measurable subset E ⊂ R n with finite measure |E|. We consider the variance of f on E
as well as the corresponding quantity
Definition 4.1. (see [20, 21] ) We say f is in BMO(R n ) if the set
and, for all n-cubes E,
sup Osc E (f ) : |E| ≤ a = 0.
If we replace Osc E (f ) by Var E (f ), we get new sets BMO 2 (R n ) and VMO 2 (R n ).
Remark 4.2. BMO(R 2n ) and BMO * (C n ) defined earlier are quite different. In particular,
The Cauchy-Schwarz inequality shows that
Direct calculation shows (eg. [8, p. 313])
Lemma 4.3. We have, for arbitrary bounded measurable subsets E,
so that, for F ⊂ E,
Remark 4.4. Because of Lemma 4.3, BMO 2 (R n ) and VMO 2 (R n ) have the additional property that n-cubes can be replaced by n-balls in their definitions. We need only consider the inscribed and circumscribed balls for a given cube.
In the analysis that follows, we identify C n with R 2n in the standard way and we consider the set VMO(C n ) ∩ L ∞ (C n ), the essentially bounded functions in VMO(C n ). It is easy to see that BUC(C n ) ⊂ VMO 2 (C n ). However, there are discontinuous functions in
We have:
Proof. A easy estimate using |f − f E | ≤ 2 f ∞ implies (4.1). Integrating the inequality
The remainder of the proof is standard.
Remark 4.6. Theorem 4.5 gives, for C n (or R n ), a classical result of Sarason [20] for the circle. Now we consider the quantization problem for Toeplitz operators with bounded symbols in VMO(C n ). In the definitions above and for convenience we pass from n-cubes E ⊂ C n to Euclidean n-balls B(x, ρ) := {z ∈ C n : |z − x| < ρ} centered at x ∈ C n and with radius ρ > 0, cf. Remark 4.4.
Lemma 4.7. Let f ∈ L ∞ (C n ) and x ∈ C n . Then, for all ρ > 0 and all t > 0 we have
Standard arguments show that L attains a global minimum at c =f (t) (x). Hence the lemma follows from
Proof. Let t > 0 and fix a parameter α > 0 which we will specify later on. According to Lemma 4.7 we can estimate the mean oscillation of f as follows:
We denote the first and the second integral by I 1,t,α (x) and I 2,t,α (x), respectively, and estimate them separately. By the Cauchy-Schwarz inequality we have
The first integral takes the form
uniformly for x ∈ C n . Next we estimate the second integral I 2,t,α (x). We obtain
Let ε > 0 and with (4.3) choose α > 0 sufficiently large such that 0 ≤ I 2,t,α (x) < ε. With this fixed α > 0 and (4.2) we can choose t > 0 sufficiently small such that I 1,t,α (x) < ε for all x ∈ C n . Then
and the assertion follows.
Proof. It is sufficient to show that lim t→0 H (t) f t = 0. In fact, this follows from Theorem 4.8 and Corollary 2.3.
Fock quantization algebras
We now consider the direct integral
t -spaces. In the following we write decomposable operators X on L in the form
The algebra of such operators is denoted by Op(L). The set
is a closed two-sided ideal in Op(L). We also consider the direct integral of the Fock spaces
Remark 5.1. The Toeplitz and Hankel operators T f = ⊕ t>0 T (t)
The Toeplitz operators are also in Op(H).
Noting that
for all t > 0, we consider the set
A is a closed, conjugate-closed subalgebra of L ∞ (C n ) and we have
In particular, the following inclusion holds:
Proof. It is easy to check (see [8] ) that
where for a, u ∈ C n we define:
Hence, by applying Lemma 4.3, we can estimate the mean oscillation from below as follows:
Note that there is a constant C n only depending on the complex dimension n such that
From this, the statement follows.
Finally, (5.9) together with Lemma 5.6 shows:
Theorem 5.7 indicates that in case of the ideal I the algebra VMO(C n ) ∩ L ∞ (C n ) plays a similar role as VO(C n ) in case of compact operators (cf. Proposition 3.6).
On the limit of the norm of Toeplitz operators
For each function f in BUC(C n ), [15, Theorem 1] shows the following identity
Here, we extend this result to operator symbols f ∈ L ∞ (C n ) by showing thatf (t) converges pointwise almost everywhere to f . The result will then be a consequence of Remark 2.1.
Recall that the heat transform f (t) t>0 has the semi-group property, i.e. for s, t > 0 and
Moreover, the assignment f →f (t) is a contraction on L ∞ (C n ), i.e. f (t) ∞ ≤ f ∞ for every t > 0. Letting s > t > 0 and combining these properties shows
∞ is monotone decreasing and lim
As a further preparation, we show that the heat transform is bounded by the HardyLittlewood maximal function for any locally integrable f . The Hardy-Littlewood maximal function f * is defined by where |B(0, r)| denotes the (Lebesgue) volume of the ball with radius r as usual.
Lemma 6.1. For every t > 0, w ∈ C n and any locally integrable function f we have |f (t) (w)| ≤ Cf * (w), where C is some constant that only depends on the dimension n.
Proof. Recall that the volume of a (real) 2n-dimensional ball of radius r is given by π n n! r 2n . The result now follows by the following computation: Now we are ready to prove the theorem announced at the beginning of this section. Proof. Let f ∈ L ∞ (C n ), K ⊂ C n compact and δ, ε > 0. Choose r sufficiently large such that K ⊂ B(0, r) and (6.11) C n \B(w,r) dµ t (z) < ε f ∞ for all t ∈ (0, 1) and w ∈ K. To see that this is possible observe that for sufficiently large |z| the weight
4t is decreasing as t → 0. We may thus choose a radius r 0 such that (6.11) holds for some w 0 ∈ K. Adding the diameter of K to r 0 yields a sufficiently large radius r.
Cutting f at that radius, i.e. setting g 0 := f · χ B(0,r) ∈ L 1 (C n , dv), we get |f (t) (w) −g 0 (t) (w)| = C n \B(w,r)
|f (w − z)| dµ t (z) < ε for all w ∈ K and t ∈ (0, 1). Now choose a continuous function g 1 of compact support such that g 0 − g 1 L 1 < δ. Then, by the inequality above and Proposition 3.2, |f (t) (w) − f (w)| ≤ |f (t) (w) −g 0 (t) (w)| + |g 0 (t) (w) −g 1 (t) (w)| + |g 1 (t) (w) − g 1 (w)|
