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Introduction
Le but de cet article est de prouver que les ope´rateurs d’entrelacement qui interviennent dans les
se´ries d’Eisenstein construites avec des formes automorphes de carre´ inte´grable et des paraboliques
maximaux sont holomorphes au voisinage de l’axe re´el positif. Ici on ne travaille que localement donc
on re´exprime le re´sultat diffe´remment ; on renvoie le lecteur a` [18] pour les rapports locaux/globaux.
On fixe donc un gros groupe G classique est un parabolique maximal de ce groupe donc de la forme
GL(D) × G ou` G est un groupe classique de meˆme type que G ; c’est G qui intervient dans cet
article. On fixe une repre´sentation irre´ductible π de G ; on suppose qu’elle est composante locale d’une
forme automorphe de carre´ inte´grable ; on oublie le fait que la conjecture de Ramanujan n’est pas
connue pour les groupes GL, cela n’a pas d’importance se´rieuse pour nos proble`mes d’holomorphie
et on suppose donc que π est dans un paquet d’Arthur ; on rappelle les de´finitions et constructions
ci-dessous. On fixe une repre´sentation de Steinberg de GL(D), note´ ici σ et on de´finit une fonction
me´romorphe r(σ, ψ, s) qui de´pend de σ et de ψ (ceci est fait en 3.1) mais on peut dire simplement que
r(σ, ψ, s) est le facteur de normalisation de´fini au moins the´oriquement par Langlands et Shahidi pour
l’entrelacement σ| |s × πL → σ
∗| |−s × πL ou` πL est une des repre´sentations du paquet de Langlands
inclus dans le paquet d’Arthur de´fini par ψ. Donc en ge´ne´ral la fonction r(σ, π, s) n’est pas le facteur
de normalisation de Langlands-Shahidi pour l’entrelacement pre´ce´dent quand on remplace πL par π
sauf si ψ est tempe´re´ c’est-a`-dire trivial sur la 2e copie de SL(2,C) ; c’est le seul cas ou` paquet de
Langlands et paquet d’Arthur co¨ıncident. On note M(σ, π, s) l’ope´rateur d’entrelacement standard
associe´ comme pre´ce´demment a` l’induite σ| |s × π et on pose N(σ, π, s) := r(σ, ψ, s)−1M(σ, π, s) et on
montre dans cet article que N(σ, π, s) est holomorphe au voisinage de l’axe re´el positif.
L’article commence par un rappel des constructions des repre´sentations dans un paquet d’Arthur ; on
simplifie la construction dans le cas d’un morphisme ge´ne´ral en 2.8 ci-dessous ; cette simplification a son
inte´reˆt en soi. L’ide´e est toujours la meˆme on sait de´finir avec une grande pre´cision les repre´sentations
dans un paquet d’Arthur associe´ a` un morphisme ψ si la restriction de ψ a` WF ×SL(2,C) ou` SL(2,C)
est plonge´ diagonalement dans le produit SL(2,C) × SL(2,C) est sans multiplicite´. Le point est
d’obtenir le cas ge´ne´ral a` partir de ce cas particulier en utilisant des modules de Jacquet. Dans la
de´finition orginale on avait rigidifie´ les choix de fac¸on a` avoir une parame´trisation la plus canon-
ique possible ; en fait cette parame´trisation est surtout beaucoup trop rigide et peu compatible aux
proce´dures standard d’induction restriction. On s’affranchit donc de toute rigidite´, on perd encore
plus de renseignements sur la parame´trisation mais on peut alors faire des choix dans chaque situation
et les rendre compatibles a` l’induction ou la restriction que l’on conside`re. Dans cette introduction,
on ne peut pas expliquer toutes les notations ; mais il est certainement assez clair que ψ peut eˆtre
vu comme une repre´sentation de WF × SL(2,C)× SL(2,C) dans un groupe d’automorphismes d’une
forme biline´aire d’un type donne´ (e´ventuellement ne respectant la forme biline´aire qu’a` un scalaire
pre`s). On dit que ψ a bonne parite´ si toutes les sous-repre´sentations irre´ductibles incluses dans ψ sont
aussi a` valeurs dans un groupe d’automorphismes d’une forme de meˆme type. On avait montre´ en [17]
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repris en [19] que par une induction qui pre´serve l’irre´ductibilite´ on se rame`ne a` de´crire les paquets de
repre´sentations associe´s a` un ψ ge´ne´ral au cas des ψ ayant bonne parite´. Ensuite on construit les pa-
quets associe´s a` un morphisme ψ ayant bonne parite´ en construisant un morphisme ψ>> “dominant”
ψ et tel que ψ>> soit de restriction discre`te a` la diagonale et en trouvant les repre´sentations associe´es
a` ψ par module de Jacquet a` partir de celles associe´es a` ψ>> (cf. ci-dessous 2.8) ; c’est la notion de
“dominant” que l’on a simplifie´e. On dit que ψ>> domine ψ s’il existe un ordre total sur l’ensemble
des sous-repre´sentations irre´ductibles incluses dans ψ>> et sur l’ensemble des sous-repre´sentations
irre´ductibles incluses dans ψ (il y a une ambiguite´ si ψ a de la multiplicite´) et une bijection respec-
tant les ordres, du premier ensemble sur le second compatible a` l’action de WF ; de fac¸on explicite en
identifiant une repre´sentation irre´ductible de SL(2,C) a` sa dimension, on voit les sous-repre´sentations
irre´ductibles incluses dans ψ comme un triplet (ρ, a>>, b>>) et la bijection envoie un tel triplet sur un
triplet (ρ, a, b) tel que inf(a, b) = inf(a>>, b>>), sup(a>>, b>>) ≥ sup(a, b) et (a>>−b>>)(a−b) ≥ 0.
Remarquons que l’on ne peut pas trouver de morphisme dominant ψ et de restriction discre`te a` la
diagonale si ψ n’a pas bonne parite´.
La preuve de l’holomorphie des ope´rateurs d’entrelacement se fait de la fac¸on la plus standard qui
soit : on s’arrange pour inclure π dans une induite τ ×π′ ou` π′ sera encore dans un paquet d’Arthur et
on de´compose l’ope´rateur d’entrelacement standard en le produit des 3 ope´rateurs d’entrelacements
standard e´vidents et on montre que ce produit n’a pas de poˆle en utilisant une hypothe`se de re´currence
pour τ ′. On explique en de´tail les choix en 3.2 ; le point de de´part est pour s ∈ R>0, le re´sultat d’Harish-
Chandra qui montre que si π est une se´rie discre`te, alors l’ope´rateur d’entrelacement standard est
holomorphe pour Res > 0 (cf. par exemple [28]) ; en s = 0, c’est uniquement le fait que l’ope´rateur
d’entrelacement normalise´ est autodual et les applications sont pour s > 0.
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1 Quelques notations ge´ne´rales
Dans tout le travail F est un corps p-adique. On conside`re ici un groupe G classique ; le prototype sont
les groupes orthgonaux symplectiques ou unitaires mais graˆce a` une remarque d’Arthur ([5]) on peut
leur adjoindre les groupes Gspin(2n + 1) et les groupes non connexes Gspin(2n) et pour les meˆmes
raisons on peut obtenir les groupes GU(m,F ′/F ) ou` F ′ est une extension quadratique de F . Chacun
de ces groupes (hormi le cas des groupes unitaires) a un groupe dual de la forme G∗ ×WF ou` WF est
le groupe de Weyl de F et ou` G∗ est un groupe classique. Si G est un groupe unitaire, G∗ sera plutoˆt
un groupe line´aire, ceci est largement e´crit dans la litte´rature. On conside`re la repre´sentation naturelle
de G∗ dans un groupe GL(m∗G,C) (cela de´finit m
∗
G) ; si G est un groupe Gspin ou GU il faut prendre
GL(m∗G,C) × C
∗ comme explique´ par exemple dans [5]. On note θ∗ l’automorphisme g 7→ tg−1 (ou
(g, λ) 7→ ( tg−1)λ, λ)) de GL(m∗G,C) (ou GL(m
∗
G,C) × C
∗)) et on note θ l’automorphisme ”dual” et
on impose a` θ de respecter un e´pinglage.
On conside´rera des morphismes de WF ×SL(2,C)×SL(2,C) dans G
∗ continus-alge´briques, borne´s et
semi-simples ; en composant avec la repre´sentation naturelle cela donne une repre´sentation de WF ×
SL(2,C) × SL(2,C). On note ge´ne´riquement ψ un tel morphisme et on note Jord(ψ) l’ensemble des
sous-repre´sentations irre´ductibles incluses dans ψ ; toute repre´sentation irre´ductible de SL(2,C) est
uniquement de´termine´e par sa dimension et on identifie donc Jord(ψ) a` un ensemble de triplets (ρ, a, b)
ou` ρ est une repre´sentation irre´ductible deWF et a, b sont des entiers. On tient compte des multiplicite´s
de ψ dans Jord(ψ). On appelle caracte`re du centralisateur de ψ une application, ǫ, de Jord(ψ) dans
{±1} et on appelle restriction de ǫ au centre de G∗, le signe ǫ(zG∗) := ×(ρ,a,b)∈Jord(ψ)ǫ(ρ, a, b) ou` les
multiplicite´s de Jord(ψ) sont prises en compte. Et on dit que la restriction de ǫ au centre de G∗ est
de´termine´e par le type de G si ǫ(zG∗) = +1 exactement quand G est de´termine´ par une forme biline´aire
dont l’invariant de Hasse est +1. C’est une version combinatoire des notions usuelles.
Graˆce aux travaux de Zelevinsky on sait donc associer une repre´sentation irre´ductible de GL(m∗G, F )
note´e πGL(ψ). Cette repre´sentation est stable par l’action de l’automorphisme exte´rieur deGL(m∗G, F ),
note´ θ ci-dessus et on prolonge cette repre´sentation au produit semi-direct de GL(m∗G, F ) × {1, θ} ;
ici il n’est pas important de fixer le prolongement. On appelle θ-trace la trace de cette repre´sentation
limite´e a` la composante non connexe de ce produit semi-direct ; on identifie une telle trace a` une
fonction sur GL(n,F ) invariante par θ-conjugaison.
On utilisera aussi la notation suivante bien commode : soit π une repre´sentation de G et ρ une
repre´sentation cuspidale unitaire d’un groupe line´aire GL(dρ, F ), ce qui de´finit dρ. On suppose qu’il
existe un groupe G′ de meˆme type que G et de rang dρ plus petit tel que GL(dρ, F ) × G
′ soit un
sous-groupe de Levi de G. On note x un re´el et Jacρ| |xπ ou simplement Jacxπ (quand ρ est fixe´)
l’e´le´ment du groupe de Grothendieck de G′, encore vu comme une repre´sentation semi-simple de
G′ tel que le module de Jacquet de π relativement a` un parabolique de Levi GL(dρ, F ) × G
′ soit
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de la forme ρ| |x ⊗ Jacxπ ⊕σ′ 6≡ρ| |x,π′ σ
′ ⊗ π′, e´galite´ dans le groupe de Grothendieck. Soit πGL une
repre´sentation de GL(m∗G, F ) ; on de´finit de fac¸on analogue Jac
θ
xπ
GL comme repre´sentation semi-
simple de GL(m∗G − 2dρ, F ) telle que le module de Jacquet de π
GL relativement a` un parabolique de
Levi GL(dρ, F ) × GL(m
∗
G − 2dρ, F ) × GL(dρ, F ) soit, dans le groupe de Grothendieck, de la forme
ρ| |x⊗Jacθxπ
GL⊗θ(ρ| |x)⊕σ′,σ′′,τσ
′⊗τ⊗σ′′ ou` (σ′, σ′′) parcourt l’ensemble des couples de repre´sentations
irre´ductibles de GL(dρ, F ) sauf le couple (ρ| |
x, θ(ρ| |x)).
L’induction pour les repre´sentations est note´e par x ; soit ρ une repre´sentation cuspidale d’un groupe
line´aire GL(dρ, F ) et soit [x, y] un segment croissant ou de´croissant. Graˆce aux travaux de Bernstein
et de Zelevinsky, on sait que l’induite ρ| |x × · · · × ρ| |y a un unique sous-module irre´ductible. Ce sous-
module est note´, soit < ρ| |x, · · · , ρ| |y > soit de fac¸on plus traditionnelle < x, · · · , y >ρ. Graˆce aux
travaux de Zelevinsky, on peut ge´ne´raliser cette construction a un ensemble de multisegments dans
les cas suivants ; conside´rons une matrice, A, (non ne´cessairement rectangulaire), dont les lignes et les
colonnes sont des segments de croissance diffe´rentes




Bt · · · · · · At
ou` pour tout i ∈ [1, t], [Bi, Ai] est un segment lie´ au sens de Zelevinsky a` celui qui le pre´ce`de et a`
celui qui le suit, soit croissant avec alors B1 > · · · > Bt et soit de´croissant avec B1 < · · · < Bt. Dans
l’e´criture, l’e´le´ment en dessous de B1 est B1−1, donc Bt n’est pas ne´cessairement de´cale´ par rapport a`
B1. Dans ce cas l’induite, pour le GL convenable < B1, · · · , A1 >ρ × · · · < Bt, · · · , At >ρ a un unique
sous-module irre´ductible que l’on note < A >ρ. Le type meˆme de repre´sentations qui interviennent
de`s que l’on e´tudie les paquets d’Arthur sont les repre´sentations Speh(St(ρ, a), b) pour des entiers a, b
qui, dans cette e´criture sont les repre´sentations associe´es a` la matrice rectangulaire ci-dessous et aussi
a` la transpose´e de cette matrice.




−(a+ b)/2 + 1 · · · −(a− b)/2
Une convention importante
On s’inte´resse aux ope´rateurs d’entrelacement associe´s a` l’e´le´me´nt du groupe de Weyl de longueur
maximale, pour des induites de la forme σ| |s × π ou` σ est une repre´sentation de Steinberg (unitaire)
et s ∈ R≥0. En ge´e´rale l’image est a` valeurs dans une induite de la forme σ˜| |
−s × π ou` σ˜ est la
contragre´diente de σ parfois tordu par un caracte`re de´pendant de π (cas des groupes de similitudes) ;
pour simplifier la notation on suppose que σ˜ ≃ σ. C’est le seul cas important.
2 Rappel sur les paquets d’Arthur
2.1 De´finition des parame`tres
On fixe ψ comme dans 1. A un tel morphisme Arthur associe un ensemble fini de repre´sentations
irre´ductibles de G, ensemble note´ Π(ψ) uniquement de´termine´ par le fait qu’une combinaison line´aire
convenable a` coefficient tous non nuls des traces des e´le´ments de Π(ψ) se transfe`re en la θ-trace de
πGL(ψ).
Le seul cas particulier de ce re´sultat dont nous avons besoin est celui beaucoup plus simple des paquets
de se´ries discre`tes ; on suppose que ψ est trivial sur la 2e copie de SL(2,C) et que la repre´sentation
de´finie par ψ n’a pas de multiplicite´. Dans ce cas Π(ψ) est forme´e de se´ries discre`tes de G ; leur nombre
est exactement 2long(ψ)−1 ou` long(ψ) est la longueur de ψ en tant que repre´sentation deWF×SL(2,C).
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Avec cela on a de´duit l’existence d’une classification des repre´sentations cuspidales de G sous la forme
suivante (les de´finitions de sans trou et alterne´ sont apre`s l’e´nonce´) :
Proposition 2.1.1 Il existe une bijection entre l’ensemble des classes d’isomorphie de repre´sentations
cuspidales irre´ductibles de G et l’ensemble des couples ψ, ǫ ou` ψ est un morphisme discret et sans trou
et ǫ est un caracte`re alte´rne´ du centralisateur de ψ de restriction au centre de G∗ impose´e par G.
On dit que ψ est discret si la repre´sentation de WF × SL(2,C) est sans multiplicite´ ; on dit que ψ est
sans trou si quand Jord(ψ) contient (ρ, a) avec a > 2, il contient aussi (ρ, a − 2) . Le caracte`re du
centralisateur de ψ est dit alterne´ si, vu comme application de Jord(ψ) dans {±1} il prend des valeurs
diffe´rentes sur (ρ, a) et (ρ, a− 2) en prenant la valeur − sur tout couple de la forme (ρ, 2).
L’application qui a` une repre´sentation cuspidale π associe le morphisme ψ est uniquement de´termine´e
par la proprie´te´ suivante : soit ρ une repre´sentation cuspidale de GL(dρ, F ) autoduale. On sait alors
d’apre`s Silberger qu’il existe un unique re´el xρ,π ∈ R≥0 tel que l’induite ρ| |
xρ,π ×π soit re´ductible. On
pose Red(π) := {(ρ, xρ,π);xρ,π > 1/2}. Alors Jord(ψ) = {(ρ, 2xρ,π − 1); (ρ, xρ,π) ∈ Red(π)}.
La seule de´monstration que je connais de ce re´sultat utilise l’existence de Π(ψ) dans le cas particulier
des morphismes triviaux sur la 2e copie de SL(2,C) et ceci est duˆ a` Arthur et ne´cessite le lemme
fondamental ordinaire et tordu, ainsi que le transfert pour toutes les fonctions localement constantes
a` support compact.
Avec cela on peut utiliser [14], [20] pour construire toutes les se´ries discre`tes de G, ou on peut utiliser
les re´sultats d’Arthur pour cette meˆme construction ; on a de´ja` montre´ que les constructions co¨ıncident.
On ne fait alors plus d’hypothe`ses sur ψ et on construit un paquet de repre´sentations Π(ψ) en [16]
repris en [19]. Et la construction est faite de telle sorte que la proprie´te´ de transfert pour les ψ
discrets donne la proprie´te´ de transfert pour les ψ ge´ne´raux. Ici on n’a pas besoin de savoir de quelle
combinaison line´aire il s’agit. Les paquets que nous avons construits sont donc les paquets qu’Arthur
trouvent (une fois tous les lemmes fondamentaux de´montre´s) par son e´tude des formules des traces.
Arthur annonce que la somme des se´ries discre`tes dans un paquet Π(ψ) avec ψ de restriction triviale
a` la 2e copie de SL(2,C) est la (a` un scalaire pre`s) combinaison line´aire stable dans le paquet. On
a alors montre´ en [16] quelle est la combinaison line´aire stable dans le paquet Π(ψ) ; les coefficients
sont des signes explicites. Ici on a besoin d’une description/construction des e´le´ments de Π(ψ) pour
un ψ ge´ne´ral que l’on va rappeler et que l’on simplifiera un peu ci-dessous. Dans cet article, on va
utiliser le calcul des coefficients mais on pourrait tre`s bien garder des coefficients non calcule´s, cela ne
changerait rien.
Fixons ψ ; on note ψ|∆ la restriction de ψ a` WF ×SL(2,C) ou` SL(2,C) est plonge´ diagonalement dans
SL(2,C)× SL(2,C).
Pour construire les e´le´ments de Π(ψ) on commence par le faire dans des cas ou` ψ|∆ est sans multiplicite´ ;
on appelle ce cas le cas ou` ψ est de restriction discre`te a` la diagonale. Ceci a e´te´ traite´ en de´tail dans
[16] avec les re´sultats de [22].
Sous cette hypothe`se Π(ψ) est en bijection avec les couples t, η d’applications de´finies sur Jord(ψ)
ou` pour tout (ρ, a, b) ∈ Jord(ψ), t(ρ, a, b) ∈ [0, [inf(a, b)/2]] et η(ρ, a, b) ∈ {±1} avec η(ρ, a, b) = +
si t(ρ, a, b) = inf(a, b)/2 ; de plus a` un tel couple t, η on associe (cf. ci-dessous) un caracte`re du
centralisateur de ψ, pour nous une application, ǫt,η de Jord(ψ) dans {±1} et ce caracte`re a` sa restriction
au centre de G∗ de´termine´e par la forme de G, c’est-a`-dire pour nous ×(ρ,a,b)∈Jord(ψ)ǫt,η(ρ, a, b) = ǫG
ou` ǫG est l’invariant de Hasse intervenant dans la de´finition de la forme biline´aire que G respecte
(e´ventuellement a` un scalaire pre`s). Par de´finition :
∀(ρ, a, b) ∈ Jord(ψ), ǫt,η(ρ, a, b) = η(ρ, a, b)
inf(a,b)(−1)[inf(a,b)/2]+t(ρ,a,b).
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On note π(ψ, t, η) ou plus simplement π(t, η) la repre´sentation correspondant a` t, η. On pose aussi
ǫt,η(sψ) := ×(ρ,a,b)∈Jord(ψ)ǫt,η(ρ, a, b)
b−1 et on a a alors montre´ en loc.cite que
∑
t,η ǫt,η(sψ)π(t, η) est
une distribution stable qui a le bon transfert pour un bon choix d’action de θ qui ne nous importe
pas ici puisque cela ne change la combinaison line´aire que par un signe de´pendant uniquement de ψ
et de l’action de θ fixe´e. Ce qui est important pour ce travail est d’avoir une description en termes de
repre´sentations des π(ψ, t, η). On rappelle cette description telle qu’elle a e´te´ faite en loc.cite ; elle se
fait par re´currence sur ℓ(ψ) :=
∑
(ρ,a,b)∈Jord(ψ)(inf(a, b)− 1).
2.2 Le cas des morphismes e´le´mentaires de restriction discre`te a` la diagonale
Le premier cas est donc celui des morphismes ve´rifiant ℓ(ψ) = 0 que l’on a appele´ morphismes
e´le´mentaires ; on garde l’hypothe`se que la restriction ψ|∆ est sans multiplicite´. Dans ce cas ne´ces-
sairement t ≡ 0 et ǫt,η ≡ η. On note ψ|∆ la restriciton de ψ a` WF fois la diagonale de SL(2,C) ×
SL(2,C). On remarque que l’application (ρ, a, b) ∈ Jord(ψ) → (ρ, sup(a, b)) ∈ Jord(ψ|∆) est une bi-
jection ; on sait donc de´finir une se´rie discre`te associe´e a` ψ|∆ et au carace`tre η que l’on note π(ψ|∆, η)
et la repre´sentation π(ψ, t, η) est l’image de π(ψ|∆, η) par une application qui ge´ne´ralise l’involution
d’Iwahori-Matsumoto. Mais en [15] on en a donne´ une description simple qui distingue 3 cas, le 2e et
le 3e ne sont pas exclusifs l’un de l’autre. On fait ici une re´currence sur
∑
(ρ,a,b)∈Jord(ψ) sup(a, b).
1e cas : ψ|∆ est sans trou et η est alterne´ ; la repre´sentation associe´e est alors cuspidale et son existence
re´sulte de la classification des repre´sentations cuspidales
2e cas : le morphisme ψ|∆ a un trou ; il existe donc (ρ, a, b) ∈ Jord(ψ) avec sup(a, b) > 2 et
(ρ, sup(a, b) − 2) /∈ Jord(ψ|∆) ; on inclut ici aussi le cas ou` sup(a, b) = 2 et η(ρ, a, b) = +. On
note (ρ, a′, b′) le triplet tel que (a − b)(a′ − b′) ≥ 0 et sup(a, b) − 2 = sup(a′, b′) et on note ψ′ le
morphisme qui se de´duit de ψ en remplac¸ant (ρ, a, b) par (ρ, a′, b′). On identifie naturellement η a` un
morphisme de Jord(ψ′) dans {±1}. On sait donc de´finir π(ψ′, t ≡ 0, η) et on a montre´ que l’induite
ρ| |(a−b)/2) × π(ψ′, t, η) a un unique sous-module irre´ductible et on a de´fini π(ψ, t ≡ 0, η) comme ce
sous-module irre´ductible.
3e cas : il existe (ρ, a, b) ∈ Jord(ψ) avec sup(a, b) > 2 et (ρ, sup(a, b) − 2x) ∈ Jord(ψ|∆) pour tout
x ∈ [0, [inf(a, b)/2]] et η n’est pas alterne´ sur ces e´le´ments mais l’est sur les e´le´ment (ρ, sup(a, b)−2x)
pour tout x ∈ [1, [inf(a, b)/2]]. On pose ζ := + si a > 1 et ζ = − si b > 1. On note ψ′ le morphisme qui
se de´duit de ψ en enlevant de Jord(ψ) les e´le´ments (ρ, a, b) et (ρ, a′, b′) ou` sup(a′, b′) = sup(a, b)−2. On
restreint η en une application de Jord(ψ′) dans {±1}. On sait de´finir, par re´currence, la repre´sentation
π(ψ′, t). On a montre´ que la repre´sentation induite
< ρ| |(a−b)/2, · · · , ρ| |−(a
′−b′)/2 > ×π(ψ′, η)
a exactement 2 sous-modules irre´ductibles. Et la repre´sentation cherche´e π(ψ, η) est l’un de ces sous-
modules ; on a pre´cise´ lequel mais cela n’a pas d’importance ici.
2.3 Le cas ge´ne´ral des morphismes de restriction discre`te a` la diagonale
Ici on suppose que ψ est tel que ψ|∆ est une repre´sentation sans multiplicite´ de WF × SL(2,C) et on
suppose que ℓ(ψ) > 0. On fixe (ρ, a, b) avec inf(a, b) > 1. On note ζ le signe de a− b et on pose ζ = +
si a = b. On fixe encore t et η satisfaisant aux conditions ge´ne´rales et on de´crit π(ψ, t, η) suivant les
cas.
1e cas : t(ρ, a, b) = 0 ; on note ψ′ le morphisme qui se de´duit de ψ en changeant uniquement (ρ, a, b)
en ∪c∈[|a−b|+1,a+b−1];c≡a+b−1[2](ρ, sup(1, ζc), sup(1,−ζc)) ; on de´finit t
′ sur Jord(ψ′) en restreignant t
a` Jord(ψ′) ∩ Jord(ψ) et en e´tendant ensuite par 0 et on de´finit η′ sur Jord(ψ′) en restreignant η a`
Jord(ψ′) ∩ Jord(ψ) et en e´tendant par :
∀c ∈ [|a− b|+ 1, a+ b− 1]; c ≡ a+ b− 1[2], η′(ρ, sup(1, ζc), sup(1,−ζc)) = η(ρ, a, b)(c−|a−b|−1)/2.
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On a clairement ψ|∆ = ψ
′
|∆ et
ǫt,η(ρ, a, b) = η(ρ, a, b)
inf(a,b)(−1)[inf(a,b)/2] = ×c∈[|a−b|+1,a+b−1];c≡a+b−1[2]η
′(ρ, sup(1, ζc), sup(1,−ζc)).
Donc on a bien la relation
×(ρ′,a′,b′)∈Jord(ψ′)ǫt′,η′(ρ
′, a′, b′) = ×(ρ′′,a′′,b′′)∈Jord(ψ)ǫt,η(ρ
′′, a′′, b′′) = ǫG.
De plus ℓ(ψ′) = ℓ(ψ)− inf(a, b) + 1 < ℓ(ψ) on sait de´finir π(ψ′, t′, η′) et on pose tout simplement :
π(ψ, t, η) = π(ψ′, t′, η′).
2e cas : t(ρ, a, b) > 0 ; en particulier inf(a, b) ≥ 2. On note ψ′ le morphisme qui se de´duit de ψ
en changeant simplement (ρ, a, b) en (ρ, a′, b′) ou` (a′, b′) est uniquement de´termine´ par le fait que
sup(a′, b′) = sup(a, b), inf(a′, b′) = inf(a, b) − 2 et ζ(a′ − b′) > 0 ; si inf(a, b) = 2, on supprime
simplement (ρ, a, b) et on se rappelle qu’alors η(ρ, a, b) = +. On de´finit t′, η′ en prenant la restriction
de t et η sur Jord(ψ) ∩ Jord(ψ′) et en posant η′(ρ, a′, b′) = η(ρ, a, b), t′(ρ, a′, b′) = t(ρ, a, b) − 1.
On a clairement ǫt,η(ρ, a, b) = ǫt′,η′(ρ, a
′, b′). On conside`re le groupe G′ de meˆme type que G mais
de rang celui de G moins dρ (dρ est la dimension de ρ vue comme repre´sentation de WF ). Comme
ℓ(ψ′) = ℓ(ψ) − 2, on sait de´finir π(ψ′, t′, η′) avec des proprie´te´s sur les modules de Jacquet que l’on
re´crira en 2.7. On pose A := (a+ b)/2 − 1 et B = (a− b)/2. On a montre´ en [16] que l’induite
< ρ| |ζB , · · · , ρ| |−ζA > ×π(ψ′, t′, η′)
a un unique sous-module irre´ductible et π(ψ, t, η) est ce sous-module irre´ductible, par de´finition. D’ou`,
en revenant aux de´finitions de B,A
π(ψ, t, η) →֒< ρ| |(a−b)/2, · · · , ρ| |−ζ((a+b)/2−1) > ×π(ψ′, t′, η′).
2.4 Cas d’un morphisme de bonne parite´
On fixe ψ et (ρ, a, b) ∈ Jord(ψ) ; on dit que (ρ, a, b) a bonne parite´ si la repre´sentation de WF ×
SL(2,C)× SL(2,C) de´finie par ce triplet est a` valeurs dans un groupe de meˆme type que G∗. On dit
que ψ a bonne parite´ si tous les e´le´ments de Jord(ψ) ont bonne parite´.
Fixons un ordre total sur Jord(ψ) ; comme Jord(ψ) a en ge´ne´ral de la multiplicite´, on pre´cise que 2
e´le´ments (ρ, a, b), (ρ′, a′, b′) de Jord(ψ) sont ordonne´s meˆme si ρ = ρ′, a = a′, b = b′ ; on note ≥Jord(ψ)
cet ordre. On impose toujours a` l’ordre mis de ve´rifier la proprie´te´ (P) :
(ρ′, a′, b′) ≥Jord(ψ) (ρ, a, b) si ρ = ρ
′, (a− b)(a′ − b′) > 0, |a′ − b′| > |a− b| et a′ + b′ > a+ b.
Soit G>> un groupe de meˆme type que Gmais de rang plus grand et soit ψ>> un morphisme pourG>>.
On suppose que Jord(ψ>>) est aussi muni d’un ordre total avec la proprie´te´ ci-dessus et on dit que
ψ>> domine ψ si |Jord(ψ>>)| = |Jord(ψ)| =: L et pour tout i ∈ [1, L], en notant (ρ>>,i, a>>,i, b>>,i)
et (ρi, ai, bi) le ie`me e´le´ment de Jord(ψ>>) et Jord(ψ) respectivement, on a ρ>>,i = ρi, inf(ai, bi) =
inf(a>>,i, b>>,i) et (a>>,i − b>>,i)(ai − bi) ≥ 0.
Si ψ a bonne parite´ et seulement dans ce cas, il existe des morphismes ψ>> de restriction discre`te a`
la diagonale et dominant ψ. Pour de´finir Π(ψ) le paquet de repre´sentations associe´es a` ψ l’ide´e est
de l’obtenir par module de Jacquet a` partir de Π(ψ>>) ou` ψ>> est un morphisme dominant ψ et
de restriction discre`te a` la diagonale. L’application de Π(ψ>>) sur Π(ψ) est celle qui est explique´e
en 2.8 ci-dessous ; comme on va le montrer en 2.8 on obtient bien ainsi Π(ψ) mais e´videmment la
parame´trisation a` l’inte´rieur de Π(ψ) de´pend du choix de ψ>> ; on a fait une construction qui ne
de´pend pas du choix tout simplement en imposant a` l’ordre mis sur Jord(ψ) plus de condition que
(P). Pre´cise´ment, on a demande´ que
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∀(ρ′, a′, b′), (ρ, a, b) ∈ Jord(ψ)(ρ, a′, b′) ≥Jord(ψ) (ρ, a, b) si ρ = ρ
′ et |(a′ − b′)| > |(a− b)| ou
|(a′ − b′)| = |(a− b)| et a′ + b′ > a+ b ou (a′, b′) = (a, b) en tant qu’ensemble non ordonne´ et a′ ≥ b′.
On renvoie a` [19]. On a alors montre´ que la parame´trisation de Π(ψ) obtenue graˆce a` celle de Π(ψ>>)
est inde´pendante du choix de ψ>> dominant ψ pour un ordre ve´rifiant cette proprie´te´ ; en [17] on
a meˆme montre´ que la parame´trisation de Π(ψ) qui en re´sulte a` l’aide de couples (t, η) de´finis sur
l’ensemble Jord(ψ) ≃ Jord(ψ>>) peut se de´finir directement sur l’ensemble Jord(ψ) vu comme en-
semble ordinaire avec multiplicite´. Ce raffinement ne sert pas pour ce travail et au contraire on pre´fe`rera
garder une grande liberte´ sur le choix de l’ordre mis sur Jord(ψ).
2.5 De´finition ge´ne´rale de Π(ψ)
Il reste encore a` enlever l’hypothe`se que ψ a bonne parite´. De l’alge`bre line´aire e´le´mentaire montre
alors que ψ est la somme de fac¸on unique ψmp ⊕ψbp de 2 morphismes ou` ψbp a bonne parite´ et aucun
e´le´ment de Jord(ψmp) a bonne parite´. On e´crit alors ψmp = ψ1/2,mp ⊕ ψ−1/2,mp de telle sorte que
les repre´sentations des groupes line´aires associe´e πGL(ψ1/2,mp) et π
GL(ψ−1/2,mp) se de´duisent l’une
de l’autre par application de θ ; ici il n’y a pas unicite´ mais cela n’a pas d’importance. On a alors
montre´ en [19] 3.2 que pour tout π ∈ Π(ψbp) l’induite π
GL(ψ1/2,mp) × π est irre´ductible et que cette
tensorisation de´finit une bijection de Π(ψbp) sur Π(ψ). Cela termine la description des paquets.
2.6 Paquet d’Arthur et induction
On fixe ψ =: ψmp ⊕ ψbp (cf. ci-dessus) et on suppose que Jord(ψbp) a de la multiplicite´ ; on fixe
(ρ, a, b) ∈ Jord(ψbp) intervenant avec au moins multiplicite´ 2 et on note ψ
′ le morphisme qui se
de´duit de ψ en enlevant 2 copies de (ρ, a, b). L’hypothe`se de bonne parite´ assure que ψ′ est encore un
morphisme pour un groupe G′ de meˆme type que G. On note π(ρ, a, b) la repre´sentation du groupe
line´aire Speh(St(ρ, a), b) c’est-a`-dire le sous-module de Langlands de l’induite St(ρ, a)| |−(b−1)/2)×· · ·×
St(ρ, a)| |(b−1)/2) .
Proposition 2.6.1 L’ensemble Π(ψ) est l’ensemble des sous-modules irre´ductibles des induites de la
forme π(ρ, a, b) × π′ ou` π′ parcourt Π(ψ′).
Cette proposition a e´te´ de´montre´e en [17] sans utiliser le fait que Π(ψ′) est forme´ de repre´sentation
unitaires. Ici, on en donne une de´monstration tre`s rapide qui utilise l’unitarite´ des e´le´ments de Π(ψ′) ;
on aura cette unitarite´ de`s que la totalite´ des re´sultats d’Arthur seront disponibles c’est-a`-dire de`s que
l’on aura tous les lemmes fondamentaux y compris ponde´re´s ; sans l’unitarite´ et avec la de´monstration
ci-dessous on obtient la proposition en remplac¸ant sous-modules par sous-quotients. On sait que
πGL(ψ) = π(ρ, a, b)×πGL(ψ′)×θ(π(ρ, a, b)). Soit T (ψ′) la combinaison line´aire stable de repre´sentations
de G′ dont la trace se transfe`re en la θ-trace de πGL(ψ′). La θ-trace de πGL(ψ) est alors un transfert
de la trace de l’induite π(ρ, a, b)×T (ψ′) (de´finie dans le groupe de Grothendieck de G). Ainsi Π(ψ) est
forme´ des sous-quotients irre´ductibles des induites de la forme π(ρ, a, b)×π′ ou` π′ ∈ Π(ψ′) ; l’unitarite´
admise de π′ assure qu’une telle induite est semi-simple d’ou` le re´sultat. Remarquons qu’en ge´ne´ral
une telle induite est re´ductible ; on a montre´ en [17] qu’elle est sans multiplicite´ de longueur infe´rieure
ou e´gale a` inf(a, b) + 1. Le fait qu’il n’y ait pas de multiplicite´ se retrouve ici parce que l’on sait que
Π(ψ) est sans multiplicite´ (cf. [19]) mais cela utilise toute la force des re´sultats d’Arthur alors que [17]
est e´le´mentaire.
2.7 Proprie´te´s des modules de Jacquet
On fixe ψ d’ou` Jord(ψ) et π ∈ Π(ψ). Soient ρ une repre´sentation cuspidale unitaire irre´ductible,
ζ = ±, A,B des demi-entiers tels que A − B ∈ Z≥0. Le lemme ci-dessous est de´ja` dans [17] mais on
pre´fe`re en redonner la de´monstration pour pouvoir l’utiliser dans 2.8 et rendre ce travail inde´pendant
de [17].
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Lemme 2.7.1 On suppose que B 6= 0 et que JacζB,··· ,ζAπ 6= 0 alors il existe un sous ensemble de
Jord(ψ) de la forme (ρ,Ai, Bi, ζ) pour i ∈ [1, v] avec v un entier convenable tel que B1 = B, Av ≥ A
et pour tout i ∈]1, v], Bi ∈]Bi−1, Ai−1 + 1].
On de´montre le lemme par la re´currence suivante. On fixe ψ ; on a mis un ordre sur Jord(ψ), pour
de´finir π ; on conside`re un e´le´ment (ρ,A′, B′, ζ ′) ∈ Jord(ψ) tel que pour tout (ρ,A′′, B′′, ζ ′′) ∈ Jord(ψ)
plus grand que cet e´le´ment, on a B′′ >> A′ et pour un 3e e´le´ment de Jord(ψ), (ρ,A′′′, B′′′, ζ ′′′)
strictement plus grand que (ρ,A′′, B′′, ζ ′′), on a B′′′ >> A′′ ; la notion de >> est aussi relative aux
A,B du l’e´nonce´. Le plus grand e´le´ment de Jord(ψ) convient toujours ; si (ρ,A′, B′, ζ ′) peut eˆtre le
plus petit e´le´ment de Jord(ψ) alors ψ est de restriction discre`te a` la diagonale et tous les blocs de
Jordan sauf e´ventuellement le plus petit sont de la forme (ρ′, A′, B′, ζ ′) avec B′ >> A. Il n’y a aucune
difficulte´ a` montrer que dans ce cas JacζB,··· ,ζAπ = 0 sauf e´ventuellement si pour (ρ
′, A′, B′, ζ ′) comme
ci-dessus, ρ′ = ρ, ζ ′ = ζ, B′ = B et A′ ≥ A.
On raisonne donc par re´currence sur la place d’un tel e´le´ment (ρ′, A′, B′, ζ ′) dans Jord(ψ). On fixe un
tel e´le´ment dans ψ et on suppose que ce n’est pas le plus petit e´le´ment puisque ce cas a de´ja` e´te´ vu ;
on note ψ′ le morphisme qui se de´duit de ψ en remplac¸ant (ρ,A′, B′, ζ ′) par (ρ,A′ + T ′, B′ + T ′, ζ ′)
avec T ′ grand mais tel que si (ρ,A′′, B′′, ζ ′′) >Jord(ψ) (ρ,A
′, B′, ζ ′), on a encore B′′ >> A′ + T ′. On
peut alors appliquer le lemme par re´currence aux repre´sentations dans le paquet associe´ a` ψ′.
On note S(ρ,A′, B′, T ′, ζ ′) la repre´sentation irre´ductible associe´e aux multi-segments
ζ ′(B′ + T ′) · · · ζ ′(A′ + T ′)
... · · ·
...
ζ ′(B′ + 1) · · · ζ ′(A′ + 1)
Par de´finition, pour toute repre´sentation irre´ductible π du paquet associe´ a` ψ, il existe une repre´senta-
tion irre´ductible π′ du paquet associe´ a` ψ′ et une inclusion
π′ →֒ S(ρ,A′, B′, T ′, ζ ′)× π.
On suppose que JacζB,··· ,ζAπ 6= 0. On fixe une repre´sentation irre´ductible σ et une inclusion
π →֒ ρ| |ζB × · · · × ρ| |ζA × σ.
Avec une re´currence facile sur A−B, on peut supposer que cette inclusion se factorise en une inclusion
π →֒< ρ| |ζB , · · · , ρ| |ζA > ×σ.
En remontant, on a une inclusion
π′ →֒ S(ρ,A′, B′, T ′, ζ ′)× < ρ| |ζB , · · · , ρ| |ζA > ×σ.
Supposons d’abord que l’induite S(ρ,A′, B′, T ′, ζ ′)× < ρ| |ζB , · · · , ρ| |ζA > dans le GL convenable
est irre´ductible. On peut e´changer les 2 facteurs et on obtient donc par re´ciprocite´ de Frobenius que
JacζB,··· ,ζAπ
′ 6= 0. On applique le lemme par re´currence a` π′ mais les blocs de Jordan qui interviennent
sont ne´cessairement comparables a` (ρ,A,B, ζ) (qui n’est pas un bloc de Jordan, en ge´ne´ral) et sont
donc des blocs de Jordan de ψ et on obtient le lemme pour π. On sait que l’induite est irre´ductible
si ζ ′ 6= ζ : c’est une application imme´diate du fait que |ζ ′(B′ + 1) − ζB| est le plus petit e´cart
entre une repre´sentation intervenant dans S(ρ,A′, B′, T ′, ζ ′) et une repre´sentation intervenant dans
ρ| |ζB × · · · × ρ| |ζA et que ce nombre vaut |(B′ + 1)− ζ ′ζB| ou encore B′ + 1+B ≥ 1 +B > 1 car on
a suppose´ que B 6= 0. On suppose donc que ζ ′ = ζ ; si ζ = ζ ′ = − on a encore l’irre´ductibilite´ d’apre`s
par exemple [21] 1.9 si B ≤ B′ + 1 et A ≥ A′ + 1. En utilisant l’involution de Zelevinsky, on a aussi
le meˆme re´sultat si ζ = ζ ′ = +. En fait on sait que JacζBπ = 0 s’il n’existe pas (ρ, A˜,B, ζ) ∈ Jord(ψ)
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donc on peut se limiter au cas ou` B ≤ B′. Le seul cas qui reste est donc B ≤ B′ et A ≤ A′. Si B = B′,
on prend v = 1 et (ρ,A1, B1, ζ1) = (ρ,A
′, B′, ζ ′). Si B < B′, on factorise
< ρ| |ζB , · · · , ρ| |ζA >→֒< ρ| |ζB , · · · , ρ| |ζ(B
′−1) > × < ρ| |ζB
′
, · · · , ρ| |ζA
′
>
et on remarque que l’induite S(ρ,A′, B′, T ′, ζ ′)× < ρ| |ζB , · · · , ρ| |ζ(B
′−1) > est irre´ductible. On a donc
JacζB,··· ,ζ(B′−1)π
′ 6= 0. On applique alors le lemme pour π′ et on obtient le lemme pour π en ajoutant
l’e´le´ment (ρ,A′, B′, ζ ′). Cela termine la preuve.
2.8 Assouplissement des choix
Ici, on fixe ψ et on veut de´crire les repre´sentations de Π(ψ) avec des choix aussi peu contraignants que
possible. On fixe un ordre total sur Jord(ψ) ayant uniquement la proprie´te´ :
soit (ρ,A,B, ζ), (ρ′, A′, B′, ζ ′) ∈ Jord(ψ) tels que ρ = ρ′, ζ = ζ ′, A > A′ et B > B′ alors (ρ,A,B, ζ) >
(ρ′, A′, B′, ζ ′).
Cette proprie´te´ est la proprie´te´ note´e P ci-dessus sauf qu’elle est exprime´e plus simplement quand on
a remplace´ (ρ, a, b) par (ρ,A,B, ζ) puisque l’on a de´ja` mis un choix en fixant ζ si a = b.
On construit ψ>> dominant ψ pour cet ordre c’est-a`-dire que pour tout (ρ,A,B, ζ) ∈ Jord(ψ), on
fixe Tρ,A,B,ζ de telle sorte que si (ρ,A,B, ζ) > (ρ
′, A′, B′, ζ ′) alors Tρ,A,B,ζ >> Tρ′,A′,B′,ζ′ . Soient t, η
ve´rifiant 1 ; ici on voit ces applications comme de´finies sur Jord(ψ) ≃ Jord(ψ>>), c’est-a`-dire qu’elles
ne sont pas de´finies sur Jord(ψ) vu comme ensemble sans multiplicite´. On construit π(ψ>>, t, η). On
calcule ensuite les modules de Jacquet de cette repre´sentation Jacψπ(ψ>>, t, η) :=
◦(ρ,A,B,ζ)∈Jord(ψ)) ◦j∈[1,Tρ,A,B,ζ ] Jacζ(B+j),··· ,ζ(A+j)π(ψ>>, t, η),
ou` les (ρ,A,B, ζ) sont pris dans l’ordre de´croissant, c’est-a`-dire, avec l’inversion provoque´e par l’e´critu-
re de ◦, que l’on commence par ”baisser” le plus petit e´le´ment de Jord(ψ>>) pour le faire devenir le
plus petit e´le´ment de Jord(ψ) et et caetera.
Proposition 2.8.1 Avec les notations pre´ce´dentes, Jacψπ(ψ>>, t, η) est nulle ou irre´ductible ; si cette
repre´sentation est non nulle elle est dans Π(ψ) et toute repre´sentation de Π(ψ) est obtenue par cette
proce´dure pour un unique choix de t et η.
On fixe ψ et ψ>> et pour tout k ∈ [1, |Jord(ψ)|], on note (ρk, Ak, Bk, ζk) le k ie`me e´le´ment de
Jord(ψ), ces e´le´ments e´tant ordonne´s de telle sorte que le premier soit le plus petit. Et on note
(ρk, A>>,k, B>>,k, ζk) le k ie`me bloc de Jordan de ψ>> avec le meˆme principe pour l’ordre. Par hy-
pothe`se (ρk, A>>,k, B>>,k, ζk) ”domine” (ρk, Ak, Bk, ζk) ce qui veut dire que Tk := A>>,k − Ak =
B>>,k − Bk >> 0. On note ψ≤k le morphisme dont les blocs de Jordan sont tous les (ρi, Ai, Bi, ζi)
pour i ≤ k et les (ρj, A>>,j , B>>,j, ζj) pour touts les j > k. On de´montre la proposition par re´currence
sur k ; pour s’autoriser T1 6= 0, on commence a` k = 0, ou` il n’y a rien a` de´montrer. On le de´montre
donc pour k en l’admettant pour k − 1. On note S(ρ,Ak, Bk, Tk, ζ) la repre´sentation associe´e aux
multi-segments
Bk + Tk · · · Ak + Tk
... · · ·
...
Bk + 1 · · · Ak + 1
Le premier point a` de´montrer est que si πk := Jacζ(Bk+1),··· ,ζ(Ak+1) · · · Jacζ(Bk+Tk),··· ,ζ(Ak+Tk)πk−1 6= 0,
alors il existe une repre´sentation irre´ductible σ, une inclusion
πk−1 →֒ S(ρ,Ak, Bk, Tk, ζ)× σ
et que πk = σ.
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Pour tout ℓ ∈ [0, Tk[, on de´finit la repre´sentation irre´ductible S(ρ,Ak+ℓ,Bk+ℓ, Tk, ζ) en ne conside´rant
que les Tk − ℓ premie`res lignes du tableau ci-dessus. Et on de´montre par re´currence descendante sur
ℓ l’assertion suivante : il existe une repre´sentation σℓ ve´rifiant JacζC,··· ,ζA′σℓ = 0 pour tout C ∈
[Bk + ℓ+ 1, Ak + Tk] et A ∈ [Ak + ℓ+ 1, Ak + Tk], avec A ≥ C et tel que l’on ait une inclusion
πk−1 →֒ S(ρ,Ak + ℓ,Bk + ℓ, Tk, ζ)× σℓ.
Remarquons tout de suite que comme πk−1 est irre´ductible, on peut supposer (comme nous le ferons)
que σℓ est irre´ductible, on garde la proprie´te´ de nullite´ de certains modules de Jacquet de σℓ et cette
proprie´te´ de nullite´ assure que
◦i∈[Tk,ℓ+1]Jacζ(Bk+i),··· ,ζ(Ak+i)S(ρ,Ak + ℓ,Bk + ℓ, Tk, ζ)× σℓ = σℓ.
En particulier pour ℓ = 0, on aura le re´sultat cherche´, soit πk = 0 soit πk = σ0. De´montrons donc
l’assertion.
Pour ℓ = Tk, il n’y a rien presque rien a` de´montrer en prenant σTk = πk−1 ; il suffit d’utiliser le fait
que JacζCπk−1 = 0 s’il n’existe pas d’e´le´ment de Jord(ψk−1) de la forme (ρ, A˜, C, ζ). Or cette non
existence est vraie par hypothe`se puisque C ∈ [Bk + Tk + 1, Ak + Tk] . On suppose l’assertion vraie
pour ℓ+ 1 ≤ Tk et on va la de´montrer pour ℓ. On a une inclusion
πk−1 →֒ S(ρ,Ak + ℓ+ 1, Bk + ℓ+ 1, Tk, ζ)× σℓ+1.
On ve´rifie alors
Jacζ(Bk+ℓ),··· ,ζ(Ak+ℓ) ◦i∈[Tk,ℓ+1] Jacζ(Bk+i),··· ,ζ(Ak+i)πk−1 →֒ Jacζ(Bk+ℓ),··· ,ζ(Ak+ℓ)σℓ+1.
Comme πk 6= 0, on a une non nullite´ du membre de droite. Ainsi il existe une repre´sentation irre´ductible
σℓ et une inclusion
σℓ+1 →֒ ρ| |
ζ(Bk+ℓ) × · · · × ρ| |ζ(Ak+ℓ) × σℓ.
Comme JacζC,··· ,ζ(Ak+ℓ)σℓ+1 = 0 par hypothe`se, cette inclusion se factorise par l’unique sous-module
irre´ductible (pour le GL convenable) de l’induite ρ| |ζ(Bk+ℓ) × · · · × ρ| |ζ(Ak+ℓ), d’ou`
σℓ+1 →֒< ρ| |
ζ(Bk+1), · · · , ρ| |ζ(Ak+1) > ×σℓ.
En remontant, on obtient une inclusion
πk−1 →֒ S(ρ,Ak + ℓ+ 1, Bk + ℓ+ 1, Tk, ζ)× < ρ| |
ζ(Bk+ℓ), · · · , ρ| |ζ(Ak+ℓ) > ×σℓ.
On veut encore de´montrer que cette inclusion se factorise par l’unique sous-module irre´ductible (pour
un GL convenable) de S(ρ,Ak + ℓ + 1, Bk + ℓ + 1, Tk, ζ)× < ρ| |
ζ(Bk+ℓ), · · · , ρ| |ζ(Ak+ℓ) > qui est
pre´cise´ment S(ρ,Ak + ℓ,Bk + ℓ, Tk, ζ). S’il n’en est pas ainsi, l’inclusion se factorise par
ρ| |ζ(Bk+ℓ) × S(ρ,Ak + ℓ+ 1, Bk + ℓ+ 1, Tk, ζ)× < ρ| |
ζ(Bk+ℓ+1), · · · , ρ| |ζ(Ak+ℓ) > ×σℓ.
Or l’induite S(ρ,Ak + ℓ + 1, Bk + ℓ + 1, Tk, ζ)× < ρ| |
ζ(Bk+ℓ+1), · · · , ρ| |ζ(Ak+ℓ) > est irre´ductible (cf.
[21] 1.9) ; on peut donc encore e´changer les 2 facteurs ; on obtient alors une inclusion pour τ une
repre´sentation convenable :
πk−1 →֒ ρ| |
ζ(Bk+ℓ)× < ρ| |(Bk+ℓ+1), · · · , ρ| |Ak+ℓ > ×τ.
On applique le lemme 2.7 a` πk−1 et ψk−1 pour A = Ak+ ℓ et B = Bk+ ℓ. Comme ℓ < Tk, l’e´le´ment de
Jord(ψk−1) note´ (ρ,A1, B1, ζ1) de loc.cit est de la forme (ρ,A
′, B′, ζ) ve´rifiant (ρ,A′, B′, ζ) <Jord(ψk−1
(ρ,Ak + Tk, Bk + Tk, ζ) ; on a donc aussi (ρ,A
′, B′, ζ) <Jord(ψ) (ρ,Ak, Bk, ζ) par choix de l’ordre.
Ceci reste vrai pour tout i ∈ [1, v] puisque les blocs se chevauchent et en particulier Bv, Av (avec
11
les notations de loc. cit) ve´rifie soit Bv ≤ Bk soit Av ≤ Ak ; or on a B1 = Bk + ℓ > Bk d’ou` aussi
Bv > Bk donc Av ≤ Ak ce qui est contradictoire avec Av ≥ Ak+ℓ. D’ou` l’assertion. On a donc montre´
l’inclusion
πk−1 →֒ S(ρ,Ak + ℓ,Bk + ℓ, Tk, ζ)× σℓ.
Il reste a` montrer que pour tout C ≥ Bk + ℓ et tout A ∈ [Ak + ℓ,Ak + Tk], avec A ≥ C, on a
JacζC,··· ,ζAσℓ = 0.
Raisonnons par l’absurde et on fixe C maximum avec une telle proprie´te´, d’ou` l’existence d’une
repre´sentation irre´ductible σ′ et une inclusion
σℓ →֒< ρ| |
ζC , · · · , ρ| |ζA > ×σ′.
La repre´sentation S(ρ,Ak + ℓ,Bk + ℓ, Tk, ζ)× < ρ| |
ζC , · · · , ρ| |ζA > est irre´ductible a` cause des hy-
pothe`ses sur C ≥ Bk + ℓ et A ≤ Ak + Tk. En remontant on trouve encore une inclusion de πk−1 dans
une induite < ρ| |ζC , · · · , ρ| |ζA > ×σ′′ avec σ′′ convenable et on peut conclure comme ci-dessus sauf
dans le cas ou` C = Bk+Tk qui est tout a` fait possible. Ici on aurait que Jacζ(Bk+Tk),ζ(Bk+Tk)πk−1 6= 0
ce qui est exclu par exemple par [16] 5.2 (c’est facile).
On a donc ainsi de´fini πk comme repre´sentation irre´ductible. On remarque aussi que πk de´termine
uniquement πk−1 car l’induite S(ρ,Ak, Bk, Tk, ζ) × πk a un unique sous-module irre´ductible par
re´ciprocite´ de Frobenius. On a donc de´montre´ le premier point de la proposition.
Montrons que les repre´sentations obtenues sont dans Π(ψ) encore par re´currence sur k puisque l’on
connaˆıt le re´sultat dans le cas de ψ>>. On sait donc qu’une bonne combinaison line´aire des πk−1 a` coef-
ficients tous non nuls se tranfe`re en la trace tordue de πGL(ψk) ; cela donne une identite´ de caracte`re.
Etant donne´ la compatibilite´ du transfert a` la restriction partielle ([22] 4.2) la meˆme combinaison
line´aire de πk se transfe`re en Jac
θ
ψπ
GL(ψk−1). L’inde´pendance line´aire des caracte`res du groupe G
donnera le re´sultat cherche´ de`s que l’on aura montre´ que Jacθψπ
GL(ψk−1) = π
GL(ψk).
Conceptuellement, on de´finit Jacθψπ




En effet, soit (ρ′, A′, B′, ζ ′) un quadruplet comme ceux que l’on conside`re ici. On conside`re le tableau
suivant :




ζ ′A′ · · · −ζ ′B′
on peut lui associer graˆce aux travaux de Zelevinsky une repre´sentation irre´ductible base´e sur la
cuspidale ρ′ ; on note Z(ρ′, A′, B′, ζ ′) cette repre´sentation.
Pour une repre´sentation σ d’un groupe line´aire, on note Jacg
ρ| |x
σ l’analogue de Jacρ| |x de´fini en 1 et
Jacdρ| |xσ l’object de meˆme nature quand on e´change la gauche et la droite, ce qui a un sens pour les
groupes line´aires et n’en avait pas pour les groupes classiques. Evidemment cela suppose que l’on a
fixe´ les matrices triangulaires comme sous-groupe de Borel et que tous les paraboliques contiennent









Fixons ρ ; soit [x, y] un segment croissant ou de´croissant x, y e´tant des demi-entiers. Les repre´sentations
Z(ρ′, A′, B′, ζ ′) ve´rifient Jacρ| |x,··· ,ρ| |yZ(ρ
′, A′, B′, ζ ′) 6= 0 exactement quand ρ′ = ρ, x = ζ ′B′ et
y ∈ [ζ ′B′,−ζ ′A′] ou y ∈ [ζ ′B′, ζ ′A′], les 2 possibilite´s sont exclusives. Dans le premier cas le re´sultat
est l’unique repre´sentation irre´ductible associe´e au tableau
y − ζ ′1 · · · −ζ ′A′






ζ ′A′ · · · · · · · · · −ζ ′B′
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Et dans le deuxie`me cas, c’est l’unique repre´sentation irre´ductible associe´e au tableau












ζ ′A′ · · · · · · −ζ ′B′
On montre le re´sultat suivant : soient ψ′ un morphisme et (ρ,A,B, ζ) ∈ Jord(ψ′) ; on suppose que
Jord(ψ′) est muni d’un ordre total ve´rifiant :
pour tout (ρ′, A′, B′, ζ ′) tel que (ρ′, A′, B′, ζ) > (ρ,A,B, ζ), B′ >> A ;
pour tout (ρ′, A′, B′, ζ ′) < (ρ,A,B, ζ) soit ρ′ 6≃ ρ soit ζ ′ 6= ζ avec B′ 6= 0 soit B′ ≤ B soit A′ ≤ A.
On note ψ′> le morphisme qui se de´duit de ψ en changeant (ρ,A,B, ζ) en (ρ,A + 1, B + 1, ζ) et on
va montrer que Jacθζ(B+1),··· ,ζ(A+1)π
GL(ψ′>) = π
GL(ψ′). De proche en proche, cela donnera l’assertion
cherche´e.
On e´crit πGL(ψ′>) = ×(ρ′,A′,B′,ζ′)∈Jord(ψ)−{(ρ,A,B,ζ)}Z(ρ
′, A′, B′, ζ ′) × Z(ρ,A + 1, B + 1, ζ). On calcule
Jacgζ(B+1),··· ,ζ(A+1)π
GL(ψ′>). Les formules standard de Bernstein Zelevinsky, disent que le re´sultat a
une filtration dont les sous-quotients sont indexe´s par les de´coupages de l’ensemble E := {ζ(B +
1), · · · , ζ(A + 1)} en |Jord(ψ′>)| sous-ensembles, E(ρ′,A′,B′,ζ′), le sous-quotient correspondant a` ce
de´coupage e´tant isomorphe a` ×(ρ′,A′,B′,ζ′)∈Jord(ψ′>)Jacx∈E(ρ′,A′,B′,ζ′Z(ρ
′, A′, B′, ζ ′). D’apre`s ce que l’on a
vu, E(ρ′,A′,B′,ζ′) = ∅ si ζ
′B′ /∈ [ζ(B+1), · · · , ζ(A+1)]. Ainsi E(ρ′,A′,B′,ζ′) 6= ∅ entraˆıne que ne´cessairement
(ρ′, A′, B′, ζ ′) ≤ (ρ,A,B, ζ) et que ρ = ρ′, B′ > B et ζ ′ = ζ ; supposons que (ρ′, A′, B′, ζ ′) 6=
(ρ,A + 1, B + 1, ζ), les proprie´te´s de l’ordre assurent alors que A′ ≤ A et cela entraˆıne que ζ(A +
1) /∈ E(ρ′,A′,B′,ζ′). Ainsi ζ(A + 1) ∈ E(ρ,A+1,B+1,ζ) mais cela force ζ(B + 1) ∈ E(ρ,A+1,B+1,ζ) et E =
E(ρ,A+1,B+1,ζ). Ainsi qu’il n’y a qu’un seul de´coupage possible ; le meˆme argument s’applique pour







a(πk−1)πk−1 la combinaison line´aire stable qui se transfe`re en la trace tor-
due de πGL(ψk−1) pour des bons coefficients a(πk−1) 6= 0. On a alors montre´ que la combinaison∑
πk−1∈Π(ψk−1
a(πk−1)Jacψkπk−1 est stable et se tranfe`re en la trace tordue de π
GL(ψk). On rappelle
que les Jacψkπk−1 sont soit nuls soit irre´ductibles et ceux qui sont non nuls sont tous distincts. C’est
alors l’inde´pendance line´aire des caracte`res qui permet de conclure.
3 De´finition de la normalisation et e´nonce´ du the´ore`me
3.1 Normalisation
On fixe Ψ et π ∈ Π(Ψ) ; on fixe aussi un entiers a0 et une repre´sentation cuspidale autoduale ρ. On
conside`re l’ope´rateur d’entrelacement standard
M(s) := St(ρ, a0)| |
s × π → St(ρ, a0)| |
−s × π
au voisinage de s ∈ R≥0. On de´finit la fonction me´romorphe de s suivante
r(s, ψ) := ×(τ,a,b)∈Jord(Ψ)
L(St(ρ, a0)× St(τ, a), s − (b− 1)/2)
L(St(ρ, a0)× St(τ, a), s + (b+ 1)/2)
×
L(ρ, rG, 2s)
L(ρ, rG, 2s+ 1)
,
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ou` rG est de´fini par la repre´sentation naturelle de G
∗ qui sert a` de´finir le transfert. Et on pose
Nψ(s, π) :=M(s, π)r(s, ψ)
−1 et en ge´ne´ral ψ est fixe´ et on pose donc N(s, π) := Nψ(s, π). On connaˆıt
comple`tement explicitement les fonctions L qui interviennent ci-dessus. On rappelle les re´sultats de
Shahidi [23] que
L(St(ρ, a0)× St(ρ
′, a), s) = ×k∈[|(a−a′)/2|,(a+a′)/2[L(ρ× ρ
′, s + k).
On sait aussi qu’il existe une factorisation L(ρ × ρ, s) = L(ρ, rG, s)L(ρ, r
′
G, s) ou` rG ⊕ r
′
G est la
de´composition de la repre´sentation ⊗2Cn ou` Cn est la repre´sentation naturelle de GL(n,C) (n = m∗G)
la de´composition de´pend du plongement de G∗ dans GL(n,C).
On en de´duit facilement que les de´nominateurs ne peuvent avoir de poˆles au voisinage d’un nombre
re´el positif ou nul et les nume´rateurs n’ont pas de ze´ros. Ainsi au voisinage d’un nombre re´el positif
ou nul, la fonction r(s, ψ) est d’ordre infe´rieur ou e´gal a` 0.
On a vu en [18] 2.1 que r(s, ψ)r(−s, ψ) diffe`re du produit M(−s) ◦M(s) vu comme ope´rateur scalaire
par une fonction holomorphe inversible au voisinage de tout point re´el. En loc. cite on a bien exlique´ que
cette normalisation n’est pas en ge´ne´ral la normalisation de Langlands-Shahidi ; c’est la normalisation
de Langlands-Shahidi uniquement si π est dans le paquet de Langlands associe´ au paquet d’Arthur.
3.2 Enonce´ du the´ore`me et she´ma de la preuve
The´ore`me 3.2.1 L’ope´rateur Nψ(s, π) est holomorphe en tout point s re´el positif ou nul.
Le choix de la normalisation est de nature globale et les conse´quences attendues comme en [18] sont
aussi de nature globale, mais je n’ai pas de de´monstration globale de ce re´sultat car tout essai s’est
heurte´ au fait qu’un tel ope´rateur peut eˆtre identiquement ze´ro et que pour obtenir des re´sultats en la
place v il faut au moins empeˆcher des 0 aux autres places ; or on a peu de liberte´ car la normalisation
de´pend du paquet, ψ. Certes il y a plusieurs fac¸on de globaliser ce paquet mais la repre´sentation de
la deuxie`me copie de SL(2,C) est elle de nature globale et est donc fixe´e par la place v et ne donne
lieu a` aucune liberte´.
Le cas s = 0 : ici on sait que N(−s, π) ◦N(s, π) est une fonction holomorphe inversible, en particulier
n’a pas de poˆle en s = 0. Donc a` une fonction holomorphe inversible pre`s N(−s, π) est dual de N(s, π)
pour la dualite´ naturelle entre St(ρ, a0)| |
s × π et St(ρ, a0)| |
−s × π construite graˆce a` l’unitarite´ de π.
Cela suffit pour avoir l’holomorphie en s = 0 et meˆme le fait que N(0, π) est bijectif.
On se place donc au voisinage d’un re´el s = s0 > 0. On pose b0 = 2s0 − 1. Dans ce paragraphe, on
explique la de´monstration. Cette de´monstration se fait par re´duction au cas ou` π est une repre´sentation
tempe´re´e. Supposons momentane´ment que π soit tempe´re´e ; sous cette hypothe`se, on sait graˆce aux
travaux d’Harish-Chandra que l’ope´rateur d’entrelacement non normalise´ est holomorphe en s = s0
par positivite´ stricte. Il suffit alors de ve´rifier que r(s, ψ) n’a pas de ze´ro en s = s0 ; on a de´ja` vu que
r(s, ψ) est d’ordre infe´rieur ou e´gal a` ze´ro au voisinage de tout s re´el strictement positif. Cela donne
le re´sultat.
On traitera aussi facilement le cas ou` Jord(ψ) a de la multiplicite´ cf. 4.2.
La suite de la de´monstration du the´ore`me se fait par re´currence sur les entiers suivants ; soit ζ un
signe. On pose ℓ(ψ; ζ) :=
∑
inf(a,b);ζ(a−b)≥0(inf(a, b) − 1). On note ζ0 le signe de a0 − b0 en prenant
+ si a0 = b0. Si ζ0 = − on fait une re´currence d’abord sur n(ψ,−) := |{(ρ, a, b) ∈ Jord(ψ); a < b}
puis sur ℓ(ψ,−ζ0). Le de´but de la re´currence se fait donc quand ℓ(ψ; ζ0) = n(ψ,−) = 0 ; on a donc
pour tout (ρ, a, b) ∈ Jord(ψ), a ≤ b par n(ψ,−) = 0 et b = 1 par ℓ(ψ; ζ0) = 0. Ainsi, dans ce cas,
ψ est tempe´re´ et le de´but de la re´currence a de´ja` e´te´ montre´e. Supposons maintenant que ζ0 = +;
ici la re´currence se fait sur ℓ(ψ,+) + ℓ(ψ,−). Le de´but de la re´currence est donc quand pour tout
(ρ, a, b) ∈ Jord(ψ), inf(a, b) = 1 et ce cas sera traite´ en 4.10 on le fera en utilisant la description des
repre´sentations obtenue dans [15] et rappele´e ici.
Un cas facile est le cas ou` l’on peut construire un morphisme ψ′ tel que π ∈ Π(ψ) ∩ Π(ψ′) et tel
que l’on puisse appliquer la re´currence a` ψ′ ; le seul point alors est de ve´rifier que r(s, ψ′)/r(s, ψ)
14
est holomorphe. C’est d’ailleurs dans ce cas que l’on trouve facilement des exemples ou` N(s, ψ) est
identiquement 0 en s = s0.
Le cas le plus fre´quent est celui ou` on construit un morphisme ψ′ est relatif a` un groupe de rang
plus petit que le groupe de de´part et auquel on peut appliquer l’hypothe`se de re´currence. Ce que
l’on montre alors est qu’il existe une repre´sentation π′ ∈ Π(ψ′) et une repre´sentation comple`tement
explicite σ d’un groupe line´aire avec une inclusion
π →֒ σ × π′.
Ici il faut donc aussi conside´rer les ope´rateurs d’entrelacements
St(ρ, a0)| |
s0 × σ → σ × St(ρ, a0| |
s0
σ × St(ρ, a0)| |
−s0 → St(ρ, a0)| |
−s0 × σ.
Donc il faut aussi e´tudier ces ope´rateurs d’entrelacements (ce qui a e´te´ fait en [21]) et on est presque
oblige´ de ne conside´rer que des cas ou` apre`s une normalisation explicite ils sont holomorphes ; ensuite
on compare les normalisations ce qui est facile. Comme les induites e´crites ne sont pas irre´ductibles en
ge´ne´ral, dans cette e´tape on perd des informations. Le plus ennuyeux est qu’avec cette me´thode, on
ne controˆle pas la non nullite´ des ope´rateurs. Toutefois, une fois l’holomorphie de´montre´e, on pourra
utiliser des ope´rateurs non holomorphes en controˆlant l’ordre des poˆles, ce qui, je l’espe`re, permettra
d’aller plus loin.
On explique les e´tapes de la re´currence et la construction des ψ′ ; on suppose d’abord que ℓ(ψ;−ζ0) > 0
et on baisse ℓ(ψ;−ζ0) sans modifier n(ψ, ζ0) (de´fini si ζ0 = −) ni ℓ(ψ, ζ0). On conside`re alors un ordre
sur Jord(ψ) qui est tel que (ρ, a, b) >Jord(ψ) (ρ, a
′, b′) si ζ0(a − b) ≤ 0 et ζ0(a
′ − b′) > 0. On remplace
chaque (ρ, a, b) tel que ζ0(a − b) ≤ 0 par (ρ,A = (a + b)/2 − 1, B = |(a − b)/2|,−ζ0) et on fixe
un tel e´le´ment tel que A − B > 0 et B est maximal avec cette proprie´te´ ; on met alors un ordre
sur Jord(ψ) tel que (ρ,A′, B′, ζ ′) >Jord(ψ) entraˆıne que ζ
′ = −ζ0 B
′ > B et A′ > A. Ainsi pour
(ρ,A′, B′, ζ ′) >Jord(ψ) (ρ,A,B, ζ), on aura ne´cessairement A
′ = B′. Un cas est alors facile, celui ou`
pour tout (ρ,A′, B′, ζ) >Jord(ψ) (ρ,A,B,−ζ0), on aB
′ ≥ A ; dans ce cas, on montre (cf. 4.3) que
l’on peut remplacer ψ par un morphisme ψ′ qui se de´duit de ψ soit en remplac¸ant (ρ,A,B,−ζ0) par
∪C∈[B,A](ρ,C,C,−ζ0) soit par (ρ,A−1, B+1,−ζ0) ce qui a remplace´ ℓ(ψ;−ζ0) par ℓ(ψ;−ζ0)−(A−B)
dans le premier cas et par ℓ(ψ;−ζ0) − 2 dans le deuxie`me cas. Dans le cas contraire traite´ en 4.6,
on ordonne les demi-entiers B′ tels que B′ ∈]B,A[ et (ρ,B′, B′,−ζ0) ∈ Jord(ψ) ; on note Binf+1
le plus petit et Bmax le plus grand, en posant Binf = B. On se rame`ne d’abord au cas ou` pour
B′ > B′′ conse´cutifs dans cet ensemble auquel on a ajoute´ B, on a JacζB′,··· ,ζB′′π = 0 ; cette re´duction
n’ame´liore par la re´currence. Mais avec cette hypothe`se, on montre que l’on peut remplacer ψ par un
morphisme ψ′ qui se de´duit de ψ en remplac¸ant (ρ,A,B,−ζ0) soit par (ρ,A − 1, B + 1,−ζ0) soit par
(ρ,Bmax, B,−ζ0)∪C∈[Bmax,A](ρ,C,C,−ζ0) ; dans le premier cas, on a remplace´ ℓ(ψ; ζ0) par ℓ(ψ;−ζ0)−2
et dans le deuxie`me cas par ℓ(ψ;−ζ0)− (A−Bmax). Les conse´quences sur l’holomorphie cherche´e sont
en 4.7.1. On remarque pour la suite que dans toutes ces e´tapes on n’a pas modifie´ n(ψ, ζ0).
Ainsi, on est ramene´ au cas ou` ℓ(ψ;−ζ0) = 0 sans avoir modifie´ n(ψ, ζ0) ni ℓ(ψ, ζ0).
Dans le cas ou` ζ0 = +, on baisse ensuite ℓ(ψ, ζ0) en 4.7.2
Il faut donc encore expliquer comment on baisse n(ψ, ζ0) ce qui sera utile pour ζ0 = − mais dans
ce cas on modifie ℓ(ψ;−ζ0) qui peut redevenir > 0 d’ou` l’ordre de la re´currence. On commence par
partir d’un ψ tel que ℓ(ψ,−ζ0) = 0 ce qui est loisible. On fixe un e´le´ment (ρ,A,B, ζ0) dans Jord(ψ)
tel que B soit minimal ; on suppose e´videmment qu’il en existe. On met un ordre sur Jord(ψ) tel
que cet e´le´ment soit le plus petit e´le´ment de Jord(ψ) ; on montre d’abord que l’on peut se ramener
au cas ou` B = 0 ou 1/2 au prix e´ventuellement d’une modification des (ρ,A′, B′,−ζ0) ; puis presque
par de´finition que l’on peut alors changer −ζ0 en ζ0. Dans cet e´tape on a donc diminue´ n(ψ, ζ0) de 1
e´ventuellement en augmentant ℓ(ψ,−ζ0). Il faut remarquer que pour mener a` bien cette preuve, on a
pris un ordre sur Jord(ψ) tel que (ρ,A,B, ζ0) est le plus petit e´le´ment alors que tout autre e´le´ment
de la forme (ρ,A′, B′, ζ0) est plus grand que tout e´le´ment de la forme (ρ,A
′′, B′′,−ζ0) ; cf 4.8.2 et 4.9.
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3.3 Proprie´te´s des facteurs de normalisation
On fixe ρ une repre´sentation cuspidale autoduale et des entiers a0, a, b0, b. On pose s0 = (b0 − 1)/2.
Chaque e´le´ment (ρ,A,B, ζ) de Jord(ψ) contribue par un facteur dans r(s, ψ) ; le tableau ci-dessous
indique s’il contribue aux poˆles de r(s, ψ) ou non ; s’il remplit la condition e´crite dans la case, il
contribue et sinon il n’y contribue pas.
ζ\ζ0 + -
+ B ≤ B0 ≤ A0 ≤ A
- B ≤ A0 ≤ A B0 ≤ B ≤ A0 ≤ A
En particulier si ζ0 = − aucun e´le´ment de la forme (ρ,A,B, ζ) avec ζ = + contribue aux poˆles de
r(s, ψ). On peut maintenant expliquer pourquoi la de´monstration est diffe´rente suivant les valeurs de
ζ0 ; si on baisse n(ψ, ζ0) en augmentant e´ventuellement ℓ(ψ,−ζ0), r(s, ψ
′)/r(s, ψ) a de bonne chance
d’eˆtre holomorphe en s = s0 si ζ0 = − mais pas si ζ0 = +.
A ces contributions, s’ajoute par de´finition L(St(ρ, a0)×St(ρ, a0), rG, 2s)/L(St(ρ, a0×St(ρ, a0), 2s+1).
Ce facteur n’a pas de poˆle au voisinage d’un re´el strictement positif. Ce terme ne joue donc de roˆle
qu’en s = 0 ou` il peut avoir un poˆle.
4 De´monstration
4.1 Un lemme connu
Soient A′0, B
′




0 et A + B soient des entiers. On suppose que
B′0 ≤ A
′
0 et que B ≤ A. Ainsi les repre´sentations < A
′
0, · · · , B
′
0 >ρ et < A, · · · , B >ρ sont des se´ries
discre`tes tordues par un caracte`re.
Lemme 4.1.1 Dans le GL convenable, l’ope´rateur d’entrelacement standard
< A′0, · · · , B
′
0 >ρ | |
s× < A, · · · , B >ρ→< A, · · · , B >ρ × < A
′
0, · · · , B
′
0 >ρ | |
s
est holomorphe en s = 0 si B′0 > B ou si A
′
0 > A et a un poˆle d’ordre 1 exactement si B ≥ B
′
0 et
A ≥ A′0 avec l’une des ine´galite´ e´tant une e´galite´. L’ope´rateur d’entrelacement normalise´ a` la Shahidi
est holomorphe en s = 0 si B′0 ≥ B ou A
′
0 ≥ A.
La deuxie`me partie du lemme est de´montre´e en [21] (c’est un cas particulier de [21] 1.6.3) et est une
conse´quence des travaux d’Harish-Chandra. Le facteur de normalisation vaut
L(St(ρ,A′0 −B
′




















L(ρ× ρ, s+ (A′0 −B
′






L(ρ× ρ, s+ sup((A′0 −A); (B
′
0 −B)))
L(ρ× ρ, s+A′0 −B + 1)
.
Le facteur de normalisation a un poˆle si A′0 ≤ A et B
′
0 ≤ B avec l’une des ine´galite´s e´tant une e´galite´.
Cela termine la preuve.
4.2 Re´duction dans le cas induit
Ici on suppose que Jord(ψ) a de la multiplicite´ ; on fixe (ρ, a, b) ∈ Jord(ψ) et on suppose que (ρ, a, b)
a multiplicite´ au moins 2 dans Jord(ψ). On sait alors (cf. 2.6) qu’il existe une repre´sentation π′ dans
le paquet associe´ a` ψ′ et une inclusion
π →֒ Speh(St(ρ, a), b) × π′.
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Lemme 4.2.1 L’holomorphie pour Nψ(s, π) re´sulte de celle de Nψ′(s, π
′) en tout s ∈ R≥0.
On conside`re la suite d’ope´rateurs d’entrelacement d’abord standard et que l’on normalisera ensuite :
St(ρ, a0)
s × π →֒
St(ρ, a0)
s × Speh(St(ρ, a), b) × π′ → Speh(St(ρ, a), b) × St(ρ, a0)
s × π′ (1)
Speh(St(ρ, a), b) × St(ρ, a0)
s × π′ → Speh(St(ρ, a), b) × St(ρ, a0)
−s × π′ (2)
Speh(St(ρ, a), b) × St(ρ, a0)
−s × π′ → St(ρ, a0)
−s × Speh(St(ρ, a), b) × π′. (3)
On a de´fini la normalisation pour l’ope´rateur (2) et pour les ope´rateurs (1) et (3), on prend la nor-
malisation de Shahidi ( [21]), c’est-a`-dire pour (1)
L(St(ρ, a0)× St(ρ, a), s − (b− 1)/2)/L(St(ρ, a0)× St(ρ, a), s + (b+ 1)/2)
et pour (3) L(St(ρ, a) × St(ρ, a0),−(b− 1)/2 + s)/L(St(ρ, a)× St(ρ, a0), (b + 1)/2 + s).
On remarque alors que r(ψ, s) est par de´finition le produit de ces 2 facteurs avec r(ψ′, s). Or les
ope´rateurs d’entrelacement normalise´s (1) et (3) sont holomorphes en tout s ∈ R≥0. Donc l’holomor-
phie pour N(s, π) re´sulte de l’holomorphie de N(s, π′). On se rame`ne ainsi au cas ou` Jord(ψ) n’a pas
de multiplicite´.
4.3 Re´duction, le cas isole´
Ici on suppose que Jord(ψ) contient un e´le´ment (ρ,A,B, ζ) tel que A > B et tel qu’il n’existe pas
d’e´le´ment (ρ,A′, B′, ζ ′) ∈ Jord(ψ)(ρ,A,B, ζ) avec ζ ′ = ζ et B′ ∈]B,A[. On note ψ′ le morphisme qui
se de´duit de ψ en remplac¸ant (ρ,A,B, ζ) par ∪C∈[B,A](ρ,C,C, ζ) et ψ
′′ le morphisme qui se de´duit de
ψ en remplac¸ant (ρ,A,B, ζ) par (ρ,A− 1, B + 1, ζ) (ou en supprimant (ρ,A,B, ζ) si A = B + 1).
Lemme 4.3.1 Sous les hypothe`ses faites, 2 cas sont possibles. Soit π appartient aussi au paquet
associe´ a` ψ′, soit il existe π′′ dans le paquet associe´ a` ψ′′ tel que l’on ait une inclusion
π →֒< ρ| |ζB , · · · , ρ| |−ζA > ×π′.
On fixe un ordre sur Jord(ψ) pour pouvoir de´finir π ; on impose a` l’ordre de ve´rifier
(ρ,A′, B′, ζ ′) <Jord(ψ) (ρ,A,B, ζ) si soit ζ
′ = −ζ soit B′ ≤ B.
Avec l’hypothe`se faite, on a donc (ρ,A′, B′, ζ ′) >Jord(ψ) (ρ,A,B, ζ) exactement quand ζ
′ = ζ et
B′ ≥ A. Avec ce choix d’ordre, on fixe ψ>> dominant tous les e´le´ments de Jord(ψ) supe´rieur ou e´gaux
a` (ρ,A,B, ζ) et on note π>> la repre´sentation dans le paquet associe´ a` ψ>> permettant de de´finir π
par module de Jacquet. On associe t et η les parame`tres de π et le premier cas se produit exactement
quand t(ρ,A,B, ζ) = 0. En effet, supposons que t(ρ,A,B, ζ) = 0 ; alors par de´finition π>> appartient
au paquet associe´ au morphisme ψ′>> qui se de´duit de ψ
′ en remplac¸ant (ρ,A+ T,B+ T, ζ) (ou` T est
un entier grand) par ∪C∈[B+T,A+T ](ρ,C,C, ζ). Les modules de Jacquet qui permettent de passer de




◦j∈[1,T ]Jacζ(B+T−j+1),···ζ(A+T−j+1) = ◦C∈[A,B] ◦j∈[1,T ] Jacζ(C+T−j+1).
On suppose maintenant que t(ρ,A,B, ζ) ≥ 1. On note ψ′′>> le morphisme qui se de´duit de ψ>>
en remplac¸ant (ρ,A + T,B + T, ζ) par (ρ,A + T − 1, B + T + 1, ζ) et on sait qu’il existe π′′>> une
repre´sentation dans le paquet associe´ a` ψ′′>> avec une inclusion :
π>> →֒< ρ| |
ζ(B+T ), · · · , ρ| |−ζ(A+T ) > ×π′′>>.
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On sait que Jacζxπ
′′
>> = 0 pour tout x ∈ [B + 1, B + T ] car (ρ,A
′, B′, ζ) ∈ Jord(ψ′′>>) entraˆıne soit
B′ ≤ B soit B′ = B + T + 1 soit B′ >> B + T ; les formules standard donne donc l’inclusion
◦j∈[1,T ]Jacζ(B+T−j+1π>> →֒< ρ| |
ζB , · · · , ρ| |−ζ(A+T > ×π′′>>
Ensuite on applique ◦j∈[1,T ]Jacζ(B+T+1−j+1),··· ,ζ(A+T−1−j+1) aux deux membres de l’inclusion ci-dessus
et sur le membre de droite, ce module de Jacquet ne peut que s’appliquer a` π′′>> ; le re´sultat est une
repre´sentation π′′> dans le paquet associe´ au morphisme ψ
′′
> qui se de´duit de ψ
′′
>> en remplac¸ant
(ρ,A+ T − 1, B+T +1, ζ) par (ρ,A− 1, B+1, ζ) et cette repre´sentation est irre´ductible. De plus elle
ve´rifie Jacζxπ
′′
> = 0 pour tout x ∈ [A + 1, A + T ] car tout e´le´ment (ρ,A
′, B′, ζ) de Jord(ψ′′>) ve´rifie
soit B′ ≤ B+1 soit B′ >> A+T . Il reste a` appliquer Jacζ(A+T ),··· ,ζ(A+1) qui sur le membre de droite
n’affecte pas π′′>. On obtient donc
◦j∈[1,T ]Jacζ(B+T−j+1),··· ,ζ(A+T−j+1)π>> →֒< ρ| |
ζB , · · · , ρ| |−ζA > ×π′′>.
Puis ensuite on redescend a` π en appliquand des Jacζx pour x parcourant un ensemble d’e´le´ments
tous strictement plus grand que A (on a utilise´ ici l’hypothe`se) ; quand on applique ces modules de
Jacquet au membre de droite de l’inclusion ci-dessus, ils ne s’appliquent qu’a` π′′> pour donner une
repre´sentation π′′ ayant les proprie´te´s de l’e´nonce´.
4.4 Re´duction dans le cas de 2 blocs e´le´mentaires conse´cutifs
Ici on suppose que Jord(ψ) contient 2 e´le´ments de la forme (ρ,A = B, ζ), (ρ,A′ = B′, ζ) avec B′ > B,
tels que pour tout (ρ,A′′, B′′, ζ) ∈ Jord(ψ), on ait soit B′′ > B′ soit B′′ ≤ B. On note ψ′ le morphisme
qui se de´duit de ψ en enlevant ces 2 blocs.
Lemme 4.4.1 Avec les hypothe`ses ci-dessus, 2 cas sont possibles ; soit JacζB′,··· ,ζ(B+1)π = 0 soit il
existe une repre´sentation irre´ductible π′ dans le paquet associe´ a` ψ′ et une inclusion
π →֒< ρ| |ζB
′
, · · · , ρ| |−ζB > ×π′.
Dans la preuve on interpre`te cette dichotomie en termes de parame`tres et ceci est important : on
met un ordre sur Jord(ψ) tel que (ρ,A′′, B′′, ζ ′′) >Jord(ψ) (ρ,A
′, B′, ζ) exactement quand ζ ′′ = ζ et
B′′ > B′ et (ρ,A′′, B′′, ζ ′′) <Jord(ψ) (ρ,A,B, ζ) soit si ζ
′′ = −ζ soit si B′′ ≤ B. Cela e´puise tous les
e´le´ments de Jord(ψ) d’apre`s l’hypothe`se. On peut alors associer a` ψ ses parame`tres t, η.
On va montrer que le premier cas, JacζB′,··· ,ζ(B+1)π = 0, se produit exactement quand η(ρ,A,B, ζ) =
−η(ρ,A′, B′, ζ).
On fixe un morphisme ψ>> qui domine tous les e´le´ments de Jord(ψ) supe´rieurs ou e´gaux a` (ρ,A,B, ζ).
On pose π>> := π(ψ>>, t, η). Par de´finition, on sait que π s’obtient a` partir de π˜ en prenant des
modules de Jacquet de la forme suivante :
π = Jacζx;x∈EJacζ(B′+T ′),··· ,ζ(B′+1)Jacζ(B+T ),··· ,ζ(B+1)π>>, (1)
ou` E est un ensemble totalement ordonne´ et ou` pour tout x ∈ E , x > B′ + 1 et ou` T et T ′ sont des
entiers ”grands” avec T ′ >> T . Quand on calcule JacζB′,··· ,ζ(B+1)π, on peut faire commuter cette
ope´ration avec Jacx∈E (sur le terme de droite) a` cause de l’hypothe`se x > B
′ + 1. Ainsi
JacζB′,··· ,ζ(B+1)π 6= 0⇒ JacζB′,··· ,ζ(B+1)Jacζ(B′+T ′),··· ,ζ(B′+1)Jacζ(B+T ),··· ,ζ(B+1)π>> 6= 0.
Le terme de droite s’e´crit aussi Jacζ(B′+T ′),··· ,ζ(B+1)Jacζ(B+T ),··· ,ζ(B+1)π>>. La re´ciprocite´ de Frobe-
nius donne donc l’existence d’une repre´sentation σ et d’une inclusion
π>> →֒ ρ| |
ζ(B+T ) × · · · × ρ| |ζ(B+1) × ρ| |ζ(B
′+T ′) × · · · ,×ρ| |ζ(B+1) × σ.
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On sait que Jacζxπ>> = 0 pour tout x ∈]B
′+T ′, B+T [∪]B+T,B+1[ et que Jacζ(B+T ),ζ(B+T )π>> = 0.
Ceci montre que l’inclusion ci-dessus se factorise par l’unique sous-module irre´ductible de l’induite
(pour un GL convenable) ρ| |ζ(B+T )×· · ·×ρ| |ζ(B+1)×ρ| |ζ(B
′+T ′)×· · · ,×ρ| |ζ(B+1) ; d’ou` une inclusion :
π>> →֒< ρ| |
ζ(B+T ), · · · , ρ| |(B+1) > × < ρ| |ζ(B
′+T ′), · · · , ρ| |ζ(B+1) > ×σ.
Par irre´ductibilite´, on peut e´changer les 2 premie`res repre´sentations et on obtient donc, a fortiori,
Jacζ(B′+T ′),··· ,ζ(B+T+1)π>> 6= 0. Par de´finition, ceci est e´quivalent a` η(ρ,A
′, B′, ζ) = η(ρ,A,B, ζ).
Supposons donc que l’on ait cette e´galite´ et on note ψ′>> le morphisme qui se de´duit de ψ>> en
enlevant les blocs (ρ,A + T,B + T, ζ), (ρ,A′ + T ′, B′ + T ′, ζ). On sait qu’il existe une repre´sentation
π′>> dans le paquet associe´ a` ψ
′
>> et une inclusion
π>> →֒< ρ| |
ζ(B′+T ′), · · · , ρ| |−ζ(B+T ) > ×π′>>.
Pour calculer π, on revient a` (1) ci-dessus et on commence par calculer Jacζ(B+T ),··· ,ζ(B+1)π>>. Comme
Jacζxπ
′
>> = 0 pour tout x ∈ [B+T,B+1] puisque Jord(ψ
′
>>) ne contient aucun e´le´ment de la forme
(ρ, A˜, x, ζ) pour ces valeurs de x, on obtient :
Jacζ(B+T ),··· ,ζ(B+1)π>> →֒< ρ| |
ζ(B′+T ′), · · · , ρ| |−ζB > ×π′>>.
De meˆme on obtient
Jacζ(B′+T ′),··· ,ζ(B′+1)Jacζ(B+T ),··· ,ζ(B+1)π>> →֒< ρ| |
ζB′ , · · · , ρ| |−ζB > ×π′>>.
Ensuite on doit encore appliquer Jacζx∈E avec x > B
′ ; on obtient donc
π →֒< ρ| |ζB
′
, · · · , ρ| |−ζB > ×Jacζx;x∈Eπ
′
>>.
Or par de´finition, π′ := Jacζx;x∈Eπ
′
>> est dans le paquet associe´ a` ψ
′ et on a donc de´montre´ l’alternative
du lemme.
4.5 Conse´quence sur l’holomorphie des ope´rateurs d’entrelacements
On fixe encore a0 un entier et s0 un re´el strictement positif et on de´finit b0 par s0 = (b0 − 1)/2. On
note ζ0 le signe de a0 − b0 si ce nombre est non nul et on pose ζ0 = + sinon.
4.5.1 Le cas de 4.4
Ici on suppose que les hypothe`ses de 4.4 (dont on adopte les notations) sont satisfaites ; on suppose
de plus que ζ = −ζ0. Et on suppose que JacζB′,··· ,ζ(B+1)π 6= 0. D’ou` l’existence de π
′
Lemme 4.5.1 L’ope´rateur Nψ(s, π) est holomorphe en s = s0 si l’ope´rateur Nψ′(s, π
′) est holomorphe
en s = s0.
On de´compose e´videmment l’ope´rateur d’entrelacement en produit : St(ρ, a0)| |
s × π →֒
St(ρ, a0)| |
s× < ρ| |ζB
′
, · · · , ρ| |−ζB > ×π′ →< ρ| |ζB
′
, · · · , ρ| |−ζB > ×St(ρ, a0)| |
s × π′ (1)
→< ρ| |ζB
′
, · · · , ρ| |−ζB > ×St(ρ, a0)| |
−s × π′ (2)
→ St(ρ, a0)| |
−s× < ρ| |ζB
′
, · · · , ρ| |−ζB > ×π′. (3)
Supposons d’abord que ζ0 = − ; alors ζ = + et (ρ,A,B, ζ) est de la forme (ρ, a, 1) tandis que
(ρ,A′, B′, ζ) et de la forme (ρ, a′, 1) avec a′ > a. La repre´sentation < ρ| |ζB
′
, · · · , ρ| |−ζB > est une
repre´sentation de Steinberg tordue, St(ρ, (a + a′)/2)| |(a
′−a)/4. En s0 l’ordre de r(s, ψ) est le meˆme
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que celui de r(s, ψ′) d’apre`s 3.3. L’ope´rateur d’entrelacement standard (3) est holomorphe par posi-
tivite´ stricte, d’apre`s Harish-Chandra ; l’ope´rateur d’entrelacement normalise´ (1) est holomorphe en
s0 d’apre`s par exemple [21] 1.6.3 parceque −(a0 − 1)/2 + s0 = (b0 − a0)/2 > 0 ≥ −ζB = −B. Le
facteur de normalisation est
L(St(ρ, a0)× St(ρ, (a+ a
′)/2), s0 − (a
′ − a)/4)
L(St(ρ, a0)× St(ρ, (a+ a′)/2), s0 − (a′ − a)/4 + 1)
=
L(ρ× ρ, |(a0 − 1)/2 − ((a+ a
′)/2 − 1)/2| + s0 − (a
′ − a)/4)
L(ρ× ρ, (a0 + ((a+ a′)/2)/2 + s0 − (a′ − a)/4)
.
L’ordre de ce facteur de normalisation en s = s0 est l’ordre du nume´rateur ; or ce nume´rateur n’a pas
de ze´ro en s = s0 et a` un poˆle d’ordre 1 quand
sup((a0−1)/2− ((a+a
′)/2−1)/2− (a′−a)/4;−(a0−1)/2+((a+a
′)/2−1)/2− (a′−a)/4)+ s0) = 0.
Ou encore, sup((a0−1)/2−(a
′−1)/2;−(a0−1)/2+(a−1)/2)+s0 = sup((a0−a
′)/2; (a−a0)/2)+s0 = 0.
Or (a − a0)/2 + (b0 − 1)/2 = (a − 1)/2 + (b0 − a0)/2. Or on a suppose´ que b0 > a0 et la nullite´ ne
peut donc eˆtre obtenue. Ainsi l’holomorphie de N(s, π) en s = s0 re´sulte de la meˆme proprie´te´ pour
N(s, π′).
On suppose maintenant que ζ0 = + d’ou` ζ = −. Ici, (ρ,A,B, ζ) est de la forme (ρ, 1, b) et (ρ,A
′, B′, ζ)
est de la forme (ρ, 1, b′). Et la repre´sentation < ρ| |ζB
′
, · · · , ρ| |−ζB > est le module de Speh <
ρ| |−(b
′−1)/2, · · · , ρ| |(b−1)/2 >. Les ope´rateurs d’entrelacements normalise´s (1) et (3) sont holomorphes
d’apre`s [21] 1.6.3. Il faut donc comparer les normalisations.
Le facteur de normalisation pour l’entrelacement (1) est L(St(ρ, a0)× ρ, s0− (b− 1)/2)/L(St(ρ, a0)×
ρ, s0+(b
′+1)/2) et celui pour (2) vaut L(St(ρ, a0)×ρ,−(b
′−1)/2+s0)/L(St(ρ, a0)×ρ, (b−1)/2+s0).
Or r(s, ψ) est exactement le produit de ces 2 facteurs avec r(s, ψ′). Ainsi l’holomorphie pour N(s, π)
en s = s0 re´sulte de l’holomorphie pour N(s, π
′) en s = s0.
4.5.2 Le cas de 4.3
Ici on suppose que les hypothe`ses de 4.3 (dont on adopte les notations) sont satisfaites. On a donc
de´fini ψ′ et ψ′′ et on a montre´ que soit π est dans le paquet associe´ a` ψ′ soit il existe une repre´sentation
π′′ dans le paquet associe´ a` ψ′′ avec une inclusion
π →֒< ρ| |ζB , · · · , ρ| |−ζA > ×π′′. (1)
On suppose encore que ζ = −ζ0
Lemme 4.5.2 (i) Si π est dans le paquet associe´ a` ψ′, l’holomorphie de Nψ(s, π) en s = s0 re´sulte
de l’holomorphie de Nψ′(s, π)
(ii) On suppose que l’inclusion (1) est satisfaite pour un bon choix de π′′ ; l’holomorphie de Nψ(s, π)
en s = s0 re´sulte de l’holomorphie de Nψ′′(s, π
′′) en s = s0.
Pour prouver (i), il suffit de ve´rifier que r(s, ψ′)/r(s, ψ) est holomorphe en s = s0. Or on passe de ψ
a` ψ′ en remplac¸ant (ρ,A,B, ζ) par ∪C∈[B,A](ρ,C,C, ζ). On revient a` 3.3 ; on suppose que ζ0 = +, par
hypothe`se ζ = − et la contribution des e´le´ments (ρ,C,C, ζ) aux poˆles de r(s, ψ′) en s = s0 ne peut
que donner un poˆle d’ordre 1 et ceci se produit exactement si A0 ∈ [B,A] ; dans ce cas, (ρ,A,B, ζ)
fournit aussi un poˆle d’ordre 1 a` r(s, ψ) en s = s0. On suppose maintenant que ζ0 = − et on a donc
ζ = + par hypothe`se. Ici les e´le´ments (ρ,C,C, ζ) ne contribue pas aux poˆles de r(s, ψ′) en s = s0.
D’ou` (i).
La preuve de (ii) est analogue a` celle du paragraphe pre´ce´dent. On commence par regarder le cas ou`
ζ0 = − d’ou` ζ0 = + ; ici l’ope´rateur d’entrelacement standard :
St(ρ, a0)| |
s× < ρ| |ζB , · · · , ρ| |−ζA >→< ρ| |ζB , · · · , ρ| |−ζA > ×St(ρ, a0)| |
s, (2)
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est holomorphe en s = s0 par positivite´ stricte. On obtient l’holomorphie de l’ope´rateur d’entrelace-
ment standard
< ρ| |ζB , · · · , ρ| |−ζA > ×St(ρ, a0)| |
−s → St(ρ, a0)| |
s× < ρ| |ζB , · · · , ρ| |−ζA > (3)
par [21] 1.6.3 et le re´sultat est alors clair car r(s, ψ′′)/r(s, ψ) est d’ordre exactement 0 en s = s0
d’apre`s 3.3. On suppose maintenant que ζ0 = + et ζ = −, les ope´rateurs d’entrelacement normalise´s
a` la Shahidi (2) et (3) sont holomorphes en s = s0 d’apre`s [21] et les produits de leur facteur de
normalisation avec r(s, ψ′′) est exactement r(s, ψ), c’est le calcul fait pre´ce´demment.
4.6 Re´duction dans le cas d’un bloc non isole´
4.6.1 Une proprie´te´ des modules de Jacquet
On suppose ici que Jord(ψ) contient un e´le´ment (ρ,A,B, ζ) tel que B > 1/2 et pour tout (ρ,A′, B′, ζ ′)
∈ Jord(ψ) (diffe´rent de (ρ,A,B, ζ)) ve´rifiant ζ ′ = ζ, B′ ≥ B et A′ ≥ A, on a B′ > A ; en d’autres
termes Jord(ψ) ne contient pas d’e´le´ments (ρ,A′, B′, ζ ′) avec ζ ′ = ζ, B′ ∈ [B,A] et A′ ≥ A. On note
ψ′ le morphisme qui se de´duit de ψ en remplac¸ant (ρ,A,B, ζ) par (ρ,A− 1, B − 1, ζ).
Lemme 4.6.1 On suppose aussi que JacζB,··· ,ζAπ 6= 0. Alors il existe π
′ dans le paquet associe´ a` ψ′
et une inclusion
π →֒< ρ| |ζB , · · · , ρ| |ζA > ×π′.
On fixe un ordre sur Jord(ψ) tel que (ρ,A′, B′, ζ ′) >Jord(ψ) (ρ,A,B, ζ) exactement quand B
′ > A ; par
hypothe`se si (ρ,A′, B′, ζ ′) <Jord(ψ) (ρ,A,B, ζ) on a soit ζ
′ = −ζ soit B′ < B soit A′ < A. Ainsi l’ordre
sur Jord(ψ) induit un ordre sur Jord(ψ′) qui a encore les bonnes proprie´te´s. On choisit ψ>> dominant
tous les e´le´ments de Jord(ψ) supe´rieurs strictement a` (ρ,A,B, ζ). On note ψ′>> le morphisme qui se
de´duit de ψ>> en remplac¸ant simplement (ρ,A,B, ζ) par (ρ,A−1, B−1, ζ) et d’apre`s ce que l’on vient
de voir ψ′>> domine tous les blocs de Jordan de ψ
′ strictement supe´rieurs a` (ρ,A−1, B−1, ζ). On note
π>> la repre´sentation du paquet associe´ a` ψ>> servant a` de´finir π. On ve´rifie comme dans la preuve
de 4.4 que JacζB,··· ,ζAπ 6= 0, entraˆıne que JacζB,··· ,ζAπ>> 6= 0. On note π
′
>> cette repre´sentation dont
on sait qu’elle est irre´ductible et dans le paquet associe´ a` ψ′>>. On en de´duit l’inclusion
π>> →֒< ρ| |
ζB , · · · , ρ| |ζA > ×π′>>.
Ensuite on applique les modules de Jacquet qui calcule π en fonction de π>> ; on les note Jacζx;x∈Eπ>>
= π, ou` E est un ensemble convenable totalement ordonne´. Pour tout x ∈ E , on a x > A et on a donc
π = Jacζx;x∈Eπ>> →֒< ρ| |
ζB , · · · , ρ| |ζA > ×Jacζx;x∈Eπ
′
>>.
On pose π′ := Jacζx;x∈Eπ
′
>> ; on sait que π
′ est non nulle et c’est donc une repre´sentation irre´ductible
dans le paquet associe´ a` ψ′.
4.6.2 Re´duction de l’amplitude dans le cas non isole´
Ici, on suppose que Jord(ψ) contient un e´le´ment (ρ,A,B, ζ) avec A > B et que pour tout (ρ,A′, B′, ζ ′)
∈ Jord(ψ) tel que ζ ′ = ζ et B′ ∈]B,A[, on a A′ = B′. On note ℓ le cardinal des e´le´ments (ρ,A′, B′, ζ) ∈
Jord(ψ) avec B′ ∈]B,A[ et on les note (ρ,Ai = Bi, ζ) pour i ∈ [1, ℓ] avec B1 < · · · < Bℓ. On note ψ
′
ℓ le
morphisme qui se de´duit de ψ en remplac¸ant les blocs (ρ,Aℓ = Bℓ, ζ) et (ρ,A,B, ζ) par (ρ,A,A, ζ) et
(ρ,A− 1, B+1, ζ) ; on note ψ′ le morphisme qui se de´duit de ψ en remplac¸ant simplement (ρ,A,B, ζ)
par (ρ,A − 1, B + 1, ζ) et on note ψ0 le morphisme qui se de´duit de ψ en enlevant tous le blocs
(ρ,Ai = Bi, ζ) pour i ∈ [1, ℓ] et en remplac¸ant (ρ,A,B, ζ) par ∪C∈[B,A−ℓ](ρ,C,C, ζ). On suppose que
l’on est pas dans le cas de 4.3 et on a donc certainement A > B + 1.
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Lemme 4.6.2 Sous les hypothe`ses ci-dessus, 3 cas sont possibles : (i) soit il existe π′ℓ dans le paquet
associe´ a` ψ′ℓ et une inclusion
π →֒< ρ| |ζB , · · · , ρ| |−ζBℓ > ×π′ℓ.
(ii) Soit il existe π′ dans le paquet associe´ a` ψ′ et une inclusion
π →֒< ρ| |ζB , · · · , ρ| |−ζA > ×π′.
(iii) Soit finalement il existe π′0 dans le paquet associe´ a` ψ
′
0 et une inclusion
π →֒ ×i∈[1,ℓ] < ρ| |
ζBi , · · · , ρ| |−ζ(A−i+1) > ×π′0.
On fixe un ordre sur Jord(ψ) tel que pour tout (ρ,A′, B′, ζ ′) >Jord(ψ) (ρ,A,B, ζ) on a soit ζ
′ = ζ,
B′ > B soit ζ ′ = −ζ. Ainsi un e´le´ment (ρ,A′, B′, ζ ′) est plus grand que (ρ,A,B, ζ) soit s’il est l’un
des (ρ,Ai = Bi, ζ) pour i ∈ [1, ℓ] soit si ζ
′ = ζ et B′ > A. On fixe un morphisme ψ>> qui domine tous
les e´le´ments de Jord(ψ) strictement supe´rieurs a` (ρ,A,B, ζ) et une repre´sentation π>> qui permet de
calculer π. On applique a` π>> le lemme de 4.3 puisque les hypothe`ses sont satisfaites. On distingue
donc suivant les 2 cas de ce lemme.
On note ψ′>> le morphisme qui se de´duit de ψ>> en remplac¸ant (ρ,A,B, ζ) par (ρ,A − 1, B + 1, ζ).
On suppose d’abord qu’il existe une repre´sentation π′>> dans le paquet associe´ a` ψ
′
>> et une inclusion
π>> →֒< ρ| |
ζB , · · · , ρ| |−ζA > ×π′>>. (1)
Ainsi π est de la forme Jac−ζy;y∈FJacζx;x∈E ◦i∈[ℓ,1] JacζBi+Ti,··· ,ζ(Bi+1)π>>, ou` E est un ensemble
totalement ordonne´ convenable de demi-entiers strictement supe´rieur a` A, tandis que F est un en-
semble totalement ordonne´ de demi-entiers strictement positifs et ou` les 0 << T1 << · · · << Tℓ sont
de´termine´s par ψ>>. On applique ces modules de Jacquet au membre de droite de (1) ce qui donne
(malheureusement) plusieurs termes. L’un des termes consiste a` appliquer le module de Jacquet a` π′>>
et on obtient alors l’induite
< ρ| |ζB , · · · , ρ| |−ζA > ×π′,
ou` π′ est une repre´sentation dans le paquet associe´ a` ψ′. Si l’inclusion (1) donne une inclusion de π
dans cette induite, on est dans le 2e cas de l’e´nonce´. Sinon, on remarque d’abord le point suivant ; soit
i ∈ [1, ℓ] et soit x ∈ [Bi + 1, A[ alors
JacζxJacζ(Bi+Ti),··· ,ζ(A+1) ◦j∈]i,1] Jacζ(Bj+Tj),··· ,ζ(Bj+1)π
′
>> = 0;
en effet on peut e´changer Jacζx et Jacζ(Bi+Ti),··· ,ζ(A+1) car A+ 1− x > 1 ; de plus
πi,>> := Jacζ(Bj+Tj),··· ,ζ(Bj+1)π
′
>>
se trouve dans le paquet associe´ au morphisme ψ′i,>> qui se de´duit de ψ
′
>> en remplac¸ant les (ρ,Bj +
Tj , Bj + Tj, ζ) par (ρ,Bj , Bj , ζ) pour tout j ∈]i, 1]. Ainsi Jacζxπi,>> = 0 parce qu’il n’existe pas
(ρ, A˜, B˜, ζ) dans Jord(ψ′i,>>) avec B˜ = x, un tel e´le´ment devrait de´ja` eˆtre dans Jord(ψ) et ceci a e´te´
exclu puisque x ∈]Bi, A[. Donc si l’on n’est pas dans le 2e cas de l’e´nonce´, il existe i ∈ [1, ℓ] tel que
l’inclusion (1) donne une inclusion (on oublie F qui ne joue pas de roˆle ici)
π →֒ Jacζx;x∈E ◦j∈[ℓ,i+1] Jacζ(Bj+Tj),··· ,ζ(Bj+1)
(





avec la notation π′i,>> de´ja` introduite. On veut maintenant de´montrer que ne´cessairement i = ℓ.
D’abord, on remarque que le terme de droite est l’induite :




On remarque maintenant que la non nullite´ du terme de droite entraˆıne une inclusion
π′i,>> →֒ ρ| |
ζ(Bi+Ti) × · · · × ρ| |ζ(A+1) × ρ| |ζ(Bi+1+Ti+1 × · · · × ρ| |ζ(Bi+1+1) × σ,
ou` σ est une repre´sentation convenable. Avec les me´thodes habituelles, on montre que cette inclusion
se factorise par
π′i,>> →֒< ρ| |
ζ(Bi+Ti), · · · , ρ| |ζ(A+1) > × < ρ| |ζ(Bi+1+Ti+1), · · · , ρ| |(Bi+1+1) > ×σ.
Dans le GL convenable l’induite < ρ| |ζ(Bi+Ti), · · · , ρ| |ζ(A+1) > × < ρ| |ζ(Bi+1+Ti+1), · · · , ρ| |(Bi+1+1) >
est irre´ductible car les segments sont emboite´s ; on peut donc e´changer les 2 induites. D’ou` en particulier




Cela s’interpre`te avec 4.4 en terme de parame`tres et donne en particulier l’assertion analogue pour π
a` savoir JacζBi+1,··· ,ζ(Bi+1)π 6= 0. Ceci a e´te´ exclu par hypothe`se et on a donc i = ℓ. On est donc dans
le 1e cas de l’e´nonce´. Ainsi il nous reste a` voir le 1e cas de 4.3.
On suppose donc maintenant que π>> est aussi dans le paquet associe´ au morphisme qui se de´duit
de ψ>> en remplac¸ant (ρ,A,B, ζ) par ∪C∈[B,A](ρ,C,C, ζ) ; on note t et η les parame`tres pour ce mor-
phisme permettant de de´finir π. Puisque π est non nul, il faut certainement Jacζ(B1+T1),··· ,ζ(A+1)π>> 6=
0. On applique alors 4.4 et on sait que le parame`tres η prend la meˆme valeur sur (ρ,A,A, ζ) et
(ρ,B1+T1, B1+T1, ζ). On sait aussi que η alterne sur les blocs (ρ,Bi+Ti, Bi+Ti, ζ) pour i ∈ [1, ℓ] et
sur les blocs (ρ,C,C, ζ) pour C ∈ [B,A]. On note ψ′0,>> le morphisme qui se de´duit de ψ>> en enlevant
tous les blocs (ρ,Bi + Ti, Bi + Ti, ζ) pour i ∈ [1, ℓ] et les blocs (ρ,C,C, ζ) pour C ∈ [A,A− ℓ+ 1] (on
est suˆr que ℓ < A − B par de´finition). On peut donc appliquer 4.4 ℓ fois et obtenir l’existence d’une
repre´sentation irre´ductible dans le paquet associe´ a` ψ′0,>> avec une inclusion




Comme dans ce qui suit (1), on a
π = Jacζx;x∈E ◦i∈[ℓ,1] Jacζ(Bi+Ti),··· ,ζ(Bi+1)π>>.
On applique ce module de Jacquet au membre de droite de (2). Calculons d’abord Jacζ(B1+T1,··· ,ζ(B1+1)
du membre de droite. Pour tout x ∈ [B1 + 1, B1 + T1], Jacζxπ
′
0,>> = 0. On montre par re´currence
descendante sur x que
Jacζ(B1+T1),··· ,ζxπ>> →֒< ρ| |




S’il n’en est pas ainsi, on aurait une inclusion pour une repre´sentation τ convenable
Jacζ(B1+T1),··· ,ζxπ>> →֒< ρ| |
ζx, · · · , ρ| |−ζ(A−1) > ×τ.
Ceci entraˆıne Jacζ(B1+T1),··· ,ζx,ζxπ>> 6= 0 et encore Jacζxπ0,>> 6= 0 ce qui est impossible si x ∈
]B1, B1 + T1[ et Jacζx,ζxπ0,>> 6= 0 si x = B1 + T1, ce qui est aussi impossible. Donc finalement on
trouve une inclusion
Jacζ(B1+T1),··· ,ζ(B1+1)π>> →֒< ρ| |ζB1, · · · , ρ| |
−ζA > ×i∈]1,ℓ] < ρ| |
ζ(Bi+Ti), · · · , ρ| |ζ(A−i+1) > ×π′0,>>.
Ensuite on continue pour i ∈]1, ℓ] en utilisant les meˆmes proprie´te´s de nullite´ pour certains modules
de Jacquet ; ici on utilise le fait que le membre de gauche ci-dessus est une repre´sentation irre´ductible
dans le paquet associe´ au morphisme qui se de´duit de ψ>> en remplac¸ant (ρ,B1 + T1, B1 + T1, ζ) par
(ρ,B1, B1, ζ). Et finalement on de´montre que π satisfait au 3e cas du lemme.
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4.6.3 Suppression d’un bloc dans le cas non isole´
On fixe B0 un demi-entier positif ou nul et on note ℓ
′ le cardinal des i ∈ [1, ℓ] tel que Bi ≤ B0
(e´ventuellement ℓ′ = 0).
On fait les hypothe`ses suivantes un peu diffe´rentes de celles de 4.6.2
pour tout i ∈]1, ℓ′]∪]ℓ′ + 1, ℓ], JacζBi,··· ,ζ(Bi−1+1)π = 0
pour tout x ∈]B,B0], Jacζxπ = 0.
Lemme 4.6.3 Sous les hypothe`ses ci-dessus, il existe
un morphisme ψ′ qui se de´duit de ψ en remplac¸ant (ρ,A,B, ζ) et ∪i∈[1,ℓ](ρ,Bi, Bi, ζ) par des e´le´ments
de la forme (ρ,C,C, ζ) avec C ∈ [B,A] et une repre´sentation π′ dans le paquet associe´ a` ψ′
et deux ensembles de multisegments (dont l’un peut eˆtre vide) de la forme ci-dessous avec t′ ≥ t′′ ∈ Z≥0
et des demi-entiers B′it′−t′′ < · · · < B
′
i1
≤ A tous strictement supe´rieurs a` B + t′ − 1 (si t′ = t′′ − 1 les
dernie`res lignes n’apparaissent pas)
ζB · · · · · · −ζA
... · · · · · ·
...
ζ(B + t′′ − 1) · · · · · · −ζ(A− t′′ + 1)
ζ(B + t′′) · · · −ζB′i1
... · · ·
ζ(B + t′ − 1) · · · −ζB′it′−t′′
et le 2e multisegment est l’union de v segments avec v ∈ [0, ℓ − ℓ′] de la forme ζDi, · · · − ζFi pour
i ∈ [1, v] avec B0 < D1 < · · · < Dv et F1 > · · · > Fv > B0 ; on note σ1 et σ2 les repre´sentations de
GL convenable associe´es par Zelevinsky a` ces multisegments et a` la cuspidale ρ
tels que l’on ait π →֒ σ1 × σ2 × π
′.
On conside`re ici un ordre qui est tel que (ρ,Bi, Bi, ζ
′) <Jord(ψ) (ρ,A,B, ζ) si i ≤ ℓ
′ (cette condition est
vide si ℓ′ = 0) et (ρ,Bi, Bi, ζ) >Jord(ψ) (ρ,A,B, ζ) si i ∈]ℓ
′, ℓ] (cette condition est vide si ℓ′ = ℓ). On
fixe un morphisme ψ>> qui domine tous les e´le´ments de Jord(ψ) supe´rieurs ou e´gaux a` (ρ,A,B, ζ). On
conside`re les parame`tres t et η et la repre´sentation π>> dans le paquet associe´ a` ψ>> qui permettent de
de´finir π. On pose t := t(ρ,A,B, ζ) et on pose ψt,>> le morphisme qui se de´duit de ψ>> en remplac¸ant
(ρ,A + T,B + T, ζ) par ∪C∈[B+t,A−t(ρ,C + T,C + T, ζ). Par de´finition, il existe une repre´sentation
dans le paquet associe´ a` ψt,>>, note´e πt,>> avec une inclusion
pi>> →֒









On applique d’abord ◦j∈[1,T ]Jacζ(B+T−j+1),··· ,ζ(B+T+−1−j+1) a` chacun des 2 membres de (1). Quand
on applique ces modules de Jacquet au terme de droite, il y a plusieurs solution car a priori on peut
avoir Jacζxπ
′
t,>> 6= 0 pour une de ces valeurs de x. Toutefois si on n’utilise pas le de´but des lignes
pour calculer ces modules de Jacquet, il existera x0 ≤ Bℓ et y0 ∈]B,B + t] avec y0 ≤ x0 et
Jacζx0,··· ,ζy0 ◦j∈[1,T ] Jacζ(B+T−j+1),··· ,ζ(B+T+t−1−j+1)π>> 6= 0.
Pour repasser de ◦j∈[1,T ]Jacζ(B+T−j+1),··· ,ζ(B+T+t−1−j+1)π>> a` π il faut encore appliquer des Jacζx
convenable mais on est suˆr qu’il restera x′0 ∈ [x0, y0] tel que Jacζx′0,··· ,ζy0π 6= 0. Ceci est contradictoire
avec les hypothe`ses.
On note t′ le plus grand entier strictement supe´rieur ou e´gal a` t, s’il existe tel que B+ t′ ≤ Bℓ′−t′+t+1
et B+ t′ ≤ A− t′ (sinon on prend t′ = t−1). Si t′ > t−1, on applique encore ◦j∈[1,T ]Jacζ(B+T+t−j+1) ;
pour ne pas avoir 0, il faut certainement que le parame`tre η prenne la meˆme valeur sur (ρ,B +
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t + T,B + t + T, ζ) et (ρ,Bℓ′ , Bℓ′ , ζ) (c’est l’argument que l’on a de´ja` vu dans la de´monstration
de 4.6.2). On note ψ′>> le morphisme qui se de´duit de ψ>> en remplac¸ant (ρ,A + T,B + t, ζ) par
∪C∈]B+t′,A−t](ρ,C + T,C + T, ζ) et il faut qu’il existe une repre´sentation π
′
>> dans le paquet associe´
a` ψ′>> et une inclusion
π>> →֒
〈





ζ(B + T + t− 1) · · · · · · −ζ(A+ T − t+ 1)
ζ(B + T + t) · · · −ζBℓ′
...
...




On note ψ′> le morphisme qui se de´duit de ψ>> en remplac¸ant (ρ,A + T,B + T, ζ) par ∪C∈]B+t′,A−t]
(ρ,C,C, ζ). Avec l’argument que l’on a de´ja` donne´, on montre alors qu’il existe une repre´sentation
irre´ductible π′> dans le paquet associe´ a` ψ
′
> et une inclusion
π> := ◦j∈[1,T ]Jacζ(B+T−j+1),··· ,ζ(A+T−j+1)π>> →֒
〈
ζB · · · −ζA
... · · ·
...
ζ(B + t− 1) · · · −ζ(A− t+ 1)
ζ(B + t) · · · −ζBℓ′
... · · ·




La de´monstration se termine tre`s rapidement si A− t < Bℓ′+1. On doit encore calculer ◦i∈[ℓ,ℓ′] ◦j∈[1,Ti
Jacζ(Bi+Ti−j+1) aux 2 membres de (3) et sur le membre de droite on ne peut l’appliquer qu’a` π
′
>.
Finalement on obtient une inclusion
π →֒
〈
ζB · · · −ζA
... · · ·
...
ζ(B + t− 1) · · · −ζ(A− t+ 1)
ζ(B + t) · · · −ζBℓ′
... · · ·




avec π′ une repre´sentation irre´ductible dans le paquet associe´ a` un morphisme qui re´pond aux condi-
tions du lemme.
On suppose donc que A − t ≥ Bℓ′+1 et on note t
′′ le plus grand entier tel que A − t′′ ≥ B + t′ + 1
et A − t′′ > Bℓ′+t′′−t+1. On distingue encore suivant que le parame`tre signe de´finissant π
′
> prend la
meˆme valeur sur (ρ,A− t, A− t, ζ) et sur (ρ,Bℓ′+1+ Tℓ′+1, Bℓ′+1+ Tℓ′+1, ζ) ou non. Dans le cas ou` ce
parame`tre prend la meˆme valeur, on note ψ′′>> le morphisme qui se de´duit de ψ
′
> en enlevant les blocs
(ρ,C,C, ζ) pour C ∈ [A− t′′, A− t] et les blocs (ρ,Bℓ′+i+Tℓ′+i, Bℓ′+i+Tℓ′+i, ζ) pour i ∈ [1, t− t
′′+1]
et il existe d’apre`s 4.4 applique´ t′′ − t+ 1 fois, une repre´sentation π′′>> dans le paquet associe´ a` ψ
′′
>>
avec une inclusion : π′> →֒
< ζ(Bℓ′+t′′−t+1 + Tℓ′+t′′−t+1), · · · ,−ζ(A− t
′′) >ρ × · · · × < ζ(Bℓ′+1+ Tℓ′+1), · · · ,−ζ(A− t) >ρ ×π
′′
>>.
Mais on sait aussi que le signe alterne sur chacun des blocs (ρ,Bℓ′+i + Tℓ′+i, Bℓ′+i + Tℓ′+i, ζ) pour
i ∈ [1, t − t′′ + 1] (cela fait partie des hypothe`ses) et on en de´duit que cette inclusion se factorise par
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l’unique sous-module c’est-a`-dire :
π′> →֒








En mettant ensemble (3) et (5) on obtient une inclusion de π> dans une certaine induite de la forme
σ˜1×σ˜2×π
′′
>>. On applique ◦i∈[t′′−t+1,1]◦j∈[1,Tℓ′+iJacζ(Bℓ′+i+Tℓ′+i−j+1) a` π> c’est-a`-dire une succession de
Jacζx avec x > B0+1. On l’applique au membre de droite de l’inclusion obtenue ; cette ope´ration laisse
certainement inchange´ π′′>> et modifie les de´buts de lignes de la matrice de (5) et/ou les fins de lignes
des matrices de (3) et (5), en gardant, dans tous les cas, la liaison des segments a` l’inte´rieur de chaque
matrice. Mais on remarque que le nouveau de´but de ligne ou la nouvelle fin de colonne est certainement
supe´rieure strictement a` B0. Ensuite il y a encore a` appliquer ◦i∈[ℓ,ℓ′+t′′−t+1] ◦j∈[1,Ti Jacζ(Bi+Ti−j+1 ;
ceci peuvent s’appliquer comme ci-dessus aux de´buts de lignes, a` la fin des lignes ou a` π′′>>. Ce qui est
suˆr est que π′′>> devient une repre´sentation dans un paquet associe´ a` un morphisme qui s’obtient en
transformant les e´le´ments (ρ,Bi + Ti, Bi + Ti, ζ), pour i ∈ [ℓ, ℓ
′ + t′′ − t + 1] en des (ρ,Ci, Ci, ζ) avec
Ci ≤ A et les de´buts ou fin de lignes modifie´s e´taient et restent strictement supe´rieures a` B0 ; de plus
les liaisons entre les lignes de chacune des matrices restent inchange´es. On obtient alors le lemme. Dans
le cas ou` le parame`tre signe ne prend pas la meˆme valeur sur (ρ,A−t, A−t, ζ) et (ρ,Bℓ′+1, Bℓ′+1, ζ) on
proce`de comme ci-dessus simplement en n’ayant pas la premie`re e´tape qui me`ne a` (5) ; on n’a qu’une
seule matrice celle qui vient de (3). Cela termine la de´monstration.
4.7 Conse´quence pour l’holomorphie des ope´rateurs d’entrelacement
4.7.1 Le cas des signes contraires
On se place en un point s0 de la forme (b0 − 1)/2. On a de´fini ζ0 et on suppose que ζ = −ζ0 ; on
suppose que les hypothe`ses de 4.6.2 sont satisfaites.
Dans le cas 2 de 4.6.2, on a vu en 4.5.2 que l’holomorphie cherche´e se de´duit de la meˆme proprie´te´
pour π′ et ψ′.
Dans le premier cas de 4.6.2, on distingue suivant les valeurs de ζ0. On factorise l’ope´rateur d’entrelace-
ment en tenant compte de l’inclusion e´crite. Supposons que ζ0 = − ; ainsi ζ = + et la repre´sentation
< ρ| |ζB , · · · , ρ| |−ζBℓ > est une se´rie discre`te St(ρ, (B+Bℓ)+1) tensorise´e par le caracte`re | |
(B−Bℓ)/2.
Ici il suffit de ve´rifier que les ope´rateurs d’entrelacement standard
St(ρ, a0)| |
s × St(ρ, (B +Bℓ) + 1)| |
(B−Bℓ)/2 → St(ρ, (B +Bℓ) + 1)| |
(B−Bℓ)/2 × St(ρ, a0)| |
s
est holomorphe en s = s0 et que l’ope´rateur d’entrelacement standard
St(ρ, (B +Bℓ) + 1)| |
(B−Bℓ)/2 × St(ρ, a0)| |
−s → St(ρ, a0)| |
−s × St(ρ, (B +Bℓ) + 1)| |
(B−Bℓ)/2
est holormophe en s = s0. La premie`re assertion est vraie par positivite´ car B − Bℓ < 0. Pour le
deuxie`me ope´rateur en s = s0, St(ρ, a0)| |
s est la repre´sentation < −B0, · · · ,−A0 >ρ ; clairement
B > −B0 et l’holomorphie re´sulte de 4.1.
On suppose maintenant que ζ0 = + et donc ζ = −. Ici la repre´sentation < ρ| |
−B , · · · , ρ| |Bℓ > est un
module de Speh que l’on note J(ρ,Bℓ,−B). Les ope´rateurs d’entrelacement normalise´s
St(ρ, a0)| |
s × J(ρ,Bℓ,−B)→ J(ρ,Bℓ,−B)× St(ρ, a0)| |
s
J(ρ,Bℓ,−B)× St(ρ, a0)| |
−s → St(ρ, a0)| |
−s × J(ρ,Bℓ,−B)
sont holomorphes en s = s0 d’apre`s [21] 1.6.3. On note r1(s) et r2(s) les facteurs de normalisation et
on va ve´rifier que l’ordre de la fonction r1(s)r2(s)r(s, ψ
′
ℓ)/r(s, ψ) en s = s0 est exactement 0 : le bloc
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de Jordan (ρ,A,B, ζ) donne un poˆle d’ordre 1 a` r(s, ψ) exactement quand B ≤ A0 ≤ A et le bloc
(ρ,A−1, B+1, ζ) donne un poˆle d’ordre 1 a` r(s, ψ′ℓ) exactement quand A−1 ≥ A0 ≥ B+1 et le nouveau
bloc (ρ,A,A, ζ) donne un poˆle d’ordre 1 exactement quand A0 = A. Le bloc (ρ,Bℓ, Bℓ, ζ) donne un
poˆle d’ordre 1 a` r(s, ψ) quand A0 = Bℓ. La fonction r1(s) vaut L(St(ρ, a0) × ρ, s − Bℓ)/L(St(ρ, a0 ×
ρ, s+B+1) ; donc en s = s0 sont ordre est 0 sauf si L(St(ρ, a0)×ρ, s−Bℓ) a un poˆle ce qui se produit
exactement quand A0 = Bℓ. La fonction r2(s) vaut L(ρ×St(ρ, a0), s−B)/L(ρ×St(ρ, a0), s+Bℓ+1) ;
cette fonction est donc d’ordre 0 en s = s0 sauf exactement quand la fonction L(ρ× St(ρ, a0), s −B)
a un poˆle c’est-a`-dire quand A0 = B. L’ordre de r(s, ψ) en s = s0 est donc celui de r1(s)r2(s)r(s, ψ
′
ℓ)
comme annonce´. Cela termine l’e´tude du cas 2.
L’e´tude du 3e cas de 4.6.2 est exactement analogue.
4.7.2 Le cas de meˆme signe
On fixe encore s0 = (b0 − 1)/2 avec b0 ∈ N>1 et a0 ∈ N≥1 et on note ζ0 le signe de (a0 − b0)/2 en
prenant le signe + si a0 = b0. On remarque que A0 := (a0 + b0)/2 − 1 > (a0 − b0)/2 = B0 car b0 > 1.
Ici on suppose que ζ = ζ0 = +. On fixe (ρ,A,B,+) ∈ Jord(ψ) tel que A > B avec B maximal pour
cette proprie´te´. Ainsi pour tout (ρ,A′, B′,+) ∈ Jord(ψ) avec B′ > B, on a A′ = B′. On veut montrer
que l’on peut supposer que les hypothe`ses de 4.6.3 sont satisfaites. On conside`re donc d’abord des
demi-entiers B′′, B′ ve´rifiant B′′ > B′ tels que (ρ,B′, B′,+) et (ρ,B′′, B′′,+) sont des e´le´ments de
Jord(ψ) conse´cutifs au sens de 4.4. On suppose que soit B0 ≥ B
′′ soit que B0 < B
′. On reprend les
notations de 4.4 d’ou` une inclusion
π →֒< ζB′′, · · · ,−ζB′ >ρ ×π
′.
Lemme 4.7.1 Avec les hypothe`ses pre´ce´dentes, l’holomorphie en s = s0 de Nψ(s, π) re´sulte de celle
de Nψ′(s, π
′) au meˆme point.
C’est e´videmment la de´monstration de 4.5.1 que l’on reprend. On e´tudie les ope´rateurs d’entrelacement
standard en s = 0 (on a de´cale´ par (b0 − 1)/2 pour que ce soit plus joli)
< A0, · · · ,−B0 >ρ | |
s× < B′′, · · · ,−B′ >ρ→< B
′′, · · · ,−B′ >ρ × < A0, · · · ,−B0 >ρ | |
s
< B′′, · · · ,−B′ >ρ × < B0, · · · ,−A0 >ρ | |
−s →< B0, · · · ,−A0 >ρ | |
−s× < B′′, · · · ,−B′ >ρ .
On suppose que B0 ≥ B
′′. On applique 4.1 Le premier ope´rateur est holomorphe car A0 > B0 ≥ B
′′
et le deuxie`me l’est car −B′ > −B′′ ≥ −B0 > −A0. On suppose maintenant que B0 < B
′ et avec la
meˆme re´fe´rence, on a l’holomorphie du premier ope´rateur car −B0 > −B
′ et celle du deuxie`me car
B′′ > B′ > B0. En utilisant 3.3, on ve´rifie que r(s, ψ) et r(s, ψ
′) (on utilise le fait que A0 > B0 vu
ci-dessus) ont le meˆme ordre en s = s0. Cela prouve le lemme
On veut se ramener aussi au cas ou` Jacζxπ = 0 pour tout x ∈]B,B0]. On montre d’abord que si
Jacζxπ 6= 0 avec x > B alors Jord(ψ) contient (ρ, x, x, ζ) et en notant ψ
′ le morphisme qui se de´duit
de ψ en remplac¸ant (ρ, x, x, ζ) par (ρ, x − 1, x − 1, ζ), il existe une repre´sentation π′ dans le paquet
associe´ a` ψ′ avec une inclusion
π →֒ ρ| |ζx × π′.
On sait de´ja` que Jacζxπ 6= 0 entraˆıne l’existe d’un e´le´ment (ρ,A
′, B′, ζ) ∈ Jord(ψ) avec B′ = x. Avec
les hypothe`ses mises ici et le fait que x > B, cela entraˆıne que A′ = B′. L’assertion re´sulte alors du
lemme plus ge´ne´ral de´montre´ en 4.6.1.
On ve´rifie encore que l’holomorphie de N(s, π) en s = s0 re´sulte de l’holomorphie de N(s, π
′) en
s = s0 ; ce sont les me´thodes ci-dessus, les facteurs de normalisations ont meˆme ordre en s = s0.
L’ope´rateur d’entrelacement standard, en s′ = 0 :
< A0, · · · ,−B0 >ρ | |
s′ × ρ| |ζx → ρ| |ζx× < A0, · · · ,−B0 >ρ | |
s′
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est holomorphe d’apre`s 4.1 car A0 > B0 ≥ x et l’ope´rateur d’entrelacement standard
ρ| |ζx× < B0, · · · ,−A0 >ρ | |
−s′ →< B0, · · · ,−A0 >ρ | |
−s′ × ρ| |ζx
est holomorphe en s′ = 0 car x > −A0.
On reprend maintenant les notations de 4.6.3 et on e´crit
π →֒ σ1 × σ2 × π
′.
et on va montrer que N(s, π) est holomorphe en s = s0 si N(s, π
′) est holomorphe en s = s0. On
remarque d’abord avec 3.3 que r(s, ψ′)/r(s, ψ) est d’ordre ≥ 0 en s = s0 et a un ze´ro d’ordre 1 si
B ≤ B0 ≤ A0 ≤ A ; on rappelle que l’on a suppose´ que ζ = ζ0 = +. L’ope´rateur d’entrelacement
standard :
< A0, · · · ,−B0 >ρ | |
s′ × σ2 → σ2× < A0, · · · ,−B0 >ρ | |
s′
est holomorphe en s′ = 0 d’apre`s 4.1 car la fin de chaque ligne de´finissant σ2 est strictement infe´rieur
a` −B0. L’ope´rateur d’entrelacement standard
σ2× < B0, · · · ,−A0 >ρ | |
−s′ →< B0, · · · ,−A0 >ρ | |
−s′ × σ2
est holomorphe en s′ = 0 d’apre`s 4.1 car B0 est strictement infe´rieur a` tout de´but de ligne de la
matrice de´finissant σ2.
Il faut faire la meˆme chose avec σ1 ; pour le premie`re ope´rateur on a l’holomorphie parce que chaque
ligne de´finissant σ1 est une se´rie discre`te tensorise´e par un caracte`re strictement ne´gatif. Le 2e ope´rateur
n’est pas toujours holomorphe en s′ = 0. On re´crit σ1 comme la repre´sentation associe´e aux multiseg-
ments [B+ i,−A′i] ou` i ∈ [0, t
′] et ou` les A′i sont des demi-entiers ve´rifiant A ≥ A
′
0 > · · · > A
′
t′ . Fixons
i ∈ [1, t′] ; d’apre`s 4.1 l’ope´rateur d’entrelacement standard
< B + i, · · · ,−A′i >ρ × < B0, · · · ,−A0 >ρ | |
−s′ →< B0, · · · ,−A0 >ρ | |
−s′× < B + i, · · · ,−A′i >ρ
est holomorphe en s′ = 0 sauf si A′i ≥ A0 > B0 ≥ B + i. On note i0 le plus grand entier s’il existe
dans [0, t′] tel que ces ine´galite´s soient satisfaites. On peut alors remplacer σ1 par la repre´sentation
associe´e aux i0+1 premie`res lignes puisque les suivantes ne donne pas de poˆle. On peut encore couper
les lignes de fac¸on a` avoir une matrice rectangulaire ; cela revient a` remplacer A′i par A
′
i0
+ i− i0 car,
en notant σ′ la nouvelle repre´sentation, on a clairement
σ1 →֒ σ
′ ×x∈E ρ| |
−x,
ou` E est un ensemble de demi-entiers tous strictement supe´rieur a` A0 + 1 ; les entrelacement de la
repre´sentation < B0, · · · ,−A0 >ρ | |
−s′ avec ces repre´sentations ρ| |−x n’ont donc pas de poˆles. On
peut aussi s’arranger (quitte a` raccourcir encore les lignes) pour que dans les ine´galite´s A′i0 ≥ A0 >
B0 ≥ B + i0 l’une soit une e´galite´ (c’est uniquement pour pouvoir appliquer tel quel [21] 1.6.3). On
peut maintenant appliquer [21] 1.6.3 qui montre que l’ope´rateur d’entrelacement normalise´
σ′× < B0, · · · ,−A0 >ρ | |
−s′ →< B0, · · · ,−A0 >ρ | |
−s′ × σ′
est holomorphe en s′ = 0. Un calcul facile de facteur de normalisation montre que l’ope´rateur d’en-
trelacement standard a au plus un poˆle d’ordre 1. Mais les ine´galite´s A′i0 ≥ A0 > B0 ≥ B + i0 forcent
A ≥ A0 > B0 ≥ B car A
′
i0
≤ A et le poˆle que l’on a ci-dessus est compense´ par le ze´ro de la fonc-
tion r(s, ψ′)/r(s, ψ) en s = s0. Cela termine la preuve. Donc dans le cas ou` ζ0 = +, on a ramene´ le
the´ore`me d’holomorphie pour N(s, π) au cas particulier ou` ψ est e´le´mentaire c’est-a`-dire ou` pour tout
(ρ,A,B, ζ) ∈ Jord(ψ), A = B.
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4.8 Re´duction par le bas
4.8.1 Re´duction par le bas, premie`re e´tape
Toutes nos de´finitions reposent sur une me´thode constructive qui commence pre´cise´ment par re´duire le
plus petit bloc de Jordan ; c’est ce que l’on exploite ici. On fixe ζ et on note (ρ,A,B, ζ) un e´le´ment de
Jord(ψ) tel que B soit minimal ; on fixe un ordre sur Jord(ψ) tel que (ρ,A,B, ζ) en soit le plus petit
e´le´ment. On fixe ψ>> un morphisme dominant ψ et π>> une repre´sentation dans le paquet associe´ a`
ψ>> permettant de de´finir π. On note t et η les parame`tres. Le lemme ci-dessous est, certes, effrayant
mais il donne une description tout a` fait pre´cise des repre´sentations dans le cas conside´re´.
Lemme 4.8.1 (i) On suppose que B est 1/2 entier non entier et que soit t(ρ,A,B, ζ) 6= 0 soit
η(ρ,A,B, ζ) = +. On note ψ′>> le morphisme qui se de´duit de ψ en remplac¸ant (ρ,A,B, ζ) par
(ρ,A−B− 1/2, 1/2,−ζ) (ce terme n’apparaˆıt pas si A = B). Il existe une repre´sentation π′>> dans le
paquet associe´ a` ψ′>> et une inclusion
π>> →֒<
ζB · · · ζA
... · · ·
...




(ii) On suppose que B est 1/2 entier non entier et que t(ρ,A,B, ζ) = 0 et que η(ρ,A,B, ζ) = −. On
note ici ψ′′>> le morphisme qui se de´duit de ψ en remplac¸ant (ρ,A,B, ζ) par (ρ,A−B+1/2, 1/2,−ζ).
Il existe une repre´sentation π′′>> dans le paquet associe´ a` ψ
′′
>> et une inclusion
π>> →֒<
ζB · · · ζA
... · · ·
...




(iii) On suppose que B est entier ; on note ψ′0,>> le morphisme qui se de´duit de ψ>> en remplac¸ant





ζB · · · ζA
... · · ·
...




Cela traduit pre´cise´ment la construction des repre´sentations : on commence par se ramener au cas ou`
B = 0 ou 1/2. On applique simplement [16] 3.1 : on note ψ′′>> le morphisme qui se de´duit de ψ>> en
remplac¸ant (ρ,A,B, ζ) par (ρ,A− [B], B− [B], ζ) et on pose π′′>> := ◦i∈[1,[B]]JacζB−i+1,··· ,ζA−i+1π>>.
On sait que π′′>> est non nul et est dans le paquet de repre´sentations associe´es a` ψ
′′
>> et on a une
inclusion :
π>> →֒<
ζB · · · , ζA
... · · ·
...




Maintenant on distingue suivant que B = [B] ou non. Dans le premier cas, on sait que le paquet associe´
a` ψ′′ se de´finit aussi en remplac¸ant (ρ,A−B, 0, ζ) par (ρ,A−B, 0,−ζ) et on a donc directement (iii).
On suppose maintenant que B − [B] = 1/2 ; on a directement (ii), comme pre´ce´demment, quand les
parame`tres t et η qui de´finissent π ve´rifient t(ρ,A,B, ζ) = 0 et η(ρ,A,B, ζ) = − ; c’est la de´finition.
Supposons que t(ρ,A,B, ζ) = 0 mais que η(ρ,A,B, ζ) = +. On peut alors remplacer (ρ,A− [B], 1/2, ζ)
par ∪C∈[B,A](ρ,C,C, ζ) avec un nouveau parame`tre η qui alterne sur ces blocs en commenc¸ant par +
sur (ρ, 1/2, 1/2, ζ). On a alors par de´finition l’existence d’une repre´sentation π′1 dans le morphisme qui
se de´duit de ψ>> en remplac¸ant (ρ,A− [B], 1/2, ζ) par ∪C∈[1/2,A−1](ρ,C,C, ζ) et une inclusion
π>> →֒< ρ| |




Le parame`tre de´finissant π′1 contient en particulier un signe qui alterne sur les blocs (ρ,C,C, ζ) pour
C ∈ [1/2, A − 1], en commenc¸ant par − sur (ρ, 1/2, 1/2, ζ) ; on peut donc remplacer ζ par −ζ sur ces
blocs et finalement remplacer l’ensemble de ces blocs par (ρ,A− [B]−1, 1/2,−ζ). Cela donne (i) dans
ce cas. On remarque ici que les parame`tres de π′>> se de´duisent naturellement de ceux de π>> avec
toutefois tπ′>>(ρ,A−B − 1/2, 1/2,−ζ) = 0 et ηπ′>>
(ρ,A−B − 1/2, 1/2,−ζ) = − = −η(ρ,A,B, ζ).
On conside`re maintenant les cas restants. On note d’abord π′1,>> := ◦i∈[1,[B]]Jacζ(B−i+1),··· ,ζ(A−i+1)π>>
et on sait que cette repre´sentation est irre´ductible dans le paquet associe´ au morphisme ψ1,>> qui se
de´duit de ψ>> en remplac¸ant (ρ,A,B, ζ) par (ρ,A − [B], 1/2, ζ). De plus on a une inclusion
π>> →֒








On pose t0 := t(ρ,A,B, ζ) et on suppose que t0 6= 0. Il faut aussi distinguer suivant la valeur de
η(ρ,A,B, ζ) ; on va montrer que les parame`tres pour la repre´sentation obtenue sont
tπ′>>(ρ,A−B − 1/2, 1/2,−ζ) =
{
t0 si η(ρ,A,B, ζ) = +
t0 − 1 si η(ρ,A,B, ζ) = −.
η
π′>>
(ρ,A−B − 1/2, 1/2,−ζ) =
{
− si η(ρ,A,B, ζ) = +
+ si η(ρ,A,B, ζ) = −.
On pose π′2,>> := ◦i∈[1,t0]Jacζ1/2+i−1,··· ,−ζ(A−[B]−i+1π
′
1 puis
π′3,>> := ◦j∈[1,t′0]Jacζ(1/2+t0−j+1),··· ,ζ(A−[B]−t0−j+1)π
′
2,>>,
ou` t′0 = t0 si η(ρ,A,B, ζ) = − et t
′
0 + 1 si η(ρ,A,B, ζ) = +. On sait que π
′
3,>> est une repre´sentation
irre´ductible dans le paquet associe´ au morphisme qui se de´duit de ψ>> en remplac¸ant (ρ,A,B, ζ) par
∪C∈[1/2,A−[B]−t0−t′0(ρ,C,C, ζ) et avec un parame`tre signe qui alterne sur tous ces blocs en commenc¸ant
par − ; on peut donc encore remplacer ζ en −ζ. De plus, π′1,>> est l’unique sous-module irre´ductible
de l’induite
〈





ζ(1/2 + t0 − 1 · · · ζ(1/2 + t0 − t
′
0) · · · −ζ(A− [B]− t0 + 1)












De plus l’induite ρ| |x × π′3 est irre´ductible pour tout x ∈]A − [B] − t0 − t
′
0 + 1, A − [B]]. On peut
donc retourner les t′0 dernie`res colonnes pour les mettre a` la fin des t
′
0 premie`res colonnes et l’induite
ci-dessus est isomorphe a` l’induite
〈







ζ(1/2 + t0 − 1 · · · ζ(1/2 + t0 − t
′
0) · · · −ζ(A− [B]− t0 + 1− t
′
0)

















On re´serve la premie`re colonne de la matrice, on re´crit les t′0 − 1 colonnes suivantes
At′0−1 :=




ζ(A− [B]− 1) · · · ζ(A− [B]− 1− (t′0 − 1) + 1)
Et les colonnes restantes s’e´crivent sous la forme
B :=






−ζ(1/2 + t′0 − t0) · · · −ζ(A− [B]− t0 − t
′
0 + 1)
L’induite < B >ρ ×π
′
3,>> a un unique sous-module irre´ductible qui se trouve dans le paquet associe´ au
morphisme qui se de´duit de ψ>> en remplac¸ant (ρ,A,B, ζ) par ∪C∈[1/2+t′0−1,A−[B]−t′0+1](ρ,C,C,−ζ) ;
on note π′4,>> ce sous-module irre´ductible, son parame`tre signe alterne sur les blocs e´crits en com-
menc¸ant par + si t′0 = t0 et par − si t
′
0 = t0 + 1. On remarque ensuite que < At′0−1 >ρ ×π
′
4,>> a
un unique sous-module irre´ductible qui est exactement le π′>> de´crit. La premie`re colonne se retourne
pour s’ajouter comme dernie`re ligne a` la matrice de (1) et on obtient le (i) de l’e´nonce´.
4.8.2 Re´duction par le bas, fin
On reprend les hypothe`ses de 4.8.1 en les renforc¸ant ici. On a fixe´ (ρ,A,B, ζ) dans Jord(ψ) tel que
pour tout (ρ,A′, B′, ζ ′) ∈ Jord(ψ) avec ζ ′ = ζ on a B′ ≥ B et on suppose en plus ici que pour tout
(ρ,A′, B′, ζ ′) ∈ Jord(ψ) si ζ ′ = −ζ, on a A′ = B′ et que pour (ρ,A′ = B′,−ζ), (ρ,A′′ = B′′,−ζ) des
e´le´ments de Jord(ψ) avec B′ > B′′, Jac−ζB′,··· ,−ζ(B′′+1)π = 0. On note ψ
′ le morphisme qui se de´duit
de ψ en enlevant (ρ,A,B, ζ) et tous les e´le´ments de la forme (ρ,A′ = B′,−ζ) avec B′ < A et en
ajoutant (ρ,A − [B] − 1, 1/2,−ζ) resp. (ρ,A − [B], 1/2,−ζ) et resp. (ρ,A − B, 0,−ζ) suivant les cas
de (i) a` (iii) de 4.8.1. En suivant les 3 cas de cette re´fe´rence, on pose δB = 1/2, 3/2, 1.
Lemme 4.8.2 Il existe :
un ensemble de demi-entiers (ensemble e´ventuellement vide) C tous infe´rieurs ou e´gaux a` A qui permet
de de´finir le morphisme ψ′′ obtenu en rajoutant a` Jord(ψ′) les e´le´ments (ρ,C,C,−ζ) pour C ∈ C
une repre´sentation irre´ductible π′′ dans le paquet associe´ a` ψ′′
une suite de demi-entier B′′1 < · · · < B
′′
ℓ ≤ A avec ℓ = B − δB + 1
tels que π soit un sous-module de l’induite
<
ζB · · · ζB′′ℓ
...
...





en prenant comme convention que les dernie`res lignes peuvent ne pas apparaˆıtre si ζ fois l’extre´mite´
de la ligne est strictement infe´rieure a` ζ fois le de´but de la ligne
On reprend le lemme de 4.8.1 ; pour passer de π>> a` π il faut d’abord appliquer des Jacζx;x∈E
ou` E est un ensemble totalement ordonne´ de demi-entiers tous supe´rieurs strictement a` B ; cette
ope´ration applique´e au membre de droite des inclusions de loc.cite. ne s’applique qu’aux repre´sentations
π′>>, π
′′
>>, π0,>>. Ensuite il faut faire redescendre les e´le´ments de Jord(ψ>>) qui domine les e´le´ments
de Jord(ψ) de la forme (ρ,A′ = B′,−ζ). On va du plus petit au plus grand. Pour cela il peut y avoir
un choix quand on applique le module de Jacquet aux membres de droite des inclusions de 4.8.1 tant
que A′ = B′ < A, on peut appliquer ces modules de Jacquet a` la fois aux analogues de π′>> · · · soit
aux bouts des lignes de la matrice de´crire en loc. cite. Comme explique´ au de´but de 4.6.3, on obtient
alors les donne´es un peu impre´cises de l’e´nonce´ et cela termine la de´monstration.
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4.9 Fin de la preuve de l’holomorphie des ope´rateurs d’entrelacement dans le cas
ζ0 = −
On fixe ici a0, b0, s0 = (b0 − 1)/2 et on suppose que a0 < b0.
Proposition 4.9.1 Sous l’hypothe`se faite a0 < b0, l’ope´rateur d’entrelacement Nψ(s, π) est holomor-
phe en s = s0.
Graˆce a` 4.2 on suppose que Jord(ψ) est sans multiplicite´. En 4.7.1, on a ramene´ la proprie´te´ d’holo-
morphie de N(s, π) en s = s0 au cas ou` pour tout (ρ,A,B, ζ) ∈ Jord(ψ) avec ζ = +, A = B. Si pour
tout (ρ,A,B, ζ) ∈ Jord(ψ), on a ζ = +, alors ψ est tempe´re´ et il est facile de ve´rifier que r(s, ψ)
est holomorphe non nul en s = s0. L’holomorphie cherche´e est donc e´quivalente a` l’holomorphie de
l’ope´rateur d’entrelacement standard :
St(ρ, a0)| |
s × π → St(ρ, a0)| |
−s × π.
Mais ici π est une se´rie discre`te et le re´sultat a e´te´ de´montre´ par Harish-Chandra. On raisonne donc
par re´currence sur le nombre d’e´le´ments de Jord(ψ) de la forme (ρ,A,B,−). On suppose qu’il existe
de tels e´le´ments et on en fixe 1 avec B minimum. On lui applique 4.8.2. On reprend les notations de
loc. cite et on pose
σ :=<
−B · · · −B′′ℓ
...
...




vue comme une repre´sentation d’un GL convenable. La repre´sentation π′′ est associe´e a` un morphisme
ψ′′ auquel on peut appliquer l’hypothe`se de re´currence ; de plus d’apre`s 3.3 r(s, ψ′′)/r(s, ψ) en s = s0
est holomorphe avec un ze´ro d’ordre 1 exactement quand
B0 ≤ B ≤ A0 ≤ A. (1)
L’ope´rateur d’entrelacement standard St(ρ, a0)| |
s×σ → σ×St(ρ, a0)| |
s est holomorphe en s = s0 par
positivite´. Le point est donc de de´montrer que l’ope´rateur d’entrelacement standard σ×St(ρ, a0)| |
−s →
St(ρ, a0)| |
−s × σ a au plus un poˆle d’ordre 1 en s = s0 et que ce poˆle n’existe que si (1) est satisfait.
D’abord on remarque que pour i ∈ [1, ℓ] l’ope´rateur d’entrelacement standard :
< ρ| |−δB−i+1, · · · , ρ| |−B
′′
i > ×St(ρ, a0)| |
−s → St(ρ, a0)| |
−s× < ρ| |−δB−i+1, · · · , ρ| |−B
′′
i >
est holomorphe en s = s0 (cf. 4.1) sauf si B0 ≤ δB + i − 1 ≤ A0 ≤ B
′′
i cas ou` il a un poˆle d’ordre au
plus 1. Donc si pour tout i ∈ [1, ℓ] ces ine´galite´s ne sont pas satisfaites, on a l’holomorphie cherche´e.
Sinon, on note j le plus petit entier tel que B0 ≤ δB+ j−1 ≤ A0 ≤ B
′′
j et on note σj la repre´sentation
associe´e a` la matrice








Ainsi on peut e´crire
σ →֒ σj ×x∈E ρ| |
−x×i∈]j,1] < ρ| |
−δB−i+1, · · · , ρ| |−B
′′
i >,
ou` E est un ensemble totalement ordonne´ d’e´le´ments tous strictement supe´rieurs a` A0+1. Les proprie´te´s
cherche´es pour l’entrelacement avec σ de´coulent donc des meˆmes proprie´te´s pour l’entrelacement avec
σj remplac¸ant σ ; pour la meˆme raison et quitte a` augmenter B0 on peut supposer que B0 = δB+ j−1
pour pouvoir aise´ment appliquer [21] 1.6.3. Dans cette re´fe´rence, on a alors montre´ que l’ope´rateur
d’entrelacement normalise´ a` la Shahidi
σj × St(ρ, a0)| |
−s → St(ρ, a0)| |
−s × σj
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est holomorphe en s = s0 ; il faut donc prendre en compte les poˆles e´ventuels du facteur de normali-
sation. Le facteur de normalisation est, a` une fonction holomorphe inversible pre`s,
L(St(ρ, α) × St(ρ, a0), s− xf )/L(St(ρ, α) × St(ρ, a0), s − xf + 1)
ou` α = B′′j − (δB + j − 1)+ 1, xf et xd sont tels que (α− 1)/2 + xf = −B et −(α− 1)/2 + xd = −B
′′
j .
Le nume´rateur a un poˆle d’ordre 1 exactement quand B0 ≤ B ≤ A0 ≤ B
′′
j + ℓ − j ; ces dernie`res




j + ℓ− j. On en de´duit donc
l’assertion cherche´e.
4.10 Fin de la preuve de l’holomorphie des ope´rateurs d’entrelacement dans le
cas ζ0 = +
Ici on fixe a0, b0, s0 = (b0−1)/2 et on suppose que a0 ≥ b0. En 4.7.2 et 4.7.1, on a re´duit l’holomorphie
de N(s, π) en s = s0 au cas ou` le morphisme ψ est e´le´mentaire. On suppose donc ici que ψ est
e´le´mentaire, c’est-a`-dire que pour tout (ρ,A,B, ζ) ∈ Jord(ψ), on a A = B et que Jord(ψ) n’a pas de
multiplicite´. On suppose que s0 > 0 ce qui veut dire que b0 > 1 et on a donc A0 > B0. Ainsi si pour
tout (ρ,A,B, ζ) ∈ Jord(ψ), ζ = +, π est une se´rie discre`te, le facteur r(s, ψ) est holomorphe non nul
en s = s0 et l’holomorphie de N(s, π) en s = s0 est e´quivalente a` celle de l’ope´rateur d’entrelacement
standard, holomorphie qui re´sulte des travaux d’Harish-Chandra. Pour de´montrer l’holomorphie de
N(s, π) en s = s0, on raisonne donc par re´currence sur le nombre d’e´le´ments de Jord(ψ) de la forme
(ρ,A = B,−). On suppose qu’il existe un tel e´le´ment et on le fixe avec B minimum. On fixe un
ordre sur Jord(ψ) tel que cet e´le´ment soit minimal et on note ψ>> un morphisme qui domine tous
les e´le´ments de Jord(ψ) qui lui sont strictement supe´rieurs et on note π>> la repre´sentation dans le
paquet associe´ a` ψ>> permettant de de´finir π. On peut utiliser 4.8.1 : l’une des situations suivantes
est re´alise´e
(i) B est un demi-entier non entier, on note ψ′>> le morphisme qui se de´duit de ψ en enlevant
(ρ,B,B,−) et il existe une repre´sentation π′>> dans le paquet associe´ a` ψ
′
>> avec une inclusion
π>> →֒< ρ| |
−B , · · · , ρ| |−1/2 > ×π′>>;
(ii) B est un demi-entier non entier, on note ψ′>> le morphisme qui se de´duit de ψ en remplac¸ant




π>> →֒< ρ| |
−B , · · · , ρ| |−3/2 > ×π′>>;
(iii) B est entier et on note ψ′>> le morphisme qui se de´duit de ψ>> en remplac¸ant (ρ,B,B,−) par
(ρ, 0, 0,+) et il existe π′>> dans le paquet associe´ a` ce morphisme avec une inclusion
π>> →֒< ρ| |
−B , · · · , ρ| |−1 > ×π′>>.
On passe maintenant de π>> a` π. Pour cela on fait d’abord redescendre les e´le´ments de Jord(ψ>>)
dominant les e´le´ments de Jord(ψ) de la forme (ρ,B′, B′,−) ; ne´cessairement B′ > B et on applique
donc des Jac−x pour x > B + 1 ; on note π+,>> le re´sultat. On applique ces modules de Jacquet
aux membres de droite des inclusions ci-dessus et ces modules de Jacquet ne s’appliquent qu’a` la
repre´sentation π′>> ; on note π
′
+,>> le re´sultat. On a donc des inclusions analogues avec >> remplace´
par +,>>.
Il faut maintenant faire redescendre les e´le´ments de Jord(ψ>>) qui dominent les e´le´ments de Jord(ψ)
de la forme (ρ,B′, B′,+) ; on note v le nombre de ces e´le´ments et on les ordonne par 0 ≤ B′1 < · · · < B
′
v.








i ,+) ∈ Jord(ψ
′
+,>>). On doit calculer
◦i∈[v,1]JacB′i+T ′i ,··· ,B′i+1π+,>> et on obtient π. On applique ces modules de Jacquet aux membres de
droite des inclusions obtenues ; dans le cas (i), ces modules de Jacquet ne s’appliquent qu’a` π′+,>> et
on se trouve donc dans le cas
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(i)bis on note ψ′ le morphisme qui se de´duit de ψ en supprimant(ρ,B,B,−) et il existe une repre´senta-
tion π′ dans le paquet associe´ a` ce morphisme avec une inclusion
π →֒< ρ| |−B , · · · , ρ| |−1/2 > ×π′;
Dans les cas (ii) ; si B′1 > 1/2, c’est le meˆme phe´nome`ne que ci-dessus en prenant pour ψ
′ le morphisme
qui se de´duit de ψ en remplac¸ant (ρ,B,B,−) par (ρ, 1/2, 1/2,+). Si B′1 = 1/2, on a 2 possibilite´ soit
JacB′1+T ′1,··· ,3/2π+,>> →֒< ρ| |
−B , · · · , ρ| |−3/2 > ×JacB′1+T ′1,··· ,3/2π+,>>
soit
JacB′1+T ′1,··· ,3/2π+,>> →֒< ρ| |
−B , · · · , ρ| |−5/2 > ×JacB′1+T ′1,··· ,5/2π+,>>,
le premier terme dans l’induite n’intervenant pas si B = 3/2. Le premier cas donne le meˆme re´sultat
que si B′1 > 1/2 mais dans le deuxie`me cas la repre´sentation JacB′1+T ′1,··· ,5/2π+,>> se trouve dans











1+1,+). Ensuite il faut appliquer JacB′2+T ′2,··· ,B′2+1 et en l’appliquant a` l’induite de droite
on peut encore avoir 2 possibilite´s si l’on est dans le 2e cas ; en tenant compte du fait que B′2 ≥ B
′
1+1,
on controˆle les 2 possibilite´ en faisant apparaˆıtre une repre´sentation qui est dans le paquet associe´ au























2,+) soit par (ρ,B
′
2 + 1, B
′
2 + 1,+). Et on continue jusqua`
i = v. Donc finalement on trouve un demi-entier B˜ < B avec B˜ ≥ 1/2 et un morphisme ψ˜ qui se
de´duit de ψ en remplac¸ant (ρ,B,B,−) par (ρ, 1/2, 1/2,+) et les (ρ,B′i, B
′
i,+) qui ve´rifie B
′
i < B˜ par
(ρ,B′i + 1, B
′
i + 1,+) et une repre´sentation π˜ dans le paquet associe´ a` ψ˜ avec une inclusion
π →֒< ρ| |−B , · · · , ρ| |−B˜−1 > ×π˜, (1)
ou` < ρ| |−B , · · · , ρ| |−B˜−2 > n’intervient pas si B˜ = B−1. Dans le cas (iii) on a une inclusion de meˆme
type que (1) simplement (ρ, 1/2, 1/2,+) devient (ρ, 0, 0,+). On fait rentrer le cas (i)bis dans le cas (1)
ci-dessus en posant B˜ = −1/2 dans ce cas.
On de´montre l’holomorphie de N(s, π) en s = s0 en utilisant l’inclusion (1) ; par re´currence, on sait
que N(s, π˜) est holomorphe en s = s0 ; on ve´rifie aise´ment que r(s, ψ˜)/r(s, ψ) est holomorphe avec un
ze´ro d’ordre 1 quand A0 = B. L’ope´rateur d’entrelacement standard
St(ρ, a0)| |
s× < ρ| |−B , · · · , ρ| |−B˜−1 >→< ρ| |−B , · · · , ρ| |−B˜−1 > ×St(ρ, a0)| |
s,
est holomorphe en s = s0 par positivite´. D’apre`s [21] 1.6.3, l’ope´rateur d’entrelacement normalise´ a` la
Shahidi
< ρ| |−B , · · · , ρ| |−B˜−1 > ×St(ρ, a0)| |
−s → St(ρ, a0)| |
−s× < ρ| |−B , · · · , ρ| |−B˜−1 >,
est holomorphe en s = s0 sauf si A0 = B˜ ; dans ce cas on ve´rifie que l’ope´rateur d’entrelacement
standard est holomorphe, ce qui re`gle ce cas. On calcule aise´ment (ici) le facteur de normalisation a`
une fonction holomorphe inversible pre`s, il vaut
L(St(ρ, a0)× ρ, s−B)/L(St(ρ, a0)× ρ, s− B˜).
En posant s′ = s− s0, cela vaut encore L(ρ× ρ, s
′ +A0 −B)/L(ρ× ρ, s
′ +A0 − B˜). Donc l’ope´rateur
d’entrelacement standard ne peut avoir de poˆle que si A0 = B c’est-a`-dire que si r(s, ψ˜)/r(s, ψ) a un
ze´ro. D’ou` l’holomorphie cherche´e.
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