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Abstract We investigate the fractional Vasicek model described by the stochastic differential
equation dXt = (α− βXt) dt+ γ dB
H
t ,X0 = x0, driven by the fractional Brownian motion
BH with the known Hurst parameter H ∈ (1/2, 1). We study the maximum likelihood esti-
mators for unknown parameters α and β in the non-ergodic case (when β < 0) for arbitrary
x0 ∈ R, generalizing the result of Tanaka, Xiao and Yu (2019) for particular x0 = α/β, derive
their asymptotic distributions and prove their asymptotic independence.
Keywords Fractional Brownian motion, fractional Vasicek model, maximum likelihood
estimation, moment generating function, asymptotic distribution, non-ergodic process
2010 MSC 60G22, 62F10, 62F12
1 Introduction
The present paper deals with the fractional Vasicek model of the form
dXt = (α − βXt)dt+ γdBHt , X0 = x0 ∈ R, (1)
where BH is the fractional Brownian motion with the Hurst index H ∈ (1/2, 1). It
is a generalization of the classical interest rate model proposed by O. Vasicek [34]
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in 1977. This generalization enables to study processes with long-range dependence,
which arise in financial mathematics and several other areas such as telecommuni-
cation networks, investigation of turbulence and image processing. In recent years,
many articles on various financial applications of the fractional Vasicek model (1)
have appeared, see e.g. [8, 9, 12, 13, 30, 40]). In order to use this model in practice, a
theory of parameter estimation is necessary.
Notice that in the particular case α = 0, (1) is a so-called fractional Ornstein–
Uhlenbeck process, introduced in [7]. The drift parameter estimation for it has been
studied since 2002, see the paper [17], where the maximum likelihood estimation
was considered. The asymptotic and exact distributions of the maximum likelihood
estimator (MLE) were investigated later in [4, 31, 32]. Alternative approaches to the
drift parameter estimation were proposed and studied in [3, 6, 14–16, 21]. We refer
to the article [28] for a survey on this topic, and to the book [20] for its more detailed
presentation.
In the general case, the least squares and ergodic-type estimators of unknown
parameters α and β were studied in [27, 38, 39]. The corresponding MLEs of α and
β were presented in [25]. Their consistency and asymptotic normality were proved
there for the case β > 0. Slightly more general results were proved in [26], where
joint asymptotic normality of MLE of the vector parameter (α, β) was established.
Recently Tanaka et al. [33] investigated asymptotic behavior of MLEs in the cases
β = 0 and β < 0. However, in the latter case the asymptotic distribution was obtained
only under assumption that x0 =
α
β . The study of the case x0 6= αβ requires a different
technique and still remains an open problem. The goal of the present paper is to fill
in the gap and to derive asymptotic distributions of the MLEs of α and β for arbitrary
x0 ∈ R, α ∈ R and β < 0. Moreover, we prove that the MLEs for α and β are
asymptotically independent.
The asymptotic behavior of the process X and of the estimators substantially
depends on the sign of the parameter β. If β < 0, then the process X behaves as
OP(e
−βT ) as T → ∞, hence it is non-ergodic. If β > 0, then XT = OP(1), as
T → ∞, and the process has ergodic properties, see, e.g., [27]. The method for the
hypothesis testing of the sign of β was developed in [22].
In this article we restrict ourselves to the case 12 < H < 1. Our proofs are based
on the results of the papers [17] and [26], which are valid only for H ∈ (12 , 1) and
cannot be immediately extended to the case H ∈ (0, 12 ). In particular, the integral
representation (7) below, which is the starting point for derivation of moment gener-
ating functions (MGFs) in Lemmas 1 and 2, holds forH ∈ (0, 12 ) with different (and
more complicated) kernel KH . Therefore, the asymptotic behavior of the MLEs in
this case requires a separate study.
The paper is organized as follows. In Section 2 we describe the model and the
estimators, and introduce the notation. Section 3 contains the results on distributions
and asymptotic behavior of stochastic processes involved into MLEs. In Section 4
we formulate and prove the main results on asymptotic distributions of MLEs. Some
auxiliary facts and results concerning modified Bessel functions of the first kind and
MGFs related to the normal distribution are collected in the appendices.
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2 Preliminaries
Let (Ω,F, {Ft},P) be a complete probability space with filtration. Let BH = {BHt ,
t ≥ 0} be a fractional Brownian motion on this probability space, that is, a centered
Gaussian process with the covariance function
EBHt B
H
s =
1
2
(
t2H + s2H − |t− s|2H). (2)
It follows from (2) thatE(BHt −BHs )2 = |t−s|2H . Hence, there exists a modification
of BH , which is δ-Hölder continuous for all δ ∈ (0, H).
We study the fractional Vasicek model, described by the stochastic differential
equation
Xt = x0 +
∫ t
0
(α− βXs)ds+ γBHt , t ≥ 0. (3)
The main goal is to estimate parametersα ∈ R and β < 0 by continuous observations
of a trajectory of X on the interval [0, T ]. We assume that the parameters γ > 0
and H ∈ (1/2, 1) are known. This assumption is natural, because γ and H can be
obtained explicitly from the observations by considering realized power variations,
see Remark 1 below.
Equation (3) has a unique solution, which is given by
Xt = x0e
−βt +
α
β
(
1− e−βt)+ γ ∫ t
0
e−β(t−s)dBHs , t ≥ 0, (4)
where
∫ t
0 e
−β(t−s)dBHs is a path-wise Riemann–Stieltjes integral. It exists due to [7,
Proposition A.1].
Following [18], for 0 < s < t ≤ T we define
κH = 2HΓ (3/2−H)Γ (H + 1/2), λH = 2HΓ (3− 2H)Γ (H + 1/2)
Γ (3/2−H) ,
kH(t, s) = κ
−1
H s
1/2−H(t− s)1/2−H , wHt = λ−1H t2−2H .
We introduce also three stochastic processes
PH(t) =
1
γ
d
dwHt
∫ t
0
kH(t, s)Xs ds,
QH(t) =
1
γ
d
dwHt
∫ t
0
kH(t, s)(α− βXs) ds,
St =
1
γ
∫ t
0
kH(t, s) dXs.
Note that by [25, Lemma 4.1]
QH(t) =
α
γ
− βPH(t). (5)
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According to [18, Theorem 1], the process S is an (Ft)-semimartingale with the de-
composition
St =
∫ t
0
QH(s) dw
H
s +M
H
t , (6)
where MHt =
∫ t
0 kH(t, s) dB
H
s is a Gaussian martingale with the variance function
〈MH〉 = wH . The natural filtrations of processes S and X coincide. Moreover, the
processX admits the following representation
Xt =
∫ t
0
KH(t, s) dSs, (7)
whereKH(t, s) = γH(2H − 1)
∫ t
s
rH−1/2(r − s)H−3/2 dr.
Remark 1. If we observe the whole path {Xt, t ∈ [0, T ]}, then the parameters γ
and H can be obtained from observations explicitly in the following way. Let {t(n)i }
be a partition of [0, T ], such that supi |t(n)i+1 − t(n)i | → 0, as n → ∞. Denote ZT =∫ T
0 kH(T, s) dXs = γST . From (6) it follows that 〈Z〉T = γ2wHT a.s. Hence, the
parameter γ is calculated as the limit
γ2 =
(
wHT
)−1
lim
n
∑
i
(
Z
t
(n)
i+1
− Z
t
(n)
i
)2
a.s.
The Hurst indexH can be evaluated as follows:
H =
1
2
− 1
2
lim
n
log2

∑2n−1
i=1
(
X
t
(2n)
i+1
− 2X
t
(2n)
i
+X
t
(2n)
i−1
)2
∑n−1
i=1
(
X
t
(n)
i+1
− 2X
t
(n)
i
+X
t
(n)
i−1
)2
 a.s.,
see, e.g., [20, Sec. 3.1]. There exist several other methods of the Hurst index eval-
uation based on power variations of X . We refer to the books [5, 20] for further
information on this subject.
Applying the analog of the Girsanov formula for a fractional Brownian motion
([18, Theorem 3], see also [19]) and (6), one can obtain the likelihood ratio
dPα,β(T )
dP0,0(T )
for the probability measure Pα,β(T ) corresponding to our model and the probability
measure P0,0(T ) corresponding to the model with zero drift [25]:
dPα,β(T )
dP0,0(T )
= exp
{∫ T
0
QH(t) dSt − 1
2
∫ T
0
(
QH(t)
)2
dwHt
}
= exp
{
α
γ
ST − β
∫ T
0
PH(t) dSt − α
2
2γ2
wHT
+
αβ
γ
∫ T
0
PH(t) dw
H
t −
β2
2
∫ T
0
(
PH(t)
)2
dwHt
}
. (8)
MLEs of parameters α and β maximize (8) and have the following form [25]:
α̂T =
STKT − IT JT
wHT KT − J2T
γ, β̂T =
ST JT − wHT IT
wHT KT − J2T
, (9)
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where
IT =
∫ T
0
PH(t) dSt, JT =
∫ T
0
PH(t) dw
H
t , KT =
∫ T
0
(
PH(t)
)2
dwHt .
It is worth noting that using the definition of PH(t) one can easily represent JT in the
following way
JT =
1
γ
∫ T
0
kH(T, s)Xs ds.
3 Auxiliary results
In this section we find exact and asymptotic distributions of the statistics ST , IT , JT ,
KT and related random variables and vectors.
We start with the bivariate MGF of the vector (ST , IT ). For the case β > 0, it
was derived in [26, Lemma 3.3]. However, the same proof is valid for the case β < 0.
The following result is a reformulation of [26, Lemma 3.3], obtained by applying the
formula (44) from Appendix A.
Lemma 1. The moment generating function of (ST , IT ) equals
m
(α,β)
1 (ξ1, ξ2) = E
[
exp{ξ1ST + ξ2IT }
]
= D(α,β)(ξ2)
− 12 exp
{
1
8D(α,β)(ξ2)
4∑
i=1
A
(α,β)
i (ξ1, ξ2)−
ξ2T
2
}
,
where
D(α,β)(ξ2) =
(
1− ξ2
2β
)2
+
ξ22
4β2
e−2βT +
(
ξ2
β
− ξ
2
2
2β2
)
(−β)piT
4 sinpiH
e−βT
×
[
I−H
(
−βT
2
)
IH−1
(
−βT
2
)
+ I1−H
(
−βT
2
)
IH
(
−βT
2
)]
,
(10)
A
(α,β)
1 (ξ1, ξ2) = ξ2
(
c1
(
α
β
)
ξ1 − c2
(
α
β
)
ξ2
)
(−β)H−1T 1−He− 3βT2 I1−H
(−βT2 ),
(11)
A
(α,β)
2 (ξ1, ξ2) =
(
ξ21c3 − ξ1ξ2c4
(
α
β
)
+ ξ22c5
(
α
β
))
T 2−2He−βT
× I1−H
(−βT2 )IH−1(−βT2 ), (12)
A
(α,β)
3 (ξ1, ξ2) = ξ2(ξ2 − 2β)c6
(
α
β
)
(−β)2H−1Te−βT I1−H
(−βT2 )I−H(−βT2 ),
(13)
A
(α,β)
4 (ξ1, ξ2) =
(
c1
(
α
β
)
ξ1 − c2
(
α
β
)
ξ2
)
(ξ2 − 2β)(−β)H−1
× T 1−He− βT2 I1−H
(−βT2 ), (14)
c1
(
α
β
)
=
(
x0 − αβ
)
4ρH , c4
(
α
β
)
=
(
x0 − αβ
)
ρH2
2H+1Γ (H),
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c2
(
α
β
)
=
(
x0 − αβ
)2λ∗H22H+1ρ2H
Γ (1−H) , c5
(
α
β
)
=
(
x0 − αβ
)2 λ∗H24H−1ρ2HΓ (H)
Γ (1−H) ,
c3 =
2Γ (H)Γ (1−H)
λ∗H
, c6
(
α
β
)
=
(
x0 − α
β
)2
2λ∗Hρ
2
H ,
λ∗H =
λH
2− 2H , ρH =
√
piΓ (3/2−H)
γκH
.
The domain of the functionm
(α,β)
1 equals {(ξ1, ξ2) ∈ R2 : D(α,β)(ξ2) > 0}.
The following lemma gives a joint MGF of (ST , IT , JT ,KT ).
Lemma 2. The moment generating function of (ST , IT , JT ,KT ) equals
m2(θ1, θ2, θ3, θ4) = E
[
exp{θ1ST + θ2IT + θ3JT + θ4KT}
]
= m
(α1,β1)
1
(
θ1 +
α− α1
γ
, θ2 − β + β1
)
exp
{
α21 − α2
2γ2
wHT
}
,
where
α1 = − γθ3 + αβ√
β2 − 2θ4
, β1 = −
√
β2 − 2θ4.
The domain of the functionm2 equals{
(θ1, θ2, θ3, θ4) ∈ R4 : θ4 < β2/2, D(α,β)
(
θ2 − β −
√
β2 − 2θ4
)
> 0
}
,
where D(α,β) is defined in (10).
Proof. The proof is the same as for [26, Theorem 3.4].
Lemma 3. Under stated conditions the process ST has the normal asymptotic distri-
bution as T →∞, namely
TH−1/2eβTST
d−→ N
(
(x0 − αβ )ρH(−β)H−1/2√
pi
,
Γ (H)Γ (1−H)
2pi(−β)λ∗H
)
. (15)
Proof. We obtain the distribution via MGF. Using Lemma 1 we have
E
[
exp
{
θTH−1/2eβTST
}]
= m1
(
θTH−1/2eβT , 0
)
.
Taking each term of the functionm1 separately with ξ1 = θT
H−1/2eβT and ξ2 = 0
and applying (45) we obtain thatD(ξ2) = 1, A1(ξ1, ξ2) = A3(ξ1, ξ2) = 0,
A2(ξ1, ξ2) = ξ
2
1c3T
2−2He−βT I1−H
(
−βT
2
)
IH−1
(
−βT
2
)
= θ2c3Te
βT I1−H
(
−βT
2
)
IH−1
(
−βT
2
)
→ c3
pi(−β)θ
2, as T →∞,
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and
A4(ξ1, ξ2) = ξ12c1
(
α
β
)
(−β)HT 1−He− βT2 I1−H
(
−βT
2
)
= θ2c1
(
α
β
)
(−β)HT 1/2e βT2 I1−H
(
−βT
2
)
→ 2c1(
α
β )(−β)H−1/2√
pi
θ, as T →∞.
Hence
E
[
exp
{
θTH−1/2eβTST
}]→ exp{ c3
8pi(−β)θ
2 +
c1(
α
β )(−β)H−1/2
4
√
pi
θ
}
,
as T →∞. This means that
TH−1/2eβTST
d−→ N
(
c1(
α
β )(−β)H−1/2
4
√
pi
,
c3
4pi(−β)
)
, as T →∞,
which is equivalent to (15).
The following result is crucial for the derivation of the joint asymptotic distribu-
tion of MLE.
Lemma 4. The vector of main components of the MLE has the following behaviorTH−1(ST + βJT − αγwHT )eβT (IT + βKT )
e2βTKT
 d−→
 ξηζ
ζ2
 , as T →∞, (16)
where ξ, η, ζ are independent and ξ
d
= N (0, λ−1H ), η d= N (0, 1),
ζ
d
= N
(
(x0 − αβ )ρH
√
λ∗H(−β)H−1√
2pi
,
1
4β2 sinpiH
)
. (17)
Proof. We again obtain the stated asymptotic distribution via MGF of the presented
vector. It could be easily reduced to already studied MGF. That said, using Lemma 2,
we have
E
[
exp
{
θ1T
H−1
(
ST + βJT − α
γ
wHT
)
+ θ2e
βT (IT + βKT ) + θ3e
2βTKT
}]
= m2
(
θ1T
H−1, θ2e
βT , θ1βT
H−1, θ2βe
βT + θ3e
2βT
)
exp
{
−θ1α
γ
TH−1wHT
}
= m
(α1(T ),β1(T ))
1
(
θ1T
H−1 +
α− α1(T )
γ
, θ2e
βT − β + β1(T )
)
× exp
{
α1(T )
2 − α2
2γ2
wHT −
θ1α
γ
TH−1wHT
}
, (18)
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where
α1(T ) =
βγθ1T
H−1 + αβ
−√β2 − 2(θ2βeβT + θ3e2βT ) ,
β1(T ) = −
√
β2 − 2(θ2βeβT + θ3e2βT ).
Applying the Taylor series expansion, we get as T →∞
α1(T ) =
(
γθ1T
H−1 + α
)[
1− 2
(
θ2
β
eβT +
θ3
β2
e2βT
)]−1/2
=
(
γθ1T
H−1 + α
)[
1 +
(
θ2
β
eβT +
θ3
β2
e2βT
)
+O
(
e2βT
)]
= α+ γθ1T
H−1 +
θ2α
β
eβT +
θ2γθ1
β
TH−1eβT +O
(
e2βT
)
(19)
and
β1(T ) = β
[
1− 2
(
θ2
1
β
eβT + θ3
1
β2
e2βT
)]1/2
= β
[
1−
(
θ2
1
β
eβT + θ3
1
β2
e2βT
)
− 1
2
(
θ2
1
β
eβT + θ3
1
β2
e2βT
)2
+O
(
e3βT
)]
= β − θ2eβT + θ
2
2 + 2θ3
2(−β) e
2βT +O
(
e3βT
)
. (20)
Note that α1(T ) → α and β1(T ) → β, as T → ∞. Moreover, the arguments of the
functionm
(α1(T ),β1(T ))
1 in (18) have the following asymptotic behavior:
ξ1(T ) := θ1T
H−1 +
α− α1(T )
γ
=
θ2α
−βγ e
βT +
θ1θ2
−β T
H−1eβT +O
(
e2βT
)
, (21)
ξ2(T ) := θ2e
βT − β + β1(T ) = θ
2
2 + 2θ3
2(−β) e
2βT +O
(
e3βT
)
, (22)
as T → ∞. Further, inserting (22) into (10), and applying the expansion (45) from
Appendix A, we obtain
D(α1(T ),β1(T ))
(
ξ2(T )
)
=
(
1− (θ
2
2 + 2θ3)e
2βT
4β1(T )(−β)
)2
+
(θ22 + 2θ3)
2e4βT
16β1(T )2β2
e−2β1(T )T
+
(
(θ22 + 2θ3)e
2βT
2β1(T )(−β) −
(θ22 + 2θ3)
2e4βT
8β1(T )2β2
)
(−β1(T ))piT
4 sinpiH
e−β1(T )T
×
[
I−H
(
−β1(T )T
2
)
IH−1
(
−β1(T )T
2
)
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+ I1−H
(
−β1(T )T
2
)
IH
(
−β1(T )T
2
)]
+O
(
eβT
)
∼
(
1− (θ
2
2 + 2θ3)e
2βT
4β1(T )(−β)
)2
+
(θ22 + 2θ3)
2e4βT
16β1(T )2β2
e−2β1(T )T
+
(
(θ22 + 2θ3)e
2βT
2β1(T )(−β) −
(θ22 + 2θ3)
2e4βT
8β1(T )2β2
)
1
2 sinpiH
e−2β1(T )T +O
(
eβT
)
→ 1− θ
2
2 + 2θ3
4β2 sinpiH
, as T →∞. (23)
It follows from (21), (22) that
c1
(α1(T )
β1(T )
)
ξ1(T )− c2
(α1(T )
β1(T )
)
ξ2(T ) ∼ c1
(
α
β
) θ2α
−βγ e
βT , as T →∞. (24)
Using this relation, (22) and (45), we get from (11) that
A
(α1(T ),β1(T ))
1
(
ξ1(T ), ξ2(T )
)
= ξ2(T )
(
c1
(α1(T )
β1(T )
)
ξ1(T )− c2
(α1(T )
β1(T )
)
ξ2(T )
)
× (−β1(T ))H−1T 1−He− 3β1(T )T2 I1−H(−β1(T )T
2
)
∼ θ
2
2 + 2θ3
2(−β) e
2βT c1
(
α
β
) α
(−β)γ θ2e
βT
(−β1(T ))H−1T 1−H
× e− 3β1(T )T2 I1−H
(
−β1(T )T
2
)
∼ αθ2(θ
2
2 + 2θ3)
2β2γ
e3βT c1
(
α
β
)(−β1(T ))H−3/2 1√
pi
T 1/2−He−2β1(T )T
= O
(
T 1/2−HeβT
)→ 0, as T →∞. (25)
It follows from (21), (22) that
ξ1(T )
2 =
θ22α
2
β2γ2
e2βT +O
(
TH−1e2βT
)
,
ξ1(T )ξ2(T ) = O
(
e3βT
)
, ξ2(T )
2 = O
(
e4βT
)
,
as T →∞. Therefore, by (12) and (45) we obtain
A
(α1(T ),β1(T ))
2
(
ξ1(T ), ξ2(T )
)
=
(
ξ1(T )
2c3 − ξ1(T )ξ2(T )c4
(α1(T )
β1(T )
)
+ ξ2(T )
2c5
(α1(T )
β1(T )
))
× T 2−2He−β1(T )T I1−H
(
−β1(T )T
2
)
IH−1
(
−β1(T )T
2
)
∼ c3 α
2
β2γ2
θ22e
2βTT 2−2He−β1(T )T I1−H
(
−β1(T )T
2
)
IH−1
(
−β1(T )T
2
)
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∼ e2βT c3 α
2
β2γ2
θ22
1
(−β)piT
1−2He−2β1(T )T
= O
(
T 1−2H
)→ 0, as T →∞. (26)
Note that ξ2(T )− 2β1(T )→ −2β, as T →∞, by (20) and (22). Hence, by (13)
and (45),
A
(α1(T ),β1(T ))
3
(
ξ1(T ), ξ2(T )
)
= ξ2(T )
(
ξ2(T )− 2β1(T )
)
c6
(α1(T )
β1(T )
)
× (−β1(T ))2H−1Te−β1(T )T I1−H(−β1(T )T
2
)
I−H
(
−β1(T )T
2
)
∼ θ
2
2 + 2θ3
−2β e
2βT (−2β)c6
(
α
β
)(−β1(T ))2H−2 1
pi
e−2β1(T )T
→
c6(
α
β )(−β)2H−2
pi
(
θ22 + 2θ3
)
, as T →∞. (27)
Similarly, using (14), (24) and (45), we get
A
(α1(T ),β1(T ))
4
(
ξ1(T ), ξ2(T )
)
=
(
c1
(α1(T )
β1(T )
)
ξ1(T )− c2
(α1(T )
β1(T )
)
ξ2(T )
)
× (ξ2(T )− 2β1(T ))(−β1(T ))H−1T 1−He−β1(T )T2 I1−H(−β1(T )T
2
)
∼ c1
(
α
β
) θ2α
−βγ e
βT (−2β)(−β1(T ))H−3/2 1√
pi
T 1/2−He−β1(T )T
= O
(
T 1/2−H
)→ 0, as T →∞. (28)
Also, (19) implies
α1(T )
2 = α2 + 2αγθ1T
H−1 + γ2θ21T
2H−2 +O
(
eβT
)
, as T →∞.
Then, for the expression under the exponential function in (18) we have
α1(T )
2 − α2
2γ2
wHT −
θ1α
γ
TH−1wHT =
1
2
θ21T
2H−2wHT +O
(
wHT e
βT
)
=
1
2
θ21λ
−1
H +O
(
wHT e
βT
)→ 1
2
θ21λ
−1
H , as T →∞, (29)
since wHT = λ
−1
H T
2−2H .
Thus, inserting (23) and (25)–(29) into (18), we arrive at
E
[
exp
{
θ1T
H−1
(
ST + βJT − α
γ
wHT
)
+ θ2e
βT (IT + βKT ) + θ3e
2βTKT
}]
→ exp
{
1
2
θ21λ
−1
H
}(
1− θ
2
2 + 2θ3
4β2 sinpiH
)−1/2
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× exp
{
c6(
α
β )(−β)2H−2(θ22 + 2θ3)
8pi
(
1− θ22+2θ34β2 sinpiH
) }, as T →∞.
We see that the limit is a product of MGF of the normal random variable ξ
d
=
N (0, λ−1H ) and MGF of the random vector
(
ηζ
ζ2
)
, where the random variables η
d
=
N (0, 1) and ζ d= N
(√
c6(
α
β
)(−β)H−1
2
√
pi
, 14β2 sinpiH
)
are independent, see Lemma 5 in
Appendix B. This concludes the proof, since c6(
α
β ) = (x0 − αβ )22λ∗Hρ2H .
Remark 2. In fact, N (0, λ−1H ) is an exact distribution of the random variable
TH−1(ST + βJT − αγwHT ) for any T . It can be easily seen from the above proof by
putting θ2 = θ3 = 0 (thenα1(T ) = α+γθ1T
H−1, β1(T ) = β, ξ1(T ) = ξ2(T ) = 0).
The following series of corollaries will describe asymptotic distributions of minor
components of the MLE.
First, by considering the convergence of the first component of the random vector
in (16), we immediately get the following result.
Corollary 1. For the process (ST + βJT ) we have
1
wHT
(ST + βJT )
P−→ α
γ
, T →∞.
Next, we focus on the process IT . In order to obtain its asymptotic behavior it
suffices to write
e2βT IT = e
2βT (IT + βKT )− βe2βTKT
and then apply (16).
Corollary 2. For the process IT we have
e2βT IT
d−→ −βζ2, T →∞,
where ζ has the normal distribution defined in (17).
Finally, the asymptotic behavior of JT can be easily derived using Lemma 3,
Corollary 1 and the identity
−βTH− 12 eβTJT = TH− 12 eβTST − TH− 12 eβT (ST + βJT ).
Corollary 3. For the process JT we have
TH−
1
2 eβTJT
d−→ N
(
8(x0 − αβ )ρH(−β)H−3/2√
pi
,
4Γ (H)Γ (1−H)
λ∗H(−β)3pi
)
, T →∞.
4 Main results
Now we are ready to prove the main result of the article.
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Theorem 1. Let β < 0,H ∈ (1/2, 1). Then(
T 1−H(α̂T − α)
e−βT (β̂T − β)
)
d−→
(
ν
η
ζ
)
, T →∞, (30)
where ν
d
= N (0, λHγ2), η d= N (0, 1), and
ζ
d
= N
(
(x0 − αβ )ρH
√
λ∗H(−β)H−1√
2pi
,
1
4β2 sinpiH
)
(31)
are independent random variables. In particular, the estimators α̂T and β̂T are asymp-
totically independent.
Proof. Using (9) and the equality T 1−H = λHw
H
T T
H−1, we can write
T 1−H(α̂T − α) = λHwHT TH−1
(
STKT − IT JT
wHT KT − J2T
γ − α
)
= λHw
H
T T
H−1 γSTKT − γITJT − αwHT KT + αJ2T
wHT KT − J2T
=
e2βTKTγλHT
H−1(ST + βJT − αγwHT )
e2βTKT − 1wH
T
e2βTJ2T
+
−γλHTH−1e2βTJT (IT + βKT ) + αλHTH−1e2βTJ2T
e2βTKT − 1wH
T
e2βTJ2T
.
(32)
Note that by Corollary 3 and Lemma 4, we see that JT = OP(T
1
2−He−βT ), IT +
βKT = OP(e
−βT ), and e2βTKT − 1wH
T
e2βTJ2T
d−→ ζ2, as T → ∞. Consequently,
the second term in the right-hand side of (32) converges to zero in probability.
Further, by (9),
e−βT (β̂T − β) = e−βT
(
STJT − wHT IT
wHT KT − J2T
− β
)
= e−βT
STJT − wHT IT − βwHT KT + βJ2T
wHT KT − J2T
=
−eβT (IT + βKT ) + eβTJT 1wH
T
(ST + βJT )
e2βTKT − 1wH
T
e2βTJ2T
. (33)
Corollaries 1 and 3 imply that eβTJT
1
wH
T
(ST + βJT ) converges to zero in proba-
bility. Then applying Lemma 4 and Slutsky’s theorem, from (32), (33) we get the
convergence (30).
Remark 3. Unlike the ergodic case (studied in [26]), in the non-ergodic case the ini-
tial value x0 affects the asymptotic bias of β̂T . If β < 0, then the deterministic term
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(x0 − αβ )e−βt in (4) does not converge to zero and, moreover, has the same asymp-
totic order O(e−βT ) as the stochastic term γ
∫ t
0
e−β(t−s)dBHs . This implies that the
asymptotic behavior of the statistics ST , IT , JT , and KT depends on x0. A similar
dependence on initial condition holds for the non-ergodicOrnstein–Uhlenbeckmodel
driven by the Brownian motion (see [11] and [23, Prop. 3.46]) and some explosive
autoregressive models [2, 35, 37].
Remark 4. The model (1) with x0 =
α
β was considered in [33, Th. 5.2]. In this
particular case we have ζ
d
= N (0, 14β2 sinpiH ). Consequently,
e−βT
2β
(β̂T − β) d−→ X
√
sinpiH
Y
, as T →∞,
where X and Y are two independent N (0, 1) random variables. This completely
agrees with [33, Th. 5.2].
Remark 5 (Alternative parameterization). An alternative specification of the frac-
tional Vasicek model is
dXt = κ(µ−Xt)dt+ γdBHt , t ∈ [0, T ], X0 = x0. (34)
For the model (34), the MLEs of the parameters µ and κ have the following form
[26]:
µ̂T =
STKT − IT JT
ST JT − wHT IT
γ, κ̂T =
STJT − wHT IT
wHT KT − J2T
.
One can establish the following result: if κ < 0 andH ∈ (1/2, 1), then(
T 1−H(µ̂T − µ)
e−κT (κ̂T − κ)
)
d−→
(
ν˜
η/ζ˜
)
, as T →∞, (35)
where ν˜
d
= N (0, λHγ2κ2 ), η
d
= N (0, 1), and
ζ˜
d
= N
(
(x0 − µ)ρH
√
λ∗H(−κ)H−1√
2pi
,
1
4κ2 sinpiH
)
,
are independent random variables.
The proof of (35) is carried out by the delta-method. By Taylor’s theorem, for the
function g(x, y) = xy , we have as (x, y)→ (α, β)
g(x, y)− g(α, β) = 1
β
(x− α)− α
β2
(y − β) + o
(√
(x− α)2 + (y − β)2
)
. (36)
Multiplying both sides of (36) by T 1−H , and putting x = α̂T , y = β̂T , we get
T 1−H
(
α̂T
β̂T
− α
β
)
=
1
β
T 1−H(α̂T − α) +RT , (37)
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where
RT = − α
β2
T 1−H(β̂T − β) + oP
(
T 1−H
√
(α̂T − α)2 + (β̂T − β)2
)
P−→ 0, (38)
as T →∞, since T 1−H(β̂T − β) P−→ 0 and T 1−H(α̂T − α) d−→ ν due to (30).
Finally, by Slutsky’s theorem, from (30), (37) and (38) we obtain the convergence(
T 1−H( α̂T
β̂T
− αβ )
e−βT (β̂T − β)
)
=
(
1
βT
1−H(α̂T − α)
e−βT (β̂T − β)
)
+
(
RT
0
)
d−→
( ν
β
η
ζ
)
, as T →∞,
which is equivalent to (35), since µ̂T =
α̂T
β̂T
, κ̂T = β̂T , µ =
α
β , κ = β.
Now let us consider the situation when one of the parameters is known. In this
case we can obtain strong consistency of the corresponding MLEs (instead of weak
one) by applying the strong law of large numbers for martingales, see, e.g., [24, The-
orem 2.6.10].
Theorem 2. Let β < 0 be known andH ∈ (1/2, 1). The MLE for α is
α˜T =
γ
wHT
(ST + βJT ). (39)
It is unbiased, strongly consistent and normal:
T 1−H(α˜T − α) d= N
(
0, λHγ
2
)
. (40)
Proof. The form of the MLE (39) was established in [25, Eq. (3.2)]. The normality
follows from Remark 2:
T 1−H(α˜T − α) = λHγTH−1
(
ST + βJT − α
γ
wHT
)
d
= N (0, λHγ2).
In order to obtain the strong consistency, we rewrite this equality using the relation
ST + βJT − α
γ
wHT = M
H
T , (41)
which follows from (6) and (5). Then
α˜T − α = γM
H
T
wHT
.
Recall thatMHT is a martingale and 〈MH〉T = wHT →∞, as T →∞. Then M
H
T
wH
T
→
0 a.s., as T →∞, by the strong law of large numbers for martingales [24, Th. 2.6.10,
Cor. 1].
Remark 6. Actually, the statement of Theorem 2 is true regardless of the sign of β.
For β > 0, (40) was proved in [25, Th. 3.1].
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Theorem 3. Let α be known,H ∈ (1/2, 1) and β < 0. The MLE for β is
β˜T =
α
γ JT − IT
KT
. (42)
It is strongly consistent and
e−βT (β˜T − β) d−→ η
ζ
, as T →∞, (43)
where η and ζ are the same as in Theorem 1.
Proof. The form of the MLE (42) is found in [25, Eq. (3.3)]. The strong consistency
is established in the same way as in [25, Th. 3.2]. It follows from (41) that
α
γ
JT − IT − βKT = α
γ
∫ T
0
PH(t) dw
H
T −
∫ T
0
PH(t) dSt − β
∫ T
0
(
PH(t)
)2
dwHt
= −
∫ T
0
PH(t) dM
H
T .
Whence, (42) implies that
β˜T − β =
α
γ JT − IT − βKT
KT
= −
∫ T
0
PH(t) dM
H
T∫ T
0 (PH(t))
2 dwHt
.
Since the process MH is a martingale with the quadratic variation wH , the process∫ ·
0 PH(t) dM
H
t is a martingale with the quadratic variation
∫ ·
0(PH(t))
2 dwHt . Note
that
∫ T
0 (PH(t))
2 dwHt = KT → ∞ in probablility, by Lemma 4. This conver-
gence holds almost surely, because
∫ T
0 (PH(t))
2 dwHt is increasing in upper bound
T . Therefore, by the strong law of large numbers for martingales [24, Th. 2.6.10,
Cor. 1], we get that β˜T → β a.s., as T →∞.
Finally, the convergence (43) follows from the representation
e−βT (β˜T − β) =
α
γ e
βTJT − eβT (IT + βKT )
e2βTKT
,
Lemma 4, Corollary 3, and Slutsky’s theorem.
Remark 7. The particular case when the parameter α = 0 is known and x0 = 0 was
studied in [32]. Similarly to Remark 4, we see that in this case the convergence (43)
takes the form
e−βT
2β
(β˜T − β) d−→ X
√
sinpiH
Y
, as T →∞,
where X and Y are two independentN (0, 1) random variables. This coincides with
the result of [32, Th. 2].
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A Modified Bessel function of the first kind
In this section we present some properties of the modified Bessel function of the
first kind Iν(x), which are helpful for our proofs. For more details on this topic we
recommend the book [36]. Let ν > −1, x ∈ R. Then the function Iν(x) could be
defined by the following power series [29, Formula 50:6:1]:
Iν(x) =
∞∑
j=0
(x/2)2j+ν
j!Γ (j + 1 + ν)
.
Note, that if x is negative and ν is non-integer, then the function Iν(x) is complex-
valued. However, a function Iν(x)/x
ν is always real-valued. This function equals
2−ν/Γ (1 + ν) when x = 0 and it is even, i.e.
Iν(−x)
(−x)ν =
Iν(x)
xν
, (44)
see [29, Formula 50:2:1]. For large values of x the function Iν(x) has the following
asymptotic behavior [1, Formula 9.7.1]:
Iν(x) =
ex√
2pix
(
1− 4ν
2 − 1
8x
+O
(
x−2
))
, x→∞. (45)
B MGFs related to the bivariate normal distribution
MGF of the product of two normal random variablesX
d
= N (m1, σ21), Y d= N (m2,
σ22) with the correlation coefficient r =
Cov(X,Y )
σ1σ2
equals (see e.g. [10])
E
[
exp{tXY }] = D−1/2 exp{ (m21σ22 +m22σ21 − 2rm1m2σ1σ2)t2 + 2m1m2t
2D
}
,
(46)
where
D =
(
1− (1 + r)σ1σ2t
)(
1 + (1− r)σ1σ2t
)
.
Lemma 5. For two independent normal random variablesX
d
= N (m,σ2) and Y d=
N (0, 1),
E
[
exp
{
θ1XY + θ2X
2
}]
=
[
1− σ2(θ21 + 2θ2)]− 12 exp{ m2(θ21 + 2θ2)2[1− σ2(θ21 + 2θ2)]
}
.
(47)
Proof. Evidently,
θ1XY + θ2X
2 = X(θ1Y + θ2X),
whereX
d
= N (m,σ2), θ1Y + θ2X d= N (θ2m, θ21 + θ22σ2), and
Cov(X, θ1Y + θ2X) = θ2 Cov(X,X) = θ2σ
2.
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Applying (46) with t = 1, m1 = m, σ
2
1 = σ
2, m2 = θ2m, σ
2
2 = θ
2
1 + θ
2
2σ
2, and
r = θ2σ√
θ21+θ
2
2σ
2
, we get
E
[
exp
{
X(θ1Y + θ2X)
}]
= D−1/2 exp
{
m2(θ21 + θ
2
2σ
2) + θ22m
2σ2 − 2θ22m2σ2 + 2θ2m2
2D
}
= D−1/2 exp
{
m2(θ21 + 2θ2)
2D
}
,
where
D =
(
1−
(
1 +
θ2σ√
θ21 + θ
2
2σ
2
)
σ
√
θ21 + θ
2
2σ
2
)
×
(
1 +
(
1− θ2σ√
θ21 + θ
2
2σ
2
)
σ
√
θ21 + θ
2
2σ
2
)
=
(
1− σ
√
θ21 + θ
2
2σ
2 − θ2σ2
)(
1 + σ
√
θ21 + θ
2
2σ
2 − θ2σ2
)
=
(
1− θ2σ2
)2 − σ2(θ21 + θ22σ2) = 1− σ2(θ21 + 2θ2),
whence (47) follows.
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