This paper shows that the parsimoniously time-varying methodology of Callot and Kristensen (2015) can be applied to factor models. We apply this method to study macroeconomic instability in the US from 1959:1 to 2006:4 with a particular focus on the Great Moderation.
Introduction
The Great Moderation is a period of macroeconomic stability in the United States thought to have begun in the 1980s (Kim and Nelson, 1999; McConnell and Perez-Quiros, 2000; Stock and Watson, 2003) , or even in the 1950s (Blanchard and Simon, 2001) with an interruption in the 1970s and early 1980s. This period is marked by a decline of inflation and by a relative stabilisation of the business cycle and of monetary policy which can be attributed either to a decline in output volatility or to changes in the dynamics of macroeconomic variables (Stock and Watson, 2009 ). The decline in output volatility is well documented by the authors cited previously, but this does not preclude the possibility of changes in the dynamics of macroeconomic variables. This paper proposes to quantify parameter instability in factor models before and during the Great Moderation using the parsimoniously time-varying (ptv) framework of Callot and Kristensen (2015) as it imposes minimal assumptions on the dynamics of the parameters.
The contributions of this paper take both a methodological and an empirical form. From a methodological point of view, we show that the ptv framework proposed by Callot and Kristensen (2015) can be readily used with factor models. In this framework, the parameters are assumed to follow a random walk with a positive probability that an increment is exactly equal to zero, and the resulting parameter paths are estimated using the Lasso. The empirical contribution of this paper consists in estimating a large number of factor models using US macroeconomic data to get a picture of the parameter instability in the last 50 years. We document that the instability is widespread, but that the majority of the breaks occur before the Great Moderation. We also document that allowing for moderate time variation in the parameters can substantially improve the fit of the model in a forecasting context suggesting that improvements in forecasting performance could be possible by taking parameter instability into account.
Factor models have been investigated and applied for more than a decade (for a general review, see Stock and Watson (2011) ; Bai and Ng (2008) ). The problem of breaks and structural instability in the parameters of factor models remains a field open for exploration though. The seminal work of provides insights into the problem, they show that the principal components (PC) factor estimator remains consistent if faced with moderate structural instability in the factor loadings. More recently the literature has seen a number of contributions related to testing for structural breaks in the loadings. The first formal test was proposed by Breitung and Eickmeier (2011) who considered the problem of testing the loadings associated with the individual variables. This has since been followed up by Chen, Dolado, and Gonzalo (2014) and Han and Inoue (2014) who propose tests for breaks in all loadings jointly, and Yamamoto and Tanaka (2013) who proposed a modified version of the Breitung and Eickmeier (2011) test.
More closely related to the present paper, Cheng, Liao, and Schorfheide (2014) use shrinkage methods to determine both the break points and the number of factors, and Corradi and Swanson (2014) propose a test for the joint hypothesis of breaks in the factor loadings and in the parameters of a factor augmented forecasting model. Although these contributions take different approaches to the issue of structural instability, they do have characteristics in common: They only consider a fixed number of breaks (often a single one) which are typically assumed to be common to all factors and large in magnitude. Breitung and Eickmeier (2011) show how such a setup will lead to overestimation of the number of factors. This is, in various ways, exploited in the mentioned papers to detect breaks. For example, Cheng et al. (2014) determine the break by minimizing the sum of the numbers of pre-and post-break factors instead of using a traditional sum-of-squared residuals criterion; and Corradi and Swanson (2014) utilize that the information criterion of Bai and Ng (2002) will overestimate the number of factors when the loadings are subject to breaks in order to construct a test statistic.
Our approach to the problem is different from existing papers. Instead of considering only a single or fixed number of breaks we allow for more general forms of instability in the parameters of the model. The parameters associated with the factors, and those associated with potential autoregressive terms, are allowed to change independently across variables and time. Bates, Plagborg-Møller, Stock, and Watson (2013) shows that the PC factor estimator is consistent under general forms of structural instability, including the forms of instability assumed in the ptv framework. The benefit of this is that we can rely on standard results regarding estimation of the factors and that e.g. the information criterion of Bai and Ng (2002) for selecting the number of factors is still valid. Callot and Kristensen (2015) introduced the idea of ptv parameters for VAR models. This framework allows for an unknown number of break points at unknown locations by estimating the vector of changes in the parameters, which is high dimensional by construction and sparse by assumption, using the Lasso. In this paper we show that static factor models as well as factor augmented autoregressive (FAAR) models can be estimated in the ptv framework. The ptv models are well suited for our purpose of investigating the Great Moderation in terms of parameter stability in factor models. The parameters are modelled non parametrically, the estimation of the number of breaks and of their locations is data driven, and the parameters can remain stable for any duration or even the whole sample in which case our estimator is equivalent to OLS. This allows for the parameters to remain constant, experience a few changes (as in the structural breaks literature), or exhibit much more unstable paths, independently across variables.
We conduct an empirical study of the US macroeconomy using the ptv methodology with both static factor models and FAAR forecasting models. In particular we follow up on, and expand upon, the empirical investigation of the Great Moderation by Stock and Watson (2009) . Stock and Watson (2009) finds that the Great Moderation was indeed associated with breaks in both factor loadings and the parameters of FAAR forecasting models. Using the ptv methodology of Callot and Kristensen (2015) we investigate structural instability throughout the sample with a focus on the period of the Great Moderation, and investigate whether accounting for structural instability in this fashion is helpful for forecasting.
The remainder of the paper is organized as follows, in the next section we present our analytical framework and discuss the estimation of the time-varying parameters and of the factors. Section 3 is dedicated to our empirical investigation of the Great Moderation and is followed by a conclusion summarizing our findings.
Analytical framework
This section presents the theoretical framework for our investigation of the Great Moderation. We begin by discussing the estimation of the static factor model, and FAAR model, with time-varying parameters used in the empirical section. We introduce the process assumed to drive the time-varying parameters, the parsimonious random walk, and present the results established in Callot and Kristensen (2015) for the estimation of models with parsimoniously time-varying parameters. This is followed by a discussion of the estimation of common factors when part of their loadings on the observed variables is assumed to follow a parsimonious random walk, and on the implications of using estimated factors instead of the unobserved factors.
Models
We make use of two models in this paper. A static factor model is used to estimate the factors and perform structural analysis. A FAAR model is also considered, with the primary purpose of forecasting. In the static factor model we assume that the variables of interest, X i t , t = 1, . . . , T , i = 1, . . . , n, are generated by a factor model with r F unknown factors, F t :
where λ i t ∈ R r F is the vector of factor loadings at time t for variable i . We also use this model with a large number of variables n to estimate the factors using PC. We provide consistency results for the estimated factors below, and discuss the data used to estimate the factors in the data section. Factor models are frequently used for macroeconomic forecasting, in which context the estimated factors are used as predictors in the forecasting models. In the case of linear regression models, this is referred to as FAAR model. Such a model for a h-step ahead direct forecast can be written as
To simplify the discussion on the estimation of these models, we write both of them in the same compact form and drop the variable subscript i :
Z t is a vector of dimension r × 1 containing the factors and, in the case of the FAAR model, the lags of the dependent variable. The 1 × r vector of parameters ξ t is assumed to be time varying, and y t is either X i t or X (h) i t +h . If the parameters of both these models were assumed to be constant over time, and the factors known or estimated, we could consistently estimate the models by OLS. Instead we let the parameters of the models vary over time and, to be specific, we assume that the parameters follow parsimonious random walks. This process is formalized in the following assumption.
Assumption 1 (Parsimonious random walk). Assume that the parameters follow a parsimonious random walk with ξ 0 given.
η t and ζ t are vectors of length r with the following properties:
The vector of increment to the parameters is given by the element-by-element product of the two vectors of mutually independent random variables ζ t and η t . η t is a set of i .i .d . random variables with mean zero and bounded variance. ζ t is a vector of binary variables in which each element takes value 1 with probability α T and zero otherwise.
The parsimonious random walk assumption implies that many of the increments to the parameter vectors are equal to zero, the probability of a non zero increment is controlled by α T = k α T −a . The constant k α scales the probability α T and must be such that 0 ≤ α T ≤ 1. If k α satisfies this restriction for some T 0 , it will satisfy it for any T ≥ T 0 since a ≥ 0. Consistency requirements for the Lasso estimator will impose a tighter lower bound on a. Note that we do not set or estimate a (or α T ) but simply assume that a is larger than some quantity which we make explicit later.
Estimation of the parsimoniously time-varying parameter models
Assumption 1 implies that the vector of increments to the parameter vector is sparse, it contains many zero, but is also high dimensional since it is at least as large as the sample size, the number of parameters to estimate is of the order of r T .
Recall the compact model,
Define the following matrices:
We can write the parsimoniously time-varying model (3) as a simple regression model
where the parameter vector θ = [ξ 0 + ζ 1 η 1 , ζ 2 η 2 , ..., ζ T η T ] has length r T , and y = (y 1 , ..., y T ) , = ( 1 , ..., T )'. The matrix Z D W contains T observations for r T covariates constructed from the original r variables. The first r elements of θ are the sum of the initial value of the parsimonious random walk ξ 0 and the first increment ζ 1 η 1 . The subsequent elements of θ are the increments of the parsimonious random walk ζ t η t , t > 1 so that by cumulating the entries of θ we can recover the full path of the parameters. The parameter vector we seek to estimate, θ, is sparse and high dimensional, we estimate θ using the Lasso as in Callot and Kristensen (2015) . We make extra assumptions below regarding the distribution of the innovations and of the factors, in particular to ensure that all the variances involved are finite.
Assumption 2 (Covariates and innovations). Assume that: Assumption 2(iv) ensures that the variance of y t is bounded from above at all points in time. It is a high level assumption that we give here, a lower level assumption on the dynamics of the model is used instead in Callot and Kristensen (2015) to which the interested reader is referred.
Similarly we state the following assumption, the restricted eigenvalue condition, which is a standard assumption in the Lasso literature, introduced by Bickel, Ritov, and Tsybakov (2009) . Define κ 2 T as the restricted eigenvalue, we then assume the following restricted eigenvalue condition to hold: Assumption 3 (Restricted eigenvalue condition). Assume that:
The rate of decrease of κ 2 T stems from technical assumptions on the rate at which the distance between breaks increases asymptotically; the detail of the assumptions and proof of the result can be found in Callot and Kristensen (2015) .
We can now state the first theorem from Callot and Kristensen (2015) which provides upper bounds on the prediction and parameter estimation errors. Let σ 2 1 , ..., σ 2 r T = diag(Var(Z D W )) and σ 2 T = max σ 2 , max 1≤k≤r T σ 2 k where σ 2 is the variance of and σ 2 k is the variance of the k t h column in Z D W . Define the active set S T as the set of indices corresponding to non-zero parameters in θ, S T = j ∈ (1, ..., r T )|θ j = 0 , and its cardinality |S T | = s. Finally, letλ T be the Lasso penalty parameter. We then have the following result: Theorem 1. Forλ T = 8 ln(1+T ) 5 ln(1+r ) 2 ln(r (T −r +1))σ 4 T T and some constant A > 0, under assumptions 1, 2, and 3, and on the set B T with probability at least equal to 1 − π B T we have the following inequalities:
with π B T = 2(1 + T ) −1/A + 2(r (T − r + 1)) 1−ln(1+T ) .
The bounds given in theorem 1 are upper bounds on the 1 norm of the parameter estimation error and on the mean squared estimation error of the Lasso. These bounds hold on a set that has probability at least 1 − π B T for a given value ofλ T . Nonetheless these bounds are valid for any value of the penalty parameter as long as T −1 ε Z D W ∞ ≤λ T /2 is satisfied.
Holding everything else constant the probability of this inequality being satisfied decreases withλ T as do the upper bounds in theorem 1; there is a trade-off between the tightness of the bounds and the probability with which they hold.
Theorem 2 below provides an asymptotic counterpart to theorem 1.
Theorem 2. Let a and d be scalars with a, d ≤ 1, 1 − a + d ≤ 1, and 3 2 − a − d < 0.Then under assumptions 1, 2, and 3, and as T → ∞ we have:
This theorem establishes the consistency of the Lasso for our models. The parameter estimation error, and the prediction error, both tend to zero with probability tending to one. Callot and Kristensen (2015) shows that, as is usual with the Lasso, the estimator correctly sets many parameters to zero without setting non zero parameters to zero under the condition that the smallest non zero parameter is not too small. They also show that the adaptive Lasso, a second stage estimator using an adaptive penalty constructed using the Lasso estimates, is sign consistent. This means that the adaptive Lasso set all zero parameters to zero while retaining the non zero parameters with probability tending to 1. We refer to Callot and Kristensen (2015) for details.
Factor estimation with parsimoniously time-varying loadings.
Until this point we have assumed the factors to be known, in this section we discuss the issue of estimating the factors under the assumption that their loadings can be parsimoniously time varying. We then discuss the effect of using estimated factors instead of the true factors in the model.
If we assume that the factor loadings do not vary over time, then it is well known that the factors can be consistently estimated by means of PC, see e.g. Bai and Ng (2002) . Bates et al. (2013) gives conditions under which the same holds in the case of time varying loadings. We use the results of Bates et al. (2013) to show that factors can be consistently estimated when the loadings a follow parsimonious random walk as in assumption 1. We follow the notation of Bates et al. (2013) closely (which also corresponds to the notation of Bai and Ng (2002) ).
Whereas Bates et al. (2013) give general results in the case of time-varying loadings we will specifically make the following assumption:
Assumption 4 (Time-varying Factor Loadings). The loadings in (1) must satisfy the following: i) With probability π n,T the loadings for variable i , λ i t , follow a parsimonious random walk as defined in Assumption 1 with fixed initial value λ i 0 . Alternatively, with probability 1 − π n,T the loadings are constant.
ii) The probability π n,T must satisfy: π n,T = O (1/ min(n 1/2 T 1−a , T 3/2−a )) where a is the parameter controlling α T as defined in Assumption 1 with a ≥ 1/2.
iii) For all (i , j , s, t ), e i t , the factor model innovations, are independent of (ζ j s η j s , F s ), the factor loading innovations and the factors. Furthermore, the factor loading innovations, ζ i p,t η i p,t , are independent across i , t , and p.
We should note that assumption 4(iii) implies that breaks occur independently across variables. Although this does not necessarily correspond well with empirical observations, where series tend to co-break, this assumption is needed to ensure that the factors can be consistently estimated. Note, however, that independence is only needed for the factor estimation, the results of theorem 1 hold under the more general requirements of assumption 1.
In addition to this we make the following standard assumptions (corresponding the assumptions 1-3 in Bates et al. (2013) or assumptions A-C in Bai and Ng (2002) ):
Assumption 6 (Initial Factor Loadings). λ i 0 ≤λ < ∞, and Λ 0 Λ 0 /n − D → 0 as n → ∞ for some positive definite matrix D ∈ R r F ×r F . Assumption 7 (Idiosyncratic Errors). The following conditions hold for all n and T .
3. τ i j ,t s = E(e i t e j s ) exists for all (i , j , s, t ). τ i j ,t t ≤ τ i j for some τ i j and for all t , while
Under these assumptions we have the usual consistency result, the proof of which can be found in the appendix.
Theorem 3. Let assumptions 4-7 hold, and n, T → ∞ with T 1−a /n 1/2 → k for some constant k ≥ 0, then
where C 2 nT = min(n, T ) and H is the usual rotation matrix as defined in e.g. Bates et al. (2013) .
Note that Assumption 4 puts restrictions on the extent to which the variables are allowed to have time-varying loadings through the probability π n,T . This is in contrast to the literature on large breaks where it is typically assumed that the break affects all variables. However, the results are comparable to Example 3 in Bates et al. (2013) which treats the case of a single large break. The comparable case in terms of our results would be that of a fixed number of breaks which occurs if we have a = 1 which implies that π n,T = O (1/ min(n 1/2 , T 1/2 )). Likewise, Example 3 in Bates et al. (2013) requires that at most O (n 1/2 ) variables undergo a break. In cases where a < 1 we have a trade-off between the (expected) number of breaks in the loadings (which is now increasing in T ) and the (expected) number of series which may be associated with breaks as controlled by π n,T . It is important to note that in order to obtain the result we must restrict the relative growth of n and T . However, by doing so we are able to recover the usual rate of convergence. This is important because it ensures that we can apply the IC p criterion of Bai and Ng (2002) to determine the number of factors (Bai and Ng, 2002 , Corollary 2).
Estimation of the ptv model with estimated factors
From assumption 2 one can see that the covariates are required to be normally distributed with finite variance. Since the estimated factors F are a linear combination of the data X , it suffice to ensure that X t is Gaussian to ensure that the estimated factors satisfy assumption 2. Bai and Ng (2006) show that using estimated factors does not invalidate consistency and asymptotic normality of the OLS estimator provided T /n → 0. Given that the objective function used to estimate the ptv models is a penalized least squares criterion, and that theorem 3 shows that the factor are estimated with the usual efficiency, we conjecture that the same holds true for the ptv model. (2009) set out to investigate the effect of a structural break on factor models and in particular their ability to forecast. They consider a very specific case, namely the Great Moderation, which they argue could have caused a break in the mid 1980s. Specifically, they test for a structural break in 1984:1 in both the loadings of the factor model and the parameters of the FAAR forecasting model. We take the analysis, and the data, of Stock and Watson (2009) as our starting point and investigate parameter instability over the entire sample period.
Empirical Results

Stock and Watson
This section contains a description of the data we use and practical details regarding the implementation of the ptv method described above. We then present our empirical results; first focusing on aggregate parameter instability, second investigating more closely some particular variables of interest, and finally looking at the improvements in fit of the ptv model relative to OLS.
Data
We use the same dataset as Stock and Watson (2009) . It consists of 144 quarterly time series for the United States spanning the period 1959:1-2006:4. As is customary in the literature the series are transformed to be stationary and standardized prior to estimation. Appendix B provides details on the transformations and a complete variable list. Due to the transformations we lose the first two observations, hence the effective sample period is 1959:3-2006:4, i.e. a total of T = 190 quarterly observations.
A unique feature of this dataset, as discussed in Stock and Watson (2009) , is the treatment of disaggregation. The full dataset contains both aggregate and sub-aggregate series, and as argued in their paper the inclusion of series related by identities (being the sum of subaggregates) does not add useful information to the estimation problem. For this reason when estimating the factors we only use a subset of the data consisting of 109 series that excludes higher level aggregates related by identities to the lower level sub-aggregates. However, for the analysis of the structural stability of the loadings below, we use all 144 series as they are all related to the factors. Hence, in the first step we estimate the factors using the 109 series, and in the second step we use the methodology described above to estimate the time-varying loadings for all 144 series.
Estimation
Although we have described the estimation procedure in general there are a number of details we must address before the estimation can be carried out in practice. As noted, we estimate the factors by PC, however to do this we must decide on how many factors to include in the model. A number of methods have been proposed for this, and one of the most commonly used is undoubtedly the IC p information criterion of Bai and Ng (2002) . The authors provide three variants of their criterion, and the results for our dataset differ substantially depending on which is used. Specifically, the criteria choose either 2, 4, or 10 factors. One could argue that the safe choice would then be to use 10 factors, but this could lead to undesirable over-fitting, and hence we follow Stock and Watson (2009) and use 4 factors throughout the paper.
The 4 estimated factors we will use throughout this application are plotted in figure 1. The first factor appears to decrease before, and reach a minimum during, each recession while the second factor has an almost symmetrical pattern with droughts during recessions and rapid increases at the end of each recession and during the recovery period. These factors could be interpreted as capturing the business cycle. The third and fourth factors are much more volatile than the first two, factor 3 exhibits a trend while factor 4 seems to have a higher variance in the middle of the sample than on either end. These last two factors do not lend themselves to an unambiguous economic interpretation. For a possible explanation of this recall that one of the information criteria of Bai and Ng (2002) suggested that there may be only two factors implying that factors 3 and 4 contain little if any relevant information. 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 Estimated Factors For the FAAR forecasting model we must be specific about the forecast target. We focus on the stability of a four-quarter ahead relationship. For real activity variables the target, X (4) i t +4 , is growth over the next four quarters. For inflation it is average quarterly inflation over the next four quarters minus last quarter's inflation. For variables in levels it is simply the value of the variable four quarters ahead. For details, see Appendix B. Further, in order to fully specify (2) we must choose the lag length p. As we are not concerned with computing actual forecasts, this choice is of less importance, and we simply fix it at p = 4.
The actual estimation using the procedure of Callot and Kristensen (2015) is easily implemented using the parsimonious package in R. 2 As is generally the case the Lasso requires selection of the penalty parameter. This can be done in a number of ways, however, we will follow Callot and Kristensen (2015) and select it using the Bayesian Information Criterion (BIC). As already noted all variables have been standardized, however, the estimated factors will likely have a much larger variance making it difficult for the Lasso to simultaneous detect breaks in the parameters associated with the factors and the parameters associated with the autoregressive lags in (2) if they are all penalized equally. To avoid having to introduce different penalty parameters for the factors and the autoregressive lags, we instead also standardize the estimated factors before the Lasso estimation. We will do this in both the case of the factor model (1) and the FAAR forecasting model (2). The estimation procedure also easily allows for the possibility of having a parsimoniously time-varying intercept by simply including dummies. The need for taking into account instability in the mean of the variables was documented by Stock and Watson (2012) . They subtracted a local mean from the variables prior to estimation and found that this mean changed substantially over the sample period. All the presented results are based on models with parsimoniously time-varying intercepts.
Our results are, however, robust to this choice and qualitatively similar results are obtained if the intercept is assumed constant. Finally, in the interest of space we only report results for the Lasso and do not consider the adaptive Lasso.
Results
We begin by examining the stability of the loadings in the factor model (1). Figure 2 plots the number of breaks in the loadings at every point in time for each factor. Recall that at each point in time for a given factor the vector of loadings is of length n = 144, hence if we observe, say, 10 breaks, then that means that 10 out of the 144 variables experience a break. 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 Number of breaks in the loadings of the factor model The first impression given by figure 2 is that there is some degree of structural instability over the entire sample period. Closer inspection reveals that in every panel there exists clusters with a large number of breaks, and that outside of these clusters the loadings appear to be relatively stable. This is in particular the case for the parameters associated with the first and second factors where many breaks are detected from the early 1970s to the early 1980s, and much fewer breaks outside this period. From this plot it is not clear whether the instability is greater during recessions.
The parameters associated with the third factor experience breaks relatively uniformly throughout the sample, with a surge in 1987 and after 2000. The breaks in the loadings associated with the fourth factor are concentrated in the 1975 to early 1990s period. Figure C .9 (appendix) displays the number of breaks in the intercept at every point in time for the factor and forecasting models. For both models the breaks in the intercept appear to be uniformly spread across the sample in contrast to the clusters observed in the factor loadings.
In figure 3 we consider mean absolute change in the loadings defined as n −1 n i =1 λ i t − λ i t −1 for a given point in time t where the mean is taken across all n = 144 variables. This illustrates the large differences in the sizes of the breaks. It appears that most of the breaks are (relatively) small, but few large changes occur from the mid 1970s to the mid 1980s in the loadings of factors 1, 2, and 4. This plot provides further evidence in favour of the Great Moderation as a period of stability following a period of structural instability in the 1970s and early 1980s.
In order to illustrate how allowing for breaks affects the fit of the model we turn to the FAAR forecasting model. Figure 4 shows the cross-sectional root mean squared error (RMSE), 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 Mean absolute change in the loadings of the factor model i t for all t = 1, ..., 190. The gain in RMSE from allowing parsimoniously timevarying parameters (relative to OLS) is particularly large in the early 1970s, corresponding to the region with more and larger breaks in Figures 2 and 3 for the factor model. We will return to results on the fit of the FAAR model in more detail later.
First, we now look into the detail of which variables are associated with the breaks in table 1. In the table we consider both the factor model (1) and the FAAR forecasting model (2). We report the number of breaks over the entire sample (denoted All), the period preceding the Great Moderation from 1970:1 to 1984:4, and the period of the Great Moderation from 1985:1 to 1999:4. For the forecasting model we separately consider the number of breaks in the parameters associated with the factors, β, and the parameters associated with the autoregressive lags, γ. In the interest of space the most sub-aggregates have been removed, results for the remaining variables can be found in Appendix C.
Regarding the timing of the breaks, table 1 clearly shows that the majority of the breaks, all of them in some cases, occur in the period preceding the Great Moderation with both models. There is a striking difference in the number of breaks between the two models though; many more breaks are selected in the forecasting model than in the factor model, and the variables with a large number of breaks are not systematically the same across models. Three possible explanations for the difference between models are, first, the different target variables as explained in section 3.2, second, the doubling of the number of variables, and third, the potentially high degree of persistence of the extra variables. 5 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 Mzm (sa) frb st. louis Table 1 gives some interesting information as to which variables are subject to instability, despite the differences between the two models. In the static factor model the breaks are concentrated among monetary and financial variables: MZM (Money Zero Maturity) has 30 breaks and the total amount of reserve 29, interest rates (4, 3, and 2 breaks for the Fed fund rate, the 6 month T-bill, and the 5 year T-bond respectively), exchange rates (3), and the Dow Jones Industrial Average (1). Many breaks are also found among variables from the real sector of the economy, housing start (28 breaks) and build permits (45), industrial production (5), and the manufacturing indices (NAPM) with 6 and 1 breaks in two out of four variables.
The pattern is different for the FAAR models that have more breaks overall, mostly in the factor loadings, and occurring within different groups of variables. Price variables experience many breaks, up to 56 for CPI Core and 81 for Oil Price. Breaks are also frequently detected in monetary and financial variables, up to 15 for the 5 year T-bond and around 10 for the other variables of this type.
To illustrate the results discussed above we now take a close look at the estimated loadings of four variables. While we will focus on models in which the estimated parameters vary over time, it should be kept in mind that in a large fraction of loadings no break is found. Furthermore, and as the plots below will make apparent, within models exhibiting breaks the parameters associated with certain variables are still found to be constant. Figure 5 shows the estimated loadings of the static factor model for Money Zero Maturity, which is one of the variables with which the largest number of breaks is associated. Most of these breaks, in particular the large ones, occur between the late 1970s and the early 1980s which is consistent with important changes in monetary policy during that period. The few 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 Industrial production index − total index Figure 6 : Time-varying loadings of the factor model, Industrial Production.
breaks occurring outside this period are for the most part very small changes to the estimated loading. 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 Capacity utilization − manufacturing (sic) Figure 7 : Time-varying loadings of the forecasting model, Capacity Utilization. Figure 6 shows the estimated loadings for industrial production, for which 5 breaks are found. The loading on the first factor has a single large upward break in 1977 which could be interpreted as indicating that industrial production reacts less to downturns from that point onwards. The second factor has 2 large downward breaks in the early 1960s and two smaller breaks in the second half of the 1970s, which could be interpreted as indicating that industrial production recovers more slowly. The loadings for the last two factors are found to be constant. Figure 7 shows the estimated parameters of a forecasting model for the Capacity Utilization variable, where 11 breaks are found in the factor loadings and 8 in the AR lags. Figure 7 shows 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 1960 1965 1970 1975 1980 1985 1990 1995 2000 2005 Cpi less food and energy (sa) fred that 5 out of the 8 parameters experience a break and that the instability typically takes the form of few large breaks with very little gradual adjustment. Figure 8 is an example of a forecasting model with a large number of breaks with a total of 56, 41 in the factor loadings and 15 in the AR parameters, 44 of these breaks are located in the pre Great Moderation period. In this model, the breaks lead to many substantial and persistent changes in the parameter value. The factor loadings have more breaks than the AR parameters, this results in more jagged paths with several small adjustments in the parameter path. The loadings on the factors could be interpreted as implying that the business cycle has had little effect on CPI Core except for the middle of the 1970s, a period of low economic growth and high inflation in the US.
In a forecasting context model instability is a concern, and as table 1 illustrates many forecasting relationships do not appear to be stable over time. We do not view the applied methodology as a means to obtain better forecasts, but as a tool to illustrate that there might be issues when neglecting instabilities or breaks. Nonetheless it is still of interest to see how much the fit of the forecasting model is improved when we allow for a moderate amount of time variation in the parameters. For this purpose table 2 reports a number of useful statistics for a subset of variables, the remaining results can be found in Appendix C.
The first column of the table gives the standard deviation of the series being forecast. The second column gives the RMSE of the residuals of the forecasting model (2) when estimated by the ptv methodology, i.e. allowing for breaks. The third column gives the RMSE of the residuals of the forecasting model (2) when simply estimated by OLS, i.e. not allowing for breaks. The fourth column gives the relative RMSE of these two approaches and the last column the number of breaks in the corresponding model. The upper bound for the relative RMSE statistic is 1 and corresponds to the case where no breaks were selected, in which case our estimator is equal to OLS. Allowing for breaks must improve the fit to compensate for the penalty in the Lasso estimation, therefore when breaks are estimated the relative RMSE is always below 1. We should stress that this is purely an in-sample comparison of the forecasting models and not a pseudo out-of-sample forecasting experiment. For certain variables the reduction in RMSE by allowing for breaks is quite substantial, for example a reduction of roughly 70% for CPI-Core (the parameters of this model are plotted in figure 8 ), and 80% for Oil Price. The presence of numerous relatively large breaks (despite the small magnitude of the loadings) explains this reduction in the RMSE. The results in table 2 shows that reduction in RMSE relative to OLS is closely related, but not directly proportional, to the number of breaks. Again this is to be expected as the penalty associated with each extra parameter must be compensated with improvement in fit.
Conclusion
We have applied the parsimoniously time varying parameter framework of Callot and Kristensen (2015) to factor models estimated using a set of data from Stock and Watson (2009) containing 144 US macroeconomic variables observed from 1959:1 to 2006:4. The ptv framework allows for an unknown number of breaks at unknown locations to be consistently estimated using the Lasso. We take advantage of this flexibility to study the stability of the parameters of macroeconomic models, and in particular we focus our investigation on the Great Moderation.
We find that for a large share of variables the parameters of either the static factor model or the dynamic forecasting FAAR model are unstable. The number of breaks, their locations, and the resulting parameter paths are very diverse. Nonetheless common patterns emerge, in particular a concentration of parametric instability in the period between 1970 and the middle of the 1980s, and a relative stability of those parameters in the 15 years following. Within our ptv framework, the Great Moderation appears to be a period of stability following a period of instability of the process driving macroeconomic variables. Adequately modelling this instability in time-varying parameter models appears to require more than a single break towards the beginning of the Great Moderation.
Further research could usefully complement our results. On the methodological side, obtaining confidence bands for the estimated parameters is a priority and refining break detection by the introduction of thresholding a possibility. On the empirical side, it would be useful to systematically assess the effect of allowing general forms of parametric instability on the choice of the number of factors and lags, both in terms of model specification and of forecasting performance.
Appendix A. Proofs.
Proof of Theorem 3. The result follows by checking the conditions of Corollary 1 in Bates et al. (2013) . Define a random variable ν i p that takes on the value 1 with probability π n,T and the value 0 otherwise, and is independent from η and ζ and across i , p. Then the loadings for variable i and factor p follows the process:
or rewritten:
where ξ i p,t = ν i p t s=1 ζ i p,s η i p,s and ζ, η satisfy the conditions in Assumption 1. Note that compared to the expressions in Bates et al. (2013) we have explicitly set h nT = 1.
We need to bound two expressions, the first:
Due to independence across factors the expression is trivially bounded for p = q, hence we only need consider the case of p = q (and drop the factor index to ease notation). Furthermore, due to independence across variables we get:
= π n,T n sup
The second expression:
Again, due to independence across factors the expression is trivially bounded if all factor indices differ or one index differs from the rest. The non-trivial cases are thus when all indices are equal, i.e. p 1 = p 2 = q 1 = q 2 , and when they are equal in pairs, say, p 1 = p 2 = q 1 = q 2 . We start with the latter case:
Now consider the case where all factor indices are equal (again omitting the index to ease notation):
Now, due to independence across variables, whenever i = j we can use the same argument as above to show that the summand is π 2 n,T α 2 T O (T 2 ). However, when i = j the summand becomes
which is non-zero whenever all four time indices are equal, or they are equal in pairs. There are min(s, t ) cases where they are all equal and the expression becomes E(ν i ζ i ,1 η 4 i ,1 ) = π n,T α T O (1). When they are equal in pairs we get: E(ν i ) E(ζ i ,1 η 2 i ,1 ) E(ζ i ,1 η 2 i ,1 ) = π n,T α 2 T O (1). In total there are st + 2 min(s, t ) 2 non-zero summands and we get that (A.8) is π n,T α T O (T ) + π n,T α 2 T O (T 2 ) implying that (A.7) is π n,T α T O (nT 3 ) + π n,T α 2 T O (nT 4 ) + π 2 n,T α 2 T O (n 2 T 4 ) = Q 3 (n, T ). According to Bates et al. (2013, Corollary 1) we need Q 1 (n, T ) = O (n) and C 2 nT Q 3 (n, T ) = O (n 2 T 2 ). From (A.4) we have
We further have Under the assumption that a ≥ 1/2 and T 1−a /n 1/2 → k ≥ 0 all three terms are O (n 2 T 2 ) and the results follows.
The dataset used is from Stock and Watson (2009) and can be downloaded from Mark Watson's homepage. The full list of variables along with descriptions from Stock and Watson (2009) has been reproduced below in table B.1. The majority of the variables are from the Global Insights Basic Economics Database. The remaining variables are either from The Conference Boards Indicators Database (TCB) or calculated by the authors using Global Insights or TCB data (AC). Transforming the variables to be stationary is done according to the transformation codes (TC), see table B.2 for details as well as details on how the hquarter ahead version of the variable used in the factor-augmented forecasting regressions is constructed. In addition to this the following abbreviations are used: sa, seasonally adjusted; nsa, not seasonally adjusted; saar, seasonally adjusted at an annual rate. The E.F. column whether the variable was used to estimate the factors (= 1). 
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