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ABSTRACT
Interactive Message Debugger for Parallel Message 
Passing Programs using LAM-MPI
by
Hoimonti Basu
Dr. Jan B. Pedersen, Examination Committee Chair 
Professor of Computer Science 
University of Nevada, Las Vegas
Many complex and computation intensive problems can be solved efficiently using 
parallel programs on a network of processors. One of the most widely used software 
platfoims for such cluster computing is LAM-MPI. To aid develop robust parallel 
programs using LAM-MPI we need efficient debugging tools. The challenges in 
debugging parallel programs are unique and different from those of sequential programs. 
Unfortunately available parallel debuggers do not address these challenges adequately.
This thesis introduces IDLI, a parallel message debugger for LAM-MPI, designed on 
the concepts of multi-level debugging. IDLI provides a new paradigm for distributed 
debugging while avoiding many of the pitfalls of present tools of its genre. Through its 
powerful yet customizable query mechanism, adequate data abstraction, granularity, user- 
friendly interface, and a fast novel technique to simultaneously replay and sequentially 
debug one or more processes from a distributed application, IDLI provides an effective 
environment for debugging parallel LAM-MPI programs.
Ill
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CHAPTER 1 
INTRODUCTION
The craze for more computing power has been one of the main driving forces in the 
advancement of computers. Traditionally, developments at the high end of computing 
have been driven by the need for numerical simulations o f complex systems such as 
weather, climate, mechanical devices, electronic circuits, manufacturing processes, and 
chemical reactions [FOS95]. However, the most significant forces behind the 
development of faster computers today are emerging commercial applications like video 
conferencing, computer-aided diagnosis in medicine, parallel databases used for decision 
support, advanced graphics and virtual reality. These applications require a computer to 
be able to process large amounts of data in sophisticated ways.
In the past decade there have been tremendous advances in microprocessor 
technology. Not only are the processors capable of executing multiple instructions in the 
same cycle, clock rates have increased from about 40 MHz to over 2.0 GHz. Desktop 
machines, engineering workstations, and computer servers with two, four, or even eight 
processors connected together are becoming common platforms for design applications. 
Large scale applications in science and engineering rely on larger configurations of 
parallel computers, often comprising hundreds of processors. Clusters of workstations 
that provide high aggregate disk bandwidth are often used by data intensive platforms 
like database or web servers and applications such as transaction processing and data 
mining. Applications requiring high availability rely on parallel and distributed platforms
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
for cost and perfoiTnance efficient solutions [GRA03]. Although commercial applications 
may define the architecture of most future parallel computers, traditional scientific 
applications will remain important users of paiallel computing technology.
Trends in applications, computer architecture, and networking suggest a future in 
which parallelism pervades not only supercomputers but also workstations, personal 
computers, and networks. In this future, programs will be required to exploit the multiple 
processors located inside each computer and the additional processors available across a 
network thus making concurrency a fundamental requirement for algorithms and 
programs. Because most existing algorithms are suited for a single processor, this 
situation implies a need for new algorithms and program structures able to perform many 
operations simultaneously [FOS95]. Therefore we will briefly discuss parallel computing 
systems.
Parallel and Distributed Systems
A parallel computer is either a single computer with multiple processors or multiple 
computers interconnected to form a coherent high performance computing platform. Thus 
there are two basic types of parallel computers (1) shared memory multiprocessor and (2) 
distributed memory multi-computer. In a shared memory multiprocessor system multiple 
processors are connected to multiple memory modules through some form of 
interconnection network, such that each processor can access any memory module which 
is employed in a single address space. The executable and data of a program is stored in 
the shared memory for each processor to execute and access respectively, thus enabling a 
program to access all the data if needed. From a programmer’s point of view the shared 
memory multiprocessor is attractive because of the convenience of sharing data. Since it
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
is difficult to build hai'dware that has fast access to all the shared memory by all 
processors, most large shared memory systems have some foim of hieraichical or 
distributed memory structure. In such a system processors can physically access nearby 
memory locations much faster than distant ones based on the principle of Non Uniform 
Memory Access (NUMA) [WIL05].
By connecting computers through an interconnection network we can enable each 
processor to send messages to other processors thus creating a system of message-passing 
multiprocessors. Generally such a system consists of self-contained computers that could 
operate separately which justifies the name distributed memory multi-computer. A 
common approach for programming for such a system uses message-passing library 
routines that are inserted into a conventional sequential program for message-passing. A 
problem is divided into a number of concurrent processes that may be executed on 
different computers. Different types of interconnection networks which are used in such 
systems are tree, multistage, mesh, hypercube, and crossbar switch [WIL05]. Also there 
are systems that are a hybrid of shared memory multiprocessor and distributed memory 
multi-computer known as Distributed Shared Memory.
Flynn [FLY72] created a classification for computers. Single processor computers 
which generated a single stream of instructions were termed as a single instruction 
stream-single data stream (SISD) computers. Multiprocessor systems where each 
processor had a separate program and one instruction was generated for each program for 
each processor were termed as multiple instruction stream multiple data stream (MIMD) 
computers. Computers where a single control unit is responsible for fetching the 
instructions from memory and issuing the instructions to the processors who execute the
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
same instmction in synchronism, but using different data were termed as single 
instruction stream-multiple data stream (SIMD) computers. The fourth combination 
multiple instruction stream single data stream (MISD) computer does not exist unless one 
classifies some fault tolerant systems or pipeline architecture in this category [WIL05].
A parallel programming structure which is often used is Single Program Multiple 
Data (SPMD). In SPMD a single source program is written and each processor will 
execute its personal copy of this program although independently and not synchronously. 
Depending on the identity of the computers, parts of the program will be executed on 
some specific computers and parts on other computers. For example in a master-slave 
program structure, the program would have parts for the master and parts for slaves, 
where master and slaves are different computers on the network.
CuiTent trends in parallel computing reveal that message passing is more popular than 
the shared-memory programming paradigm. Since shared-memory constnicts are simpler, 
using them to develop a parallel version of a program is often faster than a corresponding 
message passing version. While the gain in productivity may be appealing, the increase in 
performance depends on the sophistication of the compiler [KON]. A compiler for 
shared-memory parallel programs must generate code for thread creation, thread 
synchronization and access to shared data. In comparison, a compiler for message- 
passing parallel programs is much simpler. It consists of a base compiler with a 
communication library. However it is difficult to say definitely whether performance is 
enhanced using shared-memory constructs or message-passing. But we can admit that the 
message-passing model offers more scope for optimization [KON]. Data collection and 
distribution algorithms can be optimized for a paiticular application. Domain
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decomposition can be performed based on communication patterns in the code. Another 
advantage of message passing is portability. A message-passing program written using a 
standard communication protocol can be ported from a network of PCs to a massively 
parallel supercomputer without major changes. Message passing can also be used on a 
network of heterogeneous machines [KON]- Consequently message passing parallel 
programming is more widely used than shared memory programming practices. Based on 
this trend we have focused on building a message debugger which is founded on the 
concepts of multilevel debugging [PED03] for a message passing programming 
environment.
Debugging in a Parallel Programming Envhonment 
Debugging parallel programs can be a tedious and frustrating job. Parallelism 
introduced in the computation brings in a new dimension for eiTors and unexpected 
behavior to occur. Programs when tested on individual nodes may run coixectly but when 
put together to mn on a network concurrently might give unpredictable results. Also a 
program execution might not be consistent, sometimes they may run to completion as 
expected, at other times they might crash and not complete on inputs that had been tested 
successfully earlier. Such situations are often referred to as non-deterministic problems. 
Moreover, the issue of debugging is rarely covered in textbooks on parallel programming 
since the nature of debugging is heuristic. Debugging is strongly influenced by the 
sophistication (or lack thereof) of the commercial debugger available for the 
programming language selected and the parallel machine [THI]. It is often left to the 
programmer as an art to be mastered on one’s own rather than a series of scientific rules 
to be learnt from established sources.
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Often debuggers for sequential programming like the GNU Debugger (GDB) [GNU] 
or the Data Display Debugger (DDD) [DAT] are used to debug the sequential part of a 
parallel program at a particular node. Another popular technique is to insert print 
statements in the programs to track what is going on during execution. But the limitation 
of these processes is stark when a user has to debug a parallel application running on 
many nodes where both functionality and data has been distributed among various nodes 
of the network. In such a scenario the user needs to understand the whole picture since 
the state of the entire application is dependent on the states of all the involved nodes. 
Focusing on debugging programs at particular nodes with a sequential debugger without 
understanding the big picture does not go a long way in solving intricate and complex 
bugs. Moreover nodes need to communicate and coordinate successfully both in 
synchronous and asynchronous manner based on conformance of a protocol to ensure the 
completion of an execution. Also, we need to remember that the parallel system may be 
heterogeneous and the processes will be executing on machines which might have 
different operating systems, architecture, instruction sets, file systems and physical 
locations. All these issues make the task of debugging in the parallel scenario extremely 
difficult and sequential debugging tools are neither designed nor are sufficient to handle 
this mammoth challenge [TRI05].
Another issue which makes debugging quite hard in the parallel programming 
environment is the lack of infrastructure. In parallel programs, the cause and effect of an 
error are often separated by great distance in time and code making it difficult to locate 
and debug. Also, this difficulty is enhanced when the cause and effect do not lie in a 
single process [TRIOS]. A parallel system is much larger and complex than a single
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
process and many available tools deluge the programmer with information overload, 
making it nearly impossible to zero down on useful information pertinent for debugging. 
This information overload is often caused by the tool trying to give the user a global view 
of the program [PED03]. To add to these issues we have the problems of detection of 
deadlocks and checking adherence to a protocol which are not present in sequential code 
development and debugging.
Multilevel Debugging
In contrast to the top down approach used in most parallel debuggers and 
visualization tools, multilevel debugging is a bottom up approach to debugging and was 
developed in [PED03]. Instead of providing a global view of a program and allowing the 
user to look for any kind of error using just one tool, the bottom up approach of 
multilevel debugging provides not only tools for creation of error hypothesis but 
specialized tools for handling each class of error. These tools assist the user to verify a 
hypothesis and refine it if necessary. They are also equipped with the ability to help the 
user to track the error back to its source code and fix it.
As discussed earlier, in contiast to sequential debugging there are many new types of 
errors that arise in parallel programming. To handle these new types of errors, new tools 
specific to each type which will provide detailed information to locate and debug the 
en or are needed. The bottom up approach of multilevel debugging is very well suited for 
development of these tools since it not only provides information for hypothesis of an 
error but also helps in locating the source of the bug . hi multilevel debugging errors are 
classified into three classes' namely sequential, message passing and protocol level 
errors. Each class has bugs that are specific to it and a developer has to have a good
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understanding of the classes of errors to be able to develop the tools for catching them. 
We shall be focusing on debugging the second class of errors, that is, message passing.
Objectives of this Thesis 
Our goal is to develop a simple, yet effective, message debugger based on the 
principles of multilevel debugging which locates errors due to faulty message passing in 
parallel programs. At the same time we intend to avoid the flaws present in current 
message debugging tools. Our message debugger shall be designed to avoid information 
overloading by providing built-in queries that shall fetch specific data for message 
communications done by each process. We wish to arm our message debugger with both 
sequential and parallel debugging abilities through the replay of a parallel application’s 
execution for any number of processes at respective physical nodes. Also, our message 
debugger shall have the flexibility to integrate and work with a sequential debugger 
selected by the user. This will help the user to immediately use our message debugger 
without having to undergo a steep learning curve for another new sequential debugging 
tool. Along with that we want to provide a feature that will enable a user to write 
customized queries to get specific and pertinent data necessary to debug a particular type 
of errors.
The name of this project is IDLI which is an acronym for Interactive message 
Debugger for parallel message passing programs using LAM-MPL Henceforth 
throughout the thesis we shall be refening to our message debugger as IDLI
Organization of this Thesis 
A detailed discussion about the current tools for parallel and distributed computing
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environment along with their limitations is provided in Chapter 2. IDLI is built to work 
with message passing library LAM-MPI. Chapter 3 introduces LAM-MPI and explains 
the functionalities of a set of most commonly used MPI routines for parallel 
programming. An introduction to IDLI along with meticulous examples explaining each 
of its features is provided in Chapter 4. We delve into the intricacies of IDLFs 
implementation details and algorithms in Chapter 5. Chapter 6 provides conclusions and 
recommendations for future work.
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CHAPTER 2
BACKGROUND AND PREVIOUS WORK 
For last two decades a great deal of research effort has been directed at development 
of tools for improving the performance of parallel applications and significant progress 
has been made [PANOl]. However, the reason for not having highly popular and 
standardized debuggers in the parallel domain akin to sequential debuggers like GDB 
[GNU] is that they can be extremely difficult to implement. Tool developers must cope 
with an inherently unstable environment where it may be impossible to reproduce 
program events or timing relationships [PAN99]. Moreover it is often difficult to find a 
comprehensive debugging tool capable of handling of all types of errors that arise in the 
parallel programming arena [PANOl]. This chapter briefly explains the process of 
parallel debugging, current tools available for debugging parallel programs using the 
Message Passing Interface (MPI), and their limitations.
The Need for a Debugger for Parallel Programs using MPI 
The inherent nature of parallel programs is complex which makes debugging in the 
parallel programming environment a difficult and time consuming task. While debugging 
parallel programs a user not only has to deal with standard sequential errors but also with 
possible problems arising from communications among processes. This task is made all 
the more challenging by the lack of parallel infrastructure where tools integrate 
seamlessly in a heterogeneous massively parallel system.
10
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Although there is a domain of different proposed High Performance Computing 
(HPC) software programming systems, the de facto standard programming model in use 
is a combination of multi-threading and message passing using MPI [DES05]. In 
particular, MPI is a difficult prograrnming model to use due to the fact that it is not a 
compiled language but a library of routines. Existing tools do not perform static checks 
on MPI usage beyond coiTect use of prototypes. Moreover MPI is large and complex and 
there is lot of room for subtle errors. For example, its standard includes routines for 
fourteen send calls and five receive calls that can be combined arbitrarily for a total of 
seventy ways to implement a single point-to-point communication. A user has to clearly 
understand the functionalities and differences in the various point-to-point 
communication routines and their respective aiguments to make a correct mapping to his 
needs. Also, distributed processing can obscure the location of errors thus leading to 
diffuse errors. For example, an error may become apparent many messages after an 
incorrectly matched message has been exchanged by a process. MPI is one of the most 
scalable programming models, which makes using a debugger quite hard when the 
number of processes keeps on increasing. Although debuggers can be made scalable, it is 
still extremely difficult for a user to debug an error arising in an application using 5000 
processes. Changing to a different CPU or network or MPI implementation or changing 
the problem size can make potential or latent deadlocks and race conditions appear, 
leading to non deterministic errors [DES05]. In spite of the above potential 
disadvantages, MPI is widely used for cluster computing because of its portabihty and 
reasonably good performance.
11
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In a survey performed in [BAL04] it was found that 75 percent of the users 
developing large parallel programs on the Grid used p r i n t  f  [KER88] statements for 
debugging ! Among debuggers, GDB [GNU] came out on top with a usage by 65 percent 
of the community, followed by Total View [ETN] at 45 percent, Compaq Ladebug [LAD] 
at 25 percent. 55 percent of the developers used a mixture of other debuggers like Visual 
Threads [HPV], Visual Studio [MIC], Visual MPI, DDD [DAT]. In another study, it was 
seen that 80 percent of the developers used only 0 to 4 processes while debugging, 35 
percent used 5 to 16 processes, 20 percent used 17 to 32 processes, while less than 15 
percent users used more than 32 processes for debugging [BAL04].
From the above discussions it is quite evident that there is a need for an efficient yet 
simple parallel debugger for MPI programs that can significantly reduce the debugging 
cycle time. Moreover, we also notice that there is a tendency among users to use less 
number of processes during debugging. The reason behind this behavior might be the 
inconveniences caused by information overload which increases the time and complexity 
of debugging an eiTor. Also if a parallel MPI message debugger could integrate popular 
sequential debuggers like GDB [GNU], it would significantly decrease its learning curve 
thus enhancing usage and adoption among developer communities.
Cun ent MPI Debuggers and Tools in use by Developers 
At present, quite a few tools are available for debugging MPI programs. Most of them 
can be broadly classified into three categories based on the functionalities they provide. 
These categories aie source level, graphical visualization and post processing debug tools 
as shown in Figure 1. Some of these tools with their versatile features might belong to 
more than one of the above mentioned categories.
12
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GRAPHICAL
VISUALIZATION
POST
PROCESSING
SOURCE LEVEL
Debuggers and Tools for MPI Programs
Figure 1 : Categories of cuiTent debuggers for MPI programs.
Source Level Debuggers 
Source level debugging tools being the simplest of the above mentioned three 
categories aie extensions of traditional sequential debuggers like GDB [GNU]. Some 
tools just instantiate a copy of a standard sequential debugger for each process, while 
others may be more sophisticated and have a sequential debugger integrated in an 
Integrated Development Environment (IDE). Nevertheless, they do open multiple 
windows corresponding to each process being debugged. Since these debuggers are based 
on the sequential style of programming they do not fit well into the paradigm of parallel 
debugging which has quite a few new classes of errors.
To begin with, these debuggers typically operate at the level of source and assembly 
code. As a result they often overwhelm developers with a deluge of information and 
unnecessary details. Such a fine level of granulaiity makes it extremely difficult to debug 
an MPI program running over hundreds of processors. Often source level debuggers do 
not have views or data pertaining to the big picture containing all the nodes which will 
help a developer analyze and locate the exact source of bugs. A programmer has to sift 
through a vast amount of data to locate the actual bug which can often distract her from 
the real problem.
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Each sequential debugging window is capable of providing lots of information about 
the attached process. The infoimation is localized in context and is best used for 
debugging the sequential pait of the code. Though the technique of debugging a parallel 
MPI program usually starts at the local context, it eventually requires information 
pertaining to a global view of the whole application. Consequently there is a need for 
manageable, yet relevant information, for both global and local domains of each process. 
However, source level debuggers are devoid of capabilities which provide information in 
global context, that is, the big picture. This makes debugging a massively parallel 
program using source level debuggers extremely difficult.
In an MPI program some of the most common type of errors arises due to faulty 
message passing involving several processes. As the number of processes increase, it 
becomes nearly impossible for the developer to manually manage, issue commands, 
monitor the output, and control each process in a separate window. It definitely demands 
enormous patience from a user to successfully debug a program with such a tool. Further, 
such a process is quite prone to human errors. Also, running a debug version of the 
program on hundreds of processes for the sake of debugging a set of errors prevalent only 
in a few processes is a very expensive and slow process with sub-optimal usage of 
resources. For example, it is surely not practical to open 256 windows for an MPI 
program running 256 processes! What is needed here is a set of higher level querying 
tools that collect information about the inter-process message communication and present 
relevant information in a user friendly manner.
14
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Graphical Visualization Debuggers 
Graphical visualization debug tools attempt in assisting the developer in a top-down 
debugging approach. They graphically present snapshots of the whole system indicating 
current states of processes, message queue, message route, pending messages and other 
relevant system features of the parallel machine. Their primary strength lies in depicting 
the complete system status at different points of time during execution of the program 
using various graphical charts and diagrams. Developers get a good idea of the overall 
system behavior through the means of different views provided by such a debugger.
Unfortunately these debuggers lie on the other end of the spectrum as compared to 
source level debuggers. Most of these debuggers lack sufficient granularity to aid a 
developer pin-point exactly what went wrong and where the enors are located. Typically 
in an MPI program the bulk of the code is sequential. Hence having no source level 
debugging capability at all seriously cripples the usability of such tools. For example, let 
us assume that a user has noticed that an MPI_Recv call has received incorrect data. But 
to figure out the source from where this data was sent, that is, line number of source code 
of a particular file running on a process of a specific rank, the user is left alone! Thus the 
burden of mapping an activity at the global level to its causal context at the local level is 
left entirely to the user. To further complicate the situation often the user cannot debug 
the sequential part of the code using the visualization debugger.
Graphical visualization debuggers typically have a predefined set of views. In other 
words they are not flexible or adaptable to a user’s customized needs. Often the debugger 
designers’ choice of important and relevant views may not match that of a user. For 
example, the user is at a loss when she wants to view all MPI communications that
15
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originated from a paiticular file but this snapshot is not present in the built-in set of views 
that the visual debugger offers. Further more, these debuggers are not only limited by the 
imagination of its designers but also by the screen size and resolution of the computers 
heing used.
Post Processing Debuggers
Post processing debug tools provide post-mortem debugging capabilities. The 
working principle behind such tools is that they log program execution in sufficient detail 
which enables replaying a part or whole of the program later on. As is apparent, the 
replaying and analysis is limited to the data snapshots taken hy the tool and the events it 
was interested in. For example, a tool that was designed to record only message passing 
events would obviously lack any debugging capability for bugs in the sequential part of 
the code. Most of these debuggers also fail to provide sufficient granularity when needed. 
Generally they posses no integrated sequential debuggers and perform a replay based on 
past data stored in the log files. As a result, on-the-fly data manipulation cannot be 
supported by these tools thereby seriously limiting their debugging features.
Nevertheless, post-processing tools have their own share of merits. In real life, most 
MPI applications are computation intensive and massive in size, hence they take 
considerable amount of time to execute. The problems that are solved by models using 
cluster or grid computing techniques are inherently complex and large. Debugging 
problems of such a scale by repeated execution of the parallel programs using sequential 
debuggers or visualization tools not only consumes a lot of time but wastes resources too. 
On the contrary doing a replay can be tremendously fast since it does not involve the real 
execution of the parallel program. Replay is further sped up by the elimination of wait
16
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times for resource availability and blocking communications, as well as eradication of the 
need for the message passing in the MPI communications layer. Figure 2 shows a list of 
some debuggers used in the parallel programming environment.
NAME TYPE WEBSITE
Buster Post
Processing
http://166.111.68.162/web/gelato/gelato-3-Buster.htm
Classic Guard Source Level http://www.guardsoft.com/classicguard.html
DDT Source Level http://www.allinea.com/?page=48
Etnus TotalView Source Level http://www.etnus.com/TotalView/index.html
Intel Trace Collector 
(Formerly Vampirtrace)
Graphical
Visualization
http://www.cyf-kr.edu.pl/supeur96/Krotz/nodel.html
Intel Trace Analyzer 
(Formerly Vampir)
Graphical
Visualization
http://www.intel.com/cd/ids/developer/asmona/eng/9565
6.htm
KDevelop with MPI plugin Source Level http://freshmeat.net/projects/mpiplugin/
MQM Graphical
Visualization
http://web.engr.oregonstate.edu/~pancake/ptools/mqm/ll
yer.html
Panorama Graphical
Visualization
http://www-cse.ucsd.edu/users/berman/panorama.html
Paradyn Graphical
Visualization
http://www.cs.wisc.edu/~paradyn/
PDBX, PEDB and XPDBX Source level http://www.arc.unm.edu/~rsahu/pdbx.html
http://www-03.ibm.eom/systems/p/software/pe.html
PGDGB Source level http://www.pgroup.com/products/pgdbg.htm
Prism Source level,
Graphical
Visualization
http://docs.sun.eom/app/docs/doc/817-0088-
10?q=PRlSM
PVaniM 
(for PVM only)
Post
Processing
http://www.cc.gatech.edu/gvu/softviz/parviz/pvanimOL/
pvanimOL.html
XMPl Graphical
Visualization
http://www.lam-mpi.org/software/xmpi/
Figure 2: A list of some current parallel debuggers.
Thus if we could couple a sequential debugger with a post-processing debug tool 
which had built-in queries as well as the ability for a user to write customized queries 
then we can have best of both worlds! That is indeed what IDLI tries to achieve. The 
ability to write custom queries and the flexibility to work with a sequential debugger of 
the user’s choice will make IDLI a very adaptable (message) debugger. Also, it would 
have a set of built-in queries for specific data retrieval and the ability to replay program
17
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execution for user specified number of processes. This would enable it to cater to the 
needs of a wide domain of users without flooding them with unnecessary information.
Arguably a user may try a combination of currently available tools to achieve the 
above goal. But such a combination is often hindered hy the following obstacles: (a) high 
learning curves for each tool, (b) lack of seamless integration since each product is from a 
different vendor, (c) different user interfaces and design philosophies for each tool, and 
(d) variances in compliance to standards, reliability, portability and levels of available 
support.
Summary
Though there many tools available to aid in cluster progranoining and high 
performance computing, only a handful of them are debuggers. Others belong to various 
tool classes like static or dynamic error checkers, profilers, event tracers and code 
analyzers. Primarily, the usability and effectiveness of available debuggers are severely 
reduced due to the following reasons:
•  Most of them are designed and built to satisfy only one end of the spectrum, 
that is, they are either good at providing localized or global contexts but not 
both. For source level debuggers, which are typically modified sequential 
debuggers, the user hardly has a clue about the overall system behavior. On 
the other hand, graphical visualization tools provide considerable information 
in the global context but offer little help to the users to map it to the local 
context of individual processes.
•  A large amount of data is often not of much relevance to the user and makes 
debugging extremely challenging. In source level debuggers a user has to
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manage a sequential debugger for each process individually. One can imagine 
the scenario for a debugging session with 1024 processes and as many 
sequential debugging windows! Almost all graphical visualization tools 
provide lots of interesting views and data. But most of these views cannot be 
customized according to a user’s needs and hence are insufficient by 
themselves to debug a massive MPI program. The post-processing tools 
usually take snapshots at certain predefined intervals or record a predefined 
set of events. But they lack the flexibility to adapt to the user’s need for 
recording customized events or data. Once the user manages to localize the 
eiTor, the next step is often a need to actually run and debug only a handful of 
processes. Unfortunately most of the post-processing tools do not have this 
capability.
•  A serious shortcoming of existing tools is that they offer no flexibility to 
create customized views or alter existing views. This feature would have 
helped users locate relevant information from the vast amount of available 
data. It would be of immense help if the user could interactively query the 
data, a process which is fast enough in real time and obtain exactly what he is 
interested in.
•  In order to debug MPI programs effectively, users often need to trace a 
particular message or a group of related messages. For example, a user might 
be interested in viewing all related message exchanges that participated in a 
group communication, like a call to MPI_Allgather at a particular location of 
a file. Most existing debuggers do not support such queries. Few tools do offer
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Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
tracing of messages but they require instrumentation of users’ applications. 
Such instrumentations may be unnecessary if a tool is designed to provide 
similar functionality without modifying the source code of a user’s application 
programs.
Our message debugger, IDLI, is a sincere attempt to precisely address the above 
mentioned issues. It has been designed to provide information at the global level by the 
means of several built-in queries. Yet at the same time it enables a user to do source level 
debugging within local context of a process using a sequential debugger of her choice. A 
Query Manager in IDLI offers a number of predefined built-in queries as well as gives a 
user the power to write customized queries to retrieve specific information. This feature 
ensures that IDLI does not inundate a user with huge amounts of irrelevant data. Last but 
not the least is IDLI’s Replay feature which allows a user to replay a program’s execution 
for a selected number of processes simultaneously. This allows a user to replay as many 
processes as he is comfortable with, thus helping focus attention on processes which 
might be probable sources of errors. Also, it is to be noted that users do not need to 
modify their source code in order to use IDLI. In short, IDLI is a message debugging tool 
which attempts to fill in the shortcomings present in current tools of its genre in a simple 
yet efficient manner.
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CHAPTER 3
THE MPI PARALLEL PROGRAMMING PARADIGM 
Message passing is a widely used programming paradigm on parallel computers, 
especially so for a Network of Workstations (NOW) or Scaleable Parallel Computers 
(SPC) with distributed memory. MPI stands for Message Passing Interface and is a 
standard that defines the user interface and functionality for a wide range of message- 
passing capabilities [SNI96]. One of M PPs major goals is to achieve a good degree of 
portability across different aichitectures. Since IDLI is designed to work with MPI its 
wise to delve into a brief overview of MPI, and have a quick glimpse of a set of its most 
widely used functions.
MPI
During the period from 1980s to early 1990s, as parallel computing progressed, a 
number of incompatible tools for writing distributed programs were developed usually 
with tradeoffs between portability, performance, functionality and price. Soon 
recognition for the need of a standard arose. MPI resulted from the efforts of numerous 
individuals and groups over the course of a couple of years between 1992 and 1994. MPI 
is the only message passing library which can be considered a standard [MES]. It is 
supported on virtually all high performance computing (HPC) platforms. Practically, it 
has replaced all previous message passing libraries. MPI is highly portable since there is 
no need to modify the source code of an application when it is ported to different
21
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
platforms that support the MPI standard. A variety of implementations, both in the 
vendor and public domains make MPI widely available.
The prograrninrng model of MPI lends itself to most, if not all distributed memory 
parallel programming paradigms, hr addition, MPI is commonly used behind the scenes 
to implement some shared memory models, such as Data Parallel, on distributed memory 
architectures [MES]. Originally, MPI was targeted for distributed memory systems. As 
shared memory systems became more popular, particularly symmetric multi processors 
(SMP) and Non Uniform Memory Access (NUMA) architectures, MPI implementations 
for these platforms appeared. MPI is now used on just about any common parallel 
architecture including massively parallel machines, SMP clusters, workstation clusters 
and heterogeneous networks [MES]. MPI makes all parallelism explicit, that is, 
programmers are responsible for conectly identifying parallelism and implementing 
parallel algorithms using MPI constructs. The number of tasks dedicated to run a parallel 
program is static. New tasks can not be dynamically spawned during run time.
MPI uses objects called communicators and groups to define which collection of 
processes may communicate with each other. Most MPI routines require the specification 
of a communicator as an argument. MPI_COMM_WORLD is the predefined 
communicator that includes all MPI processes. Within a communicator, every process 
has its unique integer identifier known as rank. Ranks are assigned by the system when 
the processes initialize. A rank is sometimes also called a “process ID”, it begins at zero 
and is contiguous. Programmers specify the source and destination of messages using 
ranks of processes. Often ranks are used conditionally by the application to control
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program execution [MES], The general structure of an MPI program along with a 
communicator is shown in Figure 3.
M PI Include File
Initialize M PI Environment
Functionality and message 
passing calls
Terminate MPI 
Environment
Communicator 
M PI COMM WORLD
PROCESS
RANK
Figure 3; General structure of an MPI program and a communicator.
LAM-MPI
LAM-MPI is an excellent implementation of the MPI standard by the Open Systems 
Laboratory (OSL) at Indiana University. LAM-MPI provides high performance on a 
variety of platforms, from small off-the-shelf single CPU clusters to large symmetric 
multiprocessor (SMP) machines with high speed networks, even in heterogeneous 
environments. In addition to high performance, LAM provides a number of usability 
features key to developing large scale MPI applications. Some of these features are 
abilities to checkpoint or restart, fast joh startup, high performance communication,
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interoperable MPI in heterogeneous environment, run time tuning and remote process 
invocation (RPI) selection, SMP aware collectives, and extensible component 
architecture [LAM].
MPI Functions
In the message-passing library approach to parallel programming, a collection of 
processes execute programs written in a standard sequential language augmented with 
calls to a library of functions for sending and receiving messages [FOS95]. MPI is a 
complex system. In its entirety, it comprises of more than two hundred functions. As our 
goal is to convey the essential concepts of message-passing programming, and not to 
provide a comprehensive MPI reference manual, we focus on a set of twenty four 
functions which provide more than adequate support for a wide range of applications 
[WIL05]. To further simplify the study we have classified these functions into three 
groups of preliminary, point-to-point message passing and group communication routines 
as shown in Figure 4. Before we explain the details of each group of the twenty four 
commonly used MPI functions we shall briefly discuss blocking, non-blocking, 
synchronous and asynchronous communication using message passing.
Blocking and Non-blocking Message Passing 
Routines that return after completing their local actions, even though the message transfer 
may not have been completed are blocking. Those that return immediately are non- 
blocking. In MPI, non-blocking routines assume that the data storage to be used for the 
transfer is not modified by the subsequent program statements prior to the data storage 
being actually used for the transfer [WIL05].
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M PIJnit — > MPI_Send MPI_Barrier
MPI_Comm_size — > MPI_Recv — >  MPI_Bcast
MPI_Comm_rank M PIJsend MPI_Alltoall
— >  MPI_Wtime MPI_Irecv — > MPI_Gather
MPI_Finalize MPI_Wait MPI_Gatherv
MPLTest i— > MPI_Allgather
MPI_ï*robe ,— > MPI_Allgatherv
MPI_Iprobe MPI_Scatter
MPI_Reduce
I— >  MPI_Reduce_scatter
MPI_Al]reduce
PRELIMINARY GROUP
COMMUNICATION
POINT TO POINT 
MESSAGE PASSING
Most commonly used M PI functions
Figure 4: Classification and names of widely used MPI routines.
Synchronous and Asynchronous Message Passing 
The term synchronous is used for routines that return when the message transfer has 
been completed [W1L05]. A synchronous send routine will wait until the complete 
message has been received by the receiving process before returning. A synchronous 
receive routine will wait until the message it is expecting anives and has been stored 
before returning. A pair of processes, one with a synchronous send operation and one 
with a matching synchronous receive operation will be synchronized, with neither the
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source process nor the destination process able to proceed until the message has been 
passed from the source process to the destination process [WIL05]. Asynchronous 
communications initiate the send or receive but do not block on their completion.
Preliminary Routines
The preliminary routines are needed for establishing the environment and related 
matters [WIL05]. They consist of five functions namely MPI_Init, MPI_Comm_size, 
MPI_Comm_rank, MPI_Wtime and MPI_Finalize. The signamres of each preliminary 
function are shown in Figure 5.
FUNCTION NAME SIGNATURE
MPI Init int MPI_Init(int *argc, char **argv)
MPI Comm size int MPI_Coitiin_sizG {MPI_Comm cornrti, int *size)
MPI Comm rank int MPI_Comm_rank(MPI_Coram coiran, int * rank)
MPI Wtime double MPI_Wtime (void)
MPI_Finalize int MPI_Finalize (void)
Figure 5: Signatures of preliminaiy routines of MPI.
MPI_Init initializes MPI execution environment. This function must be called only 
once, before any other MPI functions in every MPI program. For C programs, MPI Init 
may be used to pass the command line arguments to all processes, although this is not 
required by the standard and is implementation dependent.
MPI_Comm_size determines the number of processes in the group associated with a 
communicator. It is generally used within the communicator MPI_COMM_WORLD to 
determine the number of processes being used by an application [MES].
MPI_Comm_rank determines the rank of the calling process within the 
communicator. Initially, each process will be assigned a unique integer rank between 0 
and number of processors minus 1 within the communicator MPI_COMM_WORLD.
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This rank is often refened to as a task ID. If a process becomes associated with other 
communicators, it will have a unique rank within each of these as well.
MPI_Wtime returns an elapsed wall clock time in seconds (double precision) for the 
calling processor. This is the only MPI function that does not return an error code like all 
other MPI routines, instead it returns times in seconds. Figure 68 in Appendix 1 is an 
example of an MPI program that shows the use of the function MPI_Wtime.
MPI_Finalize terminates the MPI execution environment. This function should be the 
last MPI routine called in every MPI program. No other MPI routines may be called after 
it [MES]. Figure 56 in Appendix 1 shows the use of the functions MPl_Init, 
MPI_Comm_size, MPl_Comm_rank and MPI_Finalize in an MPI program.
Point-to-Point Message Passing Routines 
A widely used set of point-to-point message passing routines comprises of 
MPI_Send, MPI_Recv, M PIJsend, M PIJrecv, MPI_Wait, MPI_Test, MPI_Probe, and 
MPI_Iprobe. All these routines return an integer error message code. The signatures of 
each of the above functions are shown in Figure 6.
MPl_Send is a basic blocking send operation and returns only after the application 
buffer in the sending task is free for reuse. The MPI standard permits the use of a system 
buffer but does not require it. Some implementations may actually use a synchronous 
send to implement the basic blocking send. MPI_Recv receives a message and blocks 
until the requested data is available in the application buffer in the receiving task. Figure 
56 in Appendix 1 lists an MPI program which shows the use of the functions MPI_Send 
and MPI Recv.
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FUNCTION NAME SIGNATURE
MPI_Send int MPI_Send (void* buf, int count, MPI_Datatype 
datatype, int dest, int tag, MPI_Coinm comm)
MPI_Recv int MPI_Recv (void* buf, int count, MPI_Datatype 
datatype, int source, int tag, MPI_Comm comm, 
MPI_Status *status)
MPIJsend int MPI_Isend (void* buf, int count, 
MPI_Datatype datatype, int dest, int tag, 
MPI_Comm comm, MPI_Request *request)
MPIJrecv int MPI_Irecv (void* buf, int count, 
MPI_Datatype datatype, int source,int tag, 
MPI_Comm comm, MPI_Request *request)
MPI_Wait int MPI_Wait (MPI_Request *request, MPI_Status 
*status)
M P IJest int MPI_Test (MPI_Request *request, int *flag, 
MPI_Status *status)
MPI_Probe int MPI_Probe (int source, int tag, MPI_Comm 
comm, MPI_Status *status)
MPIJprobe int MPI_Iprobe (int source, int tag, MPI_Comm 
comm, int *flag, MPI_Status *status)
Figure 6: Signatures of point-to-point message passing routines of MPI.
M PIJsend identifies an area in memory to serve as a send buffer. Processing 
continues immediately without waiting for the message to be copied out from the 
application buffer. A communication request handle is returned for handling the pending 
message status. The program should not modify the application buffer until subsequent 
calls to MPI_Wait or MPI_Test indicate that the non-blocking send has completed 
[MES]. M PIJrecv identifies an area in memory to serve as a receive buffer. Akin to 
M PIJsend the program’s execution continues immediately after this call is made. The 
pending message status is handled using the communication request handle. The program 
must use calls to MPI_Wait or MPI_Test to deteimine the completion of the non- 
blocking receive operation. On completion of the call, the requested message is available 
in the application buffer. Figure 66 in Appendix 1 lists an MPI program which shows the 
use of the functions M PIJsend and MPI_hecv.
MPI_Wait makes the program wait for a non-blocking operation to complete. 
MPl_Wait returns after the operation identified by request completes. Information on the
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completed operation is found in the MPl_Status data stinicture. MPI_Test is used to 
determine if a non-blocking request has completed or not. MPI_Test returns f l a g  equal 
to t r u e  (the signature of MPl_Test is in Figure 6) if the operation identified by 
r e q u e s t  is complete. The MPl_Status object is set to contain infoimation on the 
completed operation. MPI_Probe waits until a message matching s o u r c e ,  t a g ,  and 
comm (the signature of MPl_Probe is in Figure 6) arrives. It lets one check for an 
incoming message without actually receiving it. MPI_Probe is a blocking call that returns 
only after a matching message has been found. M PIJprobe is akin to MPI_Probe, but it 
returns f l a g  equal to t r u e  when there is a message that matches the pattern specified 
by the arguments s o u r c e ,  t a g ,  and comm (the signature of M PIJprobe is in Figure 6) 
can be received [MES].
Group Communication Routines 
Some of the most commonly used group communication routines are MPI_Barrier, 
MPl_Bcast, MPI_Alltoall, MPI_Gather, MPl_Gatherv, MPl_Allgather, MPI_Allgatherv, 
MPI_Scatter, MPl_Reduce, MPI_Reduce_scatter, and MPl_Allreduce. All these routines 
return an integer error message code. The signatures of each of the above group 
communication routines are shown in Figure 7.
MPl_Barrier subroutine blocks until all tasks have called it. Tasks cannot exit the 
operation until all group members have entered it. Figure 62 in Appendix 1 lists an MPI 
program which shows the use of the function MPI_Barrier.
MPI_Bcast broadcasts a message from the calling process, to all tasks in comm. The 
contents of the calling process's communication buffer are copied to all tasks on return. In
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FUNCTION NAME SIGNATURE
MPI Barrier int MPI_Barrier (MPI_Coma comm)
MPI_Bcast int MPI_Bcast (void* buffer, int count, 
MPI_Datatype datatype, int root, MPI_Comm comm.)
MPI_Alltoall int MPI_Alltoall (void* sendbuf, int sendcount, 
MPI_Datatype sendtype, void* recvbuf,int 
recvcount,MPI_Datatype recvtype, MPI_Comm comm)
MPI_Gather int MPI_Gather (void* sendbuf,int sendcount, 
MPI_Datatype sendtype, void* recvbuf,int 
recvcount,MPI_Datatype recvtype,int root, 
MPI_Comm comm)
MPI_Gatherv int MPI_Gatherv (void* sendbuf, int sendcount, 
MPI_Datatype sendtype, void* recvbuf, int 
recvcounts, int *displs, MPI_Datatype recvtype, 
int root, MPI_Comm comm)
MPI_Allgather int MPI_Allgather (void* sendbuf, int sendcount, 
MPI_Datatype sendtype, void* recvbuf, int 
recvcount, MPI_Datatype recvtype, MPI_Comm comm)
MPI_Allgatherv int MPI_Allgatherv (void* sendbuf, int 
sendcount, MPI_Datatype sendtype, void* recvbuf, 
int *recvcounts, int *displs, MPI_Datatype 
recvtype, MPI_Comm comm)
MPI_Scatter int MPI_Scatter (void* sendbuf, int sendcount, 
MPI_Datatype sendtype, void* recvbuf, int 
recvcount, MPI_Datatype recvtype, int root, 
MPI_Comm comm)
MFI_Reduce int MPI_Reduce (void* sendbuf, void* recvbuf, 
int count, MPI_Datatype datatype, MPI_Op op, int 
root, MPI_Comm comm)
MPI_Reduce_scatter int MPI_Reduce_scatter (void* sendbuf, void* 
recvbuf, int *recvcounts, MPI_Datatype datatype, 
MPI_Op op, MPI_Comm comm)
MPI_Allreduce int MPI_Allreduce (void* sendbuf, void* recvbuf, 
int count, MPI_Datatype datatype, MPI_Op op, 
MPI_Comm comm)
Figure 7 : Signatures of group communication routines of MPL
Figure 63 in Appendix 1 lists an MPI program which shows the use of the function 
MPI_Bcast.
MPI_Alltoall sends a distinct message from each task to every task. Figure 61 in 
Appendix 1 lists an MPI program which shows the use of the function MPI_ Alltoall.
MPI_Gather collects individual messages from each task in coiran at the root task and 
stores them in rank order. MPI_Gatherv operates in a similar way as MPI_Gather but 
with r e c v c o u n t s  as an array (the signature of MPl_Gatherv is in Figure 7), messages
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can have varying sizes, and d i s p l s  allows one the flexibility of where the data is placed 
on the calling process. Figure 64 and Figure 65 in Appendix 1 list MPI programs which 
show the uses of the functions MPI_ Gather and MPI_Gatherv respectively.
MPI_Allgather gathers individual messages from each task in the communicator and 
distributes the resulting message to each task. MPI_Allgatherv is akin to MPI_Allgather 
but here messages can have different sizes and displacements. Figure 58 and Figure 59 in 
Appendix 1 lists MPI programs which show the uses of the functions MPI_ Allgather and 
MPI_Allgatherv respectively.
MPI_Scatter distributes individual messages from the calling process to each task in 
the communicator. This subroutine is the inverse operation to MPl_Gather. MPI_Reduce 
applies a reduction operation to the vector s e n d b u f  over the set of tasks specified by 
the communicator and places the result in r e c v b u f  on the calling process (the signature 
of MPI_Reduce is in Figure 7). Users can define their own operations or use the 
predefined MPI operations. Figure 57 in Appendix 1 lists an MPI program which shows 
the uses of the functions MPI_ Scatter and MPI_Reduce.
MPI_Reduce_scatter applies a reduction operation to the vector s e n d b u f  over the 
set of tasks specified by the communicator and scatters the result according to the values 
in r e c v c o u n t s  (the signature of MPI_Reduce scatter is in Figure 7). Figure 67 in 
Appendix 1 lists an MPI program which shows the uses of the function MPI_ 
Reduce_scatter. MPI_Allreduce applies a reduction operation to the vector s e n d b u f  
over the set of tasks specified by the communicator and places the result in r e c v b u f  
(the signature of MPI_Allreduce is in Figure 7) on all of the tasks [MES]. Figure 60 lists 
an MPI program which shows the uses of the function MPI_ Allreduce.
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This concludes our brief sketch of the set of the twenty four most widely used MPI 
functions, which are supported in our message debugger, IDLI.
Summary
In this chapter we gave a biief introduction to MPI and explored a set of twenty four 
most commonly used MPI functions for parallel programming. IDLI has been designed to 
support these twenty four MPI functions.
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CHAPTER 4
INTRODUCING IDLI -  AN MPI MESSAGE DEBUGGER 
The concept of multi level debugging was developed and demonstrated on PVM by a 
debugger named Millipede [PED03] written in the programming language for the PVM 
message passing system. Later, a Java GUI was added to Millipede to improve its cross 
platform compatibility and incorporate new debugging features [TRI05]. IDLI is a 
message debugger designed to extend the concepts of multilevel debugging to LAM MPI 
which has become a popular message passing library for parallel computations, hi the 
subsequent sections we shall explore the architecture and features of IDLI in detail.
Architecture and Overview 
Our multilevel message debugger, IDLI, operates with a high quality implementation 
of the Message Passing Interface (MPI) standard from LAM which is associated with 
Open Systems Laboratory (OSL) of Indiana University [LAM]. The architecture of IDLI 
consists of three layers;
•  a distributed relational SQL database which is used for persistent data storage 
comprises the backend,
•  the middle layer is a native C [KER88] library which has wrappers for MPI 
functions and
•  a simple shell user interface forms the front end. These three layers aid in 
logging, displaying and analyzing the debugging information gathered from calls
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made to the MPI routines during the execution of a parallel application in a 
distributed environment.
Wrappers for MPI functions in the native C library of IDLI 
During a debugging session, when a user’s application is compiled in debug mode 
with IDLI, it is linked with the native C [KER88] libraiy of IDLI instead of the standard 
MPI library. This is done by means of the wrapper functions present in the native C 
library. As explained in the previous chapter, IDLI supports twenty four commonly used 
MPI functions [WIL05]. Consequently the native C library has wrapper functions for 
each of these MPI routines. These wrapper functions intercept the MPI calls placed in the 
user’s program. A detailed explanation of the manner in which the wrapper functions 
intercept the MPI calls is provided in the next chapter. In addition, the wrappers possess 
intelligence for MPI function specific (a) initialization, (b) database processing, (c) lock 
management for database transactions like writes and updates (more than one process 
might try to simultaneously write or update the same database tables) and (d) determining 
the mode for processing, that is, debug or replay mode. When a wrapper function 
intercepts an MPI call from an application program, it stores debugging information 
specific to the MPI routine in the SQL database at the backend. The stored data is 
furnished by the wrappers whenever required by the user for analysis, and debugging of 
enoneous scenarios. As a result, IDLI’s native C library has a two way communication 
with the SQL database as shown in Figure 8.
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Figure 8: Overview of execution of an application in debug mode with IDLI.
The PostgreSQL Database 
We have used the free open source SQL database system PostgreSQL [PCS] for 
persistent storage [TRIOS]. PostgreSQL is a well tested, widely used powerful and 
distributed object-relational database management system. It has an efficient and safe 
concurrency transaction management. The SQL database need not be installed on any of 
the nodes of the network where the user’s application is executing. This is demonstrated 
in Figure 8. The architecture of IDLI enables the processes to insert data into the database 
in a distributed manner. Each process executing the program with MPI calls stores its 
data by opening a dedicated connection to the database server through a TCP/IP network 
connection.
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Front-end User Interface of IDLI and Query Manager 
IDLI has a simple shell user interface which acts as the front end. We will provide a 
brief overview of the functionality and architecture of the main features of IDLI that can 
be accessed from its front end. Later on, detailed explanations of each feature will be 
provided in subsequent sections of this chapter. IDLI, as a message debugger, can be 
used to view details of messages exchanged by MPI calls through a Query Manager. The 
Query Manager has a front-end, which is the shell user interface that interacts with a SQL 
database at the backend. A set of well defined built-in queries are provided by the Query 
Manager to aid the user in retrieving debugging data for analysis and hypothesis 
foimation of enors [PED03]. It is also equipped with a feature that enables a user to write 
customized SQL queries which fetch specific data directly from database tables. A user 
can do post mortem analysis using fDLFs Query Manager.
Replay
An application’s execution can be replayed simultaneously at a number of selected 
processes using a sequential debugger of the user’s choice with IDLI’s Replay feature. 
The functionality of Replay will be discussed later in an exclusive section. During replay 
all data related to MPI calls are fetched from stored data of a previous run of the 
application. Since the MPI communication layer is not invoked during Replay, the 
debugging process for a parallel application running on large networks is considerably 
speeded. A user may run a Replay of the application in a sequential debugger of her 
choice for a selected set of processes from any machine on the network which is enabled 
with TCP/IP connectivity. IDLI forks individual coimections for each specified process. 
During replay of a program, IDLI forks a connection to the chosen process running on a
36
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node using the Secure Shell 2 Protocol (SSH2) over TCP/IP and invokes the user’s 
selected sequential debugger. The original session of the Query Manager, from which the 
replay was initiated, is the parent while the replays on different nodes are its children. 
The Replay feature can be used simultaneously for any number of processes of distinct 
ranks. IDLI automatically runs the Replay on the same node on which the process was 
originally run during an application’s execution. We do so to simulate the exact hardware 
and software environment for the parallel application in which the errors arose. This is 
particularly relevant for processes miming in a hetereogenous network where each node 
might have a different machine architecture and operating system.
It is noteworthy that multiple processes might have mn on the same node. IDLI is 
capable of handling multiple such Replay sessions on the same node. Further it has built- 
in error checking to prevent a user from simultaneously invoking more than one Replay 
for the same process rank. IDLI has a robust Replay session management functionality. 
During exit from Replay, IDLI checks if there are any replays in action on any of the 
nodes. If that is the case, the user is notified to exit only when all nodes have quit replays. 
This is done to maintain consistency in replays’ session management data stored in the 
user database. Figure 9 shows the overall architecture of IDLI’s Query Manager and 
Replay at a couple of nodes.
Features of IDLI
After a user completes locating and correcting sequential errors present in a program, she 
proceeds to the next level in multi level debugging which is interactive message 
debugging [PED03]. This level involves communication between two or more processes. 
It is concerned with conecting enors arising from faulty messaging and inconect
37
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
IDLIUSER INTERFACE
REPLAY QUERY MANAGER REPLAY
SQL 
DATABASE
SEQUENTIAL 
DEBUGGER 
OF USER’S 
CHOICE
USER’S 
PROGRAM ON 
PROCESS 1
IDLI LIBRARY
Connection Types
Process to Computer
SEQUENTIAL 
DEBUGGER 
OF USER’S 
CHOICE
USER’S 
PROGRAM ON 
PROCESS 2
IDLI LIBRARY
SQL
Figure 9: Overall architecture of IDLFs Query Manager and Replay.
message content. Our message debugger, IDLI, can be used to analyze, as well as view, 
the contents of communication messages exchanged by MPI routines in an application. It 
can also be used for debugging source code of a program. Thus IDLI is a tool that enables 
a user to do post-processing as well as source level debugging. We shall hereby explore 
each feature of IDLI, and demonstrate its usage by means of real time examples.
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When a user begins a session with IDLI he gets a welcome screen with a list of 
menus. The complete menu navigation map of IDLI is shown in Figure 10. The front- 
end, which is a shell user-interface, possesses useful features like command history, 
command completion with tabs, prompts showing the selected user database for current 
session and other niceties. Data is predominantly displayed as a set of rows. Each row has 
columns for different types of data. Each column has a header row which has a suitable 
name for that column. IDLFs user interface uses a dark colored background for the 
header row and the text headings are highlighted in a white color. To easily discern the 
criteria of sort, columns of sorted data are generally displayed in colors which are 
different from the rest of the data.
The Commands: List and Drop
While debugging a stand alone application a developer might need to refer to data 
from the application’s previous executions. This helps him to analyze how cuirent 
changes incorporated to debug an error have affected the application with respect to its 
previous nm. Also, most often applications are inter-linked with many executables, each 
of which have to be developed and unit tested.
In such a scenario, when a user is debugging an application, she may need to refer to 
a previous debugging session of another related application. If the previous session’s 
debugging information is not stored or is inaccessible (some debuggers store such data in 
hidden files in binary formats), then the user is forced to rerun the previous application to 
refer to required data.
To avoid such scenarios and inefficient use of resources, IDLI allows a user to access 
and analyze the most recently executed programs, up to a maximum of five sessions.
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LIST D R O PN PSOLN Q UERYN HELP EXIT
>  DUMP N
•> 1 : log time
— > 2: message group id 
— > 3 ; rank of a process 
^  4: file name 
>  5 : file and line number 
■> 6: MPI function name
PSQL REPLAY N
»  LOCATEGROUP N
1: file 
2: line
3: line of file 
4: MPI function name
»  LOCATEP2PN
I— > 1 : between 2 processes
-> 2: between 2 files of 2 processes
-> 3: between 2 lines of 2 processes
4: between 2 lines of 2 files of 2 processes 
I— >  5: between 2 files
>  6: between 2 lines
7: between 2 lines of 2 files 
8: MPI function name
STATUS N TRACE N HELP EXIT
— > 0: incomplete operation 
-> 1: successful operation
Figure 10: Menu navigation map of ID LI.
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Once the maximum of five sessions is reached, the user database pertaining to the earliest 
session is deleted following the first in first out (FIFO) algorithm. The corresponding 
session number is reassigned to the cunent session and a new user database is created for 
storage of debugging data for present execution. To optimize space usage on the database 
server we have chosen this policy of recycling sessions by deleting previous user 
databases when they exceed the maximum allowed. User databases are named by 
appending the username with the session number.
When a user types the command list he is shown a hst containing rows with details of 
databases which have debugging data from previous executions of his applications. The 
header row for the above list consists of headings like sessiono, userdb, execname and 
sessiontime. A user’s session numbers are specified by the heading sessiono, names of 
user databases from previous executions of applications are headed by userdb, name of 
the executable as execname and sessiontime denotes session creation times. Figure 11 
demonstrates the execution of the command list.
Deletion of a user database from a particular session can be accomplished using the 
command drop N. The session number of the user database to be deleted is specified by 
N. After a user deletes a database by entering the command drop N, she may type list to 
check if the database has been really deleted. Command execution for drop is shown in 
Figure 11.
Considerable error checking is done for the interface commands in IDLI. Instead of 
giving one generic message for all types of errors, meaningful messages are provided 
explaining the mistakes. This helps a user to understand the exact nature of his error.
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Figure 11 : Commands list and drop being executed with error checks.
For example, if a user types in the command drop, the enor message generated is 
“ERROR: number is missing!” Since zero cannot be a valid session number, if a 
developer enters drop 0, the error message is “ERROR: number is invalid!” Similarly, 
throughout the implementation of IDLI we have adhered to the goal of generating useful
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customized enor messages instead of generic ones. Figure 11 demonstrates some error 
checks.
Quei-y Manager
IDLFs Query Manager can be used for postmortem analysis of communication 
messages. After an application has been run in debug mode, a developer can study 
messages exchanged by calls to MPI functions by using a suitable subset of commands 
from the set of built-in commands present in the Query Manager. The built-in features 
have been designed in a way as not to overwhelm the user with huge amounts of 
iiTelevant data. A user can also get customizable views of data from the global to local 
context of the application by invoking a psgl shell and writing custom SQL queries. 
Customized SQL queries are explained in a later section.
The Query Manager comes with a set of useful built-in commands for viewing the 
details of the executions of MPI routines and messages exchanged by them. The 
command query N  invokes the Queiy Manager with its built-in queries for the specific 
database used in session number N. For example, if a developer wants to query the 
database used to store the debugging information of an application run in session three, 
the command for doing so is query 3. This command would bring up the Query 
Manager’s menu of built-in query commands. The different column names in the 
common header row for the list of data displayed by all the commands in the Query 
Manager is explained in Figure 12.
The set of queries provided is dump, locateGroup, locatep2p, status and trace. Each 
of these queries has a lot of options to enable a user to view specific data according to her 
needs. The commands help and exit are self explanatory. A user may invoke replay of an
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msgid : Message Group Id assigned by IDLI
src : Rank of source for an MPI function call
dest : Rank of destination for an MPI function call
myRank : Rank of process placing MPI function call
mpiFuncName : Name of MPI function called
ok : Denotes whether a group communication was successful (I) or not (0)
fileName : Name of file from which MPI function was called
line : Line Number of the source code at which MPI function was called
logTime : Time (logged) at which MPI function was called
rcturnMsg_____ : Message denoting result of an MPI function call
Figure 12: Legend for common header row of data displayed by all query commands
application’s execution by using the command replay. In subsequent sections we shall 
explain each feature of the Query Manager in sufficient details along with examples of 
their use. The Query Manager’s menu of built-in queries is shown in Figure 13.
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Figure 13: Menu of the built-in queries of EDLI’s Query Manager.
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Built-in Query: Dump 
The query command dump is used to list details of all MPI functions executed during 
an application’s run. If a user wants to see the exact chronological order in which the 
MPI routines were executed, she may use the command dump 1. This command lists the 
execution of MPI routines sorted by the column logTime. Viewing chronological order of 
calls helps locate any function calls that might not have been executed at all. Figure 14 
shows the execution of dumpl.
m.l=> :
3 :
1 g 0 0 WlMl lUUfLSW.c p IfLSlCCESS: iffi .errors
E 1 1 imuMt 1 IJCiflJsS'ic K_SJCOSS; ffl errors
3 g 0 0 HPL&ÆLsiïê 1UŒLW.C 10 HPLSïXïSS; Bd m m
4 1 1 1 !̂PLCot;3LSiK 1 LTQfLW.c 10 IfLîliCŒSS: so arm
5 0 % 0 1 uLm_w.c 11 IfI_9.lCClSS: ao errors
6 1 1 1 MPLComjai 1 UUK_W.C i l  HPLSiCŒSS; no errors
? >D i 0 WljMi 1 UCJfLW.c 17 i l i  MFLSKŒSS; no errors
8 S 0 MJiislke i 21 HdVËÀ no errors
/ 8 1 1 If LHect lUUfLW .c 21 ' HPLiKŒIS: no errors
ill 1 1 1 If Lflaslize lUUfUanl.c 24 îliTlF-iS MFLSIdSS: no errors
Figure 14: Chronological list of executions of all MPI routines by the command dumpl.
At times, it helps to view all the point-to-point as well as group communications 
grouped under their respective unique message group ids as assigned by IDLI. This 
facilitates better understanding of the execution of communication routines which aids in 
locating erroneous processes. For example, in a point-to-point communication with an 
MPI_Send -  MPI_Recv pair, if the MPI_Send has a message id of x  then there must be a 
corresponding MPI_Recv with the same message id. If a call to MPI_Recv with the
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message id x  is missing from the list, then we can safely conclude that there is a bug on 
the related process. The command dump 2 lists the executions of MPI routines sorted by 
their message ids (msgId). The entire listing of communication routines executed by a 
program, using the command dump 2 is shown in Figure 15. Note that the point-to-point 
communication with an MPI_Send -  MPI_Recv pair is listed under one unique message 
group id.
1
*1 JllmlllllliilllllM
i  8 D 8 MElM t i  L T C JeL W .c 8 2005-10-28 14:25:01.207874 HPLmmS: no caw 's
i 1 1 1 1 iJCHra_Sajd.c 9 2005-10-20 14:2S;01.S58972 MK_SUCCESS; no ai-ors
1 s 0 0 !r!P3J:«Lsiï€ 1 U U H J e u l .c IS 2*8-10-28 14:2S:01.8?5'372.m_as;CESS; no «rrcffs
4 1 1 I i  ijrc jF -U ejd .c 10 20%TlO-% 14:25;01.M2099 MPLS.1CŒ5S: m m o rs
I 8 D 9 MPÎ_CwiiU'a8î 1 OCJffLSffid.c U  2>505-iO-2« 14;J5:01.«SS407 MPLSUCŒ5S: no aro rs
s 1 1 1 ff'LCMJÎSÉ 1 L IÇ M PL W .c 11 2005-10-26 14:25;01.SMS WLSOCŒSS: no errors
0 1 0 1 ULHFLSaid.c 17 2i»S-10-2g 14:25:01.968525 MFI_SrŒ5S; no errors
f  a Î 1 MPUtea' 1 LTCJffLSffid.c 21 2005-10-2614:25:02.017125 .HPLaïŒSS; no esTors
4 0 8 9 1 L V L S m d . f 24 2005-10-26 14:25:02.001125 MPÎ.SKCE5S: no errors
14 1 .1 1 ioalize 1 U C M _Said .c 24 20C5-10-26 14:25:02.035565 aK _sm S3: no errors
Figure 15: Execution of the command dump 2 which sorts all messages by their ids.
To get a clear picture of all the MPI routines executed by each process we have created 
the command dump 3. This command lists all MPI routines sorted by the rank of each 
process. When MPI programs are executed on huge networks with a large number of 
processes this command helps in focusing attention on a set of particular processes of 
interest. The entire listing of MPI routines executed by program which is sorted by their 
ranks using dump 3 is shown in Figure 16. Note that the ranks of processes are shown in 
green color to make it easy to discern the criteria of sorting.
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1 Etie. minai
1 d a p  j
R ¥ r s s
1 0 0 S i f f O ü t 1 t.TC JiPLSeattiï'.c 21 2005-C8-30 20:29:11.485Z9 ,(.iPI„S.3jCESS: no eir-ars
5 0 0 « 1 l_IC_M?X_Scat.te!r.c 22 2t<!S-09-‘30 29:29:11.856601 KPLSUCŒSS: no err>3rs
10 0 0 îî 1 l_ÏCJJ?I_Sc3«a:,c 23 2005-08-3!) 20:29:11,68649? rri_SlCCËSS: m> erro rs
14 0 0 S JÜ?I_Scatï«3.' 1 L T C M ïL & atter.c 47 2005-08-30 20:2-9:32,062315 MPI_SUOŒÎS: no sr ra rs
16 0 0 fi 53PÎJte<iice 1 l_TCJ2?I_Sc3tt.«r.G 36 200S-09-1Û 2,0:Î 5 : i j . .103477 (®I_SJCCESS: no erro rs
24 0 0 S MPÎ_Fûfallze 1 L'TCJE'L.Scatter.c «a 2005-09-30 20:20:12.229967 ®'3_SIBISS: no erro rs
1. 1 1 ^ S L Jn it 1 l„ÎC_M?I_Sc3t£eT.c 21 2005-03-30 20:29:11.711969 MFI_SUCCËSSc ito erro rs
€ 1 1 :i SSPI_CtaraLsiïg 1 U C _ ® 0 .a a tt i :r .c 22 2005-08-30 20:29:11.05641 MPÎ_aiOCESS; no eiTors
9 1 1 S; ®r_eo«uiLra9t 1 u r c jæ i_ S Œ itf r . c 23 2005-09-30 20:39:11.860609 MPLSœŒSS: na « m s s
14 0 1 .1 1 UCJJP3LScatt«2:.c 47 203S-(@-30 20:29:12,056761 KE'I_SIICCESS: no erro rs
1(3 1 0 % ï<i?I_Reàice 1 L 'ÎÇ j» l> £ a t ts r .c 5S 2005-09-30 20:29:12.182405 KPI.SUCCESS: no em srs
22 1 1 !. 1 l_TCJ&ï_Sc3tte.c; 61 2005-09-30 20:29:12.217236 ®l_SiJCCESS: na erro rs
4 2 2- MPr.Init 1 UrCJ!PL_Sc3tte:.c 21 2005-09-30 20:39:11.794127 MPLSUCŒSS: îic err(îrs
S 2 2 i  œr_Cîi8a,5izs i  L ïx;jj?i_scsttffl3.c 200S-#-30 20:29:11.882353 MPI_SLfCŒSS: an erro rs
12 2 2 2 S{?I_CoiM_xaid: 1 :l„rC_M?ïJScattJEr.c 23 2005-09-30 20:29:11.97702» MPLSUCCESS; ao eiTors
14 0 2 l  l_TCJl?I_Sc8tter.c 47 2005-09-30 20:29:12,103271 MPX_SirCESS: no em srs
16 2 G 2 i®î_Re(tnce 1 t-TCJlPl^Scsitter.c a 2005-08-30 20:29:12.148897 ME1_S1CCESS: no e rro rs
21 2 2 MPLJmaiize 1 U rC JiFL Scatter.c 81 2005-09-30 29:29:12.226358 WLSUCCESS; no erro rs
3 3 3 : 5 t 1 X,TCJ®I_S'3!ttEr. c 2i 200.5-18-30 20:29;:il.?S,5794 MP.Ï_aieCESS: an eiTors
3 î :< .®r.CïsiuiL.aize 1 l_TC_il?î_Sc3tte;.c 22 2005-09-30 20:29:11.865702 ®L.®CCESS: na erro rs
11 3 3 1 l_TCJ>lP3LSc3tt«2:.c 23 200S-C8-Î0 20:29:11.954856 HEl_aOïSS: no erro rs
14 0 3 2 Î4?l_sc3tî€3.- 1 I jrU B L g c a t tc r .c 47 2005-09-30 20:29:12.081867 KPj:_ax;tESS: no e rra rs
16 3 0 :l l_XCJIPI_Sc3.tt«r.c 36 2005-09-30 20:23:12.134065 MPLSOCCESS: no «n'oscs
23 Î 3 : 5 MPI_F33Kilize 1 Kl 2005-C8-30 20:29:12.226137 HPLSICŒSS: uo erro rs
Figure 16: The command dump 3 which sorts all messages by their rank.
When executables contain a large number of different MPI files instead of just one 
file, it becomes a challenge to understand from which file and line number the errors 
were introduced. To help a user locate the file and line number of an erring MPI call we 
have created the conamands dump4 and dumpS. They sort all MPI routines executed by 
filename, and filename and line respectively, as shown in Figure 17.
The last variation of dump is the command dump 6. It lists all MPI routines executed 
at each process sorted by MPI function names. This is particularly useful when we have a 
lot of different MPI function calls in a program which is executing on a big network. In 
such a scenario using dump 6 we can check if all the processes executed calls to a 
particular type of MPI function correctly.
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èraçî 4
1 D 9 O H PO iit
2 1 i lMFI_]jnt
3 0 0 OfelFLCoffliLsize
4 1 1 1 M_Co™a_si^
5 0 9 0 ÈtPL&WBLraÉ:
6 i 1 1 ttPIJJofflij-aS:
7 D 1 a HPLSatd
8 0 0 0 MPLfinalize
7 0 1 1 MPOecy
10 i: 1 1 MPIJiaalise
dusp 5
1
1
1 L ^ L W .C  
1
i  UgJiK:m #;Æ  
i:L^:#LW :e 
1
1ÜK#LW':Ç 
i  L 3 E ,m ,^ .{
9 2005-10-29 
9 Z£f05-18-26 
18 200S-10-2g
10 3M-F}-2e
11 2005-10-26 
11 2£»5-l!L26 
17' 2005-10-26 
24 2 » î- ^ 2 0  
21 2005-10-26 
24 2906-*-20
lis e  \m 0 im
14:26:01.707574
14:25:01.939372
14:26:01.$75077
14:25:01.682039
i4;23:M.88S40r
14:25:01.934*
14:26:01.366626
14:25:02.£«1325
14:26:02.01712$
14:25:02.039865
HPLaœcEss;
M_gJCCESS:
MPLSœCESS:
MPÎ.SXCESS:
[JPLR1CCES5:
m _ à c c E s s . :
MPl̂ JCCESS: 
MPLSÜCCSSS: 
HPLatCESS; 
m  SJCCESS:
BB eniia-s 
HO errors 
!iB errerg 
HO en-ors 
SB ecEfa-g 
HO enors 
2B err-BTg 
HO errors 
BB err-org 
HO erræ s
1 a a 0 MFLiMt 1 l..K.m...xT.:fi. # 2005-10-26 14:25:01.797674 MFL9JCŒSS: ho mots.
2 1 1 1 MFLMt 1 9 2005-10-26 i4;2S:fd.8»72 HPÎJ8CCESS; ao «mini
3 a a S HPL&son^siïs 1 L iv tr î .V ii î . '. 10 2085-10-26 14:25:01.676077 MFLSÜZŒSS: ns m-ors
4 1 1 1 HFi„Cc«Lsize 1 10 2005-10-26 14:25:«1..882,«9 HPLS.KŒSS; no errors
6 a a 0 WLCsmumÈ 1 1 .7 2 .m ..W .'. 11 2906-10-26 14:25:01.588407 MPLSJCCESS: ho m r r s
6 Î 1 1 WtjCamLfM: 1 r.L.M'.:. i l  2005-10- 26.14:25:01.9345 HPL.SUCCESS; so errors
7 a 1 0 HPLSawt 17 2005-10-26 14:25:01.968825 IPLSKŒSS: lie a ro rs
7 0 1 1 HPOecv: 1 t x  , 21 205-19-26 14:25:02.017125 no errors
8 a a 0 MPOiîiaîiîg 74 2905-10-26 14:25:02.901325 MPLSOCŒSS; no errors
10 1 1 1 MPOinalize 1 ; . . ¥ J - e . : 24 2*15-10-26.,14:25:02.039665 MPI_SiraSS; so errors
Figure 17; Executions of the commands dump 4 and dump 5.
Figure 18 shows a listing of all MPI routines executed by an application, sorted by MPI 
function names, which has been generated using dump 6.
Built-in Query: Locategroup 
The command locategroup N, where N equals 1, 2, 3, 4, is used to query executions 
of group communication routines. This command locates communications exchanged, 
from a specific file (N = 1), at given line number (N = 2), a particular line number in a 
file (N = 3), and by the name of an MPI function (N = 4) respectively. This feature is 
particularly useful when we want to check the details of exchanged messages from a 
specific MPI group communication function at a given line number of a file. It 
immediately locates the call and displays its details. When there are lots of files in an 
executable, this feature saves considerable time since the user does not need to sift
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:Rie : # #  y TeqniMW : : : TàW : Hgip
3ŒLÎ~> '
s i 1 1 W î J f m j i A 1 jLJCJffI.Segttes'.s 23 200S-09-30 2O:2.4:11.0S96O9M?LSIKCESS: BS errars
iO 0 I) 9 i t i : 1 LrC-KPUcatKr.c 23 aXK-Ce-M 20:23;ll..S36457!®LfflCCESS: bv erroi'S
u 3 3 3 1 l_TCJ!F¥Sk:3tter.c 23 2605-09-311 20:23:11.954656 m_SÎ)CCESS: ro errars
12 2 2 2 1 LTCMFLSoïtter.c 23 28)3-05-39 20:29:11.577528 51PLSKŒ5S: ao errors
6 1 1 1 aT . 1 ljrc_KFI_S£:3tter.c 22 2065-W-30 29:29:11.83641 SS’OKCESS: no e m rs
5 0 0 1 ijrcJ®I.Sciitt«r.c 22 2005-œ-ïQ 20:2'3:ll.S5S6(a fÆ>I_SJmSS; M «itots
7 3 :< 3 S rtJ isaL îL s 1 L ’fCJffr,S<3rtsr.c 22 2®5-09-S9 20:29:11.S65?02 MFÎ_SUCCESS; no sito ts
g 2 2 2 1 l_TO!P3_Sc3.tteT.c 22 2005-05-39 29:25:11.382353 MPL.SUCCESS: Bo.m-ars
22 1 1 1 2 ljrej!PI_S&rtter.c 61 SOOS-œ-M 2«;29:12.217236 HPLSSJCCESS: no eiTors
23 3 3 3 # L lW l9 5 1 l_TCJ!Fl.Sc[itter.c 61 2005-09-38 20:29:12.225137 6ST.HKCESS; no eirars
21 2 2 2 1 l_TCilFI_SC3tter.c 61 28)5-05-39 29:25:12,226358 HFLS.CCE5S; ao m 'ars
24 9 0 9 m m a M r n 1 U ’OSPLSestter.c 61 2005-05-30 20:29:12.229567 ®UaXCESS; no o ro rs
1 8 0 1 l_TC_MFt_SGitter.c 21 2003-tffi-30 20:29:11.48525 no exrcrs
2 1 1 i m . m v 1 l_TOffLSc3tter.c 21 28)5-05-39 29:^:11.7H9S9 MPLaCCESS; no eirars
3 3 3 1 2jrCJi!PI_Sc3tteT.c 21 2005-05-30 20:29:11.783794 N?1_WCE.63: no «roi-f.
4 2 2 1 UCHPI_Sc3tta-.£ 21 lOGS-Oe-FO 20:29:11.754127 MPIJDCCESS: as errors
16 0 G a 1 iJCJinL.Scatter.c 56 28)5-05-39 29:29:12.103477 KPÎ.SOCŒSS: ao enors
16 3 0 3 1 r_TCJlPI_ Scatter, c 56 28)5-05-39 20:29:12.134965 MPLarCESS: no errw s
16 2 0 2 i iB J s s à m 1 UÇ_®I_fc3tE€ï.£ 56 2905-09-20 20:29:12.149897 MFIJIICCESS: m  errors
16 1 0 i 1 LÎCJîPI_Sciiti«r.c 56 200.5-98-30 20:29:12.182405 MPIJJJGÎSS: no en w s
14 0 1 1 i  LTCJ!PI_Sc3ttêr.c 47 28)5-05-39 20:29:12.056781 MPLaCCESS: so a i'a rs
: .14 9 9 9 1 U:CJ!PI_Sc3tt«r.î 47 2005-05-30 20:29:12.062318 KPUOCCESS: no errars
' i-4 0 3 3 1 LTCJiFLitatier.c 47 5)05-90-3'] 20:29:12.031867 KFL9JCCESS; no errors
14 8 2 2 ŸlTjBxlta- i  ljrCJÎFr.Saitter.c 47 2003-œ-î9 20:29:12.103271 M?I_StmSS: no m o is
Figure 18: Execution of the command dump 6 which sorts by MPI function name.
through the entire list of function calls. The execution of the commands locategroup 1, 2, 
3, 4 aie shown in Figure 19.
Built-in Query: Locatep2p 
For debugging MPI point-to-point communication routines, it is necessary to locate the 
messages exchanged by specific files at different line numbers as well as get a view of all 
messages exchanged by different processes. The queiy command locatep2p N  has been 
created to meet the above goal. The details of locatep2p are as follows:
•  N=T. locates messages exchanged between two processes
•  N=2: locates messages exchanged between two files of two processes
•  N=3\ locates messages exchanged between two lines of two processes
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I'jcatesronp 1 
n » e  o i  f i l e ?  l_ T C J 3 F X ^ c a s t .o
13
lAafcLs
0 i5 © HPlJîcost
13 0 1 1 MPI_5c3£t:
13 0 I 2 MPI_ac3st
13 (I 1 2 MPÏ_iÎCT2t
Iccatc-groiqs 2
valu? o f  ih ie ?  Iff
13 0 0 © WPI^Bcast
13 0 1. 1 MP.T_8u3ftt
13 0 I 2 MPX_9cast
13 0 5 2
26 200S-ia-26 V 5 ;o f!:1 3 .1 0 0 6 S l SIPL.S'XCKSS; i 
28 ZO O S-10-îe 1 8 :5 6 :1 3 .1 9 7 9 7 9  MPI_%KCESS: a o  e r r o r ;  
28 2.005-;H3-2« 1 0 : 5 6 :1 1 .15 ÏS 7  MPI_S5X'CESS; iw  e r r o r s  
28 S )0 S - lf l-2 S  1 8 :5 6 :1 1 .1 8 4 8 7  N P l_S ilo:E S S; !
1 l_ I C 3 E “t _ B c a s t . c  
1 1 _TC JE>LJÎf.ast,f: 
1 IJTC.WLifcast.c 
1 3UrC.14FI_Bc3St.c
2 0 0 3 -1 0 ~2 S  1 0 :5 6 :1 3 .1 0 0 6 5 1  M P I.SUCCESS: a o  e r r o r s  
20))5-;10-?.£ 10:5 6 :1 3 .1 0 7 9 7 :') WI_Sr.lCs7ESS: a o  e r r o r s  
2 0 0 5 -1 0 -2 5  1 8 :5 6 :1 3 .1 3 3 5 7  MF1_5LICCESS: n o  e r r o r s  
2 0 0 5 -1 0 -2 6  1 8 :5 6 :1 3 .1 8 4 8 7  8)F1_S1CCESS: c e  e r r o r s
l a a a j l - ^  lo c a te g r o iq :  5 
aajse o f  f i l e ?  U T C J J P l ^ a s t . c  
v a lis e  o f  H o c ?  28
13 0 0 0 MFX.5cast 1 .5.3S;:.7Hîï..iî:;:;<«t,:: 28 2605-10-25 18:56:13.180551 MFlJîXCESS; DO errors
13 0 1 1 M*X3cast 1 38 2005-10-26 18:56:13.107979 HFI_SOCCESS: Dû «a’Tors
13 0 7 2 HPXJÎCïîSt 1 îjïe .siE ij;ro :ït.K 38 2005-10-26 18:56:15.15367 HPUSîGCESS: lïû 'e.rrrtrs
13 0 3 3 WPUJcast 1 7 ..S S .m .g 6 5 S ï. e 28 2005-10-26 VS: 56:13.18437 MPC .SUCCESS: no
«aAtG o f  MPI fiffic.tion? Wi_Jlca^t
13 0 G 1 L_IC_XPI_8C38f. c 28 2005-10-26 18:56:13.100651 HPÎ J-UCCESS: nu ejTors
13 Ü 1 1 \ )  ' ' 1 V_'i'C3ri_i(ca5t.c. 28 2005-10-26 18:56:13.107979 HPLSJCŒSS:
13 0 2 2 1 X .TCW I_Bcast.c 20 2005-10-26 18:56:13.15367 HPI_SaeCESS: no -errGi'S:
13 0 2 3 SS-IJtei;!:! 1 a_XCf.E"I3c<ist.c 2:8 2005-10-26 10:56:13.18487 HPI_SUCCESS: no err<E’3
Figure 19: Executions of the command locategroup A, N = 1, 2, 3, and 4.
•  N=4: locates messages exchanged between two lines of two files of two processes
•  N=5: locates messages exchanged between two filess
•  N=6: locates messages exchanged between two lines
•  N=7: locates messages exchanged between two lines of two files
•  N=8: locates messages by MPI function names.
For example, if we want to find messages exchanged between processes with ranks 0 and 
1 we type in the command locateplp 1. We enter 0 when a prompt appears asking for the 
rank of first process. Similarly we enter 1 when another prompt demands the input for the 
rank of second process. This brings up a detailed list of messages exchanged between 
above two processes. Similarly, for other choices of N, various prompts demand different
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input information from the user, based on which relevant data is furnished from the user 
database.
A complete execution of all the options (N = 1 to 8) for locatep2p for an MPI 
program with point-to-point communication routines MPI_Send and MPI_Recv is shown 
in the Figure 20. Different colors are used for highlighting different columns of data, thus 
helping distinguish the criteiia by which the messages have been sorted. This feature is 
useful for tracking errors in point-to-point communication since we can zero in on the 
information we want using a suitable value of N.
Built-in Query: Status
In the built-in queries discussed so far, we had to go to each row and see the data under 
the column ok (0 -  incomplete, I -  complete) to check if an operation that resulted from a 
call to an MPI routine had completed or not. For large programs running on a big 
network, this is an extremely time consuming and painful process which is highly eiTor 
prone. To aid such problems, we have introduced the command status N, where N = 0 
signifies an incomplete operation while N = 1 denotes a complete operation. A user can 
type the command status 0 to get a list of all MPI functions that did not terminate 
successfully. This command paves the way for faster and accurate debugging. Executions 
for commands status 0 and status 1 aie shown in Figure 21.
Built-in Query: Trace
With our cunent set of built-in queries, if we want to see all messages exchanged by a 
specific call to a group or a point-to-point communication routine, we have to use the 
commands locategroup 4 or locatep2p 8. In these queries, a prompt asks the user to
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smsta_X̂ 1
rw jk o f  1 s t  p roceas? ' 0  
n v à i  o f  cJirî proceiSR? 1
0 j MPI_SfSKi
6 0 1 V MPX-2ÛCV
aoR^^ iocatî^  ̂2
r è i à  o f  1 s t  p r o c e ss ?  0
BSipe o f  1 s t  £ i i e ?  x.%C_MPX,Sen^.c
ro i6  of 2nd process? 1
asffie o f  2nd f i l e ?  ~X-IC,HPX-Saii^.c
i  l_ T O I P r _ ^ ^ d ’C S7 2 0 05-0^ -30  2 i:ô 7 îs$ .S O ? g Z 7  MPI_5tiCCESS: ito  e r r m ?
1 X_TC_MP3LS«id,c 21 2 0 0 5 -0 3 -3 0  21:07;5a .5G 543S  ,H P i_ 5 tm S S ; r a  e r r o r s
1 u- ftJPÎSeû
1 I MPI_Recv
. L JC .K P I..$asi4 .c  17 2 0 0 5 -0 9 -3 0  2 1 :0 7 :3 8 .5 0 7 0 2 7  MPI_S13CCSSS: c )  e r r o r s
. l_ T C M K _ 5 ea d .u  21 2 0 0 5 -0 9 -3 0  2 1 :0 7 :5 8 .9 8 5 4 3 5  m _ S i m s S :  n o  sETOis
anflria_i=> io c s te p Z p  3 
l'kïïà o f  l a t  p r o c e ss ?  0  
v îïl iic  o f  1s t  l i n e ?  17  
z-ûià Off 2nd p r o c e s s ?  1 
o f  ZiW l l j i e ?  21
S E
.1 ' HEq_*karj(i
0 I. m'iJAecv
1 3_T01f'i_?fettdri 
1 l_T{UjLL!;end.i
17 2ÎH)S-09-30 2 1 :0 7 ;SS.Ô07627 MPI.SUXZSK: n o  f f ir o r s  
71 2005- 00-30  2 1 :0 7 : SB.9S.5435 m _ M ^ r g S S :  n o  f fc r ^ r s
3 * k O = >  ioc-fitepZp 4
rRok o f  1 s t  p r o c e s s ?  0
îKïifte o f  1 s t  f i l e ?  U IC J 3 P I_ S ejjd ,c
v a lu e  o f  1 s t  l in e ?  17
r a îà  o f  2nd p r o c e s s ?  1
name o f  2nd f i l e ?  IJICLMPi^SaKi. c
v a il*  o f 2nd line? 21 ~1*7
1 lIC.jgKĈ oid.c 17 2 0 0 5 -0 9 -5 0  2 1 :0 7 :5 8 .0 0 7 8 2 7  MPI_,SJJa3S5: n o  e r r o r s
6  0 1 "i HPILiferv 1  i I t  J-iPI _5a}ô\ : 21 2 0 0 5 -0 9 -5 0 2 1 :0 7 :5 0 .9 3 5 4 3 5  MPl^SiiCCBSS: n e  :e r r o r s
lOCUt^Zp  
n a r e  -of l .g t  f i l e ?  
narre 2nd f i l e ?
S
UTC_f5PI^Semi.c
i.T C J d P I_ S ea d .c
8  R^*'T'"î18SSS
1 0 0 0  M P lL ln it 1 : 9 2 0 0 5 -0 9 -3 0 2 1 :0 7 :5 8 .7 7 2 0 7 3  HPÎ_ajCŒSS; an e r r o r s
2 1 1 1  M P I_In it î  : 9 2 0 0 5 -0 9 -3 0 2 1 :0 7 :5 8 .0 1 4 1 1 4  HPr_SUCCESS! an e r r o r s
S 0 0 0  MPL.Comnusi2e 1  : 10 2 0 0 5 -0 9 -3 0 2 1 :0 7 :5 8 .6 4 7 0 5 1  WPL.SUCŒSS! an e r r o r s
5 0 0 Ù fdPZ;_Ccni’Jn^‘{a:d< 1 i 11 2 0 0 5 -0 9 -3 0 2 1 :0 7 :5 8 .8 8 0 5 9 8  MPI_51K:CESS: ao e r r o r s
4  1 1 1 HP2L.Coflun_si3S 1 j 10 2 0 0 5 -0 9 -3 0 3 1 :0 7 :5 8 .9 0 1 6 4 1  HPI_SUCCESS: an e r r o r s
8  0 1 0  MPI_5snd i  : 17 2 0 0 5 -0 9 -3 0 2 1 :0 7 :5 8 .9 0 7 6 2 7  MPI_51KŒS3: no e r r o r s
7 0 © 0  M P I_ F in û lize 1 i 24 2 0 0 5 -0 9 -3 0 2 1 :0 7 :5 8 .9 2 2 7 9  NPÎ_îl>:CES3! an e r r o r s
8 1 1 1 fcîPI_ConiJiijfaràc 1 i 11 2 0 0 5 -0 9 -3 0 2 1 :0 7 :5 8 .9 4 0 0 1 7  NPI_SUCCES5: no e r r o r s
6 C 1 1 M Pl_flecv 1  î 21 2005 0 9 -3 0 2 1 :0 7 :5 8 .9 8 5 4 5 5  MPI_S1}CCESS: no e r r o r s
iO 1 1 1  fclPI^ Finùlize i  < 24 2005 0 9 -3 0 2 1 :0 7 :5 9 .0 1 1 6 2 2  MPI^SIKCESS: ao e r r o r s
lixjatî Zp 6 
v a lu e  o f  1 s t  l i n e ?  17  
v a lu e  o f  2nd l in e ?  21 ff- IS0 K‘i_SencE
1
1 xjix-jAn̂ um'i.c 
1 l_TC_&iP3_Kend,c
2iiO S -m -'f(i  2 1 : 0 7 : SB .907827 NPI_SUCCESK: no e r m r s  
2 0 0 5 -0 9 -3 0  23 .:07:S B .9S 5435 NPI_SJ>2X:ESS: no e r r o r s
!-■=> l o c n t ^ I p  7 
name o f  1 s t  f i l e ?  l_3"CJklPI_Sent. c  
v a lu e  « f  1 s t  l in e ?  17 
name o f  2nd f i l e ?  l^ T C jaP l^ S en d .c  
v a lu e  o f  2nd l in e ?  21
0 HPI.5enrf1 î̂PI.lîe:v
amma_l=> l*cat̂ 2p 6
name o f  MPI fiB5»rtian? MPL Send
i r  200S -O Î-30 Z 1 :0 ? ;S 8 .90782?  MP1_5IJCCESS: ao  o a -o r s  
21 2 0 0 5 -0 9 -3 0  2 1 :0 ? :5 S .9 S 5 4 3 5  MP1.MXCESS: ao  e n -o r s
- 3 0  2 1 :0 7 :S £ .9 0 7 S 2 7  HFI_SOCCESS; ao  m m - s
Figure 20: Executions of the command locatep2p A, N = 1, 2, 3, 4, 5, 6, 7, and 8.
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Figure 21: Executions of the commands status 0 and status 1.
enter the name of the MPI function to be traced. Based on the name of the MPI routine, 
data from the corresponding user database will be displayed. The caveat of these 
commands is that the list generated will be for all calls in the application to the above 
function. Consequently we have to seaich for our particular function call by scanning 
through the line numbers and file names till we arrive at our desned call. This process is 
not only time consuming but has high probability for human errors. The risk of making a 
mistake increases when we have big applications running on a network of thousands of 
nodes.
To simplify the process we have introduced a built-in query named trace N. Using 
this query a user can track down a particular MPI function by its unique message group 
id, N. Eor example, let us study a particular MPI_Scatter call, which has been 
dynamically assigned a message group id of 14 by IDLI when the application had
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executed. When we enter the command trace 14 all messages exchanged by the entire 
group, whose message group id is 14, is listed. This saves us the effort of seeking out an 
MPI_Scatter call (whose message group id is 14) by its file name and line number from a 
list of all MPI_Scatter calls made by an application. Executions for the command trace N  
with various message group ids are as shown in Figure 22.
The listings for the C programs, l_TC_MPI_Send.c and l_TC_MPI_Scatter.c, used 
for testing the built-in queries are shown in Figure 56 and Figure 57 respectively in 
Appendix 1.
The command; PSQL
The advanced users can write custom SQL [DAT96] queries to analyze specific data 
from MPI function calls. To achieve this, IDLI provides a way to invoke a PSQL shell. 
The command so for doing from IDLFs parent menu is psql N  where N is the session 
number corresponding to the user database to be queried. If a developer wants to query 
the user database of session two, the command for invoking the psql shell is psql 2. Let 
us study a customized query. When a big application is running on a large number of 
processes on a huge network, a user might want to get a quick view of all the MPI 
routines that were executed successfully on a particular process. For example, for 
viewing details of all successful calls to MPI routines from a process of rank 0, he types a 
custom SQL query as shown in Figure 23.
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Figure 22: Executions of the command trace N.
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Figure 23: PSQL shell invoked to write customized SQLs to access specific data.
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Replay
When we have tracked down the errors and zeroed in on a set of erroneous processes, we 
might want to debug the application using a step by step execution of the program on a 
particular process (from the above set). In other words, from a global context we want to 
zoom in on to a local context. But to rerun the entire program execution involving a huge 
set of nodes would not only be time consuming but expensive. On the contrary, if the user 
is given a tool which can be used to replay the program’s execution at specific erroneous 
processes, it will tremendously enhance the speed of the debugging process. Moreover it 
would relieve the user from going through a huge amount of data generated during a 
rerun of an entire application on the whole network.
From the Query Manager a user can replay one or more processes, using the 
command replay N, where N is the rank of the chosen process for replay. We have 
designed Replay in IDLI with the following features:
•  A user can replay an application over the network on her chosen set of processes. 
She might choose as many erroneous processes as she is comfortable with debugging 
simultaneously. Consequently information overloading is avoided.
•  From one terminal where IDLI is running, a user can simultaneously replay on 
one or more processes at different nodes of the network. It is to be noted that during 
the execution of an application on the network, more than one process might have 
run on the same node (which is a physical machine on the network). IDLI’s Replay 
feature allows a user to simultaneously replay the application for all the processes 
executed on a particular node of the network. The user may run multiple replay 
sessions for processes of different ranks and debug them simultaneously. The rank of
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the process for which replay is being done is displayed as the title of the xterm 
window. For example, for a replay of an application on process number 2 the title 
shows Idlimq_replayJ^or_rank_2. Other than the title of the xterm window, the 
command prompt for GDB [GNU] also shows the rank as ''[gdb on rank 2]”. These 
features help a user to identify a process window correctly. Figure 24 shows 
simultaneous replays on four processes from a single terminal, using GDB [GNU] as 
a sequential debugger.
•  An application can be replayed multiple times in the same session on any number 
of processes simultaneously. Once a user completes replay of a process, he may 
rerun the replay for that process any number of times on the same terminal or quit.
A developer can replay using the sequential debugger of his own choice, for example 
GNU DeBugger (GDB) [GNU] or Data Display Debugger (DDD) [DAT]. This is 
possible assuming that the chosen debugger is available on the node on which replay 
is being run. When a user enters replay A (N = rank of process), she is asked to enter 
the name of a debugger to be used for replay. Also, a programmer can replay an 
application on different nodes of the network using different sequential debuggers 
simultaneously for each distinct process. This feature provides the flexibility to use 
GDB at node 1 or DDD at node 2 depending on the availability and need for specific 
remote machine and the debugger is opened in a xterm window with display set to 
the local machine where IDLI is running. Depending on the debugging scenario, a 
user may use different debuggers for each process with a distinct rank running on the 
same node. This is demonstrated in Figure 25 where replay is running with two 
different sequential debuggers GDB and DDD on a couple of processes at a single
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Figure 24: Simultaneous replay of four processes, checks and error messages, 
node.
•  A user can perform sequential debugging and examine contents of communication 
messages at the same time. He may set break points in the program particulaiiy at the 
MPI function calls if his intention is to check the content of the messages being
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i àc âest ẑ ŝéi ̂ aAndbme ^ fÜAme
1 1 
0 «: 
0 0 
1 i
1 œ5_lEit 
0 KPIJrJ.t
0 )i?I_îotBLslza
1 ÎEÏ_CoiiJLifi2ï 
1 MPÎCûBijaric 
0. HPLCMflurati 
1 K?i.Slfà' 
OELW
1 Ĵisslize 
0 MPI Jinalize
ItTht; I
J
i
S
(
i
i
s
i«
1 MPJJcit 
0 KO_Mt
0 KPLÜMUâM
1 HPI.Ccrausiic
0 MPLCoi» j a i
1 MZLCofdU'ai 
1 ffiliSew
0 MPL'W
0 M?U0jBHze
1 HTLFiikiliœ
1 L K Jf lJe ü f i.c  
! LTC_m_,W.c 
1 UCJ5I_Saaf.c 
1 LKJSÎ_Saai.<J 
1 LK.NHJŒ0.C 
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Figure 25; Simultaneous use of the Query Manager and Replay.
exchanged. When the replay reaches the break points at MPI function calls, no calls 
are made using the MPI communication layer. The data for the MPI calls is furnished 
from the current user database for the application which is being replayed. If a user 
finds that the data received by an MPI call was incorrect, he may make changes to 
the data that was exchanged by MPI routines using the sequential debugger. This 
will help him see how the outcome of the program changed by coirecting faulty data
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exchanged by messages. A developer may set breakpoints in the sequential part of 
the program which does not involve MPI function calls. The sequential debugger 
will handle them according to its design and methodology. Figure 26 shows replay 
being done with the Data Display Debugger (DDD) [DAT] where breakpoints have 
been inserted at calls to MPI functions.
•  Query Manager and Replay can be used simultaneously in the same session. A 
user can use the Query Manager for post-processing of communication messages 
while replay is being used simultaneously for source level debugging on a number of 
processes at a node as shown in Figure 25.
Replay has robust error checking. Since we allow simultaneous replays of processes 
of multiple ranks, it is necessary to check for the case when a user tries to invoke 
replay for the same process more than once at the same time. If a user tries to do so, 
error messages are provided and she is not allowed to start more than one replay 
session of the same process simultaneously. For example, let us consider the scenario 
when a replay is already running for a process of rank 0, and the user enters the 
command replay 0. A check is made and the error message “ERROR: currently there 
is an active replay on the given rank” is shown to the user. Then control is returned 
to IDLFs Query Manager Shell which can be used for querying. Another erroneous 
situation is when a user tries to exit from the Query Manager while there are ongoing 
sessions of replay at various processes. Suppose we have replays running for ranks 0, 
1, 2, and 3 and the user types in exit to quit the Query Manager. Immediately a 
warning of the following type is issued to the user “Replays fo r  ranks: 0, 1, 2, 3 are 
still running! Please finish or terminate the active replays before exiting.
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i No b reak p o in t  a t  MPI_Bcast,
i (gdb) c l e a r  MPI_Bcast
; No b re ak p o in t  a t  MPI_Bcast.
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Figure 26: IDLFs Replay in action with the sequential debugger DDD.
Exiting this mode now may lead the database to an inconsistent state. ” If a user tries 
to exit the Query Manager when there are replay sessions in action then the database 
tables managing the secssions would have inconsistent data. For example, a scenario 
may arise where replays going on for processes with ranks 0 and 1, when the user 
decides to exit the Query Manager without quitting the replays first. If we allow the 
user to exit in such a scenario there would be inconsistency in the process of exit. 
Consequently the data in the tables storing information for replays’ sessions will not 
be updated, that is, sessions will still be marked as active for processes 0 and 1
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respectively. As a result when the user tries to replay again on processes 0 and 1 he 
will not be able to do so since we do not allow more than one replay for a distinct 
process for an application. Figure 24 shows a session with simultaneous replays for 
four different processes. When a user tries replay on a process which is already
running one, an error message is thrown as depicted in Figure 24. It also
demonstrates similar checks done during exit.
While replaying a particular process on a specific node, the MPI communication calls 
must behave exactly the way it did during actual execution of the program. IDLI ensures 
that by furnishing data for MPI calls from a user database which stores data from the 
application’s previous execution. It is merely a database read operation and hence 
extremely fast. Also, all MPI calls will return the same error code as during the original 
execution. Since the data is provided from a past mn, the MPI communication layer used 
for exchanging messages over the network is not involved. There is no actual execution 
of the MPI routines in real time during the replay of an application. Consequently, the 
time that was used by the MPI routines for blocking or synchronization, and message 
exchanges is thus saved in replay. Hence the process of debugging is significantly 
speeded up. In a nutshell. Replay enables a user to debug a large MPI application with 
optimal resource usage and without information overloading [PED03].
This concludes our exploration of the features of IDLI. The key motivational factors 
during the entire design and development cycles of IDLI were to provide features that 
would do the following:
•  enhance the quality of debugging capabilities of the tool,
•  make it user friendly and intuitive which helped flatten the learning curve.
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•  provide specific debugging data to the user thus avoiding information overload,
•  make it faster and reliable with robust error checking, and
•  aid in optimal usage of resources.
The demonstrations also showed how IDLI’s Query Manager and Replay in 
conjunction with a sequential debugger enables a user to:
•  view global context information and map it to local context,
•  customize it by writing user specific SQL queries,
•  generate relevant and precise debugging infoimation, and
• simultaneously debug source level sequential code as well as eiTors in the 
messages exchanged by processes.
Debugging IDLI with IDLI during its development cycle
During the development cycle of IDLI, first the databases were modeled and created, 
followed by the coding and testing of the Query Manager. After that we started 
implementing the wrapper functions in the native C library. The intention behind doing 
so was to use the software while it was being developed to debug itself with the aid of the 
Query Manager. Quite a few errors were trapped and resolved during the development 
process using the above methodology of debugging a product using itself. For example 
while developing IDLI, there was a bug which we were not aware of, in a call to the MPI 
function named MPI_Comm_rank. While debugging another bug we did a dump 1, when 
we noticed that for all processes, there were no entries for MPI_Comm_rank after 
execution of MPI_Comm_siz;e. In our program, execution of MPI_Comm_rank should 
have followed that of MPI_Comm_size. This brought into view this unknown bug which
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was then resolved.
Another instance of the tool’s self-debugging occuiTed while implementing wrappers 
for M PIJsend and MPI_Irecv. A bug was caught using dump 3 where we noticed that a 
call to M PIJrecv was not getting executed at its destined node. A complex bug was 
encountered while writing the wrapper for the MPI function MPI_Wtime. This subroutine 
returns the cunent value of time as a double precision floating point number of seconds. 
Each time we printed the time being returned by MPI_Wtime we got the same value! 
When we wrote a custom SQL query to see the value of the return data which was stored 
in the database, it showed different values for each call to the above function. Finally we 
resolved it by correcting the pointer references and arguments being passed in the 
wrapper and related functions. In this manner we used our tool several times to debug 
itself which also helped in streamlining many of the features for easier usability. Also, 
considerable time and effort that would have been spent in writing print statements for 
debugging were saved by using IDLFs Query Manager to debug IDLI.
Summary
In the first section of this chapter we discussed the architecture and organization of 
our message debugger IDLI. In the next section we explored the features of IDLI in 
details. We demonstrated the functionality of each feamre with examples as well as 
screenshots of executions of corresponding commands. We also discussed how new 
features were developed as a result of reflection upon the limitations of the inbuilt queries 
already developed in the debugger. An interesting aspect that demonstrated our tool’s 
utility and convenience was the discussion about how IDLI was used to debug its own 
software while it was being developed.
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CHAPTER 5
IMPLEMENTATION DETAILS OF IDLI 
The architecture of IDLI comprises three layers. A distributed relational SQL 
database forms the backend. The middle layer is a native C [KER88] library which has 
wrappers for MPI functions and a simple intuitive user shell interface is the front-end. 
The user interface can be used to query messages, replay a program and write interactive 
customized SQL queries to directly access data from database tables. This chapter gives 
implementation details of all three layers, highlighting complexities faced, algorithms 
used and some interesting SQL queries.
Backend: Distributed Relational SQL Database
A distrfbuted relational SQL database [POS] at the backend is used to achieve the 
following:
•  generation and management of data for multiple users’ sessions,
•  logging meta-data generated for each MPI call, and
•  storing data from messages exchanged by MPI calls in a user’s application.
To facilitate segregation and remove redundancy we have divided data storage into two 
parts. The first part consists of data for management of multiple users’ simultaneous 
sessions. This data is stored in a database known as system database. It does not contain 
debugging information from MPI calls of the application. The second part stores meta­
data and details of messages exchanged by MPI calls in each session. This data is stored
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in databases known as user databases. There is a distinct user database for each session of 
a user. Unique names of user databases are generated by appending the username and 
session number. Figure 27 shows a detailed overview of TDLI’s Relational DataBase 
Management System (RDBMS).
SYSTEM DB
USERDB
USER-N_SESSION-4
USER DB 
USER-N_SESSION-2
USERDB
USER-N_SESSION-l
USERDB
USER-N^SESSION-3
USERDB
USER-N_SESSION-5
USER DB 
USER-l_SESSION-l
USER DB 
USER-l_SESSION-3
USERDB
USER-l_SESSION-5
USER DB 
USER-l_SESSION-4
USER DB 
USER-l_SESS10N-2
USER DBS 
FOR U SERN
USERDBs 
FOR USER 1
IDLI RDBMS
Figure 27: Details of fDLFs RDBMS.
Backend: Multiple users’ sessions data generation and management 
As explained in the previous chapter, IDLI supports sessions for multiple users and 
stores debugging data for each user’s session up to a maximum of five sessions. 
Consequently a user can access the debugging data of an application executed in any of 
his previous five sessions. Once the maximum of five sessions is reached for a user, the 
user database for the earliest session (out of the five allotted sessions) is deleted. The
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session number thus freed is assigned to the user’s current session. A new user database 
for storing debugging infoimation of the present session is created. Thus to help optimize 
the usage of space on the database server, session numbers are cyclically reused and 
limited to the maximum number for each user. A future version of IDLI might allow the 
user to choose the maximum number of sessions he wants to store. A relation named 
userinfo, which has been created in IDLI’s system database, stores the users’ session 
management data. Figure 28 shows details of the relation userinfo along with some 
example data.
user
Name
session
No
session
Time
db
Name
session
Active
db
Created
amma 1 2 0 0 5 - 0 8 - 2 8  2 3 : 1 5 : 4 0 . 8 0 9 5 5 8 amma_l F T
amma 2 2 0 0 5 - 0 8 - 2 8  2 3 : 1 5 : 4 0 . 8 0 9 5 5 8 F F
amma 3 2 0 0 5 - 0 8 - 2 8  2 3 : 1 5 : 4 0 . 8 0 9 5 5 8 F F
amma 4 2 0 0 5 - 0 8 - 2 8  2 3 : 1 5 : 4 0 . 8 0 9 5 5 8 F F
amma 5 2 0 0 5 - 0 8 - 2 8  2 3 : 1 5 : 4 0 . 8 0 9 5 5 8 F F
Figure 28: The userinfo relation and tuples of data for a user named amma.
Backend: Logging Meta data generated for messages for each MPI call 
LAM MPI does not provide user accessible identification numbers for messages. To 
distinctly identify a message we generate unique message group ids. During point-to- 
point and group communication, all messages related to a call are grouped together, 
hence the name message group id. The message group id facilitates storing of message 
related information as a tuple in a relation. During a call to an MPI routine, a substantial 
amount of meta-data is generated for each message. This meta-data aids in querying and 
debugging. To store meta-data we have created a relation named loginfo in the user 
database. Figure 29 shows the details of the relation loginfo along with example data.
67
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
COLUMN NAME DESCRIPTION EXAMPLE DATA
msgGroupId Message Group Id [Primary Key] 6
comm Communication Handle 0x80c77a0
ranksender Rank of Sender 0
rankReceiver Rank of Receiver 1
myRank Rank of process where application is 
running
0
opDone Operation Done [ 0 -  incomplete, 1 -  
complete]
1
tag Tag of message -
hostlPAddress IP Address of Host 192.168.0.2
hostName Host Name localhost.localdomain
filename Name of File from which MPI call is 
made
l_TC_MPI_Send.c
lineNo Line Number from which MPI call is 
made
17
mplFuncId Unique Integer Id for MPI routine 
instead of storing its name as a string
155
mp i FuncRe turnCode Return code from call to MPI routine 0
mpiFuncReturnMsg Return message corresponding to 
return code from call to MPI routine
MPI_SUCCESS: no 
errors
logTime Time when call was placed to MPI 
routine
2005-09-
2 2 2 1 : 3 6 : 3 8 . 6 6 7 0 8 6
Figure 29: The loginfo relation and example data for the function MPI_Send.
Backend: Storing data from messages exchanged by MPI routines 
In point-to-point and group communication routines, along with the meta-data, we 
also need to store the data received, and the return values sent, by an MPI function. We 
do so by storing data specific to a particular MPI function in a relation with the same 
name as that of the function. For example, all data related to calls to the MPI function, 
MPI_Recv, are stored as separate rows within a table named MPI_Recv in the user 
database. The relation MPI_Recv uses the columns ra sg G ro u p Id  and my Rank as a 
reference key to refemce the relation loginfo.
If we had stored data for each MPI call in the relation loginfo instead of a separate 
table for each function, it would have made a single relation huge in size. This in turn 
would have increased retrieval times. All data related to each MPI call could have been 
stored in a binary format in the relation loginfo. In that case, we would have to convert
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the data back to the data type of each stored parameter, during data retrieval. This would 
have required the maintenance of an ordered list with the count and data type of each of 
the stored parameters. This process would have urmecessarily increased the complexity 
and processing time.
Hence to facilitate quick retrieval, optimize space requirements and remove 
unnecessary complex processing we have stored data specific to a particular type of MPI 
function in a relation of that name. Figure 30 shows the relation MPI_Recv for the 
function MPI_Recv. For example, if we had stored this information in the relation 
loginfo, we would have to convert the values in all the columns of MPl_Recv, that is, 
p B u f ,  c o u n t ,  d a t a t y p e ,  p S t a t u s ,  s t a t u s S o u r c e ,  s t a t u s T a g ,  
s t a t u s E r r o r ,  s t a t u s L e n g t h ,  and d a t a  into binary format and then store them. 
On the contrary, since we have stored the data in a separate relation MPl_Recv the 
retrieval is much faster. This is due to the fact that most of the parameters passed in the 
arguments of the function MPI_Recv are stored in separate columns in their original 
foimats, so no conversion is required except for the column named d a t a .  The column 
for d a t a  stores the information received (in arrays) by MPI_Recv from a corresponding 
MPI_Send. As the number of conversions from binary format to original data types is 
considerably reduced during data retrieval, processing is faster and simpler.
Data from the messages exchanged by MPI functions is stored to aid a user to query 
the data from a specific function call by writing customized SQL queries. For example, 
when a developer has tracked down a specific MPI function call, and needs to know the 
data exchanged by that routine, he can write a customized SQL query for specific data 
retrieval.
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COLUMN NAME DESCRIPTION EXAMPLE DATA
pBuf Stores initial address of receive buffer 0xbffff634
Count Number of elements to be received 1
Datatype Datatype of each receive buffer element 0x80c62a0
Source Rank of the source task in comm 
or MPI ANY SOURCE
0
Tag Message tag or MPI_ANY_TAG 1234
Comm. Communicator handle 0x80c77e0
pStatus Stores address of status object 0xbffff620
statusSource Source rank stored in object status 0
statusTag Source tag stored in object status 1234
statusError Error stored in object status 0
statusLength Message length stored in object status 4
msgGroupId Message Group Id [Primary Key] 8
rankReceiver Rank of current process [Primary Key] 1
data Data received in binary format . \ 0 2 6 \ 0 0 0 \ 0 0 0
Figure 30: The MPl_Recv relation.
For a huge parallel application running on a large number of processes, writing a 
customized SQL to view the requisite data is probably a faster debugging process than 
replaying the entire application.
Backend: Mapping MPI function names to unique integer function ids 
As explained in the previous chapter, the wrapper functions (in IDLPs native C 
library) frequently need to fetch specific data for MPI functions from the relation loginfo, 
through SQL queries. Hence, along with other meta-data, we need to store the name of 
the MPI function in the relation loginfo. LAM-MPI does not provide user accesible 
unique integer ids for the MPI functions. So the names of the MPI functions have to be 
stored as strings in each tuple which is not space optimal. Also, in the source code, a 
developer has to hard code the names of the MPI functions in the WHERE clause of the 
embedded SQL queries. Figure 31 shows an embedded SQL query where the function 
name ‘MPI_Allgatherv’ has been hard coded. Moreover, during data retrieval, string 
matching has to be done for each tuple with the given MPI function’s name. This will
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sprintf (fgRequestString,
"SELECT min(msgGroupId) FROM loginfo
WHERE mpiFuncName = 'MPI_Allgatherv' AND opDone = %d" , 
FALSE);
Figure 31 : Example of SQL with MPI function names as strings
slow down the retrieval process.
A better way of doing the same is to use integer compati son instead of string 
matching. To do so unique integer ids are assigned to each of the MPI functions. These 
unique integer ids are stored along with their names and signatures in a relation named 
MPIFuncSigld. Consequently in the embedded SQL queries, a developer can use the 
unique integer ids for each MPI function instead of hard coding its name, as shown in 
Figure 32 . This makes the SQL queries generic. Hence they remain unaffected by future 
addition or change of names of the MPI routines. Also, data retrieval is fastened, since 
integer matching can be done in each tuple using the integer ids instead of string 
matching with the function’s name.
sprintf (fgRequestString,
"SELECT min(msgGroupId) FROM loginfo 
WHERE mpiFuncId = 9 AND opDone = %d", 
FALSE);
Figure 32: Example of SQL with MPI function ids instead of names.
As more routines are added or their names are modified in LAM MPI, we need to add 
or modify these functions’ details only in the relation MPIFuncSigld. Consequently the 
source code remains unaffected since no function names are hard coded in it. It is to be 
noted that in the relation loginfo the unique integer id of each MPI function is stored 
instead of its name. As mentioned earlier, this is done to optimize space and processing 
time. Figure 33 shows the details of the relation MPIFuncSigld.
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mpiPunc
Id
mpiFunc
Return
mpiFunc
Name
mpiFunc
ArgNum
mpiFunc
Arg
9 int MPI_Allg
atherv
8 {"void int, MPI_Datatype, 
"void int *, int *, 
MPI_Datatype, MPI_Coram }
Figure 33; The MPIFuncSigld relation with data for MPI_Allgatherv.
Middle Layer; Native C Library 
A native C [KER88] library provides a layer between the user’s program being 
debugged and LAM-MPI library as demonstrated in Figure 34. It consists of wrapper 
functions for each MPI routine that provides interaction between the SQL database [POS] 
at the backend, and the user’s program (in debug mode) or the debugger’s front-end user 
interface (in replay mode). The wrappers also possess intelligence for initialization, 
database processing and locks, understanding whether the debugger has to be started in 
debug or replay mode, and MPI function specific processing. When an application is 
executed in debug mode, a wrapper function in the native C library does the following:
• inserts initial data in the SQL database,
• calls the original MPI function,
•  stores data from the call in the user database after the MPI function returns, and
• returns control to the user’s program.
In replay mode, the native C library’s wrapper functions provide data for MPI calls from 
stored data of a previous execution of the application. No calls are made to MPI functions 
during replay.
Middle Layer: Methodology used for interception of MPI calls
MPI calls are intercepted through the use of C preprocessor #define macros that
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User’s Application or 
LDLFs user-interface
DDU’s Native C Libraiy
SQLDB
MPI
Figure 34: Schematic Illustration of Native C Library’s Role.
redirect the MPI call to a wrapper function in IDLI’s native C library. For example, an 
interception of a call to M PIJn it, is done in the following marmer:
1.The signature of MPI_hiit is i n t  M P I_ In it  ( i n t  * p a r g c , c h a r  
* * * p a r g v ). The conesponding wrapper function in native C library is i n t  
ID L I_M P I_In it ( i n t  * p a r g c , c h a r  * * * p a r g v ).
2. The call to MPI_Init is intercepted by the C preprocessor # de f i n e  macro: 
# d e f in e  M P I_ In it  (A, B) (SET_FILE_LINE, ID L I_ M P I_ In it (A, 
B ) ) . The a macro which sets global variables with the file name and line number 
from which the MPI call was made is SET_FILE_LINE.
3. The MPI library is included in the user program with # in c lu d e  "mpi . h". The 
standard MPI header file m pi . h has heen renamed to O rigM P I. h and the header 
file m p i.h  has been replaced with a header file of the same name. This new header 
file has has a # in c u ld e  IDLIm pi . h followed by all the # d e f  in e  macros like 
the one shown above. ID L Im p i. h is a header file that has the prototypes for 
wrapper functions like above mentioned ID L I_ M P I_ In it. ID L Im p i.h  has a
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#include O r i g M P I . h  which enables the inclusion of the MPI libraries. Figiu'e 35 
demonstrates the header file swapping process.
Rename mpi.h to 
OrigMPI.h
Replace standard 
mpi.h with our mpi.h 
with #define macros
#include mpi.h
//mpi.h
int MPI_Init (int *pargc, char ***pargv) ;
// OrigMPI.h
in tM P IJ n it (int *pargc, char ***pargv) ;
#define MPI_Init(A, B) (SET_FILE_LINE,IDLI_MPI_Init(A, B))
//mpi.h
#inculde IDLImpi.lT
// IDLImpi.h
#inculde OrigMPI.h.
int IDLI_MPI_Init (int *pargc, char ***pargv);
Figure 35; Diagram showing swapping of header files to intercept MPI calls.
4. During compilation of a user’s program, he needs to specify the IDLI directory in 
the include path, as in -I.../ID LI. Consequently, the IDLI specific mpi.h is included
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instead of the standard mpi.h. Also, he must link the IDLI library by using the flags 
-L../DDLI -lidli during the linking phase in gee. At compile time a flag is checked (- 
DDEBUG as an ar gument in gee [GCC]) in order to determine whether the program 
should be compiled in IDLI debug mode or not. If it is not defined the standard MPI 
header file is included else we replace the standard MPI header file with our own 
header files as explained above.
Middle Layer: Flow of control in the wrapper functions 
Once the MPI calls are intercepted we check whether IDLI is running in replay or debug 
mode. When a user enters the command to replay an application, a flag is set to replay 
mode. The flag is set to debug mode during compile time as explained in the previous 
section. At the start of each wrapper function we check this flag to determine whether the 
processing should be for replay or debug mode. In debug mode, data is written to the user 
database, while in replay mode the stored data is retrieved from it.Each process writes 
debugging information directly to the database. During initialization, which is done in the 
wrapper function IDLI_MPI_hiit, each process opens a connection to the system database 
to check the user’s information. The first check is to determine whether the current 
(logged on) user is a new user or a returning one who has had previous sessions with 
IDLI.
If she is a new user, five rows (maximum number of sessions allowed for each user is 
five) are created in the relation userinfo. A  session number of 1 is assigned to the user’s 
current session and a user database (for storing debugging data) is created with a name 
formed by appending the username and session number. The d b C r e a te d  and 
s e s s i o n A c t i v e  flags in the relation userinfo are set to tine. This enables other
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processes spawned by the user’s application to know that the cuirent user exists, there is 
an active session for her and that a user database has already being created. 
Consequently, they can go ahead and retrieve the requisite connection information from 
the relation userinfo, open a connection to the relevant user database and start writing to 
the tables. The user database is created by the process which executes first (on any of the 
nodes of the network being used). While creating the user database a lock is held on the 
relation userinfo so that other processes wanting to do the above mentioned checks for 
the user do not get ghost data. After the user database is created and the data in relation 
userinfo is updated, the lock is released. This enables other processes that were waiting to 
continue with their checks to proceed.
If the user already exists, we check whether there is an active session present for the 
user. If so, the user database inforaiation is retrieved and a connection is opened to that 
database. If not, we check whether an inactive session number is available for that user 
that can be assigned to her current session. If more than one free (inactive) session 
number exists, the minimum one is chosen. After that, the process of user database 
creation as mentioned in above paragraph is performed. If no free session exists for the 
user, that is, she has already had five previous sessions of debugging, then we cyclically 
free a session number. Based on the algorithm first in first out (FIFO), we assign the 
eai'liest (used) session number to her current session, delete the corresponding existing 
user database and create a new one.
Once each process has created a connection to the conect user database to store the 
current session’s debugging data, the original connection to the system database 
containing the relation userinfo is closed. Next each wrapper function gathers data
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specific to the MPI function call, generates a unique message group id and inserts a row 
in the relation loginfo in the user database. Then a call to the MPI function is made and 
the corresponding tuple in loginfo is updated with the return parameters from a successful 
call. Since we update the tuple after the call is made, we can keep track of the execution 
times of each MPI call.
When an MPI call returns successfully, all return data along with data associated with 
parameters passed in the function call are stored in a table with the same name as the 
corresponding MPI function. In addition, for point-to-point and group communication 
routines, processing intelligence which is unique to each routine is incorporated in the 
wrappers.This is done to assign each group the same message group id, to check whether 
the group operation has ended successfully or not, and other requisite verifications. Locks 
are held on database tables whenever required to stop more than one process from 
updating or writing to a table simultaneously and to prevent them from reading ghost 
data.
Middle Layer: Implementation details of the MPI wrapper functions 
One of the most important tasks performed by the wrapper functions is to group 
together related messages exchanged during an MPI call. Whether it is a point-to-point or 
group communication, to successfully locate errors occurring at different nodes of the 
network a user needs to know the details of messages sent from a node to a group and 
vice versa. Unfortunately, there is no built-in mechanism under LAM-MPI which assigns 
unique identification numbers to related messages exchanged by point-to-point or group 
communication routines. Consequently for each wrapper function, we had to implement 
different algorithms for assigning unique message group ids to related messages. As
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mentioned in the previous chapter, in IDLI we have implemented wrappers for twenty 
four commonly used MPI functions [WIL05]. In the following sections we shall discuss 
the implementation details for some of the challenging point-to-point, group and 
preliminary routines’ wrapper functions.
Point-to-point communication routines: MPI_Isend and MPI_Irecv 
Our discussion starts with the implementation details for an asynchronous point-to- 
point communication done by the functions MPI_Isend and MPI_Irecv. Figure 36 shows 
details of these functions [MES].
Our task is to group together each set of corresponding MPI_Isend and MPI_Irecv 
calls and assign them the same message group id number, say GID. Since these function 
calls are asynchronous, once the calls are made the program control immediately goes to 
the next program statement, without waiting for the completion of the copying of data 
from the application buffer. In other words, an MPI_Isend call returns as soon as copying 
of data from application buffer to system buffer begins; an MPI_Irecv call returns as soon 
as copying of data from system buffer to application buffer starts. When a process 
invokes, MPI_Isend, a row with a unique message group id (generated afresh) is inserted 
in the relation loginfo. When the MPI_Isend returns successfully, a corresponding row is 
inserted in the table MPI_Irecv with all data about the call. But the opD one column in 
relation loginfo is not updated to t r u e  (1) since the operation will be considered 
successful only when the corresponding MPI_Irecv goes through successfully.
MPI_Isend has to specify a destination in its function parameter dest. But MPI_Irecv 
can receive from any source when its function parameter source is set to 
M P I_A N Y _SO U R C E . In that case, we have to determine the source of the message to
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Function MPIJsend is a point-to-point communication routine.
Signature int MPI_Isend (void *buf, int count, MPI_Datatype 
datatype, int dest, int tag, MPI_Coram comm, 
MPI_Request * request)
Arguments buf - is the initial address of the send buffer (choice) (IN)
count - is the number of elements in the send buffer (integer) (IN)
datatype - is the datatype of each send buffer element (handle) (IN)
dest - is the rank of the destination task in comm (integer) (IN)
tag - is the message tag (positive integer) (IN)
comm - is the communicator (handle) (IN)
request - is the communication request (handle) (OUD
Work Identifies an area in memory to serve as a send buffer. Processing continues 
immediately without waiting for the message to be copied out from the 
application buffer. A communication request handle is rettimed for handling the 
pending message status. The program should not modify the application buffer 
until subsequent calls to MPI_Wait or MPI_Test indicate that the non-blocking 
send has completed.
Function M PIJrecv is a point-to-point communication routine
Signature int MPI_Irecv (void *buf, int count, MPI_Datatype 
datatype, int source, int tag, MPI_Coinm comm, 
MPI_Request * request)
Arguments buf - is the initial address of the receive buffer (choice) (OUT) 
count - is the number of elements in the receive buffer (integer) (IN) 
datatype - is the datatype of each receive buffer element (handle) (IN) 
source - is the rank of source or MPI_ANY_SOURCE (integer) (IN) 
tag - is the message tag or MPI_ANY_TAG (positive integer) (IN) 
comm - is the communicator (handle) (IN) 
request - is the communication request (handle) (OUT)
Work Identifies an area in memory to serve as a receive buffer. Processing continues 
immediately without actually waiting for the message to be received and copied 
into the application buffer. A communication request handle is returned for 
handling the pending message status. The program must use calls to MPI_Wait 
or MPI_Test to determine when the non-blocking receive operation completes 
and the requested message is available in the application buffer.
Figure 36; Details of functions MPI_Isend and MPI_Irecv.
match the call. The list of function arguments of MPl_Irecv does not have an object of 
the type M P I _ S t a t u s  . As a result, we have to devise a way to extract the source from 
the opaque object MPI_Request which is a communication handle (refer to Figure 36 for 
the function arguments of MPI_Irecv). This is done using the function MPI_Test on the 
MPI_Request object. MPI_Test tests for the completion of a send or receive and when 
the operation completes successfully it outputs an object of type M P I _ S t a t u s  which 
contains the message’s s o u r c e ,  t a g ,  e r r o r  and l e n g t h .
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Once we have extracted the source, the next step is to obtain the message group id of 
the corresponding MPI_Isend from the relation loginfo (see Figure 29) and assign it as 
the message group id of cuirent MPI_Irecv call. To do so, we retrieve the message group 
id of the tuple in the relation loginfo whose:
• m p i f u n c s i g i d  is equal to unique integer id of MPI_Isend,
• ra n k S en d er  is that of source obtained above,
• r a n k R e c e iv e r  is the rank of process which has received the message through
MPI_Irecv, and
• o p D o n e  is f a l s e  ( 0 ) .
The result set for the above query might return more than one tuple for the case when 
more than one message has been sent from the same source to the same destination. An 
example of such a case is the repeated execution of an MPI_lsend in a fo r  loop which is 
sending different messages to the same destination. The challenge now is to identify the 
conect message group id, GID, pertaining to our specific MPI_Isend from the above 
result set. LAM-MPI preserves the order in which messages are sent from a source to a 
destination, that is, if there are two messages sent from source A to destination B, the 
message sent first will be received first, and so on. Though the order is preserved, in 
asynchronous communication the time when the destination process wül receive the 
message is not guaranteed. Consequently to extract our GID we have to choose the 
minimum message group id from the result set obtained above. Message group ids are 
generated in increasing order. Once we get the GID, we assign it as the message group id 
for our specific MPI_Irecv call in the relation loginfo. Next, we update the necessary 
columns in the tuple for our specific MPI_Irecv call and mark the operation as complete
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(opD one i s  t r u e  (1) ). In the relation loginfo the conesponding M PIJsend call’s 
opD one is also updated to t r u e  (1 ) .  After that, a row is inserted in the table 
MPl_Irecv with all the data received in binary format. This completes the operation of 
grouping together a set of coiresponding MPI_Isend and MPI_Irecv calls and storing 
their data for debugging puiposes. Figure 37 shows the C code with the embedded SQL 
for getting the GID for a message received by MPI_Irecv. The unique integer id for the 
function MPI Isend is 125.
sprintf (fgRequestString,
" SELECT min(msggroupid) FROM loginfo \
WHERE mpifuneid = 12 5 \
AND ranksender = %d AND myrank = %d \
AND rankreceiver = %d AND opdone = %d; ",
rankSender, rankSender, rankReceiver, FALSE);
Figure 37; C code with embedded SQL used to retrieve the GID for MPI_Recv.
Group Communication Routines 
In LAM-MPI all group communications are blocking. It is very important that we 
clearly understand the meaning of blocking in LAM-MPI. Blocking means that the 
program execution at the node is blocked only for the time when the data is copied from 
the application buffer of the program to the system buffer. Once that is done, the MPI 
function returns and the program control goes to the next statement in the program. 
Blocking does not mean that the program control (at the process initiating a group 
routine) will wait till all the other related processes have executed their corresponding 
group MPI functions and returned or acknowledged.
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MPI_B airier
MPI_Bairier is a group communication routine. In this routine LAM-MPI 
implementation enforces synchronization. Hence if an MPI_Barrier call returns it implies 
that all the other nodes executing the program have reached (not necessarily completed) 
their corresponding MPI_Banier calls. Figure 38 shows the details of the function 
MPI_Barrier [MES].
Function MPI_Barrier is a group communication routine.
Signature i n t  M P I_ B a r r ie r  (MPI_Coinm. coitim)
Arguments comm - is a communicator (handle) (IN)
Worlc Creates barrier synchronization in a group. Each task, when reaching the 
MPI_Bairier call, blocks until all tasks in group reach the same MPI_Barrier call.
Figure 38: Details of function MPI_Bairier.
When an MPI_Barrier call is encountered, its wrapper inserts a row for it with a 
unique message group id in the relation loginfo. We must identify the correct group of 
MPI_Barrier calls to which this particular MPI_Barrier call belongs and update its 
message group id with that of the group’s message group id, GID, thus creating a group. 
If no such group exists then this is the first instance of an MPI_Bairier call, hence its 
message group id is the GID. All message group ids are increasing in order with time. For 
an MPI_Bairier call the opD one flag, which indicates whether an operation is complete 
or not, is updated in the relation loginfo only when all processes of the group 
communication return successfully.
To find the unique GID, to which the current MPI_Bairier call belongs, we first select 
the set of distinct message group ids from the relation loginfo where the 
m p i f u n c s i g i d  is equal to MPI_Bairier’s unique integer id of 18 and opD one is 
f a l s e  ( 0 ). But this is not sufficient for an MPI program having more than one call to
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MPI_Bairier. In that case, the above result set may contain message group id of a 
previous set of MPI_Barrier calls whose operation has not yet completed. This is possible 
because a call to MPI_Banier returns when all processes reach the MPI_Barrier call in 
their program execution; it does not wait for them to complete the calls. Thus some 
processes might have completed the first call to MPI_Banier, reached the second call to 
MPI_Barrier and are currently blocked while others might still be executing their first 
MPI_Barrier call. Further, since we assign GID at the start of the wrapper function, the 
previous set of MPI_Barrier calls must have been already assigned a GID. But since all 
the processes of the previous group have not yet completed their MPI_Barrier calls, the 
o p D o n e  flag for the group will be f a l s e  ( 0 ) and thus they will be included in the 
above result set.
We have to exclude the message group id of the previous set of MPI_Bairier calls, if 
any, from above obtained results. We create this previous set by collecting rows in 
relation loginfo where the m p i f u n c s i g i d  is equal to MPI_Barrier’s unique integer id 
of 18, o p D o n e  is f a l s e  (0) and m p i f u n c r e t u r n m s g  is n o t  n u l l  (since at 
least one of the calls has returned hence a return message is present). Then we extract our 
desired set of message group ids by excluding the above obtained set from the original 
result set using a set difference. After that we choose the minimum message group id 
from the set difference to get the GID for the cuirent group. The tuple in the relation 
loginfo corresponding to the current MPI_Bairier call is updated with the GID obtained 
above.
An example would illustrate the above explained scenario. Let the processes be ro, p , 
r% where ro is the root, that is, calling process. Let us assume that there are two
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MPI_BaiTier calls in the program bai and ba2  and we have a scenario as demonstrated in 
Figure 39. We are at a stage where process iq is trying to assign GID for baa. The result 
set form our first query as explained in previous paragraphs, will contain the message 
group ids {1, 4, 5} while the second query will return the set {1}. The set difference of 
the above two sets is {4,5} and the minimum element in the set difference is {4}. Thus ri 
gets the GID of 4.
callNo GID myRank root opDone retumCode
bai 1 To ro false Success
bai 1 ri ro false Success
bai 1 T2 ro false
ba2 4 ro ro false
ba2 5 ri ro false <- We are here, q  has to 
get GID for ba2
Figure 39: Examp e of a scenar io with multiple M ^I_Barrier calls.
Figure 40 shows the C code with the embedded SQL for the query to get the GID for 
MPI_Barrier. After getting the GID, the actual call to MPI_Barrier is made; when the call 
returns all the relevant columns in the conesponding row, in relation loginfo, are updated. 
Next we have to check whether all the processes in the communication group have 
completed executing their corresponding MPI_Barrier calls. We do so by counting the 
number of rows in relation loginfo where msgGroupId is same as the GID obtained above 
and m p i f u n c r e t u r n c o d e  = M PI_SU C C ESS. If this count equals the number of 
processes in comm (communication object) then aU the processes have returned 
successfully from the corresponding M PI_Banier calls. Consequently, we update 
o p D o n e  to t r u e  (1) for all processes with the above GID in the relation loginfo. Last 
but not the least a row is inserted in the table MPIJBarrier with debugging data from this 
call.
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sprintf (fgRequestString,
"SELECT min(msgGroupId) FROM (\
(\
SELECT DISTINCT msgGroupId FROM loginfo \
WHERE rapifuncid = 18  \
AND opDone = %d \
) \
EXCEPT \
(\
SELECT DISTINCT msgGroupId FROM loginfo \
WHERE mpifuneid = 1 8  \
AND opDone = %d AND mpifuncreturnmsg IS NOT NULL \ 
) \
) \
AS setl",
FALSE, FALSE);
Figure 40: C code with embedded SQL used to find the GID for MPI_Barrier.
MPI_Bcast
In MPI_Bcast the process which broadcasts is the root. A call to MPI_Bcast at the 
root can return as soon as data is copied from the application buffer to a system buffer. 
Other processes which receive the broadcast will be blocked till the data is copied from 
the system buffer to their application buffer. A scenario may arise where several 
MPI_Bcast calls might have been executed at the root while other processes were still 
blocked on their first MPI_Bcast call. Further, one or more processes might have also 
executed several (less than or equal to the number of calls made by the root) MPI_Bcast 
calls (from the same root), while the rest might not have completed their first call to 
MPI_Bcast. Hence, if an MPI_Bcast at a non-root process returns then the root must have 
at least entered MPI_Bcast, and sent data to its system buffer. The details of the function 
MPI_Bcast [MES] are shown in Figure 41.
In the wrapper for MPI_Bcast, a tuple is inserted in the relation loginfo with a unique 
message group id, and then a call is made to MPI_Bcast. If the call returns successfully 
updates are made to the tuple with above message group id in the relation loginfo with the
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Function MPI_Bcast IS a group communication routine.
Signature int MPI_Bcast(void* buffer, int count, MPI_Datatype 
datatype, int root, MPI_Comm comm)
Arguments buffer - is the starting address of the buffer (choice) (INOUT) 
count - is the number of elements in the buffer (integer) (IN) 
datatype - is the datatype of the buffer elements (handle) (IN) 
root - IS the rank of the root task (integer) (IN) 
comm - is the communicator (handle) (IN)
Work Broadcasts (sends) a message from the process with rank "root" to all other 
processes in the group.
Figure 41; Details of the function MPI_Bcast.
return codes and messages. Next, if the current process is not the root, we must locate the 
message group id of the root that initiated this broadcast message. We then update the 
tuple for this call in the relation loginfo with the message group id of the root, say GID, 
thus creating the broadcast group.
To find the unique GID to which the cunent MPI_Barrier call belongs, we first select 
the set of distinct message group ids from the relation loginfo where the 
m p i f u n c s i g i d  is equal to the unique integer id 19 assigned for the function 
MPI_Bcast, m y R a n k  is that of root and o p D o n e  is f a l s e  ( 0) .  This result set will 
contain the G IDs of all MPI_Bcast group operations that have yet not completed.
But this is not sufficient, since the above result set will contain G IDs of previous 
incomplete operations of MPI_Bcast groups for which the cunent process might have 
already completed its call and assignment of correct GID. So we have to exclude this set 
of message group ids from above obtained results. We create this set by collecting 
message group ids from rows in the relation loginfo where the m p i f  u n c s i g i d  is equal 
to the unique integer id 19 assigned for the function MPI_Bcast, m yRank is that of the 
current process, r a n k S e n d e r  is that of root and opD one is f a l s e  (0) .  We obtain 
the desired set of message group ids by excluding the above set from the original result 
set. We then choose the minimum message group id from the set difference which gives
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us the unique GID for the group. The message group id of the tuple inserted into the 
relation loginfo for the current MPI_Bcast call is updated with the GID obtained above.
We demonstrate the above explained process with an example. Let the processes have 
ranks ro, u , rz where ro is the root. Assume that there are four MPI_Bcast calls in the 
program, bci, bc2 , bcs and bC4  respectively and we are in the scenario as demonstrated in 
Figure 42.
calINo GID myRank root opDone retumCode
bci 1 ro ro true success
bci 1 ri ro true success
bci 1 r2 ro true success
bC2 4 ro ro false success
BC2 4 ri ro false success
bc3 6 ro ro false success
bcj 7 R ro false success <- We are here, q  has to 
get GID for bC)
bc4 8 ro ro false success
Figure 42: Example of a scenario with multiple MPI_Bcast calls.
We aie at a stage where process ri is trying to obtain its GID for the call bc3 . We 
assume that prior to this point, ri has successfully assigned correct GIDs for MPI_Bcast 
calls bci and bc2  as shown in Figure 42. The first queiy fetches the result set {4, 6, 8) 
which contains GIDs for all incomplete MPI_Bcast calls. In this set, the message group id 
of 4 has already being successfully assigned by ri to bc2 . Hence there is a need to 
eliminate the GIDs already assigned by the cuiTent process.
Our second query fetches the set {4, 7}. When we do a set difference of the above 
result sets {4, 6, 8} and {4, 7}, we get the set {6, 8}. As mentioned earlier, in LAM-MPI 
order of calls is preserved. In IDLI all message group ids are assigned in increasing order
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with time. So the minimum of the set {6, 8}, which is {6}, is the GID for the call hcs for 
current process of rank ri.
To summarize, to get GID for an MPI_Bcast for process p where i = [1, 2, ... , (no of 
processes) -1] we select the minimum message group id from the set difference of {all 
unfinished root GIDs} and {all unfinished root GIDs for r j .  The C code with the 
embedded SQL statement used to find GID is shown in Figure 43.
Sprintf (fgRequestString,
"SELECT min(msggroupid) FROM ( \
( \
SELECT DISTINCT msgGroupId FROM loginfo \
WHERE mpifuncid = 19 AND myrank = %d AND opdone = %d \
) \
EXCEPT \
( \
SELECT DISTINCT msgGroupId FROM loginfo 
WHERE mpifuncid = 19
AND myrank = %d AND rankSender = %d AND opdone = %d \
) ) AS setl",\
root, FALSE, gMyRank, root, FALSE);
Figure 43: C code with embedded SQL for extracting the GID for MPI_Bcast.
Next, we check whether all the processes in the communication group have 
completed executing their corresponding MPI_Bcast calls. We do so by counting the 
number o f  rows in relation loginfo where m s g G r o u p I d  is same as the message GID 
obtained above and m p i f u n c r e t u r n c o d e  = M PI_SU C C ESS. If this count equals 
the number of processes in comm (communication object) then the MPI_Bcast calls at all 
processes have returned successfully. Consequently, we update opD one to t r u e  ( 1 )  
for all processes with the above GID in the relation loginfo. According to our norm, a row 
is inserted in the table MPl_Bcast with debugging data from this call.
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MPI_Gather
For a non-root process MPI_Gather returns as soon as data is copied from the 
application buffer to a system buffer. However, when MPI_Gather at the root returns, we 
can conclude that all other processes must have completed their corresponding 
MPI_Gather calls (at least data must have been copied from the application buffer at each 
process to a system buffer). Hence, in an application with multiple MPI_Gather calls, 
there can be a scenario where some processes might have completed multiple 
MPI_Gather calls while the root may be still blocked at its first MPI_Gather call. The 
details of the function MPI_Gather [MES] is shown in Figure 44.
In the wrapper for MPI_Gather, a tuple is inserted in the relation loginfo with a 
unique message group id, and then a call is made to MPI_Gather. If the call returns 
successfully updates are made in the tuple with the above message group id, in the 
relation loginfo, with the return codes and messages.
Function MPI_Gather is a group communication routine.
Signature int MPI_Gather(void* sendbuf,int sendcount,MPI_Datatype 
sendtype, void* recvbuf,int recvcount,MPI_Datatype 
recvtype,int root, MPI_Coittm comm)
Arguments sendbuf - is the starting address of the send buffer (choice) (IN) 
sendcount - is the number of elements in the send buffer (integer) (IN) 
sendtype - is the datatype of the send buffer elements (handle) (IN) 
recvbuf - is the address of receive buffer (choice, significant only at root) (OUT) 
recvcount - is the number of elements for any single receive (integer, significant 
only at root) (IN)
recvtype - is the datatype of the receive buffer elements (handle, significant 
only at root) (IN) 
root - is the rank of the receiving task (integer) (IN) 
comm - is the communicator (handle) (IN)
Work Gathers distinct messages from each task in the group to a single destination task. 
This routine is the reverse operation of MPI_Scatter.
Figure 44: Details of the function MPI_Gather.
If the current node placing a call to MPI_Gather is not the root then a tuple is inserted 
in the table MPl_Gather with data for this call but there will be no binary data from
89
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
r e c v b u f . This data will be put only in the tuple inserted by the root. Since the nodes 
can race ahead with MPI_Gather calls as explained above, we synchronize with an 
MPl_Barrier call. This ensures that all inserts into relation M PIjGather by all processes 
in the network are complete before the root updates the message group ids in the 
appropriate tuples with its own message group id, which is the GID in this case.
If the node is the root, then a row is inserted in the relation M PIjGather with the data 
in r e c v b u f .  Next the root has to ensure that all inserts in M PIjGather by other 
processes have been completed so it synchronizes with a call to MPI_Barrier (in 
correspondence to the MPl_Barrier call placed by the non-root nodes after their inserts in 
table MPIjGather). When MPI_Bairier at the root node returns we now know that all the 
non-root processes have returned from their MPI_Gather calls and might have at most 
invoked one more MPI_Gather call with the same root. They cannot invoke more than 
one MPI_Gather call because they need to synchronize with the root through the 
MP1_Bairier call. As a result, the root now updates the message group ids of all the tuples 
(for all the processes for this MPI_Gather call) with its message group id which is the 
GID. Figure 45 shows the embedded SQL for the above update.
sprintf (fgSQLString,
"UPDATE loginfo SET msggroupid = %lld \
FROM ( \
SELECT myRank as rank, min(msggroupid) as id \ 
FROM loginfo \
WHERE rankReceiver = %d AND opDone = %d \
AND mpifuncid = 77 \
GROUP BY myRank \
) AS temp \
WHERE msggroupid = temp.id AND myRank = temp.rank", 
groupMessageld, root, FALSE);
Figure 45: C code with embedded SQL for updating the relation loginfo with the GID.
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Next, we check whether all the processes in the communication group have 
completed executing their coiTespondmg MPI_Gather calls. We do so by counting the 
number of rows in relation loginfo where m s g G r o u p I d  is same as the message GID 
obtained above and m p i f u n c r e t u r n c o d e  = M PI_SUCC ESS. If this count equals 
the number of nodes in comm (communication object) then the MPI_Gather calls at all 
processes have returned successfully. Consequently root updates o p D o n e  t o  t r u e  (1) 
for all nodes with the above GID in the relation loginfo.
MPI_ Allgather
The details of the function MPI_Allgather [MES] aie shown in Figure 46. If any 
process returns from MPI_Allgather, all other processes must have started MPI_Allgather 
and sent data to their system buffers. This also implies all previous MPI_Allgather calls 
must have completed.
Function MPI_Allgather is a group communication routine.
Signature int MPI_Allgather(void* sendbuf,int sendcount, 
MPI_Datatype sendtype, void* recvbuf,int recvcount, 
MPI_Datatype recvtype, MPI_Coitm coitiiti)
Arguments sendbuf - is the starting address of the send buffer (choice) (IN) 
sendcount - is the number of elements in the send buffer (integer) (IN) 
sendtype - is the datatype of the send buffer elements (handle) (IN) 
recvbuf - is the address of the receive buffer (choice) (OUD  
recvcount - is the number of elements received from any task (integer) (IN) 
recvtype - is the datatype of the receive buffer elements (handle) (IN) 
comm - is the communicator (handle) (IN)
Work Gathers individual messages from each task in comm and distributes the resulting 
message to each task.
Figure 46; Details of the function MPI_Allgather.
In the wrapper for MPI_Allgather, a tuple is inserted into the relation loginfo with a 
unique message group id, and then a call is made to MPI_Allgather. If the call returns 
successfully updates are made in the tuple with above message group id, in the relation
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loginfo, with the return codes and messages. Now we must identify the common message 
group id, GED, for this MPI_Allgather call. We do so by selecting all those message 
group ids from the relation loginfo where m p i f u n c s i g i d  is equal to the unique integer 
id 8 assigned for the function MPI_Allgather, and where o p D o n e  is f a l s e  ( 0 ). Since 
LAM_MPI preserves the order in which function calls are made and in IDLI all message 
group ids are assigned in increasing order with time, we select the minimum message 
group id from above result set as the GED. We then access the relation loginfo and update 
the tuple for MPI_Allgather for this process with the GED obtained above. Next, we 
check whether all the processes in the communication group have completed executing 
their corresponding MPI_Allgather calls. We do so by counting the number of rows in 
the relation loginfo where m s g G r o u p I d  is same as the message GID obtained above 
and where m p i f u n c r e t u r n c o d e  = M PI_SU C C ESS. If this count equals the number 
of processes in comm (communication object) then the MPI_Allgather calls at all 
processes have completed successfully. In that case the o p D o n e  flag is set to t r u e  
( 1 ) for all tuples with above GID in the relation loginfo.
Preliminary Routine: MPI_Finalize 
MPI_Finalize should be called exactly once in an MPI program. The details of the 
function MPI_Finalize [MES] is shown in Figure 47.
Function MPI_FinaIize is a Preliminary or Environment routine.
Signature i n t  M P I _ F i n a l i z e ( v o i d )
Arguments None
Work Terminates all MPI processing. Although MPI_FINALIZE terminates MPI 
processing, it does not terminate the task. It is possible to continue with non-MPI 
processing after calling MPI_FINALIZE, but no other MPI calls (including 
MPI_INID can be made.
Figure 47: Details of the function MPI_Finalize.
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In the wrapper for MPI_Finalize, a tuple is inserted in the relation loginfo with a 
unique message group id, and then a call is made to MPI_Finalize. If the call returns 
successfully updates are made in the tuple with above message group id, in the relation 
loginfo, with the return codes, messages and opD one is set to t r u e  ( 1 ). We then 
check whether all the processes have executed MPI_Finalize. We do so by counting the 
number of rows returned from the relation loginfo where m p i f u n c s i g i d  is equal to the 
unique integer id 74 assigned to the function MPI_Finalize, and where opD one is t r u e  
( 1 ). If number of MPI_Finalize calls that have returned successfully is equal to the 
number of processes in the comm (communication handle) we can then conclude that all 
MPI calls in the program have completed execution. Consequently we close the 
coimection to the user database and a connection to system database is opened. In the 
relation userinfo updates are done for current user whose s e s s i o n A c t i v e  column is 
set to f a l s e .  After that the connection to the system database is closed and memory is 
freed for subsequent operations.
Middle Layer: Wrappers for other MPI Routines 
Wrapper functions for MPI_Gatherv and MPI_Reduce are implemented along the 
lines of the wrapper for MPl_Gather as explained above. MPI_Scatter’s wrapper follows 
the implementation details of MPI_Bcast’s wrapper. The wrappers for MPI_Allgatherv, 
MPI_Alltoall, MPI_Reduce_scatter, MPI_Allreduce are based on the implementation of 
the wrapper for MPl_Allgather. Wrappers for the preliminary routines MPI_Init, 
MPl_Comm_size, MPl_Comm_rank, MPI_Wtime, MPI_Wait, MPl_Test, MPI_Probe, 
MPl_lprobe, MPl_Send, MPI_Recv follow the general design of our wrappers and are 
straight forward to implement.
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Front End: User Interface for Query Manager and Replay 
IDLl has an intuitive shell user interface which has been specifically written to 
provide features like command completion, command history, and robust eiTor checking. 
Each command is checked for errors and the user is informed of the specific error. This 
helps the user correct the problem quickly rather than having to figure out the error 
himself. When IDLI starts, its parent menu of commands is shown in Figure 48.
W e lc O « e  t p  TDLI. V e r s i a a  l „ 6 i
list :: list all ava:iiable . sessions
drop M : drop the database for session *
psql W : .invoice psq.1. sbetl for sessi.on N
querv' N ; guery the database, for ses.'sicw N
exit
» Lil>pXaY I-U.1S ,Xt!XL
: exit Idli Message tjuery tool
IdliOuervHsr--=->
Figure 48: First menu of commands for Message Query Manager.
In this section we discuss the implementation details of the commands. The 
functional features of each command have already been explained in Chapter 4. When a 
user starts a session in IDLI, we obtain the name of the current user. We then open a 
coimection to the system database for IDLI so that we can query the system table userinfo 
which stores data for all users and their multiple sessions.
Commands: list N, drop N, psql N, help and exit 
The command list is used to list all the user databases storing information for 
programs debugged with IDLI up to a maximum of five sessions for each user. We do so 
by selecting all tuples from the relation userinfo where u s e r N a m e  is that of current user, 
d b N a m e is not n u l l  and then sort the result set in ascending order with respect to 
s e s s i o n T i m e .  The C code with the embedded query for list is shown in Figure 49.
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sprintf {fgRequestString,
"SELECT sessionNo, dbName, sessionTime \
FROM userinfo \
WHERE userName = '%s' AND dbName IS NOT NULL \
ORDER BY sessionTime ASC", 
gUser);
Figure 49: C code with embedded SQL query for the command list.
The command drop N  deletes the user database created in session number N. After 
the database is deleted, we update the corresponding tuple for current user and session, in 
the relation userinfo, by setting dbName to n u l l ,  d b C r e a te d  to f a l s e ,  and 
s e s s io n T im e  with current time.
The command psql N invokes a PostgreSQL shell for the user database of session N. 
Using this shell a user can write customized SQLs to query tables for retrieval of specific 
data. The text shown in Figure 48 can be piinted by a user using the command help. The 
command exit quits the debugger after closing connection to system database.
Command: Query N
The command query N, where A is a session number, takes the user to the built-in- 
queries shown in Figure 50. These queries can be used for querying the user database for 
the program already executed in debug mode for session N. The built-in queries with its 
various options provide different sets of data abstraction.
A user can write customized SQL queries, without having to go back to the parent 
menu shown in Figure 48, using the command psql which invokes a PostgreSQL shell for 
the cunent user database. He has access to all the tables used for storing the debugging 
information in the user database. However, a user does not have access to the system 
database.
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IDLI QIjERY mACEE
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dump K : draip messages sorted by one of the follusdng «ays, K i s  the number of choice
1 : log time
2 : message group id  
7i : rank of a process
4 : f i l s  name
5 : file , and line  number 
Ô ; MPI functrofi name
locategroup k : locate group communication messages by one of the following ways, N is  the number of choice
1 : f i l e
2 : line
3 ; lin e  of f i le
4 : MPI functiori name
locatepïp H : lo ca te  poin t-to -po in t messages by one of the following ways, N is  the number of choice
1 ; between 2 processes
2 : between 2 f i le s  of 2 processes
3 ; between 2 lines of 2 processes
4. : between 2 lines of 2 f i le s  uf 2 prucesses
5 : between 2 f i le s
h : between 2 lines
? : between 2 lin es of 2 f i le s
S : MPI function name 
psql : invoke psg l shell for current durubase
replay h : replay process execution of rank M in  gdb
sta tu s  li : display messages sorted by s ta tu s  of MPI c a ll for en tire  eperatinn
Ù : incomplete operations 
.1 : successful operations 
trace  N : trace  a l l  messages of s particu la r message group, K is the message group id
help : display th is  tex t
ex it ; ex it query mode fo r th is  session
Figure 50: The Query Manager’s menu of queries.
A user can replay the execution of an application at a particular process by using the 
command replay N, where N  is the rank of the process. She can choose to replay in a 
debugger of her own choice, for example, GDB (GNU DeBugger) [GNU], or DDD (Data 
Display Debugger) [DAT]. The help and exit commands to enable a user to print the 
Query Manager’s menu shown in Figure 50 and exit respectively.
In the following sections we discuss the implementation details of the queries dump 
N, locategroup N, locateplp N, status N, and trace N. We also devote a section to the
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command replay N. For each command we describe the type of debugging inforaiation 
being displayed, explain some of the complex SQL queries used to retrieve the data and 
demonstrate C code with embedded queries whenever necessary.
Data displayed by each built-in Query 
The header row for each message displays the following:
•  message group id as ms g id ,
•  the source from which the message was sent as s r c ,
•  the destination to which the message was sent as d e s t ,
•  the rank of the process as myRank,
•  the name of the MPI function as mpiFuncName,
•  the result of the operation, as ok  (0-incomplete, 1-complete),
•  the name of the file and line number from which MPI function was called as
f  ile N a m e  and l i n e  respectively, and
•  the time when the information was inserted in the relation loginfo as l o g T i m e .  
Each built-in query fetches the above information and the criteria of sorting used in the 
query is highhghted by coloring corresponding sorted columns of data in each row with a 
different colors.
Query: dump N
The query dump N, where N  denotes a column to sort by, lists details of all MPI 
functions executed during an application’s mn. Dump N  can sort the above information 
in various orders and the column by which it is sorted is displayed in a different color for
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ease of identifying the sorting criteria. The different sorting criteria chosen by selecting 
different values of N  are as follows:
•  A =  1: sort by lo g T im e ,
•  A =  2: so it  by m s g i d ,
•  A =  3: sort by myRank,
•  A = 4: sort by f i l e n a m e ,
•  A = 5 : sort by f i l e n a m e  & l i n e ,
•  A =  6: sort by m p iF u n c N a m e .
The C code with the embedded SQL used for the command dump 1 is shown in Figure 
51. The SQL queries for the command dump with other values of A are very similai- to 
the one shown in Figure 51. In those queries the parameter for the clause o r d e r  b y  is 
changed to the criteria selected by the choice of A.
sprintf (fgRequestString,
"SELECT msgGroupId, rankSender, rankReceiver, \
myRank, mpiFuncName, opDone, fileName, lineNo, \ 
logTime, mpiFuncReturnMsg \
FROM loginfo \
NATURAL INNER JOIN mplFuncSigld 
ORDER BY logTime ASC"
Figure 51: C code with embedded SQL for the command dump 1 .
Query: locategroup A
The command locategroup A, where A  indicates the way to locate the messages, locates 
all messages exchanged only by group communication routines during the execution of 
an application. The different criteria by which a message can be located by selecting 
different values of A  are as follows:
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•  N =  1: locates messages exchanged between two files,
•  N  = 2: locates messages exchanged between two line numbers,
•  N =  3: locates messages exchanged between two line numbers o f two files,
•  N  = 4: locates messages exchanged between two MPI functions.
The C code with the embedded SQL used for the command locategroup I  is shown in 
Figure 52. The SQL queries for the command locategroup with other values of N  are very 
similar to the one shown in Figure 52. In those queries the parameter for the inner 
selection clause w h e re  is changed according to the criteria selected by the choice of N.
sprintf {fgRequestString,
"SELECT msgGroupId, rankSender, rankReceiver, myRank,\ 
mpiFuncName, opDone, fileName, lineNo, \ 
logTime, mpiFuncReturnMsg \
FROM loginfo \
NATURAL INNER JOIN mpiFuncSigId \
WHERE msgGroupId IN (\
SELECT DISTINCT msgGroupId FROM loginfo \
WHERE fileName = '%s' AND mpifuncid IN (\
SELECT mpifuncid FROM mpifuncsigid 
WHERE mpi funcname IN (\
'MPI_Barrier' , 'MPI_Bcast' , 'MPI_Gather' ,\
'MPI_Gatherv' , 'MPI_Allgather' , 'MPI_Allgatherv' ,\
'MPI_Alltoall' , 'MPI_Allreduce' , 'MPI_Reduce' ,\
'MPI_Scatter' , 'MPI_Reduce_scatter' ) \
) \
) ORDER BY logTime ASC", \ 
filel);
Figure 52: C code with embedded SQL for the command locategroup 1.
Query: locatep2p N
The command locatep2p N, where N  denotes the way to locate the messages, locates all 
messages exchanged only by point-to-point communication routines during the execution 
of a program. The different criteria by which a message can be located by selecting 
different values of N  are as follows:
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•  N = l: locates messages exchanged between two processes
•  N=2: locates messages exchanged between two files o f  two processes
•  N=3: locates messages exchanged between two lines o f  two processes
•  N=4: locates messages exchanged between two lines o f  two files o f two processes
•  N=5: locates messages exchanged between two filess
•  N=6: locates messages exchanged between two lines
•  N=7: locates messages exchanged between two lines o f two files
• N=8: locates messages by MPI function names.
The C code with the embedded SQL used for the command locatep2p 1 is shown in 
Figure 53. The SQL queries for the command locatep2p with other values of N  are very 
similar to the one shown in Figure 53. In those queries the parameter for the selection 
clause w h e re  is changed according to the criteria selected by the choice of N.
sprintf (fgRequestString,
"SELECT msgGroupId, rankSender, rankReceiver,\
myRank, mpiFuncName, opDone, fileName, \ 
lineNo, logTime, mpiFuncReturnMsg FROM loginfo \ 
NATURAL INNER JOIN mpiFuncSigId WHERE ( \
(rankSender = %d AND rankReceiver = %d) OR \ 
(rankSender = %d AND rankReceiver = %d) \
) \ ORDER BY logTime ASC", rankl, rank2, rank2, rankl);
Figure 53: C code with embedded SQL for the command locatep2p 1.
Query: status N
The command status N, where N  = 0 denotes incomplete operations and N  = 1 
denotes complete operations, is used to list details of executions of all MPI routines based 
on the status of their operation, that is, complete or incomplete. For example, status 1 
lists details of all executions of MPI routines where the entire operation terminated
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successfully. The command status 0 lists details of all executions of MPI routines where 
the operations terminated with an enor. Operation does not refer to a particular MPI call, 
it implies all related MPI calls required to complete a communication. For example, 
MPI_Send and MPI_Recv together forai an operation. For group routines operation 
implies the execution of the corresponding MPI call across all processes of the 
communication handle or object comm. If we execute an MPI_Bcast then ‘operation’ 
means execution of MPI_Bcast by all processes of the group. In such a group if one 
process fails then the operation is unsuccessful, though there might be successful 
execution of MPI_Bcast calls by all other processes. The SQL used to implement status 
is shown in Figure 54.
sprintf ( fgRecquestString,
"SELECT msgGroupId, rankSender, rankReceiver,\ 
myRank, mpiFuncName, opDone, fileName,\ 
lineNo, logTime, mpiFuncReturnMsg 
FROM loginfo \
NATURAL INNER JOIN mpiFuncSigId \
WHERE opDone = %d ORDER BY msgGroupId ASC", 
choice);
Figure 54: C code with embedded SQL for the command status N.
Query: trace N
The command trace N  displays all the messages belonging to the same message 
group id (denoted by N). In a group communication, this command is very useful in 
viewing messages exchanged by processes, as segregated groups. For example, if we 
executed a call to MPI_Scatter whose message group id is N, then trace N  will list tuples 
with information for this specific MPI_Scatter executed by all processes of the 
communication group. This command enables us to see errors, if any, and the processes 
on which they have occurred quickly since we trace specific MPI calls instead of going
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through a list of all MPI_Scatter calls in an application. The SQL used to implement 
trace N  is shown in Figure 55.
sprintf (fgRequestString,
"SELECT itisgGroupId, rankSender, rankReceiver, \
myRank, mpiFuncName, opDone, fileName, \ 
lineNo, logTime, mpiFuncReturnMsg 
FROM loginfo \
NATURAL INNER JOIN mpiFuncSigId \
WHERE msgGroupId = %d 
ORDER BY msgGroupId ASC",
Id) ;
Figure 55: C code with embedded SQL for the command trace N.
Query: replay N
The command replay N  replays the execution of the program at a process of rank N 
without actually running LAM-MPI. The data for LAM-MPI functions, which have 
already executed when the program was run in debug mode, is fetched from the tables in 
user database. The user can locate the process which had erred using the Query Manager 
and then replay the execution for that particular process using a sequential debugger of 
choice. This will enable the user to see the exact data returned by the MPI function calls 
and aid in mapping the error back to the source. A unique feature of the command replay 
N  is that it allows the user to simultaneously replay multiple processes of distinct ranks in 
separate windows which may be running on the same physical node. Secure Shell 2 
Protocol (SSH2) over TCP/IP is used to open a connection to the node on which replay is 
to be executed. IDLFs replay automatically locates the node for the selected process of 
rank A.
The information about the number of replays running simultaneously at different 
nodes is stored in the relation replaylnfo. Information is stored about each process in 
different columns in the following manner:
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• a process’s rank as myRank,
•  the ip address of the node as h o s t lp A d d r e s s ,
•  the user database as dbName,
•  the current state of replay as s t a t e  whose permissible values are 
r e p la y _ n o t _ s t a r t e d  or r e p la y _ r u n n in g  or rep lay_done,
•  the process id of debugger as gd b P id , and
•  the time when replay was initiated as lo g T im e.
Initially there would be no entries in the replaylnfo table. Each time the user chooses to 
replay a particular process of rank N  from the Query Manager, an entry is entered into the 
replaylnfo table. The entry is deleted when its corresponding replay is terminated or 
shutdown, hi the wrapper function for IDLI_MPI_Init (in the native C library of IDLI), it 
is first checked if there are any entries in the replaylnfo table. If any entry is found IDLI 
runs in replay mode else it runs in normal debug mode. A global flag is set to indicate the 
mode.
At the beginning of each wrapper function in the native C library for IDLI, the global 
flag is checked to determine the mode of processing for the MPI function calls. During 
replay mode, stored data is fetched from a previous execution of the application in debug 
mode (with IDLI). However, to the user program it appears as if the MPI function is 
actually executing. Since no MPI calls are actually executed through the MPI interface, 
no time spent on message blocking or synchronization. Consequently, replay is extremely 
fast as it performs database reads only. Along with sequential debugging, the data 
retrieved for the MPI calls can be examined in the sequential debugger selected by the
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user for replay. When a user quits replay, that is, when replay is over at the relevant 
nodes, all corresponding tuples for those nodes are deleted from the relation replaylnfo.
For a replay, the user specifies the rank of the process and the preferred sequential 
debugger at the interactive prompt in the shell of Query Manager. The ip address and 
hosmame of the node on which the process of chosen rank got executed in its normal 
debug run is retrieved from the table loginfo in the user database. A global array of flags 
indicates if a replay session for a given rank is already miming or not. If there is a replay 
already mnning for the process of rank N, then an eiTor message is generated. Otherwise 
the appropriate flag denoting that there is a replay for the process of rank N  is set to tme. 
This prevents the user from simultaneously mnning more than one replay for a process of 
the same rank.
If the user is allowed to quit the Query Manager while there are active replay 
sessions, it may leave the database in an inconsistent state. This is because the 
coiTesponding tuples for the active replays will not be deleted in the relation replaylnfo. 
When a user tries to quit the Query Manager by entering the command exit, global array 
of flags is checked to determine if any active replay sessions existed. If so, an error 
message is displayed and the user is prevented from quitting by returning the control the 
prompt of the Query Manager.
When our checks reveal that there are no active replay sessions for a process of rank 
N, then a child process is forked. This process handles the tasks of invoking the replay at 
the remote machine and exiting gracefully at the end. The parent process simply returns 
to the interactive command prompt in the Query Manager thus enabling simultaneous 
replay and query processing.
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Summai'y
In this chapter we explored the implementation details of our message debugger, 
IDLI, in three distinct parts. The first part explains the design of the SQL databases at the 
backend and the relations used to store debugging information and meta data. The design 
of the native C library, its wrapper functions for MPI routines, their algorithms and 
examples of different challenges that were encountered for the group routines are 
explained in the second part. The user interface at the front-end, IDLFs Query Manager 
with all its built-in queries and Replay are explained in the third part. This part provides 
information about the features of each query, its implementation details and C code 
snippets of SQL queries as and when deemed necessary.
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CHAPTER 6
CONCLUSION AND FUTURE WORK 
In this thesis, we have described IDLI, a message debugger for parallel programs 
running in a distributed environment using LAM-MPI. Our message debugger is based 
on the concepts of multilevel debugging [PED03] which is a bottom-up parallel 
debugging approach. We have designed IDLI after a careful analysis of the limitations 
present in the usability [PAN03] of cunent parallel debuggers. We believe that IDLI 
provides effective sequential and message level debugging along with precise mappings 
between global and local contexts. Hence it provides sufficient granularity like its 
predecessors yet avoids many of their inherent flaws.
Improvements upon cunent parallel debuggers 
The guiding philosophy behind the development of IDLI was to implement a message 
debugger for the LAM-MPI environment based on the principles of multi-level 
debugging [PED03]. This concept was designed to avoid several flaws prevalent in 
cunent parallel debugging tools most of which employ a top-down debugging approach. 
Also, to improve upon many of the shortcomings, as revealed by our extensive survey of 
the cunent parallel debuggers, we intended to develop an innovative yet simple parallel 
message debugger from scratch. We briefly review the limiting issues of the present 
tools and debuggers that were identified in Chapter 2 and explain how we used IDLI and 
the multilevel debugging concepts to transcend them.
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Partial view of the debugging spectrum:
• Most parallel debuggers are capable of providing debugging information 
specific to either an individual process, that is, local context, or the system as a 
whole, that is, global context. Some try to provide information for both global 
and local contexts but often they are not satisfactory. This is due to the fact that 
they are rigid with respect to a user’s specific needs.
• IDLI provides both global and local context debugging information and is 
flexible to a user’s specific needs.
• Global level views of all the processes are supported by the means of data 
abstraction through a set of built-in queries.
• Detailed information on the local context is provided through built-in 
queries. They provide mappings for communication messages, exchanged 
between processes of distinct ranks, to their origins at the specific line 
number of the source code in a particular file.
• IDLI adapts itself to a user’s need for specific information through a feature 
which enables a user to write custom SQL queries.
• Further, the ability to replay an application in a sequential debugger of the 
user’s choice provides some of the finest levels of granularity.
Information Overloading:
• Some of the existing debugging tools generate an overwhelming amount of data 
which is detrimental to efficient debugging of parallel programs. Often the 
cause and effect of an error is separated by a long distance in a parallel program. 
Information overloading thus makes it increasingly difficult to extract the
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essential information needed for debugging an eiTor by tracing it back to its 
cause.
• Our message debugger IDLI, provides various levels of data abstraction to 
display relevant information according to a user’s needs.
• The built-in queries have various options that help to trim down the 
debugging data and retrieve requisite specific infonnation.
• Moreover, the user can unleash the full potential of custom SQL queries 
according to his debugging needs.
• IDLI provides the flexibility to replay an application simultaneously on a 
chosen number of processes. This enables a user to choose as many 
processes as she is comfortable debugging simultaneously. Thus the user is 
in total control of the amount of data she wants to simultaneously view and 
process for debugging.
•  Inability to alter or create custom views;
• The lack of this feature in most of the graphical visualization debugging tools 
paralyzes a user’s ability to access specific information. Thus a user debugging 
ability becomes limited by the fixed views provided by the designers of the 
graphical tools.
• In IDLI a user has complete freedom to take advantage of the entire range of 
Postgres [POS] SQL commands to virtually create any desired view of the 
available data in the user database.
•  Lack of querying features at message level;
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During debugging of parallel programs, often users need to inspect 
communication messages and map them to their origins at the exact line 
numbers on the source code on a particular process. In present parallel 
debuggers, absence of features enabling queries to provide such details of the 
communication messages slows down the debugging process significantly. 
Often a user is left to trace the source of an erring MPI call to its exact location 
in a file.
IDLI has a whole set of built-in queries that cater to fine granularity at the 
message level.
• It has a range of built-in queries that trace a message to its origin at the line 
number of the source code in a paiticular file. They also locate the rank of 
the process from which the message originated. This enables a user to 
quickly zero in on the cause of the error. To provide detailed information on 
the exchanged messages IDLI does not require any modification of the 
user’s application source code.
• In addition, a user can modify the data exchanged by the MPI calls through 
messages. He can do so by replaying the application on a process with a 
sequential debugger of his choice. During replay the data for the MPI calls is 
furnished from the stored data of a previous execution of the application. 
The user can view the data through the sequential debugger and if he feels 
that it is erroneous he can modify it. Next, he can step through the 
application using the sequential debugger to see how the processing would 
have progressed with the modified data instead of the erroneous one.
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Hence we see that IDLI effectively addresses most of the drawbacks of current 
available debugging tools. To summarize in a nutshell, IDLI provides:
•  specific debugging infonnation through sufficient levels of data abstraction,
•  connects global data with local context,
•  has a simple front-end user interface,
•  has built-in queries for querying messages and viewing details of executions of 
MPI routines,
•  allows custom SQL queries to be written by a user, and
•  enables fast and multiple simultaneous replays on any process (at its node, that is, 
physical machine) with a sequential debuggers of the user’s choice.
These feamres enable IDLI to act as a source-level as well as a post-processing 
debugging tool without overwhelming a user with information overloading.
Future Work
We would like to enhance the features of our message debugger IDLI to include the 
following:
• Protocol Conformation:
This feature would allow a user to write specifications of the behavior of the 
protocol. Then using information from the actual messages, IDLI would 
automatically check that the messages satisfy the above specifications [PED03].
•  Deadlock detection
A feature for automatic detection of deadlocks may be provided in IDLI. An 
algorithm that provides automatic suggestions for a deadlock induced state given
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a protocol specification can be found in [PEDOl]. Implementation of this 
algorithm would add automatic correction to automatic detection of deadlocks 
[TRIOS].
•  Support for all MPI functions implemented by LAM-MPI
IDLTs current version supports twenty-four commonly used functions of LAM- 
MPI. This support can be extended to cover all the functions of the LAM-MPI 
interface which would make IDLI a comprehensive tool for debugging any MPI 
routine.
•  Execution with simultaneous multiple communication worlds
At present IDLI is designed to work with message passing in one communication 
world denoted by the communication handle comm. It would be nice to extend 
the functionality to multiple communication worlds which is used in many large 
real time applications for parallel computing.
•  Real time interactive debugging
A great feature which would make IDLI a complete multi-level debugger would 
be to add capabilities for real time interactive debugging of sequential code as 
well as MPI messages on selected processes at different nodes. This feature 
should display contents in the variables of a program as they are populated during 
its execution, aid a user to change data and synchronize MPI function calls in real 
time.
•  Graphical visualization of global level information
Currently IDLI provides global level views of the whole system through data 
abstraction. It would be a nice idea to extend this feature to a graphical display of
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the entire system complete with pictures of active processes at various nodes, 
their executions and contents of messages exchanged [PAN98]. We can also add 
profilers to view the perfom ance of the system as a whole.
•  A Graphical User Interface (GUI)
Last but not the least a worthy feature could be the addition of a GUI which 
supports real time debugging, manages various replay sessions, and enables 
querying of messages along with the above mentioned future features.
These future features would provide a complete debugger for LAM-MPI based on the 
concepts of multi-level debugging.
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APPENDIX 1
PROGRAMS USED FOR TESTING IDLI
#include <stdio.h>
#include "mpi.h"
int main(int argc, char *argv[])
{
int myid, numprocs, tag, source, destination, count, buffer;
MPI_Status status;
MPI_Init(&argc, &argv);
MPI_Comm_size(MPI_COMM_WORLD, &numprocs);
MPI_Conim_rank (MPI_COMM_WORLD, &myid) ;
tag=1234; source=0; destination=l; count=l;
if(myid == source){ 
buffer=567 8;
MPI_Send(&buffer, count, MPI_INT, destination, tag, MPI_COMM_WORLD); 
printf("processor %d sent %d\n", myid, buffer);
}
if(myid == destination){
MPI_Recv(&buffer, count, MPI_INT, source, tag, MPI_COMM_WORLD, &status) 
printf("processor %d got %d\n", myid, buffer);
}
MPI_Finalize(); 
return 0 ;
Figure 56: Listing of the C program used for testing MPI_Send and MPI_Recv.
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#include <mpi.h>
#include <stdio.h>
#include <stdlib.h>
/ *
This program shows how to use MPI_Scatter and MPI_Reduce 
Each processor gets different data from the root processor 
by using MPI_Scatter. The data is summed and then sent back 
to the root processor using MPI_Reduce. The root processor 
then prints the global sum.
* /
/* globals */
int numnodes,myid,mpi_err;
#define mpi_root 0 
/* end globals */
void init_it(int *argc, char ***argv); 
void init_it(int *argc, char ***argv) { 
mpi_err = MPI_Init(argc,argv);
mpi_err = MPI_Comm_size( MPI_COMM_WORLD, &numnodes ); 
mpi_err = MPI_Comm_rank(MPI_COMM_WORLD, &myid);
}
int main(int argc,char *argv[])
{
int *myray,*send_ray,*back_ray; 
myray = send_ray = back_ray = NULL; 
int count ;
int size, i, total,gtotal; 
init_it(&argc,&argv);
/* each processor will get count elements from the root */ 
count=4;
myray=(int*)malloc(count* sizeof(int));
/* create the data to be sent on the root */ 
if(myid == mpi_root){
size=count*numnodes;
send_ray=(int*)malloc(size* sizeof(int)); 
back_ray=(int*)malloc(numnodes*sizeof(int)); 
for(i=0;i<size;i++) 
send_ray[i]=i;
}
/* send different data to each processor */
mpi_err = MPI_Scatter(send_ray, count, MPI_INT, myray, count,
MPI_INT, mpi_root, MPI_COMM_WORLD) ;
/* each processor does a local sum */ 
total=0;
for(i=0;i<count;i++)
total=total+myray[i]; 
printf("myid= %d total= %d\n ",myid,total);
/* send the local sums back to the root */
mpi_err = MPI_Reduce(&total, &gtotal, 1, MPI_INT, MPI_SUM,
mpi_root, MPI_COMM_WORLD) ;
/* the root prints the global sum */ 
if(myid == mpi_root){
printf("results from all processors= %d \n
}
mpi_err = MPI_Finalize(); 
return 0;
,gtotal)
Figure 57 : Listing of the C program used for testing MPI_Scatter and MPI_Reduce.
114
Reproduced with permission of the copyright owner. Further reproduction prohibited without permission.
#include <mpi.h>
#include <stdio.h>
#include <stdlib.h>
! This program shows how to use MPI_Allgather 
! Each node sends its rank and negative of rank to a l l .
* /
/* globals */
int numnodes,myid,mpi_err;
#define mpi_root 0 
/* end globals */
void init_it(int *argc, char ***argv);
void init_it(int *argc, char ***argv) { 
mpi_err = MPI_Init(argc,argv);
mpi_err = MPI_Conim_size ( MPI_COMM_WORLD, &nuitinodes ), 
mpi_err = MPI_Comm_rank(MPI_COMM_WORLD, &myid);
}
int main(int argc,char *argv[])
{
int i, sendarray[2]; 
init_it(&argc,&argv);
/* each processor will send its rank and negative of rank to all */ 
sendarray[0] = myid; 
sendarray[1] = -1 * myid;
int *rbuf = (int *)malloo(numnodes*2*sizeof(int));
MPI_Allgather( sendarray, 2, MPI_INT, rbuf, 2, MPI_INT, MPI_COMM_WORLD) ,
/* each processor prints what is received */ 
printf("myid= %d\n ",myid); 
for(i=0;i<numnodes;i++)
{
int j = 2*i; 
int k = j+1;
printf("\trbuf[%d] = %d rbuf[%d] = %d\n”, j, rbuf[j], k, rbuf[k]);
mpi_err = MPI_Finalize( ; 
return 0;
Figure 58; Listing of the C program used for testing MPI_Allgather.
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#include <mpi.h>
#include <stdio.h>
#include <stdlib.h>
/ *
This program shows how to use MPI_Allgatherv 
Each node sends data, rank number of times to all. 
ie rank 0 sends 0
ie rank 1 sends 1
ie rank 2 sends 2, 102
ie rank 3 sends 3, 103, 203
ie rank 4 sends 4, 104, 204, 304
etc 
*/
/* globals */
int numnodes,myid,mpi_err;
#define mpi_root 0 
/* end globals */
void init_it(int *argc, char ***argv);
void init_it(int *argc, char ***argv) {
mpi_err = MPI_Init(argc,argv);
mpi_err = MPI_Comm_size( MPI_COMM_WORLD, &numnodes ); 
mpi_err = MPI_Comm_rank(MPI_COMM_WORLD, &myid);
)
int main(int argc,char *argv[])
{
int i , j ;
init_it(&argc,&argv) ;
int *recvcnts = (int *) malloc (numnodes * sizeof (int));
int *displs = (int *) malloc (numnodes * sizeof (int));
int ont = 0;
for (j = 0 ;  j < numnodes; ++j)
{
recvcnts[j] = j; 
cnt += recvcnts[j];
}
int *rbuf = (int *) malloc (cnt * sizeof (int)); 
displs[0] = 0;
for (j = 1 ;  j < numnodes; ++j)
{
displs [j] = displs[j-1] + recvcnts[j-1];
)
int *sendarray = (int *) malloc (myid * sizeof (int)); 
for (j = 0; j < myid; ++j)
sendarray[j ] = 100*j + myid;
}
MPI_Allgatherv( sendarray, myid, MPI_INT, rbuf, recvcnts, displs, MPI_INT, 
MPI_COMM_WORLD) ;
for(i=0;i<cnt;++i)
{
printf("\tmyid = %d rbuf[%d] = %d\n", myid, i, rbuf[i]);
mpi_err = MPI_Finalize(); 
return 0;
Figure 59; Listing of the C program used for testing MPI_Allgatherv.
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#include <mpi.h> 
#include <stdio.h> 
#include <stdlib.h>
/*
This program shows how to use MPI_Allreduce 
A sum of first n non-negative integers are done 
and sum of first n non-positive integers are done 
*/
/* globals */ 
int numnodes,myid,mpi_err; 
#define mpi_root 0 
/* end globals */
void init_it(int *argc, char ***argv);
void init_it(int *argc, char ***argv) { 
mpi_err = MPI_Init(argc,argv);
mpi_err = MPI_Comm_size( MPI_COMM_WORLD, &numnodes ); 
mpi_err = MPI_Comm_rank(MPI_COMM_WORLD, &myid);
)
int main(int argc,char *argv[]) 
{
int sendarray [ 2 ] ;  
init_it(&argc,&argv);
/* each processor will send its rank and negative of rank to root */ 
/* root prints the sum */ 
sendarray[0] = myid; 
sendarray [1] = -1 * myid;
int *rbuf = (int *)malloc(numnodes*2 * sizeof(int)); 
MPI_Allreduce(sendarray, rbuf, 2,  MPI_INT, MPI_SUM, MPI_ 
printf("\tmyid = %d rbu f [0] = %d rbuf[l] = %d\n", myid.
_COMM_WORLD); 
r b u f [0], rbuf [ 1 ] );
mpi_err = MPI_Finalize(); 
return 0 ;
}
Figure 60: Listing of the C program used for testing MPI_Allreduce.
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#include <mpi.h>
#include <stdio.h>
#include <stdlib.h>
/*
This program shows how to use MPI_Alltoall
rank 0 sends 0, 
rank 1 sends 100, 
rank 2 sends 2 00, 
sends 3 00, 
sends 400,
1,
101 ,
2 0 1 ,
301,
401,
2, 3,
102, 103, 
202, 203,
302, 303, 
402, 403,
rank 
rank 
etc
expected results are as follows
rank 0 gets 0, 100, 200, 300,
rank 1 gets 1, 101, 201, 301,
rank 2 gets 2, 102, 202, 302,
rank 3 gets 3, 103, 203, 303,
rank 4 gets 4, 104, 204, 304,
etc 
*/
/* globals */
int numnodes,myid,mpi_err;
#define mpi_root 0 
/* end globals */
void init_it(int *argc, char * * *argv); 
void init_it(int *argc, char ***argv) { 
mpi_err = MPI_Init(argc,argv);
mpi_err = MPI_Comm_size( MPI_COMM_WORLD, &numnodes ); 
mpi_err = MPI_Comm_rank(MPI_COMM_WORLD, &myid);
}
int main(int argc,char *argv[])
{
int i ;
init_it(&argc,&argv);
int * sendbuf = (int *) malloc (sizeof (int) * numnodes); 
for(i = 0 ;  i < numnodes; ++i)
{
sendbuf[i] = myid * 100 + i ;
printf("\tmyid = %d sendbuf[%d] = %d\n", myid, i, sendbuf[i]);
}
int *recvbuf = (int *) malloc (sizeof (int) * numnodes);
MPI_Alltoall ( sendbuf, 1, MPI_INT, recvbuf, 1, MPI_INT, MPI_COMM_WORLD) , 
for(i = 0 ;  i < numnodes; ++i)
{
printf("\tmyid = %d recvbuf[%d] = %d\n", myid, i, recvbuf[i]);
)
mpi_err = MPI_Finalize(); 
return 0 ;
Figure 61: Listing of the C program used for testing MPI_Alltoall.
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#include <stdio.h>
#include "mpi.h"
int main(argc,argv) 
int argc; 
char * argv[];
{
int myid, numprocs, tag, source, destination, count, buffer;
MPI_Status status;
MPI_Init(&argc, &argv);
MPI_Coram_size(MPI_COMM_WORLD, &numprocs);
MPI_Comm_rank(MPI_COMM_WORLD, &myid);
tag=1234; source=0; destination=l; count=l;
if(myid == source){ 
buffer=5678;
MPI_Send(&buffer, count, MPI_INT, destination, tag, MPI_COMM_WORLD) ; 
printf("processor %d sent %d\n", myid, buffer);
}
if(myid == destination){
MPI_Recv(&buffer, count, MPI_INT, source, tag, MPI_COMM_WORLD, &status) 
printf("processor %d got %d\n", myid, buffer);
}
MPI_Barrier(MPI_COMM_WORLD) ;
MPI_Finalize{); 
return 0 ;
Figure 62: Listing of the C program used for testing MPI_Barrier.
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This is a simple broadcast program in MPI
* • * • * * * • * * * • * * * * * * * * • * * * * * * * * * * * * * * ■ * ' • * * * * * • * * * * • * * * * • * * * ■ * • * * • * * * * * * * * * *  j
#include <stdio.h>
#include "mpi.h"
int main(argc,argv) 
int argc; 
char * argv[];
{
int i,myid, numprocs; 
int source,count ; 
int buffer[4];
// MPI_Status status;
// MPI_Reguest request;
MPI_Init(&argc,&argv);
MPI_Comm_size(MPI_COMM_WORLD,&numprocs);
MPI_Comm_rank(MPI_COMM_WORLD,&myid);
source=0;
count=4;
if(myid == source){ 
for(i=0;i<count;i++) 
buffer[i]=100+i;
)
MPI_Bcast(buffer,count,MPI_INT,source,MPI_COMM_WORLD) , 
f o r (i=0;i<count;i++)
printf("\n buffer[%d] = %d ",i , buffer[i]); 
printf("\n");
MPI_Finalize(); 
return 0;
Figure 63: Listing of the C program used for testing MPI_Bcast.
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#include <mpi.h>
#include <stdio.h>
#include <stdlib.h>
/ *
! This program shows how to use MPI_Gather 
! Each node sends its rank and negative of rank to root. 
*/
/* globals */
int numnodes,myid,mpi_err;
#define mpi_root 0 
/* end globals */
void init_it(int *argc, char ***argv);
void init_it(int *argc, char ***argv) { 
mpi_err = MPI_Init(argc,argv);
mpi_err = MPI_Comm_size( MPI_COMM_WORLD, &numnodes 
mpi_err = MPI_Comm_rank(MPI_COMM_WORLD, &myid);
)
int main(int argc,char *argv[])
{
int sendarray[2]; 
init_it(&argc,&argv);
/* each processor will send its rank and negative of rank to root */ 
/* root prints what is received */ 
sendarray[0] = myid; 
sendarray[1] = -1 * myid;
if (myid == mpi_root)
{
int *rbuf = (int *)malloc(numnodes*2* sizeof(int));
MPI_Gather( sendarray, 2, MPI_INT, rbuf, 
MPI_COMM_WORLD);
printf ( "myid= %d\n ’ , myid) ; 
int i ;
for ( i = 0 ;i<numnodes;i + + )
2, MPI_INT, mpi_root.
{
}
int j = 2*i; 
int k = j+1;
printf(”\trbuf[%d] = %d rbuf[%d] èd\n", j , r b u f [j] rbuf[k]);
)
else
{
MPI_Gather( sendarray, 2, MPI_INT, NULL, 
MPI_COMM_WORLD) ;
)
mpi_err = MPI_Finalize(); 
return 0 ;
MPI_INT, mpi_root.
Figure 64: Listing of the C program used for testing MPI_Gather.
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#include <mpi.h>
#include <stdio.h>
#include <stdlib.h>
/* ! This program shows how to use MPI_Gatherv
! Each node sends its rank, rank number of times to root.
! ie rank 0 sends 0 ! ie rank 1 sends 1 ! ie rank 2 sends 2, 102
! ie rank 3 sends 3, 103, 203 ! ie rank 4 sends 4, 104, 204, 304 ! etc * /
int numnodes,myid,mpi_err;
#define mpi_root 0
void init_it(int *argc, char ***argv); 
void init_it(int *argc, char * * *argv) { 
mpi_err = MPI_Init(argc,argv);
mpi_err = MPI_Comm_size( MPI_COMM_WORLD, &numnodes ); 
mpi_err = MPI_Comm_rank{MPI_COMM_WORLD, &myid);
}
int main(int argc,char *argv[])
{
int i , j;
init_it(&argc,&argv) ;
/* each processor will send its rank, rank times to root */
/* root prints what is received */ 
if (myid == mpi_root)
{
int *recvcnts = (int *) malloc (numnodes * sizeof (int) 
int *displs = (int *) malloc (numnodes * sizeof (int)); 
int cnt = 0 ;
for (j = 0; j  < numnodes; ++j )
{
recvcnts[j] = j; 
cnt += recvcnts[j];
)
displs [0] = 0;
for (j = 1; j < numnodes; ++j)
displs[j ] = displs[j-1] + recvcnts[j-1'
}
int *rbuf = (int *) malloc (cnt * sizeof (int)); 
int dummy = 0;
MPI_Gatherv( &dummy, myid, MPI_INT, rbuf, recvcnts, displs, MPI_INT,
mpi_root, MPI_COMM_WORLD);
printf ( “myid= %d\n ' , myid) ; 
f o r (i=0;i<cnt;++i)
{
pri n t f ("\trbuf[%d] = %d\n", i, rbuf[i]);
}
}
else
{
int * sendarray = (int *) malloc (myid * sizeof (int)); 
for ( j  = 0; j  < myid; ++j)
sendarray[j] = 100*j + myid;
}
MPI_Gatherv( sendarray, myid, MPI_INT, 
mpi_root, MPI_COMM_WORLD);
}
mpi_err = MPI_Finalize(); 
return 0;
NULL, NULL, MPI INT,
Figure 65: Listing of the C program used for testing MPI_Gatherv.
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#include <stdio.h>
#include "mpi.h"
#include <math.h>
This is a simple isend/ireceive program in MPI
j
int main(argc,argv) 
int argc; 
char * argv[];
{
int myid, numprocs;
int tag,source,destination,count;
int buffer;
MPI_Status status;
MPI_Request request;
MPI_Init(&argc,&argv);
MPI_Comm_size(MPI_COMM_WORLD,&numprocs);
MPI_Comm_rank(MPI_COMM_WORLD,&myid);
tag=1234; 
source=0; 
destination=l; 
count=l;
request=MPI_REQUEST_NULL;
if(myid == source){ 
buffer=567 8 ;
MPI_Isend(&buffer,count,MPI_INT,destination,tag,
MPI_COMM_WORLD,^request);
)
if(myid == destination){
// MPI_Irecv(&buffer,count,MPI_INT,source,tag, MPI_COMM_WORLD, &request) 
MPI_Irecv(&buffer,count,MPI_INT,MPI_ANY_SOURCE,tag,
MPI_COMM_WORLD,&request);
)
MPI_Wait (Screquest,&status) ;
if(myid == source){
printf("processor %d sent %d\n",myid,buffer);
}
if(myid == destination){
printf("processor %d got %d\n",myid,buffer);
}
MPI_Finalize( ) ; 
return 0 ;
Figure 66: Listing of the C program used for testing MPI_Isend and M PIJrecv.
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/ *
This program shows how to use MPI_Reduce_scatter 
This program runs on only 3 nodes.
*/
#include <mpi.h>
int m a i n ( int argc, char* a r g v [] )
{
int i;
int rank, nproc;
int isend[6], irecv[3];
int ircnt[3] = {1,2,3};
MPI_Init( &argc, &argv );
MPI_Comm_size( MPI_COMM_WORLD, &nproc );
MPI_Comm_rank( MPI_COMM_WORLD, &rank );
for(i=0; i<3; i++)
{
irecv[i } = 0 ;
}
for(i=0; i<6; i++)
{
isend[i] = i + rank * 10;
printf("myid = %d isend[%d] = %d\n", rank, i, isend[i]);
MPI_Reduce_scatter(isend, irecv, ircnt, MPI_INT, MPI_SUM, 
MPI_COMM_WORLD);
for(i=0; i<3; i++) 
{
printf("myid = %d irecv[%d] = %d\n", rank, i, irecv[i]);
}
MPI_Finalize{) 
return 0 ;
Figure 67 : Listing of the C program used for testing MPI_Reduce_scatter.
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#include <stdio.h>
#include <unistd.h>
#include "mpi.h"
int main(argc,argv) 
int argc; 
char *argv[];
{
int myid, numprocs; 
double timeVal;
MPI_Init(&argc, &argv);
MPI_Comm_size(MPI_COMM_WORLD, &numprocs); 
MPI_Comm_rank(MPI_COMM_WORLD, &myid);
sleep (myid * 3); 
timeVal = MPI_Wtime ();
printf ("\nmyid = %d timeVal = %50.201f timeVal 
myid, timeVal, timeVal, timeVal);
printf ("\nsizeof double = %d", sizeof (double));
MPI_Finalize(); 
return 0 ;
= %g timeVal = %50.20e"
Figure 68: Listing of the C program used for testing MPI_Wtime.
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