The Origins of New Zealand English project (ONZE) at the University of Canterbury houses a large audio corpus. Until a few years ago, this corpus was stored as a series of audio tapes and Microsoft Word documents. However the corpus is now housed on a central server, and can be interacted with via the tailor-made software 'ONZE Miner'. ONZE Miner is a digitally interactive database which enables researchers to search across and interact with sound files. It houses time-aligned transcripts of the sound-files, which are tagged for phonological, grammatical and morphological information, all of which is searchable. The researcher can conduct acoustic analysis of sound files directly via the ONZE Miner interface. Search results can be exported into excel, together with hypertext links to the relevant sound files. This paper describes the development and the architecture of the ONZE Miner software.
Introduction
The University of Canterbury houses a large audio archive of over 1000 hours of recorded speech, spanning the entire history of the dialect. The earliest born speakers were born in the 1850s, near the beginning of organised European settlement into New Zealand.
Since 2002 we have been working on ways to store and interact with these sound files efficiently. In an initial search we were unable to identify any software that would provide the kinds of tools we needed, and so began work on developing appropriate software ourselves. The result -ONZE Miner -is a browser-based linguistics research tool that can store audio recordings and synchronised text transcripts. Users can search or browse through the transcripts, and interact directly with the audio files. Searching can be done at multiple levels of representation (e.g. phonological, morphological, text...) , and the matching parts of the transcripts can be played, or opened in acousitic analysis software, all directly through the web-browser. We have made the software available through a GNU public license, and labs outside of Canterbury have also started to make use of the software. In this paper, we outline the history and development of the ONZE Miner system, and describe its current status and architecture.
Background

The ONZE Project corpora
The ONZE Project has a large (more than 1000 hours) archive of recordings of people born in New Zealand from the 1850s to the 1980s, organised into three corpora. The oldest collection, the 'Mobile Unit Corpus', contains recordings of speakers born between 1850 and the early 1900s. The second collection, the 'Intermediate Corpus', features speakers who were born between 1890 and 1930 (including some descendants of the 'Mobile Unit' speakers). The third collection, the 'Canterbury Corpus', contains recordings made by students of linguistics, and includes speakers born between 1935 and 1985 . Taken together, these three collections of records include speakers from the entire span of the history of New Zealand English. The history and the content of the corpus is fully described in Gordon et al. (forthcoming) . The corpus has been subject to intensive linguistics analysis over the last decade or so. Recent publications include indepth auditory and acoustic phonetic analysis of the early Mobile Unit speakers (e.g. Gordon et al. 2004; Trudgill 2004; Hay and Sudbury 2005) , and acoustic analysis of a selection of vowels in the Intermediate Corpus (e.g. Langstrof 2006) , and in the Canterbury corpus (e.g. Maclagan and Hay in press) . Most work has concentrated on phonetics, although there has also been some syntactic analysis of the corpus (e.g. Hay and Schreier 2004; Bresnan and Hay forthcoming) .
When we decided to migrate the corpus to a digitally interactive format, much of the recorded material had been transcribed. Transcripts were simply Microsoft Word documents, and not associated with the audio in any direct way. The audio was stored on cassette tape. This meant that researchers had to spend a lot of time identifying tokens within the transcripts and then locating the actual utterances within the audio recordings. Analysis of a particular variable was extremely lengthy. In the case of auditory analysis, this involved working with the tapes on transcription machines, fast forwarding and rewinding to isolate variables of interest. In the case of acoustic analysis, relevant excerpts would need to be identified and digitised, before being inspected in appropriate acoustic analysis software.
In 2002 these recordings were all transferred onto CD, which raise new opportunities for interacting with the sound files in much more efficient ways.
We started to investigate the possibility of migrating some of the transcripts into a format which included time stamping, so that the researcher could straightforwardly access relevant audio excerpts via the transcript.
Evaluation and selection of a transcription tool
Our initial goal was to identify existing software which could be used to represent synchronized audio files and text transcripts.
The requirements were:
• Ease of use for transcription, so that training of transcribers takes the minimum amount of time, and transcription itself is as easy as possible.
• Ease and speed of use for text searching and listening to audio, as this was the primary problem to overcome.
• Platform independence, to fit with the variety of hardware and software platforms that might be available to students and researchers.
• Open source, so that modification of the software would be possible if customisation were required.
After an exploration of software option, we settled on 'Transcriber' (http://trans.sourceforge.net/) -a system designed for the annotation of broadcast news recordings by DGA (Barras et al. 2000) . NXpeds Footpedals (http://www.nxpeds.com) were also purchased and programmed for use with Transcriber, so that transcribing proceeds very similarly to the traditional use of a transcription machine.
Transcriber was found to be easy and quick to use for creating new transcripts. It also had the advantage that existing transcripts could be fairly easily time-aligned by pasting text from Microsoft Word into Transcriber and then setting the synchronization points with the recording -this generally takes about twice real-time -i.e. a one hour interview takes 2 hours to synchronize by hand from an existing transcript text.
Design goals
We began the process of migrating our transcripts into Transcriber format, and developed a simple script which would translate these into Praat textgrids. Praat is a freely available high quality acoustic analysis software (Boersma and Weenik 2001; Boersma and Weenik 2005) . The ability to work with transcribed audio files in both Transcriber and Praat immediately increased our productivity.
In terms of the working with the entire corpus, however, we felt limited by the fact that these tools were focused on working with one sound file at a time.
The use of Transcriber greatly enhanced the accessibility of the sound recordings directly from the transcripts. However, searching for tokens across many files though a Transcriber interface would still require opening individual files and performing text searches in each one. Also, the text searches within the file didn't allow automatic filtering by speaker, so results are returned for speakers who are not of interest (e.g. the interviewer on the recording).
A further search revealed no software tools that might allow easy organization of the collection of transcripts, such that searches across them all, or some well defined subset, might easily be performed. Development of a new system to organize and interact with transcripts was required.
The functional requirements were as follows:
• Categorization of transcripts into corpora, to allow the existing three corpora to be separable as required • Filtering of transcripts based on attributes of the speakers that appear in them, including the corpus to which they belong, and also their demographic information • Search functionality to allow regular-expression searches across all utterances of selected speakers, at least by orthographic transcription, but preferably also by phonemic transcription, syntactic category, etc. if possible • Search results and transcripts to be exportable for easy use with other software tools -for example sound samples of utterances to be exportable for acoustic analysis in Praat, results of searches to be exportable to Microsoft Excel, etc.
• Integration of audio recordings with the time-aligned transcripts, so that the user can listen to or extract parts of the recordings with a minimum of time and effort
Our aim was meet these functional requirements, while also meeting a variety of technological goals:
• Central store of transcripts to allow multiple students/researchers simultaneous access to the most up-to-date versions of transcripts • Easy deployment across a widely dispersed university campus environment • Platform independence, because of the heterogeneous nature of IT resources available • Graduated access restriction based on the identity of the user, to prevent accidental or deliberate corruption of data • Relatively easy to distribute, so that other research projects can take advantage of the software too
Description of ONZE Miner
A system was designed and built using readily available technologies. Open-source webserver and database systems were selected, and the software itself was written under an open-source license, to facilitate distribution and development.
1 Basic User Interface
Uploading transcripts
ONZE Miner is essentially a database for time-aligned transcripts of audio recordings. Time-aligned transcripts are produced using Transcriber, which creates an XML document aligning the transcript text with the corresponding location in the audio recording. The transcript is then uploaded to ONZE Miner, via a web browser, which allows the transcripts and additional information about the speakers to be stored in a central database.
Transcript searches
Once transcripts are in place, searches can be performed across transcripts which meet certain criteria (e.g. based on age/gender of the speaker, corpus the transcript belongs to, etc.). Figure 1 shows the filter page, on which the speakers to be searched are selected. When the speakers have been selected, their utterances can then be searched. There are currently two search mechanisms. The first is a simple text-based search which allows orthographic or regular expression searches. The second is a 'layered' search which searches across different layers of representation. A search screen showing a simple text-based search is shown in figure 2.
insert FIGURE 1 about here insert FIGURE 2 about here This search returns a list of all of the utterances from the selected transcripts which match the query. If desired, this list can be exported (together with relevant speaker information) directly to Excel, ready for further analysis, as shown in figure 3.
insert FIGURE 3 about here
The content of the spreadsheet contains a URL that allows access to the interactive transcript via ONZE Miner, so that the audio recording of the matching utterance is easily accessible. For layered searches, the content of the spreadsheet can be configured to include representations other than the orthography of the transcript.
Alternatively, clicking on an utterance returned by the search produces the full interactive transcript for the speaker involved, positioned with the relevant utterance at the top of the screen (see figure 4 ). Any part of the transcript can be clicked on, and listened to, if the audio medium is available. Media can be stored on a webserver, on disk, or on CD (which is prompted for if required).
insert FIGURE 4 about here
In the interactive transcript, clicking on the 'Praat' icon to the left of any given utterance opens that utterance in Praat acoustic analysis software, so that its acoustic properties can be inspected, as shown in figure 5 . In addition, a Praat text-grid for the transcript can be generated, as shown in figure 6.
insert FIGURE 5 about here insert FIGURE 6 about here
Integration with other software tools
Transcriber
As outlined above, Transcriber (http://trans.sourceforge.net/) is used to transcribe recordings before they are entered into ONZE Miner. Transcriber produces an XMLformatted file for each transcript, the structure of which impacts on how ONZE Miner processes and stores transcript information. The basic structure of the XML files is:
• A collection of limited data about the speakers who appear in the transcript, including their name, their accent, whether they are a native-speaker, etc.
• A series of 'turns' that the speakers take, including the possibility of turns where more than one person speaks at once • Within each turn, the orthographic transcription of the speech, interspersed with time-stamped synchronisation points to line up the text with the recording.
When a transcript is uploaded into ONZE Miner, the speaker names are consulted to see if previously uploaded transcripts featured those speakers. If not, new speaker records are created. The transcript file is stored on the server, and the text is analyzed to allow layered representation of the transcript (see 2.2.4). While a copy of the original file is stored on the server, the ONZE Miner database itself stores enough information to reproduce the transcript file -i.e. all speaker information and the transcribed text with turn and time-stamp information is stored in a MySQL database.
The transcript file itself can be accessed from the interactive transcript page, in case it needs to be re-opened in Transcriber for subsequent editing. Transcripts that are edited after being entered into ONZE Miner must be re-uploaded for the changes to become available.
Praat
Praat (http://www.praat.org/) is a widely-used acoustic analysis tool. ONZE Miner has been designed to interact with Praat to allow the recording, or a sample of it, to be opened in Praat directly from the interactive transcript page. This is achieved by using 'Sendpraat' -a program that can be downloaded from the Praat website (http://www.fon.hum.uva.nl/praat/sendpraat.html) -and a java applet that makes the audio accessible, runs Praat, and invokes Sendpraat to send messages to Praat directly from the web browser. This applet can either instruct Praat to open the entire audio file, or to extract a selected utterance from the file and open the selection for analysis.
The java applet has a security certificate, which must be accepted by the browser software in order to allow sufficient access to the system to save audio files locally and run Praat and Sendpraat. Praat and Sendpraat must be already installed on the computer for ONZE Miner to work with it.
In addition, a link on the interactive transcript page provides access to the transcript text formatted as a Praat 'textgrid' file. This allows transcribed text and speaker information to be accessible to Praat, in addition to the audio recording.
Data Export
Search results, with various optional columns, can be exported in 'CSV' text format, which can easily be imported into Microsoft Excel or other spreadsheet/database software. This spreadsheet can contain information about the speaker, the transcript, the full text of the matching utterance, and the part of the utterance that matched the search pattern, the time-stamp of the utterance, and a URL for the utterance in interactive transcript so that it can be accessed directly from the spreadsheet. In addition, if CELEX has been integrated with ONZE Miner (see below), additional representations of the matching text can be available (phonemic transcription, morphology, etc.)
CELEX and layered searching
CELEX (http://www.ru.nl/celex/), the Dutch Centre for Lexical Information, compiled three electronic databases of lexical data, for Dutch, German and English (Baayen et al. 1995) . The English database contains 52,446 lemmata representing 160,594 wordforms, sourced from Oxford and Longman dictionaries. Usage frequency data come from the Birmingham University/COBUILD corpus, which contains a mix of written and spoken language sources. The databases contain:
• the orthography (variations in spelling, hyphenation)
• the phonology (phonetic transcriptions, variations in pronunciation, syllable structure, primary stress) • the morphology (derivational and compositional structure, inflectional paradigms)
• the syntax (word class, and word class-specific subcategorizations, argument structures for Dutch) • word frequency (summed word and lemma counts) Development of the databases ceased in 2001, but they are still available online, or on CD. The CD contains ASCII text files organized by language and lexical properties, and also various utilities for manipulating the text data.
The CELEX corpus is distributed on CD as a series of 'flat' text files. A normalised relational database structure was designed, and a utility developed so that the content of these files can loaded into this database, to facilitate looking up word information. In this way, all the lexical data in the CELEX databases are available to ONZE Miner. Once this data upload is performed, the transcripts can be layered -i.e. in addition to orthography, other 'layers' can be superimposed over the transcripts -containing phonology, morphology, syntax, or frequency information.
Each word in each transcript is stored in the database as a series of 'layers' of representation. The 'bottom' layer is the word as it was originally typed in the transcript, and a number of other layers are stacked on top of it, each containing a different representation of the word.
If the CELEX database is being used, in addition to the transcript layer ONZE Miner also automatically generates:
• an orthography layer: this is much the same as the transcript layer but with a few transformations that tidy up the original text, to maximise the chances of a match in the CELEX database -primarily, all punctuation (except apostrophes and internal hyphens) is removed.
• an IdNum layer: this is the result of searching for the orthography in the CELEX database. This is the numeric CELEX identifier that identifies the wordform, and is used to produce other CELEX layers. In addition a number of other CELEX layers can be configured, to look up, for example, morphological or phonetic representations of the words. Figure 7 shows an example line from an ONZE transcript, showing the text, a phonological layer, and a morphological layer.
insert FIGURE 7 about here These layers are created by simply looking up the words, based on their orthography, in the CELEX database, and storing all possible matches in the layers. No attempt is made at this stage to disambiguate the results by examining the context of the word within the text. The most frequent variant of the word in CELEX is displayed on the screen, but all variants are stored in the database, and returned if they match a query.
When creating layers, an SQL query must be created, which specifies how to retrieve and present the desired representation for a word. This query is used by ONZE Miner to create the word layers from the CELEX data. Several representation formats are available:
• plain text -primarily for use with morphological and syntactic representations, (e.g. 'N' as the syntatic category, or 'mine+er' as morphology).
• phonetic -for use with phonetic transcriptions of words (e.g. 'maInər'). This allows the interactive transcript page to display the layer approximating IPA using Unicode character sets, or using the SIL IPA fonts, if they are installed.
• numeric -for use with frequency data (e.g. the word 'miner' appears in the COBUILD corpus 41 times).
Layered searches
Once the layers are defined, they can be searched. Layered searches are achieved using a matrix of regular expressions -a search can span several successive words, and can match regular expressions on different layers. A simple search might be one word wide and one layer deep -e.g. to return 'all words that could be nouns', the search would be across one word and involve only the 'syntax' layer.
insert FIGURE 8 about here
A slightly more complicated search might be, for example, to find 'all possible prepositions that begin with a vowel which follow the word "not"'. This would be a search across two words, and involve three layers (the 'orthography' layer, to match the word 'not', the 'syntax' layer to find prepositions, and the 'phonology' layer to match words beginning with a vowel). Figure 8 shows how the user would define the layers to perform the search over (a), and then enter the search query (b).
For any layer selected, regular expressions can be entered for matching a single word. If a word's representation at that level matches the expression, the match is successful for that word. If more than one expression is entered in a column, then all of the expressions for the word must match, for the match to be successful on that word.
Patterns can be matched against adjacent words -each column represents one word -or against words with up to one or two intervening words.
All possible values for a given layer are searched. This means that, for example, and instance of the word 'fine' appearing in a transcript will match searches for nouns, adjectives, and verbs.
In addition to regular-expression searches, layers that are defined to have numeric content (e.g. the frequency of a word in the COBUILD corpus) can be searched on the basis of numeric value -i.e. a minimum and maximum value can be specified, and words whose values fall into the specified range will be returned.
Architecture
Data organisation
Each transcript that is uploaded belongs to a family -this preserves the grouping and order of multiple transcripts that are uploaded together, so long recordings can be broken up into manageable chunks. For us -these 'chunks' are the tracks that existed on our original CDs.
Each transcript has a number of speakers. If a speaker isn't already in the database, then a new speaker record is created.
A corpus is specified when transcripts are uploaded -this was intended to allow data to be separated, if required, between the three archives kept by the ONZE Project. Each transcript is permanently assigned to this corpus, and this determines where the file is stored on the server (see section 3.4).
Each speaker is also added to this corpus. A speaker can belong to more than one corpus at a time -on the filter page, it is the speaker's corpus that is used to determine which utterances to search. This allows the creation of temporary corpora if researchers want to deal with only a subset of speakers, and allows speakers (like the interviewer) to be excluded from the filter page easily -they are simply removed from all corpora. Each transcript also has a 'transcript type', which allows certain classes of transcripts to be filtered out of searches. For the ONZE Project, for example, the Canterbury Corpus recordings include both an interview and a word-list reading for each speaker, with a different transcript uploaded for each. Two 'transcript types' were defined ('word list' and 'interview') so that, for example, searches could be made that only included word-list utterances. The overall organisation is shown in figure 9 .
insert FIGURE 9 about here
Client/Server structure
In order to meet the technical and functional requirements of the system, ONZE Miner is implemented as a 'web-application' -i.e. the transcripts and database, and optionally the sound files, are stored in a central location, with a web-server performing search and format conversion processing, and serving HTML documents and other files to client web browsers (see figure 10 ). This means that multiple researchers in different locations can access the database simultaneously, as long as they have network access to the server. The sound files can also be played accessed from CDs, if required.
insert FIGURE 10 about here This means that ONZE Miner can serve clients (web-browsers and java applets) across a network or the internet. However, for 'standalone' research, it is also possible to run both the server and the client on the same machine -there is no need for a networked environment.
Media storage options
Sound files are generally large in size, depending on their encoding, and how they are stored and accessed depends somewhat on what hardware and IT architecture is being used.
CDs
The default behaviour of ONZE Miner assumes that sound files are stored on CDs, which are accessible to those using the interactive transcripts. ONZE Miner prompts them to insert the required CD when they open the transcript. This was the initial option used for the ONZE Project, because files at that stage were accessed from our CDs, in 44kHz stereo WAV files.
Server storage
It is possible to store the files on the ONZE Miner server so that they're accessible directly, obviating the prompt-and-access-CD procedure. When the interactive transcript is accessed, instead of prompting the user to enter a CD, the sound applet accesses the file directly from the server. This option became available for the ONZE Project with the acquisition of a high-disk-capacity server. The sound files were copied from CD on to the server using a custom built utility (see 4.2.1) that ensured the files were organised in a structure that was compatible with the way ONZE Miner organises other files on the server (see below). In order to maximise the usage of this capacity, without compromising the quality of the recordings for analysis purposes, this utility also downsamples the files to 22kHz mono WAV files, which reduced each file to a quarter of its original size.
When the sound files are stored on the server, there are two possibilities for accessing them from the interactive transcript:
• HTTP: the files can be downloaded by the sound applet through the web server. This option will work regardless of the platform of the client computer, and will work over the internet. However, HTTP is a transfer protocol designed for transferring text documents, and for large recordings might prove to be impractically slow.
• Shared Folder: in Microsoft Windows networked environments, the folder on the server can be 'shared', and the sound applet can access the shared folder. This is a platform-specific solution, but is much faster in terms of performance, and was the architecture utilized ultimately for the ONZE Project. This unfortunately does not currently work automatically for researchers using other platforms, although they can still access the sound by using CDs.
File organisation, formats, and conversions
ONZE Miner stores various files on the server:
• The transcript (.TRS) file produced by Transcriber • A Praat text-grid version of the transcript (.GRID file)
• Optionally, the sound (.WAV) file
These files are organised in hierarchy of folders so that a) ONZE Miner can find them when required, and b) researchers can find them directly on the server as required, and also store related files in a sensible place (for example for the ONZE Project, it was desirable also to store a copy of the original Microsoft Word transcript file).
The hierarchy of folders is:
• The 'corpus' into which the transcript was originally uploaded • The 'family' of transcripts that were uploaded together (e.g. a long interview might be broken into several shorter recordings -the transcripts for these can be uploaded at the same time to group them together and preserve their sequence) figure 11. insert FIGURE 11 about here
In the ONZE Project, long interviews were broken into smaller recordings, resulting in a series of .WAV files and corresponding .TRS files for one interview. These are uploaded all together, so that they are stored together and their order is preserved. A principle of numbering these files sequentially (e.g. MrSmith01.trs, MrSmith02.trs, MrSmith03.trs, etc…) was implemented to facilitate clarity when dealing with the files, however this numbering is not used or enforced by ONZE Miner, which allows files to have any name. ONZE Miner does, however, keep 'families' of transcripts together, preserving the order in which files are entered on the upload page.
Security options
Depending on the source and nature of the recordings transcribed, different levels of access may be required. ONZE Miner currently supports three approaches to userauthentication and access.
No security
In the initial phases of development, no user-authentication was required, and this suits an environment where a small number of researchers are working together on lowsensitivity data. When ONZE Miner is installed, by default there are no security restrictions
Local security
An ONZE Miner specific user database can be used. This allows usernames and passwords to be created, and assigned different levels of permission to ONZE Miner: Search and view permission -searches can be performed and transcripts viewed Upload and edit permission -transcripts can be entered into the database, and speaker data can be modified Administrator permission -all aspects of the ONZE Miner setup can be configured, including creating new corpora, editing layers, defining transcript types, etc.
This type of security allows restrictions to be in place, to prevent corruption of the data by users, and also provides a basic level of password-protected security -i.e. to access any information a username and password is required. Once we had a stable, working version of ONZE Miner, this became appropriate in the ONZEProject because some of the recordings are under copyright, and so cannot be made generally available.
External LDAP database
An external user directory can be used to authenticate users, if it supports the LDAP protocol. There are still three levels of access defined within ONZE Miner (as above), but the process of verifying a username and password is passed off to an external server. We shifted to this security option for the ONZE Project when a larger range of students were provided access to the data, for use in their studies. Instead of managing a large group of new usernames and passwords, their pre-existing university usercodes (provided by the university IT services department) could be used to give them access to ONZE Miner.
Other options
ONZE Miner uses the security framework supplied by Apache Tomcat (the java web server engine under which ONZE Miner runs), so any other options available to Tomcat could be used by ONZE Miner. This includes external user databases accessible via JDBC, JNDI, or JAAS.
Technology
Java and Browser-based access
ONZE Miner is primarily a browser-based application because this facilitates easy access for clients to the database -any modern computer, regardless of operating system, normally has a web-browser already installed -this means that for basic access to an ONZE Miner database, no software installation is required at all on the client -only network access to the server. Java was selected for both client and server side technologies, because it is platform independent. Some client-side components could not be implemented directly with any web browser; primarily, access to and manipulation of sound files by third-party applications. These are implemented with java, which means that any client that has java installed should be able to access these facilities. Java was used for the server-side components because this allows the server to be deployed on any operating system that supports java and a JSP/servlet containing webserver. Apache's Tomcat servlet container was used for development and deployment, but any other standards-compliant servlet architecture should suffice. The database management system used by ONZE Miner is MySQL, mainly because it is freely available, relatively platform independent, and generally performs well as a relational database engine.
A number of areas in ONZE Miner, notably the implementation for transcript word layers and layered searches, use SQL features that are specific to MySQL. This means that a different database engine (like PosgreSQL or Microsoft SQL Server) cannot easily be used instead.
These MySQL specific features were used partly because the database design required them for performance reasons, and partly because regular-expression matching is implemented with a different SQL syntax on different database platforms. Thus avoiding database-specific features would require having poor performance and losing the power of regular-expressions in searches. As ONZE Miner is primarily a search tool, this dependence on a particular database engine was regarded as inevitable.
Future Directions
Custom layers and transcript annotation
The addition of support for looking up word representations in the CELEX database involved the addition of the 'layered' nature of the ONZE Miner data structure; a number of layers are predefined, and each word in each transcript can have a number of representations in each layer. These representation layers are used to store CELEX data, but could easily be extended to other data about individual words, which could be manually or automatically entered by researchers.
In order to achieve this, extra layers could be arbitrarily added, and then used to store whatever extra information is desired. This could be coded annotations for later identification and extraction of words, formant measurements, intra-word timestamp information, or any arbitrary numeric or textual value.
It would be possible to manually enter codes or measurements, but also it may be possible to allow uploading a file -e.g. a Praat text-grid -from which extra layer information like mark timestamps and text could be automatically extracted and inserted into a specified ONZE Miner layer.
In this way, ONZE Miner could be used to store and accumulate measurements, classifications, or other output from research, which might be useful to other researchers later. These layers, like the CELEX layers, could be searched, extracted in search results, and perhaps extracted into Praat text-grids or other data formats generated by ONZE Miner. This will be a focus of future development.
Automated word-level alignment
For ONZE Miner to extract word-level timestamps and intervals (see 5.1) from Praat text-grids, the grids would need to contain information about which word to apply the timestamp or interval to. The easiest way to facilitate this is to generate a text-grid which contains the time-aligned position for every word in the transcript.
Normally when transcripts are created with Transcriber, a synchronisation point is inserted at the end of each phrase or each sentence, or when the speaker pauses. Creating transcripts that contain a synchronisation point for each word would be extremely labourintensive, and produce unreadible transcripts.
One possibility is to create pseudo-word-alignments by spacing the words out evenly through each utterance (see figure 12) . Then the researcher can correct these word alignments manually to truly line up with the audio, as required for the words being analysed.
insert FIGURE 12 about here However, it may be possible use existing speech-recognition software (such as the HTK Speech Recognition Toolkit developed by the Cambridge University Engineering Department: http://htk.eng.cam.ac.uk/) to analyse the audio and, based on 'utterancelevel' transcripts, determine the start and end time of each word within each utterance (see figure 13 ).
insert FIGURE 13 about here
The result would be transcripts that are time-aligned to the word-level, making the development of a cumulative database of research outputs much easier to produce. This is a focus of current work.
Better syntax tagging
The current system of tagging words with their syntactic category involves a simple lexical lookup in the CELEX database, and storing all possible syntactic categories -so any and all instances of the word 'like' could be a verb, noun, adjective, preposition, or subordinating conjunction. All of these possibilities are stored in the ONZE Miner word layer, so whenever searches are performed for verbs, nouns, adjectives, prepositions, or conjunctions, the word is potentially returned as a result of the search; it's up to the researcher themselves to weed out false-positives. This exhaustive method, although functional, is crude. It takes no context information into account whatsoever. No disambiguation is performed.
There are obviously much more accurate systems of syntax-tagging text, based on contextual information, which could hopefully be accurate enough to use for transcripts of spoken languages (the ONZE corpora contain only spoken language). One or more of these might be able to interact with the ONZE Miner system, to produce syntax wordlayers which contain far fewer false positives. For example the Stanford Natural Language Processing Group has developed a statistical parser in java, which builds syntax trees from word strings (http://www-nlp.stanford.edu/downloads/lexparser.shtml). Not only does this provide a more accurate indication of the syntactic category of a given word, but also provides a likely syntactic structure across words. A database structure could possibly be developed to allow syntax trees to be parsed and loaded into the ONZE Miner, allowing syntactic patterns to be searched for, in addition to the word-based features that can currently be searched. This might allow searches like 'main verb "have" that appears in a verb phrase c-commanded by a modal' to be performed.
Other types of automatically-generated layers
With the integration of the CELEX database to generate layers of representation, ONZE Miner becomes a far more powerful tool for linguistics research. However, the content of the layers is restricted to the contents of the CELEX database. It would be useful to develop a generalised mechanism to allow other sources of data to be consulted for the purposes of generating representation layers for transcripts.
This might include pronunciation dictionaries or databases for languages other than those available from CELEX (English, German and Dutch). Also other 'calculated' data, like frequency information derived from the contents of the ONZE Miner database itself, may be useful to have access to for the purposes of searching or exporting.
Conclusion
ONZE Miner has had a huge impact on the functionality of the corpora at the University of Canterbury. Projects which would previously have been massive undertakings now fall easily within the scope of an undergraduate project. We can very quickly ask, and answer, questions about change and development in New Zealand English. While we have developed ONZE Miner primarily for our own use, we are also happy to provide advice to anyone who is interested in installing ONZE Miner. The current version has been licensed under a GNU public license and is available for download from http://www.ling.canterbury.ac.nz/jen/onzeminer. While continued development and support depends on the ongoing availability of grant money, we certainly hope to continue to work on this project for some time yet to come. 
