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Introduction
This paper is about developing a similarity function that operates on pairs of sets of vectors -where, for example, a vector can represent an image and a set of vectors could represent a video sequence -in such a way that the function can be plugged into a variety of existing classification engines.
It would be natural to ask why would one need such a function to begin with? The conventional approach to representing a signal for classification tasks -be it a 2D image, a string of characters or any 1D signal -is to form a onedimensional representation, which is typically an attribute vector x i in some space R n defined as the instance space. However, there are situations which call for representing an instance as a set of vectors. For example, in a visual interpretation task, the models themselves may be obtained from sets of images (such as a video sequence), and in machine learning when a training set is pre-expanded to contain virtual examples in order to incorporate prior knowledge about invariances of the input data. To be concrete, we will describe a couple of such situations below.
In the context of face detection, contemporary face tracking systems can provide long sequences of images of a person. Thus, for better recognition performance, it has been argued ( [14, 19] , for example) that the information from all images should be used in the classification process -rather than matching a single image to a set of model images. One is therefore faced with the problem of matching between two sets of images (where each image is represented by a vector of pixel values).
For a second example, consider a visual surveillance task of deciding whether a video sequence of people in motion contains an "irregular" trajectory. The application can vary from detection of shop-lifting, breaking-and-entry or the detection of "irregular" movements of an individual in a crowd. Given that the motion trajectory of an individual can be modeled as a vector of positions over time, then the most natural representation of the entire video clip is a set of vectors. We would be looking, therefore, for an appropriate set-matching measure which could be plugged-in into conventional classification engines. More details are provided in Section 4.
For convenience, we represent the collection of vectors in R n as columns of a matrix, thus our instance space is the space over matrices. In both examples above, the order of the columns of a training matrix is unimportant, thus the similarity metric over a pair of matrices we wish to derive should ideally match between the two respective column spaces, rather than between the individual columns. Another useful property we desire is to incorporate the similarity metric with a non-linear "feature map" φ : R n → F with a corresponding kernel satisfying k(x, x ) = φ(x) φ(x ). A typical example is a feature map of dimension
representing the d'th order monomial expansion of the input vector with the corresponding kernel k(x, x ) = (x x ) d . Working with feature maps allows one to represent non-linearities, as for example the linear subspace defined by the column space of the ma-trix A = [φ(a 1 ), ..., φ(a k )] is a surface in the original input space R n . Therefore, the measure of similarity between two matrices undergoing a feature map translates to a measure between the two underlying surfaces in R n . Because of the prohibitly high dimension of the feature space, we wish to avoid evaluating the function φ(). This can be accomplished with the use of the "kernel trick" by having a similarity metric f (A, B) which can be implemented using inner products only between the columns of A = [φ(a 1 ), ..., φ(a k )] and B = [φ(b 1 ), ..., φ(b k )]. Finally, to make general use of the similarity function, we also desire that f (A, B) forms a positive definite kernel on its own accord (for reasons described later).
In this paper we propose a measure over the principal angles between the two column spaces of the input matrices A, B. The principal angles are invariant to the column ordering of the two matrices, thereby representing a measure over two unordered sets of vectors. The challenge in this work is two fold: the first challenge is to compute the principal angles in feature space using only inner-products between the columns of the input matrices, i.e., using only computations of the form k(a i , b j ), k(a i , a j ) and k(b i , b j ) for i, j = 1, ..., k. The second challenge is to introduce an appropriate function over the principal angles such that f (A, B) forms a positive definite kernel.
Related Work
The idea of using principal angles as a measure for matching two image sequences was proposed in [19] with dissimilarity between the two subspaces measured by the smallest principal angle -thereby effectively measuring whether the subspaces intersect, which is somewhat similar to a "nearest neighbor" approach. However, the assumption that a linear subspace is a good representation of the input set of vectors is somewhat restrictive with decreasing effectiveness for low dimension n and large input set size k. In our approach, the dimension of the feature space is very high and due to the use of the "kernel trick" one effectively matches two non-linear surfaces in R n instead of linear subspaces.
Another recent approach for matching two image sequences, proposed by [14] , is to compute the covariance matrices of the two input sets, and to use the KullbackLeibler divergence metric (algebraically speaking, a function of AA , BB assuming zero mean column spaces) assuming the input set of vectors form a Gaussian distribution. The fact that only input space dimension R n is used constrains the applicability of the technique to relatively small input sets, and the assumption of a Gaussian distribution limits the kind of variability along the input sequence which can be effectively tolerated.
Other ideas published in the context of matching image sequences are farther away from the concepts we propose in this paper. The common idea in most of the published literature is that recognition performance can be improved by modeling the variability over the input sequence. Most of those ideas are related to capturing "dynamics" and "temporal signatures" [8, 9, 4] .
Kernel Principal Angles
Let the columns of
in the feature space where φ() is some mapping from input space R n onto a feature space F with a kernel function
) between the two subspaces are uniquely defined as:
subject to:
The concept of principal angles is due to Jordan in 1875, where [10] is the first to introduce the recursive definition above. The quantities cos(θ i ) are sometimes referred to as canonical correlations of the matrix pair (A, B). There are various ways of formulating this problem, which are all equivalent, but some are more suitable for numerical stability than others. A numerically stable algorithm was proposed by [5] based on the QR factorization and SVD, as follows. Let A = Q A R A and B = Q B R B where Q is an orthonormal basis of the respective subspace and R is a upperdiagonal k × k matrix with the Gram-Schmidt coefficients representing the columns of the original matrix in the new orthonormal basis. The singular values σ 1 , ..., σ k of the matrix Q A Q B are the principal angles cos(θ i ) = σ i .
The challenge of computing the principal angles is that the matrices Q A , Q B should never be explicitly evaluated because the columns of the Q matrices are in the high dimensional feature space. Our task therefore is to compute Q A Q B without computing the individual matrices Q A , Q B .
Consider the result of the Gram-Schmidt orthogonalization process of the matrix A: Let v j ∈ F be defined as:
Then,
where
The QR factorization is therefore:
Assuming the columns of A are linearly independent (this assumption will be removed later) then S
−1
A is well defined, and
from which we obtain: Q A = AR
A and R A = D A S A . The last step taking us from (5) to (6) , although may appear somewhat artificial, is actually the key to making the kernel-based computation of principal angles work. All we will need is to compute D A and S 
B , where A B involves only inner products between the columns of A and B and thus can be computed by using the kernel:
What remains to show is that D A , S
A can be computed with only inner-products of the columns of A. We will describe now an interleaving algorithm for computing the columns s i of the matrix S A and the columns t i of S
A one at a time.
¿From (4) we have
A , thus v j = At j and due to the nature of the Gram-Schmidt process (S A is upper diagonal) we have:
where t qj is the q'th element of the vector t j . The inner products v j φ(a i ) and v j v j can be computed via a kernel:
The inner-products above are the building blocks of D Awhose diagonal consists of the norm of v j which is computed via (8) . From (3), the columns s j of S A are defined as:
, ...
We see that the columns s j depends on t l from l = 2, ..., j, and conversely t j depends on s j as well. However, the way to break the cycle of dependency is by noticing that t j can be represented as a function of t 1 , ..., t j−1 and of s j as follows. From (2) we have:
and since v j = At j we have by substitution in (10):
where e j is defined such that I = [e 1 , ..., e k ] is the k × k identity matrix. As a result,
We have described all the elements of the algorithm for computing the principal angles between A, B using only inner-products between the column vectors. We summarize below the algorithm:
• Given two sets of vectors a i , b i , i = 1, ..., k in R n , we would like to find the principal angles between the two matrices A = [φ(a 1 ), ..., φ(a k )] and B = [φ(b 1 ), ..., φ(b k )] where φ() is some highdimensional mapping with a kernel function k(x, x ) = φ(x) φ(x ).
• Compute the k × k matrix R
A as follows:
• Repeat for j = 2, ..., k:
-Compute s j using Equation (9).
-Compute t j using Equation (11).
• Compute the diagonal matrix D A using Equation (8).
• R
A .
• Follow the previous steps and compute R −1 B .
• Let M ij = k(a i , b j ) be the entries of the k × k matrix M = A B.
• The cosine of the principal angles are the singular values of the matrix R A MR
B . It is worthwhile noting that the two sets of vectors need not be of the same size, i.e., the column spaces of A and B need not be of the equal dimensions. The requirement of equal dimensions is necessary only in the context of obtaining a positive definite kernel from the principal angles -which is the topic of the next section. Finally, note that if the column space of A is not full rank then we can omit those t j for which (D A ) jj = 0 and obtain R −1
A whose number of columns are equal to the rank of A. Likewise for B.
Making a Positive Definite Kernel
In this section we address the issue of constructing a positive definite kernel f (A, B) and consider a number of candidate functions. Specifically, we propose and prove that
is a positive definite kernel. The reason we would like a similarity measure that can be described by an inner-product space is for making it generally applicable to a wide family of classification and clustering tools. Existing kernel algorithms like the Support Vector Machine (SVM) and "kernel-PCA" (to mention a few) rely on the use of a positive definite kernel to replace the inner-products among the input vectors. Our measure f (A, B) can be "plugged-in" as a kernel function provided that for any set of matrices A i , i = 1, ..., m and for any (positive) integer m, the m × m matrix K:
is (semi) positive definite, i.e., x Kx ≥ 0 for all vectors x ∈ R m . This property enhances the usefulness of f (A, B) for a wider variety of applications, and in some applications (like optimal margin algorithms) it is a necessary condition.
To avoid confusion, the computation of cos(θ i ) involves the use of some kernel function as was described in the previous section -but this does not necessarily imply that any function d(θ i ) of cos(φ i ) is a positive definite kernel, i.e., that there exist some canonical mapping ψ(A) from the space of matrices to a vector space such that d(θ 1 , .., θ k ) = ψ(A) ψ(B). The result we will need for the remainder of this section is the Binet-Cauchy theorem on the product of compound matrices ([1],pp.93) attributed by Binet and Cauchy in 1812 -described next. 
Definition 1 (Compound Matrices) Let A be an n×k matrix. The matrix whose elements are the minors of A of order q constructed in a lexicographic order is called the "q'th compound of A" and is denoted by C q (A).

Definition 2 (Grassman Vector) Let
Of particular interest to us is the case where p = k = q, thus C k (A B) is a scalar equal to det(A B) (because A B is a k × k matrix and k k = 1) from which we obtain the following corollary:
As a result, the measure det(A B) is positive definite. Since the entries of A B are the inner-products of the columns of A, B thus the computation can be done in the so called feature space with kernel k(a i ,
where φ() is the mapping from the original R n to some high dimensional feature space. However, det(A B) depends on the choice of the columns of A, B rather than on the respective column spaces (as principal angles do), thus is not likely to be a good candidate for a positive definite kernel f (A, B) over pairs of matrices.
The next immediate choice for f (A, B), is det(Q A Q B ) since from Corollary 1 we have det(Q A Q B ) = ψ(Q A ) ψ(Q B ). The choice f (A, B) = det(Q A Q B ) is better than det(A B) because it is invariant to the choice of basis for the respective column spaces of A, B. The problem, however, is that det(Q A Q B ) can receive both positive and negative values making it a non-ideal candidate for a measure of similarity. For example, by changing the sign of one of the columns of A, results in det(Q A Q B ) changing sign, yet the respective column spaces have not changed. On the other hand, the absolute value |det(Q A Q B )| is not positive definite. Nevertheless, the product of two positive definite kernels is also a positive definite kernel (see [13] for example), then
is our chosen positive definite kernel function.
Experimental Results
Our first experimental example simulates the detection of "irregular" motion trajectory of an individual in a moving crowd of people. We represent this problem as an inference from a set of training examples. An example consists of a set of trajectories each represented by a vector (x 1 , y 1 , ..., x n , y n ) which denotes the image-plane location of an individual over time. Our goal is to learn to distinguish between homogeneous sets (negative examples) and inhomogeneous sets (positive examples). An inhomogeneous set would contain a trajectory that is different in a sense from the other trajectories in the set. However, the trajectories themselves are not labeled.
We define six motion trajectory models. The first model is of straight trajectories where the degree of freedom consists of the choice between the starting and ending points and the orientation of the line. The next two models change their direction once or twice respectively (shown in Fig. 1(b) ). The exact location of the change can vary slightly as does the orientation of the new direction. The remaining three models consists of circular arcs of various extent from small up to a full circle in Fig. 1(d) . The parameters of the circular motion and its starting point along the trajectory can vary.
We used the Support Vector Machine (SVM) [3, 17] algorithm for our classification engine. The SVM was given a training set of input matrices A 1 , ..., A l with labels y 1 , ..., y l where y i = ±1, where the columns of a matrix A i represent the trajectories of the i'th "instance" example. The input to the SVM algorithm is a "measurement" matrix M whose entries M ij = y i y j f (A i , A j ) and the output is a set of "support vectors" which consist of the subset of instances which lie on the margin of the positive and negative examples. In our case, the support vectors are matrices. The classification of a new test example A is based on the evaluation of the function h(A) = sgn( µ i y i f (A, A i ) − b) where the sum is over the support matrices and µ i are the corresponding Lagrange multipliers provided by the algorithm. Note that it is crucial that our measure f () is a positive definite kernel because otherwise we could not have plugged it in the SVM.
In the first set of experiments we used a different model for each experiment. In each experiment, all trajectories belong to the same single model, but are oriented in one of the following four directions: left to right, right to left, top to bottom and bottom up. Each example contains seven trajectories. A homogeneous set is considered to be a set where all trajectories lie in one direction. An inhomogeneous set is considered to be a set where six trajectories lie in one direction and one trajectory lies in some other direction. We used 400 training examples and 100 test examples for each experiment. The results are shown in Table 1 . Table 1 .
The values in the table entries are of error rates for the test set. The experiment was done using our proposed kernel for sets ("det(Q A Q B )
2 ") over a linear kernel and over a polynomial kernel of degree 6, and for vector ("Vector") representation of the sets learned using the same kernels. Each row represents an experiment made using a different model of trajectories. "F" means that the SVM classifier failed to converge. Other kernels suggested in section 3 where also tested but failed to converge or gave very poor results. Further experimental results on this data set are provided in [18] .
In our second experimental example the goal was to recognize a face by matching video sequences. We ran a face tracker on 9 persons who were making head and facial movements in front of a camera. The result of the face tracker (provided by GenTech Corp.) is an area of interest bounding the face which was scaled (up or down) to a fixed size of 35 × 47 per frame per person. The number of images per set varied from 30 to 200 frames per set. Since the tracker is not perfect (none of them are) especially against strong pose changes of the head, some of the elements of the set were not positioned properly on the face (Fig. 2 second  row) .
The training set consisted of 9 sets (one per person), while the testing set consisted of 7 new sets (of the same people). We performed a matching over sets in order to select the closest two sets between the test set and the 9 training sets. The kernel principal angles was applied once on the original image space and once using a feature space representing the 6'th order monomial expansion of the original input vectors. Since we are not constrained in this experiment to use a positive definite measure, we used the mean of the smallest 20 principal angles as the similarity measure between two video sequences (labeled as "mean θ" in the sequel). Note also that in this kind of experiment, the length of the video sequences can vary.
We compared our results to four other approaches for obtaining a similarity measure over sets. In the second approach (labeled "alt"), instead of computing the principal angles, we chose the angle between the closest vectors in the two sets. At first the two vectors (one from each set) which had the largest inner-product were picked. They were removed and we then picked the next pair and so on. This method is used as a "low cost substitute" for principal angles. The third method (labeled "NN") measured the distance between every two sets as the distance in feature space between their closest elements. Recall that the distance in feature space between two vectors is:
The fourth method (labeled "20NN") examined the 20 vectors in the union of the training sets which were closest to the vectors of the test set. The recognition process was based on a vote -the training set which contributed the most of these vectors was chosen. The last method we compared to was the method based on Kullback-Leibler divergence presented in [14] . One can see from Table 4 , that our approach based on computing the principal angles in a feature space of 6'th order monomials made only a single error out of 7 tests (the first two rows of Fig. 2 , where as all four other approaches performed poorly. 
Summary
We have made three contributions in this paper: (i) a case in favor of using instance space over matrices (sets of vectors) for classification, (ii) introduced a kernelization of principal angles as a vehicle for matching two sets of vectors, and (iii) introduced a positive definite function of the computed principal angles -important for making use of the similarity measure over matrices as a metric for optimal margin classifiers.
Applications of principal angles are found in numerous branches of science including data analysis, random processes and stochastic processes. The kernelization of the computation of principal angles provides a means to allow for non-linearities in the matching between two sets of vectors and would no doubtly become useful beyond the scope of this paper. It is also worth noting that the algorithm presented in this paper is general in the sense it holds for any type of sets, i.e., not only sets made out of vectors. Any set for which one can present a kernel function operating on the elements of the set could serve as an input to the algorithm -for some types of sets it is possible to obtain interesting interpretations as to what the algorithm actually does, but that is out of the scope of this paper.
