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Abstract
The weighted Szeged index and the weighted vertex-PI index of a graph G are defined
as wSz(G) =
∑
e=uv∈E(G)
(deg(u) + deg(v))nu(e)nv(e) and wPIv(G) =
∑
e=uv∈E(G)
(deg(u) +
deg(v))(nu(e) + nv(e)), respectively, where nu(e) denotes the number of vertices closer to
u than to v and nv(e) denotes the number of vertices closer to v than to u. Moreover, the
weighted edge-Szeged index and the weighted PI index are defined analogously. As the
main result of this paper, we prove that if G is a connected graph, then all these indices
can be computed in terms of the corresponding indices of weighted quotient graphs with
respect to a partition of the edge set that is coarser than the Θ∗-partition. If G is a
benzenoid system or a phenylene, then it is possible to choose a partition of the edge
set in such a way that the quotient graphs are trees. As a consequence, it is shown that
for a benzenoid system the mentioned indices can be computed in sub-linear time with
respect to the number of vertices. Moreover, closed formulas for linear phenylenes are
also deduced. However, our main theorem is proved in a more general form and therefore,
we present how it can be used to compute some other topological indices.
Keywords: weighted Szeged index, weighted PI index, quotient graph, benzenoid system,
phenylene.
1 Introduction
Topological indices are numerical quantities of a graph that describe some of its structural
properties. In mathematical chemistry, pharmacy, and in environmental sciences such in-
dices are used for the QSAR/QSPR studies in which physicochemical properties of com-
pounds are correlated with their molecular structure. Therefore, such indices are usually
referred to as molecular descriptors [10]. However, topological indices are becoming in-
dispensable also in the theory of complex systems and networks [12]. More precisely, they
are applied for measuring many local and global properties in communications networks,
neural networks, social networks, biological networks, etc. As a consequence, topological
indices can be essentially used in various scientific fields. However, molecular descriptors
usually need to be calculated on a large family of molecules and hence, effective methods
and algorithms for the calculation are needed.
In this paper, we develop methods for computing some modifications of two well
known distance-based molecular descriptors, the Szeged index and the PI index, and
show how these methods can be used on important chemical graphs. It is known that
the mentioned indices have many applications in drug modelling [17], in networks [21,29],
and correlate highly with physicochemical properties and biological activities of a large
number of diversified and complex compounds [16]. However, the indices considered in
the present paper do not rely only on the distances in graphs, but also on the vertex
degrees, which makes them even more interesting for measuring properties of chemical
and other systems.
Research on distance-based topological indices began in 1947, when H.Wiener used
the distances in the molecular graphs of alkanes to calculate their boiling points. As a
consequence, the Wiener index of a connected graph G was defined as
W (G) =
∑
{u,v}⊆V (G)
dG(u, v)
and nowadays it represents one of the most popular molecular descriptors. Later, I.Gutman
introduced the Szeged index of a connected graph G as
Sz(G) =
∑
e=uv∈E(G)
nu(e)nv(e),
where nu(e) denotes the number of vertices of G whose distance to u is smaller than the
distance to v and nv(e) denotes the number of vertices of G whose distance to v is smaller
than the distance to u. The main motivation for the introduction of this index came from
the fact that Sz(T ) = W (T ) for any tree T . In 2000, a similar molecular descriptor,
named as the PI index, was defined with
PI(G) =
∑
e=uv∈E(G)
(
mu(e) +mv(e)
)
,
where mu(e) denotes the number of edges of G whose distance to u is smaller than the
distance to v and mv(e) denotes the number of edges of G whose distance to v is smaller
than the distance to u. Finally, the edge-Szeged index and the vertex-PI index were also
introduced:
Sze(G) =
∑
e=uv∈E(G)
mu(e)mv(e), P Iv(G) =
∑
e=uv∈E(G)
(
nu(e) + nv(e)
)
.
Szeged and PI indices were extensively studied in the literature and therefore, many
mathematical results are known for these indices. For some relevant recent investigations
see [1, 2, 18, 33]. Moreover, in [31] the reader can find the references to the papers where
the above indices were introduced.
On the other hand, the degree distance (also called the Schultz index ) was proposed
with the following formula (see [4] for some relevant references):
DD(G) =
∑
{u,v}⊆V (G)
(
deg(u) + deg(v)
)
dG(u, v).
Inspired by this extension of the Wiener index, Ilic´ and Milosavljevic´ [15] proposed mod-
ifications of the Szeged index and the vertex-PI index. Therefore, they introduced the
weighted Szeged index and the weighted vertex-PI index, which are defined as
wSz(G) =
∑
e=uv∈E(G)
(
deg(u) + deg(v)
)
nu(e)nv(e),
wPIv(G) =
∑
e=uv∈E(G)
(
deg(u) + deg(v)
)(
nu(e) + nv(e)
)
.
For some research on these indices see [3,25,27,28] and [23,24,26,34], respectively. How-
ever, it seems natural to consider also the weighted edge-Szeged index and the weighted
PI index :
wSze(G) =
∑
e=uv∈E(G)
(
deg(u) + deg(v)
)
mu(e)mv(e),
wPI(G) =
∑
e=uv∈E(G)
(
deg(u) + deg(v)
)(
mu(e) +mv(e)
)
.
As the main result of the paper, we prove that for any connected graph G these indices
can be calculated from the corresponding indices of weighted quotient graphs obtained
by a partition of the edge set that is coarser than the Θ∗-partition. In addition, our
main result is proved in a more general form. More precisely, it can be used to calculate
the Szeged index and the vertex-PI index of any graph with one vertex-weight and one
edge-weight or to calculate the edge-Szeged index and the PI index of a graph with two
edge-weights. Such a method for computing a topological index is usually called a cut
method [19]. Recently, similar methods were developed for other indices, in particular for
the Wiener index [20], the revised (edge-)Szeged index [22], the degree distance [4], the
Mostar index [30], etc. Furthermore, our results greatly generalize several earlier results
(for an example, see [8, 19, 31]).
By using our main result, we also describe methods that enable us to efficiently calcu-
late the weighted (edge-)Szeged index and the weighted (vertex-)PI index on benzenoid
systems and phenylenes. Moreover, we calculate the mentioned indices for a fullerene
patch and deduce closed formulas for linear phenylenes. Finally, it is shown how the
results can be used to compute also some other indices that are defined in a similar way.
2 Preliminaries
Unless stated otherwise, the graphs considered in this paper are simple, finite, and con-
nected. For a graph G, the set of all the vertices is denoted by V (G) and the set of edges
by E(G). Moreover, we define dG(u, v) to be the usual shortest-path distance between
vertices u, v ∈ V (G). In addition, the distance between a vertex u ∈ V (G) and an edge
e = xy ∈ E(G) is defined as
dG(u, e) = min{dG(u, x), dG(u, y)} .
Furthermore, for any u ∈ V (G) we define the degree of u, denoted by deg(u), as the
number of vertices that are adjacent to u.
Let G be a graph and e = uv an edge of G. Throughout the paper we will use the
following notation:
Nu(e|G) = {x ∈ V (G) | dG(u, x) < dG(v, x)},
Nv(e|G) = {x ∈ V (G) | dG(v, x) < dG(u, x)},
Mu(e|G) = {f ∈ E(G) | dG(u, f) < dG(v, f)},
Mv(e|G) = {f ∈ E(G) | dG(v, f) < dG(u, f)}.
If G is a graph, we say that functions w, λ : V (G)→ R+0 are vertex-weights and functions
w′, λ′ : E(G)→ R+0 are edge-weights , where R
+
0 = [0,∞). A graph G together with some
weights will be called a weighted graph.
Let G be a connected graph, e = uv ∈ E(G), w a vertex-weight, and λ′ an edge-weight.
We set
nu(e|(G,w)) =
∑
x∈Nu(e|G)
w(x), nv(e|(G,w)) =
∑
x∈Nv(e|G)
w(x),
mu(e|(G, λ
′)) =
∑
f∈Mu(e|G)
λ′(f), mv(e|(G, λ
′)) =
∑
f∈Mv(e|G)
λ′(f).
If Mu(e|G) = ∅, we also set mu(e|(G, λ
′)) = 0.
Let G be a connected graph, w a vertex-weight, and w′, λ′ two edge-weights. We now
define the Szeged index and the vertex-PI index of (G,w,w′), the edge-Szeged index and
the PI index of (G, λ′, w′), and the total-Szeged index of (G,w, λ′, w′) in the following way:
Sz(G,w,w′) =
∑
e=uv∈E(G)
w′(e)nu(e|(G,w))nv(e|(G,w)),
P Iv(G,w,w
′) =
∑
e=uv∈E(G)
w′(e)
(
nu(e|(G,w)) + nv(e|(G,w))
)
,
Sze(G, λ
′, w′) =
∑
e=uv∈E(G)
w′(e)mu(e|(G, λ
′))mv(e|(G, λ
′)),
P I(G, λ′, w′) =
∑
e=uv∈E(G)
w′(e)
(
mu(e|(G, λ
′)) +mv(e|(G, λ
′))
)
,
Szt(G,w, λ
′, w′) =
∑
e=uv∈E(G)
[
w′(e)
(
nu(e|(G,w)) +mu(e|(G, λ
′))
)
·
·
(
nv(e|(G,w)) +mv(e|(G, λ
′))
)]
.
Two edges e1 = u1v1 and e2 = u2v2 of graph G are in relation Θ, e1Θe2, if
d(u1, u2) + d(v1, v2) 6= d(u1, v2) + d(u2, v1).
Recall that the mentioned relation is also known as Djokovic´-Winkler relation. Moreover,
relation Θ is reflexive and symmetric, but not always transitive. Therefore, its transitive
closure (i.e. the smallest transitive relation containing Θ) will be denoted by Θ∗.
The hypercube Qn of dimension n is defined in the following way: all vertices of Qn are
binary strings of length n and two vertices of Qn are adjacent if the corresponding strings
differ in exactly one position. A subgraph H of a graph G is called an isometric subgraph if
for each u, v ∈ V (H) it holds dH(u, v) = dG(u, v). Any isometric subgraph of a hypercube
is called a partial cube. It is known that partial cubes form a large class of graphs with
many applications (for an example, see [4, 8, 19, 20]). More precisely, various families of
molecular graphs belong to partial cubes (benzenoid systems, trees, phenylenes, cyclic
phenylenes, polyphenyls). For more information about partial cubes see [14].
The subgraph of G induced by S ⊆ V (G) will be denoted by 〈S〉. Moreover, a subgraph
H of G is called convex if for arbitrary vertices u, v ∈ V (H) every shortest path between
u and v in G is also contained in H . The following theorem proved by Djokovic´ and
Winkler presents two fundamental characterizations of partial cubes.
Theorem 2.1 [14] For a connected graph G, the following statements are equivalent:
(i) G is a partial cube.
(ii) G is bipartite, and 〈Na(e|G)〉 and 〈Nb(e|G)〉 are convex subgraphs of G for all edges
e = ab ∈ E(G).
(iii) G is bipartite and Θ = Θ∗.
In addition, we recall that if G is a partial cube and M a Θ-class of G, then G \M has
exactly two connected components, namely 〈Na(e|G)〉 and 〈Nb(e|G)〉, where e = ab ∈M
(the details can be found in [14]).
Let E = {M1, . . . ,Mr} be the Θ
∗-partition of the set E(G). Then we say that a partition
F = {F1, . . . , Fk} of E(G) is coarser than E if each set Fi is the union of one or more
Θ∗-classes of G. In such a case F will be shortly called a c-partition.
Suppose G is a graph and F ⊆ E(G). The quotient graph G/F is the graph whose vertices
are connected components of the graph G \ F , such that two components X and Y are
adjacent in G/F if some vertex in X is adjacent to a vertex of Y in G. If E = XY is an
edge in G/F , then we denote by Ê the set of edges of G that have one end vertex in X
and the other end vertex in Y , i.e. Ê = {xy ∈ E(G) | x ∈ V (X), y ∈ V (Y )}.
Throughout the paper, let {F1, . . . , Fk} be a c-partition of the set E(G). Moreover, the
quotient graph G/Fi will be shortly denoted as Gi for any i ∈ {1, . . . , k}. In addition,
we define the function ℓi : V (G) → V (Gi) as follows: for any u ∈ V (G), let ℓi(u) be the
connected component U of the graph G \ Fi such that u ∈ V (U). The next lemma was
obtained in [20], but the proof can be also found in [32].
Lemma 2.2 [20, 32] If u, v ∈ V (G) are two vertices, then
dG(u, v) =
k∑
i=1
dGi(ℓi(u), ℓi(v)).
The following lemma follows directly by Lemma 2.2.
Lemma 2.3 [30] If e = uv ∈ Fi, where i ∈ {1, . . . , k}, then U = ℓi(u) and V = ℓi(v)
are adjacent vertices in Gi.
Proof. Obviously, for any j ∈ {1, . . . , k}, j 6= i, it holds ℓj(u) = ℓj(v) and therefore
dGj(ℓj(u), ℓj(v)) = 0. By Lemma 2.2, we now obtain dGi(ℓi(u), ℓi(v)) = 1. 
3 The main result
In this section, we prove that the (edge-)Szeged index and the (vertex-)PI index of a
weighted graph can be computed from the corresponding weighted quotient graphs.
Let G be a connected graph and let {F1, . . . , Fk} be a c-partition of the set E(G).
Suppose that w : V (G)→ R+0 and w
′, λ′ : E(G)→ R+0 are given weights. Then we define
the corresponding weights wi, λi : V (Gi)→ R
+
0 and w
′
i, λ
′
i : E(Gi) → R
+
0 on the quotient
graph Gi, where i ∈ {1, . . . , k}, in the following way:
• wi(X) =
∑
x∈V (X)
w(x) for any X ∈ V (Gi),
• λi(X) =
∑
e∈E(X)
λ′(e) for any X ∈ V (Gi),
• w′i(E) =
∑
e∈Ê
w′(e) for any E ∈ E(Gi),
• λ′i(E) =
∑
e∈Ê
λ′(e) for any E ∈ E(Gi).
We start with the following lemma from [30], which will be needed in the proof of the
main result.
Lemma 3.1 [30] If e = uv ∈ Fi, where i ∈ {1, . . . , k}, U = ℓi(u), V = ℓi(v), and
E = UV ∈ E(Gi), then
nu(e|(G,w)) = nU(E|(Gi, wi)),
nv(e|(G,w)) = nV (E|(Gi, wi)).
The next lemma shows that the set of edges lying closer to some end vertex of an edge
e = uv can be obtained from the corresponding vertices and edges of a quotient graph.
The main idea of the proof can be found inside the proof of Theorem 3.1 in [22]. However,
for the sake of completeness we briefly describe the proof.
Lemma 3.2 Suppose e = uv ∈ Fi, where i ∈ {1, . . . , k}, U = ℓi(u), V = ℓi(v), and
E = UV ∈ E(Gi). Then
Mu(e|G) =
 ⋃
X∈NU (E|Gi)
E(X)
⋃ ⋃
F∈MU (E|Gi)
F̂
 ,
Mv(e|G) =
 ⋃
X∈NV (E|Gi)
E(X)
⋃ ⋃
F∈MV (E|Gi)
F̂
 .
Proof. Let f = wz ∈ E(G) be an edge different from e. Suppose that f ∈ Fj for some
j ∈ {1, . . . , k}. Consider the following two options.
(a) For i = j: by Lemma 2.3, F = ℓi(w)ℓi(z) is an edge of Gi. By using Lemma 2.2, we
can prove in a similar way as in [22] (see part (2), Case 1 in the proof of Theorem
3.1 [22]) that it holds
dG(u, f)− dG(v, f) = dGi(U, F )− dGi(V, F ).
We can see from the above equality that dG(u, f) < dG(v, f) holds if and only if
dGi(U, F ) < dGi(V, F ). Therefore, f belongs to Mu(e|G) if and only if there exists
F ∈MU(E|Gi) such that f belongs to F̂ .
(b) For i 6= j: obviously, it holds X = ℓi(w) = ℓi(z). By using Lemma 2.2, we can prove
in a similar way as in [22] (see part (2), Case 2 in the proof of Theorem 3.1 [22])
that it holds
dG(u, f)− dG(v, f) = dGi(U,X)− dGi(V,X).
We can see from the above equality that dG(u, f) < dG(v, f) holds if and only if
dGi(U,X) < dGi(V,X). Therefore, f belongs to Mu(e|G) if and only if there exists
X ∈ NU(E|Gi) such that f belongs to E(X).
Combining cases (a) and (b), one can deduce the following equality:
Mu(e|G) =
 ⋃
X∈NU (E|Gi)
E(X)
⋃ ⋃
F∈MU (E|Gi)
F̂
 .
The other equality can be shown in the same way. 
The following lemma will be also needed to prove the main theorem of this paper.
Lemma 3.3 Suppose e = uv ∈ Fi, where i ∈ {1, . . . , k}, U = ℓi(u), V = ℓi(v), and
E = UV ∈ E(Gi). Then
mu(e|(G, λ
′)) = nU(E|(Gi, λi)) +mU(E|(Gi, λ
′
i)),
mv(e|(G, λ
′)) = nV (E|(Gi, λi)) +mV (E|(Gi, λ
′
i)).
Proof. By Lemma 3.2 we obtain
mu(e|(G, λ
′)) =
∑
f∈Mu(e|G)
λ′(f)
=
∑
X∈NU (E|Gi)
 ∑
f∈E(X)
λ′(f)
+ ∑
F∈MU (E|Gi)
∑
f∈F̂
λ′(f)

=
∑
X∈NU (E|Gi)
λi(X) +
∑
F∈MU (E|Gi)
λ′i(F )
= nU(E|(Gi, λi)) +mU(E|(Gi, λ
′
i)),
which shows the first equality. The remaining equality can be proved in the same way. 
The main result of this paper reads as follows.
Theorem 3.4 Let G be a connected graph and {F1, . . . , Fk} a c-partition of the set E(G).
If w is a vertex-weight and w′, λ′ are edge-weights, then
Sz(G,w,w′) =
k∑
i=1
Sz(Gi, wi, w
′
i),
P Iv(G,w,w
′) =
k∑
i=1
PIv(Gi, wi, w
′
i),
Sze(G, λ
′, w′) =
k∑
i=1
Szt(Gi, λi, λ
′
i, w
′
i),
P I(G, λ′, w′) =
k∑
i=1
(
PIv(Gi, λi, w
′
i) + PI(Gi, λ
′
i, w
′
i)
)
.
Proof. Since E(G) =
k⋃
i=1
Fi and for any i ∈ {1, . . . , k} it holds
Fi =
⋃
E∈E(Gi)
Ê,
we obtain
Sz(G,w,w′) =
∑
e=uv∈E(G)
w′(e)nu(e|(G,w))nv(e|(G,w))
=
k∑
i=1
( ∑
e=uv∈Fi
w′(e)nu(e|(G,w))nv(e|(G,w))
)
=
k∑
i=1
 ∑
E=UV ∈E(Gi)
 ∑
e=uv∈Ê
w′(e)nu(e|(G,w))nv(e|(G,w))
 .
By Lemma 3.1 one can calculate
Sz(G,w,w′) =
k∑
i=1
 ∑
E=UV ∈E(Gi)
 ∑
e=uv∈Ê
w′(e)nU(E|(Gi, wi))nV (E|(Gi, wi))

=
k∑
i=1
 ∑
E=UV ∈E(Gi)
nU (E|(Gi, wi))nV (E|(Gi, wi))
∑
e∈Ê
w′(e)

=
k∑
i=1
 ∑
E=UV ∈E(Gi)
w′i(E)nU(E|(Gi, wi))nV (E|(Gi, wi))

=
k∑
i=1
Sz(Gi, wi, w
′
i),
which completes the first part of the proof. The proof for the vertex-PI index is almost
the same. Analogously, for the edge-Szeged index we compute
Sze(G, λ
′, w′) =
∑
e=uv∈E(G)
w′(e)mu(e|(G, λ
′))mv(e|(G, λ
′))
=
k∑
i=1
( ∑
e=uv∈Fi
w′(e)mu(e|(G, λ
′))mv(e|(G, λ
′))
)
=
k∑
i=1
 ∑
E=UV ∈E(Gi)
 ∑
e=uv∈Ê
w′(e)mu(e|(G, λ
′))mv(e|(G, λ
′))
 .
By using Lemma 3.3 and similar calculations as above, we now get
Sze(G, λ
′, w′) =
k∑
i=1
Szt(Gi, λi, λ
′
i, w
′
i),
which finishes the proof for the edge-Szeged index. The calculation for the PI index can
be done in a similar way, the only difference being that the sum should be partitioned
into the two sums. 
The above result gives a method for computing the weighted (edge-)Szeged index and the
weighted (vertex-)PI index of any connected graph.
Theorem 3.5 If G is a connected graph and {F1, . . . , Fk} is a c-partition of the set E(G),
then
wSz(G) =
k∑
i=1
Sz(Gi, wi, w
′
i), wPIv(G) =
k∑
i=1
PIv(Gi, wi, w
′
i),
wSze(G) =
k∑
i=1
Szt(Gi, λi, λ
′
i, w
′
i), wPI(G) =
k∑
i=1
(
PIv(Gi, λi, w
′
i) + PI(Gi, λ
′
i, w
′
i)
)
,
where wi, λi : V (Gi)→ R
+
0 and w
′
i, λ
′
i : E(Gi)→ R
+
0 are defined as follows:
• wi(X) is the number of vertices in a connected component X of G \ Fi,
• λi(X) is the number of edges in a connected component X of G \ Fi,
• w′i(E) =
∑
xy∈Ê
(deg(x) + deg(y)) for any E ∈ E(Gi),
• λ′i(E) = |Ê| for any E ∈ E(Gi). With other words, if E = XY , then λ
′
i(E) is the
number of edges between connected components X and Y .
Proof. For a graph G, we introduce the weights w : V (G) → R+0 , w
′, λ′ : E(G) → R+0
as follows: w(x) = 1 for any x ∈ V (G) and λ′(e) = 1 for each e ∈ E(G). More-
over, for any e = xy ∈ E(G) we set w′(e) = deg(x) + deg(y). Obviously, it holds
that wSz(G) = Sz(G,w,w′), wPIv(G) = PIv(G,w,w
′), wSze(G) = Sze(G, λ
′, w′), and
wPI(G) = PI(G, λ′, w′). The result now follows by Theorem 3.4. 
Remark 3.6 If G is a bipartite graph, it obviously holds nu(e) + nv(e) = |V (G)| for
any edge e = uv in G. Therefore, in such a case the weighted vertex-PI index can be
also computed as wPIv(G) = |V (G)|
∑
e=uv∈E(G)
(deg(u) + deg(v)) = |V (G)| ·M1(G), where
M1(G) denotes the well known first Zagreb index [11].
In the rest of the section, we apply Theorem 3.5 to a fullerene patch G, see Figure 1
(G is actually a subgraph of the well known buckminsterfullerene). The same figure also
shows the Θ∗-classes of G, which are denoted by M1,M2,M3,M4,M5,M6. We can easily
see that relation Θ is not transitive and therefore, G is not a partial cube. Note that
the revised edge-Szeged index and the Mostar index were computed for this graph in [22]
and [30], respectively.
Figure 1. Graph G with its Θ∗-classes [30].
As in [30], we define F1 = M1 and F2 = M2 ∪ M3 ∪ M4 ∪ M5 ∪ M6. Obviously,
{F1, F2} is a c-partition of E(G). Next, the quotient graphs G1 and G2 together with
the corresponding weights are depicted in Figure 2 (the weights are calculated in terms
of Theorem 3.5). Hence, by Theorem 3.5 the weighted Szeged index can be computed as
Figure 2. Quotient graphs (a) G1 and (b) G2 with vertex-weights wi/λi and edge-
weights λ′i/w
′
i, i ∈ {1, 2}.
follows:
wSz(G) = Sz(G1, w1, w
′
1) + Sz(G2, w2, w
′
2)
=
(
5 · 10 · 8 · 8
)
+
(
5 · 6 · 15 · 5 + 10 · 5 · 15 · 5
)
= 3200 + 6000 = 9200.
Similar calculations give the other three indices:
wPIv(G) = PIv(G1, w1, w
′
1) + PIv(G2, w2, w
′
2)
=
(
5 · 10 · (8 + 8)
)
+
(
5 · 6 · (15 + 5) + 10 · 5 · (15 + 5)
)
= 800 + 1600 = 2400,
wSze(G) = Szt(G1, λ1, λ
′
1, w
′
1) + Szt(G2, λ2, λ
′
2, w
′
2)
=
(
5 · 10 · (6 + 4) · (6 + 4)
)
+
(
5 · 6 · (8 + 10) · (2 + 2) + 10 · 5 · (2 + 2) · (8 + 10)
)
= 5000 + 5760 = 10760,
wPI(G) = PIv(G1, λ1, w
′
1) + PI(G1, λ
′
1, w
′
1) + PIv(G2, λ2, w
′
2) + PI(G2, λ
′
2, w
′
2)
=
(
5 · 10 · (6 + 6)
)
+
(
5 · 10 · (4 + 4)
)
+
(
5 · 6 · (8 + 2) + 10 · 5 · (8 + 2)
)
+
(
5 · 6 · (10 + 2) + 10 · 5 · (10 + 2)
)
= 600 + 400 + 800 + 960 = 2760.
4 Benzenoid systems
In this section, we apply Theorem 3.5 to benzenoid systems, which represent important
molecular graphs [13]. More precisely, the procedure for an efficient calculation of the
weighted (edge-)Szeged index and the weighted (vertex-)PI index is described. It enables
us to compute these indices in sub-linear time with respect to the number of vertices of a
given benzenoid system. Note that analogous methods are already known for some other
distance-based topological indices, see [7, 9].
Let H be the hexagonal (graphite) lattice and let Z be a cycle on it. A benzenoid system
is the graph induced by vertices and edges of H, lying on Z and in its interior. For an
example of a benzenoid system, see Figure 3. In addition, by |Z| we denote the number
of vertices in Z.
Figure 3. Benzenoid system G.
An elementary cut of a benzenoid system G is a line segment that starts at the center
of a peripheral edge of a benzenoid system, goes orthogonal to it and ends at the first
next peripheral edge of G. The main insight for our consideration is that every Θ-class
of a benzenoid system G coincides with exactly one of its elementary cuts. Therefore, we
can easily see by Theorem 2.1 that benzenoid systems are partial cubes [14].
The edge set of a benzenoid system G can be naturally partitioned into sets F1, F2,
and F3 of edges of the same direction. Obviously, the partition {F1, F2, F3} is a c-partition
of the set E(G). For i ∈ {1, 2, 3}, the quotient graph Gi = G/Fi will be denoted as Ti. It
is well known that T1, T2, and T3 are trees [6]. Moreover, we define weights wi, w
′
i, λi, λ
′
i
on Ti, i ∈ {1, 2, 3}, as in Theorem 3.5. If G is a benzenoid system from Figure 3, then let
F1 be the set of all the vertical edges of G. Therefore, the edges from F1 correspond to
horizontal elementary cuts of G, see Figure 4 (a). The corresponding weighted quotient
tree is shown in Figure 4 (b).
Figure 4. (a) Graph G with horizontal elementary cuts and (b) the corresponding
quotient tree T1 with vertex-weights w1/λ1 and edge-weights λ
′
1/w
′
1.
The next proposition is a direct consequence of Theorem 3.5.
Proposition 4.1 If G is a benzenoid system, then
wSz(G) =
3∑
i=1
Sz(Ti, wi, w
′
i), wPIv(G) =
3∑
i=1
PIv(Ti, wi, w
′
i),
wSze(G) =
3∑
i=1
Szt(Ti, λi, λ
′
i, w
′
i), wPI(G) =
3∑
i=1
(
PIv(Ti, λi, w
′
i) + PI(Ti, λ
′
i, w
′
i)
)
,
where the trees Ti, i ∈ {1, 2, 3}, are defined as above and the weights are defined as in
Theorem 3.5.
The following lemma will be also needed.
Lemma 4.2 If T is a tree with n vertices, vertex-weights w, λ, and edge-weights w′, λ′,
then the indices Sz(T, w, w′), PIv(T, w, w
′), Szt(T, λ, λ
′, w′), and PI(T, λ′, w′) can be com-
puted in O(n) time.
Proof. The proof is based on the standard BFS (breadth-first search) algorithm and
it is similar to the proof of Proposition 4.4 in [8] or to the proof of Lemma 4.1 in [31].
Therefore, we skip the details. 
In [6] it was shown that each weighted quotient tree Ti, i ∈ {1, 2, 3}, can be computed
in linear time with respect to the number of vertices in a benzenoid system. Therefore,
by Lemma 4.2 and Proposition 4.1, the weighted (edge-)Szeged and weighted (vertex-)PI
indices can be computed in linear time. However, the mentioned indices can be computed
even faster, i.e. in sub-linear time. To show this, we need the following lemma.
Lemma 4.3 Let G be a benzenoid system with a boundary cycle Z. If i ∈ {1, 2, 3}, then
the tree Ti and the corresponding weights wi, w
′
i, λi, λ
′
i can be computed in O(|Z|) time.
Proof. The proof is similar to the proof of Lemma 3.1 in [9]. However, some additional
insights are needed and therefore, we include the whole proof. The main idea is based on
Chazelle’s algorithm [5] for computing all vertex-edge visible pairs of edges of a simple
(finite) polygon in linear time. Let D be the region in the plane bounded by cycle Z
such that Z is included in D. We define a cut segment as a straight line segment lying
completely in D and connecting two distinct vertices of Z. A cut segment of type i is a
cut segment perpendicular to the edges from the set Fi. We divide D into strips by all the
cut segments of type i. Note that some strips can be triangles. Such a subdivision of D
will be denoted by Di, see Figure 5 (a). Moreover, any strip of Di can take two values: 1
and 1
2
. The strip takes value 1 if it is a rectangle and value 1
2
otherwise. By the algorithm
of Chazelle, the subdivision Di can be obtained in linear time.
Let Ci be the set of all cut segments of type i. Furthermore, let C
′
i be the set of all
vertices of Z that are not on any cut segment of type i. Now we define a new graph
Γi whose vertices are the elements in the set Ci ∪ C
′
i and two vertices of Γi are adjacent
if and only if the corresponding elements belong to a common strip of Di. From the
definition of Γi it follows that it is a tree. Note that Γi can be derived from Di in linear
time. Moreover, an edge of Γi is called thick if it is defined by a strip with value 1 and
thin otherwise. Every vertex from Ci is incident to exactly one thick edge, all remaining
vertices of Γi being incident only to thin edges, see Figure 5 (b). We now introduce some
weights on vertices and edges of the graph Γi, i ∈ {1, 2, 3}, see Figure 5 (c).
(i) Weight a on the edges of Γi. Let f be an edge of Γi and let F be the strip of Di
that corresponds to f . Edge f gets a weight a(f) that is equal to the number of
edges in G that lie completely in F . Note that this weight can be computed by
using lengths of corresponding cut segments.
(ii) Weight b on the vertices of Γi. Any element of C
′
i gets weight 1. Moreover, let
x be an element of Ci and let f be the thick edge incident to x. We now define
b(x) = a(f). Obviously, the weight of any vertex in Ci represents the number of
vertices of G lying on the corresponding cut segment.
(iii) Weight c on the thick edges of Γi. Let f be a thick edge of Γi and let F be the
rectangular strip of Di that corresponds to f . If F̂ denotes the set of all the edges
of G that lie completely in F , then we define c(f) =
∑
e=uv∈F̂
(deg(u) + deg(v)). Note
that this can be computed in O(|Z|) time since the vertices of degree 2 lie only on
the boundary cycle Z and all the other vertices of G have degree 3.
Figure 5. (a) Subdivision D1 for graph G, (b) the corresponding tree Γ1, (c) the
weight b on vertices, the weight a on thin edges, and weights a/c on thick
edges of Γ1.
Finally, for any i ∈ {1, 2, 3} we contract all the thin edges of Γi to obtain the quotient
tree Ti. However, the thick edges remain unchanged. Obviously, the weight a on the thick
edges of Γi becomes the weight λ
′
i. On the other hand, the weight λi(u) of any vertex
u of tree Ti can be obtained as the sum of all the weights a(e) of thin edges e from Γi
that are incident to the corresponding vertex u. Moreover, the weight wi(u) of a vertex u
from Ti can be computed as the sum of all the weights b(x) of vertices x from Γi that are
identified with u. Finally, the weight c on the thick edges of Γi corresponds to the weight
w′i. Therefore, the proof is complete. 
The following theorem is the main result of this section.
Theorem 4.4 If G is a benzenoid system with a boundary cycle Z, then the indices
wSz(G), wPIv(G), wSze(G), and wPI(G) can be computed in O(|Z|) time.
Proof. By Lemma 4.3, the quotient trees Ti, i ∈ {1, 2, 3}, and the corresponding
weights wi, w
′
i, λi, λ
′
i can be computed in O(|Z|) time. Moreover, by Lemma 4.2, the
indices Sz(Ti, wi, w
′
i), PIv(Ti, wi, w
′
i), Szt(Ti, λi, λ
′
i, w
′
i), PIv(Ti, λi, w
′
i), and PI(Ti, λ
′
i, w
′
i)
can be computed in O(|Z|) time. The result now follows by Proposition 4.1. 
5 Phenylenes
Beside benzenoid hydrocarbons, phenylenes represent another interesting class of poly-
cyclic conjugated molecules, whose properties have been extensively studied, see [35, 36]
and the references listed therein. Therefore, in this section we describe a method for
an efficient calculation of weighted Szeged and PI indices of phenylenes. Moreover, it is
shown how our method can be used to easily obtain closed formulas for the mentioned
indices.
A benzenoid system is said to be catacondensed if all its vertices belong to the outer
face. Let G′ be a catacondensed benzenoid system. If we add squares between all pairs
of adjacent hexagons of G′, the obtained graph G is called a phenylene. We then say
that G′ is the hexagonal squeeze of G and denote it by HS(G) = G′. Moreover, two
distinct inner faces of G or G′ with a common edge are called adjacent. The inner dual
of a benzenoid system G′ is the graph which has hexagons of G′ as vertices, two being
adjacent whenever the corresponding hexagons are also adjacent. Obviously, the inner
dual of a catacondensed benzenoid system is a tree.
Let G be a phenylene and G′ the hexagonal squeeze of G. The edge set of G′ can
be naturally partitioned into sets F ′1, F
′
2, and F
′
3 of edges of the same direction. Denote
the sets of edges of G corresponding to the edges in F ′1, F
′
2, and F
′
3 by F1, F2, and F3,
respectively. Moreover, let F4 = E(G)\ (F1∪F2∪F3) be the set of all the edges of G that
do not belong to G′. Again we can easily see that phenylenes are partial cubes and that
the partition {F1, F2, F3, F4} is a c-partition of the edge set E(G). For i ∈ {1, 2, 3, 4}, set
Ti = G/Fi. As in the previous section, we can see that T1, T2, T3, and T4 are trees. In a
similar way we can define the quotient trees T ′1, T
′
2, T
′
3 of the hexagonal squeeze G
′. Then
the tree T ′i is isomorphic to Ti for i = 1, 2, 3 and T4 is isomorphic to the inner dual of
G′ [36]. The following proposition follows by Theorem 3.5.
Proposition 5.1 If G is a phenylene, then
wSz(G) =
4∑
i=1
Sz(Ti, wi, w
′
i), wPIv(G) =
4∑
i=1
PIv(Ti, wi, w
′
i),
wSze(G) =
4∑
i=1
Szt(Ti, λi, λ
′
i, w
′
i), wPI(G) =
4∑
i=1
(
PIv(Ti, λi, w
′
i) + PI(Ti, λ
′
i, w
′
i)
)
,
where the trees Ti, i ∈ {1, 2, 3, 4}, are defined as above and the weights are defined as in
Theorem 3.5.
As in the previous section, it follows by Lemma 4.2 and Proposition 5.1 that the indices
wSz(G), wPIv(G), wSze(G), and wPI(G) of a phenylene G can be computed in linear
time with respect to the number of vertices in G.
In the rest of the section, we apply Proposition 5.1 to calculate the closed formulas for
an infinite family of phenylenes, i.e. for the linear phenylenes. A hexagon h of a phenylene
that is adjacent to exactly two squares is called linear if the two vertices of degree 2 in h
are not adjacent. A phenylene is called linear if every hexagon is adjacent to at most two
squares and any hexagon adjacent to exactly two squares is a linear hexagon. The linear
phenylene with exactly n hexagons will be denoted by PHn (n ≥ 2), see Figure 6.
Figure 6. A linear phenylene.
Let F1 be the set of all the vertical edges in PHn, let F4 be the set of all the edges that
do not lie on a hexagon, and let F2, F3 be the edges in the remaining two directions. We
now compute the weighted quotient trees T1, T2, T3, T4, see Figure 7.
Firstly, we compute the corresponding indices of the weighted quotient tree T1.
Sz(T1, w1, w
′
1) = (12n− 4) · (3n) · (3n) = 108n
3 − 36n2,
P Iv(T1, w1, w
′
1) = (12n− 4) · (3n + 3n) = 72n
2 − 24n,
Szt(T1, λ1, λ
′
1, w
′
1) = (12n− 4) · (3n− 1) · (3n− 1) = 108n
3 − 108n2 + 36n− 4,
P Iv(T1, λ1, w
′
1) = (12n− 4) · (3n− 1 + 3n− 1) = 72n
2 − 48n+ 8,
P I(T1, λ
′
1, w
′
1) = (12n− 4) · (0 + 0) = 0.
Figure 7. Quotient trees (a) T1, (b) T2 ∼= T3, and (c) T4 with vertex-weights wi/λi
and edge-weights λ′i/w
′
i, i ∈ {1, 2, 3, 4}.
Next, we calculate the corresponding indices of the weighted quotient tree T2. Note that
these indices are the same also for the quotient tree T3.
Sz(T2, w2, w
′
2) = 2 · 9 · 3 · (6n− 3) +
n−1∑
i=2
(
10 · (6i− 3) · (6n− 6i+ 3)
)
= 60n3 − 6n+ 18,
P Iv(T2, w2, w
′
2) = 2 · 9 · (3 + 6n− 3) +
n−1∑
i=2
(
10 · (6i− 3 + 6n− 6i+ 3)
)
= 60n2 − 12n,
Szt(T2, λ2, λ
′
2, w
′
2) = 2 · 9 · (2 + 0) · (6n− 4 + 2n− 2)
+
n−1∑
i=2
(
10 · (6i− 4 + 2i− 2) · (6n− 6i+ 2 + 2n− 2i)
)
=
1
3
(
320n3 − 480n2 + 184n+ 72
)
,
P Iv(T2, λ2, w
′
2) = 2 · 9 · (2 + 6n− 4) +
n−1∑
i=2
(
10 · (6i− 4 + 6n− 6i+ 2)
)
= 60n2 − 32n+ 4,
P I(T2, λ
′
2, w
′
2) = 2 · 9 · (0 + 2n− 2) +
n−1∑
i=2
(
10 · (2i− 2 + 2n− 2i)
)
= 20n2 − 24n+ 4.
Finally, we calculate these indices for the weighted quotient tree T4.
Sz(T4, w4, w
′
4) =
n−1∑
i=1
(
12 · (6i) · (6n− 6i)
)
= 72n3 − 72n,
PIv(T4, w4, w
′
4) =
n−1∑
i=1
(
12 · (6i+ 6n− 6i)
)
= 72n2 − 72n,
Szt(T4, λ4, λ
′
4, w
′
4) =
n−1∑
i=1
(
12 · (6i+ 2i− 2) · (6n− 6i+ 2n− 2i− 2)
)
= 128n3 − 192n2 + 112n− 48,
P Iv(T4, λ4, w
′
4) =
n−1∑
i=1
(
12 · (6i+ 6n− 6i)
)
= 72n2 − 72n,
PI(T4, λ
′
4, w
′
4) =
n−1∑
i=1
(
12 · (2i− 2 + 2n− 2i− 2)
)
= 24n2 − 72n+ 48.
Now we apply Proposition 5.1 to compute closed formulas for the weighted Szeged index,
the weighted vertex-PI index, the weighted edge-Szeged index, and the weighted PI index
of a linear phenylene PHn, n ≥ 2:
wSz(PHn) = 300n
3 − 36n2 − 84n+ 36,
wPIv(PHn) = 264n
2 − 120n,
wSze(PHn) =
1
3
(
1348n3 − 1860n2 + 812n− 12
)
,
wPI(PHn) = 328n
2 − 304n+ 72.
6 Concluding remarks
In the previous sections we designed new methods for the computation of weighted Szeged
and PI indices. Moreover, it was shown how our methods can be used to efficiently
calculate these indices on important molecular graphs.
However, these indices can be also defined in a different way if we replace the term
deg(u) + deg(v) by the term deg(u)deg(v), which is used in the definition of the Gutman
index (see [4] for more information about this index). Therefore, we obtain the following
indices:
wSz∗(G) =
∑
e=uv∈E(G)
deg(u) deg(v)nu(e)nv(e),
wPI∗v (G) =
∑
e=uv∈E(G)
deg(u) deg(v)
(
nu(e) + nv(e)
)
,
wSz∗e(G) =
∑
e=uv∈E(G)
deg(u) deg(v)mu(e)mv(e),
wPI∗(G) =
∑
e=uv∈E(G)
deg(u) deg(v)
(
mu(e) +mv(e)
)
.
The following theorem follows by Theorem 3.4.
Theorem 6.1 If G is a connected graph and {F1, . . . , Fk} is a c-partition of the set E(G),
then
wSz∗(G) =
k∑
i=1
Sz(Gi, wi, w
′
i), wPI
∗
v (G) =
k∑
i=1
PIv(Gi, wi, w
′
i),
wSz∗e(G) =
k∑
i=1
Szt(Gi, λi, λ
′
i, w
′
i), wPI
∗(G) =
k∑
i=1
(
PIv(Gi, λi, w
′
i) + PI(Gi, λ
′
i, w
′
i)
)
,
where wi, λi : V (Gi)→ R
+
0 and λ
′
i : E(Gi)→ R
+
0 are defined as in Theorem 3.5. Moreover,
w′i : E(Gi)→ R
+
0 is defined as follows: w
′
i(E) =
∑
xy∈Ê
deg(x) deg(y) for any E ∈ E(Gi).
It is easy to see that the results similar to the results from Section 4 and Section 5 hold
also for these indices.
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