The low-temperature (up to about 100K) collisional (de)excitation cross sections are computed using the full coupled-channel (CC) quantum dynamics for both Li 2 and Li 
I. INTRODUCTION
Lithium-bearing molecules have been a source of research interest for several years, since they may have played an important role as coolers (through rotational transitions) in the young universe (see [1] for a detailed review of the topic). Their usefulness in the study of molecular dynamics at ultralow temperatures has also been demonstrated recently in relation with their possible role in molecular formation under Bose-Einstein condensation conditions in magneto-optical traps [2, 3, 4, 5] . Two types of lithium dimers are studied here in relation to their collisions with 4 He atoms: Li 2 (a 3 Σ + u ) and Li
), hereafter simply called "neutral" and "ion". Although they are not easily observable because of the absence of a permanent electric dipole moment, their comparative study is interesting in several respects, e.g. the change upon ionization within the full manifold of internal state transitions of the collisional behavior and the importance of the quadrupolar (∆J = 2) transitions. Furthermore, although the lithium dimer could be considered the second simplest homonuclear molecule after H 2 , only a few recent studies (see [6] and references therein) have begun to give information on its chemistry, spectroscopy and collisional properties. Hence, still a lot of work has to be done to fully understand this arguably simple case. The scope of the present paper is thus to compare the dependence of collisional quantities, i.e. cross sections and rates, on changing the electronic state of the dimer target.
The paper is organized as follows: Section II outlines the computation methods and the numerical algorithm employed in this study. Section III reports the results of our scattering calculations, with an analysis of the similarities/differences between the two title systems.
Section IV summarizes our conclusions.
II. THE COMPUTATIONAL PROCEDURE A. Analytic fitting of the potential energy surfaces
The two potential energy surfaces (PES) used in the present work have already been computed from ab initio calculations carried out at the MP4 ab initio level [7] . The difference in bond lengths when ionization takes place appears to be a peculiar property of the present system and is by no means a general feature of diatomic targets undergoing ionization, as shown by the data of table I.
It is interesting to understand why the bond distances become longer in the case of the ionic doublets and even more so for the neutral triplets. The changes of core orbitals along the alkali metal sequence are balanced by the increase in atomic numbers that create more attractive Coulomb wells around the nuclei. Thus, the outer electrons (one or two) play a very similar role in all three systems, going from Li dimers to K dimers. The crucial difference thus comes from the Pauli repulsion occurring between the outer electrons of the 3 Σ case (they have aligned spins), which is even stronger than the additional repulsive contribution among core electrons and the single outer one that is a consequence of the reduction of the screening of nuclear charges caused by the ionization process. Such an effect is not observed for the non-alkali dimers reported in table I, where we observe always bond contraction after molecular ionization processes, except for the H 2 dimer which, with only two bound electrons, is another system which follows the alkali metal behavior. In conclusion, the two title systems show very marked bond lengthening both upon ionization and on spin stretching.
To solve the close coupling equations, it is necessary to generate the matrix elements of the coupling potential between the basis of asymptotic functions. Since the latter are given by Legendre polynomials, we fit the potential as follows
where R is the intermolecular distance (distance from the center of mass of the dimer to the atom), r eq is the diatomic rigid rotor bond distance, θ is the angle between the dimer and the intermolecular vector, P λ are the Legendre polynomials, and V λ are the radial coefficients. The latter are the potential coupling coefficients which shall be employed in the scattering equations. We thus need to evaluate them at any R, with λ large enough for the expansion to reach a preselected precision. In practice, we solve it over a discrete radial grid, and then interpolate the V λ with cubic splines, further extrapolating them with exponentials at short range and a two-term inverse power law at long range.
Both systems, although showing different potentials, are strongly anisotropic in the short range region: for some chosen value of R, the potential can therefore be for different angles either strongly attractive or repulsive by several thousands cm −1 . This feature makes it numerically difficult when trying to generate the radial coefficients. A method has been applied (e.g. see [15] ) which permits to circumvent this difficulty: at a given R value, we first truncate the potential up to a few thousand cm −1 and then apply a smoothing function to this truncated potential to avoid the Gibbs oscillations that would inevitably come when fitting directly the truncated potential. Finally, we fit this functional of the potential with a weighting strategy, giving more relevance (thus higher fitting precision) to the low-energy parts of the potential in comparison with the more repulsive regions. Thus, we optimized the fitting parameters for the low-energy dynamics which we intend to study by finally getting potential fits with a precision of better than 2 cm −1 for V < ∼ 800 cm −1 .
B. The quantum dynamics
We briefly recall here the equations of the close-coupling formalism we have employed.
Using the center of mass frame, the time-independent Schrödinger equation writes
where
and (3)
where m is the reduced mass of the diatom and µ that of the complex. E is the total energy.
The interatomic distance of the diatom is denoted r, R is the distance between the colliding atom and the diatom center of mass and θ is the angle between R and r. The v mol term is the potential of the isolated diatom and V I (r, R, θ) is the interaction potential, eq. (1). To solve equation (2), the Ψ JM ( R, r) is expanded on a basis of asymptotic eigenfunctions of the isolated partners, which are treated here as rigid rotor targets (r = r eq for each of them) and therefore r eq disappears as an explicit variable of the present problem.
where the channel function for channel n ≡ (jl ; JM ) is given by
The quantum number for rotation is denoted by j and l is the orbital angular momentum of the atom with respect to the diatom. J is the total angular momentum (
M is the projection of J on the laboratory frame fixed z axis, and (j, l, J|m j , m l , M ) is a Clebsch-Gordan coefficient. Solving the present problem is thus equivalent to determining the expansion coefficients C n (R). Multiplying the l.h.s. of eq. (2) by φ i and integrating over R andr, then using eq. (5) and (6), we find
where E i = E − j is the initial kinetic energy (the collision energy) and l i is the angular orbital momentum in the ith channel. j = Bj(j + 1) is the rotational energy of the target. We obtained a second-order differential equation to be solved for each i, thus a set of equations for the C i (R) coefficients, called coupled channel (CC) equations.
The radial coefficients V λ (R) hence appear in the sum of terms on the r.h.s. of eq. (7),as the weighting radial terms of the potential times the angular coupling terms generated by the potential anisotropy between rotational asymptotic channels φ i |P λ |φ n . We thus know that the angular dependence of the interaction applies, during collisions, a torque to the rotating target which acts over the radial range of action of each V λ (R) coefficient.
To solve the CC equations we used the code developed in our group, where the propagator was given by a log-derivative algorithm at short range and by the modified variable-phase propagator at long range, as discussed by [16] .
The initial tests for the neutral showed that the inelastic cross sections would exhibit very few and fairly small resonance features. Accordingly, we chose a rather sparse energy grid corresponding to a minimum of 50 energies for the highest initial j, this number increasing with decreasing initial j. The energies were chosen to be mainly distributed around the expected isolated resonance energies, in order to obtain a good description of these features.
The propagators parameters were accurately tested at two representative energies and the integration was thus carried out using the Log-Derivative propagator between 2 and 30Å (in 500 steps), and our Modified Variable Phase propagator between 30 and 200Å.
The rotational basis chosen covered a range of more than 100 cm −1 for the closed channels at all energies and it proved to be necessary to compute partial cross-sections up to a total angular momentum of 35h in order to get a satisfactory convergence (around 5%), at the higher rotational transitions.
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Our results were further tested at a few energies using an entirely different code by Hutson and Green (see ref. [17] ). We found an excellent agreement between the two codes, with differences remaining always under 1%.
When computing rotational transitions for the ion the larger potential depth induces a much richer resonance structure. We consequently adopted a more dense energy grid and a larger rotational basis. The minimum number of energy points for all transitions is here about 100 in the energy range of 1-100 cm −1 and we also computed a few points up to 600 cm −1 to further ensure numerical convergence of our rate coefficients (see below for additional details). For the ion, we used more or less the same propagation parameters as for the neutral, while just switching from one propagator to the other at an earlier distance of 15Å. We also used at all energies a rotational basis equivalent to at least a range of 300 cm −1 spanned by the energies of the closed channels. The maximum total angular momentum needed below 100 cm −1 was of ∼45h.
For both systems the detailed balance on the cross sections gave an excellent agreement at all energies, the largest error coming at low energies, with differences around 5%. This permits us to state that our final cross sections are numerically converged within that error value.
Since the main scope of this paper is the comparison of rotational (de)excitation behavior of the two systems, the spin coupling effects (spin-spin and spin-rotation) are neglected and both systems are treated as pseudo-1 Σ targets. This approximation is fully justified at our energies, since spin coupling constants are small for both systems. According to Kurls's formula (e.g. see ref. [18] ) and using the data provided to us by E. Yurtsever (private communication) obtained via the Gaussian code (e.g. see ref.
[19]), we find that the spinrotation constants are respectively 4.8 10 −5 and 4.3 10 −5 cm −1 for the neutral and the ion.
We have nonetheless performed a few numerical tests with the correct coupling calculations at several energies between 1 and 30 cm −1 , and for both systems we found that the inclusion of the spin-rotation coupling has only a small effect at the energies we considered. If we sum over final spin states, the value of a given rotational transition, in fact, does not depend on the initial choice by more than 5%. Furthermore, the difference between the summed cross section and its value from the pseudo-1 Σ calculation is less than 10%. At all the energies of this range, moreover, the systems preferentially stay in their original spin state, this preference varying from a factor of ∼ 1.5 to more than 10. These results confirm the validity of the pseudo-singlet approximation employed in our extensive calculations reported below. Figure 1 shows the potential energy curves resulting from our fit for both systems and reports their minimum orientations. The two surfaces markedly differ in several points:
III. RESULTS AND DISCUSSION
the potential well depth is more than a hundred times deeper in the case of the ion and the repulsive walls at short range do not have the same slope, neither the same location.
But two facts are nonetheless common to both molecular partners: (i) the presence of an attractive interaction in the medium to long range region and a strongly repulsive wall when approaching at short range each molecule and (ii) the presence of only two dominant multipolar potential terms at long range, i.e. V 0 (R) and V 2 (R). For the ion, they correspond respectively to the charge-induced dipole and charge-induced quadrupole interactions. For the neutral partner, we have instead the isotropic and anisotropic part of the dispersion interaction, respectively. Both terms for the neutral are smaller than for the ion. Moreover, the V 0 vanishes more rapidly for the neutral. In conclusion, the neutral triplet state exhibits "softer" repulsive regions than the more compact ionic doublet. One should also note here that the oscillatory structures are much richer in the case of the ion, occurring up to 50 cm −1 above threshold. It is hard to decide whether these structures are due to resonant features or to background interference effects without a proper analysis of the corresponding S-matrix elements. As we consider such a study, because of the absence of experimental data, outside the scope of this paper, we are not discussing these features any more. For the neutral, on the other hand, only one small feature in the cross sections appears, associated with the opening of the first rotational channel. Apart from such low-energy findings, the behavior of all cross sections is largely featureless as the energy increases. In both cases, rotational deexcitation is a more favorable process when starting from higher j values. Hence, rotational excitation is expected to be easier from low j initial states. As noted before, the largest difference between the two systems comes at low energies, where the strong increase of cross sections is much more marked in the case of the ion as the energy decreases: clearly, at low energies, the systems are more sensitive to the outer potential details like well depth and long range forces, the latter dominating the threshold behavior in the ionic system.
If we further define a quantity we shall call the pseudo-rates K as
where v(E) is the velocity associated to the initial collision energy E : v = 2E/µ , we note that these quantities are generally a good approximation of true Boltzmann rates when the cross sections are nearly featureless and smoothly vary with temperature, given as E = kT in the pseudo-rates. As discussed for the data shown by figure 3 , this is what occurs in the present calculations.
To assess the reliability of this approximation, we also computed temperature dependent rates for some transitions and in the range of 10-100K. In figure 4 we therefore report the summed-over-final-states Boltzman rates and the pseudo-rates, j ≤10 K j→j , as a function of temperature for the two systems. Three main features are illustrated by the plots: (i)
on all four panels, we see that the pseudo-rates are a very good approximation to the true Boltzmann-integrated rates. The size and temperature dependence are largely the same, the main difference being that the Boltzman integration smooths out the curves and makes the resonances patterns disappear while it is not the case with the pseudo-rates: the average precision of this pseudo-rate approximation can furthermore be estimated to be around 20%; (ii) outside the resonance structure shown by the ion, we see that, the global inelastic behavior of these pseudo-rates is nearly the same for both molecular partners, the principal difference showing up at low energy, as was the case for cross sections; (iii) one further difference between the two systems is to be found in the elastic rates/cross sections, which turn out to be about twice as big for the ion as for the neutral. Thus, we can say that the overall flux redistribution after collisions is dominated by elastic processes in the ionic case, while for the neutral, the sizes of elastic and inelastic flux redistributions are nearly equal.
IV. CONCLUSIONS
We have computed rotationally inelastic cross sections and pseudo rates for the lithium dimer in two different electronic states, treated as pseudo-1 Σ molecules, interacting with a helium atom in the range of energy between 1 and 100 cm −1 . We found the unexpected result that, except for the low energy behavior and the resonance structures present in the ionic case, the inelastic cross sections and rates are rather close between neutral and ionic partners although the potential well depths, the repulsive walls and the long range behaviors are different in the two cases. The explanation comes from the fact that at these energies, the collisional behavior is dominated by the geometry effects; in other words, the dynamically accessible torques at a given energy for a given transition are similar for both systems. The elastic cross sections and rates are however much more different, with a factor of 2 in favor of the ion, as one should expect.
The present calculations therefore help us to shed more light on the role played by molecular features in low energy inelastic scattering processes, in the sense that the presence of either neutral or ionized lithium dimers in the gaseous medium would result, in both cases, in comparable cooling efficiency for scattering with 4 He as a buffer gas. On the other hand, the differences in elastic cross sections suggest that the ionic partner would yield much larger momentum transfer cross sections with the same partner gas and would therefore undergo more rapidly a translational cooling process by sympathetic collisions (e.g. see [20] ). 2.5×10 -9 3.0×10 -9 3.5×10 -9 4.0×10 -9 summed (pseudo-)rate [cm 2.5×10 -9 3.0×10 -9 3.5×10 -9 4.0×10 -9 summed (pseudo)rate [cm 
