Structural identifiability is a property of a differential model with parameters that allows for the parameters to be determined from the model equations in the absence of noise. The method of input-output equations is one method for verifying structural identifiability. This method stands out in its importance because the additional insights it provides can be used to analyze and improve models. However, its complete theoretical grounds and applicability are still to be established. A subtlety and key for this method to work is knowing if the coefficients of these equations are identifiable.
Introduction

Background
Structural identifiability (in what follows, we will say just "identifiability" for simplicity) is a property of a differential model with parameters that allows for the parameters to be uniquely determined from the model equations in principle (in the absence of noise). Performing identifiablity analysis is an important first step in evaluating and, if needed, adjusting the model before a reliable practical parameter identification is performed. There are different approaches to assessing identifiability (see [9, 15] for descriptions of methods).
One of these approaches, which is widely used, is based on input-output equations [3, 28, 23, 13, 4, 6, 27, 29, 22, 24] . Roughly speaking, these are "minimal" equations that depend only on the input and output variables and parameters (for precise definitions via characteristic sets, see Section 4) . We will describe a typical algorithm based on this approach using the following linear compartment model as a running example:
x ′ 1 = −(a 01 + a 21 )x 1 + a 12 x 2 + u, x ′ 2 = a 21 x 1 − a 12 x 2 , y = x 2 .
(1) In the above system, • x 1 and x 2 are unknown state variables;
• y is the output observed in the experiment;
• u is the input (control) function to be chosen by the experimenter;
• a 01 , a 12 , a 21 are unknown scalar parameters.
The question is whether the values of the parameters a 01 , a 12 , a 21 can be determined from y and u. A typical algorithm operates as follows:
Step 1 Find input-output equations, representing them as (differential) polynomials in the input and output variables. For (1), a calculation shows that the input-output equation is y ′′ + (a 01 + a 12 + a 21 )y ′ + a 01 a 12 y − a 21 u = 0.
(2)
Step 2 Use the following Assumption (A): a function of parameters is identifiable if and only if it can be expressed as a rational function of the coefficients of the input-output equations. In our example, this amounts to assuming that a 01 + a 12 + a 21 , a 01 a 12 , and a 21 are identifiable and every identifiable function can be expressed via a 01 + a 12 + a 21 , a 01 a 12 , and a 21 .
One possible rationale behind this assumption is the "solvability" condition from [28, Remark 3] : due to the "minimality" of the input-output equations, one would expect that there exist N and t 1 , . . . , t N ∈ C such that the linear system        y ′′ (t 1 ) + c 1 y ′ (t 1 ) + c 2 y(t 1 ) + c 3 u(t 1 ) = 0 . . . y ′′ (t N ) + c 1 y ′ (t N ) + c 2 y(t N ) + c 3 u(t N ) = 0
in c 1 , c 2 , c 3 has a unique solution in terms of y(t i ), y ′ (t i ), y ′′ (t i ), u(t i ), 1 i N , so the coefficients of (2) are identifiable. However, [15, Example 6] shows that the assumption is not always satisfied and, consequently, such N and t 1 , . . . , t N might not exist at all.
Step 3 Set up a system of polynomial equations in the parameters setting the coefficients of (2) equal to new variables,      a 01 + a 12 + a 21 = c 1 a 01 a 12 = c 2 −a 21 = c 3 ,
and verify if (4) as a system in the a's with coefficients in the field C(c 1 , c 2 , c 3 ) has a unique solution. This can be done without solving the system, for example, using Gröbner bases. Alternatively, for the system (4), one can see that a 21 = −c 3 can be uniquely recovered, but the values of a 01 and a 12 are known only up to exchange due to the symmetry of (4) with respect to a 01 and a 12 .
Even though there are complete algorithms (that is, not relying on any assumption like Assumption (A) above) for assessing structural identifiability (see, e.g., [16] ), establishing when the input-output equation method is valid is important for the following reasons:
• This method can produce all identifiable functions, not just assess identifiability of specific parameters. More precisely, Corollary 4.12 shows that the field generated by the coefficients of the input-output equations contains all of the identifiable functions. In example (1) , the field of identifiable functions is generated by the coefficients of (2), so it is equal to C(a 01 + a 12 + a 21 , a 01 a 12 , a 21 ) = C(a 01 + a 12 , a 01 a 12 , a 21 ).
Generators of the field of identifiable functions can be further used to reparametrize the model [3, 7, 21] .
• This method can used for proving general theorems about classes of models [23, 13] .
• For a large class of linear compartment models, there are efficient methods for computing their input-output equations [23, 24, 13 ].
The problem
As was described above, the approach to assessing identifiability via input-output equations has been used much in the last two decades and has its own distinctive features. However, it heavily relies on Assumption (A), which is not always true (see [15, Example 6] ) and is not verified in any implementation we have seen (including [6, 22] ). The general problem studied in this paper is: to determine classes of ODE models that satisfy Assumption (A) a priori; consequently, the approach via input-output equations gives correct result for these models.
Our results
The first part of our results shows that Assumption (A) is a priori satisfied for the following classes of models often appearing in practice [2, 5, 10, 11, 12, 22, 30, 31] :
• linear models with one output (Theorem 1);
• linear compartment models such that, from every vertex of the graph of the model, at least one leak or input is reachable (Theorem 2).
Checking whether the model is of one of these types can be done just by visual inspection. For instance, as we will see in Example 2.6, each of these theorems is applicable to model (1) . Note that Theorem 1 cannot be strengthened to more than one output if all linear models are allowed, see [15, Example 6] . The second part is devoted to relaxing the "minimality" condition on the input-output equations. For linear compartment models, elegant relations involving only parameters, inputs, and outputs were proposed in [23, Theorem 2] based on Cramer's rule (see also [13, Proposition 2.3] ). In general, using these equations instead of the "minimal" relations in the algorithm above would give incorrect results (see [13, Remark 3.11] ). However, in Theorem 3, we show that, for linear compartment models with an input and whose graph is strongly connected, one can use these equations as the input-output equations and obtain the full field of identifiable functions.
We state the consequences of our results for algorithms for computing identifiable functions in Section 3.1.
Structure of the paper
Basic notions and notation from differential algebra, identifiability, and linear compartment models are given in Section 2. The main results in a brief form are stated in Section 3 and then are stated and proved in Sections 5 and 6 using results from Section 4. We include results connecting IOidentifiability with another notion present in the literature, the identifiability from initial conditions, in the Appendix.
Preliminaries
In this section, we recall the notation/notions found in the literature as well as introduce our own notation/notions that we will use to state our main results in Section 3. General technical results on identifiability that we use in this paper are stated and proved in Section 4. All fields are assumed to have zero characteristic.
Identifiability
Let µ = (µ 1 , . . . , µ λ ), x = (x 1 , . . . , x n ), y = (y 1 , . . . , y m ), and u = (u 1 , . . . , u κ ). Consider a system of ODEs
where f = (f 1 , . . . , f n ) and g = (g 1 , . . . , g m ) are tuples of elements of C(µ)[x, u] and Q ∈ C(µ)[x, u]\{0}. For a rational function h(µ) ∈ C(µ), we will define two notions of identifiability: identifiability and IO-identifiability, where the former is meaningful from the modeling standpoint, and the latter is what the algorithm outlined in the introduction will check. We will first introduce some notation: Notation 2.1 (Differential rings and ideals).
(a) A differential ring (R, δ) is a ring with a derivation δ : R → R, that is, a map such that, for all a, b ∈ R, δ(a + b) = δ(a) + δ(b) and δ(ab) = δ(a)b + aδ(b).
(b) The ring of differential polynomials in the variables x 1 , . . . , x n over a differential field (K, δ)
is the ring K[δ i x j | i 0, 1 j n] with a derivation defined on the ring by δ(δ i x j ) := δ i+1 x j . This differential ring is denoted by K{x 1 , . . . , x n }.
(c) An ideal I of a differential ring (R, δ) is called a differential ideal if, for all a ∈ I, δ(a) ∈ I.
For F ⊂ R, the smallest differential ideal containing F is denoted by [F ].
(d) For a ring R and S 1 , S 2 ⊂ R, we denote S 1 :
(e) For a ring R and subset S ⊂ R, the smallest multiplicatively closed subset of R containing S is denoted by S ∞ .
(f) Given Σ as in (5), we define the differential ideal of Σ as
Notation 2.2 (Auxiliary analytic notation). (a) Let C ∞ (0) denote the set of all functions that are complex analytic in some neighborhood of t = 0.
(c) For (x * ,μ,û) ∈ Ω, let X(x * ,μ,û) and Y (x * ,μ,û) denote the unique solution over C ∞ (0) of the instance Σ with x * =x * , µ =μ, and u =û (see [ 
The set of all non-empty Zariski open subsets of (C ∞ (0)) s will be denoted by τ ((C ∞ (0)) s ).
In this paper, we are interested in comparing identifiability and IO-identifiability (Definition 2.4), and the latter is defined only for functions in µ. Thus, just for the purpose of comparison, we will restrict ourselves to the field {h ∈ C(µ) | h is identifiable}, which we will call the field of identifiable functions.
Definition 2.4 (IO-identifiability). The smallest field k such that C ⊂ k ⊂ C(µ) and I Σ ∩ C(µ){y, u} is generated (as an ideal or as a differential ideal) by I Σ ∩ k{y, u} is called the field of IO-identifiable functions. We call h ∈ C(µ) IO-identifiable if h ∈ k. 
Linear compartment models
In this section, we discuss linear compartment models [1] . Such a model consists of a set of compartments in which material is transfered from some compartments to other compartments. We also allow for leakage of material from some compartments out of the system, and for input of material into some compartments from outside the system.
We use the notation of [23, Section 2] . Let G be a simple graph with n vertices V and edges E. Let In, Out, and Leak be subsets of V . The coefficients of material transfer are {a ji | j ← i ∈ E} and {a 0i | i ∈ Leak}. For i = 1, . . . , n, let x i be the quantity of material in compartment i. If i ∈ In, let u i be the rate at which the experimenter inputs material into the i-th compartment. If i ∈ Out, let y i = x i . Without loss of generality, we assume Out = {1, . . . , m}. Now the system of equations governing the dynamics of x 1 , . . . , x n is given by
where x = (x 1 , . . . , x n ) T , u is the n × 1 matrix whose i-th entry is u i if i ∈ In and 0 otherwise, and A(G) is the matrix defined by
In the notation of (5), we have x = {x 1 , . . . , x n }, y = {y 1 , . . . , y m }, u = {u i | i ∈ In}, and
It was observed in [23, Theorem 2] that, for a linear compartment model, one can obtain relations among inputs, outputs, and parameters as follows. Let ∂ be the operator of differentiation. Let M ji (G) denote the submatrix of ∂I − A(G) obtained by deleting the j-th row and i-th column. Then [23, Theorem 2] yields that system (7) implies that Here G is the graph given by V = {1, 2} and E = {1 → 2, 2 → 1}. The arrow leaving compartment 1 indicates that Leak = {1}, the arrow entering compartment 1 indicates that In = {1}, and the other decoration to compartment 2 indicates that Out = {2}. One can see that the corresponding system of differential equations coincides with (1) and can be written as
One can see that this system satisfies the conditions of Theorems 1, 2, and 3. A direct computation shows that the input-output equation (2) is a special case of (9).
Main results
In this section, we will state our main results in a condensed form. For the detailed statements, see the corresponding theorems in the following sections.
Theorem 1 (see Theorem 5.2). If system Σ is linear and has exactly one output, then IOidentifiable functions coincide with identifiable functions.
Theorem 2 (see Theorem 6.3). If the graph of a linear compartment model is such that one can reach a leak or an input from every vertex, then IO-identifiable functions coincide with identifiable functions.
In other words, Theorems 1 and 2 provide classes of models for which the approach via inputoutput equations outlined in the introduction gives the correct result.
Theorem 3 (see Theorem 6.6). For a linear compartment model
• with at least one input and
• whose graph strongly connected, the field of all identifiable functions is generated by the coefficients of equations (9).
Application to algorithms
In this section, we will rephrase Theorems 1, 2, and 3 as statements about the correctness of two versions of the algorithm outlined in Section 1.1. To state the algorithms precisely, we will use notions from Section 4.1.
Algorithm 3.1 Computing identifiable functions
Input System Σ as in (5) Output Generators of the field of identifiable functions of Σ (see Corollary 3.1) (Step 1) Compute a monic characteristic presentation C (see Defnition 4.5) of the ideal I Σ with respect to a differential ranking (see Definition 4.2) such that every derivative of each of x is greater than every derivative of each of y and u.
Step 3) Return the coefficients of C 0 considered as differential polynomials in y and u.
Corollary 3.1. Assume that Σ satisfies one of the following conditions
• Σ is linear and has exactly one output;
• Σ is a linear compartment model such that one can reach a leak or an input from every vertex.
Then Algorithm 3.1 will produce a correct result for Σ.
Proof. Corollary 4.12 implies that Algorithm 3.1 will compute generators of the field of IOidentifiable functions. Theorems 1 and 2 imply that, for Σ that we condsider, the field of IOidentifiable functions coincides with the field of identifiable functions.
Algorithm 3.2 Computing identifiable functions
Input System Σ as in (5) corresponding to a linear compartment model with graph G Output Generators of the field of identifiable functions of Σ (see Corollary 3.2) (Step 1) For every i ∈ Out, compute a differential polynomial p i as in (9).
(
Step 2) Return the coefficients of {p i | i ∈ Out} considered as differential polynomials in y and u.
Corollary 3.2. In the notation of Algorithm 3.2, if graph G is strongly connected and has at least one input, then Algorithm 3.2 will produce a correct result.
Proof. Follows from Theorem 3.
General results about identifiability and IO-identifiability
In this section, we will establish several technical results regarding the notions of identifiability, which we will further use to prove the main results.
Differential algebra
We will use the following notation and definitions standard in differential algebra (see, e.g., [19, Chapter I] and [8, Section 2]):
• For a differential ring (R, δ), its ring of constants is C(R) := {r ∈ R | δ(r) = 0}.
• For elements a 1 , . . . , a n of a differential ring, let Wr m (a 1 , . . . , a n ) denote the m×n Wronskian matrix of a 1 , . . . , a n , that is, 3. For f ∈ K{x 1 , . . . , x n }\K and differential ranking >,
• lead(f ) is the element of {δ i x j | i 0, 1 j n} of the highest rank appearing in f .
• The leading coefficient of f considered as a polynomial in lead(f ) is denoted by in(f ) and
called the initial of f .
• For S ⊂ K{x 1 , . . . , x n }\K, the set of initials and separants of S is denoted by H S .
every element of A \ {p}. One can show that every autoreduced set is finite.
• An autoreduced subset of the smallest rank of a differential ideal I ⊂ K{x 1 , . . . , x n } is called a characteristic set of I. One can show that every non-zero differential ideal in K{x 1 , . . . , x n } has a characteristic set.
Definition 4.5 (Characteristic presentation).
• A polynomial is said to be monic if at least one of its coefficients is 1. Note that this is how monic is typically used in identifiability analysis and not how it is used in [8] . A set of polynomials is said to be monic if each polynomial in the set is monic.
• Let C be a characteristic set of a prime differential ideal P ⊂ K{x 1 , . . . , x n }. Let L(C) and N (C) denote the set of leading variables of C and the set of remaining variables appearing in C, respectively. Then C is called a characteristic presentation of P if all initials of C belong to K[N (C)] and if every element of C is primitive (i.e., equal to its primitive part) over K[N (C)].
Definition 4.6 (Monomial). Let K be a differential field and let X be a set of variables. An element of the differential polynomial ring K{X} is said to be a monomial if it belongs to the smallest multiplicatively closed set containing 1, X, and the derivatives of X. An element of the polynomial ring K[X] is said to be a monomial if it belongs to the smallest multiplicatively closed set containing 1 and X. Proof.
Algebraic criterion for identifiability
and E the subfield generated by the image of C{y, u} in F. Let Σ 1 be the system of equations obtained by adding
to Σ, where x n+1 is a new state variable and y m+1 is a new output. We define F 1 = Frac(C(µ){x, x n+1 , y, y m+1 , u}/I Σ 1 ), and let E 1 be the subfield generated by the image of C{y, y m+1 , u} in F 1 . We will talk about Σ-identifiability of h and Σ 1 -identifiability of x * n+1 . The proof will proceed in the following three steps.
Step
Let Θ and U be the corresponding open subsets from Definition 2.3. We set
We will show that x * n+1 is identifiable with the open sets from Definition 2.3 being Θ 1 and U . Let Ω 1 be the set Ω for the model Σ 1 , and consider (
Since, for a fixed known value of y m+1 , the values of x * n+1 and h(x * , µ) uniquely determine each other, we have 
Then, in the same way as above, we have
, and x n+1 is transcendental over F. Since x n+1 is a constant, there is a differential automorphism α :
implies that x n+1 ∈ E 1 if and only if h ∈ E. This concludes the proof.
Remark 4.8. Note that the transformation described in (10) can be used in practical computation as follows. There are software tools that can assess identifiability of initial conditions (e.g. SIAN [16] ). Using this transformation, one can use such tools to assess identifiability of an arbitrary rational function of the parameters and initial conditions. 
Constructive definition of IO-identifiable functions
is equal to the smallest subfield of K containing L and k 0 . Therefore, for every L, K, and I, the field of definition of I over L is well defined.
Proposition 4.11. Let L ⊆ K be differential fields and let X be a finite set of variables. Let P be a non-zero differential ideal of K{X} such that the ideal generated by P in K{X} is prime. If C is a monic characteristic presentation of P , then the field of definition of P over L is the field extension of L generated by the coefficients of C.
Proof. Let A be the set of coefficients of C and let k be the field of definition of P over L.
Suppose A ⊂ k. Let P 1 be the ideal generated by the image of P in K{X}. We show that C is a monic characteristic presentation for P 1 . We have that C is a characteristic set for P 1 . Since C is strongly normalized ([8, p. 40]) in K{X}, it follows that C is strongly normalized in K{X}, since this property does not depend on the coefficient field. Write C = p 1 , . . . , p r . For i = 1, . . . , r, let N p i be the set of non-leaders of p i . Since each p i is primitive with respect to K[N p i ], it follows that each p i is primitive with respect to K[N p i ]. Since P 1 is prime, any minial characteristic decomposition consists of a single characteristic set. By [8, Corollary 1, p. 42], we conclude that C is a monic characteristic presentation for P 1 .
By [25, Theorem 9.29, p. 117] , there is an automorphism α of K that fixes k but moves some element of A. Extend α to a differential ring automorphism on K{X} that fixes X. We show that α(C) is a monic characteristic presentation of P 1 . Since the properties of a set being strongly normalized and primitive in the non-leaders do not depend on the coefficient field, we have that α(C) satisfies these two properties. Since the rank of α(C) is the same as that of C, it remains to show that α(C) ⊂ P 1 . Let f ∈ C. Since P is defined over k, it follows that P 1 is defined over k. Therefore, there exist a i ∈ k{X} ∩ P 1 and b i ∈ K{X} such that f = i a i b i . Thus,
We conclude that α(C) ⊂ P 1 and thus is a characteristic set of P 1 .
We have shown that C and α(C) are monic characteristic presentations of P 1 . By [8, Theorem 3, p. 42], α(C) = C. However, since α moves some coefficient appearing in C, we have a contradiction. We conclude that our assumption that A ⊂ k is false.
It remains to show that k ⊆ L(A). Let {h i } i∈B be a monic generating set of P 1 as an ideal such that, for all i ∈ B and for all g ∈ P 1 \{h i }, the support of h i − g is not a proper subset of the support of h i . We argue that such a generating set exists. We describe a map φ : P 1 → P(P 1 ), where P(P 1 ) denotes the power set of P 1 , such that ∀b ∈ P 1 -b belongs to the ideal generated by φ(b) and -∀a ∈ φ(b) ∀d ∈ P 1 \{0} the support of d is not a proper subset of the support of a.
Let b ∈ P 1 . Define φ(b) recursively as follows. If there is no element of P 1 \{0} whose support is a proper subset of the support of b, let φ(b) = {b}. If there is an a ∈ P 1 \{0} whose support is a proper subset of the support of b, let φ
This completes the definition of φ. Note that φ is well-defined since for each non-terminal step, the support of each element of the output is smaller than the support of the input. Let {b i } i∈B 0 be a generating set for P 1 as an ideal. Now i∈B 0 φ(b i ), after normalization so that each element is monic, has the desired properties.
Fix i and suppose that some coefficient of h i does not belong to L(A). Then by [25, Theorem 9.29, p. 117] , there is an automorphism α of K such that α fixes L(A) and α(h i ) = h i . Since h i is monic, we have that h i − α(h i ) has smaller support than h i . Now we show that h i − α(h i ) ∈ P 1 . Since h i ∈ P 1 , we have that h i ∈ [C]:H C ∞ . Therefore, since α fixes the coefficients of C, we have
This contradicts the definition of {h i } i∈B . Since the coefficients of h i belong to L(A), {h i } i∈B is also a generating set for P . Therefore, P is generated by P ∩ L(A){X}. By the definition of k, it follows that k ⊆ L(A). Proof. The proof of [15, Lemma 2] shows that both I Σ and the ideal generated by the image of I Σ in C(µ) are prime, since the argument does not depend on the coefficient field. Therefore I Σ ∩ C(µ){y, u} and the ideal generated by I Σ ∩C(µ){y, u} in C(µ){y, u} are prime. By Proposition 4.11 with L = C, K = C(µ), and P = I Σ ∩ C(µ){y, u}, we have that the field of definition of P over C is equal to the field extension of C generated by the coefficients of C. This is exactly the field of IO-identifiable functions. 
Identifiability =⇒ IO-identifiability
Suppose h ∈ k. By [25, Theorem 9.29, p. 117], there exists an automorphism σ on C(µ) that fixes k pointwise and such that σ(h) = h. Let R 1 := C(µ){x, y, u}. We extend σ to R 1 by letting σ fix x, y, and u. Applying σ to (11) and subtracting the two equations yields g(h − σ(h)) = (m 1 − σ(m 1 ))p 1 + . . . + (m r − σ(m r ))p r
in R 1 . Let P denote the differential ideal generated by Σ in R 1 . Since P is a prime differential ideal and the right-hand side of (12) belongs to P , it follows that either g ∈ P or h − σ(h) ∈ P . But since h − σ(h) is a non-zero element of C(µ) and P is a proper ideal, it cannot be that h − σ(h) ∈ P . Therefore, g ∈ P . Hence, g ∈ P ∩ R = I Σ , contradicting our assumption on g.
Sufficient condition for "identifiable ⇐⇒ IO-identifiable"
The aim of this section is Proposition 4.16, which gives a sufficient condition for the fields of identifiable and IO-identifiable functions to coincide. We use this condition for proving Theorem 2.
Lemma 4.14. Let g ∈ I Σ be such that we can write g = N i=1 a i z i , where N 2, a i ∈ C(µ), a 1 = 1, and z 1 , . . . , z N are distinct monomials in C{y, u}. If for some Z {z 1 , . . . , z N } of size N − 1 it holds that det Wr N −1 (Z) ∈ I Σ , then a i is identifiable for all i = 1, . . . , N .
Proof. Suppose det Wr N −1 (z 1 , . . . , z t−1 , z t+1 , . . . , z N ) ∈ I Σ . By relabeling and dividing by a t , we can assume that det Wr N −1 (z 2 , . . . , z N ) ∈ I Σ , and set M := Wr N −1 (z 2 , . . . , z N ). Note that the coefficients of the original polynomial (before division by a t ) are identifiable if and only if the coefficients of the new one are. Modulo I Σ , we have N i=2
Since I Σ is a differential ideal, the derivatives of (13) are also true. Differentiating (13) N − 2 times, we obtain the following linear system:
Since M is nonsingular modulo I Σ , in Frac(C(µ){x, y, z}/I Σ ), we have (a 2 , . . . , a N ) = − z 1 , . . . , −z
Since the entries of the right-hand side belong to the subfield generated by C{y, u}, a 2 , . . . , a N are identifiable by Proposition 4.7.
Lemma 4.15. Let K be a constant field and X a finite set of variables. Let C be a characteristic presentation for a prime differential ideal I in K{X}. Let C ∈ C and write C = r i=1 a i m i , where each a i ∈ K\{0}, and the m i are distinct monomials. Then no proper subset of {m 1 , . . . , m r } is K-linearly dependent modulo I.
. . , b r−1 ∈ K are not all 0. Without loss of generality, we can assume that either D < C j or rank(D) = rank(C j ) and in(D) is not a K-multiple of in(C j ).
Suppose D < C j . Then D is reducible to 0 by C 1 , . . . , C j−1 . However, since C is a characteristic set, C j is reduced with respect to C 1 , . . . , C j−1 and hence D is reduced with respect to C 1 , . . . , C j−1 . Thus, we have a contradiction.
Suppose rank(D) = rank(C j ) and in(D) is not a K-multiple of in(C j ). Consider the element E := in(C j )D − in(D)C j . If E = 0, then in(C j )D = in(D)C j . We have that C is a characteristic presentation and thus C j is primitive over the polynomial ring generated by the non-leaders of C, and therefore gcd(in(C j ), C j ) = 1. Therefore, in(C j ) divides in(D), but this is impossible because in(D) is not a K-multiple of in(C j ). Therefore E = 0. Now E < C j , and by replacing D with E in the previous paragraph, we have a contradiction. Proposition 4.16. Assume that model Σ does not have rational first integrals (i.e., first integrals that are rational functions in the parameters and state variables), that is, the constants of Frac(C(µ){x, y, u}/I Σ ) coincide with C(µ). Then, for every h ∈ C(µ),
Proof. Proposition 4.13 implies that the field of all identifiable functions is contained in the field of all IO-identifiable functions. Let C be a monic characterstic presentation of I Σ ∩ C(µ){y, u}. Corollary 4.12 implies that the field of all IO-identifiable functions is generated over C by the coefficients of C. Thus, it remains to show that the coefficients of C are identifiable. Consider p ∈ C. 
"Identifiability ⇐⇒ IO-identifiability" for linear systems with one output (proof of Theorem 1)
In this section, we prove one of the main results, Theorem 5.2, which gives a sufficient condition for the equivalence of IO-identifiability and identifiability in a system with one output. In Corollary 5.3, we show that a linear system always satisfies this condition. We begin with showing a preliminary result.
Lemma 5.1. Let K be an algebraically closed field and consider
• the differential polynomial ring K{y, u} with derivation ∂ satisfying ∂(K) = 0,
• P ∈ K{y, u} of the form P = D P (y) + U P , where D P ∈ K[∂] is a linear differential operator over K with leading coefficient 1 and U P ∈ K{u}, and
• L := Frac(K{y, u}/[P ]) with field of constants C(L).
Then every linear dependence of the images of the monomials of P in L over C(L) is proportional to the one given by the coefficients of P .
Proof. Note that the inclusion K ⊂ C(L) yields K{y, u} ⊂ C(L){y, u} and K[∂] ⊂ C(L) [∂] . There is a differential C(L)-algebra homomorphism from C(L){y, u} to L that sends y and u to their respective images in L. We denote the images of y and u under this homomorphism byȳ andū, respectively. An element D of C(L)[∂] is considered to be a map from C(L){y, u} to C(L){y, u} or from L to L. Note that P is a characteristic set of [P ] with respect to any elimination ranking with y > u. Hence, u is differentially independent over K. Since C(L) is a differential algebraic extension of K, it follows that u is differentially independent over C(L).
Assume that the statement of the lemma is not true. Then there exists a nonzero polynomial Q ∈ C(L){y, u} such that • Q(y, u) = 0,
• every monomial in Q appears in P , and
• P and Q are not proportional.
Without loss of generality, we may assume that
where D Q ∈ C(L)[∂] has leading coefficient 1 and U Q ∈ C(L){u}. Let D 0 be the gcd of D P and D Q with the leading coefficient 1. If D P = D Q then U P (u) − U Q (u) gives a differential relation of u over C(L), which is impossible. Thus, D P = D Q , so ord D 0 < ord D P .
If F is an algebraically closed field and p ∈ F [X] and p is divisible by a q ∈ E[X] with the leading coefficient 1, where E is an extension of F , then q ∈ F [X]. Therefore, since D 0 divides D P and K is algebraically closed, D 0 ∈ K[∂] and there exists
. Then R(y, u) = 0. Since P − D 1 (R) ∈ C(L){u} vanishes on u and u is differentially independent over C(L), it follows that P = D 1 (R).
Considering a basis of C(L) over K, we can write
where U 0 , . . . , U N ∈ K{u} and 1, e 1 , e 2 , . . . , e N ∈ C(L) are linearly independent over K. Since • D 1 is divisible by ∂. Then ker D 1 = C(L). Thus, U 1 , . . . , U N belong to K. However, since U P = D 1 (U R ), U P does not contain a term in K. Hence U Q does not contain a term in C(L) and, consequently, U R does not contain a term in C(L). Thus, U 1 = . . . = U N = 0.
In both cases, we have shown that U R ∈ K{u}. Thus, R ∈ K{y, u} and R ∈ [P ]. But this is impossible because P is a characteristic set with respect to any elimination ranking with y > u and ord D 0 < ord D P . 
Proof. Since the initial and separant of p are both 1, we have that
where [p] denotes the differential ideal generated by p in C(µ){y, u}. In the following, we work in the ring C(µ){y, u}. Next, we show that the coefficients of p are identifiable. Let z 0 , . . . , z N be the monomials of p. Assume some subset of z 0 , . . . , z N of size N is such that its wronskian is in [p] . Without loss of generality, call these z 0 , . . . , z N −1 . By [18, Theorem 3.7, p. 21] , there is a non-trivial dependence of z 0 , . . . , z N −1 over the constants of Frac(C(µ){y, u}/[p]). By Lemma 5.1 with K = C(µ), this dependence is proportional to p. However, polynomials with different supports cannot be proportional. Hence our assumption that there exists a proper subset of {z 0 , . . . , z N } of size N whose Wronskian lies in [p] is false. By Lemma 4.14, the coefficients of p are identifiable. By Corollary 4.12, the field of IO-identifiable functions is C(a 1 , . . . , a N ) , where a ν+1 , . . . , a N are the coefficients of w. By the preceding paragraph, a 1 , . . . , a N are identifiable. The proof is concluded by applying Proposition 4.13.
Corollary 5.3. If m = 1 and Σ can be written
Proof. Fix a differential ranking such that, for all i, x i > y > u.
Let 
where L ∈ C(µ){x, y}, deg L 1, and F ∈ C(µ){u}, and since there can be no equation with u but not y or x (see [15, Lemma 1; Remark 1]), at each iteration of the pseudo-division, the initials and separants are in C(µ) (thus, splitting into components does not occur) and the pseudo-division consists of differentiation and linear substitution. Hence, the result of each pseudo-division is still of the form (14) . Hence the resulting characteristic set will already be a characteristic presentation, so no normalizing is needed. Therefore, C consists of one polynomial of the form stated in Theorem 5.2, and by that theorem we have our conclusion.
Applications to linear compartment models
In this section, we will prove our two main results for linear compartment models, Theorems 6.3 and 6.6. For the notation that we will use for such models, see Section 2.2.
6.1 Sufficient condition for "identifiability ⇐⇒ IO-identifiability" for linear compartment models (proof of Theorem 2) Lemma 6.1. Let F = Frac(C(µ){x, y, u}/I Σ ). The field of constants of F lies in the subfield of F generated by C, µ and x.
Proof. Observe that F as a field is generated by µ, x, and all the derivatives of u, and all these elements are algebraically independent. Assume that there exists h ∈ C(µ, x, u, . . . , u (ℓ) ) such that h ′ = 0 and, without loss of generality, ∂ ∂u (ℓ) κ h = 0. Then we have
where a ∈ C(µ, x, u, . . . , u (ℓ) , u Proof. Let H be a directed spanning forest of G constructed by a BFS with the set Leak as the source such that, from every vertex, there is a path to some element of Leak. Relabeling vertices if necessary, A(H) is upper triangular with algebraically independent diagonal entries. Since the diagonal entries are algebraic over the field extension of Q generated by the coefficients of the characteristic polynomial of A(H), it follows that the coefficients of the characteristic polynomial of A(H) are algebraically independent over Q.
For all i, j, if the coefficients of the characteristic polynomial of A(G)| a i,j =0 are algebraically independent, then the coefficients of the characteristic polynomial of A(G) are algebraically independent. Since A(H) can be obtained from A(G) by setting equal to 0 those a i,j such that H has no edge from j to i, it follows that the coefficients of the characteristic polynomial of A(G) are non-zero and algebraically independent. Since these n coefficients belong to the field extension of Q generated by n eigenvalues, the eigenvalues must be algebraically independent as well. Proof. Let K := Frac(C(µ){x, y, u}/I Σ ). We will show that Σ does not have a rational first integral, that is C(K) = C(µ). Then the theorem would will follow from Proposition 4.16. Consider a model Σ * with a graph G * obtained from G by replacing every input with a leak (if there was a vertex with an input and a leak, we simply remove the input). The theorem will follow from the following two claims.
Claim: If Σ has a rational first integral, then Σ * also does. Consider a first integral of Σ, that is, an element of c ∈ C(K) \ C(µ). Lemma 6.1 implies that there exists R ∈ C(µ, x)\C such that c is the image of R in K. Since C[µ, x]{u} ∩ I Σ = 0 due to [15, Lemma 1] and the image of R in K is a constant, the Lie derivative of R with respect to Σ,
. . , f n are as in (5), is zero. If there exists i ∈ In such that x i appears in R, then L Σ (R) will be of the form L Σ (R) = ∂R ∂x i u i + (something not involving u i ) = 0.
Thus, R does not involve any x i with i ∈ In. Then, due to the construction of G * , L Σ * (R) = L Σ (R) = 0, so Σ * also has a rational first integral. Claim: Σ * does not have rational first integrals. Lemma 6.2 implies that the eigenvalues of A(G * ) are algebraically independent. Then [26, Theorem 10.1.2, p. 118] implies that Σ * does not have rational first integrals. Proof. Suppose (p, q) and (p 1 , q 1 ) are distinct pairs satisfying the two properties above. It follows that a(p − p 1 ) + b(q − q 1 ) = 0.
Since (p, q) = (p 1 , q 1 ), (15) implies that p = p 1 . Since deg(p − p 1 ) < deg b, (15) implies that gcd(a, b) = 1, which contradicts our hypothesis. Proof. Suppose some coefficient of p or q does not belong to the field generated by the coefficients of a, b, and c. By [25, Theorem 9.29, p. 117] , there is a field automorphism σ of K that fixes the field extension of C generated by the coefficients of a, b, and c and moves this coefficient. We extend σ to K[x] by σ(x) = x. Applying σ to both sides of ap + bq = c gives us aσ(p) + bσ(q) = c.
Using K for K in Lemma 6.4, we arrive at a contradiction. Recall that (see (9) ), for every solution of Σ, we have
If G is strongly connected and has at least one input, then the coefficients of these differential polynomials with respect to y's and u's generate the field of identifiable functions of Σ.
Proof. Without loss of generality, assume Out = {1, . . . , m}. We set, for i = 1, . . . , m,
Let also D = det(∂I − A) and, for i = 1, . . . , m, let Q i be the 1 × n matrix of operators defined by
Observe that, for i = 1, . . . , m,
where u is the n × 1 matrix defined by u j = u j if j ∈ In and u j = 0 otherwise. First we show that the coefficients of h 1 , . . . , h m are IO-identifiable. Fix i. Choose an elimination differential ranking such that x j > y ℓ > y i > u r for all j, ℓ = i, and r. Let C be a characteristic presentation for Σ. Since the equations defining Σ are linear, the elements of C are linear. Now the lowest-rank equation of C is of the form g = E(y i ) + B · u, where E is a linear differential operator and B is a 1 × n matrix of linear differential operators, both with coefficients in C(µ). Since h i ∈ I Σ and h i involves only y i and u, h i ∈ [g], so there exists a differential operator D 0 ∈ C(µ) [∂] such that h i = D 0 g. Since G is strongly connected and has an input, by [13, Proposition 3.19] ,
Thus D 0 has order zero, so h i and g are proportional. Therefore, the coefficients of (16) are IO-identifiable. Next, we show that the field generated by the coefficients of h 1 , . . . , h m contains the field of IO-identifiable functions. Fix an elimination differential ranking such that y m > . . . > y 1 > u j for all j. We will show that a characteristic presentation C for I Σ ∩ C(µ){y, u} is of the form
. . .
where • for all i, D i is linear differential operator with coefficients in C(µ),
• D and Q 1 are the same as defined above,
• for all i, P i is a 1 × n matrix of linear differential operators, with coefficients in C(µ),
• for all i, ord(D i ) < ord(D).
The form of the first equation is explained by the previous paragraph. From (5) , we see that the transcendence degree of C(µ){x, y, u}/I Σ over C(µ){u} is equal to n, so the transcendence degree of C(µ){y, u}/(I Σ ∩ C(µ){y, u}) over C(µ){u} is less than or equal to n. From the form of the first equation, we have that y 1 , y ′ 1 , . . . , y (n−1) are algebraically independent over C(µ){u}, so for i = 2, . . . , m, the elements y i , y 1 , y ′ 1 , . . . , y (n−1) 1 must be algebraically dependent over C(µ){u}. Therefore the equation for y i has order 0 in y i . By Corollary 4.12, the coefficients of C generate the field of IO-identifiable functions.
We show that the coefficients of the characteristic presentation (18) can be written in terms of the coefficients of h 1 , . . . , h m . Since h 1 equals D(y 1 ) − Q 1 · u, this is true for the coefficients of D and Q 1 . It remains to show this for the coefficients of D 2 , . . . , D m and P 2 , . . . , P m . Note that for all i and for j ∈ In we have (P i ) j = 0, so we need only address the coefficients of (P i ) j for j ∈ In.
Fix i > 1 and let g = y i + D i (y 1 ) + P i (u). We have that
It follows that D(y i ) + (DP i + D i Q 1 )(u) = h i , and therefore, for all j,
By the hypothesis of the theorem, In = ∅. Fix j ∈ In. We apply [13, Proposition 3.19 ] to the model obtained from Σ by deleting all the inputs except for j and obtain, using D = 1, that gcd(D, (Q 1 ) j ) = 1 for every j ∈ In .
By Corollary 6.5, we have that the coefficients of (P i ) j and D i belong to the field extension of C generated by the coefficients of D, (Q 1 ) j , and (Q i ) j . We have shown that the field extension of C generated by the coefficients of h 1 , . . . , h m is the field of IO-identifiable functions. By Theorem 6.3, this is the field of identifiable functions.
A Identifiability from initial conditions and IO-identifiability
Definition A.1 (Identifiability from initial conditions, cf. [28, Definition 3] ). We say that h(µ) =
where T h (μ,û) is as in Definition A.1 (informally speaking "there existsû" is replaced with "for almost allû").
Proposition A.3. For all h ∈ C(µ) and Σ,
Proof. We will first prove the proposition for r = 1. Assume that h is identifiable in Σ = Σ 1 . Let Θ and U be the corresponding open sets from Definition 2.3. We will show that h is IC-identifiable with the same set Θ. Fixμ ∈ Θ andû ∈ U . Assuming that h 2 (μ) = 0, we will show that
Suppose L ∈ T h (μ,û). Then there is aμ ∈ C λ such that h(μ) = L andμ satisfies the description of T h (μ,û). By the first conjunct in the description of T h (μ,û), there existsx * ∈ C n such that (x * ,μ,û) ∈ Ω h . Fix thisx * . By the second conjunct in the description of T h (μ,û), we have that
This implies that h(μ) ∈ S h (x * ,μ,û). Since (x * ,μ,û) ∈ (Θ × U ) ∩ Ω h , it follows from the identifiability of h that |S h (x * ,μ,û)| = 1. Because h(μ) ∈ S h (x * ,μ,û), it follows that h(μ) = h(μ). Therefore, |T h (μ,û)| = 1, so h is IC-identifiable in Σ = Σ 1 . Now consider arbitrary positive integer r 1. We use Ω h,Σr , T h,Σr , and Y Σr to denote Ω h , T h , and Y for system Σ r . For everyμ,μ, andû, it holds that
Therefore, T h (μ,û) = T h,Σr (μ,û). Thus, h is IC-identifiable in Σ if and only if it is IC-identifiable in Σ r . From the first part of the proof, we have that the latter is implied by the identifiability of h in Σ r . This concludes the proof.
Lemma A.4. For all
• positive integers M N ,
• ordinary differential fields F ,
• a 1 , . . . , a N ∈ F , the F -vector space of F -linear dependences of the columns of W := Wr M (a 1 , . . . , a N ) is defined over C(F ) (see Notation 4.1).
Proof. We will prove the lemma by induction on the column corank of W denoted by corank W . If corank W = 0, then the statement is true. Assume that corank W > 0. By [19, Theorem 1, p. 86], there exist c 1 , . . . , c N ∈ C(F ), not all 0, such that c 1 a 1 + . . . + c N a N = 0. Reordering a 1 , . . . , a N if necessary, we will assume that c N = 0. Then any dependence among the columns of W is a linear combination of (c 1 , . . . , c N ) and a linear dependence of the first N − 1 columns. The matrix consisting of the first N −1 columns has smaller corank than W , so the space of dependences among its columns is defined over C(F ). Thus, the space of column dependences of W is also defined over C(F ).
Lemma A.5. Let n be a positive integer and p 1 , . . . , p n ∈ K[X 1 , . . . , X n , u], where K is a field and u is a tuple of variables. We introduce tuples of variables x i = (x i,1 , . . . , x i,n ) for i = 1, . . . , n. If there exists a nontrivial K(x 1 , . . . , x n )-linear dependence among the columns of Proof. Let w ∈ K(x 1 , . . . , x n ) n×1 be such that at least one entry is 1 and M w = 0. Let σ be an automorphism of K(x 1 , . . . , x n , u) that fixes K(u) and permutes x 1 , . . . , x n . Since σ permutes the rows of M , it follows that σ(M w) = M σ(w) = 0 n×1 . Now σ σ(w), where the summation ranges over all σ as described above, gives a nontrivial linear dependence among the columns of M over the field extension of K generated by the functions fixed by all such σ.
Let v be such a dependence, and, without loss of generality, assume that one coefficient of v is 1. Let L be the field extension over K generated by the coefficients of v. We show that the set x 1 is transcendental over L. Suppose x 1 is algebraic over L. Then tr.deg K L 1. By the symmetry of L, we have that, for all ℓ, x ℓ is algebraic over L, and hence tr.deg K L n. However, since L is generated by the coefficients of v and one of the coefficients of v is 1, tr.deg K L n − 1. This is a contradiction, hence x 1 is transcendental over L.
Since x 1 and u are algebraically independent over L, p 1 (x 1 , u) , . . . , p n (x 1 , u) can be considered as polynomials in L[x 1 , u]. Since they are linearly dependent over L and their coefficients belong to K ⊂ L, they are linearly dependent over K. This gives a nontrivial K-dependence among the columns of M .
Proposition A.6. For all Σ and h ∈ C(µ), h is IO-identifiable =⇒ h is IC-identifiable Example A.7. In this example, we will see that being IC-identifiable does not imply being IOidentifiable. Let
Σ =
x ′ = x y = µx.
Observe that y ′ − y is a monic characteristic presentation for I Σ ∩ C(µ){y}. Hence k = C and µ is not IO-identifiable. However, µ is IC-identifiable. Observe that Ω µ = C. Take Θ = C\{0}. Note that since u does not appear in the system, the choice ofû has no effect. For any choice ofμ andx * , the solution to y is Y (μ,x * )(t) =μx * e t . Fixμ ∈ Θ, takeû = 1, fixμ ∈ Ω µ , and suppose ∀x * ∈ Cμx * e t =μx * e t . In particular, we haveμe t =μe t . Therefore,μ =μ.
Proof of Proposition A.6. Let C be a monic characteristic presentation for I Σ ∩ C(µ){y, u}. Let p ∈ C, and write p = a 1 z 1 + . . . + a r z r + z r+1 .
where a 1 , . . . , a r ∈ C(µ) and z 1 , . . . , z r+1 are distinct monomials. We show that a 1 , . . . , a r are identifiable in Σ r (as defined in Proposition A.3). View z j asz j (y 1 , . . . , y m , u) =z j (y, u), wherẽ z j (T 1 , . . . , T m , U) ∈ C(µ){T 1 , . . . , T m , U}. For i = 1, . . . , r and j = 1, . . . , r + 1, let z i,j =z j (y i , u). Now for i = 1, . . . , r, define p i = a 1 z i,1 + . . . + a r z i,r + z i,r+1 . 
where W i = Wr r (z i,1 , . . . , z i,r ) and U i = Wr r (z i,r+1 ) for every i = 1, . . . , r. Let M denote the r 2 × r matrix in (19) . We show that M has full rank. Let F = Frac(C(µ){x 1 , . . . , x r , y 1 , . . . , y r , u}/I Σr ) and let C(F ) denote its subfield of constants. Suppose that M does not have full rank. Then there is a non-trivial F -linear dependence among the columns of M . The space of F -linear dependences of the columns of M is the intersection of the spaces of F -linear dependences of the columns of W 1 , . . . , W r . Denote these spaces by V 1 , . . . , V r , respectively. By Lemma A.4, each V i is defined over C(F ). Because the intersection of finitely many varieties defined over the same subfield is also defined over that subfield, V 1 ∩ . . . ∩ V r is defined over C(F ). Therefore, there is a non-trivial C(F )-linear dependence among the columns of M . Note that the submatrix    where eachẑ i,j is in C(µ)[x 1 , . . . , x r ]{u}. By Lemma 6.1, there is a C(µ, x 1 , . . . , x r )-linear dependence among the columns of M 1 . Since, by [15, Lemma 1 and Remark 1], x 1 , . . . , x r , u, u ′ , . . . are algebraically independent over C(µ), Lemma A.5 implies that there is a C(µ)-linear dependence among the columns of M 1 . However, since z 1,1 , . . . , z 1,r+1 are the monomials of an element of a characteristic presentation, this is impossible by Lemma 4.15. This contradicts our assumption that M does not have full rank. Therefore, a 1 , . . . , a r belong to the differential subfield of F generated by y 1 , . . . , y r , u. By Proposition 4.7, a 1 , . . . , a r are identifiable in Σ r . By Proposition A.3, a 1 , . . . , a r are IC-identifiable in Σ. By Corollary 4.12, every IO-identifiable function is IC-identifiable.
