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Abstract 
We consider the following problem: Given a graph with edge lengths satisfying the triangle 
inequality, partition its node set into p subsets, minimizing the total length of edges whose two 
ends are in the same subset. For this problem we present an approximation algorithm which 
comes to at most twice the optimal value. For clustering into two equal-sized sets, the exact 
bound on the maximum possible error ratio of our algorithm is between 1.686 and 1.7. 0 1998 
Elsevier Science B.V. All rights reserved. 
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I. Introduction 
Let G=(V,E) be a given complete undirected graph, with node set V and edge 
set E. The edges in E have lengths that satisfy the triangle inequality. The m&sum 
p-clustering problem requires to partition V into p subsets, possibly of given sizes, 
minimizing the total length of edges whose two ends are in the same subset. The 
problem has numerous applications in various areas (see, for example, [2-51). 
In this paper we derive an approximation algorithm for a version of the problem in 
which the sizes of the clusters are given. Our results also apply when the sizes are not 
given, only their number, giving the same error bound but with higher complexity. 
The problem is known to be NP-hard for p 22. Sahni and Gonzalez [6] proved 
that without the triangle inequality assumption for p>2, a polynomial-time algorithm 
that guarantees a bounded error ratio is not possible unless P =NP. Kann et al. [4] 
strengthened this negative result and showed that there exists a constant cx such that 
no polynomial-time ~1 V/ (‘-“)-approximation algorithm exists for E > 0, unless P = NP. 
The complexity of a more general G-partitioning problem is analyzed in [3]. 
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0166-218X/98/$I9.00  1998 Elsevier Science B.V. All rights reserved. 
PLI: SO1 66-2 18X(98)00 100-O 
126 N. Guttmann-Beck, R. Hassinl Discrete Applied Mathematirs 89 (1998) 125-142 
The minimum edge deletion bipartition problem is to find a minimum cost subset 
E’ c E such that (V, E\E’) is bipartite. This is another version of min-sum 2-clustering. 
Garg, Vazirani and Yannakakis [l] gave an O(log 1 VI) approximation algorithm for this 
problem, without assuming the triangle inequality. 
We consider the problem under the assumption that the distances satisfy the triangle 
inequality. With this assumption we demonstrate that for any fixed p it is possible 
to obtain in polynomial time an approximation of at most twice the optimal value. 
Indeed, the actual factor may be smaller. For the special case of clustering into two 
equal-sized sets, we prove that the approximate solution is within a factor 1.7 of the 
optimal. We further show that this bound is not far from the exact one by present- 
ing an example in which the approximation is 1.686 times the optimal value. The 
example is tedious and therefore we chose to present a simpler one in which the 
approximate solution is 1 i times the optimal. The stronger bound is presented in an 
appendix. 
The common ways to solve the problem are either through constructive greedy 
heuristics that sequentially merge two subsets so that the addition to the objective 
is minimal or through local improvement methods which attempt to improve the so- 
lution iteratively by moving objects from one cluster to another. We note that these 
methods do not guarantee any constant bound on the error ratio. We demonstrate this 
fact for local search. 
We will denote with I(e) the length of edge e, for a subset E’ c E, I(E)= 
CeEE I(e), and for a subset V’ c V 1( V’) is the total cost of the edges in the sub- 
graph induced by V’. Thus, given a set of p positive integers {ki}r!t such that 
Cf=, &=IVl=n, th e An-sum p-clustering problem (MCP) is to find a partition 
of V into disjoint sets {E}ip,, such that vi E { 1,. . . , p} lpll =k,, and CLE, Z(E) is 
minimized. 
Throughout the paper the optimal value for MCP is denoted by opt and the approx- 
imation value for MCP is denoted by apx. 
2. The star partitioning problem 
The min star partitioning problem (SPP) is to find a set of p distinct nodes 
{ui}f=, c V and a partition of V into disjoint sets {P;,}L, such that V’i E { 1,. . . , p} lP;l= 
ki, vi E pi and Cp’, kiZ(ai,fl) is minimized. We will use S* for optimal value of the 
SPP. 
We will show that 
l SPP can be solved optimally in polynomial time. 
l The cost of an optimum solution for an instance of SPP is at most twice the cost 
of an optimum solution for the associated MCP. 
Combining these 2 facts we establish a polynomial approximation algorithm for the 
MCP. 
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Find-partition 
input 
1. A graph G = (V,E). 
P 
2. Constants kt , . . , k, such that c k, = 1 VI. 
output 
1. {O;}i”=, c v 
2. PI ,..., P,cv,Y’i~{l,..., p}c,~fi,IP;j=k; andIfi#jfinP,=4. 
begin 
for every Cvi>Ll C v 
Define {al ,...,aiVI-J = V\{W...JjJ. 
Solve the following transportation problem: 
minimize C C kil(aj, vi)xj, 
subject to J=’ ‘=’ 
c Xjf = 1, 
i=l 
IVI-/J 
c xi; = k, - 1) 
j=l 
xjj E (0, l}. 
Let X be an optimal solution to this transportation problem. 
Define YiE{l,...,p} plI~“““‘i’={~;}U{aill~jg/VI -pXj;=l}. 
end for 
Find {UT . ..) I,$} c V for which c,t, k,d(v,,~~““.“““‘) is minimal. 
4, 2 
{Iy,...,I~;} 
return (UT,. . . , up*, P, 
) . . p{“; . . . . . Ipl 
2 P 1 
end Find-partition 
Fig. 1. Algorithm FindPartition 
Theorem 2.1. Procedure Find-partition (see Fig. 1) ,jinds un optimal solution .fbr 
SPP. It can be executed in time O(n(P+‘)). 
Proof. Let 61,. . . , VP, VI,. . . , VP be an optimal partition for SPP. Since the algorithm 
checks all the subsets of V of size p it will check the subset {fit,. . . , Up} and for this 
subset find the optimal solution to the transportation problem, so the algorithm will 
find the optimal solution to the SPP. 
For a fixed value of p we can solve the transportation problem in time O(n), 
using the algorithms given by Tokuyama and Nakano [7]. There are O(np) subsets 
{VI,. , up} c: V, so altogether the time complexity is O(n(P+‘)). 0 
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3. Clustering into p sets 
Theorem 3.1. Let PI,. . . , Pp be the partition offered by Find-partition. Then 
P 
apx = C I(q) <2 Opt. 
i=l 
Proof. Let ~1,. . , vp, PI,. . , Pp be the output of Find-partition. Then by Theorem 2.1, 
S* = xi”=, kiZ(Ui,fi). 
Let 0 1,. . . , 0, c V be an optimal partition for MCP, that is opt = Cf=, Z(Oi). 
Choose xi E Oi such that 
Z(Xi, Oi) = JT$z Z(w, Oi). 
Then, 
2Z(Oi) = C Z(W, Oi) 2 C Z(Xi, 0;) = kiZ(Xi, Oi). 
WEO, WEO, 
Therefore, 
20ptz2f:Z(Oi)3 ckiZ(Xi,Oi)>S*, (1) 
i=l i=l 
where the last inequality follows from the definition of S*. On the other hand, using 
the triangle inequality and the fact that Z(v, v) = 0 for all v E V, 
2Zvi) = c c 4Pl,PZ) 
PI EE p2 Efi 
cc (z(Pl,Q) + z(~i,P2)) 
PI EF: PZEE 
= C C z(vi, PI > + C C Z(ui, P2) 
P2EI: PI Ee PI EE p2EI: 
Therefore, 
apx= 2 Z(e)< ekiZ(Ui,fi)=S*, 
i=l i=l 
and by Eq. (1 ), 
apx <S” <2 opt. 0 
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4. Clustering into 2 equal-sized sets 
In this section we prove that for the case of partitioning into 2 equal-sized sets the 
error ratio of our algorithm is no more than 1.7. First, we present a general lemma. 
Lemma 4.1. Let S, T c V, S n T = c$, then (assuming the triungle inequality) 
Proof. Denote IS( = k, 1 TI = m. A ccording to the triangle inequality, for every t E T 
24s) = c l(s, S) 
.” E s 
=c c Z(S>Sl)d c c (kt)+ l(t,s1)) 
.x E s s, E S\{s} SESS, ES\{S} 
= x((k - l)l(s,t) + Z<t,S\{s})) = x((k - 2)l(s, t) + l(t,s)) 
F E s SES 
= (k - 2)l(t,S) + kl(t,S)=2(k - I)l(t,S). 
Summing over all t E T we get that 
2mZ(S) <2(k - 1)1(S, T). 0 
In the following discussion let x, y, P, Q be the solution offered by Find-partition 
and denote by T* = 1(x, P) + l(y, Q). Let Or, 02 be an optimal partition. Define A = 
PnOt, B=Pn02, C-QnOt and D=Qn02. So P=AUB, Q=CUD, OI= 
A u C and 02 = B U D. Let 2n be the number of nodes in the graph. So IPI = IQ1 = IO,/ 
=102l=n. Let IAl=k, then lDJ=k, IBI=n-k and ICI=n-k. Without loss ofgen- 
erality, assume that k > n - k. Fig. 2 demonstrates the relationship between the different 
sets. Translating Eq. (1) to the notation of this section we obtain 
2opt>n(l(x,P)+ I(y,Q))=nT*. (2) 
Now, we show that the inequality can be achieved as the sum of the next 2 inequal- 
ities: 
Lemma 4.2. 
2(/(A) + 1(D)) + Z(A, C) + I(B, D) 3 kT*, 
2(1(B) + I(C)) + Z(A, C) + t’(B, D) b (n - k)T* 
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02 
Proof. 
P Q 
A 
k nodes 
n - k nodes 
n - k nodes 
D 
k nodes 
Fig. 2. The sets A, B, C and D. 
244) = c 4&A), 2W) = c 44D), 
UEA dED 
44, C) = c Z(a, C), Z(B, D) = c Z(d, B). 
UEA dED 
so 
2(Z@)+Z(D))+Z(A,C)+Z(B,D)= ~Z(a,AUC)+~Z(d,DUB) 
&A dED 
= c /(a, 01) + c &4 02). 
QEA dED 
Since x, y, P, Q solve SPP 
\Ja 6 A, d E D ,(a, 01) + Z(d, 02) > I@, P) + Z(y, Q). 
Thus, 
2(Z64)+Z(D))+Z(A,C)+Z(B,D)>k(Z(x,P)+Z(y,Q))=kT*. 
Similarly, 
2(Z(B) + Z(C)) + Z(4 C) + Z(B,D) >(n - k)(Z(x, P) + Z(y, Q)) = (n - k)~*. 0 
In the next lemmas we will show that Z(A,B)+Z(C, D) <3(Z(A, C)+Z(B, 0)) so when 
Z(A, C) -t Z(B, D) is small our approximation is good. On the other hand, we will show 
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that when I(A,C)+E(B,D)>0.35 opt then 1(A,B)+1(C,D)<O.7opt+1(A,C)+E(B,D) 
taking care of the case when !(A, C) + 1(B,D) is large. 
Lemma 4.3. 
&A, B) < (n - k)l(x,A) + kE(x,B), 
wv)<(n - k)E(y,D) + kE(y,C). 
Proof. By the triangle inequality 
== (n - k) c f(a,x) + k c f(x, b) = (n - k)Z(x,A) + kf(x,B). 
aEA bEB 
Similarly, 
E(C,D)<(n - k)l(y,D) + kl(y,C). 
It follows from the above two lemmas that 
Corollary 4.4. 
W,W + l(C,D) GW4) + 1(D)) + E(A, C) + 1(&D) - (2k - n)(l(x,A) + I(y,D)). 
Proof. It follows from Lemma 4.3 that 
I(AJ) -t I(C,D)bk(l(x,B) + ,(JJ, C)) + (a - k)(f(x,A) + I(y,D)). 
Hence, 
&A,@+ WV) < W(xJ)+ f(y,C)+ kA)+ l(_vJ)) -(2k-n)(f(x,A)+ f(y,D)) 
= kT’ - (2k - n)(E(x,A) + I(y,B)). 
Now from Lemma 4.2 
&A,B) + 1(C,D)d2(I(A) + E(D)) 4 1(A,C) + f(B,D) - (2k - n)(l(x,A) + f(y,D)). 
The next corollary can be proved in a similar way. 
Corollary 4.5. 
~(A,~)-t~(C,~)~2(~(8)+E(C))+I(A,C)+~(B,D)+(Zk-n)(i(x,B)+I(y.C)). 
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Lemma 4.6. 
Proof. Since x, y, P, Q solve SPP Z(x, A) + Z(x, B) + I( y, C) + I( y, 0) = Z(x, P) f Z(y, Q) 
is the value of an optimal solution to SPP. 
l If x E A and y ED (and similarly if x E B and y E C) then Since x, y, {x} UA U C, 
{y} U B U D is a possible solution for SPP 
Z(x,A) + Z(x,B) + QY, C) + 4y,D)< kA) + 4x, C) + 4y,B) + Z(y,D), 
proving the claim for this case. 
l If x E B and y E D (and similarly if x E A and y E C) then for a node c E C x, y, P’, Q’ 
is a possibie solution, where P’= {x} UA u(C\{c}) and Q’= {y} U(B\{x})UDU 
{c} . Therefore, 
Z(x,A) + Z(x,B) + Z(y, C) + Z(y,D) < Z(x,A) + Z(x, C) - Z&c) 
+Z(y,B) - Z(y,x) + &Y,D) + Z(Y,C). 
By the triangle inequality I( y, c) - Z(y,x) - Z(x, c) < 0, proving the claim for this 
case as well. 0 
Lemma 4.7. 
KAB) + Z(C,D)63(Z(A,C) + Z(B,D)). 
Proof. By the triangle inequality 
kZ(x,c)= c Z(x,c)6 C(Z(x,a) + Z(a,c))= Z(x,A) + Z(c,A). 
&A &A 
Summing over c E C 
kZ(x, C) < C(Z(x,A) + Z(c,A)) = (n - k)Z(x,A) + Z(A, C). 
CEC 
Similarly, 
kZ(y,B)d(n - k)Z(y,D) + Z(B,D). 
Since x, y, P, Q solve SPP and from Lemma 4.6 
Z(x,B) + Z(Y, C) d Z(x, C) + Z(y, B), 
so 
k(Z(x,B) + Z(y,C))d(n - k)(Z(x,A) + Z(y,D)) + Z(A,C) + Z(B,D). 
Lemma 4.3 states that 
Z(A,B) + Z(C,D)<k(Z(x,B) + Z(y,C)) + (n - k)(Z(xaA) + Z(xD)). 
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Therefore, 
ZMB) + Z(W)<2(n - k)(Z(x,A) + Z&D)) + Z(A,C) + Z(B,D). (3) 
There are two cases to be considered: 
l (n - k)(Z(x,A) + Z(y,D))<Z(A,C) + Z(B,D). In this case the claim of the lemma 
follows directly from Eq. (3). 
l (n - k)(Z(x,A) + I(y,D))>1(A,C) + 1(B,D). 
Lemma 4.2 states that 
(a - k)(ZW) + QYJ) + l(x,B) + KY,C))<2(I(B) + l(C)) + I(A,C) + 1(&D). 
Under the assumption of this case it follows that 
(n - k)(l(x,W + l(Y,C))<2(&B) + I(C)). (4) 
Corollary 4.5 states that 
Z(A,B)f Z(C,D)<2(Z(B)+ Z(C))+ Z(A,Q+ Z(B,D)+(2k - n)(Z(x,B) + Q&C)). 
By our assumption 2k - n 30, and with Eq. (4) it follows that 
Z(A,B) + Z(C,D) < 2(Z(B) + Z(C)) + Z(A,C) + Z(B,D) + ~w(m + 4C)) 
= Z(A, C) + Z(B,D) + 2(1(B) + Z(C)) ( S) 1 + 
= Z(‘4, C) + Z(B,D) + 2(1(B) + Z(C))-&. 
According to Lemma 4.1 [k/(n - k)]Z(B) 6 Z(B,D) and [k/(n - k)]Z(C) 6 Z(A, C), SO 
that 
MB) + Z(C,D)<Z(A,C) + Z(B,D) + 2(Z(A,C) + 1(&D)), 
proving the lemma for this case too. 0 
Lemma 4.8. rf’ 0.35opt < Z(A, C) + Z(B,D) then 
Z(A, B) + Z(C,D) < 0.7opt + Z(‘4, C) + I(& D). 
Proof. According to the way the sets were defined 
opt = Z(A) + Z(B) + Z(C) + Z(D) + Z(‘4, C) + Z(B,D). 
Define CI to satisfy Z(B) + Z(C) = coopt. Then, by the assumption of the lemma 
Z(A) + Z(D) <( 1 - 0.35 - x)opt = (0.65 - r)opt. 
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If (2k - n)(Z(x,A) + Z(y,D))>(O.6 - 2cc)opt then 
2(Z(A) + Z(D)) - (2k - n)(Z(x,A) + Z(y,D)) < (2(0.65 - c() - (0.6 - 2a))opt 
= 0.7opt. 
By Corollary 4.4 
Z(A,B) + Z(C,D)b0.7opt + Z(A,C) + Z(B,D). 
Otherwise, (2k - n)(Z(x,A) + Z(y,D))6(0.6 - 2a)opt. Now there are 2 cases to be 
considered: 
. k 2 [( 19 - 40x)/(26 - 40c1)]n. 
In this case IZ -k < [7/(26 - 40c()]n and 2k - n > [( 12 - 40a)/(26 - 40a)]n. Since 
(2k - n)(Z(x,A) + Z(y,D))6(0.6 - 2a)opt 
(n - k)(Z(xJ) + Z(y,D)) G 12 T40a(2k - n)(Z(xJ) + Z(Y,D)) 
7 3 - 1ocl 
d -opt 60.350pt. 
12-40~ 5 
Therefore, using Eq. (3) 
&Am + Z(C,D)60.7opt + Z(A,C) + Z(B,D). 
l k < [( 19 - 401x)/(26 - 40cc)]n. 
In this case PZ - k 2 [7/(26 - 4Oc()] IZ and 2k - n < [( 12 - 4Oa)/(26 - 40a)]n. 
If (n - k)(Z(x,A) + Z(y,D))60.35opt the lemma is proven as before. Otherwise, 
since k 3 n/2, 
;(Z(x,A) + Z(y,D))>(n - k)(Z(x,A) + l(y,D))>0.35opt. 
BY Eq. (21, 
;uw + 4y,D)) + ;w,m + QY, C))<OPl 
+ ;(Z(x,B) + Z(y,C))<0.65opt. 
=$ (2k - n)(G>B) + 4~2 C>>G 13 _ 2ocr z I2 - 4oc! n(z(x,B) + Z(y,C)) 
12 - 4oc! 
< 1 3 _ 2oc( 0.65w. 
By the definition of c(, 
2(1(B) + Z(C)) + (2k - n)(Z(x,B) + Z(y,C))d 2~ + 
12 - 4oc( 
1 3 20a 0.65 _ > opt. 
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Define f(a) = 2% + [( 12 - 40a)/( 13 - 20a)]0.65. f has a local maximum when 
For this value of CI, f(a) = 0.6921. f has an asymptote at CI = 0.65, and by ap- 
proaching this value from the right, the function goes off to infinity. However, 
since we assume that k 6 [( 19 - 4Ocr)/(26 - 40a)]n, we only care about values of 
IX for which 0 <( 19 -40x)/(26 - 40%) 6 1 which holds for x < g, giving that the 
local maximum we found is an upper bound for f (3) for all relevant values of 
c(. So in any case 
2( I(B) $- 1(C)) + (2k - n)( I(& B) + qy, C)) < 0.7opt. 
Corollary 4.5 states that 
&4J)+QC,D)62(@) + I(C)) + 1(A, C)+I(B,D) + (2k-n)(Z(x,B) + qy, C)), 
hence 
I(A,B) + 1(C,D)<O.7opt + /(A, C) + I(B,D). 0 
Theorem 4.9. 
apx < 1.7opt. 
Proof. There are 2 cases to be considered 
1. I@, C) + l(B, D) G0.35opt. 
Lemma 4.7 states that I(A, B) + 1( C, D) d 3( Z(A, C) + I(B, D)). Therefore, in this case 
apx = opt + Z(A, B) + Z(C, D) - &A, C) - I(B, D) d opt + 2( 1(A, C) + Z(B, 0)) G 1.7opt. 
2. 0.35opt < /(A, C) + I(B, 0). 
By Lemma 4.8 it follows that 
/(A,@ + &CD) < 0.7opt + /(A, C) + 1(B, D) 
*apx < 1.7opt. 0 
We present now a family of instances in which apx is asymptotically 1 iopt. Consider 
the graph described in Fig. 3. 
In the graph there are 4 sets of nodes A,B,C and D, each containing q = n/2 nodes. 
In A there is one specific node denoted x. In D there is one specific node denoted y. 
The length of an edge connecting two nodes from the same set is 2. The other edge 
lengths are defined according to the following rules: 
l aEA\{x},cEC+2(a,c)=l, 
l aEA\{x},bEB+l(a,b)=3, 
. b~B,d~D\{y}~l(b,d)=l, 
. c~C,d~D\{y}+l(c,d)=3, 
. cEC=sI(x,c)=2, I(y,c)=l, 
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Fig. 3. A If example. 
0 bEB*Z(y,b)=2, Z(x,b)=l, 
l bEB,cEC+l(b,c)=3, 
l aEA,dED+Z(a,d)=2. 
It is clear from the above definitions that 
l(A) = l(B) = Z(C) = l(D) = q(q - 1 ), 
&A,C)=l(B,D)=(q- 1)q+2q=q2+q: 
/(A, B) = i(C, D) = 3(q - I)q + q = 3q2 - 2q. 
For a node b E B, the closest nodes to it are of distance 1. There are exactly q nodes 
of distance 1 to b, the q - 1 nodes in D\(y) and the node x. The other nodes have a 
greater distance to b. So for every PC V, IPI =2q, bEP, l(b,P)>q+2(q-1)=3q-2. 
Similarly, for every node c E C and every P c V, IPI = 2q, c E P, I(c, P) 2 3q - 2. 
For every node a E A\(x), the closest nodes to it are of distance 1. There are exactly 
q nodes of this distance, the nodes in C. The other nodes have a greater distance to 
a of length at least 2. So for every P c V, IPI = 2q, a E P, Z(a, P) 3 3q - 2. Similarly, 
for every node d E D\{y} P c V, IPl= 2q, d E P, l(d,P) 2 3q - 2. 
For x there are q nodes of distance 1 (the nodes in B) and q - 1 nodes of dis- 
tance 2 (the nodes in A), so that l(x, A u B) = 3q - 2. In the same way, I(y, C U D) = 3q 
- 2, so that x, y, A U B, C U D solve SPP. So the approximation may offer the partition 
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AUB,CUD and 
QPX = l(4) + 1(B) f Z(C) + I(D) + 1(A,B) + I(C,D) =4q(q - 1) + 2(3q2 - 2q) 
= lOq* - 8q. 
On the other hand, the optimal solution to MCP is the partition A u C, B u D, so that 
opt = &A) + I(B) + I(C) + I(D) + I(A,C) + I(B,D) =4q(q - 1) + 2(q2 + q) 
= 6q2 - 2q. 
So, when q goes to infinity apx = 1 fopt. 
5. Local search 
We wish to show that the application of local search to MCP may give a bad 
approximation result, even for the case of partitioning the graph into 2 equal-sized 
sets. 
We consider two variations. 
1. In each iteration the algorithm considers swapping two nodes, one from each 
existing set of nodes. 
We will show that for each 0 <E < 1 the algorithm may give an approximation for 
which apx = iopt. 
Let 0 <E < 1. Choose n satisfying n > 1 + f (hence s(n - 1) > 1). Consider a graph 
containing 217 nodes (described in Fig. 4). The nodes are divided into 4 sets (A,B, C 
and D), each containing t nodes. 
An edge connecting 2 nodes from the same set is of length 0. The other edge lengths 
are defined according to the following rules: 
l k’aEA,bEB l(a,b)=l, 
. VcEC,dED f(c,d)=l, 
l VaEA,dED l(a,d)=l +E, 
l VbEB,cEC Z(b,c)=l fc, 
l VaEA,cEC I(a,b)=E, 
l VbEB,dED l(b,d)=&. 
Suppose that the partition P = A U B, Q = C U D is given. 
Lemma 5.1. When the algorithm considers exchanging a node a E A and a node c E C 
it will choose not to perform the exchange. 
Proof. 
44P\{a)) = 4~ Q\(c)> = :, 
while, 
r(a,Q\{c})=I(C,P\{a})=5(1 +E)+ (i ~ l)c, 
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Fig. 4. Bad example for local search. 
so that 
z(a,Q\{c}>+l(c,P\{a})>n(l +&>>,=1(,,p\{,})+l(c,~\{c}>. q 
Lemma 5.2. When the algorithm comiders exchanging a node a E A and a node d E D 
it will choose not to perform the exchange. 
Proof. 
hG’\{aH = W, Q\-W> = 5, 
while 
@, Q\(d)> = &U’\(a)) = ;E + (f - 1) (1 + F). 
So that 
1(~Q\{d)) + l(d,P\{a}) =n + 2(~(n - 1) - l)>n, 
where the inequality follows from the way that n was defined. Therefore, 
kQ\W+ r(a,P\{a}))>I(a,P\{a})+ W,Q\{d}). 0 
Similarly, when the algorithm considers exchanging a node from B with a node from 
C or D, it will choose not to perform the exchange. 
Hence the partition P, Q, is locally optimal and upx = I(P) + I(Q) = n2/2, while 
opt = /(A u C> + E(B UD) = (n*/2)~. Thus, 
1 
apX = sopt* 
N. Guttmann-Beck, R. HassinlDiscrete Applied Mathematics 89 (1998) 125-142 139 
2. Suppose we are looking for the best partition of the graph into 2 sets, not necessary 
of equal sizes. In this case we may consider another version for the local search: 
In each iteration the algorithm considers moving a single node from its set to the 
other set. 
Let E > 0. Again choose n > 1 + b. 
Look at the same instance as before. 
Suppose that the partition P = A U B, Q = C U D is given. 
Lemma 5.3. When the algorithm considers a node a E A it will not change its set. 
Proof. 
I(a, P\{a}) = t. 
On the other hand, 
I(a,Q)=~1:+~(1+E)=~+n&>l(a,P\{a}). 0 
Similarly when the algorithm considers a node from B,C or D it will not change its 
set. So again the local search gives 
, 1 
apx = $ = -opt. 
E 
Appendix A. 1.686 example 
To construct the example we considered the graph shown in Fig. 5. In this graph we 
defined as variables the lengths of the edges. We formulated a linear program in which 
the values a,. . . , h are the variables and the objective is to maximize the approximated 
value subject to a given value of the optimal solution. We took into consideration only 
costs related to a quadratic number of edges. Other terms became negligible when 
each node is replaced by m nodes and we let m go to infinity. We defined a set of 
inequalities to maintain that: 
l A U C, B U D is an optimal solution to the MCP. 
l A U B, C U D is an optimal solution to the SPP. 
l The edge lengths satisfy the triangle inequality. 
The solution obtained is described in Fig. 6. There are 4 sets of nodes A,B,C and D. 
A and D contain 0.5859 nodes each, B and C contain 0.4159 nodes each. In A there 
is one distinguished node denoted x. In D there is one distinguished node denoted y. 
Let 
IVl=29, c1= 14.134276, fi=24.161155. 
The edge lengths are defined according to the following rules: 
l al,a2 EA\{x) * Qal,a:!)=B, 
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Fig. 5. The graph used to construct the example. 
~,,~Z~~\{Y}~~(~l,~z)=P, 
b,,bzEB+l(bl,bz)=2r, 
cl,C2EC*I(C,,C2)=2C(, 
aEA\{x},cEC=+z(a,c)=cc, 
b~B,d~D\{y}+I(b,d)=cc, 
cEC*I(x,c)=I(y,c)=2a, 
b E B + t(x, 6) = I(y, b) = 2cr, 
beB,aEA\{x}+l(a,b)=3a, 
c~C,d~D\{y}~Z(c,d)=3a, 
bEB,cEC+l(b,c)=2x, 
aeA,dED+l(a,d)=2x, 
.~A\{x}+I(x,a)=a, 
d E D\(Y) * &Y, 4 = K, 
a E A =+ I(y, a) = 2a, 
dED+l(x,d)=2c(. 
By the above definitions 
Z(A) = l(D) = (0.585q)2/3/2 + o(q*) = 4.1342756q2 + o(q2), 
Z(B) = 1(D) = (0.415q)*2a/2 + o(q’) = 2.4342756q2 + o(q2), 
/(A, C) = f(B, D) = 0.585qO.415qcr + o(q2) = 3.4314488q2 + o(q*), 
/(A, B) = I(C, D) = 0.585q0.415q3a + o(q’) = 10.294346q2 + o(q*). 
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Fig. 6. A 1.68 example 
For a node b E B, the closest nodes to it are of distance 2. There are exactly OS85q 
nodes of distance c( to b, the 0.58.5q nodes in D\(y) and the node x. The other nodes 
have at least distance 2~ to b. So for every P c V, IPI =q, b E P, I(b,P)>0.585qc( 
+0.415q2a= 1.415qa=20q . 
Similarly, for every node c E C and every P c V, ]PI = q, c E P, Z(c, P) 32Oq. 
For every node a E A\(x), the closest nodes to it are of distance LX. There are ex- 
actly 0.415q nodes of this distance, the nodes in C. The other nodes have a greater 
distance to a of length at least 8, So for every P c V, /PI = q, a E P, &a, P) 30.415~ 
+ O.SSSp= 20q. Similarly for every node d E D\(y) and for every P c V, IPl =q, 
d E P, I(d, P) > 20q. 
For x there are 0.415q nodes of distance 2r (the nodes in B) and 0.585q - 1 nodes 
of distance r (the nodes in A), so that l(x,A u B) d0.585qr + 0.415q2a = 20q. In the 
same way, 1(x, C U D) < 209, so the partition X, ): A U B, C U D solves SPP. Hence the 
approximation may offer the partition A U B, C U D and 
upx = 1(A) + 1(B) + I(C) + I(D) + I(A,B) + I(C,D) = 33.7257944q2 + o(q’). 
On the other hand, the optimal solution to MCP is the partition A U C, B U D, so that 
opt = f(A) + Z(B) + I(C) + I(D) + &A, C) + I(B,D) = 20q2 + o(q’). 
So, when q goes to infinity 
uppx = 1.686opt. 
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