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1. INTRODUCTION 
1.1. Let (X,, P) be a Markov process in a measurable space 
(E, 9’) and let g(W) be the Bore1 u-algebra on the real line BP. To every 
positive .%?(W) x %measurable function p there corresponds a random 
measure 
+, r) = @I, X,(d) dt, r E .9?(R). (1.1) 
A path integral (1.1) can be defined also for a certain class of generalized 
functions p. In particular, the local time at point z corresponds to Dirac’s 
delta function 6,. Path integrals (or additive functionals) have been studied 
by many authors (see [Dl], [D3], [DG], [GS] for some recent results and 
more references). They are an important tool in theory of Markov processes 
and its applications. 
Multiple path integrals are defined by the formula 
A(w,r)=~p(tI,X,:(o);...;fkrX~(~))dfl ... dt,, r E 9?(Rk) 
0.2) 
where(X/, P,), j = l,..., k, is a family of Markov processes. Two extreme 
cases are of special interest: (a) the processes are independent; (b) they 
coincide. The case (a) is much simpler than (b). The investigation of this 
case has been initiated by Wolpert who has studied in [Wo] the situation: 
(X:, P,) are Brownian motions and 
P(X 1 ,..., xk) = judzs,(x,) .-- &(xk). 
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A general theory of additive functionals for independent symmetric Markov 
processes has been developed in [D2]. 
1.2. Our subject is the multiple path integrals (1.2) in the case: 
x;= . . . =x;=x,,p,= . . . = Pk = P. We call them additive func- 
tionals of order k of the process (X,, P). 
The exact definition given in Subsection 2.4 includes some finiteness and 
continuity conditions. Basically an additive functional is a random measure 
A( w, dt,, . . . , dtk) on R k such that for any open intervals Ii,. . . , Ik, the 
restriction of A to I, X . - - XI,‘ is a kernel from (8, g(li x - -. xl,)*) to 
(II x a-9 XI,, SiqI, x * * * xl,)). Here 9(U) means the u-algebra in Q 
generated by X,, t E U, and an asterisk * means the universal completion 
of a u-algebra. 
Suppose that 
P{X,,~dxl,...,X,A~dXk} =P(t,,X1;...;tk,xk)m,,(dXl)... m&X,) 
(1.3) 
where rn, are u-finite measures and p is a strictly positive measurable 
function. If A is given by (1.2) with a positive measurable p, then for every 
positive measurable function f, by Fubini’s theorem,* 
p / f(t,, 4,; . . *;t,, X,k)A(dt,,...,dt,) 
= p t,,x,;...; tk,Xk)f(fl,X1;.*.;tk,Xk)~(dtltdX1; J( 
where 
p(dt,, dx,; . . . ; dt,, dxk) 
= CJ(t,, Xl; * - * ; t,, Xk)Mtl(dX1) * * * m,jdxk) dt, 
; dt,, d-Q) 
(1.4 
dt,. 
(1.5) 
We say that p is the spectral measure of an additive functional A if (1.4) 
holds for all positive measurable f (such a measure p always exists and it is 
defined uniquely.) The spectral measure does not change if m, are replaced 
by any equivalent measures. 
Two additive functionals are called equivalent if they coincide for all w 
except a P-null set. Under a mild regularity assumption on the Markov 
process (see 2.3 A) we prove: 
*We write PY for the integral of a function Y(w) with respect to a measure P. Under an 
integral sign, the domain is not mentioned if it coincides with the entire domain of the 
integrand (for instance, the domain on the right side of (1.4) is (R x E)A). 
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THEOREM 1.1. Two additive functionals with identical Qinite spectral 
measures are equivalent. 
If the spectral measure ~1 has the form 
X(dx,,..., dxk) dt, .-- dt,, 04 
then we call X the characteristic measure of A. The corresponding additive 
functional can be interpreted as a path integral (1.2) with p equal to the 
(generalized) Radon-Nikodym derivative of h relative to the product 
measure m.,( dx,) - - . mtk(dx,). Putting 6: = de,/dm, where E, is the unit 
mass at pomt z, we can write 
p(t,, x1;. . . ; tk, x/J = @dr,, . . -7 dq#$::(xl) . . * %&d 
(1.7) 
(8: coincides with Dirac’s delta function at z if m, is the Lebesque 
measure.) 
1.3. If a Markov process (X,, P) is time-homogeneous with the shift 
operators O,, then it is natural to concentrate on additive functionals which 
satisfy the homogeneity condition 
A&w, I’) = A(o, r + u) for all w, u, and I. (1.8) 
Suppose that 
P{ X, E dx, X, E 4) = m(dx)p,-Jx, y)m(dy) for s < t 
(1.9) 
where m is a u-finite measure and p,(x, y) is a .4?(R) x .@ X C&measurable 
function such that 
/ps(xy y)m(dI)p,(y, z) = ps+r(xT z) for all ST t, x, z 
and 
(1.10) 
Pr(x, Y) = PLY, x) for all t, x, y. (1.11) 
Then we say that (X,, P) has a symmetric determining function p,(x, y) 
relative to m. 
Put 
g’(x, Y) = k”p,(xy Y) dt. (1.12) 
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The following existence theorem is proved in Section 4: 
THEOREM 1.2. Iffir euev jnite u 
J X(dx l,...,dxk)g”(xl,yl)... g”(xk,yk)h(dyl,...,dy~)< 00, 
(1.13) 
then there exists a homogeneous additive functional A with the characteristic 
measure X. 
1.4. Theorems 1.1 and 1.2 are applicable in particular to the Brownian 
motion in Wd for which m (dx) = dx is the Lebesque measure and 
where 
z4h r> = e34(lr - 4) (1.14) 
p,(r) = (27rt)-d’2e-r2/2r (1.15) 
and k 2 0 is the killing rate. 
An additive functional 
corresponding to a measure 
is concentrated on the random set {(I~, . . . , t,J : Xt, = . - - = X,, }. We call 
it a self-intersection local time. 
For a measure of the form (1.17), the condition (1.13) is equivalent o the 
following one 
J ~(dx)g”(x~ y)%dy) < m. (1.18) 
For the Brownian motion in Rd, (1.18) is satisfied for all finite measures q 
and for all k 2 1 if d = 1. It holds for all finite measures n with bounded 
densities if 
(i) k 2 1 and d = 2; 
(ii) k = 1, d 2 2; 
(iii) k = 2, d = 3. 
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1.5. The self-intersection local times (1.16) for the Brownian motion 
have been studied in [D4], [D5], [D6]. 
The double integral 
/ ( 6, X,- X,)dsdt I- (1.19) 
is a particular case of (1.16) corresponding to q(dx) = dx, k = 2. This 
integral has been investigated much earlier in connection with certain 
models in mathematical physics (see [V] and [WI). 
More recently the integral (1.19) and some of its generalizations have 
been studied by several authors (see [GHR], [Rl], [R2], 
W31, W41, V-11, [LA, WI, WI). 
The integral (1.19) “explodes” at the diagonal {s = I } and a considerable 
part of the cited work has been devoted to the problem of renormalization 
which compensates this explosion. We are going to return to this problem 
for more general integrals (1.16) in a subsequent publication. 
1.6. Exact definitions on Markov processes and their additive func- 
tionals of order k are presented in Section 2. The theory of additive 
functionals for several independent processes is outlined in Section 3. In 
Section 4 we establish a relationship between functionals of order k ‘and 
functionals of k independent processes, and we prove Theorems 1.2 and 1.3 
using the results of Section 3. 
2. MARKOV PROCESSES AND THEIR ADDITIVE FUNCTIONALS 
2.1 We consider a family of u-finite measures m,, t E W on a 
standard Bore1 space (E,9) and a measurable function p(s, x; t, y) > 0, 
s,r E W, x, y E E with the properties 
2.1.A. /p(s, x; f, y)m,(dy) I 1 and the left side tends to 1 as t -+ s. 
2.1.B. jp(s, x; t, y)m,(dy)p(t, y; u, z) = p(s, x; u, z) for s < t < U. 
2.1.c. p(s, x; t, y) = p(r, y; s, x). 
We say that p is the determining function of a Markov process (X,, P) 
relative to m, if 
PfUs, x,) = jP( s, x; t, y)fk yh(dx)m,b!y) (2-l) 
for all s, t E R, and every positive measurable function f. (Generally, X, is 
defined on a random time interval ((Y, p); it is defined on all R if and only if 
2.1.A holds with the equality sign.) 
210 E. B. DYNKIN 
Conditions 2.1.A, B, C are satisfied if E = R”, 9 = .$‘(R”), m,(dx) = dx 
is the Lebesque measure, and 
P(h xi 1, Y) = Pp-&, Y) (2.2) 
where p,(x, y) is given by (1.14)-(1.15). This is a determining function of 
the (stationary) Brownian motion. 
If m,(dx) = at(x)f then 
ab, x; f, Y> = p( $3 xi f, Y)+b,(Y) (2.3) 
is the determining function of (X,, P) relative to &,. 
Let (X,, P,) be the Brownian motion which starts at time 0 with the initial 
distribution v. Then, for every t > 0, 
v,(4) = Pv{ 4 E 44 = U,(Y) 4 (2.4) 
where 
a,(v) = /v(dh,(x, Y)- (2.5) 
For 0 < s < C, the determining function of (X,, P,) relative to v, is equal to 
p,-,(x,y)/a,(y), and the determining function relative to m, (dx) = dx is 
equal to G&L~ Y>. 
2.2 As usual, we denote by 9(U) the u-algebra in the path space fi 
generated by the sets 
w=B) with t E U and B E .% (2.6) 
and we put F’ u = F( - 00, u], .F2 u = 9[ u, + 00). 
For the sake of brevity we write t for (t,, . . . , tk), x for (xi,. . . , xk), etc. If 
t = (ti, . . . , tk), u = (ui, . . . , u,), then tu means (tl, . . . , t,, ui, . . . , u,). 
We introduce functions p(t, x) symmetric in (ti, xi), . . . , (tk, xk) by the 
formula 
k-l 
for t, < . . . < t, (fork = 1, P(t,x) = ~(tr, xi) = 1). (2.7) 
There exists a measure P on (S&g(R)) such that, for every t = 
(l 1,. . .) Ik), k = 1,2,. . . , 
P{T1 E dyl,..., 4, E dYk} = P(t,y)m,Vy) (2.8) 
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where 
%(dY) = m,,@Yl) . * * m&Y,). (2.9) 
For k = 2 p(t, x) is the determining function of (X,, P) relative to m,. 
For every t = (ti, . . . , tk), x = (xi,. . . , x,), there exists a measure Pi on 
(52,9(W)) such that, for all u = (ui, . . . , u,), n = 1,2,. . . , 
pZ( x,, E dY1,..., 4, E dY,} = P(tu,xY)m”(dY)/P(t,x). (2.10) 
Suppose that the interval [s, t] and a set U are disjoint. It follows from 
2.1.B that 
P,“F = P;P;,F = jp(s, x; t, y)m,(dy)P;F for every F E F(U).’ 
(2.11) 
Ifr<sIt<uandifFE~,,,GE4t,.,then 
P.J;FG = P;FP;G. (2.12) 
2.3. We introduce the following assumption: 
2.3.A. For every bounded f E .5@‘, the function 
is P-as. continuous in s for s # t. 
This is a natural regularity condition for symmetric Markov processes 
with continuous paths. Obviously it holds for the Brownian motion. (It 
holds also for all non-degenerate diffusions.) By splitting each time t into 
two points t + and t - , condition 2.3.A can be modified to cover all 
standard processes in the sense of [D] (see [D2]; another form of regularity 
sufficient for theory of additive functionals is considered in [Dl]). 
Using (2.11) and (2.12) we deduce from 2.3.A that 
2.3.B. If F E 9(U) is bounded, then, P-as., P$sF is continuous in s 
on the complement of the closure of U. 
2.3.C. If r < u and if F E SS r, G E F, u are bounded, then PgtY, FG - 
is continuous in S, t for r < s 5 t < 24. 
2.4. A finite kernel from (E,, W,) to (E2, .?+Q is a function 
k(x,, B2), xi E E,, B, E .5& such that, for every x1 E E1,k(xl, .) is a finite 
3 Writing F E 9 means that F is a positive Smeasurable function 
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measure on .%‘* and, for every B, E B,,k(. , B,) is a 8,-measurable func- 
tion. We say that a kernel is 2-$&e if it is a countable sum of finite kernels. 
An additive functional of order k of the process (X,, P) is a positive 
function A( o, l?) on Q x W k with the following properties: 
2.4.A. For every w E Jz, A(w, .) is a measure concentrated on 
(a, B> = (a, P) X . - * x(a, 8). 
2.4.B. For any open intervals, I,, . . . , Ik, the restriction of A to 
I = I, x * * - Xl, is a %finite kernel from (&9(1, U - . . Ul,)*) to 
(17 -WI)). 
We consider only additive functionals which satisfy the following continu- 
ity assumption: 
2.4.C. For every o, the measure A( o, .) does not charge hyper-planes 
ti = const and ti = tj, i # j. 
Two functionals A, and A, are equivalent if there exists a set Q” E 9(W)* 
such that P(Q’) = 0 and A,(o, .) = A,(w, .) for all w 4 Q”. 
2.5. Suppose that intervals [a,, b,], . . . , [ok, bk] are disjoint and that 
A(w, r) is a random measure on (a, b) = (a,, b,) X * * . X(a,, bk) subject 
to conditions 2.4. A, B, C. Then we say that A is an additive functional of 
order k of (X,, P) over u = (aI, b,) U - * * U(ak, bk). 
3. ADDITIVE FUNCTIONALS OF SEVERAL INDEPENDENT PROCESSES 
3.1. In this section we outline a general theory of additive func- 
tionals of independent Markov processes developed, in more general setting, 
in [Dl] (see also [D3] and [DG]). To make the paper self-contained, we give 
short proofs adjusted to our present situation. 
Let for every j = 1,2,. . . , k, a Markov process (X4, Pi) be given on a 
time interval (aj, bj) with a state space (Ei,gj), a path space sl,, and a 
determining function pj(sj, xi; tj, yj) relative to m/,. We put 
E = E, x 0.. xE,, o=a?, x a-0 x.4?!,, 
Q=Q,x a** xn,, P= Pl x **. XP,. 
The measure m,(dx) and the function p(t, x) are defined by formulae 
similar to (2.7) and (2.9). 
Suppose that, for every o E Q, a measure A(w, .) on (a, b) = (a,, b,) 
. . ~(a,, bk) is given which satisfies conditions 2.4.A, B, C with 
(~,LFcr, u -.a Ul,)*) replaced by {Q,[S(1,) x ..a X9(lk)]*]. Then 
we say that A is an additive functional of the family (X,, P) = 
{<x,t, p~),-**,(x~, pk)}. 
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The formula 
P(C) = plbvw(~~) (3.1) 
defines a measure on the space (a, b) x E which we call the spectral measure 
of A. 
3.2. 
THEOREM 3.1. Let A be an additive functional of a family (X,, P) of 
independent Markov processes. If 1-1 is the spectral measure of A, then, for 
every positive measurable function Yt( CO), 
PJY,(w)A(dt) = /lZ’;; x -.a xkPzY&(dt, dx). (3.2) 
Proof: By routine approximation argument, it is sufficient to prove this 
for 
r, = +NIL,,,,,d, 
j 
with 
64 = I-IqQj>, 
j 
I;;.( oj) = 7°C X&), aj -C cj -C dj -C bj. 
Moreover, we can assume that the points u{ do not separate cj from dj. We 
need to prove that 
PA[c,d]F = j-lI,,dlQ9(dt, dx) 
where Q is the product measure on the right side of formula (3.2). 
For every c < s < t < d, we have 
PA[s, t) F = PA[s, t)V(s, t) 
where 
V(s,t) = P{FIS[s,t]} =~P,{~19[sj,tj]} =n(@;;j,,)F. 
i j 
By 2.3.B, V(s, t) is continuous in s, t for c I s I t < d. 
Consider a partition of [c, d) into disjoint intervals [s’, t’) and put 
44) = s’, t)(t) = t’ fort E [s’, t’). 
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We have 
PA[c>d]I: = CP~;V(+b), $(t))A@t) = Pjd%dt), #(t))A(dt). 
I c 
Passing to the limit along a sequence of partions with the mesh tending to 
0, we get 
PA[c,d]F = P/dv(t,t)A(dt) = /QFlr,,d,(t)p(dt, dx). 
f 
3.3. Corollary. Two functionals with the same u-finite spectral mea- 
sure p are equivalent. 
Indeed if ~1 is the spectral measure of A, then p(t,x)p(dt, dx) is the 
spectral measure of p(t, X&I(&). Therefore it is sufficient to consider the 
case of a finite measure p. It follows from (3.2) that, for every bounded 
measurable Y, 
PYA,(l--) = PYA,(l-) < 00 for all l? E .9?(a, b). 
Hence A,(I) = A,(r)P-a.s. and, by 2.4.C A, and A, are equivalent. 
3.4. Now we assume that each Markov process (Xl, Pi) has a 
symmetric determining function pl(xj, vi) relative to a measure mJ ( dxj) 
(i.e., Pl and mj satisfy conditions (1.8) through (1.10). We put t&a = 
C4+ i,. . . , 84~~) where 6; are shift operators for the jth process. An 
additive functional A of the family (X,, P) is homogeneous if 
3.4.A. A(@, I’) = A(w, r + t) for alI w and t. 
It is easy to see that the spectral measure of a homogeneous functional 
has the form 
p(dt, dx) = X(dx) cft. 
We call X the characteristic measure of A. 
We put 
(3.3) 
We fix a measure /.t on (E, L§?) and we set 
PAY) = j-AdX)P*(X,Y), 
M, = /~(dxht(x,y)~(dy), 
(3.4) 
(3.5) 
(3.6) A”, = / 
“p,(x,) dt. 
0 
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THEOREM 3.2. Suppose that 
J 
” 
M,dt < 00 for every finite u. (3.7) 
0 
Then there exists a homogeneous additive functional A(dt) of the family 
(X,,P) such that 
A[O,u] = !$A’ in L2(P). (3.8) 
Proof. 1. We note that 
/p,(x9y)p,(y)m(dy) = Pi+., /dx)dx)m(dx) = MS+,- 
Therefore 
/m (dx)f,(x)p,(x,y)f,(y)m(dy) = W+O+~, 
b%~xs)P,(x*) = M,t-s,+a+e 
and, by using Fubini’s theorem and the change of variables v = t - s + 6 
+ e, we get 
PA”,A”u = 2k~“dsJd;;S+a+edt ls<tMt-s+a-c< 
This tends to 
2k~uds~u-sM, dv = ~“ds~“dtM,‘-r,. 
as 6, e J 0. By (3.7) the last integral is finite for every finite u and therefore 
the limit (3.8) exists. Arguments in the Appendix to [DG] show that a 
version of the limit can be chosen to satisfy conditions 2.4.A, B, C and 
3.4.A. 
4. RELATIONSHIP BETWEEN ADDITIVE FUNCTIONALS OF ORDER k 
AND ADDITIVE FUNCTIONALS OF k INDEPENDENT PROCESSES 
4.1. Consider a Markov process X = (X,, P) with the path space 
Q. Let y,(w) be the restriction of the path w to an interval J. Put 
Q2, = y,(0), denote by PJ the image of P under the mapping w -+ wj, and 
let X;‘<y,( w)) = X,(o) for t E J. The pair X, = (X;‘, PJ) is a Markov 
process over the time interval J. We call it the restriction of X to J. 
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The main result of this section is the following theorem: 
THEOREM 4.1. Suppose that the interuals (a,, b,), . . . , ( uk, bk) are disjoint. 
Consider independent Markov processes X,, . . . , X, where Xi is the restriction 
of X to (aj, bj). Define the mapping 
y(0) = w1 x *. * xw, 
from Q to Q = Q, X **. X Q2, (here Qj is the path space of Xi and wj is the 
restriction of w to (aj, bj)). ’ 
The formula 
4% l-7 = B(Y(4, r) (4.1) 
establishes a l-l correspondence between additive functionals B(o, I’) of 
X 1,. . . , X, and additive functionals A(o, I’) of order k of the process X over 
U = (a,, b,) u -. . U(a,, bk). The spectral measures of A and B coincide. 
Two functionals A of X are equivalent if and only if the corresponding 
functionals B of XI,. . . , X, are equivalent. 
4.2. To get Theorems 1.1 and 1.2 from Theorem 4.1, Corollary to 
Theorem 3.1 and Theorem 3.2, it is sufficient to observe that measures on 
R k which satisfy condition 2.4.C are in a natural correspondence with 
consistent families of measures on rectangles (a,, b,) x . - . x (a,, b,J such 
that the intervals [q, b,], . . . , [ uk, bk] are disjoint. 
The proof of Theorem 4.1 is based on three lemmas: the first statement 
follows from Lemma 4.1 and the concluding part follows from Lemma 4.3. 
LEMMA 4.1. Let 9. be the u-algebra in Qj generated by the process Xj. 
Then y -I is an isomorphism of 42; X - . . XFk and s(U). 
Proof The inclusion y-‘(Sr X . . . XSk) c F(U) is obvious. On the 
other hand, every f E S(U) has a representation 
fb) = F(X,,(wL X.,(4) 
where F is a measurable map from (Em, .GP) to (W, ,9?(W)) and uj = 
{ ujlV * ’ ’ ujn,} c (aj, bj). We note that 
f ‘b) = F( X,,(q), . . . , X&d) E 91 x . -- xg,c 
and 
f’(YW = f (4. 
Hence y-‘(.Fr X ... XFk) =9(U). 
4.4. We put 
P = P, x *** XP,, 
yyw = Y[Yb)l. 
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LEMMA 4.2. Let a, c b, c . .. c ak < b,. Then for every tj E (aj, 
bj), j = 1,. . . , k, andevery Y ~9~ X es- Xsk, 
P(tAP:y7 = (yp:)hl (4.2) 
where 
(4.3) 
We also have 
PY7 = P[Yq]. (4.4) 
ProojI It is sufficient to consider Y = F( X$, . . . , X$ ) with uj = 
{ube.;;,:$,} C(apbj), j=l,..-,k. 
P[Yq] =Jn[ P(tj,X,;U’,Z’;aj, Y ;bjpWj)muJ (dZj)ma, (dYj)mb, (dw,)] 
i 
k-l 
XF(z’,... ,Zk) F P(bj,Wj; aj+l, ?;.,I> 
= 
J( 
p t,, x,;u’,z’; .*’ ;t,, Zk;Uk,Zk)F(zl,...,Zk)nm”, (dzj) 
i 
which is equal to the right side in (4.2). 
To get (4.4) from (4.2), it is sufficient to integrate with respect to the 
measure m,, (dx,) * - * mB (dxk). 
4.5. 
LEMMA 4.3. Let A and B be related by formula (4.1). Then for every 
positive measurable Z,(w), 
+tA7 (dt) = jp(f,x)P:Z,p (dt, d&a,&) 
(1 
(4.5) 
where p is the spectral measure of B. 
Proof: It is sufficient o prove (4.5) for Z independent of t. First, assume 
that Z E 9(U). By Lemma 4.1, Z = Y7 for some Y E S1 X - . - xFk 
and, by (4.4), the left side in (4.5) is equal to 
P(ZA(a,b)) = P(YA(a,b))‘= P(YqA(a,b)). 
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By Theorem 3.1, this is equal to 
and (4.5) follows from (4.2). 
In general, we put Z’ = P{ ZICF(U)} and we check that PiZ’ = PiZ for 
t E (a, b). Being true for Z’, formula (4.5) is also true for Z. 
PI 
Pll 
PI 
P31 
P41 
PI 
WI 
PGI 
[GHR] 
WI 
v-11 
F-21 
WI 
WI 
W31 
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