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Abstract— This paper present an investigation of PID 
controller tuning using modified artificial bee colony algorithm 
(MABC). The main purpose of this work is to apply and 
investigates the performance of MABC in tuning the PD 
controller of single link manipulator system (SLMS) in 
comparison with the original ABC. The objective of MABC 
algorithm is to minimize the error by using mean square error 
(MSE) as an objective function. The proposed algorithm also 
been tested in three benchmark functions with different 
dimensions to checked the robustness the algorithm in 
difference problems surface. The result shows that the MABC 
able to tune the controller to their best optimum value. 
 
Index Terms— Artificial bee colony; local search; single link 
manipulator system, PD controller. 
 
I. INTRODUCTION 
 
 
In recent year, Optimization techniques based on 
the adaptation of nature phenomenon and biological 
behavior are called evolutionary algorithm become popular 
among researchers. These algorithms types are free gradient 
algorithm where it does not need differentiation operation to 
perform the best search strategies. Thus it can used in many 
optimization problems and able to give a good quality of 
solution in each iteration. Nature phenomenon and 
biological behavior adaptation optimization algorithm can 
be categorized as a metaheuristic algorithm. the definition of 
metaheuristic algorithm is a way to solve general problems 
[1] using structure in heuristic optimization strategies and it 
may create the efficient way to perform the searching in the 
search space.  
 
In metaheuristic algorithm, the search of unknown 
optimal point in search space (feasible area) is in random 
and some parameter needs to be set in initial stages by the 
user in order to make it work properly. The most important 
factor that gives the metaheuristic optimization merit in 
solving problems is a balance strategy between exploration 
and exploitations. The exploration in the optimization 
context is the phase that the searching of new solution in the 
unexplored area within the feasible region. It can increase 
the chance to find good solution (not guaranteed). While in 
exploitation, is the process to focus the searching in small 
area within a good solution found in previous exploration. 
Too much exploration can increase the convergence speed 
but it may resulted it trapped at local optimum and may not 
improve the solution. Searching a solution based on the 
previous discovered solution during exploitation phases can 
increase the chance to find a much better solution within it, 
but if too much exploitation it will causes slower 
convergence toward the global optimum. In reality, there is 
no guarantee that the balanced strategies between 
exploration and exploitation can produced really good 
solution and fast convergence speed because there will be 
trade-off between both of them [2] [3]. 
As a mention before, Evolutionary algorithm (EA) 
is part of metaheuristic algorithm widely used by researcher 
to find the optimum solution in many problems (e.g. single 
objective and multi objective problems). Evolutionary 
algorithms are based on the adaptation of biological system 
(bio-inspired algorithmic) or natural phenomenon (natural-
inspired algorithms). A bio-inspired algorithmic is associate 
based on behavior of living organisms (e.g. animal 
behavior) whereas a nature-inspired is based on natural 
phenomena (e.g. pattern of lightning). EA are optimization 
heuristic and it used stochastic search based on the evolution 
theory. EA start with randomly distribute the possible 
solution in the search space, after that it will perform the 
exploitation within good solution found before and do the 
exploration in uncharted region toward global optimum.  
The good about EA, they have a good strategies in self-
adapting and self-organizing and also have strong capability 
of collaboration during evolution and behavior[4], have 
different type of character in the algorithm structure 
(modularity), good improvement mechanism and able to 
found an good optimal solution [5][6]. Other factor may 
increase the performance is deterministic and randomization 
approaches through the searching process [7]. 
 
There are well known EA called swarm intelligent 
algorithm. Swarm intelligent algorithm basically based on 
the interaction behavior between members in population of 
swarm. Example of Swarm intelligent algorithm is Genetic 
algorithm (GA) adopted from the process of genetic 
evolution, particle swarm optimization (PSO) that mimics 
the communication behavior of fish and bird flocking [8], 
Artificial bee colony algorithm (ABC) based on the 
behavior honey bee foraging the food source [9]. Bat 
algorithm (BA) is based is the echolocation behavior of bats 
[10]. Inspired from Escherichia coli bacteria foraging 
pattern, [11] proposed bacteria foraging algorithm (BFA), 
Ant colony Optimization(ACO) proposed by Dorigo based 
on trails pattern by ants [12] , Firefly Algorithm (FA) [13]. 
The example of natural-inspired optimization algorithms are 
lightning search algorithm (LSA) based on natural 
phenomenon of lightning [14], inspired by the improvisation 
characteristics of a musician, Geem et al developed harmony 
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search algorithm [15][16]. Galaxy-based search algorithm 
[17]. Spiral dynamic algorithm (SDA) [18] [19] inspired from 
natural spiral pattern such as spiral galaxy, tornado and 
DNA molecule. All of mention algorithm widely used to 
solve different field of problems such as in engineering, 
medical, finance, science and many more. These algorithms 
also have been tested in nonlinear systems, complex fitness 
landscape constrained problems or multi-objective problems 
and the output from this algorithm showing promising to 
solve those problems. 
 
In this paper, the original ABC has been modified and tested 
in single link manipulator system (SLMS). The algorithms 
also been tested in 3 benchmark functions. The enhanced 
version of ABC are called modified artificial bee colony 
(MABC) 
 
 
II. ARTIFICIAL BEE COLONY ALGORITHM 
 
The artificial bee colony (ABC) algorithm was 
developed by D. Karaboga [23]  in 2007 based on the 
behavior of real honey bee foraging the food (flower nectar) 
. To search for the best optimal value, ABC using the bee as 
an agent to search the best food (solution) in the search 
space. These agents are divided into three (3) group; 
employed bee (EB), Onlooker bee (OB) and scout bee (SB). 
EB have a role to share the information about the quality of 
food source with OB and their only foraging 1 specific food 
source until it depleted. While OB are the bee that waiting 
the information gather by EB inside the hive at the dance 
floor. They will choose which the food source they want to 
exploit based on EB information. The EB will change to the 
SB when their food sources are depleted. SB role is to 
explore and find new food source. The EB population 
number is half of the colony while OB population number is 
another half. The number of EB is equal to the number of 
possible solution (food source).  
 
Initially, the initial population P(Iter =0) are 
randomly distributed in the search area. Where ݔ௜(݅ =
1,2, … . , ݊ܨܵ) is a possible solution and this solution is a 
vector of D-dimensional [24]. Where nFS is a number of 
food source and D is optimization parameter numbers. Next, 
the EB produced a new position based on the local 
information. Then, it will test the fitness value of that 
solution. In this stage, they will use greedy selection 
method. If the new position can provide a better solution, 
EB will keep the new position and discard the old one. 
Otherwise EB will keep the previous food position. The 
position modification are followed Eq. 1, 
 
ݒ௜௝ = ݔ௜௝ ൅ ݎܽ݊݀(−1,1)(ݔ௜௝ − ݔ௞௝) Eq. 1 
From Eq. 1; when the different between ݔ௜௝ ܽ݊݀ ݔ௞௝ become 
smaller, the perturbation on the current position also 
decresed. This mean the step size is reduced the search 
approaches to the optimal point.  
 
After all EB complete the search. They will go back to hive 
and share the local information with OB. This information 
contains the quality of solution (food source). The OB will 
choose the food source based on the probability associated 
with the food source (FS). They tend to choose the foods 
that have highest recruiting probability. The calculation the 
probability of food source selection by OB can be calculated 
by the following equation:  
 
 
 
ܨ݅ݐ݊݁ݏݏ(݅) = ቐ
1
1 ൅ ݂(ܵ௜̅)
, ݂(ܵ௜̅) ൒ 0
1 ൅ ܾܽݏሾ݂(ܵ௜̅)ሿ, ݂(ܵ௜̅) ൏ 0
 Eq. 2 
 
݌ݎ݋ܾܾ݈ܽ݅݅ݐݕ(݅) =
ܨ݅ݐ݊݁ݏݏ(݅)
∑ ܨ݅ݐ݊݁ݏݏ(݅)ிௌ/ଶ௜ୀଵ
 
Eq. 3 
 
 
After choose the food source. OB will modify the current 
position using Eq. 1. Same with EB, they will compare the 
fitness of previous position and modification position. OB 
will choose the best solution based in their fitness and keep 
the best position in their memory and forget the un-
improved solution. The food source will be abandoned when 
the solution cannot be improved anymore after predetermine 
cycle limit. When this happened, the EB will change role 
into SB and finds new food source as defined by Eq. 4: 
 
ݔ௜
௝ = ݔ௠௜௡
௝ ൅ ݎܽ݊݀(0,1)൫ݔ௠௔௫
௝ − ݔ௠௜௡
௝ ൯ Eq. 4 
 
The searching for the best optimum solution is continued 
until it reach maximum predetermine iteration number.  
 
 
 
III. MODIFIED ARTIFICIAL BEE COLONY ALGORITHM 
 
In the proposed algorithm, the step size was modified to 
ensure the searching movements for the best solution are 
more dynamic. Thus, the exponential constant, ߲௪ has been 
introduced in Eq. 1. ߲௪ able to control the maximum step 
size. The exponential characteristic can lead the searching 
toward to the optimal point. The mathematical equation for 
MABC is given as:- 
 
ݒ௜௝ = ݔ௜௝ ൅ ݎܽ݊݀(−1,1)൫ݔ௜௝ − ݔ௞௝൯߲௪
൅ ݎܽ݊݀(0,1)൫ݔ௝ − ݔ௞௝൯߲௪ 
Eq. 5 
 
߲௪ =
ܽଵ − ܽଶ
1 ൅ ܾଶ݁ݔ݌(ܾଵ|݂݅ݐ݊݁ݏݏ(݅) − ݉݅݊ܨ|)
൅ ܽଶ Eq. 6 
 
Where ߲௪ is exponential constant, ܾଵ ܽ݊݀ ܾଶ are constant to 
be tune heuristically. ܽଵ is the minimum step size and ܽଶ is 
the maximum step size where the value must be choose 
between 0 – 1. Tunable ଵܾ ܽ݊݀ ܾଶ have a role to ensure the 
߲௪ not to big and not to small. To further improvement, the 
best fitness, ݔ௝ was introduced to fine tune the step size and 
to ensure the algorithm not trapped at local optimum.  The 
other process are followed the original ABC. 
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IV. BENCHMARK VALIDATION 
Three benchmark functions have been used to validate the 
performance of the proposed algorithm. The benchmark 
functions involved are sphere, Ackley and grienwark. The 
results collected are compared with the original ABC. The 
test are run 30 times with different value of dimension 
(10,30,50 and 70) . The ABC and MABC parameter are 
shown in Table 1: 
Table 1:- Algorithm parameter setting 
Parameter value 
Number of Foods (NF) 40 
Number of Bee 80 
limit 100 
iteration 1600 
 
The statistical performance of ABC and MABC are shown 
in table 2. From the result, the MABC outperformed ABC in 
all benchmark functions. The result also shown the deviation 
from the average value for all benchmark function showed 
that MABC output is stable. 
Table 2: Statistical performance results of the ABC and MABC 
 
Funtion Dim  ABC MABC 
Sphere 
10 
Mean 8.8E-17 1.9E-195 
SD 1.61E-17 0 
Worse 1.04E-16 1.9E-194 
Best 6.12E-17 0 
30 
Mean 9E-16 4.53E-23 
SD 1.57E-16 9.04E-23 
Worse 1.18E-15 2.44E-22 
Best 7.04E-16 4.84E-31 
50 
Mean 6.06E-13 4.27E-19 
SD 6.17E-13 5.02E-19 
Worse 1.7E-12 1.47E-18 
Best 1.1E-13 2.29E-20 
70 
Mean 1.51E-08 2.6E-18 
SD 1.05E-08 2.02E-18 
Worse 3.89E-08 6.73E-18 
Best 3.04E-09 4.52E-22 
Ackley 
10 
Mean 9.06E-15 8.88E-16 
SD 1.72E-15 0 
Worse 1.15E-14 8.88E-16 
Best 7.99E-15 8.88E-16 
30 
Mean 2.08E-10 8.88E-16 
SD 1.45E-10 0 
Worse 4.84E-10 8.88E-16 
Best 8.11E-11 8.88E-16 
50 
Mean 2.76E-05 4.8E-15 
SD 1.49E-05 3.91E-15 
Worse 5.36E-05 1.51E-14 
Best 1.18E-05 8.88E-16 
70 
Mean 2.61E-03 2.93E-14 
SD 9.69E-04 2.77E-14 
Worse 4.47E-03 8.62E-14 
Best 1.46E-03 4.44E-15 
Grienwank 
10 
Mean 5.92E-03 0 
SD 6.68E-03 0 
Worse 1.72E-02 0 
Best 6.78E-13 0 
30 
Mean 7.48E-04 0 
SD 2.36E-03 0 
Worse 7.48E-03 0 
Best 1.11E-16 0 
50 
Mean 9.37E-04 0 
SD 2.36E-03 0 
Worse 7.42E-03 0 
Best 1.66E-10 0 
70 
Mean 1.98E-03 0 
SD 4.99E-03 0 
Worse 1.60E-02 0 
Best 1.42E-06 0 
 
V. SINGLE LINK MANIPULATOR SYSTEM 
For further testing, MABC was used to tune the PD 
controller of a single link manipulator system (SLMS). In 
this paper, the controller used to test the SLMS model is 
based on controller design by Supriyono et al. [25]. The PD 
controller for the SLFMS can be formulated as:-  
 
          ݑ(ݐ) = ܭ௉݁(ݐ) − ܭ௏
ௗఏ(௧)
ௗ௧
                          (4) 
 
Where ݑ(ݐ) is the controller output, ܭ௉ is proportional gain, 
ܭ௏ is derivative gain, ݁(ݐ) is the error ߠ(ݐ) is angular 
Displacement. The schematic diagram of the controller is 
show in figure 1. 
 
 
figure 1: SLMS controller schematic diagram 
 
The Objective of the proposed algorithm is to tune the PD 
gain until it get the minimum hub angle different between 
actual and set point hub angle. Objective function in this 
test will use Mean square error (MSE). The objective 
function can be formulated as:-  
 
                          ܬ = ቀଵ
ே
∑ ൫݁(ݐ)൯
ଶே
௞ୀଵ ቁ                       (5) 
Where, J is an objective function, the error ݁(ݐ) is the 
difference angle between reference hub angle and actual hub 
angle. The smallest value of objective function show the hub 
angle of the SLMS is close to the reference hub angle value.  
 
VI. RESULTS 
 
In this section the performance of MABC in tuning PID 
controller of SLMS will be discussed. The reference hub 
angle used in this test is 30 degree.  The parameter setting in 
this test are shown in table 3; 
 
Table 3:- Algorithm parameter setting 
Parameter value 
Number of Foods (NF) 20 
Number of Bee 40 
limit 100 
 
 
The hub angle response of the SLFMS show in figure 2 
and table 4 indicates that MABC able to tune SLFMS to the 
reference point with low overshoot and reasonable rise time. 
In other hand, ABC able to reach the reference point faster 
than MABC but the overshoot quite high. There are no 
steady state error occurred in both algorithms. There for, this 
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result shows the capability of MABC in solving engineering 
problems are good. 
 
 
Figure 2: Hub angle response of SLMS 
 
 
Table 4:- numerical result of controller parameter 
 
Measurement ABC MABC 
Kp 1.6997 1.7561 
Kd 0.5140 0.6076 
Overshoot 10.55% 0.51% 
Rise time,s 360.67ms 403.19ms 
 
 
 
VII. CONCLUSION 
 
The modification on the step size during searching for 
new position in EB and OB stage has been proposed in this 
paper. Validations with three benchmark function have been 
carried out. The result shows the MABC able to navigate the 
solution toward the optimal point faster than ABC. 
Furthermore, the performances of MABC to tune the PD 
controller of SLMS have shown it outperformed the original 
ABC. 
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