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a b s t r a c t
In this paper, a novel single-term Haar wavelet series (STHWS) method is implemented for
the solution of the Duffing equation and Painleve’s transcendents (PI and PII). The results, in
the form of a block pulse and a discrete solution, are presented. Unlike classical numerical
schemes, the STHWS method has no restrictions on the coefficients of the Duffing equation
as regards its solution. PI and PII are analysed as regards their solutions, up to nearest
singularities (poles), using the STHWS. Also, an efficient computational implementation
shows the remarkable features of wavelet based techniques.
© 2008 Elsevier B.V. All rights reserved.
1. Introduction
The Duffing equation
y′′ + Ay′ + ω2h(y) = Q(t), (1.1)
where h(y) is a cubic function in y and Q(t) is an arbitrary forcing function, A ≥ 0, is a widely studied model dynamical
problem. Normally, perturbation, multiple-scale method or other series solutions of Eq. (1.1) are obtained which satisfy
appropriate initial conditions. The limitations of these classical methods have stimulated interest in looking for novel
techniques which give accurate solutions even for larger values of the parameters involved. In this category, we find
rational approximations [9], the principle of harmonic balance [11], the method of multiple scales [1] and other analytical
and numerical techniques [7,12] for the analysis of such equations. Rational approximations require a series solution
which has to be recast into a continued fraction representation, and finally involve the construction of a sequence of
rational approximations. The convergence of this sequence of rational approximations for the Stieltje series/function is well
established, whereas for other general cases there are no systematic procedures for this. However, if convergence is proved,
with a stretch, this gives the solution as well as the singularities, if any, of the equation. The principle of harmonic balance
requires a suitable functional form of the frequency. This may involve finding higher order approximations for the frequency
using a perturbation method. Also, for ω 6= 0, subharmonic resonances with nonlinear terms spoil the accuracy and require
other very elaborate ad hoc schemes for the application of this technique. Similarly, the application of the multiple-scale
technique will not be possible if the different scales of the variable are dependent (especially for the variable frequency
case).
∗ Corresponding author. Tel.: +91 0836 2215222 (O), +91 0836 2771291 (R); fax: +91 0836 347884.
E-mail address: bujurke@yahoo.com (N.M. Bujurke).
0377-0427/$ – see front matter© 2008 Elsevier B.V. All rights reserved.
doi:10.1016/j.cam.2008.03.012
N.M. Bujurke et al. / Journal of Computational and Applied Mathematics 227 (2009) 234–244 235
In this paper, it is planned to look for a new novel wavelet based algorithm for the solution of Eq. (1.1) and also for
the solution of Painleve’s transcendents. The single-term Haar wavelet series method, implemented here, is found to be
an attractive alternative to the available analytical and classical numerical schemes. Originally, Walsh functions received
considerable attention in dealing with various problems of dynamic systems. Later, it was found that methods using
Walsh series involved some numerical difficulties. To overcome these inconveniences of the Walsh function technique, Rao
et al. [13] introduced the single-term Walsh series (STWS) technique for analyzing linear and nonlinear singular systems.
Balachandran and Muragesan [6] applied the STWS method to obtain the discrete solutions for a linear system with singular
and constant coefficients, and demonstrated the effectiveness of the STWS technique by considering different types of
systems. Sepehrian and Razzaghi [15] proposed a method for finding the solution for a time-varying nonlinear system using
the STWS method. Hasio [10] developed a new approach of using single-term Haar series for solving linear stiff systems.
In this way, single-term techniques have long been applied successfully for the solution of various dynamical systems. The
fact that these techniques provide block pulse and discrete solutions of problems for any desired length of time, in an easy
manner, is one of the reasons for their routine use not only in data analysis but also in numerical analysis of differential
equations. These successful developments have motivated us to apply the new scheme, using the STHWS, for the solution
of a much wider class of problems.
The paper is organized as follows. Section 2 is devoted to the theoretical background of Haar wavelets and STHWS,
which is relevant for the material that follows. Section 3 concerns the method of solution and its implementation aspects.
Section 4 is mainly concerned with the application of the proposed scheme to test problems, to demonstrate the efficiency
and effectiveness of the algorithm STHWS. Numerical findings are presented in the form of tables and a graph.
2. Properties of Haar wavelet series and single-term Haar wavelet series
2.1. Haar wavelet series
The orthonormal basis {hn} of Haar wavelets for the Hilbert space L2 ([0, 1)) consists of
hn = h1(2jt − k), n = 2j+k, j ≥ 0, 0 ≤ k ≤ 2k, where
h0(t) = 1. 0 ≤ t < 1, h1(t) =
{
1, 0 ≤ t < 0.5
−1, 0.5 ≤ t < 1. (2.1)
Each Haar wavelet hn has the support
(
2−jk, 2−j(k+ 1)), so that it is zero elsewhere in the interval [0, 1). Interestingly, as n
increases, the Haar wavelets become more and more localized. Therefore {hn} forms a local basis. In contrast, Walsh functions
which take only the values 1 and−1 form a global basis. They may be expressed as linear combinations of the Haar wavelets.
So, many results for the Haar wavelets carry over to the Walsh system easily. Moreover, the Walsh functions are precisely
the Haar wavelet packets [5].
Any function f ∈ L2 ([0, 1)) can be expanded in Haar series:
f (t) =
∞∑
i=0
cihi(t) where ci = 2j
∫ 1
0
f (t)hi(t)dt. (2.2)
The convergence in (2.2) is in the L2 sense, i.e. “mean convergence”.
Accordingly, the Haar coefficients ci are determined such that∥∥∥∥∥f (t)− m−1∑
i=0
cihi(t)
∥∥∥∥∥→ 0, m = 2j, j ∈ {0} ∪ N. (2.3)
In applications, Haar series are always truncated to m terms, that is
f (t) ≈
m−1∑
i=0
cihi(t) = cTmhm(t), t ∈ [0, 1), (2.4)
where the coefficient vector cm and Haar wavelet vector hm(t) are given by
cm = [c0, c1, . . . cm−1]T
hm(t) = [h0(t), h1(t), . . . hm−1(t)]T.
In studying differential equation models of dynamical systems using Haar wavelets, it is frequently required to perform
integrations in order to solve the problems. Since the differentiation of Haar wavelets results in generalized functions, which
in any case should be avoided, the integrations of Haar wavelets are preferred. Integrals of Haar wavelets [8] should be
expandable in Haar series:∫ t
0
hm(τ)dτ =
∞∑
i=0
dihi(t).
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If we truncate to m = 2n terms and use the above vector notation, then integration is performed using matrix–vector
multiplication defined by [10]∫ t
0
h(m)(τ)dτ ≈ P(m×m)h(m)(t), t ∈ [0, 1), (2.5)
where P is the operational matrix of integration which satisfies the following recursive formula:
P(m×m) = 1
(2m)
[
2mP(m/2×m/2) −H(m/2×m/2)
H−1(m/2×m/2) O(m/2×m/2)
]
and
P(1x1) = 12 ,
where
H(m×m) = [h(m)(x0), h(m)(x1) . . . h(m)(xm−1)],
i
m
≤ xi < (i+ 1)
m
, and H−1(m)×(m) =
( 1
m
)
HT(m×m)diag(r),
r = [1, 1, 2, 2, 4, 4, 4, 4, . . . ,m/2,m/2, . . .m/2︸ ︷︷ ︸
m/2 elements
]T,m > 2.
2.2. Single-term Haar wavelet series (STHWS)
With the single-term Haar wavelet series approach, in the first interval, the given function is expanded as a STHWS in
the normalized interval, τ ∈ [0, 1], which corresponds to t ∈ [0, 1/m) on taking τ = mt, m being any integer. In STHWS, the
matrix P in (2.5) becomes P = 12 [10].
Let y′(τ) and y(τ) be expanded using STHWS in the first interval as [15]
y′(τ) = V(1)h0(τ), y(τ) = Y(1)h0(τ), (2.6)
and in the ith interval as
y′(τ) = V(i)h0(τ), y(τ) = Y(i)h0(τ). (2.7)
Integrating (2.6) with P(1x1) = 12 , we get
Y(1) = 12V(1) + y(0), (2.8)
where V(1) and Y(1) are block pulse values of y′(τ) and y(τ) respectively and y(0) is the initial condition. According to
Sannuti [14], we have
V(1) =
∫ 1
0
y′(τ)dτ = y(1)− y(0). (2.9)
In general, for any interval i, i = 1, 2, . . ., we obtain [15],
Y(i) = 12V(i) + y(i− 1), (2.10)
y(i) = V(i) + y(i− 1). (2.11)
In (2.10) and (2.11), Y(i) and y(i) give the block pulse and the discrete values of the state, respectively.
3. Solutions of nonlinear systems by the STHWSmethod
To retain the specified level of accuracy, an interval [0, 1/m) is stretched to unit length, in which only the first term
of the Haar series expansion needs to be considered. Incidentally, one has the freedom to compute over any number of
segments without the restriction of m = 2k. The major advantage of this approach is that computations can be continued
to any desired length of time after ensuring stability. Secondly, besides giving the option of choosing between two types of
solutions mentioned earlier, the recursive formula lends itself to the solution of nonlinear systems.
We write the standard form for first-order nonlinear autonomous ODEs as follows:
dyi
dt
= fi(y1, y2, y3, . . . , yN) (3.1)
for i = 1, 2, . . . ,N, where N is the number of equations and the initial conditions are yi(0) = αi.
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For normalizing the time interval of (3.1), we let τ = mt and then
my′i(τ) = fi(yi(τ)), yi(0) = αi. (3.2)
Let y′i(τ) be expressed using STHWS in the ith interval as
y′i(τ) = V(i)h0(τ). (3.3)
Using (2.8) and (2.10), we get
yi(τ) =
(1
2
V(i) + y(i− 1)
)
h0(τ). (3.4)
To solve (3.2), we substitute (3.4) in fi(yi(τ)) and express the resulting equation, using STHWS, in the form
fi
((1
2
V(i) + y(i− 1)
)
h0(τ)
)
= F(i)h0(τ). (3.5)
Using (3.3) and (3.4) in (3.2), we get
mV(i) = F(i). (3.6)
For a fixed value of m, Eq. (3.6) is expressed in the form
n∑
j=1
aijf (V(j)) = bi, i = 1, 2 . . . n. (3.7)
where the ai’s and bi’s are constants and f is a nonlinear function of V(j).
Eq. (3.7) is a nonlinear system of algebraic equations for V(i) (i = 1, 2, . . . , n).
First we obtain one set of V(i)’s by solving Eq. (3.7) using Brown’s method [2]. Eq. (2.11) gives yi’s using V(i)’s and the given
initial conditions.
Later, using known yi’s as initial values, Eq. (3.7) has to be solved by iteration using the recurrence relation
V(i) =
bi−∑
i6=j
aijf (V(j))
aii
, i = 1, 2, . . . , n, (3.8)
together with Eqs. (2.10) and (2.11) recursively, to get block pulse and discrete solutions at any specified level of accuracy.
4. Applications
Consider the modified Duffing Eq. (1.1) and its various forms. The classical methods have limited scope and there are
difficulties in their solutions of such equations as
y′′ + Ay′ + By+ Cy3 = D cos(ωt + φ),
A > 0, y(0) = α0 , y′(0) = β0. (4.1)
This equation describes a damped mass–spring system with control proportional to By + Cy3 and driven by the force
D cos(ωt + φ).
Case (i): Let A = 0, B = 1, C = ε,D = 0. The appearance of secular terms in classical schemes signals the nonuniform validity
of perturbation expansions for large t. Nonlinear oscillator equation (4.1) is equivalent to (with y = y1)
dy1
dt
= y2
dy2
dt
= −y1 − εy31.
(4.2)
Consider the initial conditions
y1(0) = 1.0, y2(0) = 0.0. (4.3)
Block pulse and discrete solutions are obtained using STHWS (m = 100) for ε = 0.00001, ε = 0.05 and 0.5 and these are
listed in Tables 1–3. As time increases, Gill’s method fails to give an accurate solution, whereas STHWS continues to give an
accurate solution for much a larger time which agrees closely with the asymptotic solution [1].
If C is large, the usual perturbation scheme is not adequate. The validity of STHWS does not depend on the relative
magnitude of C and in our next two cases we choose a large value for C to demonstrate the usefulness of STHWS.
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Table 1
Comparison of the solution obtained using the STHWS method with Gill’s solution and the asymptotic solution (A.S.) [1] of the Duffing equation; case (i),
with ε = 0.00001
t Gill’s method STHWS (m = 100) A.S. [1]
y1(t) y2(t) y1(t) y2(t) y1(t) y2(t)
DISC BP DISC BP
0 1 0 1 1 0 0 1 0
0.1 0.9929 −0.0997 0.995004 0.99547 −0.09984 −0.0948 0.995004 −0.09984
0.2 0.9760 −0.1981 0.98006 0.98103 −0.0998 −0.1937 0.98006 −0.0998
0.3 0.9494 −0.2940 0.95533 0.95679 −0.1986 −0.2907 0.95533 −0.1986
0.4 0.9134 −0.3861 0.92106 0.92298 −0.2955 −0.3848 0.92106 −0.2955
0.5 0.8685 −0.4751 0.87758 0.87995 −0.3894 −0.4750 0.87758 −0.3894
0.6 0.8150 −0.5584 0.82533 0.82813 −0.5646 −0.5605 0.82533 −0.5646
0.7 0.7536 −0.6358 0.76484 0.76804 −0.6442 −0.6403 0.76484 −0.6442
0.8 0.6849 −0.7065 0.69670 0.70027 −0.7173 −0.7138 0.69670 −0.7173
0.9 0.6096 −0.7699 0.62160 0.62551 −0.7833 −0.7801 0.62160 −0.7833
1 0.5285 −0.8253 0.54029 0.54449 −0.8414 −0.8387 0.54029 −0.8414
2 −0.401 −0.8724 −0.4161 −0.4115 −0.9092 −0.9113 −0.4161 −0.9092
3 −0.932 −0.1295 −0.9899 −0.9892 −0.1411 −0.1460 −0.9899 −0.1411
4 −0.599 0.7011 −0.6536 −0.6574 0.75681 0.75350 −0.6536 0.75681
5 0.2616 0.8656 0.2836 0.27883 0.95892 0.96032 0.2836 0.95892
Table 2
Comparison of the solution obtained using the STHWS method with Gill’s solution and the asymptotic solution (A.S.) [1] of the Duffing equation; case (i),
with ε = 0.05
t Gill’s method STHWS (m = 100) A.S. [1]
y1(t) y2(t) y1(t) y2(t) y1(t) y2(t)
DISC BP DISC BP
0 1 0 1 1 0 0 1 0
0.1 0.9926 −0.1046 0.9948 0.9952 −0.1036 −0.0995 0.9948 −0.1036
0.2 0.9749 −0.2077 0.9793 0.9800 −0.2061 −0.2032 0.9793 −0.2061
0.3 0.9470 −0.3078 0.9536 0.9546 −0.3065 −0.3046 0.9536 −0.3065
0.4 0.9094 −0.4041 0.9181 0.9192 −0.4037 −0.4025 0.9181 −0.4037
0.5 0.8624 −0.4954 0.8730 0.8743 −0.4967 −0.4959 0.8730 −0.4967
0.6 0.8067 −0.5807 0.8189 0.8202 −0.5846 −0.5837 0.8189 −0.5846
0.7 0.7430 −0.6594 0.7563 0.7577 −0.6664 −0.6651 0.7563 −0.6664
0.8 0.6719 −0.7306 0.6858 0.6874 −0.7413 −0.7394 0.6858 −0.7413
0.9 0.5923 −0.7937 0.6083 0.6101 −0.8088 −0.8057 0.6083 −0.8088
1 0.5108 −0.8482 0.5244 0.5266 −0.8674 −0.8635 0.5244 −0.8674
2 −0.4306 −0.8698 −0.449 −0.442 −0.9098 −0.9098 −0.4499 −0.9098
3 −0.9368 −0.0821 −0.996 −0.995 −0.0868 −0.0937 −0.9963 −0.0868
4 −0.5470 0.7513 −0.595 −0.597 0.8187 0.81531 −0.5950 0.81872
5 0.3319 0.8491 0.3721 0.364 0.94556 0.94425 0.3721 0.94556
Table 3
Comparison of the solution obtained using the STHWS method with Gill’s solution and the asymptotic solution (A.S.) [1] of the Duffing equation; case (i),
with ε = 0.5
t Gill’s method STHWS (m = 100) A.S. [1]
y1(t) y2(t) y1(t) y2(t) y1(t) y2(t)
DISC BP DISC BP
0 1 0 1 1 0 0 1 0
0.1 0.98949 −0.14906 0.9929 0.99322 −0.1406 −0.14195 0.9929 −0.1406
0.2 0.96436 −0.29303 0.9719 0.97168 −0.2793 −0.28791 0.9719 −0.2793
0.3 0.92534 −0.42872 0.9372 0.93587 −0.4141 −0.42696 0.9372 −0.4141
0.4 0.87345 −0.55357 0.8892 0.88662 −0.5430 −0.85619 0.8892 −0.5430
0.5 0.80994 −0.66572 0.8288 0.82503 −0.6643 −0.67336 0.8288 −0.6643
0.6 0.73615 −0.76406 0.7567 0.75240 −0.7763 −0.77698 0.7567 −0.7763
0.7 0.65353 −0.84814 0.6739 0.67012 −0.8772 −0.86629 0.6739 −0.8772
0.8 0.56350 −0.91806 0.5816 0.57963 −0.9659 −0.95928 0.5816 −0.9659
0.9 0.46745 −0.97427 0.4812 0.48236 −1.0409 −1.00186 0.4812 −1.0409
1 0.36670 −1.0174 0.3739 0.37971 −1.1013 −1.04908 0.3739 −1.1013
2 −0.6431 −0.81386 −0.720 −0.6758 −0.8237 −0.86082 −0.720 −0.8237
3 −0.8681 0.386689 −0.912 −0.9285 0.4851 0.47982 −0.912 0.4851
4 −0.6649 0.99385 −0.037 −0.0336 1.1866 1.11751 −0.037 1.1866
5 0.76902 0.511545 0.9408 0.90985 0.40237 0.52083 0.9408 0.40237
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Table 4
Comparison of the solution obtained using STHWS with the principle of harmonic balance (P.H.B.) solution [11] of the Duffing equation; case (ii), ω = 0
t STHWS (m = 100) P.H.B. [11]
y1(t) y2(t) y1(t)
DISC BP DISC BP
0 10.0000 10.0 0 0 10.0000
0.04 8.5593 8.86369 −66.7527 −60.21474 8.5593
0.08 5.1957 5.63992 −95.5864 −94.88999 5.1957
0.12 1.3185 1.71507 −95.0271 −97.61382 1.3185
0.16 −2.1989 −1.92820 −78.9284 −82.46457 −2.1989
0.20 −4.8452 −4.71927 −51.7564 −55.39045 −4.8452
0.24 −6.2228 −6.23678 −16.3614 −19.60643 −6.2228
0.28 −6.1573 −6.28298 18.6212 16.448740 −6.1573
0.32 −4.8810 −5.062182 43.0147 42.452927 −4.8810
0.36 −2.9103 −3.08536 53.4400 54.224312 −2.9103
0.40 −0.7618 −0.88972 52.5224 53.986887 −0.7618
0.44 1.1843 1.11916 43.7738 45.384864 1.1843
0.48 2.6656 2.66241 29.6214 31.058597 2.6656
0.52 3.5111 3.55858 12.4100 13.471505 3.5111
0.56 3.6598 3.74008 −4.6713 −4.112217 3.6598
0.60 3.1849 3.27704 −18.3102 −18.28926 3.1849
0.64 2.2709 2.35355 −26.5247 −26.952429 2.2709
0.68 1.1427 1.20148 −29.0978 −29.785929 1.1427
0.72 0.0107 0.039451 −26.8665 −27.627729 0.0107
0.76 −0.9566 −0.95709 −21.0227 −21.716679 −0.9566
0.80 −1.6398 −1.66505 −12.8986 −13.423025 −1.6398
0.84 −1.9771 −2.01890 −3.9587 −4.2562059 −1.9771
0.88 −1.9657 −2.01484 4.3065 4.2432435 −1.9657
0.92 −1.6592 −1.70632 10.6555 10.805151 −1.6592
0.96 −1.1500 −1.18734 14.3989 14.700700 −1.1500
1.00 −0.5460 −0.56902 15.4153 15.790929 −0.5460
1.04 0.0491 0.041560 14.0134 14.389718 0.0491
1.08 0.5496 0.556013 10.7717 11.092251 0.5496
1.12 0.8957 0.913178 6.4277 6.650202 0.8957
1.16 1.0593 1.083449 1.7677 1.873554 1.0593
1.20 1.0428 1.068955 −2.4735 −2.479631 1.0428
1.24 0.8754 0.899130 −5.7160 −5.818472 0.8754
1.28 0.6043 0.622274 −7.6305 −7.798329 0.6043
1.32 0.2848 0.295175 −8.1406 −8.336877 0.2848
1.36 −0.0292 −0.02675 −7.3866 −7.576979 −0.0292
1.40 −0.2928 −0.29729 −5.6664 −5.824275 −0.2928
1.44 −0.4747 −0.48454 −3.3741 −3.479318 −0.4747
1.48 −0.5605 −0.57339 −0.9251 −0.970282 −0.5605
1.52 −0.5517 −0.56533 1.3001 1.311161 −0.5517
1.56 −0.4637 −0.47583 3.0050 3.063372 −0.4637
1.60 −0.3211 −0.33004 4.0186 4.107984 −0.3211
A = 4.0, B = 100.0, C = 1.0,D = α0 = 10.0 & β0 = φ = 0.0.
Case (ii): Let A = 4.0, B = 100.0, C = 1.0,D = 0. Then Eq. (4.1) has considerably larger coefficients. With these coefficients
Eq. (4.1) is equivalent to
dy1
dt
= y2
dy2
dt
= −4y2 − 100y1 − y31 + 1.
(4.4)
Consider the initial conditions
y1(0) = 10.0, y2(0) = 0.0. (4.5)
Ludeke and Wagner [11] have solved this system using a principle of harmonic balance (P.H.B.). Computations using STHWS
(with m = 100) agree with this solution up to four decimal places. If m is increased further, the accuracy increases
considerably. Comparisons of these computed values are given in Table 4 and Fig. 1.
Case (iii): Let A = 0.2, B = 5.0, C = 10.0,D = α0 = 1.0, and β0 = φ = 0.0. ω = 0. Then the equivalent form of Eq. (4.1) is
dy1
dt
= y2
dy2
dt
= −0.2y2 − 5y1 − 10y31 + 1,
(4.6)
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Fig. 1. Comparison of the STHWS solution with the principle of harmonic balance (P.H.B.) solution [11] for the generalized Duffing equation with large
damping (case (ii)).
Table 5
Comparison of the solution obtained using STHWS with the rational approximation (R.A.) [9] of the Duffing equation; case (iii), ω = 0
t STHWS (m = 100) R.A. [9]
y1(t) y2(t) y1(t)
DISC BP DISC BP
0 1.0000 1 0 0 1.0000
0.04 0.98888 0.99131 −0.55244 −0.48444 0.98888
0.08 0.95627 0.96131 −1.07069 −1.008 0.95625
0.12 0.90394 0.91142 −1.53021 −1.476049 0.90399
0.16 0.83489 0.84424 −0.91492 −1.870597 0.83481
0.20 0.75187 0.76289 −2.21823 −2.184150 0.75186
0.24 0.65832 0.67061 −2.44204 −2.41762 0.65838
0.28 0.55749 0.57048 −2.59429 −2.578323 0.55742
0.32 0.45161 0.46520 −2.68617 −2.677189 0.45162
0.36 0.34316 0.35699 −2.72963 −2.726162 0.34315
0.40 0.23376 0.24764 −2.73543 −2.736224 0.23373
0.44 0.12493 0.13851 −2.71201 −2.716136 0.12469
0.48 0.01702 0.03068 −2.66491 −2.671813 0.01708
0.52 −0.08827 −0.0749 −2.59668 −2.606189 −0.08822
0.56 −0.19031 −0.1775 −2.50717 −2.519414 −0.19037
0.60 −0.28842 −0.2761 −2.39393 −2.409305 −0.28848
0.64 −0.38152 −0.3698 −2.25296 −2.272013 −0.38151
0.68 −0.46829 −0.4574 −2.07953 −2.102861 −0.46826
0.72 −0.54730 −0.5376 −1.86926 −1.897374 −0.54734
0.76 −0.61720 −0.6087 −1.61925 −1.652406 −0.61722
0.80 −0.67625 −0.6692 −1.32916 −1.37256 −0.67629
0.84 −0.72292 −0.7176 −1.00209 −1.04455 −0.72298
0.88 −0.75594 −0.7523 −0.64493 −0.69073 −0.75596
0.92 −0.77425 −0.7725 −0.26810 −0.31579 −0.77421
0.96 −0.77720 −0.7775 0.115426 0.067551 −0.77720
1.00 −0.76490 −0.7672 0.491703 0.445385 −0.76495
A = 0.2, B = 5.0, C = 10.0,D = α0 = 1.0&β0 = φ = 0.0.
and the initial conditions considered are
y1(0) = 1.0, y2(0) = 0.0. (4.7)
The solution of (4.6) and (4.7) is given in Table 5 and compared with that of Fair and Luke [9] who used rational
approximations.
Case (iv): Finally consider the nonautonomous Duffing equation analyzed in [9]. In this case take A = 0.2, B = 5.0, C =
10.0,D = α0 = 1.0,β0 = φ = 0.0 and ω = 1. Eq. (4.1), with these coefficients, is nonautonomous but it can be transformed
into an autonomous form, by using the transformation as explained below.
In general, if the argument in the RHS of the coupled ordinary differential equations contains t, as in
dyi
dt
= fi(yi, t) for i = 1, 2, . . . ,N (4.8a)
and t = 0; yi(0) = αi (known), (4.8b)
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Table 6
Comparison of the solution obtained using STHWS with the rational approximation (R.A.) [9] of the Duffing equation; case (iv), ω = 1
t STHWS (m = 100) R.A. [9]
y1(t) y2(t) y3(t) y1(t)
DISC BP DISC BP DISC BP
0 1 1 0 0 0 0 1
0.04 0.98888 −0.00242 −0.55245 −0.0580 0.0400 0.02500 0.98888
0.08 0.95627 −0.00504 −1.0707 −0.0524 0.0800 0.02500 0.95625
0.12 0.90393 −0.00738 −1.53049 −0.04419 0.1200 0.02500 0.90398
0.16 0.83475 −0.00935 −1.91557 −0.03437 0.1600 0.02500 0.83478
0.20 0.75170 −0.010926 −2.2194 −0.02417 0.2000 0.02500 0.75179
0.24 0.65829 −0.012098 −2.4441 −0.01455 0.2400 0.02500 0.65825
0.28 0.55716 −0.01290 −2.59763 −0.00613 0.2800 0.02500 0.55718
0.32 0.45122 −0.013409 −2.6911 0.00079 0.3200 0.02500 0.45121
0.36 0.34256 −0.013664 −2.7366 0.00624 0.3600 0.02500 0.34251
0.40 0.23273 −0.013727 −2.7449 0.01044 0.4000 0.02500 0.23276
0.44 0.12324 −0.013601 −2.7246 0.01370 0.4400 0.02500 0.12328
0.48 0.01503 −0.013438 −2.6812 0.01641 0.4800 0.02500 0.01509
0.52 −0.09096 −0.01313 −2.6173 0.01894 0.5200 0.02500 −0.09095
0.56 −0.19407 −0.01272 −2.5325 0.021616 0.5600 0.02500 −0.19402
0.60 −0.29328 −0.012196 −2.4245 0.02470 0.6000 0.02500 −0.29324
0.64 −0.38764 −0.011536 −2.2888 0.02838 0.6400 0.02500 −0.38760
0.68 −0.47584 −0.010716 −2.12066 0.03260 0.6800 0.02500 −0.47589
0.72 −0.55678 −0.009713 −1.91506 0.03756 0.7200 0.02500 −0.55672
0.76 −0.62859 −0.008507 −1.66877 0.04274 0.7600 0.02500 −0.62851
0.80 −0.68941 −0.007094 −1.38106 0.04786 0.8000 0.02500 −0.68961
0.84 −0.73842 −0.005486 −1.0547 0.05244 0.8400 0.02500 −0.73840
0.88 −0.77345 −0.003713 −0.69670 0.05598 0.8800 0.02500 −0.77347
0.92 −0.79378 −0.00182 −0.3175 0.05803 0.9200 0.02500 −0.79375
0.96 −0.79864 0.000105 0.06933 0.05831 0.9600 0.02500 −0.79865
1.00 −0.78813 0.002012 0.44917 0.05675 1.0000 0.02500 −0.78817
A = 0.2, B = 5.0, C = 10.0,D = α0 = 1.0 & β0 = φ = 0.0.
then it can be transformed to the autonomous form (3.1). We introduce one more dependent variable by replacing t with
yN+1, a new dependent variable, for which the differential equation is defined as
dyN+1
dt
= 1 (4.9a)
and
yN+1(0) = 0 (4.9b)
or in the general case
t = t0, yN+1(t0) = t0. (4.9c)
Thus, we see that the new “dependent variable” is exactly equal to t.
With the introduction of the new dependent variable yN+1, Eq. (4.8a) can now be recast into the form
dyi
dt
= fi(yi, yN+1) (4.10)
for i = 1, 2, . . . ,N.
The new set has N+1 coupled ordinary differential equations (Eqs. (4.10) and (4.9a)). Introducing these ideas, the Duffing
equation is transformed into the equivalent autonomous system
dy1
dt
= y2
dy2
dt
= cos y3 − 0.2y2 − 5y1 − 10y31
dy3
dt
= 1.0.
(4.11)
These equations are solved using initial conditions
y1(0) = 1.0, y2(0) = 0.0, y3(0) = 0.0, (4.12)
and the solution is compared with earlier findings [9] which are given in Table 6. It is of interest to note that the rational
approximation solution becomes inaccurate beyond t = 0.4. Fair and Luke [9] had to appeal to analytic continuation,
whereas STHWS yields an accurate solution for much larger values of t.
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Table 7
Comparison of the solution obtained using STHWS with the rational approximation (R.A.) [9] of Painleve’s first transcendent at positive t values
t STHWS (m = 100) R.A. [9]
y1(t) y2(t) y3(t) y1(t)
DISC BP DISC BP DISC BP
0 1 1 0 0 0 0 1
0.1 1.0305 0.00292 0.61729 0.04215 0.1000 0.02500 1.0305
0.2 1.1264 0.00642 1.32307 0.04860 0.2000 0.02500 1.1264
0.3 1.3015 0.010858 2.22306 0.06144 0.3000 0.02500 1.3015
0.4 1.5831 0.01708 3.4922 0.08555 0.4000 0.02500 1.5831
0.5 2.0228 0.02670 5.46279 0.13204 0.5000 0.02500 2.0228
0.6 2.7212 0.043113 8.84091 0.2282 0.6000 0.02500 2.7212
0.7 3.8909 0.07443 15.32761 0.45082 0.7000 0.02500 3.8909
0.8 6.0383 0.14349 29.746 1.05808 0.8000 0.02500 6.0383
0.9 10.6226 0.33134 69.4600 3.20144 0.9000 0.02500 10.6226
1 23.3936 1.062139 227.504 15.0866 1 0.02500 23.3936
1.1 87.7732 7.39392 1678.815 200.040 1.10000 0.02500 87.7732
1.14 233.4219 29.31020 111.895 1249.86 1.14000 0.02500
1.18 1936.68 540.324 1.18000 0.02500
Next, for the category of nonautonomous equations and nonlinear equations we have quite widely studied Painleve’s
transcendents (PI and PII) and these are now considered as regards their solutions using the STHWS method.
Painleve gave an exhaustive classification of second-order nonlinear ordinary differential equations based on the nature
of the singularities of the equations [3]. There are 50 different types of equations whose solutions may have various fixed
singularities (poles, branch points, essential singularities) but may not have any movable singularities except for poles.
Of these, 44 are solvable in terms of elementary transcendents and the remaining six equations define the six Painleve
transcendents. Equations PI and PII are considered in this section as regards their solutions and also for identifying the
location of poles restricting the domain of solution, using the STHWS technique.
Consider PI,
y′′ = 6y2 + t,
which is equivalent to the system of autonomous equations
dy1
dt
= y2
dy2
dt
= 6y21 + y3
dy3
dt
= 1.
(4.13)
These are solved using initial conditions
y1(0) = 1, y2(0) = 0, y3(0) = 0. (4.14)
This equation has poles of order 2 at t = 1.2068 and t = −1.256 [4]. STHWS gives solutions up to t = 1.18 and t = −1.2
whereas rational approximation solutions could be obtained only up to t = 1.1 and t = −1.14. These are presented in
Tables 7 and 8.
Equation PII is
y′′ = 2y3 + ty+ 1.
Its equivalent autonomous system is
dy1
dt
= y2
dy2
dt
= 2y31 + y3y1 + 1
dy3
dt
= 1.
(4.15)
The initial conditions considered are again (4.14).
STHWS gives solutions accurate up to t = 1.14 and t = −1.2 whereas the rational approximate solution [9] is valid only
up to t = 1.1 and t = −1.1. The computed values and their comparisons are given in Tables 9 and 10.
N.M. Bujurke et al. / Journal of Computational and Applied Mathematics 227 (2009) 234–244 243
Table 8
Comparison of the solution obtained using STHWS with the rational approximation (R.A.) [9] of Painleve’s first transcendent at negative values of t
t STHWS (m = 100) R.A. [9]
y1(t) y2(t) y3(t) y1(t)
DISC BP DISC BP DISC BP
0 1 1 0 0 0 0 1
−0.1 1.0302 0.002882 0.60769 0.041209 0.1000 0.02500 1.0302
−0.2 1.1238 0.006229 1.28237 0.046515 0.2000 0.02500 1.1238
−0.3 1.2926 0.010384 2.12478 0.05784 0.3000 0.02500 1.2926
−0.4 1.5608 0.016139 3.29732 0.07952 0.4000 0.02500 1.5608
−0.5 1.9762 0.024950 5.10137 0.121337 0.5000 0.02500 1.9762
−0.6 2.6287 0.039836 8.16421 0.20696 0.6000 0.02500 2.6287
−0.7 3.7101 0.067852 13.9616 0.401147 0.7000 0.02500 3.7101
−0.8 5.6688 0.12824 26.5540 0.915109 0.8000 0.02500 5.6688
−0.9 9.7530 0.28648 59.9293 2.64305 0.9000 0.02500 9.7530
−1 20.6370 0.86003 183.3917 11.3953 1 0.02500 20.6370
−1.1 69.5000 4.99169 1116.887 118.557 1.10000 0.02500 69.5000
−1.14 152.277 15.96836 3751.072 557.4099 1.14000 0.02500
−1.16 271.689 36.32201 8926.329 1661.936 1.16000 0.02500
−1.2 4073.225 1442.260 1.20000 0.02500
Table 9
Comparison of the solution obtained using STHWS with the rational approximation (R.A.) [9] of Painleve’s second transcendent at positive t values
T STHWS (m = 100) R.A. [9]
y1(t) y2(t) y3(t) y1(t)
DISC BP DISC BP DISC BP
0 1 1 0 0 0 0 1
0.1 1.0152 0.001463 0.30862 0.02592 0.1000 0.02500 1.0152
0.2 1.0626 0.003147 0.64736 0.02795 0.2000 0.02500 1.0626
0.3 1.1464 0.005107 1.04313 0.03158 0.3000 0.02500 1.1464
0.4 1.2742 0.00755 1.53836 0.03787 0.4000 0.02500 1.2742
0.5 1.4592 0.010844 2.20797 0.04906 0.5000 0.02500 1.4592
0.6 1.7254 0.015692 3.19867 0.07023 0.6000 0.02500 1.7254
0.7 2.1184 0.023644 4.83357 0.11460 0.7000 0.02500 2.1184
0.8 2.7369 0.038667 7.94681 0.2232 0.8000 0.02500 2.7369
0.9 3.8344 0.073616 15.28157 0.56824 0.9000 0.02500 3.8344
1 6.3110 0.192069 40.7783 2.3744 1 0.02500 6.3110
1.1 17.7275 1.35235 314.731 44.269 1.10000 0.02500
1.14 74.4042 17.4299 5413.51 1927.53 1.14000 0.02500
Table 10
Comparison of the solution obtained using STHWS with the rational approximation (R.A.) [9] of Painleve’s second transcendent at negative ‘t’ values
−t STHWS (m = 100) R.A. [9]
y1(t) y2(t) y3(t) y1(t)
DISC BP DISC BP DISC BP
0 1 1 0 0 0 0 1
−0.1 1.0149 0.001415 0.29798 0.02492 0.1000 0.02500 1.0149
−0.2 1.0599 0.002942 0.60418 0.02577 0.2000 0.02500 1.0599
−0.3 1.1369 0.004610 0.94002 0.02784 0.3000 0.02500 1.1369
−0.4 1.2505 0.006571 1.33608 0.03176 0.4000 0.02500 1.2505
−0.5 1.4090 0.009069 1.84274 0.03889 0.5000 0.02500 1.4090
−0.6 1.6279 0.012550 2.55228 0.052131 0.6000 0.02500 1.6279
−0.7 1.9360 0.017919 3.65225 0.07834 0.7000 0.02500 1.9360
−0.8 2.3907 0.027244 5.57522 0.13625 0.8000 0.02500 2.3907
−0.9 3.1278 0.046179 9.51487 0.289066 0.9000 0.02500 3.1278
−1 4.5245 0.095141 19.8575 0.839161 1 0.02500 4.5245
−1.1 8.3000 0.353717 76.6847 5.951306 1.10000 0.02500 8.3000
1.2 48.515 6.782032 1831.186 474.790 1.20000 0.02500
5. Conclusion
The Duffing equation, the generalized Duffing equation and Painleve’s transcendents, PI and PII, are analyzed as regards
their solutions using the STHWS method. This method can be applied to solve nonlinear, autonomous or nonautonomous,
and other equations, whereas classical techniques such as Gill’s method have limitations in application to these equations
as regards their solutions. STHWS gives accurate solutions as well as the location of the nearest singularities, and also the
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solution range is found to extend beyond that obtained using rational approximations. The restrictions on the coefficients of
the Duffing equation are also not present in the applications of STHWS. It is demonstrated here that the newer wavelet based
algorithms are capable of providing accurate solutions of complex dynamical systems which have played very successful
roles already in data analyses.
In summary, the inherent features like the localized compact support, the shifts (integral) and translations (dyadic)
empower wavelet based algorithms to cover a much wider class of functions, appearing as solutions of equations or
representing a signal, accurately.
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