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Abstract
The critical group of a connected graph is a finite abelian group, whose order is the number
of spanning trees in the graph. The structure of this group is a subtle isomorphism invariant
that has received much attention recently, partly due to its relation to the graph Laplacian and
chip-firing games. However, the group structure has been determined for relatively few classes
of graphs. Based on computer evidence, we conjecture the exact group structure for a well-
studied class of graphs having integer spectra, the threshold graphs, and prove this conjecture
for the subclass which we call generic threshold graphs. © 2002 Elsevier Science Inc. All
rights reserved.
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1. Introduction and background
Let G = (V ,E) be a finite graph without self-loops, but with multiple edges al-
lowed. That is, V is a set, and E is a multiset of pairs {v, v′} ⊂ V with v /= v′. The
critical group K(G) [7, Section 14.13] (also called the Picard group and Jacobian
group in [2,4]) is a finitely generated abelian group which is a subtle isomorphism
invariant of G. When G is connected, K(G) is a finite group with order equal to the
number of spanning trees in G. It has a close connection with the Laplacian matrix
of G, Kirchoff’s matrix-tree theorem, and a chip-firing game on G (also known as
abelian sandpiles in the physics literature) see [2,4,5,7].
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There are several equivalent intrinsic definitions of K(G), but for our purposes
the most convenient will be the following. Consider the usual |V | × |V | Laplacian
matrix L(G) defined by
L(G)v,v′ =
{
degG(v) if v = v′,
−mv,v′′ else,
where mv,v′ denotes the multiplicity of the edge {v, v′} in E. It is not hard to see that
L(G) has rank |V | − 1 when G is connected— the nullspace of L(G) is spanned by
constant functions on V. Thinking of the Laplacian as representing an abelian group
homomorphism L(G) : Z|V | → Z|V |, the critical group K(G) is the unique finite
abelian group such that the cokernel can be expressed:
Z|V |/imL(G)∼=Z ⊕ K(G).
There are a few results relating the group structure of K(G) to the graphical struc-
ture of G [1,5,9,11], or partly determining the group structure for various classes of
graphs such as [5,6,11]. There are very few families of graphs for which the group
structure has been completely determined:
• complete graphs and complete bipartite graphs [11],
• cycles [13],
• wheels [5].
The point of this paper is to look at the structure of K(G) for a class of graphs
G which have integer Laplacian spectra, namely the threshold graphs (also known
as 1-decomposable or degree-maximal graphs). A convenient description of the
eigenvalues of threshold graphs was given by Merris ([12]; see Theorem 5 below),
and we point out (Corollary 6) how these integer eigenvalues factor the tree number
κ(G) = |K(G)|. Conjecture 7 gives an explicit grouping of these eigenvalues into
products that are conjectured to give the cyclic groups in the product structure of
K(G). Our main result is a proof of this for the subclass which we call generic
threshold graphs (Theorem 10).
The method of proof is essentially just a verification that certain integer row and
column operations can bring L(G) into the desired diagonal form, and hence not so
interesting in itself. Rather our motivation came from the following sources:
• Knowing the structure of K(G) for (generic) threshold graphs G may prove useful
in testing conjectures on the relation of K(G) to properties of G for all graphs.
• The phrasings of Conjecture 7 and Theorem 10 demonstrate that K(G) is subtle.
In particular, Conjecture 7 shows that the interaction of number-theoretic prop-
erties of the integer eigenvalues can play an important role in the structure of
K(G).
• Threshold graphs are conjectured to be extremal from a viewpoint which com-
pares their Laplacian spectra to their degree sequences [8, Conjecture 2].
Perhaps their critical groups K(G) are also extremal from some analogous
viewpoint, and our results/conjectures will lead to bounds on K(G) valid for all
graphs?
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2. Decomposable, threshold, and generic threshold graphs
We begin by recalling a version of the celebrated Kirchoff matrix-tree theorem
which relates the eigenvalues of the Laplacian L(G) to the number κ(G) of spanning
trees in G. Our convention for the eigenvalues of L(G) will be to index them in
weakly decreasing order:
λ1  · · · λn−1  λn = 0,
where n := |V | is the number of vertices of G.
Note that the number of occurrences of 0 as an eigenvalue is the number c of
connected components in G. So λn−1 > 0 if and only if G is connected. In what
follows, we will often restrict without loss of generality to the case where G is
connected.
Theorem 1 (see e.g. [3, Corollary 6.5]). For any graph G, the tree number κ(G)
satisfies
κ(G) = λ1 · · · λn−1
n
.
There are some natural constructions on graphs which behave well with respect
to eigenvalues, and in particular preserve the property of having integer Laplacian
eigenvalues. For example, trivially the disjoint union G = G1 +G2 of two graphs
has L(G) = L(G1)⊕ L(G2) and hence its eigenvalues are the (multiset) union of
the eigenvalues for each Gi . It is also well known [7, Lemma 13.1.3] that if G has
no multiple edges, then its complement graph G (having same vertex set V, and edge
set equal to the pairs in V which are not edges of G) satisfies
λi(G) = n− λn−i (G) for i = 1, 2, . . . , n− 1.
This motivates the following definition of Kelmans (see [10]).
Definition 2. The class of decomposable graphs is the smallest class closed under
the operation of taking disjoint unions and complements, and which contains the
graph K1 consisting of a single vertex and no edges.1
By the previous discussion, the Laplacian spectrum of a decomposable graph will
be all integers. There is a special class of decomposable graphs for which this spec-
trum has a particularly convenient description.
1 Although we will not use it here, it can be shown that decomposable graphs are characterized by the
property of not containing a path P4 with 4 vertices as a vertex-induced subgraph [10, p. 257].
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Definition 3. A graph G is threshold if it can be obtained from K1 by iterating
the operations of complementation and disjoint union with a new copy of K1 in any
order.2 Such graphs are called 1-decomposable in [10], and degree-maximal in [12].
Equivalently, G is threshold if it can be obtained from K1 by iterating the oper-
ations of adding in a new vertex which is connected to no other vertex (an isolated
vertex) or adding in a new vertex connected to every other vertex (a cone vertex,
or universal vertex). We will call the sequence of operations which describes this
process the building sequence for G. For example, the graph K1 +K1 +K4 has
building sequence (cone, cone, cone, isolated, isolated).
Threshold graphs have many different characterizations, and one of their pleasant
features is that they are completely determined up to isomorphism by their vertex
degree sequence d = (d1  · · ·  dn), listed in weakly decreasing order. This means
that, in principle, any isomorphism invariant of a threshold graph should be express-
ible in terms of d, and Merris [12] gave a very elegant expression for the Laplacian
spectrum of this form. Recall the following definition from the theory of integer
partitions.
Definition 4. The Ferrers diagram for any weakly decreasing sequence of non-neg-
ative integers (d1  · · ·  dr) is a left-justified array of squares in the plane having
di squares in row i for each i.
Theorem 5. [12] For any threshold graph G, the eigenvalues λ1  · · ·  λn of
L(G) are the column lengths c1  · · ·  cn in the Ferrers diagram for the degree
sequence of G.
Combining this with Theorem 1 gives the following.
Corollary 6. For a connected threshold graph G, in the notation of the previous
theorem, one has
|K(G)| = κ(G) = c2 . . . cn−1.
This corollary and extensive computer experimentation during Summer 2000 and
2001 REU projects at the University of Minnesota led to the following conjecture for
the exact structure of the group K(G) for threshold graphs G. Let G be a threshold
graph, and let c2  · · ·  cs  2 be the column lengths of size at least 2 in the
Ferrers diagram for its degree sequence. Re-order these column lengths as c′2, . . . , c′s
according to the following rule: List the occurrences of the largest ci first, then the
occurrences of the smallest, then the second largest, then the second smallest, etc.
2 As with decomposable graphs, threshold graphs also have a characterization by excluding certain
vertex-induced subgraphs—they exclude the 4-cycle C4, the path with 4 vertices P4, and the disjoint
union K2 +K2.
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Form the graph H having vertex set {2, 3, . . . , s} and an edge {i, i + 1} whenever
c′i , c′i+1 are unequal but not relatively prime. Let {2, 3, . . . , s} =
⊔r
i=1 Bi be the
decomposition of the vertex set of H into connected components.
Conjecture 7. If G is a threshold graph, with notation as above, one has
K(G)∼=
r⊕
i=1
Z/nrZ,
where nr :=∏j∈Br c′j .
Remark 8. Note that it is reasonable for the statement of the conjecture to ignore
columns of length 1 in the Ferrers diagram— removing them corresponds to remov-
ing the vertices of degree one in a threshold graph G, and it is easy to see this does
not affect the structure of the critical group [13, Proposition 1]. In other words, we
are free to restrict attention to threshold graphs which are not only connected, but
also 2-(vertex)-connected.
Conjecture 7 has been checked via computer for all threshold graphs having up
to 40 edges. Our main result verifies this conjecture for a special class of threshold
graphs.
Definition 9. We say that a threshold graph G is generic if for each i in the range
3, 4, . . . , s − 1 there are at least two occurrences of c′i among the column lengths ci
(or equivalently, among (c2, . . . , cs), or among (c′2, . . . , c′s)).
For 2-connected threshold graphs, this definition has a convenient rephrasing in
terms of the building sequence: G is generic threshold if and only if one encounters
neither of the following subsequences in its building sequence:
. . . , cone, isolated, cone, . . .
. . . , isolated, cone, isolated, . . .
When G is generic threshold, there is a slightly simpler phrasing of Conjecture 7
(partly motivated by the form of Lemma 13). Form the modified graph H ′ on ver-
tex set {2, 3, . . . , s} having an edge {i, i + 1} whenever c′i , c′i+1 are unequal (but
possibly relatively prime). Let {2, 3, . . . , s} =⊔ri=1 Bi be the decomposition of the
vertex set of H ′ into connected components. Note that the genericity assumption
implies that this new graph H ′ will have no connected components with more than
one edge.
Theorem 10. Let G be a generic threshold graph, with notation as above. Then
K(G)∼=
r⊕
i=1
Z/nrZ,
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where nr :=∏j∈Br c′j .
The equivalence between this theorem and Conjecture 7 in the generic case uses
the fact that
Z/mnZ∼=Z/mZ × Z/nZ when gcd(m, n) = 1. (1)
The proof of Theorem 10 occupies the remainder of this section. We will
implicitly use the fact that the cokernel of an integer matrix is not affected (up to
isomorphism) by row and column operations that are invertible over the
integers.
Definition 11. Consider the equivalence relation on the vertices V of a threshold
graph given by having the same degree, and call the equivalence classes blocks. It is
easy to see that in a threshold graph, two vertices are in the same block if and only if
they are equivalent under a graph automorphism.
The proof proceeds (essentially) by induction on the number of blocks in the
generic threshold graph, in which the base case and inductive steps will be shown to
follow from Lemmas 12 and 13, respectively.
Lemma 12. The n× n matrix A = (aij ) defined by
aij =
{
d if i = j
−1 else
is equivalent by row and column operations over the integers to a diagonal matrix
with entries
1, d + 1, . . . , d + 1︸ ︷︷ ︸
n−2 times
, (d − n+ 1)(d + 1).
Proof. Straightforward; we omit the details. 
Lemma 13. Assume that the integer matrix A shown in Fig. 1 has all row and col-
umn sums equal to . Then A is equivalent by row and column operations over the
integers to the matrix shown in Fig. 2, with
δ=(α + 1)
γ =β(α + 1).
Proof. Specifically, P1AP2 has the form in Fig. 2, where P1 and P2 are the integer
matrices shown in Figs. 3 and 4, respectively. We omit the tedious but straightforward
verification that det(Pi) = ±1 for i = 1, 2, and that P1AP2 has the asserted form.

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Fig. 1. The matrix A.
Fig. 2. A matrix which is equivalent to A by integer row and column operations.
Given these lemmas, the proof proceeds as follows. Order the vertices of G by
degree, and index the rows and columns of L(G) in this order. Assume that the
number of blocks of vertices in G is either 2m or 2m+ 1, depending on its parity.
One can then perform m stages of row and column operations by applying Lemma 13
each time. At the ith stage, one applies the lemma with α, β,  equal to the ith largest,
ith smallest, (i − 1)st smallest values occurring among the set of vertex degrees of
G, respectively (and by convention, at the first stage one takes  = 0).
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Fig. 3. The matrix P1.
Fig. 4. The matrix P2. Here ∗ = −2 −  and ∗∗ = 1 + .
After performing these equivalences, if G has 2m blocks then one need
perform no more row and column operations, i.e. the resulting matrix is in diag-
onal form. If there are 2m+ 1 blocks, one must apply Lemma 12 once with n, d
chosen as follows. Consider the block of vertices which are all connected to each
other (i.e. they induce a subgraph which is complete) and which have minimum
degree among all such blocks. Then apply Lemma 12, choosing n to be the
cardinality of this block, and d the common vertex degree of all vertices in this
block.
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In either case (2m or 2m+ 1 blocks) one can check that the resulting diagonal
matrix has entries as predicted by the theorem; we omit this bookkeeping,
but illustrate the proof with an example. This completes the proof of
Theorem 10.
Example 14. We illustrate the proof of Theorem 10 for the (unique) threshold
graph on 15 vertices having degree sequence d = (14, 14, 14, 11, 11, 11, 8, 8, 8, 6,
6, 6, 3, 3, 3).
Note that there are 5 vertex blocks, each of size 3. Since the vertex blocks are
all of size at least 2, it is a generic threshold graph. Since the number of blocks is
5 = 2m+ 1 for m = 2, we will be applying Lemma 13 twice, and then Lemma 12
once.
Indexing the rows and columns in weakly decreasing order of vertex degree, the
Laplacian L(G) is


14 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1
−1 14 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1
−1 −1 14 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1 −1
−1 −1 −1 11 −1 −1 −1 −1 −1 −1 −1 −1 0 0 0
−1 −1 −1 −1 11 −1 −1 −1 −1 −1 −1 −1 0 0 0
−1 −1 −1 −1 −1 11 −1 −1 −1 −1 −1 −1 0 0 0
−1 −1 −1 −1 −1 −1 8 −1 −1 0 0 0 0 0 0
−1 −1 −1 −1 −1 −1 −1 8 −1 0 0 0 0 0 0
−1 −1 −1 −1 −1 −1 −1 −1 8 0 0 0 0 0 0
−1 −1 −1 −1 −1 −1 0 0 0 6 0 0 0 0 0
−1 −1 −1 −1 −1 −1 0 0 0 0 6 0 0 0 0
−1 −1 −1 −1 −1 −1 0 0 0 0 0 6 0 0 0
−1 −1 −1 0 0 0 0 0 0 0 0 0 3 0 0
−1 −1 −1 0 0 0 0 0 0 0 0 0 0 3 0
−1 −1 −1 0 0 0 0 0 0 0 0 0 0 0 3


.
After applying Lemma 13 once with α, β,  equal to 14, 3, 0, one obtains the block
diagonal matrix


1
1
15
A′
3
0
3 · 15


,
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where
A′ =


11 −1 −1 −1 −1 −1 −1 −1 −1
−1 11 −1 −1 −1 −1 −1 −1 −1
−1 −1 11 −1 −1 −1 −1 −1 −1
−1 −1 −1 8 −1 −1 0 0 0
−1 −1 −1 −1 8 −1 0 0 0
−1 −1 −1 −1 −1 8 0 0 0
−1 −1 −1 0 0 0 6 0 0
−1 −1 −1 0 0 0 0 6 0
−1 −1 −1 0 0 0 0 0 6


.
After applying Lemma 13 to A′ with α, β,  equal to 11, 6, 3, one obtains the block
diagonal matrix

1
1
12
A′′
6
3 · 12
6 · 12


,
where
A′′ =

 8 −1 −1−1 8 −1
−1 −1 8

 .
Lastly, applying Lemma 12 to A′′ with n = 3, d = 8, one obtains the diagonal matrix
1 0 00 9 0
0 0 6 · 9

 .
This implies that
K(G)∼=Z/15Z ⊕ Z/3Z ⊕ Z/3 · 15Z
⊕ Z/12Z ⊕ Z/6Z ⊕ Z/3 · 12Z
⊕ Z/6 · 12Z ⊕ Z/9Z ⊕ Z/6 · 9Z.
We check that this agrees with the prediction of Conjecture 7 or Theorem 10 (it
happens that in this example, the graphs H,H ′ will coincide). The non-zero column
lengths in the Ferrers diagram for the degree sequence of G are
(15, 15, 15, 12, 12, 12, 9, 9, 6, 6, 6, 3, 3, 3).
This implies that the re-ordered column lengths are
(c′2, c′3, . . . , c14) = (15, 15, 3︸︷︷︸, 3, 3, 12︸︷︷︸, 12, 12, 6︸︷︷︸, 6, 6, 9︸︷︷︸, 9)
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in which the column lengths which will be connected by an edge in the graph H ′
are shown bracketed together. Note that the unbracketed column lengths along with
the products of two bracketed column lengths account for the Z/nZ factors in our
expression for K(G), as predicted by the theorem.
3. A conjecture for decomposable graphs
It is tempting to generalize Conjecture 7 in some way to all decomposable graphs.
One can check that for any connected decomposable graph on n vertices, the largest
Laplacian eigenvalue λ1 equals n, and thus Theorem 1 implies that the tree number
of a connected decomposable graph G factors as
κ(G) = λ2 · · · λn−1.
This motivates the following conjecture.
Conjecture 15. Let G be a connected decomposable graph with Laplacian eigen-
values
n = λ1  λ2  · · ·  λn−1 > λn = 0.
Then there exists a partition {2, 3, . . . , n− 1} =⊔ri=1 Br such that
K(G)∼=
r⊕
i=1
Z/nrZ,
where nr :=∏j∈Br λj .
It is even more tempting to conjecture the exact form of the above partition
by saying that the statement of Conjecture 7 holds for decomposable graphs,
provided that one replaces the integer ci with the integer eigenvalue λi throughout.
However, this turns out to be incorrect, as shown already by the smallest example of a
connected, decomposable, but non-threshold graph: the 4-cycle G = C4 = K2 ×
K2. This G has Laplacian eigenvalues (4, 2, 2, 0), so that the analogously phrased
conjecture would predict K(G)∼=Z/2Z ⊕ Z/2Z, but it turns out that K(G)∼=Z/4Z.
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