We give many kinds of examples of bivariate nonseparable compactly supported orthonormal wavelets whose scaling functions are supported over 0,3]x 0,3]. The H older continuity properties of these wavelets are studied.
INTRODUCTION
Univariate wavelets have found successful applications in signal processing since wavelet expansions are more appropriate than conventional Fourier series to represent the abrupt changes in non-stationary signals. To apply wavelet methods to digital image processing, we have to construct bivariate wavelets. The most commonly used method to construct bivariate wavelets is the tensor product of univariate wavelets. This construction leads to a separable wavelet which has a disadvantage of giving a particular importance to the horizontal and vertical directions. Much e ort has been spent on constructing nonseparable bivariate wavelets. With these preparations, we shall construct m , = 1; 2; 3 such that To make m 0 to have a factor (1 + e i! )(1 + e i! 2 ), we further require that m 0 satisfy the following 6 m 0 ( ; ! 2 ) = 0 = m 0 (! 1 ; ) for all (! 1 ; ! 2 ) 2 ? ; ].
For p = q = 3, we are able to give a complete solution set of m 0 satisfying 1 ; 2 , and 6 . We are able to identify many sets of solutions which further satisfy 3 and 4 . In particular, any tensor product of two univariate scaling functions with support in 0,3] is in our solution sets. (See Example 2.1.) For instance, a tensor product of Daubechies' scaling function 2 is included in. It is known that 2 (x 1 ) 2 (x 2 ) 2 C (R 2 ) with 0:5 (cf. 9]). We can expect other sets of solution have certain H older's exponents. We also nd many linear phase lters which generates an orthonormal scaling function (see Example 2.2). There are in nitely many lters m 0 which are symmetric in the sense that c k 1 ;k 2 = c k 2 ;k 1 . See Example 2.3 for those lters. Also there are in nitely many lters m 0 which are neither linear phase nor symmetric with respect to the line x = y. We give a family of those lters in Example 2.4. We study the regularity of all those lters. Finally, we give two methods of construction of m ; = 1; 2; 3. One is for linear phase lters m 0 and the other is for any given m 0 satisfying 1 and 2 . Once we have m , we de nê (!) = m (!=2)^ (!=2); = 1; 2; 3: Then ; = 1; 2; 3 will be the nonseparable compactly supported orthonormal wavelets.
All these constructions will be given in Section 2. In Section 3, we give numerical experiments with our nonseparable wavelets which show that the high frequency bands by nonseparable wavelets reveal more features than that by separable wavelets. We end this paper with several remarks on the implementation of the lters constructed in Section 2, the comparison of the study of univariate orthonormal scaling functions supported on 0,3], and the extension of the study in this paper, 
CONSTRUCTION OF SCALING FUNCTIONS AND WAVELETS
We have the following elementary lemma. 
We leave the proof to the interested reader. For simplicity, from now on, we only consider p = q = 3. Thus, we write f (x; y) = a + b x + c y + d xy; = 0; 1; 2; 3
The requirement 1 implies m(1; 1) = 1, i.e., 
This may be veri ed by straightforward calculation. Let us omit the detail. We are now ready to present one of the main results in this paper. 
Then m(x; y) satis es (2).
Proof: It follows from (8) and (7) We now nd the relations among a 's. By (7) (sin + sin ). The above equations (11) and (12) (13) By (12) and (13) Therefore we have completed the proof.
Let us give several examples of lters m(x; y) before studying their orthonormality conditions, regularities, and construction of wavelets from the scaling functions generated by these lters. Example 2.1. We rst look for separable lters. If we set = in (10), then (10) (! 2 ) which is a tensor product of the univariate scaling function.
Hence, for = and = = , (10) is satis ed and m(x; y) given in (9) These are all linear phase lters satisfying 1 ; 2 , and 6 with a xed length p = q = 3 up to a shift. where polynomial m(x; y) is given in (9) and satis es (10) . We now study the orthonormality of the scaling function .
Since m satis es (2) and (6) for the same ordering. Then we can easily see that (`1`2 ) = P (n 1 n 2 ) A (`1`2 )(n 1 ;n 2 ) n 1 ;n 2 . That is, = A , or is also an eigenvector of A with eigenvalue 1. If the eigenvalue 1 is nondegenerate, then has to be equal to by Poisson summation formula, that is, f (x ?`1; y ?`2); (`1;`2) 2 Z This is a straightforward generalization of the well-known Lawton condition (cf. 10]) for the orthonormality. We thus use the condition to check the orthonormality of generated by lters m(e iw 1 ; e iw 2 ) given in Example 2.1{2.4. 
Then we have, for < " < Thus, under the basis ff 0 ; f 1 g, the matrix form of P is given by P = 2q 0 2q 2 4q 1 2q 1 :
The characteristic polynomial is 
For other lters than linear phase lters, we have to construct m ; = 1; 2; 3 by a di erent method. We again begin with polyphase components f 0 ; f 1 ; f 2 ; f 3 of m(x; y). Let We have experimented the decomposition and reconstruction procedures with several well-known images. The following Fig. 3 shows the decompostions of lenna and ngerprint.
We may compare them with the decomposition by separable lters, e.g., the lter associated with Daubechies' scaling function and wavelet 2 and 2 . We can see that the subimages in high and wavelets in the univariate setting associated with a lter which has only four coe cients. Here, we applied a di erent approach to give a complete study on those scaling functions and wavelets.
Remark 3. It is interesting to construct continuous compactly supported scaling functions and wavelets associated with a linear phase lter. The authors are working along this direction.
