To increase the scale and performance of scientific applications, scientists commonly distribute computation over multiple processors. Often without realizing it, file I/O is parallelized with the computation. An implication of this I/O parallelization is that multiple compute tasks are likely to concurrently access the I/O nodes of an HPC system. When a large number of I/O streams concurrently access an I/O node, I/O performance tends to degrade. In turn, this impacts application execution time.
INTRODUCTION
Many parallel high-performance computing (HPC) applications process very large and complex data sets stored on multiple I/O nodes. Often the file I/O needed to store and retrieve this data is parallelized along with the computation. This generates multiple I/O streams (e.g., one for each MPI task) that concurrently access the system's I/O nodes. Because the number of I/O nodes is usually much smaller than the number of compute processors, even when only one such application is executing on a system, it is often the case that an I/O node is concurrently accessed by multiple streams. Even when I/O parallelization is not taken into consideration, due to the complex data sharing characteristics of scientific applications (such as when data produced by one task are consumed by all neighbors), an I/O node is likely to be concurrently accessed by multiple tasks. Thus, in the future, as problem sizes grow with the number of processors of next-generation systems and as the ratio of compute processors to I/O nodes increases, the number of I/O streams concurrently accessing an I/O node is destined to increase. Consider Table 1 [15] , which gives the ratio of compute processors to I/O nodes for some high-end HPC systems. As the table shows, current ratios of compute processors to I/O nodes are greater than 40. Due primarily to the introduction of multicore processors, the ratios for next-generation systems are projected to be larger than this.
In some cases, e.g., when the I/O nodes are RAIDs, concurrency with respect to the number of streams accessing the nodes can result in improved I/O performance. But, as indicated in [22] and as confirmed by our experimental results presented in Section 5, I/O performance drops rather precipitously at numbers over a certain threshold and negatively impacts application execution times. This behavior is due to events that prevent full I/O utilization, e.g., seek and rotational latencies, failure to take advantage of prefetching, and/or insufficient I/O request frequency.
For HPC applications similar to MADCAP CMB, traditional parallelization of file I/O can result in this behavior [5] , which will be exacerbated in next-generation systems. The challenge is, given a workload, schedule I/O so that as much I/O node bandwidth as possible is realized. Although this paper does not address this challenge optimally, it describes and gives evidence of a potential solution, i.e., careful dynamic selection of the number concurrently-active synchronous file-I/O streams. We call this control mechanism file-I/O stream throttling.
The paper describes this potential I/O performance problem, shows its impact on a benchmark application that represents the I/O behavior of a large application class, presents the file-I/O stream throttling mechanism, and demonstrates the effect of this mechanism on I/O performance and application execution time. The I/O behavior of MADCAP CMB is represented in MADbench, the benchmark application used in the experiments described in this paper. The potential effectiveness of file-I/O stream throttling, hereinafter called I/O-stream throttling or stream throttling, is demonstrated in Figure 3 I/O-stream throttling can be performed at the application or system software layers. The former is achieved by having the application code specify the total number of streams concurrently accessing an I/O node; this is the method that is incorporated in the MADbench code. Throttling via system software could be implemented by stream-aware I/O schedulers or file system policies. The strengths and weaknesses of each are described in the paper.
The remainder of this paper is organized as follows. Section 2 describes related work, Section 3 describes two different stream throttling methods, and Section 4 describes the benchmark program MADbench. A summary of our experimental systems is presented in Section 5, while the experimental results and their implications are presented in Sections 6, 6.2, 6.3, and 7. Concluding remarks are included in Section 8.
RELATED WORK
There are several studies that concentrate on optimizing the parallel file-I/O performance of HPC applications by providing libraries and parallel file systems, and exploiting advancements in storage technologies [8, 21, 7] . Other optimization techniques include exploiting access patterns to assist file system prefetching, data sieving, and caching [14] , overlapping computation with I/O [13] , and employing asynchronous prefetching [16] . The latter technique is particularly suitable for HPC applications. Due to the largely regular nature of HPC application data access patterns, it is rather straightforward to predict the data needed for subsequent computations. Given sufficient disk system bandwidth, prefetching may minimize the effect of I/O node performance on application performance. But prefetching too aggressively increases memory traffic and leads to other performance problems [1] . In addition, as mentioned above, when bandwidth is limited, the problem of multiple streams concurrently accessing an I/O node is likely. This can result in a loss of the benefits of prefetching.
Our contribution differs from these methods but is complementary to the data sieving, data prefetching, and caching approaches. The focus of our work is on runtime control of the number of file-I/O streams that concurrently access an I/O node. Such control can minimize expensive disk-head positioning delays and, thus, increase both I/O and application performance.
FILE-I/O STREAM THROTTLING
File-I/O stream throttling controls the number of synchronous I/O streams that concurrently access the I/O system. In general, I/O-stream throttling must consider various application characteristics, e.g., request characteristics (sequential or random) and system characteristics, e.g., the numbers of I/O nodes and compute nodes, the numbers of processors and tasks on a compute node, storage system configuration, compute node memory size, and application data size. The large number of characteristics, as well as the complexities associated with them, make dynamic I/O-stream throttling a challenging task, one that has not yet been accomplished.
However, many HPC applications (see, e.g., [5, 11, 23] ), have sequential data layouts, where each requested data stream is sequentially accessed from the storage system, and tend to read in an iterative fashion. For such data layouts and read behavior, the number of streams that should access an I/O node concurrently is dependent only on the I/O node configuration; the complexities associated with the application characteristics need not be considered. In this case, given a single-disk I/O node, I/O performance can be enhanced by minimizing expensive disk-head positioning delays; our experiments demonstrate this. For example, consider an application with a computational loop that is iterated multiple times by four MPI tasks that access unique files stored in an interleaved fashion on a shared disk. Figure 1 depicts this data layout, where (a) shows a more coarse, regular interleaving of data, which is the product of one writer being active at a time and (b) shows a finer, more irregular interleaving, which is the product of four writers being concurrently active. During every iteration, each task reads a chunk of data from its own file. When all four streams concurrently access the disk, with no coordination, the disk head continuously seeks between files; this behavior is illustrated in Figure 2 (b). In contrast, as shown in Figure 2 (a), when the number of streams that concurrently access the disk is one, i.e., the four streams access the disk one after another, the disk head hardly seeks. In this particular example, one stream results in the best performance because the storage system is one simple disk, the bandwidth of which is well utilized by the one stream. In contrast, an advanced storage system with multiple disks needs multiple streams to utilize the available bandwidth. Therefore, one should not conclude from this example that using one stream is the best for all storage systems.
The next two subsections describe the details of I/O-stream throttling implemented at the application and system software layers, respectively. The experimental results of throttling MADbench's I/O streams at runtime via an application software layer technique and a system software layer technique are described in Section 6.
Application Layer Stream Throttling
By similarly distributing computation and I/O operations across multiple processors, multiple I/O streams often access I/O nodes concurrently. One way to change (throttle) the number of streams concurrently accessing an I/O node is to wrap the parallelized I/O routines with code that implements a token-passing mechanism [5] . If one token is used by all MPI tasks then access to storage is sequentialized among the multiple I/O streams. At the other extreme, if the number of tokens is equal to the number of MPI tasks then all streams can concurrently access storage. This approach is used by some HPC applications, including MADbench.
The token-passing approach has two problems. First, it involves changes to the application code, which often is targeted to run on various compute and I/O node configurations. As shown in this paper, the selection of the number of concurrently active I/O streams depends on application I/O behavior and system characteristics. Thus, selecting the number requires extensive knowledge of both, as well as the ability to develop configurationspecific code that is tailored to the various systems. As demonstrated in [5] , it is not impossible to throttle the number of I/O streams at runtime within an application. However, the use of higher-level I/O libraries such as MPI-I/O can make it very challenging to do so.
Second, I/O throttling is applicable only to synchronous I/O streams; it is not applicable to asynchronous I/O streams. A synchronous request blocks the execution of the requesting task until it is satisfied by the underlying I/O system. In contrast, asynchronous requests do not block task execution. In fact, asynchronous requests often are queued and delayed in the system's underlying memory buffer cache and scheduled to the relatively slower I/O systems at times that provide opportunities for improved I/O performance [19, 12, 17] . It is well known that larger asynchronous request queues provide better opportunities for optimizing disk head movement and for improving I/O system performance [19, 17] . Thus, throttling the number of asynchronous request streams is dangerous since it may constrain the number of streams that generate data to the memory buffer cache and, thus, restrict the number of outstanding asynchronous requests in the buffer cache queue.
Due to the two problems discussed above, I/O stream throttling at the application layer is not always the easiest and most scalable option. Other alternatives should be explored to improve I/O node performance. Possible alternate layers for throttling exist in the operating system (OS), file system, and/or middleware. In the next section, we discuss how I/O-stream throttling can be realized in the OS layer of an I/O node.
To properly understand the effect of stream throttling at the application layer, we must ensure that the number of synchronous I/O streams are not throttled at other layers between the appli- cation and storage systems. Operating system I/O scheduling algorithms often tend to minimize the positional delays on the disk by servicing requests in a pseudo shortest-seek-first manner rather than a fair first-come-first-served manner. This is particularly true of our test OS, Linux. Fortunately, the latest versions of Linux allow users to select among four different I/O scheduling algorithms, one of which is a completely fair queuing algorithm (CFQ). We used CFQ for demonstrating our application throttling approach.
System Layer Stream Throttling
In Linux, the Anticipatory Scheduler (AS) [10, 18] , unlike CFQ and other I/O schedulers, has the ability to detect sequentiality in an I/O stream and to allow a stream to continue to access the storage system for a certain period of time while it exhibits spatial locality of reference. This throttling reduces diskhead positioning delays even when multiple streams compete for the disk. In addition, the AS detects asynchronous and synchronous streams and throttles only the synchronous streams. Thus, we use AS to demonstrate the effect of system software throttling.
The main advantage of the system layer throttling approach, over the application layer approach, is that it is transparent to the application and application programmer. There are many ways to implement I/O-stream throttling at the system software layer, including the scheduler approach that we use in our experiments. Disk controllers on modern I/O systems have intelligence built into them. This means that I/O-stream throttling implemented at the controller could be more beneficial than if implemented at the I/O-node OS software layer. Also, due to adaptive prefetching policies, some disk controllers can handle multiple streams very efficiently. For instance, [22] shows that storage devices can handle as many as three streams efficiently. However, when the number of disk cache segments is less than the number of streams, performance degrades significantly. Unfortunately, the number of concurrently active I/O streams that the device can handle effectively is not always communicated to the OS software layer. Thus, in comparison to throttling at the device, throttling at the OS layer may lose some benefits. Also, since the AS is designed only to throttle down the number of streams to one and is not able to judiciously change the number of concurrently active I/O streams, this scheduler will not be optimal for all system configurations. Currently, a scheduler capable of judiciously selecting the number of concurrently-active I/O streams per I/O node is under investigation.
An experimental evaluation of our system software throttling approach is described in Section 6.3. Note that our experiments with system software throttling use the Anticipatory Scheduler, which incorporates a type of stream throttling, and are driven by the unthrottled, concurrently active file I/O streams of MADbench. In this case, every MPI task of MADbench concurrently generates I/O.
MADBENCH COSMOLOGY APPLICA-TION BENCHMARK
MADbench [5] is a light-weight version of the Microwave Anisotropy Dataset Computational Analysis Package (MADCAP) Cosmic Microwave Background (CMB) power spectrum estimation code [6] . It was developed using MPI and is one of a set benchmarks used by the National Energy Research Scientific Supercomputing Center (NERSC) at Lawrence Berkeley National Laboratory (LBNL) to make procurement decisions regarding large-scale Department of Energy computing platforms. MADbench represents a large class of applications that deal with Cosmic Microwave Background Analysis. A significant amount of HPC resources are used by cosmologists, e.g., about 17% at NERSC. The I/O characteristics of MADbench are similar to those of many other applications and benchmarks, such as SMC (electron molecule collision), SeisPerf/Seis (seismic processing), CAM, FLASH [23] , and codes based on the Hartree Fock algorithm like NWChem and MESSKIT [9, 11, 20] . This indicates that this study, which is based on MADbench, has relevance to a large class of applications and can be used to improve the I/O performance of applications with I/O behavior that is amenable to file-I/O stream throttling.
The MADbench code goes through three distinct I/O phases: (1) dSdC: Each MPI task calculates a set of dense, symmetric, positive semi-definite, signal correlation derivative matrices and writes these to unique files. (2) invD: Each MPI task reads its signal correlation matrices from the corresponding unique files and for each matrix it calculates the pixel-pixel data correlation (dense, symmetric, positive definite) matrix D and inverts it. Only reading and no writing takes place during this and the next phases. (3) W: Each MPI task reads its signal correlation matrices and for each matrix performs dense matrix-matrix multiplications with the results of InvD.
All three I/O phases, dSdC, invD, and W, are comprised of the following five steps: (1) computation, (2) synchronization (sync), (3) I/O, (4) synchronization, and (5) computation (except for dSdC). The time that each task spends in the the first sync step can be used to identify computational imbalance among the tasks, while the time that each task spends in the second sync step can be used to identify I/O imbalance among the tasks.
MADbench includes the following parameters that can be used to generate configurations that differ with respect to the stress they apply on the I/O system:
• no pix: size of the pixel matrix in pixels. The size, S, in KBytes is 1 8 (no pix) 2 . With P tasks, each task accesses a file of S P KBytes. • no bin: number of chunks of data in a file, where the chunk size, C, is (S/P )/no bin. The choice of no bin impacts the layout and the interleaving of the files on the disk. The number of chunks of data in a file equals the number of iterations of the three phases.
• no gang: number of processors for gang scheduling. In our case there is no gang scheduling, i.e., no gang = 1.
• blocksize: ScaLAPACK block size.
In our experiments we use no bin = 16 and blocksize = 32KB. These values are comparable to the values used in the original MADbench study [5] . The value for no pix is based on the system's memory size and must be set large enough to stress the system's storage system. If no pix is too small, all the data will fit in memory and the I/O system will not be stressed.
Because of the MADbench lock-step execution model, all tasks concurrently read or write their data from or to storage, creating multiple concurrently active I/O streams. Two additional input parameters, RMOD and WMOD, can be used to control the number of concurrent reader and concurrent writer streams, respectively. At most, one out of RMOD (WMOD) tasks are allowed to concurrently access the I/O system. With N tasks, the total number of concurrent readers is ⌈ N RM OD ⌉. MADbench can be executed in two modes: computation and I/O, or I/O only. To execute it in the computation and I/O mode, the code must be linked with the scientific libraries ScaLAPACK, BLACS, and BLAS [3] and an MPI library like MPICH. In the second mode, I/O only, all the linear algebra computations done by the scientific libraries in phases invD and W are replaced by stubs containing sleep calls, where the sleep time is proportional to the flop count of the computation being replaced [4] . In this mode the code essentially does nothing but I/O in all phases.
EXPERIMENTAL SETUP
This section describes the systems, software, MADbench parameters, and tools used in our experiments. In all but one of our experiments MADbench is executed in I/O-only mode; the exception is used to indicate the impact of I/O performance on the execution time of MADbench and applications with similar I/O behavior. activities, on all the systems MADbench is configured to access a storage system different than that hosting the OS. In addition, to remove buffer cache effects, on all systems, before an experiment is started, the MADbench storage system is unmounted and remounted.
Systems, System Setup, and System Tools
All but one set of experiments stress the storage systems described above: the data footprint does not fit in the buffer cache and, thus, data requests are satisfied by accesses to the storage system. The one exceptional case is described in Section 6.2.1. We use this case to provide a baseline for comparison. In this case, the memory buffer cache is large enough to hold the data footprint. Thus, after the first time data is requested (for writing), subsequent accesses (reads and writes) to the data are satisfied by the buffer cache rather than the I/O system. Accordingly, these experiments result in significantly lower application execution times.
The I/O request size may impact application execution time. For example, request coalescing or the use of larger requests improves application performance. Accordingly, our experiments use the largest possible I/O request size. For detailed analysis of seek behavior (as shown in Figure 2 ) and to understand locations of file blocks on the disk (as shown in Figure 1 ), we use Blktrace (see, e.g., [2, 17] for details), which has been part of the Linux kernel since 2.6.17-rc1.
RESULTS OF EXPERIMENTS
We conducted two different sets of experiments to describe the impact of application and system characteristics on I/O performance. The first is called the base set of experiments. It consists of four experiments driven by MADbench; they differ w.r.t. the number of readers and writers: (1) one reader/one writer, 
four readers/one writer, and (3) eight readers/one writer. The base+ set is conducted on the experimental platforms with advanced storage systems, i.e., the p690 and the Beowulf cluster with RAIDs. Using all readers/all writers appears to be the default programming practice. which depends on the number of concurrent readers and writers, ranges from 14% to 37% of the total execution time. Borrill, et al. [5] report that I/O consumes 80% of total execution time on larger systems with 256 or more processors. This indicates that for this class of applications I/O contributes significantly to total application execution time.
Importance of I/O Performance

Application Layer Stream Throttling
The experiments discussed in this section use application throttling to control the number of concurrently-active MADbench readers (RMOD) and writers (WMOD). To isolate the effect of application throttling, these experiments use the CFQ I/O scheduler, which provides relatively fair disk access to all concurrentlyactive MADbench I/O streams and does not inherently perform any I/O stream throttling (as does the Anticipatory Scheduler).
The base set of experiments was conducted on four system configurations: the Xeon system, the p690 with a single disk and 16GB memory, the p690 with a single disk and 2GB memory, and the Beowulf cluster with a single disk per node. The base+ set was conducted on the p690 with a RAID and 2GB memory, and the Scyld Beowulf cluster with a RAID. Rows E1 through E3 in Table 4 show the input parameters used for the base set of experiments and rows E4 and E5 show the input parameters for the base+ set of experiments. Table 4 also shows the best and second-best number of readers/writers for all experiments. Sections 6.2.1 through 6.2.5 provide details of each set of experiments. Except for the base set run on the p690 with 16GB memory, results of each experiment are presented in terms of total execution time and I/O times (LBSTIO and TIO). Since each MPI task waits at a barrier after each iteration of each MADbench phase, LBSTIO represents the average load balancing time, including synchronization at the barriers. TIO is the average I/O time of a task.
Note that LBSTIO depends on the number of concurrently-active I/O streams and the underlying I/O scheduler.
With a "fair" I/O scheduler, if all tasks are allowed to access the I/O system concurrently, all finish at approximately the same time, hence, the amount of time each waits at a barrier for other tasks to finish will be minimal. In contrast, as the number of concurrently active I/O streams decreases, tasks scheduled earlier finish earlier and experience longer delays at a barrier waiting for other tasks that are scheduled later. Because of this, we expect an increase in LBSTIO, indicating that some tasks finish their I/O earlier than others.
IBM p690: 16GB Memory
The results of the base set of experiments run on the IBM 690 with 16GB memory are shown in Table 5 . The input parameters used are shown in row E1 of Table 4 . As per the table, the total input data size is 2.98GB. Needless to say, with 16GB of main memory, the total amount of data (2.98GB) easily fits in memory. This experiment provides a baseline for comparison with experiments in Section 6.2.3, where memory is considerably smaller (2GB).
As shown in Table 5 , in this case it is clear that only the initial writes of data are satisfied by the storage system, and all other accesses (reads and writes) are satisfied by the memory buffer cache. For example, in both cases where there are 16 readers, the InvD phase takes eight seconds to read 2.98GB of data. To accomplish this requires a bandwidth of over 380MB/s, while the associated SCSI disk only supports approx. 35MB/s. Following this logic, with the exception of the first time it is executed, one would expect the dSdC phase, which writes data, to have a similar execution time to that of the InvD and W phases, which both read data. However, in reality, the execution time of the dSdC phase is up to an order of magnitude greater. This is due to the File-IO sync call at the end of each write phase, which forces all the data to the disk before proceeding to the next phase. With 16 writers this takes about 80 seconds, which translates to 38 MB/s, which is approximately the throughput of the SCSI disk associated with the p690 system used to run the experiments.
With the explosive growth of the data needs of HPC applications, it is rare that the data ever fits in main memory. Thus, the remainder of our experiments ensure that the data size is larger than the combined size of the main memory of the participating compute nodes.
Intel Xeon System
The results of the base set of experiments run on the Intel Xeon system, which runs Linux 2.6, are shown in Table 6 . The input parameters used are shown in row E2 of Table 4 . The system contains dual processors (2.80 GHz Pentium 4 Xeons with Hyper Threading) and is attached to a 7,200 RPM 10.2GB EIDE disk. Accordingly, the number of logical processors and, thus, the number of MPI tasks, is four.
As shown in Table 6 , the most common practice, i.e., have all tasks read or write (4/4), results in the longest application execution time. In contrast, employing one reader instead of four reduces execution time by as much as 22%. However, this decrease in execution time is accompanied by a nine-fold (more than two-fold) increase in the LBSTIO time in the W (InvD) phase. The implications of load balancing issues are further discussed in Section 7.
Given a fixed number of readers, the number of writers has a negligible impact on the total execution time, i.e., less than or equal to 5%. In contrast, given a fixed number of writers, one reader, versus "all readers", in this case four, improves the execution time by as much as 19.5%.
IBM p690: Single Disk/2GB Memory
The results of the base set of experiments run on the POWER4based IBM p690 SMP with a 7,200 RPM 140GB SCSI disk and 2GB memory are shown in Table 7 . For this system the number of processors and, thus, the number of MPI tasks, is 16. Similar to the results of the experiments run on the Intel Xeon Time  4  4  1102  32  23  38  137  740  132  27  4  1  978  31  6  28  99  731  83  19  1  4  1246  31  6  27  246  733  203  37  1  1  934  31  5  27  70  744  57 14 TIO LBSTIO TIO LBSTIO TIO LBSTIO  4  4  243  12  9  83  3  77  1  1  4  235  12  5  83  2  77  1  4  1  199  12  12  53  13  45  10  1  1  189  18  9  48  10  42  10 system, given a fixed number of readers, the number of writers has a negligible impact on the total execution time, i.e., less than 3%. Again similar to the results associated with the Intel Xeon system, given a fixed number of writers, one reader, versus "all readers", improves the execution time. In this case execution time increases by as much as 14% with 16 readers; for the Xeon system it increases by as much as 19.5% with four readers. Again, accompanying this improvement in execution time is an increase in the I/O load balancing time, LBSTIO; it increases from less than ten seconds to as much as several tens of seconds.
Beowulf Cluster: RAID-5
The results of the base+ set of experiments run on the Scyld Beowulf cluster with a 1.4TB NFS-mounted RAID-5 disk system comprised of six 7,200 RPM 250GB SATA disks are shown in Table 8 . Only 16 processors, i.e., one processor on each of 16 compute nodes and, thus, 16 MPI tasks were employed in the experiments. As shown in row E4 of Table 4 , each of the 16 nodes has 4GB memory (making a total of 64GB), a larger problem size is used, i.e. no pix = 25, 000, in order to force disk accesses.
Since each node runs only one MPI task and the RAID-5 supports multiple concurrent streams, keeping the number readers the same, we expected that 16 (all) writers would result in a better execution time for the write phase (dSdC) compared to one writer. This was expected because one writer is not likely to fully utilize the bandwidth of the storage system. In addition, all writ-ers results in larger I/O queues of asynchronous requests which are known to improve I/O performance [12, 17] . Referring to Table 8, as we hypothesized, "all" writers does significantly reduce the dSdC write phase I/O time (TIO) by over 25% and result in exploiting full bandwidth of storage system. A total of 74.5 GB is written in 1900 seconds, which translates to 40MB/s, which is 90% of the peek bandwidth of the storage system (45 MB/s see, Table 2 ). Where as one writer takes about 3000 seconds for the same amount of data, which translates to 25.5 MB/s, which is less than 60% of the peek bandwidth. We should remark here that in addition reduced execution times, all writers also result in relatively smaller load imbalance times in the dSdC phase (see, LBSTIO for dSdC in Table 8 ). However, the reduction in execution time of dSdC phase using all writers does not translate into a smaller total execution time of the application. This is because using "all" writers has a negative impact on the I/O times of the subsequent read phases: given a fixed number of readers, "all" writers results in 60%, 69%, and 20% increases in the InvD, W TIO time, and total application execution time respectively. We speculate that this behavior is due to data placement on the disk systems. When multiple streams compete for storage, the file system tend to give out chunks in pseudo-round robin fashion to all streams and resulting files, although contiguous in memory, resides on non-contiguous blocks on the disk systems. Thus, with multiple writers the block allocation seems to be random (see, e.g., Figure 1(b) ), which would significantly impact the subsequent read performance. Because the custom 2.4 Scyld Table 7 
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Number Number  Time (s)  of  of  Total  dSdC  InvD  W  Writers Readers  TIO LBSTIO TIO LBSTIO TIO LBSTIO  16  16  355  56  3  157  6  144  5  1  16  358  33  34  152  7  144  7  16  1  318  59  10  60  48  52  37  1  1  311  31  37  59 46 51 43 kernel that is running on this system does not have a tool like Blktrace, currently we cannot verify this claim. Because of the random placement with multiple writers, we use only a single writer for our subsequent experiments. We anticipate that a single writer will remove randomness in block allocation and results in consistent execution times. Given one writer, we next identify the optimal number of readers (1, 2, 4, 8, or 16) for this system. For each number of readers, Figure 3 (b) shows the percentage increase in both total execution time and execution times of three phases of MADbench. Table 8 shows the data. With 16 readers the total execution time is about 8% higher than with eight; with two readers, it is over 13% compared to eight, with four readers, it is less than 2% compared to eight, and with one reader, it is over 20% higher than with eight. Thus, the sweet spot is eight concurrently active readers. With one reader the disk system is underutilized (less than 85% peek bandwidth) as there are not enough I/O requests and with 16 readers, there are enough I/O requests but the disk system spends a significant amount of time in seeking to the different locations (position delays) to service the readers. In addition, as pointed out [22] , 16 reader streams is likely to be more than the prefetch streams that the storage system can handle; modern storage arrays can prefetch 4 to 8 sequential streams [22] . With eight readers, however, the disk system is well utilized (close to 100% of the peek bandwidth), which only means that the positional delays are minimized and the storage system prefetching policies are effective.
In summary, one writer and eight readers case improves application execution time by as much as 11% over the default all writers all readers case (see Table 8 ), and by about 20% over the one writer, one reader case (see Table 8 and Figure 3 ).
IBM p690: RAID-5/2GB Memory
The last set of experiments described in the previous section, which explores the optimal number of readers given one writer, was also run on the IBM p690 with a high-end 350GB RAID-5 I/O system. The motivation for these experiments is to see if the observed behavior of throttling the number of readers over the default, indeed exist in other types of storage systems. Note that this storage system is from a different manufacturer, it uses more expensive hardware, and the disks are different; the spindle speed of these disks is 15000 RPM compared to the 7,200 RPM of the disks in the Beowulf cluster storage. This storage system gets a peek bandwidth of 125MB/s compared to the 45 MB/s of the cluster storage. However, both storage systems have same number of disks (six in this case), and both use same organiza-tion (RAID-5) so we expect similar results on this system.
The results are shown in Figure 3 (a), which shows that four concurrently active readers is the sweet spot. In comparison, employing 16 readers results in an increase in execution time of about 40%; employing one results in an increase of over 13%, the difference is less than 2% for both 4 and 2 reader case. Reasoning and analysis similar to the one presented in the previous subsection can be used to explain the numbers and as expected the performance on this storage system is similar to the cluster storage system.
A couple of interesting observations can be made by comparing Figures 3(a) and 3(b) . First, looking at the slope of the execution curve in both figures between 8 and 16 readers (although, we do not have the data for the intermediate points, but it is not required for this observation), one could easily conclude that the cluster storage handles high concurrency better than the IBM p690 system storage for this application. IBM storage's performance drop's rather dramatically compared to that of the cluster. Second, observe the slope of the execution time curve between two and four readers, the cluster storage seems more sensitive at a concurrency of two compared to the IBM storage. We must acknowledge that since the file system plays a major role, and since we use different file systems, this many not be attributed fully to the storage system alone.
System Layer Stream Throttling
As discussed in Section 3.2, our experiments with system software I/O stream throttling are implemented at the OS layer using the Linux 2.6 Anticipatory Scheduler (AS). This I/O scheduler does not throttle the number of concurrent writers; it throttles only the number of concurrent readers.
In addition, it is designed to reduce the number of reader streams to one. We are working on a scheduler that allows throttling to an arbitrary number of streams.
Using the AS, which is available only under Linux, our system software throttling experiments reduce to experiments with all concurrent writers and one reader on the Intel Xeon and IBM p690 systems. For comparison purposes, we also present the nothrottling case, which is implemented using the CFQ I/O scheduler, and the best case from the application throttling experiments. We could not conduct the experiments on the Beowulf cluster because it runs a custom Linux 2.4 kernel from Scyld that does not provide multiple schedulers.
Note that these experiments are driven by the unthrottled version of MADbench (RMOD and WMOD are both one).
The following sections describe the results of our system software throttling experiments. They indicate that the AS throttling behaves in a way that is consistent with the results of our application software throttling experiments. With few exceptions, the number of writers (in this case, fixed and in the case of application throttling, variable) has no significant impact on application execution time and one reader is a good choice. Table 9 presents the results of the system software throttling experiments conducted on the Intel Xeon system, for which the number of logical processors and the number of MADbench MPI tasks is four. The second row of the table presents the results of these experiments (System), while the first presents the results of the unthrottled experiments (UT), which use the CFQ scheduler, and the third row presents the results associated with the best-case application throttling experiment on this system (App). As the results indicate, although using the AS (System) decreases execution time by 12%, as compared to the unthrottled case (UT), application throttling performs best; its execution time is about 22% less than that of UT and 11% less than that of System. Thus, it appears that system throttling may provide a good alternative between no throttling and application throttling. It is worth remembering that a big advantage of system throttling is that it is transparent to the application programmer. In addition, as one can see from the LBSTIO times in Table 9 , because the AS provides fine-grained throttling of streams, as compared to application throttling, it results in much lower I/O load imbalances in the read phases of MADbench. We further discuss the impact of this in Section 7. Table 10 presents the results of the system software throttling experiments conducted on our IBM p690, for which the number of processors and the number of MADbench MPI tasks is 16. Again, the second row of the table presents the results of these experiments (System), while the first and third rows present the results of the unthrottled experiments (UT), which use the CFQ scheduler, and the results associated with the best-case application throttling experiment on this system (App), respectively. Similar to the results of the experiments conducted on the Xeon system, although using the AS (System) decreases execution time by 5% (Xeon: 12%), as compared to the unthrottled case (UT), application throttling performs best; its execution time is about 12% (Xeon: 22%) less than that of UT and 8% (Xeon: 11%) less than that of System. This gives further credence to the indication that application-transparent, system throttling may provide a good alternative between no throttling and application throttling. As one can see from the LBSTIO times in Table 10 , because the AS provides fine-grained throttling of streams, as compared to application throttling, it results in much lower I/O load imbalances (including the write phase of MADbench). In the results associated with the Xeon system, this is true only for the read phases. Figure 4 shows the execution times of a group of 16 tasks in the InvD phase of MADbench with (a) no throttling, (b) throttling at the application layer, and (c) and (d) two executions of throttling by system software. Referring to Figure 4(a) , because of the fairness in the system with no throttling (provided by the CFQ scheduler), as expected, all tasks finish I/O at approximately the same time, i.e., at about 160 seconds, except for task 12 1 . As shown in Figure 4(b) , (c), and (d), this does not happen when application or system software throttling is employed. These throttling strategies introduce unfairness in that they allow only a predetermined number of tasks to perform I/O at any given time. In other words, our resource distribution policy is unfair when we consider relatively small time intervals (e.g., during a one-second interval the I/O resource is not distributed fairly to all competing tasks). However, it is fair for relatively large time intervals (e.g., the time interval being the entire execution of a phase). The upshot of this throttling is an over 60% improvement in execution time (see Figure 4 (a) and (b)); the downside is the performance variation across different executions, which is shown in Figure 4 (c) and (d). Looking at the performance profiles of Figure 4 (c) and (d), one can easily, but rather wrongly, conclude that there is an I/O load imbalance among the tasks. It is clear that the observed load imbalance is due to the adaptive stream throttling performed by the system software and not due to the data distribution among tasks. From our knowledge of the source code and as demonstrated by the no-throttling case (Figure 4(a) ) each task works on the same amount of data.
Intel Xeon System
IBM p690: RAID-5/2GB Memory
IMPACT ON LOAD IMBALANCE
Because of these performance variations or unpredictability in performance across executions introduced by stream throttling, it is difficult to conduct performance analysis for load balancing, to provide quality of service guarantees, and to forecast application performance. Therefore, it is not only important to understand the positive aspects of stream throttling, but it is equally 9 1 The odd" behavior of task 12 is reproducible and we are investigating the issue. Total  dSdC  InvD  W  Throttling Writers Readers TIO+LBSTIO TIO LBSTIO TIO LBSTIO TIO LBSTIO  UT  4  4  243  12  9  83  3  77  1  System  1  1  213  67  12  72  5  63  5  App  1  1  189  18  9  48  10 42 10 important to understand the resulting complications and issues concomitant with such mechanisms.
SUMMARY AND CONCLUSIONS
The experimental results presented in this paper indicate that for a large class of applications execution time can be significantly enhanced by careful selection of the number of synchronous I/O streams that concurrently access the I/O nodes of HPC systems. For the various systems used to conduct our experiments, this I/O stream throttling, implemented within the application code, as compared to having all tasks read concurrently, which seems to be common practice, improves execution time by at least 8% and by at most 40%. With respect to the number of concurrently-active synchronous I/O streams, i.e., readers, on the single-disk systems, the best execution time was attained using one reader. In contrast, on the p690 with 16 processors and a RAID, four performed best; on the Beowulf cluster with 16 processors and a RAID, eight performed best. Clearly, our results show that the number of concurrently-active readers depends on the application I/O behavior and the characteristics of the system, in particular, I/O system characteristics.
Throttling of asynchronous I/O streams is a bit tricky because its effects are indirect. Thus, the paper focuses on the throttling of synchronous I/O streams. Nonetheless, we did conduct some experiments with application selection of the number of concurrently-active asynchronous I/O streams, i.e., writers. On systems with single disks, the results of experiments with a fixed number of readers show that the number of writers has a negligible effect on application execution time. However, on systems with RAIDs, although this throttling does not impact the time to execute the write phase, but it impacts the subsequent read performance and hence the application execution time.
I/O stream throttling can be implemented at the application layer or the system software layer. The former is not the easiest nor is it always the most scalable. It requires changes to the application code, which often is targeted to run on various compute and I/O node configurations. As shown in this paper, the selection of the number of concurrently-active I/O streams depends on application I/O behavior and system characteristics, and requires extensive knowledge of both. The major advantage of I/O stream throttling implemented at the system software layer is that it is transparent to applications. It can be implemented in the operating system (OS), file system, and/or middleware. The paper demonstrates it via the Anticipatory Scheduler in Linux, which constrains the throttling that can be accomplished, i.e., it only can reduce it to one.
In summary, the work presented in this paper indicates that a mechanism within system software is needed in order to address the potential I/O problem demonstrated in the paper, i.e., either too few or too many concurrently-active I/O streams access an I/O node, which causes the I/O node to be underutilized and, thus, degrades both I/O and application performance. This mechanism, given the characteristics of both the application and the system, must be capable of selecting the number of I/O streams that should be concurrently active in order to realize best performance of the I/O systems and best application execution time. We are working towards this goal via the development of a dynamically adaptive stream throttling system that will reside in the OS or file system of I/O nodes. Because of the load balancing issues discussed in the paper, we plan to provide controls to enable and disable this adaptation.
