Abstract-Cloud radio access network (Cloud-RAN) is a promising wireless network architecture that can satisfy the fast growing mobile data traffic and improve the performance of Internet of Things. In this paper, we propose an energy-efficient resource allocation scheme based on heterogeneous Cloud-RAN jointly considering the remote radio head (RRH) antenna resource with baseband unit (BBU) computation resource. We formulate our joint resource allocation problem and decompose it into two subproblems. The first subproblem is a network-wide beamforming vectors optimization problem, and it is solved by weighted minimum mean square error approach. Based on the optimized beamforming vector, we propose an algorithm to get the RRH-user equipment clusters. The second subproblem is a BBU scheduling problem, and we reformulate it as a bin packing problem which aims to minimize the number of BBUs in working model to save more energy. Compared to some existed works which form the BBU scheduling problem as a bin packing problem, we propose a bin packing algorithm based on the best-fit-decreasing method, which has better performance. With simulation results and detailed analysis, the system performance of our proposed joint resource allocation scheme is verified, which is more energy-efficient than other existing schemes.
and the evolution will be defined as an increasing number of wireless devices with ubiquitous access requirement of mobile services [4] . The change of mobile communication services and applications raise a requirement for more flexible, cost-efficient and powerful network structure and deployment. In the meantime, the fast development of Internet of Things (IoT) has driven the enormous amount of traffic with different quality of service (QoS) requirements and ubiquitous, reliable, and high-data-rate communications [5] . For example, in a future IoT-based smart city, the wireless network for all devices should provide flexible and high quality service as well as low operation cost [6] . However, the current mobile networks are not able to support the diversity mobile services and fluctuating traffic patterns efficiently but are designed for peak-provisioning and typical Internet traffic [7] .
To satisfy the future demand of growing mobile data traffic and high-speed data applications in wireless communication system, many advanced technologies are being developed, such as millimeter wave communications [8] , [9] and massive MIMO [10] , [11] . In addition, cloud technologies, which can provide the flexibility for the radio access network, have already received increasing attention for the deployment of mobile core network functionalities [12] [13] [14] . As a promising application for cloud concept in mobile wireless communication, a new cellular structure named cloud radio access network (Cloud-RAN) has been proposed by the industry and studied by several researchers for the next generation networks. Unlike the existing cellular networks, the computation resource for baseband process in each baseband unit (BBU) is centralized in baseband resource pool (BRP). The remote radio heads (RRHs) where the radio function locate are connected with the BRP through high reliable optical fibers, and all RRHs can dynamically share the baseband resource provided by any BBU in BRP [15] . The capital expenditure and operational expenditure can be significantly reduced by the distributed deployment of RRHs, while such a centralized processing structure enables several cooperative communication techniques, such as coordinated multipoint (CoMP) transmission and joint beamforming with efficient interference suppression. As a promising technique, cooperative communication can exploit the broadcasting nature of wireless channels and achieve spatial diversity gains, rate improvement, and energy efficiency [16] .
Based on all the benefits mentioned above, cloud-based wireless networks also have been recognized as important deployment methods for future IoT networks. Deng et al. [17] 2327-4662 c 2017 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.
See http://www.ieee.org/publications_standards/publications/rights/index.html for more information.
discussed the workload allocation issues in a cloud-based IoT, while a centralized interference mitigation algorithm was presented in [18] to improve the QoS performance in a Cloud-RAN-based D2D communication. Zhang et al. [19] proposed a cellular partition zooming mechanism in Cloud-RAN-based IoT to achieve higher energy efficiency. Owing to the distributed RRH deployment, all user equipments (UEs) in IoT would have easier access to the core network with densely deployed RRHs. The centralized BBU structure in Cloud-RAN could facilitate cross-cell cooperation, improve spectrum efficiency, and improve the QoS for all UEs in IoT. However, there are still many new challenges to be addressed, such as the resource scheduling problems, the limited fronthaul and backhaul capacity, the virtualization of computation resource in BBU, and so on.
There have been some interesting works focused on resource allocation and scheduling in Cloud-RAN. Some existing works are on bandwidth resource allocation among users in OFDMbased Cloud-RAN [20] , [21] , while many other works have addressed CoMP transmission among different RRHs to capitalize the advantages brought by the centralized architecture of Cloud-RAN [22] [23] [24] . Among them, [22] jointly solved the RRH selection and beamforming vectors optimization problem. Dai and Yu [23] proposed a user-centric clustering scheme to maximize the network utility based on data joint transmission. A grouping scheme of users and RRHs is proposed by [24] to achieve high network performance in Cloud-RAN. However, all these works focused mainly on the antenna resource of RRHs to serve each UE and have overlooked the resource scheduling in the BRP. In a cloudbased network system like Cloud-RAN, the data processing center provides computation resource as well as consumes a significant amount of power [25] . Therefore, the resource allocation and power consumption of BRP should be important considerations in the resource scheduling problems in Cloud-RAN.
Tang et al. [26] proposed a cross-layer resource allocation scheme that jointly considers resource from BBUs and RRH antennas, while this paper only focused on the power consumption and rate allocation of virtual machines (VMs) generated by BBUs in the BRP and ignored the scheduling scheme among BBUs. In a Cloud-RAN system, the baseband processing ability is located on BBUs which are centralized in the BRP. This kind of structure brings a large amount of energy savings, such as the energy consumption of cooling system. At the same time, further energy cost reduction can be achieved through efficient BBU scheduling, which means to allocate the baseband processing resource according to different network loads dynamically. A graph-based dynamic frequency reuse scheme is proposed in [27] to minimize the number of BBUs in working model in BRP as well as alleviate the intercell interference in Cloud-RAN. Boulos et al. [28] and Sigwele et al. [29] formulated a similar problem as a bin packing problem to schedule the baseband resource provided by BBUs based on different network loads. While all these works failed to take the RRH antenna resource scheduling into consideration, and only focused on the resource and power of BBUs in the Cloud-RAN.
In this paper, we jointly consider the RRH antenna resource with BBU computation resource, and propose an energy-efficient resource allocation scheme. We formulate our problem in our proposed heterogeneous Cloud-RAN from our previous work [27] . Different from other existed heterogeneous Cloud-RAN [30] , the macro cell coverage and pico cell coverage are all served by RRHs which are connected with the BRP to improve the flexibility of the network. We decompose our problem into two subproblems. The first subproblem is a network-wide beamforming vectors optimization, which aims to get approach to the optimized data processing rate and transmitting rate with the beamforming vectors. We use a weighted minimum mean square error (WMMSE) approach to solve it. Based on the optimized beamforming vector, we propose an algorithm to get the RRH-UE clusters. The second subproblem is a BBU scheduling problem, which aims to minimize the number of working BBUs to save more energy, and we reformulate it as a bin packing problem. Compared to the existed works which formed the BBU scheduling problem as a bin packing problem [28] , [29] , we propose a bin packing algorithm based on the best-fit-decreasing (BFD) method, which has better performance without increasing the computation complexity. To the best of our knowledge, it is the first resource allocation scheme in heterogeneous Cloud-RAN jointly consider the RRH antenna resource and the BBU scheduling.
This paper is organized as follows. Section II introduces the heterogeneous Cloud-RAN structure and formulates the energy-efficient joint resource allocation problem. Based on WMMSE approach, Section III analyzes and solves the network-wide beamforming vectors optimization problem. We formulate the BBU scheduling problem as a bin packing problem in Section IV and propose a heuristic algorithm to solve it. Section V shows the simulation results and finally, Section VI provides the conclusion.
II. SYSTEM MODEL AND PROBLEM FORMULATION
In this section, we introduce the heterogeneous Cloud-RAN system and formulate our energy-efficient joint resource allocation problem.
A. System Scenario of Heterogeneous Cloud-RAN
We consider a heterogeneous Cloud-RAN system with two kinds of RRHs: 1) the macro RRH and 2) the pico RRH. The macro RRHs are regularly deployed to form ordinary hexagonal macro cells and provide wide area coverage. Each macro cell is equipped with one macro RRH. Several pico RRHs are located in each macro cell to serve some hot points or edge areas. We denote the set of macro cells as I = {1, 2, . . . , I}, so there would be I macro RRHs to serve the whole network.
The heterogeneous Cloud-RAN proposed in this paper is shown in Fig. 1 , where all the RRHs are connected to the BRP through a switch of 10 Gb/s Ethernet [31] . All the UEs of IoT can access to several RRHs based on different channel states and QoS requirements. The switch can dynamically change the connections between BBUs and RRHs under the control of a center management unit (CMU). The BRP consists of K BBUs, and we use K = {1, 2, . . . , K} to denote the set of all BBUs. The BBUs could serve each UE by generating a VM to provide computation resource as common data center do in a cloud-based system [32] . Each UE has its own corresponding VM located in the BRP. Due to limited processing ability of each BBU [15] , the number of VMs generated by one BBU is limited, which means that one BBU can only support a limit number of UEs. And we also assume that each UE can only be supported by one BBU. Similar assumption about the BBU processing ability can be found in [27] , [33] , and [34] . A BBU can be turned to sleep model when no UE need to be supported by it to save energy. All BBUs in the BRP is assumed to be the same with each other, which means different BBUs have the same processing ability.
To capitalize the advantages brought by the centralized architecture of Cloud-RAN, we consider a CoMP transmission scheme among all the RRHs in this paper. Among several kinds of downlink CoMP techniques, we choose joint processing scheme to formulate our system. In joint processing transmission scheme, each UE's data will be shared among all the RRHs in the CoMP cluster [35] . Considering the channel conditions and power consumption, there is no need for all RRHs in the whole network to joint serve one UE. So similar to the static base station clustering in [23] and the virtual base station clustering scheme in [24] , we limit the maximum cooperative range of RRHs into one macro cell, i.e., each UE can be jointly served by the macro RRH and all pico RRHs located in the cell where the UE located in. The signal from RRHs located in other macro cells will be treated as interference. All RRHs in macro cell i forms a set L i = {1, 2, . . . , |L i |}, where
The arrival data of UE m ∈ M i which comes from the core network will first be processed in VM generated by one BBU in the BRP, and then transmitted to the RRHs located in cell i which jointly serve UE m ∈ M i through the fronthaul link. We assume that each RRH is equipped with N transmission antennas and each UE is equipped with one receiving antenna. We use h ij lm ∈ C 1×N to denote the channel gain from RRH l ∈ L i to UE m ∈ M j . Since UE m ∈ M i only receives useful signal from the RRHs located in the same cell, we use w i lm ∈ C N×1 to denote the beamforming vector for UE m ∈ M i from RRH l ∈ L i . We use w i m ∈ C |L i |N×1 to denote the beamforming vector of UE m ∈ M i based on all the RRHs in L i and 
where the first term on the right hand side is the useful signal for UE m ∈ M i , the second term is the intracell interference signal from other RRHs in cell i, and the third term is the intercell interference from the RRHs in other cells.
represents the additive Gaussian noise. Consequently, the transmission rate for UE m ∈ M i can be formulated as
where B 0 is the total system bandwidth. We can see clearly from (3) that the transmission rate of each UE depends not only on the beamforming vector of itself, but also on the transmission beamforming vectors of other UEs. So the coordination of RRHs in the same macro cell and among different macro cells is needed to suppress the intracell and intercell interference. And according to the time varying channel status and QoS requirements of UEs, the coordination of different access points need to be updated quickly. Such kind of coordination is hard to realized in traditional heterogeneous cellular network due to the distributed network structure. While in a centralized heterogeneous Cloud-RAN, it is much easier to be achieved. To fulfill the coordination of all RRHs in the network, the CMU can decide the network-wide beamforming vectors according to the channel state information and different UEs' QoS requirements, and allocate the BBU processing resource to each UE via generating VMs. So in this paper, we combine the optimization of beamforming vectors and BBU resource scheduling and propose an energy-efficient method to achieve better system performance. Base on the beamforming vectors of each UE, the total power consumption of RRH l in cell i can be expressed as
represents the transmit power of RRH l ∈ L i and P C represents the circuit and fronthaul link power consumption of each RRH. Since each RRH is equipped with no air conditioner and the fronthaul link power consumption is rather small, P C could be neglected [36] . Then, the total power consumption of RRH l ∈ L i only consists of transmit power, which can be expressed as
The transmit power of RRH l ∈ L i is limited to (P i l ) max , which can be given by
We use a i km to indicate whether UE m ∈ M i is served by the VM generated by BBU k, which can be expressed as
With the indicator variable a i km , the constraints of BBU processing ability can be formulated as
which constrains the processing ability of BBU k to U, and k∈K i∈I
which limits the data of each UE m ∈ M i can only be processed by one BBU. We use P B k to denote the power consumption of BBU k. Based on the BBU power consumption model given by [37] , we have
In P B k , B represents the set of BBUs in working model. The parameter P act here indicates the statistic part of power consumption of BBU in working model, which includes the power consumption of backhaul transmission equipment, the air conditioner, and so on. We use P sleep to denote the power consumption of BBU in sleeping model. μ i m here indicates the VM processing rate for the data of UE m ∈ M i . The power consumption model of VM is often assumed to be a convex and increasing function with the processing rate of VM, and it forms the dynamic power consumption part of BBUs in working model. We use ϕ(μ i m ) to indicate the power consumption of VM according to the data processing rate it provides for UE m ∈ M i , which is linear with the data processing rate μ i m [38] , where we have
α represents the variation coefficient of ϕ(μ i m ) as a function of μ i m . We assume that the BBU data processing rate should be equivalent to the RRH data transmission rate to satisfy the basic UE QoS requirement [28] , [38] , so usually we have
Based on the energy consumption of each BBU, the energy consumption of the entire BRP can be expressed as
where 1{·} is an indicator function, which is denoted by 
Note that P sleep P act , it is reasonable to turn as many BBUs as we can to sleep model on the premise of meeting UEs' QoS requirements to save more energy.
B. Energy Efficient Joint Resource Scheduling Problem Formulation
To quantitatively describe the impact on system performance brought by transmission rate and power consumption, we use an energy efficiency weighted utility function f (c i m , P B k , P i l ) to denote the system energy efficiency, which is a widely used method adopted by many other works [39] , [40] (14) where κ represents the system power consumption weight. Our purpose of this paper is to maximize the energy efficiency utility function of the whole heterogeneous Cloud-RAN system, including the transmit power of RRHs and data processing power of BBUs. We jointly consider the RRH antenna resource and BBU processing resource scheduling, and combine the network-wide beamforming vector optimization with BBU processing rate allocation.
Note that the fronthaul links between RRHs and BBUs in the BRP are capacity-limited, which means the sum rate of all UEs access to one RRH is limited. Through the indicator function 1{·}, the fronthaul capacity constraint of RRH l ∈ L i can be expressed as
where R i l is the maximum capacity of the fronthaul link connect between RRH l ∈ L i and the BRP.
Considering all the constraints mentioned above, the energy efficiency maximization problem can be mathematically formulated as 
In problem (P0), C1 is the constraint to ensure the QoS requirement of each UE jointly consider the BBU processing rate and RRH transmitting rate. C2 is the transmit power constraint of each RRH. C3 is the fronthaul capacity constraint. C4 and C5 are the BBU processing ability constraints, which limit the total number of UEs one BBU can process and that one UE can only be served by one BBU separately.
Since there is no difference between the data processing ability of all BBUs in the BRP, the obvious way to save energy consumptions of the whole network is minimizing the number of working BBUs. Based on this idea, the energy efficiency utility function can be separated into two subfunctions as 
The first subutility function f 1 (c i m , P i l ) includes the data transmission rate of each UE, the power consumption of each RRH and each VM generated by BBUs in the BRP, which are all decided by the network-wide beamforming vectors. The second subutility function f 2 (a i km ) includes the statistic power consumption of all BBUs in working model and the power consumption of all BBUs in sleeping model. Based on the two subutility functions, we can separate the energy efficiency maximization problem into two subproblems. The first subproblem is to determine the optimized network-wide beamforming vectors of each UE by maximizing f 1 (c i m , P i l ). Based on the beamforming vectors, we can get the RRH-UE cluster, and the energy-efficient data transmission rate of RRHs with data processing rate of BBUs. The first subproblem can be formulated as a WMMSE problem. Then the second subproblem is to decide the UEs in each RRH-UE cluster should be served by which BBU in the BRP, and to minimize the number of working BBUs. We will formulate the second subproblem as a bin packing problem. These two subproblems will be elaborately analyzed in the following parts of this paper.
As shown in Fig. 2 , the energy-efficient joint resource allocation problem (P0) will be divided into two subproblems: 1) the network-wide beamforming optimization problem (P1) and 2) the BBU scheduling problem (P2). We need to solve problem (P1), and use a RRH-UE clustering algorithm to get the RRH-UE clusters, then solve the problem (P2) to obtain the final resource schedule scheme.
III. ENERGY EFFICIENT BEAMFORMING STRATEGY
In this section, we first formulate the network-wide beamforming optimization problem as problem P1 based on the subutility function f 1 (c i m , P i l ) and solve ti with WMMSE approach, then we propose an RRH-UE clustering algorithm to get the RRH-UE clusters based on the optimized beamforming vectors.
A. Network-Wide Beamforming Optimization
Based on the subutility function f 1 (c i m , P i l ) and the constraints related to beamforming vectors, the subproblem of network-wide beamforming optimization can be formulated as 
Since the phase of w i m will not have impact on the optimization problem or change the constraints, so we can assume that each term of h ii m w i m has a zero imaginary part. Then, we can rewrite the constrain C1 as C1 :
which is a second order cone (SOC) constraint and γ i m = 2 ((c i m ) req /B 0 ) − 1 is the equivalent signal-to-interference-plusnoise ratio threshold for UE m.
With the concept that a non convex 0 -norm optimization objective can be approximated by a convex 1 reweighted norm [41] , we can approximate the fronthaul capacity constraint C3 as C3 :
where β i lm is a constraint weight, which is updated iteratively according to
andc i m is the optimum RRH transmission rate for UE m obtained by the previous iteration.
After all these processing of constraints, the problem (20) is still not convex. So motivated by [42] , we can use a WMMSEbased solution to deal with the problem. We can reformulate the target function as 
We denote θ(·) = g(−B 0 log(·)), since ϕ(·) has the form of (11) (27) , (29) and (28) 
Note that the optimization problem (26) which is a quadratically constrained quadratic programming with quadratic constraints and SOC constraints. The problem can be easily solved by using standard convex optimization solver such as CVX [43] . And the complete method to solve the energy-efficient beamforming optimization problem (25) can be elaborated as Algorithm 1. Suppose Algorithm 1 needs T total number of iterations to converge or the maximum number of iterations is set to T, then the computational complexity can be approximately given as O(T · (NML) 3.5 ) [44] .
B. RRH-UE Clustering
Based on the network-wide beamforming vector of each UE, we can get the connection between RRHs and UEs. In this paper, for any UE m ∈ M i , all RRHs located in cell i just provide a range of CoMP RRH cluster options. Limited by other constraints, such as the channel states and fronthaul capacity, the optimum results of w i m may have some zero terms, which indicate that the UE does not receive useful signals from certain RRHs. We use L i m to denote the set of RRHs which serve the UE m ∈ M i . Based on the optimum results of beamforming vectors, we can get the RRH-UE clusters as indicated in Fig. 3 . RRH-UE clusters.
Algorithm 2 RRH-UE Clustering
Initialize:p = 1; Fig. 3 . All UEs in one RRH-UE cluster will be jointly served by all RRHs in that cluster. According to the processing limit of BBUs, all RRHs in one cluster need to be assigned to one BBU, which means all data for UE in that cluster will be processed by that BBU. In this paper, our purpose is to find the RRH-UE clusters based on the optimum beamforming vectors first, then assigned these clusters to certain BBUs.
To obtain the RRH-UE clusters according to the networkwide beamforming vectors, we propose an algorithm as is described as Algorithm 2, which has a computation complexity of O(M 2 ). We use U = {u 1 , u 2 , . . . , u P } to denote the set of all formed P RRH-UE clusters, where u p indicates the number of UEs cluster p has. And we also use L p to denote the set of RRHs which serves all the UEs in cluster p, where we have L p ∈ L, p = 1, 2, . . . , P.
IV. BBU SCHEDULING SCHEME
In this section, we formulate the BBU scheduling subproblem as a bin packing problem, and propose an algorithm to solve it.
As the system know the network-wide optimum beamforming vector of each UE, the system could know all the new formed RRH-UE clusters through Algorithm 2. According to the energy consumption minimization problem of (16) and the subutility function f 2 (a i km ) with BBU processing limit constraints, the BBU scheduling problem can be formulated as
k∈K i∈I
Note that the statistic power consumption P act of BBU in working model is much larger than the power consumption P sleep in sleeping model, so we can equivalently transfer problem (P2) to a BBU number in working model minimization problem as (P2-1)
Since the BBU processing ability limit that the data from one UE can only be processed in one BBU, all RRHs in one cluster need to establish connections with one BBU, and all UEs in that cluster need to be assigned to the certain BBU. Based on the RRH-UE clustering results, we can transfer the corresponding relationship between UEs and BBUs into the relationship between RRH-UE clusters and BBUs. We use b p k as the indicator which can be expressed as
and based on b p k , we can easily get the related indicate value a i km . If b p k = 1, then all UEs in RRH-UE clusters p will be served by BBU k. We also use y k to indicate whether BBU k is in working model to provide computation resource, where we have
Based on the indicator b p k and y k , the BBU processing ability constraints can be rewrote as C4 :
separately, where constraint C4 limits the maximum number of UEs one BBU can support, and constraint C5 limits that 
Update the remaining capacity of BBU i as
the data for one UE can only be processed by one BBU. Thus, the subutility function f 2 (a i km ) can be replaced bỹ
Thus, we can reformulated the problem (P2-1) as
which is a typical 1-D bin packing problem. Bin packing problem is a kind of problem aimed to assign a set of items in different sizes into the minimum number of bins. Each bin has a fixed bin capacity, so that the sum size of all items assigned into one bin can not exceeds the capacity. In this paper, each BBU is regarded as a bin, and RRH-UE clusters are regarded formed as different items which have different numbers of UEs as sizes. And now we need to assign these RRH-UE clusters to different BBUs in BRP to set up the physical fronthaul link between BBUs and RRHs, and minimize the number of BBUs in working model to save more energy.
Since bin packing problem is one of the classical NP-hard problems, many heuristic algorithms were proposed to find better packing results. Boulos et al. [28] formulated the BBU resource allocation problem in a frequency reuse system as a bin packing problem, and proposed a heuristic algorithm to assign each RRH to BBUs. It tried to assign the RRH with largest resource demand and the RRH with the least resource demand to one BBU in one turn. Sigwele et al. [29] proposed three kinds of heuristic algorithms to allocate the computing resource of BBU based on next-fit (NF), first-fit, and first-fitdecreasing (FFD), those are three widely used approximate algorithms for bin packing problem. In this paper, we propose a heuristic algorithm based on BFD, which is another bin packing approximate algorithm and has better performance without increasing the complexity.
We first sort all RRH-UE clusters in descending order by the number of UE in each cluster, then assign these RRH-UE clusters to each BBU in order. Every time we check the clusters in the list, then we will try to put it into the most full BBU where it fits, or open a new BBU to serve it when no existed BBU in working model has enough spare processing ability, until all the clusters are assigned to BBUs. The BFD-based heuristic BBU scheduling algorithm is elaborated in Algorithm 3. The complexity of solving Algorithm 3 is same with BFD bin packing solution, which is O(P log P) and P represents the total number of RRH-UE clusters here.
In summary, we first get the optimum data transmission rate and VM processing rate of each UE through the optimum network-wide beamforming vectors obtained by solving problem (P1). Based on beamforming vectors, the RRH-UE clusters can be obtained through Algorithm 2. Then, we can get the scheduling results between RRH-UE clusters and BBUs through Algorithm 3, which is the final resource allocation result of problem (P0).
V. SIMULATION RESULTS
In this section, we evaluate the performance of our proposed joint resource allocation scheme through numerical simulation results.
We consider a heterogeneous Cloud-RAN with seven macro RRHs formulate seven macro cell as shown in Fig. 4 . Each macro cell has three pico RRHs to provide hot-spot coverage. The network simulation parameters mainly reference to [45] are listed in Table I . The UEs are randomly located in the whole area, and we simulate our scheme in different numbers of total UEs. We also assume the UEs are homogeneous, which means different UE has the same QoS requirement c req .
To evaluate the BBU scheduling algorithm in this paper, we choose several existed bin-packing-based BBU scheduling algorithms as comparison, which are listed below. 
1) Optimum Algorithm:
The optimum bin packing-based BBU scheduling algorithm needs to traverse all feasible solutions, and then chooses the solution with minimum number of BBUs in working model. Since bin packing problem is a typical NP-hard problem, the complexity of optimum algorithm is O(2 P ).
2) Next-Fit-Based Algorithm: The NF-based BBU scheduling algorithm is proposed in [29] . Different from our proposed algorithm, the RRH-UE clusters do not need to be sorted before the assignment. And the RRH-UE clusters are just assigned to the next feasible BBUs in the list. The complexity of NF-based BBU scheduling algorithm is O(P log P).
3) First-Fit-Decreasing-Based Algorithm: The FFD-based BBU scheduling algorithm is proposed in [29] . It also needs to sort the RRH-UE clusters before assignment, but for each RRH-UE cluster in the list, it just chooses the first feasible BBU instead of the best feasible one comparing to our algorithm in this paper. The complexity of this algorithm is also O(P log P).
4) Max-Min Algorithm:
The max-min algorithm is proposed in [28] . Compared to the previous several BBU scheduling algorithms, it lowers the complexity with the loss of performance. In each iteration, the algorithm tries to assign the cluster with maximum number of UEs and the cluster with minimum number of UEs to one BBU. The complexity of this algorithm is O(P).
We first evaluate the performance of our BBU scheduling scheme. Fig. 5 shows the number of BBU in working model under different traffic loads of the whole network. When the number of UE in the area is small, we can see that different algorithms have the same performance. The reason is that one BBU can support all UEs when the number of UEs is equivalent to or smaller than the processing limit of a single BBU. As the number of UEs grows, the performance difference among different BBU scheduling algorithms will become more obvious. It is clear that except the optimum algorithm, our proposed BFD-based BBU scheduling algorithm outperforms others, for the reason that it chooses the best fit BBU for each cluster with least capacity loss. Fig. 6 illustrates the energy consumption of BRP under different UE numbers. According to the BBU power model introduced in Section II, the power consumption of BRP is mainly consisted of the power consumption of BBUs in working model and sleeping model. We set the QoS requirement of each UE as c req = 10 Mb/s, and simulate the performance of each BBU scheduling algorithm. Based on the networkwide beamforming vectors approached by Algorithm 1, we can get the power consumption of each VM provided by BBUs in working model, and then obtain the BRP power consumption. From Fig. 6 , we can see that our proposed BFD-based BBU scheduling algorithm outperforms all other heuristic algorithms, and the performance of the algorithm is closest to the optimum result.
As two simple basic bin-packing algorithms with lower complexity, the NF algorithm and the max-min algorithm do not sort the elements before packing, but with loss of performance as Fig. 6 shows. Compared to a better algorithm FFD, BFD also sorts the elements in decreasing size before packing, but it puts each element in the fullest bin which it fits, rather than the first fit one. So it has slightly better performance than all the other algorithms except the optimum one, which means it requires the least number of bins to pack all the numbers. So based on BFD, our proposed BBU scheduling scheme in this paper requires the least number of BBUs in working model. Furthermore, it can fulfill all the UEs' requirements to get the best performance with the lowest energy consumption as shown in Fig. 6 . Fig. 7 illustrates the system utility under different UE numbers. We set the QoS requirement of each UE as c req = 10 Mb/s. As the number of UE grows in the network, the system utility increases, for the reason that more UEs bring more throughput, while the energy consumption does not increase much. Clearly that different BBU scheduling algorithms may result in different system utility performances. From the simulation results, Compared to other BBU scheduling algorithms, we can see that besides the optimum algorithm, our proposed BFD-based algorithm has the best performance comparing to other BBU scheduling algorithms.
VI. CONCLUSION
We jointly consider the RRH antenna resource and BBU computation resource and proposed an energy-efficient resource allocation scheme based on heterogeneous Cloud-RAN in this paper. We decompose our problem into two subproblems. The first subproblem is a network-wide beamforming vectors optimization, and we use a WMMSE approach to solve it. Based on the optimized beamforming vector, we propose an algorithm to get the RRH-UE clusters. The second subproblem is the BBU scheduling problem, and we reformulate it as a bin packing problem which means to minimize the number of working BBUs to save more energy. Compared to some existed works which form the BBU scheduling problem as a bin packing problem, we propose a bin packing algorithm based on the BFD method, which has better performance. With the detailed theoretical analysis and simulation results, the performance of our proposed BBU scheduling algorithm is better than other heuristic algorithms, which will lead to a higher system energy efficiency.
