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INSTITUT DES SCIENCES ET TECHNOLOGIES
Simulation de modèles personnalisés du coeur pour la
prédiction de thérapies cardiaques
Résumé : La compréhension clinique et le traitement des maladies cardiovascu-
laires est extrêmement complexe. Pour chaque patient, les cardiologues sont confron-
tés à des difficultés pour déterminer la pathologie, choisir une thérapie ou encore
sélectionner les patients susceptibles de bien répondre à un traitement donné. Afin
de fournir une aide additionnelle aux cardiologues, de nombreuses équipes de re-
cherche étudient la possibilité de planifier de telles thérapies grâce à des modèles
biophysiques du cœur. Ils formulent l’hypothèse que l’on peut combiner les données
fonctionnelles et anatomiques afin de créer des modèles cardiaques personnalisés à
chaque patient qui auraient le potentiel de prédire les bénéfices des différentes thé-
rapies. Les simulations électromécaniques du cœur sont basées sur des modèles
informatiques qui peuvent représenter la géométrie, le mouvement et la propagation
d’ondes électriques pendant un cycle cardiaque avec suffisamment de précision.
L’intégration d’information anatomique, mécanique et électrophysiologique pour un
patient donné est essentielle pour construire ce type de modèle.
Dans cette thèse, nous présentons tout d’abord les méthodes de personnali-
sations géométriques, cinématiques et électrophysiologiques nécessaires à toutes
modélisations mécaniques. Nous utilisons ensuite le modèle électromécanique de
Bestel-Clément-Sorine qui a déjà prouvé avoir un bon réalisme sans être trop com-
plexe au vu des données disponibles. Nous commençons par détailler la nouvelle
implémentation de ce modèle dans une plateforme efficace de simulation médicale
ayant l’avantage d’être libre et interactive, puis nous analysons les résultats de la
simulation par une étude de sensibilité complète.
Dans un deuxième temps, nous étudions la possibilité de personnaliser les pa-
ramètres mécaniques de ce modèle à partir d’images médicales (IRM). Pour cela,
nous proposons en premier lieu une méthode automatique de calibration qui estime
les paramètres mécaniques globaux à partir de courbes de pressions et volumes.
Cette technique testée sur 6 volontaires et 2 cas pathologiques nous a permis de
faire une étude de spécificité qui consiste à déterminer les paramètres pertinents
capables de différencier les cas pathologiques des cas sains.
Une fois initialisés à ces valeurs calibrées, les paramètres sont personnalisés
localement avec un algorithme d’optimisation plus complexe. Le « Reduced Order
Unscented Kalman Filtering » est utilisé pour estimer les contractilités de toutes
les zones AHA du ventricule gauche à partir des volumes régionaux extraits des
séquences d’images IRM. Cette stratégie de personnalisation a été validée et tes-
tée sur plusieurs cas pathologiques et volontaires. Ces différentes contributions ont
montré des résultats prometteurs tout au long de cette thèse et certains sont déjà
utilisés pour quelques études de recherche.
Mots clés : Modélisation Cardiaque ; Mécanique Cardiaque ; Modèle Informa-
tique ; Etude de Sensibilité ; Etude de Spécificité ; Calibration des Paramètres ; Per-
sonnalisation ; Imagerie Medicale
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planning
Abstract: The clinical understanding and treatment of cardiovascular diseases is highly
complex. For each patient, cardiologists face issues in determining the pathology, choosing a
therapy or selecting suitable patients for the therapy. In order to provide additional guidance
to cardiologists, many research groups are investigating the possibility to plan such therapies
based on biophysical models of the heart. The hypothesis is that one may combine anatomical
and functional data to build patient-specific cardiac models that could have the potential to
predict the benefits of different therapies. Cardiac electromechanical simulations are based
on computational models that can represent the heart geometry, motion and electrophysiology
patterns during a cardiac cycle with sufficient accuracy. Integration of anatomical, mechanical
and electrophysiological information for a given subject is essential to build such models.
In this thesis, we first introduce the geometry, kinematics and electrophysiology person-
alizations that are necessary inputs to mechanical modeling. We propose to use the Bestel-
Clément-Sorine electromechanical model of the heart, which is sufficiently accurate without
being over-parametrized for the available data. We start by presenting a new implementation
of this model in an efficient opensource framework for interactive medical simulation and we
analyze the resulting simulations through a complete sensitivity analysis.
In a second step, the goal is to personalize the mechanical parameters from medical im-
ages (MRI data). To this end, we first propose an automatic calibration algorithm that estimates
global mechanical parameters from volume and pressure curves. This technique was tested
on 7 volunteers and 2 heart failure cases and allowed to perform a preliminary specificity study
that intends to determine the relevant parameters able to differentiate the pathological cases
from the control cases.
Once initialized with the calibrated values, the parameters are then locally personalized
with a more complex optimization algorithm. Reduced Order Unscented Kalman Filtering is
used to estimate the contractilities on all of the AHA zones of the Left Ventricle, matching the
regional volumes extracted from cine MRI data. This personalization strategy was validated
and tested on several pathological and healthy cases. These contributions have led to promis-
ing results through this thesis and some are already used for various research studies.
Keywords: Cardiac Modeling; Cardiac Mechanics; Computer Model; Sensitivity Analysis;
Specificity Analysis; Parameter Calibration; Patient-Specific; Medical Imaging
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1.1 Why Building Patient-Specific Models of the Heart?
1.1.1 Clinical Context
Worldwide, 17 millions people die each year from cardiovascular disease1, particularly
heart attacks and strokes. In Europe, cardiovascular disease causes 46 times the number
of deaths of AIDS, tuberculosis or malaria combined and represents the major cause of
death. At least 80% of these deaths could be prevented either by a healthier life style or a
better detection and prediction of the disease.
The early detection and prediction of such disease has therefore become a major chal-
lenge to improve patient health and reduce morbidity. Significant progress has been made
in the past 20 years in the medical imaging field in order to replace invasive methods.
Computed Tomography (CT) scans, electrocardiography and Magnetic Resonance Imag-
ing (MRI) allow to better study the cardiovascular system and clearly detect wall thickness,
chamber flow patterns, and follow the myocardium motion along the cardiac cycle.
1Facts and figures from http://www.who.int/ncd/cvd/
1
2 INTRODUCTION
The variety of currently available data offers great opportunities to improve clinical
outcome of cardiovascular disease. The possible measurement allows to detect cardiomy-
opathy, asynchronous behavior, tachycardia and so on. However, the overflow of informa-
tion is difficult to process for the clinical practice and often leads to inter-subject variability
in pathophysiology. Thus, despite some tremendous advances in imaging and other data
acquisitions, determining the optimal treatment remains a challenge.
As an example, Cardiac Resynchronization Therapy, which aims at relieving heart fail-
ure symptoms by reducing heart dysynchrony, still gives 30% of non-responders within the
treated patients (Smith et al., 2011). The selection of the patients as well as the location
of the pacemaker leads is currently not optimized and the clinical definition of the targeted
group of patients rather unclear. Finding answers to these optimization issues could there-
fore give additional guidance to cardiologists.
1.1.2 Role of Medical Image Computing
To give additional guidance to cardiologists, several research groups are working on auto-
matic tools to extract information from the images, simulate the cardiac behaviour under
some therapies. The vision is to combine anatomical and functional data to build biophysi-
cal models that can reproduce the patient’s heart function and therefore simulate the outputs
of some therapies in silico, study the effects of drugs or quantify the pathology.
Advances have been made on this topic in the past 15 years. First, several automatic (or
semi-automatic) tools now exist to extract the geometry of cardiac anatomy from MRI data
(Tobon-Gomez et al., 2012b; Ecabert et al., 2011). Imaging softwares also allow to measure
interactively some distances (MedInria, Cardioviz3D, Segment, GIMIAS,...). This already
helps cardiologists in quantifying a pathology such as a cardiomyopathy or an abnormal
large right ventricle.
Second, from the sequence of images, we can extract the movement of the myocardium,
and other cardiac structures. Many research groups (Mansi et al., 2011; De Craene et al.,
2012a) are still trying to automatically register the motion from MRI data facing significant
difficulties. Indeed, since in 3D cine MRI data the slices are taken for several cycles and
then resynchronized, the visible motion is perturbed. Moreover, the resolution is pretty low
and very anisotropic making the muscle contours challenging to determine with accuracy
even manually. Motion tracking can give precious clinical indices of the patient’s state such
as the ejection fraction or the regional volumes, as well as an estimate of the real motion.
Finally, using the anatomy and cardiac motion extracted from images as a ground truth,
as well as electrocardiograms, endocardial pressures, aortic blood pressures and other avail-
able measurements, we aim at personalizing electromechanical models of the heart, that is
to say we can adapt a generic model to each patient. To this end, a good compromise be-
tween the modeled biophysical behavior and the information extracted from images must be
found. Once the model is patient-specific, several therapies can be simulated such as cardiac
resynchronization therapy, atrial defibrillation, radio-frequency ablation, valve replacement
and so on. This could, once further validated, improve the success rate of the therapies and
decrease therefore the morbidity (Smith et al., 2011; Mansi et al., 2009; Sermesant et al.,
2012).
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Figure 1.1: (Left) Heart anatomy showing the right and left heart that work synchronously to pump
the blood in the pulmonary and general system. Blue vessels represents the blood poor in oxygen
and red the blood rich in oxygen. Modified image from Wikipedia.
1.2 How Are Such Models Built?
Building an efficient electromechanical model of the heart requires a high knowledge of the
structure and function of the heart at different scales.
1.2.1 Structure and Function of the Heart
The heart is a biological engine that pumps the blood through the human body about 70
times per minute. Blood is transported towards the organs to provide them with oxygen and
towards the lungs to collect the oxygen in a closed loop. The heart is therefore separated
into two parts (see Fig.1.1). The blood poor in oxygen first arrives in the right atrium then
is pushed towards the right ventricle before being ejected during the cardiac contraction
towards the lungs. Once oxygenated, the blood arrives in the left atrium, is pushed inside
the left ventricle and ejected towards the rest of the body during the cardiac contraction. A
higher blood pressure is applied by the left ventricle since the circulatory system is much
longer than for the right ventricle which is why the left ventricle is thicker and therefore
more powerful than the right ventricle.
Cardiac contraction and relaxation are controlled by two biological phenomena. First,
an electrical wave propagates along the myocardium to depolarize the cells. Then, the
depolarized cells contract and relax to create the global motion.
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Figure 1.2: Ion exchanges at the surface of the myocytes that create the action potential. Image
from (Marbán, 2002).
Cardiac Electrophysiology
The electrical wave is triggered by the modification of ion concentration across the surface
membrane of each heart cell, also called myocytes (see Fig.1.3) which creates the action
potential following 5 phases (numbered 0 to 4) as shown Fig.1.2. At rest (Phase 4), the
potential inside the myocyte is negative with respect to the outside since the membrane is
selectively permeable to various ions. Indeed, the membrane is most permeable to K+ ions
and relatively impermeable to other ions. During electrical activation (Phase 0), the poten-
tial reverses (or depolarizes) while the membrane becomes permeable to Na+ ions and the
Na+ channels open. In phase 1, the Na+ channels desactivate and movement of K+ and Cl−
ions cause the small downward deflection in the action potential. The “plateau“ in phase
2 is sustained by a balance between Ca2+ ions moving into the cell and K+ moving out
of the cell and activates the contraction of the myocyte through a calcium-induced calcium
release process (Endo, 1977). Once depolarized, the myocytes stay excited during a refrac-
tory period during which the cell cannot be excited anymore. Finally the Ca2+ channels
close in phase 3 for the repolarization phase and by re-equilibrating the ion concentration,
the negative potential is restored and the cell relaxes.
Electrocardiograms (ECG) enables to record the electrical wave propagation, or sinus
rhythm (see Fig.1.4). The electrical wave starts at the sinoatrial node of the atria, also
called physiological pacemaker, and propagates through the right atrium and then the left
atrium leading to the contraction of both atria. This can be seen on the ECG as the P wave.
The electrical wave is then delayed at the atrioventricular node (AV node) during the PR
segment to allow the atria to finish their contraction. Then, the wave propagates through
the Bundle of His where it splits into two bundle branches before going to the left and the
right ventricles. Both bundles then produce numerous fibers called Purkinje fibers in order
to stimulate groups of myocytes. The time during which the electrical depolarization is
spread through the ventricle represents the QRS complex. Finally, the cycle finishes with
the repolarization of the ventricles during the T wave.
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Figure 1.3: Phases of the action potential. Image from Wikipedia.
Figure 1.4: (Left) Conduction system with (1)-Sinoatrial node (2)-Atrioventricular node (3)-Bundle
of His (4)-Left bundle branch (5)-Left anterior fascicle (6)-Left posterior fascicle (7)-Left ventricle
(8)-Ventricular septum (9)-Right Ventricle (10)-Right bundle branch. (Right) Schematic diagram of
normal sinus rhythm as seen on ECG. Images from Wikipedia.
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Cardiac Mechanics
The myocardium is a muscle contracting depending on the cellular ion concentrations along
preferred directions. The muscle is contracting along fibers which are bundles of myofibril.
These myofibrils can be detailed in series of sarcomeres which are separated by Z-discs. A
sarcomere is composed of thin filaments (actin) and thick filaments (myosin) responsible
for the contraction and relaxation. Troponin is a component of thin filaments, attached to
the protein tropomyosin which blocks the attachment sites for the myosin crossbridges in
a relaxed muscle. During contraction, the free calcium ions enter into the sarcomere and
some of them attach to troponin causing the actin filaments to change shape and allow the
myosin to connect. More precisely, troponin has three subunits: TnC, TnI and TnT. When
free calcium ions enter the sarcomere, TnC binds to calcium ions and causes the dislocation
of TnI which holded the actin-tropomyosin complex into place. So tropomyosin moves out
of the active sites leaving them free for the myosin. Myosin binding to actin creates the
crossbridges, the filaments slide towards the Z-discs leading to the shortening of the sar-
comere. When the calcium ions are released, the myosin and actin filaments unbind and the
sarcomere comes back to its rest state.
At the organ level, the ventricles are filled with blood coming from the atria and ejected
through the arteries, with valves ensuring the proper circulation. The closing and opening
of these valves lead to four cardiac phases (filling, isovolumetric contraction, ejection and
isovolumetric relaxation) (Fig.1.5). First, the ventricles passively filled up with blood from
Figure 1.5: Cycle of the left ventricle. Image from Wikipedia.
the atria. Then, the atria start contracting and actively eject blood into the ventricles. The
atrioventricular valves then close (which generates the first noise of a heart beat) and the
ventricles start contracting. The ventricular pressures quickly rise (isovolumetric contrac-
tion) until they become higher than the arterial pressures forcing the arterial valves to open.
The blood is ejected towards the arteria (ejection) and the pressures still rise and then de-
crease when the ventricle start relaxing. When the ventricular pressures drop below the
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arterial pressures the arterial valves close (second noise) and the isovolumetric relaxation
starts. When the pressure becomes lower than the atrial pressure the atrioventricular valves
open and the filling phase starts again.
1.2.2 State of the Art of Existing ElectroMechanical Models
Several types of models are already available to represent the cardiac electrophysiology
or/and the electromechanical coupling.
Cardiac Electrophysiology
Since the work of (Hodgkin and Huxley, 1952; FitzHugh, 1961), several approaches have
been developed to reproduce the propagation of the electrical wave across the cardiac mus-
cle. There exists bi-domain and mono-domain models. Bi-domain models separate the
cardiac tissue into intracellular and extracellular domains leading to coupled differential
equations with different parameters for both domains. In the mono-domain formulation,
the extracellular potential is fixed and therefore the intracellular potential is equal to the
transmembrane potential leading to one differential equation. We divide the mono-domain
models into three categories:
• Ionic Biophysical models: work at the scale of the cell to represent the ionic interac-
tions (Noble, 1962; Noble et al., 1998; Ten Tusscher et al., 2004). Those very detailed
models depending often on more than 50 parameters, can control every ion channel
through reaction-diffusion partial differential equations.
• Macroscopic Biophysical models: work at a more macroscopic level by describing
the propagation of the action potential directly without focusing on the ionic phenom-
ena (FitzHugh, 1961; Nagumo et al., 1962; Aliev and Panfilov, 1996; Mitchell and
Schaeffer, 2003). They also rely on reaction-diffusion differential equations but with
a limited number of parameters.
• Eikonal models: are the simplest ones. These models control the electrical wave by
computing its arrival time (depolarization time) at a given point of the myocardium
(Colli Franzone et al., 1990; Keener and Sneyd, 2009). An extension of this model
(Sermesant et al., 2006) computes as well the repolarization times. These models are
governed by one or two parameters only. Solving these models has been done very
efficiently with Fast Marching Methods (Sermesant et al., 2007).
Biophysical models are more sophisticated and can reproduce better the electrical wave
propagation than the simplified phenomenological models or Eikonal models. Nevertheless,
they are computationally expensive and over-parametrized for the data usually available.
On the other hand, Eikonal models can be simulated efficiently and personalized easily
since they depend on few parameters. However, they are extremely simplified and cannot
reproduce complex pathologies like fibrillation for instance. Therefore, one has to choose
and adapt a model depending on the needs and the available data.
Cardiac Mechanics
The myocardium is mainly made of active myocytes and of hyperelastic soft tissue whose
motion is controlled by the propagation of the electrical wave. Its constitutive law is com-
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plex, coupling active contraction with passive elasticity, viscosity and friction. Several cat-
egories of models intend to represent the active contraction, simulated as an external force
that makes the myocardium contract. We can therefore find:
• Ionic Biophysical Models: that work on the ion interactions and the actin-myosin
binding process to generate the cardiac motion (Hunter et al., 1997; Nash, 1998;
Niederer et al., 2006). These very detailed models reproduce the biological mecha-
nisms of sarcomere contraction at the tissue level, with complex equations depending
on a large number of parameters related to ionic phenomena.
• Macroscopic Multi-Scale Biophysical Models: that derive their equations from the
unbinding-binding process at the macroscopic level from statistical mechanics involv-
ing the Huxley filament model (Huxley, 1957). These models (Bestel et al., 2001;
Sainte-Marie et al., 2006; Chapelle et al., 2012b) build the dynamical system from
thermodynamical laws and take into account every involved energy terms.
• Lumped Models: focus on one single myocyte. They are analytical models of fiber
contraction that therefore do no take into account the spatial variability and do no
require a mesh to be solved (Arts et al., 1979).
As for the passive part, several elasticity behaviors have been though of, from linear
anisotropic (Sermesant et al., 2006), to isotropic hyperelastic (Bestel et al., 2001) or or-
thotropic (Holzapfel and Ogden, 2009; Wong et al., 2008; Mazhari and McCulloch, 2000).
One major point to consider is the number and observability of parameters that will then
need to be estimated. Furthermore, with orthotropic hyperelasticity, fiber, sheet and normal
directions have to be known, which is still very challenging.
Therefore, several mechanical models exist with different scale of modelling, complex-
ity and number of parameters. Depending on the modelling goal and the available data, one
may choose the corresponding model.
1.3 How are Such Models Personalized?
Personalizing the electromechanical models is very challenging. One needs to combine all
available data and extract relevant information at several stages of the personalization (see
Fig.1.6). In this thesis, MRI data only were studied.
Personalization
Figure 1.6: Schematic representation of the personalization pipeline.
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1.3.1 Processing Imaging Data
Several types of imaging modalities exist, with different purposes and resolutions. To re-
trieve anatomical information, static 3D SSFP are usually the most convenient since the res-
olution is pretty high and the field of view include the four chambers (see Fig.1.7). Several
Figure 1.7: Example of static 3D SSFP MR images. Top Left: view with resolution 1.5 mm x
0.75 mm; Top Right: view with resolution 0.75 mm x 0.75 mm; Bottom Left: view with resolution
1.5 mm x 0.75 mm; Bottom right: 3D view.
automatic or interactive tools already exist to create the myocardium geometry (Ecabert
et al., 2011; Larrabide et al., 2009).
To study the movement of the cardiac muscle, a time series of images is necessary.
We use in this thesis the cine SSFP MRI data which is acquired through several cardiac
cycles and then resynchronized using ECG signals. Much less slices are taken for cine MRI
leading to a low number of axial slices (see Fig.1.8). Moreover, only two chambers are
visible so the movement of the atrium as well as the motion of the basal area cannot be
precisely registered.
Tagged-MRI data enables to follow the movement of the myocardium (usually Left
ventricle only) through a grid attached to the voxels that will be deformed over time (see
Fig.1.9). This imaging modality is very useful to make the registration point-wise. Unfor-
tunately, tagged MRI data are rarely available for pathological cases.
1.3.2 Electrophysiology Personalization
Electrophysiology model personalization can be basically addressed as an inverse problem
of parameter estimation. Considerable progress has been made to tackle this issue. First,
Moreau-Villéger et al. (2006) used a single heart cycle for 2D phenomenological Aliev &
Panfilov model, where the AP propagation was simulated on a simple surface mesh mod-
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Figure 1.8: Example of cine SSFP MR images. Top Left: short axis view with resolution 1.25 mm
x 1.25 mm; Top Right: Long axis view with resolution 1.25 mm x 10.1 mm; Bottom Left: Long axis
(orthogonal) view with resolution 1.25 mm x 10.1 mm; Bottom right: 3D view.
Figure 1.9: Example of tagged MR images. Left: long axis view with resolution 0.9 mm x 0.9 mm;
Right: Short axis view with resolution 0.9 mm x 0.9 mm.
elling a dog’s heart epicardium. Then, Chinchapatnam et al. (2008) performed the same
adjustment for patient data on 2D Eikonal models. Initial step towards personalization of
the 3D Aliev & Panfilov model were taken in (Lepiller et al., 2008) with adjustment of De-
polarization Times and Action Potential Durations from a single cycle. Finally, Relan et al.
(2011a) proposed a personalization framework for a 3D macroscopic Mitchell & Schaeffler
model on a volumetric bi-ventricular mesh of the myocardium using 2D epicardial surface
data.
1.3.3 Mechanics Personalization
Finally, personalizing mechanics, which is the focus of this thesis, consists in optimizing
mechanical parameters of the model so that the simulation behaves, as much as possible
in accordance to patient-specific datasets (images and other signals) without loosing its
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physiological behavior and predictive power. This inverse problem has been tackled by
different authors. For instance, Moireau and Chapelle (2011a) as well as Chabiniok et al.
(2011) estimate the contractility parameters using Reduced Order Unscented Kalman Filter-
ing (ROUKF). Xi et al. (2011) compared ROUKF and Sequential Quadratic Programming
for the estimation of passive material parameters from synthetic data. Wang et al. (2009)
use Sequential Quadratic Programming in order to estimate passive material stiffness from
tagged MRI and ex-vivo DT-MRI of dog’s hearts. Liu and Shi (2009) applied the extended
Kalman Filtering on 2D slices from tagged or cine MRI in order to estimate passive param-
eters. Finally, Sundar et al. (2009) and Delingette et al. (2012) rather use adjoint variational
methods to estimate the contractility parameters from synthetic cardiac motion and real
pathological cases for the latter. Variational methods have the advantage of being robust
to the initialization but require to differentiate a cost function which is computationally ex-
pensive and not modular (every change in the model leads to a manual re-derivation of the
method). On the other hand, sequential methods can easily be made parallel leading a a fast
computation, some do not require a differentiation, but they depend on the initialization.
1.4 Manuscript Organization and Main Contributions
1.4.1 Main Contributions
During this PhD study, four main contributions were proposed.
• A new implementation of the Bestel-Clément-Sorine electromechanical model of the
heart was performed in the opensource platform SOFA2 which allows modularity,
interactivity and fast computation.
• To speed up the simulation, a new computational formulation of the finite element
method for hyperelastic materials and linear elements is proposed and shows a great
improvement in computation time for all the tested hyperelastic materials.
• In order to automatically initialize the mechanical parameters before regional person-
alization, a fast calibration algorithm is proposed and tested successfully on several
healthy and pathological cases leading to a preliminary specificity study.
• We propose a new strategy for regional personalization based on the regional volumes
to estimate the contractilities of all AHA zones for several pathological and healthy
cases.
1.4.2 Organization of the thesis
The present manuscript is organized along the published and submitted work on which it is
mainly based. It follows rather well the studies performed during this thesis in a chronolog-
ical order: from the modelling of the heart to its personalization.
Chapter 2 describes the necessary steps that lead to an electromechanical model of the
myocardium. We start by analyzing the available data (heathy and non healthy cases) and
the preprocessing steps that enable to build the mesh, the fiber fields and the electrophysi-
ology input. The complete Bestel-Clément-Sorine model that we used is then presented in
2SOFA is an opensource software for medical simulation available at http://www.sofa-framework.org/
(Faure et al., 2012)
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details linking each equation to its physiological meaning. Most of this chapter was pub-
lished in (Marchesseau et al., 2012a). During the course of this thesis we had the opportunity
to gather three types of data: 17 heathy cases from which 8 were studied (the selection was
made based on segmentation and registration results); 2 Left Bundle Branch Block Heart
Failure cases acquired at King’s college London with EnSite data and endocardial pressures;
and 3 pathological cases acquired at INSERM institute (Rennes, France) selected for CRT
(Cardiac Resynchronization Therapy). Table.1.1 summarizes the available data. We had at
our disposal several tools to segment and register the image sequences as well as to create
the mesh. All this enables to draw rich conclusions on the proposed methods.
Table 1.1: Available data for the studied patient and volunteer cases
Case Numbers cine-MRI EnSite Pressures
Volunteers from KCL 8 Yes No No
Patients from KCL 2 Yes Yes Yes
Patients from INSERM 3 Yes Yes No
Chapter 3 details our first contribution which consists in a new efficient implementa-
tion of the Bestel-Clément-Sorine model on an opensource interactive modular platform,
based mainly on (Marchesseau et al., 2012a, 2010b) and (Faure et al., 2012). We use the
SOFA platform for simulation which has many advantages. First, it leads to a fast com-
putation, then it is a modular framework that allows to easily change the model for further
improvements and finally it is well suited for interactive simulation. In this chapter, we first
describe this simulation platform and its scenegraph data structure. Then we develop each
component of the model and in particular the hyperelasticity which represents the passive
part of the myocardium (and of any soft tissue). We propose an innovative method to com-
pute hyperelastic materials that proved to increase efficiency in comparison to the standard
Finite Element Method (Marchesseau et al., 2010b). Finally, we introduce the algorithm
implemented to deal with the pressure inside the ventricles that replaces the fluid constraint
in a more efficient way. Results of simulation show that the expected cardiac behavior is
well recovered.
In Chapter 4 we propose an automatic calibration technique, published in (Marchesseau
et al., 2012c) and further developed in (Marchesseau et al., 2012a,d). This method allows to
estimate global values of the left ventricle mechanical parameters from indices of the vol-
ume and pressure curves using the Unscented Transform algorithm (Julier and Uhlmann,
1997). It computes the covariance matrix between the parameters and the observations and
gives the best possible set of parameters to match given observations in one iteration. This
calibration method shows good results for 7 healthy volunteers and two pathological cases
leading to an estimation of pathological mechanical parameters versus control parameters.
A comparison of these parameters leads to a preliminary specificity study that is in agree-
ment with literature and medical knowledge.
Chapter 5 presents a new personalization strategy based on regional volumes, submit-
ted in (Marchesseau et al., 2013a). This strategy extends the global calibration technique
to regional contractility estimation using the Reduced Order Unscented Kalman Filtering
(Moireau and Chapelle, 2011b). Using regional volumes allowing to smooth the regis-
tration imperfections, the proposed strategy shows good results for the studied pathological
and volunteer cases. A comparison of the results for heart failures versus volunteers enables
first conclusions on non-responders to CRT.
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We conclude on the presented contributions and discuss perspectives in Chapter 6.
Finally Appendix A gives the application of a numerical analysis technique proposed in
Chapter 3 to the modelling of the liver deformation and published in (Marchesseau et al.,
2010b). Details of the required calculations are also given in Appendix B and Appendix C.
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2.1 Introduction
The clinical understanding and treatment of cardiovascular diseases is highly complex. For
each patient, cardiologists face issues in classifying the pathology, choosing the therapy or
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selecting suitable patients. In order to provide additional guidance to cardiologists, many
research groups are investigating the possibility to plan such therapies based on biophysical
models of the heart (Kerckhoffs, 2010). The hypothesis is that one may combine anatomical
and functional data to build patient-specific cardiac models that could have the potential to
predict the benefits of different therapies. Cardiac electromechanical simulations are based
on computational models that can represent the heart geometry, motion and electrophysi-
ology patterns during a cardiac cycle with sufficient accuracy. Integration of anatomical,
mechanical and electrophysiological information for a given subject is essential to build
such models.
Several approaches for the past 20 years have been developed to describe and simulate
the cardiac function, including cardiac mechanics and electrophysiology (Humphrey et al.,
1990; Hunter et al., 1997; Nash, 1998; Bestel et al., 2001; Sachse, 2004). They differ in
their choice of hyperelastic material, electrophysiological properties or electromechanical
coupling. In this chapter the Bestel-Clément-Sorine (BCS) model (Bestel et al., 2001),
further improved by Chapelle et al. (2012b) is developed. It showed good accuracy and
predictive power under different pacing conditions in terms of haemodynamics (Sermesant
et al., 2012), without being over-parametrized for the available data.
The following chapter details the available data and tools used before the mechanical
modeling and personalization. Three different steps are needed before any mechanical per-
sonalization can be performed: extraction of the myocardium geometry, estimation of the
patient’s cardiac motion and personalization of the electrophysiological propagation.
2.2 Available Data
Our database is made of cardiac MRI data, including both SSFP sequence for anatomical
description and cine-MRI for motion tracking. Three types of data were studied in this
thesis: a set of volunteer data and a set of patient data acquired at the Division of Imag-
ing Sciences & Biomedical Engineering at King’s College London, UK and another set of
patient data acquired at INSERM institute, Rennes, FRANCE, as part of studies that were
ethically approved. Written informed consent was obtained from all human subjects and
the studies were performed with all appropriate institutional human subjects approvals.
2.2.1 Volunteer Study from KCL
This study includes extensive multi-modality imaging of volunteers from which 8 healthy
cases were used. All datasets consist of sequences of 4D cine-MRI with a spatial resolution
of approximately 1.5×1.5×7mm3 and a temporal resolution of around 30 ms (30 images
per cardiac cycle), that cover the ventricles entirely. Volunteers were aged 28 ± 5 years,
without clinical history of cardiac diseases. This dataset was made available to the research
community for the STACOM’2011 challenge, see (Tobon-Gomez et al., 2011) for details
regarding the data acquisition of this study.
2.2.2 Patient Study from KCL
We also used here 2 pathological cases from a combined imaging and endocardial mapping
study concerning patients selected for CRT (Ginks et al., 2011). They were both charac-
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terized by a large QRS, due to a Left Bundle Branch Block (LBBB), and a small ejection
fraction, due to the asynchronous contraction of the left ventricle. The first patient was a
sixty year old woman with NYHA class III (NYHA classes stand for the stages of heart
failure according to the New York Heart Association). The left ventricle ejection fraction
was 25% and the patient suffered from significant mechanical dysynchrony, with a QRS
duration of 154ms (normal QRS is less than 120ms). This patient is referred to as post my-
ocardial infarction heart failure (post-MI HF). The second patient was also in NYHA class
III heart failure, with a left ventricle ejection fraction of 18% and a QRS duration of 200ms.
This patient suffered furthermore from severe dilated cardiomyopathy heart failure (DCM
HF).
High quality cardiac anatomical and functional data were acquired with MRI, such as
myocardial shape, wall motion and infarct sites, with a spatial resolution of approximately
1.5×1.5×7mm3 and a temporal resolution of around 30ms. Electro-anatomical data was
also obtained from catheter-based measurements that are guided using X-ray fluoroscopy
with a spatial resolution of less than a centimeter and a temporal resolution close to a mil-
lisecond. Acute heamodynamic data was acquired using a high fidelity (200 Hz) pressure
sensor to measure left ventricular pressure. This data was registered in space using the
developed XMR registration (Rhode et al., 2005).
2.2.3 Patient Study from INSERM
Finally 3 heart failure cases acquired at INSERM institute were studied in this thesis. They
were selected for Cardiac Resynchronization Therapy based on criteria from the New York
Heart Association (NYHA) class III-IV. Patients had a small ejection fraction (EF) < 35%
and a prolonged QRS on electrocardiogram > 120ms. The basal and follow-up of each
patients showed that 1/3 patients was a non-responder to the CRT.
Data include cine-MRI and 3D SSFP images as well as EnSite data and electrocardio-
grams allowing a detailed electrophysiological study.
2.3 Geometry Personalization
To personalize the geometry from images, three methods were used depending on the data
and the involved collaboration teams. During the first part of this thesis, the volunteer data
was segmented using Philips automatic tool (Sec.2.3.2) and the two available pathological
cases from KCL, using CardioViz3D semi-interactive tool (Sec.2.3.1). For the second part
of this thesis, the same volunteer data and new cases acquired at INSERM were segmented
using newly available segmentation tool GIMIAS (Sec.2.3.3).
2.3.1 Semi-interactive Segmentation
We combined a semi-interactive segmentation of the myocardium from the cine-MRI data at
end-diastolic phase to create the 3D geometry using CardioViz3D1, and a manual correction
from the SSFP sequence to include the four valves (see Fig.2.1).
1CardioViz3D is an open source software for the processing, simulation and visualization of cardiac data. It
is available at http://www-sop.inria.fr/asclepios/software/CardioViz3D/
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Figure 2.1: Segmented heart with the two ventricles and the four valves, generated from 3D MRI
using Cardioviz3D.
2.3.2 Philips Automatic Cardiac Segmentation
Alternatively, we used Philips automatic cardiac segmentation (Ecabert et al., 2011) tool in
GIMIAS 2 to extract the ventricles from the SSFP sequence (Fig. 2.2) and then recreate a
binary mask of the myocardium. We then used CGAL3 to create tetrahedral meshes.
2.3.3 GIMIAS Semi-automatic Segmentation
We extracted a biventricular anatomy from SSFP MRI datasets using the segmentation al-
gorithm implemented in (Tobon-Gomez et al., 2012b). This technique is based on a de-
formable model and allows manual deformations if final corrections are needed. We gener-
ated a volumetric binary image from this biventricular surface. The Marching cubes algo-
rithm (Lorensen and Cline, 1987) was then used to extract a polygonal surface. ReMesh (At-
tene and Falcidieno, 2006) enabled to smooth and ensure a manifold triangular mesh while
Tetgen4 and Netgen5 generated the tetrahedral meshes (see Fig. 2.3).
2.3.4 Fibre Directions
In the electromechanical model presented in Section 2.6, fiber directions play an impor-
tant role for both electrophysiological and mechanical simulations. There are several ways
2GIMIAS is a work flow-oriented environment focused on biomedical image computing and simula-
tion (Larrabide et al., 2009)
3CGAL Computational Geometry Algorithms Library available at http://www.cgal.org
4http://tetgen.berlios.de
5http://www.hpfem.jku.at/netgen
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Figure 2.2: (Top) Segmented four-chambers heart generated automatically with Philips plugins.
(Bottom) Resulting geometry.
Figure 2.3: Modeling the anatomy of patient INSERM Case #1 (from left to right): extracting
geometry from MR datasets, generating volumetric meshes.
to generate realistic fiber directions: by mapping an atlas onto the myocardium geome-
try (Peyrat et al., 2007; Lombaert et al., 2011; Toussaint et al., 2010) as shown on Fig. 2.4
or by synthetically varying the elevation angle (with respect to the short axis plane) across
the myocardium wall. In this thesis, the fibers were created synthetically with angles vary-
ing from -70° on the epicardium to 0° at mid-wall to to +70° on the endocardium.
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Figure 2.4: Representation of the fibers where the colors describe the orientation of the primary
eigenvectors according to the color sphere, from (Peyrat et al., 2007).
2.4 Kinematic Personalization
To track the motion of the myocardium, two methods were used depending on the data and
the collaborative teams. During the first part of this thesis, the volunteer data as well as
KCL pathological cases were registered using the iLogDemons algorithm (Sec.2.4.1). For
the second part of this thesis, the same volunteer data and new cases acquired at INSERM
were registered using newly available TDFFD Registration tool (Sec.2.4.2).
2.4.1 iLogDemons Registration
A non-rigid registration algorithm was applied to the clinical 4D image sequences to find
the deformation field between the end diastolic image and each subsequent image. We used
the incompressible Log-Domain Demons (iLogDemons) developed by Mansi et al. (2011)
which estimates a dense non linear transformation that best aligns a template image to a
reference image. Moreover, it allows to recover some components of the twist motion of
the myocardium by incorporating an elastic regularizer and incompressible constraint into
the registration. Comparison of the resulting deformed mesh and the image is presented in
Fig. 2.5.
2.4.2 TDFFD Registration
Alternativeley, we used the Time Diffeomorphic Free Form Deformation (TDFFD) algo-
rithm, which has been tested on 3D US datasets (De Craene et al., 2012a) and 3D TAG MRI
datasets (De Craene et al., 2012b). The TDFFD algorithm optimizes a 4D velocity field
parametrized by B-Spline spatiotemporal kernels. With the transformation obtained from
the registration, the static volumetric mesh was deformed and local or regional indices were
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Figure 2.5: Comparison of the registration and the images at end-diastole and end-systole. (Top)
Short axis view. (Bottom) Long axis view.
computed. Resulting deformed mesh is compared to the images in Fig. 2.6 at end-diastolic
phase (frame used for the segmentation) and end-systolic phase.
2.5 Electrophysiology Personalization
2.5.1 Healthy volunteers
To simulate the electrophysiological pattern of activity, an Eikonal model was solved for the
depolarization time Td at each point of the mesh: v
√
∇T td D∇Td = 1. v is the local electrical
conduction velocity and D = (1− r)f⊗ f+ rI is the anisotropic conductivity tensor which
depends on the fiber orientation f and on an anisotropic ratio r. The solution of this electro-
physiological model was performed using Multi-Front Fast Marching Method (Sermesant
et al., 2007).
For healthy cases, no subject specific electrophysiological data were acquired and
therefore standard values were assumed (conduction velocity of 900mm/s and anisotropic
ratio of 0.1), the personalization of this model requires to specify the onset of the electri-
cal propagation (manually defined as areas corresponding to the extremities of the Purkinje
network, on both endocardiums close to the apex). Fig. 2.7 shows the activation times after
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Figure 2.6: Estimation of the motion of patient Case #1 (from left to right): end-diastolic frame,
end-systolic frame.
Purkinje propagation. The Action Potential Duration required for the mechanical simula-
tion was calibrated from the volume curves at the same time as the mechanical parameters
for the healthy cases.
Figure 2.7: (Left) Electrophysiological and geometrical input.
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2.5.2 Pathological Cases
For the two LBBB cases and the 3 INSERM cases, intracardiac non contact mappings al-
lowed to estimate the onset of depolarization as well as electrical conductivities (Relan
et al., 2011a). Two models are used for the personalization, the Eikonal model described
previously and the Mitchell-Schaeffler biophysical model. While the Eikonal model simu-
lated the propagation of the depolarization wave, the Mitchell-Schaeffler model represents
the transmembrane potential as the sum of passive current and several active reactive cur-
rents. It is a simplified ionic model that allows reasonable computation times while giving
good accuracy (Relan et al., 2011b). An example of personalized electrophysiology is given
Fig. 2.8 (right) for a LBBB case (wave starting on the right ventricle) after registration and
interpolation of the Ensite data available on the left ventricle see Fig. 2.8 (left).
Figure 2.8: Measured (left) and Personalized (right) electrophysiology of a LBBB case from KCL.
2.6 The Bestel-Clement-Sorine Model
Our approach is based on the Bestel-Clément-Sorine (BCS) model (Bestel et al., 2001) fur-
ther improved by Chapelle et al. (2012b). This choice is governed by some good properties
of the BCS model: it is based on a multi-scale analysis, and is compatible with the laws of
thermodynamics (balance of energy may be written), which is a useful property that leads
to well-posed equations of motion (Krejci et al., 2006). We describe in this section, the
modelling used to represent the mechanical behaviour of the heart.
2.6.1 Physiological Description
The myocardium is a multi-scale structure mainly composed of myocytes (muscular cell)
and extracellular matrix. A myocyte is a fiber circumscribed by a membrane which encloses
the sarcoplasm (fluid) and myofibrils. A myofibril is divided into compartments called sar-
comeres separated by Z-discs. A sarcomere is composed of actin-myosin filaments in which
the binding and unbinding process occurs to lead to the contraction.
At the organ level, the ventricles are filled with blood coming from the atria and ejected
through the arteries, with valves ensuring the proper circulation. The closing and opening
of these valves lead to four cardiac phases (filling, isovolumetric contraction, ejection and
isovolumetric relaxation).
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2.6.2 Hypotheses of the Model
In this section we list the different modelling hypotheses (in italic font) and the mathemati-
cal formulation used to represent them.
- The contraction of the sarcomere can be derived, at the molecular scale, from the
Huxley filament model (Huxley, 1957) and takes into account the Starling effect.
Statistical mechanics allows to describe the contraction at the macroscopic scale, resulting
in a differential equation modeling the control of the active stress τc and stiffness kc by an
electrical input u: {
k˙c =−(| u |+α | e˙c |)kc+n0k0 | u |+
τ˙c =−(| u |+α | e˙c |)τc+ e˙ckc+n0σ0 | u |+ (2.1)
where α is a constant related to the cross-bridge unbinding due to the deformation rate, k0
and σ0 are respectively the maximum stiffness and contraction. n0 is a reduction factor that
allows to take into account the Starling effect by which the maximum contraction depends
on the fiber strain ec. The control variable u is derived from the electrical activation model
and is a function of the free calcium concentration only. It is simplified here under the form
of a function of time, by neglecting the variations in calcium dynamics (see Fig. 2.9):
u(t) = kAT P for t ∈ [Td , Td +APD]
u(t) =−kRS for t ∈ [Td +APD, Tr]
u(t) = 0 for t ∈ [Tr, Td +HP]
(2.2)
kAT P is the rate of the myosin ATPase activity controlling the contraction rate and kRS is
the rate of sarcoplasmic reticulum calcium re-uptake controlling the relaxation rate. Td and
APD are respectively the depolarization time and the action potential duration (time during
which the cell stays excited). Td is obtained by a biophysical model of cardiac electrophysi-
ology while the APD is calibrated from the volume curves. Tr is the time at which the active
relaxation ends and the passive relaxation starts.
Figure 2.9: Active stress and potential over time
- The sliding of filaments creates friction in the sarcomere.
The contraction stress tensor σc is in parallel with a viscosity element (cf Fig. 2.10) which
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gives σc = τc+µ e˙c.
Figure 2.10: Full electromechanical model. We is the strain energy of the extracellular matrix
considered here as an isotropic material, associated with a dissipative term η . u is a control variable
which is driven by changes in transmembrane potential. It controls the contraction stress τc. µ deals
with the friction in the sarcomere while Es is a linear spring to enforce elasticity of the Z-discs (titin).
- The Z-discs present an elastic behaviour, which enables isometric contractions.
A linear elastic component having stress σs = Eses is in series with the contractile compo-
nent. Therefore, after linearization of the equations presented by Chapelle et al. (2012b),
e1D = es + ec and σc = σs, where e1D is the projection of the Green-Lagrange deformation
tensor E on the fiber direction: e1D = fT Ef.
- The extracellular matrix presents a passive hyperelastic behaviour.
Several authors (Holzapfel and Ogden, 2009; Wong et al., 2008; Mazhari and McCulloch,
2000) consider the myocardium as a whole to have an orthotropic behaviour (such as the
Costa’s law (Costa et al., 2001)), taking into account both fiber and laminar sheets direc-
tions. In this thesis, we consider an isotropic behaviour described as a Mooney Rivlin
material. Thus globally, adding the elasticity of the Z-discs, the passive behaviour of my-
ocardial tissue in the BCS model is considered to be transversally anisotropic.
- The blood characteristics (flow, pressure) can be represented globally for each struc-
ture (atria, ventricles, arteries).
The basic circulation model is represented in Fig. 2.11 and defines the four phases of the
cardiac cycle, independently for each ventricle as follows:
• Filling: when the left (right) ventricular pressure Pv is smaller than the left (right)
atrial pressure Pat , the mitral (tricuspid) valve is open and the left (right) ventricle
fills up with blood.
26 ELECTROMECHANICAL MODELING OF THE HEART
) )) ) )
) ))
Atrium AtriumAorta Aorta
Filling
q<0
Ejection
q>0
r
Figure 2.11: Circulation model: (Left) Filling phase. (Right) Ejection phase.
• Isovolumetric Contraction: after the contraction started, when the ventricular pressure
reaches the atrial pressure, the mitral (tricuspid) valve close, therefore all valves are
closed.
• Ejection: when the left (right) ventricular pressure reaches the arterial pressure, Pv >
Par, the aortic (pulmonary) valve opens and the blood is ejected from the ventricle.
• Isovolumetric Relaxation: after the relaxation started, when the left (right) ventricular
pressure drops below the arterial pressure, the aortic (pulmonary) valve closes and
therefore all valves are closed.
2.7 Discussion
The choice of this model to characterize the mechanical behaviour of the heart has been
justified in several ways (as it will be explained in Chapters 3 and 4). First, the hypothe-
ses that constitute the model are all physiologically relevant and do not input any a priori
knowledge on the observations (for instance the pressure). Also, the model depends on only
14 global parameters from which 7 were easily tuned from global indices of the volume and
pressure curves. The ratio between the number of sensitive parameters and the total number
of parameters is therefore good, which confirms the quality of this model for such appli-
cation. Moreover, tests on preload, afterload and inotropy changes demonstrated that the
model behaves in agreement with literature in such conditions (Klabunde, 2011).
This work could be extended in several ways. For instance, fiber orientations which is
important to model electrical and mechanical behaviors may be based on a registered human
atlas built from DT-MRI (Lombaert et al., 2011) or from in-vivo patient specific imaging
(Toussaint et al., 2010). Furthermore, the parameters of the registration algorithm could be
optimized to better track the cardiac motion. An alternative for image registration is to use
CHAPTER 2 27
a physically based model (Wong et al., 2010) which may include more a priori knowledge
about the cardiac motion.
28 NUMERICAL ANALYSIS OF THE BCS MODEL ON SOFA
Chapter 3
Numerical Analysis of the BCS
Model on SOFA
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Based on: (Faure et al., 2012) for the description of SOFA and on the published paper
(Marchesseau et al., 2012a) for the numerical analysis of the BCS Model in this framework.
Moreover, section 3.3 is based on a published work (Marchesseau et al., 2010b) on soft
tissue modelling applied to the liver deformation.
29
30 NUMERICAL ANALYSIS OF THE BCS MODEL ON SOFA
3.1 Introduction
Our simulations are based on the SOFA platform1. SOFA is an open-source framework tar-
geted at real-time simulation with an emphasis on medical simulation, mainly developed at
INRIA. A large choice of efficient solvers, hyperelastic or viscous material laws are already
implemented in SOFA. Moreover, it enables interactivity during the simulation (pacing,
surgery planning, ...) and gives a good trade-off between accuracy and computational effi-
ciency.
The next section describes briefly the requirements to implement the electromechanical
coupling in SOFA (based on (Faure et al., 2012)), and the following sections develop the
components in more details (based on (Marchesseau et al., 2012a)). Finally the simulation
results were published in (Marchesseau et al., 2012d), (Faure et al., 2012), (Marchesseau
et al., 2012c) or (Talbot et al., 2012a).
3.2 Simulating the Heart in SOFA
SOFA (Simulation Open Framework Architecture) is an open-source C++ library made for
interactive computational medical simulation (Faure et al., 2012). We decided to imple-
ment from scratch the BCS electromechanical model of the heart on this platform for its
modularity and its efficiency in terms of accuracy, computation times and interactivity.
3.2.1 SOFA platform for simulation
SOFA enables complex dynamical system to be simulated by decomposing the systems
into components (time integration solver, loader, linear solver, ...) designed independently
and organized in a scenegraph data structure organised in nodes, subnodes and components
linked in a XML architecture as presented Fig.3.1. Every dynamical system can be written
with the dynamical equation:
MX¨+BX˙+KX =∑Fi (3.1)
where M is the mass matrix, B is the damping matrix, K is the stiffness matrix, Fi are some
applied forces and X is the state variable.
In SOFA, each term of this equation is computed independently in various components.
To illustrate this concept, Fig. 3.1 shows a SOFA scene that models the deformation of a
snake. It contains, as in all SOFA scenes, a mesh loader, a mechanical object that contains
the state variables, a topology component that gives information on the mesh (connectivity
of the nodes, of the hexahedra or tetrahedra ...), some forcefields that build the right hand
term of the dynamical equation and the stiffness matrix K, a mass component to build the
mass matrix M, a time integration scheme to compute the dynamical equation at time t+dt
as a function of the dynamical equation at time t, and a linear solver to solve this discretized
equation.
3.2.2 Simulating the Heart in SOFA
Cardiac mechanics is based on separated components: a passive part that deals with hy-
perelasticity and viscosity, an active part during the contraction and relaxation phases cor-
1http://www.sofa-framework.org
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Load the mesh from a ﬁle
Connectivity between nodes, between 
surface or volumetric elements
Discretize in time the dynamical equation
Solve the ﬁnal linear system of equations
Store the state variables (x,v,...)
Build the mass matrix M
Build the force F and the stiﬀness matrix K
Allows visualization
Figure 3.1: SOFA graph with the different components to simulate the complete model of the
Snake.
responding to the binding and unbinding of the actin-myosin bridges in the sarcomeres,
a valve model to represent the flow in the ventricles, and boundary conditions. All these
components were implemented independently following the graph 3.2.
In this case, the passive part of the model is the hyperelastic forcefield MooneyRivlin
(see Sec.3.3). The active part is more complex since it needs the solution of coupled or-
dinary differential equations in ContractionNode, which gives the stress tensor τc for each
element of the mesh (see Sec.3.4 for detailed computation). This stress tensor is then in-
put in ContractionForceField for the unidirectional coupling. The constraint due to the
blood flow is implemented through the two Pressure Constraint ForceField and Projective
Pressure Constraint components which apply forces in the endocardium due to blood pres-
sure and projects the velocity field to satisfy the valve model (see Sec.3.5). As boundary
conditions, first the base (and/or the apex) of the heart is attached with springs (BaseC-
onstraint) which is equivalent to adding extra diagonal terms in the stiffness matrix of the
basal nodes. Finally, efficient collision detection is implemented to prevent the surface of
the myocardium to leave the pericardium (see Sec.3.6).
3.3 Passive Hyperelasticity: the MJED Method
An exponential hyperelastic material has been considered in (Chabiniok et al., 2011) instead
of Mooney-Rivlin but with limited benefits due to its contraction behavior. Orthotropic
materials may be introduced in the future by integrating recent work from Lombaert et al.
(2011) which estimates the laminar sheets direction on human hearts.
Linear tetrahedral finite elements are used to discretize the strain energy describing the
Mooney-Rivlin material. Instead of the classical Bubnov-Galerkin Finite Element Method
(FEM) formulation, the energy is discretized with the MJED (Multiplicative Jacobian En-
ergy Decomposition) technique published in (Marchesseau et al., 2010b) for its application
to the liver motion under deformation (see Appendix A).
32 NUMERICAL ANALYSIS OF THE BCS MODEL ON SOFA
} Valve Model
Hyperelasticity using MJED method
} Solve the coupled diﬀerential equation.The resulting contraction stress is used in Contraction ForceFiled
} Collision models on the epicardium
Collision model on 
the pericardium
Deals with the 
collision models
Figure 3.2: SOFA graph with the different components to simulate the complete model of the Heart
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Figure 3.3: Notations for tetrahedral Finite Elements.
3.3.1 Fast computation of Hyperelastic Materials
Under large deformation, linear elasticity is no longer valid and the soft tissue behavior is
better represented as an hyperelastic material. Since we are using implicit time integration
schemes, it is necessary at each time step to compute hyperelastic forces and stiffness ma-
trices with a discretization method. The Finite Element Method (FEM) is a widely used
approach to this end, however the constraint of fast simulation is not always satisfied. The
objective of this section is to introduce a fast discretization method suitable for all hyper-
elastic materials and to compare it with classical FEM. To discretize the geometry, we use
tetrahedral linear finite elements because they are straightforward to generate from triangu-
lar surfaces that are outputted by image segmentation algorithms. Linear tetrahedral finite
elements have some limitations since they can exhibit numerical locking when enforcing
incompressibility (Joldes et al., 2009). Note also that all optimizations developed in this
section can be easily extended to other elements in particular linear hexahedral elements
since it is based on the gradient of shape functions.
In tetrahedral finite elements, TP is the rest tetrahedron (with vertices Pi) which is trans-
formed under the deformation function φ(X) into the tetrahedron TQ (with vertices Qi), as
shown Fig.3.3. Any hyperelastic material is fully determined by its strain energy function
Wh which describes the amount of energy necessary to deform the material. This strain
energy function is defined in a way which is invariant to the application of rigid transforma-
tions: it involves the invariants of the Cauchy-deformation tensor defined as C = ∇φT∇φ .
There are numerous invariants of C (see (Weiss et al., 1996) for detailed explanation) but the
ones used for isotropic materials are the following: I1 = trC, I2 = 12((trC)
2− trC2) and the
Jacobian J = det∇φ . We define furthermore the deviatoric deformation tensor C¯= J−2/3C,
which by construction does not contain any volumetric dilation of the material but only pure
deformation. Its first two invariants are written as I¯1 and I¯2.
FEM Discretization of Hyperelastic Materials on Linear Tetrahedra
One way to consider finite elements method, for instance as explained by Zienkiewicz and
Taylor (2000), is to use the variational principle. The first variation of the strain energy is
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expressed as
δW =
∫
Ω
δEIJSIJdV
where
SIJ = 2
∂W
∂CIJ
=
∂W
∂EIJ
is the second Piola-Kirchhoff (SPK) stress tensor and E is the Green-Lagrange strain tensor
(E = 1/2(C− Id)). The SPK stress tensor and the Green-Lagrange strain tensor are energy
conjugates of each other, similarly to force and displacement or torque and angle in other
mechanical problems.
The discretization of those integrals on a tetrahedral mesh requires the definition of
shape functions ξi(X) ∈ IR for each point of tetrahedron Tp such that:
ξi(Pj) = δi j
∑i ξi(X) = 1
φ(X) = ∑i ξi(X)Qi
(3.2)
On a linear tetrahedron, the shape functions ξi(X) can be interpreted as the barycentric
coordinate of X in Tp and can be written as:
ξi(X) = Di ·X +αi
where Di is called a shape vector. Shape vectors Di = ∇ξi are the gradient of the shape
functions and only depend on the geometry of the rest tetrahedron Tp. The four shape
vectors Di in Tp have many remarkable properties among which they sum to zero (see
definitions and properties in (Delingette, 2008)).
Since the Green-Lagrange strain tensor is symmetric, it can be represented as a 6× 1
vector. Its variation can then be computed as:
δE =∑
i
Bˆiδ u˜i
where u˜i is the nodal displacement and Bˆi is the strain-displacement 6× 3 matrix. The
strain displacement matrix Bˆi plays a major role in the classical formulation of FEM and
its definition relies both on ∇φ and Di. For instance, the nodal force Fi at a vertex of
tetrahedron Tp can be computed as :
Fi(Tp) =−
∫
Tp
BˆTi S dV
Similarly, the stiffness matrix Ki j at an edge of tetrahedron Tp is formulated as :
Ki j =
∫
Tp
BˆTi NˆBˆ jdV +
∫
Tp
DTi SD j dV
where Nˆ is the 6× 6 Voigt representation of the fourth order elasticity tensor given by
NIJKL = 2 ∂SIJ∂CKL .
This discretization method has the advantage of being general. However, it has three
limitations. First, the formulation and the computation of the SPK stress tensor S and the
elasticity tensor Nˆ can be fairly complex even for common hyperelastic materials such as
Mooney-Rivlin for instance. One reason for this complexity is that the first and second
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derivatives of J = det∇φ with respect to C are non trivial and involves the inversion of C,
e.g. ∂J∂C =
1
2 JC
−1. Since we use total Lagrangian method, this inversion needs to be done
at each time step. This makes the expression of the derivatives of I¯1 and I¯2 particularly
cumbersome and therefore computationally expensive to evaluate.
The second limitation is that the strain-displacement matrix Bˆi combines two terms: the
deformation gradient ∇φ and the gradient of the shape functions Di. The former changes
at each iteration while the latter is constant. For basic hyperelastic materials for which
the elasticity tensor Nˆ is constant (for instance St. Venant Kirchhoff materials), this is not
optimal and a better choice would be to isolate the deformation gradient and to combine the
shape vectors with the elasticity tensor.
The third limitation is that the classical FEM formulation of hyperelastic material can-
not cope with flat (J ≡ 0) or even inverted tetrahedra (J < 0). Indeed, such deformation
are non physical and do not represent a configuration managed in continuum mechanics.
However, in interactive simulations, such cases of extreme compression can be met due
to contact (penalty-based instead of being constraint based) with rigid objects or due to
non-physical user-defined gestures. For instance, if the user-interface is not equipped with
force-feedback, the tool controlled by the user can undergo non plausible trajectories. To
improve robustness in theses cases, it is important to propose a formulation for hyperelastic
materials which can handle nearly flat tetrahedra.
Multiplicative Jacobian Energy Decomposition (MJED)
Our original discretization method addresses the three limitations of classical FEM. It con-
sists of three separate contributions:
i) Decomposition of strain energy
Our approach is to decouple in the strain energy, the invariants of C from J so as to avoid
matrix inversions and complex derivative expressions. Instead of computing the force and
stiffness matrix using the first and second derivative of the energy with respect to C (leading
respectively to S and Nˆ), we compute them directly by deriving the energy with respect to
the nodal position:
Fi =−
(
∂Wh
∂Qi
)T
and Ki j =
(
∂ 2Wh
∂Q j∂Qi
)
(3.3)
where Wh is the strain energy. It is important to note that the approach developed in this
section is completely equivalent to the classical FEM one but leads to more efficient com-
putation.
We propose to write the strain energy functions as a sum of terms
W kh = f
k(J)gk(I˜)
or its exponential, where I˜ = (I1, I2, I4...). Therefore gk is independent of J, its derivative
will not involve any matrix inversions. This decomposition applies to every studied case
(Boyce Arruda (Arruda and Boyce, 1993), Mooney-Rivlin (Mooney, 1940; Rivlin, 1948),
Veronda Westmann (Veronda and Westmann, 1970), Neo Hookean, St Venant Kirchhoff
and Ogden (Ogden, 1972)). That gives for instance
Wh =V0
n
∑
k=1
f k(J)gk(I˜)+V0 exp
(
n′
∑
k=n+1
f k(J)gk(I˜)
)
(3.4)
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Exponential terms here account for models such as Costa’s or Veronda Westmann’s, the
following calculations are made only for non exponential terms. Note moreover that laws
such as Costa (Costa et al., 2001), Hunter (Hunter et al., 1997) or Holzapfel (Holzapfel
et al., 2000) which do not dependent on the invariants of C but directly on components of E
can also be considered (see Appendix B.4).
Using this decomposition of strain energy enables complex material formulation to
be computed more efficiently with only a sum of reasonably simple terms and no matrix
inversions. Once the decomposition is done, getting f k′(J) requires a 1D derivation, and
getting
Skh = 2
∂gk(I˜)
∂C
requires to combine well-known derivatives of the invariants (such as ∂ I1∂C = Id or
∂ I2
∂C =
IdI1−C where Id is the 3×3 identity matrix). The full derivation, explained in Appendix
B, gives
Fh,i =−V0
n
∑
k=1
(
f k
′
(J)gk(I˜)
(
∂J
∂Qi
)T
+ f k(J)∇φ Skh Di
)
where the derivative of the Jacobian is expressed as
∂J
∂Qi
=
1
6V0
((Q j−Ql)∧ (Qk−Ql))T
ii) Formulation of the stiffness matrix
Implicit time integration schemes require the computation of the tangent stiffness matrix at
each time step. This naturally involves elasticity tensors computed as the derivative of Skh
with respect to C for each tetrahedron and at each time step. MJED leads to far simpler
expressions of those tensors because Skh is independent of J. Furthermore, in many common
materials, we show that the term containing those elasticity tensors can be precomputed.
The full expression of the stiffness matrix includes 6 terms that are detailed in Appendix B.
We only focus below on the term involving the elasticity tensor:
Rk = f k(J)
(
∂Skh
∂Q j
Di
)T
∇φT
which requires the computation of the tensor ∂S
k
h
∂C : H where H is a symmetric matrix. In all
cases, this tensor can be written as a sum of two kinds of terms,
β k1 A
k
1 H A
k
1 or β
k
2 (H : A
k
2) A
k
2
where β ku are scalars, Aku are symmetric matrices, and A : B= tr(BT A) for any two matrices
A,B. Therefore, the term Rk is a combination of two terms:
f k(J) ∇φ Lk1(i, j) ∇φ
T and f k(J) ∇φ Lk2(i, j) ∇φ
T
where Lk1(i, j) and L
k
2(i, j) are linear matrices depending on the shape vectors Di,D j, the
matrices Aku and the scalars β ku .
This formulation leads to an optimization for the assembly of the stiffness matrix for
two reasons. First, no fourth order tensors (often implemented as 6× 6 matrices) are re-
quired, only scalars and symmetric matrices are involved in the computation. Second, ex-
cept for the Ogden model, the matrices Aki are constant and therefore matrices Lk1(i, j) and
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Lk2(i, j) can be precomputed for each tetrahedron before the simulation. Both features de-
crease the number of operations required (additions and multiplications).
iii) Coping with highly compressed elements
When tetrahedra are nearly flat, 1/J would normally tends to infinity. To avoid numerical
instabilities while computing the force, the value of J was thresholded. However, the vol-
umetric terms f k(J) in the strain energy still become dominant. This makes the stiffness
matrix singular and thus leads to numerically unstable computations because there is an
infinite number of deformed configurations leading to the same value of J. In order to cope
with this, Teran et al. (2005) perform an SVD decomposition of the deformation gradi-
ent matrix. To avoid this computationally expensive decomposition, we propose instead to
regularize the term
Gkh = f
k
′′
(J) gk(I˜)
∂J
∂Q j
⊗ ∂J
∂Qi
by replacing it with the following expression :
Gkh = f
k
′′
(J)gk(I˜)
(
(1−h) ∂J
∂Q j
⊗ ∂J
∂Qi
+
1
3
h
∂J
∂Q j
· ∂J
∂Qi
Id
)
The closer h is to 1, the closer the Gkh matrix is to a diagonal matrix. In practice, we set
h = (1− J) if 0 ≤ J ≤ 1, h = 0 if J ≥ 1 and h = 1 if J ≤ 0. In all cases, the trace of the
regularized matrix is equal to the trace of the original matrix. By only regularizing the
stiffness matrix, we still minimize the strain energy and therefore do not change the nature
of the hyperelastic material. With this technique, it is even possible to handle inverted
elements when the strain energy remains finite as J = 0.
3.3.2 Testing accuracy and computation time of the hyperelastic implemen-
tation
Decreasing computation time of the assembly of the stiffness matrix and force vector is es-
sential to reach real-time simulation as this represents around 45% of the total time needed
in one step for a simple mechanical model. Therefore we first compared our implementa-
tion with the classical FEM method explained in (Zienkiewicz and Taylor, 2000), referred
to as "Standard FEM", both implemented in SOFA. The results are given in Figure 3.4. We
measured the time elapsed for the computation of the nodal forces and the stiffness matrices
averaged over 100 iterations. We simulated the deformation of a cube with 20 700 tetrahe-
dra and 4300 nodes. For all modes implemented the proposed strategy is definitely more
efficient than the standard FEM, up to five times as fast for St Venant Kirchhoff material.
Second, two sets of comparisons have been made to check the accuracy of the MJED.
A first set of tests compares the node positions after a specified deformation between our
simulation and the Open Source software FEBio (version 1.1.7)2 where several elastic and
hyperelastic materials are implemented. The mean relative difference is around 10−6 for
every models tested.
A second set of tests has been performed with the analytical solution of a deformed
cube on which a vertical pressure p is applied on its top face. To this end, we assume that
2FEBio is an opensource software package for FE analysis available at mrl.sci.utah.edu
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Figure 3.4: (Top) Comparison of the computation times of nodal forces and stiffness matrices be-
tween two different discretization methods averaged over 100 iterations. (Bottom) Total computation
times.
the deformation gradient in the global x-y-z coordinate system is ∇φ = diag(α,β ,γ). The
simulated values of α,β ,γ are compared to analytical solutions of the system:
eTz ∇φ Sh ez = p
eTx ∇φ Sh ex = 0
eTy ∇φ Sh ey = 0
Figure 3.5 shows the results in the non-linear domain, for St Venant Kirchhoff materi-
als.
It can be seen that the computed results are very close to the analytic tests, the mean
difference for St Venant Kirchhoff on each constants is of order 10−4 in the linear domain
and 10−2 for larger pressure. For Costa’s law, the mean difference is of order 10−8 in the
linear domain and 10−4 for larger pressure.
To conclude, with those two sets of tests, we have validated the accuracy of the MJED
method for hyperelastic materials. Moreover a mesh convergence study, with St Venant
Kirchhoff material, has been performed to evaluate the trade-off between accuracy and
speed on several meshes. It appeared that refining the mesh by multiplying the number
of tetrahedra by 20 results in increasing the accuracy by 1% but dividing the number of
frames per second by almost 10. Therefore a compromise has to be found to allow realistic
interactions.
In the cardiac electromechanical model, which undergoes large deformation, the use
of the MJED method is justified for the Mooney-Rivlin hyperelasticity which is used to
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Figure 3.5: Analytical and computed results for α and γ for several pressures, with a log-scale, on
St Venant Kirchhoff elasticity
represent the passive behaviour of the myocardium. It obeys the strain energy function:
We = c1(I¯1−3)+ c2(I¯2−3)+ K2 (J−1)
2 (3.5)
where c1,c2 are material parameters and K is the Bulk modulus. This strain energy can then
we written using the MJED method.
3.4 Active Contraction
As described in Sec. 2.6.2 a differential equation controls the active stress τc and the sar-
comere stiffness kc: {
k˙c =−(| u |+α | e˙c |)kc+n0k0 | u |+
τ˙c =−(| u |+α | e˙c |)τc+ e˙ckc+n0σ0 | u |+ (3.6)
3.4.1 Resolution of the differential equation
To solve these coupled equations, we reformulate into
X˙ =
( −r e˙nc
0 −r
)
X+n0 | u |+
(
σ0
k0
)
where X = (τc,kc), r = (| u | +α | e˙nc |). This is solved using Euler Implicit Solver for
instance, and it gives at each time step the couple (τnc ,knc). A coupling with the mechanical
object in needed to obtain the deformation and compute e˙nc =
enc−en−1c
∆t .
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3.4.2 Contraction Force
The contraction stress at each time step σnc = Es(en1D− enc) is given easily once we have enc .
Since σc = Es(e1D− ec) = τc+µ e˙c, we obtain a recursive equation for enc :
en+1c =
∆tEs
µ
en1D+
(
1− ∆tEs
µ
)
enc−
∆t
µ
τnc
where τnc is given by solving the coupled equations. Therefore we determine the applied
force and stiffness using the Total Lagrangian approach of the Finite Elements Method (Delingette
and Ayache, 2004). The contraction force Fi on each deformed vertex Qi and the stiffness
matrix Ki j on each edge are given by:
Fi =−14∇φσc(f⊗ f)Di
and
Ki j =
σc
4
Id(DTj f⊗ f Di)+
∂σc
∂Q j
DTi f⊗ f ∇φT
where f is the fiber direction and Di is a shape vector at initial vertex Pi.
We need to differentiate the contraction stress with respect to the nodal point. We
start with the definition of the contraction stress σc = Es(e1D− ec) and e1D = fT Ef. The
Green-Lagrange deformation tensor can be written
E =−1
4∑k ∑l 6=k
(‖Qk−Ql‖2−‖Pk−Pl‖2)(Dk⊗Dl +Dl⊗Dk)
e1D =−12∑l 6=k
‖Qk−Ql‖2(fT DkDTl f)+‖Pk−Pl‖2(fT DkDTl f)
∂e1D
∂Q j
=−∑
i 6= j
(Q j−Qi)DTi f DTj f
Using the definitions of the deformation gradient ∇φ = ∑i QiDTi and the fact that
∑4i=1 Di = 0, we rewrite the last equation into:
∂e1D
∂Q j
= Q j(−∑
i 6= j
DTi )f D
T
j f+(∑
i6= j
QiDTi )f D
T
j f = ∇φ f D
T
j f
Therefore
∂σc
∂Q j
= Es∇φ f DTj f
3.5 Modeling the Four Cardiac Phases
The ventricles are filled with blood coming from the atria and ejected through the arter-
ies. We represent the four phases of the cardiac cycle, independently for each ventricle as
follows:
• Filling: while the ventricular pressure (Pv) is below the atrium pressure (Pat), the
mitral (or tricuspid) valve is open and the ventricle fills up with blood.
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• Isovolumetric Contraction: the contraction starts and all valves are closed.
• Ejection: when Pv > Par the arterial pressure, the aortic (or pulmonary) valve opens
and the blood is ejected from the ventricle.
• Isovolumetric Relaxation: the relaxation starts and all valves are closed.
3.5.1 The Heamodynamic Model
To model those phases we apply the heamodynamic model introduced by Chapelle et al.
(2012b). It gives a relation between the blood flow leaving the ventricle (q) and the atrial,
ventricular and aortic pressures:
q =

Kat(Pv−Pat) for Pv ≤ Pat
Kiso(Pv−Pat) for Pat < Pv ≤ Par
Kar(Pv−Par)+Kiso(Par−Pat) for Pv > Par
(3.7)
where Kat and Kar correspond to linear laws and Kiso relaxes the usual isovolumetric con-
straint (q = 0). With this definition, Kiso is much smaller than Kat and Kar. The aortic
pressure is computed following the fourth-element Windkessel model. Windkessel model
depends on four parameters: the peripheral resistance Rp, the characteristic time τ , the
characteristic resistance Zc and the total arteria inertance L. The initial and asymptotic ar-
terial pressures also influence the model. The atrial pressure is computed analytically as
two sigmoids and depends on an initial and a maximum pressure that is set from the lit-
erature (Schäffler and Schmidt, 1999). The sigmoids start during the relaxation and finish
before the beginning of the next contraction. An adjustment is set a posteriori to fit the
volume or pressure curves.
3.5.2 Enforcing the Constraint to the Mechanical Model
The proposed heamodynamic model can be seen as a constraint on the volume (for each
ventricle) since q=−∆V∆t . It can be written GT∆u= ∆V where u are the nodal positions and
V = [VL,VR] is the volume of the ventricles (see Appendix C). To enforce such a constraint
to the dynamical system
Ku∆u = Fu
where Ku and Fu are respectively the stiffness and external forces, the most common way
is to use the Lagrangian Multipliers leading to the new system:[
Ku GT
G 0
][
∆u
λ
]
=
[
Fu
∆V
]
However, the unconstrained dynamical system that we intend to solve in our model is writ-
ten K∆s= F where s are the unknown nodal velocities, which forces use to rewrite the con-
straint using the nodal velocities. First, knowing that q = −∆V∆t and ∆V∆t = GT (∆st+∆t + st),
the constraint becomes
G∆s+DPv = FD (3.8)
where FD = [FDL,FDR] and D = [DL,DR] are set for each phase (using eq(3.7)).
• Filling Phase: q = Kat(Pv−Pat) gives
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{
D = Kat
FD = KatPt+∆tat −GT st
• Isovolumetric Phases: q = Kiso(Pv−Pat) gives{
D = Kiso
FD = KisoPt+∆tat −GT st
For those two phases we need to know Pt+∆tat which is modeled as two sigmoids following
Billet’s description (Billet, 2010).
• Ejection Phase: q = Kar(Pv−Par)+Kiso(Par−Pat)
We need to estimate Pt+∆tar . To this end, we can use several Windkessel models (two, three,
or four elements). The method to derive the constraint equation is the same for each of
them, hence we only describe here the technique for the four-element Windkessel model
which is the most accurate but complex one. The four-element Windkessel equation relates
the pressure of the aorta Par (or pulmonary vein) to the flow and its first two derivatives:
RpCP˙ar +Par−Pve = (Rp+Zc)q+(RpZcC+L)q˙+LRpCq¨ (3.9)
with Pve the venous pressure, Rp the peripheral resistance, C the total arterial compliance, Zc
the characteristic impedance, and L the total arterial inertance (L = 0 reduces the equation
to the three-element Windkessel). We denote τ = RpC the characteristic time. We use Euler
Implicit integration scheme, therefore
q˙ =
qt+∆t −qt
∆t
, P˙ar =
Pt+∆tar −Ptar
∆t
and q¨ =
1
∆t
(
qt+∆t −qt
∆t
− q˙t
)
From q = Kar(Pv−Par)+Kiso(Par−Pat) we extract
Pt+∆tar =
qt+∆t −KarPt+∆tv +KisoPt+∆tat
Kiso−Kar
that we inject into equation (3.9). We thus obtain:
d0 =
( τ
∆t +1
)( 1
Kar−Kiso +Zc
)
+Rp+ L∆t +
Lτ
∆t2
d1 = KarKar−Kiso
( τ
∆t +1
)
P = τ∆t P
t
ar +Pve+
Kiso
Kar−Kiso
( τ
∆t +1
)
Pt+∆tat
−( τZc+L∆t − Lτ∆t2 )qt − Lτ∆t q˙t
D = d1/d0
FD = P/d0−GT st
The new constraint dynamical system to solve simultaneously for both ventricles, with the
pressure vector Pv = [PvL,PvR] is therefore:[
K GT
G D
][
∆s
Pv
]
=
[
F
FD
]
(3.10)
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3.5.3 Resolution of the Constraint
To solve the dynamical system (3.10) and especially
K∆s˜t+∆t = F−GT Pvt+dt (3.11)
without adding state variables for Pv, we design a prediction-correction algorithm (Algo-
rithm. 1).
Algorithm 1 HeamodynamicModel() function
1: Apply the known pressure Pvt and find the velocities without constraint s˜t+∆t solving
K∆s˜t+∆t = F−GT Pvt .
2: Use (3.11) which gives ∆st+∆t = ∆s˜t+∆t−K−1GT (Pvt+∆t−Pvt) (adding and retrieving
Pvt). If Pvt+∆t meets the constraint (3.8), then
G∆s˜t+∆t −GK−1GT (Pvt+∆t −Pvt) = FD−DPvt+∆t .
3: Solve separately for each ventricle the equation KA = GT with A = [AL,AR] to get
B = GK−1GT = GA without inverting the stiffness K.
4: Compute the unknown pressure
Pvt+∆t = (D−B)−1
(
FD−BPvt −G∆s˜t+∆t
)
.
5: Correct the velocity such as
∆st+∆t = ∆s˜t+∆t −A(Pvt+∆t −Pvt).
3.6 Boundary Conditions
Two types of boundary conditions were defined to prevent rigid body motion. First, the
heart mesh is attached at the level of the four valve annuli limiting the ventricles. To allow
some valve motion, linear springs connect the valve vertices to their reference position. We
defined a unique stiffness matrix K = kbId where kb is the isotropic stiffness. Therefore
the force for each node is defined as Fi = K(Qi−Pi) where Pi is the initial position and Qi
is the current position. A value of 50Pa was chosen for the stiffness kb so as to allow a
small movement of the valves. This constraint has a noticeable impact on the motion of the
myocardium, but not as much on the global indices of the volume and pressure. The same
constraint can be applied on the apex if necessary. Second, we defined a fixed pericardium
surface surrounding the myocardium which limits the ventricle displacements: each time a
epicardium vertex hits the pericardial surface, a force is applied preventing the penetration.
The pericardial surface was defined as an offset surface of the epicardium situated at a fixed
distance (∼ 2mm) from the epicardium at end-diastolic time point and efficient collision
detection was implemented in SOFA. This collision constraint enables to limit the radial
body motion but does not impact the global volume or pressure evolution.
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Figure 3.6: Representation of the myocardium mesh and its pericardium.
3.7 Simulations Results
The simulations were performed on a laptop PC with a Intel Core Duo processor at 2.80Hz
and took around 10 minutes per cardiac cycle for meshes with approximately 80,000 tetra-
hedra. The time steps were set depending on the cardiac cycles and the number of images
(for instance dt = 7.75ms for 30 images and a heart period of 0.93s). A sensitivity study on
the mesh quality and the time step showed that the chosen values lead to a good trade-off
between computation time and accuracy. We also managed to recover the volume and pres-
sure curves that clearly contain the four phases, as shown in Fig. 3.7.
With this example, the power developed by the heart can be computed as P=∆VL ∆PvL≈
1.3W which is in the range of [1W,2W ] usually referenced in the literature. Moreover, ef-
fects of preload (increase of the atrial pressure), afterload (increase of the aortic pressure)
and inotropy (increase of the contraction rate) on Pressure-Volume loops were studied.
Fig. 3.8 shows the results of these tests, which are in agreement with Klabunde (2011).
3.8 Discussion
The implementation of the BCS model in the SOFA platform differs from the one of (Chapelle
et al., 2012b) in several ways. In our approach, the fiber stresses and stiffness at each node
are not added as state variables but are solved separately from the position and velocity
variables with a weaker coupling. This allows us to have a better conditioned system of
equations that is solved efficiently with regular linear solver such as pre-conditioned con-
jugated gradient. Furthermore, we have linearized the strain relation e1D = es + ec in the
active components and solved the valve model with a prediction-correction approach which
requires 2 additional solutions of the linear system of equations per time step. Also, fast
assembly of the stiffness matrix associated with passive hyperelastic material was reached
with the MJED method. Finally, we added a pericardial constraint to limit the displacement
of epicardium vertices. Efficient and interactive simulations were made possible thanks to
the adoption of the simulation platform SOFA. The simulation time is short enough so that
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Figure 3.7: (Left) Resulting pressure and volume curves for the left ventricle, for one heart cycle.
(Right) Resulting geometry at different times of the cycle overlaid with the initial mesh (in shadow).
The color map indicates the potential wave, solutions of the electrophysiological node.
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Figure 3.8: Independent increase of inotropy, preload and afterload (red loop), in comparison with
the normal loop (blue). Horizontal dotted lines represent normal aortic systolic and diastolic pres-
sures while dashed lines represent the slopes of the end-systolic pressure-volume relationship.
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numerous parameter estimation techniques can be considered. However, a more precise
convergence analysis on all the components of the model still needs to be done and would
give precious information on the accuracy of the implementation. Finally, several cardiac
therapy simulations are made possible with SOFA interactivity, such as Cardiac Resynchro-
nization Therapy or cardiac Radio-Frequency Ablation (Mansi et al., 2009; Pernod et al.,
2011).
Chapter 4
Automatic Global Calibration of the
Model
Contents
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 48
4.2 Sensitivity Analyis . . . . . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.1 Active parameters . . . . . . . . . . . . . . . . . . . . . . . . 49
4.2.2 Passive Parameters . . . . . . . . . . . . . . . . . . . . . . . . 51
4.2.3 Heamodynamic Model Parameters . . . . . . . . . . . . . . . . 51
4.3 Unscented Transform Algorithm . . . . . . . . . . . . . . . . . . . . 55
4.3.1 Unscented Transform Algorithm . . . . . . . . . . . . . . . . . 57
4.3.2 Qualitative and Quantitative Parameter Selection: Volume Curves
Only . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
4.3.3 Parameter Selection: Volume and Pressure Curves . . . . . . . 58
4.3.4 Computational Considerations . . . . . . . . . . . . . . . . . . 59
4.4 Results . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 59
4.4.1 Synthetic Validation . . . . . . . . . . . . . . . . . . . . . . . 59
4.4.2 Results on Healthy Volunteers: Volume Curves Only . . . . . . 60
4.4.3 Results on Pathological Cases: Volume and Pressure Curves . . 61
4.4.4 Evaluation of Registration Error Influence . . . . . . . . . . . . 67
4.5 Preliminary Specificity Analysis . . . . . . . . . . . . . . . . . . . . 68
4.6 Discussion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 69
Based on: an extended version of the published conference paper (Marchesseau et al.,
2012c) split into two journal papers (Marchesseau et al., 2012a) that describes the cali-
bration technique, its synthetic validation and its first application on volunteer data; and
(Marchesseau et al., 2012d) which tests the calibration on pathological cases and compares
the results with volunteer controls.
Patient-specific cardiac modelling can help in understanding pathophysiology and pre-
dict therapy effects. This requires the personalization of the geometry, kinematics, electro-
physiology and mechanics. We use the Bestel-Clément-Sorine (BCS) electromechanical
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model of the heart, which provides reasonable accuracy with a reduced parameter num-
ber compared to the available clinical data at the organ level. We propose a preliminary
specificity study to determine the relevant global parameters able to differentiate the patho-
logical cases from the healthy controls. To this end, a calibration algorithm on global mea-
surements is developed. This calibration method was tested successfully on 6 volunteers
and 2 heart failure cases and enabled to tune up to 7 out of the 14 necessary parameters
of the BCS model, from the volume and pressure curves. This specificity study confirmed
domain-knowledge that the relaxation rate is impaired in post-myocardial infarction heart
failure and the myocardial stiffness is increased in dilated cardiomyopathy heart failures.
4.1 Introduction
The simulation becomes patient-specific after several levels of personalization: geometri-
cal (a computational mesh is built from patient-specific anatomical images (see Fig. 1.1),
kinematic (the motion of the cardiac structure is estimated from cine-MR images (McLeod
et al., 2012; Sermesant et al., 2006)), electrophysiological (the depolarization and repolar-
ization times are extracted from electrocardiograms (Relan et al., 2011a)) and mechanical.
The focus of this chapter is on the latter personalization level, which consists in optimiz-
ing mechanical parameters of the model so that the simulation behaves in accordance to
patient-specific datasets (images and other signals).
The latter inverse problem has been tackled by different authors. For instance, Xi et al.
(2011) and Liu and Shi (2009) estimate the passive material stiffness with data assimila-
tion methods while Wang et al. (2009) use Sequential Quadratic Programming. Moireau
and Chapelle (2011a) as well as Chabiniok et al. (2011) estimate the contractility parame-
ters using Reduced Unscented Kalman Filtering. Sundar et al. (2009) and Delingette et al.
(2012) rather use adjoint data assimilation methods.
These methods are efficient to estimate some model parameters from the local motion
and therefore open the possibility to help diagnosis and therapy planning. However, such
algorithms are dependent on the initial range of parameter values since it is often neces-
sary to be close to the solution for the algorithm to converge towards a meaningful local
solution. The choice of the parameters to estimate and their initial calibration have there-
fore a great impact for the personalization. Moreover, these methods gives a distribution
of the parameters along the myocardium which is almost impossible to analyze in order to
classify or understand the pathologies. A global estimation of the parameters based on the
global indices used in the clinical domain can therefore gives additional guidance to the
cardiologists.
Our main contribution tackles this initialization issue: we propose a simple and efficient
method to automatically calibrate the parameters from the ventricular volume evolution over
the cardiac cycle. It has been applied successfully for the calibration of mechanical param-
eters from 7 healthy cases. Our proposed method is based on the Unscented Transform
algorithm and requires only one iteration with multiple simulations performed in parallel
for calibrating typically 4 or 5 parameters selected from a sensitivity analysis.
Then, the developed calibration algorithm, tested on 7 volunteers cases and 2 heart
failure cases managed to tune 7 out of the 14 BCS model parameters with 12% relative
errors. These results lead to a preliminary specificity study to determine which of the 7
parameters are specific for the classification of the two heart failure cases.
In this chapter, we first give the results of the sensitivity analysis that we performed
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Figure 4.1: Complete electromechanical personalization pipeline. Our contribution does not deal
with the local personalization step.
in order to select the most relevant parameters and observations that characterize a cardiac
cycle. Then, the calibration algorithm is described and validated on synthetic data before
being tested on real cases. A first analysis gives the results of the calibration on healthy
cases where volume curves only are taken into account while a second study intends to
calibrate more parameters from volume and pressure curves on healthy and pathological
cases. We finally compare the resulting parameters in a specificity study.
4.2 Sensitivity Analyis
We propose in this chapter a calibration method of the model parameters. A first step
is to select the main parameters that can be estimated given the available data. To this
end, we study the influence of each active, passive and heamodynamic model parameter
on the volume, the outward flow (q = −dV/dt) and the pressure in the ventricle. This
required about 160 simulations. The results are given here only for the left ventricle since
the right ventricle has a similar behaviour. Only the first cycle is presented in order to have
a coherent comparison between parameters. The sensitivity analysis is performed with null
initial velocities for two reasons: first, the cycle starts with the isovolumetric contraction
phase so the initial velocity is small and second, the temporal samplings of the MRI datasets
are too sparse (only 30 images for 0.93s) to precisely estimate the initial velocity. The results
are shown for one volunteer geometry, similar results were found on different geometries.
The variation of the parameters was chosen after a trial and error approach in order to
obtain a physiologically realistic behaviour. The used minimum and maximum values are
presented in Table 4.1. Results of the sensitivity analysis on the volume, pressure and flow
curves are presented below.
4.2.1 Active parameters
The active parameters mainly influence the volume curves in terms of amplitude, slopes or
duration of the phases. Some of them also influence the pressure curves. Relevant curves
are presented in Fig. 4.2 for the volume and Fig. 4.3 for the pressure.
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(a) Volume: σ0 (b) Volume: kAT P
(c) Volume: kRS (d) Volume: µ
(e) Volume: k0 (f) Volume: Es
(g) Volume: α
Figure 4.2: Volume evolution (in mL) over time (in s) for the left ventricle, with varying active
parameters.
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Table 4.1: Ranges of parameter values explored in the sensitivity analysis.
Notation Parameter Name Min - Max
σ0 (MPa) Max Contraction 4−10
k0 (MPa) Max Stiffness 3−9
kAT P (s−1) Contraction Rate 5−20
kRS (s−1) Relaxation Rate 5−60
Es (MPa) Linear Modulus 3−15
α Cross-bridges Unfasten Rate 0−0.8
µ (MPa.s) Viscosity 0.07−0.6
c1 (kPa) Mooney Rivlin Modulus 7−20
c2 (kPa) Mooney Rivlin Modulus 7−20
K (MPa) Bulk Modulus 6−25
τ (s) Wind. Charact. Time 0.4−2
Rp (MPa.m−3.s) Wind. Periph. Resistance 30−300
Zc (MPa.m−3.s) Wind. Charact. Resistance 1−10
L (kPa.s2.m−3) Wind. Total Art. Inertance 1−100
From these curves, we can conclude that the maximum contraction σ0 and the contrac-
tion rate kat p act together to increase the ejection fraction and change both the relaxation and
the contraction slopes while the relaxation rate krs only influences the relaxation phase. The
linear modulus Es and the viscosity parameter µ modify the slopes and enable a complete
cycle. Finally both the maximum stiffness k0 and the cross-bridges unfasten rate α have a
small influence on the ejection fraction. Similar conclusions can be drawn for the pressure
curves: when a parameter acts on the ejection fraction it also acts on the maximum pressure,
the pressure slopes are dependent on the same parameters as the volume slopes.
4.2.2 Passive Parameters
No significant differences in terms of pressure or volumes curves can be noticed between
the two Mooney-Rivlin parameters c1 and c2, therefore the influence of only one of them is
given in Fig. 4.4. Mooney Rivlin first modulus c1 influences the ejection fraction and the
maximum of pressure. The bulk modulus K greatly acts on the relaxation phase. Moreover,
when those parameters are too large, the end-diastolic volume decreases. K controls the
quasi-incompressibility of the myocardial motion, the higher K the closer to incompress-
ibility the motion. We noticed that incompressibility is an important factor to recover some
torsion during the isovolumetric phases.
4.2.3 Heamodynamic Model Parameters
Since the list of parameters that influence the heamodynamic constraint is important, we
consider here only the Windkessel parameters, that mainly act on the aortic pressure. The
atrial pressure is supposed to be known, this pressure only impacts the fast filling period.
We can also vary the initial and the asymptotic aortic pressures, but they only translate the
resulting pressure curves. Therefore we use default values from the literature (Schäffler and
Schmidt, 1999).
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(a) Pressure: σ0 (b) Pressure: kAT P
(c) Pressure: kRS (d) Pressure: µ
Figure 4.3: Pressure evolution (in kPa) over time (in s) for the left ventricle, with varying active
parameters.
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(a) Pressure: c1 (b) Pressure: K
(c) Volume: c1 (d) Volume: K
Figure 4.4: Pressure (in kPa) and volume (in mL) evolution over time (in s) for the left ventricle,
with varying passive parameters.
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(a) Pressure: τ (b) Pressure: Rp
(c) Pressure: Zc (d) Pressure: L
Figure 4.5: Pressure evolution (in kPa) over time (in s) for the left ventricle, with varying Wind-
kessel parameters.
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Results are presented in Fig. 4.5 on the pressure curves only. The peripheral resis-
tance Rp strongly acts on the maximum pressure but also on the length of the isovolumetric
relaxation. The characteristic time τ influences the maximum of pressure whereas the char-
acteristic resistance Zc and the total arteria inertance L change the shape of the pressure
during the ejection. The isovolumetric factors KisoC and KisoR tend to flatten the volume
during the contraction and the relaxation respectively, and decrease the flow toward zero (as
shown in Fig. 4.6).
(a) Volume: KisoC (b) Volume: KisoR
(c) Flow: KisoC (d) Flow: KisoR
Figure 4.6: Volume (in mL) and outward flow (in mL.s−1) evolution over time (in s) for the left
ventricle, with varying isovolumetric factors. The local minimum of the flow at the end of the cycle
represents the beginning of the fast filling.
The effects of parameter interactions on the minimum volume Vmin was also stud-
ied. Fig. 4.7 shows that the proposed sensitivity analysis holds at various operating points.
Therefore the performed sensitivity analysis enables to draw conclusions on the selection
of the most influential parameters.
4.3 Unscented Transform Algorithm
From this qualitative study of the main model parameters, we determine a strategy to auto-
matically assess the model parameters from the volume and flow curves. Since our goal is
to calibrate and not to personalize the model, the method has to be fast and require minimal
implementation. We chose the ventricular volume curves as main observation to perform
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Figure 4.7: Effects of parameter interactions on Vmin. Varying two parameters in a grid leads to a
similar global trend.
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the calibration as they are important physiological indices and can be captured by few quan-
tities: the minimum volume Vmin (which could also be the ejection fraction since the maxi-
mum volume is constant over all cases), the maximum and minimum of the flow (qmax and
qmin respectively). Moreover, if the pressure curves are available, indices on the pressure
are also considered.
4.3.1 Unscented Transform Algorithm
To calibrate the model, we use the algorithm derived from the Unscented Transform (Julier
and Uhlmann, 1997). The proposed algorithm finds a set of parameters that minimizes
the difference between the measured observation Zobs and the predicted observation Z¯. It
is explained as follows: Let Z be the vector of observations and X the parameter vector
which has mean X0, covariance CX and dimension n. We set the covariance as CX =
Cov(X,X) by estimating the minimal and the maximal value of each parameter with a
trial and error approach. We compute observations Ziε from the 2n+ 1 sets of parameters
Xiε = [x1,x2, ...,xi + εsi, ...] around the mean value X0 where ε ∈ {−1,0,1} and si is an
uncertainty function of the covariance si = γ
√
CX i, with γ the scaling parameters. The
mean observation is set as Z¯ = ∑i,ε ωiεZiε with some weights ωiε described by Wan and
Van Der Merwe (2000). Finally we derive the covariance matrix as:
Cov(X,Z) =∑
iε
ωiε(Xiε −X0) (Ziε − Z¯)T (4.1)
The new set of parameters Xnew found to match the observations Zobs is
(Xnew−X0) = Cov(X,Z) Cov(Z,Z)−1 (Zobs− Z¯) (4.2)
where
Cov(Z,Z) =∑
iε
ωiε(Ziε − Z¯) (Ziε − Z¯)T . (4.3)
This algorithm is very simple to implement and runs in one iteration to give Xnew. Another
simulation is necessary to obtain the resulting observation Znew. The algorithm is illustrated
in Fig. 4.8.
3/28/2012 - 1 
X 0 
X i 
Z i 
Z 
2n +1 
simulations Z 0 
X -i 
Z -i 
Set of parameters Observations 
Z 
obs 
X 
new Unscented Transform 
Figure 4.8: Schematic representation of the Unscented Transform algorithm
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4.3.2 Qualitative and Quantitative Parameter Selection: Volume Curves Only
Sixteen parameters in total may be estimated: (σ0,krs,kat p,k0,α,µ,Es) active parameters,
(K,c1,c2) passive parameters and (Rp,τ,Zc,L,KisoC,KisoR) for the valve model. Since it
is not reasonable to try to estimate all of them at once, we decide to set some of them to a
standard value and estimate the remaining ones. The selection was made from the sensitivity
analysis results and confirmed by a Singular Value Decomposition (SVD) of the covariance
matrix Cov(X,Z) between all 16 parameters and the three observations [Vmin,qmax,qmin].
Then, for each vector Xiε , the observations Ziε are computed (which corresponds to 33
simulations). The Singular Value Decomposition leads to Cov(X,Z) = USVT where U is a
16×16 unitary matrix whose columns are called the left singular vectors and represent the
eigenvectors of Cov(X,Z)Cov(X,Z)T . Four parameters were therefore selected.
Selection from the Sensitivity Analysis
From the curves presented earlier, we fixed kat p because its impact on the observations is
coupled with the impact of the maximum contraction σ0. The same conclusions follow
for the passive parameters which all act in the same direction, therefore we only estimated
the bulk modulus K. We noticed that the linear modulus Es and the viscosity parameter µ
have similar behaviour, we therefore estimated only µ . We fixed the cross-bridges unfasten
rate α and the maximum stiffness k0 which do not have an impact as strong as the other
parameters. Finally the peripheral resistance Rp was also estimated since it acts significantly
on the slopes and ejection fraction. Not considering the other valve model parameters since
no data is usually available on the pressure, we were left with the following five parameters
(σ0,krs,µ,K,Rp) to estimate.
Selection from the Singular-Value Decomposition
The Singular-Value Decomposition (SVD) led to left singular vectors representing the eigen-
vectors of Cov(X,Z)Cov(X,Z)T . The first three singular vectors only were considered
(since there were only three observations). They depended mainly on the four parameters
(σ0,K,Rp,µ) and slightly on krs. This analysis led us to try both X = X4 = [σ0,µ,K,Rp]
and X = X5 = [σ0,K,Rp,µ,krs] for the automatic calibration which is coherent with the
previous selection of parameters provided by the sensitivity analysis.
4.3.3 Parameter Selection: Volume and Pressure Curves
The calibration algorithm was then used to compare the estimated parameters between vol-
unteer and heart failure cases. Both volunteer and pathological data include the MRI se-
quences. Moreover, the heart failure cases data includes the pressure curves, therefore all
6 observations were available: the minimum volume Vmin, the extrema of the outward flow
qmin and qmax, the maximum pressure Pmax and the extrema of its derivative dP/dtmin and
dP/dtmax. Volunteer data included only MR images, so only the volume evolution is avail-
able. Therefore standard pressure indices were imposed on the volunteers so that the same
calibration technique could be performed on control and pathological cases. From this com-
parison, conclusions can be extracted on which parameter is specific to the type of disease.
Results of this study are presented in Sec. 4.5. The calibration of the APD enabled a better
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fit of the cardiac phases but is not considered here for the specificity analysis. When pres-
sure curves are available, more parameters can be estimated. krs, kat p as well as the stiffness
parameter c1 were chosen since they greatly influence the pressure slopes.
4.3.4 Computational Considerations
Before running the proposed algorithm, a few manual steps were performed on one vol-
unteer case. First, γ and the weights ωiε have to be adjusted. They both depend on the
dimension n and on a parameter α which represents the spread of the sigma points around
X0 and is set to 10−1 (Wan and Van Der Merwe, 2000). Then, the covariance matrix CX
and the initial value X0 had to be defined. They were computed from a trial and error ap-
proach using a uniform distribution with minimum and maximum values given in Table 4.1.
These values correspond to the limits of the parameters that led to physiologically correct
curves (e.g including the four cardiac phases). Once calibrated on one volunteer, the same
values were used on all the cases. To obtain the n parameters from this algorithm, 2n+ 1
independent simulations are required. To check the results, another simulation is performed
and the resulting observations are compared to the data. When dealing with real data, a time
shift is estimated a posteriori since the simulation does not start exactly at the same time
and phase of the cycle as the time series of images. This time shift is computed in order
to minimize the mean square difference between the volumes over time in the data (V obs)
and the ones after estimation of the parameters (V new). We record this time shift since it is
required for the personalization technique based on images as well. Finally, in order to fit
the end-diastolic volume or pressure, the atrial pressure is manually adjusted.
4.4 Results
For this work, our database was first made of 7 healthy cases acquired at King’s College
London and made available to the community for the STACOM challenge 2011. Later,
we also used 2 pathological cases also acquired at King’s College London, having LBBB
heart failure. In addition, one has a severe dilated cardiomyopathy and the other is a post-
myocardial infarction heart failure.
For all cases, the kinematic motion was estimated using the iLogDemons algorithm
which allowed to compute the real volume curves. Furthermore, Ensite data was acquired on
the pathological cases allowing to have a personalized electrophysiology and real pressure
curves.
4.4.1 Synthetic Validation
First, tests on synthetic data were performed to verify the effectiveness of the method when
using the volume curves only. We simulated a cardiac cycle with known parameters and
extracted the resulting ventricular volume curve as detailed in Appendix C. The application
of the calibration method on this synthetic volume curve led to 4 or 5 parameters supposed
to produce the same volume curve. Indeed, a good match was found with the volume curve
and its derivative as shown in Fig. 4.9. The mean relative error between the data Zobs and
the observations obtained after parameter calibration Znew was less than 1%. No differences
were noticeable between the estimation of 4 parameters or 5 parameters.
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Figure 4.9: Results of the calibration technique on synthetic data on the volume evolution in
mL(top) and the outward flow function in mL.s−1 (bottom).
Therefore, this calibration technique from the volume curve allows to estimate 4 (or
5) influential parameters after performing 9 (or 11) independent simulations (that can be
launched in parallel). Hence, this technique is fast and is suitable to be applied on a large
database of patients. Table 4.2 compares the parameters used to simulate the data and the
estimated ones. It shows that the solution is not unique due to parameter observability
issues and possible correlation between the parameters that lead to the non-uniqueness of
the solution for these observations. More observation would be required to constrain the
uniqueness of the parameters.
Table 4.2: Parameters values found by the calibration algorithm on synthetic data for 4 parameters.
σ (MPa) K (MPa) Rp (MPa) µ (MPa.s)
Data 10 10 80 0.2
X4 9.5 12.9 83 0.3
4.4.2 Results on Healthy Volunteers: Volume Curves Only
A first real cases study was performed on the 7 healthy hearts provided by the STACOM
challenge. The electrophysiological model was simulated with standard values of the con-
ductivity and the anisotropic ratio. From the kinematic personalization, we registered all
images on the end diastolic image. Then, image transformations were applied to the end-
diastolic tetrahedral mesh to estimate the volume of the ventricles over time and then the
observation vector Zobs. The calibration required launching 9 (or 11) simulations around the
mean parameter vector X0 = [7,13,100,0.28] and 4 (or 5) parameters were then estimated
based on the Unscented Transform algorithm. Fig. 4.10 shows the measured, reference and
estimated volume curves on case 3. More results can be found on Fig. 4.11 and Fig. 4.12.
Fig. 4.13 shows two views of the estimated cardiac motion overlapped with the MRI se-
quence at different times of the cycle. The meshes seem to follow reasonably well the
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Figure 4.10: Results of the calibration technique on real data for one healthy volunteer #3. (Left)
Volume evolution in mL. (Right) Flow evolution in mL.s−1.
images at each phase of the cardiac cycle. Differences may be explained by segmentation
errors on the first image, by registration errors or model errors.
Trying to estimate 4 or 5 parameters in all of the cases showed that the results are either
similar, or better with 4 parameters than with 5. Therefore only the variation of 4 parameters
was studied. Errors between the real observations Zobs and the simulated observations Znew
are given in Table 4.3.
Table 4.3: Relative errors (in %) between simulated results Znew and real data Zobs on the 7 healthy
cases
Volunteers 1 2 3 4 5 6 7 Mean Min Max
Vmin 0.35 3.51 0.83 0.79 1.09 1.38 1.31 1.26 0.35 3.51
qmax 3.06 20.99 8.57 21.37 11.5 12.1 5.36 14.29 3.06 21.37
qmin 0.31 4.12 27.41 6.48 27.58 16.92 5.81 15.18 0.31 27.58
For all cases, the match is excellent for the minimum volume and hence the ejection
fraction, but less good (' 15%) for the slopes. A second iteration of the algorithm did not
lead to any improvement therefore the given match is the best possible with this method.
Errors can be explained in several ways. First, the real volume curve extracted from the
images contains registration errors; then, errors on the geometry, the fibers and electrophys-
iology add to these results. Finally, the choice of the calibrated parameters is not unique
and influences the results.
4.4.3 Results on Pathological Cases: Volume and Pressure Curves
The proposed calibration algorithm was then applied on six of the seven volunteers (one
volunteer case was taken out of the study due to an unrealistic kinematic personaliza-
tion that created issues when calibrating both the volume and the pressure curves) and
the two Left Bundle Branch Block (LBBB) cases. A synthetic pressure was given for
the healthy cases in order to estimate as many parameters as for the pathological cases
from which the real pressure curves are known. We therefore performed the calibration
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Figure 4.11: Results of the calibration technique on real data for volunteers #1, #2, #4 from top to
bottom.
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Figure 4.12: Results of the calibration technique on real data for volunteers #5, #6, #7 from top to
bottom.
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(a) t = 0 ms (b) t = 190 ms
(c) t = 520 ms (d) t = 710 ms
(e) t = 0 ms (f) t = 190 ms
(g) t = 520 ms (h) t = 710 ms
Figure 4.13: Short axis and long axis views of the simulated mesh on top of the MR images at
different moments of the cardiac cycle (heart period = 930 ms) for case 3.
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for the parameter vector X = [σ0,kat p,krs,µ,c1,K,Rp] with initial value of the parameters
X0 = [7,15,35,0.28,80,13,100]. A calibration on the left ventricle only was performed
due to the difficulty to segment and register the right ventricle which leads to noisy volume
curves. The relative errors between the real observations Zobs and the simulated observa-
tions Znew are shown on Fig. 4.14, before and after calibration. Fig. 4.15 shows the mea-
sured, reference and estimated volume and pressure curves of the LBBB post-MI HF case
while Fig. 4.17 shows the results for the LBBB DCM case. A comparison of the simulated
mesh and the MRI sequence for the LBBB post-MI HF case is presented Fig. 4.16. It shows
that the calibration gives satisfactory results and can therefore be used for the preliminary
specificity study.
Volunteers { post -MI DCM{ {
Figure 4.14: Relative errors on the observations of the 6 volunteers and the two LBBB cases.
Figure 4.15: Results of the calibration technique on real data for post-MI HF case. (Left) Volume
evolution in mL. (Right) Pressure evolution in mmHg.
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(a) t = 0 ms (b) t = 190 ms
(c) t = 410 ms (d) t = 720 ms
(e) t = 0 ms (f) t = 190 ms
(g) t = 410 ms (h) t = 720 ms
Figure 4.16: Short axis and long axis views of the simulated mesh on top of the MR images at
different moments of the cardiac cycle (heart period = 930 ms) for LBBB post-MI HF case.
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Figure 4.17: Results of the calibration technique on real data for DCM HF case. (Left) Volume
evolution in mL. (Right) Pressure evolution in mmHg.
4.4.4 Evaluation of Registration Error Influence
We tried to evaluate the error in the registration technique to understand whether the model
could actually match the data better than shown on Figures 4.10, 4.11 or 4.12. For this
purpose, we created synthetic images (as done by (Prakosa et al., 2011)) from a real se-
quence, using the deformed meshes resulting from a simulation (see Fig.4.18). This tech-
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Figure 4.18: Synthetic 4D Cardiac Sequence Generation Pipeline. A clinical 4D sequence is used
as an input to create a synthetic 4D sequence in which the myocardium motion follows a prescribed
simulated displacement field. A cardiac E/M model simulates the cardiac contraction using a cardiac
mesh created from the myocardium segmentation at ED. iLogDemons registration method is applied
to all images in the real clinical sequence to register them to the End diastolic reference image. The
combined simulated and registration motion are used to deform the real clinical images in order to
create the synthetic cardiac sequence.
nique creates new cardiac cine-MRI sequences combining the deformation field computed
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by the simulation and the deformation field computed by the image registration of the real
sequence. We then registered this new sequence with the iLogDemons algorithm, and ex-
tracted the volume curves from the resulting registered meshes. We expect to have similar
curves since images are created from the same electromechanical model of the heart. The
comparison between the initial simulated volume curve and the one computed after regis-
tration is given in Fig. 4.19. The relative error is about 25% for both slopes and 3% for
Vmin. These errors indicate that the model may not be able to better match these registered
volume curves. This can be due to registration errors as well as modelling errors.
Figure 4.19: Comparison between the volume variation computed from the simulation and the one
estimated from registered images (in mL).
4.5 Preliminary Specificity Analysis
A box plot in Fig. 4.20 presents the results of all volunteer cases on parameter values nor-
malized by X0 through their five-number summaries: the smallest value, lower quartile,
median (red), upper quartile, and largest value. We can easily see that for some model pa-
rameters, the values obtained for the pathological cases are outliers compared to the values
of the volunteers. In more details, it shows that the post-MI HF case has a reduced peak
contractility and an impaired relaxation (reduced relaxation rate). It is in agreement with
medical knowledge about myocardial infarction impact on diastole, for instance such de-
crease of the relaxation rate was evaluated in ischemic dog hearts (Williams et al., 1980)
and confirmed on human hearts in (Otto, 2012). The dilated cardiomyopathy patient with
heart failure has also a reduced peak contractility with a much higher myocardial stiffness.
This is also in agreement with the literature, where such differences in myocardial stiffness
have been observed in DCM patients (Bortone et al., 1989). We also observe a smaller
aortic resistance in this case, which is probably due to the patient’s medical treatment pre-
acquisition (vasodilator).
Therefore this preliminary study could assess
- the small relaxation rate krs as a characteristic of post-MI heart;
- the high stiffness c1 and bulk modulus K as a possible clue of severe dilated cardiomyopa-
thy;
- the small contractility σ0 as a possible indication of heart failures.
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Figure 4.20: Box plot showing the median and variance of the parameters for seven healthy cases.
The values are normalized by the mean parameter X0. The red and blue dots represent the parameters
of the pathological cases.
The simulated Pressure-Volume diagrams are presented Fig. 4.21 and demonstrate the clear
differences between volunteer cases and the heart failure cases.
Figure 4.21: Simulated Pressure-Volume diagrams after calibration.
4.6 Discussion
In (Marchesseau et al., 2012a) we proposed an innovative calibration method of an elec-
tromechanical cardiac model. The complete model depends on 14 parameters that act on
the active, passive and constraint components. The calibration based on Unscented Trans-
form allowed us to give a fast initialization of 4 or 5 parameters, leaving the other 10 or
9 fixed to standard values. The choice of these 4 (or 5) parameters was made based on a
sensitivity analysis on the volume variation and were confirmed by Singular-Value Decom-
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position analysis. Since the calibration requires only to run several simulations in parallel to
estimate these parameters followed by one additional simulated cycle to verify the results,
it can easily be used as a preprocessing step before the application of more sophisticated
personalization algorithms.
In (Marchesseau et al., 2012d), we extended this work. The calibration based on the
Unscented Transform allowed us to tune 7 global parameters from volume and pressure
curves, with a mean relative error of 11%. Moreover, the method gives good results using
the same initial value X0 and the same sigma points for all the cases, which decreases
the preprocessing time and enables a comparison of the calibrated parameters. However,
results for the pathological cases could be improved by a better choice of the initial value
X0. Studying more cases would help in defining the proper initial values in the different
pathological cases.
The creation of a synthetic image sequence allowed us to measure the intrinsic error in
estimating volume curves over time. Since this error is of the same order of magnitude as
the one after model calibration on healthy cases, we can conclude that we could recover well
the volume curve on the studied cases. Furthermore, the calibration provided consistent and
plausible range of values for the parameters.
A preliminary study showed that results on pathological cases versus control cases were
coherent with medical knowledge of the studied diseases. We can therefore give a first set of
specific parameters to characterize these heart failure cases. In our cases, a small relaxation
rate was found specific to ischemic heart failures, and a high passive stiffness was specific to
a severe dilated cardiomyopathy. Moreover, the results confirmed that a small contractility
is expected in heart failure cases. Additional pathological cases and observation quantities
are required to further develop and validate the specificity study.
Moreover, volume and pressure curves provide basic information about the cardiac
cycle. A larger set of parameters could be personalized by adding global or even regional
motion indices such as radial, longitudinal or circumferential displacements or strains in the
ventricles or AHA segments (defined by the American Heart Association).
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Based on: This chapter explains the personalization strategy submitted in Marchesseau
et al. (2013a).
Patient-specific cardiac modelling can help in understanding pathophysiology and pre-
dict therapy planning. However it requires to combine functional and anatomical data in
order to build accurate models and to personalize the model geometry, kinematics, elec-
trophysiology and mechanics. Personalizing the electromechanical coupling from medical
images is a complex challenge. We use the Bestel-Clément-Sorine (BCS) electromechan-
ical model of the heart, which provides reasonable accuracy with a reduced number of
parameters compared to the available clinical data at the organ level. We propose a per-
sonalization strategy from cine MRI data in two steps. We first estimate global parameters
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with an automatic calibration algorithm based on the Unscented Transform which allows
to initialize the parameters while matching the volume and pressure curves. In a second
step we locally personalize the contractilities of all AHA zones of the left ventricle using
the Reduced Order Unscented Kalman Filtering on regional volumes. This personalization
strategy was validated synthetically and tested successfully on 8 healthy and 3 pathological
cases.
5.1 Introduction
In this chapter, the Bestel-Clément-Sorine cardiac model Bestel et al. (2001), further im-
proved by Chapelle et al. (2012b) is used. It showed a good compromise between complex-
ity and accuracy Marchesseau et al. (2012c), and a good predictive power under different
pacing conditions Sermesant et al. (2012). The personalization of such mechanical models
has been tackled by different approaches. Variational assimilation methods Delingette et al.
(2012); Sainte-Marie et al. (2006) were used to locally estimate the active parameters (con-
tractility, contraction and relaxation rates), Sequential Quadratic Programming Wang et al.
(2009) to estimate the passive material stiffness, while Reduced Order Unscented Kalman
Filtering aimed at estimating the contractility parameters Chabiniok et al. (2011); Moireau
and Chapelle (2011b).
These methods have already led to promising results to estimate some model parame-
ters from heart motion and therefore open the possibility to help cardiologists in planning
their therapy. In this chapter we chose to tackle this issue in a different way. We propose to
estimate the regional contractilities of the left ventricle based on measured regional volumes
which has the advantages to smooth the registration errors and to be available on commer-
cial softwares. We apply this strategy on a database consisting of eigh healthy subjects and
three heart failure patients. To this end, we first calibrate the mechanical model using the
Unscented Transform method proposed in Marchesseau et al. (2012a) from the left volume
curve that we extract from the motion registered from cine MRI data. This allows a better
initialization before further local personalization since we use sequential methods which are
dependent on the intial values. Then we apply the Reduced Order Unscented Kalman Fil-
tering (using Verdandi1) on the regional volumes measured on the LV endocardium. This
strategy was successfully tested synthetically for contractility estimation and scars tissue
detection, and on real cases.
5.2 Mechanical Personalization Strategy
Our BCS model depends on 14 global parameters that need to be estimated. To this end,
we propose to first assess global values for the parameters using the Unscented Transform
algorithm Julier and Uhlmann (1997) from global observed quantities (endocardial vol-
ume) as described in Marchesseau et al. (2012c); and then to use the ROUKF (Reduced
Order Unscented Kalman Filter) personalization algorithm Moireau and Chapelle (2011b)
implemented in Verdandi Chapelle et al. (2012a) from local measurements to assess more
precisely the contractility per region (see Fig.5.1 for a representation of this pipeline).
1Verdandi is an opensource data assimilation library available at http://verdandi.gforge.inria.fr/. Chapelle
et al. (2012a)
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Figure 5.1: Personalization pipeline: combining the electromechanical model and the data to cali-
brate then personalize the parameters.
5.2.1 ROUKF Personalization Algorithm
Let us suppose that the mechanical parameters are well initialized from the calibration al-
gorithm, the parameters can then be locally (regionally) estimated using a more advanced
algorithm that deals with much larger dimensional systems. We use in this chapter a type
of Kalman filter which belongs to the sequential data assimilation methods.
Data Assimilation Principles
Data assimilation methods intend to estimate state variables of the considered system using
measurements. State variables consist usually of the trajectory (positions, velocities ,...) but
can in fact include model parameters or other dynamical variables such as regional strains
for instance. A model is therefore represented by a dynamical system governing the state
variable X that includes the parameters of the model:{
X˙ =A (X, t)
X(0) = X0+ξX
(5.1)
where A is a non-linear operator, X0 the a priori value for initial conditions and ξX the
uncertainties in the initial conditions.
The available measurements are described through a linear observation operator H. The
observations are therefore modeled by the application of this operator:
Z = HX+χ (5.2)
where χ is the observation noise.
Two types of assimilation methods exist: the sequential and the variational approaches. In
the variational approach, a cost function is iteratively minimized after gathering measure-
ments over a period of time. In the sequential approach, a new estimation of the state is
performed each time a new measurement is available through statistical analysis. Both ap-
proaches have shown promising results in cardiac personalization: Billet (2010); Delingette
et al. (2012); Sainte-Marie et al. (2006) that use the variational approach to estimate the
contractility parameters or Xi et al. (2011); Chabiniok et al. (2011) that preferred the se-
quential approach). We use in this chapter the Unscented Kalman Filter in its reduced form,
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derived in Moireau and Chapelle (2011b) since we only estimate the parameters.
Unscented Kalman Filtering
The Unscented Kalman Filter can be seen as an iterative Unscented Transform described in
Chapter 4. It is based on three steps at each discrete time n, for the state vector X which
consists in the state values (positions, velocities, ...) and the parameters θ .
• Sampling: Creates the sigma-points given an interpolation rule leading to I, using a
state error covariance matrix P:
Xˆ(i)+n = Xˆ+n +
√
P+n I(i) (5.3)
were X(i) is the ith component of vector X.
• Prediction: Estimates the next state as the mean of the states simulated with the
sigma-points, and the next covariance as the covariance of the states simulated with
the sigma-points: {
Xˆ−n+1 = Eα
(
An+1|n
(
Xˆ∗+n
))
P−n+1 =Covα
(
An+1|n
(
Xˆ∗+n
)) (5.4)
where the mean Eα and the covariance Covα are calculated with the weights αi of the
sigma-points, and noting X∗ the concatenation of the vectors X(i).
• Correction: Updates the state vector and its covariance given the new sigma-points
and corresponding observations using the new observation operator H and the covari-
ance of the noise W through the following calculations:
Xˆ(i)−n+1 = Xˆ
−
n+1+
√
P−n+1I
(i)
Z(i)n+1 = Hn+1Xˆ
(i)−
n+1
PXZ˜α =Covα
(
X∗−n+1,Z
∗
n+1
)
PZ˜α = Wn+1+Covα
(
Z∗n+1,Z∗n+1
)
Xˆ+n+1 = Xˆ
−
n +PXZ˜α (PZ˜α)−1
(
Zn+1−Eα
(
Z∗n+1
))
P+n+1 = P
−
n+1−PXZ˜α (PZ˜α)−1(PXZ˜α )T
(5.5)
Reduced Order Unscented Kalman Filtering
We aim, in this chapter, at estimating only the p parameters of the model. Therefore, we
only generate p+ 1 sigma-points and the covariance P is reduced to the parametric space
of dimension p. Its rank is therefore p much smaller that the dimension of the space d. We
suppose that we can manipulate covariance matrices in the factorized form:
P = LU−1LT (5.6)
where U is an invertible matrix of rank p and represents the main uncertainties of the system.
A new derivation of the algorithm can therefore be performed without computing the full
covariance matrix P, as shown in Moireau and Chapelle (2011b); Moireau et al. (2008).
CHAPTER 5 75
5.2.2 Observation Extraction from the Images
We suppose in this chapter that the deformed meshes registered from the cine-MRI are the
only available measurements. Several types of observations can then be extracted from these
meshes. Since the registration method focuses only on the visible contours in the image,
we cannot expect the trajectory of all the points in the myocardium to be accurate, we will
therefore only consider the points on the endocardial surfaces. Three types of observations
can be derived directly from this:
Volume curve
First, for the calibration, the volume of the Left Ventricle is computed over time, giving
the three required observations (Vmin,dV/dtmin and dV/dtmax). These observations are eas-
ily computed using the topology of the endocardium as explained in Marchesseau et al.
(2012a). However it is not sufficient to recover the motion of the whole myocardium.
Positions on the Surface
The most complete observation include the positions of all the points on the endocardial
surface. The estimation tries therefore to match the motion point-wise. The advantage of
what we call the Surface-Points Estimation is that the observation operator H is straightfor-
ward, filled with 1 values on each coordinates of the surface nodes and 0 values otherwise.
The main drawback is that there is no guarantee that the registration tracks displacements of
material points, but rather apparent displacements of the contours, inducing therefore errors
on the observations (well known aperture problem in Computer Vision). There exists ob-
servation operators Chabiniok et al. (2011) that filter this aperture issue taking into account
distances between the surface contours. These methods give promising results but are not
directly applicable for clinical context due to their computation times.
Regional Volumes
To tackle this issue, we suggest to use regional volumes as observations. To this end, we
project the AHA volumetric segments (Fig.5.2) on the surfaces (LV endocardium and/or
epicardium and/or RV endocardium depending on the needs), and calculate the volume
formed by this surface and the barycenter of the LV endocardium over time. Not only does
this method allow to capture the motion of the surface locally without smoothing tracking
errors, but it also leads to a small number of observations to match, decreasing this way
the computation time. Moreover, regional volumes are used by clinicians as a pathological
index Baxley and Joseph Reeves (1971).
5.2.3 Error Measurements
In order to evaluate the errors between the estimated motion from the registration and the
simulated motion, several error measurements are used. First, the result of the calibration
algorithm compares the simulated volume curve V simu(t) to the registered volume curve
V obs(t) using the standard root mean square difference:
ε¯V =
√
∑Nstepst=0 (V simu(t)−V obs(t))2
Nsteps
(5.7)
where Nsteps is the number of images in the MRI sequence. Then, after personalizing the
model from regional volumes, we compare the simulated regional volumes V simui (t) to the
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Figure 5.2: (Left) Bull’s eye plots of the AHA 17 segment division (View from the apex). (Right)
Example of Regional Volume.
registered ones V obsi (t) normalized by the area of the AHA surface Si to obtain a mean
square difference for each regional volumes that we average:
ε¯RegVol =
1
N
N
∑
i=0
1
Si
√
∑Nstepst=0
(
V simui (t)−V obsi (t)
)2
Nsteps
. (5.8)
It is also interesting to record the distance error between the regional volumes at end-systole
where it is maximal:
ERegVol =
1
N
N
∑
i=0
∣∣V simui (Tmax)−V obsi (Tmax)∣∣
Si
. (5.9)
These errors give a good indication on how well the simulated motion match the registered
one on the left endocardium. For a more global index that takes all the surfaces into ac-
count (including epicardium and right endocardium), we define a symmetric distance on
the contours Ω as:
εC =
1
2
∑Npointsk=0 dist(Ω
simu−Pobsk )
Npoints
+
1
2
∑Npointsk=0 dist(Ω
obs−Psimuk )
Npoints
(5.10)
with a mean value over time noted ε¯C and a value at end-diastole EC.
5.3 Results
For this work, our database was made of eight healthy cases acquired at King’s College Lon-
don and made available to the community for the STACOM challenge 2011. Furthermore,
we were provided with three pathological cases acquired at INSERM institute, selected for
Cardiac Resynchronisation Therapy.
For all cases, the kinematic motion was estimated using the TDFFD algorithm which
allowed to compute the real volume curves. Furthermore, Ensite data was acquired on the
pathological cases allowing to have a personalized electrophysiology but no data on the
pressure was available.
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5.3.1 Selection of Adequate Observations
We tested the ROUKF algorithm to estimate the contractility for 6 zones of the left ventricle
(combining the AHA segments as shown in Fig.5.3) on synthetic data, using two types of
observations: the surface points and the regional volumes on the LV endocardium. To this
end, the observations were created with a forward simulation of the model with different
values of the contractility for each of these zones. The resulting deformed meshes are
1
2
3
4
5
6
Figure 5.3: Division of the myocardium into 6 regions for the left ventricle and 1 for the right
ventricle, combining the standard AHA zones. (View from apex)
compared with the ground truth on Fig.5.4 where we can see that both methods give an
excellent match. In this case, since there are no errors on the data nor on the model, the
only errors are due to the estimated parameters. The resulting estimated parameters are
Figure 5.4: Comparison of the deformed meshes on short axis view from the base (left) and long
axis (right) plane. Grey surfaces represent the ground truth, green contours the initial simulation,
pink the estimated contours using regional volumes and blue the estimated contours using surface
points. Since no clear difference can be made from the pink and blue contours, we conclude that
both techniques give similar results and manage to match the ground truth.
given in Fig.5.5 for the two estimations and compared with the reference value. We can
see that the parameters are better estimated with the regional volumes. To understand why
observing regional volumes leads to better parameters than observing all the points of the
surface, we evaluate the errors on these two types of observations (Surface Point error and
Regional Volumes error) while varying the contractility of one zone around its ground truth
value. Fig.5.6 gives the resulting mean errors. We can see that the Regional Volumes error
has only one minimum whereas the Surface Points error has a non-smooth variation leading
to several local minima in which the estimated parameters may be "trapped" in the filtering
procedure. Of course, observability is enhanced when using pointwise displacements, hence
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Figure 5.5: (a) Regional contractility estimation using observations on all the surface points. (b)(d)
Reference values of the contractility. (c) Regional contractility estimation using observations on the
regional volumes in the LV endocardium.
we conjecture that a finer tuning of the filtering method would overcome this difficulty, see
Imperiale et al. (2011).
Figure 5.6: Comparison of the errors using the two types of observations, for various contractilities.
5.3.2 Detection of Infarcted Tissue
In this section, we test the ability of a personalized model to detect regions of low con-
tractility, for instance due to presence of scars following an infarct. In order to evaluate
the detection power of the proposed personalization based on regional volumes, a set of
tests were performed using synthetic data. Forward simulations with varying size of scar
tissue (from 300 tetrahedra to 2000 tetrahedra out of the 65 000 tetrahedra for the full my-
ocardium) were performed to create the observations. The relative contractility was set to
0.3 for the scar zone and 1 for the rest of the myocardium. Before using the personalization
algorithm, random noise was added on the regional volumes to obtain observations closer
to what would be observed with real data. Moreover, to calibrate the ROUKF algorithm,
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the expected maximum error must be set. To make this test realistic, an error of 0.5mm
was allowed. This explains why the initial relative contractility of 0.3 cannot be reached.
Resulting volumes curves compared to synthetic ones are shown in Fig.5.7.
The estimated contractilities obtained for the scars zone are presented Fig.5.8 for the var-
Figure 5.7: Regional Volumes simulated with 0% noise (smooth curves) and 10% noise (non-
smooth curves).
ious sizes and noise amplitudes. We note that the noise does not influence the estimation
of the parameter for scars zone larger than 1300 tetrahedra (as represented in Fig.5.8) but
makes the detection impossible for smaller zones.
Figure 5.8: (Left) Estimated contractilities on the scars zones for different sizes of the zones and
different noise. (Right) Representation of a scar zone of 1300 tetrahedra.
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5.3.3 Real Cases Personalization
Personalizing real cases requires three steps:
• Selecting the region that has the smallest displacement (basal area or apex) in order
to constraint this region as a boundary conditions.
• Performing a calibration of 4 parameters (including contractility) for the left ventricle,
based on the volume curve.
• Running the ROUKF algorithm using regional volumes on the LV endocardium in
order to estimate the 17 regional contractilities of the LV.
This pipeline was applied on 3 pathological cases and 8 healthy volunteers and enabled to
draw preliminary conclusions on pathological cases versus healthy controls. Results of the
full personalization strategy are detailed here for the pathological Case #1, then error mea-
surements and estimated contractilities are given on all cases.
Results of the full personalization strategy are detailed here for the pathological Case #1,
then error measurements and estimated contractilities are given on all cases.
Results for Case #1
First, volume curves resulting from the calibration are given in Fig.5.9. The mean error on
the volume ε¯V decreases from 17mL to 4mL giving therefore a good initialization.
Second, the results of the full personalization are given in Fig.5.10 where we compare the
Figure 5.9: Case #1: Volume evolution before (green) and after (red) calibration compared with
real value extracted from the registration (blue).
deformed mesh to the registered mesh and the images at end-systole, or in Fig.5.11 for the
full cycle. The distance error on the contours εC is represented Fig.5.12 at end-diastole and
shows how close the model follows the registered motion. The mean distance error on all
the surface decreases from 2.8 mm to 2.1 mm which is a reasonable error given the image
resolution (1.25 mm x 1.25 mm) and the fact that we only try to match the left endocardium.
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Figure 5.10: Short axis and long axis view of the end-systolic phase. Comparison of direct model
with the initial parameters (green), direct model with the estimated contractilities on all left ventricle
AHA zones using the regional volumes on the LV endocardium (red) and registered mesh (blue).
(a) 120 ms (b) 360 ms
(c) 500 ms (d) 740 ms
Figure 5.11: Short axis view of the deformed meshes at various times of the cardiac cycle. Com-
parison of direct model with the initial parameters (green), direct model with the estimated contrac-
tilities on all left ventricle AHA zones using the regional volumes on the LV endocardium (red) and
registered mesh (blue).
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Figure 5.12: Case #1: Evaluation of the distance error on the contours of the surface at end-systolic
phase (EC). The basal area is cropped since we do not take the corresponding observations into
account.
Registered and simulated regional volume curves are compared Fig.5.13. The mean
relative error on the regional volumes (normalized by the surface area) decreases from
ε¯RegVol = 1.1 mm with initial parameters to ε¯RegVol = 0.6 mm after personalization which
proves a very good improvement. Finally, Fig.5.14 gives the estimated relative contractili-
Figure 5.13: Case #1: (Left) Registered regional volumes on the LV endocardium. (Right) Esti-
mated regional volumes.
ties along the personalization steps and shows that the estimation converges before the end
of the personalization.
Error Measurements
In order to evaluate the accuracy of the personalized motion, we compute the errors previ-
ously defined on all the tested cases, before and after personalization. Fig.5.15 presents in
(a) the resulting errors on the regional volumes ε¯RegVol which is what is actually minimized
during the personalization, as well as its value at end-systole (b). Finally, as an indicator of
the global motion on all the surfaces, the distance error on the contours ε¯C is given in (c).
We can see that the personalization decreases the errors in all the cases and that the mean
error on the regional volumes in pretty low (0.7mm) which is smaller than a pixel size.
However, the error on the total surface still needs to be improved including observations
from the right ventricle and the epicardium.
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Figure 5.14: Case #1: Evolution of the estimated relative contractilities along the personalization
steps. We note a mean relative contractility of 0.55. Contractility of zone #17 might be overestimated
since it corresponds to the apex which is constrained by our boundary conditions.
{Volunteers Case 1 Case 2 Case 3
(a) ε¯RegVol(mm)
{Volunteers Case 1 Case 2 Case 3
(b) ERegVol(mm)
{Volunteers Case 1 Case 2 Case 3
(c) ε¯C(mm)
Figure 5.15: Errors between the simulation and the registration before (in blue) and after (in red)
personalization.
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5.4 Preliminary Specificity Study
Our database consisting of 8 healthy controls and 3 pathological cases selected for the Car-
diac Resynchronization Therapy (with therefore a small ejection fraction and a long QRS)
allows to draw preliminary conclusions. First, from the global volume curves, a calibra-
tion was performed to initialize 4 parameters. The resulting parameters are presented in
Fig.5.16. We can see from this graph that the Computational Biophysical Model Personal-
ized for case 1 (CBMP#1) and case 2 (CBMP#2) exhibit a smaller global contractility than
the healthy controls, and that the Computational Biophysical Model Personalized for the
third case (CBMP#3) exhibits what seems to be a global contractility closer to the normal
range, and a very high Bulk Modulus, meaning that the model of the myocardium muscle
is stiffer in this case than the model describing the healthy cases. This could be explained
by the fact that this patient has a different etiology than the first two cases (idiopathic car-
diomyopathy) and, more importantly, has regurgitations at both the mitral and aortic valves.
Furthermore, this patient presents significant atrial volumes, with an increased pulmonary
artery pressure. This leads to a smaller inflow than outflow as shown in Fig.5.17. A
𝜎0 𝜇 𝐾 𝑅𝑝 
Figure 5.16: Estimated global parameters for the 3 pathological cases compared to the healthy
controls(box plot). σ0 is the global contractility, µ the friction parameter, K the Bulk modulus
related to the stiffness of the passive myocardium and Rp the peripheral resistance in the aorta.
comparison of the regional contractilities obtained from the personalization method that we
propose leads to consistent observations (see Fig.5.18). Indeed, the personalized regional
contractilities of the first two cases are much smaller on all the regions than the controls.
Moreover, CBMP#3 exhibits regional contractilities closer to the contractilities of healthy
hearts for most regions. Some of the estimated contractilities however are extreme (zone 7
has a very small contractility while 17 has a very high contractility) which could indicate
local dysfunctions. The study of the covariance on the parameters showed that our confi-
dence on the contractilities of zones 1 to 6 and zone 17 is 4 times smaller than on the other
zones due to the boundary constraints on the base and the apex that we set.
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Figure 5.17: Registered flow curves for the pathological case 3 compared to one healthy case,
showing an impared relaxation.
AHA zones of the left ventricle
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Figure 5.18: Estimated regional contractilities for the 3 pathological cases compared to the healthy
controls (box plot).
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5.5 Discussion
5.5.1 Personalization from Regional Volumes
In this paper we proposed patient-specific modelling of the heart based on regional volumes.
Tests performed on synthetic data proved that this choice of observations was relevant to es-
timate regional contractilities and detect scar tissue as long as the size of the scar zone is not
too small. The advantage of such an approach is to smooth the input observations in order to
match the motion of the left endocardium. This method proved to be robust and can be used
at a large scale. Indeed, although the regional volumes were rather different for pathological
cases and healthy volunteers, we managed to estimate the regional contractilities and have
a good final match on the motion. Finally estimating the regional volumes gives precious
indices on the synchronization of the AHA zones which could be further studied for therapy
planning.
5.5.2 Analysis of Real Case Personalizations
Our database of 3 pathological cases and 8 volunteers allows to draw some conclusions.
First, the personalized computational biophysical models that intend to characterize these
pathological cases exhibit different global contractility and/or stiffness. Our results on the
calibration and on the regional personalization are consistent and show that CBMP#1 and
CBMP#2 display a similar behavior (small estimated global and regional contractilities with
normal estimated stiffness), while CBMP#3 is clearly different. First, CBMP#3 exhibits a
reasonable global contractility parameter while showing a high stiffness which seems to
explain its small ejection fraction and its small filling flow. Second, CMBP#3 estimated
regional contractilities are for most of them similar to healthy cases with localized akinetic
regions confirmed by the clinicians. In addition, this case, with a different etiology, was
the one not responding to the CRT. Our personalization pipeline therefore gives results in
agreement with the clinical interpretation of the images.
5.5.3 Limitations of the Personalization Pipeline
The proposed approach includes several processing and computational steps that are subject
to uncertainties. First, we relied on image segmentation and tracking which are challenging
due to the limited intensity constrast of the myocardium, and the aperture problem. Then,
with the calibration, 4 global parameters could be assessed and the remaining 10 were set
to their standard values which were chosen after a trial and error approach on one healthy
case, or from the literature (more details and values can be found in (Marchesseau et al.,
2012d)). Data on ventricular pressure would help the parameter estimation compared to
using literature values that can be far from the actual patient condition. Second, boundary
conditions play a significant role in the myocardium motion and hemodynamics, therefore
they need to be assessed carefully. Our model includes a pericardium that constrains the
outward radial motion and some elastic constraint that can be applied on the apex (which
is either outside the field of view of the images, or barely moving) and on the basal area
around the valves. However, the pre-load and the after-load were not personalised in this
article which probably impacts the estimation of the parameters. For instance, modelling the
regurgitations observed on the third pathological case could help in obtaining parameters
closer to the actual intrinsic tissue properties of this patient. Finally, a time registration
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between the real data and the simulation is necessary and influences as well the results of
the personalization.
5.5.4 Perspectives
Our method only intends to recover the motion of the left endocardium. To improve the
results of the personalization, or estimate more parameters such as the regional stiffness for
instance, one may include the regional volumes calculated from the epicardium and intend
to recover the thickening and shrinking of the muscle or estimate the parameters related
to the boundary conditions. Using measurements on the regurgitation would also improve
the personalization since our heamodynamic model that represents the pressure constraint
(Marchesseau et al., 2012a) can include regurgitation by estimating the iso factor Kiso. Al-
ternatively, we could couple this heamodynamic constraint with a lumped-flow model as
used by (Koon et al., 2010). Moreover, we could divide the endocardium in different zones
than the standard AHA zones in order to obtain more precise results. Applying this method
on a larger database could also lead to better assessment of the parameters specificity of
the personalized models. Finally, the proposed method could also help in testing the acute
response to pacing by simulating it on the personalised model.
5.6 Conclusion
This paper proposes a personalization strategy made of a global calibration and the appli-
cation of the Reduced Order Unscented Kalman Filter to estimate regional contractilities
based on regional volumes using a complete model of the heart. The personalization of 3
pathological cases and 8 volunteers shows the robustness of this strategy and opens up pos-
sibilities to study the specificity of the estimated physiological parameters to the etiology
and the response to CRT. The use of regional volumes allows to smooth registration errors
and to find a good compromise between the physiological behavior of the model and the
accuracy of the personalization.
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Each chapter of this manuscript contains conclusions on the performed work and per-
spectives. We now conclude on the main achievements of this PhD work. Then, we describe
the collaborative projects in which we participated. Finally, we suggest possible improve-
ments related to this work.
6.1 Main Contributions
6.1.1 Implementation of the BCS Model
We decided to have our own implementation of the existing Bestel-Clément-Sorine model
for several reasons. Indeed, using SOFA platform allows fast computation, interactivity and
modularity. Fast computation is necessary in order to be able to test many personalization
methods, but also for the foreseen clinical applications. For surgery training or interactive
therapy planing, a real-time simulator would be ideal. We have not reached this point but
we manage to run a cycle in less that 20 minutes (with a time step of 7ms). Modularity
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enables to modify components of the model without any change in the other components.
Since modelling the cardiac mechanics is still an open challenge, this is a valuable asset.
However, implementing the complete model in a modular way is a fairly challenging
task. As explained in Chapter.3, boundary conditions, pressure constraints and so on had to
be written in a “SOFA forcefield“ way. In particular, to solve the dynamical system under
constraint (and therefore take into account the four cardiac phases), a complex prediction-
correction algorithm has been considered as an alternative to Lagrangian Multipliers not
available on SOFA.
SOFA allowed finally to include a pericardium as a boundary to the model, which is
as far as we know, one of the most realistic boundary condition implemented in the cardiac
modelling community.
The model is now used inside (Prakosa et al., 2012) and outside of Asclepios team (see
Sec.6.2.3).
6.1.2 MJED Method for Hyperelasticity
We proposed an innovative and generic method to discretize hyperelastic materials on finite
elements meshes. The MJED method has been successfully tested on all known hyperelastic
materials. The widely used linear elastic simplification for soft tissue modelling is no longer
necessary. The source codes of this method were already made available on SOFA and used
within the SOFA community (Courtecuisse et al., 2010; Peterlík et al., 2011).
We first applied the MJED method to liver surgery simulation and reach real-time inter-
action using only CPU. Moreover, we performed rheological experiments to find the param-
eters and confirm the accurate behavior of the liver model under deformation (see Appendix
A). Finally, the MJED method was used as the passive part of the cardiac electromechanical
model.
6.1.3 Calibration of the Mechanical Model
We proposed an automatic method to estimate the global parameters of the electromechan-
ical model from simple indices of the volume and pressure curves after performing a com-
plete sensitivity analysis. This method was applied successfully on several healthy and
pathological cases from the same initial value. Not only did the calibration allow to initial-
ize parameters before a local personalization and replaces therefore the widely used manual
calibration, but it also led to a preliminary specificity study. We could therefore compare
the mechanical parameters between control (volunteer) cases and pathological cases and
reached conclusions in agreement with literature and medical knowledge. It could there-
fore be easily applied in the medical context to classify the pathologies for instance. This
method was used by Prakosa et al. (2012) which intends to estimate the electrophysiological
properties of the pathological cases.
6.1.4 Personalization of the Mechanical Model
We proposed a personalization strategy in two-steps. First, the calibration algorithm was ap-
plied to globally estimate the main mechanical parameters from volume and pressure curve.
Second, a more complex data assimilation algorithm was used to estimate regional con-
tractilities on the left ventricle based on registered regional volumes. This strategy proved
to be robust to the various motion tracking algorithm since it enables to smooth the input
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data. We applied this personalization method on 3 pathological cases and 8 healthy controls
and manage to recover the myocardium deformation with reasonable accuracy. Moreover,
a comparison of the estimated contractilities allowed to draw preliminary conclusions on
non-responders to CRT.
6.2 Collaborative Work
This PhD work was partially funded by two European projects, and was performed in col-
laboration with several research teams, universities and hospitals.
6.2.1 Liver Surgery Simulation: PASSPORT Project
The PASSPORT project (PAtient Specific Simulation and PreOperative Realistic Training
for liver surgery)1 is a collaborative project made of several European surgical teams, re-
search teams in surgical simulation and companies in surgical instrumentation. PASSPORT
for Liver Surgery aims at offering a patient-specific simulator that would be used for surgi-
cal training or surgery planning. The “Virtual liver”, developed in the Open Source SOFA
platform will include modelling combining anatomical, mechanical, biological preoperative
functions as well as realistic appearance.
In this project, our goal was to model the mechanical behavior of the liver. For this we
had to find a good compromise between accuracy and computation time since the simulator
has to work in real-time for surgery training (see Appendix A). The MJED method was
developed to deal with the real time issue, a visco-poro-hyperelastic model of the liver was
proposed as one of the most complete and accurate model. Finally, a collaboration with the
University of Strasbourg (FRANCE) enabled to validate the model and the implementation
from real experiments on 60 pig livers. This work led to two publications (Marchesseau
et al., 2010b) and (Marchesseau et al., 2010c), deliverable and presentations for the annual
meetings.
6.2.2 Cardiac Resynchronization Therapy: euHeart Project
The euHeart Project2 (integrated cardiac care using patient-specific cardiovascular mod-
elling) is a European Project that aims at building patient-specific model of the heart in
order to treat cardiovascular diseases. Integrating the computing tools in the medical envi-
ronment is the leading goal of euHeart which is an acting project. This is why 17 industrial,
clinical and academic partners worked together to acquire data, process the data, build and
simulate models, personalize the models, virtually test the therapy, validates results with
data.
In this project, our goal was to build patient-specific models of the myocardium so
as to be able to plan Cardiac Resynchronization Therapy. To this end, we used data from
King’s College London and INSERM in Rennes, UPF Barcelona processed the data so as to
give us a mesh and registration. We also collaborated with INRIA Rocquencourt to design
data-assimilation algorithms based on the Verdandi library. A collaborative paper (Tobon-
Gomez et al., 2012a) summarizes some advances made by all the partners (of the WP5
work package) on CRT planning, and we published two papers in collaboration with KCL
1http://www.passport-liver.eu/Homepage.html
2http://www.euheart.eu/
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(Marchesseau et al., 2012c,d) and submitted one paper also in collaboration with UPF and
INSERM (Marchesseau et al., 2013a).
6.2.3 Cardiac Model: cMAC2 Challenge
In the scope of the STACOM challenge 2012 3, and in particular the Motion Tracking Chal-
lenge, synthetic 3D ultrasound images were created and then distributed to the challengers.
To create these images, a collaboration between Philips Research Medisys, CHU (hospital)
in Caen, and Asclepios team was made. The electromechanical model of the heart that we
implemented on SOFA was used to deform initial meshes, given various electrical patterns
and changing mechanical parameters so as to synthetically create pathological cases. The
deformation fields extracted from the simulations were then applied to real image sequences
in order to create new image sequences. The realistic results proved that the model manages
to represent healthy cases as well as pathological cases. Craene et al. (2012) explains the
process for the creation of the synthetic data.
6.3 Perspectives
6.3.1 Model Improvements
Although the implemented model includes several important physiological features (a peri-
cardium, a valve model to deal with blood flow, two ventricles, passive hyperelasticity, the
fiber elasticity and the Sterling effect), several improvements can be performed. For in-
stance, for now, the pericardium is a fixed surface that prevents the myocardium from leav-
ing the allowed space. However, images clearly show that the pericardium has an elastic
behavior, we could therefore include some elasticity in this component.
Furthermore, the current heamodynamic model that represents the blood flow during
the four cardiac phases could be improved in two ways. First, fluid dynamics could be
simulated in SOFA for a more physiological behaviour. Unfortunately, current methods
for fluid dynamics are computationally expensive so this solution may not be doable in the
scope of CRT planning. Second, we could use the CircAdapt model presented by Arts
et al. (2005) which links flow and pressure of all the left ventricle to those of the right
ventricle through a complete circulation model. This would lead to a more coherent way of
determining the atrial and venous input pressures.
The modelling of the mechano-electrical feedback would also be an interesting im-
provement. We could also think of explicitly modelling the valves (Mansi et al., 2012) in
order to simulate pulmonary regurgitation or mitral surgery. We would also gain in using a
more complex electrophysiological model. Finally, the simulation greatly depends on the
fiber fields, it is therefore crucial to improve the generation of the fibers(Lombaert et al.,
2011).
6.3.2 Calibration of the Model
Only the left ventricle is calibrated using the proposed calibration algorithm for two rea-
sons. First, the endocardial pressures are rarely available for the right ventricle since it is
an invasive measurement. Moreover, the simulated and the registered volumes are close
3http://www.physense.org/stacom2012/
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enough for the left ventricle so that simple indices such as the minimum of the volume and
the slopes were sufficient to match the volume. However, this is not true for the right ven-
tricle. The registration is very challenging for the right ventricle and so is the segmentation
which is post-processed to add a wall thickness. Therefore the volume extracted from the
registration is not smooth enough to be represented by the chosen indices. A better choice
of indices should be defined in order to calibrate the right ventricle as well.
The calibration intends to match the volume and the pressure curve but gives no guar-
antee about the movement of the myocardium. We could improve this technique taking into
account global measurements of the motion, such as the maximum radial strain, or the max-
imum longitudinal deformation ... It would probably ease the personalization which deals
with the movement.
Finally, the same initialization is used for all cases. This has the advantage of making
the calibration automatic, but also the drawback that pathological cases could be better
calibrated if the initialization was closer to the real data. It could be interesting to study
more pathological cases and more pathologies in order to determine an initialization set per
pathology.
6.3.3 Personalization of the Model
In the proposed study, the left endocardium only is personalized based on its regional vol-
umes. Although the results are promising, more parameters (other than contractility) could
be estimated if more observations were taken into account. For instance, it could be inter-
esting to measure the local thickness of the muscle in order to estimate passive parameters,
or even longitudinal, radial and circumferential regional displacements.
During this study, we faced issues concerning the motion tracking. Indeed, even if the
regional volumes smooth the input data, a bad tracking of one region can lead to a non-
physiological volume curve which is impossible to match and may prevent the complete
personalization. Therefore, the selection of the regional volumes to match influences the
results and it would be interesting to adapt the algorithm and to assess confidence measure
at each regional volume to take into account the registration uncertainties. It would also be
interesting to study the impact of the registration algorithm on the estimated parameters.
Finally, a large database of pathological and healthy cases should be studied in order
to draw significant conclusions that could then help in predicting responders versus non-
responders, or pacing location.
6.3.4 Effects of the Therapy
Our goal in this thesis has been to make every steps of the personalization pipeline automatic
for its application in the medical practice. We made significant progress towards this goal
and we hope that it will soon be applied on a larger scale. However, we have not yet studied
the effects of the therapy (Cardiac Resynchronization Therapy for instance) on the patient-
specific models. This is definitely the next step to reach so as to be able to optimize the leads
configuration of the pacemaker, or select potential responders to the therapy. Moreover, it
would be interesting to predict the remodelling after the therapy. However, a modification
of the current model might be necessary before this can be considered.
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6.4 Conclusion
Through this thesis study, we showed that important advances have been made in the patient-
specific biomechanical modelling of the heart. The results we obtained are promising and
we hope that after further future improvements, such models and personalization methods
could be used in a clinical environment. Although our research was focused mainly on
Cardiac Resynchronization Therapy, the same pipeline of methods can be used for other
types of cardiac disorders. However, more research work is required to tackle the issues
we faced at each step of this work flow (segmentation, registration, modelling ...) before its
integration in the medical practice.
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Appendix A
Fast poro-visco-hyperelastic model
for liver surgery simulation
Based on: (Marchesseau et al., 2010c) and (Marchesseau et al., 2010b) that present a new
poro-visco-hyperelastic model of the liver that can be simulated in real-time thanks to the
MJED method. This appendex describes the model and the results published in those two
papers. The MJED method describes in 3.3 is not repeated here.
Understanding and modeling the liver biomechanics represents a significant challenge
due to its complex nature. Our contribution tackles this issue in the context of real time
surgery simulation where a compromise between biomechanical accuracy and computa-
tional efficiency must be found. We describe a realistic liver model including hyperelastic-
ity, porosity and viscosity that is implemented within an implicit time integration scheme.
To optimize its computation, we introduce the Multiplicative Jacobian Energy Decomposi-
tion (MJED) method for discretizing hyperelastic materials on linear tetrahedral meshes
which leads to faster matrix assembly than the standard Finite Element Method. Visco-
hyperelasticity is modeled by Prony series while the mechanical effect of liver perfusion is
represented with a linear Darcy law. Dynamic mechanical analysis has been performed
on 60 porcine liver samples in order to identify some visco-elastic parameters. Finally, we
show that liver deformation can be simulated in real-time on a coarse mesh and study the
relative effects of the hyperelastic, viscous and porous components on the liver biomechan-
ics.
A.1 Introduction
The simulation of soft tissue deformation has attracted a growing interest in the past 15
years both in the biomechanics and the medical image analysis communities. Indeed, med-
ical image modalities such as MRI, CT or echography can describe with millimeter ac-
curacy the anatomical shape of soft tissues but also their deformation through time series
of images such as cine-MRI or echocardiography. Modeling in silico the deformation of
soft tissues is of high interest in particular for the following applications: surgical gesture
training (Delingette and Ayache, 2004), therapy planning (Hawkes et al., 2005), physically-
based image registration (Veress et al., 2005) as well as medical imaging diagnostics.
We focus here on the simulation of liver deformation in the context of surgery training.
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The overall objective is to build a simulator that can ease the training of young medical resi-
dents to perform some gestures specific to minimally invasive surgeries such as laparoscopy,
endoscopy, interventional radiology, etc. In such cases, it is imperative that soft tissue de-
formation be simulated in real-time, i.e. at 25 frames per second which is the standard rate
used in cinema since The Lumière brothers. Obviously with such performance, the simu-
lation algorithms used in surgical simulators can also be used for surgery planning or even
computer animation. However, in surgery simulation, there are additional constraints of nu-
merical stability during the occurrence of contact between soft tissue and (virtual) surgical
instruments. Because those instruments are controlled by a human operator, large compres-
sion or extension of tissue can occur, sometimes leading to non physical behavior such as
inverted elements.
Because soft biological tissue behavior is rather complex and also not well charac-
terized, its simulation in real-time is a very challenging task. The liver for instance is a
porous material which typically undergoes large displacements, large deformations and is
also strongly visco-elastic (more details in section A.3). Early approaches for modeling
the soft tissue behavior assumed a linear elastic behavior (Cotin et al., 2000) discretized on
finite elements which naturally leads to solving a linear system of equations whose inverse
could eventually be precomputed (James and Pai, 1999).
Since linear elastic materials are not suited for large displacements, several authors in
computer animation have proposed corotational elastic models (Müller et al., 2002; Nesme
et al., 2005) where linear elastic stiffness matrices are rotated for each element. Those
corotational models however do not minimize a strain energy and therefore are not the
discretization of a continuum formulation. Also, their behavior is very restricted to material
linearity.
To simulate realistic soft tissue deformation, several authors have employed hyperelas-
tic materials minimizing a continuum strain energy. For real-time computation, early ap-
proaches have been based on St Venant Kirchhoff materials (Delingette and Ayache, 2004)
which exhibit a linear stress-strain relationship. Significant speed-up can be obtained by us-
ing reduced basis of deformation (Barbicˇ and James, 2005) or by grouping expressions on
edges, triangles and tetrahedra (Picinbono et al., 2003) when discretized on linear tetrahe-
dra. Those approaches are however limited to this specific material which has the drawback
of not behaving well under compression.
For general hyperelastic materials, several authors have relied on the Finite Volume
Method (Teran et al., 2003) to simulate soft-tissue deformation with explicit time integra-
tion schemes. Similarly, Miller et al. (2006) have proposed the Total Lagrangian Explicit
Dynamic (TLED) algorithm for which elastic forces are based on the reference configura-
tion unlike the Updated Lagrangian method widely used in commercial FEM code. This
approach has been combined with Prony series to model visco-elasticity and has been im-
plemented on Graphics Processing Units (GPU) (Taylor et al., 2009) to reach real-time
computations. However the main limitation of this approach is that it relies on explicit time
integration schemes which greatly simplifies the update at each time step but requires small
time steps to keep the computation stable especially for stiff materials. Furthermore, with
explicit schemes it is necessary to iterate multiple times to propagate applied forces from a
node to the whole mesh.
In this article, we first introduce the Multiplicative Jacobian Energy Decomposition
(MJED): a general algorithm to implement hyperelastic materials based on total Lagrangian
FEM with implicit time integration schemes. An optimized approach to build the stiffness
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matrix is proposed which is used to solve a linear system of equations at each time step. Our
algorithm allows to perform some matrix precomputations thanks to a decomposition of the
strain energy isolating the determinant of the deformation gradient J and the combination
of shape vectors with fourth order elasticity tensors. Furthermore, a specific regularization
of the stiffness matrix allows to cope with highly compressed elements.
A second contribution of this article is to propose a realistic biomechanical model of
the liver which combines hyperelasticity, viscoelasticity as well as porelasticity. The visco-
elasticity of our liver model is based on Prony series whose parameters have been experi-
mentally estimated through a dynamic strain sweep testing. Furthermore, those parameters
have been validated by reproducing in silico the experiments performed on liver samples.
Finally, we take into account the porous medium of the liver parenchyma through a poro-
elastic model which computes the fluid pressure and the resulting applied pressure on the
solid phase.
A.2 Modeling of the liver
The goal of this work is to construct a physically-realistic mechanical model of the liver that
is suitable for the simulation of hepatic surgery. As such, the model should be as accurate
as possible, but efficient enough to allow its application in real-time scenarios.
The first challenge is to characterize the mechanical behavior of the liver through rhe-
ology tests on liver tissue. For instance, Yamada (1970) has estimated the liver behavior
in compression with an elastic modulus varying from 7.8 to 42kPa. Dependence of hepatic
tissue elastic modulus with frequency was proposed in 2002 by Ottensmeyer (2002) and in
2005 by Valtorta and Mazza (2005), contributing in this way to consider liver tissue as vis-
coelastic. More recently, this dependence between liver mechanical modulus and frequency
was reinforced thanks to the development of in vivo imaging-based elastography systems.
A comparison between in vivo ultrasound-based transient elastography and in vitro rheom-
etry has been proposed by Oudry et al. (2009). In Figure A.1, we show how our frequency
dependent mechanical measurements of liver tissues compares with the literature. For large
displacements, the non-linear behavior of the liver was first analyzed by Liu and Bilston
(2002): liver tissue was considered as non linear beyond 0.2% strain. Kerdok (2006) in
her thesis has proposed a global mechanical model of the liver based on ex-vivo perfused
porcine livers.
Based on this literature survey of liver biomechanics, we propose to model hepatic tis-
sue as hyperelastic and viscous. Moreover, porous properties which are due to the large
amount of extracellular fluid in the liver, as explained in (Kerdok, 2006), are considered
here. Figure A.2 shows schematically how these three components are related within a
physically-based model. The porosity model acts in parallel to the visco-hyperelastic com-
ponents and introduces the fluid pressure as an additional state variable. In the next sections,
the individual components and underlying variables are described in details.
A.3 Visco-hyperelasticity based on Prony series
To model accurately the viscoelasticity of the liver, Rayleigh damping cannot be used. In-
stead, we propose to rely on Prony series (Taylor et al., 2009) which consists in adding to the
hyperelastic stress tensor Sv some time dependent stresses. This time dependence is given
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Figure A.1: Comparison between our Dynamic Mechanical Analysis results (bottom red
curve) and values obtained in the literature.
by α(t) =α∞+∑iαie−t/τi with the condition (α∞+∑iαi) = 1. The visco-hyperelastic SPK
tensor Sv can be written as:
Sv =
∫ t
0 α(t− t ′) ∂Sh∂ t ′ dt ′ = Sh−∑i γi
where γi =
∫ t
0 αi(1− e(t
′−t)/τi) ∂Sh∂ t ′ dt
′ (A.1)
After a discretization over time this results in the recursive formula:
γni = aiS
n
h+biγ
n−1
i where ai =
∆tαi
∆t+ τi
and bi =
τi
∆t+ τi
∆t is the time step used for discretization and has to be the same as the time step for any
solvers during the simulation.
To combine the Prony series with our optimized hyperelastic formulation, we need to com-
pute the total second Piola-Kirchoff stress tensor Snh. This is done by computing the inverse
deformation gradient :
Sh = ∇φ−1
(
n
∑
k=1
( f k
′
(J)gk(I˜)J∇φ−T + f k(J)∇φSkh)
)
(A.2)
where ∇φ−1 =
(
∑4l=1 Pl⊗ ∂J∂Ql
)
/J.
The visco-hyperelastic nodal forces are therefore related to the hyperelastic ones by
Fnv,i = F
n
h,i+V0∇φ ∑i γ
n
i Di. Moreover, once we have γ
n−1
i the stiffness matrix is also slightly
updated from its hyperelastic formulation Knh,i j :
Knv,i j = K
n
h,i j
(
1−∑
k
ak
)
−V0DTj
(
∑
k
bkγn−1k
)
DiId
Adding the viscous properties through the Prony series does not have a significant impact
on the total computation times despite the evaluation of the time dependent stresses γni and
∇φ−1.
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Figure A.2: Representation of the constitutive model combining viscosity, hyperelasticity
and porosity.
A.4 Poro-elasticity
We propose to model the liver as a fluid-filled sponge following Kerdok’s model (Kerdok,
2006). The proportion of free-fluid (blood, water. . .) in the liver parenchyma in the reference
configuration is set to a constant fw, 1− fw represents the initial ratio of the solid phase
(hepatic cells...). In such case, the volumetric part of the liver material (resistance to volume
change) is governed by how much the volume change (measured by J) differs from 1− fw.
Thus, we introduce the effective volumetric Jacobian J∗ = ( fw + J−1)/ fw, and define the
volumetric Cauchy stress following Hencky’s elasticity (Xiao and Chen, 2002):
σHeq = K0 fw ln(J∗)
where K0 is the bulk modulus of the material. With this model, when J get close to 1− fw,
the solid phase of the liver is completely compressed and the resulting stress is infinite. To
avoid instabilities due to this infinite stress, we substitute σHeq when J ≤ J0 by its tangent
curve at J0 (see Figure A.3). We set J0 = 1− fw +K0/Klim where Klim is a bulk modulus
and represents the slope of the tangent.
The fluid phase of the liver also applies some volumetric stresses due to the transient
response of the fluid through the porous liver parenchyma. A straightforward way of mod-
eling the porous behavior is through the linear Darcy’s law. In this setting, variation of fluid
pressure Pf luid is governed by the variation of volume change and a diffusive process:
1
Klim
P˙f luid = κ∇2Pf luid− J˙J (A.3)
where κ is the permeability parameter. In Kerdok’s model, the permeability κ is a function
of J, but we propose to keep it constant to decrease its computational cost.
Finally, the total Cauchy stress response in the volumetric part is defined by summing
the solid and the fluid terms: σp = σheqId−Pf luidId.
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Initial sHeq
tangent on J
Klim
J
0
Figure A.3: Representation of the static Cauchy stress before and after substitution. (Red)
Initial stress, (Green) Tangent curve, (Blue dots) New stress. Here fw = 0.8.
The Cauchy stress is translated as a poro-elastic force and then added to the visco-
hyperelastic forces:
Fp,i =−σp
(
∂J
∂Qi
)T
V0
The additional stiffness matrices due to the porous behavior are given as:
Kp,i j =V0
(
∂σp
∂J
(
∂J
∂Q j
)T ( ∂J
∂Qi
)
+σp
∂ 2J
∂Q j∂Qi
)
The regularization strategy of the volumetric term described in section 3.3.1 iii) is applied
to the stiffness matrix Kp,i j.
The poro-elastic equation A.3 is integrated with an Euler semi-implicit method at the
same frequency and with the same time step as the mechanical equation. The diffusive
part of Darcy’s law is discretized implicitly as a constant stiffness matrix and at each time
step a linear system of equation involving nodal fluid pressures is solved with a conjugated
gradient method with a maximum number of iterations (to limit computational cost). Note
however that the term J˙/J discretized explicitely may undergo large variation and thus limits
the maximal value of the global time step.
A.5 Small deformation dynamical testing on porcine liver: ex-
perimental materials and methods
To calibrate the visco-elastic parameters of our liver model, tests were performed on porcine
livers. Dynamic viscoelastic behavior of hepatic tissue was investigated using in vitro Dy-
namic Mechanical Analysis (DMA) in rotating shear. Tests were carried out on liver cylin-
drical shaped samples coming from five adult pigs (weighting between 25 and 35kg). Im-
mediately after hepatectomy performed on anesthetized animals, entire livers were stored
APPENDIX A 105
in an insulated container at 6C surrounded by ice. Cylindrical hepatic samples of 20 mm
diameter and 4 mm thick were cut and tested within 6 hours post-mortem time. To avoid
mechanical difference due to samples localization, 4 samples were tested for each of right,
middle and left liver lobe. Hepatic tissue is considered as isotropic. At least 60 samples
were tested (5 animals x 3 lobes x 4 samples).
Dynamic Strain Sweep tests and Dynamic Frequency Sweep tests were performed on
a dedicated stress-controlled AR2000 (TA-Instruments, New Castle, DE, USA) rheometer
in a parallel-plate configuration represented in Figure A.4. A pre-compression of 5mN was
applied and sand paper was fixed to the rheometer plates to insure grip with tested sample.
Figure A.4: Schematic representation of the testing device in a plate-plate configuration.
Lower plate is fixed whereas upper is sinusoidally rotating
- Dynamic Strain Sweep
Those tests aim at giving linearity limit of the material elasticity. The sweep covers strain
range from 0.01% to 20% which is sufficient according to the literature. Storage and loss
shear moduli, noted respectively G′ and G′′ can be extracted from the experiments. In Figure
A.5 the storage modulus is given for two samples and at two different temperatures. The
linearity domain extends up to 1% to 2% of deformation.
- Dynamic Frequency Sweep
The upper plate rotates with a sinusoidal momentum and forces a sinusoidal deformation
shifted with a phase δ . Such a device allows frequency sweep from 0.1 to 4Hz. Experiments
were carried out in the linear viscoelastic strain range of the samples (γ0 = 0.1%). Storage
and Loss shear moduli, as well as complex shear modulus G∗ were calculated from the
formulas:
G′(ω) = cosδ
σ0
γ0
, G′′(ω) = sinδ
σ0
γ0
(A.4)
and the complex modulus G∗(ω) = G′(ω) + iG′′(ω) where σ0 and γ0 are the amplitude
of the sinusoidally varying shear stress and strain respectively and δ the phase difference
between stress and strain. We display the mean curves in Figure A.5, obtained from the 60
tested samples.
From these results the Dynamic Modulus G can be obtained as a function of the fre-
quency or function of the time, and the viscoelastic behavior can be modeled after fitting a
generalized Maxwell model with two modes of relaxation to those measurements:
G(t) = G0(g∞+g1e−t/τ1 +g2e−t/τ2) (A.5)
where G0 g∞ = G∞ is called the equilibrium modulus, g1,g2,τ1,τ2 are parameters such as
g∞+ g1 + g2 = 1. The parameters are given in Table A.1. From Figure A.1, we can see
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Shear modulus / Strain Relationship
Figure A.5: Experimental Dynamic Mechanical Analysis results in terms of shear, storage
and loss moduli for in vitro hepatic tissue samples. (Top) Strain Sweep tests, (Bottom)
Frequency Sweep tests.
G0(Pa) g1(Pa) τ1(s) g2(Pa) τ2(s)
770 0.235 0.27 0.333 0.03
Table A.1: Values of the parameters identified from the DMA Tests
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that the estimated shear modulus is significantly lower that those measured by other authors
on human or bovine livers at the same frequency range. However, when comparing with
other measurements performed on porcine livers at higher frequencies with image-based
elastography, they seem to be coherent.
A.6 Model Parameter fitting from experiments
From the rheological experiments described in the previous section, we derive the shear
modulus G0 required in the hyperelastic term (e.g. Boyce Arruda material) and the Prony
series parameters required in the viscous term. To check that those parameters are indeed
valid, we propose in this section to compare in silico simulations with the performed in
vitro rheological tests. First, we check that the linearity domain for our hyperelastic mate-
rials matches the ones observed in the dynamic strain sweep experiments. We simulate a
cylinder in extension in SOFA for several longitudinal stresses and estimate the associated
strains. The stress/strain curves are shown in Figure ?? for two materials. It can be seen
that the linearity limit corresponds to the one given by experiments (1%− 2%). Second,
Figure A.6: Longitudinal stress/strain curves obtained with a cylinder for Boyce Arruda and
St Venant Kirchhoff materials.
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dynamic frequency sweep tests have been simulated using similar geometries and boundary
conditions than the DMA tests (see FigureA.7). An oscillating torque (amplitude M) is ap-
plied on a small cylinder (radius r = 10mm, height h = 4mm) at various frequencies ω . The
amplitude of the torque is chosen so as to stay in the linear domain. The angle of rotation
θ of the cylinder is measured as a function of time. This angle describes a sinusoidal curve
which follows the torque amplitude with a shifted phase δ . Specific constraint is applied on
the top cylinder nodes to enforce a pure rotation of those nodes (as to reproduce the pure
grip of sand paper).
Figure A.7: (Left) Cylinder used for the simulation of shear deformation. (Pink) Rotat-
ing top nodes. (Blue triangles) Cylinder with parameters of the liver. (Blue dots) Fixed
points.(Right) Comparison of the simulated values with the data obtained by DMA testing.
The moduli are given on a x-log scale. The material is St Venant Kirchhoff, similar values
are found for other materials.
Applying the classical formulas:
σ(t) =
2M
pir3
and γ(t) =
rθ(t)
h
and equations A.4 we can estimate the values of the Storage and Loss moduli to be compared
with experimental data. It can be seen in Figure A.7 that the simulation manages to capture
the viscous behavior of the liver for small deformations with a mean relative error of 5%.
Given the fit errors and the standard deviation of the values obtained with the DMA tests,
this mean error is reasonably good.
A.7 Poro-hyperelasticity simulation
We have implemented the porous component in our model using parameters based on Ker-
dok’s (Kerdok, 2006) experimental data as shown in Table A.2.
In order to qualitatively check the accuracy of our implementation, we simulated a liver
composed of two components: Boyce and Arruda hyperelasticity and porosity. The gravity
is uniformly applied on the liver while several points of a plane are fixed (representing the
ligament and veins). The simulated fluid pressure field during the deformation is shown in
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f w K0(Pa) Klim(kPa) κ(m4/Ns)
0.5 400 2.2 20
Table A.2: Values of the parameters used for porosity component
Figure A.8 as a color map, ranging from dark blue (initial pressure) to red (highest pres-
sure). Highest pressure in the fluid occurs when the liver is compressed either by the gravity
P=0(Pa) P=100(Pa)
t = 0s t = 2s t = 4s
Figure A.8: Pressure field of the porous component on a liver under gravity
pressure (diffusion starts at the top) or by elastic reaction (diffusion starts at the bottom).
A.8 Complete Liver Model
To describe the influence of each component in the complete model, several simulations
were performed using the same liver mesh (1240 vertices and 5000 tetrahedra), same pa-
rameters, under the same constant gravity force, and with Boyce Arruda material (Arruda
and Boyce, 1993), at the fifth order. The liver mesh has been segmented from a CT scan
image and meshed with the GHS3D software. An Euler implicit time integration scheme is
used with a time step of 0.07s, the linear equations being solved with a conjugated gradient
algorithm (number of iterations limited to 200). As boundary conditions, several nodes of
the liver are fixed along the vena cava and suspensive ligament. The liver deforms under the
action of gravity such as to overpass the linearity limit of the material. All computations
were performed on a laptop PC with a Intel Core Duo processor at 2.80 GHz (simulations
are available in the video clip).
(i) Influence of the viscous component
Adding viscosity to hyperelasticity increases the amplitude of the oscillations as the mate-
rial becomes less stiff. Contrary to essentially hyperelastic model, the final state is really
different from the initial state (see Figure A.9). Indeed, the use of Prony series leads to
a multiplication of the SPK tensor by 1−∑ak at infinte time. Moreover, since the initial
oscillations are larger, the stabilization takes more time (140s instead of 120s). The frame
rate is around 9 FPS against 10 FPS for hyperelasticity alone. We did not reach the ideal
25FPS needed for real-time interaction. However the implicit integration scheme allows
larger time step (0.3s for instance) which speeds up the simulation and makes user inter-
actions efficient. High amount of extension and compression are possible which may be
somewhat unrealistic, therefore the porous component is necessary to control the amount of
viscosity.
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Figure A.9: Addition of viscosity to hyperelasticity: Comparison of the maximum am-
plitudes and final states. (Black) Initial position, (Blue) Hyperelastic liver, (Pink) Visco-
hyperelastic liver.
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(ii) Influence of the porous component
Adding porosity to visco-hyperelasticity prevents the liver from having unrealistic large
deformations. The maximum amplitude is in between the hyperelasticity alone and the
visco-hyperelasticity. The deformation is no longer isotropic and changes over time. The
addition of this component decreases the computational efficiency (6 FPS) since a semi-
implicit integration scheme is used for the porous component. Because of the fast variation
of the explicit term J˙/J, the time step has to be decreased to 0.15s. On our laptop PC, the
simulation is still fluid enough to allow user interactions.
A.9 Discussion
We have proposed an innovative method to discretize hyperelastic materials on finite ele-
ment meshes. The MJED method is fully general and requires from the user to provide a
decomposition of the strain energy into simple terms. With this formulation, a number of
precomputations can be performed to speed-up the assembly of stiffness matrices.
For the complete liver model, Boyce Arruda material was chosen based on Kerdok’s
observations (Kerdok, 2006) that the parenchyma is best represented by a 8-chain rubber
like elastic model. But alternative materials such as Mooney Rivlin or Ogden could be also
employed whereas Costa material is better suited for cardiac modeling. In the future, we
are planning to perform additional strain sweep static tests in order to better characterize the
hyperelastic behavior of the liver. One improvement of our model would be to add the in-
fluence of the Glisson capsule which acts as a membrane surrounding the liver parenchyma.
However rheological experiments of that capsule are difficult to perform because it is really
thin. Another avenue of research would be to couple the liver perfusion model with the
simulation of blood flow inside the two liver veinous systems.
We have also shown in section A.6 that some parameters of the liver model can be
identified based on dynamic mechanical testing. Model personalization is an important
issue to create patient-specific simulations and we believe that ultrasound elastometry could
be used for in vivo characterization of liver visco-elasticity.
For full user interaction, it is required to reach at least 25 FPS. For our visco-hyperelastic
liver model, we were still able to have a reasonable interaction despite a frame rate of 10
by increasing the time step to 0.3s. Note that using implicit time integration schemes really
helped getting a realistic behavior whereas using explicit schemes with much lower time
steps and large frame rate lead to very damped motion. For instance, the same hyperelastic
model implemented with an explicit Runge Kutta 4 solver could not stay stable after the
first interaction even for a small time step (0.01s), and reaching only 11 FPS.
There are several ways to improve the computational efficiency (besides applying Moore’s
law). First, the porosity computation could be computed in parallel from the mechanical
computation. Second, the assembly of stiffness matrices and the solution of linear systems
of equations could be done on the GPU as already done by several authors (Taylor et al.,
2009). Finally, the projection on reduced basis as shown in (Barbicˇ and James, 2005) could
decrease the size of the linear system to be solved at each time step.
Despite those advances, a lot of research needs to be done to achieve a realistic liver
surgery simulation including the modeling of liver contact with neighboring structures, the
influence of breathing and cardiac motion, the simulation of hepatic resection, bleeding and
suturing.
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Appendix B
MJED Method Calculation
To apply the MJED method described in Sec. 3.3, we need to go through complex matrix
and tensor calculation.
B.1 MJED method
The strain energies W kh = f
k(J)gk(I˜) are derived with respect to the points Qi to obtain nodal
forces, (described previously in equations 3.3) and the terms are summed up for each k. To
get this first derivative, we use the same calculations as made by Delingette (2008).
Combining ∇φ =
4
∑
i=1
QiDTi and S
k
h = 2
∂gk(I˜)
∂C
we obtain:
∂gk(I˜)
∂Qi
= DTi S
k
h ∇φ
T and from
∂ f k(J)
∂Qi
= f k
′
(J)
∂J
∂Qi
(B.1)
where the derivative of the Jacobian is expressed as
∂J
∂Qi
=
1
6V0
((Q j−Ql)∧ (Qk−Ql))T (B.2)
we get nodal forces that only require the inputs f k, f k′,gk and Skh :
Fh,i =−V0
n
∑
k=1
(
f k
′
(J)gk(I˜)
(
∂J
∂Qi
)T
+ f k(J)∇φ Skh Di
)
(B.3)
To obtain the stiffness matrix, we need to derive twice the strain energy, or to derive the
transpose of the force. We start by deriving the first term of the force: f k′(J) ∂J∂Qi g
k(I˜). We
obtain three terms: 
Gk =
(
∂ f k ′(J)
∂Q j
)T
∂J
∂Qi g
k(I˜)
Hk = f k′(J) ∂
2J
∂Q j∂Qi g
k(I˜)
Ik = f k′(J)
(
∂gk(I˜)
∂Q j
)T ∂J
∂Qi
(B.4)
which are easily written using equation (B.1) and the second derivative of the Jacobian:
∂ 2J
∂Q j∂Qi
==
1−δi j
6V0
 0 −c3 c2c3 0 −c1
−c2 c1 0
 (B.5)
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with δi j the Kronecker delta and c = (c1,c2,c3) the edge vector opposing Qi and Q j.
Let consider the second term of the force: f k(J)DTi Skh ∇φ
T . As Di is constant, that also
leads to three additional terms:
λ k =
(
∂ f k(J)
∂Q j
)T
DTi Skh ∇φ
T
Mk = f k(J) DTi Skh
(
∂∇φT
∂Q j
)T
Rk = f k(J)
(
∂Skh
∂Q j Di
)T
∇φT
(B.6)
Computation of λ k and Mk is straightforward using the definition of ∇φ which gives ∂∇φ∂Q j =
IdDTj and equation (B.1). Rk is more complex and in the remainder the .k notation is
dropped to simplify notations and derive the expression component wise. We seek to deter-
mine a matrix whose elements are ∂Sab∂Qvj where a,b and v are in [1..3]. Including the matrix
C in the chain rule we express this term as:
∂Sab
∂Qvj
=
3
∑
m,n=1
∂Sab
∂Cmn
∂Cmn
∂Qvj
But, using ∂Cmn∂Qvj = ∑
4
u=1[Q
v
u D
m
j D
n
u +Q
v
u D
m
u D
n
j ] and ∇φmn = ∑
4
u=1 Q
m
u D
n
u and noticing
moreover that Dmj ∇φvn =
[
D j⊗ (∇φT ev)
]
mn. We can finally compute the expressions to
obtain the derivative with respect to Qvj:
∂S
∂Qvj
=
∂S
∂C
:
[
D j⊗ (∇φT ev)+(∇φT ev)⊗D j
]
where ∂S∂C is a fourth order tensor, applied to the matrix
[
D j⊗ (∇φT ev)+(∇φT ev)⊗D j
]
which is a second order tensor (a matrix). Finally the derivative we seek is :
∂S
∂Q j
Di =
3
∑
v=1
∂S
∂Qvj
Di⊗ ev
Furthermore, we take advantage of the specific structure of the fourth order elasticity ten-
sors. In all cases, this tensor can be written as a sum of two kinds of terms,
β k1 A
k
1 H A
k
1 or β
k
2 (H : A
k
2) A
k
2
where β ku are scalars, Aku are symmetric matrices, and A : B= tr(BT A) for any two matrices
A,B. Each one of those two kinds of terms leads to simpler expressions of Rk, respectively:
f k(J) ∇φ Lk1(i, j) ∇φ
T and f k(J) ∇φ Lk2(i, j) ∇φ
T (B.7)
where Lk1(i, j) and L
k
2(i, j) are the linear matrices{
Lk1(i, j) = β
k
1
(
Ak1 Di⊗D j Ak1+Ak1(D j ·Ak1 Di)
)
Lk2(i, j) = 2β
k
2
(
Ak2 D j⊗Di Ak2
) (B.8)
which are constant in most cases.
To conclude, the stiffness matrix is:
Kh,i j =
∂ 2W (TP)
∂Qi∂Q j
=V0 ∑
k
(Gk +Hk + Ik +λ k +Mk +Rk) (B.9)
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B.2 Combining MJED and Prony series
It consists in adding to the hyperelastic stress tensor Sv some time dependent stresses:
α(t) = α∞+∑
i
αie−t/τi with
(
α∞+∑
i
αi
)
= 1
At time n the visco-hyperelastic SPK tensor Snv can be written as:
Snv = S
n
h−∑
i
γni
γni = aiS
n
h+biγ
n−1
i where ai =
∆t αi
∆t+ τi
and bi =
τi
∆t+ τi
∆t is the time step used for discretization and has to be the same as the time step for
any solvers during the simulation. Therefore, we need to compute the total second Piola-
Kirchoff stress tensor Snh. This is done by computing the inverse deformation gradient :
Snh = ∇φ
−1
(
∑
k
( f k
′
(J)gk(I˜)J∇φ−T + f k(J)∇φSkh)
)
where ∇φ−1 =
(
∑4l=1 Pl⊗ ∂J∂Ql
)
/J.
The visco-hyperelastic nodal forces are therefore related to the hyperelastic ones by
Fnv,i = F
n
h,i+V0∇φ∑
i
γni Di
Moreover, once we have γn−1i the stiffness matrix is also slightly updated from its hypere-
lastic formulation:
Knv,i j = K
n
h,i j
(
1−∑
k
ak
)
−V0DTj
(
∑
k
bkγn−1k
)
DiId
B.3 pseudo-code of the MJED method
To compute the FEM formulation, three functions are necessary to input into the solvers: an
initialization , the computation of the force vector and finally the computation of the stiffness
matrix. We start with the init() function (Algorithm 2) which loads the mesh, initializes the
variables and precomputes some quantities. This function is only called once, before the
simulation starts. Then we build the Force Vector (Algorithm 3) for every tetrahedron, and
at each time step. And finally we compute the stiffness matrices (Algorithm 4 for every
tetrahedron, at each time step (depending on the solver used).
B.4 MJED method on Costa’s law
The MJED method can also be applied to laws where the strain energy does not depend on
invariants but are function on the Green tensor E. We describe here its derivation for Costa’s
orthotropic law. The strain energy for this material is given as:
W =
1
2
a
(
eA¯−1
)
+
κ
2
(J−1)2
A¯ = J−4/3(b f f E2f f +2b f sE
2
f s+bssE
2
ss+2b f nE
2
f n+2bsnE
2
sn+bnnE
2
nn)
(B.10)
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Algorithm 2 init() function
1: Load the mesh and get the topology (tetrahedra, vertices, edges ...)
2: for every tetrahedron i do
3: Get the reference points position in the tetrahedron, Pj
4: Calculate the reference volume V0
5: Calculate the Shape Vectors D j
6: for every edge with vertices u and v do
7: Compute the linear matrices Lk(u,v) (see equation B.8)
8: end for
9: end for
Algorithm 3 addForce() function
1: for every tetrahedron i do
2: Get the current points position in the tetrahedron, Q j
3: Compute the Deformation Gradient ∇Φ
4: Compute the Cauchy-Green Tensor C
5: Compute the Jacobian J
6: for every vertex j do
7: Compute the first derivative of the Jacobian ∂J∂Q j (see equation B.2)
8: end for
9: for every k of the decomposition do
10: Get fk, f ′k, f
′′
k , gk, and Sk
11: end for
12: for every vertex j do
13: Compute the Force Fj summing the contributions from the decomposition (see
equation B.3)
14: end for
15: end for
Algorithm 4 addDForce() function
1: for every tetrahedron i do
2: for every edge with vertices u and v do
3: Compute the second derivative of the Jacobian ∂
2J
∂Qu∂Qv (see equation B.5)
4: for every k of the decomposition do
5: Calculate Gk, Hk, Ik, λk, Mk and Rk using Lk(u,v) (equations B.4, B.6 and B.7)
6: end for
7: Compute the Stiffness Matrix Kuv (see equation B.9)
8: end for
9: end for
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where bkl are orthotropic coefficients with ( f ,s,n) respectively the fibers, sheets and normal-
sheets directions; a,κ are material parameters and J is the Jacobian (ratio between deformed
volume and rest volume). To optimize the implementation using the MJED method we de-
compose the strain energy as
W =
a
2
e f1g1 + f2g2
where
f1 = J−4/3
g1 = E f sn : (G f sn : E f sn)
f2 = κ2 (J−1)2− a2
g2 = 1
(B.11)
with A : B= tr(AT B) for two matrices A and B, and G f sn is the symmetric 4th order tensor
in the local base ( f ,s,n) defined as the 6×6 matrix:
G f sn =

b f f 0 ... ... ... 0
0 b f s
. . .
...
...
. . . bss
. . .
...
...
. . . b f n
. . .
...
...
. . . bns 0
0 ... ... ... 0 bnn

( f ,s,n) can be found as the eigenvectors of the DT MRI tensor from images. The change
from the local base (f,s,n) into the global base (x,y,z) is performed thanks to:
G =b f f ( f ⊗ f )⊗ ( f ⊗ f )+b f s( f ⊗ s+ s⊗ f )⊗ ( f ⊗ s+ s⊗ f )
+bss(s⊗ s)⊗ (s⊗ s)+b f n( f ⊗n+n⊗ f )⊗ ( f ⊗n+n⊗ f )
+bsn(s⊗n+n⊗ s)⊗ (s⊗n+n⊗ s)+bnn(n⊗n)⊗ (n⊗n)
(B.12)
where u⊗ u is the symmetric matrix A = uut when u is a 3× 1 vector, which can be ex-
pressed as a 6× 1 vector. Therefore the tensor A⊗A can be calculated using the vector
formulation and gives a symmetric 6×6 matrix. Hence the function g1 is also equivalent to
E : (G : E).
Finally, the derivatives necessary to apply the MJED method are easily defined as:
f ′1 =−43 J−7/3 f ′′1 = 289 J−10/3
S1 = ∂g1∂E = 2G : E
∂S1
∂E : H = 2G : H
f ′2 = κ(J−1) f ′′2 = κ
S2 = 0 ∂S2∂E : H = 0
(B.13)
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Appendix C
Valve Model Calculation
C.1 Relation between nodal displacements and
ventricular volumes
We compute the volume of the ventricle (open surface mesh Z) as a sum of the tetrahedra
that are formed by each triangle on the surface and a unique point, for instance the point O.
Let Qk be the deformed points on the surface with each unit volume of tetrahedron Ti given
by Vi = 16 |QTi(0),QTi(1),QTi(2)|, where |., ., .| is the mix product. If the surface is closed, the
total volume is the sum of the unit volumes over all the triangles.
For an open surface mesh, with N holes, we virtually close each of the holes n by a
point Cn - the barycenter of the Nn points on the border named QHn(k):
Cn =
1
Nn
Nn−1
∑
k=0
QHn(k)
Therefore the total volume of the ventricle can be written as:
Vtotal = ∑
TiεZ
Vi+∑
n
Nn−1
∑
k=0
1
6
|QHn(k),QHn(k+1),Cn| (C.1)
C.2 Derivatives of the volume
We obtain the vector GL (respectively GR), by differentiating the volume with respect to the
nodal positions on the surface.
• Inside Points:
Let’s define the area vector of a triangle Ti:
A(Ti) =
QTi(0)×QTi(1)+QTi(1)×QTi(2)+QTi(2)×QTi(0)
2
then we need to sum over all the triangles that surround the point Qi.
∂V
∂Qi
=
1
3 ∑Tj⊃Qi
A(Tj)
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• Border Points:
To this derivative, the contribution of 16 |QH j(k),QH j(k+1),C j| has to be added. It gives there-
fore
∂V
∂QHn(i)
=
1
3 ∑Tj⊃QHn(i)
A(Tj)
+
QHn(i)×QHn(i+1)
6
+
QHn(i+1)×Cn
6
+
Cn×QHn(i−1)
6
+
QHn(i−1)×QHn(i)
6
(C.2)
• Second Derivative for inside points:
We want to differentiate ∂V∂Qi with respect to ∂Qk. When we sum the area vectors over all
the triangles that surround ∂Qi, many terms are cancelled, and many do not include ∂Qk.
For the derivative, only two terms remain:
∂ 2V
∂Qk∂Qi
=
1
6
∂
∂Qk
(Qk×Qv+Qu×Qk)
where (Qk,Qv,Qi) and (Qu,Qk,Qi) are two oriented triangles. The second derivative is
then:
∂ 2V
∂Qk∂Qi
=
1
6
 0 −b3 b2b2 0 −b1
−b2 b1 0
 (C.3)
where b = (b1,b2,b3) = Qu−Qv.
• Second Derivative for border points:
When Qi and Qk are on the border, for instance Qi = QHn(i) and Qk = QHn(i+1), we have to
add a vector b˜ = QHn(i)−Cn to b.
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Simulation de modèles personnalisés du coeur pour la
prédiction de thérapies cardiaques
Résumé : La compréhension clinique et le traitement des maladies cardiovasculaires est
extrêmement complexe. Pour chaque patient, les cardiologues sont confrontés à des difficul-
tés pour déterminer la pathologie, choisir une thérapie ou encore sélectionner les patients
susceptibles de bien répondre à un traitement donné. Afin de fournir une aide additionnelle
aux cardiologues, de nombreuses équipes de recherche étudient la possibilité de planifier de
telles thérapies grâce à des modèles biophysiques du cœur. Ils formulent l’hypothèse que
l’on peut combiner les données fonctionnelles et anatomiques afin de créer des modèles car-
diaques personnalisés à chaque patient qui auraient le potentiel de prédire les bénéfices des
différentes thérapies. Les simulations électromécaniques du cœur sont basées sur des mo-
dèles informatiques qui peuvent représenter la géométrie, le mouvement et la propagation
d’ondes électriques pendant un cycle cardiaque avec suffisamment de précision. L’intégra-
tion d’information anatomique, mécanique et électrophysiologique pour un patient donné est
essentielle pour construire ce type de modèle.
Dans cette thèse, nous étudions la possibilité de personnaliser le modèle électroméca-
nique de Bestel-Clément-Sorine à partir d’images médicales (IRM). Pour cela, nous propo-
sons en premier lieu une méthode automatique de calibration qui estime les paramètres mé-
caniques globaux à partir de courbes de pressions et volumes. Ensuite, les paramètres sont
personnalisés localement avec un algorithme d’optimisation plus complexe. Cette stratégie de
personnalisation a été validée et testée sur plusieurs cas pathologiques et volontaires. Ces
différentes contributions ont montré des résultats prometteurs tout au long de cette thèse et
certains sont déjà utilisés pour quelques études de recherche.
Mots clés : Modélisation Cardiaque ; Mécanique Cardiaque ; Modèle Informatique ; Etude
de Sensibilité ; Etude de Spécificité ; Calibration des Paramètres ; Personnalisation ; Imagerie
Medicale
Simulation of patient-specific cardiac models for therapy
planning
Abstract: The clinical understanding and treatment of cardiovascular diseases is highly
complex. For each patient, cardiologists face issues in determining the pathology, choosing a
therapy or selecting suitable patients for the therapy. In order to provide additional guidance
to cardiologists, many research groups are investigating the possibility to plan such therapies
based on biophysical models of the heart. The hypothesis is that one may combine anatomical
and functional data to build patient-specific cardiac models that could have the potential to
predict the benefits of different therapies. Cardiac electromechanical simulations are based
on computational models that can represent the heart geometry, motion and electrophysiology
patterns during a cardiac cycle with sufficient accuracy. Integration of anatomical, mechanical
and electrophysiological information for a given subject is essential to build such models.
In this thesis, we focus on the personalisation of the Bestel-Clément-Sorine electrome-
chanical model of the heart from medical images (MRI data). To this end, we first propose an
automatic calibration algorithm that estimates global mechanical parameters from volume and
pressure curves. Then the parameters are locally personalized with a more complex optimiza-
tion algorithm. This personalization strategy was validated and tested on several pathological
and healthy cases. These contributions have led to promising results through this thesis and
some are already used for various research studies.
Keywords: Cardiac Modeling; Cardiac Mechanics; Computer Model; Sensitivity Analysis;
Specificity Analysis; Parameter Calibration; Patient-Specific; Medical Imaging
